Wright State University

CORE Scholar
Browse all Theses and Dissertations

Theses and Dissertations

2021

Computational Simulation and Analysis of Neuroplasticity
Madison E. Yancey
Wright State University

Follow this and additional works at: https://corescholar.libraries.wright.edu/etd_all
Part of the Computer Engineering Commons, and the Computer Sciences Commons

Repository Citation
Yancey, Madison E., "Computational Simulation and Analysis of Neuroplasticity" (2021). Browse all
Theses and Dissertations. 2501.
https://corescholar.libraries.wright.edu/etd_all/2501

This Thesis is brought to you for free and open access by the Theses and Dissertations at CORE Scholar. It has
been accepted for inclusion in Browse all Theses and Dissertations by an authorized administrator of CORE
Scholar. For more information, please contact library-corescholar@wright.edu.

COMPUTATIONAL SIMULATION AND ANALYSIS OF NEUROPLASTICITY

A thesis submitted in partial fulfillment of the
requirements for the degree of
Master of Science

by

MADISON E. YANCEY
B.S.C.S., Wright State University, 2019
B.S., Wright State University, 2019

2021
Wright State University

WRIGHT STATE UNIVERSITY
GRADUATE SCHOOL

April 27, 2021
I HEREBY RECOMMEND THAT THE THESIS PREPARED UNDER MY
SUPERVISION BY Madison E. Yancey ENTITLED Computational Simulation and
Analysis of Neuroplasticity BE ACCEPTED IN PARTIAL FULFILLMENT OF
THE REQUIREMENTS FOR THE DEGREE OF Master of Science.

Michael Raymer, Ph.D.
Thesis Director

Kathy Engisch, Ph.D.
Thesis Co-Director
Committee on
Final Examination

Michael Raymer, Ph.D.

Kathy Engisch, Ph.D.

Krishnaprasad Thirunarayan, Ph.D.

Thomas Wischgoll, Ph.D.

Barry Milligan, Ph.D.
Vice Provost for Academic Affairs
Dean of the Graduate School

Mateen Rizki, Ph.D.
Chair, Department of Computer
Science and Engineering

ABSTRACT

Yancey, Madison E. M.S., Department Computer Science and Engineering, Wright
State University, 2021. Computational Simulation and Analysis of Neuroplasticity

Homeostatic synaptic plasticity is the process by which neurons alter their activity
in response to changes in network activity. Neuroscientists attempting to understand
homeostatic synaptic plasticity have developed three different mathematical methods
to analyze collections of event recordings from neurons acting as a proxy for neuronal
activity.

These collections of events are from control data and treatment data,

referring to the treatment of neuron cultures with pharmacological agents that augment
or inhibit network activity. If the distribution of control events can be functionally
mapped to the distribution of treatment events, a better understanding of the biological
processes underlying homeostatic synaptic plasticity can be achieved. The aim of
this project was to create a tool that allows researchers to quickly process, visualize,
and then analyze the homeostatic synaptic plasticity data using the three analysis
methods, as well as evaluate the viability of a fourth method.
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Introduction

A program was constructed to create an efficient way to allow researchers to quickly
test different methods of analyzing data obtained from biological experiments. This
ability would facilitate efforts to better understand biological mechanisms relating to
neuronal communication. To understand how the program operates and the impact
of this tool, a preliminary background knowledge of neuroscience concepts is needed.

1.1

Background

Neuropsychiatric disorders, such as mood disorders, epilepsy, and schizophrenia, are
functional abnormalities of brain activity that currently have no cure [1, Ch. 8], [1,
Ch.22]. If brain activity could be altered, a therapeutic solution to these disorders
could potentially be devised.
The brain is the most complex organ in the human body. It is made up of
billions of specialized cells [2], including neurons, the cells which transmit and receive
information and signals; glia, which perform multiple support functions as well as
contributing to signaling; and other cells that make up the blood vessels and other
structural elements. Neurons are responsible for communicating information via
electrical impulses and chemical signals within the brain and to other parts of the
body. These impulses and signals allow us to move our muscles, receive sensory input,
and distinguish our thoughts [1, Ch. 1].
1.1.1

Neuron Structure

Each neuron is composed of several different parts. The nucleus, which is located
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inside the cell body called the soma, contains the cell’s genetic material and is
responsible for controlling the cell. Dendrites are branch-like structures that project
out of the neuron and taper towards the end. Dendrites can have multiple branches
protruding from one another. The axon is a thin, cylindrical projection from the
cell body that resembles a tail. The axon also splits into multiple branches, each
of which have an ending, called an axon terminal, where the transfer of information
from one cell to another takes place. Neurons have only one axon and most neurons
have multiple dendrites [3, Ch. 1]. The different parts of a neuron are illustrated in
Figure 1.

Figure 1: Major parts of the neuron

1.1.2

Neuron Function

Although dendrites and axons are similar structurally in the way they project off the
soma, they are functionally opposite. Dendrites receive input, while axons transmit
output. The junction between the axon terminal of one cell and a dendrite of another
is referred to as a synapse. The synapse is where the chemical transmission of
information occurs [1, Ch. 1], [3, Ch. 1], as shown in Figure 2. A comprehensive
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knowledge of the structure and function of neurons is imperative for understanding
the mechanisms that occur within neurons.

Figure 2: Synapse

1.1.3

Action Potentials and Neurotransmitters

All cells have a cell membrane that forms a boundary between the inside of the cell and
the outside environment, with neurons being no exception. Neurons are electrically
charged, and the inside of the neuron has a different electrical charge than the outside
of the neuron. This difference in voltage is called the membrane potential. Neurons
have a negative membrane potential, typically measuring around -70 mV, referred
to as the resting potential. Sometimes, a neuron’s membrane potential will become
positive for a brief period of time, during the action potential [3, Ch. 2]. Action
potentials are triggered by a small change in membrane potential that reaches the
threshold potential, typically around –50 mV [1, Ch. 2]. If threshold potential is
not reached, an action potential is not triggered. Once triggered, an action potential
is always the same shape and size and follows the same sequence of steps: rising in
voltage followed by returning to the resting potential. This is why action potentials
are referred to as all-or-none signals. Action potentials are essential in how neurons
communicate to carry out functions of the body. Without action potentials, there is
no communication between cells [3, Ch. 2].
Ions flow into and out of the cell through openings called ion channels. When an
3

action potential commences, ion channels open and allow positively charged sodium
ions to flow into the neuron due to the negative potential inside the neuron and the
high concentration of sodium ions outside the cell. This inward movement causes the
neuron to become positively charged. These ion channels are referred to as voltagegated sodium channels, because the changing voltage prompts them to open and allow
sodium ions to flow in. Very soon after the voltage-gated sodium channels open,
voltage-gated potassium channels also open. Since there is a higher concentration
of potassium ions inside the neuron, and the potential inside the cell is no longer as
negative, potassium ions flow outward. Voltage-gated potassium channels open at a
slower rate than voltage-gated sodium channels, which is why the neuron can first
become positive due to sodium ion influx and then move back to a negative potential,
due to potassium ion efflux [3, Ch. 2].
When an action potential is triggered, or fired, the signal travels down the axon
of a neuron to the axon terminal. The resulting positive membrane voltage causes
voltage-gated calcium channels to open, allowing calcium ions to flow into the axon
terminal. This influx of calcium ions causes multiple membrane-bound sacs that
contain fluid and other materials, called vesicles, to fuse with the cell membrane
[3, Ch. 2]. When the vesicles fuse with the cell membrane, they release chemicals,
called neurotransmitters, which are responsible for transmitting information from one
cell to another [3, Ch. 1]. The cell that transmits information is the presynaptic
cell, while the cell that receives information is the postsynaptic cell [1, Ch. 5].
Released neurotransmitters diffuse across the synaptic cleft, a small gap between the
presynaptic and postsynaptic cell, where they bind to receptors on the postsynaptic
cell. The receptors are ion channels that are opened by binding of transmitter.
Some receptors allow positive ions to flow in, causing a small shift in membrane
potential to a more positive value. If there is enough voltage change caused by the
neurotransmitter binding to receptors, an action potential will fire and the entire
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process will repeat [3, Ch. 2]. The process of neurotransmitter being released is
diagrammed in Figure 3.

Figure 3: Neurotransmitter release from presynaptic cell to postsynaptic cell across
synaptic cleft

1.1.4

Synaptic Potential

As an action potential travels down an axon and causes neurotransmitter to be
released into the synaptic cleft, the neurotransmitter binds to receptors on the
postsynaptic cell, resulting in an influx of positive ions.

The change in the

postsynaptic cell’s polarity that occurs as a result of this influx of ions is called a
synaptic potential [3, Ch. 2].
Although it is easy to imagine neurons connected to one another in a linear chain,
this is not the case: a neuron is usually connected to several other neurons in a
network. If the synaptic potential from a single presynaptic cell always generated an
action potential in a postsynaptic cell, given that neurons are arranged in a web-like
structure with one neuron connecting to many others, too much neuronal firing would
occur [3, Ch. 2]. The majority of synaptic potentials are below threshold and do not
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trigger an action potential [3, Ch. 8].
There are two types of synaptic potentials: excitatory postsynaptic potentials
(EPSP), which increase the probability of an action potential firing, and inhibitory
postsynaptic potentials (IPSP), which decrease the likelihood of an action potential
occurring [3, Ch. 2].
Since excitatory postsynaptic potentials are typically small, usually ranging from
0.5 mV to 1 mV [4, Ch. 46], it takes several in quick succession to increase the
postsynaptic cell’s membrane potential to the action potential threshold, resulting in
an action potential firing, as illustrated in Figure 4 [3, Ch. 2].

Figure 4: Excitatory postsynaptic potentials causing threshold to be reached
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1.1.5

Miniature Postsynaptic Potentials

When an action potential fires, many vesicles fuse with the cell membrane
and release neurotransmitter into the synaptic cleft, resulting in a synaptic
potential. Occasionally, only a single vesicle will fuse to the presynaptic membrane
spontaneously in the absence of an action potential [5, Ch. 13]. When its transmitter
is released and binds to the postsynaptic receptors, a small membrane potential
change occurs, called a miniature postsynaptic potential (mPSP) [1, Ch. 5]. Just like
synaptic potentials, miniature postsynaptic potentials can be excitatory (mEPSP) or
inhibitory (mIPSP) [6].
1.1.6

Voltage-Clamp Recording

To be able to measure miniature excitatory postsynaptic potentials, it is necessary to
prevent the occurrence of action potentials, which can be done using a technique called
voltage-clamp recording. In a two-electrode voltage clamp, one electrode measures
the cell membrane potential, and one injects current, positive or negative electrical
charges, into the cell. The two electrodes are connected such that anytime a change in
membrane potential is recorded, current is injected into the cell to offset this change.
This technique allows the cell’s internal voltage to be held constant [3, Ch. 2], as well
as measure the amount of current needed to hold the voltage constant [5, Ch. 7]. The
current injected into the cell that keeps the voltage constant is equal to the amount of
current flowing across the cell membrane, meaning the current carried across the cell
membrane due to any signals, including synaptic potentials, or miniature synaptic
potentials, can be measured [1, Ch. 3]. Because voltage is constant, voltage-gated
ion channels are not activated, and there is no action potential.
Miniature excitatory postsynaptic currents (mEPSCs), or simply miniature
synaptic currents, are the same events as miniature excitatory postsynaptic potentials,
but miniature synaptic currents are the measure of current injected to hold the
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membrane voltage constant, as opposed to directly measuring the voltage change that
occurs in the absence of voltage clamp [1, Ch. 5], [3, Ch. 2]. Miniature excitatory
postsynaptic potentials, and consequently miniature synaptic currents, represent the
response of the cell to a single vesicle of transmitter [7]. The data which will be later
discussed is a collection of miniature synaptic current amplitudes.
1.1.7

Synaptic Plasticity

Synaptic plasticity is the ability to affect the strength of communication between a
presynaptic and postsynaptic neuron. The stronger the communication, the higher
the probability of an action potential firing. Synaptic strength can be changed at
a synapse by increasing the amount of vesicles released, the amount of transmitter
in a vesicle, or the number of neurotransmitter receptors. Synaptic plasticity can
also include the formation of new synapses or the loss of synapses.

Synaptic

plasticity is the foundation for learning, since the number of connections that exist
between neurons and how strong those connections are determine the efficacy of
communicating information [8].
1.1.8

Homeostatic Synaptic Plasticity

Homeostatic synaptic plasticity, or simply homeostatic plasticity, is a specific type of
plasticity in which there is a change in the synaptic signal that produces an opposite
change in network or circuit function to the direction of treatment in an attempt
to maintain homeostasis. If a treatment increases network activity, the plasticity
reduces the synaptic signal; if a treatment decreases network activity, the plasticity
increases the synaptic signal [9], [3, Ch. 3]. Homeostatic plasticity regulates neuronal
activity and neutralizes destabilizing forces [9]. A visual representation of homeostatic
plasticity is shown in Figure 5.
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Figure 5: Homeostatic plasticity demonstrated through changes in neuronal firing

1.2

Significance & Problem Description

Many diseases can be linked to dysfunctions in brain activity.

Since neuronal

communication is the foundation for brain activity, by investigating mechanisms that
alter neuronal communication, such as homeostatic plasticity, a better understanding
of these diseases can be achieved to help potentially find a therapeutic treatment. Not
only is it important to qualitatively describe what is happening at the neuronal level,
but the more specifically biological mechanisms can be explained, the easier they are
to investigate. By developing a mathematical description of homeostatic plasticity, it
is easier to not only understand but also distinguish between the biological processes
taking place, because different mechanisms will present with distinct mathematical
characteristics. Several issues need to be addressed in developing a mathematical
description of homeostatic plasticity, including sampling of data, the time-consuming
process of pooling data, generating descriptive graphs, and the cumbersome procedure
of testing whether a proposed mathematical description fits the data through the
application of statistical tests.
In the previous decades, three different approaches have been developed to
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mathematically explain homeostatic plasticity.

The proposed approaches have

evolved over time, with there being a lack of a universal method that is best for
every data set. This leaves open the possibility for multiple methods to exist.
Not only is the investigation for a suitable method ongoing, but it should be
observed that there is no efficient way to analyze the data and compare different
processes to each other to find the one that produces the most accurate mathematical
description of the effect.

It is a very labor-intensive process to implement a

mathematical process and computationally impossible to implement multiple. Even
if automation of the analysis processes did exist, there is a lack of a graphical
user interface that allows non-computer scientists to be able to easily interact
with the data and conduct the different analyses. Solving these problems allows
researchers to investigate homeostatic plasticity data more efficiently and more indepth. Additionally, components of algorithms that do exist lack optimization, which
can waste time and resources during computation.
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2

Literature Review: Current Approaches for
Analyzing Homeostatic Plasticity

2.1

Rank-Order Method

In the 1998 paper Activity-Dependent Scaling of Quantal Amplitude in Neocortical
Neurons, Turrigiano, Leslie, Desai, Rutherford, and Nelson noted how the total
synaptic strength of a neuron’s synaptic inputs changes as a function of activity
and proposed the idea that the transformation could be mathematically described.
Turrigiano and colleagues studied the homeostatic effects on miniature synaptic
current amplitudes after enzymatically isolating neurons from a brain region, plating
the dissociated neurons in sterile dishes, and allowing 7-9 days for the neural network
to be established, and then applying pharmacological agents to these cultures for 48
hours, leading to the augmentation or inhibition of action potential firing rates. After
the 48-hour period, cells were held in voltage clamp and miniature synaptic currents
were recorded [10]. Each cell that was recorded from produced tens to hundreds of
miniature synaptic currents, referred to as events.
To generate the mathematical transformation, the authors sampled the same
number of events per cell for both the control and experimental, or treatment, cells.
These sampled events were then ranked, or sorted, from smallest to largest, and the
events from the control cells were plotted against the ranked events from treatment
neurons. As demonstrated in Figure 6, linear regression was then performed to fit a
straight line to the plot and obtain the multiplicative scaling function in the form of
y = ax+b [10].
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Figure 6: Linear equation being fitted to plot of example ranked treatment data
versus ranked control data, with line of identity (y = x) for reference. Data Source:
Example data provided by Dr. Kathy Engisch’s lab at Wright State University

After performing the linear regression on the rank-ordered data, the authors
deemed the multiplicative scaling function to be a well-fitting transformation because
of a high correlation coefficient, R. For the two pharmacological agents tested,
Turrigiano and colleagues calculated R values of 0.997 and 0.998 [10]. Turrigiano
and colleagues noticed that the distribution of treatment amplitudes was almost
completely superimposable on the distribution of control amplitudes after being
transformed by the multiplicative scaling function, as shown in Figure 7.

It

was concluded that the transformation in response to treatment was a uniform
multiplicative scaling of all amplitudes as opposed to an additive effect occurring
[10].
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Figure 7: Example of treatment cumulative distribution function being scaled to
control cumulative distribution function. Data Source: Example data provided by
Dr. Kathy Engisch’s lab at Wright State University

This would mark the first time in the field of synaptic plasticity the transformation
taking place was examined mathematically, instead of simply showing the magnitude
of the change in the means. The authors’ hypothesis that the distribution of miniature
synaptic current amplitudes is uniformly transformed, termed synaptic scaling, is the
prevailing idea in the field1 . By determining the mathematical transformation, a more
1

A PubMed search conducted on April 6, 2021 turned up 308 papers with the term “synaptic
scaling”, 83 of these results containing the term in the title. The search results can be accessed
through the following links:
https://pubmed.ncbi.nlm.nih.gov/?term=%22synaptic+scaling%22
https://pubmed.ncbi.nlm.nih.gov/?term=%22synaptic+scaling%22%5BTitle%5D&sort=
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specific and testable hypothesis about the biological mechanisms taking place can be
presented. For example, if all synapses have the same mathematical transformation,
then it is likely a global effect happening evenly across the cell as opposed to a
local effect at each individual synapse. This method to determine the mathematical
transformation produced by the treatment, referred to as the rank-order method, is
the first process incorporated in the tool.

2.2

Iterative Method

In 2012, Kim, Tsien, and Alger published An Improved Test for Detecting
Multiplicative Homeostatic Synaptic Scaling as a successor to the rank-order paper,
where the aim was to address the inaccuracies of the rank-order method [9].
Kim, Tsien, and Alger noticed that the accepted transformation, y = ax+b, was
not truly multiplicative because of the existence of the additive factor b along with
the multiplicative factor a. A truly multiplicative transformation in the form of the
equation y = ax has constant scaling factor (y/x) of a. The equation y = ax+b has a
scaling factor (y/x) of a+b/x, which is not constant. This means weaker synapses will
be scaled up more than stronger synapses for positive values of b, while the opposite
is true for negative values of b [9].
Kim, Tsien, and Alger hypothesized that there may be a reason for the additive
factor in the original transformation process: the existence of an experimental
detection threshold.

In this study, the experimental detection threshold is the

amplitude at which miniature synaptic currents cannot be measured due to the noise
in the current signal [9], shown in Figure 8.
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Figure 8: Trace of miniature synaptic current containing noise, making amplitude
detection difficult. Recording obtained by Dr. Kathy Engisch’s lab at Wright State
University. Permission to use granted by Dr. Kathy Engisch

Due to this detection threshold, the smallest amplitudes in the control data will
not be measurable, but the treatment, in this case blocking of activity, will amplify
these events and result in larger miniature synaptic currents that are now detectable.
The newly detectable events will form part of the treatment distribution but have
no corresponding event in the control distribution. Therefore, the scaled control
distribution will not overlap with the treatment distribution when the multiplicative
scaling process is applied [9]. Conversely, treatments that decrease the amplitude of
the miniature synaptic currents have the opposite effect: the events in the treatment
data that are the counterparts to the events in the control data with the smallest
amplitudes will not be detectable.
To circumvent the flaws that are present in the rank-order method, Kim, Tsien,
and Alger developed a new method. In this method, a series of scaling values were
iterated through to find the one that best transformed the treatment distribution
into the control distribution. The treated amplitude values were scaled down by a
scalar from the series of values, and then any treatment value that fell below the
detection threshold once scaled was discarded. The degree of overlap between the
control and transformed, or scaled, treatment distributions was determined with the
Kolmogorov–Smirnov (K-S) test, a statistical test to calculate the equality of two
distributions. Once a series of scaling values were tested, the one that produced the
best fit, meaning the largest K-S test p-value, was used as the multiplicative scaling
factor [9]. This processes and subsequent plot outputs are shown in Figure 9.
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(a)
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(b)
Figure 9: Example iterative output plots. (a) Plot of control, treatment, and
transformed treatment cumulative distributions. (b) Series of multiplicative values
that were tested and their corresponding p-value output from the K-S test. Data
Source: Example data provided by Dr. Kathy Engisch’s lab at Wright State
University

Although Kim, Tsien, and Alger tried to introduce more statistical rigor into their
analysis by using the K-S test, as opposed to the correlation coefficient Turrigiano
and colleagues were using to validate results, the scenario for which the K-S test is
employed violates the statistical assumptions of the K-S test and is not robust. When
using the K-S test to evaluate large data sets, as in this case, the null hypothesis is not
rejected as often because the large sample size causes the power of the test to be high,
17

thus resulting in small p-values [11]. The researchers also used a significance level of
α = 0.0001, making it more likely to accept the null hypothesis that the control and
transformed treatment distributions are statistically equivalent [9]. Furthermore, the
K-S test assumes the control and treatment samples come from the same population,
but the samples of cells in this experiment are actually from different cultures. The
K-S test additionally assumes the samples in each group are independently and
identically distributed (iid), but because multiple events come from one cell, this
is not the case [11]. Along with the statistical inaccuracies in the method produced
by Kim and colleagues, it also has a computational drawback. Iteratively stepping
through a range of values and testing every value to find the best multiplicative factor
is time consuming and an inefficient use of resources.
Although this new method, called the iterative method, has shortcomings, its
findings were a step forward to a more mathematically and statistically accurate
process that gave way to a clearer analysis of the biological processes taking place.
This method accounts for the detection threshold issue and can directly determine
whether data can be fit with a multiplicative factor. The iterative method is another
process integrated into the designed program.

2.3

Comparative Standardization Method

The comparative standardization method, developed by Dr.

Amanda Hanes in

2018, was the next process formulated to find the mathematical transformation
between the control and treatment distributions. This method calculates the linear
transformation, y = ax+b, between two distributions and requires the samples from
the data to be fit by the same distribution and be able to be standardized [12].
When analyzing the data used to develop the comparative standardization
method, it was found that the control and treatment samples followed a generalized
extreme value (GEV) distribution.

A GEV distribution is characterized by the

parameters mu (µ), sigma (σ), and xi (ξ), which represent location, scale, and shape,
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respectively. The GEV distribution is a family of distributions consisting of the
Gumbel, Fréchet, and Weibull distributions that is used to predict the likelihood of
extreme events. The Gumbel, Fréchet, and Weibull distributions are referred to as
type I, II, and III extreme value distributions, respectively, based on whether the
shape parameter is equal to 0 (Gumbel), is greater than 0 (Fréchet), or less than
0 (Weibull) [13]. The distribution of miniature synaptic currents analyzed by Dr.
Hanes was a type III extreme value distribution because the shape parameter was
negative [12].
Once it was determined that the data fit GEV distributions and both samples
were standardized resulting in location parameters of 0 and scale parameters of 1,
Dr. Hanes formulated an equation that maps the first sample back to the second
sample by setting the samples equal to each other and solving for a multiplicative
factor and an additive factor. This process of equating two GEV distributions is
outlined in Equation 1.
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(a)
GEV1 − µ1
= GEV (0, 1, ξ)
σ1
(b)
GEV2 − µ2
= GEV (0, 1, ξ)
σ2
(c)
GEV1 − µ1
GEV2 − µ2
=
σ1
σ2
σ2
(GEV1 − µ1 ) = GEV2 − µ2
σ1
σ2
(GEV1 − µ1 ) + µ2 = GEV2
σ1
σ2
σ2
GEV1 + µ2 − µ1 = GEV2
σ1
σ1
(d)
GEV1 ∗ fmult + fadd = GEV2
fmult =

σ2
σ1

fadd = µ2 −

σ2
µ1
σ1

(1)

Equation 1: Algebraically solving for the multiplicative and additive factors to
transform one GEV distribution sample into another. (a) Standardized GEV
distribution 1 (GEV1 ). (b) Standardized GEV distribution 2 (GEV2 ). (c) Solving for
the equation that maps GEV1 to GEV2 . (d) Defining the transformation equation
in terms of a multiplicative and additive factor, making it in the form y = ax+b [12]
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After determining the equation to scale the control distribution to the treatment
distribution, as opposed to scaling the treatment distribution to the control
distribution, as in the previous two methods, the transformation function was applied
to the control cumulative distribution, shown through example data in Figure 10. Dr.
Hanes then employed the Anderson-Darling (A-D) statistical test to determine the
goodness of fit between the two distributions. The A-D test is more sensitive to the
tails of distributions which was beneficial when examining the homeostatic plasticity
data. The significance level used was also more stringent, with α = 0.05, although the
use of the A-D test violates the statistical assumption of iid data as the K-S test in
the iterative method. Dr. Hanes found that the comparative standardization method
produced a transformation equation that, when applied to the control distribution,
resulted in a distribution that was closer to the treatment distribution than the
previous methods [12].

21

(a)

22

(b)
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(c)
Figure 10: Example comparative standardization output plots. (a) Plot of control,
treatment, and transformed control cumulative distributions. (b) GEV distribution
being fit to example control data. (c) GEV distribution being fit to example treatment
data. Data Source: Example data provided by Dr. Kathy Engisch’s lab at Wright
State University
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2.4

Related Works

The aim of this project was to create software that allowed the user, namely
neuroscientists and neurophysiologists, to process and then analyze homeostatic
plasticity data using the three aforementioned methods. Currently, there is no other
application that allows the user to perform such a task. Most research groups are
conducting analysis in house, having created scripts or program additions to do
specific analyses, as opposed to testing multiple methods. Additionally, researchers
do not usually publish algorithms or specifics about the mathematical processes
employed to conduct analysis.
Some software exists to perform preliminary data analysis. One such program is
MiniAnalysis (Synaptosoft), which is used to detect peaks of events, such as miniature
synaptic currents. Another software used to detect events is Clampfit (Molecular
Devices), which was the tool used by Kim, Tsien, and Alger when developing the
iterative method. These researchers also used the PAST program (Palaeontological
Association) to conduct all of their statistical analysis [9]. Dr. Hanes conducted her
analysis and developed the comparative standardization method by writing scripts in
the statistical programming language R.
In most cases, not only does software not exist to conduct analysis, but there is
no automated way to pool the data to be analyzed. Thus, everything is done by
hand. The lab in which Dr. Hanes conducted research followed a meticulous process
of pooling their data. First, several different measurements were recorded during
each experiment, with each different measurement corresponding to a column of data
in a spreadsheet. For every spreadsheet of data, a specific column was identified as
the parameter to be investigated, and this column of data was copied and pasted
into a new spreadsheet such that column 1 of the new spreadsheet corresponded to
measurements from cell 1 and so on. On a third spreadsheet, a sample of events,
usually 30, was taken from column 1 through column n, where n would be limited to
25

25 due to time constraints, although upwards of 90 columns could exist.
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3

Methodology

The tool is divided into three main components: data processing, preprocessed data
visualization, and implementation of the scaling processes. Before the homeostatic
plasticity data can be analyzed, it must first be processed to extract meaningful
information.

This information must then be formatted in a way such that

computation can be performed on it. Once the data has been processed, it is beneficial
to the researchers to be able to get a preliminary overview of the data so trends
or errors can be quickly spotted, as well as be able to download the cleaned data
so it can be used for future research. The scaling processes module contains the
three analysis methods previously discussed (rank-order, iterative, and comparative
standardization), and a fourth method, polynomial, which will be discussed in a
later section.

Figure 11 provides an overview of the modules in the tool.

By

partitioning the code into distinct components, modularity is introduced into the
design to allow features, from user interface enhancements to additional scaling
processes, to be incorporated more seamlessly, debugging to be easier, and execution
to be streamlined.
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Figure 11: Visualized tool module overview. The four analysis methods incorporated
in the Scaling Processes module are rank-order (Method 1), iterative (Method 2),
comparative standardization (Method 3), and polynomial (Method 4)

3.1

Architecture

Many routes were considered when deciding upon the best approach to take to create
this tool. The requirements for the tool were that it had to be accessible by multiple
people, conduct all the statistical analysis, and generate the necessary plots. The
necessity of accessibility led to the idea of creating a web application as opposed to a
standalone executable program, allowing users to simply navigate to the website as
opposed to having to download an application.
Since Dr. Amanda Hanes had previously written scripts to perform the rankorder, iterative, and comparative standardization processes in R, some additional
research of the R language led to the discovery of Shiny, an R package that allows the
developer to build an interactive web application in R. This provided the advantage of
not having to convert existing code into another language, and the Shiny package has
additional features such as the ability to incorporate Cascading Style Sheets (CSS)
themes and extend the application with Hypertext Markup Language (HTML) and
JavaScript to develop a user-friendly interface.
The Shiny package utilizes functions to provide modularity to the code. The main
distinction that can be drawn within the code is the division between the user interface
(UI) component and the server function. The UI component is responsible for the
layout of the screens. Within the UI function, controls are divided into different
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container objects, mainly panels. Within the server function, all logic is partitioned
into reactive functions, meaning the functions rely on events to execute.

3.2

Data Processing Module

Figure 12: File Upload screen

The first module allows the user to process the data by navigating through the File
Upload screen shown in Figure 122 . Since the program allows the data to be stored in
many different file types (plain text, comma-separated values, tab-separated values,
ASCII files, and Excel files), the user must specify certain parameters that describe
the data set so it can be properly analyzed, such as the delimiters and text qualifiers.
Each file, or recording, contains data such as miniature synaptic current amplitudes
taken from a single cell. Once the files are uploaded, a series of functions reads the
files and extracts the data from the user-specified column. The leftmost sidebar in
Figure 12 that contains all the parameters the user can specify about the files is
shown in Figure 13. The data retrieved from all the files is then concatenated into
one list, and the file name from which each event originated is attached to every event.
The names of certain files are necessary for analysis in the modules to follow. This
2

Data displayed in or used to generate figures in Chapter 3 was provided by Dr. Kathy Engisch’s
lab at Wright State University
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procedure, illustrated in Figure 14, is conducted for the control and treatment data.

Figure 13: Sidebar for file uploading
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Figure 14: Depiction of data uploading and processing. (a) A file, or recording,
containing columns of data has one column selected. (b) The selected column contains
data that are then extracted. (c) Data, or events, are extracted from each recording
in a collection, for example the collection of control recordings. The extracted events
from each recording are concatenated to form the list of control data. The name of
the file each event was extracted from is attached to the event for future use

A key component of the data processing functionality of the tool is the ability to
conduct sampling to generate the data sets to be used for analysis. It is important
to not include recordings that have so few events that it will be meaningless to get
the normal size sample from it. Also, these recordings can be felt to be damaged,
or outliers, in their behavior and therefore excluded from the analysis. Conversely,
requiring recordings to contain a relatively large number of events or else they will
be excluded can result in very few recordings being viable candidates to comprise the
sampled data. Thus, the user can state the minimum number of events a recording
must have to be included in the data set, as well as the sample size drawn from each
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file. Ideally, the sample size chosen should be a number that is relatively close to
the average number of events per recording. Too small of a sample size may result
in a very small list of data where valuable information is lost; too large of a sample
size leads to oversampling where information is provided where there is none and
inaccurately representing the activity of a cell.
Once the data have been uploaded and preprocessed, the user-specified sampling
process, either quantile or random sampling, is performed on the data. If the user
selects random sampling, then the number of recordings specified by the user are
sampled from each list, control and treatment, without replacement. If the user
chooses quantile sampling, the quantiles to be sampled at are computed, without
including a quantile at 0 (the minimum) or 1 (the maximum), to get the user-specified
sample size per recording. It should be noted that because the user can upload a
different number of control files than treatment files, the resulting lists of control and
treatment data may differ in length, or total number of events, even though the same
number of events are sampled from each file. The sidebar where the user can specify
the type of sampling, the minimum number of events necessary for a recording to be
included in the analysis, and the number of samples drawn from each recording is
pictured in Figure 15.
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Figure 15: Sidebar for sampling specification
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3.3

Preprocessed Data Visualization Module

Figure 16: Summary Data screen

To assist researchers in quickly identifying trends or errors in the data, a histogram
of the preprocessed control data and a histogram of the preprocessed treatment data
are displayed on the Summary Data screen in Figure 16. The user can select 0.1,
0.5, 1, 2, or 5 for the bin sizes of the histograms, allowing the frequency of certain
amplitude values to be observed and the distribution of the data to quickly be
assessed. Additionally, the cumulative distribution functions for both the control
34

and treatment data are presented on a third plot. This plot, and many other output
plots described in later sections, have quartiles displayed on the graph, providing
the user the ability to see what percentage of the data fall into certain ranges of
amplitudes. For example, 50% of the data may fall between 10 picoamperes and 20
picoamperes, with picoamperes (pA) being the measure of the electrical current. An
example histogram for control and treatment data, as well as a cumulative distribution
function, is displayed in Figure 17.
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Figure 17: Example Summary Data screen plots. Histogram of control events (top),
histogram of treatment events (middle), and plot showing cumulative distribution
functions for control and treatment data (bottom)

To account for future research interests, the user is given the option to change
the characteristic being investigated, as detailed in Figure 18. Along with amplitude,
the user can choose rise time, decay time, or simply other if a more unconventional
characteristic is being investigated.

The unit of measurement for the chosen
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characteristic can be changed as well. If the characteristic of the data is amplitude, the
user can select between picoamperes (pA), nanoamperes (nA), microamperes (µA),
and milliamperes (mA). If the characteristic chosen is rise time or decay time, the
selectable units are microseconds (µs), milliseconds (ms), and seconds (s). If other
is selected as the characteristic, no unit is displayed. The selected characteristic and
corresponding unit comprise the axis titles of the appropriate plots throughout the
entire tool.
Another feature included on this screen is the ability to change the x-axis range
with a slider bar, allowing the user to easily narrow in on a specific range of the
data. Below the slider bar are buttons to download different information in the form
of text files: the lists of control and treatment data after sampling, the x- and ycoordinate points for the control and treatment cumulative distribution functions,
the names of the control and treatment files thrown out due to lack of events, and
the mean amplitude value for each file. The means of each file and unused files are
also presented on the screen.
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Figure 18: Summary Data screen sidebar. The user has the ability to manipulate the
plots, download data, and view the data within the sidebar

3.4

Implementation of Scaling Processes

The foundational code containing the algorithms for the rank-order, iterative, and
comparative standardization processes, as well as the sampling described in Section
3.1, was provided by Dr. Amanda Hanes. This code was modified so the analysis
processes can be conducted on any data set, as opposed to only the data set Dr.
Hanes studied, described in Section 4.1. The Scaling Processes screen allows the user
to easily toggle between the rank-order, iterative, and comparative standardization
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scaling processes, while also providing additional features and functionality to assist
the user in conducting scientific assessments.
3.4.1

Scaling Processes Module: Rank-Order Method

Figure 19: Rank-order method selected on Scaling Processes screen

The rank-order method shown in Figure 19 is the first process on the Scaling Processes
screen that the user can employ to analyze the data and implements the algorithm
described in Section 2.1. An important step in the rank-order process is ensuring
the lists of control and treatment data are the same length in order to rank the
data. If the original sampling process chosen was random sampling, the larger list
between the previously randomly sampled control data and previously randomly
sampled treatment data has as many samples drawn again without replacement as
necessary to match the length of the shorter list. If quantile sampling was selected,
the quantiles to be sampled at are calculated based off of the length of the other list,
just as the user-specified number of samples was used as described in Section 3.1.
This way, the total number of events to be analyzed are equivalent for the control
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and treatment data. A detailed example of this calculation is presented in Section
4.3. It is important to note that the quantiles are not computed from data that
has already underwent quantile sampling, in contrast to random sampling, when the
lists of events are uneven. The original lists of control and treatment data, after the
recordings with insufficient number of events are discarded, are both sampled with
the alternatively calculated quantiles.
After the calculations are complete, the cumulative distribution function for
the transformed treatment data is generated and plotted on a graph alongside the
cumulative distribution functions for the control and treatment data, shown in Figure
20 (top left). The plot showing the ranking of the control and treatment data being fit
with a linear regression line, as exemplified in Figure 6, is also displayed. This is shown
in Figure 20 (top right). Finally, a plot showing the ratio of each control-treatment
ranked pair versus the amplitudes of the control data is displayed, as can be seen in
Figure 20 (bottom). This plot provides researchers a way to visually identify where
large deviations from the calculated slope occur, signified by a dramatic difference
between the control-treatment ratio and the slope.
To enable users to draw conclusions about the validity of the scaling methods
in comparison to one another, metrics such as transformation functions and results
from statistical tests are computed and displayed, as illustrated in Figure 21. For the
rank-order method, the coefficient of determination value R2 , which is the square of
the correlation coefficient Turrigiano and colleagues reported as discussed in Section
2.1, is output to the screen. The R2 represents the strength of the correlation between
variables, as opposed to just describing the relationship as R does. The slope and
intercept values from the linear regression model are displayed on the screen so the
user can quickly analyze the magnitude of the slope and sign of the intercept value
compared to other data sets. Additionally, the K-S test and A-D test p-values are
calculated and shown. Since the tool allows the user to easily apply and switch
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between each transformation process, the statistical p-values from the rank-order
method can quickly be compared to the p-values from the other methods to discern
which scaling method is the most valid.
Similar to the Summary Data screen, the Scaling Processes screen incorporates
features to enhance the practicality of the tool for the end user. The user can change
the x-axis range for all three output plots via a slider bar, along with the y-axis range
for the linear regression plot and the y-axis range for the ratio plot. Moreover, while
0 to the maximum ratio is listed as the range for the slider bar controlling the y-axis
of the ratio plot, the smallest ratio is typically larger than 1, so the selected range is
calculated and set based on what the actual minimum ratio is for the data set. Figure
21 shows the locations of the slider bars for controlling the plot axes.
The metrics previously discussed (R2 , slope, intercept, K-S test p-value, and AD test p-value) can be downloaded in a text file, as well as the x- and y-coordinate
points for the control, treatment, and transformed treatment cumulative distributions.
The control and treatment values (the same x-coordinate points output in the file
containing the cumulative distribution function data) are included in a downloadable
text file that also includes the linear regression model expected values (y-coordinate
points), and the ratio values (y-coordinate points). The download buttons are located
at the bottom of the sidebar shown in Figure 21.
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Figure 20: Plot outputs for the rank-order method on the Scaling Processes screen.
Cumulative distribution functions for control, treatment, and scaled treatment data
(top left), linear regression plot (top right), ratio plot (bottom)
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Figure 21: Sidebar displaying the selected analysis method (rank-order), axes controls,
output metrics, and download buttons
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3.4.2

Scaling Processes Module: Iterative Method

Figure 22: Iterative method selected on Scaling Processes screen

The algorithm described in Section 2.2 is implemented to produce the iterative method
transformation function shown in Figure 22, with a few additional specifications. The
threshold that transformed treatment values are compared against is the value of the
smallest control event, meaning any transformed treatment event that falls below
this value is discarded from the data set. The series of scaling factors tested range
between 1 and 2 in increments of 0.001.
After the transformation function is calculated, the control, treatment, and
transformed treatment cumulative distribution functions are displayed together on
a plot as was done for the rank-order method, which can be seen in Figure 23 (top
left). A plot of the series of tested scaling factor and their associated p-values from
the K-S test, shown in Figure 23 (top right), is displayed for the user to visually
identify the best scaling factor and verify the process is working as the testing of
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scaling factors narrows in on the largest p-values. As the scaling factor being tested
changes, so does the amount of treatment data discarded due to thresholding. A plot
depicting the fraction of the transformed treatment data that was discarded against
the scaling factor is displayed below the previous two plots, also shown in Figure 23
(bottom).
The metric outputs for the iterative method are the scaling factor, since the
iterative method is a truly multiplicative process, the fraction of events discarded,
the p-value from the K-S test, and the p-value from the A-D test, all of which can
be downloaded in a text file. Additionally, the x- and y-coordinate points for the
cumulative distribution functions, the scaling factors and corresponding p-values, and
the scaling factors and resulting fraction of data discarded can be saved for further
investigation. Although the iterative screen provides the user with a slider bar for
axis manipulation, unlike the rank-order method, only the x-axis for each of the plots
can be adjusted. Figure 24 of the sidebar on the Scaling Processes screen shows how
the other two axis slider bars are disabled, along with the other controls available
while implementing the iterative process.
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Figure 23: Plot outputs for the iterative method on the Scaling Processes screen.
Cumulative distribution functions for control, treatment, and scaled treatment data
(top left), scaling factors and corresponding p-values plot (top right), plot of fraction
of data discarded per scaling factor (bottom)
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Figure 24: Sidebar displaying the selected analysis method (iterative), axes controls
that are enabled and disabled, output metrics, and download buttons
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3.4.3

Scaling Processes Module: Comparative Standardization Method

Figure 25: Comparative standardization method selected on Scaling Processes screen

To perform the comparative standardization algorithm as explained in Section 2.3 and
compute the corresponding outputs shown in Figure 25, the shared shape parameter,
ξ, must be calculated. To do this, the sampled control and treatment data are
pooled and a GEV distribution is fit to the pooled data. The control and treatment
distributions are then refit by a GEV distribution separately while keeping the shape
parameter fixed.

The process shown in Equation 1 (c) is implemented to first

calculate the multiplicative factor and then calculate the additive factor. The control
distribution is then scaled by the transformation function, listed in Equation 1 (d).
The GEV distributions for the control and treatment data are superimposed over
top of histograms for both sets of data shown in Figure 26 (top right), (bottom).
The transformation function derived from calculating the control GEV distribution
and treatment GEV distribution is applied to the control cumulative data and the

48

resulting cumulative distribution function for the scaled control data is displayed in
a plot depicted in Figure 26 (top left).
The comparative standardization method has downloadable output metrics
consisting of the multiplicative factor for the transformation function, the additive
factor for the transformation function, the p-value from the K-S test, and the pvalue from the A-D test that are also displayed for the user on the screen as in
Figure 27. Just like the rank-order and iterative processes, the coordinate values
of the cumulative distribution functions can be downloaded for the comparative
standardization method, along with the mean of each bin, the density of each bin, the
x- and y-coordinates for the GEV distribution, and the GEV distribution location
(µ), scale (σ), and shape (ξ) parameters for both the control and treatment data. A
slider bar to control the x-axes range for the plots is also enabled.

49

Figure 26: Plot outputs for the comparative standardization method on the Scaling
Processes screen. Cumulative distribution functions for control, treatment, and
scaled control data (top left), GEV distribution fit to control data (top right), GEV
distribution fit to treatment data (bottom)
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Figure 27:
Sidebar displaying the selected analysis method (comparative
standardization), axes controls that are enabled and disabled, output metrics, and
download buttons

3.4.4

Scaling Processes Module: Polynomial Method

A fourth analysis method was developed in conjunction with the physical tool
described throughout this thesis to not only test the accepted hypothesis in the field
that a multiplicative transformation is occurring, but to also explore the possibility of
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a nonlinear transformation function providing the best fit if the hypothesis is refuted,
since all the other scaling processes produce a linear transformation function.
The polynomial method, located on separate tab in the tool, attempts to transform
the control data to treatment data, which is the same direction the comparative
standardization method operates. Just like the rank-order method, the polynomial
process requires the list of control and treatment events to be equal lengths.
Once two lists of data with equal lengths are generated, least squares estimation
is used to calculate the best value for the exponent b in the function y = xb , where
y is the treatment data and x is the control data. Least squares estimation is a
minimization process that works for both linear and nonlinear regression. Essentially,
the sum of squares of the residuals Q for a given function, in this case y = xb , is either
calculated by numerical search or computing the least squares normal equations.
The numerical search process iteratively computes Q for many different values of a
parameter such as b to find the value for that parameter that yields the smallest total
error. Alternatively, generating the least squares normal equations by differentiating
Q with respect to a parameter such as b, setting the derivatives equal to 0, and
calculating the solution of these equations will produce the least squares estimate.
The initial value of the parameter must be stated, similar to how the series of scalars
for the iterative method have to be determined. Least squares estimation in nonlinear
regression is a robust process for generating another possible mathematical description
of the transformation taking place among the homeostatic plasticity data.
The polynomial screen in the tool is fairly straightforward, displaying plots of
the combined cumulative distribution functions (control, treatment, and scaled) for
each of the scaling methods, along with the p-values from the K-S test and A-D test
superimposed on each of the plots. These plots allow the user to not only analyze
the performance of the polynomial method, but also compare the outputs for all of
the scaling methods to each other. An example of the polynomial method is shown

52

in Figure 28.

Figure 28: Polynomial method screen
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4

Use Case: Mouse Cortical Neuron Data

The investigation of homeostatic plasticity data that can be performed through the
use of the tool ultimately allows researchers to quickly test each of the scaling
processes, since they have been automated, to determine if the treatment effect is
truly a homogeneous multiplicative transformation and additionally determine what
the best fitting model is. To see the tool in operation, a data set obtained from
Dr. Kathy Engisch’s lab at Wright State University was studied and the findings are
discussed in the following sections.

4.1

Experimental Mouse Cortical Neuron Data

The data set used to evaluate the tool and explore the utility of the possible
mathematical transformations is a collection of 87 control and 77 treatment recordings
from mouse cortical neurons.

Just as in the previous homeostatic plasticity

experiments, the cultures were grown for 13 to 14 days and then treated with
tetrodotoxin (TTX) , an inhibiting pharmacological agent that blocks sodium
channels causing a cease in action potential firing (TTX at neuromuscular junction,
pg. 63), for 48 hours. Upon uploading the data into the tool and choosing 30 as
the minimum number of events necessary per recording, a conservative number on
the order of magnitude as the typical number of events per recording, a total of 1
control recording was thrown out for having an insufficient number of events. Quantile
sampling with the specified sample size of 30, which was again chosen for its proximity
to the average number of events per recording, was performed on the data, because
random sampling could lead to different results due to the random selection of data
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between each use of the tool [11].

4.2

Preprocessed Data Visualization

While there are many different features available to the user on the Summary Data
screen, the utilization of the different tools will prove most beneficial if there is
some anomaly within the data, either previously known because it occurred during
collection and can be explored by narrowing in on a specific range of amplitudes
and changing the bin size of the histograms; or because the anomaly is very clearly
detectable due to the visualization of the data.
For the mouse cortical neuron data, a few observations can be made. One control
recording was discarded because it contained fewer than 30 events. The histogram
of treatment data displayed in Figure 30, contains more events at larger amplitudes
as to be expected from the use of tetrodotoxin than can be seen from the histogram
of control data in Figure 29. The control cumulative distribution function and the
treatment cumulative distribution function appear to have the same shape visually in
Figure 31, which helps reaffirm the idea that some sort of mathematical model could
be applied to transform one distribution into the other.
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Figure 29: Histogram of control data after discarding one recording and performing
quantile sampling

Figure 30: Histogram of treatment data after quantile sampling. No recordings were
discarded
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Figure 31: Control and treatment cumulative distribution functions

4.3

Application of Rank-Order Method on Experimental
Data

The goal of the tool is to help researchers determine if a homogeneous multiplicative
transformation, meaning no additive factor or intercept value, is occurring
between the control and treatment data. The rank-order, iterative, comparative
standardization, and polynomial methods are employed to test this hypothesis. Once
the hypothesis is either accepted or rejected, the best mathematical transformation
can be chosen.
The first scaling method applied to the data set is the rank-order method. The
rank-order process is implemented as described in Section 2.1 along with the outputs
explained in Section 3.4.1. Before the rank-order process could be performed on
the data, the control data and the treatment data must be the same length. As
detailed in Section 3.4.1, because quantile sampling was chosen, the quantiles have
to be recalculated altogether. For the mouse cortical neuron data, 77 quantiles were
sampled from each of the 86 control cells, and 86 quantiles were sampled from each of
the 77 treatment cells so the total number of events (number of quantiles multiplied
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by number of cells) would be equal.
The transformation function calculated was y = 1.276x -0.279 with an R2 value of
0.989. Although the fit of the linear regression line to the ranked data depicted
in Figure 32 produced a large R2 value, the use of this transformation function
resulted in a statistically significant difference between the transformed treatment
cumulative distribution function and the control cumulative distribution function,
shown in Figure 33. From the ratio plot in Figure 34, the ratios of the small amplitude
events differ dramatically from the slope, 1.276. This deviation could be the reason
why the transformation did not produce a valid fit. The K-S test and A-D test
produce p-values of 1.29 x 10−5 and 4.8 x 10−7 , respectively. The rejection of the
null hypothesis for the K-S test and the A-D test does not lead to any distinct
conclusions based off of this information alone though because of the known flaws
with the rank-order method. It appears that, since the rank-order method did not
produce a well-fitting transformation and the function includes a non-zero intercept
value in it, the true transformative effect could possibly be solely multiplicative.
However, the rank-order method does not account for the detection threshold issue,
as explained in Section 2.2. Thus, the rank-order process is not a strong candidate
to draw conclusions from.
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Figure 32: Linear regression performed on ranked treatment versus control data
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Figure 33: Cumulative distribution functions for control, treatment, and scaled
treatment data
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Figure 34: Ratio plot showing the ratio of the control and treatment events (slope)
for all amplitudes. The smaller amplitude events deviate more from the slope than
the larger amplitude events

4.4

Application of Iterative Method on Experimental Data

To calculate the transformation function for the iterative process, as detailed in
Sections 2.2 and 3.4.2, a series of scalars ranging between 1 and 2 in increments
of 0.001 were used as the multiplicative factor to scale the treatment distribution
to the control distribution. The scaling factor that produced the best multiplicative
transformation was 1.205, shown in Figure 35. This scaling factor resulted in a small
fraction, 0.00086598, of data being discarded from thresholding. Figure 36 shows this
result and the fraction of the data discarded for the other multiplicative factors tested.
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Although the prevailing idea in the field is that a uniform multiplicative homeostatic
effect on the treatment distribution occurs, and the iterative process generates
a multiplicative model, the difference between the scaled treatment cumulative
distribution function compared to the control cumulative distribution function in
Figure 37 was statistically significant based on both the K-S test and the A-D test,
meaning the distributions were not equivalent. The resulting p-values were 0.00205
for the K-S test and 6.18 x 10−6 for the A-D test. While the p-values from both of
the tests were larger than those from the rank-order process, meaning a relatively
better fit is achieved, the results from the iterative process do not suggest that the
transformation is uniform multiplicative scaling. Furthermore, being able to state
what the transformation is not, in this case multiplicative, does not decisively inform
researchers of what the transformation actually is. The iterative method can only
distinguish between a distributions where multiplicative scaling occurs and where it
does not.

62

Figure 35: Scaling factors and corresponding p-values produced from K-S test
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Figure 36: Fraction of data discarded by scaling factor
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Figure 37: Cumulative distribution functions for control, treatment, and scaled
treatment data

4.5

Application of Comparative Standardization Method on
Experimental Data

The application of the comparative standardization method first fits a GEV
distribution function to the pooled control and treatment data through the steps
described in Sections 2.3 and 3.4.3, resulting in the shared shape parameter. For the
experimental mouse cortical neuron data, the shared shape parameter (ξshared ) was
0.42. The parameters of the GEV distributions individually fit to the control and
treatment data that were produced once the shared shape parameter was established
were 9.5 and 3.8 for the control data in Figure 38, and 11 and 5.3 for the treatment
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data in Figure 39 (representing location and scale, respectively). The multiplicative
factor for the transformation function was 1.388, and the additive factor for the
transformation function was -1.796.
The results from applying the transformation function, which scales the control
data to the treatment data, resulted in a difference that was not statistically
significant. The p-value from the K-S test was 0.466 and the p-value from the AD test was 0.429, meaning that the scaled control cumulative distribution function
was equivalent to the treatment cumulative distribution function in Figure 40. Thus,
the transformation function was successful. Since the transformation function was a
linear transformation in the form y = ax+b, the homeostatic scaling did not produce
a uniform multiplicative effect.
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Figure 38: GEV distribution being fit to control data
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Figure 39: GEV distribution being fit to treatment data
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Figure 40: Cumulative distribution functions for control, treatment, and scaled
control data

4.6

Application of Polynomial Method on Experimental
Data

The output plots of the cumulative distribution functions from all four methods are
shown in Figure 41. The least squares estimate for b for the mouse cortical data was
1.06719, making the transformation function y = x1.06719 , with x being the control
data and y being the treatment data. This result is shown in Figure 42. The resulting
p-values from the K-S test and A-D test were 0.00156 and 0.00151, respectively. While
these p-values were bother larger than the p-values for the rank-order method and
the p-value for the A-D test for the iterative method, the transformation function for
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the polynomial process resulted in a statistically significant difference between the
transformed control and treatment distributions seen in Figure 41 (a). Although the
polynomial transformation function resulted in the null hypothesis being rejected for
the mouse cortical neuron data set, other data sets that are nonlinear could be fit
well by this method.

(a)
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(b)
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(c)
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(d)
Figure 41: Output plots from all scaling processes (a) Rank-order method cumulative
distribution function for control, treatment, and scaled, and scaled and resulting pvalues (b) Iterative method cumulative distribution function for control, treatment,
and scaled, and scaled and resulting p-values (c) Comparative standardization method
cumulative distribution function for control, treatment, and scaled, and scaled and
resulting p-values (d) Polynomial method cumulative distribution function for control,
treatment, and scaled and resulting p-values
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Figure 42: Result of least squares estimation for nonlinear regression

4.7

Discussion

For the mouse cortical neuron data, two conclusions can be drawn.

First, the

comparative standardization method produced the best fitting transformation. This
was the only analysis method that produced large p-values.

Second, since this

transformation had a multiplicative and additive factor, compounded with the fact
that the only truly multiplicative transformation function (from the iterative method)
produced very small p-values, the hypothesis that the homeostatic effect is uniformly
multiplicative can be rejected.
When dissecting each analysis method individually, several things can be learned.
74

The rank-order process does not account for the detection threshold, and therefore
cannot be employed with complete certainty in the results. The iterative method
does not include an additive factor, or by extension explore any transformations
that are nonlinear, so it will only be able to calculate the scaling function for truly
multiplicative effects which were not seen in the mouse cortical neuron data set. While
the comparative standardization method has an additive factor and a multiplicative
factor, the additive factor can be 0 or close to 0, meaning this process can detect
both linear and multiplicative transformations. Should the transformation happen
to be something other than linear in the form of y = ax+b, either with or without a
non-zero additive factor, the comparative standardization process would not be able
to calculate it. The polynomial method, while not the most valid model generating
process for the mouse cortical neuron data, did produce relatively large p-values
compared to the rank-order method and the A-D test for the iterative method.
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5

Future Work

Future work on this project can be divided into two categories: improving the analysis
methods and enhancing the tool. Of course, all improvements made in regard to the
analysis methods could in some way be incorporated in the tool.
One method that could be improved is the comparative standardization process.
As it is implemented currently, the GEV distribution is assumed to be the underlying
distribution for the control and treatment data. While this is the case for the mouse
cortical neuron data used throughout Chapter 4, a different data set may follow
a different distribution. By being able to determine the underlying distribution
for a given data set at the start of the analysis, the comparative standardization
method could still be used except with the assessed distribution, instead of a GEV
distribution.
Another straightforward improvement for the comparative standardization
method is the use of thresholding before the data is analyzed. Researchers are aware
of the existence of a detection threshold, so accounting for this before studying the
data could result in more accurate analyses.
The concept of thresholding poses a question about the significance of losing values
due to discarding events below a certain amplitude, especially if the amplitude is not
completely known as is the case in experiments because of systematic errors. Lab
equipment could be rated to be able to measure at a certain amplitude, but this
value may only be able to be reached in ideal scenarios due to noise. Additionally, the
software used to detect the events is not 100% accurate because of the extraneous noise
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in the recordings. Through simulated data sets where the threshold is predetermined,
statistical tests can be applied to calculate the optimal threshold value resulting in
the least significant loss of data.
When determining which method produces the best transformation function, it is
important to recall how the underlying statistical assumption of iid data is violated
for the K-S test and A-D test in this scenario. The development of a statistical test
that does not make those assumptions would allow an accurate analysis to be reached
instead of having to discuss results in relative terms.
In terms of the tool itself, it would be ideal to eventually be able to make the
webpage accessible to all researchers studying homeostatic plasticity data.

The

program is currently being hosted through shinyapps.io, a platform by R Studio to
host web applications created with the Shiny R library. The free version account on
the platform limits all combined web applications, up to 5 total, to 25 hours of use
each month. Distributing access to the tool as it sits currently to many users may
exceed the allotted 25 hours of use, resulting in the need for a permanent solution to
the problem of hosting the tool.
Within the tool, a few additional enhancements can be made to improve user
experience. Although the polynomial screen displays all the cumulative distribution
function plots for the four scaling processes, a table containing all the output metrics
would prevent the user from having to change screens and remember many different
values to formulate an analysis. Also, a simple loading screen and series of instructions
throughout the tool will assist non-computer scientists in being able to effectively use
the tool.
Furthermore, providing the user with the option to choose the best scaling factor
for the iterative method by using the A-D test as well as the K-S test results in more
information being available to aid in the final assessment of which transformation
process is the best.
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It may seem like the range of testable scalars for the iterative method needs to
be expanded, the implementation of a machine learning algorithm would bypass this
issue altogether while also optimizing the iterative method. The gradient descent
algorithm could be employed to efficiently determine the best scaling factor. While
the code to conduct the gradient descent algorithm is implemented, it is disabled
because of the problem of local minima. More research into the methods to overcome
the local minima problem, such as stochastic gradient descent or a version of gradient
descent with momentum, could prove to be a solution to the problem.
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6

Conclusion

The development of this tool goes beyond the initial question about the validity
of the uniform multiplicative scaling hypothesis: it supports analyzing homeostatic
plasticity data and subsequently drawing conclusions about the data to explore
in-depth different mathematical models while also providing an array of features
to increase the practicality and ease-of-use for the researcher.

This tool

answers the necessity for cross-disciplinary innovation by combining the automation
and optimization of computing, statistical rigor, and the underlying biological
understandings of homeostatic plasticity that have been developed over decades.
From here, a more comprehensive understanding of the biological mechanisms and
processes underpinning homeostatic plasticity can be achieved, thus providing more
insight into the causes of abnormal brain activity, and eventually paving the way for
therapeutic treatments for neuropsychiatric disorders to be developed.
In simpler terms, consider two neuropsychiatric diseases previously mentioned:
Parkinson’s disease and schizophrenia. At the most abstract level, these two diseases
appear the same because they are dysfunctions in brain activity. When analyzing
these diseases at a more granular level, they are very different, from symptoms
to treatment medications. One would not approach Parkinson’s disease the same
way as schizophrenia, and vice versa. By being able to analyze the mathematical
characteristics of different sets of data through the tool, more specific, appropriate
decisions can be drawn.
At a practical level, the tool includes the necessary scaling methods utilized by
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the field of neuroscience, as well as one more, the polynomial method, to aid in
scientific analysis. And while the polynomial method did not prove the most valid
transformation for the mouse cortical neuron data studied in Chapter 4, the method
may be useful if a future data set is nonlinear. At the very least, the idea that
more transformations besides linear ones can be tested has been proposed through
the creation of the polynomial method. Furthermore, this tool can be adapted to
any kind of data, broadening the number of researchers who can do these types of
analyses.
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Appendix A: Link to GitHub Repository
https://github.com/madison-yancey/Thesis
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Appendix B: Web Application URL
https://wsutestaccount.shinyapps.io/myancey_thesis/
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Appendix C: Resources

For a preliminary overview of the R programming language:
An Introduction to Statistical Learning with Applications in R by Gareth
James, Daniela Witten, Trevor Hastie, and Robert Tibshirani (Introduction to
R programming begins on page 42)

For more information about Shiny:
https://shiny.rstudio.com/
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