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Abstract
Transitive matrices and symmetrically reciprocal (SR) matrices are defined and spectral
properties of certain SR perturbations of transitive matrices are studied. The results are applied
to a multicriteria decision making method, the analytic hierarchy process (AHP), which uses
an SR matrix with positive entries. A proof is given that rank reversal is inherent in this
method, if its input matrix is perturbed. © 1999 Elsevier Science Inc. All rights reserved.
1. Introduction
In this paper transitive and symmetrically reciprocal (SR) matrices are defined and
the spectral properties of some SR perturbations of transitive matrices are studied.
Such matrices occur in various fields of interest. In decision theory, Saaty [3] in-
troduced SR matrices in his multicriteria decision making method. Saaty called this
method an “analytic hierarchy process” (AHP). The elements of these SR matrices
are positive real numbers. In the theory of macroeconomics, Steenge showed that the
coefficient matrix used in the static input–output analysis within the classic Leontief
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framework is an SR matrix [5]. In the dynamic case, the matrix of economic growth
[6] can be interpreted as an SR matrix, if certain necessary and sufficient conditions
[7, p. 508] hold for the capital coefficient matrix. In certain cases, these SR matrices
may also contain negative elements. In engineering, Dodds and Robson [2] used
an SR matrix in vehicle system dynamics called an input spectral density matrix
to describe the road excitation process. This SR matrix is a Hermitian matrix with
complex elements.
In the present paper, the general case with arbitrary nonzero entries is considered.
In Section 2, transitive matrices and SR matrices are defined and the spectral prop-
erties of these matrices are described. In most of the applied problems, certain pairs
of elements of a transitive matrix are perturbed, such that its transitivity is lost, but
it remains in SR. In Section 3, the quite simple spectral properties of a perturbed
transitive matrix are presented. In Section 4, a controversial aspect of the AHP, the
phenomenon of rank reversal is considered. It will be proven that a rank reversal is
inherent in the AHP, if its input transitive matrix is subjected to certain arbitrarily
small perturbations.
2. Transitive and symmetrically reciprocal matrices
Let A D Taij U denote an n by n matrix whose entries are all nonzero. Although
our main interest is the real or complex numbers, the entries may come from any
field. We call A transitive if aikakj D aij for all i; j; k in f1; : : : ; ng, and SR if aii D 1
for all i in f1; : : : ; ng and aij aji D 1 for all i; j in f1; : : : ; ng.
Proposition 1. Let A D Taij U denote an n by n matrix with entries from a field. Let
P denote an n by n permutation matrix.
(a) If A is transitive,
(i) B D PTAP is transitive,
(ii) A is SR,
(iii) A D uvT, where u (resp. vT) is the first column (resp. row) of A. The ith entries
of u and vT are related by uivi D 1 and u1 D v1 D 1.
(iv) xyT is transitive if
xT D

1
1
y2
1
y3
   1
yn

and yT D 1 y2 y3    yn :
(v) fn D vTu; 0; : : : ; 0g is the spectrum of A and u and nonzero vectors w perpen-
dicular to vT are respective eigenvectors of A, and
(vi) A2 D nA, so .1=n/A is a projection.
(b) If A is SR,
(i) B D PTAP is SR, and
(ii) if the rank of A is 1, A is transitive.
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Proof. (a)(i), (b)(i) If B D Tbij U; bij D a.i/; .j/ for some permutation  . Then the
bij satisfy the identities defining transitivity (resp. SR) because the aij do.
(a)(ii) Set k D j D i to get aii D 1 and k D j and j D i to get aij aji D 1.
(a)(iii) aij D ai1a1j . u1 D v1 D a11 D 1 and uivi D ai1a1i D 1, since A is SR.
(a)(iv)

1
yi
yk

1
yk
yj

D yj
yi
:
(a)(v) From a(iii).
(a)(vi) PnkD1 aikakj D naij :
(b)(ii) Since A’s rank is 1;A D fgT, where f and gT are column and row vectors,
respectively. Since A has no zero entry, A D xyT, where x D g1f and y D .1=g1/g.
Then 1 D aii D xiyi , so by (a)(iv) A is transitive. 
According to (a)(iii) in Proposition 1, any transitive matrix can be expressed as
A D uvT. Let
vT D T1 x1 x2    xn−1U and uT D

1
1
x1
1
x2
   1
xn−1

:
Introducing the diagonal matrix
D D diag

1
1
x1
1
x2
   1
xn−1

and the vector eT D T1 1 : : : 1U, obviously D−1AD D eeT. Then
detTIn − AU D detTIn − eeTU D n−1.− n/;
where In is the identity matrix of order n.
3. The spectrum of certain SR perturbations of transitive matrices
The transitive A D DeeTD−1 may be perturbed to get the SR matrix
AP D
26666666666664
1 x11 x22    xn−1n−1
1
x11
1 x2
x1
   xn−1
x1
1
x22
x1
x2
1    xn−1
x2
      
      
      
1
xn−1n−1
x1
xn−1
x2
xn−1    1
37777777777775
;
using i’s near 1. The characteristic polynomial of AP is
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detTIn − APU D detTIn − D−1APDU
D
2666666666664
− 1 −1 −2    −n−1
− 1
1
− 1 −1    −1
− 1
2
−1 − 1    −1
      
      
      
− 1
n−1 −1 −1    − 1
3777777777775
:
If K./ D In − D−1APD, then
K./ D In C UVT − eeT; (1)
where
U D
2666664
0 1
1− 1
1
0
 
 
 
1− 1
n−1 0
3777775 and VT D

1 0    0
0 1− 1    1− n−1

:
Then det K./ D detTIn C UVTU detTIn − .In C UVT/−1eeTU. We can rewrite this
determinant as
det K./ D det

In C UVT
h
1− eT.In C UVT/−1e
i
:
Furthermore, by Woodbury [9],
In C UVT
−1 D 1

In − 1

U.I2 C VTU/−1VT;
where
I2 CVTU
−1 D
24  1n−1X
vD1
.1− v/

1− 1
v


35−1
D 1
2 −
Xn−1
vD1.1− v/

1− 1
v

24  −1−n−1X
vD1
.1− v/

1− 1
v


35 :
Since det.In CWZT/ D det.Ir C ZTW/, where W is an n by r and ZT is an r by n
matrix, the determinant of K./ can be expressed as
det K./Dn−2det.I2 C VTU/
8<:1− n C 1 1det.I2 C VTU/
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
"
n−1X
vD1

1− 1
v

1
#

24  −1−n−1X
vD1
.1− v/

1− 1
v


35

24 1n−1X
vD1
.1− v/
359=; : (2)
Performing the operations in (2), we get
det K./Dn−2
("
2 −
n−1X
vD1
.1− v/

1− 1
v
#
− n


C1

(

"
n−1X
vD1
.1− v/C
n−1X
vD1

1− 1
v
#
−
n−1X
vD1
.1− v/

1− 1
v

−
n−1X
vD1

1− 1
v
 n−1X
vD1
.1− v/
))
:
Taking into consideration that, 1− v C 1− .1=v/ D .1− v/.1− 1=v/;
det K./Dn−3
"
3 − n2 C .n− 1/
n−1X
vD1
.1− v/

1− 1
v

−
n−1X
vD1

1− 1
v
 n−1X
vD1
.1− v/
#
: (3)
Expression (3) shows clearly that even if all elements are perturbed in the first row
and in the first column of the matrix A, then AP has a zero eigenvalue with mul-
tiplicity > n− 3 if n > 2 and a trinomial cubic equation is obtained for the other
eigenvalues. If n D 2, any SR perturbation of a transitive matrix preserves transitiv-
ity, i.e., the spectrum is always f2; 0g. We remark that if the perturbed elements of a
transitive matrix A appear in the kth row and in the kth column (k =D 1) then using an
orthogonal transformation by a permutation matrix P the kth row and the kth column
can be transformed into the first ones and the perturbed matrix remains in SR. Thus,
Eq. (3) is valid when the elements of an arbitrary row (resp. column) are perturbed.
Dividing (3) by n3 and introducing the term  D =n, the following trinomial
cubic equation is obtained for :
C./  3 − 2 −Q D 0; (4)
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where
Q D −n− 1
n3
n−1X
vD1
.1− v/

1− 1
v

C 1
n3
n−1X
vD1

1− 1
v
 n−1X
vD1
.1− v/:
Obviously, if v D 1 for each value of v, then Q D 0, and  D 1 is a simple root,
whereas  D 0 is a double root of Eq. (4).
From now on, let us examine how the roots of Eq. (4), i.e., the nonzero eigenvalues
of AP vary withQ. Let us now consider matrices with one perturbed pair of elements
only, say 1 D  =D 1, while i D 1 for i =D 1. This simple case yields
Q D −n− 1
n3
.1− /

1− 1


D n− 2
n3
p
 − 1p

2
 (5)
Let us write the perturbation factor  in the following form
 D r2 e2it :
We then obtain for the constant term
Q D n− 2
n3

r eit − 1
r
e−it
2
 (6)
Due to application purposes, special focus should be given to the cases when the
constant term Q given in (6) is real. Depending on the real parameters r and t, three
cases can be distinguished:
(a) if t D 0, i.e.,  > 0, and r > 1, then
C.; r/ D 3 − 2 − n− 2
n3

r − 1
r
2
;
(b) if t D =2, i.e.,  < 0 and r > 1, then
C.; r/ D 3 − 2 C n− 2
n3

r C 1
r
2
;
(c) if r D 1, then K./ given in (1) becomes a Hermitian matrix and so
C.; t/ D 3 − 2 C n− 2
n3
4 sin2 t;
where t is an arbitrary parameter. Notice that in cases (a) and (b) it is sufficient to
consider r > 1, since C.; r/ D C.; 1=r/. Fig. 1 displays the characteristic poly-
nomial as function of  , for various values of r and t, respectively, for n D 4, where
each of the three regions corresponds to one of the cases (a), (b) or (c).
Case (a) can be applied to the AHP priority ranking problem, where all elements
of the perturbed SR matrix are positive. This case can also be applied to the prob-
lem of characterizing the growth of a particular economy via dynamic input–output
analysis. Here again the elements of the matrix of economic growth are positive num-
bers. Tsukui proved that, if there exists a dominant (= largest) positive eigenvalue of
the perturbed SR matrix, then the growth of the economy is relatively stable [8].
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Fig. 1. The characteristic polynomial for various values of r and t, when n D 4:
In the specific case of the dynamic input–output analysis, case (b) applies, since
negative elements may also occur in the matrix of economic growth due to a certain
SR perturbation. In this case the growth of the economy turns out to be unstable.
Case (c) describes a Hermitian matrix with nonzero complex elements. Such a
case occurs in vehicle system dynamics, where the rail/road surface unevenness, i.e.,
the multiple input excitation of the vehicle system is represented by an SR matrix
called a spectral density matrix. The complex perturbation factor is the Fourier-
transform of a track unevenness described by a time dependent function. The issue
of whether or not an SR perturbation causes nonlinear undulations can be analyzed
by studying the change of the eigenvalue of largest modulus of the perturbed matrix
in the complex plane.
4. Application to the analytic hierarchy process
Saaty [3] called a positive real SR matrix A D Taij U a paired comparison mat-
rix, the elements representing the relative importance ratios of decision alternative
Ai over alternative Aj for all i, j in f1; : : : ; ng. Using an eigenvalue–eigenvector
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approach, the AHP develops an overall priority ranking of the alternatives on a
cardinal scale. Saaty [4, p. 848] proved that the priority ranking of the alternatives is
given by the elements ui of the normalized principal right eigenvector of A, provided
that A is transitive (what we call transitive Saaty called consistent). The principal
right eigenvector belongs to the eigenvalue of largest modulus. Saaty [3, p. 236]
showed that A has a real positive eigenvalue (of multiplicity 1) whose modulus
exceeds those of all other eigenvalues and the corresponding eigenvector has positive
entries and when normalized it is unique.
In addition, Saaty [4, p. 853] said that the normalized principal right eigenvector
of a paired comparison matrix gives the priority ranking of the alternatives for an SR
matrix which need not be transitive. We ask whether the components of the principal
right eigenvector produce the true priority ranking of the alternatives, if the transitive
paired comparison matrix is perturbed.
For this purpose, let us consider the simplest case when one pair of the elements
(say a12 and a21) of matrix A is perturbed. To find the dominant eigenvalue of AP,
consider (4) and (5), where it is apparent that for any  > 0 the root m of largest
modulus of (4) is greater than 1. Consequently,m, the eigenvalue of largest modulus
of the perturbed matrix AP is greater than n if n > 2.
The components of the principal eigenvector can be obtained from the rank 1
matrix:
adj.mIn − AP/ D TuPij .m/U: (7)
Since any column of (7) gives the elements of the principal eigenvector, let us choose
the nth column, therefore, hereafter let j D n in (7). We may disregard the normaliz-
ation of the eigenvector, since here we wish to investigate the order of its elements.
Assume that two consecutive elements, ui and uiC1, of the principal eigenvector of
a transitive paired comparison matrix satisfy the following inequality:
ui < uiC1:
Suppose that uPin.m/ > uPiC1;n.m/ holds. If this case occurs, then, the ranking of
the alternatives Ai and AiC1 has been reversed due to the perturbation of matrix A.
This phenomenon is called rank reversal [1]. According to decision theory, a rank
reversal must not occur. To display a rank reversal in the priority ranking of the
alternatives if a transitive paired comparison matrix is perturbed, it is sufficient to
compare the order of the first two elements of the principal eigenvector of a transitive
A with the order coming from a perturbed transitive matrix AP.
For the transitive case,  D 1 and m D n. The first two components of the prin-
cipal eigenvector are 1 and 1=x1, i.e., they increase for x1 < 1, whereas they decrease
for x1 > 1. We now give a necessary and sufficient condition for rank reversal.
Theorem 1. Let n > 2 and A D Taij U denote a transitive n by n paired comparison
matrix with positive entries. Between the alternatives A1 and A2, when the elements
a12 and a21 of A are perturbed, a rank reversal occurs if and only if
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1 > x1 >
m − 1C 1=
m − 1C  D 1−
 − 1=
 C .m − 1/ for  > 1 (8)
or
1 < x1 <
m − 1C 1=
m − 1C  D 1C
1= − 
 C .m − 1/ for 0 <  < 1: (9)
Proof. According to (7), the adjoint can be expressed as
adj.mIn − AP/ D Dfadj.mIn − D−1APD/gD−1; (10)
where
mIn − D−1APD D
266666666666666666664
m 1−  0    0
1− 1

m 0    0
0 0 m    0
      
      
      
0 0 0    m
377777777777777777775
− eeT:
After a short calculation, the first two elements of the nth column of adj .mIn −
D−1APD/, i.e., the cofactors corresponding to the first two elements of the nth row
of .mIn − D−1APD/ are obtained as follows:
fadj.mIn − D−1APD/g1n D n−3m fm − .1− /g;
fadj.mIn − D−1APD/g2n D n−3m

m −

1− 1


:
Taking into account (10), the first two components of the principal right eigen-
vector of the perturbed paired comparison matrix AP are proportional to
m − 1C ; 1
x1

m − 1C 1


: (11)
A rank reversal occurs if the elements in (11) decrease for x1 < 1, or they increase
for x1 > 1. Depending on whether  is greater than unity, or  is less than unity, two
cases are to be distinguished:
(i) if  > 1 and x1 < 1, then the elements in (11) decrease if x1 resides in the
interval given by (8), and
(ii) if 0 <  < 1 and x1 > 1, then the elements in (11) increase if x1 resides in the
interval given by (9).
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That means the condition in (8) and (9) is necessary. Furthermore, since all op-
erations in the proof can be performed in the opposite direction, the condition is
sufficient as well. (Since aij > 0 for all i; j the case  < 0 cannot occur in AHP.) 
We note that according to (4) and (5), m is dependent on the value of . This
fact, however, has no impact on the existence of the intervals (8) and (9), where rank
reversal occurs.
The other elements of the principal eigenvector can be obtained similarly, and
they are
uPin D
1
xi−1
m
m − 2
n− 2 for all i in f3; : : : ; ng: (12)
From (12), it is obvious that rank reversal cannot occur between any pair of the
alternatives A3; A4; : : : ; An. The occurrence of a rank reversal between alternatives
A1 andAi for all i in f3; : : : ; ng or betweenA2 andAi for all i in f3; : : : ; ng could be
analyzed as was done in this section. This investigation, however, is left to the reader.
5. Conclusion
Spectral properties for both transitive matrices and SR perturbations of them have
been presented. These are special perturbations. It has been shown that even if all
elements are perturbed in one (arbitrary) row (and in its corresponding column) of a
transitive matrix, the perturbed matrix has a zero eigenvalue with multiplicity> n−
3 if n > 2, and a trinomial cubic equation is obtained for the other eigenvalues. If the
coefficients of this equation are real, three cases were to be distinguished. We have
observed that these cases can be applied to decision theory, to macroeconomics and
to the field of vehicle system dynamics. In particular, for a well-known multicriteria
decision making method called the analytic hierarchy process, it has been proven that
for any perturbed paired comparison matrix AP with an arbitrarily small perturbation,
an explicit interval can be found where rank reversal occurs. It follows that the ele-
ments of the principal eigenvector of matrix AP do not necessarily give the true rank
order of the decision alternatives, if the paired comparison matrix is not transitive.
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