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CLASSIFICATION OF HYPERFINITE FACTORS UP TO COMPLETELY
BOUNDED ISOMORPHISM OF THEIR PREDUALS
UFFE HAAGERUP(1) AND MAGDALENA MUSAT(2)
Dedicated to Alain Connes on his 60th birthday
Abstract. In this paper we consider the following problem: When are the preduals of two hyperfinite
(=injective) factorsM and N (on separable Hilbert spaces) cb-isomorphic (i.e., isomorphic as operator
spaces)? We show that ifM is semifinite and N is type III, then their preduals are not cb-isomorphic.
Moreover, we construct a one-parameter family of hyperfinite type III0-factors with mutually non cb-
isomorphic preduals, and we give a characterization of those hyperfinite factors M whose preduals are
cb-isomorphic to the predual of the unique hyperfinite type III1-factor. In contrast, Christensen and
Sinclair proved in 1989 that all infinite dimensional hyperfinite factors with separable preduals are cb-
isomorphic and more recently, Rosenthal, Sukochev and the first-named author proved that all hyperfinite
type IIIλ-factors, where 0 < λ ≤ 1, have cb-isomorphic preduals.
1. Introduction and formulation of the main results
In the paper [1], Christensen and Sinclair proved that if M and N are infinite dimensional factors with
separable preduals, then M and N are cb-isomorphic (M cb≃ N ) , i.e., there exists a linear bijection φ
of M onto N such that both φ and φ−1 are completely bounded. In 1993 Kirchberg (cf. [25]) proved a
similar result for C∗-algebras, namely if A and B are simple, separable, nuclear, non-type I C∗-algebras,
then A
cb≃ B .
However, if one turns to preduals of von Neumann algebras (on separable Hilbert spaces), the situation is
very different. Rosenthal, Sukochev and the first-named author proved in [18] that ifM is a II1-factor and
N is a properly infinite von Neumann algebra, then their predualsM∗ and N∗ are not isomorphic as Ba-
nach spaces, so in particular they are not cb-isomorphic. Moreover, the Banach space isomorphism classes
(respectively, cb-isomorphism classes) of separable preduals of hyperfinite and semifinite von Neumann
algebras are completely determined by [18], Theorem 5.1.
By a combination of two recent results of Pisier and Junge, the predual M∗ of a semifinite factor M
cannot be cb-isomorphic to the predual of R∞ , the unique hyperfinite factor of type III1 , because Pisier’s
operator Hilbert space OH does not cb-embed in M∗ by [35], while OH admits a cb-embedding into
(R∞)∗, as proved in [22] (see also [17]) .
A von Neumann algebraM with separable predual is hyperfinite (or approximative finite dimensional)
if M is the strong closure of an increasing union ∪∞n=1Mn of finite dimensional ∗-subalgebras Mn .
By Connes’ celebrated work [4] , a factor M (with separable predual) is hyperfinite if and only if it is
injective. It is well-known that the same holds for non-factors (see Section 6 of [14] and the references given
therein), so in the following we do not need to distinguish between ”hyperfiniteness” and ”injectivity” for
von Neumann algebras with separable preduals.
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The main results of this paper are the following:
Theorem 1.1. Let M and N be hyperfinite von Neumann algebras with separable preduals M∗ and N∗,
respectively. If M is type III and N is semifinite, then the preduals M∗ and N∗ are not cb-isomorphic.
More generally, M∗ is not cb-isomorphic to a cb-complemented subspace of N∗ .
Theorem 1.2. The predual of a hyperfinite type III-factor M (on a separable Hilbert space) is cb-
isomorphic to the predual of the hyperfinite type III1-factor R∞ if and only if there exists a normal
invariant state on the flow of weights (Z(N ), (θs)s∈R) for M .
Theorem 1.3. There exist uncountably many cb-isomorphism classes of preduals of hyperfinite type III0-
factors (on separable Hilbert spaces).
Both Theorems 1.2 and 1.3 rely on Connes’ classification of type III-factors (cf. [3]), and the Connes-
Takesaki flow of weights for type III-factors (cf. [10]) and on Connes’ classification of injective factors (see
[4]), which we will outline below.
In [3] Connes introduced the subclassification of type III- factors into type IIIλ-factors, where 0 ≤ λ ≤ 1 .
Later, in [10] Connes and Takesaki introduced the ”smooth flow of weights” (now called ”the flow of
weights”) of a type III-factor. Following Takesaki’s exposition in [41], Vol. II, pp. 364-368, the flow of
weights can be constructed as follows. Let M be a type III-factor, and let φ be a normal, faithful state
onM . Consider the crossed product N :=M⋊σφ R , where (σφt )t∈R is the modular automorphism group
associated with φ . Then N is generated by an embedding π(M) of M into N and by a one-parameter
group (λ(t))t∈R of unitaries in N . Moreover, there is a s.o.t-continuous dual action (θ˜s)s∈R of R on N ,
characterized by the relations
θ˜s(π(x)) = π(x) , x ∈ M
θ˜s(λ(t)) = e
istλ(t) , t ∈ R ,
for all s ∈ R . Let θs be the restriction of θ˜s to the center Z(N ) of N . Then (Z(N ), (θs)s∈R) is called
the flow of weights for M . It is independent (up to isomorphism) of the choice of the state φ on M .
Since M is a factor, θ = (θs)s∈R acts ergodically on Z(N ) , i.e., the fixed point algebra Z(N )θ for the
action θ is equal to C1 . Since Z(N ) ≃ L∞(Ω, µ) for some standard Borel measure space (Ω, µ) , the flow
θ = (θs)s∈R can be realized as the flow associated to a one-parameter family (σs)s∈R on non-singular Borel
transformations of (Ω, µ) , that is, for all s ∈ R ,
(θsf)(x) = f(σ
−1
s (x)) , f ∈ L∞(Ω, µ) , x ∈ Ω .
The connection between Connes’ type IIIλ-factors and the flow of weights is given by 1.4., 1.5. and 1.6.
below (cf. [10] , [40] and [41], Vol. II, Chapter XII).
Let M be a type III-factor (with separable predual). Then
1.4. M is of type III0 if and only if the flow (θs)s∈R is non-periodic, i.e., θs 6= IdZ(N ), for all s ∈ Rr {0} .
In this case the flow is non-transitive (=properly ergodic), which means that the measure µ described
above is not concentrated on a single σ-orbit in Ω .
1.5. For 0 < λ < 1 ,M is of type IIIλ if and only if the flow (θs)s∈R is periodic with minimal period equal
to − logλ . In this case,
Z(N ) ≃ L∞(R/((− logλ)Z)) .
2
and for all s ∈ R , θs is induced by the translation σs : x 7→ x+ s on Ω = R/((− logλ)Z) .
1.6. M is of type III1 if and only if θs = IdZ(N ) , for all s ∈ R . In this case Z(N ) = C1 .
For hyperfinite type III-factors with separable predual much more is known, owing to Connes’ classifi-
cation of injective factors [4], and related work by Krieger [27], Connes [5] and by the first-named author
[16], namely:
1.7. The mapM 7→ ((Z(N ), (θs)s∈R) gives a one-to one correspondence between the set of (isomorphism
classes of) hyperfinite type III0-factors onto the set of (isomorphism classes of) non-transitive ergodic
flows (A, (θs)s∈R) on abelian von Neumann algebras A with separable predual. In particular, there are
uncountably many isomorphism classes of hyperfinite type III0-factors (cf. [4], [27]).
1.8. For each 0 < λ < 1, there is exactly one (up to isomorphism) hyperfinite factor of type IIIλ , namely
the Powers factor
Rλ := ⊗∞n=1(M2(C), φλ) ,
where φλ = Tr(hλ · ) , Tr being the non-normalized trace on M2(C) and hλ = 11+λ
(
λ 0
0 1
)
. (See [4].)
1.9. There is only one (up to isomorphism) hyperfinite type III1-factor, namely the Araki-Woods factor
R∞ , which can be expressed as the (von Neumann algebra) tensor product R∞ = Rλ1⊗¯Rλ2 of two Powers
factors with log λ1log λ2 /∈ Q (cf. [5] and [16]).
Proofs of 1.7. , 1.8. and 1.9. can also be found in [41], Vol. III, Chap. XVIII.
The rest of the paper is organized in the following way. In Section 2, we obtain some Stinespring-type
decomposition results for completely positive and completely bounded maps, which will allow us to show
that two properly infinite hyperfinite von Neumann algebrasM and N with separable preduals have cb-
isomorphic preduals if and only if there exist von Neumann algebras embeddings i :M→N , j : N →M
and normal conditional expectations E : N→i(M) , F :M→j(N ) . From this result, Theorem 1.1 follows
easily by results of Sakai [36] and Tomiyama [43] on normal conditional expectations.
In Section 3 we prove Theorem 1.2. The most difficult part is to show that R∞ embeds into M as the
range of a normal conditional expectation, provided that there exists a normal, invariant state on the flow
of weights for M . This part of the proof relies heavily on the main result from [19] on the classification
of normal states on a von Neumann algebra up to approximative unitary equivalence.
Finally, in Section 4 we prove Theorem 1.3 by giving an explicit construction of a one-parameter family
(A(t) , θ(t))0≤t<2 of non-transitive, ergodic flows θ
(t) = (θ
(t)
s )s∈R on abelian von Neumann algebras A
(t)
with separable preduals A
(t)
∗ , satisfying the following property:
(1.1) lim
n→∞
‖ω ◦ θ(t)2n − ω‖ = t , ω ∈ A(t)∗ .
Then by 1.7. above, (A(t) , θ(t))0≤t<2 are the flows of weights associated with hyperfinite type III0- factors
(M(t))0≤t<2 , and by (1.1) combined with the results of Section 2, we obtain thatM(t1)∗ andM(t2)∗ are not
cb-isomorphic when t1 6= t2 . It is interesting to note that the factors (M(t))0≤t<2 cannot be separated by
Connes’ S- and T -invariants. Being type III0-factors, S(M(t)) = {0, 1} , for all t ∈ [0, 2), and in Theorem
4.5 we prove that T (M(t)) = {2pik2n ; k ∈ Z , n ∈ N} , for all t ∈ [0, 2) .
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For details on operator spaces and completely bounded maps we refer to the monographs [11, 33]. We
shall briefly recall some definitions that are relevant for our paper. An operator space X is a Banach
space given together with an isometric embedding X ⊆ B(H) , the algebra of bounded linear operators
on a Hilbert space H . For all n ≥ 1, this embedding determines a norm on Mn(X) (the n× n matrices
over X), induced by the space Mn(B(H)) ∼= B(Hn) . The morphisms in the category of operator spaces
are completely bounded maps. Given a linear map φ : X → Y between two operator spaces X and Y
and n ≥ 1 , define φn : Mn(X) → Mn(Y ) by φn([xij ]) = [φ(xij)] , for all [xij ]ni,j=1 ∈ Mn(X) . Let
‖φ‖cb := sup{‖φn‖ ;n ∈ N } . The map φ is called completely bounded (for short, cb) if ‖φ‖cb <∞ , and φ
is called completely isometric if all φn are isometries. The space of all cb maps from X to Y , denoted by
CB(X,Y ) , is an operator space with matrix norms defined by Mn(CB(X,Y )) = CB(X,Mn(Y )) , n ≥ 1 .
The dual of an operator space X is, again, an operator space X∗ = CB(X,C) . A von Neumann algebra
M carries a natural operator space structure, and its predual M∗ carries the operator space structure
induced by the completely isometric embedding into the dual M∗ of M .
2. Stinespring-type decomposition theorems and applications
Lemma 2.1. Let M and N be von Neumann algebras with separable preduals M∗ and N∗ , respectively.
Let α : M → N be a completely positive map. Then there exists a completely positive unital map
α˜ :M→N such that
α(a) = α(1)1/2α˜(a)α(1)1/2 , a ∈ M ,
where 1 denotes the unit of M . Moreover, if α is normal, then α˜ can be chosen to be normal.
Proof. Assume first that supp(α(1)) = 1N , where 1N denotes the unit of N . Let H be a separable
Hilbert space with N ⊆ B(H) . The operator α(1)1/2 is one-to-one and has dense range, denoted by H0 .
Hence we get a (possibly unbounded) map α(1)−1/2 : H0 → H .
Now fix a ∈M , a ≥ 0 , and define a positive sesquilinear form on H0 ×H0 by
s(x, y) := 〈α(a)α(1)−1/2x, α(1)−1/2y〉 , x, y ∈ H0 .
Note that s is positive, since α is so. We now show that s is a bounded sesquilinear form. For all x ∈ H0 ,
s(x, x) ≤ ‖a‖〈α(1)α(1)−1/2x, α(1)−1/2x〉 = ‖a‖‖x‖2 .
By Schwarz’s inequality,
|s(x, y)| ≤ s(x, x)1/2s(y, y)1/2 ≤ ‖a‖‖x‖‖y‖ , x, y ∈ H0 .
Hence there exists a unique operator T ∈ B(H) such that
〈Tx, y〉 = 〈α(a)α(1)−1/2x , α(1)−1/2y〉 , x, y ∈ H0 .
Note first that T ∈ N . This follows from the fact that for all x, y ∈ H0 and all unitaries U in the
commutant N ′ of N ,
〈TUx , Uy〉 = 〈Tx , y〉 ,
wherein we use the fact that α(a) ∈ N , and α(1)−1/2 is affiliated with N . Clearly T is positive.
Since M is the span of its positive partM+ , we infer that for all a ∈ M , there exists a unique element
α˜(a) ∈ N such that
〈α˜(a)x, y〉 = 〈α(a)α(1)−1/2x , α(1)−1/2y〉 , x, y ∈ H0 .
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By uniqueness, the map α˜ is linear. Also, clearly α˜(a) ≥ 0 , whenever a ≥ 0 , and α˜(1) = 1N . Looking at
n× n matrices overM we infer that α˜ is completely positive. Moreover, for all a ∈ M ,
α(a) = α(1)1/2α˜(a)α(1)1/2 ,
since 〈α(a)x, y〉 = 〈α˜(a)α(1)1/2x, α(1)1/2y〉 , for all x, y ∈ H . Note also that α˜ is normal if α is so.
It remains to consider the case when p := supp(α(1))   1N . Apply the previous argument to the
mapping α : M → pNp ⊆ N . We then obtain a completely positive map α˜ : M → pNp such that
α˜(1) = p and α(a) = α(1)1/2α˜(a)α(1)1/2 , for all a ∈ M . Choose a normal state φ on M , and set
α̂(a) := α˜(a) + φ(a)(1N − p) , a ∈ M .
Then α̂ is completely positive and α̂(1) = p+ (1N − p) = 1N . Furthermore, since supp(α(1)1/2) = p ,
α(1)1/2α̂(a)α(1)1/2 = α(a) + φ(a)α(1)1/2(1N − p)α(1)1/2 = α(a) .
Moreover, if α is normal, then both α˜ and α̂ are normal. The proof is complete. 
Lemma 2.2. Let N be a von Neumann algebra with separable predual. If p ∈ N is a properly infinite
projection with central support equal to the identity 1 of N , then p ∼ 1 .
Proof. This result is well-known and it follows by standard comparison theory of projections. For conve-
nience of the reader, we include a proof. Assume that p 6= 1. Choose a maximal family (pi)i∈I of pairwise
orthogonal non-zero projections such that pi ≺ p , for all i ∈ I . Note that I must be countable. We first
show that
(2.1)
∑
i∈I
pi = 1 .
Suppose by contradiction that
∑
i∈I
pi < 1 . Set q := 1−
∑
i∈I
pi . If c(p) and c(q) denote the central support
of p and q, respectively, then c(q)c(p) = c(q) 6= 0 . This implies that there exist nonzero projections q0 and
p0 such that q0 ≤ q , p0 ≤ p and q0 ∼ p0 . Hence q0 ≺ p . Since q0 ≤ q , this contradicts the maximality
assumption of the family (pi)i∈I , and (2.1) is proved. Since p is properly infinite, we can write
(2.2) p =
∑
i∈I
ri ,
where (ri)i∈I are pairwise orthogonal projections so that p ∼ ri , for all i ∈ I. Hence pi ≺ p ∼ ri , for all
i ∈ I . Together with (2.1) and (2.2), this implies that 1  p . Clearly p  1 , and therefore p ∼ 1 . 
We now prove the following Stinespring-Kasparov-type theorem (see [24], Theorem 3(1)):
Theorem 2.3. LetM and N be von Neumann algebras with separable preduals M∗ and N∗ , respectively.
Assume, moreover, that N is properly infinite. Let α : M → N be a normal, completely positive map.
Then there exists a normal ∗-representation π :M→N and an operator V ∈ N such that
α(a) = V ∗π(a)V , a ∈M .
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Proof. By Lemma 2.1 we can assume without loss of generality that α(1) = 1N , where 1 and 1N are
the identities of M and N , respectively. Following Stinespring’s construction (see [30], Theorem 4.1),
we define a positive sesquilinear form s on the algebraic tensor product M⊙H , where H is a separable
Hilbert space with N ⊆ B(H) , by
s(a⊗ x, b⊗ y) := 〈α(b∗a)x, y〉 , a, b ∈M , x, y ∈ H .
Let L := {z ∈ M ⊙H ; s(z, z) = 0} , and note that (M⊙H)/L is a prehilbert space whose completion
we denote by K . For all a ∈ M and x ∈ H let [a⊗ x] denote the corresponding element in the quotient
space M⊙H/L . For all a ∈M define π0(a) by
π0(a)[b⊗ x] := [ab⊗ x] , b ∈M , x ∈ H .
Then π0(a) is a densely-defined, bounded operator on the dense subspace (M⊙H)/L of K . Hence π0(a)
extends to a bounded linear operator on the whole K , and this yields a map π0 :M→ B(K) . It is easily
checked that π0 is a unital ∗-representation. Moreover, π0 is normal. This follows immediately from the
fact that α is normal and that
(2.3) 〈π0(a)[b⊗ x] , [c⊗ y]〉 = 〈α(c∗ab)x , y〉 ,
for all a, b, c ∈M , and all x, y ∈ H . Define now W : H → K by
Wx := [1⊗ x] , x ∈ H .
By (2.3), it follows that 〈π0(a)Wx,Wy〉 = 〈α(a)x, y〉 , for all a ∈ M and all x, y ∈ H . Since α(1) = 1N ,
W is an isometry of H into K , W ∗W = 1N and
(2.4) α(a) =W ∗π0(a)W , a ∈ M .
Let N ′ denote the commutant of N in B(H) . Define a normal ∗-representation of N ′ on (M⊙H)/L by
σ0(n
′)[a⊗ x] := [a⊗ n′x] , n′ ∈ N ′ .
It is easily checked that σ0 is a well-defined linear map on (M⊙H)/L . Now let n′ ∈ N ′ . Then
‖[a⊗ n′x]‖2 = 〈α(a∗a)n′x, n′x〉 = 〈(n′)∗α(a∗a)n′x, x〉 = 〈(n′)∗n′α(a∗a)x, x〉
≤ ‖n′‖2‖[a⊗ x]‖2 ,
wherein we have used the fact that α(M) ⊆ N . We deduce that σ0(n′) has a unique extension to an
operator σ(n′) ∈ B(K) such that
(2.5) σ(n′)[a⊗ x] = [a⊗ n′x] , a ∈M , x ∈ H .
Note also that σ(1N ) = 1K , and it is easily checked that the map σ : N ′ → B(K) thus defined is a normal
∗-representation. Set
N˜ := (σ(N ′))′ ⊆ B(K) .
Next, we check that WW ∗ ∈ N˜ . Given any a ∈M and x ∈ H , we have by the definition of W that
〈W ∗[a⊗ x] , y〉 = 〈[a⊗ x] ,Wy〉 = 〈[a⊗ x] , [1⊗ y]〉 = 〈α(a)x , y〉 , y ∈ H .
Hence W ∗[a⊗ x] = α(a)x , so WW ∗[a⊗ x] = [1⊗ α(a)x] , which implies that
σ(n′)WW ∗[a⊗ x] = [1⊗ n′α(a)x] .
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Moreover, by (2.5), WW ∗σ(n′)[a ⊗ x] = [1 ⊗ α(a)n′x] = [1 ⊗ n′α(a)x] . We conclude that WW ∗ ∈ N˜ .
Note that
(2.6) Wn′ = σ(n′)W , n′ ∈ N ′ ,
since for all x ∈ H , Wn′x = [1⊗ n′x] , while σ(n′)Wx = σ(n′)[1⊗ x] = [1⊗ n′x] . Taking adjoints we get
(2.7) n′W ∗ =W ∗σ(n′) , n′ ∈ N ′ .
We next prove that WW ∗ is a properly infinite projection in N˜ . Define
ρ(x) =WxW ∗ , x ∈ N .
Since W ∗W = 1N , ρ is a (non-unital) ∗-homomorphism of N into B(K) . Moreover,
WxW ∗σ(n′) =Wxn′ =Wn′xW ∗ = σ(n′)WxW ∗ , x ∈ N , n′ ∈ N ′ .
Hence ρ(x) ∈ (σ(N ′))′ = N˜ , for all x ∈ N . Since ρ(1N ) = WW ∗ , we can consider ρ as a unital
∗-homomorphism of N into the corner algebra (WW ∗)N˜(WW ∗) , and since N is properly infinite, it
follows that ρ(N ) and (WW ∗)N˜ (WW ∗) are also properly infinite von Neumann algebras. Hence WW ∗
is a properly infinite projection in N˜ . Now let c(WW ∗) be the central support of WW ∗ in N˜ and put
q := 1 − c(WW ∗) . Then q ∈ Z(N˜) = Z(σ(N ′)) and therefore q = σ(q0) , for a projection q0 ∈ Z(N ′) .
Since σ(q0) and WW
∗ are orthogonal projections, we have for all x ∈ H that
Wq0x =WW
∗[1⊗ q0x] =WW ∗σ(q0)[1⊗ x] = 0 .
Therefore q0 = 0 , which implies that c(WW
∗) = 1K . By Lemma 2.2 , it follows that WW
∗ ∼ 1K (in
N˜ ) . Choose now U ∈ N˜ such that U∗U =WW ∗ and UU∗ = 1K . Then UW ∈ B(H,K) and
(UW )∗UW = 1 , UW (UW )∗ = 1K ,
i.e., UW is a unitary operator from H to K . Therefore
π(a) := (UW )∗π0(a)UW , a ∈M
defines a normal unital ∗-homomorphism of M into B(H) . For all a ∈M ,
U∗π0(a)U ∈ N˜ = (σ(N ′))′ .
Hence, by (2.6) and (2.7) , π(a) = W ∗(U∗π0(a)U)W ∈ (N ′)′ = N . Next, set V := W ∗U∗W ∈ B(H) .
Since U∗ ∈ N˜ = (σ(N ′))′ , using again (2.6) and (2.7) we deduce that V ∈ (N ′)′ = N . Moreover, for all
a ∈M ,
α(a) =W ∗π0(a)W =W
∗UWπ(a)(UW )∗W = V ∗π(a)V .
This completes the proof. 
Next we prove the following Wittstock-Haagerup-Paulsen-type theorem (see [30], Theorem 7.4 and the
references given therein):
Theorem 2.4. Let M and N be von Neumann algebras with separable preduals M∗ ,N∗. Assume,
moreover, that N is properly infinite and injective. Let α : M → N be a normal cb-map. Then there
exists a normal ∗-representation π :M→N and operators R ,S ∈ N such that
(2.8) α(a) = Rπ(a)S , a ∈ M
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and ‖R‖‖S‖ = ‖α‖cb .
For the proof we need a few preliminary considerations. Recall that (see, e.g., [41] Vol.I, Theorem 2.14)
if M is a von Neumann algebra, then any functional φ ∈M∗ has a unique decomposition into its normal
and singular part
(2.9) φ = φn + φs .
Moreover, if M and N are von Neumann algebras (not necessarily with separable preduals), and T ∈
B(M,N ) , then there exists a unique decomposition
(2.10) T = Tn + Ts ,
where Tn , Ts ∈ B(M,N ) , and such that for any φ ∈ N∗ , we have
(2.11) φ ◦ Tn = (φ ◦ T )n , φ ◦ Ts = (φ ◦ T )s ,
(cf. [43], Theorem 1). Further, the following assertions hold:
(a) If T is positive, then both Tn and Ts in the decomposition (2.10) are positive.
(b) If T is completely positive, then both Tn and Ts in the decomposition (2.10) are completely
positive.
Statement (a) follows by uniqueness, since for any positive functional φ ∈ M∗, both maps φn and φs in
the decomposition (2.9) are positive. To justify (b) , let k be a positive integer, and note that for any
φ ∈ (Mk(M))∗, we have φ = (φij)ki,j=1 with φij ∈ M∗ , since, algebraically, (Mk(M))∗ = Mk(M∗). By
uniqueness we deduce that φn = ((φij)n)
k
i,j=1 and, respectively, φs = ((φij)s)
k
i,j=1. Thus (b) follows.
Proof of Theorem 2.4. By Definition 1.1 and Theorem 1.6 in [15], there exist completely positive maps
β, γ :M→N such that ‖β‖ ≤ ‖α‖cb , ‖γ‖ ≤ ‖α‖cb and the mapping σ defined by
(2.12) σ(a) :=
(
β(a) α∗(a)
α(a) γ(a)
)
, a ∈M
is a completely positive map from M into M2(N ) , where
α∗(a) := α(a∗)∗ , a ∈ M .
Next, note that the maps β and γ can be chosen to be normal. For this, exchange (possibly) β and γ
above with their normal parts βn and γn , respectively. Then, by assertion (b) above one can check that
the map σ defined by (2.12) is still completely positive, and, moreover, normal. By Theorem 2.3, there
exists a normal ∗-representation π′ :M→M2(N ) and an operator V ∈M2(N ) such that(
β(a) α∗(a)
α(a) γ(a)
)
= V ∗π′(a)V , a ∈ M .
Write now V =
(
V11 V12
V21 V22
)
. It then follows that ‖V ‖2 ≤ max{‖β‖ , ‖γ‖} ≤ ‖α‖cb and
α(a) = (V ∗12 , V
∗
22)π
′(a)
(
V11
V21
)
, a ∈M .
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Since N is properly infinite, N ∼=M2(N ) . Denote by 1 the identity of N and choose isometries u1 , u2 ∈ N
so that u1u
∗
1 and u2u
∗
2 are orthogonal projections with u1u
∗
1 + u2u
∗
2 = 1 . Define π :M→N by
π(a) := (u1 , u2)π
′(a)
(
u∗1
u∗2
)
∈ N , a ∈M .
Then π is a ∗-representation because (u1 , u2) is a unitary from H to H ⊕H , as verified by the following
computations: (u1 , u2)
(
u∗1
u∗2
)
= u1u
∗
1 + u2u
∗
2 = 1 , respectively,
(
u∗1
u∗2
)
(u1 , u2) =
(
1 0
0 1
)
. Hence
π′(a) =
(
u∗1
u∗2
)
π(a)(u1 , u2) , a ∈M .
Moreover, it is clear that π is normal, and that
(2.13) α(a) = (V ∗12 , V
∗
22)
(
u∗1
u∗2
)
π′(a)(u1 , u2)
(
V11
V21
)
, a ∈M .
Denote (V ∗12 , V
∗
22)
(
u∗1
u∗2
)
by R , respectively, (u1 , u2)
(
V11
V21
)
by S . Then (2.13) yields (2.8). Moreover,
‖R‖‖S‖ ≤ ‖V ‖2 ≤ ‖α‖cb . By (2.8), the reverse inequality ‖α‖cb ≤ ‖R‖‖S‖ holds, as well, and the proof
of theorem 2.4 is complete. 
The following result is known as Pelczynski’s trick (cf. [31]; see also [28], page 54):
Lemma 2.5. Let X and Y be Banach spaces. Suppose that there exist Banach spaces V and W such that
1) X ∼= Y ⊕W
2) Y ∼= X ⊕ V
3) X ⊕X ∼= X
4) Y ⊕ Y ∼= Y
Then X is isomorphic to Y .
Proof. For completeness, we include the short proof of this result. We have
X ∼= X ⊕X ∼= Y ⊕ Y ⊕W ⊕W ∼= Y ⊕W ⊕W ∼= X ⊕W ,
and therefore X ∼= Y ⊕W ∼= (X ⊕ V )⊕W ∼= (X ⊕W )⊕ V ∼= X ⊕ V ∼= Y , as wanted. 
Remark 2.6. A similar proof with isomorphisms being replaced by complete isomorphisms shows that
Pelczynski’s trick holds, more generally, in the category of operator spaces. Note also that if X and Y
are properly infinite von Neumann algebras, or preduals of properly infinite von Neumann algebras, then
conditions 3) and 4) above are automatically satisfied, in the operator space category, as justified in the
proof of Theorem 6.2 in [18].
Proposition 2.7. Let M and N be von Neumann algebras. The following statements are equivalent:
1) There exists a cb-embedding i :M∗ →֒ N∗ such that i(M∗) is cb-complemented in N∗ .
2) There exist cb maps φ :M∗ → N∗ and ψ : N∗ →M∗ such that ψ ◦ φ = IdM∗ .
3) There exist normal cb-maps α :M→N and β : N →M such that β ◦ α = IdM .
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Proof. 1) ⇒ 2). By hypothesis, there exists a cb-projection ρ : N∗ → i(M∗) ⊆ N∗ . Set φ := i ,
ψ := i−1 ◦ ρ . Then φ, ψ are cb-maps and ψ ◦ φ = IdM∗ .
2)⇒ 1). Set i := φ, ρ := φ ◦ ψ . Note that i = φ is a cb-embedding, since φ :M∗ → φ(M∗) is a bijection
with inverse φ−1 = ψ|φ(M∗) . Also, ρ2 = φ ◦ (ψ ◦ φ) ◦ ψ = φ ◦ ψ = ρ , and moreover, ρ(i(M∗)) = φ(M∗) .
Hence ρ is a cb projection of N∗ onto i(M∗) = φ(M∗) .
2)⇒ 3). Set α := ψ∗ :M→ N and β := φ∗ : N →M . Then α , β are normal cb-maps with β◦α = IdM .
To prove 3)⇒ 2) , take φ := β∗ , ψ := α∗ . Then φ , ψ are well-defined cb-maps with ψ ◦ φ = IdM∗ . 
Lemma 2.8. Let M be an injective von Neumann algebra with separable predual. Let π : M → B(H)
and ρ :M→ B(K) be two normal, unital ∗-representations of M on separable Hilbert spaces H and K ,
respectively. Then, for all T ∈ B(H,K) , there exists T0 ∈ conv{ρ(u)Tπ(u)∗;u ∈ U(M)}w
∗
, where U(M)
is the set of unitaries in M , such that
T0 = ρ(u)T0π(u)
∗ , u ∈ U(M) .
Proof. Let us first recall the following definition due to J. Schwartz (cf. [38]; see also [37]). A von Neumann
algebra N ⊆ B(L) has property P if conv{uTu∗;u ∈ U(N )}w
∗
∩ N ′ 6= ∅ , for all T ∈ B(L) , where N ′ is
the commutant of N . It was proved by Sakai that if N is hyperfinite, then N has property P (see [37],
Corollary 4.4.19).
Now, let T ∈ B(H,K) . Then, for any u ∈ U(M) ,
(2.14)
(
π(u) 0
0 ρ(u)
)(
0 0
T 0
)(
π(u)∗ 0
0 ρ(u)∗
)
=
(
0 0
ρ(u)Tπ(u)∗ 0
)
.
Since π and ρ are normal, it follows that the von Neumann algebra (π⊕ρ)(M) is injective, and therefore,
by the above discussion, it has property P . It follows that there exists an operator
T0 ∈ conv{ρ(u)Tπ(u)∗;u ∈ U(M)}w
∗
such that
(
0 0
T 0
)
∈ ((π⊕ρ)(M))′ . By applying (2.14) to the operator T0 ∈ B(H,K) , we deduce that
T0 = ρ(u)T0π(u)
∗ , u ∈ U(M) ,
and the proof is complete. 
Proposition 2.9. Let M and N be properly infinite von Neumann algebras with separable preduals
M∗ ,N∗. If N is injective (=hyperfinite), then the following statements are equivalent:
i) There exists a cb-embedding i :M∗ →֒ N∗ such that i(M∗) is cb-complemented in N∗ .
ii) There exists a von Neumann algebra embedding α :M →֒ N and a normal conditional expectation
β : N →M such that β ◦ α = IdM .
Moreover, if i) holds, then M is injective, as well.
Proof. We have to prove that i)⇒ ii) , since by Proposition 2.7 we know already that ii)⇒ i) . Suppose
that i) holds, then by Proposition 2.7 there exist normal completely bounded maps α1 : M → N and
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β1 : N →M such that β1 ◦ α1 = IdM . The first goal is to make α1 into a ∗-representation. Indeed, by
Theorem 2.4 there exists a normal ∗-representation π̂ :M→N and operators R,S ∈ N such that
(2.15) α1(a) = Rπ̂(a)S , a ∈ M .
Note that α1 is one-to-one (since β1 ◦ α1 = IdM), and by (2.15) this implies that π̂ is one-to-one, too.
Hence π̂ is a ∗-isomorphism of M onto its image π̂(M) , the latter being a von Neumann subalgebra of
N . Set
ρ(b) := (π̂ ◦ β1)(RyS) , y ∈ N .
Then, for all b = π̂(a) , where a ∈ M , ρ(b) = (π̂ ◦ β)(Rπ̂(a)S) = π̂ ◦ β1 ◦ α1(a) = π̂(a) = b . Thus
ρ(π̂(M)) = π̂(M) . Since ρ(N ) ⊆ π̂(M) , we infer that ρ(N ) = π̂(M) , i.e., ρ is a projection of N onto
π̂(M) . Hence we have proved that there exist a normal one-to-one ∗-representation π̂ : M → N and a
normal cb-projection ρ : N → π̂(M) . Let H be a separable Hilbert space with N ⊆ B(H) . Since N is
injective, there exists a conditional expectation E : B(H) → N . The composition πˆ−1ρE : B(H) →M
is a cb-projection. By a result of Pisier (cf. Theorem 2.9 in [32]) and Christensen-Sinclair [2], it follows
that M is injective, as well.
So far we have reduced the general case to the case when M is a von Neumann subalgebra of N ,
α : M → N is the inclusion map and β1 : N → M is a normal cb-projection of N onto M . The next
step is to change β1 into a normal conditional expectation. For this, apply now Theorem 2.4 to the map
β1 : N →M , and infer the existence of a normal ∗-representation π : N →M and operators R,S ∈ M
such that β1(a) = Rπ(a)S , for all a ∈ N . Since β1|M = IdM and M⊆ N , it follows that
(2.16) a = Rπ(a)S , a ∈M .
Since M is injective, we get from Lemma 2.8 that there exists an operator
S0 ∈ conv{π(u)Su∗;u ∈ U(M)}w
∗
⊆M
such that
(2.17) π(u)S0u
∗ = S0 , u ∈ U(M) .
Note that by (2.16), Rπ(u)Su∗ = uu∗ = 1 , for all u ∈ U(M) . Hence RS0 = 1 . Therefore S0 is bounded
away from 0 , i.e., |S0| := (S∗0S0)
1
2 is invertible. Let
S0 := U0|S0|
be the polar decomposition of S0 . Since S0 ∈M , it follows that U0 ∈ M and |S0| ∈ M , as well. Moreover,
U0 = S0|S0|−1 and U∗0U0 = 1 . By (2.17), π(u)S0 = S0u , for all u ∈ U(M) . Hence π(a)S0 = S0a , for all
a ∈M = Span(U(M)) . By taking adjoints, it follows that S∗0π(a) = aS∗0 , for all a ∈ M . Hence
S∗0S0a = S
∗
0π(a)S0 = aS
∗
0S0 , a ∈ M .
Therefore |S0| = (S∗0S0)
1
2 ∈ Z(M) (the center of M), which implies that
π(a)U0 = π(a)S0|S0|−1 = S0a|S0|−1 = S0|S0|−1a = U0a , a ∈M .
Hence a = U∗0π(a)U0 , for all a ∈ M , and therefore a = U∗0π(a)U0 , for all a ∈ M . From this we infer
that the map β defined by
β(b) := U∗0π(b)U0 , b ∈ N
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is a normal, completely positive map satisfying β(N ) ⊆ M and β|M = IdM . Hence β is a normal
conditional expectation of N onto M . This completes the proof of Proposition 2.9. 
By Proposition 2.7 and Proposition 2.9 we obtain immediately the following
Theorem 2.10. LetM and N be properly infinite von Neumann algebras with separable predualsM∗ ,N∗.
If both M and N are injective, then the following statements are equivalent:
1) M∗
c.b.∼= N∗
2) IdM∗ admits a cb-factorization through N∗, and IdN∗ admits a cb-factorization through M∗ .
3) IdM admits a cb-factorization through N and IdN admits a cb-factorization through M , where
all four cb-maps involved are normal.
4) There exist von Neumann algebras embeddings i :M →֒ N , j : N →֒ M and normal conditional
expectations E : N → i(M) , F :M→ j(N ) .
The following result is due to Sakai and Tomiyama (cf. [36] and [43], Theorem 3). For convenience, we
include a short proof based on [36].
Lemma 2.11. ( [36], [43] ) Let N be a semifinite von Neumann algebra and letM⊆ N be a von Neumann
subalgebra of type III . Then there is no normal conditional expectation from N onto M .
Proof. Suppose by contradiction that there exists a normal conditional expectation E : N →M . Since
N is semifinite, there exists a net (eλ)λ∈Λ of finite dimensional projections in N converging in strong
operator (s.o.) topology to the identity 1N of N . By normality of E , it follows that E(eλ) s.o.−→ 1 , where
1 is the identity of M . Hence, there exists a finite projection e ∈ N with E(e) 6= 0 . Moreover, we can
choose ε > 0 such that
p := 1[ε,∞)(E(e)) 6= 0 .
We show next that p is a finite projection in M . Set a := E(e)p + (1 − p) . Then a = a∗ and a ≥ ε1 .
In particular, a is invertible. Let (xα)α∈A be a bounded net in pMp , which converges s.o. to 0 . Then,
as shown by Sakai (see the proof of Theorem 2.5.6 (2) in [37]), the finiteness of e ensures that the net
(ex∗α)α∈A converges to 0 s.o. Since x
∗
α ∈ pMp , for all α ∈ A , it follows that ax∗α = E(e)x∗α = E(ex∗α) .
Thus x∗α = a
−1E(ex∗α)
s.o.−→ 0 . By Theorem 2.5.6 (1) in [37], it follows that pMp is finite. This implies
that p is a finite projection in M, which contradicts the fact that M is of type III. 
Proof of Theorem 1.1. Let M and N be hyperfinite von Neumann algebras with separable preduals,
where M is of type III and N is semifinite.
Consider first the case when N is properly infinite, and assume by contradiction that M∗ is cb-
isomorphic to a cb-complemented subspace of N∗ . Then the statement ii) in Proposition 2.9 holds.
By Lemma 2.11, this yields a contradiction, and therefore the theorem is proved in this case.
For the general case, note that if M∗ is cb-complemented in N∗ , then also (M ⊗ B(H))∗ is cb-
complemented in (N ⊗ B(H))∗ , where H = l2(N) . But the von Neumann algebras M ⊗ B(H) and
N ⊗B(H) are both properly infinite; moreover, the first is of type III, while the second is semifinite. So,
by the first part of the proof we obtain a contradiction, and the proof of Theorem 1.1 is complete. 
12
Remark 2.12. In [29], Oikhberg, Rosenthal and Størmer studied isometric embeddings of a predualM∗
into a predual N∗ , and show that no such embeddings exist if M is of type III and N is semifinite. In
this case neither hyperfiniteness, nor separability assumptions are needed.
3. A characterization of type III-factors whose preduals are cb-isomorphic to the
predual of the injective type III1-factor
Our main result in this section is a characterization of type III- factors which admit an invariant normal
state on their flow of weights. (See Theorem 3.5 below.) Let M be a type III-factor with separable
predual and let φ0 be a fixed normal faithful state onM . Consider the crossed-product N :=M⋊σφ0 R,
and let (θ˜s)s∈R of R be the dual action of σψ0 on N , i.e.,
θ˜s(π(x)) = π(x) , x ∈ M(3.1)
θ˜s(λ(t)) = e
istλ(t) , t ∈ R ,(3.2)
for all s ∈ R , where π(M) and (λ(t))t∈R are the generators of the crossed product N , as explained in the
Introduction. Then the flow of weights ofM is the pair (Z(N ) , (θs)s∈R) , where Z(N ) is the center of N
and θs is the restriction of θ˜s to the center Z(N ) , for all s ∈ R . Recall that a state ψ on Z(N ) is called
an invariant state on the flow of weights for M, if ψ is invariant under the dual action (θs)s∈R , i.e.,
ψ ◦ θs = ψ , s ∈ R .
Next, let h be the unique positive self-adjoint operator affiliated with N , for which hit = λ(t) , for all
t ∈ R , and let φ˜0 be the dual weight of φ0 in the sense of Takesaki [40]. Then (cf. [40]), φ˜0 = τ(h · ) , for
a unique normal, faithful, semifinite trace τ on N , which satisfies
τ ◦ θ˜s = e−sτ , s ∈ R .
By [19], we can define a map φ 7→ φ̂ of Snor(M) , the set of normal states on M , into the set Snor(Z(N ))
of normal states on Z(N ) in the following way: For φ ∈ Snor(M) , let hφ denote the unique positive
unbounded operator affiliated with N , such that
(3.3) φ˜ = τ(hφ · ) ,
where φ˜ is the dual weight of φ, and set
(3.4) eφ := 1(1,∞)(hφ) ∈ N .
Then τ(eφ) = 1 , and therefore
φ̂(z) = τ(eφz) , z ∈ Z(N )
defines a normal state on Z(N ) (cf. [19], Def. 3.2). By the proof of Lemma 3.4 in [19] ,
(3.5) θ˜s(eφ) = 1[es,∞)(hφ) , s ∈ R .
The Main Theorem in [19] states that if M is a properly infinite von Neumann algebra, then φ 7→ φ̂
maps Snor(M) onto the set {ω ∈ Snor(N ); ω ◦ θs ≥ e−sω , ∀s ≥ 0} . Moreover, if φ, ψ ∈ Snor(M) , then
(3.6) ‖φ̂− ψ̂‖ = inf
u∈U(M)
‖uφu∗ − ψ‖ .
The right hand-side in (3.6) is by definition (cf. [9]) equal to the distance d([φ] , [ψ]) , where [φ] denotes
the norm-closure of the orbit of φ under the action of inner ∗-automorphisms, Int(M), by φ 7→ uφu∗ . The
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customary notation uφu∗(x) = φ(u∗xu) , for all x ∈ M is being used. We write φ ∼ ψ if d([φ] , [ψ]) = 0 .
We now consider the following more general equivalence relation:
Definition 3.1. Let m,n be positive integers. A ∗-isomorphism α : Mm(M)→ Mn(M) is called inner
if there exists u ∈Mn,m(M) satisfying u∗u = 1Mm(M) and uu∗ = 1Mn(M), such that
α(x) = uxu∗ , x ∈Mm(M) .
Let Int(Mm(M),Mn(M)) denote the set of all inner ∗-isomorphisms α :Mm(M)→Mn(M) .
If φ ∈ Snor(Mm(M)) and ψ ∈ Snor(Mn(M)) , then we write φ ∼ ψ if
inf{‖φ− ψ ◦ α‖ ;α ∈ Int(Mm(M),Mn(M))} = 0 .
Clearly ∼ is an equivalence relation on ⋃∞k=1 Snor(Mk(M)) .
Proposition 3.2. Let M be a properly infinite von Neumann algebra with separable predual. Given
φ ∈ Snor(M) , then φ̂ is θ-invariant if and only if for all n ≥ 1 ,
φ ∼ φn := 1
n
φ⊗ Trn ,
where Trn denotes the non-normalized trace on Mn(C) .
Proof. Let φ ∈ Snor(M) , and let n ∈ N . Since M is properly infinite, we can choose isometries
v1 , . . . , vn ∈ M with orthogonal ranges such that
∑n
i=1 viv
∗
i = 1M . Then v := (v1 , . . . , vn) is a unitary
in M1,n(M) . We will identify M with the subalgebra π(M) of N = M ⋊σφ0 R . Define now maps
α :M→Mn(M) and α˜ : N →Mn(N ) by
α(x) = v∗xv , x ∈ M ,
α˜(y) = v∗yv , y ∈ N ,
and put
(3.7) ψ := φn ◦ α =
(
φ⊗ 1
n
Trn
)
◦ α .
Then ψ ∼ φn . We claim that the dual weights φ˜ and ψ˜ on N of φ and ψ , respectively, satisfy
(3.8) ψ˜ =
(
φ˜⊗ 1
n
Trn
)
◦ α˜ .
For x ∈ M+ ,
(3.9) ψ(x) =
(
φ ◦ 1
n
Trn
)(
(v∗i xvj)
n
i,j=1
)
=
1
n
n∑
i=1
φ(v∗i xvi) .
It can be easily shown that formula (3.9) holds for x ∈ M̂+ , the extended positive part ofM , as defined
in [13], Sect. 1. Then by [12], Theorem 1.1, the dual weights φ˜ , ψ˜ of φ and ψ are given by
φ˜(y) = φ
(∫
R
θ˜s(y) ds
)
, y ∈ N+ ,
ψ˜(y) = ψ
(∫
R
θ˜s(y) ds
)
, y ∈ N+ ,
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where
∫
R
θ˜s(y) ds is an element of the extended positive part of π(M) =M . Note that for all s ∈ R and
all 1 ≤ i ≤ n , we have θ˜s(vi) = vi , since vi ∈ M . Hence, by (3.9) ,
ψ˜(y) =
1
n
n∑
i=1
φ˜(v∗i yvi) =
(
φ˜⊗ 1
n
Trn
)
◦ α˜(y) , y ∈ N+ ,
which proves (3.8) . Next, observe that for y ∈ N+ ,
n∑
i=1
τ(v∗i yvi) =
n∑
i=1
τ(y1/2viv
∗
i y
1/2) = τ(y) ,
because
∑n
i=1 viv
∗
i = 1M . Hence
(3.10) τ = (τ ⊗ Trn) ◦ α˜ .
By (3.8) and (3.10) we then have
(3.11) hψ =
dψ˜
dτ
= α˜−1
d
(
φ˜⊗ 1nTrn
)
d(τ ⊗ Trn)
 = 1
n
v(hφ ⊗ In)v∗ ,
where In ∈Mn(C) denotes the identity n× n matrix. Hence by (3.5) ,
eψ = 1(1,∞)(hψ) = 1(n,∞)(v(hφ ⊗ In)v∗) = v(1(n,∞)(hφ)⊗ In)v∗
= v(θ˜logn(eφ)⊗ In)v∗ .
Therefore, for all z ∈ Z(N ) ,
ψ̂(z) = τ(eψz) = τ(v(θ˜log n(eφ)⊗ In)v∗z) =
n∑
i=1
τ(viθ˜log n(eφ)v
∗
i z)
=
n∑
i=1
τ(v∗i viθ˜logn(eφ)z)
= nτ(θ˜log n(eφ)z)
= n(τ ◦ θ˜logn)(eφθ−logn(z)) .
Since τ ◦ θ˜logn = e−lognτ = 1nτ , it follows that
(3.12) ψ̂(z) = τ(eφθ−log n(z)) = (φ̂ ◦ θ−logn)(z) , z ∈ Z(N ) .
By the Main Theorem in [19] (cf. (3.6) above), we now deduce that
ψ ∼ φ ⇔ ψ̂ = φ̂ ⇔ φ̂ = φ̂ ◦ θ−logn .
Since ψ ∼ φn , we get by transitivity that
φ ∼ φn ⇔ φ̂ = φ̂ ◦ θ−logn .
This holds for every n ∈ N . Hence, if φ̂ is θ-invariant, then φ ∼ φn , for all n ∈ N . Conversely, if φ ∼ φn
for all n ∈ N , then
φ̂ ◦ θ−logn = φ̂ , n ∈ N .
Note that the group generated by {−logn;n ≥ 1} in (R ,+) is log(Q+) , which is dense in (R ,+) . By the
continuity of the semigroup (θs)s∈R , we conclude that φ̂ ◦ θs = φ̂ , for all s ∈ R , i.e., φ̂ is θ-invariant. The
proof is now complete. 
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Corollary 3.3. LetM be a properly infinite von Neumann algebra with separable predual. If φ ∈ Snor(M)
such that φ ∼ 1nφ⊗ Trn for all positive integers n , then
(3.13) φ ∼
(
aφ 0
0 (1− a)φ
)
, 0 < a < 1 .
Proof. Assume first that a ∈ Q . Then a = pq , where p, q are positive integers with p < q . By hypothesis,
we then have(
aφ 0
0 (1− a)φ
)
=
1
q
(
pφ 0
0 (q − p)φ
)
∼ 1
q
(
φ⊗ Trp 0p,q−p
0q−p,p φ⊗ Trq−p
)
∼ φ ,
where 0p,q−p ∈Mp,q−p(C) and 0q−p,p ∈Mq−p,p(C) denote matrices of corresponding sizes with all entries
equal to zero. By approximation we obtain (3.13) for all 0 < a < 1 . 
Lemma 3.4. Let M1 and M2 be factors with separable preduals, and assume that M2 is of type III.
Then the following two conditions are equivalent:
(a) There exists a von Neumann algebra embedding i :M1 →֒ M2 and a normal conditional expecta-
tion E :M2 →M1 .
(b) There exists a von Neumann algebra embedding i : M1 →֒ M2 and a normal faithful conditional
expectation E :M2 →M1 .
Proof. The implication (b) ⇒ (a) is trivial. We prove that (a) ⇒ (b) . For this, we can assume that
M1 ⊆ M2 , for which there exists a normal conditional expectation E :M2 →M1 . Since E is normal,
it has a support projection p := supp(E) , p is the smallest projection in M2 for which E(1 − p) = 0 .
Moreover, p ∈M′1 ∩M2 by the bimodule property of E . Hence the map φ defined by
φ(a) := ap = pa , a ∈ M1
is a normal ∗-homomorphism of M1 onto the von Neumann algebra pM1 ⊆ B(pH) , where M1 ⊆ B(H) .
Since M1 is a factor, the map φ is one-to-one, and hence M1 ≃ pM1 . Since M2 is a type III-factor
with separable predual and p 6= 0 , we deduce that p ∼ 1M2 , i.e., p = uu∗ for an isometry u ∈ M2 .
Hence M2 ≃ pM2p ⊆ B(pH) . Therefore, in order to prove (b) it suffices to construct a normal faithful
conditional expectation E′ : pM1p→ pM2 . Set
E′(y) := pE(y) = E(y)p , y ∈ pM1p .
Then E′ is positive, unital and normal. For a, b ∈ M1 and x ∈ M2 , we have
E′((pa)(pxp)(bp)) = pE((ap)(pxp)(pb))p
= pE(a(pxp)b)p
= paE(pxp)bp .
Hence E′ is a normal conditional expectation of pM2p onto pM1 =M1p . Moreover, if y ∈ pM2p , y ≥ 0
and E′(y) = 0 , then E(y) = φ−1(E′(y)) = 0 , and hence the support projection of y is less than 1− p . It
follows that y = 0 , and we have shown that E′ is faithful. 
Theorem 3.5. LetM be a type III-factor with separable predual. The following statements are equivalent:
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(1) There exists a von Neumann algebra embedding of R∞ into M with a normal conditional expec-
tation E :M→ R∞ .
(2) For every 0 < λ < 1 , there exists a von Neumann algebra embedding of Rλ into M with a normal
conditional expectation E :M→ Rλ .
(3) There exists an invariant normal state on the flow of weights (Z(N ), (θs)s∈R) for M .
Proof. It was shown by Haagerup, Rosenthal and Sukochev (see [18], Theorem 6.2 (a)) that (Rλ)∗ is
completely isomorphic to (R∞)∗ , for all 0 < λ ≤ 1 . Then an application of Theorem 2.10 yields the
equivalence of statements (1) and (2) .
We now prove the implication (1)⇒ (3) . Following an argument from [19], we will show a (slightly) more
general result. Namely, letM1 andM2 be factors of type III with separable preduals such that there is a
von Neumann algebra embedding ofM1 intoM2 with a normal conditional expectation E :M2 →M1 .
We show that ifM1 is a type III1-factor, then under the above condition there exists an invariant normal
state on the flow of weights forM2 . By Lemma 3.4 we can assume that E is faithful. Let φ1 be a normal,
faithful state on M1 and set φ2 := φ1 ◦ E . Then φ2 is a normal faithful state on M2, and by [39] it
follows that
(3.14) σφ2t |M1
= σφ1t , t ∈ R .
By (3.14) we obtain an embedding of N1 := M1 ⋊σφ1 R into N2 := M2 ⋊σφ2 R, with a normal faithful
conditional expectation E˜ : N2 → N1 . Moreover, E˜|pi2(M2) = E and
(3.15) E˜(λ2(t)) = λ1(t) , t ∈ R ,
where πi(Mi) and (λi(t))t∈R are the generators of Ni , i = 1, 2, as explained before. Further, let θ(1) :=
(θ
(1)
s )s∈R and θ
(2) := (θ
(2)
s )s∈R denote the dual action of R on N1 and N2 , respectively. By (3.1) and
(3.2), θ(2) extends θ(1) and the canonical trace τ2 on N2 extends the canonical trace τ1 on N1 . Also,
(3.16) E˜(Z(N2)) ⊆ Z(N1) ,
which can be justified as follows. Given x ∈ Z(N2), then xy = yx for all y ∈ N1 , and therefore by the
bimodule property of conditional expectations, yE˜(x) = E˜(yx) = E˜(xy) = E˜(x)y .
Since M1 is a type III1- factor, then Z(N1) = C1N1 (cf. 1.6 in the Introduction) , where 1N1 is the
identity of N1 . By (3.16) we infer that for all x ∈ Z(N2) there exists φ(x) ∈ C such that E˜(x) = φ(x)·1N1 .
It is then easily seen that the correspondence x ∈ Z(N2) 7→ φ(x) ∈ C defines a normal θ(2)-invariant state
on Z(N2) . Thus assertion (3) is proved.
Now we show the remaining implication (3) ⇒ (1) . Suppose that (Z(N ), (θs)s∈R) has an invariant
normal state ω . Note that, since M is a factor, the faithfulness of ω is automatic. Indeed, we have that
θs(supp(ω)) = supp(ω) , for all s ∈ R , where supp(ω) denotes the support projection of ω . Since M is a
factor, (θs)s∈R is ergodic, which implies that ω has full support, and hence ω is faithful. Clearly,
ω ◦ θs ≥ e−sω , s ≥ 0 .
Hence, by the Main Theorem in [19], there exists φ ∈ Snor(M) such that φ̂ = ω . By Proposition 3.2 and
Corollary 3.3, we infer that for all 0 < a < 1 ,
(3.17) φ ∼
(
aφ 0
0 (1− a)φ
)
.
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Let 0 < a1, a2 <
1
2 be chosen such that, if λi :=
ai
1−ai
, i = 1, 2 , then log λ1log λ2 /∈ Q. Further, for all integers
k ≥ 0 set a2k+1 := a1 , a2k+2 := a2 and define
φn := Tr2
((
an 0
0 (1 − an)
)
·
)
, n ≥ 1 .
Then, R∞ ∼= Rλ1 ⊗Rλ2 ∼= ⊗∞n=1(M2(C), φn) (see 1.9. in the Introduction).
Now let ε > 0 . By (3.17), there exists α ∈ Int(M,M2(M)) such that ‖φ− (φ1⊗φ) ◦α‖ < ε2 . Hence we
can write M =M2(C)⊗¯Q1 , and choose a normal faithful state ψ1 on Q1 so that (Q1, ψ1) ∼= (M, φ) and
‖φ− φ1 ⊗ ψ1‖ < ε
2
.
Similarly, write Q1 = M2(C)⊗¯Q2 , with a normal faithful state ψ2 on Q2 such that (Q2, ψ2) ∼= (Q1, ψ1)
and ‖ψ1 − φ2 ⊗ ψ2‖ < ε/4 . By continuing in this way, we obtain for all k ∈ N a decomposition
M = (⊗kj=1M2(C)) ⊗¯Qk
and a normal faithful state ψk on Qk such that (Qk, ψk) ∼= (M, φ) and, moreover,
(3.18) ‖ψk − φk+1 ⊗ ψk+1‖ < ε
2k+1
.
Set χk := (φ1 ⊗ . . .⊗ φk)⊗ ψk , for all k ≥ 1 . By (3.18), we infer that
‖χk+1 − χk‖ = ‖(φ1 ⊗ . . . φk)⊗ (φk+1 ⊗ ψk+1 − ψk)‖
= ‖φk+1 ⊗ ψk+1 − ψk‖
<
ε
2k+1
.
This shows that the sequence (χk)k≥1 converges in Snor(M) . Set χ := lim
k→∞
χk ∈ Snor(M) . We next
show that e := supp(χ) commutes with Pk := ⊗kj=1M2(C) , for all positive integers k .
Let now k ∈ N be fixed. Then, for all n > k we have
χn = (φ1 ⊗ . . .⊗ φk)⊗ ωk,n ,
where ωk,n := (φk+1 ⊗ . . .⊗ φn)⊗ ψn ∈ Snor(Qk) . Further, note that for all n,m > k ,
‖χn − χm‖ = ‖ωk,n − ωk,m‖ .
Since χ := lim
k→∞
χk , we deduce that ηk := lim
n→∞
ωk,n exists, ηk ∈ Snor(Qk) and
χ = (φ1 ⊗ . . .⊗ φk)⊗ ηk .
Then, since φ1 , . . . , φk are faithful states, it follows that
e := supp(χ) = supp(φ1 ⊗ . . .⊗ φk)⊗ supp(ηk) = 1⊗ supp(ηk) ∈ 1⊗¯Qk = P ′k ∩M ,
wherein we have used the fact that Pk is a factor. The claim that e commutes with Pk is now proved.
Next set χ0 := χ|eMe and define P
0
k := ePk
∼= Pk , Q0k := eQke and η0k := ηk|eQke , for all k ≥ 1 . We now
obtain a sequence of von Neumann algebra inclusions P 01 ⊆ P 02 ⊆ . . . ⊆ eMe . Moreover, for each k ∈ N ,
(3.19) eMe = P 0k ⊗¯Q0k = (⊗ki=1M2(C))⊗¯Q0k ,
and with respect to this tensor product decomposition,
(3.20) χ0 = (φ1 ⊗ . . .⊗ φk)⊗ η0k .
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Note that χ0 := χ|eMe is a faithful state on eMe . Let G denote the s.o.t.-closure of ∪∞k=1P 0k in eMe . It
now follows from (3.19) and (3.20) that(
G,χ0|G
) ∼= ⊗∞i=1(M2(C), φi) ∼= R∞ ,
and for all k ∈ N and all t ∈ R , (
σφ1⊗...⊗φkt
)
⊗ ση0kt = σχ
0
t ,
which implies that (σχ
0
t )t∈R leaves P
0
k globally invariant for all k ∈ N . It follows that (σχ
0
t )t∈R leaves G
globally invariant. By [39] we deduce that there exists a unique faithful normal conditional expectation E
of eMe onto G such that χ0 ◦ E = χ0 . Since M is a type III-factor with separable predual, all non-zero
projections inM are equivalent. HenceM∼= eMe . Moreover, G ∼= R∞ . This completes the proof of the
implication (3)⇒ (1) . 
Remark 3.6. In the special case when M is hyperfinite, a more elementary proof of the implication
(3)⇒ (1) in Theorem 3.5 can be obtained. The proof below was suggested to us by Georges Skandalis.
Assume that M is a hyperfinite factor of type III (with separable predual), such that there exists an
invariant normal state φ on the flow of weights (A, θ(1)) forM . Let N0 := R∞⋊σω R , where ω is a fixed
normal faithful state on R∞ . Then N0 is the hyperfinite II∞-factor, and the dual action θ(0) := σ˜ω of
σω satisfies τ0 ◦ θ(0) = e−sτ0 , for all s ∈ R , where τ0 is a normal faithful trace on N0 . Set N := N0⊗¯A ,
θ := θ(0) ⊗ θ(1) and τ := τ0 ⊗ ω . Then τ is a normal faithful trace on N satisfying
(3.21) τ ◦ θs = e−sτ , s ∈ R .
By crossed product theory (cf. [41], Vol. II, Theorem X.2.3 (i)),
R∞ = N θ(0)0 := {x ∈ N0; θ(0)s (x) = x , for all s ∈ R} .
Hence the fixed point algebra N θ for the action of θ on N satisfies R∞⊗¯1 ⊆ N θ ⊆ N . Put E := IdN0⊗φ .
Then E is a normal conditional expectation of N onto N0⊗¯1 and E(N θ) ⊇ E(R∞⊗¯1) = R∞⊗¯1 . Since
ω is θ(1) invariant, it follows that E(N θ) ⊆ N θ(0)0 = R∞⊗¯1 , and therefore E0 := E0|N θ is a normal
conditional expectation of N θ onto R∞⊗¯1 . Hence N θ satisfies condition (1) in Theorem 3.5.
We next prove that M ≃ N θ , which will complete the proof of the implication (3) ⇒ (1) in Theorem
3.5 in the hyperfinite case. Note that by (3.21), (N , τ, θ) satisfies condition (i) in Theorem XII.1.1. of
[41], Vol. II. Therefore
Z(M1) = Z(N )θ ,
where M1 := N ⋊θ R . But since (Z(N ), θ|Z(N )) ≃ (A, θ(1)) , the latter being ergodic, we actually have
Z(M1) = C1 , i.e., M1 is a factor. Moreover, by Proposition X.2.6 and Lemma XII.1.2. in [41], Vol. II,
(N ,R, θ) ≃ (M2 ⋊α R,R, α˜) ,
for some covariant system (M2 ,R , α) . By Theorem X.2.3. in [41], Vol. II, it follows that M2 ≃ N θ and
(3.22) M1 = N ⋊θ R ≃M2⊗¯B(L2(R)) .
SinceM2 is also a factor, and R∞⊗¯1 is the range of a normal conditional expectation E0 : N θ → R∞⊗¯1 ,
it follows by Lemma 2.11 that M2 ≃ N θ is of type III. Hence, by (3.22),
N θ ≃M2 ≃M1 .
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By Theorem XII.1.1. in [41], Vol. II, (N ,R, θ) is isomorphic to the ”noncommutative flow of weights”
of M1 (in the sense of Def. XII.1.3 in [41], Vol. II) and hence (Z(N ), θ|Z(N )) ≃ (A, θ(1)) is isomorphic
to the flow of weights for M1 . Hence M and M1 are hyperfinite type III-factors with isomorphic flow
of weights, so by 1.7, 1.8 and 1.9 in the Introduction, M ≃ M1 , and thus M ≃ N θ . The proof is
complete.
Corollary 3.7. Let M be a type III-factor with separable predual. If there exists a type III1-factor which
embeds into M as the range of a normal faithful conditional expectation, then there exists a von Neumann
algebra embedding j : R∞ →֒ M , with a normal faithful conditional expectation E˜ :M→ j(R∞) .
Proof. Suppose there is a von Neumann algebra embedding i : R →֒ M , where R is a type III1- factor,
with a normal faithful conditional expectation E : M→ i(R) . By the proof of the implication 1) ⇒ 3)
in Theorem 3.5, we deduce the existence of an invariant normal state on the flow of weights for M . An
application of Theorem 3.5 yields the assertion. 
The following lemma is well-known. For completeness, we include a proof.
Lemma 3.8. Let M be a hyperfinite factor with separable predual. Then
M⊗¯R∞ ∼= R∞ .
Proof. Let 0 < λ < 1 . Choose 0 < µ < ∞ such that log λlogµ /∈ Q . Then R∞ ∼= Rµ⊗¯Rλ and therefore
R∞⊗¯Rλ ∼= R∞ . We deduce that (M⊗¯R∞)⊗¯Rλ ∼= M⊗¯R∞ . By the definition of the Araki and Woods
r∞-invariant of a factor (see Section 3.6 in [3]), it follows that λ ∈ r∞(M⊗¯R∞) . By [3], Theorem 3.6.1,
we conclude that λ ∈ S(M⊗¯R∞) , where S is Connes’ S-invariant of a factor. Hence M⊗¯R∞ is a type
III1-factor. It is also hyperfinite, and thus the assertion follows (see 1.9. in the Introduction). 
Proof of Theorem 1.2. This follows now immediately from the equivalence 1) ⇔ 4) in Theorem 2.10,
together with Theorem 3.5 and Lemma 3.4 above, and the fact that if M is an injective factor with
separable predual, then the von Neumann algebra tensor product M⊗¯R∞ is (isomorphic to) R∞ (cf.
Lemma 3.8), which implies that there exists a von Neumann algebra embedding i : M →֒ R∞ with a
normal conditional expectation E : R∞ → i(M) . 
IfM is any factor (not necessarily hyperfinite) of type IIIλ , where 0 < λ ≤ 1 , then there always exists a
normal invariant state on the flow of weights forM . Using results of Haagerup and Winsløw (cf. [20]; see
also [18], Theorem 6.2), we exhibit in the following an uncountable family of mutually non-isomorphic (in
the von Neumann algebras sense) hyperfinite type III0-factors which admit a normal (faithful) invariant
state on their flow of weights:
Example 3.9. Let G be a dense, countable subgroup of R . Further, let φ be a normal, faithful state on
R∞ and set NG := R∞ ⋊α G , where α : G → Aut(M) is the restriction of the modular automorphism
group (σφt )t∈R to G. Then NG is an injective type III0-factor. Moreover, T (NG) = G , where T is Connes
T -invariant. In particular, if G 6= G′ , then NG and NG′ are not von Neumann algebras isomorphic. It is
easily checked that there are uncountably many dense, countable subgroups of R . Since NG is a crossed
product of R∞ by a discrete group, there exists an embedding i of R∞ into NG with a normal, faithful
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conditional expectation E : NG → i(R∞) . By Theorem 3.5, we deduce the existence of a normal invariant
state on the flow of weights for NG . Note that (NG)∗ is cb-isomorphic to (R∞)∗ , as shown in the proof
of Theorem 6.2 in [18].
We end this section with the following results concerning the non-hyperfinite case.
Proposition 3.10. Let M be any type III-factor with separable predual M∗ , such that there exists an
invariant normal state on the flow of weights for M . If N is any semifinite von Neumann algebra with
separable predual N∗ , then M∗ is not cb-isomorphic to a subspace of N∗ . In particular, M∗ and N∗ are
not cb-isomorphic.
Proof. By Theorem 3.5 it follows that there exists an embedding i : R∞ → M with a normal faithful
conditional expectation E : M → i(R∞) . This yields a cb-embedding E∗ : (R∞)∗ →֒ M∗ such that
E∗((R∞)∗) is cb-complemented into M∗ .
Suppose by contradiction that M∗ is cb-isomorphic to a subspace of N∗ . This gives rise to a a cb-
embedding of (R∞)∗ into M∗ . The crucial point is now the fact that the operator Hilbert space OH
is cb-isomorphic to a subspace of (R∞)∗ , as proved by Junge [22]. A different proof that yields to the
improved cb-isomorphism constant ≤ √2 has been recently obtained by the authors (see [17]). However,
since N is semifinite, OH does not cb-embed into the predual N∗ , as shown by Pisier [35] . This leads to
a contradiction, and the proof is complete. 
Examples of non-injective type III0-factors with an invariant normal state on their flow of weights can
be obtained as follows:
Example 3.11. Given a dense countable subgroupG of R, letNG be the corresponding injective type III0-
factor constructed in Example 3.9 . Let N be a semifinite non-injective factor, and set MG := NG⊗¯N .
Then MG is a type III0-factor, since by Corollary 3.2.8 in [3], S(NG⊗¯N ) = S(NG) . Furthermore, MG
is clearly non-injective, and, moreover, by Theorem 3.5 it admits an invariant, normal state on the flow
of weights.
Remark 3.12. The existence of an invariant normal state on the flow of weights appears in a different
context in Connes’s paper [6]. Here a certain class class of foliated 3-manifolds (V, F ) is considered, and
it is proved that if the Godbillon-Vey invariant of such a foliated manifold is non-zero, then the von
Neumann algebraM associated to (V, F ) must have an invariant normal state on its flow of weights (see
[6], Theorem 0.3. and Theorem 7.14.)
4. CB-isomorphism classes of preduals of injective type III0-factors
In this section we will prove the following:
Theorem 4.1. For every 0 ≤ t < 2 , there exists a non-transitive ergodic flow (A(t), (θ(t)s )s∈R) with
separable predual A
(t)
∗ , such that for all normal states ω on A
(t) we have
lim
n→∞
‖ω ◦ θ(t)2n − ω‖ = t .
As a consequence we obtain:
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Theorem 4.2. If (M(t))0≤t<2 are the hyperfinite type III0- factors with (A(t), (θ(t)s )s∈R) from Theorem
4.1 as flow of weights, then for any 0 ≤ t1 < t2 < 2 , the predual M(t1)∗ of M(t1) is not cb-isomorphic to
a cb-complemented subspace of the predual M(t2)∗ of M(t2) .
In particular, (M(t)∗ )0≤t<2 is a family of mutually not cb-isomorphic preduals of hyperfinite type III0
factors.
Proof. Let 0 ≤ t1 < t2 < 2 . Assume by contradiction that M(t1)∗ is cb-isomorphic to a cb-complemented
subspace of M(t2)∗ . By Proposition 2.9 we can then embed M(t1) into M(t2) as a von Neumann algebra
with a normal faithful conditional expectation E :M(t2) →M(t1) onto. Let φ1 be a normal faithful state
onM(t1) and set φ2 := φ1 ◦E . Then φ2 is a normal faithful state onM(t2) satisfying (3.14). As explained
in the proof of Theorem 3.5, this ensures the existence of an embedding of N (t1) := M(t1) ⋊σφ1 R into
N (t2) :=M(t2) ⋊σφ2 R , with a normal faithful conditional expectation E˜ : N (t2) → N (t1) , satisfying
(4.1) E˜|pi2(M(t2)) = E
and (3.15) , where πi(M(ti)) and (λi(t))t∈R denote the generators of N (ti) , i = 1, 2. By (3.1) and (3.2),
we then infer that
E˜ ◦ θ(t2)s = θ(t1)s ◦ E˜ , s ∈ R .
Furthermore, by the bimodule property of conditional expectations, we have as in the proof of (3.16) that
E˜(A(t2)) ⊆ A(t1) .
Set S := E˜|A(t2) . Then S : A(t2) → A(t1) is a unital, normal, positive mapping satisfying
(4.2) S ◦ θ(t2)s = θ(t1)s ◦ S , s ∈ R .
Choose a normal state ω1 on A
(t1) and set ω2 := ω1 ◦ S . Then ω2 ∈ Snor(A(t2)) and by (4.2) we get
(ω2 ◦ θ(t2)s − ω2) = (ω1 ◦ θ(t1)s − ω1) ◦ S .
By positivity we infer that ‖S‖ ≤ 1 and therefore
‖ω2 ◦ θ(t2)s − ω2‖ ≤ ‖ω1 ◦ θ(t1)s − ω1‖ .
Let s := 2n , n ≥ 1 , and pass to the limit as n→∞ . We infer that t2 ≤ t1 , which is a contradiction. 
The proof of Theorem 4.1 will be achieved in several steps. Recall first the action of Z on Ω = {0, 1}∞
by the dyadic odometer transformation (cf. [41], Vol. III, Definition 3.24). Define g : Ω→ Ω by:
g(0, x2, x3, x4, . . .) = (1, x2, x3, x4, . . .)
g(1, 0, x3, x4, . . .) = (0, 1, x3, x4, . . .)
...
g(1, 1, . . . , 1, 0, xn+1, . . .) = (0, 0, . . . , 0, 1, xn+1, . . .)
...
g(1, 1, 1, . . .) = (0, 0, 0, . . .)
Take 0 < a ≤ 12 . Define a measure νa on Ω by
νa := ⊗∞n=1µa , where µa := aδ0 + (1 − a)δ1 .
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It is easy to check that g preserves the measure class of νa , i.e., the image measure g(νa) has the same
null-sets as νa . Therefore g induces an automorphism σ of L
∞(Ω, νa) by
(4.3) σ(f)(x) = f(g−1x) , f ∈ L∞(Ω, νa) , x ∈ Ω .
It is well-known that σ is ergodic, i.e., if f ∈ L∞(Ω, νa) satisfies σ(f) = f (νa-a.e.), then f is νa-a.e.
equal to a constant function. This can be seen by observing that (gn)n∈Z have the same orbits in Ω (up
to null-sets) as the natural action of Z
(∞)
2 = {(x1, x2, x3 . . .) ∈ Ω;xi 6= 0 eventually, as i → ∞} on Ω ,
generated by (ρk)
∞
k=1 , where ρk changes xk to 1 − xk in x = (x1 , x2 , . . .) ∈ Ω and leaves the remaining
coordinates of x unchanged. The induced action on L∞(Ω, νa)
αρ(f)(x) = f(ρ
−1x) , f ∈ L∞(Ω, νa) , ρ ∈ Z(∞)2 , x ∈ Ω
is ergodic, because the crossed-product L∞(Ω, νa)⋊α Z
(∞)
2 is a factor (cf. [26], Introduction). Therefore,
σ is ergodic, as well.
In the following, we will use the symbol νa also to denote the normal state on L
∞(Ω, νa) given by
νa(f) =
∫
Ω
f dνa .
With this notation, we have
Lemma 4.3. The following equality holds:
(4.4) ‖νa ◦ σ − νa‖ = 2− 4a .
Proof. Note that
(νa ◦ σ)(f) =
∫
Ω
f(g−1x) dνa(x) =
∫
Ω
f dg−1(νa) , f ∈ L∞(Ω, νa) ,
where g−1(νa) is the image measure of νa by the map g
−1 . Hence
‖νa ◦ σ − νa‖L∞(Ω,νa)∗ =
∥∥∥∥dg−1(νa)dνa − 1
∥∥∥∥
L1(Ω,νa)
.
For every n ≥ 1 , let Kn be the set of elements in Ω of the form
(1, 1, . . . , 1︸ ︷︷ ︸
n−1 times
, 0 , xn+1 , xn+2 , . . .) ,
where xj ∈ {0, 1} for j ≥ n+ 1 , and put k0 = (1, 1, 1, . . .) . Then Ω = (∪∞n=1Kn) ∪ {k0} (disjoint union).
By the definition of g and νa it is clear that for every Borel set E in Kn,
νa(gE) =
1− a
a
(
a
1− a
)n−1
νa(E) .
Since g−1(νa)(E) = νa(gE) , it follows that
(4.5)
dg−1(νa)
dνa
(x) =
(
a
1− a
)n−2
, x ∈ Kn .
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Since 1− a ≥ a , it follows that∥∥∥∥dg−1(νa)dνa − 1
∥∥∥∥
L1(Ω,νa)
=
∞∑
n=1
∣∣∣∣∣
(
a
1− a
)n−2
− 1
∣∣∣∣∣ νa(Kn)
=
(
1− a
a
− 1
)
a+
∞∑
n=3
(
1−
(
a
1− a
)n−2)
a(1− a)n−1
= 2− 4a .
The last equality can, of course, be obtained by summation of the infinite sum, but it can be obtained
more easily by observing that, since ∫
Ω
dg−1(νa)
dνa
dνa = 1 ,
the positive and negative parts of dg
−1(νa)
dνa
− 1 have the same L1-norm, and therefore
∞∑
n=3
(
1−
(
a
1− a
)n−2)
a(1− a)n−1 =
(
1− a
a
− 1
)
a = 1− 2a .
The proof is complete. 
Note that the action of g on Ω can be considered as binary addition of (1, 0, 0, . . .) and (x1 , x2 , . . .) ∈ Ω
with carry over to the right. More generally, if k ∈ N has the binary representation
k = k1 + k22 + k32
2 + . . .+ km2
m−1 ,
then the action of gk on Ω is given by binary addition of (k1 , k2 , . . . , km , 0, 0, . . .) and (x1 , x2 , . . .) with
carry over to the right. In particular, if k = 2n , for some n ∈ N , then m = n+ 1 and
(k1 , k2 , . . . , km , 0, 0, . . .) = (0, 0, . . . , 0︸ ︷︷ ︸
n times
, 1, 0, . . .) .
Hence g2
n
((x1, . . . , xn, xn+1, xn+2 . . .)) = (x1, . . . , xn, g((xn+1, xn+2, . . .))) . This also implies that for all
positive integers n we have σ2
n
= (⊗ni=1Id)⊗ σ .
Proposition 4.4. For all φ ∈ Snor(L∞(Ω, νa)),
(4.6) lim
n→∞
‖φ ◦ σ2n − φ‖ = 2− 4a .
Proof. Let φ ∈ Snor(L∞(Ω, νa)) . For all n ≥ 1 , let An := ⊗nk=1l∞{0, 1} ⊗ 1 and set ωn := φ|An . Then
φ ◦En = ωn ⊗
(⊗∞k=n+1µa) ,
where En denotes the natural conditional expectation of L
∞(Ω, νa) onto An . By standard infinite tensor
product theory, it follows that for all ψ ∈ Snor(L∞(Ω, νa)) , we have
lim
n→∞
‖ψ ◦ En − ψ‖ = 0 .
Hence it suffices to prove (4.6) for all n ≥ 1 and all φ ∈ Snor(L∞(Ω, νa)) of the form
φ := ω ⊗ (⊗∞k=n+1µa) , ω ∈ Snor(An) .
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Fix n ≥ 1 and consider φ ∈ Snor(L∞(Ω, νa)) of this form. Then, for all m ∈ N with m > n, we have
φ = ω ⊗ µa ⊗ . . .⊗ µa︸ ︷︷ ︸
m−n times
⊗ (⊗∞k=n+1µa) .
Since
(⊗∞k=n+1µa) = νa , we conclude by previous considerations that
φ ◦ σ2m = ω ⊗ µa ⊗ . . .⊗ µa︸ ︷︷ ︸
m−n times
⊗(νa ◦ σ) .
By Lemma 4.3 we deduce that
‖φ ◦ σ2m − φ‖ = ‖ω ⊗ µa ⊗ . . .⊗ µa︸ ︷︷ ︸
m−n times
⊗(νa ◦ σ − νa)‖
= ‖νa ◦ σ − νa‖
= 2− 4a .
Hence lim
m→∞
‖φ ◦ σ2m − φ‖ = 2− 4a , and the proof is complete. 
Proof of Theorem 4.1. Let (g,Ω, νa) be the transformation space as above. In the following we will
construct the associated flow under the constant ceiling function 1. This is a special case of Krieger’s
construction of the flow under a ceiling function φ given in [27], p. 46-47.
Set Ω˜ := Ω× [0, 1) and ν˜a = νa × dx , where dx is the Lebesgue measure on [0, 1) . Given s ∈ R , define
(4.7) g˜s(x, y) := (g
n(x), t′) , x ∈ Ω , 0 ≤ y < 1 ,
where s+ y = n+ y′ , with n ∈ Z and 0 ≤ y′ < 1 .
Then ((g˜s)s∈R, Ω˜, ν˜a) is a one-parameter group of Borel-measurable actions on Ω˜ which preserve the
measure class of ν˜a . Define now σ˜ as the corresponding action on L
∞(Ω˜, ν˜a) , i.e., for all s ∈ R and all
f ∈ L∞(Ω˜, ν˜a) let
(σ˜s(f))(z) := f(g˜
−1
s (z)) , z = (x, y) ∈ Ω˜ .
For simplicity of notation, set σ˜ := (σ˜s)s∈R .
By the remark following Definition 3.1 in [41] (Vol. II, p. 385), σ˜ is ergodic. Also, g is non-transitive,
because every orbit {gnx;n ∈ Z} is countable, so all g-orbits have 0 measure. Hence g˜ := (g˜s)s∈R is
non-transitive, because g˜-orbits are of the form L = L0 × [0, 1) , where L ⊆ Ω is an orbit for g, so
ν˜a(L) = νa(L0) = 0 .
We conclude that (L∞(Ω˜, ν˜a), σ˜) is an ergodic and non-transitive flow. Hence this flow is the ”smooth
flow of weights” of a unique (up to von Neumann algebras isomorphism) hyperfinite factor of type III0
(see 1.4 in the Introduction).
We claim that for all φ ∈ Snor(L∞(Ω˜, ν˜a)),
(4.8) lim
n→∞
‖φ ◦ σ˜2n − φ‖ = 2− 4a .
Indeed, let k ∈ Z . By (4.7) we have
g˜k(x, y) = (g
k(x), y) , x ∈ Ω , 0 ≤ y < 1 .
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Hence
(4.9) σ˜k = σ
k ⊗ IdL∞([0,1) ,dx) .
In particular, we deduce for any n ≥ 1 that σ˜2n = σ2n ⊗ IdL∞([0,1) ,dx) .
Given a positive integer m, denote by Bm the set of functions which are constant on
[
i
2m ,
i+1
2m
)
, for all
0 ≤ i ≤ 2m . Note that
Bm = Span
{
qi := 1[ i2m ,
i+1
2m )
; 0 ≤ i < 2m
}
.
Further, let Fm : L
∞([0, 1))→ Bm be the natural conditional expectation onto Bm preserving Lebesgue
measure dx . Then the mapping F˜m := IdL∞(Ω,νa) ⊗ Fm is a conditional expectation of L∞(Ω˜, ν˜a) onto
L∞(Ω, νa)⊗Bm preserving ν˜a . Clearly, for all normal states φ on L∞(Ω˜, ν˜a) ,
lim
n→∞
‖φ ◦ F˜m − φ‖ = 0 .
Therefore, in order to prove (4.8) it suffices to consider states φ of the form
(4.10) φ := ω ◦ F˜m ,
where m ∈ N (arbitrarily chosen) and ω is a normal state on L∞(Ω, νa)⊗Bm .
Fix now m ∈ N , and let φ be of the form (4.10). For 0 ≤ i < 2m, set
ωi(f) := ω(f ⊗ qi) , f ∈ L∞(Ω, νa) .
Then ωi are positive linear functionals on L
∞(Ω, νa) ,
2m−1∑
i=1
ωi(1) = 1, and the ωi’s determine ω uniquely.
For any k ∈ Z we obtain by (4.9) that
‖φ ◦ σ˜k − φ‖ =
2m−1∑
i=0
‖ωi ◦ σk − ωi‖ .
By Proposition 4.4 we deduce that lim
n→∞
‖χ◦σ2n −χ‖ = (2− 4a)‖χ‖ , for every positive normal functional
χ on L∞(Ω, νa) . Hence
lim
n→∞
(
2m−1∑
i=0
‖ωi ◦ σ2n − ωi‖
)
= (2 − 4a)
2m−1∑
i=0
‖ωi‖ = (2 − 4a)
2m−1∑
i=0
ωi(1) = (2− 4a) .
The proof is complete. 
In the following we will compute Connes’ T -invariant for the hyperfinite type III0-factorsM(t) , 0 ≤ t < 2
constructed above. Recall that, if M is a von Neumann algebra with a normal, faithful state φ , then
Connes’ T -invariant T (M) defined by
T (M) := {τ ∈ R; σφτ ∈ Int(M)}
is independent of φ , since for any normal, faithful state ψ on M ,
σψτ (x) = (Dψ : Dφ)τσ
φ
τ (x)(Dψ : Dφ)
∗
τ , τ ∈ R , x ∈M .
By [41], Vol. II, Chap. XII, if M has flow of weights (Z(N ), θ) , then
T (M) = {τ ∈ R; ∃u ∈ Z(N ), u unitary such that θs(u) = eiτsu , s ∈ R} .
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Theorem 4.5. For all 0 ≤ t < 2 ,
(4.11) T (M(t)) =
{
2πk
2n
; k ∈ Z , n ∈ N
}
.
The proof is based on the following intermediate results:
Lemma 4.6. For 0 ≤ t < 2 , let (A(t), θ(t)) be the flow constructed in the proof of Theorem 4.1. Then for
all f ∈ A(t) ,
lim
n→∞
‖θ(t)2n (f)− f‖2 = 0 ,
where the 2-norm is taken with respect to the measure ν˜a = νa ⊗ dx , defined in the proof of Theorem 4.1
(t = 2− 4a) .
Proof. Let Ω , νa and σ be as defined above (see (4.3)). Then, for all f ∈ L∞(Ω, νa) ,
‖σ(f)‖22 =
∫
Ω
|h(g−1x)|2dνa(x) =
∫
Ω
|h(x)|2dg−1(νa)(x) =
∫
Ω
|h(x)|2 dg
−1(νa)
dνa
(x)dνa(x) .
By (4.5), we have
dg−1(νa)
dνa
(x)dνa(x) =
∞∑
n=1
(
a
1− a
)n−2
1Ωn .
Hence
∥∥∥dg−1(νa)dνa ∥∥∥∞ ≤ 1−aa , and therefore
(4.12) ‖σ(f)‖22 ≤
1− a
a
‖f‖22 .
Since for all positive integers n , σ2
n
= IdAn ⊗ σ(n) , where σ(n) is equal to σ shifted to ⊗∞k=n+1l∞{0, 1} ,
we get from (4.12) that
‖σ2n(f)‖2 ≤
(
1− a
a
) 1
2
‖f‖2 , f ∈ L∞(Ω, νa) .
Moreover, since σ˜2n = σ
2n ⊗ IdL∞([0,1) ,dx) , it also follows that
‖σ˜2n(f)‖2 ≤
(
1− a
a
) 1
2
‖f‖2 , f ∈ L∞(Ω˜a, ν˜a) .
Since ∪∞n=1An is dense in L∞(Ωa, νa) , it follows that the increasing union ∪∞n=1(An ⊗ L([0, 1))) is dense
in L∞(Ω˜a , ν˜a) . Let now f ∈ L∞(Ω˜a , ν˜a) and ε > 0 . Choose n ∈ N and g ∈ An ⊗ L([0, 1)) such that
‖f − g‖2 < ε . Since σ2n |An = IdAn , we have σ˜2n(g) = (σ2
n ⊗ IdL∞([0,1)))(g) = g . Therefore,
‖σ˜2n(f)− f‖2 ≤ ‖σ˜2n(f − g)‖2 + ‖g − f‖2
≤
((
1− a
a
) 1
2
+ 1
)
‖f − g‖2
≤
((
1− a
a
) 1
2
+ 1
)
ε .
This shows that lim
n→∞
‖σ˜2n(f)− f‖2 = 0 , and the proof is complete. 
Lemma 4.7. Let τ ∈ R such that lim
n→∞
eiτ2
n
= 1 . Then τ ∈ {2pik2n ; k ∈ Z , n ∈ N} .
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Proof. Choose n0 ∈ N such that
(4.13) |eiτ2n − 1| < 1 , n ≥ n0 .
Assume further that eiτ2
n0 6= 1 . Then by (4.13), it follows that eiτ2n0 = eiv , for some v ∈ (−pi3 , pi3 ) \ {0} .
Hence there exists k ∈ N such that pi3 2−k ≤ |v| < pi3 21−k . But then eiτ2
n0+k
= eiv2
k
and pi3 ≤ 2kv < 2pi3 .
Then |eiτ2n0+k − 1| ≥ 1 , which contradicts (4.13). Hence eiτ2n0 = 1 . This yields the conclusion. 
Proof of Theorem 4.5: Fix 0 ≤ t < 2 . Let τ ∈ T (Mt) . Then there exists a unitary u ∈ L(Ω, νa) such
that θs(u) = e
iτs(u) , for all s ∈ R . Since
θ2n(u)
s.o.−→ u , as n→∞ ,
it follows by Lemma 4.6 that lim
n→∞
eiτ2
n
= 1 . By Lemma 4.7, we conclude that τ ∈ { 2pik2n ; k ∈ Z , n ∈ N} .
Conversely, let τ ∈ { 2pik2n ; k, n ∈ N} . Then there exists n ∈ N such that eiτ2n = 1 . Put, as before,
An = ⊗nk=1l∞{0, 1} ⊗ 1 . Note that dim(An) = 2n . For 0 ≤ j ≤ 2n−1 , put
Gj := {(k(j)1 , k(j)2 , . . . , k(j)n , xn+1 , xn+2 , . . .);xj ∈ {0, 1} for j ≥ n+ 1} ,
where j = k
(j)
1 + k
(j)
2 2 + . . .+ k
(j)
n 2n−1 is the unique binary representation of j (k
j
i ∈ {0, 1}). Using again
the fact that the action of g on Ω is given by the binary addition of (1, 0, 0, . . .) and (x1 , x2 , . . .) ∈ Ω with
carry over to the right, it follows that
g(Gj) = Gj+1 , 0 ≤ j ≤ 2n−1 ,
where G2n = G0 . Hence pj := 1Gj (0 ≤ j ≤ 2n−1) are orthogonal projections in An with sum equal to 1,
satisfying σ(pj) = pj+1 (0 ≤ j ≤ 2n−1) , where indices are calculated modulo 2n . Set now
u0 := p0 + e
−iτp1 + . . .+ e
−i(2n−1)τp2n−1 .
Then u0 ∈ An is unitary and satisfies σ(u0) = eiτu0 . Next set
u(x, y) = u0(x)e
−iτy , x ∈ Ω , y ∈ [0, 1) .
Then u is a unitary in L∞(Ω˜a , ν˜a) . We will check that
(4.14) θ˜su = e
iτsu , s ∈ R ,
which implies that τ ∈ T (M(t)) . Indeed, for any s ∈ R ,
(θ˜−su)(x, y) = u(g˜s(x, y)) = u(g
nx, y′) ,
where s+ y = n+ y′ (integer part and fractional part, respectively, of s+ y). Hence
(θ˜−su)(x, y) = u0(g
nx)e−iτy
′
= (σ−nu0)(x)e
−iτy′ = e−inτu0(x)e
−iτ(s+y−n)
= e−iτsuu(x)e
−iτy
= e−iτsu(x, y) .
Replace now s by −s to obtain (4.14). This completes the proof of Theorem 4.5. 
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