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Abstract
A triple system (X;B) is called to be resolvable (or almost resolvable), if B can be partitioned
into parallel classes (or almost parallel classes), where the parallel class (or almost parallel
class) is a partition of X (or X nfxg for some x 2 X ). In this paper, we summarize the present
situation about large sets (resp. overlarge sets) of several types of triple systems and give some
new results. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let X be a nite set. In what follows a pair (or an ordered pair) of X will always
be a pair fx; yg (or an ordered pair (x; y)) where x 6= y 2 X . A (unoriented) triple on
X is a set of three pairs fx; yg; fy; zg and fz; xg of X , which is denoted by fx; y; zg.
A cyclic triple on X is a set of three ordered pairs (x; y); (y; z) and (z; x) of X , which
is denoted by hx; y; zi (or hy; z; xi, or hz; x; yi). A transitive triple on X is a set of
three ordered pairs (x; y); (y; z) and (x; z) of X , which is denoted by (x; y; z).
An unoriented (resp. oriented) triple system of order v (with index 1) is a pair
(X;B), where X is a v-set and B is a collection of unoriented (resp. oriented) triples
on X such that every pair of X belongs to exactly one triple of B. The unoriented
triple system of order v is called Steiner triple system and denoted by STS(v). There
are three types of oriented triple systems of order v, i.e., Mendelsohn (or directed, or
hybrid) triple systems of order v, denoted by MTS(v) (or DTS(v), or HTS(v)), if the
triples in B are all cyclic (or all transitive, or both cyclic and transitive).
For a v-set X , some triples (or cyclic triples, or transitive triples) on X are said to
be a parallel class if their elements form a partition of X . Some cyclic (or transitive)
triples on X are said to be an almost parallel class if they form a partition of X nfxg
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for some x 2 X . An STS(v) (or MTS(v), or DTS(v)) is resolvable, denoted by KTS(v)
(or RMTS(v) or RDTS(v)), if its block set can be partitioned into parallel classes. An
MTS(v) (or DTS(v)) is almost resolvable, denoted by ARMTS(v) (or ARDTS(v)), if
its block set can be partitioned into almost parallel classes.
Lemma 1 (Th Beth et al. [4], Bermond et al. [3], Bennett and Sotteau [2]). A KTS(v)
exists if and only if v  3 (mod 6). An RMTS(v) (or RDTS(v)) exists if and only
if v  0 (mod 3) and v 6= 6. An ARMTS(v) (or ARDTS(v)) exists if and only if
v  1 (mod 3).
A large set of Steiner (or Mendelsohn, or directed) triple systems of order v, denoted
by LSTS(v) (or LMTS(v), or LDTS(v)), is a collection f(X;Bi)gi, where every (X;Bi)
is an STS(v) (or MTS(v), or DTS(v)) and all Bi form a partition of all triples (or cyclic
triples, or transitive triples) on X . It is easy to see that an LSTS(v) (or LMTS(v))
consists of v− 2 disjoint STS(v)s (or MTS(v)s) and an LDTS(v) consists of 3(v− 2)
disjoint DTS(v)s. Similarly, we can dene the large sets of KTS(v), RMTS(v), RDTS(v),
ARMTS(v) and ARDTS(v), which are denoted by LKTS(v), LRMTS(v), LRDTS(v),
LARMTS(v) and LARDTS(v), respectively.
Lemma 2 (Lu [18], Teirlinck [20], Kang and Lei [14], Kang and Chang [13]). An
LSTS(v) exists if and only if v  1; 3 (mod 6); v> 1 and v 6= 7. An LMTS(v)
exists if and only if v  0; 1 (mod 3) and v 6= 6. An LDTS(v) exists if and only
if v  0; 1 (mod 3).
An overlarge set of STS(v) (or MTS(v)), denoted by OLSTS(v) (or OLMTS(v)), is
a collection f(X nfxg;Bx); x 2 X g, where X is a (v + 1)-set, each (X nfxg;Bx) is an
STS(v) (or MTS(v)) and
S
x2X Bx are just all triples (or cyclic triples) on X . Similarly,
we can dene an OLDTS(v), which is a collection f(X nfxg;Bjx); x 2 X; j = 1; 2; 3g.
As their special types, we can dene an overlarge set of KTS(v), RMTS(v), RDTS(v),
ARMTS(v) and ARDTS(v), which are briey denoted by OLKTS(v), OLRMTS(v),
OLRDTS(v), OLARMTS(v) and OLARDTS(v), respectively. Remark: The concept
of OLSTS was introduced in [19], other types of overlarge sets are introduced by
ourselves.
In this paper, we will discuss the existence problem about these types of large
sets, especially for the ones with resolvability. Of course, for any type, the complete
resolution of their existence spectrum is not an easy task.
2. Examples
In this section, as examples, we list some large sets of triple systems with
resolvability, where Ex.1, 2, 4, 5 are trivial but others are found through using
computer.
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Ex.1. LRMTS(3) = f(Z3;T)g, where T= fh0; 1; 2i; h2; 1; 0ig.
LRDTS(3) = f(Z3;Bj); j = 1; 2; 3g;
where
B1 = f(0; 1; 2); (2; 1; 0)g; B2 = f(1; 2; 0); (0; 2; 1)g; B3 = f(2; 0; 1); (1; 0; 2)g:
Ex.2. LARDTS(4) = f(fa; bg [ Z2;B jx ); x 2 Z2; j = 1; 2; 3g, where
B10 = f(a; b; 0); (b; a; 1); (0; 1; a); (1; 0; b)g;
B20 = f(0; a; b); (1; b; a); (a; 0; 1); (b; 1; 0)g;
B30 = f(b; 0; a); (a; 1; b); (1; a; 0); (0; b; 1)g
and B j1 =B
j
0 +1= f(x+1; y+1; z+1); (x; y; z) 2 B j0g; j=1; 2; 3. Note that a+1= a,
b+ 1 = b and 0 + 1 = 1; 1 + 1 = 0.
LARMTS(4) = f(fa; bg [ Z2;Tx); x 2 Z2g, where Tx = fhu; v; wi; (u; v; w) 2 B1xg,
x 2 Z2.
Ex.3. LARDTS(7) = f(fa; bg [ Z5; B jx ); x 2 Z5; j = 1; 2; 3g, where
B10: (1; a; b); (a; 3; 2); (4; a; 0); (a; 1; 4); (2; b; a); (3; b; 4); (3; 0; a);
(2; 4; 3); (0; 4; b); (b; 3; 1); (b; 0; 2); (0; 1; 3); (1; 2; 0); (4; 2; 1);
B20: (4; 2; a); (a; 2; 3); (b; a; 1); (a; b; 4); (1; 0; a); (2; b; 0); (3; a; 0);
(1; b; 3); (4; 0; b); (0; 4; 3); (0; 1; 2); (3; b; 2); (3; 1; 4); (2; 4; 1);
B30: (4; a; 2); (a; 4; b); (b; 3; a); (2; a; 1); (a; 3; 0); (2; 0; b); (0; 1; a);
(1; 3; b); (0; 2; 3); (1; 4; 0); (b; 0; 4); (b; 1; 2); (4; 3; 1); (3; 2; 4)
and B jx =B
j
0 + x (mod 5); x 2 Z5, j = 1; 2; 3, where a and b are xed.
But there exists no LARMTS(7). In fact, there are just three nonisomorphic MTS(7)
(refer to [6]), among which only one is almost resolvable, i.e.,
0 1 3; 0 2 6; 0 3 2; 0 4 5; 0 5 1; 0 6 4; 1 2 4;
2 5 4; 1 4 3; 1 5 6; 1 6 2; 3 4 6; 2 3 5; 3 6 5:
For the unique ARMTS(7) the six ordered pairs (1,3), (2,6), (3,2), (4,5), (5,1), (6,4),
that contained in the cyclic triples with the element 0, form a cyclic 6-circument  =
h1; 3; 2; 6; 4; 5i. Suppose that there exists an LARMTS(7)=f(Z7;Bk); 16k65g. Since
each Bk is an ARMTS(7) on the set Z7, each Bk corresponds a cyclic 6-circument
k on the set Z7 = Z7nf0g. As a large set,
S5
k=1Bk contains just all cyclic triples on
Z7. This means that 1; 2; 3; 4; 5 are disjoint and
S5
k=1 k contains just all ordered
pairs of Z7 . Thus 1; 2; 3; 4 and 5 should form a decomposition of DK6 into cyclic
6-circuments. But there is no such decomposition (refer to [24]).
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The maximum number of disjoint almost resolvable Mendelsohn triple systems of
order 7 is four. For example, the following four ARMTS(7)s are disjoint:
B1:
b a 3 a 2 3 a 1 0 a 0 4 a b 1 b 0 2 a 4 2
1 2 4 b 4 0 b 3 4 b 2 1 0 3 2 1 4 3 0 1 3
B2:
b a 1 a 0 3 a 4 1 a b 2 a 2 0 b 0 4 a 3 4
2 4 3 b 4 2 b 3 0 0 1 4 b 1 3 2 3 1 0 2 1
B3:
a 2 1 a b 3 b a 0 a 4 0 a 3 2 b 2 4 a 1 4
b 4 3 2 0 4 3 4 1 b 1 2 b 0 1 3 1 0 2 3 0
B4:
a b 4 a 4 3 a 3 0 b a 2 a 1 2 b 3 1 a 0 1
3 2 1 b 2 0 b 1 4 4 1 0 b 0 3 4 0 2 3 4 2
Ex.4. OLRDTS(3) = f(Z4nfxg;B jx ); x 2 Z4; j = 1; 2; 3g, where
B10 = f(1 2 3); (3 2 1)g; B20 = f(2 3 1); (1 3 2)g; B30 = f(3 1 2); (2 1 3)g
and B jx =B
j
0 + x; x 2 Z4; j = 1; 2; 3.
OLRMTS(3)=f(Z4nfxg;Tx); x 2 Z4g, where Tx=fha; b; ci; (a; b; c) 2 B1xg, x 2 Z4.
Ex.5. OLARDTS(4) = f(Z5nfxg;B jx ); x 2 Z5; j = 1; 2; 3g, where
B10 = f(1 2 3); (2 1 4); (3 4 1); (4 3 2)g;
B20 = f(3 1 2); (4 2 1); (1 3 4); (2 4 3)g;
B30 = f(2 3 1 ); (1 4 2); (4 1 3); (3 2 4)g
and B jx =B
j
0 + x; x 2 Z5; j = 1; 2; 3.
OLARMTS(4)=f(Z5nfxg;Tx); x 2 Z5g, whereTx=fha; b; ci; (a; b; c) 2 B1xg, x 2 Z5.
Ex.6. OLARDTS(7) = f(Z8nfxg;B jx ); x 2 Z8; j = 1; 2; 3g, where
B10 = f(2 5 6); (4 6 1); (7 1 6); (2 3 1); (1 7 2); (5 1 3); (1 5 4);
(4 7 3); (3 7 5); (4 5 2); (6 5 7); (3 6 4); (2 7 4); (6 3 2)g;
B20 = f(5 6 2); (6 1 4); (1 6 7); (3 1 2); (7 2 1); (1 3 5); (5 4 1);
(7 3 4); (5 3 7); (2 4 5); (7 6 5); (4 3 6); (4 2 7); (2 6 3)g;
B30 = f(6 2 5); (1 4 6); (6 7 1); (1 2 3); (2 1 7); (3 5 1); (4 1 5);
(3 4 7); (7 5 3); (5 2 4); (5 7 6); (6 4 3); (7 4 2); (3 2 6)g
and B jx =B
j
0 + x; x 2 Z8; j = 1; 2; 3.
OLARMTS(7)=f(Z8nfxg;Tx); x 2 Z5g, whereTx=fha; b; ci; (a; b; c) 2 B1xg, x 2 Z8.
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Ex.7. OLRDTS(9) = f(Z10nfxg;B jx ); x 2 Z10; j = 1; 2; 3g, where
B10: 2 4 1 5 4 7 8 4 5 6 7 3 3 7 4 6 5 2 2 3 8 8 7 2
3 5 6 6 9 8 2 7 6 9 4 2 8 1 6 4 8 3 4 9 6 6 1 4
7 8 9 1 3 2 3 1 9 5 1 8 2 5 9 9 1 7 7 1 5 9 5 3
B20: 4 1 2 7 5 4 4 5 8 7 3 6 4 3 7 2 6 5 3 8 2 7 2 8
5 6 3 9 8 6 6 2 7 2 9 4 6 8 1 8 3 4 6 4 9 1 4 6
8 9 7 2 1 3 9 3 1 1 8 5 5 9 2 1 7 9 5 7 1 3 9 5
B30: 1 2 4 4 7 5 5 8 4 3 6 7 7 4 3 5 2 6 8 2 3 2 8 7
6 3 5 8 6 9 7 6 2 4 2 9 1 6 8 3 4 8 9 6 4 4 6 1
9 7 8 3 2 1 1 9 3 8 5 1 9 2 5 7 9 1 1 5 7 5 3 9
and B jx =B
j
0 + x; x 2 Z10; j = 1; 2; 3.
OLRMTS(9) = f(Z10nfxg;Tx); x 2 Z10g, where Tx = fha; b; ci; (a; b; c) 2 B1xg,
x 2 Z10.
Ex.8. OLARDTS(10) = f(Z11nfxg;B jx ); x 2 Z11; j = 1; 2; 3g, where
B110: 7 1 9 0 4 5 5 7 0 6 0 9 8 1 0 4 0 6 0 7 8 0 1 3 9 0 2 3 2 0
8 4 2 6 2 7 9 1 6 5 1 8 2 5 9 2 3 1 1 5 2 9 5 4 6 1 4 4 1 7
5 6 3 8 9 3 3 4 8 7 2 4 7 3 6 9 8 7 4 3 9 2 6 8 3 7 5 8 6 5
B210: 1 9 7 4 5 0 7 0 5 9 6 0 0 8 1 0 6 4 8 0 7 1 3 0 0 2 9 2 0 3
4 2 8 7 6 2 6 9 1 1 8 5 9 2 5 3 1 2 5 2 1 5 4 9 1 4 6 7 4 1
3 5 6 3 8 9 8 3 4 2 4 7 6 7 3 7 9 8 9 4 3 8 2 6 5 3 7 6 5 8
B310: 9 7 1 5 0 4 0 5 7 0 9 6 1 0 8 6 4 0 7 8 0 3 0 1 2 9 0 0 3 2
2 8 4 2 7 6 1 6 9 8 5 1 5 9 2 1 2 3 2 1 5 4 9 5 4 6 1 1 7 4
6 3 5 9 3 8 4 8 3 4 7 2 3 6 7 8 7 9 3 9 4 6 8 2 7 5 3 5 8 6
and B jx =B
j
10 + x + 1; x 2 Z11; j = 1; 2; 3.
OLARMTS(10) = f(Z11nfxg;Tx); x 2 Z11g, where Tx = fha; b; ci; (a; b; c) 2 B1xg;
x 2 Z11.
The constructions above have the same version, i.e., if a type of large set of
MTS(v) is
f(fa; bg [ Zv−2;Bx); x 2 Zv−2g where Bx =B0 + x (mod v− 2)
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or
f(Zv+1nfxg;Bx); x 2 Zv+1g where Tx =T0 + x (mod v+ 1);
then the same type of large set of DTS(v) is
f(fa; bg [ Zv−2;B jx ); x 2 Zv−2; j = 1; 2; 3g
or
f(Zv+1nfxg;B jx ); x 2 Zv+1; j = 1; 2; 3g
where B jx = B
j
0 + x (mod v − 2 or v + 1), a and b are xed, and each system B j0 =
f(p; q; r); hp; q; ri 2T0g; j=1; 2; 3, such that B10[B20[B30=f(p; q; r); (q; r; p); (r; p; q);
hp; q; ri 2 T0g. We call the transitive triple (p; q; r) (or (q; r; p) or (r; p; q)) a cyclic
shift of the cyclic triple hp; q; ri. An armative answer of the following conjecture
will play an important role to construct large set of DTS.
Conjecture 1. Every MTS(v) supports three disjoint DTS(v) such that each block in
each DTS(v) is a cyclic shift of a block of the MTS(v).
3. Order 13
Let X be a (n+ 1)-set and n  1 (mod 3). An OLMTS(n) = f(X nfxg;Bx); x 2 X g
is called to be relational, if there is t 2 X such that the system Bt is almost resolvable
(every almost parallel class Bt(y) is a partition of X nft; yg, where y 2 X nftg) and
such that
hu; v; wi 2 Bt(y)) ht; u; vi; ht; v; wi; ht; w; ui 2 By ()
for each y 2 X nftg. For example, it is easy to verify that the unique OLMTS(4) =
f(Z5nfxg, Bx); x 2 Z5g is relational where B0 = fh1; 2; 3i, h2; 1; 4i, h3; 4; 1i, h4; 3; 2ig
and Bx =B0 + x, x 2 Z5.
Lemma 3. For n  1 (mod 3); if there exists a relational OLMTS(n); then there exists
an OLMTS(3n+ 1).
Construction. Let X = Zn [ f1g and Y = (Zn  Z3) [ f11;12g. For each x 2 Zn,
denote the OLMTS(4) on the set Sx = (fxg  Z3) [ f11;12g by
fCx0; Cx1; Cx2; Cx;11 ; Cx;12g;
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where Cxi is an MTS(4) on the set Sxnf(x; i)g and Cx;1j is an MTS(4) on the set
Sxnf1jg: The given relational OLMTS(n) is
f(X nfxg;Bx); x 2 X g;
where B1 is almost resolvable and its almost parallel classes B1(y) satisfy the
property () above. Dene 3n+ 2 systems of cyclic triples on the set Y as follows:

x; t (x 2 Zn; t 2 Z3):
part 1. Cx; t .
part 2. h11; (u; i + t); (v; i)i, h12; (u; i + t); (v; i + 1)i with h1; u; vi 2 Bx, i 2 Z3.
part 3. h(u; i + t); (v; i + 2); (w; i + 1− t)i with hu; v; wi 2 B1(x) and i 2 Z3.
part 4. h(u; i); (v; j); (w; k)i with hu; v; wi 2 Bx and i + j + k  tmod 3.
part 5. h(u; i); (u; i + 1); (x; t + 1)i, h(u; i); (u; i − 1); (x; t − 1)i with u 2 Znnfxg
and i2Z3.

1t (t = 1; 2):
part 1.
S
x2Zn Cx;1t .
part 2. h(u; i); (v; j); (w; k)i with hu; v; wi 2 B1 and i + j + k  t (mod 3).
Then f(Ynf(x; t)g; 
x; t); x 2 Zn, t 2 Z3g[ f(Ynf1jg; 
1j); j=1; 2g is an OLMTS
(3n+ 1) expected.
Proof. It is easy to see that
j
xt j= 4 + 2  3(n− 1) + 3  n− 13 + 3
2

n(n− 1)
3
− (n− 1)

+ 2  3(n− 1)
= 3n2 + n;
j
1t j= 4n+ 32 
n(n− 1)
3
= 3n2 + n:
Obviously, each 
1t is an MTS(3n+1) on the set Ynf1tg. And, for the system 
x; t ,
each ordered pair P from ynf(x; t)g is contained in a cyclic triple:
P = (1j;13−j); (1j; (x; i)); ((x; i);1j) and ((x; i); (x; k)) in part 1, where j = 1; 2
and i 6= k 2 Z3nftg;
P = (1j; (u; k)); ((u; k);1j) in part 2, where j = 1; 2, u 2 Znnfxg and k 2 Z3.
P=((u; i); (u; j)); ((x; k); (u; i)); ((u; i); (x; k)) in part 5, where u 2 Znnfxg, i 6= j 2 Z3
and k 2 Z3nftg.
P = ((u; i); (v; j)). Let hu; v; wi 2 Bx. If w 2 Zn then P is covered in part 4, else P
is covered in part 2 (when i− j= t or t − 1) or part 3 (when i− j= t +1). Note that
t − 2  t + 1  1− 2t (mod 3).
Finally, let us show that each cyclic triple T from Y belongs to certain 
x; t or 
1t .
T = h11;12; (u; i)i, h12;11; (u; i)i in part 1 of 
u;i−1 or 
u;i+1,
T = h(u; 0); (u; 1); (u; 2)i, h(u; 0); (u; 2); (u; 1)i in part 1 of 
11 or 
12 ,
T = h1t ; (u; i); (u; j)i in part 1 of 
13−t or 
u;k , where k = Z3nfi; jg,
T = h11; (u; i); (v; j)i in part 2 of 
x; i−j, where u 6= v and h1; u; vi 2 Bx,
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T = h12; (u; i); (v; j)i in part 2 of 
x; i−j+1, where u 6= v and h1; u; vi 2 Bx,
T = h(u; i); (u; j); (v; k)i in part 5 of 
v; i−j+k , where u 6= v and i 6= j,
T = h(u; i); (v; j); (w; k)i, where u 6= v 6= w 6= u. If hu; v; wi 2 Bx then T in part 4 of

x; i+j+k . If hu; v; wi 2 B1 then T in part 2 of 
11 (when i+j+k  1mod 3) or part 2
of 
12 (when i + j + k  2mod 3) or part 3 of 
x; i−j+2 (when i + j + k  0mod 3,
and hu; v; wi 2 B1(x)).
Theorem 1. There exists an OLARMTS(13).
Proof. Since there exists a relational OLMTS(4), we can take n = 4 in Lemma 3.
The obtained OLMTS(13) is just almost resolvable. Note that the systems 
11 and

12 are both almost resolvable for any n  1 (mod 3), but the system 
x; t (x2Zn;
t 2Z3) is almost resolvable only when n=4. The OLMTS(13) consists of 14 MTS(13)s,

11 , 
12 and 
x; t (x 2 Z4; t 2 Z3). For each MTS(13) we will list, row by row, its
13 almost parallel classes, each class contains four triples. In what follows (u; v; w) =
(3− x; 2 + x; 1− x) and (p; q; r) = (1− x; 2 + x; 3− x) for corresponding x.

11 : fh(x; 0); (x; 2); (x; 1)i; x 2 Z4g;
h12; (x; 1); (x; 2)i [ fh(u; i); (v; i); (w; i + 1)i; i 2 Z3g; x 2 Z4;
h12; (x; 2); (x; 0)i [ fh(u; i); (v; i + 1); (w; i)i; i 2 Z3g; x 2 Z4;
h12; (x; 0); (x; 1)i [ fh(u; i + 1); (v; i); (w; i)i; i 2 Z3g; x 2 Z4:

12 : fh(x; 0); (x; 1); (x; 2)i; x 2 Z4g;
h11; (x; 2); (x; 1)i [ fh(u; i); (v; i); (w; i − 1)i; i 2 Z3g; x 2 Z4;
h11; (x; 0); (x; 2)i [ fh(u; i); (v; i − 1); (w; i)i; i 2 Z3g; x 2 Z4;
h11; (x; 1); (x; 0)i [ fh(u; i − 1); (v; i); (w; i)i; i 2 Z3g; x 2 Z4:

x;0: h12; (x; 2); (x; 1)i [ fh(u; i); (v; i + 2); (w; i + 1)i; i 2 Z3g;
h11; (x; 1); (x; 2)i [ fh(p; i); (q; i); (r; i)i; i 2 Z3g;
h12;11; (x; 2)i [ fh(p; i); (q; i + 1); (r; i − 1)i; i 2 Z3g;
h11;12; (x; 1)i [ fh(p; i); (q; i − 1); (r; i + 1)i; i 2 Z3g;
h11; (w; i); (u; i)i; h12; (u; i − 1); (v; i)i;
h(x; 1); (w; i + 1); (w; i − 1)i; h(x; 2); (v; i − 1); (v; i + 1)i; i 2 Z3;
h11; (u; i); (v; i)i; h12; (v; i − 1); (w; i)i;
h(x; 1); (u; i + 1); (u; i − 1)i; h(x; 2); (w; i − 1); (w; i + 1)i; i 2 Z3;
h11; (v; i); (w; i)i; h12; (w; i − 1); (u; i)i;
h(x; 1); (v; i + 1); (v; i − 1)i; h(x; 2); (u; i − 1); (u; i + 1)i; i 2 Z3:
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x;1: h12; (x; 0); (x; 2)i [ fh(u; i); (v; i + 1); (w; i − 1)i; i 2 Z3g;
h11; (x; 2); (x; 0)i [ fh(p; i); (q; i); (r; i + 1)i; i 2 Z3g;
h12;11; (x; 0)i [ fh(p; i); (q; i + 1); (r; i)i; i 2 Z3g;
h11;12; (x; 2)i [ fh(p; i + 1); (q; i); (r; i)i; i 2 Z3g;
h11; (w; i + 1); (u; i)i; h12; (u; i − 1); (v; i − 1)i;
h(x; 2); (w; i + 2); (w; i)i; h(x; 0); (v; i − 2); (v; i)i; i 2 Z3;
h11; (u; i + 1); (v; i)i; h12; (v; i − 1); (w; i − 1)i;
h(x; 2); (u; i + 2); (u; i)i; h(x; 0); (w; i − 2); (w; i)i; i 2 Z3;
h11; (v; i + 1); (w; i)i; h12; (w; i − 1); (u; i − 1)i;
h(x; 2); (v; i + 2); (v; i)i; h(x; 0); (u; i − 2); (u; i)i; i 2 Z3:

x;2: h12; (x; 1); (x; 0)i [ fh(u; i); (v; i); (w; i)i; i 2 Z3g;
h11; (x; 0); (x; 1)i [ fh(p; i); (q; i); (r; i + 2)i; i 2 Z3g;
h12;11; (x; 1)i [ fh(p; i); (q; i + 2); (r; i)i; i 2 Z3g;
h11;12; (x; 0)i [ fh(p; i + 2); (q; i); (r; i)i; i 2 Z3g;
h11; (w; i − 1); (u; i)i; h12; (u; i − 1); (v; i + 1)i;
h(x; 0); (w; i); (w; i + 1)i; h(x; 1); (v; i); (v; i − 1)i; i 2 Z3;
h11; (u; i − 1); (v; i)i; h12; (v; i − 1); (w; i + 1)i;
h(x; 0); (u; i); (u; i + 1)i; h(x; 1); (w; i); (w; i − 1)i; i 2 Z3;
h11; (v; i − 1); (w; i)i; h12; (w; i − 1); (u; i + 1)i;
h(x; 0); (v; i); (v; i + 1)i; h(x; 1); (u; i); (u; i − 1)i; i 2 Z3:
Similarly, we can dene a relational OLDTS(n). First, dene Dt(u; v; w) = f(t; u; v);
(v; t; w); (u; w; t)g or f(t; u; v); (u; t; w); (v; w; t)g or f(t; u; w); (u; t; v); (v; w; t)g. Obviously,
f(w; v; u)g [Dt(u; v; w) forms a DTS(4) on the set fu; v; w; tg, and there are just three
non-isomorphic DTS(4)s, which correspond to the above three types, respectively. An
OLDTS(n)=f(X nfxg;Brx); x 2 X; r=0; 1; 2g, where jX j=n+1; n  1 (mod 3), is said
to be relational, if there is t 2 X such that each Brt (r=0; 1; 2) is all almost resolvable
(every almost parallel class Brt (y) is a partition of X nft; yg, where y 2 X nftg) and
such that
(u; v; w) 2 Brt (y)) there is a Dt(u; v; w) in Bry ()
for each r 2 f0; 1; 2g and each y 2 X nftg. For example, it is not dicult to ver-
ify that the following OLDTS(4) = f(Z5nfxg; Brx); x 2 Z5; r = 0; 1; 2g, is relational,
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where t = 4.
B00 =f432; 341; 214; 123g; B01 =f423; 240; 304; 032g; B02 =f410; 143; 034; 301g;
B03 =f401; 042; 124; 210g; B04 =f012; 103; 230; 321g;
B10 =f431; 142; 324; 213g; B11 =f420; 043; 234; 302g; B12 =f413; 340; 104; 031g;
B13 =f402; 241; 014; 120g; B14 =f021; 130; 203; 312g;
B20 =f421; 243; 314; 132g; B21 =f430; 342; 204; 023g; B22 =f403; 041; 134; 310g;
B23 =f412; 140; 024; 201g; B24 =f102; 013; 320; 231g:
Lemma 4. For n  1 (mod 3); if there exists a relational OLDTS(n) then there exists
an OLDTS(3n+ 1).
Construction. Let X =Zn[f1g and Y =(ZnZ3)[f11;12g. For each x2Zn denote
an OLDTS(4) on the set Sx = (fxg  Z3) [ f11;12g by
fCrx0; Crx1; Crx2; Crx;11 ; Crx;12 ; r = 0; 1; 2g;
where Crxi is a DTS(4) over Sxnf(x; i)g and Crx;1i is a DTS(4) over Sxnf1ig. The
given relational OLDTS(n) is
f(X nfxg; Brx); x 2 X; r = 0; 1; 2g;
where each Br1; r=0; 1; 2, is almost resolvable and its almost parallel classes B
r
1(y)
satisfy the property () above. Dene 9n+ 6 systems of transitive triples on the set
Y as follows:

rx; t (x 2 Zn; t 2 Z3; r = 0; 1; 2):
part 1. Crx; t .
part 2. For each (u; v; w) 2 Br1(x), there is a D1(u; v; w)Brx (refer to ()). Re-
place each (u; v; w) 2 Br1(x) and corresponding D1(u; v; w) 2 Brx by 21
triples as follows. First, replacing 1; u; v and w in D1(u; v; w) by D11 ((u; i + t + 1);
(v; i − 1); (w; i − t)), we obtain nine triples, where i 2 Z3. Next, replacing 1; u; v
and w in D1(u; v; w) by D12 ((u; i + t − 1); (v; i − 1); (w; i − 1 − t)), we obtain nine
triples, where i 2 Z3. Finally, replacing u; v and w in (u; v; w) by (u; i + t); (v; i − 1)
and (w; i + 1− t), i 2 Z3, we obtain three triples. Remark: this part contains 7(n− 1)
triples, which corresponds to the part 2 and 3 of the construction in Lemma 3.
part 3. ((u; i); (v; j); (w; k)) with (u; v; w) 2 Brx and i + j + k  t (mod 3).
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part 4. ((x; t + 1); (u; r − 1); (u; r)); ((u; r); (x; t + 1); (u; r + 1)); ((u; r − 1);
(u; r + 1); (x; t + 1)); ((x; t − 1); (u; r + 1); (u; r)); ((u; r); (x; t − 1);
(u; r − 1)); ((u; r + 1); (u; r − 1); (x; t − 1)); with u 2 Znnfxg.

r1s (s= 1; 2; r = 0; 1; 2):
part 1.
S
x2Zn C
r
x;1s .
part 2. ((u; i); (v; j); (w; k)) with (u; v; w) 2 Br1 and i + j + k  s (mod 3).
Then f(Ynfx; tg; 
rx; t); x 2 Zn; t 2 Z3; r = 0; 1; 2g [ f(Ynf1jg; 
r1j); j = 1; 2;
r = 0; 1; 2g is an OLDTS(3n+ 1) expected.
Proof. It is similar to the proof of Lemma 3.
Theorem 2. There exists an OLARDTS(13).
Proof. We can give two ways to construct OLARDTS(13). The rst, imitating the
construction of Theorem 1, partition the structure of Lemma 4 for n=4. The second way
is to use the method given in Section 2 (for details see the next section, LRMTS(18)!
LRDTS(18) in Theorem 6). Here, we point only that
(1) In the block-incident graph of 
1j (j = 1; 2), there is a spanning subgraph
consisting of four 4-circuits and three 12-circuits.
(2) In the block-incident graph of 
x0 (x 2 Z4), there is a spanning subgraph con-
sisting of three 6-circuits and seven 4-circuits. (There are three pair of blocks in the
form hu; v; wi and hw; v; ui)
(3) In the block-incident graph of 
x1 and 
x2 (x 2 Z4), there is a spanning subgraph
consisting of three 6-circuits and one 4-circuit.
Problem 1. Is there relational OLMTS(v) and OLDTS(v) for v  1 (mod 3) and v> 4,
especially for odd v?
4. Orders q + 2 (q prime power)
In [11] we discussed the existence of LRMTS(q+2) and LRDTS(q+2) with prime
power q  1 (mod 6), and obtained the following result.
Theorem 3. There exist both LRMTS(q+2) and LRDTS(q+2) for q=19; 37; 61; 67;
109; 112; 139; 157; 163; 132; 181; 193 and 199.
Our main method in [11] is to partition known structure into parallel classes. The
known structure is from [12,17], which gave a general construction for LMTS(6k +3)
and LDTS(6k + 3); k>1. When 6k + 1 = q is a prime power, we found a way to
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transform the partition problem into choosing (q− 7)=6 numbers. Using computer, we
dealt successfully with all q less than 200. Unfortunately, we could not nd a general
choosing method.
Let q be a primitive element of the nite eld Fq. Denote g = −2. For  6=  2
Zq−1 = Zq−1nf0g, if g + g = −1 then call h; i a couple. There are (q − 5)=2
couples for given q, which form a partition of Zq−1nf(q − 1)=2; ;−g. All couples,
except h(q − 1)=3; (2(q − 1))=3i, can be partitioned into (q − 7)=6 trios, each trio
is in the form fh; i; h−;  − i; h − ;−ig. Take any one couple from each
trio, denote them by hi; ii; 16i6(q − 7)=6. Let x = minfx; x + (q − 1)=2g for
x 2 Zq−1.
Conjecture 2. For any prime power q  1 (mod 6), q> 19, there are (q−7)=6 numbers
ai from Z(q−1)=2nf g such that fai; ai + i; ai + ig(q−7)=6i=1 = Z(q−1)=2nf ; g, where the
addition is modulo (q− 1)=2 and  is a remainder in Z(q−1)=2.
The so-called transitive Kirkman triple system of order v is a KTS(v)=(X;B) with
a sharp-transitive group G on X (i.e., for any x; y 2 X there is unique g 2 G such
that g(x) = y, thus jGj = jX j) such that B is invariant under G (i.e., g(fx; y; zg) =
fg(x); g(y); g(z)g 2 B for any g 2 G and any fx; y; zg 2 B). The system is de-
noted by TKTS(v) = (X;B; G). The design TKTS(v) has played an important role
to construct large sets of disjoint Kirkman triple systems. For example, the exis-
tence of both LKTS(v) and TKTS(v) imply the existence of LKTS(3v) (refer to
[7]). Similarly, we may also discuss recursive construction v ! 3v for LRMTS and
LRDTS.
For this purpose, let us dene transitive resolvable Mendelsohn (and directed) triple
system, TRMTS (and TRDTS). A TRMTS(v) = (X;A; G) is an RMTS(v) = (X;A)
with a sharp-transitive group G on X such that B is invariant under G. A TRDTS(v)=
(X;A1 [A2 [A3; G) consists of three disjoint RDTS(v) = (X;A1); (X;A2); (X;A3)
with a sharp-transitive group G on X such that A1[A2[A3 is an OD(2; 3; v) (i.e., a
(v2− v)3 array on X satises that, if we run 2 ngers down any 2 columns, we nd
every ordered pair of X exactly once, refer to [21]) and A1 [A2 [A3 is invariant
under G. In [11], we obtained the following recursive results.
Theorem 4. For odd v; if there exist both LRMTS(v) (or LRDTS(v)) and TRMTS(v)
(or TRDTS(v)); then there exists an LRMTS(3v) (or LRDTS(3v)).
About the existence of TKTS(v), the following results have been known (refer
to [16]).
Lemma 5. There exists a TKTS(3k5l11m17nq1 : : : qt); where l; m; n2f0; 1g; k > 1 and
qi are prime powers; qi  1 (mod 6); 16i6t.
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If there exists a TKTS(v) = (X;B; G), dene A = fhx; y; zi; hz; y; xi; fx; y; zg2Bg
then (X;A; G) is a TRMTS(v). And, dene transitive triples
(x; y; z); (z; y; x) 2A1; (y; z; x); (x; z; y) 2A2; (z; x; y); (y; x; z) 2A3;
for each fx; y; zg 2 B, then it is easy to see that (X;A1[A2[A3; G) is a TRDTS(v).
Therefore, by Theorem 4 and Lemma 5, some results in Theorem 3 for single order
can be extended to some innite class.
Theorem 5. There exist both LRMTS(3km) and LRDTS(3km) for k>1 and
m 2 f7; 13; 37; 55; 57; 61; 65; 67g.
If there exists an LKTS(v) = f(X;Ai); 16i6v− 2g, dene
Bi = fhx; y; zi; hz; y; xi; fx; y; zg 2Aig;
C1i = f(x; y; z); (z; y; x); fx; y; zg 2Aig;
C2i = f(y; z; x); (x; z; y); fx; y; zg 2Aig;
C3i = f(z; x; y); (y; x; z); fx; y; zg 2Aig
for 16i6v−2; then f(X;Bi); 16i6v−2g is an LRMTS(v) and f(X;C ji ); 16i6v−2;
j = 1; 2; 3g is an LRDTS(v). Up to the end of 1994, all known LKTS(v) are only
for v = 3km, where k>1 and m2f1; 5; 11; 17; 25; 35; 43g (refer to [25]). Recently,
Y. Chang and G. Ge announced the existence of LKTS(201) and LKTS(369), and
J. Lei proves the theorem: \If there exist both an LKTS(v) and a TKTS(v) then there
exists an LKTS((2  13n + 1)v) for n>1." Therefore, by Theorem 5 and these known
LKTS(v), we have:
Corollary 1. Both LRMTS(3k(2  13n+1)tm) and LRDTS(3k(2  13n+1)tm) exist for
k>1; n>1; t = 0; 1 and m 2 f1; 5; 7; 11; 13; 17; 25; 35; 37; 43; 55; 57; 61; 65; 67g.
In view of the value of transitive KTS (or RMTS, or RDTS), it is reasonable to
discuss their further existence.
Problem 2. What is the existence spectrum of TKTS(v); TRMTS(v) and TRDTS(v)?
Below, let us pay attention to even prime power, i.e. the orders q + 2 = 2n + 2.
In [10], a directed construction for LMTS(2n+2) = f(F2n [f11;12g; Tx); x 2 F2ng
has been given by Kang. We will try to give a partition of each Tx into parallel classes
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for even n. When n=4 and 6, the trying has been done successfully. Furthermore, we
obtain LRDTS for the same orders.
Theorem 6. There exist both LRMTS(18) and LRDTS(18).
Proof. In the known construction for LMTS(24+2)=f(F16[f11;12g;Tx); x 2 F16g
from [10], each system Tx consists of the following blocks, where g is a primitive
element (g4 + g= 1) and y runs over F16nfxg.
(1) h11;12; xi; h12;11; xi;
(2) h11; y; g14x + g3yi; h12; y; g12x + g11yi;
(3) hx; y; g4x + gyi;
(4) hg14x + g3y; y; gx + g4yi; hg2x + g8y; y; g13x + g6yi;
(5) hg8x + g2y; y; g2x + g8yi;
(6) hg10x + g5y; y; g5x + g10yi; hg5x + g10y; y; g10x + g5yi.
Note that each cyclic triple in (6) produces three times but we only retain one copy
of each triple.
Since gm + gn =1 for all forms gmx+ gny, it is not dicult to see that Tx =T0 + x
for any x 2 F16. Therefore, to show that each Tx is resolvable we need only give a
partition of T0 into parallel classes. First, from part (1) and (6), we have two parallel
classes:
A= fh11;12; 0i; hg5+i ; gi; g10+ii; 06i64g
and
A= fh12;11; 0i; hg10+i ; gi; g5+ii; 06i64g:
Furthermore, taking one triple from each triple class in part (2){(5), we can get the
parallel class
A0 = fh11; g10; g13i; h12; g5; gi; h0; g7; g8i; hg3; 1; g4i; hg14; g6; g12i; hg11; g9; g2ig:
Let Ak = gkA0; k 2 Z15, we will obtain all parallel classes of B0.
As for LRDTS(18) = f(F16 [ f11;12g;B jx ); x 2 F16; j= 1; 2; 3g, we will use that
method mentioned in Section 2, i.e., assigning the three cyclic shift of each triple in
T0 to B10;B
2
0 and B
3
0, respectively. Obviously, if the obtained B
1
0;B
2
0 and B
3
0 are all
DTS(18), then they are all resolvable. Here, we introduce a assigning way without
proof.
For given MTS(v)=(X;T), if both hx; y; zi and hz; y; xi belong to T then let hx; y; zi
and hz; y; xi 2 T. Dene a block-incident graph G, where the vertex set is Tn T and
the vertices B and B0 are joined if and only if jB \ B0j = 2. Obviously, the graph G
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is 3-regular. A spanning subgraph of G consisting of disjoint circuits with even length
will give the expected assignment.
For our construction Tx, the collection Tx contains part (1) and part (6). Thus, the
block-incident graph G contains 90 vertices (i.e., jTxn Txj = 90). We have found a
spanning subgraph of G, which consists of three circuits with lengths 10, 20 and 60,
respectively. By the graph G and its subgraph, we can easily write down B10;B
2
0 and
B30 as follows. For brevity, the element g
k and 0 are replaced by k and , but the
triples in part (1) and (6) are not written down.
B10: 0 3 11 12 0 11  0 1 4 3 0 0 8 2 6 8 0
1 4 11 12 12 1 1 2  5 4 1 1 9 3 9 1 7
5 11 2 13 12 2  2 3 2 6 5 2 10 4 10 2 8
6 11 3 3 14 12 3 4  3 7 6 5 3 11 11 3 9
7 11 4 0 12 4  4 5 4 8 7 12 6 4 4 10 12
8 11 5 1 12 5 5 6  5 9 8 7 5 13 11 3 5
9 11 6 6 2 12  6 7 6 10 9 14 8 6 6 12 4
11 7 10 12 7 3 7 8  10 7 11 7 0 9 13 0 7
11 8 11 8 4 12  8 9 11 8 12 8 1 0 1 8 14
12 11 9 9 5 12 9 10  9 13 12 9 2 11 2 9 0
10 13 11 12 10 6 11  10 14 13 10 12 10 3 3 10 1
11 14 11 11 7 12 12  11 14 11 0 13 11 4 4 11 2
11 12 0 12 12 8  12 13 1 0 12 14 12 5 3 5 12
11 13 1 12 13 9 13 14  2 1 1 0 13 6 4 6 13
2 11 14 10 12 14 0  14 14 3 2 14 7 1 5 7 14
B20: 3 11 0 0 11 12 1  0 0 4 3 8 2 0 0 6 8
4 11 1 1 12 12  1 2 1 5 4 9 3 1 1 7 9
2 5 11 12 2 13 2 3  6 5 2 10 4 2 2 8 10
11 3 6 14 12 3  3 4 7 6 3 11 5 3 3 9 11
11 4 7 12 4 0 4 5  8 7 4 6 4 12 12 4 10
11 5 8 12 5 1  5 6 9 8 5 13 7 5 5 11 3
6 9 11 2 12 6 6 7  9 6 10 8 6 14 12 14 6
7 10 11 3 12 7  7 8 11 10 7 0 9 7 7 13 0
8 11 11 4 12 8 8 9  12 11 8 10 8 1 14 1 8
11 9 12 5 12 9 10  9 12 9 13 2 11 9 9 0 2
13 11 10 10 6 12  10 11 10 14 13 10 3 12 1 3 10
14 11 11 7 12 11 11 12  11 0 14 4 13 11 11 2 4
12 0 11 8 12 12 13  12 0 12 1 5 14 12 12 3 5
1 11 13 13 9 12  13 14 13 2 1 6 0 13 13 4 6
11 14 2 12 14 10 14 0  3 2 14 7 1 14 14 5 7
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B30: 11 0 3 11 12 0 0 1  3 0 4 2 0 8 8 0 6
11 1 4 12 1 12 2  1 4 1 5 3 1 9 7 9 1
11 2 5 2 13 12 3  2 5 2 6 4 2 10 8 10 2
3 6 11 12 3 14 4  3 6 3 7 3 11 5 9 11 3
4 7 11 4 0 12 5  4 7 4 8 4 12 6 10 12 4
5 8 11 5 1 12 6  5 8 5 9 5 13 7 13 5 11
11 6 9 12 6 2 7  6 10 9 6 6 14 8 14 6 12
10 11 7 7 3 12 8  7 7 11 10 9 7 0 0 7 13
11 11 8 12 8 4 9  8 8 12 11 1 10 8 8 14 1
9 12 11 12 9 5  9 10 13 12 9 11 9 2 0 2 9
11 10 13 6 12 10 10 11  13 10 14 3 12 10 10 1 3
11 11 14 12 11 7  11 12 0 14 11 11 4 13 2 4 11
0 11 12 12 8 12 12 13  12 1 0 12 5 14 5 12 3
13 1 11 9 12 13 14  13 1 13 2 13 6 0 6 13 4
14 2 11 14 10 12  14 0 2 14 3 1 14 7 7 14 5
Theorem 7. There exist both LRMTS(66) and LRDTS(66).
Construction. In the known construction for LMTS(26 + 2) = f(F64 [ f11;12g;Tx);
x 2 F64g from [9], each system Tx consists of the following blocks, where g is a
primitive element (g6 + g= 1) and y runs over F64nfxg.
(1) h11;12; xi; h12;11; xi;
(2) h11; y; g27x + g18yi, h12; y; g45x + g9yi;
(3) hx; y; g54x + g36yi;
(4) hg54x + g36y; y; g9x + g45yi;
(5) hg26x + g7y; y; g7x + g26yi, hg7x + g26y; y; g26x + g7yi,
hg35x + g13y; y; g13x + g35yi, hg13x + g35y; y; g35x + g13yi,
hg11x + g25y; y; g25x + g11yi, hg25x + g11y; y; g11x + g25yi,
hg6x + gy; y; gx + g6yi, hgx + g6y; y; g6x + gyi,
hg24x + g4y; y; g4x + g24yi, hg4x + g24y; y; g24x + g4yi,
hg33x + g16y; y; g16x + g33yi, hg16x + g33y; y; g33x + g16yi,
hg12x + g2y; y; g2x + g12yi, hg2x + g12y; y; g12x + g2yi,
hg48x + g8y; y; g8x + g48yi, hg8x + g48y; y; g48x + g8yi,
hg3x + g32y; y; g32x + g3yi, hg32x + g3y; y; g3x + g32yi;
(6) hg42x + g21y; y; g21x + g42yi, hg21x + g42y; y; g42x + g21yi.
The explanations are the same as Theorem 6.
From part (1) and (6), we have two parallel classes
A= fh11;12; 0i; hg21+i ; gi; g42+ii; 06i620g
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and
A= fh12;11; 0i; hg42+i ; gi; g21+ii; 06i620g:
Furthermore, from parts (2){(5), we nd these parallel classes:
A0= fh11; g31; g49i; h12; g53; g62i; h0; g51; g24i; hg36; 1; g45i;
hg28; g3; g14i; hg15; g2; g37i; hg16; g5; g30i; hg39; g4; g17i;
hg21; g20; g26i; hg35; g23; g25i; hg54; g50; g11i; hg19; g34; g42i;
hg43; g40; g9i; hg60; g58; g7i; hg18; g57; g61i; hg56; g48; g33i;
hg10; g41; g44i; hg52; g46; g47i; hg29; g59; g12i; hg38; g22; g55i;
hg8; g; g27i; hg32; g6; g13ig;
Ak= gkA0; k 2 Z63:
For LRDTS(66)=f(F64[f11;12g;B jx ); x 2 F64; j=1; 2; 3g; we still use this method
for constructing LRDTS(18). Here, the collection Tx consists of part (1), part (5) and
part (6). The block-incident graph G consists of 28 9 vertices. A spanning subgraph
of G consists of 29 circuits with length 14. By these graphs, we obtain B j0 ; j=1; 2; 3;
as follows. Note that we only list 28 triples for each B j0 , other triples can be obtained
by x + i (16i68) module 63 for each element x except 11;12 and .
B10: 11 54 9 12 18 27 18 54  54 18 0
9 27 11 27 36 12  45 18 9 54 45
45 11 27 12 36 45 45  9 27 18 45
11 18 36 45 54 12 0  27 27 9 0
36 54 11 12 0 9 27  54 54 36 27
11 45 0 9 18 12 36  0 0 45 36
0 18 11 0 12 54 9  36 36 18 9
B20: 9 11 54 27 12 18 54  18 18 0 54
11 9 27 12 27 36 45 18  54 45 9
27 45 11 36 45 12  9 45 18 45 27
18 36 11 12 45 54 27 0  0 27 9
54 11 36 9 12 0  54 27 36 27 54
0 11 45 18 12 9  0 36 45 36 0
11 0 18 54 0 12 36 9  9 36 18
B30: 54 9 11 18 27 12  18 54 0 54 18
27 11 9 36 12 27 18  45 45 9 54
11 27 45 45 12 36 9 45  45 27 18
36 11 18 54 12 45  27 0 9 0 27
11 36 54 0 9 12 54 27  27 54 36
45 0 11 12 9 18 0 36  36 0 45
18 11 0 12 54 0  36 9 18 9 36
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Problem 3. Find a general method that partition B0 into parallel classes, for known
construction of LMTS(22n + 2) = f(F22n [ f11;12g);Bx); x 2 F22ng; where n> 1 is
integer.
5. Use of Steiner 3-designs
An S(t; K; v); t; v 2 N; K N (N is the set of all positive integers), is a pair (X;B),
where X is a v-set and B is a collection of subsets of X , called blocks, such that every
t-subset of X is contained in exactly  blocks and such that jBj 2 K for all B 2 B.
For = 1 and t = 3; S(3; K; v) is said to be a Steiner 3-design.
Theorem 8. If there exists an S(3; 4; v+ 1) then there exists an OLSTS(v). And the
existence of OLSTS(v) implies the existence of OLMTS(v) and OLDTS(v).
Proof. Given an S(3; 4; v+1)=(X;
). For each x 2 X , let Ax=fBnfxg; x 2 B 2 
g;
then f(X nfxg;Ax); x 2 X g is an OLSTS(v). And, if there exists an OLSTS(v) =
f(X nfxg;Ax); x 2 X g, let
Tx = fha; b; ci; hc; b; ai; fa; b; cg 2Axg;
B jx =
8<
:
f(a; b; c); (c; b; a); when j = 1;
f(b; c; a); (a; c; b); fa; b; cg 2Axg when j = 2;
f(c; a; b); (b; a; c); when j = 3;
then f(X nfxg;Tx); x 2 X g is an OLMTS(v) and f(X nfxg;B jx ); x 2 X; j = 1; 2; 3g is
an OLDTS(v).
Corollary 2. There exists an OLSTS(v) if and only if v  1; 3 (mod 6). There exist
both OLMTS(v) and OLDTS(v) if v  1; 3 (mod 6).
Proof. It is well known that the existence spectrum of S(3; 4; v+1) is v  1; 3 (mod 6).
Thus, by Theorem 8, we need only point out that there exists OLSTS(v) only if
v  1; 3 (mod 6), which is trivial.
An S(3; 4; v) = (X;
) is named (t; )-resolvable (refer to [8]), where t = 1 or 2, if
the quadruple system 
 can be partitioned into families 
1; 
2; : : : ; 
s such that each
(X;
i) is an S(t; 4; v); 16i6s.
Theorem 9. If there exists a (2; 1)-resolvable S(3; 4; v + 1) then there exists an
OLKTS(v). And the existence of OLKTS(v) implies the existence of OLRMTS(v) and
OLRDTS(v).
Proof. Given a (2,1)-resolvable S(3; 4; v + 1) = (X;
), where 
 =
S(v−1)=2
i=1 
i
and each (X;
i) is an S(2; 4; v + 1): Let Ax = fBnfxg; x2B2
g for x2X , and
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Ax; i=fBnfxg; x2B2
ig, then each Ax is a KTS(v), its parallel classes are Ax; i ; 16i
6(v−1)=2. Thereby, f(X nfxg;Ax); x2X g is an OLKTS(v). The second conclusion is
trivial.
Corollary 3. There exist OLKTS(v); OLRMTS(v) and OLRDTS(v) for v = 4n − 1;
2  7n + 1; 2  31n + 1 and 2  127n + 1.
Proof. Zaicev et al. [26] and, independently, Baker [1], proved that, for all integer
n>1, there exists a (2,1)-resolvable S(3; 4; 4n). Later, in 1992, Luc Teirlinck [23]
proved that there exists a (2,1)-resolvable S(3; 4; v) for v= 2(7n + 1); 2(31n + 1) and
2(127n + 1), where n>1. Even though the author only point out that v = 2(7n + 1)
and 2(31n + 1), but taking K = f127g in Proposition 3:2 of [23], we can obtain other
order 2(127n + 1).
Conjecture 3. There exists a (2,1)-resolvable S(3; 4; v) if and only if v  4 (mod12),
maybe with a few exceptions.
Theorem 10. If there exists an S(3; K; v) and there exists an OLARMTS(k − 1)
(resp. OLARDTS(k − 1)) for any k 2 K; then there exists an OLARMTS(v − 1)
(resp. OLARDTS(v− 1)).
Construction. Let S(3; K; v)=(X;
), where jX j=v. For each block B 2 
, there exists
an OLARMTS(jBj−1)=f(Bnfxg;Tx(B)); x 2 Bg. The almost parallel classes of Tx(B)
are Tyx (B), y 2 Bnfxg, and each Tyx (B) is a partition of Bnfx; yg. Dene
Tx =
[
x2B2

Tx(B) for each x 2 X
and
Tyx =
[
fx;yg B2

Tyx (B) for each x 2 X and each y 2 X nfxg:
Then f(X nfxg;Tx); x 2 X g is an OLARMTS(v − 1), where Tyx (y 2 X nfxg) are the
almost parallel classes of Tx.
If, for each block B 2 
, there exists an OLARDTS(jBj − 1) = f(Bnfxg;Bx(B; j));
x2B; j = 1; 2; 3g. The almost parallel classes of Bx(B; j) are Byx (B; j), y2Bnfxg,
and Byx (B; j) is a partition of Bnfx; yg. Dene
Bx(j) =
[
x2B2

Bx(B; j) for each x 2 X
and
Byx (j) =
[
fx;yg B2

Byx (B; j) for each x 2 X; y 2 X nfxg and j = 1; 2; 3:
Then f(X nfxg;Bx(j)); x 2 X; j = 1; 2; 3g is an OLARDTS(v − 1), where Byx (j);
y2X nfxg, are the almost parallel classes of Bx(j).
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Proof. We prove the conclusion only for OLARMTS. Given x 2 X , let the blocks
with x in 
 be B1; B2; : : : ; Bs. Then
sX
i=1
 jBij − 1
2

=

v− 1
2

:
Therefore,
jTxj=
sX
i=1
(jBij − 1)(jBij − 2)
3
=
2
3
sX
i=1
 jBij − 1
2

=
(v− 1)(v− 2)
3
;
just the number expected.
For any ordered pair P = (y; z); y 6= z 2 X nfxg, there exists unique block
B 2 
 such that fx; y; zgB. Therefore, P is contained in a triple of Tx(B)Tx.
Furthermore, fBnfx; yg; fx; ygB 2 
g is a partiton of X nfx; yg since (X;
) is a
3-design. And, theTyx (B) is a partition of Bnfx; yg. Thus,Tyx is a partition of X nfx; yg,
i.e., it is just an almost parallel class of Tx missing element y. Finally, for any cyclic
triple T = ha; b; ci on X , there is unique B 2 
 such that fa; b; cgB. Thereby,
there is x 2 Bnfa; b; cgsuch that T 2Tx(B)Tx.
Corollary 4. There exist both OLARMTS(25  4n) and OLARDTS(25  4n) for any
integer n>0.
Proof. It is well known that there exists an S(3; 5; 26), refer to [5]. Using the recursive
theorem [4]
S(3; q+ 1; v+ 1)! S(3; q+ 1; qv+ 1); where q is a prime power;
we can prove the existence of S(3; 4+1; 4n  25+1) for n>0. Since there exist both
OLARMTS(4) and OLARDTS(4) from Ex.5, the conclusion holds by Theorem 10.
Corollary 5. There exist both OLARMTS(v) and OLARDTS(v) for v=4n; 7n; 13n and
25n; where n is any positive integer.
Proof. It is well known that there exists an S(3; q+1; qn+1) for any prime power q [4],
especially for q = 4; 7; 13 and 52. There exist both OLARMTS(q) and OLARDTS(q)
for q = 4; 7; 13; and 52 by Ex.5, Ex.6, Theorems 1, 2 and Corollary 4. All conditions
of Theorem 10 are satised.
An S(3; (K0; K1); v + 1) = (Zv [ f1g; 
) is an S(3; K0 [ K1; v + 1), where the size
of the block containing the element 1 belongs to the set K1 and the size of the block
not containing the element 1 belongs to the set K0.
An LMTS(v) = f(X;Bi); 16i6v − 2g is named quasi-symmetric, denoted by
LQMTS(v), if there are two special elements a; b 2 X such that for each i
ha; b; xi 2 Bi , hb; a; xi 2Bi :
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An LRMTS(v) satisfying the condition above is denoted by LRQMTS(v). Similarly, an
LDTS(v)=f(X;Bi); 16i63(v−2)g is named quasi-symmetric, denoted by LQDTS(v),
if there are two special elements a; b 2 X such that for each i
(a; b; x) (resp: (a; x; b) or (x; a; b)) 2 Bi
, (x; b; a) (resp: (b; x; a) or (b; a; x)) 2 Bi
An LRDTS(v) satisfying the condition above is denoted by LRQDTS(v). In [15], Kang
and Lei proved the following result.
Theorem 11. If there exists an S(3; (K0; K1); v + 1) on the set Zv [ f1g and there
exists an LRQMTS(k1+1) (resp. LRQDTS(k1+1)) for each k1 2 K1 and there exists
an OLARMTS(k0 − 1) (resp. OLARDTS(k0 − 1)) for each k0 2 K0; then there exists
an LRMTS(v+ 2) (resp. LRDTS(v+ 2)).
Corollary 6. There exist both LRMTS(v+2) and LRDTS(v+2) for v=7n; 13n; 25n; 24n
and 26n; where n>0.
Proof. Take K0 = K1 = fkg and k = 7 + 1; 13 + 1; 52 + 1; 24 + 1; 26 + 1, respectively.
There exist both OLARMTS(k − 1) and OLARDTS(k − 1) for k − 1= 7; 13; 52; 42 and
43 by Ex.6, Theorems 1, 2 and Corollary 5. There exist both LRQMTS(k + 1) and
LRQDTS(k+1) for k+1=9; 15; 27; 18 and 66, since all large sets obtained in Section 4
are quasi-symmetric, obviously.
6. Use of large sets with holes
In [22], Luc Teirlinck introduced the so-called large set with holes. An
LS(; 1; t; (k; K); v); k>t;  2 Nnf0g and k6minfj; j 2 Kg, is a collection f(X;Br);
r 2 Rg of S(t; K; v) = (X;Br) such that (X;
S
r2RBr) is an S(k; K; v) and such that for
each B 2 Sr2RBr there are exactly 

jBj−t
k−t

elements r of R satisfying B 2 Br (Note
that
S
r2RBr denotes the ordinary union of the Br and not the multiset-union). We
write LS(t; (k; K); v) instead of LS(1; 1; t; (k; K); v). It is well known that an LS(; 1; t;
(k; K); v), v>k, contains 

v−t
k−t

S(t; K; v)s. Obviously, taking  copies of an LS
(t; (k; K); v), an LS(; 1; t; (k; K); v) can be obtained. In [15], Kang and Lei proved
the following results.
Theorem 12. If there exists an LS(2; (3; K); v) and there exists an LARMTS(k) for
each k 2 K then there exists an LARMTS(v).
Theorem 13. If there exist both LS(3; 1; 2; (3; K); v) and LARDTS(k) for each k 2 K
then there exists an LARDTS(v).
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Lemma 6. If there exists a (2; 1)-resolvable S(3; 4; v); then there exists an
LS(2; (3; f4g); v).
Proof. Given a (2,1)-resolvable S(3; 4; v) = (X;A), where A =
S(v−2)=2
i=1 Ai and each
(X;Ai) is a S(2; 4; v). Let
Ai =Ai−(v−2)=2;
v− 2
2
+ 16i6v− 2;
then f(X;Ai); 16i6v− 2g is an LS(2; (3; f4g); v).
Corollary 7. There exist both LARMTS(v) and LARDTS(v) for v = 4n; 2(7n + 1);
2(31n + 1) and 2(127n + 1); where n is any positive integer.
Proof. From the proof of Corollary 2, there exists a (2,1)-resolvable S(3; 4; v) for
v = 4n; 2(7n + 1); 2(31n + 1) and 2(127n + 1), where n>1. Therefore, there exists
an LS(2; (3; f4g); v) for these orders v. Furthermore, since both LARMTS(4) and
LARDTS(4) exist, the conclusion holds for Theorems 12 and 13.
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