Software Effort Estimation (SEE) is one of the main activities in development of the software projects. Effort estimation in primary stages of development of the software is one of the important challenges the software projects manager faces. One of the common models of SEE is the Constructive Cost Model (COCOMO) model. In this model, the effort for development of the software projects is a function of the Kilo Line of Code (KLOC). The use of KLOC is a very applicable factor for effort estimation in COCOMO model. Also, Artificial intelligence techniques have been applied in effort estimation very much. In this paper, we have presented a new effort estimation model for software projects using Particle Swarm Optimization (PSO) and have studied the effective parameters on effort estimation using the PSO algorithm. The results of the paper show that the proposed model gives better estimation in comparison to the COCOMO model for effort.
INTRODUCTION
The software projects are the most complex products of the software engineering which include many resources and the value of any must be accurate to make project not be defeated [1] . Effort estimation is, an important part of the software engineering, playing important role in success of the software projects development. The accurate estimation guarantees the success of the project and the incorrect estimations leads the project to be defeated and makes the software development need high costs and will not meet the software needs [2] . So, the incorrect assumptions of the software projects resources may lead the software projects to unflavored results, the correction of which will need high costs. SEE is one of the most important processes in software projects development which must be done before programming the software projects [3] . This process has always been very delicate as no one or no company would start developing the software projects without studying the resources or the work force and facilities [4] . The purpose of SEE to determine the scope of the project, estimate the amount of work required and the program is scheduled to run software projects. Effort estimation is not only an art, but also is a part of software engineering. Many of the software building companies use special methods for software development the most important of which is the scheduling and grouping the works and managing the stages which must be done at high accuracy level [5] .
Software projects include the activities which must be executed by constant costs and defined quality [6] . SO, the different algorithm models for work estimation, scheduling and costs of the software projects are suggested. Algorithm models for estimation of costs were used in 1981 by Boehm [7] . Since then, many changes have been made to the algorithm models. COCOMO I was not a suitable model for meeting the software needs. And, COCOMO II was presented in 2000 [8] . It is used for getting estimation of the time and costs activities.
The successful management of the software projects depends on the accurate estimation of the projects. Project manager must predict the probable problems and give comprehensive solution for them. Also the project manager must estimate the time and the resources needed for the activities in a way that the work force used in an optimized manner. The software projects manager must define the delicate success factors making the programming and controlling processes of the project be developed to avoid project be defeated and must utilize the needed limitations for developing the software projects [9] . The accurate effort estimation of the software tries to make the execution procedure of the software development teams and allocation of the resources take place according to the software engineering factors and the project manager makes corrections facing any inconformity in the execution procedure [10] . So, the project manager executes the needed techniques for the activities to meet the needs taking into consideration the estimation effort. Also using the project records is very effective in success of the software projects and the estimation could be done more reliably.
We organize this paper as follows: in Section 2, the previous works are presented; in Section 3, the SEE models is introduced; in Section 4, we have introduced the PSO; in Section 5, the proposed model is explained; in Section 6, the evaluation and the results of the proposed model is explained and finally in Section 7, conclusion and the future works is presented.
PREVIOUS WORKS
The software producers always try to estimate the costs of the software projects in the primary stages of the software development. The software manager is to make the software product efficient and in high quality. So, in the most of the software projects the most important factor the project manager must take into consideration is SEE that done according to the software projects. So, the accurate estimation contributes the software development process in estimation of effort and software development. The use of estimation contributed the software engineer evaluate the quality of the software projects and also to contribute the managerial decisions in project progress. Many researches have done in estimation effort. For example, F.S. Gharehchopogh [11] has used the Artificial Neural Networks (ANNs) for Software Cost Estimation (SCE). He has compared 11 projects from 63 projects of NASA software project dataset in his using COCOMO model and has showed that the error rate of the ANNs model in less than the error rate of the COCOMO model in many cases. In [12] has utilized Genetic Algorithm (GA) for optimized value of the parameters of COCOMO model. One of the problems of COCOMO model is identification of the optimized value for parameters. According to the results of the experiments, it is possible to say that better effort estimation could be gained via GA. Researchers [13] have used Fuzzy Logic (FL) for SEE in software projects. They have introduced SCE as one of the challenges and the important activities in software development. The suggested method of them shows that the use of FL is a model in software development. For the experiments results, 15 projects of the KEMERER projects set were used. According to the results, it is possible to conclude that the Mean Absolute Relative Error (MARE) and PRED (n) (the evaluation factor) is better in the proposed method is better than the algorithm methods. The cost function has many parameters in software projects. Some of the factors of software process which have direct size on cost estimation are Line of Code (LOC) and KLOC. The results of the experiments of them show that the MARE percent is more accurate using the FL.
In [14] GA utilized to SEE. The accuracy of the effort estimation adds to the validity of the software projects and the project manager would be able to manage them better. They have showed that using GA, the Magnitude Relative Error (MRE) rate has decreased in comparison to COCOMO model. The results of them on COCOMO dataset show that GA is better in estimation in comparison to COCOMO model. Multi objective particle swarm optimization algorithm have utilized [15] for optimization of COCOMO model parameters to minimize the MARE. For more study on the results, they have tested the suggested model on any project. According to the results of the experiments, the MARE value for small projects in COCOMO model is 16.1306 %, and is 9.0143% in suggested model, and is 18.1548% in large projects in COCOMO model and is 20.9717% in proposed model. The results of the experiments show that the suggested model is more efficient. Researchers [16] have SCE using the soft calculations techniques. They have utilized FL and PSO algorithm combination for cost estimation. They have used 30 projects of NASA software project dataset for the results of their experiments. According to the results of the paper, the proposed model could have estimated better in comparison to the various models and make Mean Magnitude of Relative Error (MMRE), 7.512%. In [17] , it has evaluated and tested GA using SEE. In this research, the COCOMO model is less accurate in comparison to the artificial intelligence models in SEE. So, it is tried make the parameters in the proposed model more optimized and also make the effort estimation more accurate. In this reference the NASA software project dataset is used for the results of the experiments. According to the results, the suggested model could be better in estimation and reduce the MMRE to 0.2298% in comparison to various models.
THE SEE MODELS
The goal of effort estimation is the management of software projects and achieving a comprehensive view of the costs of producing software. It is clear that the software projects effort estimation is a basic and key part of the software engineering. So, the software engineering uses the effort estimation and tries to give a favored economic method for software projects to the project manager. Different models of SEE are presented of which we have taken into consideration the following models.
One of the main factors of software projects management is the accurate information about the time, effort and costs needed for the project execution. One of the most identified algorithmic models for SEE is the COCOMO model [7] . The COCOMO model is used for effort estimation of different software projects. The base COCOMO model is identified as equation (1) 
The main factor in SEE is the effort rate needed for completing the project. In equation (1), the parameters 'a' and 'b' are the inaccurate estimation of the complexity of the software and 'Size' is the number of the lines of the program in KLOC which is the important factor affecting the accuracy and the efficiency of the estimation [18] . Also, parameter 'E' the amount of effort based on units is Man-Months and this value is directly dependent on the size and complexity of the project. Whatever size and complexity of the project, the more would be the effort on the project. In COCOMO model parameters 'a' and 'b' depends on the size of the project. The different models of COCOMO for effort estimation using different values of 'a' and 'b' are showed in Table (1) . Organic E = 3 * (KLOC) 1.12 Semidetached E = 3.6 * (KLOC) 1.20 Embedded COCOMO basic model is a project estimation model which identifies the effort and software projects management using the models of Table (1) . Using the COCOMO model it is possible to identify the effort estimation and identify the needed activities for reaching the goals of the project. The main goal of COCOMO model is that all elements of the project get the same view of the goals, stages, organization and the technical and management procedures of the project and the effort of these elements are in direction of the software projects goals.
Some of various models of SEE are presented in Table ( 2). These models which are used by the software teams are the tools for contributing the effort estimation and controlling the software projects. The main goal of the various models of SEE is to be sure of the final results and the costs of the project. The models of Table ( 2) compare the software projects from financial, technical and human points to the various models of effort estimation and make the techniques and tools be used by the project manager in execution of the project. 
PARTICLE SWARM OPTIMIZATION
PSO algorithm is one of the swarm intelligence algorithms which act according to the population and random search. PSO algorithm was introduced by Kennedy and Eberhart in 1995 being inspired by the birds' social behaviors which live in small and large groups [22] . PSO algorithm is a simulation of the social behavior of a group of the birds looking for food in an environment. Any of the birds are informed about the food place but they know in any stage that how far they are from food. So, the best procedure for finding food is following the nearest bird to the food.
In PSO algorithm, first the particles of the group are created in the problem space and the search for the optimized answer starts. In the total structure, the search of any particle follows the other particle which is the most optimized fitting function, and also it does not forget its own experiment and follows the estate of itself in which had the best fitting function. In any repetition of the algorithm, any particle changes the next position of itself according to the two values, the Pbest is the best position the particle ever had and the Gbest is the best position created for by all of the particles of the population. Gbest is the general knowledge of the population and when the particles change their positions according to Gbest, in fact they try to increase the knowledge level of themselves to the knowledge level of the population. From the conceptual view, the best particle, relates all particles of the group to each other. Identification of the next position for any particle takes place by the equations (2) and (3).
In equation (2), c1 and c2 are the two learning parameters. Rand () function is used to create the random numbers in [0, 1]. Xi parameter is the current position and the current velocity (Vi) is the velocity of the particles. The w control parameter controls the effect of Vi on the next velocity and creates an equilibrium state between the ability of the algorithm in local and global search and in average we achieve the answer in the least time. So, for optimized operation of the algorithm in the search space, parameter w is defined in equation (4) [23, 24] :
In equation (4), iMax is the maximum number of the repetitions of the algorithm and the i parameter is the counter of the finding optimized answer. In equation (4), the Wmax and Wmin are the primary and the final values of inertia weight in algorithm execution, respectively. The value of inertia weight changes in linear manner from 0.9 to 0.4 in the execution time of the program. The large values of W lead to the global search and the small values of it lead to local search. To make equilibrium between local and global search, it is necessary to reduce the inertia weight in execution time of the algorithm. So, reducing the W value, the search will take place locally around the optimized answer.
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PROPOSED MODEL
The most important challenge we face in development of the large and complex software projects development is value accurate SEE. First the software projects were small and the costs of producing them included a small percent of the total costs and the error of the effort estimation did not affect the software execution considerably. But by the increase of the number, size and importance of the software projects and the costs of the software development, the software production is the most expensive element in software engineering and the increase of the costs has led the software teams to be defeated in production of the software projects.
The point to be considered in SEE is the method of selecting the suitable model among the estimation models in which the most accurate effort estimation takes place for the development of the software projects. Also, one of the important goals of studying SEE is studying the accessibility of the quality adjectives like reliability of the efficiency and success of the project. SO, when we face the software projects the aspects like costs and utilization of the software are very important. The goal of estimation is to provide the utilization and the control factors of the project and contributes the project manager to define the problem making fields. In the proposed model it is tried to use the PSO algorithm and evaluate the COCOMO model parameters and find the more accurate value. Flowchart of the proposed model is presented in Figure (1) .
Fig. 1. Flowchart of the proposed model
SEE in primary stages of the development of the software projects is an advantage for controlling the costs. In the proposed model, the PSO algorithm is used and the most optimized value for parameters 'a' and 'b' are found and replaced in COCOMO model. Figure (2) shows the quasi code of the proposed model. 
EVALUATION AND RESULTS
SEE the base of which is effort and quality of the software projects, is one of the procedures of the success of the software projects and is very important many software projects. Different methods are presented for SEE any of which try to present the accurate estimation of the costs of the software production. In this paper the KEMERER [25] dataset is used for evaluation and results. 20 15 In Table ( 3) the actual effort estimation values are shown. Although many algorithms are presented for effort estimation, each of them achieves different values for software projects development.
In PSO algorithm, there are some parameters affecting the operation of the algorithm. The proposed model population number the 1000 and the number of iterations of the algorithm have considered 100 and also parameters value are C1, C2 = 1.5 which theses contribute to particles learning in effort estimate more accurate. 20 15 In Table ( 4) estimation using the five models SEE is shown. Also, in Table (4) the COCOMO basic model is used for effort estimation. The results of the experiments of Table (4) show that there is no specific control on the effort estimation of the software projects and often the work done for development of a software project is estimated more or less than the real value according to the different models. In contrast, the proposed model estimates the more actual value in comparison to the algorithmic models. In effort estimation models of the proposed model has led to the changes in the actual model and these changes play important role in costs of effort estimation of the software projects. So, the proposed model is very beneficiary for effort estimation and could estimate the effort better in comparison to the various models.
To evaluate the actual estimation and proposed model of the effort estimation factor, the KLOC is used. In Figure (4) , the comparison diagram of actual estimation and proposed model is showed. In Table ( 5), the comparison of the efficiency measuring of the proposed model to the various models is presented. The results of the comparisons of the Table ( 5) show that the proposed model gives a better estimation in comparison to the various models and as it is clear the proposed model is more accurate than COCOMO model. In Figure (6) , MMRE the comparison flowchart of the various models is presented. 
CONCLUSION AND FUTURE WORKS
Software projects development is very complex in nature and many resources must be estimated before project execution procedure. Also, often the software companies try to increase the software projects quality and reduce the development costs of it. So, SEE must take place for development of the software projects for project manager to better support the process. Effort estimation of the software projects is a key parameter in project management. Achieving this goal needs accurate and reliable effort estimation and the estimation takes place according to the project conditions.
In this paper, the effort estimation is done by PSO algorithm and as it is seen in the results of the comparisons the effort estimation of the proposed model is more accurate than the COCOMO model and the various. We hope in future, will design and implement an algorithm for SEE which will estimate other software factors as accurate as effort and will be effective in software projects management.
