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Abstract
We investigate the total degrees of freedom (DoF) of the K-user rank-deficient interference channel
with feedback. For the two-user case, we characterize the total DoF by developing an achievable scheme
and deriving a matching upper bound. For the three-user case, we develop a new achievable scheme
which employs interference alignment to efficiently utilize the dimension of the received signal space.
In addition, we derive an upper bound for the general K-user case and show the tightness of the bound
when the number of antennas at each node is sufficiently large. As a consequence of these results, we
show that feedback can increase the DoF when the number of antennas at each node is large enough as
compared to the ranks of channel matrices. This finding is in contrast to the full-rank interference channel
where feedback provides no DoF gain. The gain comes from using feedback to provide alternative signal
paths, thereby effectively increasing the ranks of desired channel matrices.
Index Terms
Degrees of freedom, feedback, interference alignment, interference channel, rank-deficient channel.
I. INTRODUCTION
It is well known that feedback cannot increase the capacity of memoryless point-to-point channels [1].
Although the capacity of multiple access channels can in fact increase when feedback is present, the
gain is bounded by one bit for the Gaussian case [2]. These results give a pessimistic view on feedback
capacity, although feedback can still be useful for simplifying coding strategies as well as improving
reliability [3]. Recent work [4], however, has shown that in interference channels, feedback can provide
The material in this paper will be presented in part at the IEEE International Symposium on Information Theory (ISIT) 2013
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2more significant gains. Specifically, it is shown that the capacity gain due to feedback becomes arbitrarily
large for certain channel parameters (unbounded gain). The gain comes from the fact that feedback can
help efficient resource sharing between the interfering users. In the process of deriving this conclusion,
[4] has characterized the feedback capacity region to within 2 bits of the two-user Gaussian interference
channel.
The results of [4] indicate that feedback enables a significant capacity improvement of multi-user
networks with interfering links. However, if we turn our attention to degrees of freedom (DoF), feedback
fails to provide promising results. From the results of [5], [6], it has been shown that feedback cannot
improve the total DoF for the two-user full-rank Gaussian MIMO interference channel1. Therefore,
feedback can provide unbounded capacity gain but cannot increase the DoF in the full-rank channel.
In this work, we show that feedback, however, can increase the total DoF in the rank-deficient
interference channel. The rank-deficient channel captures a poor scattering environment where there
are only few signal paths between nodes. For example, for rooftop-to-rooftop communications in which
transmit and receive antennas are mounted high above the ground, the angular spread becomes very
low [8]–[11], and, as a result, the channel matrix becomes rank deficient due to the lack of multipath.
In addition, for massive MIMO communications in which each node has numerous antennas, channel
matrices cannot have full rank unless there are enough number of signal paths between nodes. The non-
feedback DoF of the rank-deficient interference channel has been studied in [12]–[14], and the optimal
DoFs for the two-user and three-user cases have been established in [13]. In this paper, we now investigate
the effects of feedback on the total DoF of the rank-deficient interference channel. For the two-user case,
we adopt the same rank-deficient channel model as in [13] in which the number of transmit and receive
antennas and the ranks of channel matrices are arbitrary. We develop an achievable scheme and also
derive a matching upper bound, thus characterizing the total DoF. For the three-user case, we focus on
a symmetric case in which each node has the same number of antennas, the rank of each direct link
is the same, and the rank of each cross link is the same. We establish the achievable total DoF of this
channel by developing a new achievable scheme. The proposed scheme employs interference alignment to
efficiently utilize the dimension of the received signal space when the rank of cross links is sufficiently
large as compared to the number of antennas at each node. Furthermore, we derive an upper bound
for the general K-user case, which is indeed achievable when the number of antennas at each node is
sufficiently large. As a consequence of these results, we show that feedback can increase the DoF when
1However, recently it has been shown in [7] that for multihop networks, feedback can increase DoF.
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3channel matrices of desired links are highly rank-deficient. The gain comes from the fact that feedback
can provide alternative signal paths in the rank-deficient channel, and hence the ranks of desired channel
matrices are effectively increased, which is not possible in the full-rank channel. The result of this paper
also includes that of the full-rank channel with feedback as a special case.
The rest of this paper is organized as follows. In Section II, we describe the channel model considered
in the paper. In Section III, we show the main results of the paper and provide an intuition as to how
feedback can increase the DoF in the rank-deficient channel. In addition, we provide the proofs of main
theorems in Sections IV, V, and VI. Finally, we conclude the paper in Section VII.
Notations: Throughout the paper, we will use A and a to denote a matrix and a vector, respectively.
Let AT and ||A|| denote the transpose and the norm of A, respectively. In addition, let |A| and rank(A)
denote the determinant and the rank of A, respectively. The notations In and 0n×n denote the n × n
identity matrix and zero matrix, respectively. We write f(x) = o(x) if limx→∞
f(x)
x = 0. For convenience,
when indexing channel matrices, we use modular arithmetic where the modulus is the number of users.
(e.g., for the three-user case, H1,4 means H1,1).
II. SYSTEM MODEL
Consider the K-user rank-deficient interference channel with feedback, as depicted in Fig. 1. Trans-
mitter i wishes to communicate with receiver i, and transmitter i and receiver i use Mi and Ni antennas,
respectively. We assume that all channel coefficients are fixed and known to all nodes. Then, the input
and output relationship at time slot t is given by
yj(t) =
K∑
i=1
Hj,ixi(t) + zj(t),
where xi(t) is the Mi × 1 input signal vector at transmitter i, Hj,i is the Nj ×Mi channel matrix from
transmitter i to receiver j, and yj(t) is the Nj × 1 received signal vector at receiver j. The noise vector
zj(t) is the additive white circularly symmetric complex Gaussian with zero mean and covariance of INj .
We assume that all of the noise vectors and signal vectors are independent of each other.
In this paper, we adopt the rank-deficient channel model in [15], in which there are Dj,i ≤ min{Mi, Nj}
independent signal paths from transmitter i to receiver j. Let H(k)j,i denote the channel matrix correspond-
ing to the kth signal path between transmitter i and receiver j. Note that due to the key-hole effect [15],
August 6, 2018 DRAFT
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Fig. 1. The K-user rank-deficient interference channel with feedback.
rank(H(k)j,i ) = 1, ∀k = 1, 2, . . . , Dj,i. Therefore, we assume that the matrix Hj,i is given by
Hj,i =
Dj,i∑
k=1
H
(k)
j,i
=
Dj,i∑
k=1
a
(k)
j,i b
(k)
j,i
T
, ∀i, j = 1, 2, . . . ,K (1)
where a(k)j,i and b
(k)
j,i are Nj × 1 and Mi × 1 vectors respectively, and their coefficients are drawn from
a continuous distribution. From (1), we can see that rank(Hj,i) = Dj,i with probability one.
There are K independent messages W1,W2, . . . ,WK . At time slot t, transmitter i sends the encoded
signal xi(t), which is a function of Wi and past output sequences yt−1i , [ yi(1) yi(2) · · · yi(t− 1) ]T .
We assume that each transmitter should satisfy the average power constraint P , i.e., E[|xi(t)|2] ≤ P for
i ∈ {1, 2, . . . ,K}. A rate tuple (R1, R2, . . . , RK) is said to be achievable if there exists a sequence of
(2nR1 , 2nR2 , . . . , , 2nRK , n) codes such that the average probability of decoding error tends to zero as the
code length n goes to infinity. The capacity region C of this channel is the closure of the set of achievable
rate tuples (R1, R2, . . . , RK). The total DoF is defined as Γ = limP→∞max(R1,R2,...,RK)∈C
∑K
i=1Ri
log(P ) .
August 6, 2018 DRAFT
5III. MAIN RESULTS
A. Two-user case
For the two-user case, we characterize the total DoF as stated in the following theorem by developing
an achievable scheme and deriving a matching upper bound.
Theorem 1 (Two-user case): For the two-user rank-deficient interference channel with feedback, the
total DoF is given by
Γfb = min{M1 +N2 −D2,1,M2 +N1 −D1,2,
D1,1 +D2,2 +D1,2, D1,1 +D2,2 +D2,1,
min{M1, N1}+D2,2,min{M2, N2}+D1,1}
Proof: See Section IV for the proof.
Remark 1 (Full-rank case): For the case in which all the channel matrices have full ranks, i.e., Dj,i =
min(Mi, Nj) ∀i, j = 1, 2, the total DoF becomes
Γfb = min{M1 +M2, N1 +N2,max{M1, N2},max{M2, N1}},
which coincides with the result for the full-rank interference channel in [5], [6].
Remark 2: If all the direct links have full ranks, i.e., D1,1 = min(M1, N1) and D2,2 = min(M2, N2),
the result recovers the non-feedback case in [13]:
Γno = min{M1 +N2 −D2,1, N1 +M2 −D1,2, D1,1 +D2,2}.
Notice that for the above two cases, feedback cannot increase the total DoF.
DoF gain due to feedback: Consider a symmetric case where M1 = M2 = N1 = N2 = M and
D1,1 = D1,2 = D2,1 = D2,2 = D. Here, we assume that D is even, but we can get a similar graph when
D is odd. We plot the total DoF as a function of M with fixed D in Fig. 2. Note that the DoF gain due
to feedback can be achieved when the ratio of the number of antennas at each node to the rank of each
channel matrix is greater than a certain threshold. For M > 1.5D, we can achieve a higher DoF. The
gain comes from the fact that feedback can provide alternative signal paths when the number of antennas
at each node is large enough as compared to the channel ranks. Here, we provide an intuition behind
this gain through a simple example.
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Fig. 3. Achievability in Example 1. The beamforming vectors represented by solid and dashed lines denote the signals
transmitted to receivers 1 and 2, respectively.
Example 1: Consider the case where M1 = M2 = N1 = N2 = 2 and D1,1 = D2,2 = D1,2 = D2,1 = 1.
Our achievable scheme operates in two time slots. See Fig. 3. Let si,j denote the jth symbol of user
i ∈ {1, 2}. At time slot 1, we design the transmitted signals as
x1(1) = v1,1s1,1 + v1,2s1,2
x2(1) = v2,1s2,2 + v2,2s2,1,
where the beamforming vectors are designed such that H2,1v1,1 = H1,1v1,2 = H2,2v2,1 = H1,2v2,2 = 0.
Note that this design is feasible as the number of antennas at each node is greater than the rank of each
August 6, 2018 DRAFT
7channel matrix. Then, the received signal at each receiver is given by
y1(1) = H1,1v1,1s1,1 +H1,2v2,1s2,2 + z1(1)
y2(1) = H2,2v2,2s2,1 +H2,1v1,2s1,2 + z2(1).
Here, rank([ Hi,ivi,i Hi,jvj,i ]) = 2, ∀i, j = 1, 2 and i 6= j with probability one since channels are
generic as (1). Therefore, receiver 1 can decode s1,1 and transmitter 1 can know s2,2 after receiving
y1(1). Similarly, receiver 2 and transmitter 2 can decode s2,1 and s1,2, respectively.
Now the idea is that at the next time slot, each transmitter sends the other user’s symbol in addition
to its own fresh symbol. To achieve this, we design the transmitted signals at time slot 2 as
x1(2) = v1,1s1,3 + v1,2s2,2
x2(2) = v2,2s2,3 + v2,1s1,2,
where s1,3 and s2,3 are new symbols for users 1 and 2, respectively. Then we can see that receiver 1
can decode (s1,2, s1,3) and receiver 2 can decode (s2,2, s2,3). As a result, six symbols can be transmitted
over two time slots, thus achieving Γfb ≥ 3. This shows an improvement over the non-feedback DoF of
2.
Remark 3: From the above example, we see that feedback can create new signal paths (e.g., for s1,2,
transmitter 1 → receiver 2 → feedback → transmitter 2 → receiver 1), which do exist in the non-
feedback case. When the number of antennas at each node is large enough as compared to the ranks of
channel matrices, the dimension of signal space at each node becomes sufficiently large such that some
signals can be transmitted through these new signal paths, thus increasing the ranks of effective desired
channel matrices. For instance, the effective desired channel matrix for user 1 at time slot 2 is given by
He1,1 = H1,1 +H1,2, where rank(H
e
1,1) = 2. However, when all the direct links have full ranks, feedback
cannot increase the total DoF since we cannot increase the ranks of direct links further and cannot create
such alternative signal paths. Note that the role of feedback here is similar to that of relays in [16], which
shows that using multiple relays can create alternative signal paths, thus increasing the total DoF in the
rank-deficient interference channel.
B. Three-user case
When K ≥ 3, we focus on a symmetric case where Mi = Ni = M , Di,i = Dd, and Dj,i = Dc,
∀i = 1, 2, . . . ,K and i 6= j. Specifically, for K = 3, we develop a new achievable scheme which
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8employs interference alignment when the rank of cross links Dc is sufficiently large. The achievable total
DoF for the three-user case is stated in the following theorem.
Theorem 2 (Lower bound for K = 3): For the symmetric three-user rank-deficient interference chan-
nel with feedback, the following total DoF is achievable.
Γfb ≥

max
{
min
{
3M
2 ,M +Dd
}
, 2M −Dc
}
if Dc ≤M ≤ 2Dc,
3M − 3Dc if 2Dc ≤M ≤ 2Dc +Dd,
3Dd + 3Dc if 2Dc +Dd ≤M
Proof: See Section V for the proof.
Remark 4: If all the direct links have full ranks, i.e., Dd = M , the result again recovers the non-
feedback case in [13]:
Γno ≥
 3M2 if Dc ≤M ≤ 2Dc,3M − 3Dc if 2Dc ≤M.
Remark 5: As will be explained in Section V, our achievable scheme involves interference alignment
with feedback when Dc ≤M < 2Dc, while it is merely based on zero-forcing when M ≥ 2Dc. This is
due to the fact that when the ratio of Dc to M is greater than a certain threshold, we cannot null out
all the interference signals, and thus aligning unwanted signals is required to utilize the dimension of
the received signal space more efficiently. Furthermore, as will be shown in Theorem 3, the proposed
scheme achieves the optimal total DoF when M ≥ 2Dc +Dd.
DoF gain due to feedback: Consider the case where Dc = 2Dd. Again, we plot the total DoF as a
function of M with fixed Dc and Dd in Fig. 4. Note that for the three-user case, we employ interference
alignment when the rank of each cross link Dc is sufficiently large as compared to the number of antennas
at each node M (Here, when M ≤ 2Dc). In addition, we can see that the slope in Fig. 4 increases with
the number of antennas. This is because if there are enough antennas at each node, we can even create
new interference-free signal paths via zero-forcing rather than aligning unwanted signals.
We provide a simple example that shows how interference alignment can be applied with feedback.
Example 2: Consider the case where M = Dc = 5 and Dd = 1. As in the two-user case, the proposed
scheme operates in two time slots. See Fig. 5. At time slot 1, we design the transmitted signal for
transmitter i ∈ {1, 2, 3} as
xi(1) = v
[1]
i si,1 + v
[2]
i si,2 + v
[3]
i si,3.
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and/or interference alignment (IA), depending on the number of antennas at each node.
Here, transmitter i delivers si,1, si,2, and si,3 to receivers i, i+ 1, and i+ 2, respectively, while aligning
unwanted signals for each receiver. Note that although si,2 and si,3 are not intended symbols for receivers
i+ 1 and i+ 2, using feedback, transmitters i+ 1 and i+ 2 will forward them to receiver i in the next
time slot.
To achieve these, we construct v[1]i such that
span
(
Hi+1,iv
[1]
i
)
⊆ span
(
Hi+1,i+2v
[1]
i+2
)
.
We also design v[2]i and v
[3]
i such that
Hi,iv
[3]
i = Hi+2,i+2v
[2]
i+2 = 0,
Hi+1,iv
[3]
i = Hi+1,i+2v
[2]
i+2.
This beamforming design is feasible for M ≥ 2Dd and M ≤ 2Dc (This will be clarified in Section IV.).
It turns out that for receiver i + 1, unwanted symbols (si,1, si+2,1) and (si,3, si+2,2) are aligned. Now
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Fig. 5. Achievability in Example 2. The beamforming vectors represented by solid, dashed, and dashed-dotted lines denote
the desired signals for receivers 1, 2, and 3 respectively at each time slot. Note that arrows in the figure represent linearly
independent directions in a five dimensional space.
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we can see that
rank
([
Hi,i+1v
[1]
i+1 Hi,i+2v
[1]
i+2
])
= 1,
rank
([
Hi,i+1v
[2]
i+1 Hi,i+2v
[3]
i+2
])
= 1
with probability one. Hence, receiver i can decode si,1.
On the other hand, transmitter i can know si+2,2 and si+1,3 after receiving yi(1). At the next time
slot, each transmitter forwards the other user’s symbols in addition to its own fresh symbol. To achieve
this, we design the transmitted signal as
xi(2) = v
[1]
i si,4 + v
[2]
i si+1,3 + v
[3]
i si+2,2,
where si,4 is a new symbol for user i. Then, using the same argument above, we can see that receiver i
can decode (si,2, si,3, si,4), ∀i = 1, 2, 3. As a result, we can send 12 symbols over two time slots, thus
achieving Γfb ≥ 6. Note that the total DoF becomes three when there is no feedback.
C. Upper bound for the K-user case
Theorem 3 (Upper bound for the K-user case): For the symmetric K-user rank-deficient interference
channel with feedback, the total DoF is upper bounded by
Γfb ≤ KDd + DcK(K − 1)
2
.
Proof: See Section VI for the proof.
Corollary 1: For the symmetric K-user rank-deficient interference channel with feedback, the total
DoF is given by
Γfb = KDd +
DcK(K − 1)
2
when M ≥ Dd + (K − 1)Dc.
Proof: The converse follows from Theorem 3. For achievability, we consider a simple extension of
the scheme in Theorem 2. At the first time slot, each transmitter sends total Dd + (K − 1)Dc symbols,
in which Dd symbols are sent through the direct link and Dc symbols are sent through each cross link.
Then, after receiving yi(1), transmitter i and receiver i can know Dd desired symbols and (K − 1)Dc
the other user’s symbols. This is possible due to the fact that M ≥ Dd + (K − 1)Dc. At the second
time slot, each transmitter sends its new Dd symbols and also forwards the other user’s symbols to the
corresponding receivers. Consequently, we can see that each receiver can decode 2Dd + (K − 1)Dc
symbols during two-time slots, thus achieving Γfb ≥ KDd + DcK(K−1)2 .
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Remark 6: Suppose there are sufficiently many antennas at each node (e.g., M  Dd + (K − 1)Dc.).
Then, from Corollary 1, we can see that the DoF gain due to feedback increases with the number of
users. Let Γfb and Γno denote the total DoFs when there is feedback and no feedback, respectively. In
addition, consider the case where Dc = Dd = D. Then, we have
Γfb
Γno
=
DK(K + 1)/2
DK
=
K + 1
2
and we can see that the DoF gain is proportional to the number of users.
IV. PROOF OF THEOREM 1
A. Achievability
Our achievable scheme operates in two time slots. For brevity, we first categorize beamforming vectors
for transmitter i ∈ {1, 2} into three types:
Vi =
[
V
[1]
i V
[2]
i V
[3]
i
]
,
where V[j]i is a concatenation of type j beamforming vectors of transmitter i, i.e.,
V
[j]
i =
[
v
[j]
i,
∑j
k=1 d
[k−1]
i +1
v
[j]
i,
∑j
k=1 d
[k−1]
i +2
· · · v[j]
i,
∑j
k=1 d
k
i
]
, ∀j = 1, 2, 3,
d
[j]
i denotes the number of vectors in V
[j]
i , and d
[0]
i = 0.
• v[1]i,k denotes the kth beamforming vector for transmitter i which spans the nullspace of Hj,i, i.e.,
Hj,iv
[1]
i,k = 0, and Hi,iv
[1]
i,k 6= 0, where i 6= j. Note that since rank(Hj,i) = Dj,i, the maximum
number of beamforming vectors satisfying this condition is Mi −Dj,i.
• v[2]i,k denotes the kth beamforming vector for transmitter i whose coefficients are randomly generated
from a continuous distribution and 0 < ||v[2]i,k|| ≤ A, where A is a finite value. Hence, Hi,iv[2]i,k 6= 0
and Hj,iv
[2]
i,k 6= 0 with probability one.
• v[3]i,k denotes the kth beamforming vector for transmitter i which spans the nullspace of Hi,i, i.e.,
Hi,iv
[3]
i,k = 0, and Hj,iv
[3]
i,k 6= 0. Note that since rank(Hi,i) = Di,i, the maximum number of
beamforming vectors satisfying this condition is Mi −Di,i.
Now we explain the proposed scheme. Let s[j]i (t) denote the symbols of user i conveyed by V
[j]
i at
time slot t. At the first time slot, we design the transmitted signal as
xi(1) = Visi(1)
= V
[1]
i s
[1]
i (1) +V
[2]
i s
[2]
i (1) +V
[3]
i s
[3]
i (1),
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where
si(1) =

s
[1]
i (1)
s
[2]
i (1)
s
[3]
i (1)
 ,
s
[j]
i (1) =
[
si,
∑j
k=1 d
[k−1]
i +1
si,
∑j
k=1 d
[k−1]
i +2
· · · si,∑jk=1 dki
]T
, ∀j = 1, 2, 3.
Here, transmitters send their symbols with independent Gaussian signaling, i.e.,
si(1) ∼ CN
(
0d,
P
d
Id
)
where d = d[1]i + d
[2]
i + d
[3]
i , and V
[1]
i , V
[2]
i , and V
[3]
i are properly scaled to satisfy the power constraint
P . Then the received signal at receiver i ∈ {1, 2} is given by
yi(1) = Hi,ixi(1) +Hi,jxj(1) + zi(1)
= Hi,iV
[1]
i s
[1]
i (1) +Hi,iV
[2]
i s
[2]
i (1)
+Hi,jV
[2]
j s
[2]
j (1) +Hi,jV
[3]
j s
[3]
j (1) + zi(1).
In the proposed scheme, we want to enable receiver i to decode its desired symbols s[1]i (1) and
s
[2]
i (1). In addition, we also want to make transmitter i be able to know the other user’s symbols s
[2]
j (1)
and s[3]j (1) after its corresponding receiver feeds back the received signal. To achieve these, we choose
d
[1]
1 , d
[2]
1 , d
[3]
1 , d
[1]
2 , d
[2]
2 , and d
[3]
2 to satisfy the following conditions.
d
[3]
1 = d
[3]
2 , df (2)
0 ≤ d[1]1 ≤M1 −D2,1 (3)
0 ≤ d[1]2 ≤M2 −D1,2 (4)
0 ≤ df ≤ min{M1 −D1,1,M2 −D2,2} (5)
0 ≤ d[1]1 + d[2]1 ≤ D1,1 (6)
0 ≤ d[1]2 + d[2]2 ≤ D2,2 (7)
0 ≤ d[2]1 + df ≤ D2,1 (8)
0 ≤ d[2]2 + df ≤ D1,2 (9)
0 ≤ d[2]1 + df + d[1]2 + d[2]2 ≤ N2 (10)
0 ≤ d[2]2 + df + d[1]1 + d[2]1 ≤ N1 (11)
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Here, the conditions (3)-(5) are due to the properties of V[1]i and V
[3]
i ; (6)-(9) are due to the fact that
the number of symbols transmitted through a channel is constrained by the rank of the channel matrix;
(10)-(11) are due to the fact that the number of received symbols at a receiver should be less than or
equal to the number of antennas at the receiver. Note that if the above conditions are satisfied, we have
rank
([
Hi,iV
[1]
i Hi,iV
[2]
i Hi,jV
[2]
j Hi,jV
[3]
j
])
= d
[1]
i + d
[2]
i + d
[2]
j + d
f .
with probability one ∀i = 1, 2 and i 6= j. This is due to the facts that V1 and V2 are full-rank matrices
and channel matrices are generic so that Hi,i and Hi,j are random linear transformations. In addition,
since d[1]i +d
[2]
i ≤ Di,i and d[2]j +df ≤ min{D1,2, D2,1}, linear independence of signals is also preserved.
Thus, by observing yi(1), receiver i and transmitter i can obtain the desired results. Consequently, at
time slot 1, receivers 1 and 2 can decode d[1]1 + d
[2]
1 and d
[1]
2 + d
[2]
2 symbols, respectively.
Now we consider the proposed scheme in the second time slot. Recall that transmitter i can know
the other user’s symbols s[2]j (1) and s
[3]
j (1) after receiving feedback signal yi(1). Among these symbols,
transmitter i sends only s[3]j (1) for receiver j at the next time slot since symbols of s
[2]
j (1) were already
decoded by receiver j at the first time slot. Hence, at the second time slot, we design the transmitted
signal as
xi(2) = V
[1]
i s
[1]
i (2) +V
[2]
i s
[2]
i (2) +V
[3]
i s
[3]
j (1),
where
s
[1]
i (2) =
[
si,d[1]i +d
[2]
i +d
[3]
i +1
· · · si,2d[1]i +d[2]i +d[3]i
]T
,
s
[2]
i (2) =
[
si,2d[1]i +d
[2]
i +d
[3]
i +1
· · · si,2d[1]i +2d[2]i +d[3]i
]T
.
Here, s[1]i (2) and s
[2]
i (2) are new symbols of user i transmitted at the second time slot. As a result, the
received signal at receiver i ∈ {1, 2} is given by
yi(2) = Hi,ixi(2) +Hi,jxj(2) + zi(2)
= Hi,iV
[1]
i s
[1]
i (2) +Hi,iV
[2]
i s
[2]
i (2)
+Hi,jV
[2]
j s
[2]
j (2) +Hi,jV
[3]
j s
[3]
i (1) + zi(2).
Then, using the same argument as above,receiver i can decode all the symbols s[1]i (2), s
[2]
i (2), and s
[3]
i (1).
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In summary, during two time slots, receivers 1 and 2 can decode 2d[1]1 +2d
[2]
1 +d
[3]
1 and 2d
[1]
2 +2d
[2]
2 +d
[3]
2
symbols, respectively. Therefore, the achievable total DoF is
Γfb ≥d[1]1 + d[2]1 + d[1]2 + d[2]2 +
d
[3]
1 + d
[3]
2
2
=d
[1]
1 + d
[2]
1 + d
[1]
2 + d
[2]
2 + df .
Finally, by evaluating the conditions (2)-(11) using the Fourier-Motzkin elimination, we get the desired
bound:
Γfb ≥min{M1 +N2 −D2,1,M2 +N1 −D1,2,
D1,1 +D2,2 +D1,2, D1,1 +D2,2 +D2,1,
min{M1, N1}+D2,2,min{M2, N2}+D1,1}.
Remark 7: The achievable total DoF can also be established in an alternative way. One implicit strategy
is to employ Lemma 1 in [4]. We can achieve the same DoF by setting Xi = Uif + Ui + Xip where
Uif = V
[3]
i s
[3]
i (1), U = (U1f , U2f ), Ui = V
[2]
i s
[2]
i (1), and Xip = V
[1]
i s
[1]
i (1), ∀i = 1, 2.
B. Converse
The proof is a direct extension of that in the two-user SISO interference channel with feedback [4].
Hence, we focus on explaining the steps needed for the rank-deficient channel.
Starting with Fano’s inequality, we get:
n(R1 +R2 − n) ≤ I(W1;yn1 ) + I(W2;yn2 )
≤ I(W1;yn1 , sn1 ,W2) + I(W2;yn2 )
where s1 = H2,1x1 + z2 as in [4]. Hence, by following the same steps in [4], we have
R1 +R2 ≤ h(y2) + h(y1|s1,x2)− h(z1)− h(z2). (12)
Now we evaluate the inequality (12) with respect to the number of antennas at each node and the rank
of each channel matrix. From (12), we have
R1 +R2 ≤ h(y2) + h(y1|s1,x2)− h(z1)− h(z2)
≤ h(y2) + h(H1,1x1 + z1|s1)− h(z1)− h(z2).
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Notice that
h(y2)− h(z2) ≤ log
∣∣KGy2∣∣
h(H1,1x1 + z1|s1)− h(z1) ≤ log
∣∣∣KG(H1,1x1+z1,s1)∣∣∣∣∣KGs1∣∣ ,
where KGx denotes the covariance matrix of a Gaussian random vector x [3], [17]. Straightforward
computation gives
log
∣∣KGy2∣∣ ≤ min{N2, D2,2 +D2,1} logP + o(logP )
log
∣∣∣KG(H1,1x1+z1,s1)∣∣∣∣∣KGs1∣∣ ≤ min{M1 −D2,1, D1,1} logP + o(logP ).
Therefore, we have
Γfb ≤ min{N2, D2,2 +D2,1}+ min{M1 −D2,1, D1,1}
= min{N2 +M1 −D2,1, N2 +D1,1,
M1 +D2,2, D2,2 +D2,1 +D1,1}. (13)
By symmetry, we can also get the following upper bound:
Γfb ≤ min{N1 +M2 −D1,2, N1 +D2,2,
M2 +D1,1, D1,1 +D1,2 +D2,2}. (14)
Combining (13) and (14), we get the desired bound:
Γfb ≤min{M1 +N2 −D2,1,M2 +N1 −D1,2,
D1,1 +D2,2 +D1,2, D1,1 +D2,2 +D2,1,
min{M1, N1}+D2,2,min{M2, N2}+D1,1}.
V. PROOF OF THEOREM 2
As in the two-user case, our achievable scheme operates in two time slots. The achievable scheme
employs interference alignment when Dc is sufficiently large. For this section, we categorize beamforming
vectors for transmitter i ∈ {1, 2, 3} into seven types:
Vi =
[
V
[1]
i V
[2]
i · · · V[7]i
]
.
Here, since we consider the symmetric channel, we set d[j]i = d
[j], ∀i = 1, 2, 3.
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• v[1]i,k denotes the kth beamforming vector for transmitter i which spans the nullspace of Hi+1,i, i.e.,
Hi+1,iv
[1]
i,k = 0, and Hi,iv
[1]
i,k 6= 0 and Hi+2,iv[1]i,k 6= 0. Note that since rank(Hi+1,i) = Dc, the
maximum number of beamforming vectors satisfying this condition is M −Dc.
• v[2]i,k denotes the kth beamforming vector for transmitter i which spans the nullspace of Hi+2,i, i.e.,
Hi+2,iv
[2]
i,k = 0, and Hi,iv
[2]
i,k 6= 0 and Hi+1,iv[2]i,k 6= 0.
• v[3]i,k denotes the kth beamforming vector for transmitter i which spans the nullspace of [ Hi+1,i Hi+2,i ],
i.e., Hi+1,iv
[3]
i,k = 0 and Hi+2,iv
[3]
i,k = 0, and Hi,iv
[3]
i,k 6= 0. Note that this type of beamforming vector
exits only when M ≥ 2Dc. Assuming M ≥ 2Dc, the maximum number of beamforming vectors
satisfying this condition is M − 2Dc.
• After determining V[1]i , ∀i = 1, 2, 3, we construct alignment beamforming vectors for each trans-
mitter. We design V[4]i to satisfy
span
(
Hi+1,iV
[4]
i
)
⊆ span (Hi+1,i+2VIi+2)
where
VIi =
[
V
[1]
i V
[4]
i
]
.
To construct feasible V[4]i , we employ the beamforming scheme in [13], which is proposed for the
non-feedback channel (Set V[4]i = V
A
i in [13]).
• Consider the case where M ≥ 2Dd and M ≤ 2Dc. Let V[5]i =
[
V
[5,1]
i V
[5,2]
i
]
, where
V
[5,1]
i =
[
v
[5]
i,
∑4
j=1 d
[j]+1
· · · v[5]
i,
∑4
j=1 d
[j]+d[5]/2
]
,
V
[5,2]
i =
[
v
[5]
i,
∑4
j=1 d
[j]+d[5]/2
· · · v[5]
i,
∑5
j=1 d
[j]
]
.
We construct alignment beamforming vectors V[5,1]i and V
[5,2]
i such that
Hi,iV
[5,1]
i = Hi,iV
[5,2]
i = 0
Hi+2,iV
[5,1]
i = Hi+2,i+1V
[5,2]
i+1 ,
or equivalently, 
Hi+2,i −Hi+2,i+1
Hi,i 0M×M
0M×M Hi+1,i+1

︸ ︷︷ ︸
T
 V[5,1]i
V
[5,2]
i+1
 = 0.
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Since T is the 3M × 2M matrix whose rank is M + 2Dd, we can find feasible V[5,1]i and V[5,2]i+1 ,
where d[5] ≤ 2M − 4Dd. For the case where M ≤ 2Dd or M ≥ 2Dc, we set d[5] = 0.
• v[6]i,k denotes the kth beamforming vector for transmitter i which spans the nullspace of [ Hi,i Hi+1,i ],
i.e, Hi,iv
[6]
i,k = 0 and Hi+1,iv
[6]
i,k = 0, and Hi+2,iv
[6]
i,k 6= 0. Note that this type of beamforming vector
exits only when M ≥ Dd +Dc. Assuming M ≥ Dd +Dc, the maximum number of beamforming
vectors satisfying this condition is M −Dd −Dc.
• v[7]i,k denotes the kth beamforming vector for transmitter i which spans the nullspace of [ Hi,i Hi+2,i ],
i.e, Hi,iv
[7]
i,k = 0 and Hi+2,iv
[7]
i,k = 0, and Hi+1,iv
[7]
i,k 6= 0.
Notice that V[4]i and V
[5]
i are alignment beamforming matrices while the others are zero-forcing beam-
forming matrices.
Now we explain the proposed scheme. At time slot t, we design the transmitted signal for transmitter
i ∈ {1, 2, 3} as
xi(t) =
7∑
j=1
V
[j]
i s
[j]
i (t).
Here, as in the two-user case, transmitters send their symbols with independent Gaussian signaling, and
beamforming vectors are properly scaled to satisfy the power constraint. Then, due to the properties of
V
[j]
i , j ∈ {1, 2, . . . , 7}, the received signal of receiver i at time slot 1 is given by
yi(1) = Hi,ixi(1) +Hi,i+1xi+1(1) +Hi,i+2xi+2(1) + zi(1)
= Hi,i
(
V
[1]
i s
[1]
i (1) +V
[2]
i s
[2]
i (1) +V
[3]
i s
[3]
i (1) +V
[4]
i s
[4]
i (1)
)
+Hi,i+1
(
V
[1]
i+1s
[1]
i+1(1) +V
[4]
i+1s
[4]
i+1(1) +V
[5]
i+1
[
s
[5,1]
i+1 (1) s
[5,2]
i+1 (1)
]T
+V
[6]
i+1s
[6]
i+1(1)
)
+Hi,i+2
(
V
[2]
i+2s
[2]
i+2(1) +V
[4]
i+2s
[4]
i+2(1) +V
[5]
i+2
[
s
[5,1]
i+2 (1) s
[5,2]
i+2 (1)
]T
+V
[7]
i+2s
[7]
i+2(1)
)
+ zi(1),
(15)
where
s
[j]
i (1) =
[
si,
∑j
k=1 d
[k−1]+1 si,
∑j
k=1 d
[k−1]+2 · · · si,∑jk=1 dk
]T
, ∀j = 1, 2, . . . , 7,
s
[5,1]
i (1) =
[
si,
∑5
k=1 d
[k−1]+1 si,
∑5
k=1 d
[k−1]+2 · · · si,∑5k=1 d[k−1]+d[5]/2
]
,
s
[5,2]
i (1) =
[
si,
∑5
k=1 d
[k−1]+d[5]/2+1 si,
∑5
k=1 d
[k−1]+d[5]/2+2 · · · si,∑5k=1 dk
]
.
As we mentioned above, our achievable scheme operates in two time slots. In the first time slot,
transmitter i delivers the symbols (s[1]i (1), s
[2]
i (1), s
[3]
i (1), s
[4]
i (1)), (s
[5,1]
i (1), s
[7]
i (1)), and (s
[5,2]
i (1), s
[6]
i (1))
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to receivers i, i+ 1, and i+ 2, respectively, where
s
[5,1]
i (1) =
[
si,
∑5
k=1 d
[k−1]+1 · · · si,∑5k=1 d[k−1]+d[5]/2
]
,
s
[5,2]
i (1) =
[
si,
∑5
k=1 d
[k−1]+d[5]/2+1 · · · si,∑5k=1 dk
]
.
Here, although (s[5,1]i (1), s
[7]
i (1)) and (s
[5,2]
i (1), s
[6]
i (1)) are not desired symbols for receivers i + 1 and
i+ 2, using feedback, transmitters i+ 1 and i+ 2 will forward them to receiver i in the next time slot.
To achieve this, we choose d[j] to satisfy the following conditions.
d[1] ≤M −Dc (16)
d[2] ≤M −Dc (17)
d[3] ≤ max(M − 2Dc, 0) (18)
d[5] ≤ max(2M − 4Dd, 0,min(M − 2D, 0)) (19)
d[6] ≤ max(M −Dc −Dd, 0) (20)
d[7] ≤ max(M −Dc −Dd, 0) (21)
d[1] + d[2] + d[3] + d[4] ≤ Dd (22)
d[1] + d[4] + d[5] + d[6] ≤ Dc (23)
d[2] + d[4] + d[5] + d[7] ≤ Dc (24)
2d[1] + 2d[2] + d[3] + 2d[4] +
3
2
d[5] + d[6] + d[7] ≤M (25)
7∑
j=1
d[j] ≤M (26)
Here, the conditions (16)-(21) are due to the properties of V[j]i ; (22)-(24) are due to the fact that the
number of symbols transmitted through a channel is constrained by the rank of the channel matrix; (25)
is due to the fact that the number of received symbols at a receiver should be less than or equal to the
number of antennas at the receiver; (26) is due to the fact that the number of transmitted symbols from
a transmitter should be less than or equal to the number of antennas at the transmitter. Note that, due to
the alignment properties of V[4]i and V
[5]
i , we have
rank
([
Hi,i+1V
[1]
i+1 Hi,i+1V
[4]
i+1 Hi,i+2V
[4]
i+2
])
= d[1] + d[4],
rank
([
Hi,i+1V
[5]
i+1 Hi,i+2V
[5]
i+2
])
=
3
2
d[5].
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Then, we have
rank (A1) =
4∑
j=1
d[j], (27)
rank (A2) = d[1] + d[4] + d[5] + d[6], (28)
rank (A3) = d[2] + d[4] + d[5] + d[7], (29)
rank
([
A2 A3
])
= d[1] + d[2] + d[4] +
3
2
d[5] + d[6] + d[7], (30)
rank
([
A1 A2 A3
])
= 2d[1] + 2d[2] + d[3] + 2d[4] +
3
2
d[5] + d[6] + d[7] (31)
with probability one, where
A1 =
[
Hi,iV
[1]
i Hi,iV
[2]
i Hi,iV
[3]
i Hi,iV
[4]
i
]
,
A2 =
[
Hi,i+1V
[1]
i+1 Hi,i+1V
[4]
i+1 Hi,i+1V
[5]
i+1 Hi,i+1V
[6]
i+1
]
,
A3 =
[
Hi,i+2V
[2]
i+2 Hi,i+2V
[4]
i+2 Hi,i+2V
[5]
i+2 Hi,i+2V
[7]
i+2
]
.
Notice that (27)-(31) are due to the facts that V1, V2, and V3 are full-rank matrices and all the channel
matrices are generic. Thus, by observing yi(1), receiver i and transmitter i can decode the desired
symbols (s[1]i (1), s
[2]
i (1), s
[3]
i (1), s
[4]
i (1)) and the other user’s symbols (s
[5,2]
i+1 (1), s
[6]
i+1(1), s
[5,1]
i+2 (1), s
[7]
i+2(1))
as desired.
Now we consider the proposed scheme in the second time slot. Recall that transmitter i can know the
other user’s symbols (s[5,2]i+1 (1), s
[6]
i+1(1), s
[5,1]
i+2 (1), s
[7]
i+2(1)) after receiving yi(1). In the second time slot,
each transmitter will forward these symbols to the corresponding receivers, i.e., forward (s[5,2]i+1 (1), s
[6]
i+1(1))
to receiver i+ 1 and (s[5,1]i+2 (1), s
[7]
i+2(1)) to receiver i+ 2, and also send its own new symbols. To achieve
this, we set the symbols of user i transmitted at time slot 2 as
s
[j]
i (2) =
[
si,
∑j
k=1 d
[k−1]+
∑7
l=1 d
[l]+1 · · · si,∑jk=1 dk+∑7l=1 d[l]
]T
, ∀j = 1, . . . , 4,
s
[5]
i (2) =
[
s
[5,2]
i+1 (1) s
[5,1]
i+2 (1)
]T
,
s
[6]
i (2) = s
[7]
i+2(1),
s
[7]
i (2) = s
[6]
i+1(1).
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Here, s[1]i (2), s
[2]
i (2), s
[3]
i (2), and s
[4]
i (2) are new symbols of user i transmitted at the second time slot.
As a result, the received signal of receiver i at time slot 2 is given by
yi(2) = Hi,i
(
V
[1]
i s
[1]
i (2) +V
[2]
i s
[2]
i (2) +V
[3]
i s
[3]
i (2) +V
[4]
i s
[4]
i (2)
)
+Hi,i+1
(
V
[1]
i+1s
[1]
i+1(2) +V
[4]
i+1s
[4]
i+1(2) +V
[5]
i+1
[
s
[5,2]
i+2 (1) s
[5,1]
i (1)
]T
+V
[6]
i+1s
[7]
i+1(1)
)
+Hi,i+2
(
V
[2]
i+2s
[2]
i+2(2) +V
[4]
i+2s
[4]
i+2(2) +V
[5]
i+2
[
s
[5,2]
i (1) s
[5,1]
i+1 (1)
]T
+V
[7]
i+2s
[6]
i+2(2)
)
+ zi(2).
Then, using the same argument as above, receiver i can decode all the symbols (s[1]i (2), s
[2]
i (2), s
[3]
i (2),
s
[4]
i (2), s
[5]
i (1), s
[6]
i (1), s
[7]
i (1)).
In summary, during two time slots, receiver i ∈ {1, 2, 3} can decode 2d[1] + 2d[2] + 2d[3] + 2d[4] +
d[5] + d[6] + d[7] desired symbols, thus achieving total DoF:
Γfb ≥ d[1] + d[2] + d[3] + d[4] + d
[5] + d[6] + d[7]
2
.
Now we analyze the achievable total DoF by determining suitable d[j] for all j = 1, 2, . . . , 7 with
respect to M , Dd and Dc.
A. Case 1 : when Dc ≤M ≤ 2Dc
1) M ≥ 2Dd and M ≤ Dd +Dc: In this case, the proposed scheme employs interference alignment.
We set2
d[1] = M −Dc,
d[4] = Dd +Dc −M,
d[2] = d[3] = d[6] = d[7] = 0,
d[5] =
2M − 4Dd
3
,
which satisfies the conditions (16)-(26). Then, during two time slots, receiver i ∈ {1, 2, 3} can decode
2d[1] + 2d[4] + d[5] = 2Dd +
2M−4Dd
3 symbols, thus achieving the following total DoF:
Γfb ≥ 3
(
Dd +
M − 2Dd
3
)
= M +Dd. (32)
2If 2M−4Dd
3
is not an integer, we consider the three-time symbol extension as in [18], [13]. Furthermore, whenever d[j] is
not an integer, we can consider a proper symbol extension.
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2) When M ≥ 2Dd and M ≥ Dd + Dc: As in the previous case, the proposed scheme involves
interference alignment. We set
d[1] = d[2] =
Dd
2
,
d[3] = d[4] = 0,
d[5] =
4Dc − 2M
3
,
d[6] = d[7] = M −Dc −Dd,
which satisfies the conditions (16)-(26). Then, during two time slots, receiver i ∈ {1, 2, 3} can decode
2d[1] + 2d[2] + d[5] + d[6] + d[7] symbols, thus achieving the total DoF:
Γfb ≥ 3
(
M −Dc + 2Dc −M
3
)
= 2M −Dc. (33)
3) When M ≤ 2Dd: In this case, we use the non-feedback scheme in [13] and can achieve
Γfb ≥ 3M
2
(34)
by setting
d[1] = M −Dc,
d[4] = Dc − M
2
,
d[2] = d[3] = d[5] = d[6] = d[7] = 0.
Combining (32), (33), and (34), we obtain the following lower bound on the total DoF.
Γfb ≥ max
{
min
{
3M
2
,M +Dd
}
, 2M −Dc
}
, if Dc ≤M ≤ 2Dc. (35)
B. Case 2 : when 2Dc ≤M ≤ 2Dc +Dd
1) When M ≥ Dc + Dd: In this case, the proposed scheme is merely based on zero forcing (d[4] =
d[5] = 0). We set
d[1] = d[2] =
2Dc +Dd −M
2
,
d[3] = M − 2Dc,
d[4] = d[5] = 0,
d[6] = d[7] = M −Dc −Dd
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which satisfies the conditions (16)-(26). Then, the achievable total DoF is given by
Γfb ≥ 3 (Dd +M −Dc −Dd)
= 3M − 3Dc. (36)
2) When M ≤ Dd +Dc: In this case, we use the non-feedback scheme in [13] and can achieve
Γfb ≥ 3M − 3Dc (37)
by setting
d[1] = d[2] =
Dc
2
,
d[3] = M − 2Dc,
d[4] = d[5] = d[6] = d[7] = 0.
Combining (36) and (37), we obtain the following lower bound on the total DoF.
Γfb ≥ 3M − 3Dc, if 2Dc ≤M ≤ 2Dc +Dd. (38)
C. Case 3 : when M ≥ 2Dc +Dd
In this case, we use only 2Dc +Dd antennas out of M antennas at each node. Then, from the result
in Case 2, we can achieve
Γfb ≥ 3Dd + 3Dc, if M ≥ 2Dc +Dd, (39)
by setting
d[1] = d[2] = d[4] = d[5] = 0
d[3] = Dd
d[6] = d[7] = Dc.
Finally, by combining (35), (38), and (39), we get the desired bound:
Γfb ≥

max
{
min
{
3M
2 ,M +Dd
}
, 2M −Dc
}
if Dc ≤M ≤ 2Dc,
3M − 3Dc if 2Dc ≤M ≤ 2Dc +Dd,
3Dd + 3Dc if 2Dc +Dd ≤M
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VI. PROOF OF THEOREM 3
Let W¯i , {Wi+1,Wi+2, . . . ,WK}, X¯i , {xni+1,xni+2, . . . ,xnK}, and Y¯i , {yni+1,yni+2, . . . ,ynK} ∀i =
1, 2, . . . ,K, where W¯K = X¯K = Y¯K = ∅. Starting from Fano’s inequality, we have
n
(
K∑
i=1
Ri − n
)
≤
K∑
i=1
I (Wi;y
n
i )
(a)
≤
K∑
i=1
I
(
Wi;y
n
i , W¯i, Y¯i
)
(b)
=
K∑
i=1
I
(
Wi;y
n
i , Y¯i|W¯i
)
=
K∑
i=1
h
(
yni , Y¯i|W¯i
)− h (yni , Y¯i|W¯i,Wi)
=
K∑
i=1
h
(
yni |Y¯i, W¯i
)
+
K∑
i=1
h
(
Y¯i|W¯i
)− h (yni , Y¯i|W¯i,Wi)
=
K∑
i=1
h
(
yni |Y¯i, W¯i
)− h (yn1 ,yn2 , . . . ,ynK |W1,W2, . . . ,WK)
+
K∑
i=2
h
(
Y¯i|W¯i
)− h (yni , Y¯i|W¯i,Wi)+ h (yn2 , . . . ,ynK |W2, . . . ,WK)
(c)
=
K∑
i=1
h
(
yni |Y¯i, W¯i
)− h (yn1 ,yn2 , . . . ,ynK |W1,W2, . . . ,WK)
(d)
=
K∑
i=1
h
(
yni
∣∣∣∣Y¯i, W¯i, X¯i)− K∑
i=1
n∑
t=1
h (zi(t))
=
K∑
i=1
h
 i∑
j=1
Hi,jx
n
j + z
n
i
∣∣∣∣Y¯i, W¯i, X¯i
− K∑
i=1
n∑
t=1
h (zi(t))
(e)
≤
K∑
i=1
n∑
t=1
h
 i∑
j=1
Hi,jxj(t) + zi(t)
− h (zi(t))
where (a) follows from the fact that adding information increases mutual information (providing a genie);
(b) follows from the independence of (W1,W2, . . . ,WK); (c) follows from the recursive properties of
W¯i and Y¯i; (d) follows from the fact that xi(t) is a function of (Wi,yt−1i ) and x
n
i is a function of
(Wi,y
n
i ); and (e) follows from the fact that conditioning reduces entropy.
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Therefore, we have
K∑
i=1
Ri ≤
K∑
i=1
h
 i∑
j=1
Hi,jxj + zi
− h (zi)
(a)
≤
K∑
i=1
((Dd +Dc(i− 1)) logP + o(logP ))−
K∑
i=1
h (zi)
=
(
DdK +
K(K − 1)Dc
2
)
logP + o(logP )
where (a) follows from the fact that the pre-log term of h(
∑i
j=1Hi,jxj + zi) is constrained by Dd +
Dc(i− 1). Hence, we get the following upper bound:
Γfb ≤
(
DdK +
K(K − 1)Dc
2
)
.
VII. CONCLUSION
In this paper, we have investigated the total DoF of the K-user rank-deficient interference channel
with feedback. When K = 2, we have developed an explicit achievable scheme and obtaining a matching
upper bound, thus characterizing the total DoF. When K = 3, we have proposed a new achievable
scheme which involves interference alignment, especially when the rank of cross links is sufficiently
large as compared to the number of antennas at each node. In addition, we have derived an upper bound
for the general K-user case.
We have showed that in contrast to the full-rank case, feedback can indeed increase the DoF by
providing alternative signal paths. Furthermore, if we can use sufficiently many antennas at each node,
this DoF gain increases proportionally with the number of users. Therefore, using feedback can be an
attractive solution to overcome the rank-deficiency of channel matrices in a poor scattering environment.
Our work can be extended to several interesting directions: (1) Developing an achievable scheme for
the general K-user case; (2) Extending to other feedback models (e.g., limited feedback); (3) Extending
to the cases in which there is no or delayed channel state information at transmitters.
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