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Introduction
The purpose of the paper is to derive explicit integral criteria for the existence of eventually positive solutions to the equationẋ (t) + p(t)x(t − τ(t)) = 0, (1.1) with t ≥ t 0 ∈ R, in terms of inequalities of the integral of the coefficient p (without loss of generality, we will assume t 0 sufficiently large throughout the paper to ensure that the performed computations are well-defined) where p : [t 0 , ∞) → (0, ∞) is a continuous function. We will also assume, that the delay τ(t) is continuous, positive and bounded on [t 0 − r, ∞) by a constant r, i.e., τ(t) ≤ r. Next, define the set R + := [0, ∞). A solution to (1.1) is defined as follows: a continuous function x : [t * − r, ∞) → R is called a solution of (1.1) corresponding to t * ∈ [t 0 , ∞) if x is differentiable on [t * , ∞) (the derivative at t * is regarded as the right-hand derivative) and satisfies (1.1) for all t ≥ t * . A solution of (1.1) corresponding to t * is called oscillatory if it has arbitrarily large zeros. Otherwise, it is called non-oscillatory. A non-oscillatory solution x of (1.1) corresponding to t * is called positive (negative) if x(t) > 0 (x(t) < 0) on [t * − r, ∞). A solution x of (1.1) corresponding to t * is called eventually positive (eventually negative) if there exists t * * > t * such that x(t) > 0 (x(t) < 0) on [t * * , ∞).
Repeated interest in studying the existence of positive solutions of delay differential equations and their systems can be observed recently (we refer, e.g., to the monograph [1] and the papers [3, 4, 7, 9, 18, 21, 25, 30, 33-35, 37, 40] and to the references therein). Classical results can be found, e.g., in monographs [2, 24, 26, 28] and further results, e.g., in papers [10, 11, 13-16, 19, 20, 23, 27, 29] . Equation (1.1) often serves, due to its simple form, as an equation prototype for testing and comparing new results. But equation (1.1) itself has interesting applications as well. It is, for example, well-known in number theory that what is called the Dickman-de Bruijn function (we refer to [36, 38] and to the references therein) is a positive solution of the initial probleṁ
In [22, p. 226 ] equation (1.1), in the case of the coefficient and the delay in (1.1) being constant, p(t) = p > 0 and τ(t) = τ > 0, i.e.
x(t) + px(t − τ) = 0, t ≥ t 0 (1.2) models the amount of salt (expressed by a positive solution) in the brine in a tank diluted by fresh water. The same equation is used in an example of water temperature regulation by a showering person in [32, p. 74] . A well-known example of type (1.1) equatioṅ x(t) + 2te 1−2t x(t − 1) = 0 with a solution x(t) = e −t 2 illustrates the fact that linear equations with delay can have positive solutions decreasing for t → ∞ to zero faster than an arbitrary exponential function e −αt where α > 0 (see, e.g. [31, p. 97] ). It is well-known that either there exists an eventually positive solution of (1.1) or every solution of (1.1) is oscillatory. In the literature, by a critical case of the coefficient p in (1.1) is usually understood a boundary for p separating, in a sense, both the above mentioned asymptotically different qualitative cases of behavior of solutions to (1.1). We can give an explanation in the case of equation (1.2) . In such a case, it is easy to show that there exists a positive solution if pτ ≤ 1/e and that all solutions oscillate if pτ > 1/e, the value 1/e is called the critical value.
In the paper, we develop some new explicit integral criteria related to the well-known classical sharp integral criterion 
Implicit criterion
The following well-known implicit criterion (with conditions adapted for (1.1)) on the existence of positive solutions is often cited in the literature. 
Explicit criteria
Some results cited below are formulated explicitly in terms of inequalities for the coefficient p or in terms of integrals containing p. These results deal with the critical case and are sharp (non-improvable) in various senses (often explained in the original papers). E.g., positive solutions might not exist if the cited inequalities are subject to certain small perturbations.
In some of the inequalities below appears what is called the iterated logarithm. We define iterated logarithms of k-th order as ln k t := ln ln . . . ln k t, k ≥ 1, t > exp k−2 1 , ln 0 t := t and the iterated exponential exp k t := ( exp(exp(. . . exp k t ))), exp 0 t := t, exp −1 t := 0 is used to determine the domain of the iterated logarithm.
Point-wise criteria
In [23] it is assumed that p(t) = 1/e + a(t), τ(t) = 1 and t 0 = 1. Then, the equatioṅ
for all sufficiently large t [23, Theorem 3] . This result is improved in [20] as follows. If
for all sufficiently large t, then (1.5) has a positive solution. A further generalization is given in [10] , where it is proved that, for the existence of a positive solution to ( 
in [17] , it is proved that, for the existence of an eventually positive solution of (1.1), it is sufficient if an integer k ≥ 0 exists such that
Moreover, in [3] , it is showed that, if (1.8) holds and 0 ≤ τ(t) ≤ r for t → ∞, then (1.1) has an eventually positive solution. We finish this short overview by including a general result published in [3] . Let 1/τ(t) be a locally integrable function and
If there exists a δ ∈ (0, ∞) such that
and, for a fixed integer k ≥ 0,
then there exists an eventually positive solution of (1.1).
Integral criteria
Note, that the choice λ(t) = e p(t) in (1.4) turns this inequality into (1.3). The ideas how to utilize implicit criterion (1.4) to get new explicit integral criteria are brought from the papers [4] and [12] . A small modification of (1.4), transforming
( 1.9) with ω := λ * i , i = 0, 1, . . . , where λ * i are special functions defined as
led to substantial progress in developing new positivity criteria. Theorem 4 in [12] states the following Theorem 1.2. Let us assume that, for a fixed i ∈ {0, 1, . . . }, the inequality
holds for t ∈ [t 0 , ∞). Then there exists a positive solution x = x(t) of (1.1) on [t 0 , ∞). Moreover,
In particular, [12] demonstrates that Theorem 1.2 covers criteria (1.6)-(1.8).
New explicit integral criteria
Substituting (1.9) into (1.4), where ω : [t 0 − r, ∞) → R is a general function, results in the following statement (see [12, Theorem 3] ).
for t ∈ [t 0 , ∞). Then there exists a positive solution x = x(t) of (1.1) on [t 0 , ∞) satisfying the inequality
Theorem 2.1 is used in the proof of the following theorem.
Theorem 2.2.
Let ω : [t 0 − r, ∞) → R be a nonincreasing locally integrable function and let θ :
for t ∈ [t 0 , ∞), then there exists a positive solution x = x(t) of (1.1) on [t 0 , ∞).
Proof. For the left-hand side L of inequality (2.1), we get
Now, obviously, an estimate of the right-hand side R of inequality (2.1), utilizing (2.3), is
Inequality (2.1) holds and from Theorem 2.1 the proof of Theorem 2.2 is complete. Now we use Theorem 2.2 to get an easily verifiable explicit criterion.
for all t ≥ t 0 > 0 and a constant M. If there exists a function α :
for t ∈ [t 0 , ∞) and a constant µ ∈ (0, 1) such that
then there exists a t * 0 ∈ [t 0 , ∞) and a positive solution x = x(t) of (1.1) on [t * 0 , ∞).
Proof. In (2.3), put ω(t) = τ(t)/(2t) (in accordance with recommendation (1.9) for i = 0) and
Obviously, due to the boundedness of τ(t),
and in view of (2.4),
Combining both properties (2.8), (2.9) we have
for positive integers m and s. Due to (2.8)-(2.10), it is possible to asymptotically decompose both exponential functions in (2.7). For the first one, we get
and, for the second one, we derive
Then, utilizing (2.5), (2.11) and (2.12), we can estimate the left-hand side L 1 of (2.7),
p(s) ds
So, we have
is sufficient. From (2.4), we have −τ(t − τ(t)/2) + τ(t) ≤ 0. As the delay τ is bounded, (assuming t 0 sufficiently large),
Finally, utilizing (2.4), (2.6) and (2.15), we conclude that (2.14) will be satisfied if 
A minor modification in the proof of Theorem 2.3 gives the following statement.
for all t ≥ t 0 and a constant M and
then there exists a t * 0 ∈ [t 0 , ∞) and a positive solution x = x(t) of (1.1) on [t * 0 , ∞). Proof. Modifying inequality (2.14) (where α is replaced by β) in the proof of Theorem 2.3, we get
It is easy to see that the asymptotically leading terms in (2.18) are
because all the remaining terms are asymptotically smaller than the first or the second one. 
and inequality (2.4) turns into inequality
which holds with M := 1 + e. Theorem 2.3 is applicable if α satisfies inequality (2.6), i.e., = 1, 2, . . . , n − 1 be functions satisfying inequalities θ 1 (t) > θ 2 (t) > · · · > θ n−1 (t) and let the inequality
hold for t ∈ [t 0 , ∞). Then there exists a positive solution x = x(t) of (1.1) on [t 0 , ∞).
Proof. In the proof, we apply Theorem 2.1 again. For the left-hand side L of inequality (2.1) we get, using (3.1),
p(s) ds.
By (3.1), an estimate of the right-hand side R of inequality (2.1) is
inequality (2.1) holds, and from Theorem 2.1 the proof of Theorem 3.1 is complete. Now we use Theorem 3.1 to get an easily verifiable explicit criterion when the interval [t − τ, t], t ≥ t 0 is divided into n subintervals. It is necessary to underline that it is assumed that n > 2, i.e. Theorem 3.2 below cannot be reduced to Theorem 2.3 and both theorems are independent. It is a surprising fact that the proof of Theorem 3.2 is even simpler than that of proof of Theorem 2.3 (because the terms of the third order of accuracy in the asymptotic decomposition are not necessary) and, simultaneously, the function α satisfies an estimation (3.3) below which is weaker than (2.6) in Theorem 2.3.
Theorem 3.2. Let n > 2 be an integer and
for all t ≥ t 0 > 0 and i = 1, . . . , n, and a constant M. If
for t ∈ [t 0 , ∞), i = 1, . . . , n where α : [t 0 , ∞) → R + and there exist a µ ∈ (0, 1) such that
Proof. Put in (3.1) ω(t) = τ(t)/(2t) and θ i (t) = (n − i)/n, i = 1, . . . , n. Then, (3.1) equals (below by L * 1 and R * 1 the left-hand and the right-hand sides of (3.1) are denoted)
and, combining both properties (3.5), (3.6), we have
for positive integers m and s and i = 1, . . . , n − 1. By (3.5)-(3.7), it is possible to asymptotically decompose exponential functions in (3.4) . This is the next step. For i = 1, . . . , n, we get
Then, utilizing (3.3) and (3.8) we can estimate the left-hand side of (3.4),
Then, for L * 1 ≤ R * 1 ,
is sufficient. Let us transform the second sum in (3.9). We get
= [we take into account a reduction in the sum if i = n and i = n − 1]
where · is the floor function. Since, by (3.2),
and (3.9) will hold if
Now we apply inequality (3.3). Then, inequality (3.10) will hold if
Since, by (3.2),
inequality (3.11) will be valid if
We have n > 2 and µ ∈ (0, 1) so that the last inequality is obvious and L * 1 < R * 1 on [t * 0 , ∞), where t * 0 ≥ t 0 is sufficiently large. Inequality (3.1) holds, Theorem 3.1 is applicable, and a positive solution x = x(t) of (1.1) on [t * 0 , ∞) exists.
Remark 3.3. Let us note that if delay τ(t)
is a non increasing function, condition (3.2) holds. As noted above, Theorems 2.3, 3.2 are independent. The reason why Theorem 3.2 does not cover the case considered by Theorem 2.3 is the following. In the proof of Theorem 3.2, the crucial term determining the sign of the final estimate is
If n = 2 (which is not allowed in Theorem 3.2), this term disappears and the sign will be determined by expressions of order higher than τ 2 (t)/t 2 . Such an approach and detailed analysis is carried out in the proof of Theorem 2.3.
A minor modification in the proof of Theorem 3.2 results in the following statement.
Theorem 3.4. Let n > 2 be an integer and
for t ∈ [t 0 , ∞), i = 1, . . . , n, where β : [t 0 , ∞) → R + and there exist a µ ∈ (0, 1) such that 14) then there exists a t * 0 ∈ [t 0 , ∞) and a positive solution x = x(t) of (1.1) on [t * 0 , ∞).
Proof. Repeating the proof of Theorem 3.2, we get inequality (3.10) (where α is replaced by β), i.e.
Utilizing (3.14), inequality (3.15) will hold if
Asymptotic analysis of all the terms on the left-hand side of (3.16) leads to a conclusion that its sign is determined by the sum of two negative terms (recall that 1 − µ > 0)
because all the remaining terms are of an asymptotically higher order than at least one these two negative terms. Further, we can proceed as in the proof of Theorem 3.2. 
Concluding remarks and open problems
For a constant delay τ(t) ≡ τ, modifying slightly the proof of Theorem 2.3 and the proof of Theorem 3.2, we get the following theorems respectively: With this modification against the original proof of Theorem 2.3, we can repeat it (with small changes) up to inequality (2.13) which equals
i.e., if
The last inequality holds for all t ∈ [t * 0 , ∞) where t * 0 is sufficiently large. 
Proof. From (4.3), we get
and (4.4) yields
With this modification against the original proof of Theorem 3.2, we can repeat it without changes up to formula (3.11), which coincides (in the case of a constant delay) with (3.12). for every t ∈ [t 0 , ∞).
Let us formulate some open problems for future research. Although, in the paper, we provided several new explicit integral criteria for the existence of a positive solution x = x(t) of (1.1) and we demonstrated that our criteria are independent of the previously known results, unfortunately, our approach could not, in its present form, improve the classical criterion (1.3). Moreover, it is well-known that the equatioṅ
has a positive solution (by, e.g., criterion (1.8)), and all solutions of the equatioṅ then there exists a t * 0 ∈ [t 0 , ∞) and a positive solution x = x(t) of (1.1) on [t * 0 , ∞). In Theorems 2.3, 2.4, 3.2, and 3.4, inequalities (2.4), (2.16), (3.2), and (3.13) were used. These inequalities are valid if delay is nonincreasing (the case of inequalities (2.4), (3.2)) or decreasing (such possibility is admitted in all four inequalities). The last but not least task is whether similar results on the existence of positive solutions can be derived if the delay is nondecreasing or increasing. Finally, we refer to papers [5, 6, 8, 39] where similar problems of the behavior of solutions of delayed equations are treated.
