A symmetric matrix A is completely positive (CP) if there exists an entrywise nonnegative matrix V such that A = V V T . In this paper, we study the CP-matrix approximation problem of projecting a matrix onto the intersection of a set of linear constraints and the cone of CP matrices. We formulate the problem as the linear optimization with the norm cone and the cone of moments. A semidefinite algorithm is presented for the problem. A CP-decomposition of the projection matrix can also be obtained if the problem is feasible.
Introduction
A real n × n symmetric matrix A is completely positive (CP) if there exist nonnegative vectors v 1 , · · · , v r ∈ R T for an entrywise nonnegative V . Clearly, a CP-matrix is double nonnegative, i.e., it is not only positive semidefinite but also nonnegative entrywise.
Let S n be the set of real n × n symmetric matrices. For a cone C ⊆ S n , the dual cone of C is defined as C * := {B ∈ S n : A • B ≥ 0 for all A ∈ C}, where A • B := trace(A T B) is the standard inner product on R n×n . Denote it by simpler and more tractable cones [12, 14, 3, 32, 24] . By Nie's approach proposed in [27, 28] , Zhou and Fan [36] presented a semidefinite algorithm for the CP-matrix completion problem, which includes the CP checking as a special case; a CP-decomposition for a general CP-matrix can also be found by the algorithm. The approach is also applied to check interiors of the completely positive cone [37] .
In [34] , Sponseldur and Dür considered the problem of projecting a matrix onto the cones of copositive and completely positive matrices. Unlike projecting onto the cones of nonnegative matrices and positive semidefinite matrices, projecting onto either CP n or COP n is a nontrivial task in view of the NP-complexity results [13, 26] . Sponseldur and Dür used polyhedral approximations of COP n to compute the projection of a matrix onto COP n and the projection onto CP n by a dual approach.
In this paper, we consider the general CP-matrix approximation problem stated as: where C, A i ∈ S n , b i ∈ R(i = 1, . . . , m), and · p is the p-norm (p = 1, 2, ∞ or F ). The problem is projecting a symmetric matrix onto the intersection of a set of linear constraints and the complete positive cone. Specially, if C = 0, then (1.2) becomes the feasibility problem of finding a matrix in the intersection of a set of linear constraints and the CP cone, which has the minimum p-norm.
If there are no linear constraints, (1.2) is reduced to the CP projection problem
Hence, the CP projection problem is a special case of (1.2). Clearly, (1.3) is always feasible and has a solution. If the minimum is zero, then the projection matrix of C onto CP n is itself, which implies that C is CP. If the minimum is nonzero, then C is not CP. So, solving the CP projection problem (1.3) provides a way to check whether C is CP.
In this paper, we formulate (1.2) as a linear optimization problem with the cone of moments and the p-norm cone, then propose a semidefinite algorithm for it. If (1.2) is infeasible, we can get a certificate for it. If (1.2) is feasible, we can get a projection matrix of C onto the set of linear constraints and the CP cone. Moreover, a CP-decomposition of the projection matrix can also be obtained.
The paper is organized as follows. In section 2, we review the norm cone and its dual cone, and characterize the CP matrix as a moment sequence. In section 3, we show how to formulate (1.2) as a linear optimization problem with the norm cone and the cone of moments; its dual problem is also given. We present a smidefinite algorithm for (1.2) and study its convergence properties in section 4. Some computational results are given in section 5. Finally, we conclude the paper in section 6.
Preliminaries
In this section, we first give the dual norm of the p-norm on S n for p = 1, 2, ∞ and F respectively; the p-norm cone and its dual cone are also given. Then we characterize CP matrices as moments, and review some basics about moments and localizing matrices, as well as the semidefinite relaxations of the CP cone (cf. [21, 22, 25, 23, 27] ).
2.1. p-norm cone and its dual. For A ∈ R n×n , the p-norms of A (p = 1, 2, ∞, F ) are defined by:
|A ij |, the maximum absolute column sum norm or 1-norm,
1/2 , the spectral norm or 2-norm,
|A ij |, the maximum absolute row sum norm or ∞-norm,
Note that, when A ∈ S n , the 1-norm is the same as ∞-norm. Let · be a norm on S n . The associated dual norm, denoted by · * , is defined by
(cf. [5, Section A.1.6]). It can be proved that the dual norm of the p-norm for p = 1, 2, ∞ and F are:
For · on S n , the norm cone is defined by
where S n × R + is the Cartesian product of S n and R + . The dual cone of K is defined by
For the p-norm cone (p = 1, 2, ∞ and F ),
we can prove that the dual cone of K p is Let N be the set of nonnegative integers.
Then, A can also be identified as
where e i is the i-th unit vector in R n and R E denotes the space of real vectors indexed by α ∈ E. We call a an E-truncated moment sequence (E-tms).
Let
be the nonnegative part of the unit sphere. Every nonnegative vector is a multiple of a vector in ∆. So, by (1.1), A ∈ CP n if and only if there exist ρ 1 , · · · , ρ r > 0 and
The E-truncated ∆-moment problem (E-T∆MP) studies whether or not a given E-tms a admits a ∆-measure µ, i.e., a nonnegative Borel measure µ supported in ∆ such that
where
A measure µ satisfying the above is called a ∆-representing measure for a. A measure is called finitely atomic if its support is a finite set, and is called r-atomic if its support consists of at most r distinct points.
Hence, by (2.4), a symmetric matrix A, with the identifying vector a ∈ R E , is completely positive if and only if a admits an r-atomic ∆-measure, i.e.,
where each ρ i > 0, u i ∈ ∆ and
Then, R is the CP cone (cf. [28] 
For convenience, we also denote the inner product p, a := F a (p). Let
, the k-th localizing matrix of q generated by s is the symmetric matrix L
. In the above, vec(p) denotes the coefficient vector of polynomial p in the graded lexicographical ordering, and ⌈t⌉ denotes the smallest integer that is not smaller than t. In particular, when q = 1, L (k) 1 (s) is called a k-th order moment matrix and denoted as M k (s). We refer to [27, 18, 16] for more details about localizing and moment matrices.
Denote the polynomials:
3) is nonempty compact. It can also be described equivalently as
where g(x) = (g 0 (x), g 1 (x), · · · , g n (x)). As shown in [27] , a necessary condition for
gj (s) is symmetric positive semidefinite. If, in addition to (2.12), s satisfies the rank condition
then s admits a unique ∆-measure, which is rankM k (s)-atomic (cf. Curto and Fialkow [11] ). We say s is flat if both (2.12) and (2.13) are satisfied. Given two tms'ā ∈ R N n d andā ∈ R N n e , we sayā is an extension ofā, if d ≤ e and a α =ā α for all α ∈ N n d . Ifā is flat and extendsā, we sayā is a flat extension of a. We denote byā| E the subvector ofā, whose entries are indexed by α ∈ E. Note that an E-tms a ∈ R E admits a ∆-measure if and only if it is extendable to a flat tmsã ∈ R N n 2k for some k (cf. [27] ). By (2.7), we have that A ∈ CP n if and only if a has a flat extension. 
Let h and g be as in (2.11). Denote (2.15)
Then, I(h) = k∈N I 2k (h) is the ideal generated by h, and Q(g) = k∈N Q k (g) is the quadratic module generated by g (cf. [28] ). We say
. This is due to Putinars Positivstellensatz (cf. [33] ).
For each k ∈ N, denote (2.17)
Note that E is finite,
Moreover,
Moreover, Ψ k and Υ k are dual to each other (cf. [23, 25, 28] ).
As shown above, the hierarchy of Υ k provides the outer approximations of R and converges monotonically and asymptotically to R. So, Υ k can approximate the completely positive cone R arbitrarily well.
Linear optimization with the CP cone and norm cone
In this section, we formulate the CP-matrix approximation problem (1.2) as a linear optimization problem with the cone of moments and the p-norm cone. The duality is also discussed.
Introducing a variable γ ∈ R + , we transform (1.2) to the following problem:
The Lagrange function of (3.2) is:
Denote by F (3.2) the feasible set of (3.2). Then, the Lagrange dual problem of (3.2) is
where "•" denotes the Hadamard product, E n is the all-ones matrix and I n the identity matrix of order n respectively, Then, (3.2) can be formulated as the following linear optimization problem:
(P ) :
where R is given by (2.6). The dual problem of (P ) is (D) :
where P is given by (2.8).
By weak duality, for all feasible points (x, Y, γ) in (P ) and (λ, s, Z) in (D), we have
The theorem below shows when the strong duality holds, i.e, the equality holds for (3.6).
Theorem 3.1. For problems (P ) and (D),
are the minimizers of (P ) and (D), respectively.
is the minimizer of (P ), then there exists a dual feasible point (λ, s, Z) such that γ
Theorem 3.1 can be implied by the standard strong duality theory (cf. [1] ), so we omit the proof here. For convenience, if there exists (λ, s, Z) ∈ F (D) such that λ i > 0(i = m e + 1, . . . , m) and (s, (Z, 1)) ∈ int(P × K * p ), we call (D) have a relative interior.
A semidefinite algorithm
In this section, we present a semidefinite algorithm for the CP-matrix approximation problem and study its convergence properties. 4.1. A semidefinite algorithm. As shown in (2.18) and (2.22), R and P have nice relaxations Υ k and Ψ k , respectively. By (2.20) and (2.21), the k-th order relaxation of (P ) can be defined as (P k ) :
and the dual problem of (P k ) is
are SDP problems, so they can be solved efficiently.
is a minimizer of (P ), i.e., the relaxation (P k ) is exact for solving (P ). In this case, if ϑ
Based on the above, we propose a semidefinite algorithm for the CP-matrix approximation problem (1.2). Algorithm 4.1 (A semidefinite algorithm for the CP-matrix approximation problem).
Step 0. Input C ∈ S n and ∆ as (2.3). Let k := 2.
Step 1. Solve the primal-dual pair (
is infeasible, stop and output that (P ) is infeasible; otherwise, compute an optimal solution (x * ,k , Y * ,k , γ * ,k ,x * ,k ) of (P k ). Let t := 1.
Step 2. Letx :=x * ,k | 2t . If the rank condition (2.13) is not satisfied, go to Step 4.
Step 3. Compute the finitely atomic measure µ admitted byx:
where ρ i > 0, u i ∈ ∆, r = rank(M t (x)) and δ(u i ) is the Dirac measure supported on the point u i ∈ ∆.
Step 4. If t < k, set t := t + 1 and go to Step 2; otherwise, set k := k + 1 and go to Step 1.
If (1.2) is feasible, Algorithm 4.1 can give a projection matrix of a symmetric matrix onto the intersection of a set of linear constraints and the CP cone. A CPdecomposition of the projection matrix can also be obtained. If (1.2) is infeasible, Algorithm 4.1 can give a certificate for the infeasibility.
We use Step 2 to check whetherx * ,k | 2t is flat or not. Nie [28] showed it might be possible that x * ,k ∈ R whilex * ,k | 2t is not flat for all t . In such cases, we can apply the algorithms given in [27, 36] to check whether x * ,k ∈ R or not.
We use Henrion and Lasserre's method in [19] to get a r-atomic ∆-measure for x, which can further produce the CP-decomposition of the projection matrix.
We discuss how to solve (P k ) for different p-norm cone in section 4.3. 
} is bounded, and each of its accumulation points is a minimizer of (P ). The sequence {γ * ,k } converges to the minimum of (1.2).
. . , m), and (s
. Note that since ∆ is compact, there exist ǫ > 0 and δ > 0 such that
By [30, Theorem 6] , there exists N 0 > 0 such that
So (D k ) has a relative interior point for all k ≥ N 0 , thus the strong duality holds for (P k ) and (D k ). As (P ) is feasible, the relaxation problem (P k ) is also feasible. So, (P k ) has a minimizer (
and ǫ be as in the proof of (i). The set I 2N0 (h) + Q N0 (g) is dual to Γ N0 . For all k ≥ N 0 , we havẽ x * ,k ∈ Γ N0 and
Note that I(h) + Q(g) is archimedean, following the line of proof given in [28, Theorem 4.3 (ii)], we can obtain that the sequence {x * ,k } is bounded. Due to the relationships between the definitions of x, Y and γ, we know {(
Without loss of generality, we assume
Since x * ,k ∈ Υ k , by (2.22) and (2.23), we have
Since (P k ) is a relaxation problem of (P ) and (x * ,k , Y * ,k , γ * ,k ) is a minimizer of (P k ), we have
which together with (4.1) implies that
So, (x * , Y * , γ * ) is a minimizer of (P ), and the sequence {γ * ,k } converges to the minimum of (P ).
Remark 4.3. If (1.2) is feasible, then, under some general conditions [29, 31] , which is almost necessary and sufficient, we can get a flat extensionx * ,k by solving the hierarchy of (P k ), within finitely many steps [28, Section 4].
Subproblem solving.
We discuss how to solve the subproblem (P k ) in Algorithm 4.1 for different p-norm cone K p (p = 1, 2, ∞, F ). 
whereẼ j is the matrix whose j-th column is of all ones and other entries are zeros.
(4.3) is a linear optimization problem with linear matrix inequalities. It can be solved by the softwares GloptiPoly 3 [20] and SeDuMi [35] .
2-norm cone. Note that (Y, γ) ∈ K 2 if and only if
γI n Y Y T γI n 0. Since Y = X − C, we can transform (P k ) to the following problem:
where vech −1 (·) denotes the inverse of the linear operator vech(·). (4.4) can also be solved by the softwares GloptiPoly 3 [20] and SeDuMi [35] .
F -norm cone. Let
Then (Y, γ) ∈ K F if and only if (y, γ) ∈ Ln +1 , where
is the second-order cone (or Lorentz cone). Since Y = X − C, (P k ) can be transformed to the following problem:
(4.5) (4.5) is a linear optimization problem with the second-order cone and linear matrix inequalities. It can be solved by the softwares GloptiPoly 3 [20] and SeDuMi [35] .
Numerical experiments
In this section, we present some numerical experiments for computing the projection of a matrix onto the intersection of a set of linear constraints and the CP cone by using Algorithm 4.1. A CP-decomposition of the projection matrix is also given if the problem is feasible. The experiments are implemented on a laptop with an Intel Core i5-2520M CPU and 4GB of RAM, using Matlab R2012b. We only display 4 digits for each number. It can be checked that C is double nonnegative. Since a symmetric double nonnegative matrix with the order less than or equal to 4 is CP (cf.
[2]), we have C ∈ CP 4 . Case 1. Consider (1.2) without linear constraints, i.e., we compute the projection of C onto CP 4 in 1-norm. Algorithm 4.1 terminates at k = 3, with γ * ,k = 0.0000 and x * ,k ∈ R. So, X * = C. This verifies that C is CP. The CP-decomposition of C is C = 
CP-approximation in 2-norm.
Example 5.2. Consider the symmetric matrix C given as (cf. [34] ):
It is shown in [34] that C ∈ CP 5 and the CP-rank of C is 5.
Case 1. Consider (1.2) with the CP cone and the linear constraints 1, 2, 3) , where
Algorithm 4.1 terminates at k = 3, with γ * ,k = 0.0000 and x * ,k ∈ R. So, X * = C. This implies that C is not only CP but also satisfies the linear constraints. The CP-decomposition of C is C = We obtained a minimal CP-decomposition of C. It is different from the minimal CP-decomposition given in [34] . 
The CP-decomposition of X * is X * = Algorithm 4.1 terminates at k = 3, with γ * ,k = 3.3763 and x * ,k ∈ R. The optimal solution is: 
The CP-decomposition of X * is X * = Example 5.5. Consider the computing time of projecting a random symmetric matrix onto the CP cone. For each n = 2, 3, . . . , 10, we generate 50 random symmetric n × n matrices. 
Conclusions
We study the CP-matrix approximation problem of projecting a symmetric matrix onto the intersection of a set of linear constraints and the CP cone. It includes the feasibility problem and the CP projection problem as special cases. We formulate the problem as the linear optimization with the cone of moments and the p-norm cone (p = 1, 2, ∞, or F ). A semidefinite algorithm (i.e., Algorithm 4.1) is presented for it. Its convergence is also studied. If the problem is infeasible, we can get a certificate for it. If the problem is feasible, we can get a projection matrix; moreover, a CP-decomposition of the projection matrix can also be obtained. Numerical results show that Algorithm 4.1 is efficient in solving the CP-matrix approximation problem.
