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LOCAL CONJUGACY CLASSES FOR ANALYTIC
TORUS FLOWS
JOA˜O LOPES DIAS
Abstract. If a real-analytic flow on the multidimensional torus
close enough to linear has a unique rotation vector which satisfies
an arithmetical condition Y, then it is analytically conjugate to
linear. We show this by proving that the orbit under renormaliza-
tion of a constant Y vector field attracts all nearby orbits with the
same rotation vector.
1. Introduction
We are interested in the study of real-analytic flows φt on the torus
Td = Rd/Zd, d ≥ 2, that are topologically conjugate to a linear flow,
i.e. h−1 ◦φt ◦ h(x) = x+ωt mod 1, t ≥ 0, for some homeomorphism h
of Td and ω ∈ Rd. Our aim, as part of a program, is to find sufficient
conditions for which the conjugacy h is guaranteed to be real-analytic.
The general case d ≥ 2 differs significantly from the lower dimension
situation d = 2 where there is an invariant of motion, the asymptotic
direction of the flow, whose slope is called rotation number. The clas-
sical Denjoy’s theorem [6] asserts that for sufficiently smooth flows,
irrational rotation numbers describe completely topological conjugacy
classes. This can not be generalized to higher dimensions due to the
large variety of possible dynamical behaviours; often there is more than
one asymptotic direction (rotation vectors). In this paper we look at
analytic flows with a unique rotation vector for all orbits, showing that
these have similar properties to the ones of d = 2, at least for ’typical’
rotation vectors.
The two dimensional theory was further developed by Arnol’d [1],
Herman [8] and Yoccoz [20] in the 1960’s, 1970’s and 1980’s, respec-
tively. Mainly working on the discrete-time counterpart, circle dif-
feomorphisms as return maps to flow transversals, they showed that
the conjugacy classes correspond to higher regularity (see also [10, 9]).
However, this will depend on the arithmetical properties of the rota-
tion number due to their crucial role in solving small divisor problems.
In particular, in the 1990’s Yoccoz proved that for analytic diffeomor-
phisms close to a rotation, the conjugacy is analytic if the rotation
number is of Brjuno type [21]; and this arithmetical condition is op-
timal. Moreover, the closeness to rotation hypothesis can be dropped
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if restricting to Yoccoz’s H set of rotation numbers [22]. Again, this
condition is optimal.
The above cited results can be seen as proofs of differential rigid-
ity within topological conjugacy classes of smooth systems. This has
been observed to be a property common to different problems as in e.g.
[13, 4, 5, 3], while renormalization being the tool often used. However,
in those works the renormalizations are based on the continued fraction
expansion of irrational numbers. Here we are able to work on higher
dimensions by making use of the multidimensional continued fractions
algorithm introduced in [12] (see also [11, 16, 15]). This roughly cor-
responds to a flow on the homogeneous space SL(d,Z) \ SL(d,R) that,
following Lagarias ideas [17], provides a strongly convergent continued
fractions expansion for all vectors (see section 2 below).
Given ω ∈ Rd − {0}, define the linear torus flow
Rt
ω
: Td → Td, x 7→ x+ ωt mod 1, (1.1)
with t ≥ 0. The main result in this paper is the following.
Theorem 1.1. Let ω ∈ Y ⊂ Rd. If a Cω flow on Td has a unique
rotation vector ω and close enough to linear, then it is Cω-conjugate
to Rt
ω
.
Since the rotation vector is invariant under homeomorphisms (see
section 3), this result yields an immediate consequence:
Corollary 1.2. Let ω ∈ Y ⊂ Rd. If a Cω flow on Td is C0-conjugate
to Rt
ω
and it is close enough to linear, then the conjugacy is in fact Cω.
Therefore, the topological and analytic conjugacy classes of Rt
ω
are
locally the same for ω ∈ Y and coincide with the set of close-to-
linear flows with a rotation vector ω. Note that by allowing time-
reparametrizations and recalling that Rtλω = R
λt
ω
, λ 6= 0, we obtain
larger conjugacy classes.
In Proposition 2.6 we will see that the set Y contains all diophantine
vectors, having full Lebesgue measure. In dimension two Y corresponds
to the set of vectors whose slope is a Brjuno number.
We highlight the fact that no condition such as volume-preservation
is required for the main theorem to hold. It is known [7, 8, 19] that
volume-preserving Cω-flows with a diophantine rotation vector ω and
close to Rt
ω
are Cω-conjugated to Rt
ω
. That is a consequence of the
existence of a parameter λ which makes a vector field X + λ (not
necessarily divergence free) conjugated to a translation, where X is
close to ω (see also [12]). With Rt
ω
ergodic, if the volume is preserved
and the rotation vector is ω, then λ has to vanish (Proposition 2.6.1
[8] pp.180).
We believe that further extensions of Theorem 1.1, namely for Cr
vector fields, should be accessible by the present method. Two open
and outstanding problems are the corresponding global result and the
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determination of an optimal condition on ω for which the theorem
holds.
The proof of Theorem 1.1 is a consequence of the convergence under
renormalization of vector fields in some small ball around ω. The renor-
malization operator is basically a coordinate change and time rescaling
related to the continued fractions of ω (cf. [14, 12]). Convergence
is guaranteed if the rotation vector ω ∈ Y . The fact that we have
a unique rotation vector permits us to control the distance between
ω and the constant Fourier mode of the perturbed vector fields. Our
scheme therefore contracts a ball in its domain towards the orbit un-
der renormalization of the constant vector field ω. The differentiable
conjugacy then follows.
In section 2 we review the multidimensional continued fractions scheme
introduced in [12], and define the class of Y vectors. In sections 3 and
4 we present the renormalization building blocks, which will be put
together in section 5 in order to determine sufficient conditions for
the existence of infinitely renormalizable vector fields. In section 7 we
construct the analytic conjugacy for vector fields which are attracted
under renormalization to the orbit of the constant system. The proof
of Theorem 1.1 is concluded in section 8.
For the following we set the notations N = {1, 2, . . .} for the positive
integers and N0 = N ∪ {0} for the non-negative integers. Moreover,
A≪ B stands for the existence of a constant C > 0 such that A ≤ CB.
2. Multidimensional continued fractions
In this section we present the multidimensional continued fractions
algorithm introduced in [12]. In addition, we define the class of vec-
tors Y from the properties of the continued fractions expansion in an
appropriate way to be used later by the renormalization scheme.
2.1. Flow on homogeneous space. Denote by G = SL(d,R), Γ =
SL(d,Z) and take a fundamental domain F ⊂ G of the homogeneous
space Γ\G (the space of d-dimensional non-degenerate unimodular lat-
tices). On F consider the flow:
Φt : F → F , M 7→ P (t)MEt, (2.1)
where
Et = diag(e−t, . . . , e−t, e(d−1)t) ∈ G
and P (t) is the unique family in Γ that keeps ΦtM in F for every t ≥ 0.
For the remaining of this paper we fix ω = (α, 1) ∈ Rd. We are then
interested in the orbit under Φt of the matrix
Mω =
(
I α
0 1
)
. (2.2)
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2.2. Growth of the flow. Let the function δ : Γ\G→ R+ measuring
the shortest vector in the lattice M be
δ(M) = inf
k∈Zd−{0}
‖ ⊤kM‖, (2.3)
where ‖ · ‖ stands for the ℓ1-norm (in the following we will make use
of the corresponding matrix norm taken as the usual operator norm).
Notice that δ(ΦtMω) = δ(MωE
t).
Proposition 2.1 ([12]). There exist C1, C2 > 0 such that for all t ≥ 0
‖ΦtMω‖ ≤
C1
δ(ΦtMω)d−1
and ‖(ΦtMω)
−1‖ ≤
C2
δ(ΦtMω)
. (2.4)
2.3. Stopping times. Consider a sequence of times, called stopping
times,
t0 = 0 < t1 < t2 < · · · → +∞ (2.5)
such that the matrices P (t) in (2.1) satisfy
Pn := P (tn) 6= P (tn−1), (2.6)
with n ∈ N. We also set P0 = P (t0) = I. The sequence of matrices
Pn ∈ SL(d,Z) are the rational approximates of ω, called the multi-
dimensional continued fractions expansion. In addition we define the
transfer matrices
Tn = PnP
−1
n−1, n ∈ N, and T0 = I. (2.7)
The flow of Mω taken at the time sequence is thus the sequence of
matrices
Mn = Φ
tnMω = PnMωE
tn . (2.8)
Using some properties of the flow, the above can be decomposed (see
[12]) into
Mn =
(
I αn
0 1
)(
∆n 0
⊤βn γn
)
(2.9)
with γn being the d-th component of the vector e
(d−1)tnPnω.
Define ωn = (αn, 1), ω0 = ω and, for n ∈ N,
ωn = γ
−1
n Mn
(
0
...
0
1
)
= λnPnω = ηnTnωn−1, (2.10)
where
λn =
1
γn
e(d−1)tn and ηn =
λn
λn−1
. (2.11)
We remark that when d = 2, there exists a sequence of stopping
times (called Hermitte critical times) that gives an accelerated version
of the standard continued fractions of a number α [12, 17].
2.4. Resonance widths. We call resonance widths to the terms of
any decreasing sequence σ : N0 → R
+.
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2.5. Resonance cone. Given resonance widths σ : N0 → R
+, define
the resonant cones to be
I+n = {k ∈ Z
d : |k · ωn| ≤ σn‖k‖}. (2.12)
In addition, let
An = sup
k∈I+n −{0}
‖ ⊤T−1n+1k‖
‖k‖
. (2.13)
Proposition 2.2. There is c > 0 such that for any n ∈ N0
An ≤ c e
−δtn+1
σne
dδtn+1 + 1
δ(Mn)d−1δ(Mn+1)
, (2.14)
where δtn+1 = tn+1 − tn.
Proof. Take S⊥n to be the hyperspace orthogonal to ωn. By (2.7) and
(2.8), Tn = MnE
−δtnM−1n−1 and
⊤T−1n+1 =
⊤M−1n+1E
δtn+1 ⊤Mn. So, for
ξ ∈ S⊥n , (2.9) gives
⊤T−1n+1ξ = e
−δtn+1 ⊤M−1n+1
(
⊤Anξ
′
0
)
= e−δtn+1 ⊤M−1n+1
⊤Mnξ,
where ξ′ ∈ Rd−1 comprises the first d− 1 components of ξ.
Now, write k ∈ I+n − {0} as k = k1 + k2 where
k1 =
k · ωn
ωn · ωn
ωn and k2 ∈ S
⊥
n .
Hence,
‖ ⊤T−1n+1k‖ ≤ ‖
⊤T−1n+1k1‖+ ‖
⊤T−1n+1k2‖
≤ σn‖
⊤T−1n+1‖ ‖k‖+ e
−δtn+1‖ ⊤M−1n+1‖ ‖
⊤Mn‖ ‖k‖
≤ (σn‖E
δtn+1‖+ e−δtn+1)‖ ⊤M−1n+1‖ ‖
⊤Mn‖ ‖k‖
(2.15)
which can be estimated using Proposition 2.1. 
2.6. Class of diophantine vectors. A vector ω ∈ Rd is diophantine
with exponent β ≥ 0 if there is a constant C > 0 such that
|ω · k| >
C
‖k‖d−1+β
.
It is a well known fact that the sets DC(β) of diophantine vectors
with exponent β > 0 are of full Lebesgue measure [2]. On the other
hand, the set DC(0) has zero Lebesgue measure. A vector is said to
be diophantine if it belongs to DC = ∪β≥0DC(β).
Proposition 2.3. Let β ≥ 0. Then, ω ∈ DC(β) iff there is C ′ > 0
such that
δ(ΦtMω) > C
′e−θt, t ≥ 0,
with θ = β/(d+ β).
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Proof. Notice first that ⊤kMωE
t = (e−tk̂, e(d−1)t(k · ω)), where k =
(k̂, kd) ∈ Z
d − {0}. Now, we have that
C ′ < eθt inf
k6=0
‖ ⊤kMωE
t‖ ≤ max{e−(1−θ)t‖k‖, e(d−1+θ)t|k · ω|}. (2.16)
Let
t = t(k) =
{
1
d
log ‖k‖
|k·ω|
, ‖k‖ ≥ |k · ω|
0, ‖k‖ ≤ |k · ω|.
Using this t in (2.16), the second case trivially means that |k · ω| >
C ′ > C‖k‖−(d−1+β) for some constant C > 0. For the first case,
C ′ < ‖k‖(d−1+θ)/d|k · ω|1−(d−1+θ)/d.
So, |k · ω| > C ′‖k‖d−1+β and ω is diophantine with exponent β.
The converse is proved in [12]-Lemma 2.3. 
Proposition 2.4. If ω ∈ DC(β), β ≥ 0, there are constants c1, c2, c3, c4, c5, c6, c7 >
0 such that, for all stopping-time sequence t : N0 → R,
‖Mn‖ ≤ c1 exp[(d− 1)θtn], (2.17)
‖M−1n ‖ ≤ c2 exp(θtn), (2.18)
‖Pn‖ ≤ c3 exp[(d θ + 1− θ)tn], (2.19)
‖P−1n ‖ ≤ c4 exp[(d− 1 + θ)tn], (2.20)
‖Tn‖ ≤ c5 exp[(1− θ)δtn + d θ tn], (2.21)
‖T−1n ‖ ≤ c6 exp[(d− 1)(1− θ)δtn + d θ tn], (2.22)
and
c7 exp
[
− θ
(
d2
1− θ
− (d− 1)
)
tn
]
≤ |γn| ≤ c1 exp[(d− 1)θtn], (2.23)
where δtn = tn − tn−1 and θ = β/(d+ β).
Proof. These estimates are a direct consequence of Proposition 2.3 ap-
plied to Proposition 2.1 (cf. [12]). 
Proposition 2.5. If ω ∈ DC(β), β ≥ 0, then there is c > 0 such that
for any n ∈ N0,
An ≤ c e
−(1−θ)δtn+1+dθtn
(
σne
dδtn+1 + 1
)
. (2.24)
Proof. It follows immediately by applying Proposition 2.3 to Proposi-
tion 2.2. 
2.7. Class of Y-vectors. In this paper we will be dealing with a class
of vectors which satisfies some arithmetical properties more general
than the diophantine ones (cf. section 2.6).
A vector ω ∈ Rd belongs to Y if there exists sequences of resonance
widths σ : N0 → R
+ and of stopping-times t : N0 → R such that∑
n≥0
A0 . . . An log
(
|ηn+1| ‖Tn+1‖
σn‖ωn+1‖
σn+1
)
<∞ (2.25)
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and
lim
n→+∞
22nσn‖P
−1
n ‖ ‖T0‖
2 . . . ‖Tn‖
2 = 0. (2.26)
The conditions above should be seen as lower and upper bounds on σn.
It follows immediately that ωN ∈ Y for any fixed N ∈ N, using shifted
sequences σN+n and tN+n.
The class of Y vectors contains the full probability set of diophantine
vectors as it is proved below.
Proposition 2.6. DC ⊂ Y.
Proof. Let 0 < ξ < 1− θ, the stopping-time sequence given recursively
by tn+1 = e
(1−θ−ξ)tn , n ∈ N, t0 = 0, and the sequences of resonance
widths given by σn = e
−dδtn+1 for n large enough.
For ω ∈ DC(β), β ≥ 0, using Propositions 2.4 and 2.5, the terms in
the series in (2.25) can be bounded from above by
Cntn+2e
−(1−θ)tn+1+dθ
Pn
i=0 ti ,
for some constant C > 0. By our choice of the stopping-times, the
above can be estimated from above by C ′e(1−θ−ξ)tn+1−(1−θ−ξ
′)tn+1 with
C ′ > 0 and 0 < ξ′ < ξ. Therefore, the series in (2.25) converges.
On the other hand, the expression in the limit of (2.26) can be
bounded by
22ne−dδtn+1+(d+1−θ)tn+2θd
Pn
i=0 ti
which goes to zero as n→ +∞ by our present choice of stopping times.
This completes the proof that ω ∈ Y . 
Remark 2.7. If we restrict to d = 2 it is natural to use the standard
continued fractions expansion. In this case it can be shown that Y
corresponds to the Brjuno vectors, i.e. vectors whose slope is a Brjuno
number.
3. Rotation vectors
We define the rotation vector of a flow φt at each x ∈ Td to be the
asymptotic direction of the corresponding orbit of the lift Φt(x) to the
universal cover:
Rot(φ)(x) = lim
t→∞
Φt(x)− x
t
, (3.1)
if the limit exists.
Remark 3.1. If the rotation vector exists at x for a flow φt generated
by a vector field X on Td (i.e. d
dt
φt = X ◦ φt), it is the time average of
the vector field along the orbit:
Rot(φ)(x) = lim
t→∞
1
t
∫ t
0
X ◦ φs(x)ds. (3.2)
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When the rotation vector exists for all x ∈ Td, the rotation set of φ
is
Rot(φ) = {Rot(φ)(x) : x ∈ Td}. (3.3)
Throughout this text we denote by Homeo(M) and Diffr(M), r ∈
N ∪ {∞, ω}, the set os homeomorphisms and Cr-diffeomorphisms on
M . Moreover, we add a subscript 0 to distinguish the case of isotopic
to the identity maps. Finally, Vectr(M) stands for the set of Cr-vector
fields on M .
Lemma 3.2. Let h ∈ Homeo0(T
d), λ 6= 0 and T ∈ GL(d,Z). If
Rot(φ) 6= ∅, then
Rot(h−1 ◦ φ ◦ h) = Rot(φ) and Rot(T−1 ◦ φλ· ◦ T ) = λT−1Rot(φ).
(3.4)
Proof. Writing h−1 = Id+ϕ with ϕ a Zd-periodic function, we get
Rot(h−1 ◦φ◦h)(x) = lim
t→∞
1
t
[Φt ◦h(x)+ϕ◦φt ◦h(x)−h(x)+h(x)−x].
(3.5)
The fact that ϕ is bounded and that there is a rotation vector for all
points in Td, yields Rot(h−1 ◦φ ◦h)(x) = Rot(φ)(h(x)). Thus the first
assertion.
The second claim follows from
Rot(T−1 ◦ φλ· ◦ T )(x) = lim
t→∞
1
t
(T−1 ◦ Φλt ◦ Tx− x)
= lim
t→∞
1
λt
λT−1(Φλt ◦ Tx− Tx)
= λT−1Rot(φ)(Tx).
(3.6)

Proposition 3.3. Let φt be the flow generated by X ∈ Vect0(Td) and
ω ∈ Rd. If Rotφ = {ω}, then
‖EX − ω‖ ≤ d‖X − EX‖C0 , (3.7)
where EX =
∫
Td
X dm and m denotes the Lebesgue measure on Td.
Proof. We first show that for each 1 ≤ i ≤ d there is y(i) ∈ Td such
that Xi(y
(i)) = ωi. (We represent the ith coordinate of vectors by the
subscript i). This follows from the fact that Rotφ(x)−ω = 0. I.e. for
any x ∈ Td and 1 ≤ i ≤ d,
lim
t→+∞
1
t
∫ t
0
[Xi ◦ φs(x)− ωi]ds = 0.
The continuous function ψ(x, t) = Xi ◦ φt(x) − ωi on T
d × R+ has
m = minψ andM = maxψ because X is continuous on a compact set.
So, for any (x, t) we have m ≤ 1
t
∫ t
0
ψ(x, s)ds ≤ M . Taking the limit,
m ≤ 0 ≤M and we can find a zero of ψ, hence of Xi − ωi.
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Now, using the above points y(i),
‖EX − ω‖ =
d∑
i=1
|EXi − ωi| =
d∑
i=1
|Xi(y
(i))− EXi|
≤
d∑
i=1
max
x
|X(x)− EXi| ≤ d ‖X − EX‖C0 .

Remark 3.4. We will be interested in vector fields generating flows
that possess the same rotation vector for all orbits. Hence, for a vec-
tor field X we will write RotX to mean the unique rotation vector
associated to the flow generated by X .
4. Preliminaries
4.1. Definitions. The transformation of X ∈ Vect(M) on a manifold
M by ψ ∈ Diff(M) is given by the pull-back of X under ψ:
ψ∗X = (Dψ)−1X ◦ ψ.
As TTd ≃ Td×Rd, we identify the set of vector fields on Vect(Td) with
the set of functions C(Td,Rd), that can be regarded as Zd-periodic
maps of Rd by lifting to the universal cover. We will make use of
the analyticity to extend to the complex domain, so we will deal with
complex analytic functions.
4.2. Space of vector fields. Let ρ > 0 and the domain
Dρ = {x ∈ C
d : ‖ Imx‖ <
ρ
2π
}, (4.1)
for the norm ‖u‖ =
∑
i |ui| on C
d.
Take complex analytic functions f : Dρ → C
d that are Zd-periodic
and on the form of the Fourier series
f(x) =
∑
k∈Zd
fke
2piik·x (4.2)
with fk ∈ C
d. The Banach spaces Aρ and A
′
ρ are the subspaces of such
functions with the respective finite norms
‖f‖ρ =
∑
k∈Zd
‖fk‖ e
ρ‖k‖ and ‖f‖′ρ =
∑
k∈Zd
(1 + 2π‖k‖) ‖fk‖ e
ρ‖k‖.
(4.3)
Consider also the norm ‖f‖C0 = maxx∈Td ‖f(x)‖.
Some of the properties of the above spaces are of easy verification.
For instance, given any f, g ∈ A′ρ we have:
• ‖f(x)‖ ≤ ‖f‖C0 ≤ ‖f‖ρ ≤ ‖f‖
′
ρ where x ∈ Dρ,
• ‖f‖ρ−δ ≤ ‖f‖ρ with 0 ≤ δ ≤ ρ,
• ‖Df‖ρ ≤ δ
−1‖f‖ρ+δ with ρ, δ > 0 (Cauchy’s estimate).
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Write the constant Fourier mode of f ∈ Aρ through the projection
Ef =
∫
Td
f dm = f0 ∈ C
d. (4.4)
We will only be interested in the above vector fields which are fixed-
point-free, i.e. f(x) 6= 0 for all x ∈ Dρ.
4.3. Far from resonance modes. Given σ > 0, we call far from
resonance modes with respect to v ∈ Rd to the Fourier modes with
indices in
I−σ =
{
k ∈ Zd : |v · k| > σ‖k‖
}
. (4.5)
The resonant modes are the ones in I+σ = Z
d− I−σ which correspond to
the resonant cones defined in (2.12). We also have the projections I+σ
and I−σ over the spaces of vector fields by restricting the modes to I
+
σ
and I−σ , respectively. The identity operator is I = I
+
σ + I
−
σ .
4.4. Uniformization. We call uniformization of a vector field to the
action of a diffeomorphism that produces a new vector field with only
resonant modes.
Given ρ, ε, ν > 0, denote by Vε the open ball in A
′
ρ+ν centred at
v 6= 0 with radius ε.
Theorem 4.1 ([18, 12]). Let σ < ‖v‖ and
ε =
σ
42
min
{
ν
4π
,
σ
72‖v‖
}
. (4.6)
There exists a 1-parameter smooth family of maps Ut : Vε → A
′
ρ and
Ut : Vε → I
+
σAρ ⊕ (1− t)I
−
σA
′
ρ+ν given by Ut(X) = Ut(X)
∗X such that
I
−
σUt(X) = (1− t) I
−
σX, t ∈ [0, 1], (4.7)
and
‖Ut(X)− Id ‖
′
ρ ≤
42t
σ
‖I−σX‖ρ
‖Ut(X)− v‖ρ ≤(3− t)‖X − v‖
′
ρ+ν .
(4.8)
Moreover, if X is real-analytic, Ut(X)(R
2d) ⊂ R2d.
Let the translation Rz on C
d for each z ∈ Cd be
Rz : x 7→ x+ z. (4.9)
Lemma 4.2. In the conditions of Theorem 4.1, if x ∈ Rd and X ∈ Vε,
then
Ut(X ◦Rx) = R
−1
x
◦ Ut(X) ◦Rx (4.10)
on Dρ.
Proof. Notice that Rx(Dρ) = Dρ. If Ut = Ut(X) is a solution of the
homotopy equation (4.7) on Dρ, then U˜t = R
−1
x
◦Ut(X) ◦Rx solves the
same equation for X˜ = X ◦Rx, i.e. I
−
σ X˜ ◦ U˜t = (1− t)I
−
σ X˜, on Dρ. 
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4.5. Rescaling. The fundamental step of the renormalization is a lin-
ear transformation of the domain of definition of our vector fields. This
is done by a change of basis using the multidimensional continued frac-
tions matrices Tn ∈ SL(d,Z) of a vector ω ∈ R
d. The normalizing
scalars ηn in (2.11) are used for a linear time rescaling.
Consider X ∈ Aρ. We are interested in the following coordinate and
time linear changes:
Ln : x 7→ T
−1
n x, t 7→ ηnt. (4.11)
(Negative time rescaling means inverting the direction of time.) These
determine a new vector field as the image of the map
X 7→ Ln(X) = ηnL
∗
nX = ηnTnX ◦ T
−1
n .
Thus the following relation holds:
L∗nR
∗
z
= R∗TnzL
∗
n, z ∈ C
d. (4.12)
Recall the definition of An given by (2.13) for some choice of σn.
Notice that, according to (2.12), I±n = I
±
σn the far from resonance modes
with respect to ωn, and we write I
±
n = I
±
σn.
Lemma 4.3. If δ > 0 and
ρ′n ≤
ρn−1
An−1
− δ, (4.13)
then L˜n given by Ln restricted to (I
+
n−1 − E)Aρn−1 into (I − E)A
′
ρ′n
is
bounded with
‖L˜n‖ ≤ |ηn| ‖Tn‖
(
1 +
2π
δ
)
. (4.14)
Proof. Let f ∈ (I+n−1 − E)Aρn−1 . Then,
‖f ◦Ln‖
′
ρ′n
≤
∑
k∈I+n−1−{0}
(
1 + 2π‖ ⊤T−1n k‖
)
‖fk‖e
(ρ′n−δ+δ)‖
⊤T−1n k‖. (4.15)
By using the relation ξe−δ ξ ≤ δ−1 with ξ ≥ 0, and (2.13), we get
‖f◦Ln‖
′
ρ′n
≤
(
1 +
2π
δ
) ∑
I+n−1−{0}
‖fk‖e
An−1(ρ′n+δ)‖k‖ ≤
(
1 +
2π
δ
)
‖f‖ρn−1 .
(4.16)
Finally, ‖L˜nf‖
′
ρ′n
≤ |ηn| ‖Tn‖ ‖f ◦ Ln‖
′
ρ′n
.

4.6. Analyticity strip cut-off. Consider the operator I : Aρ → Aρ′
obtained by restricting X ∈ Aρ to the domain Dρ′ . When restricted to
non-constant modes, its norm can be estimated as follows.
Lemma 4.4. If 0 < φ ≤ eρ−ρ
′
, then ‖I(I− E)‖ ≤ φ−1.
The proof is immediate.
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5. Renormalization
5.1. Renormalization operator. We are only interested in vectors
ω ∈ Rd that satisfy ω · k 6= 0 for any k ∈ Zd − {0}. Associated to
σn−1 (specifying the cones I
±
n−1) and φn (the size of the analyticity strip
width cut-off in 4.6, related to the domain we are considering), the n-
th step renormalization operator is defined to be In ◦ Ln ◦ Un−1, where
Un−1 is the full elimination of the modes in I
−
n−1 as in Theorem 4.1 with
v = ωn−1 (for t = 1). Vector fields in the domain of the renormalization
operator for some pair (σn−1, φn) are said to be renormalizable.
We denote the iteration of the renormalizations up to the step n by
Rn = In ◦ Ln ◦ Un−1 ◦ Rn−1 with R0 = Id,
which is defined on A′ρ. We highlight the fact that each Rn is specified
by a given set of pairs {(σk−1, φk)}1≤k≤n. A vector field inside the
domain of Rn, for all n, is called infinitely renormalizable. Notice that
Rn(ω0 + v) = ωn, for every v ∈ C
d and any choice of a sequence pair
(σ, φ).
Following the previous sections, the map Rn is analytic on its do-
main. Also, in case a vector field X is real-analytic, the same is true
for Rn(X).
5.2. Coordinate changes. Assuming that X is in the domain of Rn,
denote by Xn = Rn(X) so that
Xn = λn (U0 ◦ T
−1
1 · · ·Un−1 ◦ T
−1
n )
∗(X) and X0 = X, (5.1)
where Un(X) = Un(Xn). Thus,
P ∗nXn = λnWn−1(X)
∗ · · ·W0(X)
∗(X) (5.2)
with the isotopic to the identity diffeomorphisms
Wn(X) = P
−1
n ◦ Un(X) ◦ Pn. (5.3)
If X is real-analytic, then Wn(X)(R
d) ⊂ Rd, since this property holds
for Un(X). We also have Wn(I
+X) = Id.
Finally, by Proposition 3.2, RotRn(X) = λnPnRotX .
5.3. Infinitely renormalizable vector fields. We want to find suffi-
cient conditions on sequences of pairs (σ, φ) in order to obtain infinitely
renormalizable vector fields.
For any σ : N0 → R
+ satisfying σn < ‖ωn‖, we choose φ : N→ (1,∞)
given by
φn = max
{
1, 2(d+ 1)‖L˜n‖
εn−1
εn
}
. (5.4)
Here εn is as in (4.6) for the n-th step. Then, for any ρ > 0, we
associate the sequence of analyticity strip widths
ρn =
ρ− Bn(ω, σ)
A0 . . . An−1
, n ∈ N, (5.5)
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where
Bn(ω, σ) =
n−1∑
i=0
A0 . . . Ai log
(
eδ+ν/Aiφi+1
)
> 0 (5.6)
and ν and δ are the constants given in Theorem 4.1 and Lemma 4.3,
respectively, taken to be the same for all n. In case ρn ≤ 0 the renor-
malization procedure stops at step n. Recall that each An also depends
on σn as in (2.13). Finally, define the function
B(ω, σ) = lim
n→+∞
Bn(ω, σ) (5.7)
whenever the limit exists (enough being bounded from above).
Theorem 5.1. If X ∈ A′ρ is real-analytic and
• RotX = ω,
• ‖(I− E)X‖′ρ < ε0/(d+ 1),
• ρ > B(ω, σ),
then X is infinitely renormalizable and
‖Xn − ωn‖
′
ρn < εn, n ∈ N. (5.8)
Remark 5.2. Our choice (5.4) of φ is the “smallest” that we have
achieved here so that X is infinitely renormalizable.
Proof. Firstly we remark that by Proposition 3.3,
‖X − ω‖′ρ ≤ ‖X − EX‖
′
ρ + ‖EX − ω‖
≤ (d+ 1)‖(I− E)X‖′ρ
< ε0.
(5.9)
So, we can consider the bound on ‖X − ω‖′ρ instead of ‖(I− E)X‖
′
ρ.
Notice that if
‖Xn − ωn‖
′
ρn < εn (5.10)
(meaning that at each step Xn is in the domain of Un), then Xn is
renormalizable and Xn+1 = Rn(X). Being true for any n ∈ N, then
X is infinitely renormalizable. The inequality (5.10) can be estimated
using Proposition 3.3 and Lemmas 4.4 and 4.3 by
‖Xn − ωn‖
′
ρn = ‖InLnUn−1(Xn−1)− ωn‖
′
ρn
≤ ‖(I− E)InLnUn−1(Xn−1)‖
′
ρn + ‖ELn(Xn−1)− ωn‖
≤ (d+ 1)‖In(I− E)Ln(Xn−1)‖
′
ρn
≤ (d+ 1)
‖L˜n‖
φn
‖(I− E)Un−1(Xn−1)‖
′
ξ,
(5.11)
where ξ = An−1(ρn + log φn + δ).
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We now proceed by induction. Assuming that (5.8) holds for n − 1
and substituting the value of φn,
‖Xn − ωn‖
′
ρn ≤ (d+ 1)
2‖L˜n‖
φn
‖Xn−1 − ωn−1‖
′
ξ′ < εn, (5.12)
where ξ′ = ξ + ν = ρn−1. 
5.4. Width of resonance cones. In the following sections we assume
that the conditions of Theorem 5.1 are satisfied. In particular, we will
be interested in those vectors ω for which we can find σ as given in the
lemma below so that B(ω, σ) converges and is less than ρ.
Let
Rn =
1
2n‖T0‖ . . . ‖Tn‖
.
Lemma 5.3. If σ : N0 → R
+ satisfies σn ≤ ‖ωn‖ and
lim
n→+∞
σn‖P
−1
n ‖
Rn(Rn−1 −Rn)‖ωn‖
= 0, (5.13)
then there is N ∈ N such that, for n ≥ N ,
Rn ≤
ρn
‖Pn‖
,
42‖P−1n ‖ εn
σn
≤
Rn−1 −Rn
2π
(5.14)
and
lim
n→+∞
‖P−1n ‖ εn
Rn(Rn−1 − Rn)σn
= 0, lim
n→+∞
‖P−1n ‖ εn
|λn|
= 0. (5.15)
Proof. For the first estimate in (5.14) it is sufficient to check that
infk ρk > 0. Indeed we get the bound for N large enough such that
2−N ≤ infk ρk. Now, as Bn ≤ B (notice the simplification of notation)
we have that ρ − Bn ≥ ρ − B > 0. Hence we only need to check that
supnA0 . . . An−1 < ∞. This follows from
∑
n≥0A0 . . . An−1 < δ
−1B <
∞, so that limn→+∞A0 . . . An−1 = 0.
From (5.13) for any choice of κ > 0 we can find N ∈ N so that for
n ≥ N ,
σn ≤ κ
(Rn−1 − Rn)‖ωn‖
‖P−1n ‖
.
Therefore, the second estimate in (5.14) follows using the definition of
εn, i.e. εn ≤ σ
2
n/‖ωn‖. This also proves the first limit in (5.15).
Finally, notice that (2.10) yields
|λn|
−1 ≤ ‖Pn‖ ‖ω‖ ‖ωn‖
−1 ≤ ‖T0‖ . . . ‖Tn‖ ‖ω‖ ‖ωn‖
−1.
So,
‖P−1n ‖ εn
|λn|
≪
‖P−1n ‖σ
2
n
Rn‖ωn‖2
.
We then obtain the second limit in (5.15) from (5.13). 
Remark 5.4. It is simple to check that ‖g ◦ Pn‖Rn ≤ ‖g‖ρn.
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6. Class of vectors
Theorem 6.1. If ω ∈ Y, then there exists σ : N0 → R
+ in the condi-
tions of Lemma 5.3 such that B(ω, σ) <∞.
Proof. We need to estimate B(ω, σ). We start by noticing that
φn+1 ≪ |ηn+1| ‖Tn+1‖
εn
εn+1
≪ |ηn+1| ‖Tn+1‖ ‖ωn‖
σ2n
σ2n+1
.
From (2.26) we have σ satisfying (5.13). So,
B(ω, σ)≪
∑
n≥0
A0 . . . An log
(
|ηn+1| ‖Tn+1‖
σn‖ωn+1‖
σn+1
)
converges whenever ω ∈ Y as in (2.25). 
7. Analytic conjugacy
7.1. C1-conjugacy. Starting from a vector field satisfying RotX = ω,
we first use Theorem 5.1 to show that there is a smooth conjugacy.
Let ∆ ⊂ A′ρ be the subset of all infinitely renormalizable real-analytic
vector fields that verify the conditions of Theorem 5.1 while (5.13)
holds. Moreover, we fix N ∈ N as in Lemma 5.3.
We use the notation Diffrper for a set of isotopic to the identity Z
d-
periodic Cr-diffeomorphisms, i.e. identify Diffrper(R
d) with Diffr0(T
d).
Lemma 7.1. For all n ≥ N , Wn : ∆→ Diff
ω
per(DRn , DRn−1) is analytic
satisfying
‖Wn(X)− Id ‖Rn ≤
42
σn
‖P−1n ‖ ‖Xn − ωn‖
′
ρn. (7.1)
Proof. For any X ∈ ∆, by (4.8) and the first inequality in (5.14),
‖Wn(X)− Id ‖Rn = ‖P
−1
n (Un(X)− Id)Pn‖Rn ≤
42
σn
‖P−1n ‖ ‖Xn−ωn‖
′
ρn .
Now, for x ∈ DRn ,
‖ ImWn(X)(x)‖ ≤ ‖ Im(Wn(X)(x)− x)‖+ ‖ Imx‖
< ‖Wn(X)− Id ‖Rn +Rn/2π ≤ Rn−1/2π,
where we have used the second inequality in (5.14). HenceWn(X) : DRn →
DRn−1 . From the properties of Un, Wn : ∆→ Diff
ω
per(DRn , DRn−1) is an-
alytic. 
For n ≥ m ≥ 0 consider the analytic mapHm,n : ∆→ Diff
ω
per(DRn ,C
d)
defined by
Hm,n(X) = Wm(X) ◦ · · · ◦Wn(X). (7.2)
In particular, by the above lemma, Hm,n(X) : DRn → DRm−1 whenever
m ≥ N .
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Lemma 7.2. For X ∈ ∆ and n > m ≥ N ,
‖Hm,n(X)−Hm,n−1(X)‖Rn ≤
Rm−1
(Rn−1−Rn)σn
2·42‖P−1n ‖ ‖Xn−ωn‖′ρn
− 1
‖Hm,n(X)− Id ‖Rn ≤ 42
n∑
i=m
‖P−1i ‖
σi
‖Xi − ωi‖
′
ρi
.
(7.3)
Proof. For each k = m, . . . , n− 1, consider the transformations
Gk(z,X) =(Wk(X)− Id) ◦ (Id+Gk+1(z,X)) +Gk+1(z,X),
Gn(z,X) =z(Wn(X)− Id),
with (z,X) ∈ {z ∈ C : |z| < 1 + dn} ×∆, where
dn =
Rn−1 − Rn
2π
σn
42‖P−1n ‖ ‖Xn − ωn‖
′
ρn
− 1
is positive by the second inequality in (5.14). If the image of DRn under
Id+Gk+1(z,X) is inside the domain of Wk(X), or simply
‖Gk+1(z,X)‖Rn ≤ (Rk −Rn)/2π,
then Gk is well-defined as an analytic map into Diff
ω
per(DRn ,C
d), and
‖Gk(z,X)‖Rn ≤ ‖Wk(X)− Id ‖Rk + ‖Gk+1(z,X)‖Rn. (7.4)
An inductive scheme shows that
‖Gn(z,X)‖Rn =|z| ‖Wn(X)− Id ‖Rn
≤(Rn−1 − Rn)/2π,
‖Gk(z,X)‖Rn ≤
n−1∑
i=k
‖Wi(X)− Id ‖Ri + ‖Gn(z,X)‖Rn
≤(Rk−1 −Rn)/2π,
using Lemmas 7.1 and 5.3.
It is easy to check that Gm(1, X) = Hm,n(X)− Id and Gm(0, X) =
Hm,n−1(X)− Id. In particular, from (7.4) and Lemma 7.1
‖Hm,n(X)− Id ‖Rn = ‖Gm(1, X)‖Rn ≤
n∑
i=m
‖Wi(X)− Id ‖Ri
≤
n∑
i=m
42‖P−1i ‖
σi
‖Xi − ωi‖
′
ρi
.
(7.5)
Finally, by Cauchy’s formula
‖Hm,n(X)−Hm,n−1(X)‖Rn = ‖Gm(1, X)−Gm(0, X)‖Rn
=
∥∥∥∥ 12πi
∮
|z|=1+dn/2
Gm(z,X)
z(z − 1)
dz
∥∥∥∥
Rn
≤
2
dn
sup
|z|=1+dn/2
‖Gm(z,X)‖Rn ≤
Rm−1
πdn
.
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
Lemma 7.3. There exists an analytic map H : ∆ → Diff10(T
d) such
that
H(X) = lim
n→+∞
H0,n(X). (7.6)
Proof. Consider C1per(R
d,Cd) to be the Banach space of the Zd-periodic
C1 functions between Rd and Cd with norm
‖f‖C1 = max
k≤1
max
x∈Rd
‖Dkf(x)‖. (7.7)
Let m ≥ N . Since the domains DRn are shrinking, consider the
restrictions ofWn(X) andHm,n(X) to R
d. So, for anyX ∈ ∆, Cauchy’s
estimate and Lemma 7.2 holds that
‖Hm,n(X)−Hm,n−1(X)‖C1 ≤ max
k≤1
sup
x∈DRn/2
‖Dk[Hm,n(X)(x)−Hm,n−1(X)(x)]‖
≤ C1
1
Rn
‖Hm,n(X)−Hm,n−1(X)‖Rn
(7.8)
goes to zero by (7.3) and the first bound in (5.15), where C1 > 0
is a constant. Thus, Hm,n(X) converges to Hm(X) in C
1
per(R
d,Cd).
Similarly, there is a constant C2 > 0 such that ‖Hm(X) − Id ‖C1 ≤
C2σ
−1
m ‖P
−1
m ‖ ‖Xm − ωm‖
′
ρm . For m large enough we can use the first
limit in (5.15) to show that ‖Hm(X)− Id ‖C1 < 1. Hence, Hm(X) is a
diffeomorphism isotopic to the identity.
The convergence of Hm,n is uniform in ∆ so Hm is an analytic map.
The fact that, for real-analytic X , Hm(X) takes real values for real
arguments, follows from the same property for each Wn(X).
Take now the analytic map
H = W0 . . .Wm−1 ◦Hm.
It follows from the above that for every real-analytic X ∈ ∆, H(X) ∈
Diff10(T
d). 
Theorem 7.4. For every real-analytic X ∈ ∆, H(X)∗(X) = ω on Rd.
Proof. From (5.2) we have
H0,n(X)
∗(X)− ω = λ−1n P
∗
n(Xn)− ω = λ
−1
n P
∗
n(Xn − ωn).
Since ‖λ−1n P
∗
n(Xn − ωn)‖C0 ≤ |λ
−1
n | ‖P
−1
n ‖ ‖Xn − ωn‖
′
ρn → 0 by the
second limit in (5.15) and H0,n → H as n → +∞, we complete the
proof. 
7.2. From C1 to Cω-conjugacy. Because of the analyticity depen-
dence of the conjugacy map H with respect to the vector field X , we
will show that the conjugacy can be extended analytically to a complex
strip.
18 J LOPES DIAS
Lemma 7.5. If X ∈ ∆ and x ∈ Rd, then
H(X ◦Rx) = R
−1
x
◦H(X) ◦Rx. (7.9)
Proof. The relations (4.10) and (4.12) yield that Un(X ◦Rx) = Un(X)◦
Rx and Ln(X ◦Rx) = Ln(X) ◦RTnx. This implies immediately that
Rn(X ◦Rx) = Rn(X) ◦RPnx. (7.10)
Next, from a simple adaptation of (4.10) and the formula RPnz =
PnRzPn
−1 for z ∈ Cd, we get
Wn(X ◦Rx) =P
−1
n ◦ Uan(LnRn−1(X ◦Rx)) ◦ Pn
=R−1
x
◦Wn(X) ◦Rx.
(7.11)
Thus, H0,n(X ◦ Rx) = R
−1
x
◦ H0,n(X) ◦ Rx. The convergence of H0,n
implies (7.9). 
Theorem 7.6. For every real-analytic X ∈ ∆, H(X) ∈ Diffω0 (T
d).
Proof. Take r such that ρ > r > B(ω, σ). For each X ∈ ∆ and z ∈ Dη
with η = ρ − r > 0, X ◦ Rz ∈ A
′
r and ‖X ◦ Rz − ω‖r ≤ ‖X − ω‖ρ.
So, we define the set of infinitely renormalizable vector fields ∆r ⊂ A
′
r
and can use the previous results to show the existence of the conjugacy
H(X ◦Rz).
We now need to analytically extend the conjugacy H(X) to a com-
plex neighbourhood of Rd. Let F (z) = z +H(X ◦ Rz)(0). The maps
z 7→ X ◦ Rz, X 7→ H(X) and C
1
per(R
d,Cd) ∋ g 7→ g(0) are analytic,
thus F is also analytic on Dη and F − Id is Z
d-periodic. It remains
to show that F is an analytic extension of H(X). From (7.9), for any
x ∈ Rd, we have
F (x) = x+R−1
x
◦H(X) ◦Rx(0)
= x+H(X)(x)− x
= H(X)(x).
(7.12)

8. Small analyticity strip
The above results (viz. Theorems 5.1 and 7.6) can be generalized for
a small analyticity radius ρ. Thus, through Theorem 6.1, we conclude
the proof of Theorem 1.1.
Theorem 8.1. Let ω ∈ Y. If X ∈ Ar, r > 0, RotX = ω and X
is sufficiently close to constant, then there is an analytic diffeomor-
phism ψ such that X˜ = ψ∗X is in the conditions of Theorem 5.1, thus
infinitely renormalizable.
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Proof. First, we observe that X ∈ A′ρ for some ρ < r because ‖X‖
′
ρ ≤
(1 + 2π/(r − ρ))‖X‖r. Moreover, by Proposition 3.3,
‖X − ω‖′ρ ≤ (d+ 1)‖(I− E)X‖
′
ρ.
By considering a sufficiently large N we want to apply Theorem 5.1
to
X˜ = LNUN−1 . . .L1U0(X)
in A′ρN , with ‖(I − E)X‖
′
ρ small enough. (Notice that we are not in-
cluding any operator I, thus no need for φ.) Under a suitable choice of
resonance width and stopping-time sequences up to step N , we recover
the large strip case since
ρN =
ρ−
∑N−1
i=0 A0 · · ·Ai(δ + ν/Ai)
A0 · · ·AN−1
. (8.1)
The numerator above can be made larger than some positive constant
for any choice of a finite N . It remains to check that ρN > B(ωN , σ
′),
now for σ′n = σN+n given by Theorem 6.1. As
B(ωN , σ
′) =
(B − BN )(ω, σ)
A0 . . . AN−1
(8.2)
we compare (8.2) with (8.1) by noticing that BN → B as N → +∞.
So, for N sufficiently large (but finite), (8.2) can be made less than
ρN . 
Theorem 8.2. Let ω ∈ Y. If v ∈ Vectω(Td) generates a flow with
rotation vector ω and v is sufficiently close to constant, then there
exists h ∈ Diffω0 (T
d) such that
h∗(v) = ω. (8.3)
Proof. The lift to Rd of v is assumed to have an analytic extension in
Dr. Theorem 8.1 then gives v˜ ∈ Aρ and, as long as v is close enough to
constant, we have v˜ ∈ ∆. Then, by theorems 7.6 and 7.4, the analytic
diffeomorphism h = H(v˜) mod 1 verifies (8.3). 
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