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Abstract

Simple correspondence analysis is a multivariate statistical technique
and is a method of visualising the categories of a two-way contingency table,
while multiple correspondence analysis is a method of visualising the
categories of a multi-way contingency table. H o w e v e r , the technique
completely ignores any ordinality that m a y exist within a set of categories.
Likewise, the classical Pearson chi-squared test ignores this ordinal
structure.
This thesis presents a decomposition of the Pearson chi-squared
statistic for multi-way contingency fables by generalising the decomposition
of the two-way Pearson chi-squared statistic developed in the past. The
advantage of these n e w statistics is that they enable a detailed investigation
of the nature of the association between two or more categorical variables, of
which one or more has an ordinal structure.
A n e w method of graphically displaying the categories of a two-way
contingency table is developed and is conducted by using the decomposition
of its Pearson chi-squared statistic. This method takes into consideration the
ordinal nature of any underlying variable and enables a more informative
and easier interpretation than the classical approach. This n e w method of
correspondence analysis is then extended so that the categorical variables of
a three-way and more generally any multi-way contingency table, with one
or more of these variables being ordinal, can be analysed. The n e w Pearson
chi-squared decompositions are employed for this analysis.
The n e w technique of correspondence analysis is s h o w n to be
applicable in a broader context, by analysing data sets that are not in the
form of a contingency table. For example, this thesis focuses o n the
application of the n e w technique to rank type data, which enables the
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researcher to visualise the association between the products tested and the
rankings they received.
A

new

approach to parameter estimation using orthogonal

polynomials for log-linear analysis is also presented and is a m u c h simpler
method of model-fitting than the widely used technique. The advantage of
this n e w approach is that parameter estimates higher than the first order
can be easily calculated, thereby providing the researcher with a better fitting
method than by using the techniques used in the past.
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Chapter 1 - Introduction

Chapter 1

Introduction

1.1

The Contingency Table
The analysis of the contingency table, also referred to as categorical

data, is a very important component of multivariate statistics with m a n y
different types of analysis dedicated solely to this type of data set. Fienberg
(1982) points out that the term contingency seems to have originated with
Karl Pearson (1904) w h o used it to describe the measure of the deviation
from complete independence between the rows and columns of such a data
structure. M o r e recently, the term has come to refer to the counts in the
contingency table themselves. A s a result, a contingency table contains
information which is of a discrete, or categorical nature.
T h e most simple contingency table is where observations are
classified according to two variables, and is referred to as a

two-way

contingency table. Table 1.1 below gives a simple example which has been
cited m a n y times and is a popular data set due to its source - Fisher (1940) w h o w a s one of the pioneers of the analysis of contingency tables. It
classifies 5387 children from Caithness, Scotland according to two variables;
their hair and eye colour. It consists of four row categories, representing the
four levels of eye colour : Blue, Light, M e d i u m and Dark. Table 1.1 also
consists of five column categories, representing the five levels of hair
colour : Fair, Red, M e d i u m , Dark and Black.
-1-
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The development of techniques to handle problems involving
contingency tables are due most importantly, as Goodman (1996) sees it, to
Karl Pearson, G. Udny Yule and R. A. Fisher. Pearson (1900) developed the
ground work for the chi-squared test which is used to compare the observed
counts with what is expected under the hypothesis of independence
between the rows and columns. It is this chi-squared test that is still the
most popular way of analysing contingency tables.

Hair

Colour

Eye Colour

Fair

Red

Medium

Dark

Black

Blue

326

38

241

110

3

Light

688

116

584

188

4

Medium

343

84

909

412

26

Dark

98

48

403

681

85

Table 1.1 : Two-way Contingency Table Classifying 5387 Children
Caithness, Scotland, according Hair Colour and Eye Colour

From this test is derived the now popular Pearson Chi-squared
Statistic, as given by equation :

x2=^(n„-nPi.P.,)

tip

n

Pi.p.j

which tests whether the rows and columns of the contingency table are
independent. This test is made by comparing the value obtained from (1.1)
with the theoretical chi-squared value at (I-1)(J-1) degrees of freedom where
I is the number of row categories and J is the number of column categories.
For example, equation (1.1) will test whether there is any association
between the eye colour of a person and their hair colour. For equation (1.1)
n^ is the number of observations classified into the i'th row and j'th
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column, p ^ is the probability that a particular observation is classified into
the i'th row, while p #j is the probability that a particular observation is
classified into the j'th column. The value of n is the n u m b e r of
observations classified into the contingency table with I rows and J columns.
The quantity npj.p.j is the expected number of observations classified into
the i'th row and j'th column if the rows and columns A R E independent.
For example the Pearson chi-squared statistic value for Table 1.1 is
1240.039 which at 12 degrees of freedom is highly significant. Thus, there is
an association between eye colour and hair colour. Unfortunately, equation
(1.1) does not divulge what this association is.
M a n y of the techniques used to analyse contingency tables involve
using the Pearson chi-squared statistic and so it is a very important tool for
statistical researchers.
M o r e recently contingency tables with ordered categorical responses
have been analysed using techniques which obtain important characteristics
other than the chi-squared statistic, for example the linear-by-linear
association. M u c h of the most recent w o r k has been discussed and
developed by Alan Agresti. For example see Agresti (1982, 1983, 1984) while
Agresti (1984) is n o w considered the standard text on the analysis of ordinal
contingency tables. Other recent w o r k on ordinal tables can be seen in
Fienberg (1977), Rayner & Best (1998) and m a n y others.
O n e method of analysing contingency tables is called correspondence
analysis, of which this thesis is concerned.
Correspondence analysis is multivariate method that represents
graphically the rows and columns of a contingency table in a joint low
dimensional space.
Observing Table 1.1, each row, or eye colour, can be thought of as a
point in 5-dimensional space, called a cloud-of-points, while each column,
or hair colour, can be thought of as a point in 4-dimensional space.
-3-
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Correspondence analysis finds a space of dimension smaller than 4 and 5, so
that the rows and columns m a y be simultaneously visualised, using the
technique of data reduction by Pearson (1901). For example Figure 1.1 shows
a two-dimensional space where associations between the rows and columns,
and the importance of rows and columns to the contingency table can be
visualised. Figure 1.1 shows that part of the association between hair and
eye colour is that people with dark hair tend to have a dark eye colour,
while people with fair hair tend to be those with fair or blue coloured eyes.
The advantage of such a graph is best described by the saying a picture tells a
thousand words, or from a data analytic point of view a picture tells a
thousand

•2

numbers.

d

x
CC
Q.

BLACK #

FAIR
#

"o
c

blue
#RED
light
MEDIUM #

DARK#

dark

medium

io

d
•

-0.5

0.0

0.5

1.0

Principal Axis 1
Figure 1.1 : Graphical Display of the Association between the
Hair Colour (#) and Eye Colour (•) of Table 1.1
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The philosophy behind correspondence analysis which makes it
different from other multi-dimensional scaling techniques lies in le
principe barycentrique, the centroid principal, which says that withinvariable categories close together in a correspondence plot are similar to

each other. Similarly, within-variable categories different from one anothe
are far from each other. The etymology of the word correspondence in
correspondence analysis stems from this centroid principal.

1.2 Development of Correspondence Analysis
Correspondence analysis dates back to the early 20'th century and its
foundation is algebraic rather than geometric.
The foundation of the technique was nearly laid with the 1904 and
1906 papers of Karl Pearson, as argued by de Leeuw (1983), when he
developed the correlation coefficient of a two-way contingency table using
linear regression. As Pearson (1906) states (quoted from de Leeuw, 1983) :

"The conception of linear regression line as giving this arrangement
with the maximum degree of correlation appears of considerable
philosophical interest. It amounts primarily to much the same thing
as saying that if we have a fine classification, we shall get the
maximum correlation by arranging the arrays so that the means of
the arrays fall as closely as possible on a line"

de Leeuw (1983) then notes

"this is exactly what correspondence analysis does. Pearson just . . .
was not familiar with singular value decomposition, although this
had been discovered much earlier by Beltrami, Sylvester and Jordan"

-5-
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Gifi (1990) also accredits Beltrami (1873), Sylvester (1889) and Jordan
(1874) as some of the original pioneers of singular value decomposition.
However, the original development of correspondence analysis is
often accredited to Hirschfeld (1935) w h o developed an algebraic
formulation of correlation between the rows and columns of a contingency
table. In a sense it was a similar problem which Pearson had considered.
Hirschfeld's paper is largely mathematical, although similar problems
were discussed in the field of psychology by Richardson & Kuder (1933) and
Horst (1935). Horst's work was read in early 1934 to the Psychology Section
of the Ohio A c a d e m y of Science and contains no mathematical formulation
of the problem, just a discussion. In fact Horst was the first to coin the term
"method of reciprocal averaging" which w a s later s h o w n to be a
mathematically similar approach to correspondence analysis.
The simplest derivation of correspondence analysis w a s by the
biometrician R. A. Fisher in 1940 w h e n he considered data relating to hair
and eye colour in a sample of children from Caithness, Scotland as seen in
Table 1.1. The aim of Fisher's analysis w a s to quantify the correlation
between hair and eye colour, and formed the ground work to discriminant
analysis.
While the original development of the problem aimed at dealing
with two-way contingency tables, a more complex approach dealing with
multi-way contingency tables w a s not discussed until 1941 w h e n
psychometrician Louis Guttman discussed his method, called dual (or
optimal) scaling, which is n o w referred to as the foundation of multiple
correspondence analysis. Later applications of multiple correspondence
analysis were considered using the Burt matrix of Burt (1950). In fact
Guttman (1953) writes of Burt:

-6-
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". . . it is gratifying to see h o w Professor Burt has independently
arrived at m u c h the same formulation. This convergence of thinking
lends credence to the similarity of the approach"

Fisher and Guttman presented essentially the same theory in
biometric and psychometric literature. Thus biometricians regard Fisher as
the inventor of correspondence analysis, while psychometricians regard it as
being Guttman.
In the 1940's and 1950's further mathematical development of
correspondence

analysis took place, particularly in the field of

psychometrics, by Guttman and his researchers. In Japan, a group of data
analysts led by Chikio Hayashi also further developed Guttman's ideas,
which they referred to as the quantification of qualitative data.
The 1960's saw the biggest leap in the development of correspondence
analysis w h e n it w a s given a geometric form by linguist Jean-Paul Benzecri
and his team of researchers at the Mathematical Statistics Laboratory,
Faculty of Science in Paris, France. A s Nishisato points out, "the work of
Benzecri and his associates culminated in two gigantic volumes on data
analysis (Benzecri and others 1973a, 1997b)." A s a result the method of
l'analyse des correspondences, as coined by Benzecri, is very popular in
France not just by statisticians, but by researchers from most disciplines in
the country. The popularity of correspondence analysis in France resulted in
a journal dedicated to the development and application of the technique Cahiers de VAnalyse

des Donnees. Currently there are several other

journals which discuss recent advances in correspondence analysis. For
example, Journal of Vegetation Science, Vegetatio, and Psychometrika.
In 1974, this n e w method reached the English speaking researchers
with the n o w popular paper by M . O. Hill w h o w a s the first to coin the
methods n a m e correspondence analysis which is the English translation of
-7-
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Benzecri's 1'analyse des correspondences. Hill showed that the method is
mathematically similar to already popular methods of data analysis such as
principal components analysis, canonical correlation analysis and reciprocal
averaging (which he further developed the previous year).
Despite the English introduction to correspondence analysis of Hill
(1974), its development has been fairly slow to reach English speaking
countries, with m u c h of the earlier work, in the 1960's and early 1970's,
written in French. There are three possible reasons for this slow
development :

(i) The lag in the development outside France may be due to the
problem non-English speaking researchers have with the language.
(ii)

Secondly, correspondence analysis is often introduced without any
reference to other methods of the statistical treatment of categorical
data. Thus, initially, the application and development of
correspondence analysis w a s rare.

(iii) D u e to the difference in philosophies of data analysis between
European and English speaking statisticians, correspondence analysis,
in its early years, failed to mature outside of its birth country.

Consider point (i). There are only a few English written articles
concerned with correspondence analysis, from the graphical point of view
from the late 1960's and early 1970's. These include Benzecri (1969), Hill
(1974), Maignan (1974) and Teil (1975). There are also very few English
written articles discussing the application of correspondence analysis. Teil &
Cheminee (1975) applied correspondence analysis to rock samples collected
from an old volcanic region from the Erta Chain in Eastern Ethiopia. The
aim of this study w a s to determine important geological elements in the
region. David, Campiglio & Darling (1974) used correspondence analysis to
-8-
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study the major factors influencing geological processes in the volcanic belt
along the Superior Province of the Canadian Shield. Another early
application of correspondence analysis can be seen in van Heel & Frank
(1980). They applied the method to help identify images of biological macromolecules using an electron microscope.
O n e of the earliest English written applications of multiple
correspondence analysis is that of Tomassone, Jouy-en-Josas, Lebart & Paris
(1980) w h o analysed the survey data of Lebart, Morineau & Tabard (1977)
concerning the wages of 2003 French families. Another is of Francis & Lauro
(1982), w h e n they used the method to evaluate and classify statistical
software packages.
Ten years of further development brought about the English
publication of two independent texts, Greenacre (1984) and Lebart, Morineau
& Warwick (1984), which are n o w considered as standard books for those
requiring an introduction to, and a further knowledge of, correspondence
analysis. South African statistician Michael Greenacre was actually a student
of Jean-Paul Benzecri for two years from 1973, and as a result, m a n y of
today's correspondence analysis articles use the same style as Benzecri's. The
text of Ludovic Lebart, Alain Morineau and Kenneth M . Warwick is an
English translation of an earlier French edition by Lebart, Morineau &
Tabard (1977) and discusses other multivariate techniques such as principal
component analysis, canonical correlation analysis and cluster analysis.
Since these books have become standard texts o n correspondence
analysis, the technique has experienced an explosion in application and
development in most fields of research, especially in the early 1990's.
M c E w a n & Schlich (1992) applied multiple correspondence analysis to
the sensory evaluation of strawberry jam, by analysing various levels of 18
different attributes of the jam. For example they were interested in the
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sensory evaluation of four different levels of sweetness and three levels of
acidity.
A s well as correspondence analysis, and related techniques, being a
major analytic tool of ecologists and psychometricians, researchers in the
field of marketing, hospital care and food survey have recently used
correspondence analysis. For example, Javalgi, Whipple, M c M a n a m o n &
Edick (1992) used correspondence analysis to better understand the image of
16 U S A hospitals, by classifying responses according to the feature of
medical care and the hospital the respondent feels the medical care features
in. In the field of economics, Lohtia, Brooks & Krapfel (1994) used
correspondence analysis to determine the relationship between two types of
assets called transaction-specific. The following year, Javalgi, Joseph &
Gombleski (1995) employed correspondence analysis in the hospital
industry to identify the perception of more than 1000 physicians to eight
leading tertiary care hospitals. Kara, Kaynak & Kucukemiroglu (1996) used
correspondence analysis to identify the relationship between h o w often
people eat take-way food, and for what reason they do so in the U S A and
Canada. They found the reasons for eating take-way between the two
countries to be quite different.
Other applications of correspondence analysis include those by
Kaynak et al (1994), K u m a r & Srinivasan (1995), Lebart (1982, 1983) and
Loslever et al (1994) as well as m a n y others.
Books dealing solely with the development of correspondence
analysis include Israels (1987), van Rijckevorsel (1987), van Rijckevorsel &
de L e e u w (1988), Koster (1989), Benzecri (1992), Greenacre (1993), Greenacre
& Blasius (1994) and Nishisato (1994). M a n y multivariate textbooks include
as chapters an overview of correspondence analysis, for example Andersen
(1994,1997).
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N o w consider point (ii). Originally, correspondence analysis was seen

as a method of analysing contingency tables which couldn't be linked with
other more popular methods. It was a "stand alone" statistical approach,
which really only used correlation and a visual display. However, the
development of the method, especially since the mid 1980's and through

into the 1990's, has shown that correspondence analysis can be linked wit
other popular techniques. For example, Goodman (1985b, 1986), van der
Heijden & de Leeuw (1985), van der Heijden & Worsley (1988), and van der
Heijden, de Falguerolles & de Leeuw (1989) showed the link between
correspondence analysis and non-ordinal log-linear models. Beh (1997)
showed the link between correspondence analysis of ordinal contingency

tables and the partition of the chi-squared statistic into components us

Lancaster (1953), Best (1994a, 1994b, 1995), Best & Rayner (1994, 1996) a
Rayner & Best (1995, 1996, 1997). Beh & Davy (1998a, 1999) show the

relationship between ordinal correspondence analysis and ordinal log-lin

models. The work of Beh (1997, 1998, 1999a, 1999b) and Beh & Davy (1998a,
1998b, 1999) will be discussed in later chapters.
Now consider point (iii). Gower (1989) states the difference in the

philosophies of statisticians in different parts of the world, in a repl
der Heijden, de Falguerolles & de Leeuw (1989) that:

"Correspondence analysis (CA) has been enthusiastically developed
in France and widely adopted in other continental countries but has
had a more cautious reception in Britain. In part this has been a
consequence of claims that CA is a descriptive method and not model
based. Links between CA and log-linear analysis (LLA) have
helped to gain more acceptance in Britain, and perhaps for LLA to
gain more acceptance abroad"
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Along with the development of correspondence analysis, there have
been various attempts at refining the method so that the problems that were
identified were eliminated. The first such adjustment was m a d e in the field
of ecology by Hill &
correspondence

Gauch

(1980), under the n a m e

detrended

analysis. They proposed a method of removing the

techniques characteristic "arch effect" by cutting the first axis into segments
during the calculation of the row and column scores and then resetting the
average segment to zero. Palmer (1993) pointed out that such a refinement
produces "inelegancies" that have been criticised by Minchin (1987),
Oksanen (1987, 1988) and Wartenberg, Ferson & Rohlf (1987). The criticisms
of Wartenberg et al (1987) prompted Peet, Knox, Case & Allen (1988),
although agreeing with some of their points, to "provide prospective users
with a more balanced perspective on the advantages and disadvantages of
DCA". Oksanen & Minchin (1997) investigated the instability of detrended
correspondence analysis using several programs.
Another method of correspondence analysis, called canonical
correspondence analysis, was developed by ter Braak (1986, 1987). It involves
the additional step to correspondence analysis by selecting the linear
combination of row variables that maximises the dispersion of the column
scores. In fact Birks, Peglar & Austin (1994) give a list of 378 references
relating to the application and development of canonical correspondence
analysis between 1986 to 1993.
So, correspondence analysis is no longer just a single multivariate
analytic technique. Instead there is, as Palmer (1993) calls it, a
correspondence analysis family which incorporates correspondence analysis,
and its detrended and canonical forms. Also included in this family are
detrended canonical correspondence analysis, which is combination of the
two methods and partial canonical correspondence analysis of ter Braak
(1988).
-12-
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Another form of correspondence analysis that can be included in with

this family is joint correspondence analysis developed by Greenacre (1988

1990, 1991) and improved upon by Boik (1996). This method will be briefly
discussed in Chapter 3.
Further improvements to multiple correspondence analysis have
been made over the last several years. Instead of using indicator matrix
the Burt matrix of Burt (1950), model based approaches have been
considered. The Tucker 3 model of Tucker (1963, 1964, 1966), the PARAFAC
model of Harshman (1970) and Harshman & Lundy (1984) and the
mathematically similar CANDECOMP model of Carroll & Chang (1970) are
approaches that can be used to obtain a correspondence analysis solution
multi-way contingency tables as did Kroonenberg (1989) and Carlier &
Kroonenberg (1996). These three models will be briefly discussed in
Chapter 3.
The development of correspondence analysis is a long and interesting

one, not being confined to just the statisticians. Its diversity of devel

and application range the fields of biometry, psychometry, linguistics to
health care and vegetation science. Therefore, correspondence analysis

makes a very versatile method of data analysis. In a sense this is a refl
of all statistical techniques, and is nicely summed up by Kendall (1972,
pg 194):

"It is hard to think of any subject which has not made some kind of
contribution to statistical theory - agriculture, astronomy, biology,
chemistry and so on through the alphabet. The remarkable thing,
perhaps, is that these lines of development remained relatively
independent for so long and only in the present century have been
seen to have a common conceptual content"
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1.3

Overview
This thesis discusses and extends the theory of correspondence

analysis for two-way and multi-way contingency tables with ordered and/or
non-ordered variables. The non-ordinal and ordinal techniques are
discussed in Sections 1 and 2 respectively.
Section 1 describes the theory and application of what is termed here
classical correspondence analysis, as proposed by Benzecri, Greenacre, Lebart
and others. Chapter 2 discusses the approach popularly referred to as simple
correspondence analysis. The term simple does not refer to the method as
being easy to understand and execute, instead it refers to its development for
the most basic, or simple, data set - a two-way contingency table. A detailed
description of this analysis, related developments and examples describing
the features of the technique are included. The two-way approach is
extended by including a brief description of the m a n y techniques of multiple
correspondence analysis that are n o w available for the analysis of multi-way
contingency tables - contingency tables where observations are classified
according to more than two variables. For example, the transformation of a
three-way contingency table into an indicator or a Burt matrix is discussed,
so that the classical approach to multiple correspondence analysis involves
analysing these matrices. The Gifi system which has grown in popularity
over the past several years is introduced, while an approach using the
Tucker3 and P A R A F A C / C A N D E C O M P models is also discussed. Both
simple and multiple correspondence analysis involve partitioning the chisquared statistic of equation (1.1) into singular vectors using singular value
decomposition. H o w e v e r , it will be discussed that there are certain
limitations to simple and multiple correspondence analysis, for example the
technique completely ignores any ordinality that m a y exist within a set of
categories and there is no clear interpretation of the axes of the plot.
Therefore a n e w technique referred to as ordinal correspondence analysis is
-14-
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discussed. It is s h o w n that this n e w correspondence analysis technique gives
a more informative and easier interpretation of a contingency table than the
classical approach. This n e w technique is largely based on the work
originally seen in Beh (1996a, 1996b) and described in some detail by Beh
(1997,1998a, 1998b) and Beh & Davy (1998a, 1998b, 1998c).
In order to discuss in detail this approach, the partitions of the chisquared statistic for the two-way and three-way contingency tables are
derived, and consist of the orthogonal polynomials of the type described by
Emerson (1968) generated for each ordered variable. For a two-way
contingency table, these chi-squared statistics are exactly those seen in Best
(1995), Best & Rayner (1987, 1994, 1996), Rayner & Best (1995, 1996,1998) and
Rayner, Best &

Stephens (1997). This thesis also presents a n e w

decomposition for three-way, and generally multi-way contingency tables,
with at least one ordered variable, and is shown to be a simple extension of
the two-way decompositions presented by the above authors.
The orthogonal polynomials generated m a k e use of a scoring scheme
which reflects the ordered structure of the categories. However, any type of
scoring scheme can be employed. Chapter 6 investigates the effect of using
natural scores, midrank scores, Nishisato scores and singular vectors on the
orthogonal polynomials, and hence on the ordinal correspondence analysis.
The effect of equal and approximately equal scores are also discussed. The
two-way approach referred to as simple ordinal correspondence analysis is
extended so that any multi-way contingency table can be analysed using the
technique. This extension is based on the work of Beh & Davy (1998b) and
gives a series of plots so that a more informative investigation of the
bivariate, trivariate and higher order associations can be detected.
The n e w technique is shown to be applicable in a broader context by
analysing data sets that are not in the form of a contingency table. For
example, Chapter 8 focuses on the application of the n e w technique to
-15-
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ranked type data by partitioning it into bivariate m o m e n t s the Anderson
chi-squared statistic instead of the Pearson chi-squared statistic, and it is
shown to be a graphical approach to the analysis presented in Best (1993).
A

new

approach to parameter estimation using

orthogonal

polynomials for log-linear models is also presented and is a m u c h simpler
method of model-fitting than the widely used technique discussed by
Agresti (1994) and Fienberg (1977). The advantage of this n e w approach is
that parameter estimates higher than the linear can be easily calculated
thereby providing the user with a m u c h better fitting model.
A n appendix is provided at the end of Chapter 8 and includes a
discussion on singular value decomposition which is vitally important to
the non-ordinal approach to correspondence analysis. The programming
aspects of correspondence analysis are discussed in the appendix
highlighting the publication of programs and the review of packages which
carry out correspondence analysis. A list of nine S-PLUS programs is given
which includes a simple and simple-ordinal correspondence analysis
program for two-way contingency tables, and programs to convert a two-way
or three-way table into its indicator or Burt matrix form. A program is also
included which generates orthogonal polynomials given a scoring scheme
and another which constructs a plot for the graphical interpretation of two
sets of co-ordinates.
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Chapter 2

Simple
C orr esp ondence
Analysis

2.1 Introduction
A s mentioned in Chapter 1, the standard texts concerned with
correspondence analysis include Greenacre (1984) and Lebart et ai(1984).
Despite these books there have been m a n y other publications which deal
primarily with the technique. For example Greenacre (1981), Hoffman &
Franke (1986), Wellar & R o m n e y (1990), Benzecri (1992), Andersen (1994,
1997) and Everitt (1997) all give very good reviews. In recent years
correspondence analysis has been shown to be mathematically similar to
other data analytic procedures. G o o d m a n (1996) devised a single method
which shows the equivalence of the methods of Pearson (1913), the work of
G. U. Yule, and Fisher (1940). G o o d m a n (1996) also generalised simple
correspondence analysis with his R C association analysis of G o o d m a n
(1986).
In this chapter, a thorough investigation of simple correspondence
analysis is made.
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2.2

Notation and Definitions

2.2.1 The Data and Marginals
Consider an IxJ two-way contingency table, N , where the (i, j)'th cell
entry is given by n^- for i=l, 2,... ,1 and j=l, 2,. . ., J. Let the grand total of N
be n and the probability, or correspondence, matrix be P so that the (i, j)'th
cell entry is p ^ n ^ / n and

i J
XXP»J

=

1'

Define the i'th r o w marginal

i=i j=i

j

probability as pi# = ^pij and define the j'th column marginal probability as
i

i

J

p#. =T^pij so that ^ P i . = X P » J = 1 ' These marginal values are referred to as
i=l

i=l

j=l

masses. So the row probability marginals are called row masses and the
column probability marginals are called column masses. Let Dj be the
diagonal matrix whose elements are the row masses, and let Dj be the
diagonal matrix whose elements are the column masses.

2.2.2 Total Inertia
While X 2 is the measure of variation from complete independence of
the contingency table, if the grand total is doubled, then so to is X 2 , yet the
relative variation between the rows or between the columns would not
have changed. For this reason, correspondence analysis uses X 2 / n to
quantify the measure of total variation instead of X 2 . This value, X 2 /n, is
called the total inertia of the contingency table, while each axis represents a
portion of the total inertia called a principal inertia. Therefore,
correspondence

analysis is concerned

with

the

analysis of the

correspondence matrix P, rather than the actual set of data values in N .

2.2.3 Profiles
Suppose the researcher wishes to m a k e a comparison of two row
categories, i and i'. If a particular cell value has a relatively large number of
counts, its cell probability will also be relatively large. Therefore, w e do not
-19-
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compare the set of cell probabilities {p^} with {p rj | , for j=l, 2,..., J. Instead
divide each element of a row category by its marginal value. Therefore an
analysis is made on the row profiles of the contingency table. The row
profile for the i'th row category is< ——\ for j=l, 2, . . . , J. Similarly
Pi.
column profile for the j'th column category as

for i=l, 2,..., I.
P-j

2.3

Singular Value Decomposition

The aim of correspondence analysis, as well as many multivariate

data analytic techniques is to determine scores which describe how different

two categories are. Scores of two categories that are different should refl
the difference between those two categories. The strength of association
between the rows scores and column scores should also be measured.
Simple correspondence analysis is applied to contingency tables based
on the model of complete independence between the rows and columns :

Pij=Pi.P.j (2-1)

for all i=l, 2,..., I and j=l, 2,..., J.
Of course, complete independence is not always met, and so a
multiplicative measure of the departure from the model of complete
independence is made by considering :

Pij = otijPi.P.j * (2-2)

For the model of complete independence given by (2.1), c^ = 1 for all
i=l, 2,. . ., I and j=l, 2,. . ., J. As complete independence is not always
to occur, one can determine where it doesn't exist by examining those
ot^l.
20
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Consider model (2.2). Then a;j is expressed as :

P

a, = -^Pi.P.j

(2.3)

which G o o d m a n (1996) also refers to as Pearson ratios. Darroch (1974)
proposed the additive measure of the departure from independence :

HL =Vl+fl)j

Pi.P.

for all i and j, and for some {•uj and {cOjj.
To determine the scoring of the rows and columns and the strength
of the association between them, the Pearson ratios can be partitioned using
the method of singular value decomposition. That is :

I

"ij = X a i m ^ m b j m

(2.4)

m=0

where

^

,1

2>i.a im a im ,= ,0
i=]

m = m'
_m * m '.

(2.5)

and
J

fl

m = m'

,i

i0

m*m'

and M*=min(I, J)-l.
Consider the R H S

of equation (2.4). The set of values

{aiu; i = 1, 2, . . ., 1} is the u'th left generalised basic vector and is associat
with the r o w categories. Similarly, the set of values [bjv; j = 1, 2, . . ., jj is
the v'th right generalised basic vector and is associated with the column
categories. T h e generalised basic vectors are also referred to as singular
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vectors. The elements of X0, \lf . . . , %u. are real and positive and are t
first M*generalised basic values or singular values and are arranged in
descending order so that

1 = ^0>^> . .. >XU. >0 (2.7)

These generalised basic values can also be calculated by

^=SXaimbjmpij (2.8)
i=i j=i

The ordinal nature of the singular values of (2.7) show that while the
first value is unity, or trivial, they have a m i n i m u m value of zero. The
matrices of the singular vectors of A and B also contain a trivial solution to
the problem as the set of values {ai0} and jbj0] are equal to 1.
In matrix notation, the simple correspondence problem defined by
(2.3) and (2.4) becomes

D^PD-^AD^B1 (2.9)
where
ATDIA = J

(2.10)

BTDrB = J

(2.11)

where I denotes an identity matrix while Dx and Dj are as defined in
Subsection 2.2.1. The matrix A contains the first M * sets of r o w scores,
referred to as left generalised basic vectors, and has dimension IxM*.
Similarly, B contains the first M'set of column scores called right
generalised basic vectors and has dimension J x M \ The matrix of singular
values, Dx, is diagonal.
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A n alternative decomposition technique is proposed in Section 2 and
is concerned with the generation of orthogonal polynomials rather than
singular vectors of {a^} and {b jm j. D u e to the importance of singular value
decomposition in correspondence analysis, refer to the Appendix for
additional comments.
T o remove this trivial solution consider again equation (2.4). It
becomes
M*

a ^ l +m=lX ^ - V

(2.12)

G o o d m a n (1996) refers to oc^-l as the Pearson contingencies under
model (2.1) for i=l, 2,..., I and j=l, 2,..., J.
Therefore, (2.3) becomes

p..
L

M

Pi.P.j

£i

««=— - = i+X a iAJv
or

p Pl-P

M

" " - I^KK
Pi-P»j

2.4

au)

m=l

Profile Co-ordinates

2.4.1 Standard Profile Co-ordinates
A s described in Chapter 1, correspondence analysis is a graphical
statistical procedure. In order to visualise the associations between r o w
categories or column categories, the set of singular vectors, {a^} and [ b m j

for i=l, 2, . . . , I and j=l, 2, . . ., J m a y be plotted onto a correspondence pl
W h e n the n u m b e r of dimensions is M*, the plot is called an optimal
correspondence plot. In this situation the total inertia can be written in
terms of the singular values such that
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X2_^(Pii-Pi.P.i)

n UU Pi.P.j
Pg
j
Pi.P.
Vri.r.)
y
Pi.P.j

i=l j=l

I J

= XXPi-P-i Xaim^mbjm
i=l j=l

y

\m=l

M* / I V J "\
=

X^m Xpi.aiLi Xp.jbjm
m=l

Vi=l

/V) = 1

which simplifies, w h e n using (2.5) and (2.6) to

Y2

A

n

M
2

-2>!m

(2.14)

m=l

Hence, the total variation in the contingency table (or the Pearson
chi-squared statistic) can be partitioned into M* components, which are just
the principal inertia values. Also each principal inertia can be partitioned
further into sub-components to identify how a particular row or column
category contributes to the principal axis.
An M-dimensional correspondence plot consists of M principal axes,
where M<M\ For example, Figure 1.1 is a correspondence plot consisting
of 2 principal axes so that M=2, while M*=3. The first, or "x-axis" is called
the first principal axis, while the second or "y-axis" is referred to as the
second principal axis. The row and column profiles co-ordinates can be
plotted onto the correspondence plot with {a^} as the co-ordinate of the I
row categories along the m'th principal axis, and {bjmj as the set of coordinates of the J column categories along the m'th principal axis. However
using such a plotting system does not take into consideration the strength of
the relationship between the rows and columns along each axis. In fact the
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axes are equally weighted as can be seen from conditions (2.5) and (2.6).
These axes have associated with them unit inertias while Greenacre (1984,
pg 93) refers to the singular vectors as a system of co-ordinates as standard
co-ordinates.

2.4.2 Classical Profile Co-ordinates
Instead of defining the r o w and column co-ordinates using just the
singular vectors, let the r o w and column profile co-ordinates be defined by

f

=a X

im

im

Ojm

jm

(2.15)
m

(2.16)

m

respectively. Then (2.5) becomes
f

5>i.
i=i

i. Vf- .^ fl. m = m'
0 m*m'
v^my v ^ y

or

XPi.fL = K£

(2.17)

i=l
I

XPi-fimfim'=0

if m*m'

(2.18)

i=l

Similarly, condition (2.6) becomes,

V p . g 2 =X2
/ i r»i^|m

(2.19)

'vm

J

SP.jSjmgjm'=0

if m^m'

(2.20)

The system of co-ordinates defined using (2.15) and (2.16) makes use
of the singular values and are those used by simple correspondence analysis.
There are M * principal axes constructed and M * principal inertia values.
25-
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Instead of each axis having unit inertias, the m'th principal axis has an
inertia value of X,2m. This can be seen from (2.17) and (2.19).
Therefore, the first principal axis, with an inertia value of A,2 is the
axis that is the most important of the display as X1 is the largest singular
value. The m'th principal axis is the m'th most important axis and a
correspondence plot containing the first two axes will be more descriptive
than if any other axes were included.
Consider the row profile co-ordinates {f^} defined by (2.15). Then its
relationship to the principal inertia is defined by (2.17). Therefore, the
contribution the i'th row profile makes to the m'th principal inertia is

*?n(i)=PiA. (2-21)
so that

^m=i>m(i) (2-22)
i=l

Similarly, the relationship between the column profile co-ordinates

and the m'th principal inertia is given by (2.19). Therefore, the contribution
the j'th column profile makes with the m'th principal inertia is

^(j)=P.jgJn (2-23)
so that
»>iXo) (2-24)
1=1

Note, from (2.14), (2.21) and (2.22) that

y2 I M*

- = XIP,.4 (2.25)
n

i=l m=l

Similarly
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y2

J M*

— = XZP.j8jm
n

(2.26)

j=l m=l

Equations (2.25) and (2.26) s h o w that profile co-ordinates close to the
origin d o not contribute to the variation of the data, while profile coordinates far from the origin do m a k e such a contribution.
A n alternative expression for the r o w profile co-ordinates is by
multiplying (2.13) by p.jbjm and using the orthogonality property of (2.6)
then
' p.
f*,=Z—K

(2.27)

j=l Pi«

Similarly, the column profile co-ordinates can be alternatively written as

gjm=S—a^

(2.28)

i=l P»j

Equation (2.27) is the weighted s u m of the i'th r o w profile, while
(2.28) is the weighted s u m of the j'th column profile. These equations also
s h o w the link between the profile co-ordinates and standard co-ordinates.

2.4.3 Goodman's Profile Co-ordinates
Consider again the Pearson contingencies. Then

06,-1 = - ^
Pi«P»j

1

M*

= X ^ m bjm
m=l

M*
^
im jm
m=l
M'
X ^ imojm
m=l
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G o o d m a n (1986) comments that (2.29) provides an adequate reason if
one wants to include on the same display both row and column profile coordinates.
This lead Goodman (1986) to suggest that for the comparison of a row
profile co-ordinate with a column profile co-ordinate, instead of using the
row profile co-ordinates as previously defined, there is some advantage in
using

L = ^ta = ^ (2.30)
A

m

gjm=^mbjm=|f (2.31)
A-m

with y + 8 = l.
When y = l and 8 = 0, the row profile co-ordinates are just those
defined by (2.15), while the columns are plotted using their standard coordinates. Similarly, when 8 = 1 and y = 0 the column profile co-ordinates
are just those defined by (2.16), while the rows are plotted using their
standard co-ordinates.
Such co-ordinate systems were proposed by Ries (1974) and further
discussed in Fox (1988). The plot using this system is referred to as a
perceptual map or as Grassi & Visentin (1994) call it an asymmetric fi-plot.
As a result, the system of co-ordinates defined by (2.30) and (2.31) unifies
several systems of co-ordinates presented in the past, such as those for
perceptual maps and correspondence plots.
From (2.29), (2.30) and (2.31), we see that the Pearson ratios may be
written as
p.. M' _

-^--l=Ifimgjm
Pi.P.j

(2-32)

mTi

Equation (2.32) shows that with respect to the i'th row and j'th
column, using (2.30) and (2.31) as profile co-ordinates provides us with a
straight forward geometric interpretation for the comparison of a row point
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with a column point that is not directly available with the classical
correspondence analysis approach.
Since the classical correspondence analysis approach focuses on

partitioning the total inertia into singular values, the profile co-ordinates
(2.30) and (2.31) obtain similar results. For example,

IPi.L = 0 (2.33)
i=l

Xp,gjm = 0 (2.34)
j=i

XP,~4 =IP, 4- =^2' = X» (2.35)
i=l

i=l

A

m

IP,&=IP,||=*"S = ^ (2-36)
1
Therefore, if y and 8 are chosen so that y = 8 = —, then

i

_

J

f =

XPi' ^ XP-jgjm=?lr
i=l

j=l

while the relationship between the total inertia and the profile co-ordinates
of (2.30) and (2.31) is :
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X2=^(Pij-Pi.P.j)2
n•"

Pi.p.j

i=i i=i

,

j (Pi-P-j)

= 11
i=l j=l

—

)

Pi'P.j

^rf^^Pi'P.j ^^1imojm
i=l j = l

^111=1

YJ

MV I
—

Pi.P.)

^ ^ £jri*

m=lV.i=l

^

im X^P.jOjm
AJ=I
y

25
m

m=l
M'
m=l

y

2
m

The transformed r o w and column profile co-ordinates of (2.30) and
(2.31) respectively can be plotted onto a correspondence plot where the m'th
principal axis has a principal inertia value of A,2m. Grassi & Visentin (1994)
refer to such a plot as a symmetric plot.

2.5

Transition Formulae
The method of reciprocal averaging developed b y Hill (1973) is a

technique for finding r o w and column singular vectors, {a^} and { b m |
respectively, without resorting to singular value decomposition. Instead,
reciprocal averaging finds these vectors using the direct iterative approach
as seen in ter Braak (1987). However, Hill (1974) showed that his previous
years w o r k w a s mathematically equivalent to simple correspondence
analysis. In fact, as the 1974 paper of Hill w a s one of the original English
versions (translated from French) which dealt with correspondes des
analysis, Hill (1974) was the first to call the method correspondence analysis.
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The transition formula, or equations for obtaining profile coordinates from Hill (1973) allow for one set of co-ordinates to be calculated
from the co-ordinates of the remaining variable.
Suppose w e consider the correspondence analysis problem of (2.9)
with the constraints of (2.10) and (2.11) imposed upon the singular vectors.
Then it w a s shown that the scores can be rescaled to (2.15) and (2.16) so that
the correspondence plot is related to the Pearson chi-squared statistic.
Consider equation (2.15). Then using (2.27) and (2.16)

1

Pi

J^l Pi.
~ 2-1 _ gjm
j=l Pi.

Therefore, w e can obtain the r o w profile co-ordinates w h e n the
column profile co-ordinates are k n o w n by :

f

im=7LI^Lgjm

(2-37)

A-m j=l Pi.

Similarly, w e can obtain the column profile co-ordinates w h e n the row
profile co-ordinates are k n o w n by

g j m = ^ - X — fim
A

(2.38)

m i=l P.j

Equations (2.37) and (2.38) are the transition formulae and can be
written in matrix form by

FD, = D^ JPG (2.39)
G D X = D" X P T F
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Therefore the profile co-ordinate, fim, is a scaled combination of the
column profile co-ordinate, gjm, as j varies. Thus, if ps. is relatively large, gjn)
will be heavily weighted and so will influence fim. H o w e v e r , a direct
comparison between a r o w and column profile is not possible using the
scaling approach of (2.15) and (2.16).
If a direct comparison between the i'th r o w profile and j'th column
profile needs to be m a d e then, from (2.27) and (2.28), G o o d m a n (1986) shows
that (2.37) and (2.38) become

ito-wi*?-***

(2 41)

-

A-m j=l Pi.
A

m i = l P.j

1
If, in the special case y = 8 = -, then (2.41) is just (2.37) and (2.42) is just
(2.38). Therefore, (2.37) and (2.38) is a special case of (2.41) and (2.42)
respectively. The transition formulae of (2.41) and (2.42) also shows the
relationship between the position of a r o w and column profile in the
correspondence plot and its shared cell entry.

2.6 Distances
2.6.1 Centring of Profile Co-ordinates
The r o w and column profile co-ordinates are centred about the origin
of the correspondence plot, called a centroid. A s it will be shown, the origin
is where the expected cell values (Pi.p.j} lie.
It can be s h o w n that the r o w profile co-ordinates are centred about the
centroid of the correspondence plot. That is

IPiJim=0
i=l
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for m = l , 2,..., M \
To show that this is true, recall the definition of the row profile coordinate of (2.15). Then
i

i

f

=

XPi- un 2rPi' a uAn
i=l

i=l

-A-mXPi^*
i=l

=0
using (2.5).
Similarly, it can be shown that the column profile co-ordinates are
centred about the centroid. That is

ZP.jgjm = °
for all m = l , 2,. . ., M *

2.6.2 Distance from the Origin
The squared distance of the i'th row profile from the origin is

d?(i-o)=X-Lf|jL-P,
j=l P.j VPi'
J

= lIp , h - i ) 2
J f M*
= XP-J Eaim^mbj
j=i

V

"\
jm

m=1

^ 2 2
a X

MV I

2
jm

= =IVJ=I
I S P ^;

im' v m

which simplifies to
M

dJMJ-Ef,
m=l
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Therefore, equation (2.25) becomes

— = i>i.d2M) (2.44)
n

i=i

Hence the larger the distance of the i'th row profile in the M*dimensional correspondence plot from the origin, the larger the weighted
discrepancy between the profile of category i to the average profile of the

column categories. It follows that points far from the origin indicate a cle
deviation from what we would expect under complete independence, while
a point near the origin indicates that the frequencies in row i of the
contingency table fits the independence hypothesis well.
The same conclusion can be made for the squared distance of the
column profile co-ordinates to the origin.

2.6.3 Within Variable Distances
One of the advantages of using a correspondence plot is that the

researcher is able to graphically show similar and/or different profiles fro
the same variable. In this way we can compare one profile from another.
The squared distance between two row profiles i and i' in an optimal
correspondence plot is given by

^(U^t^-f^-^T (2-45)
j=lP.j^Pi.

Pv.)

and is the weighted Euclidean distance between these profiles.
Equation (2.45) can be written in terms of f^ and film/ the profile coordinates of rows i and i' along the m'th principal axis.
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HP-IIPI-

PI-J

(_Pi___Ea_T
= 'IP.
,Pi.p.i Pi.p.]
i=i

y

-i2

X a ™^mbj m ~ Xai'm^mb
= XP.J m=0
m=0
i=i

M*

EA_, uim (aiTV, — a; .„,)

= XP.J
j=l

|_m=0

m

1 m/

jm v. im

J M*

= X ZP-j^mbfrnfaim ~ arm)2
j=l m=0

= X 2wP'jbj2m (kmaJm
m=o\j=l

_

kmai'm)

J

However, w h e n m = 0 , the first term of the s u m is zero, and using the row
profile co-ordinate definition of (2.15), this distance becomes
M
2

d (U')=I(fim-frm)2

(2.46)

m=l

Therefore, one m a y calculate the distance between the r o w profiles i
and i' along the m'th principal axis by

dU^'Mfim-frm)2

The distance described by (2.46) is just the Euclidean distance
determined from an M*-dimensional correspondence plot.
Similarly, the squared distance between columns j and j' can be
measured by

h i fpij
i=l Pi. P»j

PirY=v^
P»j' J
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These results lead to the conclusion that w h e n two r o w profiles, or
two column profiles, are similar, then they will be positioned closely to one
another in the correspondence plot. If two profiles are different, then they
will be positioned at a distance from one another. Therefore correspondence
analysis can determine h o w profiles within a variable correspond to one
another - thus the etymology of the technique.
The relationship between (2.45) and (2.46) also verifies the property of
distributional equivalence as stated by Lebart et al (1984) :

1) If two row profiles having identical profiles are aggregated,
then the distances between them remains unchanged,
2)

If two r o w profiles having identical distribution profiles are
aggregated, then the distance between them remains
unchanged

2.6.4 Between Variable Distances
A s the r o w and column co-ordinates can be simultaneously
represented on the same correspondence plot, this infers that one is able to
measure the distance between a r o w and column profile.
Carroll, Green & Schaffer (1986, 1987) proposed a w a y of measuring
these distances by recoding the two-way contingency table to be of the form
of an indicator matrix. Refer to subsection 3.2.1 which discusses techniques
available for analysing multi-way contingency tables using correspondence
analysis ( M C A ) . However Greenacre (1989) refuted their claim by showing
that it contained t w o major faults. Although Greenacre's criticisms
prompted Carroll, Green and Schaffer (1989) to attempt to justify their
claims. The difference in opinion between Carroll, Green and Schaffer (CGS)
and Greenacre as discussed in Hoffman, de L e e u w and Arjunji (1995) is a
philosophical one rather than mathematical.
-36-
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"Greenacre was trained in the Trench' school, which appears to
correspond nicely with the fact that he takes simple correspondence
analysis to be a more fundamental and satisfactory technique than
M C A . It also means that he tends to emphasise the so called 'chisquared distance' interpretation of within-set distances. C G S have
their starting point in multidimensional scaling and unfolding
theory, which naturally leads them to emphasise between-set
distance relations."

For a description of unfolding theory for categorical data refer to
Heiser (1981).
The only comparison of a row and column profile co-ordinate lies in
the conclusions reached by considering the transition formulae; a relatively
large cell entry tends to m e a n that the row and column that the cell shares
will be close to one another. A relatively small cell value will m e a n that
they will be at a distance from another.

2.7 Modelling in Correspondence Analysis
2.7.1 R C Correlation Model
In Section 2.3, the departure from the independence hypothesis can be
m a d e by testing (2.2) against (2.1).
Using (2.2) and (2.12), the original cell probabilities can be calculated

by
(
Pij=Pi.p.j

M*

1 + X^XJvl
^

(2.48)

m=l

Model (2.48) is termed the Fishers identity by Lebart et al (1984) and
Lancaster (1969) from the work of Fisher (1940). It is also more commonly
referred to as the saturated RC canonical correlation model and has been
reviewed by m a n y such as Gilula (1986), Gilula & H a b e r m a n (1986, 1988),
-37-
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Gilula & Ritov (1990), G o o d m a n (1985a, 1985b, 1986, 1991, 1995, 1996),
Escoufier (1988) and van der Heijden, de Falguerolles & de Leeuw (1989).
Model (2.48) is saturated when M*=(I, J)-l. The work of de Leeuw &
van der Heijden (1991) showed that model (2.48) is equivalent to the
canonical correlation model when M * of the canonical correlations between
the row and column variables are non-zero.
The unsaturated model is
(

u

\

a

Pij~Pi.P.j l + X m A n b j m
V

(2.49)
)

m=l

where 1 < M < M * .
Grassi & Visentin (1994) note that Escoufier (1983, 1984) proposed a
generalisation a correspondence analysis, where the generalised RC
correlation model is
M*

Pij = Pij+qiqj X aim Amb jm

(2-50)

m=l

where p r are the expected probabilities derived under any model, while q4
i

J

and q= are any weights with the restrictions ^ > 0, q{ > 0, X<li = X^i =1i=i

j=i

Comparing model (2.48) with (2.50) reveals that generalised
correspondence analysis can decompose the departure from the
independence from models other than the independence model of (2.1).

2.7.2 Basic Correspondence Model
W h e n N is the data set from a 1x2, or 2xJ contingency table, then
M*=l. For such a table, model (2.48) becomes

P,=Pi.p41+a»*A) (2-51)
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Model (2.51) has been studied by Goodman (1985a), Gilula, Krieger &
Ritov (1988), R o m & Sarkar (1992), Ritov & Gilula (1993), Williams (1952)
and Gilula & Haberman (1984) and is called the rank-2 canonical correlation
model, or basic correspondence model. It can be seen from this model that
the measure of correlation, X1 between the row and column scores, {a u }
and {bjj, respectively, can be calculated by

i

j

a

^=XX iibjiPij

(2-52)

i=l i=l

Equation (2.52) is also just (2.11) w h e n m = l . W h e n ^ = 0 , the
correlation between the set of row and column scores, and hence categories,
is zero, and model (2.51) becomes the model of independence (2.1).
W h e n (2.52) is not zero, w e can see from (2.51), that

Fij
J

Pi.P.j
L

- ——Pi.P.j

<\

i

,_ __.

= Viibj:

(2.53

which is just (2.13) w h e n M*=l. Squaring both sides of (2.52) and
multiplying by p;.p.j yields

\Pij Pi'P.jj

—
Pi.P.j

I2„2u2„

n

= A1ailbjlpi.p.j

/r, C/,N

(2.54)

So s u m m i n g over the I rows and J columns of (2.54) and using (2.5)
and (2.6) gives
X2
— = X\
n
which is just equation (2.14) when M*=l.
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Therefore, the total inertia of a contingency table w h e n M * = l is just
the square of the correlation between the rows and columns. Situations
where this will arise are w h e n an 1X2, or 2XJ contingency table is to be
analysed. For example, these tables include those where there are two
responses for one variable; "Yes" and "No", "Pass" and "Fail", "Male" and
"Female" and so on. However, if the rank-2 model is applied to some other
two-way contingency table, then equation (2.55) will not always occur.
R o m & Sarkar (1992) proposed the rank-2 model

Pij =Pi.P.j{l + <l>(ai + Pj+ W>,i)p (2-56)

where {aj and {Pj} depends on the parameter $.
If <(> = 1 in (2.56) then

Pij =Pi.P.j(l + <Xi +Pj + Viibji) (2.57)
so that
Pij " Pi.Pi i1+<*i + Pj) = ViiPi.bjaP.j

Multiplying this by a^b^ and summing over the I rows and J columns yields

i J i J

^ = XXaiiVij-XX(aiiPi.)(Vi)(1+ a i+ Pj)
i=l j=l

i=l j=l

Although A-! is defined by (2.52). Therefore, this leads to a{ =$] =0, using
(2.5) and (2.6).
Therefore, w h e n <|> = 1, (2.56) reduces d o w n to be the rank-2 canonical
correlation model of (2.51).
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Also, if the correlation between the row and column scores is zero,
the model of R o m & Sarkar (1992) reduces d o w n to the independence
model (2.1).

2.7.3 Reconstitution Model
In the correspondence analysis context, the scores used to identify
similarities and differences between categories within a particular variable
are not the standard co-ordinates, instead they are the profile co-ordinates
defined by (2.15) and (2.16). Using this transformation, the R C canonical
correlation model of (2.48) becomes
(
Pij = Pi.P.j
V

M* f e
j s

i +m=l
£=i-Km
/x,

>

(2.58)

J

Model (2.58) is called the correspondence model by G o o d m a n (1986),
or the reconstitution model by Greenacre (1984) and m a n y others.
The reconstitution model of (2.58) can be used to determine what
affect reducing from M * dimensions to M

dimensions has o n the

contingency table. The better the approximation given by the model, the
better the M-dimensions are in representing the row and column profiles of
the contingency table. A test of the significance of the correspondence plot
will be discussed in Section 2.8.
The reconstitution formula verifies that if the r o w and column
profile co-ordinates are close to zero then the hypothesis of complete
independence is met.
The reconstitution formula for the generalised correspondence
analysis of Escoufier (1983,1984) is
M

* f. e.
m=l
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2.7.4 Other Models
There are m a n y models that can be used as an alternative to (2.48) and
(2.58). Here two more will be given, although an intense examination of
them will not be included.
O n e of the most popular alternatives to the R C correlation model of
(2.48) is the Goodman RC model, as seen in G o o d m a n (1979). This model is

(2.60)

Pij=aiPjexp X^aimbjm
^m=l
J

where a ^ and b j m are as defined earlier. The parameter cpm is termed the

coefficient of intrinsic association, while a{ and Pj are positive parameters,
or nuisance

parameters as Gilula, Krieger & Ritov (1988) call them.

Escoufier & Junca (1986) showed that these parameters can be calculated by
>

( J
lo

<*i = exp XP-j gPi
(

i

(2.61)

i J

Pj = exp XPiJogPij-XXPi-P-j^gP
1^ i=i

(2-62)

i=i j=i

M o d e l (2.60) has been extensively reviewed by m a n y such as
G o o d m a n (1979, 1981, 1985a, 1995b, 1986, 1996), Escoufier (1988), Haberman
(1981) and Becker & Clogg (1989). Infact, G o o d m a n (1981) applied model
(2.60) to two-way contingency tables with ordered variables.
Consider the rank-2 Goodman

correlation model w h e n M*=l

pij=aiPjexp(91ailbjl)

(2.63)

which is seen in Gilula, Krieger & Ritov (1988), Ritov & Gilula (1991, 1993),
Gilula (1984) and R o m & Sarkar (1992).
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Gilula, Krieger & Ritov (1988) s h o w that the parameter values of X1

from equation (2.52) and cpx in (2.63) are different measurements. They point

out that while Xt is a correlation value, as can be seen from (2.52), and hen
has a range [-1,1], (px has a range [0, °°).
Goodman (1991) showed that the intrinsic association may be
calculated by

q> = XXai1bj1logpij (2.64)
i=i j=i

while the m'th order association can be calculated by
i
(

J

Pm=XXaimbjml0gPi

(2.65)

i=l j=l

For correspondence analysis, reparameterise the r o w and column
scores so that
fim=aimcPm (2.66)
gjm=bjm9m (2-67)

so that the Goodman

reconstitution formula is
(w
P V "
ex

1

f <y \

(2.68)

imojm

j P X-T—
Vm=l Ym

)

Therefore, the constraints of (2.5) and (2.6) become

cpm,

m = m'

/ i ri.-Mm im'
i=l

0, m ^ m '

J

q>m, m = m

^P.jgjmgjm'

0, m^m'
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V a n der Heijden, Mooijaart & Takane (1994) compared the R C
correlation m o d e l with G o o d m a n ' s R C m o d e l and found that each had
their o w n strengths and weaknesses w h e n used.
A n alternative modelling procedure for correspondence analysis is
that of I h m & G r o e n w o u d (1975, 1984) which is

(

Pij = GCiPj exp

./

**
m=l

,

\2>\

2c2

(2.71)

V

For m o r e details refer to these authors, or Escoufier (1988).

2.8 Adequacy of the Correspondence Plot
Often, w h e n a M-dimensional correspondence plot is constructed, its
adequacy is based on a subjective decision from the user. O n e m a y
confidently say that a plot which explains 9 7 % of the total inertia is very
good, although the adequacy of 8 1 % m a y be questionable. Benzecri (1992,
p398) believes that the decision should be m a d e based on the researchers
personal judgement rather than by any mathematical procedure. However,
this leads to potentially important, or valuable information at higher
dimensions being missed because of the failure to investigate these higher
dimensions.
Thus to eliminate any uncertainty of the correspondence plots
adequacy, the reconstitution formula m a y can be used. Jobson (1992)
proposed the following decision making procedure.
To decide whether an M-dimensional plot is adequate in representing
the r o w and column profiles co-ordinates, consider the following
hypothesis test.
H0:A,m=0

where M<m<M\
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By choosing an M-dimensional correspondence plot for testing, all
singular values lying between M (the chosen dimension for the plot) and
M * should all be zero, for the null hypothesis, H 0 , to be accepted.
This hypothesis test is valid provided M is small, say 0, 1, 2 or 3. If
M = 0 , then H 0 is the model stating that the rows and columns of the original
contingency table are independent.
In order to determine the adequacy of the M-dimensional
correspondence plot, the chi-squared statistic :

X£,=n£^P'~P"'^ (2.72)
i=l j=l

Pij(M)

where pij(M) is the expected cell entry if the data set is reduced from its
optimal number of dimensions to M

dimensions. These expected cell

entries can be found from the reconstitution formula (2.49).
The test statistic given by equation (2.72) has an approximate
chi-square distribution with (I-M-l)Q-M-l) degrees of freedom, if the
conditions of the hypothesis are satisfied.
A n alternative approach to testing the adequacy of a correspondence
plot, as Lebart (1976) and Lebart et al (1984) considers, is to test the
significance of the singular values. The Appendix shows that these are just
the square of the transformed tables eigenvalues.
While there have been several publications concerning the
distribution of eigenvalues, most of which Lebart et al (1984) discusses as
erroneous, the probability density of eigenvalues were shown to be extracted
from a Wishart matrix by Fisher (1939), Girshick (1939), H s u (1939), Roy
(1939) and M o o d (1951). Anderson (1958) later proved the result. This led to
the Fisher-Hsu law of Lebart et al (1984) :
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"If

Xa

is the oc'th eigenvalue

produced

by the

correspondence analysis of table N of order IxJ, with total
s u m n, then the distribution of nA,a is approximately that of
the a'th of a Wishart matrix with parameters 1-1 and J-l"

2.9 Further Developments of Correspondence Analysis
Only the general aspects of simple correspondence analysis have been
discussed so far. However, with the growing popularity of the technique
outside of Europe m a n y generalisations, or specifications have been made.
Here w e shall only discuss, without going into any detail, further
developments that have been m a d e to correspondence analysis.
Correspondence analysis has been shown to be primarily a graphical
technique with Greenacre & Hastie (1987) discussing the geometrical
interpretation. However, the correspondence plot will not necessarily
represent all of the variation in the contingency table, and so unless the
correspondence plot is optimal, it will always be inadequate (to a certain
degree). If a visualisation of A L L the variation is required, then other
graphing techniques can be used. O n e of the easiest is that of the Andrews
Curve; A n d r e w s (1972, 1982). Consider the i'th r o w profile. Then if it is
optimally represented in an M-dimensional correspondence plot, its
A n d r e w s Curve can be plotted on the Andrews

Plot by considering the

function

f (t) = -4L + fi2sint + fi3cost + fi4sin2t + fi5cos2t+ . . .
V2

where -7C<t<rc. Similarly, Andrews Curves, gj(t), can be calculated for
each column profile. Rovan (1994) discussed A n d r e w s Curves and its
application to a correspondence analysis of the sample survey data of Lebart
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et al (1984). Goodchild & Vijayan (1974) proposed a w a y of conducting tests
of significance from an Andrews plot.
Another popular multi-dimensional graphing technique, because of
its novelty, is that of the Chernoff Face. Chernoff (1973) proposed a method
of graphing multi-dimensional data onto two-dimensions using faces so
that each component of a point can be represented by particular features of
the face. Each profile point can be represented by a face, so that if two faces
are different, then those two profiles will be different. If two faces look
identical, then those profiles will be the same. Flury & Riedwyl (1981) later
developed a technique to gain more information from the Chernoff faces
while Apaiwongse (1995) applied them to environmental policy.
Other techniques for visualising multi-dimensional data can be seen
in Tukey & Tukey (1981a, b) and Kleiner & Hartigan (1981), while Snee
(1974) offers an alternative graphical procedure for the analysis of
contingency tables.
Tukey & Tukey (1981a) discussed various techniques including the
Draughtmans

view of data. Such a view consists of a series of plots. For a

three-dimensional correspondence plot, consisting of the x, y and z-axes,
then there will be three plots; x-y, x-z and y-z plots. For a four-dimensional
correspondence plot, there will be a draughtman's view consisting of six
two-dimensional plots. In general, for a M-dimensional correspondence
plot, the draughtmans view will consist of

plots. Tukey & Tukey
{2 J

(1981a) also looks at dodecahedron views of multi-dimensional data.
Tukey & Tukey (1981b) discussed different w a y s in which a twodimensional plot can help visualise higher dimensions by various symbols
that can be plotted on the graph instead of point such as using polygons or
stars, glyphs of Friedman et al (1972) or trees and castles of Anderson (1957,
1960).
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Friendly (1994) generalised the work of Hartigan & Kleiner (1984)
which concerned mosaic displays. Such displays use "tiles" whose area
reflects the frequency of a particular cell. Generally the wider the tiles of a
particular category, the more important that category is in explaining the
variation in the data. The narrower the tiles of a particular category, the less
important it is. Friendly (1994) w a s also able to fit a log-linear model to
multi-way contingency tables using mosaic displays. Such displays are
graphical in the same sense as the Andrews curves, or Chernoff faces, but
the colouring and size of each tile gives a neat and simple display to
interpret. Ferris (1982) describes an alternative graphical scoring system
called the Smiley Scale for marketing researchers.
The study of influence in correspondence analysis has not been
considered until recently, with work conducted by Pack & Joliffe (1992), K i m
(1992,1994) and Benasseni (1993).
Pack & Joliffe (1992) discussed the influence to the co-ordinates and
eigenvalues w h e n a single observation is added to a cell, w h e n a row is
added and deleted to the table. K i m (1992) discussed the influence of a row
or column of a two-dimensional correspondence plot w h e n a two-way
contingency table is analysed. K i m (1994) then looked at influence for the
analysis of multi-way contingency tables. Benasseni (1993) discussed the
influence of combining rows and columns and adding and deleting
observations from a cell on the eigenvalue and eigenvectors.
Other work in correspondence analysis includes situations where a
contingency table has missing values, or where the table is incomplete.
Greenacre (1984) discussed such a case, and so to did de L e e u w & van der
Heijden (1988) and Goldstein (1987) and gave a w a y of approximating
missing or incomplete cell entries. Original work can be found in M u t o m b o
(1973) and Nora (1975).
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Other interesting work can be seen in Jambu (1987) w h o put forward
rules for selecting clusters in a correspondence plot, Heiser (1987) who
studied correspondence analysis by analysing residuals from a loss function,
Bove (1986) who proposed an alternative correspondence plot, to overcome
two problems which he identified. More recent developments include those
by de Leeuw (1993) and Greenacre (1996). The work of de Leeuw (1993)
involves some generalisations of the classical correspondence analysis
technique while Greenacre (1996) discusses correspondence analysis of
square contingency tables by decomposing the table into two components; a
symmetric table and a skew-symmetric table. Greenacre & Clavel (1998)
extended this approach for transition matrices; for example, data collected
from grandfathers and fathers, and from fathers and sons.
Chapter 12 of Barnett & Lewis (1994) looked at different residual
measures to identify outliers from a contingency table. The residual
considered in this chapter is the standardised residual of

_ Pij ~ Pi.P.j
K

VP-P-i

Other residuals that can be used for a correspondence analysis are the
adjusted residual of Haberman (1973) :

- rij

rij

"y(l-p,)(l-p,)

or, to detect if the (i, j)'th cell entry is an outlier, the deleted residua
Simonoff (1988) is

ry-ej
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where
c ,=

(ni.-nij)(".j-nij)
" n-nj.-n.j+n^

2.10 Examples
2.10.1 Socio-Economic and Mental Health Data
Consider the following data set first seen in Srole et al (1962) which is
a cross-classification of 1660 patients from midtown Manhattan according to
mental health status and parental socio-economic status

Mental Health
Status

A

B

C

D

E

F

Well

64

57

57

72

36

21

94

94

105

141

97

71

58
46

54
40

65
60

77
94

54
78

54
71

Mild Symptom
Formation
Moderate Symptom
Formation
Impaired

Table 2.1 : Cross-classification of 1660 Patients from Midtown Manh

According to Mental Health Status and Parental Socio-economic Stat

Many authors, such as Goodman (1986), Best & Rayner (1996),
Beh (1997, 1998) and Weller & Romney (1990) have since cited this example
in their analysis. The parental socio-economic status is designated A
through to F in a sequence from highest to lowest position.
Table 2.2 gives the percentage profiles of the patients health status
(rows). It can be seen that across each of the socio-economic status levels
Mild and Moderate appear to be fairly similar and less variable than Well or
Impaired suggesting that these two categories will lie close to the origin. A
comparison of the distribution of these profiles across the column categories
can be better viewed by observing their line graphs given by Figure 2.1.
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A

B

C

D

E

F

Total

Well

20.85

18.57

18.57

23.45

11.73

6.84

100

Mild

15.61

15.61

17.44

23.42

16.11

11.79

100

Moderate 16.02

14.92

18.57

23.45

11.73

6.84

100

Impaired

10.28

15.42

24.16

20.05

18.28

100

11.83

Table 2.2 : Percentage Profiles of the Patients Mental Health Status

From Figure 2.1 w e can see that there is very little variation in the
categories Moderate and Mild, and so they contribute very little to the
variation in the table. Thus, it is expected that their profiles will lie close to
the origin of their correspondence plot. The profiles of Well and Impaired
vary quite a lot and so will lie a long w a y from the origin. These latter pair
are also quite different and will therefore lie far apart from one another.
Table 2.3 shows the percentage profiles of the parental socio-economic
status categories.
It can be seen from Table 2.3 that the status levels A and B are very
similar, and so will be situated close to one another on a correspondence
plot. Also status levels C and D appear to be the two least variable of the six
categories and so will be situated close to the origin of the display. These
conclusions can be better seen in the line graphs of each status level across
each health level of Figure 2.2.
Observing Figure 2.2, the profiles of column categories A and B are
very similar. H o w e v e r as these profiles differ across each Health status
category, they will not lie close to the origin.
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25-i

20-

Impaired ]

15-

Moderate"!

Mild

|

10-

Well
,

B
Figure 2.1 : Line Graph of Row Profiles across each Column Category

The total inertia of Table 2.1 is 0.02770196, which, at 5 % level of
significance, shows that there is some association between the rows and
columns of the data. That is, there is an association between a persons
parental socio-economic status and their o w n mental health status. The
application of correspondence analysis will allow for a visual interpretation
of the within and between variable comparisons.
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Well

Mild

A

17.56

35.88

22.14

24.43

100

B

16.33

38.37

22.04

23.27

100

C

20.91

36.59

22.65

19.86

100

D

24.48

36.72

20.05

18.75

100

E

29.43

36.6

20.38

13.58

100

F

32.72

32.72

24.88

9.68

100

Moderate Impaired

Total

Table 2.3 : Percentage Profiles of the Parental Socio-economic Status

The two-dimensional classical correspondence plot is given by Figure
2.3 w h e r e the first principal axis has an inertia value of 0.026026
representing 93.94% of the total inertia in Table 2.1. Similarly the second
principal axis has an inertia value of 0.001380 which accounts for 4.98% of
the total variation in the data. Thus the classical plot of Figure 2.3 explains
98.92% of the total inertia. Therefore it is a very good plot for representing
the variation of the r o w and column profiles.
Figure 2.3 shows that socio-economic status categories A and B are
very similar to one another across the different levels of mental health
status because of the close proximity of their profile co-ordinates, while
Well and Impaired have very different profiles. These conclusions were
reached from looking at the profiles in Tables 2.2 and 2.3. Thus r o w profiles
A and B can be combined to form a single profile. Weller & R o m n e y (1990)
did this for these categories as well as for column categories C and D and
row categories Mild and Moderate.
T o see what contribution each r o w and column category has for each
of the axes of the correspondence plot refer to Table 2.4 and 2.5 respectively.
The values in the parentheses are the percentage contribution to the
respective inertias.
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Mental Health
Status

Principal Axis 1

Principal Axis 2

Contribution % Contr. Contribution % Contr.

Well

0.012458

47.86

0.000027

1.96

Mild

0.000317

1.22

0.000204

14.78

Moderate

0.000044

0.17

0.001065

77.17

Impaired

0.013207

50.75

0.000084

6.09

Total

0.026026

100

0.00138

100

Table 2.4 : Contribution of each Row Profile to the
First Two Principal Inertias

Table 2.4 shows that mental health status levels Well and Impaired
contribute to 47.87% and 50.74% of the row variation displayed along the
first principal axis respectively. That is these two categories account 98.61%
of the variation in the rows. The dominance of Well and Impaired along
this axis can be seen in Figure 2.3, where they are on the far R H S and L H S of
the display respectively. Mild and Moderate account for the remaining
1.39% of the variation; very little, which is reflected by there close proximity
to the origin along the first axis. However, Mild and Moderate account for
91.97% of the variation along the second axis. Moderate, which explains
77.21% of the r o w variation along this axis is the most dominant r o w profile
in that direction.
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Well

Mild

Moderate

Impaired

Figure 2.2 : Line Graph of Column Profiles across each Row Category
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Figure 2.3 : Two-Dimensional Classical Correspondence Plot of Table 5.1

For the column profiles, A and B contribute roughly equally, to the
first principal axis, while F is the most dominant column category;

contributing to 41.57% of the variation along this axis. These features can be
seen in Figure 2.3. While A, B and C contribute very little to the second
principal axes (a total of 11.89%) D , E and F contribute (approximately)

equally to the axis. This is reflected by the position of these profiles in F

2.3. A, B and C have very little second co-ordinate, while D, E and F are at a
relatively larger distance from the first axis, indicating a large second coordinate.
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Socio-Economic
Status

Principal

Axis 1

Principal

Axis 2

Contribution % Contr. Contribution % Contr.

A

0.005167

19.82

0.000059

4.28

B

0.005051

19.41

0.00002

1.45

C

0.000603

2.31

0.000085

6.16

D

0.000018

0.07

0.00041

29.71

E

0.004367

16.78

0.000304

22.03

F

0.01082

41.57

0.000502

36.38

Total

0.026026

100

0.00138

100

Table 2.5 : Contribution of each Column Profile to the
First Two Principal Inertias

However, Figures 2.1 and 2.2 do not show the correspondence
between the two variables.
Figure 2.3 shows that Well and A and B lie close to one another.
Therefore, those patients whose mental health status is classified as Well
tend to be those with parents with a high socio-economic status, while those
with parents w h o have children classified with impaired mental health
status appear to come from a low socio-economic status.

2.10.2 Crime Data
Consider the 2 x 6 contingency table of Table 2.6 which w a s seen in
Snee (1974) and originally presented in Kendall (1943). It classifies 1426
criminals according to the crime that they committed and whether they are
a drinker or non-drinker of alcohol.
A s Table 2.5 is of size 2x6, the correspondence plot will only consist of
one axis, and according to equation (2.55) the total inertia will be equivalent
to the measure of squared correlation between the two variables, ie the first
non-trivial singular value. In fact, the Pearson chi-squared statistic is 49.73,
which at 5 degrees of freedom is highly significant. Therefore, there is a
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relationship between the crime a criminal commits and whether they drink
alcohol or not. The total inertia of Table 2.6 is 0.03487447 while the first
singular value is 0.186745; the square root of 0.03487447.

Arson

Rape

Violence

Drinkers

50

88

155

379

18

63

753

Non-Drinkers

43

62

110

300

14

144

673

Total

93

150

265

679

32

207

1426

Theft Coining Fraud

Total

Table 2.6 : Cross-classification of 1426 criminals according to crime
committed and whether they drink alcohol or not

Observing the correspondence plot of Figure 2.4, it can be seen that
the profiles of criminals which commit arson, rape, violence theft and
coinage are similar, and very different to those w h o commit fraud. Those
criminals w h o drink and don't drink alcohol also tend to be very different
criminals. Those w h o do drink alcohol tend to be those w h o commit arson,
rape, violence, theft and coinage, while those w h o commit fraud are those
w h o don't tend to drink alcohol.
Table 2.7 gives the contribution of the row categories to the first axis,
while Table 2.8 gives the contribution of the crime categories to the axis.
Figure 2.4 shows that the drinking and non-drinking categories are
evenly spread out across the first principal axis, while Table 2.7 shows that
they contribute roughly equal amounts to the principal inertia, and hence to
the total inertia.
Figure 2.4 also shows that the Fraud category lies on the R H S of the
display and dominates the axis for the crime categories. Table 2.8 shows that
Fraud, which lies at quite a distance from the origin, accounts for 83.59% of
the variation in the crime categories, while Arson, which lies very close to
the origin contributes only 0.07% of the variation. The remaining crimes lie
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fairly close to the origin as well, a n d as can be seen in Table 2.8, contribute
very little to the variation in the data.

CO
CD
J^

c
Q

CD
CL
CO
ft

o
c
CD
,o

ca
cz

ja
1_
"D
3
cn

CD

o

*c
;—

„

&flff
CD

sz

\-

i_

LL

Q

ff

c
o
~z.

£
o
CO

<1_

^

-0.2

-0.1

0.0

0.1

0.2

0.3

0.4

First Principal Axis
Figure 2.4 : Correspondence Plot of Table 2.6

Contribution

%

Drinkers

0.01645

47.18

Non-Drinkers

0.018415

52.82

0.034865

100

Total

Table 2.7 : Contribution of the Drinking/Non-Drinking
Categories to the Total Inertia

Contribution

%

Arson

0.0000241

0.07

Rape

0.0014498

4.16

Violence

0.0024109

6.91

Theft

0.0017131

4.97

Coining

0.0001068

0.30

Fraud

0.0291488

83.59

Total

0.03487

100

Table 2.8 : Contribution of Crime Categories to Total Inertia
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2.10.3 Hospital Data
Consider the data given in Table 2.9 which classifies 132 patients
according to their length of stay in hospital and their frequency of visitors.
This data w a s originally seen in W i n g (1962), while H a b e r m a n (1974) also
analysed the contingency table.
A s Table 2.9 is a 3 x 3 contingency table, the optimal correspondence
plot obtained is 2-dimensional. The Pearson chi-squared statistic of the data
is 35.171, which at 4 degrees of freedom is highly significant. Therefore there
is an association between the frequency of visitors a patient receives and
their length of stay in hospital.

Length of Stay in Hospital (Years)
Frequency of Visit

2<Yrs<10

Goes H o m e , or Visited Regularly

43

16

3

Doesn't G o H o m e ,

6

11

io

9

18

16

10<Yrs<20 Yrs>20

Visited Less than Once a Month
Never G o H o m e and Never
Visited
Table 2.9 : Cross-classification of 132 Patients according to the
Frequency of Visitors and their Length of Stay in Hospital

W h e n conducting a correspondence analysis of Table 2.9, the total
inertia is 0.266447 with the first principal inertia of 0.26641 and the second
principal inertia of 0.00004. Thus the first axis accounts for 99.98% of the
variation in the table.
The optimal 2-dimensional correspondence plot of Table 2.9 is given
by Figure 2.5
Figure 2.5 shows that each of the categories in the "Length of Stay"
variable are quite different, while those w h o are visited less than once a •
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month and don't go home are similar to those who are never visited and
never go home.
Figure 2.5 also shows that those who stay in hospital between two and

ten years get visited more regularly than those who stay in hospital for
more than ten years.
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Figure 2.5: Optimal Correspondence Plot of Table 2.9

Table 2.10 shows the contribution of the frequency of visits for the

first and second principal inertia, while Table 2.11 shows the contribut

the stay in hospital to these axes. The figure in the parentheses are the
percentage contribution of each category to each principal inertia.
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Principal

Axis 1

Principal

Axis 2

Contribution % Contr. Contribution % Contr.
Goes H o m e , or
Visited Regularly
Doesn't G o H o m e ,
Visited Less than
Once a Month
Never Visited
Total

0.1412579

53.02

0.00004

100

0.0457202

17.16

0

0

0.0794439

29.82

0

0

0.266422

100

0.00004

100

Table 2.10 : Contribution of each Visiting Category to each Principal Iner

Principal

Axis 1

Principal

Axis 2

Contribution % Contr. Contribution % Contr.
2-10 Years

0.1302716

48.90

0.0000029

7.25

10-20 Years

0.0178542

6.70

0.0000236

59.00

At Least 20 Years

0.1183018

44.40

0.0000135

33.75

Total

0.266422

100

0.00004

100

Table 2.11 : Contribution of each Length of Stay Category to
each Principal Inertia

Figure 2.5 shows that row category Visited Regularly is on the far L H S
of the plot along the first principal axis, while Table 2.10 shows that this
category contributes to more than half of the row variation for its associated
inertia value. Similarly, the patients w h o stay in hospital for more than two
years but less than ten years have the profile position which dominates the
first principal axis. Table 2.9 shows that this category contributes to nearly
half of the variation of the column categories for the associated inertia •
value. The profile relating to those patients w h o stay in hospital for at least
20 years contributes to 44.4% of the total column variation along the first
principal axis.
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Chapter 3

Multiple
Correspondence
Analysis

3.1

Introduction
Chapter 2 discussed the application of correspondence analysis to

two-way contingency tables. However, not all data sets are structured in
such a way. In m a n y fields, researchers wish to m a k e observations by taking
into consideration more than two measurable variables. In this case, a
contingency table which classifies observations according to more than two or multi-variables is called a multiway contingency table. Therefore, the
method off correspondence analysis applied to these tables is called
multiway correspondence analysis, or by its more popular n a m e multiple
correspondence analysis
The first article concerned with the development and application of
correspondence analysis w a s Guttman (1941). Since then the favoured
approach to multiple correspondence analysis has been to transform the
multiway contingency table into an indicator matrix or a Burt matrix and
then apply simple correspondence analysis to the matrix.
The past ten years has seen a growth in n e w w a y s to tackle multiple
correspondence analysis. Greenacre (1988, 1990, 1991) identified some
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limitations and problems with multiple Correspondence analysis, and
rectifies these problems by considering an adjusted Burt matrix. His
approach is called joint correspondence analysis. The alternative approach
to multiple correspondence analysis has been to use the Gifi System. This is
n a m e d after Albert Gifi whose 1990 text showed that m a n y classical
multivariate techniques can be generalised into one by analysing a loss
function. This loss function will briefly described in Section 3.4 of this
chapter.
A less k n o w n approach to multiple correspondence analysis discussed
in Weller & R o m n e y (1990) is called stacking where, for a three-way
contingency table, two of the three variables are combined to form a twow a y contingency table.
Yet another approach that has slowly gained m o m e n t u m as a
technique for conducting multiple correspondence analysis is where the
multiway contingency table is decomposed using a generalisation of
singular value decomposition. There are m a n y models of decomposition
that can be employed such as the P A R A F A C model of Harshman (1970), the
similar C A N D E C O M P model of Carroll & Chang (1970) and the Tucker 3
model of Tucker (1963, 1964, 1966). Other discussions on the decomposition
of three-way data can be seen in Sands & Young (1980), Kruskal (1977, 1989),
Denis & Dhorne (1988), Leugrans, Ross & Abel (1993) and Anderson (1996).
In this chapter the application of multiple correspondence analysis
using these six techniques will be introduced. Refer to the relevant articles
for further information on each approach.
Consider a three-way contingency table, N , consisting of I row, J
columns and using the terminology of Kroonenberg (1989), K tubes. Kendall
& Stuart (1979) use the term layer. The total number of individuals or
observations classified according to these three variables is n. The (i, j, k)'th

cell entry of N is nijk for i=l, 2,. . ., I, j=l, 2,. . ., J and k=l, 2, . . . , K. Defi
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i

J

K

the (i, j, k)'th cell probability as pijk =nijk/n so that X Z X p i j k =1. Let p... be
i=i j=i k=i

i

the i'th row marginal probability so that X P i " = l- Similarly, let p... and
i=l

p..k be the j'th column and k'th tube marginal probabilities respectively
J

K

that £p.j. = XP.k. =1j=l

k=l

This notation can easily be generalised for any m-way contingency
table, where m>3.
Multiple correspondence analysis can be applied to any multi-way

contingency table. However, for the sake of simplicity, this thesis will o
consider at most a 3-way contingency table.

3.2 MCA via the Indicator Matrix
3.2.1 Correspondence Analysis of the Z matrix (Two-way)
Any contingency table can be represented in the form of an indicator
matrix, that is, a matrix where the elements are either 0 or 1. For this
indicator matrix, the rows represent each individual who has been

categorised into the original contingency table, and the columns represent
all the category responses that each individual was classified into.
Consider the simple 2x3 contingency table of Table 3.1 below :

Column 1 Column 2 C o l u m n 3

Total

Row 1

1

2

2

5

Row 2

2

3

1

6

Total

3

5

3

11

Table 3.1 : Artificial two-way contingency table

There are a total of 11 individuals classified into Table 3.1 and so it
has an equivalent indicator matrix, Z, which has 11 rows (one for each
individual) and 5 columns (one for each row and column category).
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The indicator matrix, Z, of Table 3.1 is written as Table 3.2.

Individual

row 1

row 2

1

1

0

1

0

0

2

1

0

0

1

0

3

1

0

0

1

0

4

1

0

0

0

1

5

1

0

0

0

1

6

0

1

1

0

0

7

0

1

1

0

0

8

0

1

0

1

o

9

0

1

0

1

0

10

0

1

0

1

0

11

0

1

0

0

1

column 1 column 2 column 3

Table 3.2 : Indicator matrix of Table 3.1

From Table 3.2, the first individual, that is row 1, has been classified

into row 1 and column 1 of our original table. Thus, it has a 1 val

in the columns "row 1" and "column 1". Similarly the last individua
was classified into row 2 and column 3 in the original contingency

a 1 value in the columns "row 2" and "column 3" of the indicator ma
Notice that for each row the remaining columns have 0's in them.

On closer examination of the indicator matrix, each row has two l's

in it while there are three 0's. This is because we are considering

contingency table. In general, the indicator matrix of a multi-way,

contingency table, will consist of m l's in each row while the rema
entries in that row will be 0's.

Suppose we wish to carry out a correspondence analysis of a two-way
contingency table, N, but using its indicator matrix Z.
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For the first variable there are I responses, while for the second
category there are J responses. So let the total number of response categories
be Q=I+J. Therefore, the indicator matrix, Z, of the two-way contingency
table has dimension nxQ.
The indicator matrix Z is the combination of 2 sub-matrices, Z1 and
Z 2 such that:

Z = [zi z2]
For Table 3.2, the Z matrix is :

(1 0 1 0

°]

1 0 0 1 0

1 0 0 1 0
1 0 0 0 1
1 0 0 0 1
0 1 1 0 0
0 1 1 0 0
0 1 0 1 0
0 1 0 1 0
0 1 0 1 0

lo

1 0 0

h

where the sub-matrices are

(1
1
1
1
1
0
0
0
0
0

0^
0
0
0
0
1
1
1
1
1

n

and

lo 1,

o o^j

0 10
0 10
0 0 1
0 0 1
Z2 = 1 0 0
10 0
0 10
0 10
0 1 0

^o o lJ
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Submatrix Z x (with n=ll rows and 1=2 columns) is such that the i'th
row contains 1-1=1 zero value, and one value of 1. Similarly, submatrix Z 2
(with n rows and J=3 columns) is such that the i'th r o w contains J-l=2 zero
values, and one value of 1.
The original two-way contingency table can be recalculated by :

N = ZjZ2

The classical method of multiple correspondence analysis involves
treating Z as a contingency table and executing a simple correspondence
analysis with it as the data set. Carroll & Green (1988) refer to the such a data
set as a pseudocontingency table as it provides information regarding h o w
m a n y times each individual/observation is classified into each category.
However, w h e n Z is treated as a contingency table, this m a y lead to
problems concerning the chi-squared statistic, as described by m a n y such as
Haberman (1988).
The r o w profile co-ordinates from the correspondence analysis of Z
will s h o w the difference in the categorisation of the individuals. However,
as it is the correspondence of the categories that is of interest, the column
profile co-ordinates of the analysis can be plotted onto a correspondence
plot.
A s a two-way contingency table can be analysed using either simple
correspondence analysis or multiple correspondence analysis using its
indicator matrix, the singular values from each analysis are closely related.
Suppose Xm is the m'th singular value from a simple correspondence
analysis of N , while }?m is the singular value using its indicator matrix.
Greenacre (1984) showed that

^ = (2A4-1)2 (3-D
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or

A4=1(I±VA^T)

(3.2)

while the total inertia of the table using its indicator matrix is

^ = -9.-1 (3.3)
n

m

3.2.2 Correspondence Analysis of the Z matrix (m-way)
The situation previously considered the application of multiple
correspondence analysis to two-way contingency tables. N o w consider an
m - w a y contingency table N . Then it can be alternatively represented in the
form of an identity matrix, Z, such that:

Z = [ZaZ2...Zm]

where Z , for q=l, 2, . . . , m, is the indicator submatrix for the q'th set
categories.
Analogous to the approach for two-way tables, Xx, Z 2 , . . . , Z m has
the same properties as Z1 and Z 2 for Z = [ZX Z 2 ]. Each Z q has n rows, where
n is the grand total of N and each row has one 1 and the remainder of the
elements in the row being zero's.

3.3 MCA via the Burt Matrix
W e have seen from the identity matrix Z, that the rows consist of the
individuals that were categorised, while the columns were each of the
categories under which each individual was placed.
Burt (1950) suggested that one can analyse the actual results obtained
rather than a series of l's and 0's in a table.
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The technique requires analysing the Burt matrix which is just the
product-sum matrix :
Bt = Z T Z

Burt notes that, except for the fact that the values in Z are not
standardised, this product-sum matrix corresponds with the more familiar
matrix of covariance (or rather codeviances) between the categories. W e can
obtain an alternative product-sum matrix by post-multiplying Z by its
transpose, namely :
Bp = Z Z T

The result will correspond to the matrix of covariances or
codeviances for the individuals. This second type of matrix, however, will
not be considered.
For the analysis of a two-way contingency table, the Burt matrix can be
represented as :
(zJz, Z^Z'2^
Bt=Z Z=
'!
T

2j

where Z is partitioned so that Z = [Z1

Z 2 ] as before.

Another w a y in which the Burt matrix m a y b e written w h e n
considering a two-way contingency table is :

Bt =

f nD i
N

T

N

"1

nDV

(3.4)

Each of the "off-diagonal" submatrices ZjZ q . (for q*q') is a two-way
contingency table which condenses the association between variables q and
q' across the n individuals. For example, the Burt matrix of Table 3.1 is :
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Row 1

Row 2

Column 1 Column 2 Column 3

Row 1
Row 2

5
0

0
6

1
2

Column 1
Column 2
Column 3

1
2
2

2
3
1

3
0
0

2
3

2
1

0
5
0

0
0
3

Table 3.3 : Burt Matrix of the Artificial Data of Table 3.1

Greenacre (1984) showed that the relationship between the m'th
singular values obtained using the indicator matrix, defined as 7?m, and the
Burt matrix, 7?m, is
Vm =

fcf

(3-5)

For the "diagonal" submatrices only, Greenacre (1988) showed that
the total inertia is
Xdiag(B) _ Q - m

n

(3.6)

m

W e can apply the technique of correspondence analysis using the Burt
matrix, just like w e could apply a contingency tables indicator matrix to the
analysis.

3.4

The Gifi System
O n e of the most c o m m o n techniques of multiple correspondence in

the last decade has been by using the Gifi System, which is generally referred
to as homogeneity analysis. This technique w a s developed by Albert Gifi
and is extensively discussed in Gifi (1990), and m a n y have extended his
work, such as Michailidis & de Leeuw (1996a, 1996b, 1996c).
Suppose w e have the submatrices associated with each category. Then
the Gifi loss function is commonly written in the form
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a(X;Z t/ . . . ,Z,) = l £ s S Q ( X - Z q Y q )

(3.7)

Wq=l

where Q is the total number of categories, as defined in subsection 3.1, and
SSQ is the sum of squares of the matrix. The elements of the X matrix are

called object scores and correspond the scores associated with each object, o
individual classified into the contingency table. The set of vectors, Y , are
called the category quantifications and correspond to the scores associated
with each of the categories.
The aim of the Gifi system is to calculate the score values such that
the loss function of equation (3.7) is minimised. Obviously a zero loss
function will arise when

X = Z.Y, = Z2Y2 = . . . = ZQYQ (3.8)

In this case the object scores are perfectly discriminating and the category
quantifications are perfectly homogeneous. Thus (3.8) is just a trivial
solution to the problem. In the non-trivial case, the loss function can be
minimised by using the Alternating Least Squares algorithm of Michailidis
& de Leeuw (1996a, 1996b, 1996c)

3.5 Stacking and Concatenation
The method of multiple correspondence analysis discussed in Weller
& Romney (1990) called stacking involves forming a two-way contingency
table from the three-way data by "stacking" or placing the two-way table for
each tube, for example, on top of each other.
For example, consider the 4x5x3 contingency table of Clogg (1982),
which is originally cited in Davis (1977). This is given as Table 3.4 below.
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W e can perform a multiple correspondence analysis by stacking in a
number of different ways. If the researcher is interested in the relationship
between the rows and columns of Table 3.4, then a simple correspondence
analysis is performed on Table 3.5.

Number
Years of

0-1

of

2-3

4-5

Siblings
6-7

8+

Not too Happy

Schooling
<12

15

34

36

22

61

12

31

60

46

25

26

13-16

35

45

30

13

8

17+

18

14

3

3

4

Pretty Happy
<12

17

53

70

67

79

12

60

96

45

40

31

13-16

63

74

39

24

7

17+

15

15

9

2

1

Very Happy
<12

7

20

23

16

36

12

5

12

11

12

7

13-16

5

10

4

4

3

17+

2

1

0

1

2

Table 3.4 : Cross-classification of 1517 People According to Hap
Schooling and Number of Siblings

The correspondence plot of Table 3.5 consists of three points for
of the row categories (one for each tube level) and one point each for the
column categories of Table 3.4. Therefore such an analysis also permits an
investigation of how the "Years of Schooling" differ at each level of
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Happiness. Other stacking methods are possible, depending on the t
relationships the researcher wishes to study.
Number

of

Siblings

School

0-1

2-3

4-4

6-5

8+

<12 (N)

15

34

36

22

61

12 (N)

31

60

46

25

26

13-16 (N)

35

45

30

13

8

17+ (N)

18

14

3

3

4

<12 (P)

17

53

70

67

79

12 (P)

60

96

45

40

31

13-16 (P)

63

74

39

24

7

17+ (P)

15

15

9

2

1

<12 (V)

7

20

23

16

36

12 (V)

5

12

11

12

7

13-16 (V)

5

10

4

4

3

17+ (V)

2

1

2

0

1

Table 3.5 : Stacked Contingency Table of Table 3.4 for the Resea
Interested in the Relationship between the Rows and Columns
(N=Not too Happy; P=Pretty Happy; V=Very Happy)

Another type of stacking, as discussed in Greenacre (1994), which i
related to the Burt matrix is concatenation.
Concatenation is the stacking of the bivariate marginals for two
particular variables. For example, a concatenation of Table 3.4 is given by
Table 3.6.
Table 3.6 shows that there were 168 people who has less than twelve
years of schooling and were not happy, while 99 people had either no or
only one sibling and were not happy.
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Not Happy Pretty Happy Very Happy
<12

168

286

102

12

188

272

47

13-16

131

207

26

17+

42

42

6

0-1

99

155

19

2-3

153

238

43

4-5

115

163

40

6-7

63

133

32

8+

99

118

47

Table 3.6 : Concatenation of Table 3.3 of (Schooling-Siblings)
by Happiness

Unfortunately, the concatenation of Table 3.6 does not take into

account if there is any association between the schooling and sib
variables. So other concatenations could be considered. Stacking

bivariate marginals of schooling-siblings and happiness-siblings,
schooling and happiness-schooling could be done. Essentially the

matrix considers all three concatenations simultaneously, with th

univariate marginals included. For more information on the relati
between concatenation and the Burt matrix see Greenacre (1994).

3.6 Joint Correspondence Analysis
A modification of multiple correspondence analysis using the Burt
matrix was developed and coined Joint Correspondence Analysis by
Greenacre (1988,1990,1991).

Consider the partition of the chi-squared statistic for a Burt ma

XS-tixi, (3-9)
m=lq=l

-75-

Chapter 3 - Multiple Correspondence Analysis

where X qs is the chi-squared statistic for the (m, q)'th subtable. However, the

chi-squared statistic for the diagonal subtables of the Burt matrix, from (3.

Q-m

is n- m
Greenacre (1994) concluded that Xg can be written as
Y2
A

_ n

^

Y 2

A

B-~r2^ qs

m

H

The inclusion of the term n

,„Q-m
+n

3

(3.10)

m
artificially inflates the value of the

m
chi-squared statistic. For this reason, Greenacre (1988) points out that there

no justification in including the diagonal (or marginal probability) subtables
when conducting a multiple correspondence analysis using the Burt matrix.
In fact, if n =— is large, then the percentage contribution of even the most
m
important principal axis will be relatively small. Greenacre (1990) also
identified other problems concerning the correspondence analysis of the
Burt matrix.
Therefore, the alternative, or modified, version of multiple
correspondence analysis using the Burt matrix is to conduct the analysis
omitting the diagonal subtables. The advantage of joint correspondence
analysis over the original Burt matrix approach, as Greenacre (1991) points
out, is that when a two-way contingency table is analysed the
correspondence plot is identical to the plot from a simple correspondence
analysis of the original data.
Greenacre (1988) presented an alternating least-squares algorithm
which can be adapted into existing software to conduct a joint
correspondence analysis rather than by the classical Burt matrix approach.
However, Boik (1996) recently presented a more efficient algorithm based on
the Gauss-Siedel method.
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3.7

The Modelling Approaches to Correspondence Analysis
3.7.1 Introduction
In Chapter 2 it w a s s h o w n through equation (2.12) that

correspondence analysis of two-way contingency tables consists of applying a
singular value decomposition to the Pearson ratios.
Even though correspondence analysis of multiple categorical data has
been conducted via the various approaches in this chapter, here w e present
yet another approach by using a generalised form of singular value
decomposition.
Consider the model of complete independence between the rows,
columns and tubes of a three-way contingency table :

Pijk = Pi..P.j.P..k (3-H)

Of course, complete independence is not always going to occur, and so
a measure of the departure from complete independence is m a d e by
considering
Pijk = aijkPi..p.j.P..k

(3-12)

For complete independence between the rows, columns and tubes of a

three-way contingency table, ocijk = 1, for all i=l, 2, . . . , I, j=l, 2, . . . , J an
k=l, 2,..., K.
From (3.12), this measure of departure is quantified by

a

i j k

= ^

(3.13)

Fi«F»j»r «k

Equation (3.13) is just an extension of equation (2.3) for three-way
contingency tables, and so ocijk is called Pearson's three-way ratio.
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Darroch (1974) looked at the "no multiplicative" three-variable
interaction model :
Pyk

= a, + K + yjk

(3.14)

Fi»»F«j»F"k

for some { a j , {P*} and {yjk}.
For simple correspondence analysis, Goodman (1996) considered

partitioning the Pearson ratios by applying a singular value decomposition
to them. However, singular value decomposition for three-way and multiway contingency tables is not possible (unless a recoding of the data is
conducted as for the indicator and Burt matrix above). In this section we
shall discuss some generalisations of the two-way singular value
decomposition.

3.7.2 The Tucker3 Model
The first attempt at the decomposition of three-way data was made by
psychometrician Ledyard R. Tucker in 1963. Even though many examples of
categorical data, and many analytic techniques are based on two-way data,
Tucker (1963, pg 122) was aware that

"there are increasing numbers of situations of interest to research workers in
psychology and education which involve data classification in more than
two-ways"

This realisation motivated Tucker to develop what it now termed the
Tucker3 or Tucker3-mode model.
For the analysis of categorical data, the Tucker3 decomposition of
(3.13) is
p..

«ijk =

~
Pi.#P.j.P..k

I-l J-l K-1
a

= E X S iuVkwguvw
u=0v=0w=0
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or in matrix notation
A = AG(CT®BT) (3.16)

as noted in Kroonenberg (1989).
The matrices A, B and C are termed intrinsic matrices and relate to
the rows, columns and tubes in much the same way as A and B in Chapter 2
relate to the rows and columns. The matrix G is termed the core matrix and
is concerned with the relationship between the three variables and is a
super-diagonal three-way matrix.
Let
J-I

^uvk = ^ C k w S u v w

(3.17)

w=l

Therefore,
i-i j-i
a

ijk=XX a iu b jv T luvk
u=lv=l

(3-18)

So, if ocijk is considered as a set of K two-way matrices, Ak, with
dimension IxJ, then model (3.18) may be written, in matrix form, as

Ak = ANkBT (3.19)

where Nk is a (J-l)x(K-l) matrix with the (u, v)'th element riuvk. These
values show the relationship between the rows and columns of N at each
tube category.
Equation (3.15) can be similarly partitioned to show the relationship
between the columns and tubes at each row level by letting
i-i

£ivw=I>iuSuvw
u=l
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SO that
J-l K-1
a

ijk = XZV^ivw (3-21)
v=lw=l

Note that
A^BSjC1

(3.22)

where Aj is the J x K matrix of Pearson three-way ratios at each row level,
while St is the core matrix which shows the relationship between the
columns and tubes at each row category.
Similarly, we can decompose (3.15) to highlight the relationship

between the rows and tubes at each category level. Kroonenberg (1994) refer
to models (3.18) and (3.21) as Tucker2 models, and (3.17) and (3.20) as
extended core matrices. Kroonenberg (1994) also offers an algorithm for
determining A, B and C.
There are many other results that can be obtained by using the Tucker
3 model; refer to Tucker (1963,1964,1966).
As Kroonenberg (1989) noted, the matrices A, B and C in (3.16) are
subject to the constraint

ATDIA = I (3.23)
BTDJB = I (3.24)
CTDKC = I (3.25)

Consider again the decomposition (3.15). Then it can be re-written so
that
I-l J-l
a

ijk

=

1

+

+

I-l K-1

a

2-r5-r iukjvc?uv0 + 2^ Z J a iu C kwgu0w
u=lv=l
u=lw=l
J-l K-1
I-l J-l K-1
2il 2ml H v ^ k S o v w + 2J LJ Z^aiu':?ivCkwSuvw
v=lw=l
u=lv=lw=l
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N o w , (3.26) is just an extension of the two-way case of (2.12).
However, (3.15) cannot be termed

a generalised singular value

decomposition for two reasons

i) the Tucker3 model of (3.15) allows for all between-variable
combinations. For example, a singular value decomposition involves
the terms a ^ b ^ , ai2A,2bj2 and so on. However, it does not involve
a

ii^qbj2/ai2^2bji etc. The Tucker3 model includes ailbjlcklg111 as well as

a

ii)

ilfrj2Ck3&123'

The values guvw are not singular values as Xm are. All Xm must be
positive and arranged in descending order. The core values can be
negative and need not be arranged in any particular order.

A recent application of the Tucker3 model to correspondence analysi
is that of Carlier & Kroonenberg (1996). The relationship between the total
inertia and the core elements is :
•v^2 I-l J-l K-1 I-l J-l I-l K-1 J-l K-1

* = 2-I2J 2^ Suvw + 2-i 2^ §uvo + 2-i 2^ Suow + 2-t 2-t S o ™
II-

u=lv=lw=l

u=lv=l

u=lw=l

w.27;

v=lw=l

and can be proven by squaring (3.26) and summing over the row, colum
and tube categories.

3.7.3 The CANDECOMP/PARAFAC Models
An

alternative

modelling

procedure

involves

using

the

C A N D E C O M P (CANonical DECOMPosition) model of Harshman (1970) or
the mathematically equivalent P A R A F A C (PARAllel FACtor analysis)
model of Carroll & Chang (1970).
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Consider again the Pearson three-way ratio of (3.13). For the analysis
of categorical data, decompose this ratio by :

M"
ijk ~
~~~
~ Z-l^im^^kmSmmm
Pi..P.j.P«k m=0

a

(3.28)

where {a^}, {b j m | and {c km } are subject to the orthogonality constraints of

(3.23), (3.24) and (3.25) respectively and M*=min(I, J, K)-l. It can be see
model (3.28) is an extension of the singular value decomposition presented
as equation (2.4), and thus has been referred to as generalised three-way
singular value decomposition by Carlier & Kroonenberg (1996).
Eliminating the trivial solution yields
r> M'
Fijk

= 1 l V q b C o£j im jm kmommm
m=l

Pi..P.j.p..k

or
Pijk Pi..P.j.P..k _ YM
2^aimDjmCkm6mmm W-^J
Pi..p.j.P..k m=l

h

^^QV

Using model (3.28) the relationship between the total inertia and the
core values is
X2 M*

— =Igmmm
n

(3-30)

m=i

Further information of this model can been found by referring to the
articles mentioned above. Also consult Harshman & Lundy (1984) for
related versions of the PARAFAC model, for example PARAFAC2 and
PARAFAC3. The article of ten Berge & Kiers (1996) present some unique
results of the PARAFAC2 model. Harshman & Lundy (1994) present an
extended view of the PARAFAC model, while Mooijaart (1992) uses the
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generalised P A R A F A C model to obtain the three-factor interaction and
estimates parameters from a log-linear model of the three-way data.

3.8 Examples
3.8.1 A T w o - w a y Contingency Table Example
Consider the three-way contingency table of Table 2.1. A s shown in
Chapter 2 it can be analysed using simple correspondence analysis.
However, similar comparisons of profile positions can be m a d e by applying
multiple correspondence analysis to it using the indicator and Burt
matrices.
Figure 3.1 is the correspondence plot of Table 2.1 using the indicator
matrix and shows that w h e n comparing it with Figure 2.1, the relative
positions of the r o w and column profile co-ordinates are similar. For
example, socio-economic status levels A and B have a similar position,
indicating they have similar profiles. However, the co-ordinates along the
second principal axis of Figure 3.1 are stretched out more w h e n compared
with the second principal axis of Figure 2.1. This can be seen because of the
larger second principal inertia using the indicator matrix. The principal
inertia value for each axis using multiple correspondence analysis via the
indicator matrix is given by Table 3.2, as well as the percentage contribution
to the total inertia, X?,/n = 4. This total inertia value can be calculated using
equation (3.3), while each principal inertia value can be calculated using
(3.2) taking into consideration the inertia values of simple correspondence
analysis.
Table 3.7 shows that the first and second principal inertia values are
larger than those obtained using simple correspondence analysis. This helps
contribute to the greater spread of the co-ordinates along the axes w h e n
compared with the axes of Table 2.1. Also all the principal inertia values
using the indicator matrix contribute roughly the same amount to the total
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variation in the table. For example, the first two principal axes of Figure 3.1
contribute to 14.52% and 12.96% of the total inertia respectively. Therefore,
Figure 3.1 visually describes 27.48% of the total variation of the table, using
its indicator matrix.

Moderate

*

in

-^ d
CO
Q.

•A

'o
c
c

•B

8 q
CD

O

to

Well
impaired
•Mild

d

•0
-1.0

-0.5

0.0

0.5

1.0

First Principal Axis

Figure 3.1 : Multiple Correspondence Plot of Table 2.1
using the Indicator Matrix

If the Burt matrix is used instead of the indicator matrix, the poor
display of Figure 3.1 is not greatly improved upon.
T h e principal inertia values using the Burt matrix are given in Table
3.8 and its relationship with those using the indicator matrix conform to
(3.5).
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1

Inertia
Value
0.58066

Contribution
14.52

2

0.51857

12.96

3

0.50863

12.72

4

0.50000

12.50

5

0.50000

12.50

6

0.49137

12.28

7

0.48143

12.04

8

0.41934

10.48

9

0

0

Total

4

100

Axis

/o

Table 3.7 : Principal Inertia Values and Percentage Contribution to Total
Inertia of Table 2.1 using the Indicator Matrix.
o/
/o

1

Inertia
Value
0.33717

Contribution
16.74

2

0.26891

13.35

3

0.25870

12.85

4

0.25000

12.41

5

0.25000

12.41

6

0.24144

11.99

7

0.23178

11.51

8

0.17585

8.73

9

0

0

Total

2.01385

100

Axis

Table 3.8 : Principal Inertia Values and Percentage Contribution to Total
Inertia of Table 2.1 using the Burt Matrix.

Table 3.8 shows that the principal inertia values using the indicator
matrix and the Burt matrix contribute roughly proportionally the same
amount to the total inertia.
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The visual comparison of the r o w and column profile co-ordinates
using the Burt matrix is given by Figure 3.2.
The relative position of the profile co-ordinates using the indicator
and Burt matrices are identical, taking into consideration the rescaling of
the singular values.
Figure 3.2 shows only a little more of the variation in Table 2.1 than
does Figure 3.1 does. Using the Burt matrix, the correspondence plot
accounts for only 30.09% of the total inertia; 2.61% m o r e than using the
indicator matrix.

Moderate

•F

in
tn

d

'x
<
ra

C

•A

Q.

"a
ez

•B

•o

c
CD
CO

o

Well
impaired
•Mile
in

d
O

•E

1 —

-1.0

-0.5

i

0.0

0.5

1.0

First Principal Axis

Figure 3.2 : Multiple Correspondence Plot of Table 2.1 using the Burt Matrix
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Using equation (3.6), the total inertia of the diagonal submatrices of
the Burt matrix of Table 2.1 is
Q-m

(4 + 6)-2

=

m2

22

That is
X2
^- = 0.01385 + 2 = 2.01385
n
Therefore, the diagonal sub-matrices of the Burt matrix contributes to
more than 9 9 % of the total inertia. This means that joint correspondence
analysis is a more preferable approach to analysing the contingency table
than using the full Burt matrix.

3.8.2 A Three-way Contingency Table Example
Consider the three-way contingency table of Table 3.4. It can be
analysed using multiple correspondence analysis so that a visual
comparison of the Siblings, Schooling and Happiness categories can be
made. For this data, multiple correspondence analysis is performed using its
indicator and Burt matrices.
Consider the analysis m a d e using the indicator matrix. T h e
correspondence plot obtained is given by Figure 3.3. It shows that those w h o
are very happy tend to be those with fewer than 12 years of schooling and a
lot of siblings. Those w h o are not too happy tend to be those w h o have
more than 17 years of schooling and w h o have only a few siblings. Those
with between 2 and 5 (inclusive) siblings appear to be pretty happy and have
only 12 years of schooling.
The total inertia, using (3.3) is 3, while the principal inertia values,
along with their percentage contribution to the total inertia is given in Table
3.9.
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Using the indicator matrix, the correspondence plot of Figure 3.3 only
accounts for 28.59% of the total variation in the contingency table. Using the
Burt matrix instead increases this value by 8.68% to 37.27%.

€-7
•

•Pretty Happy
* 12

«-3

•13-16

«l-5
A/ery ffa^5py

/

0-1

^Jot too Happy

€+

•17f
i

,

i

-1.0

-0.5

1

0.0

0.5

—

i

1.0

First Principal Axis

Figure 3.3 : Multiple Correspondence Plot of Table 3.4
using the Indicator Matrix

The correspondence plot of Table 3.4 using the Burt matrix is given by
Figure 3.4, while the principal inertia values are given b y Table 3.10. Note
that the relationship between the principal inertia values of the indicator
and Burt matrices conform to equation (3.5).
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•17<
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Figure 3.4 : Multiple
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using the Burt
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Plot of Table 3.2

Matrix

A s expected the relative position of the profile co-ordinates in Figure
3.4 are the s a m e as those in Figure 3.3, only that u s i n g the B u r t matrix, the
co-ordinates are reflected a b o u t the first principal axis.
W h i l e the correspondence plot of Figure 3.4 accounts for very little of
the variation in the table, a joint c o r r e s p o n d e n c e analysis c o u l d b e applied.
This is b e c a u s e the off-diagonal sub-matrices, w h i c h h a s a total inertia value
of 1, a c c o u n t s for o v e r 9 9 % of the total inertia of the table u s i n g the Burt
matrix.
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0/

1

Inertia
Value
0.4862786

Contribution
16.21
1

2

0.3713704

12.38

3

0.3489325

11.63

4

0.3384103

11.28

5

0.3286943

10.96

6

0.3133906

10.45

7

0.3090188

10.30

8

0.3015142

10.05

9

0.2023897

6.75

10

0

0

11

0

0

Total

3

100

Axis

/o

Table 3.9 : Principal Inertia Values and Percentage Contribution to
the Total Inertia of Table 3.4 using the Indicator Matrix

1

Inertia
Value
0.23647

Contribution
23.54

2

0.13792

13.73

3

0.12175

12.12

4

0.11452

11.40

5

0.10804

10.76

6

0.09821

9.78

7

0.09549

9.51

8

0.09091

9.05

9

04096

4.08

10

0

0

11

0

0

Total

1.004428

100

Axis

%

Table 3.10 : Principal Inertia Values and Percentage Contribution
to the Total Inertia of Table 3.4 using the Burt matrix
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Chapter 4

Partitioning
Pearson's
Chi-Squared
Statistic

4.1

Introduction
This chapter discusses the partition of the Pearson chi-squared statistic

for two-way

and

three-way contingency tables using orthogonal

polynomials. These polynomials are based on those of Emerson (1968),
which are applicable to contingency tables. Note however that there are
other types of chi-squared partitions that have been successfully developed
in the past. For two-way contingency tables refer to Lancaster (1953),
Nair (1986) and Hirotsu (1978, 1982, 1983, 1986), while for multi-way
contingency tables refer to G o o d m a n (1969) and Kendall & Stuart (1979, pg
607).
For two-way contingency fables, the Pearson chi-squared partition
considered in this chapter w a s mathematically proven by Irwin (1949), and
extensively developed by Lancaster (1949-1980). Claringbold (1961)
considered such a partition using different types of orthogonal
transformations. The partition of the Pearson chi-squared statistic for multi-92-
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orthogonal across the tube marginal probabilities, {p..k}, subject to the
constraint :
Ji,

f 1,

Sp..kcw(k)cw,(k) = { 0/

w = w'
w#w,

(4.3)

forw=l,2, ...,K-1.
A general recurrence relation, using equally spaced integer value
scores, can be used to calculate these polynomials, and are defined and
proven in the section 4.2.1. A generalisation of these polynomials is also
given in 4.2.2 so that any scoring scheme m a y be applied.
If w e consider all of the row and column orthogonal polynomials,
then according to Theorem 2.5 of Broyden (1975)

1

i-i

]Tau(i)au(i') =
u=0

J-l
Ibv(j)bv(f)=
v=0

—
Pi.
0

r

- -,

for 1 = 1
(4-4)
otherwise

p, tOT, = ) (4.5)
0

otherwise

The advantage of using these orthogonal polynomials is that the
Pearson chi-squared statistic can be partitioned via bivariate moments for
two-way contingency tables, and bivariate and trivariate moments for threew a y contingency tables. These m o m e n t s are expressed in terms of the
location (linear), dispersion (quadratic) and higher order components. It will
be s h o w n that the location component is a measure of the difference in the
m e a n values of a particular variable, while the dispersion component is a
measure of the spread of the categories within a variable.
Therefore, rather than confining an analysis to just comparing m e a n
values, the use of orthogonal polynomials allow for additional information
concerning the structure of a variable to be obtained.
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4.2

Orthogonal

Polynomials

4.2.1 T h e General Recurrence Relation
In this section, a complete description, with relevant proofs, of the
orthogonal polynomials presented in Emerson (1968) for contingency tables
is given.
For any three consecutive c o l u m n orthogonal polynomials, the
general recurrence relation of Emerson (1968) is :

bv(j) = (Avj + Bv)bv_1(j)-Cvbv-2(j)

(4.6)

B v =-A v I P . j jb;_ 1 (j)

(4.7)

where

J=i
j

(4.8)

C v =A v Xp. j jb v _ 1 (j)b v _ 2 (j)
and

A =

" XP.j3bv-lO)bv-2(j)

Xp,fbUj)i=i

121 -1/2

2

J

—
j

=1

(4.9)

1=1

In order to prove (4.6)-(4.9), w e require the orthogonal polynomials
bv(j), which is a "function" of j, and of order v. That is obtain b^j), which is
of order 1, that is a "linear function", b2(j) is of order 2, that is a "quadratic
function" and so on.
Therefore w e can define a polynomial of order v-1 as :

bv(j)-jAvbv-i(j)

(4.10)

W e can see that this is a "function" with the very last term, the bv(j)'s,
eliminated. So w e can write (4.10) in the form of a linear combination
involving the remaining polynomials :

-95-

Chapter 4 - Chi-squared Partitions

bv(j)-jAvbv_x(j) = (|)0b0(j)+ . . . +<M>¥_1(j)

(4.11)

Applying the orthogonality property (4.2) to equation (4.11) yields, for some
0<k<v :
j

IP-jb.OHb.OJ-jAA-iO)}
I
j

j=i

=

(4.12)

XP.jMW>obo(j)+ • • • + <l>kbk(j) + • • • +<M\G)}

That is
J

j

b

EP.j k(j)bv(j) - A v Xjp. J b k O> v -iO) = 4>i,
i=i

j=i

Therefore, w h e n k*v, for all v=l, 2, . . . ,J-1,

j

A

- vXjP.j b kOK-i(j) = <t>k

(4.13)

i=i

For any k<v-2, part of the L H S of equation (4.12) is zero, and the whole of
the R H S is zero, so that:

j
A

vXjP.)bk(j)bv-l(j) = 0
j=l

Therefore equation (4.11) becomes :

b

v(j)-]'Avbv-l(j) = <l>v-2bv-2(j) + <l>v-lbv-l(j)

That is
bv(j) = (jAv + <J>v_1)bv_1(j) + ())v_2bv_2(j)

where from equation (4.13)

96
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<l>v-i = B v=-A v XP.jJ b 5-i(j)
i-i

and

<!>v-2 = C v = -A v Xp.jJ b v-l(j) b v- 2 (j)
1=1

To find A v , substituting (4.14) into (4.2) w h e n v=v', then

IP.j{(jAv + <l>v-l)bv-l(j) + ^v-2bv-2(j)}2 = 1

(4.15)

i=i

Once expanded and simplified, equation (4.15) yields :

-.9-1-1/2

-12
1

IP^.O)
1=I

1=1

SP.jJbv-lO)bv-2(j)
1=1

which is just (4.9)
The row orthogonal polynomials can also be proven and are similar
to (4.6)-(4.9).

4.2.2 Simplification of the General Recurrence Relation
The general recurrence relation of Emerson (1968), given by (4.6)-(4.7)
can be simplified. Note that (4.9) contains functions of (4.7) and (4.8).
Therefore, putting Av outside of the expression (4.9) yields :

bvG) = A v [ 0 - B v ) V l O ) - C v V 2 0 ) ]

(4.16)

where

B v = XP-jibv-iO)

(4.17)

i=i

J
C

v=XP.jJbv-l(j)bv-2(j)
j=l
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and
-1/2

AT =

Ip/b^O-B^-q

(4.19)

1=1

Equations (4.16)-(4.19) are far more efficient for computational
purposes because B and C can be defined, then used to calculate A. All three
can then be used to calculate the column orthogonal polynomials.

4.2.3 Generalisation of the General Recurrence Relation
The general recurrence relations of (4.6)-(4.7), or the simplified
version of (4.16)-(4.19) are only able to be used w h e n equally spaced integer
valued scores, called natural scores, are used to describe the ordered
structure of the column categories. This is because of the "j" term in the
formulas. In general, the researcher m a y wish to use s o m e other scoring
scheme that better represents the ordered nature of the set of categories,
whether they are chosen subjectively, or by m o r e objective means.
Therefore, the general recurrence relations defined above can be generalised
for any set of scores.
Suppose a set of predetermined column scores, {sj(j)}, for j=l, 2,..., J,
are used to define the ordered structure of the column categories. Then the
set of column orthogonal polynomials can be generalised so that:

bv0') = A.[(siG)-B.)t.-.O)-CA.2O)]

(4.20)

where
B

v=IP,S,(j)bUj)

(4.21)

1=1
J
C

v=XP.jSjO)bv-l(j)bv-2(j)

(4.22)

1=1

and
-1/2

A

= IP,Si(j) 2b v-i(j)-B v -C 2
i=i
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Equations (4.20)-(4.23) are m o r e efficient than (4.6)-(4.9) and more
general than (4.16)-(4.19), and so are ideal to use for an ordinal
correspondence analysis.
However, the column orthogonal polynomials of (4.20) are not n e w
and have recently been used, for example, by Best (1994a, 1994b, 1995), Best &
Rayner (1996) and Rayner & Best (1996).
A similar set of orthogonal polynomials, au(i), for u=l, 2,..., I, can be
derived w h e n the row categories are assumed to be ordered and are similar
to (4.20)-(4.23). For a set of r o w scores {sj(i)}, the r o w

orthogonal

polynomials are :

a«W = K[{*i® ~ Bu)au-i(i) - Cuau.2(i)]

(4.24)

where
B

(4.25)

u=SPi-si(i)au-i(i)
i=l
I

Cu=XPi.si(i)au-i(iK-2(i)

(4.26)

i=i

and
-1/2

2 2

2

A u - IPt.s I (i) a a . 1 (i)-B U -C

2

(4.27)

U

.i=l

Note a_1(i) = b_1(j) = 0 and a0(i) = b0(j) = l are assumed for all i and j.
W h e n u=v=0, the orthogonal polynomials are trivial, while polynomials of
order greater than zero are non-trivial. For the sake of programming, these
trivial polynomials must take these into consideration. Consider b^j), then

-|2

A1

=

5>.j s j0) 2b o0)- IP.ft(j)bft)
i=i

-,•> -I

Xp.ft(iKO)Uj)
i=l

.1=1

which simplifies to
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-|2l

-1/2

A,= XP.J S JO) 2 - EP.J S JO)
I=I

i=i

Thus, for simplicity of programming, the c o l u m n orthogonal
polynomials of order 1 can be defined as

S
b

i0) =

JO)-XP.J S JO)
*- -

-i2

(4.28)

S
JO)
lip^or- .XP.I
1=1

which is just the standardisation of the set of column scores. Higher order
polynomials can be calculated by the recurrence relation (4.20) and for the
row categories, (4.24). Similarly, a:(i) are standardisations of the row scores.

T W O - W A Y C O N T I N G E N C Y TABLES
Partitioning the Pearson chi-squared statistic using orthogonal
polynomials for univariate data w a s described in detail by Rayner & Best
(1989), while various papers from these authors dealt with partitioning the
chi-squared statistic for a contingency table with one or two ordered
categories. In this section w e will examine some of the results described by
Rayner and Best, as well as other interesting results. Best & Rayner (1991)
discussed the effect of the chi-squared statistic w h e n univariate data are
combined, assuming the data is uniformly distributed (or equiprobable).
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4.3

A Chi-squared Partition for Singly-Ordered Two-way Tables
- VERSION

1

Suppose w e have a two-way contingency table with ordered columns
and unordered rows. Rayner & Best (1997) stated that the chi-squared
statistic can be partitioned so that:

2

i

J-I

x =XS3

(4.29)

i=l v = l

where

Z,v=^X-e-bv(j)

(4.30)

1=1 VPi*

which are asymptotically standard normally distributed random variables.
In matrix notation, equation (4.30) can be written as

Z = VnD7 1/2 PB.

(4.31)

where B» is the Jx(J-l) matrix containing the J-l non-trivial orthogonal
polynomials.
To prove (4.29)-(4.30), consider the chi-squared statistic (1.1), which
can also be written as

2

^(Pij-Pi.P.j) 2

X =nH'
tip

Pi.p.j

1

](

SI vP-P-u
i=l j = l

Pr
Substituting equation (4.5) into — — yields
Pi.P.j
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Pi.p., ii

Pi.

j'=lv=0

Pi.

So

i=l j=l P i . P . j

i=l j=l v = 0

Pi.

bv( )bv(i )PrP8

-"Xxtx '
i=l j=l j'=lv=0
I J-l

'

Pi.

-ISA
i=l v = 0

where is just (2.30) above.
Thus, (4.32) becomes

X2 = IIZJl-n
i=l v=0

but
J Pi
1=1 VPi"
L

P-.
=VKI
i=i VPi.

= VK-£i

VP^
=Vnp~
for i=l, 2,. . ., I. Therefore,

x2

=iix+i;z 2 0 -n
i=l v=l

i=l

=XXzfv+X(V^)2-n
i=l v=l

i=l

= XXZ.UnSp1.-n
i=l v=l

i=l

I J-l

=XX^
thereby proving (4.29).

i=l v=l
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Consider the case w h e n v=l. Then, w h e n natural scores are used,

ZH^XT^IO)
j=i Pi.
L '

^A^Pi.
f j -v i ir'=ip j;
which is the standardised m e a n value of the i'th r o w profile. The value of
i

Aais defined by (4.9) w h e n v=l. Therefore, w h e n v=l, X 2 = X,Z121 is just the
i=l

s u m of squares of all the m e a n differences. The quantity X 2 is then called
the column location component of the chi-squared statistic and describes the
overall deviation of the column profile means. Higher order components
can be calculated by considering a higher order of v. For example, w h e n v=2
i

X D = X,Z 2 2 is the column

dispersion

component

and describes the

i=l

difference in the column profiles in terms of the difference in their spread.
In general the v'th column profile component can be calculate by

X;=XzfvsothatX2=XX2v.
The value of Z iv determines the contribution the i'th r o w profile
makes with the v'th moment. For example, Z 1 2 is the contribution the first
row profile makes with the dispersion component of the columns. Also, Z 3 1
is the contribution of the third r o w profile with the linear component of the
columns.

4.4 A Chi-squared Partition for Singly-Ordered Two-way Tables
- VERSION

2

A n alternative approach to partitioning the Pearson chi-squared
statistic for a two-way contingency table, which is described in Beh (1999b), is
to essentially combine the approach of Section 4.3 with that of Section 2.3.
Suppose our contingency table has non-ordered rows and ordered columns.
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Then w e can partition the chi-squared statistic using orthogonal
polynomials for the ordered columns and singular vectors for the
unordered rows, so that
M* J-l

x2

= IIZ(u)v (4.34)
u=lv=l

where

(4-35)

Z

WV=^IIPM(J)

i=i j=i

which are asymptotically standard normally distributed random variables.
The parentheses around u indicates that (4.34)-(4.35) is concerned with a
non-ordered set of row categories.

Equation (4.35) can alternatively written in matrix form as

Z = VnATPB, (4.36)

where A is the Ix(I-l) matrix of left singular vectors, while B» is the Jx(
matrix of the J-l non-trivial column orthogonal polynomials.
To prove (4.34)-(4.35) recall (4.31). Using equation (4.5) and an
adaptation of (4.4), then
r>2 M* J-l

-^XX^AGW
Pi.P.j

u=0v=0

I J M* J-l

=

XSXXai'uaiubv(j')bv(j)PijPiT
i'=lj'=lv=0v=0
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So
I

J

n

2

I J

M*

J-i

P

XXr t-=XXXX-.A(i)p|
i=l j=i Pi.P.j

i=l j=l u=0v=0

I

J I

J M * J-l

a

=S£XEEX iuaiubv(j')bv(j)pijPir
i=l j=l i'=lj'=lv=0v=0
M ' J-l

=

IZ Z (u)v
u=0v=0

where Z (u)v is just defined by (4.35). Therefore, the chi-squared statistic of
equation (4.32) becomes

X2

M * J-l
z2

M*

= I I u ) v +XZ (
u=lv=l

J-l

2
U)0

+ X Z 2 0 ) v +Z 2 0)0 - n

u=l

(4.37)

v=l

Now
Z

(u)0=^XXaiubo(j)Pij
i=l j=l

I J

= Vn]T£aiupi.
i=i j=i
i

= ^XPi.aiu=0
i=l

and it can be similarly shown that Z(0)v = 0, andZ (0)0 = n
Therefore, the last four terms of (4.37) are all eliminated, just leaving
equation (4.34).
The value of Z(u)v means that each principal axis from a simple
correspondence analysis can be partitioned into column component values.
In this way, the researcher can determine the dominant source of variation
of the ordered columns along a particular axis using the simple
correspondence analysis described in Chapter 2.
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The measure
7

i J
—a

^ = XX A(j)Pi
Vn tipi J
^(i)i

"

1

=—XX a iiPiiO-^j)
O j i=l j=l

1

I J

=—XX^iiPii
°J i=l j=l

where

J
M-J=XJP'J
l=i

J
anc

a

=

^ J X f P ' i "^J ^or n a t u r a l scores, is the correlation
l=i

between the non-ordinal row categories and the ordered column categories.
Refer to subsection 5.4.6 for more details.

4.5

A Chi-squared Partition for Doubly Ordered Two-way Tables
For a doubly ordered two-way contingency table, the Pearson chi-

squared statistic can be partitioned so that

X2 = X X Z 2 U V

(4.38)

u=lv=l

where
Zuv=V^tia u (i)b v (j) P i j

(4.39)

i=i j=i

which are asymptotically standard normally distributed random variables.
In matrix notation, (4.39) can be written as

Z = VnAjPB. (4.40)
where A . contains the I-l non-trivial r o w orthogonal polynomials.
Equations (4.38) and (4.39) can be proven in a similar manner to that
of (4.34) and (4.35).
The chi-squared partition of (4.38) is partitioned into (I-l)Q-l) terms,
each of which can be tested with one degree of freedom.
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The Z values of (4.39) define the (u, v)'th bivariate m o m e n t between
the rows and column of the contingency table. For example, Z u is the
linear-by-linear association between the rows and columns. The (1, 2)'th and
(2, l)'th moments, that is Z 12 and Z 21 respectively, gives the bivariate
skewness moments for the data. For example, Z 12 is the measure of the
linear-by-quadratic association between the rows and columns. In general,
Z u v m a y be interpreted as assessing the deviation up to the (u, v)'th
bivariate m o m e n t from what might be expected under the model of
independence for the data.
There is a clear interpretation of Z u v with other measures of
association presented in the past. Suppose that u=v=l. Then equation (4.39)
simplifies to
(4.41)
vn

i=1 i=1

o\

UT

where

M-i^X^WPi./ <*l==yLsi(i)Pi.-ri>
i=l

i=l

j

j

/.

.«N

(4.42)

^j=X s jO)p.i' a j 2= X s j 2 (i)p.i-^
1=1

1=1

Rayner & Best (1996) showed that w h e n natural scores are used, then (4.41)
is just Pearson's product m o m e n t correlation. They also showed, along with
Best & Rayner (1996), that w h e n midrank scores are used, then Z n / V n is
equivalent to Spearman's rank correlation.
Best & Rayner (1996) also compared Zn/\/n with the U correlation
model of G o o d m a n (1985a, equation 2.19). G o o d m a n (1985a) showed that
the correlation between the rows and columns can be measured by the
quantity, Xu given by (2.52). By comparing (4.39) w h e n u=v=l with (2.52),
Best & Rayner (1996) stated that
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"... it is clear that X and U n [our Z n ] are closely related".

These two values are only related in the mathematical sense. Their
interpretation is very different as they measure different characteristics of
the data. The value X is the m a x i m u m correlation between the rows and
columns of a two-way contingency table, and is interpreted in the nonordinal sense. It gives no indication as to H O W the rows and columns are
related. The value Z n has no maximisation constraint imposed upon it,
and is interpreted in the ordinal sense, as it is the measure of the linear-bylinear association. The only w a y Z n is maximised is w h e n singular vectors
are used as a scoring scheme (see Chapter 6 or Beh, 1998). In this situation
the two values are mathematically identical.
W h e n a small number of individuals have been classified into the
contingency table, Rayner & Best (1996, 1997) note the variance of the Z
values m a y be quite different from one. In such a situation, the variance of
Z u v involves moments up to the (2u, 2v)'th m o m e n t . H o w e v e r w h e n a
large number of individuals are classified, Rayner & Best (1998) note that
moments beyond (u, v)'th are negligible.
C o m p o n e n t values other than the bivariate m o m e n t s can be
determined. W h e n u=l, then the Z values describe a part of the linearity of
the rows, or a part of the rows linear component. W h e n v=l, the Z values
display a certain part of the linearity of the columns. Therefore, the linear,
J-I

or location component of the row categories can be determined by ^ Z 2 V .
v=l

This component, w h e n tested against the theoretical chi-squared statistic
with J-l degrees of freedom, will determine the deviation of the rows means
from what might be expected under the independence hypothesis. If this
component is significant, then there is a significant variation in the m e a n
values of the row categories. The quadratic, or dispersion, component of the
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J-i

row categories can be determined by calculating the value of ^ Z 2 v . If this
v=l

component is significant, then there is a significant variation in the spre
of the row categories. In general, the u'th row component, which has (J-l)
J-i

degrees of freedom, can be calculated by J,Z 2 V . Similarly, the v'th column
v=l
I-l

component can be determined by calculating the value of ^ Z 2 V .

When

u=l

v=l, then this will give the column location, or linear, column component,
while the column dispersion component can be found by letting v=2.
Best & Rayner (1987) showed that calculating component values
using the chi-squared partition of (4.38)-(4.39) compares well with other
methods, such as the Cressie-Read statistics; Read (1984). Best & Rayner
(1991) also showed that such components compared well with the results of
Tango (1984), but has the advantage of being able to identify higher order
component values. Best (1994b) looked at contingency tables where the
dispersion component was a dominant feature of data sets.

THREE-WAY CONTINGENCY TABLES
Partitioning the multi-way chi-squared statistic into bivariate,
trivariate and higher order terms has been conducted by several authors.
For example, Lancaster (1951) considered partitioning the chi-squared

statistic for a 2x2x2 contingency table, by isolating bivariate terms and a
trivariate term. Later, Lancaster (1960a) generalised such a partition for
three-way contingency table. However, none of these multiway partitions

considered the partition of the chi-squared statistic into location, disper
and higher order components. The second part of this chapter does this,

thereby identify additional information about the structure and association
between the variables.

-109-

Chapter 4 - Chi-squared Partitions

4.6

A Chi-squared Partition for Singly Ordered Three-way Tables
In this subsection the partition of the chi-squared statistic for three-

w a y contingency tables with one set of ordered categories is presented and is
based on the work of Beh & D a v y (1999). The partition is analogous to the
case discussed for the two-way contingency table and isolates the location
(linear), dispersion (quadratic) and higher order components, thereby
determining important structures of the ordered categories.
A three-way contingency table can have one set of ordered categories
in three different ways (i) ordered rows, but non-ordered columns and
tubes, (ii) ordered columns, but non-ordered rows and tubes, and (iii)
ordered tubes, but non-ordered rows and columns.
Only case (i) will be discussed, as the remaining partitions can be
found in a similar manner.
Suppose that N has ordered rows only. Then the Pearson chi-squared
statistic can be partitioned so that:

X2 = XXXn>=+ X i*

(4-43)

u=l j=l k=l

where

Y

u j k

=^X4^

(4.44)

i=l -yP.j.P..k

which are approximately standard normally distributed random variables.
The set of values of {au(i)} is the orthogonal polynomial of order u,
for u=l,..., (I-l), associated with the ordered rows.
To prove the chi-squared partition described b y (4.43)-(4.44) above,
consider the classical Pearson chi-squared statistic :

.,?

2

^(pijk-Pi..p.j.p..Q
$ (v
\f Mk ri»r «i»r »»ky _ J +
ri±x~"
v

x-1 V V

x =nXXX
i=l j=l k=l

—-HXXX

Pi..P.j.P..k

i=l j=l k=l
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~2
Pijk

Substituting (4.4) into

,

gives

Pi..P.j.P..k

P2k

^a u (i)a u (i')pi2jk

Pi..p.j.P..k

u=0

P.j.P«k

_yyau(i)au(i')pijkpi.jk
i'=0u=0

P.j»P.»k

Therefore

',Kf

XXX

PJ

L f f f f f a„(i)au(i')p,„p,|k

Pi..P.j.P«k J

i=li'=lu=Oj=lk=l

P.j«P..k

i=i j=i k=i

2
ujk

=^XXX*
u=0 j=l k=l

where Y ujk by (4.44). Hence, (4.43) becomes

x2=sxixk+xx^-n
u=l j=l k=l

j=l k=l

I-l J

K

J

K

(

r

=xxxn,+xx V n .
u=l j=l k=l

j=l k=l

P*jk

-n

VP-j-P

or
I-l J K

( J K

\

r,2

x^XXX^^XX-^-i
u=l j=l k=l

^ j=l k=l P.j.P..k

(4.46)

J

But
^

X

2

K=n

K

XX

n2
P.jk

j=l k=l P.j.P«k

>

1

(4.47)

j

is the chi-squared statistic formed w h e n the ordered rows are s u m m e d over
for each j and k. Therefore, substituting (4.47) into (4.46) just gives (4.43) and
so the partition is proven.
The Pearson chi-squared statistic of (4.43) is partitioned into two parts.
The first term is a measure of association between the I ordered rows, J nonordered columns and K non-ordered tubes. Even w h e n this term is found
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to be insignificant, it is still possible to identify important associations by
testing each of the Y values. The row location component, which describes
what effect the linearity of the ordered rows has on the entire contingency
J

K

table, is X X ^ i j k • Similarly, the dispersion (or quadratic) component for the
j=l k=l

J

rows of N

K

is X X ^ j k - Higher order components can be found by
j=l k=l

considering larger values of u. Comparing the first term of (4.43) against

chi-squared value with (I-l)(JK-1) degrees of freedom tests the overall aff
of the ordered rows on the columns and tubes. If this term is found to be
significant, then the ordered rows contribute to the overall association in
the table. The level of contribution can be determined by calculating row
location, dispersion and higher order components, and/or by finding

significant Y terms as discussed above. However, if this term is not found t
be significant, then the ordered rows do not contribute to the overall
association in the contingency table.
The second term of (4.43), X^, is the classical Pearson chi-squared
statistics for the JxK two-way contingency tables formed when the I ordered
rows are summed over each column and tube. When the rows are summed
over, then the ordered rows are assumed to be independent of the non-

ordered categories. X^, which can be tested against the chi-squared statist
with (J-l)(K-1) degrees of freedom to determine the association between the
non-ordered columns and tubes.

4.7 A Chi-squared Partition for Doubly Ordered Three-way Tables
In this subsection, the chi-squared partitions are given for three-way
contingency tables which have two sets of ordered categories. This ordering
structure can occur in three ways (i) where the rows and columns are

ordered, but the tubes are not, (ii) where the rows and tubes are ordered, b
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the columns are not, and (iii) where the columns and tubes are ordered, but
the rows are not.
Here, only case (i) will be discussed as the remaining partitions can be
derived in a similar way.
Suppose N has ordered rows and columns, but unordered tubes.
Then the Pearson chi-squared statistic can be partitioned so that:
I-l J-l K

I-l K

J-l K

2

Y2

X = XXX^L + XX »* + XX*™ (4.48)
u=lv=lk=l

u=lk=l

v=lk=l

where

V - - * t i ^
i=l j=l

(4.49)

VP"k

which are asymptotically standard normal distributed.
To prove (4.48)-(4.49), consider equations (4.4) and (4.5). Then,

-4—zS«.( i K(i , K(iJb.O , )pJ.
Pi..P.j.

u=0v=0
I J I-l J-l

=

XXXX a u( i ) a u(i')b v (j)b v (j')p ijk p iTk
i'=0j'=0u=0v=0

So

Ht( p*k VxXXXXYyau(i)au(i')bv(j)by(jl)PiikPi'i'
i=l j=l k=l^Pi..p.j.p..ky

i=li'=l j=l j'=lk=lu=0v=0
1 I-l
1-1 J^l
J-l JC_
K
2
uvk

4sss*
^_ , _ ^__
n
u=0v=0k=l

where
i=l j=l

VP"k

which is just (4.49).

Now

^ook = ^^L-r^= = V^
i=l j=l VP"k
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and
i=l j=l VP"k

i=l VP"k

while

Yovk=^it^=vKt^
i=l j=l VP"k

j=l VP"k

Therefore,

I-l J-l K

I-l K

2

J-l K

Y

Y

K

2

+

x =SSS^vk+SS «ok+SS . vk X(V^T)-n
u=lv=lk=l
I-l J-l K

u=lk=l
I-l K

Y2

v=lk=l
J-l K

Y

k=l
K

Y

+n

=XXX *+XX - k +XX ™ Xp..k -«
u=lv=lk=l
I-l J-l K

u=lk=l
I-l K

v=lk=l
J-l K /2
Y Ovk
v=lk=l

k=l

Y2
Y
=XXX
vk+XX
-k+XX c
u=lv=lk=l
u=lk=l

The chi-squared statistic of (4.45) is partitioned into three terms,
which can be simply written as

Y2 — Y2

-uY2

J-Y 2

The first term,X2,K), describes the trivariate association between the
ordered rows, ordered columns, and unordered tubes. A test of its
significance against the chi-squared statistic with (I-1)(J-1)K degrees of
freedom, will determine the departure from independence of these
variables. However, even if this term is not significant, the Y values can
detect any associations on a category level. That is, Y u v k describes what effect
the (u, v)'th bivariate m o m e n t has on the k'th unordered tube category. For
example, Y

m

describes what effect the linear-by-linear association between

the rows and columns has on the first tube category, while Y 123 describes
what effect the linear-by-quadratic association between the rows and
columns has o n the third tube category. The overall r o w location
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J-l K

component of N is XX^ivk' while the overall column location
v=lk=l
I-l K

component is ^2,Y2lk. In general the u'th row component for the threeu=lk=l
J-l K

way association is ^J,Y2vk while the v'th column component is
*.

v=lk=l

I-l K

2-i 2-1 "vk '
u=lk=l

The second term, X2(K), which can be compared with the chi-squared
statistic with (I-1)(K-1) degrees of freedom, is a measure of association
between the I ordered rows and K unordered tubes assuming the ordered
columns are independent. If this term is not significant, the Y values will
identify any important associations that may exist between the rows and
tubes on a category level. Yu0k describes how the u'th univariate moment of
the rows effects the k'th unordered tube category. For example, Y103

describes what effect the linearity of the rows has on the third tube categ
K

For this term, the row location component can be calculated by ^ Y 2 0 k .
k=l
K

Similarly, the dispersion component can be found by ^ Y 2 0 k . W h e n the
k=l

columns are ordered, and the rows are not, (as is the case for (iii)) these
component values are the same as those found by Rayner & Best (1997) who
considered the partition of singly ordered two-way contingency tables.
The third term in (4.48), X2,K), which can be compared with the chisquared statistic with (J-1)(K-1) degrees of freedom is a measure of
association between the J ordered columns and K unordered tubes assuming
the ordered rows are independent. The value of Y0vk describes how the v'th
univariate moment of the columns effects the k'th tube category. For
example, Y012 describes what effect the linearity of the columns has on the
second tube category. Row and tube location, dispersion and higher
components can also be calculated for this term.
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Consider equation (4.49). Then,

Y,
a
u( i ) b v(j)Pi j k = -r/
*f~~= -7^=XX
~ £—^^"uvv^vjyjyijk^n
VP»k i=i 1=1
V n P«k
where Uuv(k) is the (u, v)'th bivariate association between the row and
column categories at the k'th tube category; see in Best & Rayner (1996).
Therefore, the overall (u, v)'th bivariate association for the ordered rows
and columns of a three-way contingency table is :
K K

U

uv(.) = X U uv(k) = X Yuvk VP^k"
k=l

(4-50)

k=l

For example, the overall linear-by-linear association, divided by the
square root of n, between the rows and columns is :

U

nM_*v

Vn

k=l

l^--^ i-M-i
'

ll

i=lj=lV

Pij.

(4.51)

CT

I J V °J -J

where \iIf \iy G: and Oj are analogous to those defined by (4.42) w h e n
natural scores are applied. The R H S of (4.51) is just the correlation between
the ordered rows and ordered columns of N as Danaher (1991) described
assuming the tubes are independent. Therefore, (4.51) is also the correlation
between the ordered rows and columns of N . Infact, (4.51) is also the
Pearson's product m o m e n t correlation; see Rayner & Best (1996). W h e n
midrank scores are used, (4.51) is Spearman's rank correlation; see Best &
Rayner (1996) between the ordered rows and columns. W h e n the first nontrivial singular vectors from a simple correspondence analysis are used as
scores, then (4.51) is the first singular value of the normalised cell values
from the IxJ table formed w h e n the tubes are s u m m e d across; see Beh
(1998).
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The partitions of (ii) and (iii) are for N with ordered rows and tubes
only, and ordered columns and tubes only, respectively. The interpretation

of these partitions and their proof is similar to those made for (4.48)-(4.49
and so will be omitted.

4.8 A Chi-squared Partition for Completely Ordered Three-way Tables
This subsection presents the partition of the Pearson's chi-squared
statistic using orthogonal polynomials for a three-way contingency table
where all three variables contain completely ordered categories. The method
here is based on the work of Beh & Davy (1998a). The partition isolates the
location (or linear), dispersion (quadratic) and higher order components for
each variable and determines the three-way association and each
combination of two-way associations for the three variables. It is shown in

the next sub-section that such a partition can also be easily extended for th
analysis of any multi-way contingency table which consists of ordered
variables.
Consider our three-way contingency table, N. Then the Pearson chisquared statistic can be partitioned, under the hypothesis of complete
independence, so that :
I-l J-l K-1 I-l J-l I-l K-1 J-l K-1
2
Z

X = XXX uvw + XXZ«v.+XXZ2»w+XXZ»™ (4-52)
u=lv=lw=l

u=lv=l

u=lw=l

v=lw=l

where

Zuvw = V^X tf a„(i)bv(j)c„(k)pi|k (4.53)
i=l j=l k=l

which are asymptotically standard normally distributed random variables.
To prove the chi-squared partition described by (4.52)-(4.53) above,
consider the classical Pearson chi-squared statistic of (4.45). Consider the
orthogonality properties of (4.4), (4.5) and
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K-I

— —

fnrk = k'

Xcw(k)cw(k')= p..k
w=o
o otherwise

(4.54)

Therefore,
Pi

I-l J-l K-1

Pi..P.j.P..k

u=0v=0w=0

" = XXIXOKOKMP2*

= XXXXXXau(i)a„(i')bv(j)bvO'K(l<)c„(k')p1|kpi,.k
i'=lj'=lk'=lu=0v=0w=0

Hence,
I J K

(

2
D
Pijk

A

I

I

J

J

K

K

I-l J-l K-1

XXX \^Pi..P.j.P..k
— P — )=XXXXXXXXX*«(iK(i')
i=l i'=l j=l j'=lk=lk'=lu=0v=0w=0

i=l j=l k=l

xbv(j)bv(j')cw(k)cw(k*)pijkPiTk
1 I-l
l-l J-l
j-i KK-1
-I

2
uvw

4xxxz;
n;
. .

u=0v=0w=0

where
Zuvw=Vnttiau(i)bv(j)cw(k)Pijk
i=l j=l k=l

which is (4.53) above.
Therefore, Pearson's chi-squared statistic becomes

X2 = X X X

Z

uvw-n

u=0v=0w=0

But
I

J K

Z0oo=^XXXPiJk=^
i=l j=l k=l

and
1

a

Zu0o=^X u(i)Pi.. = °
i=l

Similarly, Z 0v0 = Z 00w = 0.
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So by expanding (4.55), the classical Pearson chi-squared statistic becomes,
I-l J-l K-1

2

x =XXX

z2

I-l J-l

I-l K-1

z

vw+XX »vo+XX

u=lv=lw=l
I-l J-l K-1

u=lv=l
I-l J-l

z2

J-l K-1

ow+XXZovw+(VK)-n

u=lw=l
I-l K-1

v=lw=l
J-l K-1

- L 2 ^ L ^ u v w + 2 ^ ^ z u v 0 + 2 - z , z u 0 w + 2 - I 2 - I -•Ovw
^
u=lv=lw=l

u=lv=l

u=lw=l

v=lw=l

thereby proving the partition of (4.52).
For the sake of simplicity, (2.1) is alternatively expressed as

X 2 = X ^ K + X 2 + X ^ K + X2K

(4.56)

The Pearson chi-squared statistic of (4.52), or (4.56), is partitioned into
four terms. The first term, X 2 ^, describes the trivariate association between
the rows, columns and tubes. Testing the significance of X 2 ^ with the chisquared distribution with (I-1)(J-1)(K-1) degrees of freedom will determine
the level of association between the rows, columns and tubes. However,
even if this term is not significant, associations described by its component Z
values m a y be. The term, Z u v w is the deviation of the rows, columns and
tubes u p to the (u, v, w)'th trivariate m o m e n t in the data from what might
be expected under complete independence. For example, Z

m

is the linear-by-

linear-by-linear association and assesses the trivariate location of the three
variables. Z 121 is the linear-by-quadratic-by-linear association of the rowcolumn-tube interaction.
The remaining terms of (4.56) are the chi-squared statistic for each
bivariate combination of the rows, columns and tubes. T h e second term, X^
is the chi-squared statistic for the two-way doubly ordered contingency table,
analogous to that discussed in Rayner & Best (1996) and B e h (1997), created
w h e n the ordered tubes are collapsed. Thus it is also analogous to (4.38).
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To show this, by definition

X2

T = XXZUVO

(4-57)
u=lv=l

where
Z u v 0 = VKXX a u( i ) b v(j)Pi j .

(4-58)

1=1 j=i

K

As p^. =XPijk' X2; is just the chi-squared statistic applied to the contingency'
k=l

table w h e n the tubes are s u m m e d across.
The interpretation of X j of (4.57) is then similar to (4.38) w h e n the
tubes are being s u m m e d over for each i and j. W h e n compared with the chisquared distribution, with (I-1)(J-1) degrees of freedom, it is a measure of the
departure from independence between the rows and columns of N assuming
that the tubes are independent of the rows and columns. Similarly, X ^ and
X ^ are the bivariate chi-squared statistics and are measures of the departure
from marginal independence between the rows and tubes or columns and
tubes respectively.
The interpretation of the Z values for the two-way terms are similar to
those of Z u v w in X 2 ^. Consider the second term, X2,. The value Z u v 0 , defined'
by (4.58), is the value of the (u, v)'th bivariate m o m e n t between the rows and
columns w h e n the tubes are s u m m e d over. For example Z 110 is the linear-bylinear association between the rows and columns independent of the tubes.
Similarly for the term X ^ , Z u 0 w is the (u, w)'th marginal bivariate m o m e n t
between the rows and tubes, while for the fourth term, Xj^, the value Z 0 v w is
the (v, w)'th marginal bivariate m o m e n t between the columns and tubes.
Even if it is found that a particular bivariate chi-squared statistic is not
significant, it is possible to identify significant bivariate associations.
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The effect of the row location component on the three-way association
J-l K-1

is X X Z i v w while in general, the u'th row component for the association is
v=lw=l
J-l K-1

X X Z u v w Testing for such components allows for an examination of the
v=l w=l

trend of the row categories, the trend being dictated by the u'th order
orthogonal polynomial. For example, the row location component describes
how the row means (the three-way equivalent of (J^ from equation 4.42)
affects the trivariate association. In a similar manner, the v'th column
I-l K-1

component for the three-way association is ^ ^ Z

2
V W

, while the w'th tube

u=lw=l
I-l J-l

component is X X

Z rl

tuvw

J

u=lv=l

The component values for each two-way association are easily

calculated. For the bivariate association between the rows and columns, t
j-i

u'th row component is ^ Z

i-i
2
v0

, while the v'th column component is ^ Z 2 v 0 .

v=l

u=l

J-l

For example, the location component for the row categories is ^ Z 2 v 0 and
v=l

describes the what affect the row means have on the bivariate association
between the rows and columns. Rayner & Best (1997) described the
component values for the row-column bivariate moment.
Row, column and tube components for the remaining bivariate
associations can be similarly calculated.
Consider equation (4.58). Suppose that equally spaced integer value
scores are used for the calculation of the orthogonal polynomials. Then,
when u=v=l, that is when only the row and column location components
are considered, (4.58) becomes :

z

m= tX ( i ^ l ) ( i "' 1 , ) P, i -

Vn

tip

<*!
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where \ilf \ij, ax, and a T are defined in a similar manner to (4.42) for natural
scores.
Equation (4.59) gives the correlation value for the I rows and J
columns, as Danaher (1991) described. Rayner & Best (1996) calculated the
Pearson product m o m e n t correlation for two-way contingency tables using
orthogonal polynomials. For three-way contingency tables, (4.59) offers a w a y
of calculating the Pearson product m o m e n t correlation between the rows and
columns, and can easily be generalised for any multi-way contingency table.
Pearson product m o m e n t correlation values can be similarly calculated for
the row-tube and column-tube interactions for our contingency table N .
W h e n midrank scores are used, (4.59) is also an extension of Spearman's
rank correlation for the rows and columns of a three-way contingency table.
While Best & Rayner (1996) determined Spearman's rank correlation for
two-way contingency tables, (4.59) can be generalised for any multi-way
contingency table.
Equation (4.59) is also the correlation between the rows and columns
in Goodman's R C model; G o o d m a n (1985a). W h e n the scores used are the
first non-trivial r o w and column

singular vector from

a simple

correspondence analysis of the rows and columns w h e n s u m m i n g over the'
tubes, then (4.59) is the first singular value of the normalised cell
probabilities; see Beh (1998).
The association values Z 101 /Vn

and Z o n / V n

have

a similar

interpretation as Z 110 /Vn, but relate to the rows and tubes, and columns and
tubes respectively.

4.9 Other Partitions for Three-way Tables
The chi-squared partitions for the three-way contingency table
presented so far involve only including the orthogonal polynomials for the
ordered categories. Other partitions are possible, and are identical to the
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partition for a completely ordered table (see Section 4.8), but with different Z
values. These Z values include singular vectors for the non-ordered
categories and orthogonal polynomials for the ordered categories, and are
extensions of the partition presented in Section 4.4.
In this section, the Z value for the case w h e n a three-way contingency
table has one and two ordered categories is given.

4.9.1 Singly Ordered Three-way Tables
W h e n a three-way contingency table has only one ordered category, say
the rows, then the chi-squared statistic can be partitioned identically to (4.52),
where
i

J

K

a

ZUVw = XXX u(i)bjvCkwPijk

(4.60)

i=i j=i k=i

The set column and tube singular vectors, |bjvj and {ckw}, respectively, can
be calculated using the P A R A F A C / C A N D E C O M P or Tucker3 models
presented in Chapter 3.
W h e n N has ordered columns and unordered rows and tubes, then
i J

K

ZUVw = XXXaiubv(j)CkwPijk

(4-61)

i=i j=i k=i

When N has non-ordered rows and columns and ordered tubes, then

I j K

Zuvw = XXX a iuVw(k)Pij k

(4.62)

i=i j=i k=i

4.9.2 Doubly Ordered Three-way Tables
W h e n a three-way contingency table has two ordered categories, then
the chi-squared partition can be partitioned using (4.52)-(4.53), but the Z value
m a y differ. The Z values of (4.53) can be modified so that singular vectors for
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the non-ordered set of categories is introduced. This is exactly what w a s
proposed in Section 4.9.1.
When N has ordered rows and column, but non-ordered tubes, then
the Z values can be calculated by
I J K
Z UV w = XXX a u( i ) b v(j)c k w Pi j k

(4-63)'

i=l j=l k=l

When N has ordered rows and tubes, but non-ordered columns, then
the Z values can be calculated by

I J K

Zuvw = X X X au (OVw MPijk

(4.64)

i=i j=i k = i

When N has ordered columns and tubes, but non-ordered rows, then
the Z values can be calculated by
I J K

Z u v w = XXXaiubv(j)cw(k)Pijk

(4.65) •

i=i j=i k = i

4.20 A Chi-squared Partition for Multi-way Tables
The partitions above can be easily extended for an m-way contingency

table where m>3. Similarly, if m=2, the resulting partition is for the two-

table with one ordered category and is then the partition given by Rayner &
Best (1997) and Beh (1997).
Partitioning a chi-squared statistic for a contingency table where not all
the variables are assumed ordered means there are many possible partitions
available. For example, for an m-way table there is a partition when there
one ordered variable, another partition for a table where two ordered

variables are assumed, and so on down to a table consisting of (m-1) ordere

variables. For this reason, a generalisation of the partition is not given h
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The partition of (4.52) can be generalised for any m - w a y contingency

table with m ordered variables. Suppose that the t'th variable, vt, contain
categories (so that l<t<m), then for a m-way contingency table, the chisquared statistic can be partitioned sO that:
c,-lc2-l cm-l

X2 = XX-XZU-u.-n <4-66)
u 1 =0u 2 =0

um=0

where
Cl c2 cm

Z

ulU2...Um = X X- 2a«1(vi)b«2(v2)-c„.(vm)pViV2...Vii| (4.67)

v,=lv2=l vm=l

The Z terms are asymptotically standard normal and independent.

Equations (4.66)-(4.67) can be proven by generalising the proof of (4.52)-(
Equation (4.66) can be easily expanded to be of the same form as (4.52),
and includes 2m - m -1 terms. When in this form, there is one term for the
m-way association, m terms for the (m-l)-way association and so on down to
m(m -1)/2 two-way associations.

4.11 Examples
4.11.1 A Completely Ordered Three-way Example
Consider the three-way contingency table cited in Clogg (1982), and
originally seen in Davis (1977) and analysed by many including Beh & Davy
(1998a, 1999), which classifies 1517 people according to their reported
happiness, number of completed years of schooling and the number of
siblings. The data was reproduced in Table 3.4.
In this example the ordering of the happiness, schooling and siblings

variables is considered so that we can identify the important bivariate and
trivariate moments as well as identify important location, dispersion and
higher order components. However, it may also be of interest to regard
happiness as a response variable and schooling and siblings as the
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explanatory variables. Beh & Davy (1999) and Example 4.11.2 considers such a
problem by applying the Pearson chi-squared partition of (4.48)-(4.49).
The chi-squared statistic for Table 3.4 is 328.57 with integer row scores 1
to 4, integer columns scores 1 to 5 and integer tube scores 1, 2 and 3. At 50
degrees of freedom the chi-squared value is highly significant, suggesting that
there is an association between the happiness, number of years of schooling •
and number of siblings for a person.
Table 4.1 lists each term from the partition, their component values,
degrees of freedom and P-values calculated from 10000 permutation test
Monte Carlo simulations. If w e take into consideration the ordered structure
of the rows, columns and tubes, then by using the partition of (4.52),
X^ = 235.30 and X ^ =41.14, both have P-values approximately equal to zero,
while the P-value of X ^ =25.82 is 0.0008. Therefore all three bivariate terms
are highly significant. The P-value of X 2 ^ is 0.3426 which is not significant.
Thus the three-way association does not contribute the total variation
present in the table. The interaction between the rows (number of years of
completed schooling) and columns (number of siblings), X^, is the most
significant accounting for 7 2 % of the total variation in Table 3.4. Clogg (1982)
also concluded this association to be the most significant, although for his
analysis it contributed to 77% of the total variation. Clogg's three factor
interaction term w a s 24.30.
By observing Table 4.1, w e can see the important row, column and tube
components for each term of (4.52). W h e n the tubes are s u m m e d across for
the rows and columns, the column location component value of 222.2234 has
a P-value of zero. Therefore, the difference in the " N u m b e r of Siblings" is
due to the difference at each level across the "Years of Completed Schooling"
variable w h e n the happiness of the people is not of interest. Infact this
column component accounts for 94.44% of the total column variation in Xjjj.
The most important row component for the term X^ is location with a value
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of 209.9878 which also has a P-value of zero. Therefore, the difference in the
categories of the "Years of Completed Schooling" variable is due to the
difference in the levels m e a n values and accounts for 89.24% of the total
variation in the rows for the term X^.
W h e n the columns are s u m m e d across, the location component is the
most dominant for the tubes, and contributes to 69.66% of the total tube
variation in the term X^. Similarly, for this term, the variation in the "Years
of Completed Schooling" categories can be explained by the difference in the
m e a n schooling levels, as the row location component of 31.6954 is more
dominant than other components and has a zero P-value.
W h e n the rows are s u m m e d across, the variation in the levels of
"Happiness" can be best explained by the dispersion of the levels across the
"Number of Siblings" categories, as the tube dispersion component of 17.8215
has the only significant P-value of 0.0009 and accounts for 71.11% of the total
tube variation. W h e n the rows are of no interest, the variation in the
"Number of Siblings" categories seems to be caused by the difference in their
m e a n values, as the column location component has P-value of 0.0001;
highly significant.
W h e n all three variables are considered, w e can determine the cause of
bivariate associations. Table 4.1 shows that while the three-way term, X 2 ^ is
not significant, w e can see that the relationship between the "Years of
Schooling" and "Happiness" categories is affected by the dispersion in the'
" N u m b e r of Siblings" categories, as the P-value is 0.0574; only slightly
insignificant at the 0.05 level. N o other component values significantly affect
any other bivariate relationships.
The linear-by-linear association for the row-by-column interaction
(Z n o ) is highly significant with a value of -14.42. Hence, those with a lot of
siblings tend to finish school earlier than those with few siblings. Clogg (1982)
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Term

x?,

Component
Row

Value

Column

Tube

3

0.0528

Error

5.3720

6

0.5035

Location 209.9878

4

0

Components

Dispersion

24.2943

4

0.0001

Error

1.0168

4

0.9156

12

0

Location 28.6582

3

0

Dispersion 12.4805

3

0.0061

2

0

Components

Component

Column

Dispersion

6.2973

2

0.0466

Error

3.1460

2

0.2127

41.1387

6

0

8.7582

4

0.0770

Dispersion 17.0634

4

0.0009

2

0.0001

Components
Location

Tube

Component
Location 18.0973

X2
A

0

7.7034

Location 31.6954

X)K

3

Dispersion

235.2988
Row

P-value

Components
Location 222.2234

XlK

df

Dispersion

0.9724

2

0.6172

Error

6.7517

4

0.1492

25.8215

8

0.0008

Location 10.9158

12

0.5507

Dispersion 15.3925

12

0.2250

6

0.6683

Row-Column

IJK

Row-Tube
Location

4.0458

6

0.0574

Error

9.7705

12

0.6389

Location

4.2737

8

0.8360

Dispersion 18.9646

8

0.2000

3.0701

8

0.9245

26.3084

24

0.3426

328.5674

50

0

Dispersion 12.4921

Column-Tube

Error

x2

Table 4.1 : Partition of Chi-squared Statistic into Component
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reached the same conclusion, showing that this particular association is
"negative overall". The row-by-tube interaction is also dominated by the
linear-by-linear association (Z101) with a significant value of -4.93.
Thus, those w h o are very happy tend to be those with fewer years of
completed schooling. The linear-by-quadratic association for the column-bytube interaction (Z012) is also significant with a value of 3.47. Therefore, as the
number of siblings increases, happiness tends to decrease, then increase.
Thus those with a few siblings and those with a lot of siblings tend to be
happier than those with a moderate (4 to 5) number of siblings.

4.11.2 A Doubly Ordered Three-way Example
Consider again the three-way contingency table of Table 3.4.
O n e question which m a y be of interest to the researcher is "how is the
happiness of the person affected by their number of years of schooling and
the number of siblings?" To analyse this question, w e will regard the rows
(years of completed schooling) and the columns (number of siblings) as
ordered, but the tubes (happiness) as non-ordered. Therefore, happiness is
regarded as the response variable, while the set of schooling and sibling
categories are regarded as the explanatory variables. Thus, the application of
partition (4.48) is m a d e , so that w e m a y obtain a trivariate term for the
association of all three variables, and two bivariate terms.
A s expected using this partition, the total chi-square value of Table 3.4
is 328.57, which, as Table 4.2 shows, has a zero P-value. Therefore, as
concluded in Clogg (1982), Beh & D a v y (1999) and Example 4.11.1 there is an
association between the years of schooling, n u m b e r of siblings and
happiness of a person. This statistic is calculated using integer r o w scores 1
to 4, and integer column scores 1 to 5.
Table 4.1 also lists the values of each of the terms of partition (4.45),
their component values, degrees of freedom and P-values calculated using
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10000 permutation test Monte Carlo simulations across each category of the
happiness variable. If w e take into consideration the ordered structure of the
rows and the non-ordered tubes, then X2(K)=41.1387, and for the ordered
columns and non-ordered tubes, X 2 (K) =25.8215; both equivalent to the
results obtained in the above example. With zero and 0.0113 P-values
respectively, there is a relationship between the years of schooling and a
person's happiness, w h e n the n u m b e r of siblings of a person is not
considered, and a relationship between the n u m b e r of siblings and
happiness of a person w h e n the number of completed years of schooling is
not considered. With a zero P-value, the trivariate term X 2 ^ =261.6072
shows, there is a significant trivariate association between the three
variables. This is contrary to the conclusion reached in Example 4.11.1, as
the statistically significant X2, value and the insignificant X 2 ^ value are here
combined to form X 2 (K) . In fact w h e n the level of happiness is not
considered to be of an ordinal nature, the trivariate term contributes to 8 0 %
of the total variation in the Table 3.4.
By observing Table 4.2 w e can see the important row, column and
bivariate components for each term of (4.48).
Consider the association between a persons n u m b e r of years of
schooling and their level of happiness, w h e n their number of siblings are
not considered. This is described by the chi-squared term X2(K). Partitioning
this term so that the location and dispersion components are identified
shows that the dominant source of the r o w variation is due to the difference
in the m e a n r o w categories across each level of happiness. Table 4.2 shows
this to have a location component value of 31.6954, and a zero P-value.
The dispersion component is also significant, with a 0.042 P-value.
Therefore, the difference in the years of schooling categories can be
explained by their significant difference in spread across each happiness
level.
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XQC

Row

Value

df

P-value

Location

31.6954

2

0

Dispersion

6.2973

2

0.0428

Error

3.1460

2

0.2063

_U387

~6~

Location

18.0973

Dispersion

0.9725

0.6226

Error

6.7518

2
2
4

25-8216

~8~

0.00~14

12
12
12

0

Component

_____

X2
A

Column

JK

XIJK

Row

Component

0.1508

Component
Location 214.2615
Dispersion
Error

Column

0.0001

43.2588
4.0869

0.0001
0.9819

Component

Dispersion

20.1955

Error

15.1425

9
9
18

26L6"072

~3~6~

~~b~~

328.5674

50

0

Location 226.2692

X2

0
0.0159
0.6551

Table 4.2 : Doubly Ordered Partition of the Chi-squared Statistic of Table 3.4
into Location, Dispersion and Error Components

N o w consider the association between a persons n u m b e r of siblings
and their level of happiness, w h e n their years of schooling is not
considered. This is described by the chi-squared term X 2(K). The column
location component, with a P-value of 0.0001, is highly significant.
Therefore, the variation between the sibling categories is due
primarily to the difference in their m e a n value across each level of
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happiness. This component account for 70.09% of the total variation
between the r o w and column variables.
W h e n all three variable are analysed simultaneously, the row/tube
and column/tube components can be identified. Agreeing with the bivariate
conclusions reached for the row/tube association, the dominant source of
variation for the "Years of Schooling" variable is due to the location
component, which has a zero P-value, and accounts for 81.91% of the
trivariate variation. The dispersion component has a P-value of 0.0001 and
is therefore a significant source of r o w variation. Thus, the difference
between the "Years of Schooling" categories, w h e n all three variables are
analysed, is due to the difference in their m e a n values, and to a lesser extent
their spread across each level of happiness.
The trivariate conclusions reached for the association between the
column and tube variables are similar to the bivariate conclusions. With a
zero P-value, the column location component is highly significant. Infact,
this component value accounts for 86.49% of the column/tube variation at
the trivariate level. Therefore, the variation in the column categories is due
to the difference in the m e a n column values across the happiness
categories. The dispersion component is also a significant source of
variation in the column categories.
N o w consider the bivariate m o m e n t s identified for each (unordered)
tube category.
At the Not too H a p p y category, the linear-by-linear association (Y n i )
between the rows and columns is -8.297, which is highly significant. At the
Pretty H a p p y and Very H a p p y categories, the linear-by-linear association
values are -11.713 ( Y m ) and -4.718 (Y113) respectively and are both highly
significant. Therefore, at each happiness level, the fewer siblings a person
has, then they will tend to spend more time with their schooling. A s can be
seen, this association is the strongest for the Pretty H a p p y level, which is
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about 1.5 times greater than Not too H a p p y and 2.5 times greater than the
association at the "Very Happy" level.
The overall linear-by-linear association between the row and column
categories using (4.48) is -14.42; the same value calculated in Example 4.11.1.
Therefore, the overall linear-by-linear association between the "Years of
Schooling" and "Number of Siblings" variables suggests that those w h o
spend more time to complete their schooling tend to be those with a small
number of siblings.
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Chapter 5

Simple
Ordinal
Correspondence
Analysis

5.1

Introduction
Chapter 2 demonstrated that simple correspondence analysis is a very

useful graphical technique for comparing different categories of a two-way
contingency table. However while showing that categories within a variable
m a y or m a y not be different, there is no clear interpretation from such an
analysis of H O W these within-variable categories m a y or m a y not be
different.
The technique of correspondence analysis described in this chapter
helps solve this particular problem and w a s developed by Beh (1997). It is
shown to be applicable to two-way contingency tables with one or two
ordered variables. It is hoped that this chapter will redefine and extend his
technique. The application of this type of analysis to multi-way contingency
tables is based on the work presented in Beh & Davy (1998a, 1999) and will
be discussed in Chapter 7.
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A s Chapter 4 pointed out, the orthogonal polynomials require a set of
scores which reflect the ordered structure of a set of categories. For this
chapter, natural r o w scores {sr(i) = i: i = 1, 2, . . ., 1} and natural column
scores {sj(j) = j: j = l, 2, . . ., j} are used. Chapter 6 looks at other scoring
schemes that can be employed, as well as describing what impact they have
on the analysis.

5.2 Doubly Ordered Two-way Contingency Tables
5.2.1 Introduction
Chapter 2 showed that the departure from independence for a twow a y contingency table can be measured by the Pearson ratio oc^; see equation
(2.3). However, instead of applying a singular value decomposition to ai)f a
decomposition using orthogonal polynomials is applied. A s stated in
Chapter 4, the orthogonal polynomials require an initial selection of scores
which reflect the ordered structure, or partially ordered structure of the
categories within a variable to be used.

5.2.2 The Method
Consider equation (4.40). It can be rewritten as

DJ- 1 PD7 1 = A / - 5 - - V

(5.1)

where the r o w and column orthogonal polynomials constraints of (4.1) and
(4.2) respectively can be written in matrix notation as

AlDjA. =1 (5.2)
B;Dfi. = I
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It must be noted that the matrices of (5.1) which contain the orthogonal
polynomials contain the trivial orthogonal polynomials.
Therefore, the Pearson ratio, ai]f of (2.3) can be partitioned so that

«ii=XXau(i)f%]bv(j) (5.4)
u=ov=o

VVn;

where au(i) and bv(j) are subject to the constraint (4.1) and (4.2) respectivel
The value of Z u v is defined by (4.39).
Chapter 4 s h o w e d the orthogonal polynomials contain the trivial
solution of unity and that Z 0 0 = V n . Therefore, (5.4) simplifies to

r^~1-_._-».(i)%b.O)
Pi.P.j

(5.5)
u=iv=i

Vn

or

£5

fv El =XXa.(o|rb v ( ) )
Pi.P.j

u=i v=i

(5.6)

Vn

5.2.3 Standard Co-ordinates
In order to visualise the difference between the ordered rows and
ordered columns, w e could just simultaneously plot the r o w and column
orthogonal polynomials. Thus for a correspondence plot, w e could plot
along the m'th principal axis the i'th r o w and j'th column orthogonal
polynomials am(i) and bm(j) respectively. W h e n doing so, the r o w profile
co-ordinates will be positioned along the first principal axis of the plot in
exactly the s a m e order as the scoring scheme which specified their order,
while along the second axis they are positioned in a quadratic fashion.
However, this co-ordinate system will not reflect the association, Z u v / V n ,
between the r o w and column categories. Also, to plot these scores would
result in a m e a n unit distance from the origin and all axes w o u l d have a
unit principal inertia as can be seen from the orthogonality constraints (4.1)
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and (4.2). That is each axis of the correspondence plot will be equally
weighted. This plotting system is referred to as standard co-ordinates, in
m u c h the same w a y as the singular vectors were in Chapter 2.

5.2.4 Profile Co-ordinates
A s described in Chapter 1, the aim of correspondence analysis is to
graphically, represent the similarities or differences in categories of a
variable. A s the standard co-ordinates do not offer a highly informative
graphical representation of the variables, this problem can be easily
overcome by rescaling the r o w and column orthogonal polynomials.
Consider the r o w and column profile co-ordinates of (2.15) and (2.16).
In matrix form, they can be written as

F = ADX (5.7)
G =BD,

(5.8)

For simple ordinal correspondence analysis, orthogonal polynomials are
used instead of singular vectors which the classical approach considers.
Similarly, the relationship between the r o w and column categories are
measured in simple ordinal correspondence analysis using the Z values,
while the classical approach considers the singular values. Therefore, for
simple ordinal correspondence analysis, the r o w and column profile coordinates m a y be written as
F. = A.-^=Vn
G.=B.-?=Vn

Therefore, the co-ordinate of the i'th row profile along the v'th
principal axis is
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4 =__.*_«%
u=i

(5.11)

Vn

while the co-ordinate of th j'th column profile co-ordinate along the u'th
principal axis is

8^ = 2X0)% (5-12)
v=i

Vn

An alternative definition to the row and column profile co-ordinates
of equations (5.11) and (5.12) are

f;=X—b.O) (5-13)
j=l Pi.

8;=X—«.W (5-14)
i=l P.j

respectively.
Equation (5.13) can be proven by substituting (4.39) into (5.11), and
then simplifying using the orthogonality constraint of (4.4). The column
profile co-ordinates of (5.14) can be proven in a similar fashion.
The row profile co-ordinates of (5.13) involve a weighted sum of all

the row profiles Pjj/pj. where the weights are the standard co-ordinates, or
orthogonal polynomials of the columns.
Using (5.11) and (5.12) gives us the relationship between the total
inertia and the position of the row and column categories in the
correspondence plot. To show this consider the row profile co-ordinates of
equation (5.11). Using equation (4.38) and the orthogonality condition (4.2),
the total inertia may be expressed as
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•yl

I-l J-l

7

2

-=xx^
n

£_£_ n

n

i-i j-i /" i

a
fi-i

=XXXp, »«
i j-i

T-

V

= X=lv=lVi=l
XP,X*»(0%
u

i=iv=i

\u=i

vny

which simplifies to
Y2

l

*_1

^n= X i=l
X Pv=l, ( 4 )

o

(5.15)

2

where f*v is defined b y (5.11). Note that equation (5.15) is mathematically
similar to equation (2.25). It can also be shown that the relationship between
the total inertia and the column profile co-ordinate of (5.12) is

J i-i

X
n

(5.16)
j=l u=l

5.2.5 Modelling Ordinal Correspondence Analysis
The mathematical similarities between simple correspondence
analysis and the new method extend to the correlation model and
reconstitution formula.
Consider equation (5.6). Then in matrix notation, it may be written as

( Z^
D ^ P - r c ^ D ^ A . -£- Bl

\

~- /

(5.17)

^Vn

where A» and B. are subject to the orthogonality properties of (5.2) and (5.3)
respectively.
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Re-arranging equation (5.17), the ordinal correlation model for a
doubly ordered contingency table is :

P = rc T +D!A.

BID,

(5.18)

^Vny

so that the (i, j)'th element of P, pijr can be reconstituted by

(

i-i J-i

r7

\

(5.19)

P|-PHPJI+SI».(«T»M)
V

u=iv=i

VVny

which is the model of association given in Rayner & Best (1996).
M o d e l (5.19) is the saturated ordinal correlation model. If the (i, j)'th
cell probability is estimated using M1 r o w components and M 2

column

components, the unsaturated ordinal correlation model is
f

M, M 2

l + XXau« > Mi)

Pij ~ Pi.P.j

u=iv=i

When

a n M-dimensional

(5.20)

VVny

correspondence plot is constructed, the

unsaturated ordinal correlation model can be written as :
(

Pii = Pi-P-i

MM

fry \

\

i+xx^)%kor

V

u=iv=i

(5.21)

vVny

H o w e v e r , as Rayner & Best (1996) point out, (5.21) can give negative
probabilities, so they suggested the alternative exponential model

i-i j-i

Pij-Pi.P.jexp|XX a u(i)^b v (j)

(5.22)

which is akin to the Goodman's R C canonical correlation model of (2.60).
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Consider the rank-2 model, of (5.21) w h e n u=l

Pij = Pi.P.j

(

I_

^

v =i\Vny

Vz

l +ai(i)X T ^ K G )

(5-23)

J

which can also be written as

Pij=Pi.P.j(l + ai(i)gj*i)

(5-24)

W h e n (5.23) is rearranged, w e get

P ^ ^ i = a1(i)X^bv(j)
Pi.P.j

(5.25)

v=i V n

Squaring both sides of (5.25), and s u m m i n g across each of the rows and
columns after multiplying by the i'th r o w and j'th column probability
marginal gives
J-i
rt
J

lv

v=l

where the R H S is just the row location component.
Thus, if the researcher wishes to model a 2 x 2 contingency table using
(5.19) or (5.23), then the rank-2 model is

Pij=P,P,flWi)^biO))

(5-26)

If the probability values of the contingency table abide by model (5.26) then

X2=Z2n
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The relationship between the chi-squared statistic and the linear-by-linear
association of equation (5.27) will arise w h e n the contingency fable being
analysed is of size 2xJ or 1x2. A s there are either two rows, or two columns,
there can be no higher order bivariate term than Zn.
The rank-2 model of R o m & Sarkar (1992) for a 2 x 2 contingency
table can also be generalised using orthogonal polynomials

,Z,
P« = Pi.P.j 1 + <|Jal + pJ + a 1 (i)-£b 1 0)

i/*

(5.28)

where 0, a t and ^] are as defined in Subsection 2.7.2.
The reconstitution formula can also be calculated in terms of the row
and column profile co-ordinates by using their definition of (5.9) and (5.10)
respectively. Substituting (5.9) into (5.17) yields

Df1(p-rcT)Dj1 = F.By (5.29)

while substituting (5.10) into (5.17) yields

D"a(p - r c^D"1 = A.GJ (5.30)

Suppose that F»M is the set of row profile co-ordinates for the first M
principal axes, while G. M is the set of column profile co-ordinates for the
first M principal axes. Suppose also that Z M is the M x M matrix containing
the first M

rows and columns of Z. Then for a M-dimensional

correspondence plot,

D^P-rc^-pJ^l tfM (5.31)
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Rearranging equation (5.31) gives the saturated reconstitution
correspondence

model

P-rcVD^.J-S-) G^D,
vVny

(5.32)

Thus, (5.31) and (5.32) s h o w that in an approximate sense, the M dimensional correspondence plot using F.M and G. M as the set of r o w and
column profile co-ordinates can be regarded as a biplot.

5.2.6 Transition Formulae
In this section, the derivation and interpretation of the simple
ordinal transition formulae of Beh (1997), will be made.
Consider the r o w profile co-ordinates of (5.11). Substituting this into
equation (5.5) gives the relationship between the r o w profile co-ordinates
and the Pearson contingencies

J-i

a

ij-

1=

X b vO)4

(5.33)

v=l

Similarly, b y substituting equation (5.12) into (5.5) gives the relationship
between the Pearson contingencies and the column profile co-ordinates.
i-i

ttij-^X^fife (5.34)
u=l

Equating (5.33) and (5.34) results in the transition formula

j-i

b

i-i

a

X vOKv=X u(i)g;u
v=l
u=l
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In matrix form, equation (5.35) can be written by

F.B?=A.GJ (5.36)

Post-multiplying (5.36) by DTB. and using the column orthogonality
property yields
F. = A.GTD T B.

(5.37)

Similarly, pre-multiplying by AjDj, using the row orthogonality property
and transposing, yields
G. = B.Fl^A.

(5.38)

Therefore, the row profile co-ordinates can be obtained when the
column profile co-ordinates are k n o w n by using (5.37). Similarly, the
column profile co-ordinates can be obtained if the row profile co-ordinates
are k n o w n by using (5.38).
A n alternative set of transition formulae to (5.36)-(5.38) can be
derived. Consider the row profile co-ordinates defined by (5.13). Multiplying
this by -T=£- and s u m m i n g across v gives
Vn
M

.Z_, J.KP

X'^XX^MO^
I -

/J-l

7

>

1

= Xr Xbv())%
i-i Pi. Vv=i

Vn

Substituting equation (5.12) into the above expression gives

J-I

XC^-X—g;
fx

Vn

tip i# '
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Similarly, the transition formula

-k^X^ (5.40)
u=i

Vn

i=1

p #j

can be obtained.
Expressing the transition formulae (5.39) and (5.40) in matrix notation
gives

( vO
= D-TG,
F.
\^J

(5.41)

and
-f U D ^ F ,
Vn>l
respectively, w h i c h

are mathematically

(5.42)

similar

to the simple

correspondence analysis transition formulae of (2.39) and (2.40).
Beh (1999a) discussed the interpretation of (5.41) and (5.42) with
respect to rank type data. The analysis of rank type data will be considered in
Chapter 8.
Consider a two-dimensional ordinal correspondence plot constructed
using the r o w and column location components. For this plot, the bivariate
associations can be placed into a 2 x 2 matrix so that:

Z =

fZn

Zi_^

\Z21

Z2ij

where Z n is the linear-by-linear association and Z ^ is the quadratic-byquadratic association between the rows and columns. Similarly Z 1 2 and Z 2 1
are the linear-by-quadratic and quadratic-by-linear associations between the
rows and columns respectively. Let Z 1 2 and Z 2 1 be referred to as the offdiagonal associations, and let Z n

and Z ^ be termed the diagonal

associations.
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The relationship between the r o w and column profiles along the first
principal axis, using equations (5.39) and (5.40) is :

Pii •
fnZii+4Z12-V^X^-g"

(5.43)

j=i P i .

feZn+g'-Z-i^i^K;

(5.44)

i=l P.j

F r o m (5.43) and (5.44), the r o w and column co-ordinates along the
first principal axis may be found by :

fn-11

^X^gn-fe
j=i Pi.

(5.45)

VnXr^-S^.

(5.46)

1

Sn =

j

n

i=l P.j

Similarly, the position of the r o w and column profiles along the second
principal axis can be defined as :

<

_

=

(5.47)

•

_22

j=l Pi.

1
S)2 =

V^X^-g'A,

(5.48)

J

22 i=l P.j

Therefore, if the off-diagonal elements are equal to zero, then (5.45) and
(5.46) become :

V n f Pj, •

f:
A

ii

7 ___, &ji
^11 j=l Pi.

. ____iyJE_-f
&ji

r
__
n
u
l l i=lP.j

TT
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while (5.47) and (5.48) become

,* Vn v- P« .
f

i2 = 7 - X r 1 g j 2

(5.51)

^ 2 2 j=l Pi.
SJ2=^__.TH_

(5-52)
•^22 i=l P.j

Equations (5.49)-(5.50) are analogous to the transition formulae of equat

(2.37)-(2.38) when m=l. They imply, along with (5.51)-(5.52), that a relat
large cell value will result in its row and column categories sharing a
similar position in the correspondence plot only when the non-diagonal
associations are approximately (or equal) to zero.
However, in general, the non-diagonal associations will not be zero, •

and so, for a two-dimensional correspondence plot, the transition formulae

will be those of (5.45)-(5.48). These imply the relative position of the i
row profile and j'th column profile is determined by the value of the (i,

j)'th cell entry and the value of the off-diagonal associations. So, unlik
simple correspondence analysis, it is possible using the approach of Beh
(1997) that with a very large (i, j)'th cell entry the i'th row and j'th

profiles will have very different positions in the plot. This will occur w
one or both of the off-diagonal associations are not zero.
The question now becomes :

Under what circumstances will an off-diagonal association be zero,

and how can this be identified by just observing the position of the profi
in the correspondence plot?

Consider equations (5.45) and (5.47). For (5.43), the i'th row profile is

relatively close to the j'th column profile (for a large (i, j)'th cell e

along the first principal axis only when (i) the j'th column profile alon
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second axis is close to zero, or (ii) Z 2 1 is (approximately) zero. In fact (i)
implies (ii). T o s h o w this, b y definition, Z 2 1 is :

Z

2i = Vn££a2(i)b1(j)pij
i-i j=i

while the co-ordinate of the j'th column profile along the second axis is :

&.=_.£-•.«
i=l P.j

Therefore, Z21 can be expressed by:

j

Z

2i = XP.jgj2biO)
j=i

Hence, if the column profile co-ordinates along the second principal axis are
close to zero, then Z 2 1 is approximately zero.
For (5.47), the i'th r o w profile is relatively close to the j'th column
profile along the first principal axis (for a large (i, j)'th cell entry) only w h e n
(i) the i'th r o w profile along the first axis is close to zero, or (ii)Z21 is
(approximately) zero.
It can be s h o w n that:
i

z^XPi-fii^W
i=l

If the column co-ordinates are zero along the second principal axis,
then Z 2 1 is zero. H o w e v e r this does not imply that the r o w profile coordinates along the first principal axis are zero as the co-ordinates along this
axis m a y cancel out each other w h e n computing Z 21 .
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In a similar fashion, by considering (5.46) and (5.47),

i j

Z12=XPX^W=Xp.jg|ib2(j)
1=1

j=l

If the row profile co-ordinates are zero along the second principal
axis, then Z 1 2 is zero. However this does not imply that the column profile
co-ordinates along the first principal axis are zero as the co-ordinates along
this axis m a y cancel out each other w h e n computing Z 12 .
Therefore, determining the non-significant off-diagonal associations
can be m a d e by considering the following rules :
• If the position of the r o w profiles are dominated by the first principal
axis, then Z 1 2 - 0
• If the position of the r o w profiles are dominates by the second principal
axis, then Z 2 1 ~ 0
• If the position of the column profiles are dominated by the first principal
axis, then Z 2 1 ~ 0
• If the position of the column profiles are dominated by the second
principal axis, then Z 1 2 ~ 0

However, if the co-ordinates do not lie along a particular axis, it is
still possible that Z 1 2 and/or Z 2 1 will be zero. Unfortunately, w e can not
detect w h e n this occurs.
Thus, if either the r o w or column profile positions are situated close
to the origin of the correspondence plot, then there is no association
between the rows and columns, as Z 1 2 ~ 0 and Z 2 1 ~ 0. In this case, it can be
shown that Z ni « 0 and Z,, ~ 0.
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5.2.7 Centring of the Profile Co-ordinates
A characteristic of the ordinal correspondence analysis technique is
that w h e n rescaling the scores au(i) and bv(j) so that they are in terms of f*v
and g*u respectively, the orthogonality conditions lead to the results

XPX =O
i=l

J

XP.jgju=0
)=4

Therefore, the r o w and column profile co-ordinates are centred about
the origin of the display.

5.2.8 Distance from the Origin
A s the r o w and c o l u m n profile co-ordinates are centred about the
origin, w e can measure the distance from the position of an individual
profile to the origin.
The squared distance of the i'th r o w from the centroid is

1 1(

diM) = X —
j=l P.j iPi.

)

A

J

Pi> - 1

=XP.J

Pi.P.i

I=I

)

j

__a.(i)^b,0)

=XP.J

u=iv=i
i-i J-I ( J

Vn
>

J=I

=XXXP.#0)
u=lv=l\J=l

a

u=l

n

-\2

J-I I-l

-X X

J

uU

72

z

»(0Vn

v=l

That is
J-I

d?(i,o)-_;(4)
v=l
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Therefore, the squared distance of the i'th row profile from the origin
is just the sum of squares of the rows co-ordinates in an optimal
correspondence plot.
Note that

V = XPi.d?M) (5-54)
n

i=i

so that points close to the origin contribute to the independence between
the rows and column, and that the frequencies in row i of the contingency
table fits the independence hypothesis well. Profiles that are far from the
origin indicate a clear deviation from might be expected under the
hypothesis of complete independence. This conclusion can also be reached
using the Pearson ratio equations of (5.33) and (5.34).
Similarly, the relationship between the distance of the column profile
co-ordinates from the origin and the total inertia is :

7T = XP.jdJ2(j'°) (5-55)
n

j=i

where

djO'OhXfe)2 (5-56)
u=l

Equation (5.56) is the distance of the j'th column profile co-ordinate
from the origin, while (5.55) indicates that column profiles close to the
origin contribute to the independence hypothesis, while those far away
from the origin do not make an important contribution. Lebart et al (1984)
discussed confidence areas or confidence regions which give a test to
determine the row and column profiles that contribute to the hypothesis of
complete independence. Best & Rayner (1997) proposed similar regions for

their analysis of doubly ordered contingency tables, while Gabriel & Odoroff

(1990) referred to the circular regions of their analysis as uncertainty cir
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The squared distance equations of (5.54) and (5.55) can also be used to
determine the r o w and column categories that contribute to the axes of the
correspondence plot.

5.2.9 Within Variable Distances
The distance dj(i, i'), between two r o w profiles, i and i', under simple
correspondence analysis, is given by (2.46). Using this equation to calculate
the distance between these profiles under ordinal correspondence analysis
gives

1=1 p.j I Pi. Pi'..
= _LP.i(«iJ-aij)2
1=1
I-l J-l
=__p.j
j=l

J

=XP.

I-l J-l

,.Nz

-|2
• NZ,

zx«.«^o)-ii«.(o>b.o)
u=iv=i

I_IJ-I Z

u=iv=i

Vn

u=iv=i

Vn

Vn

= _XXP.ib50)^fk(i)-a„(i')]
u =iv=ij=i

n

i-i j-i /^ j

"\

=xx ip.m a.(i)^--.(r)^
u=lv=l\j'=l
J-l (I-l

-7

J I-l

7

"\

= X Xa„(i)%-Xa«(i')%
v-iUi

Vn

u=1

vn J

W h e n substituting (5.11) into the above expression, the distance can
be defined by
df(i,i') = _:(f;-f;,) 2

(5.57)

v=l

Therefore, the property of distributional equivalence defined in
Chapter 2 also applies to the r o w and column profile co-ordinates from an
ordinal correspondence analysis.
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It follows from (5.57) that the squared distance between r o w profiles i
and i' in a n M-dimensional correspondence plot is

d

M

. X2

5(u*)=X(4-f;
v)
v=l

Using the r o w profile co-ordinate defined b y (5.11) a n d the
orthogonality property of (4.4), the within-distance formulae of (5.57) can be
alternatively defined as

M J

f-n
Pij

2
m

d_(U>XXb

r> V
Pi'

(5.58)

VPi. Pi'.)

m=lj=l

W h e n M=J-1, the distance between the row profiles i and i' in ordinal
correspondence analysis is identical to the distance between them for an
optimal correspondence plot using the classical approach of Chapter 2.
However, if M = 2 say, then these distances are determined by the magnitude
of the first t w o orthogonal polynomials and need not be the same distance
as described in a two-dimensional classical correspondence plot.

5.2.10 Additional Information
While simple classical correspondence analysis graphically represents
the rows and columns of a contingency table simultaneously, it is unclear
what the principal axes really refer to except that they are arranged in
descending order so that the importance of the axes decreases the higher the
dimension it is.
T w o questions that classical correspondence analysis does not answer
include
As two profiles positioned at a distance from one another indicate
that they are different, WHAT

characteristic makes them different?
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and
If profiles He close to a particular axis, what does this
tell the researcher about the structure of the profiles?

It will be shown that ordinal correspondence analysis DOES answer
these two questions, thereby making it a more informative correspondence
analysis technique than that defined in Chapter 2.

i) Non-Zero Off-Diagonal Associations
When the off-diagonal associations are not equal to zero, Beh (1997)
listed three properties that enable the researcher to identify important
structures in the data not otherwise determinable using the classical
approach. Here the first two are stated and commented with more detail.
The third property has been defined in Chapter 4.

Property 1
The principal inertia associated with the m'th principal axis of the
approach of Beh (1997) is the value of the m'th component divided by n.

To show this, recall the partition of the chi-squared statistic (4.38)
which has a u'th level row component value equal to

XZuv (5-59)
v=l

while the v'th column component value is equal to

XZuv (5.60)
u=l
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However, as equation (5.11) shows, the r o w profile co-ordinates are
plotted on at most J-l dimensions. Therefore, the row principal inertia
i-i

associated with the m'th principal axis is ^ Z ^ / n so that the s u m of the
u=l

row principal inertias is equal to the total inertia. Similarly, the column
J-i

principal inertia associated with the m'th principal axis is X Z m V / n ' s o

mat

v=l

the sum of these components is equal to the total inertia of the contingency
table.
As a result, the first principal axis has a principal inertia, called the
location inertia, equivalent to the value of the location (linear) component
divided by n. The second principal axis has a principal inertia, called the
dispersion inertia, equivalent to the dispersion (quadratic) component
divided by n. The principal inertia for a higher dimension is a higher order
component.
Thus unlike classical correspondence analysis, the first and second
principal axes of an ordinal correspondence analysis are not necessarily the
most important. For the ordinal analysis, the extent to which an axis is

significant in adequately representing the profile co-ordinates is determined
by how significant its associated component value is. For example, if the
quadratic and quartic row components are the most significant of all the
row components, then the third and fourth principal axes will best describe,
graphically, the variation of the row categories. Hence, the procedure of
testing the adequacy of the correspondence plot is very simple when
compared with the two methods for the classical approach as described in
section 2.7.
In their analysis, Best (1994b, 1995) and Best & Rayner (1994, 1997)
graphically represented the difference in the rows and columns of their data
by plotting the location component for each category as the co-ordinate for
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the first axis, and the dispersion component as the co-ordinate for the
second axis.

Property 2
The ordinal correspondence plot can be seen as a graphical method of
directional tests of components.

Such a plot will reflect component values. If it is found that a set of
categories has a significant m'th component, then the row (or column)
profile will be spread along the m'th principal axis. If the m'th component
is not significant, then the profiles will have (close to) zero co-ordinates
along the m'th principal axis.
To see this relationship for the row profile co-ordinates, recall
equation (5.15). Thus the m'th row component is

XZL/n = XP..(f-)2 <5-61>
u=l

i=l

Thus, if the row profile co-ordinates along the m'th principal axis are
close to zero, then the m'th row component is close to zero. If the row
profile co-ordinates are spread out along the m'th principal axis, then the
m'th row component value will not be zero.
Similarly, if the column profile co-ordinates along the m'th principal

axis are close to the origin, then the m'th column component is also close to
zero.
Profiles positioned closely to one another on an ordinal
correspondence plot are similar in terms of those components associated
with the axes for which their co-ordinates are similar. For the row profiles
this can be seen from (5.61). Therefore profiles positioned close to one
another are similar profiles (in terms of those components which they are
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plotted). Also profiles not lying close to one another indicate that those
profiles differ in at least one component and are therefore not similar
profiles. Thus it is possible to graphically identify the sources of differences
within r o w and column categories, as well as identifying h o w r o w or
column categories m a y be similar.

ii) (Approximately) Zero Off-Diagonal Associations
W h e n all the off-diagonal Z associations are (approximately) zero, the
ordinal correspondence plot has a similar interpretation to the case of w h e n
they are not zero.
W h e n the Z values along the off-diagonal are close to zero,

y2

M ryl

— _ X —
n ~£i n

(5-62)

In this case, an optimal correspondence plot will consist of M *
principal axes, so that the r o w and column cloud of points has been reduced
to M * dimensions. Equation (5.62) then shows that the principal inertia
associated with the m'th principal axis is just the (m, m)'th bivariate
m o m e n t divided by n. For example, the first principal axis will have an
inertia value equivalent to the linear-by-linear association divided by n,
while the second principal axis will have an inertia value equivalent to the
dispersion-by-dispersion association divided by n.
The R C bivariate m o m e n t model w h e n the off-diagonal elements are
(approximately) zero is then

Pij ~ Pi.P.j

(

M

7

^

m=i

Vn

*

(5.63)
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which is similar to the model of Baccini, Caussinus & de Falguerolles (1994).
These authors questioned the use of such a model on the basis that
Z n > Z ^ > ... > Z M > M . m a y not always occur. Also, they c o m m e n t that
correspondence analysis using such a model is not appropriate as the lower
principal axes m a y be related to higher principal axes. These issues are
indeed true, however as it has already has been shown, the relationship
between the axes demonstrate an important relationship between the row
and column categories. The constraint that the Z values should be arranged
in descending order should not be imposed as this infers that the location
components will contribute more to the variation in the contingency table
than any other of the higher order components. This will not always occur.
Baccini et al (1994) wish to conduct correspondence analysis with the same
constraints imposed upon the orthogonal polynomials and Z values as the
singular vectors and values of simple correspondence analysis. This
however restricts m u c h of the informative analysis that can be reached
using ordinal correspondence analysis.
In general, the situation where all non-diagonal associations are
(close to) zero will not occur.
Classical correspondence analysis has associated with each principal
axis one principal inertia, which describes the relative importance of the
axis which says very little about the structure of the categories. However,
note that the ordinal correspondence analysis described in this section, has
associated with each principal axis three quantities : row component values,
column component value and bivariate m o m e n t value. These three
quantities allow for a complete graphical and numerical analysis (which
both reflect each other), thus providing a more detailed analysis of the
relationship within and between the rows and columns of a two-way
contingency table.
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5.3

Singly Ordered Two-way Contingency Tables - VERSION

1

5.3.1 Introduction
In s o m e cases, only one of the variables contain ordered categories.
The following analysis will enable the researcher to identify important
characteristics in the behaviour of the non-ordered variable across the
categories of the ordered variable. The presentation of the technique gives a
more detailed account of analysing singly ordered contingency tables than
presented in Beh (1997).
Suppose w e have an I xJ contingency table with ordered columns and
non-ordered r o w categories.
If w e are only interested in seeing what effect the ordered columns
has upon the non-ordered rows, then consider (4.31). It can be re-arranged
so that

..J 77>\

-1/2 (
1
f
'I

D^PD^D" ' ^Vny] BI

Therefore, the Pearson ratios can be partitioned so that

a

(5 64)

«4^jk

-

where {bv(j)}, for j=l, 2, . . . , J is the v'th order orthogonal polynomials,
specifying the ordered structure of the columns and subject to the constraint
(4.2). The interpretation and derivation of Z iv is defined in Section (4.3).
Therefore, the departure from independence can be found by

Pii
Pi.P.j

= 2 XV 0 ) n^ =
v=0
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Removing the trivial solution from the R H S of (5.65) yields

Pi.p.,-

Pi.p.j

(5.66)

V n Pi.

ti

5.3.2 Profile Co-ordinates
W h e n the column categories are ordered, w e can plot the co-ordinate
of the column profiles by considering the reparameterisation of the
orthogonal polynomials

S;» = X b v O %

(5-67)

where the column co-ordinates can be plotted onto a correspondence plot
consisting of at most I dimensions.
The advantage of using (5.67) as the set of column co-ordinates is that

n-i

Z„„

Xp,g;g;m'=XP,I X M J ) % T X M J ) ^
j=i

J=I

^v=i

Vn ^v=1

J-i

-_ XP.#0)

Vn

Z Z.
mv

Vnm v

v=l\j=l

which simplifies to
J

.

1 J_1

,

_j^r .jojmojm'
j=l

__^ mv m'v

(5.68)

n
v=1

If m = m ' , then (5.68) becomes

. \2

1 J-i 2
Z

XP.j(gjm) =n- X
ll
j=l
v=l

mv

(5.69)

which is just the total contribution, or principal inertia, the m'th principal
axis makes with the total variation of the contingency table. Therefore, the
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relationship between the column profile co-ordinates and the total inertia is
still governed b y (5.16).

5.3.3 Modelling Singly Ordered Tables
Consider equation (5.66). B y rearranging this equation, the (i, j)'th cell
probability for a contingency table with ordered columns can be calculated
by the saturated reconstitution formula :

(

J-i

z.
i+XIV^PV

P« = Pi.P.j

(5.70)

which is the model presented b y Rayner & Best (1997).
W h e n an M-dimensional correspondence plot is of interest, where
M<J-1, the (i, j)'th cell probability can b e approximated b y using the
unsaturated ordinal m o d e l of association

(

Pij=Pi.P.j

M

-7

^

l+X^=bv(j)

^

(5.71)

n

v=l V Pi.

The alternative, exponential, ordinal model of association is

( M

^

\

Pij * Pi.P.j exp
v=l VnPi«

(5.72)

Using equation (5.67), the unsaturated correspondence model for a two-way
contingency table with ordered columns and non-ordered rows is

(

Pij = Pi.P.j 1 +
V
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so that the closer the ordered column categories are to the origin then the
more likely the model of independence will be accepted. Thus, the further
a w a y the column profile co-ordinates are from the origin, then the more
likely the independence model will be rejected.

5.3.4 Distances
(i)

Centring
To s h o w that the column profile co-ordinates are centred about the

origin of the correspondence plot

J

J

fj-i ^

Xp.ig;m=Xp.i x-7=-b
W ^= i

j=i

j=i

j=i

»n

J-if J

=X XP.JMJ Vn
v=l\j=l

=0
(ii)

Distance from the Origin
Consider the column profile co-ordinates. The squared distance of the

j'th column profile from the origin is

A2

(
i=l Pi.

I

p-i

(

>

Pij - 1
=XPI.
lPi-P-i )
i=l
1
i=l

or

-Ki'0)=Xp1.fe»)

(5.74)

i=l

Thus, the squared distance of the j'th column profile co-ordinate
from the origin is weighted by the row marginal probabilities.
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(iii) Within Variable Distances
The squared distance, dj(j, j') between column profiles j and j' is

d

jG'i,)=SPi.(a*-(ty)2

5 75

?

2

(- )

= __Pi.(gj(i)-gr(i))
i=l

Again, the column distances involve the weighted profile co-ordinates,
where the weight is the r o w marginal probabilities.

5.3.5 Additional Information
It w a s s h o w n in the previous section that the analysis of doubly
ordered contingency tables using the correspondence analysis technique of
Beh (1997) offers a far more informative analysis of the structure of the rows
and columns than does simple correspondence analysis. The analysis of
singly ordered contingency tables also offers more information than the
classical technique.

Property 1
Rayner & Best (1997) showed that the value of the m'th r o w
component can be written as

i

ZL+ZL+... +ZL=XZ2im
i=l

Therefore the principal inertia associated with the columns at the m'th
principal axis is the value of the m'th column component.
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Property 2
The comments m a d e concerning Property 2 in the case of a doubly
ordered contingency table also apply here.

Equation (5.69) shows that if the column profile co-ordinates are
relatively small along the m'th principal axis, then the m'th column profile
will contribute relatively little to the overall variation in the table.

5.4 Singly Ordered Two-way Contingency Tables - VERSION 2
5.4.1 The Method
A second approach to dealing with singly ordered variables is more
similar to simple correspondence analysis, and to the doubly ordered
analysis than to V E R S I O N 1
Again, suppose w e have a two-way contingency table with ordered
rows and non-ordered rows. Consider equation (4.36). Then it can be rearranged so that

D-'PDf^Af-S-V
Wny
Therefore the Pearson ratio for VERSION 2 of the singly ordered analysis is
M J x

*~

(Z, , \

u=0v=0

Vn

«.,=XXa...-r fc b v (j)

(5.76)

where Z (u)v is defined by (4.35). The value of aiu is akin to the singular
vector of simple correspondence analysis calculated using a singular value
decomposition, and so is N O T an orthogonal polynomial. It is associated
with the r o w profiles, while the set of orthogonal polynomials, (bv(j)}, are
associated with the ordered columns as defined in Chapter 4.
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Eliminating the trivial solution to (5.76) yields the Pearson
contingencies
--• J-i

(Z, . \

" i i - ^u=lv=l
X X ^ - rVn
'bvO)

i^.77)

5.4.2 Profile Co-ordinates
O n e could always plot the standard co-ordinates, {aiu} and (bv(j)l to
display the relationship between the rows and columns. However, this will
not consider the relationship between the rows and columns. Therefore an
alternative plotting system can be employed.
Such a plotting system is based on a combination on the classical
approach, for the non-ordered set of categories, and the ordinal approach for
the ordered categories. It w a s shown w h e n the doubly ordered table w a s
investigated that the r o w and column profile co-ordinates could be
simultaneously plotted onto a correspondence plot using (5.11) and (5.12)
respectively. Similarly, using the decomposition of (5.76), the r o w and
column profile co-ordinates can be defined as
M*

7
a

fiv=X iu-^

Vn

(5-78)

I_l ,.Z

g;=Xbv(j)-£f
v=i

(5-79)

Vn

respectively.
Note that the row profile co-ordinates do not contain a superscript *
as the row categories are not ordered.

5.4.3 Modelling VERSION 2
Beh (1999b) showed that modelling singly ordered

two-way

contingency tables w h e n partitioning the Pearson ratios using (5.76) is very
similar to the doubly ordered case presented in Section 5.2.
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W h e n N has ordered columns and non-ordered r o w categories, then
the (i, j)'th cell probability can be calculated b y the saturated reconstitution
formula
(

M*

j-i

7

a

^

b

(5.80)

i+XX .u-^ vO)

P,=P,P,

\_

u=iv=i

"Vn

j

For a M-dimensional correspondence plot, the unsaturated model is
(
Pij ~ Pi.P.j

M M

V

u=lv=l

7

\

Vn
i+IX-^^O)

(5.81)

It can be seen that models (5.80) and (5.81) are mathematically similar to
(5.19) and (5.21) for the doubly ordered contingency table, respectively.
A n alternative, exponential, model which will approximate the cell
probabilities even if it is saturated is

(ML £_

XX

Pij=Pi.P.jexP

a

Z, >
_0__b

Vn

^u=lv=l

A

(5.82)
J

5.4.4 Transition Formula
Just as in the modelling of singly ordered data, the transition formula
for such a model are similar to the doubly ordered case.
It can be s h o w n that the relationship between the r o w and column
profile co-ordinates is just
(jx\
F
G.

Vn

= D\XPG.

Z^

,Vn

= D^PTF
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while the interpretation of profile co-ordinates and the Z values is the same
as in the doubly ordered case.

5.4.5 Distances
The centring of profile co-ordinates, the distance of a profile coordinate from the origin and another profile co-ordinate from the same
variable for a singly ordered table where the Pearson contingencies are
decomposed b y (5.77) is mathematically identical to those distances
presented in Subsections 5.2.7, 5.2.8 and 5.2.9. The only difference is that f*v
is substituted for fiv in equations (5.53) and (5.57). Therefore the distance
measurements for V E R S I O N 2 of the analysis will be omitted.

5.4.6 Additional Information
There are several properties that Beh (1999b) derived which s h o w the
relationship between the singular values and the bivariate moments. The
properties are described here and expanded upon.

Property 1
The row component associated with the m'th principal axis is just the
value of the m'th largest eigenvalue.

To show this, recall that the total inertia may be written in terms of
bivariate m o m e n t s or as eigenvalues, such that

Y2

M' J-l Zj ^ M'

— =X X — = X ^
n

u=iv=i

n

(5-85)

m=i

so that

^m=X—
v=l
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where the R H S of (5.86) is just the m'th order r o w component. Thus the
property is proven.
Similarly, as f^ (as apposed to fj_) is the co-ordinate of the i'th row
profile o n the m'th principal axis, then
1-1 i

X Z (u)v/ n = XPi.(fiv)2
u=l

i=l

and is the definition of the v'th column component value using a similar
formula to equation (5.15). So this method allows for a decomposition of
the singular values into location, dispersion and higher order components.
In this w a y , it can be applied to a non-ordered contingency table. That is,
each singular value can be partitioned so that information concerning the
m e a n difference and the spread of profiles can be found. Higher order
moments can also be determined from such a partition.

Property 2
The row component values are arranged in descending order.

This property follows directly from Property 1. As the eigenvalues are
arranged in descending order, so to are the row components.

Property 3

For such a singly ordered analysis, it allows for the principal inertia o
a simple correspondence plot to be partitioned into bivariate moments

Again, this follows directly from Property 1, when the principal
inertia of the m'th principal axis is the s u m of squares of the bivariate
m o m e n t s w h e n u = m . For example, the largest eigenvalue m a y be calculated
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by considering the linear-by-linear, linear-by-quadratic and higher order
bivariate moments, such that

%;_f__i+f___+ ... +_____,

(5.87)

n

n

n

Property 4
It is possible to identify which bivariate moment contributes
to a particular eigenvalue and hence principal axis.

This is readily seen from Property 3.
Hence one of the major problems of simple correspondence analysis
can be overcome by considering such an analysis. It is clear that the axes of a
classical correspondence plot are constructed so that the first axis is the most
important, the second axis is the second most important and so on.
However, many authors have found that a problem with simple
correspondence analysis is that these axes don't describe anything about the
relationship between the row and column categories. Property 4 allows us to
isolate important bivariate moments for each principal axis.

5.5 Examples
5.5.1 Socio-Economic and Mental Health Data
Consider the cross-classification of people according to their mental
health status and their parental socio-economic status as seen in Table 2.1.
As the rows and columns of Table 2.1 consist of categories with an
ordered structure, a doubly ordered correspondence analysis is conducted on
the data. Its correspondence plot is given by Figure 5.1 and consists of the
first (location) and second (dispersion) principal axes.
Table 5.1 gives the row and column component values, with the
degrees of freedom and theoretical P-values.
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Consider firstly the row profiles. The first (location) principal axis,
which has a r o w inertia value of 0.0245125, accounts for 88.49% of the total
inertia, while the second (dispersion) principal axis with a r o w inertia value
of 0.0017169, accounts for only 6.2%. Therefore the first two components,
location and dispersion, account for 94.69% of the total variation a m o n g the
row categories. That is the majority of the variation in the mental health
status categories is d u e to the difference in their m e a n values and their
spread across the column categories.
CO
O
OJ

o
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o

X
<
"CTJ
Q.

'o
C
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o
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#c

______

•well

F#

impaired*

mild

O
CM
O
i

-0.2

-0.1

0.0

0.1

0.2

0.3

Principal Axis 1
Figure 5.1 : Ordinal Correspondence Plot of Table 2.1
(First & Second Principal Axes)

For the column profiles, the first principal axis, which has a column
inertia value of 0.0242897, represents 87.68% of the total inertia, while the
second principal axis, which has a column inertia value of 0.0005159,
represents 1.86%. Thus, Figure 5.1 graphically represents 89.54% of the total
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variation among the column categories. However, the third axis, with a
column inertia value of 0.002896 and represents the level of skewness,
accounts for 10.46% of the total inertia value. This value is absorbed into the
column error inertia. Thus, the location and skewness inertias account for
98.14% of total variability a m o n g the columns. That is the variation a m o n g
the parental socio-economic status categories is caused by the difference in
their m e a n values and the skewness of the categories across the mental
health status levels.

Value

df

P-value

Location

0.0245125

3

0

Dispersion

0.0017169

3

0.4153

Error

0.0014726

9

0.9823

Location

0.0242897

5

0

Dispersion

0.0005159

5

0.9733

Error

0.0028964

5

0.4398

0.0277020

15

0.9999

Row Inertia

Column Inertia

Total Inertia

Table 5.1 : Component Values for Row Profiles of Table 2.1

For the row and column profiles, only the location component is
significant, thus a one-dimensional ordered correspondence plot is adequate
to display the rows and columns. This axis being the first principal axis,
described by the location component.
It w a s s h o w n that from Figure 2.3, socio-economic status A and B are
similar profiles. From Figure 5.1, w e can see that they are similar in terms of
the location component and the dispersion component (with a slight
difference in terms of dispersion). That is A and B are similar in terms of
their m e a n value and their spread across the mental health status
categories. These features can seen by observing their profiles in Table 2.3.
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Observing Figure 5.1, we can see that as the parental socio-economic
status of the patients is reduced, so to does their mental health status, which
suggests that a linear-by-linear association exists. This is verified since Z n
has a value of 6.097374 which is highly significant. If A had been positioned
further to the left of B, perhaps the association w o u l d have been even
stronger.
Tests were conducted and it w a s found that n o other associations are
significant. This is expected since all other components for the r o w and
column profiles are not significant.
Another advantage of this m e t h o d is that w e can visualise the
importance of a profile o n a particular axis. This then m e a n s the
contribution a particular profile makes with a component can be calculated
and visualised.
Location

Dispersion

Well
Mild

48.36

29.67

0.81

17.72

Moderate

0.03

24.59

Impaired

50.8

28.02

Table 5.2 : Percentage (%) Contribution of Row
Profiles to the First Two Row Inertias

Table 5.2 gives the percentage contribution that each r o w profile
makes with the location and dispersion inertias.
Similarly, Table 5.3 contains the percentage contribution that each of
the column profiles m a k e s with the first t w o principal axes (therefore, the
first two column inertias).
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Location

Dispersion

A

17.98

19.29

B

19.63

13.79

C

2.04

8.66

D

0

31.58

E

14.47

0.03

F

45.88

26.65

Table 5.3: Percentage (%) Contribution of Column
Profiles to the First Two Column Inertias

The r o w and column contributions to the components are reflected
by the distances of the profiles from the configurations centroid.
A s r o w categories Well and Impaired are unlike in terms of the
centroid along the location axis, it is expected that these profiles contribute
to the location inertia. From Table 5.2 it can be seen that Well and Impaired
contribute 48.36% and 50.80% to this axis respectively. Therefore, these
categories account for 99.16% of the location inertia for the r o w profiles.
That is, nearly all of the variation in the m e a n values of the mental health
status categories are due to the significant difference between categories
Well and Impaired. A s Moderate and Mild are situated close to the centroid
along the location axis, these profiles account for very little of that
component. They contribute to the remaining 0.84% of the location inertia.
That is, these t w o categories do not contribute to the difference in the m e a n
values of the mental health status categories.
Along the second principal axis, the r o w profiles can be seen to
contribute (roughly) equally to the dispersion component.
Parental socio-economic status F contributes nearly half of the
location inertia for the column profiles, while status categories A , B and E
contribute (roughly) equally.
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5.5.2 Drug Data
Consider the contingency table given by Table 5.4 which was
originally seen in Calimlin, Wardell, Cox, Lasagna & Sriwatanakul (1982)
and analysed by Meyer (1991).
Their study was aimed at testing four analgesic drugs (named A, B, C
and D) and their effect on 121 hospital patients. The patients were given a
five-point scale consisting of the categories Poor, Fair, Good, Very Good and
Excellent on which to make their judgement.

Poor

Fair

Good

Drug A

5

1

DrugB

5

DrugC
DrugD

Excellent

10

Very
Good
8

3

3

8

12

10

6

12

3

0

7

12

8

1

1

6

Table 5.4 : Cross-classification of 121 Hospital Patients
According to Analgesic Drug and its Effect

It can be seen that Table 5.4 consists of ordered column categories and
non-ordered row categories. Therefore, VERSION 2 of simple ordinal
correspondence analysis is applicable.
The total inertia of the contingency table is 0.3892, which at 12 degrees
of freedom is highly significant. Therefore there is an association between
the drug used and their effect on the patients. The correspondence plot from
the analysis is given by Figure 5.2.
If a simple correspondence analysis of the type described in Chapter 2
is applied, the squared singular values of the analysis are ^ = 0.30467,
X\ =0.07734 and X\ = 0.00701. W h e n the ordinal approach of VERSION 2 is
applied these are the component values for the row categories and therefore
are the principal inertia values for the axes of Figure 5.2.
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For the column categories, the non-trivial component values are
0.2103389, 0.08148318, 0.07267963 and 0.02452164, which are arranged in
descending order as expected from Property 2 of Subsection 5.4.6. Therefore,
Figure 5.2 is constructed using the linear principal axis with a principal
inertia value of 0.2103389, and the dispersion principal axis with a principal
inertia value of 0.08148318, for the r o w categories. Together these axes
contribute to 75% of the variation of the drugs tested, compared with 98.2%
of the variation in the patients judgement of the drug. A s the table is only
small, this suggests that there is a higher component value which m a y help
to explain m o r e of this r o w variation. Infact the third (cubic) component
contributes to 18.7% of this variation.
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•Drug A

Poo#

Very. Good*
Gooc#
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d
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-1.0
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0.0

0.5

Principal Axis 1
Figure 5.2 : Two-way Ordinal Correspondence (VERSION
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Applying V E R S I O N 2 of the singly ordered correspondence analysis,
Z(1)1 = -0.45648,

Z(1)2 = -0.26016,

Z(1)3 = 0.16505

and

Z(1)4 = 0.36956.

Therefore, using equation (5.87) w e can see that

0.30467 = (-0.45648)2 + (-0.26016)2 + (0.16505)2 + (0.36956)2

Therefore the first principal inertia obtained from the simple
correspondence plot can be partitioned into linear, dispersion and higher
order components. From the above calculation, the dominant source of the
first singular value is caused by the linearity of the ordered column
categories. That is, the first principal axis from the classical correspondence
analysis of Table 5.5 best describes the difference in the m e a n values in the
judgement of the drugs used.
Consider the four drug categories. Figure 5.2 shows the variation of
these drugs in terms of the singular values. It visually describes the similar
position in drugs C and D, therefore these two drugs have a similar effect on
the patients. These two drugs have quite a different effect than do drugs A
and B, which in themselves are different. B y observing the proximity of the
patients ratings to drugs C and D it appears that these drugs tend to be
judged G o o d to Poor.
The ratings, which has a dominant and significant location
component are dominated along the first principal axis. The categories
Excellent and Very G o o d have a similar first co-ordinate, but different coordinates along the second principal axis. Therefore, while these two
categories are similar in terms of their m e a n values, they are quite different
in terms of their spread across each of the four drugs tested. Similarly,
Figure 5.2 concludes that Poor and G o o d are similar in terms of their m e a n
values across the four drugs, but are spread out slightly differently.
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Tables 5.5 and 5.6 details the contribution each drug and rating
categories has on the axes in the correspondence plot of Figure 5.2.
Consider the contribution of the drugs to the r o w location
component. From Figure 5.2 drug B is the furthest away from the origin and
so is less likely than the other drugs to contribute to the lack of
independence between the drugs and the patients effect. Inf act drug B
contributes more to the r o w location component (38.29%) than the other
drugs, while contributing to 67.79% of the variation in the dispersion
component.

Drug

Principal Axis 1

Principal Axis 2

Tested

Contribution

% Contr.

Contribution

% Contr.

Drug A

0.027053

12.86

0.000111

0.14

Drug B

0.08053

38.29

0.055237

67.79

DrugC

0.048842

23.22

0.01229

15.08

DrugD

0.053914

25.63

0.013845

16.99

Total

0.210338

100

0.081483

100

Table 5.5 : Contribution of the Drugs Tested on Figure 5.2

Principal Axis 1

Principal Axis 2

Rating

Contribution

% Contr.

Contribution

% Contr.

Poor

0.013575

4.46

0.001242

1.61

Fair

0.075016

24.62

0.035757

46.23

Good

0.019534

6.41

0.024315

31.44

Very G o o d

0.056151

18.43

0.004059

5.25

Excellent

0.140391

46.08

0.011968

15.47

Total

0.304667

100

0.077342

100

Table 5.6 : Contribution of the Drug Rating Tested on Figure 5.2
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Drug A is the closest drug to the origin and therefore, contributes to
the independence hypothesis. This also shows its relative lack of effect on
the r o w location and dispersion component; 12.9% and 0.14% respectively.
Table 5.5 shows that drugs C and D, which are positioned close to one
another in Figure 5.2, contribute roughly the same to the location and
dispersion r o w components. That is Drug A does not contribute to what
ever variation there is between the drug categories. Thus, its profile coordinate lies close to the origin of the display.
Table 5.6 quantifies the dominance of the column category Excellent
to the first principal axis. Figure 5.2 displays this category on the far left
hand side of the display, while Table 5.6 shows that it contributes to 46.1% of
the columns first singular value. The second principal axis is dominated by
the category Fair which contributes to 46.2% of the columns second singular
value. Therefore these two categories do not contribute to the independence
hypothesis, unlike Poor, which contributes to 4.5% of the first and 1.6% of
the second principal axis.

5.5.3 Hospital Data
Consider again the hospital data of Table 2.9. A s the r o w and column
variables are ordinal in nature a doubly ordered correspondence analysis is
applicable. Subsection 2.10.3 showed that there is a significant association
between a patients frequency of visitors and their length of stay in hospital,
while Figure 2.5 showed that those w h o are visited less than once a month
and those are never visited have similar profiles. It also shows that the
categories for the patients length of stay in hospital were different.
Although the simple correspondence plot of Figure 2.5 gives no indication
as to what this difference is.
Applying natural scores fl, 2, 3} to both the r o w and column
orthogonal polynomials the table of inertia values is given by Table 5.7.
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The two-dimensional ordinal correspondence plot of Table 2.9,
constructed using the first (location) and second (dispersion) principal axes,
is optimal and is given by Figure 5.3.
Table 5.7 shows that, for the r o w profiles, there is a significant and
dominant

location

component

and a non-significant

dispersion •

component. Therefore, the dominant source of variation between the
"Frequency of Visiting" categories is due to the difference in the m e a n
category values. These conclusions can be seen in Figure 5.3, where the row
categories are spread out along the first principal axis, and to a far lesser
extent they are also spread along the second principal axis.

Value

df

P-value

Location

0.26253

2

0

Dispersion

0.00392

2

0.7720

Row Inertia

Error

—

—

—

Column Inertia
Location

0.22601

2

0

Dispersion

0.04044

2

0.9799

Error
Total Inertia

—

—

0.26645

4

—

0

Table 5.7 : Table of Row and Column Inertia Values for Table 2.9

Table 5.7 shows that the only significant variation in the column
categories is due to the difference in the column m e a n values. A s the
dispersion component is not significant, their spread is not an important
feature in the column variation. Thus a one dimensional correspondence
plot consisting of the first principal axis, will represent the most significant
variation in the column categories. Figure 5.3 shows that the column
categories are spread out along the first principal axis showing the
significant variation due to location inertia, while they have approximately
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zero second co-ordinate, showing the near zero dispersion component
value.
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Figure 5.3 : Ordinal Correspondence Plot of Table 2.9

The only significant bivariate moment is the linear-by-linear
association which has a zero P-value. This is as expected since the only
significant r o w and column inertia is the linear. Therefore, the longer a
person stays in hospital the few visitors they receive. This linear-by-linear
association can be seen in Figure 5.3.

5.5.4 D r e a m Data
Consider the contingency table given by Table 5.8 which w a s
originally seen in Maxwell (1961) and analysed by Ritov & Gilula (1993). It
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zero second co-ordinate, showing the near zero dispersion component
value.
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Figure 5.3 : Ordinal Correspondence Plot of Table 2.9

The only significant bivariate moment is the linear-by-linear
association which has a zero P-value. This is as expected since the only
significant r o w and column inertia is the linear. Therefore, the longer a
person stays in hospital the few visitors they receive. This linear-by-linear
association can be seen in Figure 5.3.

5.5.4 Dream Data
Consider the contingency table given by Table 5.8 which w a s
originally seen in Maxwell (1961) and analysed by Ritov & Gilula (1993). It
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cross-classifies 223 boys based on the age group in which they be
severity of disturbance of their dreams.

Age

Low

Group

1

2

3

4

Total

5-7

7

4

3

7

21

8-9

10

15

11

13

49

10-11

23

9

11

7

50

12-13

28

9

12

10

59

14-15

32

5

4

3

44

Total

100

42

41

40

223

High

J

Table 5.8 : Cross-classification of 223 Boys according to Age
Severity of Dream Disturbance

The Pearson chi-squared statistic for Table 5.8 is 31.67938, which has a
P-value of 0.00155. Therefore, there is a strong association between the age
of the child and the severity of the disturbance of their dreams. The total
inertia of the contingency table is therefore 0.14206.
Applying

a doubly

ordered

correspondence

analysis, the

correspondence plot of Table 5.8 is given by Figure 5.4.
The partition of the total inertia into the row and column location,
dispersion and error inertia are given in Table 5.9.
Consider the inertia values for the age groups. The row location
component, with a P-value of 0.0002 is highly significant and the only
significant source of variation for these categories. Therefore, the variation
in the age group categories is due to the difference in their mean values.
The spread of the age group categories across the "Dream Disturbance
Severity" variable is not a significant source of variation. These conclusions
are evident from looking at the position of the row profile co-ordinates in
the ordinal correspondence plot of Figure 5.4. The first principal axis
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represents 68.30% of the row variation, while the second principal axis
accounts for 17.88% of the variation. Therefore, the two-dimensional plot
visually accounts for 86.18% of the total variation in the row categories.
These conclusions can be verified by observing the relative position of the

age group profile co-ordinates in Figure 5.4. It shows that the co-ordinates o
the age group profiles are dominated by the first principal axis.
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Value

df

P-value

Location

0.09703

4

0.0002

Dispersion

0.0254

4

0.2257

Error

0.01963

4

0.3573

Location

0.10116

3

0.0001

Dispersion

0.01722

3

0

Error

0.02368

6

0.2793

0.14206

12

0.0016

Row Inertia

Column Inertia

Total Inertia

Table 5.9 : Row and Column Inertia Values for Table 5.8
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Chapter 6

A Comparative
Study of Different
Scoring Schemes

6.1 Introduction
Beh (1997) and Chapter 5 discussed a correspondence analysis
technique which involves partitioning the chi-squared statistic into
bivariate m o m e n t s so that one can obtain location, dispersion and higher
order components for the row and column categories. These then offer an
informative explanation of h o w categories compare. However w h e n Rayner
& Best (1995), Beh (1997) and Chapter 5 considered such a partition they
restricted their analysis to integer value, or natural, scores 1, 2, 3, and so on.
The problem with such a scoring scheme is that it assumes that the
categories, which w e k n o w to be ordered, are equally spaced. In general this
m a y not be the case. Four c o m m o n objective and subjective scoring
methods are discussed in this chapter and a comparison of component
values and profile co-ordinates in the correspondence plot is made. This
chapter is based in part on the work presented by Beh (1998).
Often w h e n comparing the ordinal correspondence plot using two
different scoring schemes, there appears to be a reflection and/or a rotation
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between the profile co-ordinates. Section 6.8 and Section 6.9 considers these
issues.

6.2 Equal Scores
Suppose a doubly ordered two-way contingency table, N , has two
consecutive equal valued column scores Sj(j) and Sj(j + l) for l<j<c. Then
bv(j) = bv(j + l) and so:

Z^ = Vn~£[Pilau(i)bv(l) + • • • +(Pij+Pi,j+i)au(i)bv(j)
i-i

(6.1)

+ ... +piJau(i)bv(J)]
Hence, the Z' terms of (6.1) apply to a transformed data set where the
columns with equal scores are combined to form a single column. The same
argument can be m a d e w h e n a contingency table has equal scores associated
with only the row categories, or w h e n equal row scores and equal column
scores are applied.
In general, construct a contingency table N' so that the row categories
with equal scores are combined, and the column categories with equal scores
are combined. If there are kx identical row scores, such that 2<k1<I, and k 2
identical column scores, such that 2<k 2 <J, then N' is a TxJ* contingency
table, where T=I-(k1-l) and J'=J-(k2-l). Gilula & Krieger (1989) suggested that
w h e n combining certain row and/or column categories the chi-squared
statistic of (4.35) can then be further partitioned so that:

X(i-U(j-U = ^(r-ixr-i) + X(i-i)(j-i)-(r-i)(j'-i) (6-2)

The first term on the RHS of (6.2) can be partitioned by using orthogonal
polynomials, and is the chi-squared statistic for N'. A s N ' is a I'xJ'
contingency table, the rank of B. is reduced from J to J', while the rank of A .
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is reduced from I to T. The second term represents the difference between
the profiles of combined categories. If this term is significant, then equal
scores should not be applied to that particular data set. If this term is zero,
then all rows combined are homogeneous, and so to are the combined
columns.
Suppose there are k^ identical row scores, then u in (6.1) will be at
most T. W h e n kx=I, B. is a cxl matrix with trivial unit elements. Thus,
using such a scoring scheme for the correspondence analysis of Beh (1997) is
not advised due to the triviality of B».
A further generalisation can be m a d e w h e n there is k lots of identical
scores, with m a , for a=l, . . . , k, being the number of identical scores in the
cc'th lot. For example, k=2, for the scoring scheme of the six row categories,
1,1,2,2,2, 3, with 1^=2, for the l's and m 2 = 3 for the 2's. W h e n there are k
k

lots of identical row scores the number of rows in N' is I' = I - ^ ( m a -1).
a=l

6.3 Approximately Equal Scores „
Suppose that two consecutive column scores are approximately equal,
for the g'th and h'th column categories, so that Sj(g)~Sj(h) = Sj(g) + e where
8 is very small. For example, two scores, say, 1 and 1.0001 are approximately
equal where s(g) = 1 and e = 0.0001.
By substituting two approximately equal column scores, Sj(g) and
Sj(h), into equations (4.21)-(4.23) and simplifying, then :

B^B^ep.^h)
C v -C;+ep. h b v -i(h)b v _ 2 (h)
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and

K=ip:is!(i}^Ui)-(Kf-(c-yf
j=i

2
+2£P.h[Sj(g) bUh) - B>;_1(h) - c ^ p i K . ^ ) ]

+e2p.hb;_1(h)[b;_2(h)-P.hbj_1(h)+i]

where the superfix dashes refer to the values calculated for N'. Therefore,
8 approaches zero, the orthogonal polynomials calculated for N approach
the values of those calculated for N'. Note that Section 6.2 dealt with e=0
(identical scores). Therefore, the chi-squared statistic for N will approach the
chi-squared statistic for N' as e approaches zero.
This analysis of approximately equal scores also applies to the row
scores.

6.4 Scoring Methods
The problem of determining the difference between categories of a
variable, or of scaling, has long been investigated. M a n y of the multidimensional analytic techniques deal with this problem. Those w h o have
contributed to the calculation of scales, especially those of an ordinal nature,
include Bradley, Katti and Coons (1962) w h o described a method of scaling
for categorical data which maximises the variation of the categories.
Armitage (1955) discussed methods of measuring the ordinal trend of
categories. Becker and Clogg (1989) discussed the use of different scores for
Goodman's R C model of (2.60).
There are m a n y different scoring methods available for ordered
categories that are applicable to correspondence analysis, such as those
discussed by Parsa & Smith (1993), Ritov & Gilula (1993) and Schriever
(1983). These scoring schemes will not be considered as they require some
technical computations. Instead four relatively simple and m o r e popular
scoring techniques used will be briefly investigated. They are (i) natural
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scores, (ii) midrank scores (iii) Nishisato scores, and (iv) singular vectors
calculated from a simple correspondence analysis of N .
Natural scores are investigated to determine what effect scores chosen
by the researcher have on the analysis. Often if is convenient for researchers
to choose these scores, especially w h e n the ordered structure of the
categories is known, as they are simple to implement and require very little
calculation to derive them. Midrank scores are of interest because they
increase the spacing between the most likely categories while relatively
small marginals will result in a small change in the next midrank value.
Nishisato scores are considered because they maximise the first principal
inertia, unlike natural scores while maintaining the ordered structure of the
categories. Singular vectors from a simple correspondence analysis of the
data are also investigated as they also maximise the first principal inertia,
and for contingency tables with ordered categories often maintain this
ordered structure.

6.4.1 Natural Scores
The choice of scores m a y be m a d e on an arbitrary basis. For category
responses "Always", "Often" /'Sometimes", "Rarely", "Never", one m a y
judge these to be equally spaced, so scores 1, 2, 3, 4, 5 m a y be chosen.
Alternatively, such categorisations could have scores 5, 4, 3, 2, 1 associated
with them. If "Always", "Often" and "Never" are the only possible
responses then 1, 2 and 5 m a y be chosen to reflect the spacing of the
categories. For responses "Good", "Average" and "Poor", one could choose
the scores 1,2 and 3, or -1, 0 and 1.
In fact any linear transformation of the scoring scheme does not
change the values of the orthogonal polynomials. T o s h o w this, let a linear
transformation of a set of column scores Sj(j) be §j(j) = otjSj(j) + Pj, where 0Cj
and p, are constants. Defining the terms of orthogonal polynomials (4.21)-188-
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(4.23) as B v , C v and A v which consider the linear transformation, then
B v = 0CjBv + p,, C v = 0CjCv and A v = a^A.. Therefore, if bv(j) is an orthogonal
polynomial with Sj(j) as the scoring scheme, and a j > 0 , then bv(j) = bv(j)
for all v=l, 2, . . ., J-l and j=l, 2,... J. For example, consider the two scoring
schemes SJ={1, 2, 3} and Sj={-1, 0, 1}. The second scheme is a linear
combination of the first with 0Cj = 1 and pj = -2, and so the orthogonal
polynomials using these schemes will be identical. Therefore, the
correspondence analysis of Beh (1997) will result in identical components
and associations values and identical correspondence plots.
When

a j < 0 , then bv(j) = -bv(j). Suppose that au(i) = au(i) for all u

and i. That is there is a linear combination of the two sets of row scores with
ocx < 0. Therefore, while the component values remain unchanged,
Z u v = - Z u v and the row profile co-ordinates will be reflected about the u'th
principal axis, giving a possible misinterpretation of the relationship
between the rows and columns. This can be seen as
1

J

Zuv=__Xau(i)bv(j)pij
i=i j=i

= _i>u(i)H>v(j)]p,,
i=l j=l

I J
a i b

= -XZ u( ) v(j)Pij
i=l j=l
uv

Therefore, in this situation, the value of 0Cj is important and must be
considered w h e n conducting an ordinal correspondence analysis. Consider
the scoring schemes applied to the columns of a contingency table with
three ordered categories, SJ={1, 2,3} and Sj={3, 2, 1}. Then a T = -1 and Pj = 4.
In this case, the r o w (and column) component values will be identical.
However, if the order of the row scores remain unchanged, then Z u v = - Z u v ,
and so the column profile co-ordinates will appear to be reflected about the
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second principal axis. Example 6.10.1 highlights the importance of choosing
a set of scores which will not give misinterpretations in the output by
looking at two artificial data sets.

6.4.2 Midrank Scores
Nair (1986) used midrank scores to analyse contingency tables. These
scores are associated with ridit analysis discussed in Bross (1958). Agresti
(1983) also discusses midrank scores and its association with ridit analysis.
Mantel (1979) and Selvin (1977) also discuss issues concerning ridit analysis.
Consider the column marginals of N,(n#1,n#2, . . . ,n #J ). Agresti (1983)
defined the midrank of the j'th column category as :

Sj(j)=Zn.m

+

^-i (6.3)
m=l

Z

where Sj(l)<Sj(2)< ... < Sj (J). A set of midrank scores can be similarly
calculated for the r o w marginals.
Therefore, the set of scores for the ordered column categories are
{s(j)j, for j=l, 2, . . ., J. Although, as Rayner et al (1997) point out, Graubard
& Korn (1987) criticised the use of rank scores for contingency table analysis
on the grounds that they m a y not give enough weight to extreme categories.
Graubard & Korn (1987) also suggested that if no adequate scoring scheme is
available, then consider using equally spaced integer scores in the analysis.
Snell (1964) disputes the use of such scores as they do not take into account
the skewness of the data formed by the possible "bunching" of observations
towards one end of the rating scale. A s a result, Snell (1964) presented an
alternative scoring method to overcome this problem.

6.4.3 Nishisato Scores
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Nishisato & Arri (1975) and Nishisato (1980) discussed a method of
scoring for contingency tables with ordered categories. This scoring
technique has the advantage of being applicable to completely and partially
ordered categories. For example Nishisato scores can be applied to the
partially ordered survey responses "Yes", "Maybe", "No" and "Don't
Know".
Nishisato (1980) called the algorithm of his scoring procedure the •
method of Successive Data Modification ( S D M ) . Computationally, the
method involves finding the ordered scores so that A,a is maximised.
Sometimes, certain scores will be equal or approximately equal, and so the
effect of using these scores on the orthogonal polynomials, and hence
ordinal correspondence analysis can be seen in Section 6.3. For a more
complete description of the scoring method refer to Nishisato & Arri (1975)
and Nishisato (1980).

6.4.4 Singular Vectors :
Left and right singular vectors from a simple correspondence analysis
of a two-way contingency table often reflect the ordered structure of a set of
categories along the first axis. W h e n this occurs, these vectors along the first
principal axis can be used as the scoring scheme.
W h e n the first non-trivial right singular vectors along the first
principal axis is used as the scoring scheme, the relationship between the
column

orthogonal polynomials

and the vectors from

a simple

correspondence analysis is :

Mi)^ (6-4)

Therefore, the column profile co-ordinates along the first principal axis o
correspondence analysis and that of Beh (1997) are identical.
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Similarly, w h e n the first non-trivial left singular vector is used as the
set of scores for the r o w categories :

ai(i) = ail (6.5)

Thus, the row profile co-ordinates along the first principal axis of
correspondence analysis and that of Beh (1997) are identical.
Therefore, with singular vectors used as the scoring scheme for
ordinal correspondence analysis, the r o w and column location components
are equivalent to the value of the first principal inertia.
These results can be generalised. If the first principal axis does not
maintain the ordered structure of the categories, but the m'th axis does,
then the singular vectors along this axis can be used as the scoring scheme.
W h e n the m'th column (right) singular vector is used as the scoring
scheme (6.4) is generalised to :

b1(j) = bjm (6.6)

Similarly, using the m'th row profile co-ordinates as scores, then :

a1(i) = aim (6.7)

When the rows and columns of a contingency table are ordered, the
linear-by-linear association of the table can be calculated directly from
simple correspondence analysis by substituting (6.4) and (6.5) into (4.39). The
result of this is :
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% = _iX(i)bv(j)Pll
Vn

)=
i=1 i=1
i J

= ____anVij

(6.8)

i=i j=i

However, if the profile co-ordinates along the first principal axes do
not reflect the ordered structure of the categories, but the I'th r o w coordinate and m'th column co-ordinate do, then the (u, v)'th bivariate
association can be generalised. If aiu and bjv are used as the scoring scheme,
then by substituting (6.6) and (6.7) into (4.39) the association gives :

%=__»*v»
v

n

(6.9)

i=l j=l

However, due to the orthogonality property of the generalised basic
vectors, the values of (6.9) will always be zero w h e n u^v.
W h e n u-v, equation (6.9) is the definition of the singular values
(2.11). Therefore, generally, w h e n a ^ and b j m are used as the scoring
scheme

for ordered

correspondence

analysis, Zwm = Xm

for all

m - 1 , 2,..., min(I, J)-l.

6.5 Non-Ordered Categorical Data
The correspondence analysis technique discussed in Beh (1997) can
also be used for contingency tables which do not have ordered r o w and/or
column categories. T o apply the n e w method in this situation, singular
vectors from a simple correspondence analysis of N , for example, can be
used as the scoring scheme. Although, tests on association, as conducted in
Best & Rayner (1996) and Beh (1997) cannot be made. For a contingency table
with non-ordered categories, the method does allow the determination of
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why categories may differ with respect to differences/similarities in locati
dispersion, higher order moments.

6.6 Distances
W h e n different scoring schemes are applied to N , the position of the
profile in the ordinal correspondence plot differs. Here the distance between
different scoring schemes for a particular profile is examined.
Suppose for the i'th r o w profile co-ordinate i\, w e use the scoring
scheme {sj(j)}, while for scoring scheme {sj(j)}, let the associated r o w coordinate be i[. Then, the distance of the scoring schemes for the i'th r o w
profile in M-dimensional space is :

d 2 (a-)=it(^)Ko)-Ui)r
m=lj=l

(6.10)

'!•

where {bm(j)j is the m'th order orthogonal polynomial using the scores
jsj(j)}, and jb m (j)| is the m'th order orthogonal polynomial using the
scores {sj(j)}.
If bm(j) = b m (j), then the position of the i'th r o w profile, using both
scoring schemes will be identical along the m'th axis. A s Subsection 6.4.1
described, this will occur if {sj(j)| can be written as a linear transformation
of {sj(j)} (or visa versa) w h e n a j > 0 . Although, as {bm(j)} and (b m (j)| are
both standardisations of the scores schemes, then if the scores are ascending
(or descending), then they will be approximately equal.

6.7 Correlation
The link between these distances and the correlation between the
orthogonal polynomial using different schemes can be m a d e .
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Consider the column categories. The correlation, p m , between the two
sets of orthogonal polynomials {bm(j)} and jbm(j)j is :

IP,b m (j)b m (j)
j=i

Pm =

(6.11)

-i2

-i2

ip.m

J=1

j=i

Applying the orthogonality property of (4.2), (6.11) simplifies to

Pm=XP.J b mG)b m (j)

(6.12)

From (6.12), w h e n bm(j) = bm(j) then p m = l , and the scoring schemes will
produce identical co-ordinates along the m'th principal axis. When

bm(j) = bm(j) then pm ~1 and the position of the co-ordinates will be simila

(but not identical), while when pm = 0 the position of the co-ordinates usin
the two scoring schemes will be different.
The correlation between the two scoring schemes, {sj(j)} and {sj(j)},
can be measured by :

XP-JMO-^IXSJO)-^)
(6.13)

J=I

P=

~ \

2

__P.J( S JO)-M-,) 2

XP.JMJHJ)

J=1

j=l

where |Xj is the m e a n of the column scores {sj(j)j, and jij is the m e a n of the
scores (sj(j)}; see equation (4.42). However, when u=l for the column
orthogonal polynomials of (4.20), (6.13) simplifies to :
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P = XP.jbiO)b1(j)

(6.14)

i=i

which is (6.12) w h e n m = l . Therefore, the correlation of two scoring schemes
is equivalent to the correlation of their associated first non-trivial
orthogonal polynomials.

6.8 Rotation and Reflection
Often there appears to be a rotation and/or reflection of t w o sets of
profile co-ordinates from the same variable. Even though the rotation will
be not identical for all categories, it is possible to determine the least squares
rotation of the t w o sets of profiles. This is the best approximate rotation for
the set of points.
Suppose w e have two sets of r o w profile co-ordinates F. and F.,
where {sj(j)j is the set of scores used to calculate F» and {sj(j)} for F..
Similarly, suppose w e have two sets of column profile co-ordinates where
{sj(i)} is the set of r o w scores used to obtain G. and {sj(i)} to obtain G».
Then the relationship between F. and F», and G. and Gt is

F.-F.B^DjB. (6.15)

G^CAlD^

(6.16)

respectively.
T o prove (6.15), substitute F. as defined by (5.9) into (5.17). Then :

D71(p-rcT)Dj1 = F.B7 (6.17)

Similarly, using F», then :

D-^P-rc^D^-F.B?" (6.18)
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Equating (6.17) and (6.18) gives the result

F.Bl-F.B? (6.19)

Post-multiplying both sides by DjB„ gives equation (6.15).
Post-multiplying (6.19) by DjB. gives a alternative relationship to
(6.15) which is :
F.-FJjyDjB.

(6.20)

Similarly, the relationship between the column profile co-ordinates
under simple and ordinal correspondence analysis can, as an alternative to .
(6.16), be written as :
G.=G.AlDIA.

(6.21)

The relationships given above need not relate to only comparing
profile co-ordinates calculated using different scoring schemes. Instead, the
comparison could be m a d e on the positions of profile co-ordinates from
simple correspondence analysis and ordinal correspondence analysis. In
such a situation, (6.20) and (6.21) become

F.=FBTDjB. (6.22)
G.-GA^A.

(6.23)

respectively, where A and B are subject to the constraints (2.8) and (2.9).
Equation (6.20) shows that the row profile co-ordinates using scoring
schemes (sj(j)} and {sj(j)} will be identical w h e n B?DjB. = 1. In general this
will not be the case, and this expression is just the matrix form of equation
(6.12). The matrix form is the covariance matrix of the column scoring
schemes, where the diagonal elements are just those defined by (6.12) and
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the off-diagonal elements are the covariance values of the column scores.
Similarly, AlDjA. is the covariance matrix of the two row scoring schemes
{sj(i)} and {^(ijJ.Let
Mp-BjDjB.

(6.24)

F. =F.M P

(6.25)

so that equation (6.15) becomes

If M p is an identity matrix, then the row profile co-ordinates using scores
{sj(j)} and {sj(j)} are identical. However, in general, this will not be the
case. Note that the (v, m)'th element of (6.24) can be written as

j

Pvm=EP.JbvO)bm(j)
j=l

To determine when the two sets of row profile co-ordinates are
identical in the optimal correspondence plot, the constraint

MjMp-MpMj-/.

(6>26)

must be satisfied.
The R H S of (6.26) implies that

M J M P = (BJD,B.)

(BjDjB.)

= B:(D J B.BJ)D J B,

Now, if B, is of full rank, then the R H S of (6.26) is met.
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Similarly,
~ \T

M P M J = (BJDJB.)(BJD,B.)
= BI(D J B.BI)D J B.

If B, is of full rank, then the L H S of the constraint is met.
Therefore, for a 2-dimensional correspondence plot, the two sets of
column profile co-ordinates will be identical w h e n N is an 1x3 contingency
table. Similarly, for a 2-dimensional correspondence plot, two sets of row
profile co-ordinates will be identical when N is a 3xJ contingency table.
Let
Mp =

'Pn

Pn'

^21

P22>

Then, w h e n plotting 3 row profile co-ordinates onto a 2-dimensional
plot, for example,
F.=F.M r
r

T
Ml
121

f*
1

12
122

f* V
1

31

Pll
<Pn

Pl2
P22,

*32
+

M I P U "*" M2P21 M1P12 *„P
'22
£*
if*
C*
C*
*2lPll "*" r22p21 r2lPl2 "*" r22p22
r

3lPll + ^32P21

r

3lPl2 + r 32p 22

Therefore, fn = inpn + fJ2p21, while fJ2 = f^p^ + f^p^. Thus, if the offdiagonal elements of M p are zero, then the set of row profile co-ordinates
{f-J are stretched by a factor of p n along the first principal axis. Also, the set
of row profile co-ordinates {f[2} are stretched by a factor of on along the
second principal axis.
If p n =l w h e n the off-diagonal elements are assumed to be zero, then
the row profile co-ordinates will be identical along the first principal axis,
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and w h e n p^-l, then the co-ordinates are identical along the second
principal axis. If p n =-l, then the second set of r o w profile co-ordinates is just
a reflection about the second principal axis of the first set of co-ordinates.
W h e n p22=-l, the reflection exists about the first principal axis.
In general, for a two-dimensional correspondence plot, w h e n the offdiagonal elements of M p are zero, then :
•

the two sets of r o w profile co-ordinates are identical w h e n p n =1 and
p22=l

•

there is a rotation of 180 degrees w h e n p n =-l and p22=-l

•

the two sets of profile co-ordinates are reflected about the first
principal axis w h e n p u = l and p ^ - l

•

the two sets of profile co-ordinates are reflected about the second
principal axis w h e n p n =-l and p^-l

6.9 Least Squares Rotation
Section 6.8 considered the situation w h e n the off-diagonal elements
of M

are zero. However, this will not always be the case. W h e n these

values are not zero, w e can approximate the rotation between two sets of coordinates by using least squares rotation.
Suppose w e wish to determine the least squares rotation, Qlf of two
sets of r o w profile co-ordinates, F. and F „ in a two-dimensional
correspondence plot. T o find this rotation, w e wish to determine X such that

F.-F.X (6.27)

where X is orthogonal. Consider (6.25). Least squares rotation involves
transforming M p so that it is an orthogonal matrix of the form X where:
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X =

-b' ''cos 6 -sin6^
sinG cos 6
aJ

a
b

(6.28)

The aim is to determine a and b in (6.28), subject to the condition that:

a2+b2-l

(6.29)

W h e n the off-diagonal elements are not equal to zero, an alternative
technique needs to be developed to compare the position of the two sets of
profile co-ordinates. The rotation can be measured using least squares
rotation, which w a s briefly discussed in Graham (1981). Here, his work is
expanded upon to quickly identify orthogonal solutions, rather than just
identifying all possible solutions.
The procedure Graham (1981) proposed was, given a non-singular
matrix M p of order 2x2, one can determine a matrix X which is a least
squares approximation to M p w h e n X is an orthogonal matrix by :

[(7®Mj)-(Mj<8)l)v]x = 0

(6.30)

where

rx ^ ' a ^
Ml
Ml

x = vec(X) =
•

*

b
-b

(6.31)

_

Vx22y

Ka;

0

0^

and

V =

Pn
0

P21

Pl2

P22

0

0

0

0

Pl2

P22>

0 Pll

P21

The operator ® is the Kronecker product of the two matrices concerned.
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Simplifying (6.30) yields the equation :

a

(6.32)

(pi2-p2i) = b(p22 + p n )

By solving for a a n d b in (6.32) subject to the orthogonality constraint of
(6.29), the values of a and b can be calculated b y :

P11 + P22

a=

(6.33)

2

2

V(Pi2-P2i) +(pii + p22)
b —

.

P12 ~ P21

(6.34)

2

V(P12-P21) +(P11+P22)

2

Therefore the approximate, or least squares rotation, 8^ between the
two sets of r o w profile co-ordinates in a two-dimensional correspondence
plot is :
*

er = cos-1

Pll+P22
2

(6.35)
2

V(Pl2-p2l) + (Pll+P22)

or, alternatively,
9! = sin"1

P12-P21

(6.36)

2

V(p„-p2i) +(pii+p22)\

F r o m equations (6.33) and (6.34), it can be seen that the range of a and
b is 0 < a < l a n d 0 < b < l , if the positive square root is considered, or
-1 < a < 0 and -1 < b < 0 if the negative square root is considered.
Similar results can be obtained for calculating the angle of least
squares rotation between the t w o sets of column profile co-ordinates in a
two-dimensional correspondence plot. H o w e v e r , the angle of rotation
calculated using (6.35), or (6.36), calculated for the c o l u m n profile co-
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ordinates and the angle of rotation for the column profiles need not be
identical.
The angle of least squares rotation given by (6.35), or (6.36), is only an
approximation, as the two configuration of points will not necessarily be the
same. S o m e category points m a y be rotated more so than other category
points, some less.
W h e n the measure of the least squares rotation has been determined,
the deviation from exact rotation for each row profile co-ordinate can be
plotted with the actual position by plotting the co-ordinates specified by
(6.27).

6.10 Example
6.10.1 Ordering of a Pair of Scoring Schemes
The ordering of a pair of scoring schemes is an important feature of
the analysis. Choosing the wrong ordering of a set of scores will result in
misleading conclusions.
Consider the following two artificial data sets which are assumed to
consist of ordered row and ordered column categories. Table 6.1 is
constructed so there is an obvious positive linear-by-linear association
between the row and column categories. Table 6.2 is constructed so there is
an obvious negative linear-by-linear association between the rows and
columns.
Column 1

Column 2

Column 3

Row 1

16

5

7

Row 2

1

17

4

Row 3

3

2

15

Table 6.1 : Artificial Data with a Positive Linear-by-Linear Association
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Column 1

Column 2

Column 3

Row 1
Row 2

3
7

4
17

19
2

Row 3

18

5

3

Table 6.2 : Artificial Data with a Negative Linear-by-Linear Association

Consider firstly Table 6.1. If the set row scores is {1, 2, 3} and the set of
columns scores is {3, 2, 1}, then the linear-by-linear association calculated
using ordinal correspondence analysis is -0.46859; a negative value.
Determining the linear transformation of the set of r o w and column scores,
then a from subsection 6.4.1 is -1. However, if the column scores used are
{1, 2, 3}, then this association value is +0.46859, while a=+l. Therefore, the
set of scores used for an ordinal correspondence analysis which reflect the
positive linear-by-linear association in Table 6.1 should be either both
arranged in ascending order or both arranged in descending order.
Consider n o w Table 6.2. If the set r o w scores is {1, 2, 3} and the set of
columns scores is {3, 2, 1}, then the linear-by-linear association calculated
using ordinal correspondence analysis is +0.597333; a positive value. Using
these scores, then a from subsection 6.4.1 is -1. However, if the column
scores used are {1, 2, 3}, then this association value is -0.597333, while oc=+l.
Therefore, the set of scores used for an ordinal correspondence analysis
which reflect the negative-by-negative association of Table 6.2 should also be
either both arranged in ascending order or both arranged in descending
order. In general, a pair of scoring schemes should be selected so that a=+l.
That is, the r o w and column set of scores should be both arranged in
ascending order, or both should be arranged in descending order to
eliminate any possible misinterpretations of the contingency table.
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6.10.2 Socio-Economic and Mental Health Data
Consider the doubly ordered contingency table of Table 2.1. Each of
the four scoring methods discussed in Section 6.4 is applied to this
contingency table and their effect on the location and dispersion inertias
compared.
Using each of the four scoring schemes discussed in Section 6.4, Table
6.3 gives the values of the location and dispersion inertias for the r o w and
column categories. The total of the location and dispersion components are
also included for each scoring method, and, for an ordinal correspondence
plot, is the amount of total inertia which the first two axes explain.
The natural scores for the rows are 1, 2, 3, and 4, which a researcher
m a y suggest as an adequate scoring scheme as the rows appear to be evenly
spaced. Similarly, the natural scores for the columns are 1 through to 6. The
first non-trivial singular vector is used as the fourth set of scores, as this axis
maintains the ordered structure of the r o w and column categories, with the
possible exception of column categories A and B.

Location

Dispersion

Total

Natural

0.02451

0.00172

0.02623

Midrank

0.02555

0.00093

0.02648

Nishisato

0.02602

0.00079

0.02681

Singular Vectors

0.02602

0.00079

0.02681

Natural

0.02429

0.00052

0.02481

Midrank

0.02135

0.00092

0.02227

Nishisato

0.02602

0.00026

0.02628

Singular Vector

0.02602

0.00079

0.02681

Scoring Method
Row

Components

Column

Components

Table 6.3 : Location and Dispersion Row and Column
Components for Four Different Scoring Schemes
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Consider the r o w categories. For each scoring scheme, the location
inertia is significant, while the dispersion inertia is not. Therefore, the
variability of the r o w profiles is caused by differences in r o w means only.
The dispersion, or spread, of these profiles does not significantly vary
between the rows.
Using the four scoring schemes, there is very little difference in the
row and column component values. For the r o w location and dispersion
components, using the natural scores explain 94.68% of the total inertia,
compared to 95.59% for midranks scores and 96.79% for the singular vectors.
The Nishisato scores also describe 96.79% of the total inertia. Thus, there is
only a 2 % difference for the s u m of the location and dispersion components
w h e n the four scoring schemes are used. The reason this value seem so low
is that only three components describe the rows. The third component
represents the remainder of the total inertia and is insignificant for all
scoring schemes.
Consider the column location and dispersion components. For each
scoring scheme, the location component is significant, while the dispersion
component is not. Therefore, the variability of the column profiles is caused
by differences in column means only. The dispersion, or spread, of these
profiles does not vary significantly between the columns. The natural scores
explained 89.54% of the total inertia compared with 80.34% for midrank
scores, 96.79% for the use of singular vectors and 94.88% using Nishisato
scores. In fact, the first two Nishisato scores are equivalent, and so to are the
last two scores. Thus the total inertia is reduced and is the value for a
contingency table where columns A and B are combined and E and F
combined.
A s expected, w h e n singular vectors are used as the scoring scheme,
the r o w and column location components are equal to the first principal
inertia. Using this scoring scheme accounts for m o r e variation present in
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the first t w o components than the other schemes. Nishisato scores also
account for a relatively large amount of variation. Note that the r o w and
column location components for these t w o methods are equivalent. A s
natural scores and midrank scores do not involve a maximisation problem,
the location component does not represent as m u c h variation in the data as
singular vectors and Nishisato scores.
However, the aim of correspondence analysis is to visualise the
association between the categories. Figure 6.1 shows a comparison of r o w
profiles w h e n each of the four scoring schemes is used, while Figure 6.2
shows the comparison of the column categories. The positions for each
category using each scoring scheme has been grouped to identify that
category.
Figure 6.1 shows that the choice of scoring scheme does not greatly
effect the position of a row profile co-ordinate along the first principal axis.
This is a reflection of the results in Table 6.3, where there is little change in
the r o w location component for each scheme. However, along the second
axis, there is a greater deviation of each r o w profile co-ordinate using each
scoring scheme, with midrank scores contributing to a large amount of this
deviation. Using Nishisato scores and singular vectors give identical
positions for the r o w profiles. The equivalent values of the location and
dispersion components using these t w o scoring schemes reflects these
identical positions.
Figure 6.2 shows that the choice of scoring scheme does not greatly
change the position of the column profiles. The use of all four scoring
schemes shows that socio-economic status levels A and B are still very
similar. This conclusion is reached by observing the proximity of the two
profiles for each scoring scheme. There is very little deviation between the
position of status levels C and, to a lesser extent, D concluding that the
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choice of scoring scheme has not been important in determining these
positions.
The correlation of the scoring schemes reflect the distances of the
profiles as s h o w n in Figures 6.1 and 6.2. Table 6.4 gives the correlation
values for each combination of r o w and column scoring scheme which
reflect the relative position of the profile co-ordinates along the first
principal axis. Table 6.5 gives the correlation values of the second nontrivial orthogonal polynomials, which reflect the relative position of the
profile co-ordinates along the second axis.

Row Scores

Scoring Type

Midrank

Nishisato

Singular

Natural

0.95362

0.96461

0.97137

0.95608

0.94296

Midrank
Nishisato
Column

Scores

Natural

0.99786
0.96425

Midrank

0.97124

0.97439

0.88008

0.88655
0.99912

Nishisato

Table 6.4 : Correlation of each Combination of Scoring Schemes
(First Non-trivial Row Orthogonal Polynomials)

Observing the r o w correlations of Table 6.4, the correlations are all
over 0.94, suggesting that there is a very close linear combination between
each pair of scoring schemes. Figure 6.1 shows very little difference in the
position of a r o w profile using each scoring scheme along the first principal
axis. From Figure 6.2, using midrank and Nishisato scores has resulted in a
relatively large deviation in the position of the column categories. This is a
reflection of the correlation between these t w o scoring schemes of 0.88.
However, as this correlation is quite high, there is little difference in using
midrank scores and Nishisato scores on the column categories. Figure 6.2
also s h o w s that the position of the column profile co-ordinates using
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Nishisato scores and singular vectors are virtually identical, and so the
correlation between these two scoring schemes in 0.999.

CM
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O
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Q.
O

c

O
O

• _ ,

CL
"O
C

o
o
CD
CD

1

.

o1
C\l

o

•0.2

-0.1

0.0

0.1

0.2

First Principal Axis
Figure 6.1 : Comparison of Row Profiles for Natural Scores (•), Midrank
Scores (@) , Nishisato Scores (+) and Singular Vectors (#)

From Table 6.5, the correlation between each combination of second
non-trivial r o w orthogonal polynomials are all relatively high, over 0.90.
These high correlation values reflect the close position of each row profile
using each scoring scheme along the second principal axis. Table 6.5 also
highlights the relationship between profile position along the second
principal axis and the correlation of each combination of second non-trivial
column orthogonal polynomials. The correlation of 0.57 between midrank
and Nishisato scores is reflected by the large deviation in position for each
column profile, especially for socio-economic status F. The correlation of
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0.996 between Nishisato and Co-ordinate scores is reflected by the (near)
identical position of each profile using these scores.

R o w Scores

Scoring Type

Midrank

Nishisato

Singular

Natural

0.90995

0.99828

0.99974

0.93193

0.91004

Midrank

0.99774

Nishisato
C o l u m n Scores

0.89443

Natural
Midrank

0.86866

0.88135

0.56740

0.59628
0.99603

Nishisato

Table 6.5 : Correlation of each Combination of Second Non-trivial
Orthogonal Polynomials
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First Principal Axis
Figure 6.2 : Comparison of Column Profiles for Natural Scores (•), Midrank
Scores (@) , Nishisato Scores (+) and Singular Vectors (#)
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6.10.3 Least Squares Rotation of the Socio-Economic and Mental
Health Data
Consider the application of the four different scoring schemes to
Table 2.1 as seen in sub-section 6.10.2. Figures 6.1 and 6.2 s h o w the relative
positions of the r o w profile co-ordinates using these scores and it can be
seen that co-ordinates o n the far left and far right of the displays are,
vertically, at a distance, while those close to the origin are share similar
positions. This suggests that there is possibly a rotation between the sets of
co-ordinates. Least squares rotation can be applied to these profile coordinates.
Table 6.6 lists the least squares rotation (in degrees) between each pair
of profile co-ordinates. The conclusions reached from Table 6.6 compare
well with the conclusions reached using the correlation values of Table 6.4
and 6.5.
Consider firstly the least squares rotation of the r o w profile coordinates depicted in Figure 6.1.
The correlation between the r o w profile co-ordinates along the first
and second principal axes, using natural and midrank scores is 0.954 and
0.90995 respectively; relatively poor w h e n comparing the other correlation
values. They reflect the least squares rotation of 17.49 degrees between these
two set of row profile co-ordinates.
The smallest least squares rotation value of 0.98 degrees for the
comparison of r o w profile co-ordinates reflects the large correlation values
for the co-ordinates using natural scores and singular values. This small
rotation can be seen in Figure 6.1.
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Scoring Type
R o w Scores

Natural

Midrank

Nishisato

Singular

17.49

2.72

0.98

12.47

16.36

Midrank
Nishisato
C o l u m n Scores

Natural

3.52
14.12

Midrank

10.91

9.51

26.27

24.85

Nishisato

1.62

Table 6.6 : Least Squares Rotation of Row and Column Profile
Co-ordinates in Figures 6.1 and 6.2

The largest least squares rotation for the column profile co-ordinates
of 26.27 degrees is w h e n the midrank and Nishisato scores are considered.
With small correlation values of the first two principal axes of 0.88008 and
0.65740, this poor rotation is reflected by the position of their profile coordinates in Figure 6.2. The smallest least squares rotation of 1.62 degrees is
w h e n Nishisato scores and singular vector scores are used. This small value
can be seen in Figure 6.2 by observing the approximately identical column
profile co-ordinates in Figure 6.2. Note that the correlation values for these
sets of scores along the first two principal axes are approximately 1; 0.99912
for the first principal axis and 0.99603 for the second principal axis.
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Chapter 7

Multiple
Ordinal
Correspondence
Analysis

7.1

Introduction
The correspondence analysis of multi-way contingency tables can be

executed using one of the m a n y different approaches discussed in Chapter 3.
This chapter presents an alternative method of dealing with multi-way
contingency tables using correspondence analysis, and considers mainly
ordinal variables. Unlike the approaches discussed in Chapter 3, this
method

does

not employ

any

generalisation

of singular

value

decomposition. Instead, the method is an extension of the work presented
in Chapter 5 and Beh (1997) where orthogonal polynomials are generated by
using s o m e scoring scheme which reflects the ordered structure of the
variables.
This chapter is divided into five further sections. Section 7.2 discusses
the decomposition of the extended Pearson ratios for a completely ordered
three-way contingency table. Section 7.3 discusses the approach for singly
ordered three-way contingency tables while Section 7.4 considers the ordinal
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correspondence analysis of doubly ordered three-way contingency tables.
Section 7.5 extends these ideas for any multi-way contingency table with at
least one ordered set of categories and Section 7.6 applies the multiple
ordinal correspondence analysis to the three-way contingency table of Table
3.4.

7.2 Completely Ordered Three-way Contingency Tables
7.2.1 Decomposing Pearson's Ratios
Recall that for a simple ordinal correspondence analysis, the Pearson
ratio of (2.3) w a s decomposed using (5.4). For a three-way contingency table
with three ordered variables, the Pearson ratio of (3.13) is decomposed so
that

«ijk = _ _ _ _ _ _ a u ( i ) b v ( j ) c w ( k ) %
u=0v=0w=0

V v

n

(7.1)

J

where the row, column and tube orthogonal polynomials are subject to the
constraint (4.1), (4.2) and (4.3) respectively. The value of Z u v w is defined by
(4.53).
A s Chapter 4 showed, the orthogonal polynomials contain the
solution of unity and Zm = V n . Therefore, (7.1) becomes

}

f7

~--^- = l + XIa u (i)b v (j)M + x|X(i)cw(k)l^
^uOw |
Pi»P.j.P..k

£i£i
J-l K-1

WnJ
(*7

XEbv(j)cw(k) %

\

u=lw=1

I"1 J"1 K"l

+

V Vn

(7.2)
/'

+XHa„(i)bv(])cw(k^

uvw

or

Pi..P.,.P..k

iAiA

VnJ

H„i

Wiw

_iV(i)c.(k(V)+___a»(iKO)c-(k(V]
v=iw=i

V Vn J
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7.2.2 Standard Co-ordinates
T o graphically s h o w between and within comparisons of row,
column and tube categories there are m a n y different plotting systems that
are available. Each of these systems is s h o w n to highlight different
characteristics of the association between the categories.
The simplest set of co-ordinates to use are just the orthogonal
polynomials as they specify the difference of categories within a particular
variable. This is identical to the simplest systems described for simple
correspondence analysis (Section 2.4.1) and simple ordinal correspondence
analysis (Section 5.2.3). Therefore, (am(i)}, (bm(j)} and jcm(k)} can be used as
the set of row, column and tube profile co-ordinates respectively along the
m'th principal axis, and are termed the standard co-ordinates.

7.2.3 Trivariate Profile Co-ordinates
Consider the following row profile co-ordinates

C = Xau(i)V (7-3)
ZTo

Vn

or

fL=ii^ fiL b v (j)c v ,(k)

(7.4)

j=l k = l Pi —

which are similar to (5.11) and (5.13) respectively.
Equation (7.4) can easily be derived by substituting (4.53) into (7.3) and
using the orthogonality property (4.4) adjusted for a three-way contingency
table.
For example, {f[lw} is the set of r o w profile co-ordinates along the
w'th principal axis w h e n the difference in the ordered columns, in terms of
the linear component, is of interest. Therefore the principal inertia along
this axis is the w'th tube component. The s a m e set of co-ordinates can also
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be interpreted as the set of r o w profile co-ordinates along the first principal
axis w h e n the ordered tube profiles are dominated by the w'th tube
component. In this case, the principal inertia associated with this axis is the
column location component.
Therefore, the r o w profiles co-ordinates across at least one principal
axis will be identical for two correspondence plots in the series. Consider the
set of r o w profile co-ordinates {f*22}. These are the r o w profile co-ordinates
along the second principal axis w h e n the columns and the set of row profile
co-ordinates along the second principal axis w h e n the tubes are described by
the dispersion component.
Consider the relationship between the total inertia and the r o w
profile co-ordinates defined by (7.3)
y2

I-l J-l K-1 72

—XXX—-1
n

n
I-l J-l K-1/ I
u=0v=0w=0
K~ X - V - X -

\ 72
9 /.\ ^-".
uvw
,

-___
_P.-*SM
u=0v=0w=0Vi=l

-1

n

I J-l K-1 I-l I-l

7

7

=_Z___p^(0M0 "™ ",vw-i
n

i=l v=0w=0u=0u'=0
1 J-i K - I / 1-1

yi_i

7

\

7

-III XMO^IXMO^H-i
i=iv=ow=oVu=o
^ n Au'=o
I J-l K-1
/I-l
V
7

vn

)

=_I_P.-_».(»)% 1-1
Therefore

i=iv=ow=o
y2

Vu=o

"vn

I J-l K^l

- = X__P,..(4w) "I
n

i=l
:_1 v=0w=0
tr=n«r=n

Define the column profile co-ordinates as

v=o
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while the tube profile co-ordinates are defined as

Kuv = X v,v/'
U k ) ^
wTo

(7-7)

Vn

It can be shown that
'2

I-l J K-1

t = _ _ - P - f e » ) "I
11

(7-8)

u=0 i=l w = 0

and
Y2

n

1_I

Jr^ jc

^ = XXXP..k(hLv)2-l

(7-9)

u=0v=0k=l

J-l K-1

-^ ^UK(U) "XX^uvw

is

the u'th partial chi-squared value for the

v=l w=l

relationship between the columns and tubes, then

4K=X X i 2 JK(u)

(7-10)

u=l

where X j ^ is the trivariate chi-squared term of equation (4.56). Similarly,
the v'th partial chi-squared value between the row and tube categories is
I-l K-1
X

?JK(V)

= XXZuvw so that
u=lw=l

J-l
X

UK =XXIJK(v) (7-11)
v=l

Suppose, for example, the researcher is only interested in the

relationship between the rows and columns in the trivariate term of (4.52).
Then this can be alternatively written by

X 2 = Xj + X2K + XJ, + X X J ^
w=l

-217-

(7.12)

Chapter 7 - Multiple Ordinal Correspondence Analysis

i-i J-i

where Xj K ( w ) = X X Z u v w
u=lv=l

So if only the relationship between the rows and columns are
considered up to the tube dispersion component, then (7.12) becomes
2

X = XJJ + X K + X J K + X X U K ( W )

(7.13)

w=l

which does not give the exact value of the chi-squared statistic, unless K=
To determine whether (7.13) is an adequate approximation to (7.12) it can
compared with the theoretical chi-squared value the chi-squared statistic
with 3(I-1)(J-1)+(I-1)(K-1)+(J-1)(K-1) degrees of freedom. However the
location component may not be the most important component. The
second and fourth components may describe the tube categories at the

trivariate level better than the first two. In this case, the chi-squared s
can be approximated by

X2 ~ Xj + X2K + XjK + [X2JK(w=2) + X2JK(w=4) J (7.14)

Noted that (7.13) and (7.14) consider the saturated bivariate chi-

squared terms. That is all components at the bivariate level are considered
When w=0, then (7.3) becomes

Co=Zau(i)% = 2au(i)V (7.15)
So

Vn

u=1

Vn

where Zuv0 is defined by equation (4.58). Therefore, (7.15) is the co-ordinat

of the i'th row profile along the v'th principal axis when displayed on th
correspondence plot where the tubes are summed across for each row and
column category. In this case, (7.6) simplifies to,

-218-

Chapter 7 - Multiple Ordinal Correspondence Analysis

gu=xbvO)V

(7.16)

v=i
Vn
which is the co-ordinate of the j'th column profile along the u'th principal
axis. The profile co-ordinates (7.15) and (7.16) are mathematically equivalent
to the r o w and column profile co-ordinates of (5.11) and (5.12) respectively
w h e n the tube categories are s u m m e d across. The profile co-ordinates of
(7.15) and (7.16) also show that this three-way, or more generally, multi-way
approach easily reduces to the analysis of two-way contingency tables. They
are then the co-ordinates for the correspondence plot which is described by
the total inertia X2j/n .
Therefore, the relationship between the row profile co-ordinates of
(7.15), the column profile co-ordinates of (7.16) and the total inertia for this
term is :

?- = __P,.(4.) 2
n

(7-17)

j=i v =i

and

f=__P.,( g ;») 2
n

(7.i8)

j=l u=l

Equation (7.17) shows that the contribution of the row profile
I

t

2

co-ordinates to the m'th principal axis is XPi"( f ^o) • F o r example, the
i=l

location and dispersion inertias for the row categories can be calculated
w h e n m = l and m = 2 respectively. Similarly, the contribution the column
J

\2

m0

profile co-ordinates have on the m'th principal axis is Xp'i«(^ ) *

For

j=i

example, the location and dispersion inertias for the column categories can
be calculated w h e n m = l and m = 2 respectively.
The interpretation of each principal axis for the correspondence plot
w h e n w = 0 is, the same as that m a d e for a two-way doubly ordered
contingency table as noted in Chapter 5.
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The first principal axis describes the within-variable variation of the
row and column categories in terms of the location component, while the
second principal axis describes h o w this variation is explained in terms of
the dispersion component.
Similar comments can be m a d e regarding the total inertia of the
categories and principal inertias for the correspondence plots described by
the terms X 2 K and X 2 K . For the sake of brevity, these comments will be
omitted.
W h e n u=0, the column and tube profile co-ordinates of (7.6) and (7.7)
simplify to

g^-bvOTTf
vn
v=i

(7-19)

hlov-XUk)^
£i
Vn

(7-20)

and

respectively. These profile co-ordinates can be simultaneously plotted and
graphically represents the relationship between the j'th column and k'th
tube profiles w h e n the rows are s u m m e d across.
W h e n v=0, the row and tube profile co-ordinates simplify to

f;ow-Xau(i)% (7-21)
£i

Vn

and

hLo = X c w ( k ) %
£i
Vn

(7-22)

respectively.
Note that w h e n v=0, (7.15) simplifies to f*oo = 1 , while (7.20) simplifies
to hj^oo = 1 . Similarly, it can be shown that g[00 = 1.
The relationship between the r o w profile co-ordinates defined by (7.3),
or (7.4), and the total inertia of the contingency table can be m a d e by
expanding equation (7.5). Such an expansion yields
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^2

I J-l

I K-1

2

I J-l K-1

2

f

2

f

—=XXPi»( ivo) +XXPi..( ^>w) +XXXPi«(C)
il

i=l v=l

i=l w=l

i=lv=lw=l

Substituting (7.17) and a similar formula for X ^ into (4.52) means that the
trivariate chi-squared term can be written as
v2

I J-l K-1

,

y2

!

^=XIIP,.(C) -^
11

ll

i=lv=lw=l

The total inertia can also be expressed in terms of the column profile
co-ordinates, and in terms of the tube profile co-ordinates. These
expressions are
rt

J I-l

,

JK-1

2

J_ I_l K-1

2

=

7 IIp.i.fco) +XXp.j.(g)*ow) +XXXp.j.fe-)
n

j=l u=l

j=l w=l

j=l u=lw=l

while
V2

J I-l K-1

IJK
'MTK'

X"' XX"*
X-i
X^"'

,

Y2

>7

/I ** \\z

-A.jIjI(

~~~ = ______ P»j»lSjuw J
11

r
u

i=lu=lw=l

Similarly

Y2

K

I_1

2

K

M

h

K

2

I_1 M

x2

h

—=XXp»k( ^o) +XXp»k( kov) +XXXp..k(hL)
n

k=lu=l

k=lv=l

k=lu=lv=l

and
v2

X

* = IXIp..t(hL) "^
n

K I-l J-l

-

Y2
n

k=lu=lv=l

7.2.4 Bivariate Profile Co-ordinates
An alternative set of row and profile co-ordinates, which condenses
the amount of information presented using trivariate co-ordinates, can be
defined such that

C=_Sa.(i)V (7-23)
u=ow=o
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J-l K-1

g ^ X X M i Rz„f
v=ow=o

(7-24)

"vn

respectively.
Equations (7.23) and (7.24) allow for a simultaneous representation of
the row and column categories when the ordered tube categories are under

consideration without specifying the pattern of the tube categories. This can
be seen as the relationship between the trivariate profile co-ordinates

defined in the previous sub-section and the bivariate profile co-ordinates of
(7.23) and (7.24) is

4. = XC=Co + XC (7-25)
Oju» ~" ' • ojuw

—

w=0
K-1

w=l
K-1

w=0

w=l

OjuO 7 i Ojuw \ I

This system of co-ordinates is defined as bivariate profile co-ordinates. The
graphical interpretation of these co-ordinates is similar to the row and
column profile co-ordinates (5.11) and (5.12) for a doubly ordered two-way
contingency table.
When the row and tube profile co-ordinates only are of interest and

the effect of the ordered columns is not neglected, then define these profile
as

C =_-_•.«%•• (7-27)
u=0v=0

VR

hL.=__c„(k)V (7-28)
v=ow=o

^»n

When the column and tube profile co-ordinates only are of interest
when the ordered rows are taken into account, then define their coordinates as

g;. = __bv(j)V (7-29)
u=0v=0

V

n

hkv.-XXcw(k)% (730)
u=ow=o

222-

Vn

Chapter 7 - Multiple Ordinal Correspondence Analysis

respectively.

7.2.5 Bi-profile Co-ordinates
The trivariate association Z values defined by equation (4.53) describe
h o w the rows, columns and tubes of a three-way contingency table are
related. These values can give further bivariate information to supplement
the information found by considering the trivariate case.
Consider equation (4.53). Then it can be re-written as :

Zuvw = VKXXxij(w)au(i)bv(j)pij. (7.31)

where
XijM-X—Cw(k)

(7.32)

k=l Pij.

Equation (7.31) can be interpreted as the weighted bivariate association
between the rows and columns where the tube weight is (7.32). The
p..,
quantity, — 2 - , is the joint profile of the i'th row and j'th column categories.

PuSo x ^ w ) is the co-ordinate of this joint profile, or bi-profile co-ordinate,
along the w'th principal axis.
If w = 0 then, for each i and j, X;-(0) = 1, which is the joint row-column
trivial co-ordinate, and so (7.33) becomes :

ZUvo=V^XXau(i)bvG)Pij. (7-33)
i-i j=i

which is just the (u, v)'th bivariate association between the rows and
columns, s u m m i n g over the tube categories as defined by (4.58). Therefore,
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(7.33) is also termed the unweighted bivariate association between the rows
and columns.
T h e value Z u v w can also be viewed as the weighted

bivariate

association between the rows and tubes and columns and tubes. For the
association between the rows and tubes, the column weight is :

j=l Pi.k

so that
Zuvw = V K X X y i k ( v ) a u ( i ) c w ( k ) P i . k

(7.35)

i=l k = l

Equation (7.34) is the bi-profile co-ordinate of the i'th row and k'th tube
along the v'th principal axis.
Similarly, the r o w weight for the association between the columns
and tubes is defined by :

M^X^M (7-36)
i=l P.jk

so that

Z u v w = V^XX z i k ( u ) b vO) c wMp. j k

(7-37)

j=l k=l

Equation (7.36) is the bi-profile co-ordinate of the j'th column category and
k'th tube category.
W h e n v=0, yik(0) = l and the trivariate association, Z u v w , becomes
Z u 0 w which is just the bivariate association between the r o w and tube
categories w h e n the columns are s u m m e d across. Note that yik(0) = l is just
the trivial joint co-ordinate between the i'th r o w and k'th tube categories.
Similarly, w h e n u=0, zjk(0) = l and the trivariate association, Z u v w , becomes
Z n v w which describes the association between the columns and tubes w h e n
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the rows are s u m m e d across. Note that zjk(0) = l is the trivial joint coordinate between the j'th column and k'th tube categories. In both cases, the
bivariate associations, Z u 0 w and

Z 0 v w are unweighted. W h e n w > 0 , the

association between the rows and columns is still of interest, although the
tubes are assumed to have a structure described by the w'th tube
component. Similarly, w h e n v>0, the association between the rows and
tubes is investigated, assuming the columns have a structure described by
the v'th column component. W h e n u>0, the association between the
columns and tubes is of interest, assuming the rows have a structure
described by the u'th row component.
In general, the association between the rows and columns, say, can be
observed at different tube component levels. There will be a series of at
most K correspondence plots which describe the association between the
rows and columns. The first plot, w h e n w = 0 , visualises the row-column
association w h e n the effect of the tube categories are not of any interest to
the researcher. The second plot, w h e n w = l , visualises the relationship
between the rows and columns w h e n the linear component of the tube
categories is considered. The third plot, w h e n w = 2 , visualises the
relationship between the rows and columns w h e n the dispersion
component of the tube categories is considered. More plots can be viewed by
considering higher order tube orthogonal polynomials. The

same

interpretation of the correspondence plots can be m a d e for the association
between the rows and tubes, and columns and tubes. There will be at most J
correspondence plots describing the association between the rows and tubes,
while for the association between the columns and tubes, at most I plots will
be required. Generally, only the first two components, the linear and
quadratic (or location and dispersion components) for the rows, columns
and tubes are considered, as so there will be nine correspondence plots
describing different structures of the contingency table. Three of the plots are
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for u=0, v=0 and w = 0 (called null plots), three plots will be for u=l, v=l and
w = l (called linear or location plots) and the remaining three are for u=2,
v=2, and w = 2 (called quadratic or dispersion plots). However, not all linear
and dispersion components will necessarily be significant, so fewer than
nine plots m a y be sufficient to graphically display the relationship between
the rows, columns and tubes.
The interpretation of each plot can then be easily made. From each
plot, association structures can be visualised and important components can
be identified.

7.2.6 Transition Formulae
In the analysis of multi-way contingency tables, Choulakian (1988)
derived transition formulae using the classical approach and Goodman's
R C model. In this section transition formulae are calculated that allow for
one set of profile co-ordinates from a multiple correspondence analysis to be
calculated from another set.
W h e n the ordered structure of the three variables is taken into
consideration, transition formulae can be obtained so that the i'th row
profile along the v'th, or w'th axis, can be obtained from the j'th column or
the k'th tube category. Consider (7.3) and (7.6). By multiplying (7.3) by the
v'th column orthogonal polynomials and s u m m i n g over the v terms, then
J-l K-1
X f ivwb v (j) = Xg[uwa u (i)
v=0
u=0

(7.38)

Transition formula (7.38) is the relationship between the i'th row profile
and j'th column profile w h e n the tubes are assumed to be described by the
w'th component.

It can be similarly s h o w n that the transition formula

between the i'th r o w profile and k'th tube profile w h e n the column profiles
are assumed to be described by the v'th component is
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K-1

J-l

Xgjuwcw(k) = XhkuVbv(j)
w=0
v=0

(7.39)

while
K-1

K-1

f

X ivwC w (k) = X h ku V a u (i)
w=0

(7.40)

u=0

is the transition formula between the j'th column profile and k'th tube
profile co-ordinates when the row profiles are assumed to be described by
the u'th component.
Transition formulae can also be derived for each of the bivariate
correspondence plots. By substituting w=0 into (7.38), the bivariate
transition formula between the i'th row profile and j'th column profile coordinate is
j-i
f

i-i
b

X ivo v(j) = Xgjuoau(i)
v=0

u=0

j-i

i-i

or
f

X ivobv(j) = X g > u ( i )
v=l

(7.41)

u=l

as f*00 = g*00 = 1. Note that (7.41) is mathematically similar to (5.35).
Therefore, the transition formulae of two-way ordinal correspondence
analysis can be generalised for a multiple ordinal correspondence analysis.
By substituting u=0 into (7.39), the transition formula between the
j'th column profile and k'th tube profile, when the rows are summed across
is
J-l

K-1

h

X kovbv(j) = Xg?o w c w (k)
v=l

(7.42)

w=l

Finally, the transition formula between the i'th row profile and k'th
tube profile when the columns are summed across can be shown to be
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K-1

K-1

Xf iOwCw(k) = Xhku0au(i) (7.43)
w=l u=l

by substituting v=0 into (7.40).
As this method of correspondence analysis doesn't simultaneously
represent the row, column and tube profile co-ordinates on the one
correspondence plot, it is not necessary to calculate transition formulae
involving all three sets of profile co-ordinates.

7.2.7 Modelling Completely Ordered Three-way Contingency Tables
The analysis of multi-way contingency tables with ordinal categories
has been conducted by Clogg (1982), Danaher (1991), Gilula & Haberman

(1988) and Goodman (1970). This section proposes models of association for
multi-way tables, based on the three-way chi-squared partitions of (4.52)(4.53).
Consider the partition of the three-way Pearson ratio given by (7.1).
Then, using (7.2), a test for complete independence of the variables can be
made by considering the saturated trivariate correlation model for a
completely ordered three-way contingency table :

P* =P;..P.,P-41 + ll(nT V.(Ob.O)
V

u=lv=lV v « J

Model (7.44) allows for the (i, j, k)'th cell entry in P to be completely
reconstituted. The unsaturated model which can be used to approximate the

(i, j, k)'th cell probability under the hypothesis of complete independence
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/
Pijk

Pi«P«j»P»»k

M, MM22 (7 \
M,

|l + IlFfkO)bv(j)
V

u=iv=iv v n j

M, M 2 M 3 / 7

+

\

_ X _ Vk(i)bv(j)cw(k)
u=iv=iw=iv

vn y

where the first M a row components, M 2 column components, and/or M 3
tube components, are selected for M t < I-l, M 2 < J-l and M 3 < K-1. Usually Mx,
M 2 and M 3 are chosen to be equal to two, so that N is analysed in terms of
the location and dispersion components only. Unlike other modelling
procedures, especially those where association values have an ordering
constraint imposed, such as singular value decomposition for two-way tables,
the most important component values can be chosen to best improve the
model. These may in fact not include the first M1 row components, M 2
column components or M 3 tube components, but instead include the most
significant Ml row components, M 2 column components and M 3 tube
components.
Model (7.45) considers each combination of two-way associations and
the three-way association terms and it can be seen that when the Z values are
zero, then the rows, columns and tubes are completely independent. If there
is not complete independence, then model (7.45) can be used to identify
which association(s) is significant. Model (7.45) is an extension of the model
of (5.20) and the model of Rayner & Best (1996) w h o analysed two-way
contingency tables. Note that when the tubes are summed across, then model
(7.45) is simplified to :

/

M, M 2

(7

\

i+iz«.(o %VTJ'
Ko)

P«. = Pi-P-j.
V

u=lv=l

-229-

V

Chapter 7 - Multiple Ordinal Correspondence Analysis

which is mathematically similar to the model of association (5.20) and is the
model of association for the rows and columns of N w h e n the tube categories
are s u m m e d across.
Similar models can be obtained for the association between the rows
and tubes, and the columns and tubes.
W h e n only the location components are considered for each variable,
and natural scores are used, then (7.45) becomes :

Pijk = Pi..P.j.P..k

1+

rz110yi-^)(j-iij)+rz101yj-tii)(k-nK)
(7.46)

+

fZ 011 j(j-lij)(k-u K ) + fZ^ (i-Hi)(j-Hj)(k-n K )^

VVnJ o,

oK

^Vn

Model (7.46) is similar to equation (5) in Danaher (1991). However, unlike
model (7.46), Danaher's model did not include the trivariate Z term.
A n alternative modelling procedure which can be used as an
approximation to (7.46), even w h e n the model is saturated, involves using
the property ex ~l + x. Using this property, an alternative to (7.46) which
approximates the (i, j, k)'th cell probability is :

Pijk =P,..P.j.P..k e x p

'rz„0Mi-^i)(j-^)+ fZ101Mi-Hi)(kIVnJ

Oj

Gj

IVnJ

c1

a

(7.47)

%11^(j-nJ)(k-^K)+fz^Mi-^ji-^Mk-^)

Model (7.47) is akin to Goodman's association model of G o o d m a n
(1986) for a three-way contingency table. The advantage of this model is that
w h e n approximating a cell probability negative values can not arise. Also
(7.47) can be generalised to consider quadratic and higher order components
as does (7.45).
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7.2.8 Centring of the Profile Co-ordinates
Unlike simple and ordinal correspondence analysis of two-way
contingency tables, the position of the co-ordinates for a three-way
contingency table are NOT centred about the origin. Instead, they are centred
about a bivariate moment.
Consider the trivariate row profiles co-ordinates of (7.3). Then they
are centred for all v=l,..., J-l and w=l,..., K-1:

XPi..C=% L
i=i

(7.48)

Vn

To show this,
i i-i
uvw

f

7
a

i

XPi.. ivw=XXPi» u( )-7 S
i=i
i=i u=o
Vn

= X__P,..au(i)%» + Xp^%

=

i=i u=i

Vn

i=1

p a (i +

Vn

ltt '- » fe ^

_ ZQVW

Vn
using the orthogonality property of au(i) given by (4.1).
This result can also be used to verify that
Y2 Y2 I J-l K-l

JK
'Mir

-2UK _ x — x—i x—i
_ j _[^ _1^ Pi»» \ ivw )

+ 'MTV

n

n

i=lv=lw=1

by expanding (7.5) and substituting (7.48) into (7.5).
Consider now the bivariate row profile co-ordinate of (7.23). Then the
centring of these values are

SP...C = IV (7-49)
i-i

w=i V n
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To show this:

I-l K-1

_^Fi»» iv»

.,z.

7 , Pi»« _ _ « . «

i=l

i=l
i=l
I

Vn

L"=0w=0
I-l K-1

=XXXPi»auW-p
i=iu=ow=o
J^K- 1
7

vn
i i-i

-7

-ZZp.-%+2Zp.-«.(i)V
I I-l
K-1
vn

i=iw=i

i=i u=i

vn

+ XXlP.~a H (i)%^ + 2 ^

J-i

p Vn

Vn

i=l u = l w = l

K-1

_ V"____

XPi..au(i)

~ ^ Vn"
w=l

Vii

w =l|_i=l

Vn
I-l K - 1

J

K-ir i
+

•'uvO

X XPi-au(i)

uvO

Vn

w=l|_i=l

IS

__Pi..au(i)
i=l

Vn

u=l w = l

J-l 7
=

y ^ovw
wTi V n

The centring of the trivariate and bivariate column and tube profile
co-ordinates about a bivariate m o m e n t can be similarly shown.
The bi-profile co-ordinates can be proven to be centred about the
origin of the correspondence plot. Consider (7.32). Then

i

J

XXPij- x ij( w ) =0

(7.50)

i-1 j=l

To show this
I

J

I

J

XXPij. ij( )=XXPij. _ ^ c „ ( k )
x

i=l j=l

w

k=l Pij.

i-1 j=l
I

J

K

=XXXPijkcw(k)
i=l j=l k-1
K

= XP..kC w (k)
k=l

=0
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7.3

Singly Ordered Three-way Contingency Tables
A

three-way contingency table consisting of only o n e ordered

categories can arise in three w a y s - ordered r o w categories only, ordered
column categories only or ordered tube categories only.
In this section, a detailed account of the application of singly ordered
three-way correspondence analysis is given for a contingency table with
ordered rows. T h e results for the remaining singly ordered tables are
similar.

7.3.1 Decomposing Pearson's Ratios
Suppose that the Pearson ratio of (3.13) is decomposed so that
I 1

" au(i)Y

aijk = X /

"'

(7-5D

n

ur0V P.j.p..k

where Yujk is defined by (4.44) and the set of row orthogonal polynomials is
subject to the condition (4.1).
Eliminating the trivial part of equation (7.51) yields

a

VnP.j.P»k

=

a

.. VV1

o(i)^Ojk
"OW^Ojk

u(v^ujk

u-l^P.j-P.-k

______+y14_______
p.j.p..k

u=iVnP.j-P..k

which simplifies to

« , » = °u=lw V+ P-j-P~k
_#=
n

(7 52)

-

or
Pijk-Pi..P.jk_-y au(i)Y
= ^- / _=_i=___
Pi..P.j.P..k u=i7nP.j.P»
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where a, )jk is a Pearson ratio of the J x K two-way contingency table formed
by summing across each of the row categories.
Under the hypothesis of complete independence, (7.53) is expressed
as:
Pijk-Pi..P.j.P..k_y au(i)Yujk
u=i V n P.j.P»k

Pi..P.j.P..k

7.3.2 Standard Profile Co-ordinates
The type of analysis described by (7.54) is for a comparison of the
ordered r o w categories by taking into consideration the non-ordered
structure of the column categories and tube categories. Thus the column
and tube variables can be interpreted as explanatory variables, while the
tube variable is the response variable.
To graphically compare the ordered row categories, there are m a n y
types of plotting systems that can be used.
The simplest system of r o w profile co-ordinates is to use the row
orthogonal polynomial. That is, the co-ordinate of the i'th row profile
category along the m'th principal axis will be am(i). A s mentioned in this
chapter and in Chapter 2 and Chapter 5, these standard co-ordinates equally
weight each of the principal axes, where the weight is unity. Other coordinate systems can be used which provide the researcher with more
information about the structure of the row categories and the principal axes.

7.3.3 Bi-Conditional Profile Co-ordinates
Rescale the set of row orthogonal polynomials such that

f* =am(i)^S- (7.55)
i(]k)m
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Equation (7.55) is the co-ordinate of the i'th row profile along the m'th
principal axis for the (j, k)'th pair of column and tube categories. That is the
researcher is able to visualise the effect of the i'th row category on a pair of
column and tube categories. For example, {C n ) 1 } is the co-ordinate of the
i'th r o w profile co-ordinate along the first principal axis, and will visualise
its affect on the first column and tube categories.
T o show the relationship between the set of row profile co-ordinates
of (7.55) and the trivariate term of (4.43), which is written as X 2 nio instead of
X2IK, then
Y2

i-i J

v2

K

__{__, _u=lyj=lyk-1y _n___
n

I-l J

"•Y2

K

•••ujk

=111 XPi-^uW n
=
XXXXPi« '•«£
i-1

-i2

u=lj=l
I-l I k=l
J K

u=l i=l j-l k=l

That is
Y

2

I-l I

J

K

-\2

^ - _ _ _ _ P 11

(7.56)

i(jk)m

m=li=l j=l k=l

As an optimal correspondence plot is constructed to graphically compare the
row profile co-ordinates and consists of I-l dimensions, the total inertia of
the plot will be defined by (7.56). For an M-dimensional correspondence
M

plot, the total inertia is defined as

I

J

K

X X X X P * " fi(jk)mJ '
m=li=l j=l k-1
I J

principal axis has an inertia value of

K

where the m'th

.

X X X P > " n <i(jk)r

T h u s the

i=i j=i k=i

contribution of the i'th row profile to the m'th principal axis is quantified by
-J--K

,2

2___Pi»[ i(jk)r . The contribution of the i'th r o w category on a column or
j=l k=l

tube category can also be measured.
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7.3.4 Uni-Conditional Profile Co-ordinates
Define the set of row profile co-ordinates by

f

v.

a

(7.57)

;(j)m-X m(i)^

Equation (7.57) is the co-ordinate of the i'th r o w profile along the
m'th principal axis of the correspondence plot for the j'th column category.
For example, {f.(1)1} is the set of r o w profile co-ordinates along the first
principal axis and allows for a comparison of these profiles and their impact
on the first column category.
In a similar m a n n e r to (7.57), the i'th r o w profile co-ordinate along
the m'th principal axis given the tube categories are of interest is defined by

(7.58)

^(kJm-X^W^

For example, fc2)i} is the set of r o w profile co-ordinates along the
first principal axis and allows for a comparison of these profiles o n the
second column category.
The relationship between (7.58) and the trivariate term of (4.43),
denoted as X2(J)K, is

X2
i-i J K Y 2
^IQJK _ V 1 V V ____

n

u = l j=l k = l
I-l

J

n
1v2
ujk

K

XPi-^uM n

=

_ _ _
u=l j=l k=l[_i=l
I-l

-i2

I J

ujk

_a.(i)- Vn
=XXXPi- .k=l
u=l i=l j=l

which simplifies to
X2

i-i i J

^f=___p<"

u = l i=l j=l
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The
1

principal inertia of the m'th principal axis is thus

J

r * l2
XXPi"K()m ' w n ^ e

tne

inertia contribution of the i'th row profile to this

i=i j=i

r

-L

-.2

axis can be measured by X P * - f*
i(j)m

j=i

In a similar manner to the derivation of (7.59), the relationship
between the trivariate total inertia and (7.58) is

n

u=li=lk=l

and its interpretation is similar to that of (7.59).
Column and tube profile co-ordinates can be defined in a similar
manner to (7.55), (7.57) and (7.58). Their relationship with the trivariate
term of the total inertia is similar to (7.56), (7.59) and (7.60).

7.3.5 Unconditional Row Profile Co-ordinates
Consider the following set of co-ordinates

ptTi

Vn

Equation (7.61) is more general than (7.55), (7.57) or (7.58) as it is the
co-ordinate of the i'th row profile not conditioned upon the column or tube
categories. This unconditional profile co-ordinate definition is the coordinate of the i'th row profile co-ordinate along the m'th principal axis and
can be considered as the overall effect of the rows upon the column and
tube categories, rather than the effect upon the columns, tubes or both.
The relationship between the conditional and unconditional row
profile co-ordinates is given by

-237-

Chapter 7 - Multiple Ordinal Correspondence Analysis

J
r

im

=

K

J

_ _ _ _ i(jk)m
j=l k=l

=

K

_ _ i(j)m
j=l

=

_ _ i(k)m
k=l

while
K

c

= y f*

i(j)m

__
k=l

i(jk)m

and
J

f*
i

= y f*

i(k)m

__
i=l

i(jk)m

Thus the unconditional row profile co-ordinate is the s u m of the J
column conditional co-ordinates and the s u m of the K tube conditional coordinates.

7.3.6 Modelling Singly Ordered Three-way Contingency Tables
W h e n N has ordered row categories only and using equation (7.53)
the (i, j, k)'th cell probability can be reconstituted exactly by :

vYY-iO_____)

Pijk = P i -

p.jk+p.j.p..kX \-r

(7.62)

i

u ^ V n JVP.J.P..*
Under the hypothesis of complete independence, model (7.62)
simplifies to
=

Pijk P i » P . j . P . . i

(1 + yhlfY
..| \au(i)
* (\\
[Yujk
u ^ l v n J-y/p.j.p..

\
(7.63)

Model (7.63) is the saturated model of association for N with ordered
rows only. This cell probability can be reconstituted approximately, by the
unsaturated model :
f

N a (i)
'•' ^
u
i+I
u =ilVn J^/p.j.p..
M /Y
x

Pijk = Pi..P.j.P..k

ujk
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Model (7.64) considers the first M

row components where M<I-1.

Usually, M is chosen to be equal to 1 or 2, so that only the location (linear)
and/or dispersion (quadratic) components are considered. However, instead
of the first M components being chosen, the M most significant Y values can
be used to best approximate the cell probabilities.
A n alternative model which approximates the cell probabilities (even
w h e n it is saturated) is of the exponential form and is :

Pijk = P,.P„P..kexP| Xfe]-7=== | <7-65)
^=AV n ;VP-)-P" k J
The advantage of an exponential model such as (7.65) is that negative
probabilities are not possible w h e n reconstituting them. Model (7.65) is also
the link between the chi-squared partition and log-linear models for threew a y contingency tables with ordered rows and is akin to a G o o d m a n
association model for such a table.
A property of Yujk is

i=i j=i '

n

for all u=0, 1, . . . , (I-l). This can be proven by rearranging (4.44) and
summing over the J columns and K tubes.

7.4 Doubly Ordered Three-way Contingency Tables
A three-way contingency table consisting of two ordered categories
can occur in three ways - ordered row and column categories, ordered row
and tube categories and ordered column and tube categories.
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In this section, only the analysis of a contingency table with ordered
rows and columns will be discussed. The results for the remaining doubly
ordered tables are similar.

7.4.1 Decomposing Pearson's Ratios
Suppose that the Pearson ratio of equation (3.13) is decomposed so
that:
i-i J-I
a

f y

i

a i j k =XX u( )

uvk

^V^k

u=0v=0

^
bv(j)

(7.66)

where Y u v k is defined by (4.49), and the r o w orthogonal polynomials, au(i),
and the column orthogonal polynomials, bv(j), are subject to constraints
(4.1) and (4.2) respectively.
Eliminating the trivial portion of equation (7.66) yields

i-i

Pijk
ri.»P.i.P».
j«.r « k

Y uOk

Mf

Ovk

b,(i)
V P»k J £il V ^ P .k J

= l+_a.(i) n
u=l

+

(7.67)

I-l J-l

+II-.C)
u=lv=l

uvk

v^

bv(i)
kJ

or
Pijk

/

I-l

Pi..P.j.P..k = y

Pi..P.j.P..k

Pi

J-l

(i)

uOk

n

vV P-k J
I-l J-l

Ovk
v=l

(

+ISa.(i)
u=lv=l

Mi)
*J

Y uvk

bv(j)

v •fip7.
vilr..k )

7.4.2 Profile Co-ordinates
Define the r o w and column profile co-ordinates as

f*
r

- a i\\

m0k

(7.68)

i m ( k ) - a m ^ _^-

AY

gjm(k)-bm(j)^L
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respectively.
Equation (7.68) is the co-ordinate of the i'th r o w profile along the
m'th axis for the k'th tube category. Similarly, the column co-ordinate
definition of (7.69) is the co-ordinates of the j'th column profile along the
m'th axis for the k'th tube category. Using these definitions, the researcher
m a y visualise the difference in the r o w and/or column profiles at each of
the unordered tube categories.
Consider the total inertia between the r o w and column categories
X2
only, so that the second term in (4.48), denoted as (I)K, is of interest. Then
n
X2
J-l K v 2
____ = y y Ymok
n

n

m=lk=l

J-l K

2
}Y
mOk
1

fj,

= m=lk=l
X X XT'
XPi-39^/-\) I n„
Vi=l
I J-l K

J

/

v2

= X I _ P , . U;L(i)if
i=l m =lk=l

V

ll

which simplifies to

%
H

= _I_P,.(4, (k) ) 2

(7-70)

i=l m =lk=l

Similarly, the total inertia between the column and tube categories, which is
X2
the third term in (4.48) and denoted as —GH1, is
n

%
n

= ___P,-fcJ

(7-71)

m=lj=lk=l

Therefore, (7.70) and (7.71) s h o w that the r o w and column profile coordinates defined by (7.68) and (7.69) respectively which are close to the
origin d o not contribute to the variation present in the contingency table.
Those profile co-ordinates far from the origin d o m a k e such a contribution.
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To graphically compare the impact ordered rows and ordered
columns at each of the non-ordered tube categories, the row and column
profile co-ordinates are defined as
i

„xY.
C(k)=Xau(i)^

(7-72)

and

b

(7 73)

;w=£ ^

g

-

so that, when the trivariate term of (4.48) is defined as X(2IJ)K, then it c
shown that

%

= _X_P.~M !

11

(774)

i=lv=lk=l

and
= _X_P.,feW)2

%
n

u =i

(7-75)

j=i k=i

7.4.3 Modelling Doubly Ordered Three-way Contingency Tables
In this subsection, models of association are given for N with ordered
row categories only and ordered row and column categories.
W h e n N has ordered rows and columns, but unordered tubes, using
(7.67), the (i, j, k)'th cell probability can be reconstituted exactly by the
saturated model of association :

Pijk = Pi..P.j.P..k

1+yf____]___^+yf___L)___i)

SlVnJ^

+

v^lvnj^/p^

yyf____^__(*=_)

PxP\

V n J VP..k >

The unsaturated model form of (7.76) is :
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/
Pijk = Pi»P.j.P..k

M,

i + y f____^i__^+y f____l___l
u^ilVnJ^/p^ v^ilVnJ^/p^"
Mi M 2 x

Y

1
pxpX^)

(7.77)

ju(i)bv(j)

Jp7."

J

where either the first M j row components, where M ^ I - 1 , or the first M 2
column components, where M 2 <J-1, or both are considered. However,
instead of selecting the first Mx row and M : column components, the most
significant r o w and column components could be chosen to best
reconstitute the (i, j, k)'th cell probability.
A n alternative model to (7.77) which is of an exponential form is

Pijk =Pi..P.j.P..k e x p

f 3 f Y u 0 k W i ) , | f Y0vlA bv(j)

u^llVnJ^/p^ v^lVnJ^/p^

(7.78)

,^rYuvkWi)bv(j)

7.4.4 Centring of the Profile Co-ordinates
The row and column profile co-ordinates of (7.68), (7.69), (7.72) and
(7.73) can all be shown to be centred about the origin of the correspondence
plot. Consider the definition row profile co-ordinates given by (7.68) and
(7.72). Then

XPi»C(k) = 0

(7.79)

i=l

for m = l , 2,..., I-l and k=l, 2,..., K, while

XPi»fiv(k) = 0
i-l

for v=l, 2,..., J-l.
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Equation (7.79) verified by substituting (7.68) into it and showing that
the R H S is zero. Similarly, (7.80) can be verified by substituting (7.72) into it.

7.4.5 Distances from the Origin
Suppose that the distance of the i'th row profile co-ordinate defined
using (7.68) or (7.72) from the origin needs to be measured. Then is can be
s h o w n that

d?M)=xX[4 w ] 2
v=lk=l

Similar distance formulae can be calculated for the column profile coordinates of (7.69) and (7.73).

7.4.6 Within Variable Distances
Suppose the distance between r o w profiles i and i' needs to be
determined. Then it can be s h o w n in a similar manner to other withindistance formula throughout this chapter that

d;(u')=iii[4w-f;,wf
v=lk=l

7.5 Analysis of Other Contingency Tables.
The method of correspondence analysis discussed above can easily be
generalised to singly or doubly ordered three-way contingency tables while
taking into consideration the non-ordered variable(s). T h e method is
similar to the completely ordered analysis of Section 7.2, but instead of
orthogonal polynomials being used, the intrinsic terms of the Tucker 3 or
P A R A F A C / C A N D E C O M P models are used. The Z values using any of these
models are those defined in Section 4.9.
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The application of the method of correspondence analysis presented
in this chapter can also be generalised to consider contingency tables which
are constructed with more than three variables. Using this method, a series
of correspondence plots are constructed to help visualise the structure and
interpretation of the variables in terms of linear, quadratic and higher order
components. For a completely ordered m - w a y table, the series of plots will
consist of [m(m-l)/2]-l null, linear, quadratic plots and higher order plots,
which visualise each bivariate association of the categories with all other
categories assumed independent. There are also [m(m-l)(m-2)/6]-l null,
linear, quadratic and higher order plots, which visualise each combination
of trivariate association which and so on.

7.6 Example
Consider Table 3.4. Example 4.11.1 showed that Table 3.4 has a chisquared value of 328.5674, while the row-column, row-tube and columntube bivariate chi-squared terms are 235.2988, 41.1387 and 25.8215
respectively. These were all found to be significant, concluding that there is
an association between a person number of years of schooling, number of
siblings and happiness at a bivariate level. Although, with the trivariate chisquared term of 26.3084, which has a P-value of 0.3377, there is no trivariate
association.
The correspondence analysis technique described in Section 7.2 is
applied to Table 3.4 and a series of correspondence plots are obtained, and
given by Figures 7.1(a)-(i).
Figures 7.1(a), 7.1(d) and 7.1(g) graphically describe the bivariate
relationship between the columns-tubes, rows-tubes and rows-columns
respectively and are the null correspondence plots.
Figures 7.1(b), 7.1(e) and 7.1(h) are the location plots and graphically
describe the column-tube relationship w h e n the rows are assumed to be
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linear, row-tube relationship w h e n the columns are assumed linear, and
row-column relationship w h e n the tubes are considered linear, respectively.
Figures 7.1(c), 7.1(f) and 7.1(i) are the dispersion correspondence plots.
Figure 7.1(c) graphically describes the column-tube relationship w h e n the
rows are assumed to be described by the dispersion component, while Figure
7.1(f) describes the association between the rows and tubes w h e n the
columns are assumed to be described by the dispersion component. Figure
7.1 (i) graphically describes the row-column relationship w h e n the tubes are
assumed to be described by the dispersion component. Each of the 9 plots are
constructed using the first two principal axes which are associated with the
linear and quadratic components.
The contribution to the chi-squared statistic for each of the
correspondence plots is listed in Table 7.1. Note that the principal (or
component) inertia of these correspondence plots is just its chi-squared
contribution divided by n (here n=1517).

C A Plots
Relationship

Null

Location

Dispersion

Column-Tube

25.8215

4.2737

18.9645

Row-Tube

41.1387

4.0458

14.4921

Row-Column

235.2988

10.9158

15.3925

Table 7.1 : Contribution to X2 of Null, Location & Dispersion
Correspondence Plots

Table 7.1 shows that Figure 7.1(b) and Figure 7.1(c) contribute to
23.2382, or 88.32% of the trivariate association and graphically describe the
affect of the row location and dispersion components on the structure of the
"Number

of Siblings" and

"Happiness" variables. Similarly, the

correspondence plots of Figure 7.1(e) and Figure 7.1(f), which describes the
relationship between the "Years of Schooling" and " N u m b e r of Siblings"
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variables contribute 16.5379 or 62.86% of the trivariate association. The plots
of Figure 7.1(h) and Figure 7.1(i), which describes the association between
the rows and columns, account for 1 0 0 % of X2JK.
The correspondence plots which graphically represent a significant
part (at 5 % level of significance) of the relationship between the "Years of
Schooling", " N u m b e r of Siblings" and "Happiness" variables, are Figures
7.1(a), 7.2(d), 7.1(g), as the bivariate terms of the partition were shown in
Example 4.11.1 to be significant, and 7.1(c). Therefore, these four
correspondence plots graphically represent 97.8% of the total association in
Table 3.4. W h e n the level of significance is slightly greater than 5 % , Figure
7.1(f) makes a significant contribution to the graphical representation of the
three variables. W h e n this is the case, then Figures 7.1(a), 7.1(d), 7.1(f) and
7.1(g), which graphically represent 95.8% of the total variation in Table 3.4.
Infact, the graphical representation of the association between the rows and
columns (Figures 7.1(g), 7.1(h) and 7.1(i)) represent 1 0 0 % of the total
variation in Table 3.4.
Consider the null correspondence plots of Figures 7.1(a), 7.1(d) and
7.1(g)Figure 7.1(a) is the correspondence plot for the "Number of Siblings"
and "Happiness" variables w h e n the rows are s u m m e d across. This plot is
the same as that obtained w h e n a simple ordinal correspondence analysis is
applied to Table 3.4 w h e n the r o w categories are s u m m e d across.
Figure 7.1(a) shows that the tube categories Not too H a p p y and Pretty
H a p p y are situated close to one another, indicating that they are similar
profiles w h e n the "Years of Schooling" categories are not taken into
consideration. H o w e v e r there does appear to be a slight difference between
these t w o happiness categories, due to the difference in their m e a n values.
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Figure

(d)

(e)

(f)

(g)

(h)

(i)

First Principal

S e c o n d Principal

Contribution

(Location Axis)

(Dispersion) Axis

to Inertia

0.01889139

0.008227086

0.027118476

(69.66%)

(30.34%)

(100%)

0.001916993

0.000749969

0.002666962

(71.88%)

(28.12%)

(100%)

0.002618553

0.005616179

0.008234732

(31.80%)

(68.20%)

(100%)

0.1464887

0.005078041

0.151566741

(94.44%)

(3.27%)

(97.71%)

0.001916993

0.002618553

0.004535546

(26.64%)

(36.39%)

(63.03%)

0.000749969

0.005616179

0.006366148

(0.74%)

(5.53%)

(6.27%)

Table 7.2: Row Inertias Values at each Correspondence

Plot

(values in brackets are percentage contribution to total inertia for that plot)

The mean and spread of the classifications for Very Happy across each
"Siblings" category is different to the N o t too H a p p y a n d Pretty H a p p y
categories. This distinction can b e clearly seen in Figure 7.1(a) w h i c h s h o w s
Very H a p p y o n the far right h a n d side of the plot a n d N o t too H a p p y a n d
Pretty H a p p y situated o n the left h a n d side near the origin of the display.
T h e tube categories s h o w n o n Figure 7.1(a) are heavily d o m i n a t e d b y
the location inertia, w h i c h , as Table 7.4 s h o w s , has a value of 0.01192967 a n d
accounts for 7 0 . 0 9 % of the variation in the " H a p p i n e s s " categories.
Therefore the difference in the m e a n values of the "Happiness" categories
across the "Siblings" categories w h e n the "Years of Schooling" is not taken
in a c c o u n t is the m a j o r cause of this variation. T h e spread of the
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"Happiness" categories contributes very little (3.77%) to the overall
variation of these categories. This can be seen graphically by observing the
distribution of the "Happiness" categories along the second principal axis in
Figure 7.1(a). Figure 7.1(a) graphically represents quite well (73.86%) the
variation in the "Happiness" categories.

Figure First Principal Second Principal Contribution

(a)

(b)

(c)

(g)

(h)

(i)

(Location Axis)

(Dispersion) Axis

to Inertia

0.005773339

0.0112481

0.017021439

(33.92%)

(66.08%)

(100%)

0.000313514

0.002503706

0.00281722

(11.13%)

(88.87%)

(100%)

0.006273848

0.006227494

0.012501342

(50.19%)

(49.81%)

(100%)

0.138423

0.01601469

0.15443769

(89.24%)

(10.32%)

(99.56%)

0.000313514

0.006273848

0.006587362

(4.36%)

(87.19%)

(91.55%)

0.002503706

0.006227494

0.0087312

(24.68%)

(61.37%)

(86.05%)

Table 7.3 : Column

Inertia Values at each Correspondence Plot

(values in brackets are percentage contribution to total inertia for that pl

Now consider the column categories in Figure 7.1(a). When the
"Years of Schooling" categories are not taken into consideration their
appears to be quite an even distribution in the m e a n differences of the
"Number of Siblings" categories.

-249-

Chapter 7 - Multiple Ordinal Correspondence Analysis

Figure

(a)

(b)

(c)

First Principal

Second Principal

Contribution

(Location Axis)

(Dispersion) Axis

to Inertia

0.01192967

0.000641035

0.012570705

(70.09%)

(3.77%)

(73.86%)

0.000134532

0.000796195

0.000930727

(4.78%)

(28.26%)

(33.04%)

0.002483251

0.007000203

0.009483454

(19.86%)

(56.00%)

(75.86%)

0.0208935

0.004151175

0.025044675

(77.05%)

(15.31%)

(92.36%)

0.000134532

0.002483251

0.002617783

(5.04%)

(93.11%)

(98.15%)

0.000796195

0.007000203

0.007796398

(9.67%)

(85.01%)

(94.68%)

(d)

(e)

(f)

Table 7.4 : Tube Inertia Values at each Correspondence

Plot

(values in brackets are percentage contribution to total inertia for that plot)

However, "8+" has quite a different spread compared to the other
" N u m b e r of Siblings" categories. This particular category contributes to
6 6 . 0 8 % of the c o l u m n dispersion inertia of 0.0112481 (Table 7.3). Figure 7.1(a)
represents exactly the total variation in the " N u m b e r of Siblings" categories
across each level of "Happiness" w h e n the "Years of Schooling" variable is
not considered.
Figure 7.1(d) graphically represents the sources of variation b e t w e e n
the r o w a n d tube categories w h e n the c o l u m n categories is of n o concern.
This null correspondence plot represents very adequately the difference
b e t w e e n the levels of "Years of Schooling" a n d the difference b e t w e e n the
levels of "Happiness" categories.
F o r b o t h variables the location c o m p o n e n t describes the m a j o r
difference w i t h i n the "Years of Schooling" variable a n d within the
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"Happiness" variable. Table 7.2 shows that the location inertia of 0.01889139
represents 69.66% of all the variation within the "Years of Schooling"
variable w h e n the "Siblings" categories are not taken into account.
Similarly, Table 7.4 shows that the location inertia of 0.0208935 for the
"Happiness" categories accounts for 77.05% of the total tube variation.
Figure 7.1(d) represents very well (92.36%) the variation within the
"Happiness" categories.
Again, the "Happiness" categories N o t too H a p p y and Pretty H a p p y
are similarly distributed w h e n s u m m i n g across the "Years of Schooling"
categories. This is reflected by the similar position of the profiles in Figure
7.1(d). However, the distribution of people for Very H a p p y is very different
from the other two tube categories as can be seen in Figure 7.1(d) and is
reflected by its large distance from the profile positions of Not too H a p p y
and Pretty Happy. The difference in the r o w profiles w h e n s u m m i n g across
the column categories are exactly represented by the location and dispersion
components which describe Figure 7.1(d).
In terms of the location and dispersion inertias, Figure 7.1(g) accounts
for 71.61% of the total variation in Table 3.4 w h e n the "Happiness"
categories are not taken into consideration and graphically represents the
categories for the "Years of Schooling" variable and the " N u m b e r of
Siblings" variable. This null correspondence plot shows that the difference
within these two variables can be best described by the location component,
or the difference in the m e a n values across each variable. This can be seen
in Figure 7.1(g) which graphically shows the dominant nature of the first
principal axis in describing these categories. Table 7.2 shows that the r o w
location inertia is 0.1464887 and therefore 94.44% of the variation between
the "Years of Completed Schooling" categories across each category of the
" N u m b e r of Siblings" variable is due to the difference within their m e a n
values. Similarly, the column location inertia of 0.138423 (Table 7.3) means
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that 89.24% of the variation between the "Number of Siblings" is accounted
for by the difference in their m e a n values across each of the "Years of
Schooling" categories. Figure 7.1(g) explains 99.56% of the total inertia for
the columns and 97.7% for the rows of Table 3.4.
The null correspondence plots have the same interpretation as the
plots obtained by applying a two-way analysis to each of the bivariate
marginal contingency tables. The interpretation of the non-null, or location,
dispersion, etc, correspondence plots is very similar to the interpretation of
the null plots.
Consider the location plot of Figures 7.1(b). It graphically shows the
variation within the column and tube categories of Table 3.4, assuming that
the variation in the rows is characterised by the difference in their m e a n
values. Although this plot is not significant in describing the variation of
the categories of Table 3.4, w e can still show h o w the "Number of Siblings"
and "Happiness" categories are structured w h e n the "Years of Schooling"
categories are considered linear.
W h e n w e assume that the categories of the "Years of Schooling"
variable are linearly structured, then the variation between the "Number of
Siblings" categories and the variation between the "Happiness" categories is
due to their spread, or dispersion. Table 7.3 shows that the column
dispersion inertia is 0.002503706, or 88.87% of the total inertia of Figure
7.1(b). Therefore, while Figure 7.1(b) exactly represents the variation
between the "Number of Siblings" categories if the rows are assumed to be
linear, the second principal (dispersion) axis dominates their structure.
Infact Figure 7.1(g) shows that the major source of this large dispersion
inertia is due to the sibling level "6-7" which accounts for 73.26% of this
inertia value.
Figure 7.1(b) also shows that the variation between the "Happiness"
categories, if the rows are assumed to be linear, is due to their spread, or
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dispersion. While table 7.4 s h o w s that the tube location inertia is
0.000134532, or only 4.78% of the total inertia of Figure 7.1(b), the dispersion
inertia accounts for far more (28.26%). Therefore, as Figure 7.1(g) graphically
accounts for 33.04% of the variation in the "Happiness" variable, it is a poor
representation of these two variables w h e n the " N u m b e r of Siblings"
variable is assumed to be linear. The third principal axis has an tube inertia
of 0.00138 and therefore accounts for 48.94% of the variation in the
"Happiness" categories. Thus if Figure 7.1(b) consisted of the second and
third principal axes, then it would represent 77.20% of the total variation
amongst the tubes.
Figure 7.1(c) is the only significant non-null correspondence plot for
Table 3.4. This dispersion correspondence plot graphically describes h o w the
column and tube profiles behave if the variation in the row categories is
explained by the difference in their spread across the column and tube
categories. Table 7.3 shows that Figure 7.1(c) accounts for 1 0 0 % of the
variation within the "Number of Sibling" categories. Table 7.4 shows that
the "Happiness" categories are fairly well represented by Figure 7.1(c), with
75.86% of the total inertia explained by this plot.
Consider the "Number of Siblings" categories. The difference in the
m e a n values and the difference in their spread is equally affected by the
spread of the "Years of Schooling" categories. From Table 7.3, the column
location inertia is 0.006273848, or 50.19% of the total variation of the
columns w h e n the rows are assumed to be dominated by the dispersion
component, compared with the column dispersion inertia of 0.006227494
(49.81%). A s each inertia value dominates the variation in the "Number of
Siblings" categories equally, these column profiles are equally dominated by
the first and second principal axes.
Consider n o w the "Happiness" categories in Figure 7.1(c). Table 7.4
shows that the second principal axis accounts for 56.00% of the variation of
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the "Happiness" categories if the variation of the rows is due to the
difference in their spread. Only 19.86% of the variation in the "Happiness"
categories is due to the difference in their m e a n values.
D u e to the definition of the trivariate row, column and tube profile
co-ordinates as discussed in Subsection 7.2.3, s o m e profiles have identical
co-ordinates in s o m e correspondence plots. For example, the column profile
co-ordinates in Figure 7.1(b) and Figure 7.1(h) are identical along the first
principal axis. This is because g*n is the co-ordinate of the j'th column
profile along the first principal axis w h e n the difference in the rows is
assumed to be linear (Figure 7.1(b)) and is the co-ordinate of the j'th column
profile along the first principal axis, w h e n the difference in the tubes is
assumed to be linear (Figure 7.1(h)). A s a result the location inertia's of
these linear correspondence plots are identical. Table 7.3 shows this to be the
case.
Also the column co-ordinates along the second principal axis in
Figure 7.1(c) and Figure 7.1(i) are identical due to the dual interpretation of
g^. Therefore, the dispersion inertias for these t w o

dispersion

correspondence plots are identical; Table 7.3.
Other column profile co-ordinates that are identical are those of
Figure 7.1(b) along the second principal axis and the co-ordinates along first
principal axis of Figure 7.1(i) (due to the dual interpretation of g-12), and
those in Figure 7.1(c) along the first principal axis and the co-ordinates along
the first principal axis in Figure 7.1(h) (g,*2i).
There are also identical r o w profile co-ordinates (and hence identical
row inertia values) due to the dual interpretation of i*m, i\21, f*21 and fil2,
while there are identical tube profile co-ordinates (and tube inertia values)
due to the dual interpretation of h kll , h K22 , h k21 and h kl2 .
A s there is lot of information concerning the relationship between
the three variables, it can be condensed by plotting the bivariate profile co-254-
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ordinates for the row, column and tube categories. Figure 7.2 cont
three bivariate correspondence plots. Figure 7.2(a) gives the correspondence
plot which graphically shows the association between the row and column
variables, while 7.2(b) and 7.2(c) show the row-tube and column-tube
associations respectively.
Consider Figure 7.2(a). It can be seen that the row and column
bivariate profile co-ordinates are dominated by the second principal axis
Tables 7.4 gives the component values for the row and column bivariate
profile co-ordinates and shows that the dispersion component is more
dominant than the linear component for both variables. However, the third
level component describing skewness accounts for 42.18% of the variation
in the row categories, while accounting for 34.26% of the variation in the
column categories.

Component

Value

Row

Perc. Cont.
'

Location

0.00049

5.15

Dispersion

0.00246

25.84

Skewness

0.00402

42.18

Kurtosis

0.00255

26.82

Location

0.00187

19.58

Dispersion

0.00439

46.16

Skewness

0.00326

34.26

Total

0.00952

Column

Table 7.4 : Component Values and its % Contribution for Figure 7.

Figure 7.2(b) shows that those who are Pretty Happy have completed
between 13 and 16 years of schooling, while people w h o are Very Happy
tends to be those w h o have less than 12 years of schooling. These
conclusions are slightly different from those obtained in Figures 7.1(e) and
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7.2(f). However Figure 7.3(b) takes into account tube components higher
than the dispersion, while Figure 7.2 does not. Figure 7.2(b) also shows that
the "Years of Schooling" and the "Happiness" categories are dominated by
the second principal axis, indicating a dominant dispersion component for
both sets of categories. Table 7.5 shows that the dispersion component
accounts for 82.19% of the total variation in the row categories and just over
half of the variation in the tubes.
Component

Value

Perc. Cont.

Location

0.00281

17.81

Dispersion

0.01299

82.19

Location

0.00528

33.41

Dispersion

0.00811

51.30

Skewness

0.00241

15.29

Total

0.01580

100

Row

Column

Table 7.5 : Component Values and its % Contribution for Figure 7.2(b)

Figure 7.2(c) shows that those who are Not too Happy tend to be those
w h o have very few siblings; 0-1, while those w h o are Pretty H a p p y and Very
H a p p y are similar and tend to be those with a lot of siblings (8+) and those
with a moderate amount (2-3). These conclusions differ from those obtained
in Figures 7.1(b) and 7.1(c) although, 7.2(c) is taking into consideration the
row components higher than the dispersion. Figure 7.2(c) also shows that
the "Number of Siblings" variable is dominated by the first principal axis
and thus has an important location dispersion. Table 7.6 shows that the row
location component accounts for nearly 8 0 % of the variation in the column
categories but only 16.60% of the tube categories. Figure 7.2(c) also shows
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that the tube categories are dominated b y the second principal axis which
accounts for 41.24% of the variation in the "Happiness" variable.

Value

Percentage

Location

0.01161

79.50

Dispersion

0.00299

20.50

Location

0.00242

16.60

Dispersion

0.00602

41.21

Skewness

0.00167

11.47

Kurtosis

0.00448

30.70

0.0158

100

Component
Row

Column

Total

Table 7.6 : Component Values and its % Contribution for Figure 7.2(c)
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Chapter 8

Further
Applications

8.1 Introduction
Chapters 5 and 7 showed a n e w and improved technique of
correspondence

analysis. Although

the

application

of

ordinal

correspondence analysis need not be restricted to contingency tables.
In this final chapter, it is s h o w n that the technique described in
Chapter 5 m a y also be applied to other types of data. For example, this
chapter considers the generalisation of the technique used to analyse ranked
data as carried out in Beh (1999a), while ordinal log-linear analysis can be
generalised to consider m o m e n t s higher than the linear-by-linear
association, which Agresti (1994) and Fienberg (1977) considered.
There are m a n y other types of data that can be analysed using the
orthogonal polynomials derived in Chapter 4. For example, refer to Rayner
& Best (1995) w h o discussed several popular non-parametric techniques
using the orthogonal polynomials.
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8.2

Ranked Type Data

8.2.1

Introduction
In the past, several modifications have been m a d e to correspondence

analysis so that an analysis of ranked data can be made. Greenacre (1984),
Nishisato (1980) and Weller & R o m n e y (1990) each considered a w a y of
analysing ranked data.
The technique considered in this Subsection is very simple, and is an
alternative approach for analysing ranked data. A modification of the
classical Pearson chi-square statistic is m a d e by considering the chi-square
statistic which Anderson (1959) derived for analysing t treatments which are
ranked by s consumers, or judges. Using the Anderson chi-squared statistic
instead of the Pearson chi-squared statistic, a simple correspondence
analysis can be applied to this type of data.
Subsection 8.1.2 applies simple correspondence analysis to ranked
data by partitioning the Anderson's statistic into singular values. Subsection
8.1.3 applies simple ordinal correspondence analysis to ranked data by
partitioning the Anderson chi-squared statistic into bivariate moments,
while Subsection 8.1.4 presents the models of goodness-of-fit for the simple
correspondence analysis and ordinal approach of ranked data.

8.2.2 Simple Correspondence Analysis of Ranked Data
Suppose that N

is a table of ranked data, where s judges (or

consumers) rank, according to their preference for, t treatments. The'result
is a txt table of the type shown by Table 8.1.
For the ranked data of Table 8.1, n;j is the n u m b e r of times the i'th
treatment has been given the ranking j, for i, j= 1, 2, . . . , t. The row and
column s u m s in N are therefore s for all rows and columns. Note that for
1
the ranked data Dj = D, = - 1 , and n=st.

-261-

Chapter 8 - Further Applications

Rank
Treatment

1

2

t

Total

1

n 12
n 22

nat
n 2t

s

2

nn
n 21

t

ntl

n t2

ntt

s

Total

s

s

s

n

s

Table 8.1 : t Treatments ranked according to preference by s Judges

A n d e r s o n (1959) s h o w e d that for such a data set, the Pearson
chi-square statistic is modified to form the Anderson chi-square statistic, A 2 ,
so that:
A

2

= — X

2

(8.1)

For the purposes of simple correspondence analysis of ranked data,
(8.1) is modified so that:

A2-nX£m

(8-2)

m=l

where
*_=*_^p

(8-3)

Such a modification does not alter the properties of simple
correspondence analysis, except, instead of using the singular values as
(2.14) does, the modified singular values of (8.3) are used. The relative
position of the profiles in an M-dimensional correspondence plot w h e n
using Pearson's and Anderson's chi-squared statistic are identical, however

ft^T
the co-ordinates and principal inertias are rescaled b y a factor of J — — . Note
that A 2 / n is the total principal inertia for the ranked data.
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8.2.3 Ordinal Correspondence Analysis of Ranked Data
The method of correspondence analysis discussed in Chapter 5 can be
applied to rank type data structures, so that the total inertia is partitioned in
terms of location, dispersion and higher order components rather than
singular values. W h e n

calculating these components, orthogonal

polynomials are defined which require some scoring scheme. For ranked
data of the form described in Table 8.1, natural scores are applied to the
orthogonal polynomials for the ordered ranks, while the non-ordered
treatments are scored on the basis of their m e a n ranks. In the case where
mean ranks are (close to) equivalent for each treatment, some other scoring
scheme m a y be applied. W h e n a simultaneous analysis of the ranks and
treatments is considered (as is the case with correspondence analysis) the
Pearson chi-square statistic for the ranked data can be modified to form the
Anderson chi-square statistic so that:

A2 n

= I__Zuv (8-4)
u=lv=l

where
Z

uv=J^ita u (i)b v (j) P i j
v t

(8.5)

i=1 j=1

The set of values {au(i)} and {bv(j)}, for i=l, 2,..., I and j=l, 2,..., J are
orthogonal polynomials, as described in Chapter 4, based on the row and
column marginals respectively. If a comparison of the treatments (or ranks)
only is required, then the singly ordered correspondence analysis technique
(VERSION 1) described in Subsection 5.3 is applicable. The singly ordered
approach of Subsection 5.4 ( V E R S I O N 2) can also be applied, where the
singular vectors are associated with the non-ordered treatments and the
orthogonal polynomials are associated with the ordered ranks.
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Using row and column scores which are the same will give identical

polynomial values, that is au(i) = bv(j) w h e n i=j and u=v, for i, j=l, 2, . . . , t
and u, v=l, 2, . . . , (t-l), as the row and column marginals of P are 1/t.
Therefore the choice of which scoring scheme to use is important, although
as rankings are ordered and treatments are not ordered, it is assumed that
different scoring schemes will be considered.
Using Anderson's chi-squared statistic does not alter the properties of
the method presented in Chapter 5. However the location, dispersion and
higher order components and co-ordinates in ordinal correspondence
analysis are rescaled by a factor of
&

Correspondence analysis of ranked data allows for one to
simultaneously visualise the relationship between the treatments and
rankings by observing the treatment and rank category positions in an M dimensional correspondence plot (usually M = 2 or 3).
Anderson (1959) only considered the difference in treatments without
identifying h o w each treatment related with the ranking. Best (1993),
although extending the work of Anderson (1959) by identifying higher order
components, also only considered h o w the treatments compare. The
modification to correspondence analysis by considering Anderson's chisquare statistic rather then Pearson's chi-square statistic (using either the
classical approach or the ordinal approach) allows for the treatments and
ranks to be simultaneously analysed. Also, the correspondence plot allows
for a graphical comparison of different ranks and/or treatments. If a simple
correspondence analysis is used, then it is possible to determine which
rankings are similar (based on the distance of same variable profiles in the
plot), which treatments are similar, and h o w treatments and rankings are
related. Using ordinal correspondence analysis, the researcher can reach
these conclusions, as well as determine w h y two treatments or rankings
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differ b y visualising this difference in terms of location, dispersion, and
higher order components.

8.2.4 RC Correlation Models
The R C correlation model for the simple correspondence analysis of
the ranked data of the type described in Table 8.1 is :
M

1f

^

1+

b

(8'6)

which is the marginal-free or standardised

correspondence m o d e l of

Pu=7l _t>ta*_ J_ I

G o o d m a n (1996) for ranked data. The values of aim and b j m are the (i, m)'th
and (j, m)'th elements of A and B respectively. W h e n it is saturated, model
(8.6) reconstitutes the original cell probabilities exactly. W h e n M<t-1, which
gives a n unsaturated model, (8.6) reconstitutes original cell probabilities
w h e n the data is reduced to only the first M dimensions.
Just like simple correspondence analysis, the original cell probabilities
can be reconstituted using the ordinal correlation model of :
/

M, M

7

2
1 1+
__Mi)%bvO)
Pij = 7
u=iv=i

(8.7)

Vn

M o d e l (8.7) is saturated w h e n M 1 = M 2 =t-l and gives the exact cell
probabilities. W h e n

M ^ t - 1 and/or M 2 <t-1 the cell probabilities are

reconstituted while only considering the first M j r o w components and the
first M 2 column components. Ideally, for a joint representation of the rows
and columns in an ordinal correspondence plot, M ! = M 2 (usually 1, 2 or 3).
The cell probabilities can be better reconstituted using the M 1 largest
row components and the M 2 largest column components instead of the first
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M j and M 2 . This can be done as the component values are not necessarily
arranged in descending order.

8.2.5 Bean Variety Example
Consider the bean data of Anderson (1959). A consumer study was
conducted to determine which variety of snap bean was most preferred. A
lot of each of three varieties of bean were displayed in retail stores, and 123
consumers were asked to rank the beans according to their first, second and
third choice. Table 8.2 lists the preferences of each variety of bean.
Rank
Variety

1

2

3

Total

1

42

64

17

123

2

31

16

76

123

3

50

43

30

123

Total

123

123

123

369

Table 8.2: Consumer Rankings of Three Varieties of Snap Beans

Best (1993) also analysed this data set by calculating the variety
location and dispersion components.
A s there are three treatments, and therefore three rankings, the twodimensional correspondence plot of Table 8.2 will be optimal. That is, the
first two principal axes will explain all of the variation present in the table.
Consider the simple correspondence analysis of Table 8.2. The twodimensional simple correspondence plot is given by Figure 8.1.
Using the Pearson chi-square statistic of (2.14), the total principal
inertia for Table 8.2 is 0.21561. Using the Anderson chi-square statistic of
equation (8.2), the total principal inertia is 0.14374 which is highly
significant. So there is a difference in the rankings of the three bean
varieties. Table 8.3 shows the principal inertia values associated with each
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principal axis of a simple correspondence plot and the percentage
contribution these inertias m a k e with the total principal inertia. From this
table, the first axis accounts for over 9 6 % of the total inertia which means
that a 1-dimensional correspondence plot is adequate to display the beans
and their rankings.
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Figure 8.1 : Simple Correspondence Plot of Table 8.2

Figure 8.1 shows that the third variety of bean receives more first
rankings than variety 1 and 2, while the second variety is the least favoured
of the three beans. However, the interpretations from Figure 8.1 which
identify the relationship between the rows and columns is just as easily
m a d e b y "eyeballing" Table 8.2. Variety 3 has been ranked first by 50 of the
123 subjects, m o r e so than any other variety, while bean variety 2 has been
ranked first only 31 times, the lowest of all the rankings. Note that variety 2
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has been ranked last by well over half the judges, showing that it is
definitely the least favoured variety of bean. Although, the advantage of
applying simple correspondence analysis to ranked data is that the
researcher is able to identify within treatment relationships. Figure 8.1
shows that bean variety 1 and 3 are fairly similar while both beans are very
different, in terms of preference, to the second variety.
Principal Axis Principal Inertia % Contribution
First Axis

0.1384365

9631

Second Axis

0.0053051

3.69

Total Inertia

0.1437416

100

Table 8.3 : Principal Inertias and Percentage Contribution
to the Total Inertia from a Simple Correspondence Plot of Table 8.2

Ordinal correspondence analysis is applicable to Table 8.2 where the
scores used for the ordered column (rank) categories are 1, 2 and 3. The
scores applied to the non-ordered rows (bean varieties) are the m e a n rank
values of the rows of N and are 1.797, 2.366,1.837.
The two-dimensional ordinal correspondence plot using these
scoring schemes is given by Figure 8.2 and shows h o w bean varieties and
ranks compare in terms of the location and dispersion components.
Table 8.4 gives the values of the location and dispersion components
for the ranks and bean varieties and its contribution to the total inertia for
the variety of bean and the rankings.
For the bean varieties, the location component accounts for 46.75% of
the total inertia, while the dispersion component accounts for 53.25%.
Therefore, the difference in the m e a n values and spread of the bean
varieties are both equally significant. Figure 8.2 shows that both axes
dominate the positions of the varieties of beans. However, for the rankings,
the location component accounts for 92.36% of all variation present in the
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beans, with the dispersion component accounting for very little (7.64%).
Thus the difference in the variability of the bean varieties is due to the
difference in their mean values. Figure 8.2 shows the first principal axis
only dominates the position of the bean rankings. Note, however, that the
first principal axis in Figure 8.2 presents the bean varieties in the same order
as the scores associated with them. Along the first axis, or in terms of the
location component, Variety 1 and 3 share very similar positions which
coincides with the similar scoring of 1.797 and 1.837 respectively, while
Variety 2 is very different in terms of this component. This is in agreement
with the conclusions reached from Figure 8.1.
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Figure 8.2 : Ordinal Correspondence Plot of Table 8.2
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Variable

Component

Value

% Contr.

Bean

Location

0.06720

46.75

Dispersion

0.07654

53.25

Location

0.13276

92.36

Dispersion

0.00110

7.64

Rank

Table 8.4 : Row and Column Location and Dispersion
Components of Table 8.2

Along the first principal axis, bean varieties 1 and 3 are similar in
terms of the location component. However, the two varieties are different
in terms of their dispersion, or spread, and are therefore not similarly
ranked.
While Variety 1 and rank 2 share a relatively high cell entry of 64,
their profiles are positioned at quite some distance from each other. A
similar observation can be m a d e concerning Variety 2 and rank 3 which
shares the high cell entry of 76. Such a configuration of profiles suggests that
there is a non-zero non-diagonal association present as the ranks lie along
the first principal axis. Therefore, following the rules given in Subsection
5.2.6, Z 2 1 « 0 . In fact, Z 2 1 =-0.0003 while Z 1 2 =0.3136. Although it is not
significant, the linear-by-quadratic association is a factor in the
configuration, and thus the interaction of variety 2 and rank 3 and variety 1
and rank 2 m a k e an contribution to this association. Variety 3 and rank 1
which have a share cell entry of 50, differ very little in their position in
figure 8.2 and so this row-column pair contributes very little to the linearby-quadratic association.
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8.2.6 Australian Tomato Example
Consider the 4 x 4 rank data of Best (1993) which is presented in Table
8.5.
The data in Table 8.5 were collected as part of a large C S I R O Food
Research project designed to improve the flavour of Australian grown
tomatoes. A total of 24 taste testers were asked to rank, in order of
preference four brands of tomatoes.
Using the Anderson chi-squared statistic, the total inertia of Table 8.5
is 0.1458333, which is not significant at 9 degrees of freedom. However
partitioning the Anderson statistic using (8.1) will isolate important
bivariate associations and components of a linear, quadratic and higher
order nature.
Consider the simple correspondence analysis of Table 8.5. The two
dimensional simple correspondence plot is given by Figure 8.3.
Rank
Variety

1

2

3

4

Total

Floradade

4

9

8

3

24

Momotaro

6

8

5

5

24

Summit

3

4

9

8

24

Rutgers

11

3

2

8

24

Total

24

24

24

24

96

Table 8.5 : Rankings of Four Brands of Tomato According to Taste

Figure 8.3 shows that all brands of tomato are different in terms of
their taste, which indicates that the rankings assigned to them are quite
different. This is also reflected in the spacing of the ranking categories the
plot. This correspondence plot explains 99.03% of the total variation in
Table 8.5. The first principal axis has a principal inertia value of 0.10411,
which accounts for 71.39% of the variation, while the second principal
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inertia is 0.04030 (27.64%). The inclusion of the third principal axis will not
contribute to the overall display as it only accounts for 0.97% of the total
inertia.
According to the simple correspondence plot, Rutgers is the highest
ranking brand of tomato according to taste, while the remaining order of
preference is Momotaro, Floradade and the lowest ranked Summit.
However, this observation could have been reached directly from Table 8.5.
Rutgers has been assigned 11 rankings of 1, the highest of the four brands.
Therefore, it seems as if it is the most preferred brand. The next most
preferred brand is Momotaro with 6 rankings of 1 and 8 rankings of 2,
Floradade with 4 rankings of 1 while Summit is the least preferred with
only 3 rankings of 1 and 8 rankings of 4. However Rutgers, the most
preferred on the basis of first ranks, also has been ranked last by 8 of the taste
testers.
In order to determine w h y each ranking is so different, and w h y each
brand of tomato seems different, the Anderson statistic can be partitioned
into location, dispersion and higher order components. So an ordinal
correspondence analysis is applied to Table 8.5 where the scores used for the
ordered (rank) columns are 1, 2, 3 and 4. The scores applied to the nonordered row (tomato brands) categories are the m e a n rank values of 2.4167,
2.3750,2.9167 and 2.2917.
The two-dimensional correspondence plot using these scores is given
by Figure 8.4 and shows h o w the brands of tomato compare and the
rankings compare in terms of the location and dispersion components.
Table 8.6 gives the value of the location and dispersion components
for the tomatoes and ranks and their contribution to the total inertia.
Consider the component values for the brands of tomatoes. The
location component accounts for 24.64% of the total variation of the
tomatoes. However, at 3 degrees of freedom, this component is not
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significant. Therefore, there is very little difference in the m e a n ranks,
which can be verified b y observing the similar r o w scores. However, the
dispersion component accounts for 67.64% of the total variation in the
tomatoes. Therefore, there is a significant difference in the spread of the
brands of tomatoes. Thus the two-dimensional correspondence plot of
Figure 8.4 graphically displays 92.50% of the total variation of the tomato
brands.
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Figure 8.3 : Simple Correspondence Plot of Table 8.5

These component values are reflected in the ordinal correspondence
plot of Figure 8.4. In terms of the first principal axis which has an inertia
value equal to the location component, the brands of tomatoes are very
similar. T h e only different brand, is S u m m i t which has a m e a n rank close
to 3, while the remaining three brands have m e a n ranks between 2.29 to
2.42. T h e second principal axis dominates the configuration of tomato
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brands. This is reflected by the significantly large dispersion component.
Figure 8.4 graphically shows that the Rutgers is more spread out, that is has
a large positive dispersion, than the other brands, which is what Best (1993)
numerically concluded.

Variable

Component

Value

% Contr.

Tomato

Location

0.03594

24.64

Dispersion

0.09896

67.86

Error

0.01094

7.5

Location

0.05333

36.57

Dispersion

0.09055

62.09

Error

0.00195

1.34

Rank

Table 8.6 : Row and Column Location and
Dispersion Components of Table 8.5

Consider the ranking categories. The location component of 0.05332 is
not significant and accounts for 36.57% of the variation in the rankings.
Therefore, there is very little difference in the m e a n values of the rankings.
However, the dispersion component of 0.09055 is highly significant and
accounts for over 6 2 % of the variation in the ranks. Therefore, there is a
significant difference in the spread of the allocation of the rankings. These
component values are reflected in the position of the rankings in the
ordinal correspondence plot of Figure 8.4. The plot shows that there are two
distinct rank clusters. Rankings 1 and 4 appear to be similar in terms of their
spread, while ranks 2 and 3 are also similar in terms of their spread. Figure
8.4 graphically represents 98.66% of the total variation of the rankings.
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Figure 8.4 : Ordinal Correspondence Plot of Table 8.5

Unlike Example 8.2.5, the position of the categories in the twodimensional ordinal correspondence plot with relatively large cell entries
are close to each other, while those with relatively small cell entries are at
some distance. This indicates that there are no significant non-diagonal
bivariate moments. Also as the row and column categories are dominated
by the second principal axis, the rules stated in Subsection 5.2.6 suggest that
Z 12 « 0 and Z 2 1 = 0. In fact Z 21 =-3.2xl0~6 and Z 1 2 =-0.0983, which are not
significant, confirming the results from the plot. The only significant
bivariate m o m e n t is the dispersion-by-dispersion, with a value of 0.298378,
as expected since the dispersion component is a dominant source of
variation for the rankings and the variety of tomato.
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8.3

Ordinal Log-linear Analysis of Two-way Contingency Tables

8.3.1

Introduction
Log-linear analysis has been a popular technique for analysing data

for m a n y decades, especially in the English speaking countries; see the
c o m m e n t of G o w e r (1989) in Section 1.2. The conventional method of
estimating parameters from a log-linear model has been to use the
m a x i m u m likelihood estimation technique. However, a problem with this
approach, as Fienberg (1977, pg 47) points out, is that while there are several
authors w h o have proposed techniques for selecting the optimum loglinear model,

"unfortunately, there is no all-purpose, best method of model selection"

This is because the selection of an optimum log-linear model requires a tri
and error approach of fitting and re-fitting a model until optimisation is
reached.
This problem of model selection can be overcome by considering the
method of parameter estimation described in Beh (1999b), and Beh & Davy
(1998, 1999a) for ordinal two-way and three-way contingency tables. The
parameter estimation technique described in these articles, and further
explained in this section and Section 8.4 allow for the determination of the
optimum log-linear model to be a quicker and relatively accurate procedure.

8.3.2 Singly Ordered Two-way Tables (VERSION 1)
The log-linear model applicable to a two-way contingency table, N ,
with non-ordinal categories is

ton, =*i + HKO + NJ) +^(ij) (8-8)
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where nJ(1) is the main effect of the i'th row category, u2(j) is the main effect
of the j'th column category, and u12(ij) is the interaction between the i'th row
and j'th category. These parameter values are subject to the conditions

i J i j

_t>Ko = 2>2(j) = _*>_«) = 2>_ W ) = °
i=l

j=l

i=l

j=l

An alternative model to (8.8) described by van der Heijden, de Falguerolles
& de L e e u w (1989) is

M*

lnn;j = u + u1(i) + u2(j) + ^aimXmbim

(8.9)

m=l

where u1(i) and u2,., have an identical interpretation as the parameters in
(8.8) and are subject to the same conditions. The values of aim and b jm are
the generalised vectors which were described in Chapter 2, and are subject to
equation (2.5) and (2.6) respectively. The value of Xm is the m'th part of the
association between the r o w and the column categories. Tsujitani (1992)
discussed the least squares fitting of model (8.9) to two w a y contingency
tables.
For a t w o - w a y contingency table with only one set of ordered
categories, say the columns, the log-linear model of the data as seen in
Agresti (1994) can be defined as

Inn, = u + u1(i) + u2(j) +TI(l)[s,(j)-lij] (8.10)

where {sj(j)j is the set of column scores for j-l, 2, . . . , J. The value of
which s u m to zero and can be calculated using m a x i m u m likelihood
estimation, is the measure of linearity of the ordered column categories on
the j'th r o w category, and is related to Z n as defined by equation (4.30). To
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show this, consider the model of association for this type of contingency
table given by (5.72). Multiplying this model by n and take the natural
logarithm of both sides of the expression yields

Inn, -lnn + lnp1. + lnp.j+X-ptt-by(j) (8.11)
v=l V n Pi»

Consider the linear component of the ordered column categories.
Then, w h e n natural scores are used, (8.11) is reduced to

Inn, =lnn + lnPi. +lnp . + _ ^ u J _ _ i _ J _ _
a
VnPii

(8.12)

Comparing model (8.12) with the classical log-linear model of (8.10),
then the parameter xJ(i) can be approximated by

?

»

=

^ f c

(813)

The advantage of model (8.11) is that parameters higher than the
linear in the log-linear model of Agresti (1994) can be approximated without
resorting to the m a x i m u m likelihood estimation technique.

8.3.3 Singly Ordered Two-way Tables (VERSION 2)
Consider again the log-linear model of Agresti (1994) given by (8.10).
Beh (1999b) presented an alternative technique to estimating iJ(i), this time
taking into consideration the non-ordinal structure of the row categories.
Consider the model of association (5.82). Then multiplying it by n and
taking the natural logarithm gives
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££ £2 Z, >
l n n i r l n n + lnpi. + l n p , + X Z a i u - r L b v O )
"vn
u=iv=i

<8-14)

If only the linear column component is considered, and natural
scores are used, then (8.14) becomes,

Inn, _inn + lnp1. + lnp.J+Xalu^^--i (8-15)

Comparing model (8.10) with (8.15), for natural scores, the parameter
iJ(i) can alternatively be approximated by
-i

M*

1

^
~
^~"c^7rT^aiuZ(u)1

(8.16)

Consider w h e n N has two row categories which may, for example,
consist of "Yes/No" or "Male/Female" responses. Then (8.16) simplifies to

which is the correlation of the non-ordered rows and ordered columns as
defined in Section 4.4 multiplied by a n /Oj.
The advantage of (8.14) is that is can be used to calculate parameter
values higher than the linear.

8.3.4 Doubly Ordered Two-way Tables
Suppose that N is a doubly ordered two-way contingency table.
Agresti (1994) states that the log-linear model applicable to such a data set is

Inn, = u + m(i) + u2(j) + P[sj(i) - ^][s,(j) - \i}] (8-18)
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where (s^i)} and {sj(i)}, for i=l, 2, . . ., I and j-l, 2, ... J, are the set of row
and column scores. T h e value of m and Uj are the m e a n values of these
r o w a n d c o l u m n scores respectively, while p is the linear-by-linear
association between the t w o sets of categories. H a b e r m a n (1974) proposed a
method of estimating this parameter value using m a x i m u m likelihood
estimation, which Agresti (1994) described.
A n alternative method of calculating the parameter P, is to consider
the exponential model (5.22). Multiplying this model by n, and taking the
natural logarithm of both sides yields

Inn, ~ u + m(i) + Li2(j) + X I a u ( i ( ^ l b v ( j )
K

"

u=iv=i

(8.19)

VVny

where u = lnn, |i1(i) =lnpi. and u2(j) = ln p.j, and is of a similar form to (8.9).
If only the linear components of the rows and columns are considered, that
is w h e n u=v=l, and natural scores are used then (8.19) simplifies to

ZnMO-^ilMj)-^]

l n n i r u + n1(i) + n 2 ( j ) + ^ ^ - - -

CT

(8.20)

J

Comparing model (8.18) with (8.20) leads to the conclusion that the
parameter p in (8.18) can be estimated by

P=

Z

"

(8.21)

OjOjVn

In general, components other than the linear can be considered.
Therefore, while the w o r k of Agresti (1994), Fienberg (1977) restricted
themselves to the linear situation, their models can be extended by
considering higher components of model (8.19). Thus, ordinal log-linear
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analysis of two-way contingency tables can be used to find quadratic-bylinear, linear-by-quadratic and higher bivariate moments.

8.4 Ordinal Log-linear Analysis of Three-way Contingency Tables
8.4.1 Singly Ordered Three-way Tables
Log-linear analysis of multi-way contingency tables can be applied by
using the models suggested in Agresti (1994) or Fienberg (1977). A three-way
contingency table with ordered rows, and unordered columns and tubes,
can be analysed by the model:

lnn,k = u + u1(i) + u2(j) + m ( k ) + Tu(J)[Sl(i) - n,]
+ %(k)[si(i)" Hi] + V o ^ i W " Hi]
where X u i ( 0 = __u2(j) =__u3(k) = 0. The value, TIJ(j), is a measure of linearity
i=l

j=l

k=l

of the rows and its effect on the j'th column category. Similarly, TIK(k) is the
measure of linearity of the rows and its effect on the k'th tube category,
while xIJK(k) is the measure of linearity of the rows and its effect on the j'th
column and k'th tube pair. Therefore TIJK(jk) is related to Yljk. T o show this,
taking the natural log of both sides of (7.65) after multiplying by n yields :

lnn,k = Inn + lnp,. + lnp., + lnp..k + £^ *_fcL (8.23)
u=l v " -^P.j.P..k

When the linear component of the rows is considered, and natural scores
are used, (8.23) becomes :
Y
, 1,k

lnnijk = l n n + lnpi..+lnp.j. + lnp..k +
a
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Comparing models (8.22) with (8.24), xIJK(jk) can be approximated by

* Y
HjK(jk) =
a

J
while

t

p-E
iV P-i-P»k

(8.25)

n

K
=

__ u(i) XV)=0j=l

k=l

8.4.2 Doubly Ordered Three-way Tables
A s s u m e that the rows and columns of N are ordered, while the tubes
are not. Then, a log-linear model for the table, taking into consideration the
ordered structure of the rows and columns, is :

lnnjjk = u + u1(i) + n2(j) + u 3(k) + xIK(k)[Sl (i) - u,] + xJK(k)[s;(j) - u ; ]
(8.26)
+

Pij(k)[si(i)-Hi][sj(j)-^j]

In m o d e l (8.26), xIK(k) is the effect the linearity of the rows has o n the k'th
tube profile, while 1^/^ is the effect of the linearity of the columns o n the
k'th tube category. The values of xIK,k) and xJK(k) correspond to Y 10k and Y 01k
of (4.49) respectively. T h e value of pIJ(k, is related to the linear-by-linear
association of the ordered rows and columns at each unordered tube level,
and differs slightly from the m o d e l of Agresti w h o considered the overall
parameter p i r T o s h o w this, consider the model of association (4.78). Taking
the natural logarithm of this model, after multiplying b y n, yields :

lnn,k = Inn + lnp,.. + lnp,. + lnp..k + £ ^ ) *&&
(8.27)

ilVnJVP^k" PiPxK^fn) V S ^

-282-

Chapter 8 - Further Applications

Consider the linear component of the rows and columns. Then w h e n
natural scores are used, (8.27) becomes :

lnnijk = lnn + lnp^. + lnp.jt + lnp..k + _

™.—(i~Hi)

°WnP»k

Y

Y

OjV n P«k

(8 28)
x

-

cy^jVnP»k

Therefore, comparing model (8.26) with (8.28), the parameters xIK(k), xJK(k)
and PIJ(k) can be approximated by

*10k

xIK(k) =
()

(8.29)

Gl^[npZ
Y

•k

x

xJK(k)

01k

(8.30)

n

GjV P"k

t)=-¥=

8 31

(- )

So the overall linear-by-linear association between the rows and columns of
N , using (8.31) and (4.51) is

u

n(.) = ^i^jVnXP-kPiJ(k) <832)
k=l

while the parameter pw of the model from Agresti (1994) and Fienberg
(1977) can be approximated by

PIJ=J%_
'

(8.33)

OjOjVn

or alternatively as

Pi^ip-Jixk)
k=l

using equation (8.32).
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8.4.3 Completely Ordered Three-way Tables
For a three-way contingency table, where all three variables are
ordered, Fienberg (1977) and Agresti (1994) offer the log-linear model:
lnn,k = u + u1(i) + u2(j) + u3(k) + p0[Sl(i) - mfsjQ) - [i}]
+ Pnc[si(i)-HiIsK(k)-|iK]
+

PjK[s,(j)-H,][sK(k)-^K]

+ PijK[si(i) - Hi][sj(j) - Hj][sK(k) - |iK]
I J K

where Xui(0
i=l

=

__u2(n =__u3(k) =0- The value °f SK(^) *S
j=l

tne score

k=l

associated with the k'th tube category. The values Pu, pIK, PJK describes the

bivariate association term for each pair of variables and are calculated usin
maximum likelihood estimation. These values correspond to the linear-bylinear associations for each pair of variables while PI]K is the trivariate
association term and corresponds to th« linear-by-linear-by-linear
association. To show this, consider the exponential form of model of (7.44).
Taking the natural logarithm of both sides after multiplying by n yields :
I-l 1-1/ 7 \

lnn iik =lnn + lnpi..+logp.i. + lnp..k + y V
+

+

||(^>.«c„W

+

||(^>,(i)c„(k) (836)

___(VWi>b«0>;«(k)
u=iv=iw=iv

vn j

If only the linear components for each of the variables is considered and
natural scores are used, then (8.36) simplifies to
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lnnijk = lnn + lnPi.. -flnp,. + lnp..k +fS_->)lL_il______
W n ;

CTj

Oj

+ f ___.)_____) (__!__] + rz011>|(j-^)(k-^K)
VVn J

0!

aK

l^Vn J

Cj

crK

rzinMi-Hi)(j-Hj)(k-uK)
a']T
a*
VnJ aj
^K

Comparing models (8.35) and (8.37), for natural scores, the parameters
calculated from the log-linear model of (8.35) can be approximated by

Pu=-fV

(8-38)

PiK=-?Mr (8-39)
CfjC_KVn

Zn
ajaKVn
PIJK =

z

_ .*-.ll.
2 U rr

(8-41)

OjajCfjfVn

It can be seen that the models of Agresti (1994) and Fienberg (1977)
consider the centring (about the mean) of the scores while for the analysis
here they are standardise them.
The advantage of model (8.36), say, is that it can be generalised to
consider not only the linear component, but also the quadratic and higher
order component values. The model
M, M2 / z

\

8

lnnijk=lnn + lnpi.. + lnp.j. + lnp.. k +XX -f - KWbvO)
u=iv=iV

i

c

Vn j

+

-IX % M > - M _ _ % K())cw(k)
u=iw=A V n j

v=iw=A V n j

+___Frk(i)b v o)c w (k)
u=iv=iw=iv

vn j
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where Mu

M 2 and M 3 chosen similar to model (7.45). Alternatively, either

the most M1 significant r o w components, M 2 columns components and/or
M 3 tube components can be chosen to improve the model.
The advantage of this type of analysis of a multi-way contingency
table is that the differences between categories of a variable, and the
association and component values can be graphically represented via
correspondence analysis. M a n y authors have described the relationship
between correspondence analysis of non-ordinal contingency tables and loglinear models such as van der Heijden, de Falguerolles & de Leeuw (1989),
van der Heijden & de Leeuw (1985), van der Heijden & Worsley (1988) and
G o o d m a n (1986).

8.5 Ordinal Log-linear Analysis Examples
8.5.1 A Singly Ordered Two-way Contingency Table
Consider Table 5.4 which classifies four analgesic drugs according to
their rating of effectiveness. This data set w a s analysed in Chapter 5 by
taking into account the ordered structure of the judgements.
A s this is a singly ordered contingency table, a singly ordered loglinear analysis as described in Subsection 8.3.2 is applicable.

MLE

Approx

Drug A

0.286637

0.243146

DrugB

0.489972

0.412683

DrugC

-0.369791

-0.321393

DrugD

-0.406817

-0.349117

T

J(i)

Table 8.7 : Log-Linear MLE and Approximated Value of the Parameter xJ(i)
using (8.16) for Table 5.4

Table 8.7 gives the parameter estimates of xJ(i)/ for i=l, 2, 3 and 4,
using m a x i m u m likelihood estimation and the approximation formula of
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(8.16). W h e n using natural scores, it can be seen that the approximated
values compare well with the m a x i m u m likelihood estimates. While there
is a 13-15% deviation between the two sets of values, the approximation
equation offers an alternative to m a x i m u m likelihood estimation and gives
very good parameter estimates.

8.5.2 A Doubly Ordered Two-way Contingency Table
Consider the two-way contingency table of Table 2.1. A s seen in
Chapter 5, it can be considered as a doubly ordered data set. Therefore, the
doubly-ordered log-linear analysis of Subsection 8.4 can be applied.
Haberman (1974) analysed Table 2.1 by estimating the linear by linear
association of the data. Using row scores 3,1, -1, and -3 and column scores 5,
3,1, -1, and -3, Haberman (1974) concluded that the estimate of the linear-bylinear association is 0.848, suggesting that as the parental socio-economic
status improves, so to does the patients mental health; this is the same
conclusion reached in Chapter 2. Using equation (8.21), and the same
scoring schemes, the approximation of the linear-by-linear association is
0.9069; fairly close to Haberman's result.
Therefore, while estimating the association value using m a x i m u m
likelihood estimation, similar results can be obtained from the use of
orthogonal polynomials.

8.5.3 A Doubly Ordered Three-way Contingency Table
Consider again the three-way contingency table of Table 3.4, and
suppose that the set of happiness categories are considered a response
variable while the sibling and schooling variables are the explanatory
variables. Then a log-linear analysis can be conducted using the approach
discussed in Subsection 8.5.2.
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Table 8.8 lists the parameter values of pIJ(k), x K ( k ) and xJK(k) for k-1, 2,
3 using m a x i m u m likelihood estimation and the approximation equations
of (5.25)-(5.27). Table 8.8 shows that the M L E and approximated values
compare very well with each other.
At a tube category level, Table 8.8 shows that the pIJ(k) for each tube
category are similar and compare extremely well with the approximated
values. However, there is a slightly stronger relationship at "Pretty Happy"
which reflects the observation m a d e from Table 3.4 concerning the
interaction between all three variables.
While the m a x i m u m likelihood estimate of xIK(1) and xIK(3) compare
quite well with their

approximated values, there is some discrepancy

between the values for xm). Similarly, the M L E of x J K m and xJK(2) also
compare well with their approximated values, while there is some
discrepancy between the values for xJK(3).

Plj(k)

T

T

IK(k)

JK(k)

Category

Approx

MLE

Not too H a p p y

-0.29027

-0.32591

Pretty Happy

-0.30628

-0.36499

Very H a p p y

-0.28218

-0.28592

Not too H a p p y

0.11468

0.22273

Pretty Happy

0.01672

0.15466

Very H a p p y

-0.40972

-0.37739

Not too H a p p y

-0.01228

-0.02058

Pretty Happy

-0.04051

-0.04658

Very H a p p y

0.21648

0.06716

Table 8.7 : Log-linear MLE

and Approximated Parameter Values of

Table 3.4 Assumed to be Doubly Ordered

Therefore, while only two of the nine parameter values calculated
using M L E and the approximation formulae are different, the method of
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approximation gives very good parameter values from an ordinal log-linear
model.

8.5.4 A Completely Ordered Three-way Contingency Table
Consider the three-way contingency table of Table 3.4. A s all three
variables contain ordinal categories, the linear-by-linear association between
each pair of variables is calculated by using m a x i m u m likelihood
estimation and the parameter approximations of (8.38)-(8.41). A comparison
of these values can be m a d e by observing Table 8.9.

Pu

Pnc

P,K

M L Estimates

-0.3468

-0.2188

0.0726

Approximation

-0.3298

-0.2140

0.0725

Table 8.9 : Log-linear MLE

and Approximated Parameter Values of

Table 3.4 Assumed to Completely Ordered

Note that the three-way association was not approximated because it
w a s found in sub-section 4.11.1 that there w a s no three-way association
between the variables.
The m a x i m u m likelihood estimates of the log-linear model (8.18)
compare very well with the approximations of (8.38)-(8.41) It can be seen
from Example 4.11.1, that as X j is the most significant of the three bivariate
chi-squared statistics, the linear-by-linear association term for the rows and
column is the largest. Similarly, it w a s shown that X2^ w a s the smallest of
the three significant terms, therefore, the linear-by-linear association for the
column and tube categories is the smallest.
Thus, instead of selecting a log-linear model by "trial-and-error" as is
the situation w h e n fitting, testing and refitting a model, the approximations
offered by equations (8.38)-(8.41) offer an alternative and accurate method of
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parameter estimation. Also a far more informative model than that of
Agresti (1994) or Fienberg (1977) can be obtained by selecting significant
parameters which involve m o m e n t s above the location as model (8.32)
does.
Even, if the parameter approximations are not used as a substitute to
ordinal log-linear modelling, they can be used to calculate very good initial
parameter values. Once it is k n o w n which term from the partition of the
chi-squared statistic is significant, then they can be used along with the
parameter approximations to refine the log-linear modelling procedure
without having to resort to the fitting and re-fitting of a model.
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Matrix Approximation
A s Chapter 1 briefly discussed, correspondence analysis requires

reducing two clouds of points to a c o m m o n space which gives the best
possible simultaneous representation of the rows and columns of a
contingency table. In a sense, this means finding a low rank approximation
of the original data set as seen by using the reconstitution formula of
Section 2.7. T h e mechanism

for performing this task lies in the

mathematical tools :

i) Spectral decomposition (SD) for square matrices, and
ii)

Singular value decomposition (SVD), for rectangular matrices

Both these desompositions are basically the same. It will be shown
that S D is a special case of S V D . The reason for the inclusion of a section
devoted to singular value decomposition is largely for completeness. The
partition of the chi-squared statistic in Section 2 is investigated in detail,
whereas, its partition in Section 1 is not. This section of the Appendix aims
at discussing more about singular value decomposition which is not
mentioned in Section 1.
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Al.l Spectral Decomposition
Consider an Ixl symmetric matrix, N , that is, where the number of is
equal to the number of columns. Applying a matrix approximation to this
data set requires reducing an I-dimensional cloud of points d o w n to an

M-

dimensional space, where ideally, M is either 1, 2 or 3 (so that it remains
possible to visualise the profile points).
For this particular data set, spectral decomposition is the preferred
method of matrix approximation. This method requires decomposing the
matrix, N , such that :
N = ADAT

(A.l)

where A contains the eigenvectors of N, while D is a diagonal matrix
containing the eigenvalues. The eigenvectors are subject to the constraint
ATA =J
This decomposition is just an alternative definition of the commonly
k n o w n eigenvalue/eigenvector problem.
Given a system of I equations with I unknowns,

Na = ?ia (A.2)

will have non-trivial solutions for a for the values of X which satisfy th
characteristic equation
|N-Xi| = 0

(A.3)

The values of X are called eigenvalues , and the corresponding solution of
a are called eigenvectors.
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A1.2 Singular Value Decomposition
The singular value decomposition is one of the most useful tools in
matrix algebra, yet it is still not treated in m a n y textbooks for statisticians.
O n e of its largest fields of application, namely low rank matrix
approximation, was reported, but not proven, by Eckart & Young (1936). As a
result, many, especially psychometricians often refer to the technique as the
Eckart-Young Decomposition. However, the decomposition w a s proven
m u c h later by Johnson (1963).
Singular value decomposition can be considered a generalisation of
spectral decomposition. Instead of considering a symmetric matrix, singular
value decomposition finds the low rank approximation to any rectangular
matrix. The advantage of such a method can be seen by noting that most
data sets analysed are of a rectangular form.
Not all fields of research k n o w this method as singular value
decomposition. Other synonyms used include basic structure, canonical
form, singular decomposition and tensor reduction.
Consider an IxJ rectangular two-way contingency table N. N can be
transformed in one of two ways so that the resultant matrix is diagonal.
This transformation requires finding major and minor product moments.
If I>J, then the matrix N has a major product m o m e n t R = N N T ,
while its minor product m o m e n t is defined as S = N T N .
Similarly, if I<J then the matrix N has a major product m o m e n t
R = N T N , while its minor product m o m e n t is S = N N T .
Suppose for n o w I>J.
The spectral decomposition of the major product moment, R, can be
decomposed so that:
R = ADAT
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where A T A = I, while D contains the eigenvalues of A arranged in
descending order.
Similarly the minor product moment, S, has a spectral decomposition

S = BDBT (A.5)

where BTB = I and D contains the eigenvectors of S, arranged in descendin
order. N o w as
R = NNT = ADAT

(A.6)

S = N T N = BDBT

(A.7)

then the singular value decomposition of the rectangular matrix, N, is
defined as :
N = AD 1 / 2 B T

(A.8)

The vectors of the matrices A and B are called the left and right genera
basic vectors respectively. The elements of D 1/2 are referred to as generalised
basic values, or singular values of the contingency table.
Note that equation (A.8) is valid as :
R = NNT
= [AD 1/2 B T ][AD 1/2 B T f
- AD1/2BTBDV2AT
= ADAT
Similarly,
S = NTN
= [AD1/2BT]T[ADV213T]

= BD 1 / 2 A T AD 1 / 2 B T
= BDBT
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Thus instead of having to consider the decomposition of a nondiagonal matrix, N, by conducting two spectral decompositions (one for the
rows and the other for the columns), only one decomposition, called
singular value decomposition, need be made.
The A matrix "summarises" the information in the rows of N. The
rows of A correspond to the rows in N and the columns in A represent the
underlying dimensions in the rows. Similarly, the B matrix "summarises"
information in the columns of N. The rows of B correspond to the columns
in N and the columns in B summarise the underlying dimensions in the
columns of N. The number of rows in A equals the number of rows in N
and the number of rows in B equals the number of columns in N.
The D matrix is the diagonal matrix which contains the singular
values corresponding to the columns of the A and B matrices. These
singular

values

are arranged

in descending

order

such that

A.J > X2 > ... > ^min(I/J) ^ 0 . These values can be thought of as "weights"
indicating the relative "importance" of each dimension of A and B. Thus
the first dimension will always be more important than the second, third
and so on.

Example
Consider this 4x6 rectangular matrix :

'64 57 57 72 36 21"
94 94 105 141 97 71
58 54

65

77

54 54

^46 40

60

94

78 71,

which is constructed using the cell entries of Table 2.1.
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Then applying a singular value decomposition yields :

'-0.360

0.652

0.094

-0.702

0.150

0.376

0.660 Y357.3
-0.585
0

-0.416 -0.012 -0.905 -0.086
-0.452 -0.743 0.174
0.463
f-0.375
-0.356
-0.415
-0.558
-0.388
-0.313

0

0

0

46.99

0

0

V 0
0.447 -0.252 0.608 V
0.446 -0.094 -0.605
0.162 -0.286 -0.283
-0.055 0.538 0.324
-0.437 0.380 -0.268
-0.617 -0.642 0.090

0

0

0
0
12.16
5.817
0

A n application of singular value decomposition is that, if the user
only requires an M-dimensional space, rather than min(I, J)-dimensional
space, where M<min(I, J), then the data matrix m a y be approximated only
considering these M dimensions. T o get this, select only the first M left and
right generalised basic vectors as well as the first M singular values.
For example, consider the first 2 underlying dimensions of the data
matrix. Then the approximated matrix is :

f-0.375 0.447 V
f-0.360 0.652^1
-0.702 0.150 (357.3
N(2) = -0.416

-0.012

0

-0.356

0.446

0 "\ -0.415

0.162

46.99 -0.558 -0.055
-0.388 -0.437

-0.452 -0.743y

-0.313 -0.617
("61.95 59.43

58.42

70.14

36.59 21.39^

97.22 92.37 105.35 139.64 94.35 74.24
55.53 52.66
v44.90

41.83

61.71

83.09

58.04 46.98

61.37

91.99

77.92 72.12

W h e n comparing this with the original matrix, it can be seen that the lower
rank of 2, instead of 4, approximates well the original data values. These
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approximated values can be used as expected values for a chi-squared test to
determine the adequacy of reducing the data from min(I, J) dimensions to 2
dimensions.

Many textbooks discuss the numerical determination of eigenvalues
and eigenvectors; see for example Williams (1972, Chapter 5).
There is m u c h work that has been done in the past to expand upon
the knowledge of singular value decomposition.
Eaton & Tyler (1994) discussed the asymptotic properties of S V D using
Wielandts inequality (Wielandts, 1967).
Meyer (1995) unifies the non-linear approach to S V D with several
iterative techniques available.
W a n g & Nyquist (1991) discussed what happens to the eigenstructure
of a data set w h e n an observation is deleted from the data.
Computationally, Golub & Reinsch (1971) gives a program using
Householders transformation to reduce a data set to a biodiagonal form, and
then applied a Q R algorithm to calculate singular values.
There are m a n y more articles that provide an insight into the
eigenstructure of a data set. See, for example, Gilula (1979), Good (1969),
Maris, de Boeck & van Mechelen (1996), Milan & Whittaker (1995) and
W e r m u t h & R u s m a n n (1993).

A2 Computational Aspects
There are several computer packages and review journal articles
relating to the computational aspects of correspondence analysis. Published
review articles include those by Bond & Michailidis (1996), G o r m a n &
Primavera (1993), Greenacre (1986), Hoffman (1991), Lebart & Morineau
(1982), Thompson (1995), Tian, Sorooshian & Myers (1993).
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There are also m a n y commercially available programs and computer
programs

published

in journal form

which

conduct

a classical

correspondence analysis on a contingency table. For example, Everitt (1994)
offers a very simple program for classical correspondence analysis using the
S-PLUS language. S-PLUS is also the language used for the programs listed
in Section A.3 and is a c o m m a n d orientated instead of being m e n u driven.
The correspondence plot using S-PLUS can be m a d e to be colourful and
contain all the relevant information, such as profile names, and partial
inertia values. The S-PLUS programs included later and that of Everitt
(1994) are relatively short w h e n compared with programs provided by some
authors. This is due to the functional nature of the language. For example,
the program of Everitt (1994) and the program C O R R (Subsection A.3.1) uses
the singular value decomposition function svd.
Tian et al (1993) gives a program called M A T C O R S written using the
language Matlab . Their program allows for supplementary row and column
categories to be included, an issue which Greenacre (1984) feels is an
important feature in correspondence analysis. The program of Tian and his
co-authors allow for the analysis of a contingency table with a large number
of rows and columns. The output is thorough with graphs for relative and
absolute contributions of profiles to each principal axis, error profiles and
supplementary projections, including an optimal correspondence plot.
There are also m a n y commercially available packages. Hoffman (1991)
and Thompson (1995) give a good review of, between them, eight packages.
Hoffman (1991) discussed Dual3 (version 3.2), M A P W I S E (version 2.01),
P C - M D S (version 5.0) and S i m C A (version 1.5). S i m C A (version 1.0) was
discussed by Greenacre (1986). Dual3 deals with the dual scaling approach to
correspondence analysis of Nishisato (1984) and w a s written by Shizuhiko
and Ira Nishisato. It is written in BASIC and so is c o m m a n d orientated
rather than m e n u driven. Hoffman (1991) suggests that Dual3 is easy to use
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only if the researcher has prior knowledge of dual scaling (or simple
correspondence analysis). However, the program will only calculate
solutions u p to three dimensions. Hoffman also suggests that M A P W I S E is
not the best package to use. The documentation is wrought with "incorrect
assertions and misleading statements" (Hoffman, 1991, pg 308). However,
comparing M A P W I S E with other correspondence analysis programs, it is
m e n u orientated, easy to use and is colourful. M A P W I S E can handle
contingency tables containing up to 100 rows and 100 columns, and is largely
written for industrial applications.
S i m C A is a computer package largely written for the correspondence
analysis of two-way contingency tables, but can conduct a multiple
correspondence analysis only if the data is presented in the form of an
indicator matrix. It is written in M S BASIC and unlike Nishisato's program
(Dual3) can calculate solutions up to the tenth dimension. As it is written to
be able to analyse indicator matrices, S i m C A can analyse a contingency table
with u p to 175 columns and virtually unlimited rows (however, the larger
the data set, the slower the computational power), and thus is a very good
program to use.
T h o m p s o n (1995) reviewed four other commercially available
packages; B M D P (version 7.0), N C S S (version 5.3), S A S (version 6.07) and
SPSS (version 6.0).
As far as worked examples is concerned, Thompson feels that B M D P
is a good start for those learning correspondence analysis, while S A S is also
very good in this respect (but with fewer examples). However, the S A S
documentation is more technical than the other three packages reviewed,
while the SPSS documentation is good. All of the programs will conduct a
simple correspondence analysis. However, all except N C S S , will calculate a
multiple correspondence analysis. The three programs that perform this
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analysis do so via the Burt matrix. SAS, N C S S and B M D P will permit an
analysis of supplementary categories, yet SPSS will not.
Lebart & Morineau (1982) reviewed their program which performs a
correspondence analysis of two-way and multi-way contingency tables.
Their program, written in F O R T R A N also performs a principal component
analysis and cluster analysis on the data, and can analyse contingency tables
consisting of hundreds of rows and thousands of columns.
Bond & Michailidis (1996) have also written a program capable of
performing

correspondence

analysis on

two-way

and

multi-way

contingency tables. Their program, called A N A C O R , is written in Lisp-Stat
and its performance is claimed (by the authors) to be as good as the
commercially available products, and in some respects, better. Their package
has one advantage that m a n y of the others do not have, and that is mousedriven zooming capabilities for the correspondence plot. W h e n analysing
large contingency tables, the correspondence plot can often look very
cluttered, especially toward the centroid, where m a n y profile categories m a y
be positioned. A N A C O R allows for the user to zoom-in or zoom-out of the
plot by drawing a square around the region that is to be investigated using
the mouse. A N A C O R is also m e n u driven and consists of colour graphics.
G o r m a n & Primavera (1993) described their program M C A . E X E which
performs a multiple correspondence analysis via the indicator or Burt
matrices. The program is written in Q U I C K B A S I C 4.5 and can be executed
on an M S / D O S or D C / D O S machine. The program can handle any number
of observations/people classified into a contingency table, however, the total
number of categories must not exceed 70.

A3 S-PLUS Programs
The following programs are written in S-PLUS and can execute m a n y
different analyses relating to the material in Sections 1 and 2.
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Firstly, there are programs for the analysis of two-way and multi-way
contingency tables. Programs for the multiple correspondence analysis of a
two-way or a three-way contingency table m a k e use of the two-way program
corr by using the indicator matrix (indicator) and the Burt matrix (burt).
In this w a y M C A using the approaches discussed in Subsections 3.2, 3.3 and
3.5 can be analysed. For the use of the Gifi system refer to Gifi (1990) where
the program H O M A L S can analyse a variety of variations to correspondence
analysis. For joint correspondence analysis the algorithm of Greenacre (1988,
1990, 1991) or Boik (1996) can be incorporated into these programs.
There are also programs relating to the work discussed in Section 2. A
program is offered for the simple correspondence analysis of doublyordered
contingency tables, where a scoring scheme is required as an input to reflect
the ordinal structure of the data. This program is called docorr.
A compter program is offered which partitions the chi-squared
statistic for a three-way contingency table into component values called
partition3.
A function called corrplot is also included which will construct any
correspondence plot, complete with labelled profile positions and partial
inertias, with the dimensions required by the user as input parameters.
All programs are written in the language S-PLUS and are written in
function mode. Minor modifications to the programs can be m a d e if they
are to be executed in B A T C H mode.

A.3.1 Simple Correspondence Analysis - corr
The program c o r r conducts a simple correspondence analysis of a
contingency table. The input parameters are the data set, N, and the number
of dimensions required for the correspondence plot, M. The default number
of dimensions for the plot is set at min(I, J)-l. The program tests to make
sure that the data set inputed is a contingency table by testing that the cell
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values are not negative and are integer values. A test of the number of
dimensions required for the subspace is made, by only accepting values of M
greater than zero, and less than min(I, J)-l. If either of these tests fail,
the program is dumped. The output for the program is, the data set so that a
check of the correct data set can be made, the row and column profile coordinates, f and g respectively, the total inertia, tinertia, the principal

inertias, pinertia, and the percentage contribution of each principal inertia
to the total inertia, perca.
corr_function(N, M=min(nrow(N)-1, ncol(N)-l)){
######################################################################
#

#

#
This program executes a simple correspondence analysis on
#
#
a two-way contingency table.
#
#
#
There are only two input parameters - M, the number of
#
dimensions for the
#
#
plot, usually 2
#
#
- the contingency table #
#
The ouput consists of - row and column co-ordinates
#
#
- principal inertias
#
#
- total inertia
#
#
- the percentage contribution each
#
#
principal
#
#
makes to the total inertia
#
#
#
######################################################################
if(any(N<0) II any (is.integer(N))=F){
stop("Your data set is NOT a contingency table")
}

if(M>=min(nrow(N), ncol(N)) II M<0) {
stop("Incorrect number of dimensions")
}
Inames_dimnames(N)[1]
Jnames_dimnames(N)[2]
I_nrow(N)
J_ncol(N)
n_sum(N)
p_N*(l/n)
Imass_as.matrix(apply(p, 1, sum))
Jmass_as.matrix(apply(p, 2, sum))
ItC_rmass%*%t(cmass)
y_p-ItC
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dl_diag(rmass, nrow=I, ncol=I)
dJ_diag(cmass, nrow-J, ncol=J)
Ih_ImassA-0.5
Jh_JmassA-0.5
dlh_diag(lh, nrow=I, ncol-I)
dJh_diag(Jh, nrow=J, ncol=J)
x_drh%*%y%*%dch
sva_svd(x)

###################################
# Singular Value Decomposition
#

A_sva$u[, 1:M]
B_sva$v[, 1:M]
mu_sva$d

#####################################
# A=left generalised basic vector #
# B=right generalised basic vector #
# mu = vector of singular values
#

dmu_diag(mu[l:M], nrow=M, ncol=M)
dimnames(f)_1ist(paste(Inames[[1]]),paste(1:M))
dimnames(g)_list(paste(Jnames[[1]]),paste(l:M))
pinertia_mu[mu>0]*mu[mu>0]
#########################
#
total inertia
#
#########################

tinertia_sum(pinertia)
perca_pinertia/tinertia

list(N, f=round(f,digits=5), g-round(g,digits=5),
totalinertia=round(tinertia,digits=5),pinertia=
round(pinertia,digits = 5), perca=round(perca*100,digits=4) )

For example, suppose the contingency table given by Table 2.1 which

is defined as the S-plus object socec .dat. Then the program will presen
the output :
corr(socec.dat)
$N:
A B
C
D E F
Well 64 57 57 72 36 21
Mild 94 94 105 141 97 71
Moderate 58 54 65 77 54 54
Impaired 46 40 60 94 78 71
$f:
1
2
3
Well -0.25954 -0.01210 0.02259
Mild -0.02959 -0.02365 -0.01982
Moderate 0.01421 0.06990 -0.00323
Impaired 0.23739 -0.01890 0.01585
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$g:
2
3
1
0.02753
A -0.18093 0.01925
B -0.18500 0.01163 -0.02739
C -0.05903 0.02220 -0.01057
D
0.00889 -0.04208 0.01102
E 0.16539 -0.04361 -0.01037
0.00482
F
0.28769 0.06199
$tinertia:
[1] 0.0277
$pinertia:
[1] 0.02602 0.00138 0.00030 0.00000
Sperca:
[1] 93.9460

4.9785

1.0755

0.0000

A.3.2 Indicator Matrix - indicator
The program indicator converts a two-way or three-way
contingency table to its indicator matrix form.
indicator_function(N){
n_sum(N)
I_dim(N)[1]
J_dim(N)[2]
if(length(dim(N))==2){
K_l
}else{
K_dim(N)[3]
}
vect_vector(mode-"numeric", length=(I*J*K))
Zl_matrix(0, nrow-n, ncol=I)
Z2_matrix(0, nrow=n, ncol=J)
Z3_matrix(0, nrow=n, ncol=K)
indN_cbind(rep(c(l:I), c(apply(N,1,sum))),
rep (c (rep (1: J, I) ) , c (t (apply (N, c (1, 2) , sum) )) ),
rep(c(rep(l:K,(I * J))),c(t(N))))
for(size in l:n) {
Zl[size,indN[size, 1] ]_1
Z2[size,indN[size, 2]]_1
Z3[size,indNfsize,3]]_1
>

if(K>l) {
Z_cbind(Zl, Z2, Z3)
}else {
Z_cbind(Zl, Z2)
}
return(Z)
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For example, applying i n d i c a t o r to Table 3.1 yields
> indicator(table3.1)
[1/]
[2,]
[3,]
[4,]
[5,]
[6,]
[7,]
[8,]
[9,]
[10,]
[11,]

[,1] [,2] [,3] [,4] [,5]
1
0
1
0
0
1
0
0
1
0
1
0
0
1
0
1
0
0
0
1
1
0
0
0
1
0
1
1
0
0
0
1
1
0
0
0
1
0
1
0
0
1
0
1
0
0
1
0
1
0
0
1
0
0
1

w h i c h is Table 3.2.

A.3.3 Burt Matrix -burr.
T o convert a contingency table of size to a Burt matrix the following
code can be used.
burt_function(N){
Z_indicator(N)
Burt_t(Z)%*%Z

\

return(Burt)

For example, suppose that b u r t is executed with s o c e c . d a t as the
data set. T h e n the output is :

burt (socec.dat)
[1,]
[2,]
[3,]
[4,]
[5,]
[6,]
[7,]
[8,]
[9,]
[10,]

307
0
0
0
64
57
57
72
36
21

0
602
0
0
94
94
105
141
97
71

0
0
362
0
58
54
65
77
54
54

0
0
0
389
46
40
60
94
78
71

64
94
58
46
262
0
0
0
0
0

57
94
54
40
0
245
0
0
0
0
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57
105
65
60
0
0
287
0
0
0

72
141
77
94
0
0
0
384
0
0

36
97
54
78
0
0
0
0
265
0

21
71
54
71
0
0
0
0
0
217
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A.3.4 Orthogonal Polynomials - orthooolv
The program orthopoly calculates the orthogonal polynomials
required for an ordinal correspondence analysis. The input parameter
marginals is the marginals of the categories used and must add up to one,
while scores is the scoring scheme applied to polynomials. The default set
of scores are natural scores. The program tests whether the number of
scores, if a scoring scheme is given, is equal to the number of marginal
probabilities specified in marginals. If this test fails, the program is
dumped. The programs output is the matrix of orthogonal polynomials,
ortho.
orthopoly_function(marginals, scores=c(1:length(marginals))){
L_length(marginals)
if (length(scores)!=L){
stop("Sorry - Incorrect Number of Scores")
}
a_matrix(0, nrow=L, ncol=L)
A_vector(mode-"numeric", length=L)
B_vector(mode-"numeric", length=L)
C_vector(mode-"numeric", length=L)
for(u in 1:2) {
A[u]_0
B[u]_0
C[u]_0
}
for(l in 1:L) {
a[l, 1]_1
a[2, 1]_( (marginals%*%(scoresA2)-(marginals%*%scores) A
2)A-0.5)*(scores[1]-marginals%*%scores)
}
for(u in 3 :L) {
f o r d in 1:L) {
B[u]_sum(marginals*scores*(a[u-l,]A2))
C[u]_sum(marginals*scores*a[u-l,]*a[u-2,])
A[u]_(sum(marginals*(scoresA2)*(a[u-l,]A2))(B[u]A2)-(C[u]A2))A-0.5
a[u,l]_A[u]*((scores[1]-B[u])*a[u-l, 1]C[u]*a[u-2, 1])
}
}
ortho <- t(a)
return(ortho)
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For example, w h e n the row marginal probabilities, called Imass, are
used with natural scores (the default), the orthogonal polynomials
generated from orthopoly is
orthopoly(Imass)
[,2]
[,3]
[,4]
M ]
[1,]
1 -1.4394275 1.3961752 -0.6212159
[2,]
1 -0.4809640 -0.7892349 0.9503983
[3,]
1 0.4774996 -0.9271784 -1.5804967
[4,]
1 1.4359632 0.9823449 0.4902655

A.3.5 Table of Component Values - comp stable
The program compstable calculates component values for a two-way

contingency table given the data's Z values as defined by equation (4.39).
compstable_function(Z) {
tZZ_t(Z)%*%Z
ZtZ_Z%*%t(Z)
factor_sum(diag(tZZ) )
comps_matrix(0,nrow=9,ncol=2)
###############################
#
Category 1
#
###############################
comps[2,l]_tZZ[l,1]
# Location Component for Category 1#
comps[2,2]_l-pchisq(comps[2,1],nrow(Z))
#P-Value for the Location Comp of Category 1#
comps[3,l]_tZZ[2, 2]
#Dispersion Component for Category 1#
comps[3,2]_l-pchisq(comps[3,1] ,nrow(Z))
#P-value for the Dispersion Comp of Category 2#
comps[4,l]_factor-(comps[2,l]+comps[3,1])
#Error of Row Components for Category 1#
if(ncol(Z) > 2) {
comps[4,2]_l-pchisq(comps[4,1],nrow(Z)*(ncol(Z)-2))
#P-value for the Errors of Category 1#
}else{
comps[4, 2] <- 0
}
###############################
#
Category 2
#
###############################
comps[6,l]_ZtZ[l,l]
#Tube Location Component for Category 2#
comps[6,2]_l-pchisq(comps[6,1],ncol(Z))
#P-value of the Location Comp for Category 2#
comps[7,l]_ZtZ[2,2]
#Dispersion Component for Category 2#
comps[7,2]_l-pchisq(comps[7,1] ,ncol(Z))
#P-value of Dispersion Comp of Category 2#
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comps [8, l]_factor- (comps [6, l]+comps[7, 1] )
#Error of Components for Category 2#
if(nrow(Z)>2){
comps[8,2]_l-pchisq(comps[8,1],(nrow(Z)-2)*ncol(Z))
#P-value of Errors for Category 2#
}else{
comps[8,2]_0
}
comps[9,1]_factor
comps[9, 2]_l-pchisq(comps[9,1],nrow(Z)*ncol(Z))
return(comps)
}

For example, if the matrix of Z values is obtained for socecdat,
then the location, dispersion and error component values those given in
Table 5.1.

A.3.6 Ordinal Correspondence Analysis - docorr
The program docorr conducts a doubly ordered correspondence

analysis on a two-way contingency table. The program is easily adjustable t
conduct a singly ordered analysis. The input variables are the data set N,
number of dimensions in the correspondence plot, M, and the row and
column scores, rowscores and columnscores, used. Natural scores are

used as the default, while the default value of M is min(I, J)-l. Tests are

to make sure that, if row and/or column scores are specified, the number of
row scores is the same as the number of rows in N, while the number of
column scores is the same length as the number of columns of N. The

output of the program consists of the data set, N, so that a check of the c
data analysed can be made, the row and column profile co-ordinates, f s and
gs, the total inertia, tinertia, the row and column location, dispersion
and error components along with the percentage contribution of each,
within comps, and the matrix of bivariate associations, z.
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docorr_function(N,K=min(nrow(N) -1,ncol(N)-1),rowscores=c(1:nrow(N)) ,
columnscores = c(1:ncol(N))){
if(any(N < 0) || any(is.integer(N))=F) {
stop("Sorry - the data you inputed was NOT a contingency
table")
}
if(K>=min(nrow(N),ncol(N)) I I K<=0){
stop("Sorry - incorrect number of dimensions")
}
if(length(rowscores) !=nrow(N) I I length(columnscores) !=ncol(N)){
stop("Sorry - Length of scores NOT equal number of categories")
}
I_ dim(N)[1]
J_dim(N)[2]
Inames_dimnames(N)[1]
Jnames_dimnames(N)[2]
n_sum(N)
p_N*(l/n)
Imass_apply(p,1,sum)
Jmass_apply(p,2,sum)
dl_diag(Imass,nrow=I, ncol = I)
dJ_diag(Jmass,nrow=J,ncol=J)
#################################################################
#
#
#
ORDINAL CORRESPONDENCE ANALYSIS
#
#
#
#################################################################
As_orthopoly(Imass,rowscores)
Bs_orthopoly(Jmass,columnscores)
Z_t(As[,-1])%*%p%*%Bs[,-1]*sqrt(n)
comps_compstable(Z)
fs_solve(dI)%*%p%*%Bs[,-l]
gs_solve(dJ)%*%t(p)%*%As[,-1]
fs_fs[,l:K]
gs_gs[,1:K]
Icompnames_c("** Row Inertias **","Location","Dispersion",
"Error","** Columns Inertias **","Location",
"Dispersion","Error", "Total Inertia")
Jcompnames_c("Component Value","P-value")
dimnames(Z)_list(paste("Poly",1:(rr-1)),paste("Poly",1:(cc-1)))
dimnames(fs)_list(paste(Inames[[1]]),paste(l:K))
dimnames(gs)_list(paste(Jnames[[1]]),paste(1:K))
dimnames(comps)_list(paste(Icompnames),paste(Jcompnames))
list(N,fs=round(fs,digits=5),gs=round(gs,digits=5),
comps=round(comps,digits=5),Z=round(Z,digits=5))
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For example, suppose that d o c o r r is executed with Table 2.1
(socec. dat) used as the data set. Then the output is :
> docorr(socec.dat)
[[1]]:
A B
C
D
Well 64 57 57 72
Mild 94 94 105 141
Moderate 58 54 65 77
Impaired 46 40 60 94

E
36
97
54
78

F
21
71
54
71

$fs:
M l
[,2]
[,3]
[1,1 -0.25317 -0.05248 -0.00588
[2,] -0.02338 -0.02897 -0.00328
[3,] 0.00585 0.04399
0.05003
[4,] 0.23053 0.04531 -0.03683
$gs:
1
2
3
A -0.16635 0.02511 -0.07457
B -0.17973 -0.02196 -0.04820
C -0.05350 -0.01608 -0.03113
D
0.00076 0.02654
0.03559
E 0.14837 0.00099
0.08573
F
0.29199 -0.03243
0.01795
[[4]]:
** Row Components **
Location
Dispersion
Error
** Columns Components **
Location
Dispersion
Error
Chi-squared

Component Value
0 .00000
0 .02451
0 .00172
0 .00147
0,.00000
0..02429
0..00052
0..00290
0..02770

P--value
0 .00000
0 .00000
0 .41530
0..98230
0..00000
0,,00000
0..97330
0.,43980
0.,99999

[[5]]:
Poly 1
Poly 2
Poly 3
Poly 4
Poly 5
Poly 1 0.149654168 0.038851839 -0.005048351 0.007453792 -0.017402205
Poly 2 -0.006796226 -0.003726334 -0.019172354 0.006365817 0.006907179
Poly 3 0.045496013 -0.013911889 -0.021929815 -0.012083630
0.002449750

A.3.7 Correspondence Plot - corrolot
The program corrplot provides a two-dimensional correspondence

plot of the data with the specified axes drawn. This function will run w

either high- or low-resolution graphics. In order for the plots to be ma

with high-resolution, the graphics option must be set by typing motif ()

on, for example, Sun workstations. Low-resolution graphics can be achiev
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by using the p r i n t e r function within S-PLUS, running the c o r r p l o t
function, then typing show ( ) to print the plot on the screen. The input

parameters for this fuction include x and y, the two co-ordinate systems to

be visualised. For a joint representation of the row and column profile coordinates from simple correspondence analysis, x and y would be f and g
respectively. The two principal axis to used be used in the plot are also
specified as functions. The default axes used are the first and second
principal axes.
corrplot_function(x, y, diml=l, dim2=2){
par(pty ="s", pin=c(3, 3))
xlabels_dimnames(x)[1]
ylabels_dimnames(y)[1]
plot(x[, diml], x[, dim2], pch ="*", xlim-range(x, y),
ylim=range(x, y ) , xlab = c("Principal Axis", diml),
ylab = c("Principal Axis", dim2))
par(new = T)
plot(y[, diml], y[, dim2], pch ="#", xlim-range(x, y),
ylim=range(x, y ) , xlab = " ", ylab = " ")
text(x[, diml], x[, dim2], labels-xlabels, adj=0)
text(y[, diml], y[, dim2], labels=ylabels, adj=l)
abline(h=0, v=0)
}

When running corrplot when the row and column profile coordinates are those obtained from executing corr on socec .dat, then the
output is just Figure 2.1

A.3.8 Chi-squared Partition - partition3
The program partition3 partitions the three-way Pearson chi-

squared statistic for a completely ordered three-way contingency table into
three-way and three two-way terms. Each term is then partitioned into
location, dispersion and higher order components for the row, column and
tube variables. The input parameters are the contingency table, N, and the
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row, column and tube scores, r o w s c o r e s , c o l s c o r e s and t u b e s c o r e s
respectively. If either of the scoring schemes are not specified, natural

are used by default. The output consists of the linear, dispersion and err
components for each term, and includes the linear-by-linear, linear-byquadratic, quadratic-by-linear and quadratic-by-quadratic components for
each term. The program also makes use of the programs orthopoly
described in A.3.4 to calculate the orthogonal polynomials of an ordered
variable. This program can be easily adjusted to analyse a three-way
contingency table with only one or two ordered variables.

partition3_function(N, rowscores-c(1:dim(N) [1]),colscores=
c(l:dim(N)[2]), tubescores=c(1:dim(N)[3])){
#################################################################
#
#
#
#
This program conducts a threeway Beh's correspondence
#
#
analysis of a threeway contingency table.
#
Input variables are :
#
#
- the data matrix
#
#
- the row scores (deafault are natural)
#
#
- the column scores (default are natural)
#
#
- the tube scores (default are natural)
#
#
#
#################################################################
if(any(N < 0) I I any(is.integer(N))=F) {
stop("Sorry - the data you inputed was NOT a
contingency table")
}
if(length(rowscores)!= dim(N)[l] II length(colscores)!=dim(N)[2]
I | length(tubescores) !=dim(N) [3] ) {
stop("Sorry - Length of scores NOT equal number of
categories")
}
I_dim(N) [1]
J_dim(N)[2]
K_dim(N)[3]
Inames_dimnames(N)[1]
Jnames_dimnames(N)[2]
Knames_dimnames(N)[3]
#################################################################
#

#

#

#

Declaration of vectors

#
#
#################################################################
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duml_vector(mode = "numeric",length=((I*J*K)*(I-l)*(J-l)*(K-1) ) )
dim(duml)_c(I,J,K,I-l,J-l,K-1)
dum2_vector(mode="numeric",length=((I*J*K)*(I-l)*(J-l)))
dim(dum2)_c(I,J,K,I-l, J-l)
dum3_vector(mode ="numeric",length=((I*J*K)*(I-l)*(K-1)))
dim(dum3)_c(I,J,K,I-1,K-1)
dum4_vector(mode-"numeric",length=((I*J*K)*(J-l)*(K-1)))
dim(dum4)_c(I,J,K,J-l,K-1)
Zl_vector(mode="numeric",length=((I-l)*(J-1)*(K-1)))
dim(Zl)_c(I-l,J-1,K-1)
Z2_vector(mode="numeric",length=((I-l)*(J-l)))
dim(Z2)_c(I-l,J-l)
Z3_vector(mode="numeric",length=((I-l)*(K-1)))
dim(Z3)_c(I-l,K-l)
Z4_vector(mode-"numeric",length=((J-l)*(K-1)))
dim(Z4)_c(J-l,K-l)
#

#

#
#

General stuff for analyses, such as probability matrix,
p, and row, column and tube probability marginals.

#

#
#
#

n_sum(N)
P_N/n
Imass_apply(p,1,sum)
Jmass_apply(p,2,sum)
Kmass_apply(p,3,sum)
dl_diag(Imass,nrow=I,ncol=I)
dJ_diag(Jmass,nrow=J,ncol=J)
dK_diag(Kmass,nrow-K,ncol-K)
#################################################################
#
#
#
Declaration of vectors for orthogonal polynomials
#
#
~
#
#################################################################
AI_orthopoly(Imass,rowscores)
AJ_orthopoly(Jmass,colscores)
AK_orthopoly(Kmass,tubescores)
#################################################################
#
#
#
Calculation of Z association matrices from the
#
#
orthogonal partition of the Classical Pearson
#
#
Chi-squared statistic
#
#
#
- Zl is the matrix of threeway associations
#
- Z2 is the twoway matrix of associations for
#
#
the rows and columns
#
#
- Z3 is the twoway matrix of associations for
#
#
the rows and tubes
#
#
- Z4 is the twoway matrix of associations for
#
#
the columns and tubes
#
#
#
#################################################################
for (u in 1: (I-l)){
for (v in 1:(J-l)){
for (w in 1:(K-1)){
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for (i in 1:1) {
for (j in 1:J) {
for(k in 1:K) {
duml[i,j,k,u,v,w]_AI[i,u+l]*AJ[j,v+l]*AK[k,w+l]*p[i, j,k]
dum2[i,j,k,u,v]_AI[i,u+1]*AJ[j,v+1]*p[i,j , k]
dum3[i,j,k,u,w]_AI[i,u+l]*AK[k,w+l]*p[i,j,k]
dum4[i,j,k,v,w]_AJ[j,v+l]*AK[k,w+l]*p[i,j,k]
}
Zl[u,v,w]_sqrt(n)*sum(duml[,,,u,v, w]
Z2[u,v]_sqrt(n)*sum(dum2[,,,u,v])
Z3[u,w]_sqrt(n)*sum(dum3[,,,u,w])
Z4[v,w]_sqrt(n)*sum(dum4[,,,v,w])
}

dimnames(Zl)_list(paste("Poly",1:(I-l),sep=""),paste("Poly",
l:(J-l),sep = ""),paste("Poly",1:(K-1),sep= ""))
dimnames(Z2)_list(paste("Poly",1:(I-l),sep=""),paste("Poly",
l:(J-l),sep=""))
dimnames(Z3)_list(paste("Poly",1:(I-l),sep=""),paste("Poly",
1:(K-1),sep=""))
dimnames(Z4)_list(paste("Poly",1:(J-l),sep=""),paste("Poly",
1:(K-1),sep=""))
#################################################################
#

#

#
#
#
#
#
#

#
#
#
#
#
#

Calculation of Chi-square statistic for the
- threeway interaction between the rows, columns and
tubes (factor1);
- twoway interaction of the rows and columns (factor2);
- twoway interaction of the rows and tubes (factor3);
- twoway interaction of the columns and tubes (factor4).

#
"
#
#################################################################

factorl_sum(ZlA2)
factor2_sum(Z2A2)
factor3_sum(Z3A2)
factor4_sum(Z4A2)
totalinertia_factorl+factor2+factor3+factor4
#################################################################

#

Row/Column

#

#################################################################

compsIJ_compstable(Z2)
rcompnamesIJ_c("** Row Components **","Location","Dispersion",
"Error","** Column Components **","Location",
"Dispersion","Error", "** Chi-squared **")
ccompnames_c("Component Value","P-value")
dimnames(compsIJ)_list(paste(rcompnames),paste(ccompnames))
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#################################################################

#

Row/Tube

#

#################################################################

compsIK_compstable(Z3)
rcompnamesIK_c("** Row Components **","Location","Dispersion",
"Error","** Tube Components **","Location",
"Dispersion","Error","** Chi-squared **")
ccompnamesIK_c("Component Value","P-value")
dimnames(compsIK)_list(paste(rcompnamesIK),paste(ccompnamesIK))
#################################################################
#
Column/Tube
#
#################################################################
compsJK_compstable(Z4)
rcompnamesJK_c("** Column Components **","Location",
"Dispersion","Error", "** Tube Components **",
"Location","Dispersion","Error","** Chi-squared
* * 11

ccompnamesJK_c("Component Value","P-value")
dimnames(compsJK)_list(paste(rcompnamesJK), paste(ccompnamesJK))
#################################################################
#
Row/Column/Tube
#
#################################################################

compsIJK_matrix(0,nrow=13, ncol=2)
compsIJK[2,l]_sum(Zl[, ,1]A2)
compsIJK[2,2]_l-pchisq(compsIJK[2,l], (I-l)*(J-l))
compsIJK[3,l]_sum(Zl[, ,2] A 2)
compsIJK[3,2]_l-pchisq(compsIJK[3,l], (I-l)*(J-l))
compsIJK[4,l]_factorl-(compsIJK[2,1]+compsIJK[3,1])
if (K==3){
compsIJK[4,2]_0
}©Is©{
compsIJK[4,2]_l-pchisq(compsIJK[4,l], (I-l)*(J-l)*(K-3))
"
}
compsIJK[6,l]_sum(Zl[,l,]A2)
compsIJK[6,2]_l-pchisq(compsIJK[6,l] , (I-l)*(K-1))
compsIJK[7,l]_sum(Zl[,2,]A2)
compsIJK[7,2]_l-pchisq(compsIJK[7,l],(I-l)*(K-1))
compsIJK[8,l]_factorl-(compsIJK[6,1]+compsIJK[7,1])
compsIJK[8,2]_l-pchisq(compsIJK[8,l],(I-l)*(J-3)*(K-1))
compsIJK[10,l]_sum(Zl[l, , ]A2)
compsIJK[10,2]_l-pchisq(compsIJK[10,l],(J-l)*(K-1))
compsIJK[ll,l]_sum(Zl[2, , ]A2)
compsIJK[ll,2]_l-pchisq(compsIJK[ll,l],(J-l)*(K-1))
compslJK[12,1]_factorl-(comps UK[10,1]+compsIJK[11,1])
compsIJK[12,2]_l-pchisq(compsIJK[12,1],(1-3)*(J-l)*(K-1))
compsIJK[13,l]_factorl
compsIJK[13,2]_l-pchisq(compsIJK[13,1],(I-l)*(J-l)*(K-1))
rcompnamesIJK_c("** Row-Column **","Location","Dispersion",
"Error","** Row-Tube **","Location","Dispersion",
"Error","** Column-Tube **", "Location","Dispersion",
"Error","** Chi-Squared**")
ccompnamesIJK_c("Component Value","P-value")
dimnames(compsIJK)_list(paste(rcompnamesIJK),(ccompnamesIJK))
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list(N,ZIJK=round(Zl,digits = 4),ZIJ=round(Z2,digits=4) ,
ZIK=round(Z3,digits=4),ZJK=round(Z4,digits=4),
compXIJ=round(compsIJ,digits=4),compXIK=round(compsIK,
digits=4),compXJK=round(compsJK, digits=4) ,
compXIJK=round(compsIJK,digits=4) ,
chisquare= round(totalinertia, digits = 5))

For example, w h e n the contingency table given by Table 3.1 is written

as the object happy .dat in S-plus, and executing chipart with natural r
column and tube scores, the output is :
> chipart(happy.dat)
[[1]]:

[1,]
[2,]
[3,]
[4,]

[,1] [,2] [,3] [,4]
15
34
36
22
31
60
46
25
35
45
30
13
18
14
3
3

[,5]
61
26
8
4

[1,]
[2,]
[3,]
[4,]

M l [,2] [,3] [,4]
17
53
70
67
60
96
45
40
63
74
39
24
15
15
9
2

[,5]
79
31
7
1

[1,]
[2,]
[3,]
[4,]

1]
7
5
5
2

2] [,3]
23
20
11
12
4
10
2
1

4] [,5]
16
36
12
7
4
3
0
1

$ZIJK:
, , Polyl
Poly3 Poly4
Poly2
Polyl
Polyl -0.0576 -0.2652 0.5850 0.2444
Poly2 1.6993 -1.8574 0.3732 1.7438
Poly3 0.1315 -0.6724 -0.4118 0.5328
, , Poly2
Poly3
Poly4
Polyl
Poly2
Polyl 0.4481 -1.0665 •1.3226 -0.8430
Poly2 -0.9379 2.6776 1.1823 -0.0134
Poly3 -0.2394 -0.4614 •1.3569 0.1897
$ZIJ:
Poly3
Polyl Poly2
Poly4
Polyl -14.4157 0.6273 •0.9767 •0.9101
Poly2
3.7427 2.6791 0.0423 1.7626
Poly3 -0.6351 0.3634 0.3483 •0.6000
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$ZIK:
Polyl
Poly2
Polyl -4.9333 -2.7126
Poly2 1.2646
2.1675
Poly3 -1.6497 0.6515
$ZJK:
Polyl Poly2
Polyl 2.4619 3.4694
Poly2 -0.6957 0.6989
Poly3 -0.9682 1.4937
Poly4 -1.1296 1.5189
$compXIJ:
Row Components
Location
Dispersion
Error
Column Components
Location
Dispersion
Error
Chi-squared

Component Value P-value
0.0000 0. 0000
222.2234 0. 0000
7.7034 0. 0526
5.3720 0. 4971
0.0000 0. 0000
209.9878 0. 0000
24.2943 0. 0001
1.0168 0. 9072
235.2988 0. 0000

$compXIK:
** Row Components **
Location
Dispersion
Error
** Tube Components **
Location
Dispersion
Error
** Chi-squared **

Component Value P-value
0.0000 0.0000
28.6582 0.0000
12.4805 0.0059
0.0000 0.0000
0.0000 0.0000
31.6954 0.0000
6.2973 0.0429
3.1460 0.2074
41.1387 0.0000

$compXJK:
** Row Components **
Location
Dispersion
Error
** Tube Components **
Location
Dispersion
Error
** Chi-squared **

Component Value P-value
0.0000 0.0000
8.7582 0.0674
17.0634 0.0019
0.0000 0.0000
0.0000 0.0000
18.0973 0.0001
0.9724 0.6149
6.7518 0.1496
25.8215 0.0011

$compXIJK:
** Row-Column **
Location
Dispersion
Error
** Row-Tube **
Location
Dispersion
Error
** Column-Tube **
Location
Dispersion

Component Value P-value
0.0000
0.0000
10.9158 0.5361
15.3925 0.2207
0.0000
0.0000
0.0000
0.0000
4.0458
0.6705
12.4921 0.0518
9.7705 0.6361
0.0000
0.0000
4.2737
0.8316
18.9645 0.0151
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Error
** Chi-Squared **

3.0701
26.3084

0.9299
0.3377

$chisquare:
[1] 328.5675

A.3.9 P-values
Other S-plus computations were required, for example to calculate
permutation test Monte-value P-values. The following code was used to
generate a random three-way contingency table with fixed marginals, those
of the original data set, under the model of complete independence.
NN_cbind(rep(1:1,apply(N,1,sum)), rep(l:J,apply(N,2,sum)),
rep(l:K,apply(N,3,sum)))

where N is the contingency table, I is the number or rows, J is the number o

columns and K is the number of tubes. The table, NN, details the categories
that each individual was classified into. Within the loop of simulations,
where the values are calculated, reconstruct a random three-way
contingency table with the same marginals as the original table using the
following code :

NNN_table(NN[sample(n), 1],NN[sample(n), 2], NN[sample(n), 3])

where n is the number of people classified into the table. The P-values
found in the examples of Chapter4 were calculated 10000 times using a
random contingency table calculated by NNN. Then 10000 simulations of each
value of the chi-squared partition were calculated and compared with the
results from the original contingency table, N.
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