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Supervision de contenus multime´dia : adaptation de contenu,
politiques optimales de pre´chargement et coordination causale
de ﬂux
Re´sume´
La qualite´ des syste`mes d’informations distribue´s de´pend de la pertinence du contenu mis a` disposi-
tion, de la re´activite´ du service ainsi que de la cohe´rence des informations pre´sente´es. Nos travaux visent
a` ame´liorer ces trois crite`res de performance et passent par la prise en compte des caracte´ristiques de
l’utilisateur, des ressources disponibles ou plus ge´ne´ralement du contexte d’exe´cution. Par conse´quent,
cette the`se comporte trois volets.
Le premier volet se place dans le cadre de l’adaptation de syste`mes d’information de´ploye´s dans
des contextes dynamiques et stochastiques. Nous pre´sentons une approche ou` des agents d’adaptation
appliquent des politiques de de´cision se´quentielle dans l’incertain. Nous mode´lisons ces agents par des
Processus De´cisionnels de Markov (PDM) selon que le contexte soit observable ou seulement partiellement
observable (PDM Partiellement Observables). Dans le cas d’un service mobile de consultation de ﬁlms,
nous montrons en particulier qu’une politique d’adaptation de ce service a` des ressources limite´es peut
eˆtre nuance´e selon l’inte´reˆt de l’utilisateur, estime´ graˆce a` l’e´valuation des signaux de retour implicite.
Dans le deuxie`me volet, nous nous inte´ressons a` l’optimisation de la re´activite´ d’un syste`me qui pro-
pose des contenus hyperme´dia. Nous nous appuyons sur des techniques de pre´chargement pour re´duire les
latences. Comme pre´ce´demment, un PDM mode´lise les habitudes des utilisateurs et les ressources dispo-
nibles. La force de ce mode`le re´side dans sa capacite´ a` fournir des politiques optimales de pre´chargement.
Les premie`res politiques que nous obtenons sont simples. Nous enrichissons alors le mode`le pour de´river
des politiques de pre´chargement plus complexes et plus agressives et montrons leurs performances par
simulation. Aﬁn de personnaliser nos strate´gies optimales nous proposons ﬁnalement un mode`le PDMPO
dont les politiques s’adaptent aux proﬁls des utilisateurs.
Le troisie`me volet se place dans le contexte des applications multime´dia interactives distribue´es
et concerne le controˆle de la cohe´rence des ﬂux multime´dia re´partis. Dans un tel contexte, plusieurs
me´canismes de synchronisation sont ne´cessaires et plusieurs ordres logiques (ﬁfo, causal, total) s’ave`rent
utiles. Nous proposons une boˆıte a` outils capable de ge´rer plusieurs protocoles d’ordre partiel et d’assurer
une de´livrance correcte de chaque message, en respectant tous les ordres qui lui ont e´te´ impose´s. Nous
de´crivons ensuite l’inte´gration des tole´rances humaines vis-a`-vis des courtes incohe´rences causales dans
notre boˆıte a` outils. Nos simulations montrent que de meilleures performances sont obtenues par cette
me´thode comparativement a` d’autres approches, comme la causalite´ classique ou la Δ-causalite´.
Mots clefs : multime´dia, adaptation, contexte partiellement observable, hyperme´dia, pre´chargement,
politiques optimales, processus de´cisionnels de Markov, ﬂux, cohe´rence, ordres partiels, causalite´.
Stream supervision for multimedia contents : content
adaptation, optimal prefetching policies and causal coordination
Abstract
Distributed systems information quality depends on service responsiveness, data consistency and
its relevance according to user interests. The thesis aims to improve these three performance criteria
by taking into account user characteristics, available ressources or more generally execution context.
Naturally, the document is organized in three main parts.
The ﬁrst part discusses adaptation policies for information systems that are subject to dynamic
and stochastic contexts. In our approach adaptation agents apply sequential decisional policies under
uncertainty. We focus on the modeling of such decisional processes depending on whether the context
is fully or partially observable. We use Markov Decision Processes (MDP) and Partially Observable
MDP (POMDP) for modeling a movie browsing service in a mobile environment. Our model derives
adaptation policies for this service that take into account the limited (and observable) resources. These
policies are further reﬁned according to the (partially observable) users’ interest level estimated from
implicit feedback. Our theoretical models are validated through numerous simulations.
The second part deals with hypermedia content delivery aiming to reduce navigation latencies by
means of prefetching. As previously, we build upon an MDP model able to derive optimal prefetching
policies integrating both user behaviour and ressource availability. First, we extend this model and
propose more complex and aggressive policies. Second, the extended model is enriched by taking into
account user’s proﬁle and therefore provides ﬁner prefetching policies. It is worth noting that this model
issues personnalized policies without explicily manipulating user proﬁles. The proposed extensions and
the associated policies are validated through comparison with the original model and some heuristic
approches.
Finally, the third part considers multimedia applications in distributed contexts. In these contexts,
highly interactive collaborative applications need to oﬀer each user a consistent view of the interactions
represented by the streams exchanged between dispersed groups of users. At the coordination level, strong
ordering protocols for capturing and delivering streams’ interactions(e.g. CAUSAL, TOTAL order) may
be too expensive due to the variability of network conditions. We build upon previous work on expressing
streams causality and propose a ﬂexible coordination middleware for integrating diﬀerent delivery modes
(e.g. FIFO, CAUSAL, TOTAL) into a single channel (with respect to each of these protocols). Moreover,
the proposed abstract channel can handle the mix of any partial or total order protocols. Integrating
perceptual tolerance in our middleware, provides us with a coordination toolkit that performs better
than Δ-causality, usually considered the best solution.
Keywords : multimedia, adaptation, partially observable context, hypermedia, prefetching, optimal
policies, Markov Decision Processes, streams, coherence, partial ordering, causality.
Supervizarea continut¸tului multimedia : adaptarea
cont¸inutului, politici optimale de preˆınca˘rcare s¸i coordonarea
cauzala˘ a ﬂuxurilor
Rezumat
Calitatea sistemelor de distribut¸ie a informat¸iilor distribuite est legata˘ de pertinent¸a cont¸inutului
oferit, de reactivitatea serviciului precum s¸i de coerent¸a informat¸iilor prezentate. Cerceta˘rile prezentate
ıˆn aceasta˘ teza˘ vizeaza˘ ameliorarea acestor trei criterii de performant¸a˘ t¸inaˆnd cont de preferint¸ele utili-
zatorului, de resursele disponibile sau mai general, de contextul de execut¸ie. In consecint¸a˘, teza cuprinde
trei pa˘rt¸i principale.
Prima parte a lucra˘rii abordeaza˘ probleme de adaptare a sistemelor de distribut¸ie a informat¸iilor ce
opereaza˘ ıˆn contexte de execut¸ie dinamice s¸i stocastice. Noi propunem un cadru general ıˆn care agent¸i de
adaptare aplica˘ politici de decizie secvent¸iale ıˆntr-un mediu incert. In cazul contextelor complet observa-
bile, aces¸ti agent¸i sunt modelat¸i prin intermediul Proceselor de Decizie Markov (PDM). Pentru contexte
part¸ial observabile sunt folosite modele PDMPO (PDM Part¸ial Observabile). Consideraˆnd scenariul unui
serviciu de consultare de ﬁlme pe un terminal mobil, noi ara˘ta˘m modalitatea ıˆn care o politica˘ de adap-
tare la resurse limitate poate ﬁ nuant¸ata˘ ıˆn funct¸ie de gradul de interes al utilizatorului, estimat grat¸ie
interact¸iunilor sale precedente.
A doua parte a tezei trateaza˘ probleme de optimizare a reactivita˘t¸ii pe timpul naviga˘rii ıˆntr-un
cont¸inut hipermedia. Reducerea latent¸elor de start este realizata˘ cu ajutorul tehnicilor de preˆınca˘rcare.
La fel ca si¸ ıˆn cazul primei pa˘rt¸i, este folosit un PDM pentru modelizarea comportamentului utilizatorilor
s¸i a resurselor disponibile. Fort¸a acestui model rezida˘ ıˆn capacitatea sa de a furniza politici optimale de
preˆınca˘rcare. Prima contribut¸ie a prezentei lucra˘ri este legata˘ de extinderea acestui model pentru clase
de politici de preˆınca˘rcare complexe s¸i agresive. A doua contribut¸ie vizeaza˘ personalizarea politicilor
optimale grat¸ie unui model PDMPO extins, capabil sa˘ nuant¸eze deciziile de preˆınca˘rcare ıˆn funct¸ie de
proﬁlul utilizatorului.
Ultima parte a lucra˘rii studiaza˘ controlul coerent¸ei cauzale ıˆn contextul aplicat¸iilor multimedia dis-
tribuite interactive. Intr-un asemenea context, sunt necesare diverse mecanisme de sincronizare, im-
plicaˆnd folosirea uneia sau mai multor ordini logice (ﬁfo, causala˘, totala˘). Contribut¸ia esent¸iala˘ consta˘
ıˆn propunerea unui serviciu de coerent¸a˘ ﬂexibila˘ pentru combinarea mai multor protocoale de ordine
part¸iala˘. Serviciul propus este capabil sa integreze s¸i tolerant¸ele perceptuale ale utilizatorilor fat¸a˘ de
scurte incoerent¸e cauzale. Simula˘rile efectuate valideaza˘ propunerea facuta˘, demonstraˆnd performant¸ele
ei superioare comparativ cu solut¸iile deja existente, ıˆn special vizavi de Δ-causalitate.
Cuvinte cheie : multimedia, adaptare, context part¸ial observabil, hipermedia, preˆınca˘rcare, politici
optimale, Procese de Decizie Markov, ﬂuxuri, coerent¸a˘, ordini part¸iale, cauzalitate.
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Les modes d’acce`s aux services informatiques e´voluent aujourd’hui en nous proposant, pour le meilleur
ou pour le pire, de rester a` chaque instant connecte´s a` notre famille, a` nos amis ou a` notre travail.
Ces nouveaux modes d’acce`s sont lie´s a` la fragmentation des machines informatiques en un ensemble
d’objets technologiques mobiles et distribue´s dans notre environnement de´sormais pervasif. En quelques
dizaines d’anne´es, nous sommes passe´s d’une situation ou` une seule machine imposante e´tait utilise´e (et
contemple´e !) par une poigne´e d’informaticiens priviligie´s a` une situation ou` les ordinateurs sont devenus
personnels, portables et enﬁn suﬃsamment miniaturise´s pour eˆtre embarque´s dans les objets quotidiens
les plus divers. La ﬁn probable des codes barres sur les biens de consommation au proﬁt des puces RFID
est re´ve´latrice de cette arrive´e massive d’objets communiquants dans notre environnement.
De manie`re concre`te, de nombreux terminaux le´gers (PDA ou smartphone) sont aujourd’hui utilisables
pour communiquer et naviguer sur Internet en situation de mobilite´ ou de nomadisme. Les contextes
d’exe´cution dans lesquels ope`rent ces objets sont par nature he´te´roge`nes. Les ressources oﬀertes par les
re´seaux sans ﬁl varient en eﬀet avec le nombre et la position des utilisateurs. La disponibilite´ de la
me´moire ou du potentiel de calcul des terminaux ﬂuctue e´galement dynamiquement. Enﬁn les besoins
et les attentes des utilisateurs peuvent changer d’un instant au suivant. Ainsi, les recherches visant a`
doter les syste`mes d’information modernes de capacite´s d’adaptation aux variations du contexte sont
nombreuses. Cette the`se s’inscrit dans cet e´lan.
Par ailleurs, graˆce aux stations de travail performantes disponibles a` la maison et graˆce aux infra-
structures performantes des re´seaux accessibles au grand-public, nous assistons e´galement a` une cre´ation
et a` une mise en ligne massive de contenus multime´dia ”riches”. L’appe´tit des utilisateurs pour les in-
formations, les vide´os, les contenus interactifs, les jeux en ligne grandit. Au-dela` des grands discours qui
jalonnent l’arrive´e du Web 2.0, il faut aussi noter que chaque internaute devient un potentiel cre´ateur
de contenu. La dimension collaborative de cette cre´ation rend obsole`te la vision de l’internaute comme
un simple consommateur de donne´es multime´dia. Un utilisateur doit souvent eˆtre conside´re´ comme un
membre de communaute´s re´parties. Il n’est plus oblige´ de voyager pour travailler avec une personne situe´e
a` des milliers de kilome`tres. Les communications asynchrones, comme le courier e´lectronique (courriel),
sont devenues des outils de travail indispensables. Il est aussi possible de s’aﬀranchir des distances pour
travailler de manie`re synchrone : on assiste a` un usage croissant des applications coope´ratives synchrones.
La cohe´rence des donne´es partage´es est alors un point critique.
Pour toutes ces raisons, l’acce`s aise´, performant (rapide, cohe´rent), adapte´ ou intelligent aux donne´es
multime´dia est donc un enjeu majeur des recherches actuelles dans le domaine du multime´dia. Ces
contraintes de rapidite´ et de cohe´rence sont diﬃciles a` ge´rer car, parmi les donne´es multime´dia, certaines
sont continues et temporise´es. Ces donne´es, comme le son ou les se´quences d’images vide´o, inte`grent une
dimension temporelle qui en complique l’acce`s. Il est diﬃcile d’acce´der « rapidement » a` un ﬂux vide´o
capture´ en temps re´el a` l’autre bout de la plane`te. Il est de´licat d’oﬀrir une vue cohe´rente de tels ﬂux a`
plusieurs clients distants de la source et re´partis sur le globe.
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Fig. 1.1 – Exemple de syste`me multime´dia re´parti
1.2 Positionnement du travail
Le coeur de ce travail concerne la gestion applicative des donne´es multime´dia complexes dans le
contexte que nous venons de de´crire. Dans le titre de ce document, cette gestion applicative est aussi
nomme´e supervision. Ces donne´es sont e´change´es ou manipule´es dans un environnement jalonne´ de
standards et de normes (pour repre´senter les contenus, pour les protocoles applicatifs, les architectures
client-serveur, etc.). C’est la raison pour laquelle nous pouvons et pourrons positionner notre travail en
utilisant les abstractions discute´es dans la norme MPEG-21 de l’ISO.
MPEG-21 est un eﬀort de normalisation de l’utilisation au sens large des contenus multime´dia.
Ce standard est base´ sur deux concepts : la de´ﬁnition d’une unite´ de distribution (digital item, ob-
jet nume´rique) et le concept d’utilisateur (user) qui interagit avec cet objet nume´rique. Le but de´clare´ de
MPEG-21 est la caracte´risation des technologies ne´cessaires pour aider l’utilisateur a` e´changer, acce´der,
consommer, vendre ou plus ge´ne´ralement manipuler tout objet nume´rique d’une manie`re eﬃcace, trans-
parente et interope´rable. Ce cadre est donc suﬃsamment ge´ne´ral pour traiter de l’ensemble des usages
que nous avons de´crits pre´ce´demment.
L’expose´ initial des travaux normatifs MPEG-21 privile´gie souvent le cas des applications multime´dia
re´parties (ﬁgure 1.1) pour lesquelles les diﬃculte´s s’accumulent. Pour caracte´riser la plupart de ces
diﬃculte´s, nous repre´sentons cinq dimensions d’analyse visibles dans le graphique a` cinq axes de la ﬁgure
1.2.
Ces applications manipulent des objets nume´riques (partie gauche du sche´ma) que nous pouvons
classer selon qu’ils soient ”pre´-enre´gistre´s” ou ”ge´ne´re´s en direct ou en temps re´el” (axe 1). Il s’agit, par
exemple, de se´quences vide´os stocke´es sur le disque dur d’un des utilisateurs participant a` une session de
travail coope´ratif (on parle alors de contenus pre´-enregistre´s) ou bien des ﬂux vide´os capture´s et e´change´s
en visioconfe´rence (on parle de ﬂux ”live”).
L’acce`s a` la session peut se re´aliser en condition de mobilite´, en utilisant un dispositif le´ger (PC
tablette, PDA ou meˆme te´le´phone portable) aussi bien que dans des conditions plus confortables (un PC
be´ne´ﬁciant d’une connexion re´seau tre`s rapide) (partie droite de la ﬁgure et axe 2).
Les capacite´s limite´es et variables des dispositifs et des re´seaux d’acce`s (axe 3) rendent e´vident le
besoin d’adaptation. Par exemple, si la bande passante est tre`s variable et diminue, la vide´o peut devenir
tre`s saccade´e sans me´canisme d’adaptation. Inversement, avec une approche adaptative, on peut alors
choisir de pre´senter une vide´o en basse re´solution. Pour donner un exemple plus complexe, si l’utilisa-
teur acce`de, depuis un terminal mobile (PDA), a` un site de nouvelles a` la demande, des me´canismes
d’adaptation plus complexes sont ne´cessaires. L’objet nume´rique auquel il acce`de e´tant repre´sente´ par
une composition d’e´le´ments (des se´quences vide´os, des images et textes associe´s), les capacite´s limite´es
de l’e´cran imposent soit une se´lection par ﬁltrage, soit un changement de composition des informations
pre´sente´e, par exemple par segmentation.
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Fig. 1.2 – Caracte´ristiques des syste`mes multime´dia re´partis
L’axe 4, re´pre´sente quant a` lui le degre´ de coope´ration mis en œuvre par l’application re´partie. Une
coope´ration forte entre utilisateurs distants conduira, au sens ge´ne´ral, a` des proble`mes de synchronisation
plus de´licats.
Enﬁn notre travail montrera qu’il n’est pas suﬃsant de ge´rer seulement les ressources lors de la mise
en place des techniques d’adaptation. Il est en eﬀet important de conside´rer le contexte global d’une
application. Dans ce contexte l’utilisateur joue un roˆle central, et une vraie application adaptative se
doit de prendre en compte la variabilite´ des comportements, des pre´fe´rences, des inte´reˆts, bref des proﬁls
des utilisateurs (axe 5).
Les cinq axes que nous venons d’identiﬁer nous permettent de proposer une repre´sentation visuelle
de la diﬃculte´ de mise en oeuvre d’une application multime´dia re´partie. En eﬀet, on peut conside´rer que
cette diﬃculte´ est proportionnelle a` la surface forme´e par les curseurs ou sommets de chaque axe.
Ce travail de the`se a pris sa source dans ces re´ﬂexions. Les diﬀe´rentes parties de ce travail constituent
ainsi une re´ponse the´orique et pratique a` des questions concre`tes.
Les me´canismes d’adaptation existants, principalement base´s sur l’analyse des ressources disponibles,
ne sont pas suﬃsants pour prendre en compte la grande variabilite´ des diﬀe´rents composants du contexte
d’exe´cution. De plus, certaines caracte´ristiques du contexte sont cache´es et donc non directement obser-
vables (par exemple l’inte´reˆt de l’utilisateur). Le deuxie`me chapitre de cette the`se re´pondra ainsi a` la
question suivante. Comment raﬃner des politiques d’adaptation aux ressources limite´es (observables) en
prenant en compte l’inte´reˆt de l’utilisateur (partiellement observable) (ﬁgure 1.3) ?
Fig. 1.3 – Adaptation de contenu (chapitre 2)
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La mise en ligne d’objets nume´riques riches dans les applications hyperme´dia actuelles pose le
proble`me des latences d’acce`s. Nous tenterons de re´pondre a` la question de´licate suivante : Comment
re´duire ces latences dans le cas d’un acce`s limite´ en bande passante par des utilisateurs ayant des proﬁls
diﬀe´rents (ﬁgure 1.4) ?
Fig. 1.4 – Pre´chargement optimal (chapitre 3)
Les applications de travail coope´ratif synchrone permettent de travailler a` distance en e´changeant des
ﬂux audiovisuels. Les e´changes de ces ﬂux de´clenche´s par les interactions impre´visibles des utilisateurs
soule`vent le proble`me de la cohe´rence de l’information disponible sur les diﬀe´rents terminaux. Nous nous
poserons alors plusieurs questions. Comment exprimer les relations entre les ﬂux e´change´s dans le cas
d’une session coope´rative synchrone ? Comment mettre en oeuvre la de´livrance de ces ﬂux aﬁn d’assurer
la cohe´rence des vues de chaque participant (ﬁgure 1.5) ?
Fig. 1.5 – Coordination de ﬂux (chapitre 4)
Comme l’indique les surfaces importantes couvertes par les trois sche´mas pre´ce´dents, nous nous
inte´resserons a` des proble`mes parmi les plus complexes possibles. Cette petite taxonomie nous permet
e´galement de souligner la comple´mentarite´ des contributions de ce travail doctoral.
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1.3 Plan du document
Cette the`se est compose´e de trois parties. Les deux premie`res parties associe´es aux chapitres 2 et 3
sont fortement lie´es puisqu’elles partagent la meˆme approche formelle. Par contre, la troisie`me partie
(c’est-a`-dire le chapitre 4) peut-eˆtre aborde´e de manie`re inde´pendante des deux pre´ce´dentes. Des e´le´ments
de conclusion et les perspectives a` ce travail terminent le document.
La premie`re partie de cette the`se e´tudie des politiques d’adaptation multime´dia de´ploye´es dans
des contextes dynamiques et stochastiques. Nous pre´sentons une approche ou` des agents d’adapta-
tion appliquent des politiques de de´cision se´quentielle dans l’incertain. Le coeur de notre travail est
la mode´lisation de ces processus de´cisionnels selon que le contexte soit observable ou seulement par-
tiellement observable. Nous utilisons pour cela des Processus De´cisionnels de Markov (PDM) et des
PDM Partiellement Observables (PDMPO) et appliquons ces ide´es pour adapter un service mobile de
consultation de ﬁlms. Nous montrons en particulier comment une politique d’adaptation du service aux
ressources limite´es (et observables) peut eˆtre nuance´e selon le niveau d’inte´reˆt (partiellement observable)
des utilisateurs. Ce niveau d’inte´reˆt est estime´ graˆce a` l’e´valuation des signaux de retour implicite (”im-
plicit feedback”). Nos mode´lisations the´oriques sont confronte´es a` l’expe´rience et valide´es a` travers de
nombreuses simulations. Cette contribution est l’une des plus importantes de cette the`se.
Dans la seconde partie nous nous inte´ressons a` un second proble`me d’adaptation : l’ame´lioration des
latences d’acce`s a` des contenus hyperme´dia en utilisant des techniques de pre´chargement. Nous e´tendons
un mode`le formel base´ sur les PDM qui a de´ja` e´te´ e´tudie´ au laboratoire. Pour diﬀe´rentes classes de
politiques de pre´chargement e´tudie´es (simples, se´quentielles ou proportionelles), le mode`le PDM nous
assure l’optimalite´ de la solution. Par la suite, nous montrons comment une extension de ce mode`le,
base´e sur les PDMPO, est capable de produire des politiques d’adaptation raﬃne´es selon les proﬁls des
utilisateurs. Des simulations valident ce mode`le the´orique qui est une contribution originale de ce travail.
Le chapitre 4 traite d’un proble`me rencontre´ dans les applications coope´ratives utilisant le streaming.
Nous explicitons d’abord un mode`le formel pour les communications multimodales pour assurer la coor-
dination des e´changes dans les applications multime´dia coope´ratives. Nous pre´sentons par la suite une
API et une boˆıte a` outils pour ge´rer ces e´changes a` base de protocoles d’ordre partiel. Le proble`me du
streaming interactif en pre´sence de la causalite´ peut eˆtre re´solu par notre approche originale. Il s’agit
d’exploiter la tole´rance perceptuelle des utilisateurs aﬁn de faire le meilleur compromis entre la cohe´rence
des e´changes et la qualite´ de perception. Enﬁn nous pre´sentons une plate-forme expe´rimentale qui nous
permet de valider notre approche en la comparant a` d’autres solutions de synchronisation de groupe.
Notre boˆıte a` outils permettant la combinaison de plusieurs protocoles d’ordre partiel est la contribution




Adaptation des contenus multime´dia
selon les ressources et l’inte´reˆt de
l’utilisateur
2.1 Introduction
Dans la communaute´ multime´dia beaucoup de recherches visent l’acce`s ubiquitaire aux contenus en
ligne [MP01]. Le but est d’oﬀrir des services partout, n’importe quand, sur n’importe quel terminal. Les
diﬃculte´s sont lie´es a` la diversite´ des documents et contenus multime´dia, a` l’he´te´roge´ne´ite´ des re´seaux
d’acce`s et a` la varie´te´ des terminaux. C’est avec cet objectif et sous ces contraintes que de nombreux
me´canismes d’adaptation multime´dia sont propose´s.
Dans ce cadre, les hypothe`ses spe´ciﬁques aux services mobiles doivent eˆtre inte´gre´es pour cre´er des
techniques d’adaptation pertinentes. Il est, par exemple, souvent impossible de de´le´guer une taˆche de
transformation d’un me´dia aux terminaux mobiles eux-meˆmes. En eﬀet, ces derniers ont des capacite´s
limite´es et ope`rent a` travers des re´seaux he´te´roge`nes aux performances diverses et incertaines. Par nature,
un utilisateur nomade d’un service multime´dia va donc connaˆıtre un contexte d’exe´cution impre´visible
auquel il faudra s’adapter dynamiquement.
Pour ge´rer des contextes fortement dynamiques, l’approche que nous de´fendons est base´e sur un agent
d’adaptation. Ce dernier perc¸oit les e´tats successifs du contexte graˆce a` des observations et eﬀectue des
actions d’adaptation. Souvent les me´canismes d’adaptation propose´s dans la litte´rature supposent que
les donne´es contextuelles sont faciles a` percevoir ou du moins qu’il n’y a pas d’ambigu¨ıte´ possible pour
identiﬁer l’e´tat courant du contexte. On parle alors de contexte observable. Nous relaxons cette
hypothe`se dans ce travail, en ge´rant des contextes partiellement observables. Ses actions ont un
eﬀet sur le contexte en faisant varier les ressources disponibles ou en conditionnant les comportements
des utilisateurs. Ces actions inﬂuent donc sur la dynamique stochastique du contexte. Cette dynamique
peut alors eˆtre utilise´e pour choisir de bonnes politiques d’adaptation si l’on dispose d’un crite`re de
performance.
Notre cas d’e´tude est un syste`me d’information permettant de consulter des descriptions multime´dia
de ﬁlms sur un terminal mobile. Notre ide´e force est de montrer comment une strate´gie d’adaptation
donne´e peut eˆtre nuance´e selon l’inte´reˆt estime´ de l’utilisateur. Par inte´reˆt, nous entendons l’attention
favorable que l’utilisateur preˆte aux informations qui lui sont pre´sente´es. L’inte´reˆt de l’utilisateur est bien
e´videmment non directement observable. Nous suivons les travaux portant sur l’e´valuation de signaux
de retour implicite (”implicit feedback”) pour permettre a` l’agent d’adaptation d’estimer, au ﬁl de ses
interactions avec le contexte, le niveau d’inte´reˆt de l’utilisateur [KT03,JGP05].
Dans la premie`re section de ce chapitre, nous passons en revue des e´le´ments utiles de l’e´tat de l’art
et de´taillons notre approche de l’adaptation. La section suivante (2.2) introduit pre´cise´ment notre cas
d’e´tude et e´tablit les principes de fonctionnement de ce syste`me d’information auto-adaptatif. Nous
faisons ensuite (section 2.4) une introduction aux deux formalismes que nous utilisons : les Processus
De´cisionnels de Markov (PDM) et les PDM Partiellement Observables (PDMPO). Nous formalisons alors,
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graˆce a` un PDM, une politique d’adaptation en contexte observable pour notre syste`me d’information.
Puis nous montrons comment nuancer cette politique selon l’inte´reˆt de l’utilisateur graˆce a` un PDMPO se
de´duisant du PDM. Ces contributions sont de´crites dans la section 2.5. Des expe´riences illustrent le bien-
fonde´ de la de´marche et permettent de donner une vue concre`te du fonctionnement de l’agent d’adaptation
ainsi obtenu. La section 2.6 livre donc nos principaux re´sultats expe´rimentaux qui s’apppuient sur deux
alternatives pour la re´solution des mode`les PDMPO. Nous concluons ce chapitre et donnons quelques
perspectives a` ce travail.
2.2 Adaptation dynamique base´e sur la perception du contexte
Ce paragraphe introduit des e´le´ments de l’e´tat de l’art dans le domaine de l’adaptation a` des contextes
d’exe´cution dynamiques. Il nous permet de positionner notre approche de l’adaptation. Lorsque l’on sou-
haite caracte´riser l’adaptabilite´ d’une application informatique on peut distinguer ses capacite´s d’adap-
tation aux ressources disponibles, aux utilisateurs ou plus ge´ne´ralement au contexte.
2.2.1 Adaptation a` des ressources limite´es
Devant l’he´te´roge´ne´ite´ ambiante des re´seaux et des terminaux interconnecte´s, le besoin d’adaptation
a` des ressources limite´es est e´vident [MP01]. Les parame`tres de QoS des re´seaux varient avec la bande
passante disponible (allant du bas-de´bit jusqu’aux tre`s hauts-de´bits), les taux de perte (nuls sur certains
canaux ﬁables, plus importants dans les re´seaux sans ﬁl) ou encore les de´lais subis (s’e´talant d’une dizaine
de ms jusqu’a` quelques secondes). Les capacite´s des terminaux sont e´galement tre`s he´te´roge`nes puisqu’un
terminal mobile limite´ en taille d’aﬃchage, en me´moire, en CPU peut eˆtre amene´ a` maintenir un service
initialement oﬀert par une station de travail. Pour ge´rer ces limitations on peut d’une part adapter le
contenu a` aﬃcher sur les terminaux et d’autre part adapter les modes de distribution ou d’acce`s.
Adaptation du contenu Pour l’adaptation du contenu, plusieurs auteurs proposent des classiﬁcations
[LL03b,Asa05] selon que les composants e´le´mentaires du contenu (un me´dia par exemple) ou la struc-
ture comple`te du document soient transforme´s. Un me´dia peut ainsi eˆtre transcode´ [MP01,LL03a] (par
exemple re´duction de la taille, de la re´solution ou de la fre´quence d’e´chantillonage d’une vide´o) ou converti
vers une autre modalite´ [Asa05] (audio vers texte ou vide´o vers images) ou bien re´sume´ [DPR+03]. Lem-
louma et Layaida passent en revue dans [LL03b] diﬀe´rentes techniques et outils de transformation d’une
pre´sentation multime´dia complexe. Ces techniques combinent l’adaptation des composants me´dia simples
et l’adaptation de la structure de la pre´sentation (par exemple la disposition spatiale, les relations tem-
porelles entre composants me´dia ou la restructuration des hyperliens).
Adaptation des modes de distribution ou d’acce`s Les modes de distribution ou d’acce`s peuvent
aussi eˆtre adapte´s en modiﬁant les degre´s d’interactivite´ d’un service ou en optimisant le streaming
[GKLZ02]). Une palette riche d’interactions peut rendre l’utilisateur plus participatif (par exemple dans
un sce´nario d’apprentissage a` distance) au prix d’une consommation plus importante en terme de res-
sources. Il devient alors le´gitime de se poser la question de l’adaptation du degre´ d’interactivite´ selon
les ressources disponibles. Pour faire du streaming adaptatif, quatre principales approches ont e´te´ iden-
tiﬁe´es dans [CG07] : a) adapter la qualite´ du codage a` la source (contenu scalable) b) ajuster la vitesse
de transmission (optimisation de la planiﬁcation pour l’envoi des paquets) c) adapter la fre´quence de
pre´sentation chez le client (playout rate adjustment) d) cacher ou pre´charger le contenu sur le client ou
sur un proxy interme´diaire. Cette dernie`re approche sera detaille´e dans le chapitre 3 et illustre´e a` travers
des strate´gies optimales de pre´chargement pour des contenus hyperme´dia.
2.2.2 Adaptation aux utilisateurs
A ces capacite´s d’adaptation aux ressources disponibles, se rajoutent des capacite´s d’adaptation de
l’application lie´es aux facteurs humains. Il s’agit essentiellement de ge´rer les pre´fe´rences et la satisfaction
des utilisateurs. Nous citerons trois directions de recherche dans ce domaine.
La premie`re direction est celle qui consiste a` piloter les me´canismes d’adaptation en maximisant la
qualite´ de service perc¸ue par l’utilisateur. Un sce´nario typique est le choix de la strate´gie de transcodage
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d’un ﬂux (par exemple vide´o) qui respecte une contrainte de de´bit (lie´e a` la bande passante disponible)
tout en maximisant la qualite´ perceptuelle [GM01] : vaut-il mieux adapter la taille de la vide´o, sa
re´solution chromatique, sa fre´quence ?
Plusieurs auteurs ont e´tudie´ diﬀe´rentes mesures d’impact de l’adaptation sur la qualite´ perc¸ue par
les utilisateurs. Apteker et al. [AFKN95] e´valuent l’inﬂuence de la fre´quence d’e´chantillonnage vide´o
sur plusieurs se´quences et montrent que son impact diﬀe`re selon la nature du contenu. Dans un article
plus re´cent, McCarthy et al. [MSM04] proposent une comparaison entre deux me´canismes d’adaptation,
base´s respectivement sur la re´solution et la fre´quence vde´o. Contrairement aux e´tudes de´ja` me´ne´es sur ce
sujet [IBM02], ils observent que les utilisateurs privile´gient la qualite´ des images (haute re´solution) par
rapport a` la ﬂuidite´ (fre´quence e´leve´e). Wijesekera et al. [WSNF99] analysent l’eﬀet des pertes du re´seau
sur la qualite´ d’une application de streaming et montrent les valeurs limites acceptables par rapport a`
la perception de l’utilisateur. Enﬁn, Gulliver et al. [GSG04] e´tudient l’impact de l’adaptation vide´o sur
le transfert d’information vers le syste`me cognitif humain et sur la satisfaction globale de l’utilisateur.
Une seconde direction de recherche tre`s active est celle guide´e par la mode´lisation de l’utilisateur.
L’ide´e est ici de personnaliser une application en mode´lisant des proﬁls d’utilisateur pour plus tard les
reconnaˆıtre. Les contenus ou services hyperme´dia adaptatifs [Bru01, BM02] fournissent habituellement
des supports a` la navigation pour ”mieux apprendre sur un service e´ducatif”, ”mieux acheter sur un site
de commerce” selon son proﬁl. Prenons l’exemple d’un document pe´dagogique oﬀrant ”trop de liberte´” :
il peut s’ave´rer mal adapte´. Les utilisateurs pas assez guide´s visualisent parfois des pages a` contenu
redondant ou a` contenu incompre´hensible vis-a`-vis de leur avancement dans le sce´nario d’apprentissage.
Tre`s souvent les services hyperme´dia adaptatifs analysent les motifs d’acce`s pour reconnaˆıtre des
proﬁls. Ils utilisent des techniques d’apprentissage pour mode´liser (et en particulier pre´dire) le com-
portement de l’utilisateur (machine learning for user modeling) [WPB01]. La mode´lisation pre´dictive
statistique [ZA01] rentre dans ce cadre. Les variables ale´atoires qui sont prises en compte incluent le
but recherche´ par l’utilisateur, ses pre´fe´rences ou bien ses actions futures. La mode´lisation pre´dictive
statistique se de´cline en deux approches principales : base´e-contenu (content-based) et coope´rative (col-
laborative). La premie`re est base´e sur l’hypothe`se que chaque utilisateur a un comportement particulier
dans certaines conditions et que ce comportement est reproductible dans des circonstances similaires. La
deuxie`me part du principe que des utilisateurs appartenant au meˆme groupe ont tendance a` se comporter
de la meˆme manie`re. Bien que tre`s populaires dans le contexte des sites web et des pre´sentations interac-
tives, ces techniques d’apprentissage ont e´te´ moins exploite´es par les syste`mes de streaming permettant
l’acce`s ale´atoire au sein d’un composant multime´dia [Tan01].
La troisie`me direction de recherche est justiﬁe´e par les deux pre´ce´dentes. Pour apprendre un
mode`le d’utilisateur ou pour e´valuer l’impact perceptuel d’une adaptation de contenu, il faut, ou bien
demander des e´valuations explicites a` un ensemble d’utilisateurs cobayes, ou bien se contenter de retours
implicites. Par exemple, pour mesurer explicitement le niveau d’inte´reˆt d’un utilisateur visionnant un
contenu, on peut lui soumettre une boˆıte de dialogue, ou` il choisira une re´ponse en fonction de son niveau
de satisfaction (ﬁgure 2.1).
Quant aux recherches visant a` e´valuer des signaux de retour implicite (“Implicit Feedback” ou IF),
elles prennent une importance croissante puisqu’elles e´vitent de rassembler une collection signiﬁcative de
tels retours explicites (ce qui est de´licat et couˆteux) [KT03]. Ces me´thodes d’IF sont en particulier utilise´es
pour de´crypter les re´actions des utilisateurs dans les syste`mes de recherche d’information [JGP05]. L’ide´e
est de mesurer l’inte´reˆt d’un utilisateur pour une liste de re´ponses a` une requeˆte, pour adapter la fonction
de recherche. Parmi les signaux de retour implicite e´tudie´s on peut citer : le temps de consultation, le
nombre de clics, les interactions de de´ﬁlement (scrolling), des se´quences caracte´ristiques d’interactions
(save, print, . . . ) etc. Dans notre travail nous estimerons l’inte´reˆt d’un utilisateur par IF en interpre´tant
des se´quences caracte´ristiques d’interactions [Tan01,JGP05].
Fig. 2.1 – Mesure explicite de l’inte´reˆt de l’utilisateur
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2.2.3 Adaptation base´e sur le contexte
En combinant l’adaptation aux ressources disponibles avec l’adaptation aux utilisateurs, on obtient
les me´canismes les plus ge´ne´raux. Les caracte´ristiques des utilisateurs et des ressources en pre´sence
sont alors regroupe´es et surtout lie´es pour former un contexte d’adaptation. Pour la mobilite´ et pour
les syste`mes pervasifs, la liaison entre les ressources disponibles et les utilisateurs commence par la
prise en compte de la ge´o-localisation de l’utilisateur que l’on peut suivre au ﬁl du temps voire meˆme
pre´dire [SHT02,YKUM05].
De´ﬁnitions du contexte
Ne´anmoins, si nous essayons de de´passer la notion de localisation, la se´mantique du contexte a`
prendre en compte devient imme´diatement extreˆmement e´tendue. Les recherches visant une taxonomie
des principaux types de contexte [CK00,ADB+99] distinguent quatre cate´gories principales : contexte
environnemental, contexte-utilisateur, contexte-machine et contexte temporel. La notion de contexte
devient donc tre`s large ce qui rend diﬃcile une de´ﬁnition a` la fois ge´ne´rique et pragmatique. En eﬀet,
toutes les de´ﬁnitions existantes sont soit tre`s abstraites - ce qui rend la formalisation du context tre`s
diﬃcile, soit tre`s spe´ciﬁques a` un domaine particulier. Pascoe [Pas98] est l’un des premiers chercheurs a`
avoir ge´ne´ralise´ la notion de contexte en proposant la de´ﬁnition : ”le contexte est un sous-ensemble des
e´tats physiques et conceptuels ayant un inte´reˆt pour une entite´ particulie`re”.
La de´ﬁnition la plus comple`te et la plus adopte´e par la communaute´ d’adaptation au contexte est celle
propose´e par Dey dans [Dey01]. Selon lui, le contexte inclue toute information qui caracte´rise la situation
des entite´s (c’est-a`-dire une personne, un emplacement ou un objet) dont la prise en compte est susceptible
d’ame´liorer l’inte´raction entre un utilisateur et une application, incluant l’utilisateur et l’application”.
D’autres travaux [SW03] de´ﬁnissent la notion de contexte uniﬁe´ centre´e sur une classiﬁcation 5W1H
(”Who, What, Where, When, How andWhy”). Cette approche de´ﬁnit, notamment avant tout traitement,
la notion de contexte pre´liminaire comme un ensemble d’e´le´ments et d’attributs XML selon un sche´ma
bien de´ﬁni.
Gestion du contexte
De manie`re ge´ne´rale, l’adaptation d’une application au contexte comporte trois e´tapes [Dey01]. En
premier lieu, il est ne´cessaire de pouvoir capturer le contexte. Cette e´tape est suivie par une interpre´tation
du contexte pour passer a` une repre´sentation de haut niveau plus exploitable par l’application. Finale-
ment, on doit fournir cette information interpre´te´e a` l’application.
Le Context Toolkit de Dey (ﬁgure 2.2) est l’une des premie`res architectures qui prend en conside´ration
ces trois e´tapes. Les senseurs capturent le contexte et le fournissent aux widgets. Ces derniers utilisent
des interpre´teurs pour transformer les donne´es capture´es et les passer au serveur. L’application s’abonne








Fig. 2.2 – Context Toolkit de Dey [DAS01]
D’autres chercheurs ont propose´ de stocker le contexte avant sa disse´mination a` l’application pour
garder une trace de l’historique des valeurs capture´es. Ceci a cre´e´ un nouveau besoin : la mode´lisation
du contexte pour trouver une repre´sentation riche et ﬁable des donne´es capture´es.
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Description du contexte
Devant ce besoin complexe, les travaux normatifs se contentent de proposer des boˆıtes a` outils com-
munes visant simplement a` de´crire le contexte courant graˆce a` un jeu de descripteurs (appele´s souvent
me´ta-donne´es) bien choisi et extensible [KBD+05]. Les organismes de standardisation MPEG et W3C
ont propose´ plusieurs langages de description du contexte tels que MPEG-7, MPEG-21, RDF ou CC/PP.
Un re´sume´ sur les principaux standards de description base´s sur les me´ta-donne´es est donne´ en [met03].
Les techniques base´es sur les me´ta-donne´es proposent d’associer le contenu avec un ensemble d’in-
formations (les me´ta-donne´es) qui spe´ciﬁent les relations entre les choix possibles d’adaptation et les
diﬀe´rentes caracte´ristiques du contexte. Ce type d’approche par me´ta-donne´es laisse libre la conception
de composants d’adaptation tout en autorisant un bon niveau d’interope´rabilite´ [TH05].
Dans les travaux de MPEG-21 DIA (Digital Item Adaptation), les descripteurs de contexte regroupent
les pre´fe´rences des utilisateurs, les capacite´s des re´seaux et des terminaux, les recommandations des au-
teurs pour adapter leurs productions, les caracte´ristiques perceptuelles de l’environnement de l’utilisateur,
etc. Ces descripteurs sont contenus dans l’e´le´ment de base du standard MPEG-21, le Digital Item (DI).
Un DI comprend une collection de composants me´dia, des me´tadonne´es associe´es a` ces composants, le
tout structure´ par un ensemble d’e´le´ments de syntaxe qui de´crivent les relations entre les composants et
leurs me´tadonne´es. L’adaptation concerne a` la fois les composants et les descriptions associe´es. MPEG-21
DIA de´ﬁnit des outils de description pour repre´senter les capacite´s des terminaux, les caracte´ristiques du
re´seau, celles de l’utilisateur et l’environnement dans lequel celui-ci se trouve (ambiance sonore, lumino-
site´, lieu, date, heure, etc.). Il est important de noter que la norme ne de´crit que les outils qui aident a`
l’adaptation, mais pas les ope´rations eﬀectives d’adaptation.
Outre la description du contexte et le type d’adaptation choisi, le me´canisme de de´cision est une
composante clef de l’adaptation base´e sur le contexte. Choisir ou identiﬁer une solution faisable pour
adapter le contenu est nettement diﬀe´rent de trouver la de´cision optimale d’adaptation. La ﬁgure 2.3
nous permet d’introduire une architecture possible aﬁn d’adapter le contenu de manie`re optimale. En
suivant certains travaux base´s sur la norme MPEG-21 [JLTH06,MDKW05,Asa05], nous soulignons la

















Fig. 2.3 – Moteur de de´cision d’une action d’adaptation
Le moteur de de´cision d’adaptation (adaptation decision-taking engine - ADTE) prend en entre´e
un certain nombre de descripteurs du contexte et de´livre comme re´sultat un choix d’adaptation. Une
premie`re partie de ces descripteurs est fournie par l’utilisateur sous la forme d’une description de´clarative
de son environnement : la capacite´ du terminal, les caracte´ristiques du re´seau et ses pre´fe´rences. Cette
description est contenue dans l’Usage Environment Description (UED) dont la spe´ciﬁcation est de´crite
dans la partie Digital Item Adaptation de la norme MPEG-21 [VTD06]. A ces descripteurs s’ajoutent
la description du contenu ainsi que les outils d’adaptation disponibles. La description du contenu est
exprime´e a` travers des meta-donne´es MPEG-7 qui contiennent des informations telles que le me´canisme
de codage, la re´solution chromatique ou spatiale. L’action choisie par l’ADTE est ensuite transmise au
moteur d’adaptation qui exe´cute les transformations ne´cessaires sur le contenu original selon la de´cision
d’adaptation et produit ainsi le contenu adapte´ (voir la ﬁgure 2.3).
Par nature, les e´le´ments du contexte varient avec le temps, on parle donc d’un contexte dynamique
et par extension d’une adaptation dynamique. Il faut noter que des adaptations statiques a` des e´le´ments
statiques du contexte sont possibles : on peut ne´gocier une fois pour toute et toujours de la meˆme manie`re
la langue pre´fe´re´e d’un utilisateur lors de l’acce`s a` un service multilingue. A l’oppose´, un algorithme
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d’adaptation lui-meˆme et/ou ses parame`tres peuvent eˆtre dynamiquement remis en cause selon l’e´tat
du contexte [LAH04]. On peut alors parler ”d’auto-adaptation” de l’algorithme. Notre approche de
l’adaptation est compatible avec ce dernier cas. Layaida et Hagimont [LAH04] distinguent en particulier
des algorithmes d’adaption qui peuvent rester ﬁxe´s (cependant que leurs parame`tres d’instanciation sont
adapte´s dynamiquement) avec des algorithmes dynamiquement reconﬁgure´s.
Architectures d’adaptation au contexte
Comme nous l’avons vu dans les travaux de MPEG-21 DIA (ﬁgure 2.3), un e´le´ment important des re-
cherches sur l’adaptation au contexte est la distinction entre les composants de de´cision et les composants
de mise en oeuvre eﬀective [TH05]. Plusieurs architectures d’adaptation ont e´te´ propose´es [LLQ05,BK01]
pour organiser le fonctionnement de ces composants. Selon la localisation du me´canisme eﬀectif d’adap-
tation, les architectures d’adaptation peuvent eˆtre classe´es en :
Adaptation a` la source (sur le serveur, l’e´metteur) Cette architecture suppose ge´ne´ralement
la pre´sence de canaux de retour (client → serveur), par lesquels sont renvoye´es des informations. Ces
informations permettent a` la source de mesurer l’eﬃcacite´ et la pertinence de sa strate´gie d’adaptation
et e´ventuellement de la peauﬁner. Il faut donc que les entite´s (clients, serveurs, e´le´ments interme´diaires)
coope`rent pour au moins assurer ce retour d’informations (statistiques par exemple). Cette approche
pre´sente toutefois des inconve´nients : le passage a` l’e´chelle peut eˆtre de´licat, la faible re´activite´ du
processus d’adaptation pour des long de´lais de bout en bout, etc. De plus, le sche´ma d’adaptation a` la
source n’est pas facilement compatible avec le multicast : les retours des re´cepteurs les moins performants
peuvent conduire a` une diminution globale (perceptible par tous) de la QoS ;
Adaptation au re´cepteur La source reste inchange´e et continue de transmettre des ﬂux de meˆme
qualite´. Le re´cepteur re´alise alors la transformation en accord avec ses capacite´s de traitements ou de
pre´sentation. Un PDA acce´dant (sans diﬃculte´ de de´bit) a` une information qu’il est incapable de pre´senter
peut adapter ses traitements : re´duction du nombre de couleurs, ”redimensionnement” d’un me´dia.
Ne´anmoins, notons qu’une telle adaptation peut eˆtre parfois contradictoire : la charge supple´mentaire
impose´e a` un terminal disposant de capacite´s et de ressources limite´es (me´moire, CPU, stockage, e´nergie,
etc.) peut s’ave´rer assez importante.
Adaptation par une entite´ interme´diaire (proxy) Cette troisie`me strate´gie est un compromis
entre les deux premie`res. L’entite´ interme´diaire, souvent appele´e «proxy», rec¸oit des informations sur les
parame`tres d’adaptation de la part du re´cepteur avant l’initiation des transferts. Elle intercepte ensuite
les ﬂux en provenance de la source et les transforme (adapte) en utilisant les pre´fe´rences du client,
avant de les lui transmettre. Un grand avantage de cette approche est que le positionnement du proxy
est ﬂexible. De plus, elle devient encore plus inte´ressante lorsque plusieurs proxies coope`rent entre eux
pour eﬀectuer les taˆches d’adaptation [LR05,BC02]. Dans [LR05], les auteurs proposent une plate-forme
appelle´e Appat ou` des proxies d’adaptation re´alisent, de manie`re transparente aux hoˆtes connecte´s,
l’adaptation dynamique des donne´es transmises. La re´partition des taˆches d’adaptation sur les proxies
est re´alise´e de manie`re dynamique, selon les capacite´s et les charges des proxies et selon les diﬀe´rentes
transformations ne´cessaires pour chaque terminal client.
Dans un syste`me pervasif, on peut en eﬀet de´cider qu’un document doit eˆtre transcode´ d’un format
source vers un autre cible, mais on doit ensuite se poser les questions suivantes : un composant de conver-
sion est-il disponible ? ou` se trouve-t-il ? doit-on composer le service de conversion graˆce a` diﬀe´rentes
taˆches e´le´mentaires ? Pour re´pondre, de nombreux auteurs proposent d’utiliser des techniques d’appren-
tissage artiﬁciel pour se´lectionner la bonne de´cision et/ou la bonne mise en oeuvre des me´canismes
d’adaptation (voir la revue propose´e dans [RBG04]). Dans ce cas, une description du contexte courant
est donne´e en entre´e a` un agent de´cisionnel qui pre´dit en sortie la meilleure action d’adaptation compte
tenu d’un apprentissage pre´alable. Nous partons de cette ide´e enrichie d’un principe de renforcement.
2.2.4 Notre approche en contexte observable ou semi-observable
La ﬁgure 2.4 re´sume l’approche de l’adaptation que nous avons de´ja` utilise´e dans plusieurs tra-
vaux [CG07] et que nous avons enrichi dans ce travail doctoral. Pour nous, une strate´gie d’adaptation
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en contexte dynamique est applique´e par un agent d’adaptation. Cet agent est un composant logiciel
qui perc¸oit se´quentiellement, au ﬁl d’un axe temporel discret, les variations du contexte aux travers
d’observations.
A partir de ses observations, l’agent va de´duire un e´tat courant du contexte qui lui permet d’appliquer
une politique d’adaptation. Une telle politique est tout simplement une fonction qui associe a` tout
e´tat du contexte une de´cision d’adaptation. L’agent agit donc sur le contexte en de´cidant des actions
d’adaptation. Ces actions peuvent impliquer une consommation de bande-passante si des contenus sont
te´le´charge´s, elles peuvent aussi conditionner les futures interactions de l’utilisateur ou encore augmenter
ou diminuer son inte´reˆt... De sorte qu’il est utile de mesurer cet eﬀet en associant une re´compense
imme´diate (ou retarde´e) a` l’action d’adaptation de´cide´e dans un certain e´tat du contexte. L’agent peut
ainsi apprendre de son interaction avec le contexte et ope´rer un apprentissage de type ”essais-erreurs” ou
apprentissage par renforcement (AR) [SB98]. Il tente de renforcer les de´cisions d’actions qui conduisent
a` de bons cumuls de re´compenses et, inversement, e´vite de renouveler des de´cisions infructueuses. Cela
se traduit par une ame´lioration ite´rative de sa ”politique de´cisionnelle”. Comme re´action a` ses de´cisions,

















Fig. 2.4 – Adaptation au contexte par un agent
Exemples
Pour justiﬁer tre`s simplement notre approche d’adaptation, nous l’illustrons a` travers deux exemples
e´le´mentaires propose´s dans [CG07]. Pour le premier, nous donnons de simples indices pour montrer que
notre approche par AR est applicable. Le deuxie`me cas d’e´tude a e´te´ quant a` lui initialement traite´
dans la the`se de Romulus Grigoras [Gri03]. Il sera de´taille´ dans le chapitre 3 et enrichi de nombreuses
contributions apporte´es par ce document.
Premier exemple. Consultations des nouvelles a` la demande La navigation au sein des sites
de NoD (News on Demand) sur un mobile est de´licate : l’utilisateur fait souvent de´ﬁler plusieurs e´crans
(inte´grant des images) aﬁn de trouver la nouvelle qui l’inte´resse. Imaginons un sce´nario multime´dia (ﬁgure
2.5(a)) conduisant a` un instant donne´ a` aﬃcher simultane´ment trois images sur lesquelles l’utilisateur
peut cliquer pour eﬀectuer son choix. On peut penser a` plusieurs approches pour adapter l’aﬃchage a`
un petit e´cran. Soit on redimensionne e´quitablement les trois images au vu du proﬁl du terminal (cas i
de la ﬁgure 2.5(a)), soit on propose une image et deux annotations cliquables (cas ii). Cette deuxie`me
approche rele`ve encore plusieurs questions : quelle image doit-on choisir ? la pre´fe´re´e de l’utilisateur
courant ? celle qui correspond au choix le plus probable ? pourquoi pas ! Et pourquoi ne pas aﬃcher les
trois images mais les redimensionner proportionnellement aux gouˆts suppose´s ou estime´s de l’utilisateur
(cas iii) ? Ici la troisie`me image est remplace´e par une annotation car elle correspond a` un goˆut tre`s faible
de l’utilisateur.
Nous rejoignons alors a` travers cet exemple les syste`mes de recommandation tout en ge´rant nos
ressources limite´es. Ainsi, pour adapter l’acce`s, un syste`me de recommandation [ZA01] peut utiliser des
techniques d’apprentissage par renforcement pour proposer a` l’utilisateur des choix par de´faut ou trie´s





























Fig. 2.5 – Adaptation de l’acce`s mobile aux nouvelles a` la demande
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des choix par de´faut peut simplement eˆtre renforce´ en minimisant les remises en cause de ces choix par
l’utilisateur.
Le roˆle de l’agent d’adaptation est illustre´ dans la ﬁgure 2.5(b). Parmi les diﬀe´rentes possibilite´s
d’adaptation de l’aﬃchage introduites pre´ce´demment, l’agent peut de´cider du choix de l’une d’entre
elles. Ici, la seconde strate´gie (ii) est applique´e et l’action de l’agent permet de se´lectionner une nouvelle
qui sera mise en avant et qui be´ne´ﬁciera de l’aﬃchage d’une imagette. Devant cette recommandation,
l’utilisateur peut ou bien renforcer ce choix et ne pas le remettre en cause ou bien ope´rer a` l’inverse en
cliquant sur les liens textuels. Le me´canisme d’adaption peut donc eˆtre appris par renforcement et mis
a` jour dynamiquement au ﬁl des utilisations en minimisant les remises en cause.
Fig. 2.6 – Streaming adaptatif pour des documents hypervide´os
Second exemple. Re´duction des latences pour la navigation hyperme´dia L’acce`s aux do-
cuments hypervide´os (segments vide´os relie´s entre eux par des hyperliens permettant une navigation
interactive) depuis une plate-forme mobile pose le proble`me de la re´duction des latences. En eﬀet, le
suivi d’un lien (ﬁgure 2.6) vers un contenu lourd (une se´quence audio/vide´o en streaming, par exemple),
ne´cessite la mise en tampon d’une amorce avant de commencer la lecture du ﬂux. Cette mise en tampon
induit des latences importantes, de l’ordre de quelques secondes. Le de´sagre´ment cause´ a` l’utilisateur
est d’autant plus important que, pendant une navigation (une se´quence de clics), l’utilisateur cumule
les latences. Un eﬀort d’adaptation de la part de l’application peut eˆtre envisage´ par la mise en œuvre
d’un syste`me de pre´chargement. Le streaming devient adaptatif. Dans ce cas, l’agent doit de´cider les
meilleures actions de pre´chargement d’amorces en vue de la minimisation des latences cumule´es.
De´cision se´quentielle dans l’incertain
Cette approche de l’adaptation dynamique, nous plonge donc naturellement dans le cadre de la
de´cision se´quentielle dans l’incertain. L’incertitude est double. D’une part la dynamique du contexte peut
eˆtre ale´atoire du fait de la variation des ressources disponibles (la bande passante varie par exemple),
d’autre part l’eﬀet de la de´cision de l’agent c’est-a`-dire de l’action d’adaptation peut lui-meˆme eˆtre
ale´atoire. Si, par exemple, une action d’adaptation vise a` anticiper une interaction de l’utilisateur, la
qualite´ de la pre´diction est bien e´videmment incertaine et soumise aux variations de comportement des
utilisateurs.
Dans cette situation et si on adopte une de´ﬁnition markovienne de l’e´tat du contexte, sa dynamique
peut alors eˆtre mode´lise´e comme un processus de´cisionnel de Markov (PDM). Ce formalisme sera introduit
dans la section 2.4. C’est l’approche que nous avons jusqu’alors adopte´e dans nos travaux. Dans ce cas, les
diﬀe´rentes variables formant l’e´tat du contexte sont suppose´es observables et les observations perc¸ues par
l’agent suﬃsent a` identiﬁer l’e´tat de´cisionnel sans ambigu¨ıte´. Dans cette the`se, nous souhaitons nuancer
des politiques d’adaptation en fonction de l’inte´reˆt de l’utilisateur.
Nous allons tenter d’estimer se´quentiellement cette information cache´e a` partir des comportements -
les interactions - observables des utilisateurs comme le sugge`rent les travaux sur l’e´valuation des signaux
de retour implicite (”implicit feedback” IF). De ce fait, notre nouvel e´tat de´cisionnel comportera a` la fois
des variables observables et la variable cache´e associe´e a` l’inte´reˆt. Nous passerons alors d’un PDM a` un
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PDMPO (processus de´cisionnel de Markov partiellement observable). A notre connaissance, l’application
des PDMPO au proble`me de l’adaptation a` des contextes partiellement observables n’a pas e´te´ e´tudie´e.
Pour concre´tiser cette ide´e originale, nous pre´sentons maintenant un cas d’e´tude qui nous permettra
d’appliquer notre proposition.
2.3 Un syste`me de pre´sentation de ﬁlms sur un terminal mobile
Nous introduisons ici un syste`me de consultation de descriptions de ﬁlms accessible depuis un termi-
nal mobile. Ce cas d’e´tude se veut a` la fois simple et didactique tout en inte´grant un degre´ d’interactivite´
re´aliste. Nous pourrons graˆce a` lui introduire deux mode´lisations du contexte d’exe´cution de cette ap-
plication. Une premie`re mode´lisation ou` l’e´tat du contexte est observable pre´ce`dera une mode´lisation ou`
l’adaptation s’ope`re en contexte partiellement observable. Dans ce dernier cas, l’information cache´e sera
le niveau d’inte´reˆt de l’utilisateur.
2.3.1 Acce`s interactifs a` une base de ﬁlms
La ﬁgure 2.7 introduit un syste`me d’information accessible depuis un client mobile comme un PDA.
Une requeˆte (recherche d’un ﬁlm par mot-cle´) permet d’acce´der a` une liste ordonne´e de re´ponses
pre´sentant un certain nombre de ﬁlms. Parmi cette liste, l’utilisateur peut suivre un lien vers un ﬁlm
d’inte´reˆt (l’interaction associe´e sera note´e de´sormais clickMovie), il peut alors consulter plus de de´tails
sur le ﬁlm en question. Cette consultation fera appel a` une pre´sentation interactive en plein e´cran et a`
un sce´nario de navigation de´taille´s plus loin. A l’issue de cette consultation l’utilisateur pourra revenir
a` la liste de re´ponses (interaction note´e back sur la ﬁgure 2.7). Le contenu pre´sentant un second ﬁlm















Fig. 2.7 – Syste`me de consultation de descriptions de ﬁlms
Pour simpliﬁer les mode´lisations du contexte, nous nous inte´ressons particulie`rement dans ce travail
a` cette se´quence de consultations indice´es par n. Il est question d’adapter les contenus pre´sente´s durant
cette se´quence. Notre environnement d’exe´cution sera suppose´ dynamique en raison de variabilite´ de la
bande passante bw disponible a` chaque instant lors d’un acce`s sans ﬁl. Travaillant prioritairement sur
cette se´quence de consultations des re´ponses a` une requeˆte, nous n’avons donc pas besoin de donner des
spe´ciﬁcations particulie`res concernant le but ﬁnal du service : louer ou acheter un DVD, te´le´charger un
me´dia, etc.
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2.3.2 Des contenus du plus simple au plus riche
Pour pre´senter les de´tails d’un ﬁlm dans notre sce´nario, trois de´clinaisons du contenu sont possibles
(ﬁgure 2.8). La version de base plutoˆt Textuelle (note´e T ) regroupe une seule imagette, du texte et des
liens vers plus d’images et vers une vide´o de bande annonce. La version interme´diaire note´e I, oﬀre
d’emble´e a` l’utilisateur l’acce`s a` un diaporama d’images (de type slideshow) plus un lien vers la vide´o.
La version la plus riche note´e V , inclut en outre la vide´o.
Fig. 2.8 – Versions de base (T ), interme´diaire (I), riche (V ) des de´tails d’un ﬁlm
La bande passante (BW) disponible e´tant variable, l’utilisation des trois versions n’est pas e´quivalente.
La bande passante requise pour te´le´charger les contenus est de plus en plus importante avec l’enrichis-
sement croissant des versions (T → I → V). Autrement dit, pour une bande passante ﬁxe´e les latences
subies par l’utilisateur lors du te´le´chargement des composants des diﬀe´rentes versions vont e´galement
croˆıtre : les latences pour la version T seront plus faibles que celles associe´es a` I, elles-meˆmes infe´rieures
a` celles de V .
On peut donc se poser la question de l’adaptation dynamique du contenu en fonction de la bande
passante. Cette adaptation consiste ici basiquement a` se´lectionner l’une des trois versions possibles. Il
est clair que se´lectionner syste´matiquement la version la plus riche (V) va avoir un impact sur le compor-
tement d’un utilisateur subissant de mauvaises conditions de re´seau (faible bande passante). De fortes
latences vont eˆtre e´ventuellement supportables pour les premie`res consultations (indice n petit) mais
devenir assez rapidement inadmissibles si n est plus grand. Inversement, se´lectionner syste´matiquement
la version la plus simple (T ) aura e´galement un impact ne´faste sur le comportement de l’utilisateur :
malgre´ les liens vers les ressources (I)mages et (V )ide´o dans la version T , l’absence de ces composants
visuels qui aiguisent e´videmment l’inte´reˆt, n’encouragera pas la consultation de contenus. A ce stade, on
peut donc se poser le´gitimement la question de la de´ﬁnition d’une “bonne” politique d’adaptation.
2.3.3 Proprie´te´s d’une bonne politique d’adaptation
Nous venons d’exhiber, avec deux exemples de politiques, l’une trop ambitieuse, l’autre trop modeste,
des relations assez complexes entre les versions, le nombre de ﬁlms consulte´s, le temps passe´ sur le service,
la qualite´ du service, la bande passante, l’inte´reˆt de l’utilisateur. Une analyse ﬁne de ces relations entre
les e´le´ments du contexte pourrait donner lieu, a` elle seule, a` un travail de recherche. Nous ne pre´tendons
pas livrer une telle analyse dans notre travail mais nous voulons plus simplement montrer comment
une politique et un agent d’adaptation peuvent eˆtre conc¸us automatiquement a` partir de mode´lisations
ou` l’e´tat du contexte est observable ou partiellement observable. Une telle analyse est de´licate puisque
chaque individu a, heureusement, des re´actions individuelles variables selon ses gouˆts, sa patience, ses
intentions.
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Nous postulons trois bonnes proprie´te´s pour une politique d’adaptation :
1. la version du contenu de pre´sentation d’un ﬁlm doit eˆtre simpliﬁe´e si la bande passante disponible
bw de´croˆıt 1,
2. la version du contenu doit eˆtre simpliﬁe´e si n augmente : on privile´gie ainsi des versions riches pour
les premiers ﬁlms consulte´s qui sont a priori les plus pertinents selon l’utilisateur 2
3. la version du contenu doit eˆtre enrichie si l’utilisateur de´montre un inte´reˆt e´leve´ pour les re´ponses du
syste`me a` sa requeˆte. L’ide´e simple sous-jacente est qu’un utilisateur fortement inte´resse´ aura natu-
rellement assez de patience et supportera plus facilement d’e´ventuelles latences de te´le´chargement.
Les deux premie`res proprie´te´s sont associe´es a` la variation des parame`tres du contexte que nous
conside´rons observables (n et BW) alors que la troisie`me est associe´e a` un e´le´ment cache´ : l’inte´reˆt de
l’utilisateur. A ce stade, nous pouvons maintenant concre´tiser une politique d’adaptation applique´e a`
notre cas d’e´tude, il s’agit de se´lectionner la version (T , I ou V ) sachant n et bw et ayant un moyen
d’estimer l’inte´reˆt.
2.3.4 Autour des scenarii de navigation
Dans ce paragraphe nous introduisons par l’exemple les scenarii possibles de navigation. La ﬁgure 2.9
illustre diﬀe´rentes e´tapes possibles au cours de la navigation et introduit diﬀe´rents e´ve´nements que nous
utilisons. Nous en de´duirons un ensemble d’e´ve´nements et d’interactions a` partir duquel nous baˆtirons
des recompenses pour les politiques d’adaptation bien choisies et des techniques d’estimation de l’inte´reˆt
de l’utilisateur par “implicit feedback”.
Dans la ﬁgure 2.9, l’utilisateur choisit un ﬁlm (e´ve´nement clickMovie), la pre´sentation en version T
est te´le´charge´e (e´ve´nement pageLoad) sans que l’utilisateur n’interrompe ce chargement. Inte´resse´ par
ce ﬁlm, l’utilisateur demande l’acce`s aux images en suivant le lien vers les images (e´ve´nement linkI ).
Dans un cas le te´le´chargement s’ave`re trop long et l’utilisateur l’interrompt (e´ve´nement stopDwl mis
pour stopDownload) puis retourne a` la liste (e´ve´nement back). Dans l’autre cas, l’utilisateur attend le
te´le´chargement des images qui de´clenche la visualisation du diaporama d’images (e´ve´nement startSlide).
Soit ce diaporama est visualise´ comple`tement et alors un e´ve´nement note´ EI (mis pour EndImages) sera
e´mis, soit la visualisation sera incomple`te (e´ve´nement stopSlide non repre´sente´ sur la ﬁgure). Ensuite, le
lien vers la vide´o de bande annonce peut eˆtre suivi (e´ve´nement linkV ), ici encore un utilisateur impatient
peut interrompre le te´le´chargement (stopDwl) ou lire la vide´o (play). La vide´o peut alors eˆtre visionne´e
inte´gralement (EV mis pour EndVideo) ou stoppe´e (stopVideo) avant un retour (back). Bien entendu cet
exemple n’introduit pas toutes les possibilite´s : l’utilisateur peut ne pas interagir avec les me´dia soumis ;
dans ce cas, on introduit une se´quence d’e´ve´nements pageLoad, noInt (no interaction), back. L’e´ve´nement
abstrait noInt sera utile pour te´moigner de l’absence d’inte´reˆt de l’utilisateur. En pratique, il sera e´mis
dans les situations ou` l’utilisateur choisit de ne pas consulter un contenu qui lui est soumis. De meˆme,
un back est possible aussitoˆt apre`s pageLoad, un stopDwl peut arriver imme´diatement apre`s l’e´ve´nement
clickMovie, visionner la vide´o avant les images est possible etc.
1T est plus simple que I elle-meˆme plus simple que V










back stopVideo , back
pageLoad
stopDwl , back
Fig. 2.9 – Illustration des navigations et des interactions
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2.3.5 Re´compenses pour des politiques d’adaptation bien choisies
A partir de l’exemple pre´ce´dent et des de´ﬁnitions d’interactions qu’il induit il est possible de proposer
un me´canisme simple visant a` re´compenser une politique d’adaptation pertinente. Une version (T , I ou
V ) est bien choisie dans un contexte donne´ si elle n’est pas remise en cause par l’utilisateur (ﬁgure 2.10).
La remise en cause d’une version T trop simple revient par exemple a` consommer inte´gralement des
images. De meˆme, la remise en cause d’une version V trop riche revient a` ne pas consommer la vide´o
te´le´charge´e. Notre approche des re´compenses utilise alors quatre principes simples :
– re´compenser l’e´ve´nement EI si la version choisie e´tait I ou V ;
– re´compenser l’e´ve´nement EV si la version choisie e´tait V ;
– pe´naliser l’arrive´e d’e´ve´nements d’interruption (les ”stops”) ;
– favoriser les versions les plus simples si aucune interaction ne survient.











Contenu complet: texte, images et bande d’annonce
Fig. 2.10 – Se´lection de la version du contenu sur un terminal mobile
Ainsi, une version T est suﬃsante si l’utilisateur n’acce`de pas (ou pas inte´gralement) aux images.
Une version I est pre´fe´rable si l’utilisateur est suﬃsamment inte´resse´ et dispose d’assez de ressources
pour te´le´charger et visionner l’ensemble des images (re´compense de EI ). De meˆme, une version I est
adapte´e si l’utilisateur visionne toutes les images (re´compense de EI ) et tente d’acce´der a` la vide´o mais
se voit contraint d’arreˆter son te´le´chargement. Enﬁn une version riche V est adapte´e si l’utilisateur est en
condition pour consommer la vide´o inte´gralement (re´compense de EV ). Nous formaliserons ces principes
dans nos mode`les de´cisionnels.
2.3.6 Vers une mesure implicite de l’inte´reˆt
Les navigations et interactions possibles e´tant de´sormais introduites, nous pouvons montrer comment
les utiliser pour estimer l’inte´reˆt de l’utilisateur. Nous proce´dons par e´valuation des signaux de retour
implicites (”implicit feedback”), et nous utilisons les se´quences d’e´ve´nements pour estimer le niveau
d’inte´reˆt d’un utilisateur. Notre approche est proche de celle pre´sente´e dans [Tan01] et base´e sur deux
ide´es. Bien que non observable, l’inte´reˆt est un parame`tre pertinent pour choisir une bonne politique
d’adaptation.
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La premie`re ide´e est d’identiﬁer deux types d’interactions selon qu’elles sugge`rent plutoˆt une crois-
sance d’inte´reˆt (linkI, linkV, startSlide, play, EI, EV ) ou plutoˆt une de´croissance d’inte´reˆt (stopSlide,
stopVideo, stopDwl, noInt). De cette ide´e nous pouvons de´duire que la distribution (au sens des proba-
bilite´s d’occurrences) des e´ve´nements de´pend de l’e´tat d’inte´reˆt de l’utilisateur. Un e´ve´nement EV est
plus probable si l’utilisateur est fortement inte´resse´ par le ﬁlm qu’il consulte que s’il l’est moins !
La seconde ide´e est d’examiner non seulement l’unique e´ve´nement courant pour mettre a` jour une
estimation courante de l’inte´reˆt de l’utilisateur mais de conside´rer que la se´quence d’e´ve´nements est
plus signiﬁcative. Il est en eﬀet de plus en plus clairement e´tabli que les de´cisions d’interactions d’un
utilisateur sur une page de re´ponses a` une requeˆte (par exemple sur Google) de´pendent non seulement
de la pertinence de la re´ponse sur laquelle l’utilisateur interagit mais aussi de la pertinence de l’ensemble
des re´ponses. La prise en compte d’une se´quence d’e´ve´nements est aujourd’hui le´gitime [JGP05].
Suivant les travaux de [Tan01], cela conduit assez naturellement a` mode´liser les se´quences d’e´ve´nements
ou d’observations produites par un mode`le de Markov cache´ (Hidden Markov Model ou HMM) dont nous
ne rappelons pas ici la de´ﬁnition (voir par exemple [CM03]). On peut traduire tout simplement les deux
ide´es pre´ce´dentes par un mode`le HMM a` plusieurs e´tats (cache´s) d’inte´reˆt. Les trois e´tats d’inte´reˆt
cache´s de la ﬁgure 2.11 sont note´s P,M,G mis respectivement pour un inte´reˆt Petit, Moyen ou Grand.
Les trois distributions d’e´ve´nements observables dans chaque e´tat sont diﬀe´rentes (premie`re ide´e ex-
prime´e ci-dessus). Ces diﬀe´rences entre distributions permettent d’expliquer l’e´mission de diﬀe´rentes
se´quences d’observations en termes d’e´volutions se´quentielles de l’inte´reˆt (deuxie`me ide´e). Ces e´volutions
sont code´es graˆce aux probabilite´s de transitions (en pointille´s) entre e´tats cache´s d’inte´reˆt. Etant donne´e
une se´quence d’observations, un HMM peut ainsi infe´rer la se´quence d’e´tats cache´s sous-jacente ou l’e´tat
d’inte´reˆt courant, les plus probables. Dans le travail de [Tan01] l’apprentissage en mode supervise´ d’un
HMM est re´alise´ a` partir d’un corpus de navigations. Le HMM ainsi appris permet alors d’interpre´ter
les se´quences d’interactions et d’en de´duire l’e´volution de l’e´tat d’inte´reˆt des utilisateurs.
A ce stade, les caracte´ristiques de notre syste`me de consultation de ﬁlms sont suﬃsamment riches pour
nous permettre de de´ﬁnir un agent d’adaptation appliquant des politiques de´cisionnelles dans l’incertain.




plus de EI,EV,link beaucoup de EI,EV,link
peu de stop(s),etcmoins de stop(s),etc
Fig. 2.11 – Un mode`le de Markov cache´
2.4 Processus De´cisionnels de Markov
Nous introduisons dans cette section les Processus De´cisionnels de Markov (PDM) et les PDM Par-
tiellement Observables (PDMPO). Etant des modestes utilisateurs de ces me´thodes, nous les pre´sentons
de manie`re tre`s classique. Le lecteur inte´resse´ trouvera des comple´ments nombreux et utiles dans les
ouvrages de re´fe´rence tels que [ASBG02] ou [SB98].
2.4.1 De´cision se´quentielle dans l’incertain
La de´cision se´quentielle dans l’incertain consiste a` de´terminer les bonnes de´cisions a` prendre pour
(ou par) un agent e´voluant au sein d’un environnement dynamique et ale´atoire. Ces de´cisions sont a`
prendre a` chaque instant ou a` chaque situation me´ritant une (re´)action. Il faut choisir des actions (ou
de´cisions) de fac¸on a` maximiser un crite`re de satisfaction (ﬁgure 2.12). Ce crite`re de satisfaction est baˆti








Fig. 2.12 – L’agent et l’environnement (ﬁgure proche de notre approche illustre´e par la ﬁgure 2.4)
Aﬁn d’exprimer mathe´matiquement ce type de proble`mes, on utilise une approche formelle commune
avec les proble`mes de de´cision classiques :
1. L’e´tat re´sume la situation de l’agent et de l’environnement a` chaque instant. Sa dynamique re´sulte
des actions de l’agent sur l’environnement, de la dynamique propre de l’environnement qui e´volue
e´ventuellement ale´atoirement dans le temps, de la dynamique interne de l’agent. Ces dynamiques
sont la plupart du temps non-de´terministes, ce qui signiﬁe que les meˆmes causes n’entraˆınent pas
toujours les meˆmes eﬀets.
2. Les actions sont choisies et exe´cute´es par l’agent a` chaque instant. Suite a` cela, il rec¸oit une
re´compense instantane´e, et perc¸oit le nouvel e´tat courant. On parle de « trajectoire » lorsqu’on
e´nume`re la liste des paires (e´tats, actions) suivie par l’agent dans son environnement depuis un
e´tat initial donne´.
3. Les re´compenses sont re´elles, positives ou ne´gatives. On cherchera a` maximiser ces re´compenses
ou minimiser les pertes (re´compences ne´gatives) pour ame´liorer la strate´gie ou la politique de
l’agent.
4. La politique mode´lise le comportement de´cisionnel de l’agent. Il s’agit dans le cas ge´ne´ral d’une
fonction, de´terministe ou ale´atoire, associant a` l’e´tat courant et e´ventuellement a` la trajectoire
passe´e, l’action courante a` exe´cuter. Compte tenu des incertitudes, une meˆme politique peut donner
suite a` des trajectoires tre`s variables selon les ale´as.
Du point de vue de l’optimisation, nous chercherons dans ce cadre ge´ne´ral a` maximiser la qualite´
d’une politique de´cisionnelle. Il faudra donc eˆtre en mesure de comparer diverses politiques, d’ame´liorer
une politique courante choisie initialement de manie`re heuristique ou arbitraire. Naturellement un crite`re
d’e´valuation de la qualite´ d’une politique sera stochastique. Nous travaillerons dans le cadre ge´ne´ral de
l’optimisation stochastique.
2.4.2 De´ﬁnition d’un PDM
Un processus de´cisionnel de Markov (PDM) est un processus stochastique controˆle´ satisfaisant la
proprie´te´ de Markov, assignant des re´compenses aux transitions d’e´tats [Put94]. On le de´ﬁnit par un
quintuplet (S;A;T ; p; rt) ou` S est l’ensemble ﬁni (ici) d’e´tats, A est celui des actions, T est l’axe tem-
porel discret de´crivant les instants t ∈ T d’action et de transition entre e´tats, p() sont les probabilite´s
de transitions entre e´tats, rt() est une fonction de re´compense sur les transitions. On retrouve donc
formellement les ingre´dients utiles a` la ﬁgure 2.4 : a` chaque instant t de T (ﬁgure 2.13), l’agent observe
l’e´tat courant s ∈ S, applique sur le syste`me une action a ∈ A qui l’ame`ne ale´atoirement selon pt(s′|s, a)
dans le nouvel e´tat s′, et rec¸oit une re´compense rt(s, a).
Le domaine T des e´tapes de de´cision est dans le cas le plus ge´ne´ral un sous-ensemble de la demi-droite
R+. Toutefois, lorsque T est continu, les proble`mes de de´cision se´quentielle correspondants sont mieux
traite´s par des me´thodes de controˆle optimal, base´es sur les e´quations de la dynamique du syste`me ;
nous conside´rerons ici uniquement le cas discret. Pour T discret, l’ensemble des e´tapes de de´cision peut
eˆtre ﬁni ou inﬁni (on parle d’horizon ﬁni ou inﬁni), et ces e´tapes peuvent correspondre a` des instants




















Fig. 2.13 – L’agent et l’environnement
Les ensembles S et A seront suppose´s ﬁnis. De nombreux re´sultats restent valables si S et A sont
de´nombrables ou continus, et si A est fonction de l’e´tat courant, ou meˆme si S et A sont fonctions de
l’instant t. Nous nous limiterons ici au cas classique ou` S et A sont constants tout au long du processus.
Les distributions de probabilite´s de transition pt identiﬁent la dynamique de l’e´tat du syste`me. Pour
une action a ﬁxe´e, pt(s′|s, a) est la probabilite´ que le syste`me dans l’e´tat s a` la date t passe dans l’e´tat
s′ apre`s avoir exe´cute´ l’action a. On impose classiquement que ∀t, s, a, ∑s′ pt(s′|s, a) = 1.
Les familles de distributions pt ve´riﬁent la proprie´te´ fondamentale qui donne son nom aux processus
de´cisionnels de Markov : Si on note ht l’historique a` la date t du processus, ht = (s0, a0, . . . , st−1, at−1, st),
alors la probabilite´ d’atteindre un nouvel e´tat st+1 suite a` l’exe´cution de l’action at n’est fonction que
de at et de l’e´tat courant st, et ne de´pend pas de l’historique ht :
∀ht, at, st+1, P (st+1|ht, at) = P (st+1|st, at) = pt(st+1|st, at)
Ayant de´cide´ l’action a dans l’e´tat s a` l’instant t, l’agent rec¸oit une re´compense, ou revenu, rt(s, a) ∈
R. Les valeurs de rt positives peuvent eˆtre conside´re´es comme des gains, et les valeurs ne´gatives comme
des couˆts. Cette re´compense peut eˆtre instantane´ment perc¸ue a` la date t, ou accumule´e de la date t a` la
date t + 1, l’important e´tant qu’elle ne de´pende que de l’e´tat a` l’instant courant et de l’action choisie.
On rencontre deux extensions classiques : rt(s, a) peut eˆtre ale´atoire, on conside`re alors sa valeur
moyenne rt(s, a) ; rt peut aussi de´pendre de l’e´tat d’arrive´e s′, la re´compense rt(s, a, s′) est alors ale´atoire
a` la date t, et sa valeur moyenne est rt(s, a) =
∑
s′ pt(s
′|s, a)rt(s, a, s′). Dans tous les cas, on suppose rt
borne´e. Nous nous concentrerons sur le cas des processus stationnaires, ou` les probabilite´s de transitions
pt et les re´compenses rt ne de´pendent pas du temps : ∀t ∈ T, pt = p, rt = r. Les PDMs utiles a` notre
travail ve´riﬁent cette hypothe`se de stationnarite´, nous la ferons donc par la suite.
Les politiques d’actions et les crite`res de performance
Une strate´gie associe´e a` une politique est une fonction qui permet a` l’agent, e´tant donne´es les obser-
vations passe´es et pre´sentes, de choisir a` chaque instant t l’action a` exe´cuter dans l’environnement aﬁn de
maximiser une re´compense ou plus fonctionnellement de controˆler les trajectoires. Plusieurs remarques
peuvent eˆtre faites a` ce niveau. D’abord, une politique peut de´terminer pre´cise´ment l’action a` eﬀectuer,
ou simplement de´ﬁnir une distribution de probabilite´ selon laquelle cette action doit eˆtre se´lectionne´e.
Nous nous inte´resserons dans ce travail au cas des politiques stationnaires, markoviennes et de´terministes
qui associent de manie`re de´terministe et inde´pendamment du temps une unique action a` chaque e´tat.
Re´soudre un proble`me de´cisionnel de Markov consiste a` rechercher dans l’espace des politiques
conside´re´, celle (ou une de celles) qui optimise un crite`re de performance choisi pour le PDM. Dans
le cadre des PDM, ce crite`re a pour ambition de caracte´riser les politiques qui permettront de ge´ne´rer
des se´quences de re´compenses les plus importantes possibles. Mathe´matiquement, on cherchera a` e´valuer
une politique sur la base d’une mesure du cumul espe´re´ des re´compenses instantane´es le long d’une tra-
jectoire, comme on peut le voir sur les crite`res les plus e´tudie´s au sein de la the´orie des PDM, qui sont
respectivement :
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En remarquant le caracte`re additif et se´parable (en temps) des crite`res pre´ce´dents, on peut exploi-
ter le principe d’optimalite´ de la programmation dynamique. Nous utilisons le crite`re γ-ponde´re´ pour
lequel les re´sultats sont les plus ge´ne´raux, en particulier pour la re´solution des PDM par des me´thodes
d’apprentissage par renforcement. Le facteur γ utile en particulier en horizon inﬁni, permet de re´duire
l’inﬂuence des re´compenses « inﬁniment » e´loigne´es vis-a`-vis de la strate´gie de´cisionnelle a` adopter en
un e´tat donne´.
2.4.3 Re´solution par programmation dynamique
Le cadre the´orique des PDM fait correspondre a` chaque politique π une fonction de valeur Vπ qui
associe a` un e´tat s ∈ S une re´compense globale Vπ(s), obtenue en appliquant π a` partir de s. Une telle
fonction de valeur permet de comparer des politiques. Une politique π domine une politique π′ si
∀s ∈ S, Vπ(s) ≥ Vπ′(s)
Pour le crite`re γ-ponde´re´, on de´ﬁnit ainsi :





Cette fonction de valeur donne donc, pour un e´tat, l’espe´rance des revenus futurs qui nous revien-
dront si on applique la politique π depuis cet e´tat. Conside´rons la situation repre´sente´e ci-dessous : un
un e´tat s est relie´ a` s′ avec une probabilite´ p et a` s′′ avec une probabilite´ 1− p. Dans l’e´tat s, on gagne
la re´compense courante, et l’espe´rance des gains futurs est la somme des gains espe´re´s en s′ et en s′′ (en








Vπ(s) = r(s, π(s)) + γ(pVπ(s′) + (1− p)Vπ(s′′))
Plus ge´ne´ralement,




On interpre`te cette fonction de valeur comme la somme de deux termes : la re´compense associe´e a`
l’e´tat courant (et l’action choisie) et les re´compenses futures γ-ponde´re´es, en suivant la politique π. Cette
fonction de valeur permet de formaliser la recherche d’une politique optimale π∗ : c’est celle associe´e a`
la meilleure fonction de valeur V ∗ = Vπ∗ .
Les e´quations d’optimalite´ de Bellman ( [Bel57]) caracte´risent la fonction de valeur optimale unique
V ∗ et une politique optimale π∗ qu’on peut en de´duire. Dans le cas du crite`re γ-ponde´re´, elles s’e´crivent :
V ∗(s) = max
a∈A
(





















Fig. 2.14 – Un e´tat s et deux actions possibles a et a′
∀s ∈ S, π∗(s) = argmax
a∈A
(





Le passage entre la fonction de valeur optimale et la politique optimale peut eˆtre illustre´ sur l’exemple
simple de la ﬁgure 2.14 utilisant les meˆmes conventions d’e´criture que pre´ce´demment. Dans ce cas, on
comprend aise´ment le lien entre la meilleure action a` de´cider en s (choisie parmi a ou a′) et la de´ﬁnition
« locale » de la fonction de valeur optimale.
V ∗(s) = max{r(s, a) + γ(pV ∗(s′1) + (1 − p)V ∗(s′′1))︸ ︷︷ ︸
valeur maximale pour a
, r(s, a′) + γ(qV ∗(s′2) + (1− q)V ∗(s′′2 )︸ ︷︷ ︸
valeur maximale pour a′
)}
Algorithme d’ite´ration de la valeur (Value Iteration)
Pour les PDMs dont les nombres d’e´tats et d’actions sont modestes (S et A sont assez petits),
l’algorithme d’ite´ration de la valeur ou l’ite´ration de politique sont des algorithmes de programmation
dynamique stochastique utilisables. Ils peuvent traiter eﬃcacement les proble`mes lie´s aux structures de
donne´es (qui doivent rester de dimensions raisonnables), aﬁn de calculer la fonction de valeur optimale
et en de´duire la politique optimale.
On veut re´soudre les e´quations de Bellman en V ∗(s) en utilisant une me´thode ite´rative de type point
ﬁxe qui calcule une suite (Vn)n. Nous choisissons une V0 ale´atoirement, puis utilisons des ite´rations :
∀s, Vn+1(s) = max
a
(





Chaque ite´ration ame´liore la politique courante associe´e a` Vn. Si les re´compenses sont borne´es, la
suite converge vers V ∗, dont nous pouvons de´duire π∗ [Put94].
Algorithme d’ite´ration de la politique (Policy Iteration)
L’ite´ration de la politique, vise, de manie`re syme´trique, a` ame´liorer ite´rativement la politique cou-









On peut alors ﬁxer une politique initiale π0, puis ite´rer la re´solution en Vn du syste`me d’e´quations
line´aires suivant :
∀s ∈ S, Vn(s) =
(





suivie par une ame´lioration de la politique courante explique´e ci-dessus.
2.4.4 Apprentissage par renforcement
La communaute´ de l’intelligence artiﬁcielle a de´veloppe´ re´cemment les me´thodes de l’apprentissage
par renforcement qui rendent l’optimisation des politiques pour les larges PDMs possible, par simulations
et approximations pour la fonction de valeur et/ou la politique.
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Initialize Q0
for n = 0 to Ntot − 1 do
σn =chooseState
an =chooseAction
(σ′n, rn) =simulate(σn, an)
Qn+1 ← Qn
/* compute the current expectation reward Rn*/
Rn = rn + γ max
b
Qn(σ′n, b)
/* update Qn+1 */
Qn+1(σn, an)← [1− αn(σn, an)] ·Qn(σn, an) + αn(σn, an) ·Rn
end for
return QNtot
Fig. 2.15 – L’algorithme Q-learning.
L’approche de l’apprentissage par renforcement consiste a` apprendre une politique optimale au travers
des estimations ite´ratives de la fonction de valeur optimale en se basant sur des simulations. Aujourd’hui,
l’apprentissage par renforcement est une des principales approches capables de re´soudre les proble`mes de
de´cision se´quentielle pour lesquels on ne dispose pas des probabilite´s de transition (absence de «mode`le »)
ou pour les PDMs avec un tre`s large espace d’e´tats. Il existe plusieurs algorithmes pour l’apprentissage
par renforcement, tels que Q-learning, Sarsa, TD(λ) et autres [SB98]. Une des fac¸ons de contourner
l’absence de connaissance de mode`le est d’utiliser une me´thode indirecte et d’estimer directement les
probabilite´s de transitions a` partir des simulations. La diﬃculte´ majeure est alors d’identiﬁer le moment
ou` ces probabilite´s sont suﬃsamment ﬁables pour re´soudre classiquement le proble`me. A l’inverse une
me´thode directe se contente d’estimer les fonctions de valeur sans s’inte´resser aux probabilite´s.
Nous allons adopter cette dernie`re approche et on va utiliser l’algorithme le plus ce´le`bre, a` savoir
le Q-learning [BT96]. Le Q-learning est une me´thode d’apprentissage par renforcement permettant de
re´soudre l’e´quation de Bellman pour le crite´re γ-ponde´re´. Son principe consiste a` utiliser des simulations
pour estimer ite´rativement les valeurs de la fonction V ∗ recherche´e, sur la base de l’observation des
transitions instantane´es et de leur revenu associe´. Pour cela, Watkins [Put94] a introduit la fonction Q,
dont la donne´e est e´quivalente a` celle de V mais qui permet un acce`s simple a` la politique associe´e. Cet
acce`s est inde´pendant des probabilite´s de transitions propres au mode`le Markovien sous-jacent. A une
politique π de fonction de valeur Vπ, on associe la nouvelle fonction dite de « Q-valeur » :




L’interpre´tation de la valeur Qπ est la suivante : c’est la valeur espe´re´e du crite`re pour le processus
partant de s, exe´cutant l’action a, puis suivant la politique π par la suite. Il est clair que Vπ(x) =
Qπ(x, π(x)), et l’e´quation de Bellman ve´riﬁe´e par la fonction Q∗ devient :






Ensuite, on voit qu’il devient e´le´mentaire malgre´ l’absence de connaissance des probabilite´s de tran-
sition de « remonter » a` la politique optimale :
∀s ∈ S, V ∗(s) = max
a
Q∗(s, a) π∗(s) = argmax
a
Q∗(s, a)
Le principe de l’algorithmeQ-learning (ﬁgure 2.15) est de mettre a` jour, a` la suite de chaque transition
observe´e (sn, an, sn+1, rn), la fonction de valeur courante Qn pour le couple (sn, an), ou` sn repre´sente
l’e´tat courant, an l’action se´lectionne´e et re´alise´e, sn+1 l’e´tat re´sultant et rn la re´compense imme´diate.
Dans cet algorithme, Ntot est un parame`tre initial ﬁxant le nombre d’ite´rations. Le taux d’appren-
tissage αn(s, a) est propre a` chaque paire e´tat-action, et de´croit vers 0 a` chaque passage. La fonction
simulate retourne un nouvel e´tat et la re´compense associe´e selon la dynamique du syste`me. Le choix
de l’e´tat courant et de l’action a` exe´cuter est eﬀectue´ par les fonctions choseState et choseAction. La
fonction initialize revient la plupart du temps a` initialiser les composantes de Q0 a` 0.
28
La convergence de cet algorithme a e´te´ bien e´tudie´e et est maintenant e´tablie. Sous les hypothe`ses
de ﬁnitude de S et A, si l’on suppose que chaque paire (s, a) est visite´e un nombre inﬁni de fois, si∑
n αn(s, a) = ∞ et
∑
n αn(s, a)
2 < ∞, et enﬁn si γ < 1 ou si γ = 1 et pour toute politique il existe
un e´tat absorbant de revenu nul, alors la fonction Qn converge presque suˆrement vers Q∗. Rappelons
que cette convergence presque suˆre signiﬁe que ∀s, a, la suite Qn(s, a) converge vers Q∗(s, a) avec une
probabilite´ e´gale a` 1. En pratique, la suite αn(s, a) est souvent de´ﬁnie comme il suit (avec nsa repre´sentant




La convergence vers l’optimum de l’algorithme Q-learning est assure´e sous la seule contrainte forte de
parcourir inde´ﬁniment l’ensemble des e´tats et actions possibles. En pratique toutefois, des heuristiques sur
le choix de sn et an sont prises en compte. Par exemple, pour ge´rer le dilemme exploration/exploitation,
c’est-a`-dire le compromis qu’il faut re´gler entre proﬁter imme´diatement des connaissances acquises et les
approfondir pour ame´liorer le gain a` long terme, on utilise souvent le Q-learning boltzmannien [BBS91].
2.4.5 Observabilite´ Partielle et de´ﬁnition d’un PDMPO
Dans la re´alite´, les proble`mes rencontre´s peuvent diﬃcilement se mode´liser sous la forme de processus
markoviens. Les causes sont multiples mais la principale diﬃculte´ re´side dans le fait que l’e´tat du syste`me
n’est pas forcement (comple`tement) connu par le processus de´cisionnel. En ge´ne´ral, cela est duˆ a` une
capacite´ de perception insuﬃsante de l’e´tat de l’environnement par l’agent.
Un processus d’observation est alors ne´cessaire pour e´tendre le formalisme PDM aux cas ou` l’e´tat
n’est pas parfaitement connu. Pour chaque e´tat s du syste`me, le processus de perception ou d’observation,
produit une observation o choisie parmi un ensemble O ﬁni d’observations. On obtient ainsi une suite
de variables ale´atoires (ot) obtenue par le processus d’observation. Si l’on conside`re que ce processus
d’observation est stochastique, alors nous pouvons associer a` chaque e´tat s une distribution de probabilite´
sur l’espace des observations. On se retrouve alors dans une nouvelle classe de proble`mes, celle des
Processus De´cisionnels de Markov Partiellement Observables (PDMPO). Les e´tats du PDM sous-jacent
sont cache´s et seul le processus d’observation permet de retrouver l’e´tat re´el ou` processus se trouve.
De´ﬁnition d’un PDMPO Un Processus De´cisionnel de Markov Partiellement Observable est de´ﬁni
par :
– (S;A;T ; p; rt) un Processus De´cisionnel de Markov (qu’on qualiﬁera de ”sous-jacent”) ;
– O un ensemble d’observations perc¸ues par l’agent ;
– O : S → Π(O) une fonction d’observation qui associe a` chaque e´tat s une distribution de probabi-
lite´s sur l’espace des observations. La probabilite´ d’observer o sachant qu’on est dans l’e´tat s sera
ici note´e : O(s, o) = P (ot = o|st = s).
Comme dans le cas des PDM, c’est encore l’espe´rance du gain moyen qu’on va chercher a` maximiser.
Il faut noter qu’on perd une proprie´te´ qui e´tait largement utilise´e pour la re´solution des PDMs : le
processus d’observation obtenu ici n’est plus markovien. La probabilite´ d’observer ot+1 peut de´pendre
d’observations et d’actions ante´rieures a` ot et at :
P (ot+1|ot, at) 
= P (ot+1|ot, at, ot−1, at−1, ...)
Politique stochastique Une question qu’il est inte´ressant de se poser est de savoir dans quelle mesure
les algorithmes vus pre´ce´demment (sections 2.4.4 et 2.4.3) sont toujours valables. On montre que les
re´sultats connus sur la convergence des fonctions V et Q par les algorithmes de re´solution des PDM
ne sont plus applicables. Les PDMPOs vont ne´cessiter l’usage de politiques stochastiques et non plus
de´terministes comme c’e´tait le cas pour les PDMs [SJJ94].
Pour donner un simple exemple, on peut reprendre celui utilise´ par [SJJ94] pour illustrer le fait que
la politique optimale (base´e sur les observations, sans me´moire) peut ne pas eˆtre de´terministe. La ﬁgure
2.16 pre´sente un PDMPO a` deux e´tats (1a et 1b) cache´s ge´ne´rant une unique observation o. Les deux
politiques de´terministes possibles sont d’eﬀectuer soit toujours l’action A, soit toujours l’action B. Mais








Fig. 2.16 – Exemple proble´matique d’un POMDP ne´cessitant une politique stochastique
En l’occurence, la politique optimale est de choisir de manie`re e´quiprobable l’une ou l’autre action,
ce qui permet d’obtenir un gain moyen nul plutoˆt qu’un gain moyen ne´gatif (−R dans les pires cas que
constituent les politiques de´terministes). Cet exemple justiﬁe clairement le besoin d’outils de recherche
de politiques stochastiques, besoin auquel va essayer de re´pondre la suite de cette section a` travers la
pre´sentation de me´thodes classiques.
2.4.6 Re´solution des PDMPO
Dans la re´solution des PDMPO, la premie`re question qui se pose est de savoir si l’on peut se ramener
a` un processus de de´cision markovien (sous-jacent) ou pas. Buﬀet [Buf03] fait ainsi une distinction entre
les algorithmes de re´solution, selon qu’ils sont base´s ou non sur l’estimation de l’e´tat sous-jacent. Seules
les algorithmes avec estimation d’e´tat sont pre´sente´s ici. Le lecteur inte´resse´ pourra trouver dans [Buf03]
des informations sur les me´thodes sans estimation d’e´tat, en particulier sur l’approche base´e sur un
Q-learning boltzmannien adapte´.
Les algorithmes avec estimation d’e´tat essaient de se ramener a` un PDM sous-jacent. Deux situations
sont alors possibles (selon les connaissances dont dispose l’agent) :
1. Avec mode`le : l’agent connaˆıt le PDM en question (S;A;T ; p; rt) ainsi que la fonction d’observation
O, et essaye de trouver dans quel e´tat il se trouve.
2. Sans mode`le : l’agent ne connaˆıt pas le PDM sous-jacent, mais essaye de l’apprendre ou de construire
un PDM sur la base de l’historique des observations et des actions pre´ce´dentes.
I. Mode`le connu
PDM des e´tats de croyance L’historique des actions et perceptions de l’agent ne sera ge´ne´ralement
pas suﬃsant pour connaˆıtre l’e´tat du syste`me dans le PDM sous-jacent connu. Par contre, on peut
estimer une probabilite´ de distribution sur l’ensemble des e´tats possibles, appele´e ”e´tat de croyance”
(belief state). On peut alors travailler sur un nouveau PDM de´ﬁni sur l’ensemble des e´tats de croyance.
Le proble`me est que ces e´tats de croyance forment un ensemble potentiellement inﬁni (continu). Il faut
donc re´soudre deux diﬃculte´s : estimer l’e´tat courant et trouver un algorithme applicable dans l’espace
continu des e´tats de croyance.
Soit b ∈ Π(S) une distribution de probabilite´ sur l’espace des e´tats cache´s S. Notons par b(s) la
probabilite´ que le processus se trouve dans l’e´tat s. Astrom [Ast65] a montre´ que la connaissance de bt,
l’e´tat de croyance a` l’instant t, est suﬃsante pour pouvoir controˆler le processus partiellement observable
de fac¸on optimum et markovienne. Pour une politique donne´e, la suite des e´tats de croyance {Bt} est en
eﬀet elle-meˆme une chaˆıne de Markov.
En eﬀet, en supposant qu’a` l’instant t l’e´tat de croyance est b, que l’on exe´cute l’action a pour ensuite
obtenir, a` l’instant t + 1, l’observation o′ et l’e´tat de croyance b′, on a :
b′(s′) = pr(s′|b, a, o′) = pr(s
′, b, a, o′)
pr(b, a, o′)
=
pr(o′|s′, b, a) · pr(s′|b, a) · pr(b, a)
pr(o′|b, a) · pr(b, a)
=
pr(o′|s′) · pr(s′|b, a)∑
s,s′′∈S×S





pr(s′|s, a) · pr(s, b)
∑
s,s′′∈S×S






II. PDM des états de croyance
b b’







Fig. 2.17 – Transitions entre e´tats cache´s dans un PDMPO (I) ou entre e´tats de croyance (II)





p(s′|s, a) · b(s)
∑
s,s′′∈S×S
O(s′′, o′) · p(s′′|s, a) · b(s)
(2.2)
Il apparaˆıt donc que l’e´tat de croyance a` l’instant t+1 ne de´pend que de l’e´tat de croyance a` l’instant
t et de la transition (action puis observation). Surtout, la connaissance de l’e´tat de croyance a` l’instant
t − 1 ne rajoute rien puisque cela n’inﬂuence pas le calcul de la probabilite´ d’eˆtre dans l’e´tat s′ quand,
connaissant l’e´tat de croyance b, on eﬀectue l’action a : pr(bt+1|bt, at, bt−1) = pr(bt+1|bt, at).




r(s, a) · b(s)
Re´solution intuitive Pour illustrer le principe de re´solution du PDM associe´ aux e´tats de croyance
et faciliter sa compre´hension, nous commenc¸ons par un exemple simple. Conside´rons un PDMPO a` deux
e´tats cache´s s1 et s2, deux observations o1 et o2 et deux actions possibles a1 et a2. Un e´tat de croyance
b peut s’e´crire alors comme une distribution (p, 1− p) ou` p est la probabilite´ que l’agent se trouve dans
s1 : p = b(s1). Ceci implique que l’espace des e´tats de croyance peut eˆtre repre´sente´s par le segment
[0−1] sur la droite R comme illustre´ dans la ﬁgure 2.18. Un e´tat de croyance b est repre´sente´ par la suite
seulement a` travers la valeur p.
Valeur d’une politique a` horizon 1 Si on conside`re le proble`me a` horizon 1, alors la valeur Va(b)
associe´e a` une politique d’horizon 1 pour laquelle on choisit l’action a est la re´compense imme´diate perc¸ue
dans l’e´tat de croyance b.
Va(b) = r(b, a) =
∑
s∈S
r(s, a) · b(s) = p · r(s1, a) + (1− p) · r(s2, a)
Nous remarquons ainsi que l’utilite´ d’une action a, a` horizon 1, est une fonction line´aire de p. La
ﬁgure 2.18 illustre graphiquement les valeurs des deux strate´gies possibles a1 et a2. Il devient alors clair
que la strate´gie optimale consiste a` choisir a1 pour les e´tats de croyance dont p ≤ p∗ et a2 pour le reste.
Valeur d’une politique a` horizon 2 Nous nous inte´ressons maintenant aux utilite´s des politiques a`
un horizon de deux pas. L’agent agit comme s’il lui reste deux pas a` exe´cuter : au premier il applique une
action a et selon l’observation rec¸ue, il applique une deuxie`me action a′. En ge´ne´ral, lorsqu’on s’inte´resse
a` un horizon ﬁni t, ces strate´gies sont appele´es politiques a` t pas (t-step policy) [KLC98].
Dans notre PDMPO, parmi les huit politiques distinctes a` 2 pas, conside´rons par exemple la strate´gie
π qui applique a1 puis a2, quelle que soit l’observation rec¸ue (o1 ou o2). Un autre exemple serait a1 suivie






Fig. 2.18 – Utilite´s a` horizon 1 des actions a1 et a2
dans l’espace des e´tats de croyance sont illustre´es dans la ﬁgure 2.19. Les indices des e´tats de croyance























Fig. 2.19 – Transitions possibles dans le PDM des e´tats de croyance en appliquant ”a1 puis a2”
L’utilite´ de cette politique a` un horizon 2 s’exprime ainsi :
Vπ(b) = r(b, a1) + γ ·
∑
b′∈BS
r(b′, a2) = r(b, a1) + γ · (r(b1, a2) · pr(b1|b, a1) + r(b2, a2) · pr(b2|b, a1)) (2.3)
Comme nous avons montre´ dans l’e´quation 2.2, la transition depuis l’e´tat b vers l’e´tat b1 de´pend
uniquement de l’action a1 et de l’observation o1. Par conse´quent, pr(b1|b, a1) devient e´gale a` la probabilite´
d’observer o1 apre`s avoir applique´ a1 dans b :











p(o1|s1) · p(s1|s, a1)
)
+ (1 − p) ·
(∑
s2∈S
p(o1|s2) · p(s2|s, a1)
)
car b(s1) = p, b(s2) = 1− p
L’e´quation 2.3 nous montre alors que la fonction d’utilite´ Vπ a` horizon 2 est toujours une expression
line´aire en p. Ce re´sultat est valable pour toutes les huit politiques a` deux pas. Leurs fonctions d’utilite´
sont illustre´es dans la ﬁgure 2.20. Les strate´gies pointille´es ne contribuent pas a` la politique optimale.
Le segment en gras repre´sente alors l’utilite´ de la politique optimale pour un horizon ﬁni de longueur 2.
Sa projection sur l’axe des e´tats de croyance permet d’obtenir, pour chaque e´tat de croyance, la de´cision
optimale a` deux pas. En suivant le meˆme raisonnement, on montre alors que la fonction d’utilite´ d’un
e´tat de croyance b est une fonction line´aire par morceaux qui peut se mettre sous la forme :











Fig. 2.20 – Utilite´s a` horizon 2 des 8 politiques a` 2 pas
ou` Θ est un ensemble de vecteurs de meˆme dimension que b. Chaque vecteur θ est en fait l’utilite´
d’une politique d’action de profondeur ﬁnie, comme l’explique [Lit94], qui donne un algorithme - l’al-
gorithme du temoin - pour calculer Θ, l’ensemble de valeurs ne´cessaires pour obtenir V (b). Nous ne
de´velopperons pas plus cette approche, mais conseillons la lecture de [CKL94] ainsi que l’excellent site
http://www.pomdp.org.
II. Mode`le inconnu
Apprentissage du PDMPO Lorsque le mode`le n’est pas connu, l’agent essaye d’apprendre les pro-
babilite´s de transition et d’observation selon les historiques pre´ce´demment observe´s. Plus pre´cise´ment,
etant donne´ un ensemble des se´quences ”action-observation”, le but est de trouver le mode`le PDMPO
qui puisse expliquer le mieux ces donne´es. En d’autres termes, on cherche le mode`le qui maximise la
vraisemblance vis-a`-vis des se´quences d’entre´e.
Les algorithmes utilise´s pour l’apprentissage des chaˆınes de Markov cache´es (Hidden Markov Models)
tels que celui de Baum-Welch [Rab89] peuvent eˆtre e´te´ndus pour re´soudre ce proble`me. Ainsi, l’algorithme
propose´ par Koenig et al. [KS98a] alterne entre la de´termination des e´tats traverse´s les plus probables
compte tenu du mode`le actuel, et la de´termination des parame`tres les plus vraisemblables avec les e´tats
traverse´s ﬁxe´s. La vraisemblance se fait par rapport au corpus de donne´es.
Tout comme dans le cas des HMMs, ce type de me´thode est sujet aux minima locaux : on n’a jamais
la garantie d’obtenir la convergence vers le vrai mode`le. Ainsi, la qualite´ du mode`le obtenu de´pend
e´troitement des parame`tres choisis dans l’e´tape d’initialisation. Une fois le mode`le appris, les me´thodes
base´es sur les e´tats de croyance peuvent eˆtre applique´es.
PDM base´ sur l’historique Une autre approche est d’essayer de cre´er un mode`le qui soit markovien
en se basant sur l’historique. On parle alors d’apprentissage par renforcement base´ sur la me´moire.
Cette approche est appliquable dans la situation ou` l’accumulation d’observations et d’actions dans une
me´moire ﬁnie permet de distinguer les e´tats ambigus, en reconstituant l’e´tat. Cette situation est aussi
appele´e l’hypothe`se d’observabilite´ comple`te d’ordre ﬁni [Dut99]. Les politiques sont dites alors ”adapte´es”
car elles ne de´pendent plus de la se´quence d’e´tats, mais de la se´quence d’observations. L’approche de
base consiste alors a` travailler dans l’espace estime´ des e´tats cache´s du PDMPO compose´ de trajectoires
action-observation d’ordre N . Re´soudre le PDMPO revient alors a` trouver la politique optimale dans
cet espace estime´ ; on utilise alors les techniques classiques de re´solution des PDM pre´sente´es dans les
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Fig. 2.21 – Trajectoire d’actions et observations dans un PDMPO
Une trajectoire action-observation a` l’instant t est une se´quence contenant l’observation courante
ainsi que les observations et les actions pre´ce´dentes : (ot, at−1, ot−1, ..., at−k, ot−k, ...). Etant donne´es les
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ressources limite´es de l’agent, me´moriser l’historique complet action-observation est infaisable. Dutech
propose alors dans [Dut00] d’utiliser les trajectoires d’ordre N qui sont des trajectoires coupe´es a` l’instant
t − N (par exemple {o2, a1, o1, a0, o0} est une trajectoire d’ordre 2). Si le proble`me conside´re´ est un
processus de de´cision markovien d’ordre relativement peu e´leve´ (c’est-a`-dire que la connaissance d’un
historique de longueur 2 ou 3 est une information suﬃsante pour connaˆıtre au mieux l’e´volution du
syste`me), alors cette solution s’ave`re satisfaisante.
Par contre, avec des ordres plus e´leve´s, ou simplement des ensembles d’observations un peu grands, on
se retrouve facilement confronte´ a` une explosion combinatoire de l’espace d’e´tats. Dans certains cas, nous
pouvons restreindre l’espace des trajectoires d’ordre N aﬁn de pouvoir obtenir des politiques suﬃsament
performantes. Intuitivement, la raison sous-jacente est que la connaisance de la trajectoire comple`te
d’ordre N n’est pas toujours ne´cessaire. En pratique, un sous-ensemble d’ordre variable M (M ≤ N)
fournit souvent suﬃsament d’information pour estimer l’e´tat courant du processus [Dut00].
Dans le but de pallier cette diﬃculte´, un certain nombre de travaux s’orientent vers la recherche
d’un historique suﬃsant a` une prise de de´cision optimale. On ne citera que les algorithmes de croissance
d’un arbre d’historiques suﬃsants de [Dut99] ou [Mcc95] comme exemples. Les lecteurs inte´resse´s par
les approches ”avec estimation d’e´tat” (ou plutoˆt ”utilisant une me´moire”), peuvent aussi s’orienter
vers [LSS02,SJR04], papiers dans lesquels sont pre´sente´es de nouvelles ide´es sur le sujet.
2.5 Politique d’adaptation en contexte observable et partielle-
ment observable
Dans cette section, nous allons mode´liser le contexte dynamique de notre syste`me de consultation
de ﬁlms (section 2.3) et en de´duire des agents d’adaptation. L’objectif est de caracte´riser des politiques
d’adaptation performantes par des processus de´cisionnels de type PDM ou PDMPO.
2.5.1 Mode´lisation PDM
Dans cette premie`re mode´lisation, nous travaillons en contexte observable et introduisons un PDM
qui le mode´lise. Nous souhaitons ainsi caracte´riser des politiques d’adaptation ve´riﬁant les proprie´te´s 1.
et 2. choisies en 2.3.3 : la version du contenu de pre´sentation d’un ﬁlm doit eˆtre simpliﬁe´e si la bande
passante disponible bw de´croˆıt et si n augmente.
Un e´tat (observable) du contexte est un tuple s =< n, bw, v, evt > ou` n est le rang du ﬁlm consulte´,
bw la bande passante disponible, v la version propose´e par l’agent d’adaptation et evt l’e´ve´nement courant
(ﬁgure 2.24). Avec n ∈ [1, 2, ...Nmax], bw ∈ [bwmin; bwmax], v ∈ {T, I, V } et evt ∈ E3.
Pour obtenir un nombre ﬁni et raisonnable de tels e´tats et limiter ainsi la taille du PDM obtenu, nous
quantiﬁerons les variables selon nos besoins. Ainsi n (resp. bw) peut par exemple eˆtre quantiﬁe´e selon
trois niveaux n ∈ {D,M,F} mis pour De´but, Milieu, Fin (resp. bw ∈ {P,M,G} pour Petite, Moyenne,
Grande) en de´coupant en trois l’intervalle [1..Nmax] (resp. [bwmin; bwmax]).
L’axe temporel du PDM est naturellement repre´sente´ par la suite des e´ve´nements observe´s, chaque
e´ve´nement donnant lieu au changement d’e´tat.
La dynamique de notre PDM est contrainte par la dynamique du contexte, en particulier par
la navigation de l’utilisateur. Ainsi, une transition d’un ﬁlm d’indice n vers n − 1 n’est pas possible.
De meˆme, chaque e´ve´nement back sera suivi d’un e´ve´nement clickMovie. La ﬁgure 2.22 illustre ces
contraintes. Enﬁn, la dynamique propre de la bande passante va inﬂuencer (aux quantiﬁcations pre`s) la
dynamique entre les e´tats du PDM.
L’action (le choix de la version du ﬁlm - T , I ou V ) est applique´e par l’agent d’adaptation lorsque
l’utilisateur suit le lien vers le ﬁlm. Ceci est code´ dans notre mode´lisation par l’e´ve´nement clickMovie.
Nous pouvons ainsi classiﬁer les e´tats du PDM comme illustre´ par la ﬁgure 2.23 :
– e´tats de´cisionnels (ds) ou` l’agent exe´cute une action valide (T , I ou V ) ;
– e´tats non-de´cisionnels ou interme´diaires (is) ou` l’agent n’exe´cute aucune action.
Formellement dans un PDM, l’agent de´cide une action dans chaque e´tat. Nous enrichissons donc notre
mode`le avec une action artiﬁcielle (φ) ainsi qu’un e´tat absorbant abs de revenu fort pe´nalisant (−∞).





Fig. 2.22 – Transitions interdites par la navigation
Ainsi, toute action valide a ∈ A = {T, I, V } de se´lection entreprise dans un e´tat interme´diaire ame`ne
l’agent dans l’e´tat absorbant ou` il va eˆtre fortement pe´nalise´.
De meˆme, on de´courage l’agent de de´cider φ dans un e´tat de´cisionnel ou` une action valide est souhaite´e.
Ainsi les actions valides jalonnent la visite des e´tats de´cisionnels alors que la dynamique du contexte
(due a` la navigation et a` la variation de la bande passante) est capture´e par des transitions entre e´tats
interme´diaires pour lesquels l’action φ (la non-action) est eﬀectue´e. Cette proprie´te´ est clairement illustre´e
par la ﬁgure 2.24.
En revanche, l’action φ va l’amener, selon les probas de transition, dans le prochain e´tat interme´diaire
ou dans un e´tat de´cisionnel. Cela rend donc comple´tement inutile (de´courage) la prise d’une action re´elle







a ∈ A = {T, I, V }
Fig. 2.23 – Interdiction d’une action re´elle dans un e´tat non-de´cisionnel
Nous introduisons maintenant l’ensemble des actions du PDM : A = {T, I, V, φ}. Les contraintes
de´crites dans le paragraphe pre´ce´dent deviennent :
∀is, is′ ∈ S \ {abs} et ∀a ∈ {T, I, V } ⇒ p(is′|is, a) = 0 , p(abs|is, a) = 1 , p(is′|is, φ) = p(is′|is)
En d’autres mots, il n’y a pas de changement de versions durant les transitions entre e´tats in-
terme´diaires. L’action a de se´lection de la version, choisie dans un e´tat de´cisionnel est donc me´morise´e
(vn ← a) dans tous les e´tats interme´diaires qui suivent, jusqu’au prochain e´tat de´cisionnel.
Dans la ﬁgure 2.24 on voit ainsi que la version pre´ce´demment choisie (pour le ﬁlm n− 1) en entrant
dans ds e´tait vn−1. Dans ds (pour le ﬁlm suivant de rang n) l’agent de´cide a et cette version vn e´tant
choisie l’agent visitera une dynamique d’e´tats interme´diaires (c’est-a`-dire du contexte) caracte´ristique de
cette version (vn apparait dans tous les e´tats is, is′, is′′, ...). Ainsi le PDM capture les variations de la
dynamique du contexte selon la version choisie. Il sera donc en mesure d’identiﬁer quels sont les choix
fructueux de versions (a` reproduire plus tard dans des conditions similaires) si on les re´compense.
Les re´compenses sont associe´es aux e´tats de´cisionnels en fonction de l’action choisie ainsi qu’aux








































Fig. 2.24 – Illustration de la dynamique du PDM
Nous de´ﬁnissons formellement les re´compenses4 comme :
r(< n, bw, v, clickMovie >, a) = ra, a ∈ T, I, V
r(< n, bw, v, EI >, φ) = rEI ⇔ v ∈ {I, V }
r(< n, bw, v, EV >, φ) = rEV ⇔ v = V
Pour favoriser les versions les plus simples si l’utilisateur n’interagit pas et ne visionne pas de me´dia
(cf sous-section 2.3.5) nous imposons de surcroˆıt rT > rI > rV . En re´sume´, le mode`le se comporte de
la fac¸on suivante : l’agent part d’un e´tat de´cisionnel ds ou` il de´cide une action valide a pour laquelle il
rec¸oit une re´compense ”initiale” ra d’autant plus forte que la version est simple. Selon les probabilite´s de
transitions traduisant la dynamique du contexte, le mode`le passe par des e´tats interme´diaires ou` il peut
recevoir de nouvelles re´compenses rEI ou rEV lors des occurrences de EI (resp. EV ), si l’action prise a
est I ou V , (resp. V ). Si ces occurrences sont plus fre´quentes avec n petit et bw grande et si l’absence
d’interactions est plus fre´quente si n est grand et bw petit, alors le PDM :
– favorisera la version la plus riche (V ) pour n petit et bw grande ;
– favorisera la version la plus simple (T ) pour n grand et bw petite ;
– e´tablira un compromis (optimal pour les re´compenses) dans les autres cas.
La meilleure politique issue de notre mode´lisation sera donc tre`s clairement de´pendante des valeurs
choisies pour nos rT , rI , rV , rEI , rEV . Aﬁn de controˆler ce choix dans la section expe´rimentale nous
utiliserons une version de´grade´e de ce premier PDM que nous venons de de´ﬁnir.
Un PDM de´grade´ peut eˆtre obtenu en me´morisant l’apparition des e´ve´nements EI et EV pendant
la navigation entre deux e´ve´nements clickMovie. Ainsi, nous pouvons retarder la prise en compte des
re´compenses rEI ou rEV . Cela nous permet d’e´liminer dans cette mode´lisation de´grade´e les e´tats non-
de´cisionnels, en introduisant deux boole´ens, ei et ev, dans la structure de l’e´tat (ﬁgure 2.25). Le boole´en
ei (resp. ev) passe a` 1 si l’e´ve´nement EI (resp. EV ) est observe´ entre deux e´tats de´cisionnels.
Le PDM de´grade´ obtenu est de´ﬁni par ses e´tats (s =< n, bw, v, ei, ev >), les actions a ∈ {T, I, V },
l’axe temporel forme´ par la suite des e´ve´nements clickMovie les re´compenses r rede´ﬁnies comme :
r(< ∗, ∗, T, ∗, ∗ >, ∗) = rT
r(< ∗, ∗, I, ei, ∗ >, ∗) = rI + ei · rEI , ei ∈ {0, 1}
r(< ∗, ∗, V, ei, ev >, ∗) = rV + ei · rEI + ev · rEV , ei, ev ∈ {0, 1}
Ceci termine la mode´lisation observable du contexte qui va eˆtre maintenant e´tendue pour inte´grer les
e´le´ments partiellement observables (cache´s) de l’environnement.
























Fig. 2.25 – Le PDM de´grade´
2.5.2 Mode´lisation PDMPO
Le nouveau mode`le partiellement observable du contexte vise a` introduire une variable cache´e (note´e
It) dans la structure de son e´tat. La valeur de It repre´sente l’inte´reˆt de l’utilisateur quantiﬁe´ sur, par
exemple, trois niveaux (Petit,Moyen,Grand). Pour pouvoir estimer l’inte´reˆt de l’utilisateur nous suivons
le principe de´crit dans la section 2.3.6 et dans la ﬁgure 2.11. Les e´ve´nements (dont les interactions) sont
”extraits” de l’e´tat du PDM pre´ce´dent et deviennent l’ensemble des observations d’un PDMPO. Ces
observations sont distribue´es diﬀe´remment selon It (le niveau d’inte´reˆt). Une se´quence d’observations va
nous donner acce`s a` une mesure implicite de It selon le meˆme principe que le HMM pre´sente´ en ﬁgure
2.11. Il deviendra donc possible pour l’agent d’adaptation de nuancer ses de´cisions selon les probabilite´s
que l’inte´reˆt courant de l’utilisateur soit Petit,Moyen,Grand, c’est-a`-dire, selon un e´tat de croyance.
Plusieurs mode´lisations, plus ou moins complexes, sont possibles. La mode´lisation que nous proposons









































































Fig. 2.26 – Illustration de la dynamique des e´tats cache´s du PDMPO
Un e´tat (cache´) du PDMPO devient un tuple s =< n, bw, v, ei, ev, It >. Les notations sont in-
change´es y compris pour les boole´ens ei et ev introduits ci-dessus.
L’axe temporel et les actions {T, I, V, φ} restent inchange´es.
Comme pour le mode`le PDM, nous avons quantiﬁe´ l’inteˆret. Il faut noter que la granularite´ choisie
inﬂuencera fortement la qualite´ de la de´cision prise par l’agent. Par exemple, nous avons conside´re´ trois
niveaux d’inteˆret : I ∈ {P,M,G} (petit,moyen,fort).
La dynamique du mode`le. Lors d’un e´ve´nement clickMovie, l’agent d’adaptation se trouve dans
un e´tat de´cisionnel ds. Il choisit une action valide a et se de´place, selon les ale´as, dans un e´tat in-
terme´diaire is ou` les boole´ens ei et ev sont e´gaux a` 0.
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L’action (la version du ﬁlm) propose´e par l’agent est me´morise´e dans les e´tats interme´diaires is tout
au long de la consultation du ﬁlm courant. Les boole´ens ei et ev deviennent 1 si les e´ve´nements EI
ou respectivement EV sont observe´s et conservent cette valeur jusqu’au prochain e´tat de´cisionnel ds′.
Durant la consultation du ﬁlm courant, n et v restent constants tandis que les autres variables (bw, It et
les boole´ens) peuvent e´voluer. A souligner en particulier l’e´volution de It selon les e´ve´nements produits
(croissance si EI, EV , linkI, linkV , etc. ; de´croissance si stopDwl, stopSlide, stopV ideo, etc.).
Les observations o sont les e´ve´nements e´mis : o ∈ E. Elles sont distribue´es diﬀe´remment selon les
e´tats. Sur la ﬁgure 2.26, seul l’e´ve´nement clickMovie peut eˆtre observe´ dans ds et ds′ (probabilite´ 1.0)
et il ne peut pas eˆtre observe´ ailleurs (dans is et is′).
Dans chaque e´tat interme´diaire, la distribution des e´ve´nements caracte´rise la valeur de l’inte´reˆt. Ainsi,
tout comme le HMM de la ﬁgure 2.11, le PDMPO saura e´valuer, a` partir des se´quences des e´ve´nements,
l’e´tat de croyance courant. Les valeurs d’inte´reˆt les plus probables e´volueront donc, au ﬁl des e´ve´nements
produits : croissance si linkI, EI, linkV , EV , etc. ; de´croissance si stopDwl, stopSlide, stopV ideo, etc.
Pour conserver le niveau d’inte´reˆt en traversant les e´tats de´cisionnels, nous forc¸ons le mode`le a` recopier
(cf. ﬁgure 2.26) l’inte´reˆt du dernier e´tat interme´diaire dans l’e´tat de´cisionnel atteint (en annulant les
probabilite´s des transitions vers des e´tats de niveaux d’inte´reˆt diﬀe´rents).
Les re´compenses associe´es aux de´cisions prises dans un e´tat de´cisionnel ds sont recueillies dans
l’e´tat de´cisionnel suivant ds′ ou` nous retrouvons toutes les informations ne´cessaires v,ei et ev.
r(< ∗, ∗, T, ∗, ∗, ∗ >, ∗) = rT
r(< ∗, ∗, I, ei, ∗, ∗ >, ∗) = rI + ei · rEI
r(< ∗, ∗, V, ei, ev, ∗ >, ∗) = rV + ei · rEI + ev · rEV
Re´solution du PDMPO
Comme nous l’avons explique´ dans la section 2.4.6, plusieurs approches permettent de trouver la
politique optimale d’un PDMPO. Nous en avons retenu deux : la premie`re travaille dans l’espace des
e´tats de croyance et la deuxie`me utilise l’histoire re´cente pour construire une approximation markovienne
du mode`le PDMPO.
Pour la premiere approche, nous utiliserons les travaux et logiciels de re´solution de Cassandra [CKL94]
qui travaillent dans l’espace potentiellement inﬁni (continu) des e´tats de croyance graˆce a` des me´thodes
de programmation dynamique line´aire. Le logiciel pomdp-solve est capable de re´soudre des POMDP a`
orizon ﬁni ou inﬁni, en utilisant soit un crite`re total soit un crite`re γ-ponde´re´ (section 2.4.2).
Parmi plusieurs algorithmes qu’y sont de´ja` implemente´s (Enumeration, Two Pass, Linear Support,
Witness, Incremental Pruning, etc.) nous avons utilise´ un des plus re´cents appelle´ Point Based Value
Iteration [SS05]. L’algorithme part d’un ensemble initial de vecteurs (e´tats de croyance) ; cet ensemble
est ensuite enrichi ite´rativement en re´solvant le POMDP a` un horizon ﬁni croissant. La condition d’arreˆt
peut eˆtre parame´trise´e a` travers le nombre maximal d’e´tats de croyance, la profondeur maximale de
l’horizon ou le temps de calcul.
Le logiciel pomdp-solve peut eˆtre utilise´ conjointement avec deux bibliothe`ques de programmation
line´aire. La premiere, lpsolve, est une API publique en acce`s libre e´crite par Michel Berkelaar et maintenue
au sein du groupe Yahoo du meˆme nom (lpsolve). La deuxie`me, CPLEX est une solution commerciale
propose´e par la socie´te´ ILOG qui s’ave`re a` la fois plus rapide et plus robuste nume´riquement.
POur la se´conde approche de re´solution des PDMPO (a` base d’historique), nous utilisons nos propres
solveurs implantant les algorithmes classiques de programmation dynamique (Value Iteration et Policy
Iteration) et d’apprentissage par renforcement (Q-learning). Pour ge´rer le nombre important des e´tats,




Nous travaillons par simulations pour valider expe´rimentalement l’ensemble des mode`les pre´ce´demment
introduits. Le simulateur que nous avons de´veloppe´ simule des navigations comme celles illustre´es dans la
ﬁgure 2.9. Chaque probabilite´ de transition entre deux e´tats successifs de la navigation est une fonction
de trois parame`tres : bw, It(n) et v. Nous simulons la bande passante bw comme une variable ale´atoire
uniforme´ment distribue´e dans un intervalle re´aliste. It(n) repre´sente une famille de variables ale´atoires,
indiquant l’inte´reˆt, dont l’espe´rance diminue avec n. Le parame`tre v est la version du ﬁlm propose´e a`
l’utilisateur. Nos re´sultats s’organisent alors en trois temps. Nous ”e´talonnons” d’abord notre PDM pour
qu’il renvoie une politique d’adaptation que nous choisissons nous-meˆme (section 2.6.2). Ensuite, nous
montrons les re´sultats obtenus a` partir des PDMPO en introduisant les graphes d’actions de la politique
nuance´e et en observant statistiquement les distributions d’actions de la politique optimale obtenue.
2.6.2 Validation du mode`le PDM pour le contexte observable
Pour valider le mode`le PDM vu en section 2.5.1 nous choisissons un proble`me avec Nmax = 12,
[bwmin ; bwmax]=[0 ; 128 kbps]. Nous quantiﬁons initialement les intervalles de n et bw sur 2 niveaux
de granularite´ : [1..Nmax] = NP ∪ NG , [bwmin ; bwmax]=BWP ∪ BWG. Plutoˆt que de proce´der a` un
libre choix des valeurs rT , rI , rV , rEI , rEV qui de´ﬁnissent les re´compenses, nous pouvons chercher celles
qui conduisent le PDM a` la politique donne´e par le tableau 2.1. En eﬀet, cette politique π∗p respecte les
principes e´nonce´s dans la section 2.3.3 et pourrait eˆtre postule´e a priori par un expert.
Les fonctions de valeur Q du PDM de´grade´, estime´es sur un horizon de longueur 2, (entre deux
e´tats de´cisionnels ds et ds′) peuvent eˆtre e´crites comme :




car r(ds, a) ne de´pend pas de l’action a. Notant par pEI|a et pEV |a les probabilite´s d’observer les
e´ve´nements EI, respectivement EV , sachant la version a, les fonctions de valeur Q deviennent :
Q1(ds, T ) = r(ds) + γ · rT
Q1(ds, I) = r(ds) + γ · (rI + pEI|I · rEI)
Q1(ds, V ) = r(ds) + γ · (rV + pEI|V · rEI + pEV |V · rEV )
Aﬁn de trouver des valeurs pour rT , rI , rV , rEI , rEV qui satisfont une politique conforme aux
principes e´nonce´s dans la section 2.3.3, nous avons conside´re´ un cas simple ou` la granularite´ pour n et
bw est e´gale a` 2 (tableau 2.1). Ainsi, n ∈ {NP , NG} tandis que bw ∈ {BWP , BWG}. La politique π∗p
postule´e est : π∗p(NP , BWP ) = I, π
∗
p(NP , BWG) = V , π
∗
p(NG, BWP ) = T et π
∗
p(NG, BWG) = I.
Nous avons e´crit juste les deux premiers composants de l’e´tat car la version v et les valeurs ei, ev de
l’e´tat courant n’ont aucune inﬂuence sur la dynamique de l’agent et par conse´quent, sur les futurs gains :
π∗p(n, bw, ∗, ∗, ∗) = π∗p(n, bw).
NP ({1, 2, ..., 6}) NG({7, 8, ..., 12})
BWP [0− 64] kbps I T
BWG[64− 128] kbps V I
Tab. 2.1 – Politique optimale π∗p postule´e pour une granularite´ de 2 (n et bw)
Pour chaque paire (n, bw), nous avons calcule´, a` partir des simulations, les probabilite´s pEI|I , pEI|V ,
pEV |V . Le respect de la politique π∗p est assure´ ssi : ∀a ∈ {T, I, V }, ∀ds ⇒ Q(ds, π∗p(ds)) ≥ Q(ds, a). En
e´crivant ces ine´galite´s pour les 4 paires (n, bw) du tableau 2.1 et en utilisant les estimations Q1(ds, a)
de Q, nous obtenons un syste`me de 12 ine´quations line´aires en les variables rT , rI , rV , rEI , rEV . Deux
solutions du syste`me parmi une inﬁnite´ sont :
R1 : rT = 2, rI = 1, rV = 0, rEI = 6, rEV = 6.
R2 : rT = 2, rI = 1, rV = 0, rEI = 7, rEV = 7.
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Graˆce a` ces valeurs nous pouvons ve´riﬁer expe´rimentalement le bon comportement du mode`le PDM.
Le tableau 2.2 montre la politique obtenue automatiquement par programmation dynamique ou Q-
learning, avec 4 niveaux de granularite´ pour n et bw et les re´compenses R1. Ce tableau aﬃne la politique
pre´ce´dente, plus grossie`re ; ce n’est pas une simple recopie des actions de π∗p (voir par exemple les paires
(N2, BW1) : passage de I a` T , (N2, BW3) : passage de V a` I,etc.). Cette nouvelle politique est optimale
vis-a`-vis des re´compenses R1 pour ce niveau plus ﬁn de granularite´.
N1({1, 2, 3}) N2({4, 5, 6}) N3({7, 8, 9}) N4({10, 11, 12})
BW1[0− 32] I T T T
BW2[32− 64] I I I T
BW3[64− 96] V I I T
BW4[96− 128] V V I I
Tab. 2.2 – Raﬃnement de la politique π∗p pour le jeu de re´compenses R1
En re´solvant le PDM pour le second jeu de re´compenses (R2), nous obtenons un raﬃnement diﬀe´rent
(tableau 2.3) qui fait apparaˆıtre des versions plus riches (souligne´es) par rapport a` R1. Cela s’explique
par la croissance des re´compenses associe´es aux e´ve´nements EI, EV qui entraˆıne le choix d’une version
plus complexe, plus longtemps (V maintenue pour 3 classes de n, quand bw = BW4).
N1({1, 2, 3}) N2({4, 5, 6}) N3({7, 8, 9}) N4({10, 11, 12})
BW1[0− 32] I I T T
BW2[32− 64] I I I T
BW3[64− 96] V V I I
BW4[96− 128] V V V I
Tab. 2.3 – Raﬃnement de la politique π∗p pour le jeu de re´compenses R2
2.6.3 Validation du mode`le PDMPO : politiques nuance´es selon l’inte´reˆt
Une fois que nos PDM sont calibre´s et nous renvoient des politiques d’adaptation pertinentes, nous
pouvons re´utiliser les re´compenses pour re´soudre les mode`les PDMPO. L’ide´e est de nuancer les politiques
de´duites des PDM dans le cas observable en estimant l’inte´reˆt de l’utilisateur.
Deux e´tapes expe´rimentales sont ne´cessaires. La premie`re e´tape consiste a` apprendre le mode`le du
PDMPO et la seconde a` re´soudre le proble`me de´cisionnel. Pour l’apprentissage nous avons utilise´ deux
me´thodes. La me´thode la plus imme´diate consiste a` estimer empiriquement les probabilite´s du mode`le
de transition et du mode`le d’observation directement a` partir des traces du simulateur et de calculs de
fre´quences :
p(o|s) = # e´missions de o dans s
#visites de l′e´tat s
, p(s′|s, a) = # transitions de (s,a) vers s’
#visites du couple (s,a)
La seconde me´thode consiste a` initialiser manuellement et grossie`rement les probabilite´s du mode`le
puis a` raﬃner le mode`le graˆce a` un algorithme de type EM (Expectation Maximization) et a` un corpus de
navigations issues du simulateur. Pour initialiser le mode`le, nous avons postule´ l’existence de de´pendances
conditionnelles entre diﬀe´rentes variables qui inﬂuencent sa dynamique et le processus d’observation.
Dans la ﬁgure 2.27 sont illustre´es les de´pendances qui existent entre les variables d’un meˆme e´tat ainsi
que celles propres a` une transition. Nous remarquons ainsi que lors d’une transition, les composants
n et bw suivent leurs propres dynamiques tandis que l’inte´reˆt It e´volue uniquement en fonction de sa
valeur courante, du rang n et de la version vn propose´e par l’agent. Cette ”factorisation” du PDMPO
nous permet de simpliﬁer les probabilite´s de transition et d’observation par de´composition selon les
dynamiques (inde´pendantes) de n, bw, It, etc.
Les deux me´thodes fonctionnent et sont e´quivalentes si l’initialisation de EM (qui est un algorithme
d’optimisation local) est suﬃsamment ”structurante” pour indiquer les bonnes tendances : l’inte´reˆt doit
baisser avec n, les observations stopDwl sont plus fre´quentes avec une faible bande-passante, etc. L’ap-








































































Fig. 2.27 – Factorisation du PDMPO
Ayant un mode`le PDMPO, la re´solution peut eˆtre envisage´e. Re´soudre un PDMPO est notoirement
de´licat et long (voir, par exemple, le tutoriel du site de re´fe´rence www.pomdp.org). Nous utilisons le
logiciel pomdp-solve 5.3 couple´ a` CPLEX pour obtenir les re´sultats suivants.
Le re´sultat renvoye´ par pomdp-solve est un automate qui implante une politique sous-optimale
de´terministe, repre´sente´ par un graphe de´cisionnel (policy graph). Les noeuds du graphe contiennent
les actions ({T, I, V, φ}) et les transitions se font au ﬁl des observations. Seules les transitions rendues
possibles par la navigation seront exploite´es.
Pour concre´tiser cette forme de re´sultat nous montrons ci-dessous un des seuls automates aﬃchables.
Nous choisissons pour cela un unique niveau de granularite´ sur n et bw et trois niveaux pour
It et imposons que la lecture du diaporama pre´ce`de celle de la vide´o. La politique d’adaptation attendue
est uniquement inﬂuence´e par la variation de l’inte´reˆt de l’utilisateur (n et bw n’interviennent plus).
La ﬁgure 2.28 montre que le PDMPO apprend alors a` re´agir de manie`re cohe´rente. Par exemple
partant d’une version T , et observant pageLoad, linkI, startSlide, EI, noInt, back la version suivante
de´cide´e par le PDMPO est I, ce qui traduit une croissance en inte´reˆt. Cette croissance est plus forte
encore si, apre`s l’e´ve´nement EI, l’utilisateur suit le lien linkV, ce qui suﬃt a` se´lectionner la version V
ulte´rieurement.
Inversement, depuis la version V , une forte de´croissance d’inte´reˆt peut eˆtre observe´e sur la se´quence
startSlide, stopSlide, play, stopVideo, back, qui conduit a` de´cider T . Une de´croissance plus faible peut
eˆtre associe´e a` la se´quence startSlide, stopSlide, play, EV, back, menant a` se´lectionner I. Ces exemples
nous montrent qu’il existe une corre´lation naturelle entre la richesse des versions se´lectionne´es et l’inte´reˆt
implicite de l’utilisateur. Pour ce proble`me ou` n et bw n’interviennent pas, la version choisie dans le policy
graph traduit l’estimation de l’inte´reˆt courant (croissant avec T → I → V ). Pour chaque ﬁlm, le choix
de version se de´duit donc uniquement des e´ve´nements observe´s sur les ﬁlms pre´ce´dents.
D’autres se´quences conduisent a` des de´cisions moins simples a` interpre´ter. Par exemple, la se´quence
pageLoad, linkI, startSlide, stopSlide, noInt, back depuis T conduit a` de´cider I. Dans cette se´quence, un
compromis entre la croissance d’inte´reˆt sugge´re´e par linkI, startSlide et une de´croissance sugge´re´e par
stopSlide, noInt doit eˆtre e´tabli. Ainsi, une de´cision T ne serait pas ille´gitime. Le PDMPO re´alise son
compromis selon sa dynamique et ses re´compenses. Pour obtenir un graphe modiﬁe´ conduisant a` de´cider
T , il suﬃrait que le produit rEI · ξ baisse, ou` ξ repre´sente la probabilite´ d’observer EI dans la version I,
pour un inte´reˆt moyen. Dans ce cas, stopSlide, au lieu de provoquer une boucle sur le noeud 5, ame`nerait
l’agent dans le noeud 1. Il de´ciderait alors T car l’espe´rance des gains associe´e a` I serait moindre. En
d’autres termes, un niveau d’inte´reˆt est implicitement associe´ a` chaque e´tat du policy graph.
2.6.4 Comportement statistique de la politique optimale du PDMPO
Lorsque n, bw, It varient, les automates de´cisionnels de´pendants de n et bw deviennent trop com-
plexes pour eˆtre aﬃche´s. Nous illustrons donc diﬀe´remment les re´sultats des PDMPO. Nous travaillons
de´sormais avec 3 niveaux de granularite´ sur n, 2 sur bw, 3 sur It et le jeu de re´compenses R1




























































































































































































































































































































de navigations simule´es. Le tableau 2.4 donne alors des statistiques sur les de´cisions prises. Pour chaque
triplet n, bw, It, les de´cisions de l’agent (qui ne connaˆıt pas It) sont de´nombre´es et traduites en pour-
centages. Nous observons que le contenu s’enrichit statistiquement lorsque l’inte´reˆt augmente, ce qui
prouve a` nouveau que l’estimation de l’inte´reˆt a` partir des seules observations est eﬀective. De plus,
les tendances attendues lorsque n et/ou bw augmentent, sont respecte´es. D’un jeu de re´compenses a` un
autre, ces tendances sont reproductibles, bien que les valeurs des pourcentages diﬀe`rent. La capacite´ du
PDMPO a` nuancer des politiques d’adaptation selon l’inte´reˆt de l’utilisateur est ainsi valide´e.
D’un point de vue expe´rimental et donc pratique, la taille de nos mode`les PDMPO que l’on peut
resoudre avec le logiciel pomdp-solve peut diﬃcilement aller au-dela` de ce dernier exemple. Une technique
de´die´e de re´solution exploitant la structure de notre mode`le doit eˆtre mise en oeuvre pour s’attaquer
a` des proble`mes plus grands. Une re´solution directe sans estimation d’e´tats est envisageable : il s’agit
de rechercher directement une politique stochastique sous-optimale graˆce, par exemple, a` un Q-learning
boltzmannien adapte´ [Buf03].
Une fois le PDMPO re´solu hors ligne, un automate de´cisionnel meˆme grand (des centaines d’e´tats)
est exploitable de manie`re re´aliste en ligne. Nous soulignons que les policy graphs obtenus pour de tels
proble`mes sont plus complexes que celui de la ﬁgure 2.28 puisque de´pendants de n et bw.
Inte´reˆt
N1{1, 2, 3, 4} N2{5, 6, 7, 8} N3{9, 10, 11, 12}
T I V T I V T I V
BWP
Petit 100% 5% 95% 96% 4%
Moyen 100% 1% 99% 86% 14%
Grand 100% 100% 76% 24%
BWG
Petit 4% 96% 73% 27% 67% 33%
Moyen 2% 98% 51% 49% 30% 68% 2%
Grand 100% 33% 67% 9% 81% 10%
Tab. 2.4 – Distribution des actions pour la politique solution du PDMPO
2.6.5 Re´solution du PODMP a` base de l’historique
Pour des mode`les de grande taille (surtout en nombre d’e´tats), la re´solution a` travers les PDM des
e´tats de croyance devient donc de´licate. Dans ce cas, une deuxie`me approche, base´e sur les trajectoires des
actions et observations peut s’ave`rer inte´ressante. Comme nous l’avons explique´ dans la section 2.4.6, elle
permet une approximmation markovienne du mode`le partiellement observable sous la forme d’un PDM,


















seqn = {clickMovie, pageLoad, startSlide, EI, linkV, play, stopV ideo, back}




Fig. 2.29 – PDM obtenu a` partir du PDMPO en me´morisant les e´ve´nements passe´s
Pour re´soudre le PDMPO, nous avons choisi de le transformer dans un PDM en suivant les principes
de´crits dans la section 2.4.6. L’estimation de chaque e´tat est re´alise´e en me´morisant la se´quence (trajec-
toire) actions-observations entre deux e´tats de´cisionnels. L’e´tat du mode`le PDM ainsi obtenu contient
(ﬁgure 2.29) a` la fois les e´le´ments observable du PDMPO (n et bw) et la trajectoire actions-observations.
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Cette trajectoire inclue l’action a = vn et la se´quence d’interactions {clickMovie, ..., back}. Les valeurs
pre´ce´dentes de la bande passante (bw−1, bw−2, ...) pourraient aussi y eˆtre inte´gre´es.
La ﬁgure 2.30 illustre un exemple d’une politique optimale obtenue en utilisant l’algorithme Q-
learning. Initiallement, pour bw = M , l’agent de´cide a = V (version Vide´o). La dynamique stochastique
du contexte l’ame`ne dans l’un des e´tats suivants possibles. Trois parmi eux sont montre´s dans la ﬁgure
2.30. L’e´tat le plus en bas de la ﬁgure correspond a` une de´croissance de bw (de M vers L) ou/et a` une
diminution de l’inte´reˆt. La de´cision suivante est par conqe´quent a = T . Au contraire, dans des meilleures
conditions (c’est-a`-dire bw varie de M a` H) ou/et un utilisateur inte´resse´ (les images et la vide´o sont
consomme´es inte´gralement), l’agent continue de proposer la version la plus riche (l’e´tat le plus en haut
























Fig. 2.30 – Sous-ensemble de de´cisions issues de la politique optimale du PDM
Une des lectures possibles de ces re´sultats est de conside´rer que les se´quences d’interactions qui
apparaissent dans les e´tats de´cisionnels de la ﬁgure 2.30 sont en re´alite´ des descripteurs ou me´ta-donne´es
implicites d’inte´reˆt [PCG07,PCG06].
Ces re´sultats sont conﬁrme´s par plusieurs jeux de re´compenses, sous diﬀe´rentes conditions de simu-
lation. Par exemple, pour le jeu de re´compense R = {rT = 3, rT = 1, rV = 0, rEI = 7, rEV = 8}, la
politique optimale fournie par l’algorithme Q-learning conﬁrme les bonnes proprie´te´s d’une politique
d’adaptation, telles que nous les avons caracte´rise´es dans la section 2.3.3. En eﬀet, la ﬁgure 2.31 nous
montre comment la de´cision optimale (version I ) pour (n = 1, bw = M) est ”corrige´e” par la dynamique
des ressources disponibles et les interactions de l’utilisateur. Ainsi, la version propose´e au ﬁlm suivant
(n = 2), augmente en richesse suivant les deux axes : l’inte´reˆt de l’utilisateur et les ressources disponibles.
Selon que le de´bit soit faible (ﬁgure 2.31(a), moyen (ﬁgure 2.31(b)) ou haut (ﬁgure 2.31(c)), les
se´quences d’interactions temoignent d’un inte´reˆt croissant de l’utilisateur (de gauche a` droite sur l’axe
horizontal). Par exemple, pour un de´bit moyen (ﬁgure 2.31(b)), une interaction telle que stopDwl engen-
drera une version plus simple du ﬁlm suivant (version T ). Au contraire, la consommation comple`te des
images (EI) ou le suivi du lien vide´o traduisent un inte´reˆt maintenu (version I), voire augmente´ (version
V ). Malheureusement, comme nous l’avons de´ja` remarque´ dans la section 2.6.3, toutes les se´quences ne
supportent pas une interpre´tation aussi intuitive. Par exemple, la se´quence startSlide, stopSlide, linkV,
stopDwl, back depuis I conduit a` de´cider V. En cherchant le compromis entre la croissance d’inte´reˆt
sugge´re´e par startSlide, linkV et la de´croissance sugge´re´e par stopSlide, stopDwl, l’agent favorise ici la
premiere a` cause de sa dynamique et des re´compenses espe´re´es supe´rieures associe´es a` la version V.
De manie`re cohe´rente sur l’axe vertical, en suivant la disponibilite´ des ressources, les versions pro-
pose´es par notre agent sont de plus en plus riches. Ainsi, dans des conditions plutoˆt favorables (bw = H),
un e´ve´nement comme EI ou EV suﬃt comme preuve d’inte´reˆt pour que l’utilisateur se voit propose´ la












































































































a=I a=I a=V a=V
(c) De´cisions optimales guide´es par les se´quences d’interactions pour un haut de´bit
Fig. 2.31 – Versions adapte´es du contenu selon les ressources (bw) et la se´quence d’interactions
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2.7 Conclusions
Dans ce chapitre, nous avons montre´ que des processus de de´cision se´quentielle dans l’incertain sont
adapte´s pour de´ﬁnir des me´canismes d’adaptation a` des contextes dynamiques. Dans notre travail et
selon que l’e´tat du contexte soit observable ou partiellement observable nous avons montre´ comment
caracte´riser des politiques d’adaptation en re´solvant des Processus De´cisionnels de Markov (PDM) ou
des PDM Partiellement Observables (PDMPO).
Nous avons applique´ ces ide´es pour adapter un service mobile de consultation de ﬁlms en montrant
en particulier comment nuancer une politique d’adaptation donne´e selon l’inte´reˆt de l’utilisateur. Les
perspectives de ce travail sont multiples. On peut imaginer l’appliquer a` des cas ou` les re´compenses
sont explicitement lie´es au service (maximiser le nombre de DVD loue´s, par exemple). On peut aussi
imaginer relier nos travaux avec des fonctionnalite´s de syste`mes de recommandation et/ou de syste`mes
de recherche d’information. Dans ces derniers cas, l’obtention d’un corpus re´el d’apprentissage serait
ne´cessaire. D’autres approches pour re´soudre nos mode`les seraient e´galement possibles. On pourrait par
exemple dans le cas d’un contexte partiellement observable explicitement chercher une politique non-




optimales pour des contenus
hyperme´dia
De nombreux syste`mes d’information distribue´s de´livrent aujourd’hui des contenus hyperme´dia riches
a` l’ensemble des internautes ou a` des communaute´s d’utilisateurs. Beaucoup de parame`tres de qualite´
de service peuvent eˆtre analyse´s pour e´valuer la performance de tels syste`mes. Toutes les mesures de
performance possibles devraient ide´alement eˆtre corre´le´es a` une me´trique de satisfaction de l’utilisateur.
C’est en ce sens que la QoS (Quality of Service) n’est souvent qu’un modeste pre´curseur de la QoE
(Quality of Experience). Sous cet angle, les me´canismes d’adaptation de contenu de´veloppe´s dans le
chapitre pre´ce´dent sont innovants car ils inte`grent des parame`tres usuels de QoS comme la bande passante
et des indices d’inte´reˆt de l’utilisateur. Nous poursuivons cette de´marche dans ce troisie`me chapitre,
puisque nous e´tablirons des liens forts entre des parame`tres de qualite´ d’acce`s a` un service et la coexistence
d’utilisateurs de proﬁls diﬀe´rents.
Dans le cadre de cette e´tude, nous nous inte´ressons a` l’optimisation de la re´activite´ d’un syste`me d’in-
formation qui de´livre des contenus hyperme´dia. Parmi l’ensemble des caracte´ristiques d’un tel syste`me et
aﬁn d’ame´liorer sa re´activite´, nous souhaitons minimiser le de´lai ne´cessaire a` la visualisation des donne´es
qu’il de´livre en s’appuyant sur une analyse des usages. Aﬁn d’ame´liorer la ﬂuidite´ de l’interaction, nous
proposons des me´canismes de pre´chargement qui permettent, a` partir d’une analyse des comportements
des utilisateurs, de choisir de manie`re optimale les contenus a` te´le´charger durant les phases de passivite´
de l’utilisateur ou de disponibilite´ de la bande passante.
Apre`s l’expose´ des motivations (section 3.1), nous dressons un e´tat de l’art des me´canismes de
pre´chargement (section 3.2). Nous introduisons le concept cle´ de ces me´canismes : les politiques de
pre´chargement. Ces politiques ou strate´gies de pre´chargement peuvent eˆtre compare´es selon diﬀe´rents
crite`res de performance. Parmi les nombreuses techniques propose´es dans la litte´rature, nous nous
inte´ressons en particulier aux approches qui visent l’optimalite´ de la solution. Nous pre´sentons en de´tail
une approche optimale de´veloppe´e au sein de notre e´quipe [Gri03] sur laquelle se greﬀent nos contributions
(section 3.3). Nos politiques optimales se fondent sur l’apprentissage des comportements des utilisateurs
et sur l’observation des conditions ale´atoires du re´seau. Comme dans le chapitre pre´ce´dent, l’adapta-
tion de l’acce`s graˆce aux me´canismes de pre´chargement est mode´lise´ selon des Processus De´cisionnels
Markoviens (PDM). Par rapport aux travaux de Romulus Grigoras nous e´valuons deux extensions pour
lesquelles des politiques de pre´chargement plus agressives sont conside´re´es (section 3.4). Nous montrons
e´galement que la prise en compte de diﬀe´rents proﬁls d’utilisateurs est possible en passant d’un PDM
a` un PDM Partiellement Observable. A l’image de la de´marche adopte´e au chapitre pre´ce´dent, nous
enrichissons le mode`le formel initial avec les variables de de´cision lie´es aux proﬁls des utilisateurs. Ces
informations sont cache´es mais partiellement observables a` travers des se´quences d’observations (section
3.5). Nos propositions sont valide´es a` travers de nombreuses simulations qui de´crivent des politiques de
pre´chargement de plus en plus performantes.
47
3.1 Motivation
La navigation web s’est enrichie graˆce a` l’incorporation de nouveaux me´dia comme la vide´o, l’audio,
les dessins vectoriels ou encore les animations tridimensionnelles. Ces me´dia sont regroupe´s dans ce qu’on
appelle de´sormais des documents multime´dia. Ces documents organisent a` la fois dans l’espace et dans
le temps les diﬀe´rents e´le´ments qui les composent. Selon la nature des interactions et des relations entre
e´le´ments, on peut parfois parler de documents hyperme´dia.
3.1.1 Documents hyperme´dia
La notion d’hyperme´dia est bien connue de nos jours et la premie`re de´ﬁnition est attribue´e a` Ted
Nelson dans son article ”Complex information processing : a ﬁle structure for the complex, the changing
and the indeterminate” [Nel65]. Le mot est employe´ comme une extension logique du terme hypertext,
de´signant un document dans lequel divers me´dia (graphiques, audio, vide´o, texte) et des hyperliens
s’entrelacent pour cre´er une source d’information non-line´aire.
Les documents hyperme´dia sont d’abord des documents : «des entite´s constitue´es d’un ensemble
d’e´le´ments d’information de base relie´s par des relations de diﬀe´rentes natures (relations de composition,
spatiales, temporelles et de navigation» [Roi99]. Ces relations confe`rent une structure au document, dont
la description est organise´e autour de trois dimensions [Lay97] :
– la dimension logique permet de lier se´mantiquement un ensemble de composants ;
– la dimension spatiale concerne l’aﬀectation des composants dans l’espace de pre´sentation ;
– la dimension temporelle concerne l’organisation des composants du document dans le temps ;
A ces trois dimensions s’ajoute la dimension hyperme´dia qui apporte des relations se´mantiques non
hie´rarchiques entre des parties de document, comme des renvois ou des re´fe´rences. Elle permet d’intro-
duire des relations de pre´sentation comme des liens de navigation spatiaux ou temporels. Ces relations
rendent l’e´volution du document dans le temps, appele´e aussi sce´nario temporel, inde´terministe. Cela
correspond a` des enchaˆınements de´ﬁnis en fonction de donne´es connues uniquement au moment de la
pre´sentation (occurrence impre´visible d’un ”clic” par exemple).
Fig. 3.1 – Un contenu hyperme´dia base´ sur des hypervide´os, destine´ au commerce e´lectronique. Les
utilisateurs ont acce`s aux descriptions des produits en cliquant sur un objet dans la vide´o
Les hypervide´os forment une classe particulie`re de documents hyperme´dia. Une hypervide´o s’ins-
pire de la structure nodale de l’hypertexte. Elle est forme´e de se´quences vide´os lie´es entre elles. Des
socie´te´s comme VideoClix proposent une technologie pour aﬃcher les vide´os cliquables sur des naviga-
teurs conventionnels ainsi que le service d’e´dition et de pre´paration de ﬂux enrichis pour le streaming.
La ﬁgure 3.1 montre un exemple d’une hypervide´o comme support marketing a` des actes d’avant-vente
et de vente.
3.1.2 Re´duction des latences
Les re´seaux qui forment l’Internet aujourd’hui n’oﬀrent qu’un service meilleur-eﬀort. Il n’y a de
garantie ni de bande passante, ni de de´lai, ni vis-a`-vis des pertes. Ces caracte´ristiques (bande passante,
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de´bit, pertes) sont variables et inconnues.
La bande passante entre deux points sur Internet est en ge´ne´ral inconnue et variable dans le temps.
Si l’e´metteur envoie a` un de´bit supe´rieur au de´bit supporte´ par le re´seau, il y a congestion, des paquets
sont perdus et la qualite´ d’un me´dia (vide´o,audio) diminue conside´rablement. Le de´lai de bout en bout
d’un paquet sur Internet pre´sente des ﬂuctuations importantes. La variation de ce de´lai (commune´ment
appele´e « gigue ») est un proble`me majeur car le lecteur multime´dia doit recevoir, de´coder et pre´senter
des images a` cadence constante. Chaque image en retard peut empeˆcher une reconstitution correcte de la
se´quence, causant par exemple des saccades dans la vide´o. Les pertes de paquets ont des eﬀets destructifs
sur la qualite´ de l’information reconstitue´e et sont combattues par des me´canismes de controˆle d’erreur
[WHZ+01] : controˆle continu des erreurs (forward error correction, FEC), retransmissions, dissimulation
des erreurs (error concealment) et codage re´sistant aux erreurs (error-resilient video coding).
Pour reme´dier a` ces diﬃculte´s, les applications doivent s’adapter aux ressources disponibles. La
congestion peut eˆtre e´vite´e en utilisant des me´canismes de controˆle de de´bit et de congestion. Aﬁn
d’ame´liorer la qualite´ des me´dia continus en pre´sence de pertes ou variations signiﬁcatives du de´bit, une
solution courante consiste a` transmettre des contenus scalables. Enﬁn, pour minimiser les eﬀets dus aux
variations de la bande passante et du de´lai, des tampons de lecture ont e´te´ introduits du coˆte´ client,
au prix de latences supple´mentaires. La gestion adaptative du tampon (Adaptive Media Playout) est la
technique re´cente qui vise a` re´aliser un compromis entre latence de de´marrage et ﬁabilite´ [KGS02].
Le de´lai de de´marrage (le temps qui s’e´coule entre l’envoi de la requeˆte au serveur et le de´marrage
de la pre´sentation sur le client, apre`s avoir rempli le tampon) se de´compose en latence d’acce`s au
contenu et latence de mise en tampon initiale. La latence d’acce`s inclut la ne´gociation avec le
serveur (e´tablissement de la connexion, ne´gociation des parame`tres de transport) et le de´lai de transfert
du premier paquet. La latence de mise en tampon initiale est le temps ne´cessaire au client pour remplir
suﬃsamment son tampon (avec une amorce) aﬁn de de´marrer la lecture dans de bonnes conditions.
La navigation au sein des documents hyperme´dia «lourds» induit des latences. Par exemple, naviguer
dans une hypervide´o, c’est-a`-dire passer d’un segment vide´o au suivant conduit a` un cumul des latences
observe´es a` chaque acce`s en streaming aux ﬂux vide´os. A chaque suivi d’un lien, le navigateur doit
te´le´charger une amorce importante, comme nous venons de l’expliquer. Le pre´chargement prend ici tout
son sens.
Les utilisateurs ha¨ıssent attendre [KN03]. Les temps de re´ponse longs et les navigations diﬃciles sont
les principales plaintes des utilisateurs d’Internet. Apre`s avoir attendu au-de`la d’un certain ”seuil de
patience”, il est fort probable que l’utilisateur soit frustre´ et quitte le site pour un autre plus rapide.
Dans ce sens, une e´tude re´alise´e par Zona Research [Res99] et abondamment cite´e dans la litte´rature,
mentionne la loi des huit secondes (eight-second rule) illustre´e dans la ﬁgure 3.2.
Fig. 3.2 – La satisfaction des utilisateurs se de´grade rapidement apre`s 8-10 secondes de de´lai
L’explosion de l’utilisation de l’Internet cre´e de se´rieux challenges pour les prestataires de services
Internet et les ope´rateurs re´seaux. A une heure de pointe, l’acce`s a` un document ou la soumission d’une
requeˆte a` un moteur de recherche peut prendre un temps conside´rable qui constitue un frein a` l’utilisation
interactive de l’Internet, un phe´nome`ne souvent de´signe´ sous le nom de «world-wide-wait».
Un certain nombre de facteurs a contribue´ aux moqueries a` propos de ce «world-wide-wait» :
l’he´te´roge´ne´ite´ des re´seaux, les grandes distances physiques, l’engorgement des routeurs et des serveurs,
etc. Beaucoup de chercheurs et d’entrepreneurs se sont donc penche´s sur le proble`me de l’ame´lioration
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des temps de re´ponse pour le web. Certains ont opte´ pour l’accroissement de la bande passante, d’autres
ont voulu utiliser l’infrastructure existante d’une manie`re plus eﬃcace.
Les syste`mes classiques de cache et/ou de pre´chargement fonctionnent graˆce a` la localite´ spatiale, tem-
porelle ou se´mantique des documents : les clients demandent des composants populaires (e´ventuellement
proches se´mantiquement) depuis des serveurs populaires. Une e´tude a montre´, par exemple, que le traﬁc
ge´ne´re´ par les 10 documents les plus populaires du site http://www.w3.org/ repre´sente presque 30% du
traﬁc total.
Les individus faisant des requeˆtes similaires d’une manie`re reproductible, l’utilisation d’un syste`me de
cache est souvent judicieuse. Le caching est une approche re´active pour la re´duction des latences, car un
syste`me de cache choisit son comportement apre`s avoir observe´ les requeˆtes des utilisateurs. Par contre,
on peut qualiﬁer de pre´dictive une me´thode de pre´chargement, car elle spe´cule sur le comportement futur
des utilisateurs.
3.1.3 Approches re´actives par mise en cache
Les me´canismes de cache («caching») ont e´te´ propose´s pour re´duire la charge des re´seaux et des
serveurs et ame´liorer les latences observe´es par l’utilisateur. Les recherches dans ce domaine sont aussi
motive´es par la possibilite´ de compenser l’indisponibilite´ temporaire ou les variations de performance du
re´seau et des serveurs.
Avant de de´tailler les approches pre´dictives de la re´duction de latence par pre´chargement, nous
dressons un bref historique des me´thodes re´actives de gestion de cache. L’utilisation la plus ancienne des
caches concerne les architectures de me´moires. L’unite´ centrale d’un calculateur fonctionne a` des vitesses
beaucoup plus e´leve´es que la me´moire et il y a donc un ralentissement lors des acce`s a` la me´moire. Pour
minimiser ces ralentissements, les concepteurs de processeurs ont introduit un ou plusieurs niveaux de
cache. Une me´moire cache est une petite quantite´ de me´moire rapide (mais che`re) qui fonctionne a` la
vitesse du processeur. Si le cache contient l’objet (instruction ou mot) demande´ par le processeur, le
transfert est imme´diat : on parle de succe`s (hit). Si l’objet n’est pas pre´sent dans le cache, le composant
doit eˆtre transfe´re´ depuis la me´moire, c’est un e´chec (miss). Dans ce dernier cas, des latences apparaissent.
Le caching de contenus en ligne (des pages web par exemple) s’inspire de ces principes. Cependant,
si le caching dans le mate´riel est performant (avec des taux de succe`s de l’ordre de 80%), celui pour le
web oﬀre des performances bien plus modestes (taux de succe`s de l’ordre de 30-60% [JT01]). Ces faibles
performances s’expliquent d’une part par la pre´sence de pages dynamiques. D’autre part, les processus
d’acce`s aux pages web sont moins line´aires, plus complexes et donc moins facilement exploitables.
Vis-a`-vis de la mise en cache, les contenus multime´dia temporise´s (accessibles par streaming) diﬀe`rent
des contenus Web classiques par la taille importante des composants me´dia, l’existence d’e´che´ances
temporelles ainsi que la complexite´ des protocoles d’acce`s. Le proble`me de la taille est ge´ne´ralement
aborde´ en de´coupant un ﬂux me´dia en deux segments [RHE99,BGHP00, JBI02] : un pre´ﬁxe (de´but du
ﬂux) et un suﬃxe (la suite).
Seul le pre´ﬁxe est mis en cache et pendant que ce segment est consomme´, le syste`me de cache peut
streamer le suﬃxe. Si le cache est sur un proxy, cette me´thode permet de re´duire les latences observe´es
par le client : le pre´ﬁxe contient au moins l’amorce du ﬂux qui arrive donc plus rapidement sur le client.
Un pre´ﬁxe de taille suﬃsante permet en outre de cacher la variation du re´seau sur le segment proxy-
serveur. Le cache e´conomise ainsi la bande passante sur le segment proxy-serveur, ce qui est aussi son
roˆle.
Des e´tudes comme celles de Bo¨szo¨rme´nyi et al. [BHK+03] proposent d’utiliser un proxy-cache pilote´
par des me´ta-donne´es. Les politiques de remplacement sont base´es sur l’adaptation de contenus. Un
contenu devenant moins populaire est laisse´ dans le cache dans une version de´grade´e. Cela permet de
conserver un de´lai de re´ponse faible et e´conomise des ressources. Le meˆme principe peut eˆtre mis en
œuvre avec des ﬂux multi-couches (quality adaptive layered video [RK01]). Cette ide´e s’applique a` la
fois a` la diﬀusion en multicast et unicast.
D’autres techniques proches du caching pour le multicast [EVZ01] ont e´galement e´te´ utilise´es pour
e´conomiser la bande passante et diminuer la charge des serveurs : batching (agre´gation d’un lot de
requeˆtes identiques avant diﬀusion de la re´ponse), stream merging, patching (exploitation coope´rative
de ﬂux multicast e´mis a` intervalles re´guliers).
Les syste`mes de cache pour le Web ont donc des performances limite´es pour de multiples raisons.
Les caches ne peuvent servir que des documents qui ont e´te´ de´ja` demande´s, alors qu’ide´alement tous les
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documents devraient de´ja` eˆtre pre´sents dans le cache de`s leur premie`re requeˆte. Le nombre important
de documents disponibles sur le Web, leur courte dure´e de vie (certains sont dynamiques, d’autres vite
obsole`tes) et leur faible localisation sont a` l’origine de ces limitations en performance.
Par conse´quent, les recherches visant la re´duction des latences dans un contexte Web se sont oriente´es,
depuis une dizaine d’anne´es, vers une autre me´thode comple´mentaire, le pre´chargement (prefetching).
L’ide´e est d’exploiter les temps morts qui laissent inoccupe´ le syste`me d’entre´es/sorties. Un me´canisme
de pre´chargement peut alors anticiper sur les acce`s futurs et exploiter les ressources disponibles.
3.1.4 Approches pre´dictives par pre´chargement
Plusieurs classiﬁcations des me´canismes de pre´chargement sont propose´es dans la litte´rature. Nous
re´sumons les principales. Le pre´chargement est comple´mentaire a` la mise en cache. Il est souvent pre´sente´
comme une ame´lioration des solutions de caching, appele´e «caches actifs». L’e´le´ment cle´ du succe`s du
pre´chargement est une bonne strate´gie de pre´diction des acce`s futurs.
Comment pre´dire ? Les techniques les plus populaires de pre´diction base´es sur l’exploration des
se´quences peuvent eˆtre classe´es en deux cate´gories : celles qui utilisent les graphes de de´pendance (de-
pendency graphs) pour stocker les motifs d’acce`s et celles qui utilisent des re´sultats des recherches en
compression.
Les approches de la premie`re cate´gorie [PM96,NKM03] utilisent principalement des mode`les stochas-
tiques pour l’analyse des liens suivis (observe´s dans les ﬁchiers de log) aﬁn de pre´dire le(s) acce`s futur(s)
en fonction du chemin courant parcouru ou bien de la dernie`re page visite´e. Ces mode`les sont repre´sente´s
a` travers un graphe oriente´ dont les arcs reﬂe´tent les probabilite´s de transition entre pages ou composants
(voir la ﬁgure 3.4 par exemple). Seuls les composants dont la probabilite´ de´passe un certain seuil sont
pre´charge´s et ceux-ci dans l’ordre de´croissant de leurs probabilite´s.
Si la plupart des travaux construisent les mode`les probabilistes en fonction des motifs d’acce`s se´quentiels
(a` partir de la page A on visite la page B), certains [IX00, BKM02] ont propose´ des approches ou` les
de´pendances entre composants sont base´es sur leur se´mantique. Dans [IX00], les auteurs utilisent les
mots pre´sents dans la description (le titre) des liens pour relier des composants proches se´mantiquement.
Par exemple, un utilisateur inte´resse´ par le football ou venant depuis le site de l’UEFA, suivra vraisem-
blablement des liens contenant des constructions telles que ”Ligue des Champions”, ”Real Madrid” ou
”France98”. Au lieu d’exploiter la composition structurelle des documents hyperme´dia, ces approches
sont plutoˆt oriente´es vers la liaison se´mantique entre diﬀe´rents composants. Un autre exemple est fourni
par Brunie et al. [BKM02] qui conside`rent un cas particulier de la vide´o a` la demande, les nouvelles
a` la demande (NoD, «News-On-Demand»). Les NoD sont des applications manipulant des ensembles
structure´s de vide´os courtes. Ces applications se distinguent de la VoD classique par un fort degre´ d’in-
teractivite´ et par la taille re´duite des clips. Les auteurs montrent qu’en conside´rant le recouvrement entre
les ﬂux contextuellement corre´le´s, il est possible de concevoir un algorithme de prefetching qui pre´voit les
acce`s futurs et tente d’ame´liorer le taux de succe`s du cache du serveur en pre´chargeant. Les expe´riences
de simulation montrent un gain de 18% par rapport au cas ou` le pre´chargement n’est pas utilise´.
Les algorithmes issus des recherches en compression s’ave`rent aussi approprie´s car la compression et
le pre´chargement visent le meˆme but : pre´dire le prochain symbole ou e´le´ment au sein d’une se´quence.
Les mode`les utilise´s produisent une distribution de probabilite´s sur les e´le´ments (caracte`res dans le cas
de la compression, pages pour le pre´chargement) qui est ulte´rieurement utilise´e pour re´aliser un codage
eﬃcace. De nombreux travaux de´die´s au proble`me de pre´chargement exploitent la technique de pre´diction
par recouvrement partiel (PPM-Prediction by Partial Match [Sar00,DJ02,CZ03]). Cette technique utilise
plusieurs mode`les de Markov d’ordre supe´rieur pour re´sumer les acce`s pre´ce´dents et les pre´dictions sont
re´alise´es en comparant l’acce`s courant avec les mode`les existants. D’autres classiﬁcations de´coulent des
questions suivantes.
Qui est l’acteur du pre´chargement ? Deux types de pre´chargement peuvent eˆtre imagine´s [PGG+95].
Soit le client informe le syste`me de ses besoins futurs (pre´chargement informe´), soit c’est le syste`me qui
utilise les acce`s passe´s pour faire des pre´dictions (pre´chargement non-informe´).
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Sur quel segment se de´roule le pre´chargement ? Trois sce´narios de pre´chargement ont e´galement
e´te´ identiﬁe´s [CZB98] :
1. Entre les clients (navigateurs) et les serveurs Web. Padmanabhan et al. [PM96] analysent la
re´duction de la latence et le traﬁc engendre´ entre les clients et les serveurs, en utilisant l’algo-
rithme PPM. L’e´tude divise les temps d’acce`s en trois cate´gories : «ze´ro», «petit» et «grand». Sans
pre´chargement, la re´partition des latences est 20%, 0%, 80%. Avec pre´chargement, la re´partition
s’ame´liore pour arriver a` 42%, 6%, 52%.
2. Entre les proxies et les serveurs. Dans une e´tude pre´ce´demment cite´e [KLM97], Kroeger et al.
se sont inte´resse´s aux limites du pre´chargement entre les proxies et les serveurs en utilisant trois
semaines de traces Web de la socie´te´ DEC. Ils ont trouve´ par simulation que, sans pre´chargement,
le caching avec un tampon inﬁni peut engendrer 26% de re´duction des latences. Si le pre´chargement
est utilise´, cette re´duction peut atteindre 56%.
3. Entre les clients et les proxy-caches. Les travaux pre´sente´s dans [CZB98] s’inte´ressent a` la re´duction
des latences entre le client et le proxy. Les clients sont connecte´s par des modems a` bas de´bit (28.8
kb/s). Des traces d’acce`s des clients et une pre´diction PPM ont e´te´ utilise´es pour les simulations.
Le proxy utilise les pe´riodes d’inactivite´ du re´seau pour pousser des composants vers les clients (un
tel «push» est a` l’initiative du proxy). Une re´duction de 23% des latences est observe´e.
Les deux premie`res approches prennent le risque d’augmenter le traﬁc sur les deux segments (serveur-
proxy, proxy-client), alors que la dernie`re aﬀecte seulement le traﬁc entre le client et le proxy. Toutes ces
approches essayent de pre´charger soit des documents qui sont conside´re´s comme populaires du point du
vue du serveur soit des documents dont l’utilisation est pre´dite, en se basant sur les motifs d’acce`s.
Comment pre´charger des donne´es multime´dia temporise´es ? Des e´tudes sur le pre´chargement
multime´dia sont re´cemment apparues dans la litte´rature. Ces e´tudes se placent souvent dans le cadre
ge´ne´ral de la gestion des tampons sur un serveur vide´o et parfois en conjonction avec une base de donne´es
( [JSCB95,ORS97,BKM02]). Rejaie et al. [RK01] proposent un me´canisme de caching et pre´chargement
multime´dia pour des ﬂux scalables a` granularite´ ﬁne. Les auteurs se concentrent toutefois sur le caching
et utilisent simplement le pre´chargement pour streamer des ﬂux de raﬃnement associe´s aux ﬂux (plus
grossiers) de´ja` mis en cache. Les auteurs expriment les re´sultats en terme d’ame´lioration de la qualite´
vide´o et non pas en termes de diminution de la latence.
Les approches de caching/pre´chargement dans les serveurs vide´o peuvent eˆtre groupe´es dans les
cate´gories suivantes [BKM02] :
– approches permettant le partage du tampon entre plusieurs clients. Un ﬂux est garde´ dans un
tampon (caching) et peut eˆtre utilise´ ulte´rieurement pour satisfaire d’autres requeˆtes.
– approches base´es sur le traitement par lots («batching»). Dans ces me´thodes, des requeˆtes sont
retarde´es jusqu’a` ce qu’elles puissent eˆtre fusionne´es avec d’autres requeˆtes pour la meˆme vide´o.
– strate´gies se concentrant sur l’interaction avec le client pour exe´cuter le remplacement du tampon.
Dans cette technique, la politique de remplacement du tampon est de´termine´e par les interactions
lie´es aux boutons VCR (avance-rapide, retour, etc.).
Notre travail se rapproche de cette dernie`re situation puisque nous proposons des me´canismes op-
timaux de pre´chargement de ﬂux multime´dia en exploitant les usages c’est-a`-dire les interactions des
utilisateurs. L’originalite´ la plus forte de notre contribution est cependant lie´e a` l’optimalite´ de la po-
litique de pre´chargment sous certaines hypothe`ses. De nombreuses politiques de pre´chargement sont en
eﬀet possibles comme le montre la section suivante.
3.2 Politiques de pre´chargement
Lorsque l’on parle de politique de pre´chargement, on e´voque le me´canisme de´cisionnel qui permet de
re´pondre pour le moins aux deux questions suivantes.
– que peut-on pre´charger?
– quand de´clencher ce pre´chargement?
L’exemple suivant pre´sente des re´ponses ﬁge´es a` ces deux questions dans le cas des me´canismes de
pre´chargement propose´s par SMIL. Il s’agit sans doute de la politique de pre´chargement la plus simple
imaginable puisqu’elle est de´cide´e une fois pour toutes par l’auteur d’un document hyperme´dia.
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SMIL est un langage de´claratif base´ sur XML qui permet de de´crire une pre´sentation multime´dia.
Il permet d’inte´grer un ensemble de composants multime´dia inde´pendants au sein d’une pre´sentation
multime´dia synchronise´e. Un auteur peut spe´ciﬁer un sce´nario temporel et un agencement spatial des
composants pour la pre´sentation. Il peut aussi associer des liens hyperme´dia a` certains composants.
Pour pre´charger des ﬂux multime´dia, ce standard pre´voit une balise prefetch, qui est semblable a` une
e´tiquette de type video. Au lieu de pre´senter un clip vide´o, la balise de´clenche, a` sa prise en compte, le
transfert de l’ensemble ou d’une partie des donne´es multime´dia utiles pour la suite de la pre´sentation. La
balise utilise une adresse URL pour localiser les donne´es a` pre´charger et identiﬁer le protocole d’acce`s. La
balise peut inclure des attributs de synchronisation. La balise «prefetch» dispose e´galement d’attributs
pour la vitesse et la quantite´ de donne´es a` pre´charger. Dans la ﬁgure 3.3, on pre´charge 15 secondes
d’amorce d’une vide´o pendant la pre´sentation d’un autre ﬂux texte streame´. En eﬀet, en raison de leur
taille signiﬁcative, les composants a` e´che´ances temporelles sont, le plus souvent, pre´charge´s partiellement
(une amorce est suﬃsante).
<seq>
<!-- Segment 1: Afficher un texte et pre´charger l’amorce de video1.rm -->
<par endsync="credits">




<!-- Segment 2: Jouer la vide´o -->
<video src="rtsp://helixserver.example.com/video1.rm" region="main"/>
</seq>
Fig. 3.3 – Exemple d’une directive de pre´chargement dans un document SMIL
La balise de prefetching a e´galement des attributs qui indiquent la partie de la bande passante
alloue´e pour le pre´chargement. Si cet attribut n’est pas spe´ciﬁe´, le prefetching risque d’utiliser toute la
bande passante disponible, ce qui n’est pas souhaitable. La bande passante alloue´e peut eˆtre donne´e en
bits par seconde (b/s) ou en pourcentage de la bande totale. Cette technique peut eˆtre vue comme un
premier exemple d’embarquement d’une strate´gie de pre´chargement «dans» le document SMIL. Cette
strate´gie est ne´anmoins pre´de´ﬁnie, statique, de´terministe. Notre e´tude vise naturellement des politiques
plus e´labore´es. Du point de vue de la terminologie, nous parlerons indiﬀe´remment de composant (ou
ﬂux) en pre´chargement et de composant courant (en cours de lecture ou ﬂux vivant). Nous introduisons
pour commencer quelques politiques heuristiques propose´es dans la litte´rature.
3.2.1 Premie`res politiques heuristiques de pre´chargement
Une politique (ou strate´gie de´cisionnelle) de pre´chargement est de´ﬁnie par un ensemble d’instants de
de´cision auxquels on associe un ensemble de composants a` pre´charger ainsi qu’un protocole d’utilisation
de la bande passante pour re´aliser leur transfert. Les instants de de´cision sont souvent conside´re´s comme
les moments d’acce`s aux composants (les clics). Ne´anmoins, on peut imaginer de prendre une ou plusieurs
de´cisions de pre´chargement pendant la consultation d’un composant : apre`s avoir pre´charge´ le composant
o1, on pre´charge o2, etc. La bande passante alloue´e au processus de pre´chargement peut eˆtre constante,
exprime´e en pourcentages par rapport a` la bande totale disponible ou bien variable, en fonction des
parame`tres de la politique.
Pour pre´ciser les principes des politiques de pre´chargement, nous mode´lisons tout d’abord la naviga-
tion au sein d’un hyperme´dia a` l’aide d’un graphe oriente´ dont les nœuds repre´sentent les composants et
les arcs les transitions (les liens) entre diﬀe´rents composants. En utilisant les statistiques de navigation a`
long terme, on peut associer a` chaque transition une certaine probabilite´. La ﬁgure 3.4 montre que deux
composants cibles sont accessibles depuis le composant d’indice 4. La transition vers le composant 5 est
la plus probable.
Pour de´ﬁnir notre composition hyperme´dia, il faut e´galement de´tailler les caracte´ristiques de chaque
composant d’un contenu (une page le plus souvent). La page peut contenir a` la fois des composants















Fig. 3.4 – Repre´sentation d’un document hyperme´dia (a) a` l’aide d’un graphe oriente´ (b)
trois parame`tres : amorce, dure´e et de´bit. Nous rappelons que l’amorce repre´sente la quantite´ minimale qui
doit eˆtre te´le´charge´e avant de pouvoir lire un composant. De par leur nature, les composants atemporels
sont repre´sente´s diﬀe´rement (seulement par leur taille totale).
Nous pouvons e´tendre artiﬁciellement les trois notions introduites pre´ce´demment pour les composants
temporise´s (amorce,dure´e et de´bit) a` des composants composites quelconques. L’amorce globale d’un
composant devient alors e´gale a` la somme des tailles de ses composants statiques a` laquelle s’ajoute la
somme des amorces des composants temporise´s. Par exemple, pour le composant composite de´ja` introduit
dans la section 3.1.1 (ﬁgure 3.1), l’amorce se calcule comme la somme de la taille de l’image, du texte et
de l’amorce de la vide´o cliquable.
Dans ce cadre de repre´sentation uniﬁe´, les caracte´ristiques de l’hyperme´dia de la ﬁgure 3.4 sont
donne´es dans le tableau 3.1. Nous supposons e´galement une bande passante totale disponible de 128 kb/s.
Cet exemple simple mais re´aliste nous servira comme support pour expliquer l’ensemble de politiques de
pre´chargement qui suivent.
composant (i) di (s) bri (kb/s) bi (kb)
1 10 96 32
2 15
3 10
4 20 112 64
5 40
6 5 192 96
Tab. 3.1 – De´bits (br), dure´es (d) et les amorces a` pre´charger (b) pour l’hyperme´dia de la ﬁgure 3.4
Politiques statiques Embarquer une «politique» de pre´chargement statique dans un document hy-
perme´dia est similaire a` l’introduction des balises prefetch de SMIL pre´sente´es ci-dessus. Ces politiques
sont de´crites habituellement par des me´ta-donne´es, e´ventuellement spe´ciﬁe´es par un expert. Les de´cisions
sont toujours les meˆmes au moment de la consultation du composant courant. Par exemple, chaque fois
que l’utilisateur consomme le composant 5, on de´marre le pre´chargement du composant 6. Une telle
de´cision peut s’ave´rer moins inspire´e si la bande passante disponible est insuﬃsante pour pre´charger
le composant 6 (se´quence vide´o a` grande re´solution) mais permet le pre´chargement du composant 3
(se´quence vide´o a` basse re´solution), beaucoup moins lourd. Ceci est d’autant plus vrai si le composant 6
a e´te´ de´ja` visite´ lors de la session pre´ce´dente et donc l’amorce est de´ja` pre´sente localement. Cet exemple
montre bien le besoin des politiques plus intelligentes, capables de s’adapter a` la variabilite´ des contextes
d’utilisation.
Politiques dynamiques ou adaptatives Ide´alement une politique de pre´chargement doit prendre
en compte deux sources d’incertitude majeures :
– le comportement des utilisateurs est impre´visible : le temps passe´ a` consulter un composant avant
de suivre un lien est inconnu ainsi que le lien se´lectionne´ parmi plusieurs possibilite´s.
– le comportement du re´seau et les variations de la bande passante sont e´galement ale´atoires.
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L’eﬃcacite´ d’une de´cision de pre´chargement est donc ale´atoire. Une de´cision consistant a` pre´charger
un composant audio pendant la lecture d’une vide´o qui comporte des liens, conduit a` partager la bande
passante variable pendant une dure´e inconnue, de´pendante des actions de l’utilisateur. Intuitivement,
une de´cision optimale devrait prendre en compte conjointement les ale´as des transitions, des temps de
consultation et du re´seau [JT01].
Strate´gies intuitives de pre´chargement Bien que tre`s e´le´mentaire, une simple pre´diction de la
navigation base´e sur la chaˆıne de Markov sugge´re´e par le graphe de la ﬁgure 3.4 est utilisable. A l’entre´e
dans chaque composant d’indice i, le lecteur d’hyperme´dia :
– charge l’amorce (quantite´ bi donne´e dans le tableau 3.1) en utilisant le maximum de bande passante
(over buﬀering). La ﬁgure 3.5(a) illustre cela ;
– de´cide une e´ventuelle action de pre´chargement conforme´ment a` une politique ou a` une strate´gie ;
– de´marre le pre´chargement de`s le de´but de la lecture eﬀective du composant i, paralle`lement au
streaming de i ou` a` sa visualisation ;
– continue a` pre´charger aussi longtemps que l’action de pre´chargement l’exige ou que le comportement
de l’utilisateur le permet (le suivi d’un lien interrompt la lecture de i et le pre´chargement).
Des de´cisions (strate´gies) simples de pre´chargement peuvent eˆtre directement associe´es aux proba-
bilite´s de transition du composant courant (celui qui est lu) vers les composants cibles (correspondant
aux composants accessibles par un suivi des hyperliens depuis le composant lu). Par exemple depuis le
composant 1, le composant cible le plus probable est le 4. On peut donc tenter de pre´charger l’amorce
du composant vide´o 4 pendant la lecture du composant 1.
Suivant les travaux de [Gri03, TKV98], nous classiﬁons les politiques de pre´chargement dans trois
cate´gories :
1. Politiques simples. Un seul composant est pre´charge´ pendant la lecture du composant courant.
Dans [Gri03], les auteurs analysent les performances de deux politiques simples, apppele´es BF et
BETA :
– BF (best-ﬁrst). Seul le composant le plus probable est pre´charge´ (la politique est arbitraire
si les composants cibles sont e´quiprobables). Ainsi, dans notre exemple, pendant la lecture du
composant 1, on pre´charge toujours le composant 4 (ﬁgure 3.5(b)) en utilisant une bande passante
bw ﬁxe´e.
– BETA. Cette heuristique re´alise l’adaptation des probabilite´s de transition si des cycles sont
possibles au sein du graphe de navigation (un back par exemple). Dans ce cas, revenant a` un
point de´ja` visite´, l’utilisateur ne poursuivra sans doute pas sa navigation avec les probabilite´s
initiales. Intuitivement les chemins de´ja` visite´s sont moins probables. L’heuristique permettant
aux chemins non encore suivis de voir leurs probabilite´s multiplie´es par un facteur β > 1,































































































































































































(b) Politique BF (best-first)
Fig. 3.5 – Sce´narii sans pre´chargement et avec l’heuristique BF
2. Politiques proportionnelles. Plusieurs composants associe´s aux e´tats cibles dans le graphe sont
pre´charge´s simultane´ment en utilisant respectivement un certain pourcentage de la bande passante
disponible [Gri03]. Deux exemples de telles strate´gies sont :
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– Une politique qui pre´charge les k premiers composants cibles (imme´diatement accessibles) dans
l’ordre de´croissant de leurs probabilite´s de transition. La bande passante est alloue´e proportion-
nellement aux probabilite´s de transition. Cette politique est une extension de BF pour laquelle
on a k = 1.
– Une politique qui pre´charge non plus k mais tous ces composants cibles, que nous appellons
PROP : le pourcentage de la bande passante alloue´e a` chaque composant correspond a` la proba-
bilite´ de transition associe´e. Par exemple, de`s la lecture du composant 5, les composants 3 et 6
sont pre´charge´s en utilisant la meˆme bande passante (50% de la bande alloue´e au processus de
pre´chargement). La ﬁgure 3.6(a) introduit le fonctionnement de PROP.
3. Politiques se´quentielles. Plusieurs composants (ou leurs amorces) sont pre´charge´s dans un certain
ordre pendant la lecture du composant courant. Tuah et al. [TKV98] identiﬁent deux politiques de
ce type :
– MAINLINE. Les composants choisis pour le pre´chargement sont place´s sur le chemin le plus
probable (de profondeur limite´e) en partant du composant courant. Ceci implique un parcours
en profondeur du graphe, en suivant a` chaque pas, le chemin le plus probable. Par exemple,
a` partir de 1, on pre´charge (si le temps nous le permet) 4 puis 5, puis 3 ou 6 (composants
e´quiprobables). On voit bien que MAINLINE est une extension en profondeur de BF (ﬁgure
3.6(b)).
– BRANCH. Les composants choisis pour le pre´chargement sont ceux atteignables en un pas (un
lien), extraits dans l’ordre de´croissant de leurs probabilite´s de transition (leur nombre maximal
est un parame`tre de la politique). Ceci implique un balayage en largeur du graphe, limite´ a` un
pas. Par exemple, a` partir de 1, on essaye de pre´charger 4 puis 2. Cette politique est similaire
a` la politique proportionnelle, a` la diﬀe´rence qu’on n’a pas la garantie de pouvoir commencer a`























































































































































































































































































































































































































































(c) Politique se´quentielle BRANCH
Fig. 3.6 – Sce´narii de pre´chargement en appliquant diﬀe´rentes strate´gies
Les performances de certaines de ces politiques ont e´te´ simule´es dans [Gri03,TKV98]. Les conditions
de simulation diﬀe`rent dans ces travaux tout comme le principe d’allocation de la bande passante.
Dans [Gri03], la bande re´siduelle est disponible pour le pre´chargement et il n’y a pas de pre´chargement
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si le de´bit ne´cessaire au ﬂux courant (ou vivant) est e´gal ou supe´rieur a` la bande passante disponible. A
l’inverse, dans [TKV98], le ﬂux vivant et le ﬂux en pre´chargement utilisent chacun la moitie´ de la bande
passante. De plus, dans [TKV98], le processus de pre´chargement n’est pas arreˆte´ (pas de pre´emption)
par une interaction (clic de l’utilisateur) qui provoque la requeˆte d’un nouveau ﬂux.
Les politiques que nous venons d’introduire diﬀe´rent par la quantite´ d’information pre´charge´e ainsi
que par la profondeur utilise´e dans l’algorithme de pre´diction. Ainsi, les politique BF, PROP et BRANCH
peuvent eˆtre qualiﬁe´es de strate´gie a` ”courte vue” car elles pre´chargent les composants imme´diatement
accessibles. Par contre, la politique MAINLINE travaille a` une profondeur non re´duite a` un pas mais qui
reste toutefois ﬁxe´e et limite´e dans le graphe de l’hyperme´dia. En termes d’informations pre´charge´es, les
politiques proportionnelles et se´quentielles sont dites plus agressives, car elles tentent de ramener le plus
d’information possible, au prix d’une consommation e´ventuellement plus importante de bande passante.
3.2.2 Caracte´ristiques des politiques de pre´chargement
Forts de la connaissance de ces premie`res politiques de pre´chargement, nous pouvons discuter leurs
caracte´ristiques. Pour caracte´riser une strate´gie de pre´chargement, Tuah et al. [TKV03] distinguent trois
mode`les :
1. Le mode`le d’acce`s. Celui-ci comprend l’estimation des diﬀe´rents parame`tres utilise´s dans la de´cision
de pre´chargement : probabilite´s d’acce`s, probabilite´s de transition, temps moyen de lecture, fre´quence
d’acce`s, etc.
2. Mode`le de ressources. Le roˆle de ce mode`le est l’estimation des ressources disponibles : bande
passante, charge du serveur, etc.
3. Le mode`le de performance. Ce mode`le comprend le(s) crite`re(s) de performance choisis pour op-
timiser la performance globale du syste`me : taux de succe`s, surcouˆt de bande passante, latence,
crite`res mixtes, etc.
A l’instar des politiques introduites pre´ce´demment, la majorite´ des techniques de pre´chargement
est typiquemment oriente´e vers la construction et l’e´valuation des mode`les d’acce`s. Ces mode`les, bien
qu’importants, ne constituent pas un cadre complet pour obtenir des politiques de pre´chargement
optimales. Les politiques plus sophistique´es propose´es dans la litte´rature ou issues de nos propres
contributions utiliseront l’ensemble des trois mode`les analytiques ne´cessaires pour caracte´riser les acce`s,
mais aussi les ressources et les performances.
Comme nous venons e´galement de l’e´voquer, les politiques diﬀe`rent par leur caracte`re plus ou moins
agressif. L’agressivite´ d’une politique peut se manifester sur deux axes :
– dans la quantite´ d’information pre´charge´e : on ne pre´charge plus un seul composant mais plusieurs ;
– dans le comportement potentiellement envahissant du ﬂux de pre´chargement. Il est clair que le
pre´chargement d’un composant devrait eˆtre moins prioritaire que la lecture d’un composant ef-
fectivement demande´ par l’utilisateur. Une politique tre`s agressive peut ne´gliger cette diﬀe´rence
de priorite´ et mettre en pure concurrence ces deux taˆches vis-a`-vis du partage des ressources (en
bande passante par exemple). Une politique peut e´galement eˆtre dite agressive si une taˆche de
pre´chargement se poursuit malgre´ une nouvelle requeˆte d’un composant e´manant de l’utilisateur
(absence de pre´emption).
Une politique visant a` pre´charger un seul composant en utilisant le minimum de ressources sera
appele´e politique conservative. A l’inverse, la politique sera dite agressive. Notons e´galement que certains
auteurs [CFKL95,PS05] parlent aussi d’une agressivite´ “en profondeur” pour certaines politiques : il s’agit
alors de pre´charger tre`s toˆt un composant atteignable beaucoup plus tard dans la navigation. Vis-a`-vis
de la capacite´ d’anticipation, la prise de risque est plus forte !
Papathanasiou et al. [PS05] analysent l’impact des politiques agressives sur les performances des
me´canismes de pre´chargement et identiﬁent les principaux proble`mes :
1. Pollution du cache. Pre´charger des composants atteignables tardivement dans la navigation risque
de polluer le cache avec des donne´es qui peuvent se re´ve´ler inutiles. Ceci est dommageable lorsque
les ressources en me´moire sont critiques ou lorsque l’algorithme de pre´diction n’est pas performant.
2. Surcharge d’e´changes en me´moire. Le pre´chargement agressif peut augmenter le nombre d’ope´rations
eﬀectue´es avec la me´moire par le processus de remplacement des pages. Dans le pire des cas, cer-
taines pages pre´charge´es peuvent eˆtre e´vacue´es avant meˆme de pouvoir s’en servir.
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3. Utilisation ineﬃcace de la bande passante. De par sa nature fortement spe´culative et consommatrice
de ressources, le pre´chargement agressif peut conduire a` gaspiller de la bande passante.
4. Congestion du re´seau. Pre´charger plusieurs ﬂux en paralle`le avec le ﬂux vivant peut entraˆıner des
congestions si le partage de la bande passante n’est pas fait d’une manie`re approprie´e. Dans ce cas,
le ﬂux vivant peut eˆtre pe´nalise´ ce qui diminue conside´rablement l’inte´reˆt du pre´chargement.
En de´pit de ces risques, les auteurs soutiennent le pre´chargement agressif graˆce a` des techniques
visant a` minimiser l’impact des proble`mes e´voque´s pre´ce´demment. Des algorithmes de pre´diction plus
performants peuvent re´duire les risques de pollution du cache et d’utilisation ineﬃcace de la bande
passante. La possibilite´ d’interrompre les ﬂux en pre´chargement peut diminuer le risque de surcharge
d’e´changes dans la me´moire, si celle-ci devient trop occupe´e. Des algorithmes de remplacement faisant un
compromis entre le couˆt d’e´vacuation des pages cache´es et le be´ne´ﬁce apporte´ par une page pre´charge´e,
peuvent partiellement e´viter le proble`me de pollution. Les pages pre´charge´es peuvent eˆtre distingue´es
des pages cache´es aﬁn de pouvoir leur appliquer des algorithmes de remplacement diﬀe´rents. Enﬁn, des
protocoles de transport plus sensibles a` la congestion comme TCP-Nice [VKD02] ou TCP-Friendly Rate
Control [WDM01] permettent une cohabitation e´quitable des ﬂux vis-a`-vis de la bande passante.
3.2.3 Crite`res de performance
Nous nous inte´ressons dans cette section aux divers crite`res de performance utilise´s dans le domaine
du pre´chargement [DGSP04,DGSP06]. Ces crite`res sont bien entendu lie´s au mode`le de performance cite´
dans la section pre´ce´dente. Ces crite`res se de´ﬁnissent graˆce a` un certain nombre de variables que nous
introduisons ici :
– Predictions : le nombre de composants fournis par le moteur de pre´diction.
– Prefetchs : le nombre de composants pre´charge´s par le moteur de pre´chargement.
– GoodPredictions : le nombre de composants pre´dits demande´s par l’utilisateur.
– BadPredictions : le nombre de fausses pre´dictions (composants non demande´s).
– PrefetchHits : le nombre de composants pre´charge´s demande´s par l’utilisateur.
– ObjectsNotUsed : le nombre de composants pre´charge´s non demande´s par l’utilisateur.
– UserRequests : le nombre de composants demande´s par l’utilisateur.
Selon la caracte´ristique d’ame´lioration vise´e, les principaux crite`res de performance peuvent eˆtre
classiﬁe´s en trois cate´gories [DGSP06] : me´triques de pre´diction, me´trique d’utilisation des ressources et
me´triques de re´duction des latences. La premie`re cate´gorie est la plus re´pandue et comprend des indices
qui de´crivent l’eﬃcacite´ de l’algorithme de pre´diction. Les me´triques de la deuxie`me cate´gorie visent le
couˆt entraˆıne´ par le processus de pre´chargement. Enﬁn, la troisie`me cate´gorie contient les indices qui
reﬂe´tent la performance du point de vue de l’utilisateur.
Me´triques de pre´diction
Chaque me´trique dans cette cate´gorie est duale. Par exemple, a` la pre´cision de pre´diction correspond
la pre´cision du pre´chargement. Il faut noter que ces indices ne conside`rent pas les latences perc¸ues car
l’algorithme de pre´diction fonctionne inde´pendamment du re´seau de communication sous-jacent.
Hit ratio (H) (taux de succe`s) mesure le taux de bonnes pre´dictions par rapport au nombre total de







Ibrahim et Xu [IX00] e´valuent les performances de pre´chargement en utilisant le taux d’information
non utilise´e (waste ratio) qui se de´ﬁnit comme le pourcentage des composants non demande´s qui ont e´te´
pre´charge´s. Nous observons que cet indice est comple´mentaire du taux de succe`s pre´ce´demment de´ﬁni.
Recall (RC) mesure le pourcentage des composants demande´s pre´alablement pre´dits (pre´charge´s) par








Byte Hit Ratio (BH) mesure le pourcentage des octets pre´dits (ou pre´charge´s) qui ont e´te´ re´ellement
utilise´s (demande´s). Il se calcule de la meˆme manie`re que H , en remplac¸ant le nombre de composants
par leur taille exprime´e en octets. L’indice Byte Recall se de´ﬁnit de manie`re analogue.
Me´triques d’utilisation des ressources
Plusieurs ressources sont consomme´es par le processus de pre´chargement : processeur, me´moire,
disque, bande passante. Parmi ces ressources, la bande passante est conside´re´e comme le facteur de´terminant
dans le surcouˆt d’utilisation des ressources entraˆıne´ par le pre´chargement. Une bonne strate´gie de
pre´chargement doit minimiser ce surcouˆt.
Bandwidth ratio (B) quantiﬁe l’augmentation du traﬁc (en octets) duˆe aux pre´chargements non
ne´cessaires. Le parame`treNetworkOverhead repre´sente le surplus d’information de controˆle supple´mentaire
(du ﬂux de pre´chargement) qui circule sur le re´seau, au-dela` du contenu utile. Cette me´trique est aussi
re´fe´rence´e comme wasted bandwidth, extra bytes ou traﬃc increase.
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Server load ratio est de´ﬁni comme le taux du nombre de requeˆtes dans le cas ou` le pre´chargement
est utilise´ par rapport au nombre de requeˆtes utiles (sans pre´chargement). Certaines e´tudes analysent le
surcouˆt entraˆıne´ au niveau d’autres ressources [Duc99] : l’espace me´moire ou le temps processeur.
Me´triques de re´duction des latences
Les me´triques appartenant a` cette cate´gorie incluent tous les indices qui quantiﬁent les latences de
bout en bout. Le principal inconve´nient de ces indices est qu’ils comprennent plusieurs temps : temps de
connexion, temps de transfert, etc. Typiquement, on emploie tout simplement le mot latence (latency),
sans pre´ciser quels sont les temps compris dans cette mesure. D’autres termes peuvent eˆtre rencontre´s
dans la litte´rature tels que access time ou service time ou bien responsiveness. Un autre indice souvent
utilise´ est le taux de latence, calcule´ par page (latency per page) ou par composant (latency per object),
qui peut eˆtre de´ﬁni comme le rapport entre la latence moyenne en pre´sence de pre´chargement par rapport
a` la latence moyenne sans pre´chargement.
Me´triques mixtes
Au-dela` des trois classes de me´triques que nous venons de de´crire, certains auteurs [Wu06] proposent
l’utilisation d’indices de performance mixtes combinant des me´triques de pre´diction avec des me´triques
d’utilisation des ressources. Ils cherchent ainsi a` trouver le bon e´quilibre entre la qualite´ de la pre´diction





BW (prefetching)/BW (no prefetching)
Le rapport H/BW croˆıt avec la qualite´ de la pre´diction et de´croˆıt avec le surcouˆt de bande passante
engendre´. Par conse´quant, la valeur obtenue reﬂe`te bien les performances du syste`me de pre´chargement,
dans sa globalite´.
En optimisant ces me´triques, des politiques de pre´chargement plus sophistique´es voire optimales
peuvent eˆtre envisage´es.
3.2.4 Politiques de pre´chargement plus sophistique´es
Nous comple´tons notre e´tat de l’art en pre´sentant d’une part des politiques de pre´chargement dites
a` long terme et d’autre part en citant des travaux qui visent l’optimalite´ des solutions.
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Politiques de pre´chargement a` long terme
A la diﬀe´rence des techniques de pre´chargement base´es sur l’histoire re´cente des motifs de navigation,
le pre´chargement a` long terme permet la se´lection des composants a` pre´charger en fonction des statistiques
d’usage e´tablies sur une longue pe´riode. Parmi ces statistiques, on peut citer la fre´quence (moyenne)
d’acce`s, l’intervalle (moyen) de mise a` jour etc. Bin Wu et Ajay Kshemkalyani proposent dans [Wu06]
une analyse des performances de plusieurs me´thodes de pre´chargement de ce type selon les crite`res mixtes
que nous venons d’introduire (section 3.2.3). Nous pre´sentons brie`vement ci-dessous quelques techniques
a` long terme .
Pre´chargement par popularite´ . Dans l’e´tude [MC96], Markatos et al. sugge`rent une approche ”Top
Ten”, dans laquelle les dix composants les plus populaires sont choisis pour eˆtre pre´charge´s. Chaque
serveur maintient une trace de tous ses acce`s, et les 10 composants les plus populaires sont pousse´s dans
le cache du client chaque fois que leur liste change. Cette approche par popularite´ est utilise´e dans de
nombreux contextes [JWS02].
Pre´chargement par dure´e de vie . Comme nous l’avons de´ja` vu, pre´charger des composants en-
gendre une consommation supple´mentaire de bande passante. De plus si les composants changent, le
pre´chargement est a` renouveler aﬁn de maintenir la cohe´rence des donne´es disponibles. De ce point de
vue, aﬁn de limiter la consommation de bande passante, il est naturel de pre´charger des composants
qui sont rarement actualise´s (modiﬁe´s). Ainsi, les techniques de cette famille choisissent les composants
ayant les dure´es de vie les plus longues, d’ou le nom prefetch by lifetime [JWS02].
Good Fetch Venkataramani et al. [VYK+02] proposent quant a` eux un crite`re appelle´ good fetch qui
met en balance la fre´quence d’acce`s et la fre´quence de mise a` jour (ou la dure´e de vie) des composants
Web. Dans leur algorithme, les composants ayant la plus forte probabilite´ d’eˆtre de´mande´s pendant leur
dure´e moyenne de vie sont pre´charge´s. Soient a la fre´quence globale d’acce`s (nombre moyen d’acce`s par
unite´ de temps), pi la probabilite´ d’acce`s associe´e au composant i et li sa dure´e moyenne de vie, alors la
probabilite´ que le composant i soit acce´de´ durant son temps de vie peut eˆtre exprime´e comme suit :
PGF (i) = 1− (1− pi)a×li
Cela s’explique de la manie`re suivante : a × li est le nombre moyen de demandes pendant la dure´e
de vie du composant i ; (1 − pi)a×li est la probabilite´ qu’aucune demande pendant la dure´e de vie du
composant i ne concerne ce composant. Ainsi, 1− (1−pi)a×li repre´sente la probabilite´ que le composant
i soit acce´de´ avant sa mort (mise a` jour). L’algorithme Good Fetch pre´charge alors une collection de
composants dont les probabilite´s PGF de´passent un certain seuil. L’ide´e sous-jacente re´side dans le fait
que les composants plus fre´quemment acce´de´s et moins fre´quemment modiﬁe´s sont ceux qui apporteront
le plus de be´ne´ﬁce en terme de pre´diction et le moins de couˆts supple´mentaires. Bien que les auteurs
proclament l’optimalite´ en terme du crite`re mixte H/B, Bin Wu et al. [Wu06] fournissent un contre
exemple et de´crivent un sce´nario ou` l’algorithme ne choisit pas les meilleurs composants a` pre´charger :
il s’agit de composants dont les acce`s et les mises a` jour alternent.
Algorithme APL Jiang et al. proposent une autre approche dans [JWS02] pour choisir les composants
a` pre´charger. En utilisant les meˆmes notations (a, pi et li) comme pour l’algorithme Good Fetch, ils
utilisent le produit a× pi × li comme crite`re de se´lection. Seuls les composants pour lesquels le produit
a×pi× li de´passe un certain seuil sont choisis pour le pre´chargement. Le produit a×pi× li repre´sente en
fait l’espe´rance du nombre d’acce`s au composant i pendant sa dure´e de vie. Plus cette valeur est grande,
plus le pre´chargement est pertinent.
Algorithme optimal en H/B Jiang et al. proposent ﬁnalement une technique analytique permettant
d’obtenir l’optimalite´ en terme de H/B. Les e´le´ments de mode´lisation the´orique de cette me´thode sont
pre´sente´s en annexe. Mais disons ici pour re´sumer que, si pour chaque composant i :
1. Les acce`s arrivent selon un processus de Poisson avec une fre´quence moyenne de a× pi.
2. L’intervalle de mise a` jour suit une loi exponentielle d’intervalle moyen li.
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3. On posse`de un cache inﬁni sans politique de remplacement.
Alors l’optimisation du crite`re H/B se pose comme un proble`me maximum weighted average propose´
par Eppstein et Hirschberg dans [EH97] pour lequel les auteurs proposent un algorithme de complexite´
O(n). Outre l’algorithme optimal, dans [Wu06] les auteurs de´crivent aussi un algorithme glouton presque
optimal H/B Greedy.
Trois autres approches visant l’optimalite´
L’approche de Tuah, Kamur et Venkatesh [TKVD02, TKV03] conduit les auteurs a` formaliser le
proble`me de pre´chargement de la manie`re suivante :
1. L’ensemble des composants atteignables au prochain acce`s est note´ par O = {1, 2, ..., N}.
2. Chaque composant i est caracte´rise´ par sa taille si et par son temps de te´le´chargement ri (retrieval
time). On fait aussi l’hypothe`se que toute la bande passante disponible bw est alloue´e au processus
de pre´chargement.
3. Le crite`re de performance a` optimiser est la latence perc¸ue lors du prochain acce`s.
Les auteurs recherchent une politique se´quentielle, a` chaque pas de la navigation. Supposons que
le temps de consommation du document courant est v (viewing time). Pendant ce temps, plusieurs
composants peuvent eˆtre pre´charge´s en utilisant toute la bande passante disponible bw. Ne´anmoins,
seuls les composants te´le´charge´s comple´tement sont retenus dans le cache et le pre´chargement est arreˆte´
pour libe´rer toute la bande passante si une nouvelle requeˆte (un clic) de l’utilisateur se produit. Une fois
que le composant correspondant a` cette demande est re´cupe´re´, un nouveau proble`me de pre´chargement
doit eˆtre re´solu pour de´cider d’une nouvelle se´quence de composants a` pre´charger pendant le nouveau








































































































































































































































































Fig. 3.7 – Pre´chargement d’une se´quence de composants (1, 2, ..., i, ...) dans [TKV03]
Ce proble`me d’optimisation sous contraintes d’ine´galite´s est re´solu de manie`re approximative (la
solution est sous-optimale) par de´composition du proble`me en deux sous-proble`mes plus simples de type
sac a` dos. L’explication de´taille´e de l’approche est donne´e en annexe. Alexander Pons [Pon05] comple`te
ce travail en utilisant un mode`le de Markov pour estimer les probabilite´s d’acce`s.
Une seconde approche visant l’optimalite´ est pre´sente´e par Michael Angermann [Ang02]. En s’inspi-
rant des mode`les propose´s par Tuah et al. [TKV99,TKVD02], Angermann propose une mode´lisation du
proble`me de pre´chargement dont la solution est moins couˆteuse en terme de complexite´ de calcul. Par
rapport aux travaux de Tuah, les principales diﬀe´rences sont :
1. Chaque composant i ∈ 1, 2, ...N (de taille si et probabilite´ d’acce`s pi) peut eˆtre heberge´ sur un
serveur diﬀe´rent, la connexion avec ce dernier se faisant sur une bande passante bwi.
2. Le pre´chargement d’une se´quence de composants {σ(1), σ(2), ...σ(N)} est interrompu lors d’une
demande prioritaire mais on tient compte, dans le cache local, de la partie correspondante au
dernier composant re´cupe´re´.
3. A chaque demande re´elle de l’utilisateur, on re´cupe`re le composant demande´ (s’il est pre´sent) depuis
le cache local associe´ au processus de pre´chargement. Ensuite, le cache est vide´. De plus, la taille
du cache est suppose´e illimite´e.
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4. Le temps de lecture (viewing time) v n’est pas suppose´ constant (ou connu) mais qu’il est re´parti
ale´atoirement selon une loi de Zipf [BCF+99].
Sous ces hypothe`ses, on peut exprimer formellement la latence associe´e a` une permutation des composants
c’est-a`-dire a` une se´quence de pre´chargement. Pour minimiser cette latence, l’auteur montre qu’il suﬃt
de pre´charger les composants dans l’ordre de´croissant de leurs probabilite´s d’acce`s.
Les mode`les que nous venons de pre´senter permettent, sous des hypothe`ses spe´ciﬁques, de trou-
ver des politiques optimales ou presque optimales de pre´chargement pour ame´liorer la latence perc¸ue
par l’utilisateur. Ne´anmoins, leur optimalite´ est limite´e a` un seul pas de navigation . Tout comme les
strate´gies heuristiques introduites pre´ce´demment, elles ne tiennent compte que des composants cibles
imme´diatement accessibles par une unique transition. Elles permettent ainsi une optimalite´ locale. Viser
une optimalite´ en profondeur, c’est-a`-dire re´duire la latence globale de navigation, passe par la prise en
compte des eﬀets retarde´s d’une de´cision de pre´chargement.
La troisie`me tentative de Khan et Tao [KT01, JT01] poursuit cet objectif sous les hypothe`ses sui-
vantes :
1. La bande passante bw est suppose´e constante et le pourcentage alloue´ au canal de pre´chargement
est donne´ par un parame`tre β ﬁxe´.
2. Chaque composant streamable i est de´compose´ en deux parties : une amorce bi (lead segment) et
une partie streamable (stream segment).
3. Lorsque l’utilisateur acce`de a` un composant oi, la partie restante de l’amorce de oi est te´le´charge´e
en prenant toute la bande passante. Quand celle-ci est comple´tement te´le´charge´e, l’utilisateur
commence a` consommer le composant tandis, qu’en paralle`le, un nouveau pre´chargement s’ope`re.
Les auteurs introduisent une formule de calcul de la latence cumule´e au ﬁl de la navigation et
cherchent une se´quence optimale de pre´chargement. Malheureusement ils ne proposent pas de me´canisme
de re´solution rigoureux dans le cas ge´ne´ral. Ils sugge`rent, dans des cas particuliers, un algorithme d’or-
donnancement en donnant la priorite´ aux composants les plus populaires et dont les amorc¸es sont petites.
Nous livrerons quant a` nous des solutions rigoureuses a` ce type de proble`me graˆce a` nos mode´lisations
par Processus De´cisionnels de Markov et graˆce aux algorithmes de re´solution associe´s a` ces forma-
lismes. Nous nous diﬀe´rencions e´galement des approches de pre´chargement a` long terme par plusieurs
aspects. Tout d’abord, nous pensons que les de´cisions de pre´chargement dans un document hyperme´dia
ne doivent pas eˆtre ﬁge´es. Elles doivent aussi tenir compte de la structure du document et d’une me´moire
a` court terme permettant de prendre en compte le comportement de l’utilisateur courant. De plus, nous
conside´rons que le pre´chargement doit se faire en utilisant seulement la bande passante re´siduelle. Cette
dernie`re est par nature ale´atoire. Dans tous les cas, une bonne politique de pre´chargement ne doit pas
compromettre la rapidite´ de re´action du syste`me aux demandes eﬀectives et donc prioritaires des utili-
sateurs.
3.3 Notre approche d’optimalite´ en profondeur
3.3.1 Introduction illustre´e
Dans cette section nous introduisons, graˆce a` un exemple, le principe du mode`le PDM adopte´ dans
[Gri03] pour optimiser des politiques de pre´chargement. Nous reprenons les notations pre´ce´demment in-
troduites. Un graphe repre´sente la structure d’un document hyperme´dia (par exemple une hypervide´o ou
un site web contenant des vide´os) en reliant les noeuds associe´s aux composants hyperlie´s. Comme men-
tionne´ pre´ce´demment, il existe deux types de composants : temporise´s (audio, vide´o) et non-temporise´s
(images,texte). Ces composants peuvent eˆtre pre´charge´s inte´gralement ou en partie. Ne´anmoins, en rai-
son de leur taille signiﬁcative, nous pre´chargeons partiellement les composants a` e´che´ances temporelles :
seul le de´but du ﬂux (amorce) est pre´charge´ tandis que le reste sera transfe´re´ pendant la consommation
du composant. Chaque composant posse`de des caracte´ristiques : dure´e (en secondes), de´bit (en kb/s) et
taille d’amorce (en kb).
Nous allons nous inte´resser a` une petite partie d’un hyperme´dia constitue´e de trois composants : le
composant initial s1 donnant la possibilite´ a` l’utilisateur de suivre un lien vers le composant s2 ou un





Un mode`le de Markov simple permet d’associer au lien s1 → s2 (respectivement s1 → s3) la probabi-
lite´ p(s2|s1) (respectivement p(s3|s1)) d’aller vers s2 quand on est en s1 (respectivement vers s3 de s1).
E´videmment, ici, p(s2|s1) + p(s3|s1) = 1.
L’auteur propose un nouveau type d’e´tat qui sera a` la base du mode`le PDM, appele´ buﬀer state (BS)
ou e´tat a` tampon. Un tel e´tat est associe´ au composant courant note´ s, et aux taux de remplissage de
toutes les amorces pour tous les composants du document. Ce taux de´pend des de´cisions de pre´chargement
prises pre´ce´demment. Un e´tat BS s’e´crit formellement comme σ = (s, r1, ..., rn), ou` n est le nombre de
composants et ri le taux de remplissage de l’amorce bi de si.
Ainsi, lorsqu’on commenc¸e a` lire le premier composant s1 de notre exemple, nous sommes dans le
premier e´tat lie´ a` la lecture s1 et re´sumant le fait qu’on a initialement rien pre´charge´ : les trois amorces
sont vides ce qui montre qu’aucun pre´chargement n’a eu lieu :
s1
0   0   0









A l’entre´e dans un tel e´tat BS, le client de lecture et de pre´chargement fait plusieurs choses :
1. Il te´le´charge l’amorce ne´cessaire pour pouvoir aﬃcher s1 (une quantite´ appele´e b1). Si bw est la
bande passante moyenne, cela cause une latence de b1/bw.
2. Il de´cide si, pendant la pre´sentation du composant courant, il va pre´charger d’autres compo-
sants. Dans son mode`le, l’auteur conside`re seulement des actions e´le´mentaires et disjointes de
pre´chargement : on peut seulement pre´charger (une partie de) bi pour un composant i, par oppo-
sition a` des politiques plus sophistique´es (se´quentielle, proportionnelle, etc.). Pour notre exemple,
les deux actions possibles sont : a2 = « pre´charger s2 » et a3 = « pre´charger s3 ».
Conside´rons que l’utilisateur clique sur un lien en choisissant s2 ou s3 apre`s avoir vu s1 pendant une













p(σ′2|σ1, a3) p(σ3|σ1, a2)
p(σ′3|σ1, a3)
σ2 σ′2 σ3 σ
′
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ou` p(σ′|σ, a) est la probabilite´ d’aller vers σ′ quand on est dans σ, sachant que nous avons choisi l’action
a au de´but de σ. L’expression de b′i est simple : b
′
i = min{bi, (bw − bri) × di}. bw − bri repre´sente la
bande disponible pour pre´charger, pendant que s1 est aﬃche´.
Les quatre possibilite´s sont exprime´es par les transitions : on a pre´charge´ a` tort ou a` raison s2 et s3
respectivement, et s1 a e´te´ lu (son amorce b1 a donc e´te´ charge´e).
A ce point, le mode`le contient dans ses e´tats l’eﬀet de toutes les actions pre´ce´dentes et de toutes les
transitions, que nous ne pouvions pas prendre en compte avec un mode`le markovien e´le´mentaire. Donc
les e´tats BS et le graphe associe´ re´sument mieux l’e´tat du syste`me dans le contexte markovien.
Les trois sources d’ale´as pre´cise´es pre´ce´demment (les variations ale´atoires des moments de transition,
les transitions elles-meˆmes et la bande passante) peuvent maintenant eˆtre inte´gre´es dans ce mode`le. Pour
faire cela, le taux de remplissage de chaque amorce est code´ par un entier entre 0 et B. Si on prend le
lien s1 → s2 et l’action a3 (pre´charger s3 pendant que s1 est pre´sente´), on peut aller dans B + 1 e´tats
diﬀe´rents ou` une fraction 0, 1/B, 2/B, . . . , b/B, . . . 1 de b3 est pre´charge´e. A chaque transition entre les
e´tats BS est associe´e une probabilite´ inconnue pb(σ′|σ, a). Dans la suite nous appellerons BG (buﬀer






















Ce mode`le indique (approximativement, puisque quantiﬁe´e sur BG+1 niveaux) la quantite´ de donne´es
eﬀectivement charge´e. Le mode`le pre´sente plusieurs avantages. Tout d’abord, il est simple. Les mouve-
ments arrie`re/avant dans l’histoire des navigations re´centes sont pris en compte naturellement.Un buﬀer
state (l’e´tat courant du mode`le) re´sume bien l’histoire re´cente de navigation (composants
visite´s donc amorces bi comple`tement disponibles) ainsi que les de´cisions pre´ce´dentes (a`
travers les quantite´s d’amorces de´ja` pre´charge´es). Les deux sources d’incertitude (re´seau et in-
teractions des utilisateurs) peuvent eˆtre ge´re´es au meˆme niveau, ce qui est inte´ressant tant du point de
vue the´orique que pratique. Bien entendu toute la complexite´ du mode`le vient de la diﬃculte´ a` estimer
(nume´riquement) ces nombreuses probabilite´s de transition.
3.3.2 Formalisation PDM du proble`me
Le pre´chargement des composants d’un hyperme´dia peut donc eˆtre vu comme un proble`me de de´cision
se´quentielle dans l’incertain pour lequel on cherche une politique optimale. Les de´cisions doivent eˆtre
prises se´quentiellement ; la de´cision concerne le choix du composant a` pre´charger (on est dans le cas d’une
strate´gie simple ou` on ne pre´charge qu’un unique composant. Les conse´quences d’une de´cision ne sont
pas totalement connues, a` cause de l’incertitude lie´e au comportement de l’utilisateur et aux conditions
du re´seau : une bonne de´cision de pre´chargement peut s’ave´rer ineﬃcace si l’utilisateur ne laisse pas le
temps au pre´chargement de s’ope´rer ou si le re´seau ne fournit pas la bande passante requise.
Les e´le´ments du PDM ({S,A, T, p(), r()}) associe´s au proble`me de pre´chargement hyperme´dia sont :
– S est l’ensemble des e´tats a` tampons ou buﬀer states ;
– A contient les actions possibles de pre´chargement ;
– T peut eˆtre repre´sente´ par N : les instants de de´cision co¨ıncident avec les clics dans le chemin de
navigation ;
– les probabilite´s de transitions ont e´te´ de´ﬁnies dans l’exemple introductif : elles concernent les
transitions d’un buﬀer state a` un autre sous l’eﬀet des ale´as dus aux utilisateurs et au re´seau ;
– la re´compense r(σ, a) est de´ﬁnie comme la re´duction de latence par rapport a` la politique qui ne
fait aucun pre´chargement.
– la re´compense globale c’est-a`-dire le crite`re d’optimisation est la somme de tous les gains au long
de la navigation (on prend γ e´gal a` 1 ou tre`s proche de 1).
En revenant a` l’exemple de la section 3.3.1, si nous conside´rons un buﬀer state associe´ a` s2, nous
avons
r((s2, r1, r2, r3), a) = r(s2, r1, r2, r3) =
(1 − r2)b2
bw
En eﬀet, la re´compense en ce buﬀer state ne de´pend pas de l’action a que l’on va de´cider mais uniquement
de l’e´tat courant. Elle de´pend cependant de l’action de´cide´e dans l’e´tat pre´ce´dent, lie´ a` s1. A l’entre´e
de cet e´tat, on a de´cide´ de pre´charger s2 ou s3, ce qui a mene´ dans le buﬀer state courant. De meˆme,
l’action a que l’on va de´cider dans ce buﬀer state (s2, r1, r2, r3) conditionnera l’e´tat a` tampons suivant
et donc la re´compense future. La ﬁgure suivante re´sume notre mode`le :
si sj






Conside´rons deux e´tats a` tampons successifs : l’un est associe´ a` la lecture de si et le suivant a` sj .
Au de´but de si, on a de´cide´ a. L’instant du clic de l’utilisateur, la lecture de si et l’incertitude lie´e au
re´seau inﬂuencent le taux de remplissage de deux amorces : celle d’indice i et celle qui est pre´charge´e. Ces
changements sont me´morise´s dans le buﬀer state associe´ sj . On associe donc ﬁnalement une re´compense
a` l’entre´e dans l’e´tat sj , re´compense qui est proportionnelle au taux de remplissage b′j.
3.4 Des politiques optimales plus agressives
Cette section pre´sente les premie`res contributions de cette the`se au proble`me du pre´chargement
de contenus hyperme´dia. Nous e´tendons l’optimalite´ des strate´gies de pre´chargement simples de´crites
pre´ce´demment, a` deux autres familles de politiques : les politiques proportionnelles et les politiques
se´quentielles (introduites dans la section 3.2.1).
Comme sugge´re´ par les ﬁgures 3.6(a), 3.6(b) et 3.6(c), l’inte´reˆt de ces politiques est d’abord justiﬁe´ par
une meilleure utilisation de la bande passante disponible. Ainsi, le temps le lecture d’un composant peut
eˆtre exploite´ d’une manie`re plus comple`te, en essayant de pre´charger plusieurs amorces de composants,
paralle`lement ou se´quentiellement.
3.4.1 Politiques optimales proportionnelles
Une politique proportionnelle vise a` partager la bande passante disponible pendant la lecture d’un
composant pour pre´charger deux ou plusieurs amorces en paralle`le avec le composant courant. Un exemple
d’un tel partage est illustre´ dans la ﬁgure 3.4.1. Deux amorces ont e´te´ choisies pour eˆtre pre´charge´es -

















































































































Fig. 3.8 – Partage de la bande disponible par une politique proportionnelle : 30% pour b2, 70% pour b4
Nous cherchons alors parmi ces politiques, celle qui nous assure en moyenne la latence cumule´e
minimale. Tout comme [Gri03], nous conside´rons que les de´cisions de pre´chargement sont prises a` l’entre´e
dans un composant, c’est-a`-dire a` chaque clic de l’utilisateur. Ainsi, a` chaque instant de´cisionnel, deux
questions se posent : quels composants pre´charger ? comment leur allouer la bande passante
disponible ? Une politique proportionnelle optimale est la meilleure re´ponse a` ces deux questions.
Politique proportionnelle d’ordre k Pour un nombre donne´ k, nous appelons politique propor-
tionnelle d’ordre k une strate´gie qui associe a` tout instant de´cisionnel un ensemble P = {s1, s2, ..., sk}
de composants a` pre´charger ainsi qu’une distribution de proportions d’utilisation de la bande passante
U = {q1, q2, ..., qk}. Naturellement, on assure que
∑k
i=1 qi = 1.
Nous remarquons tout d’abord que toute politique proportionnelle d’ordre k peut-eˆtre repre´sente´e
comme une politique proportionnelle d’ordre k+1. En eﬀet, il suﬃt d’enrichir une politique d’ordre k par
un composant de proportion nulle pour obtenir la meˆme de´cision de pre´chargement sous la forme d’une
politique d’ordre k+1. Il est clair alors que l’ensemble des politiques d’ordre k est inclus dans l’ensemble
des politiques d’ordre k+1. Ceci implique qu’une politique proportionnelle optimale d’ordre supe´rieur sera
toujours meilleure qu’une politique d’un ordre infe´rieur. Par exemple, les politiques optimales d’ordre 2
devrait apporter de meilleures performances en terme de re´duction de latences que les politiques optimales
simples propose´es dans [Gri03].
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Formalisation du proble`me de pre´chargement proportionnel
Nous allons de´crire par la suite le mode`le formel PDM associe´ au proble`me de pre´chargement propor-
tionnel d’ordre k. Parmi les e´le´ments du PDM ({S,A, T, p(), r()}) associe´ au proble`me de pre´chargement
simple, seul l’espace des actions A change. En eﬀet, une action a est caracte´rise´e dans le nouveau mode`le
par un couple (P ,U), dont la se´mantique vient d’eˆtre de´crite.
Tout comme pour l’espace des e´tats a` tampons (buﬀer states), l’inﬁnite´ des distributions U peut eˆtre
ge´re´e en choisissant de repre´senter ces distributions avec une granularite´ AG. Par exemple, pour une
politique d’ordre 2, en choisissant AG = 3, les quatre actions possibles correspondant aux composants

























Tab. 3.2 – Actions de pre´chargement pour une politique proportionnelle d’ordre 2 et AG = 3
Nous remarquons que la premie`re et la dernie`re des actions pre´sente´es dans la tableau 3.2 repre´sentent
visiblement des actions simples : pre´charger s2 et pre´charger s1. Notons e´galement que le choix de la
granularite´ AG aura une inﬂuence sur les performances de la politique optimale.
Bien que les performances des politiques proportionnelles augmentent avec l’ordre choisi, il en est de
meˆme quant aux diﬃculte´s de mise en œuvre. En eﬀet, les politiques d’ordre supe´rieur (au-dela` de 2)
engendreront beaucoup de ﬂux paralle`les en pre´chargement, ce qui rend leur implantation de´licate. C’est
pour cette raison que nous nous inte´ressons par la suite aux politiques d’ordre 2.
Si l’on conside`re un hyperme´dia a` n composants, le nombre maximal the´orique d’actions est alors
n × n × (AG + 1). En pratique, ce nombre se re´duit de moitie´ car chaque action apparaˆıt deux fois en
suivant le comptage sugge´re´ par le tableau 3.2. De plus, toutes les actions correspondant a` un couple
de composants (si, si) sont e´quivalentes. Elles consistent a` pre´charger tout simplement le composant si.
Pour la suite, le nombre re´el d’actions sera note´ par |A| ≈ n2 × (AG + 1)/2.
3.4.2 Performances des politiques optimales proportionnelles
Cette section pre´sente la re´solution des politiques optimales proportionnelles et leurs performances
obtenues par simulation. Nous avons utilise´ les hyperme´dia de´crits dans les ﬁgures 3.9 et 3.11, en conjonc-













composant (i) di (s) bri (kb/s) bi (kb)
0 30 96 32
1 60
2 70 64





8 20 128 128
Fig. 3.9 – Graphe d’un hyperme´dia, de´bits associe´s (br), dure´es (d) et amorces a` pre´charger (b).
Re´solution the´orique. Simulation avec Value Iteration
L’algorithme Value Iteration comporte 3 e´tapes :
1. Ge´ne´ration du mode`le. L’algorithme se base sur les probabilite´s de transition entre les e´tats BS.
Pour apprendre ces probabilite´s, nous avons simule´ 100000 navigations ale´atoires. Dans le premier
exemple de la ﬁgure 3.9, il y a n = 9 composants et nous choisissons une granularite´ des amorces
BG = 4. Par conse´quent, il existe N = n× (BG + 1)n ≈ 2× 106 e´tats BS.
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Il faut me´moriser les probabilite´s de transition dans un tableau tridimensionnel p de dimension
N ×N ×|A| ≈ 27×1014. Chaque e´le´ment p[σ, σ′, a] repre´sente la probabilite´ d’aller vers σ′ a` partir
de σ en choisissant l’action a. Heureusement, la matrice est creuse, car le nombre d’e´tats visite´s
est assez petit (approximativement 6700). Les cycles dans le graphe initial n’impliquent pas une
explosion du nombre d’e´tats visite´s.
2. Re´solution. L’algorithme d’ite´ration de la valeur applique´ au mode`le de´crit ci-dessus, renvoie la po-
litique optimale pour l’hyperme´dia conside´re´. Cette politique de´termine l’action de pre´chargement
optimale pour chaque e´tat BS.
3. Validation. Nous validons la politique optimale proportionnelle par comparaison avec d’autres po-
litiques : π0 (sans pre´chargement), π∗sim (politique simple optimale) et π
h
prop (politique heuristique
visant a` pre´charger les deux prochains composants les plus probables en partageant la bande pas-
sante selon leurs probabilite´s de transition). Nos politiques proportionnelles optimales obtenues avec
l’algorithme Value Iteration seront appele´es π∗prop (VI) tandis que celles fournies par l’algorithme
Q-learning π∗prop (QL).
La quantite´ d’amorce pre´charge´e est inﬂuence´e par le temps passe´ dans chaque composant ainsi que
par la bande passante disponible. Les mode`les d’acce`s et de ressources que nous avons utilise´s dans nos
simulations sont les suivants :
Mode`le d’acce`s La dure´e passe´e au sein d’un composant est distribue´e selon une distribution normale
N (m = di2 , σ = di4 ). Seules les dure´es valides (comprises entre 0 et di) sont prises en compte. Nous avons
mesure´ cette dure´e a` partir du moment ou` le composant est pre´sente´. Pendant la pe´riode de chargement
de l’amorce, l’utilisateur ne peut en eﬀet faire aucun clic et donc l’e´tat courant ne peut pas changer.
Mode`le de ressources et de performance La bande passante moyenne pendant le composant cou-
rant est simule´e avec une distribution uniforme entre une valeur minimale et une valeur maximale. Dans
cet exemple, nous avons choisi bwmin = 96 kb/s et bwmax = 108 kb/s mais tout autre mode`le de re´seau
peut eˆtre facilement inte´gre´. Par ailleurs nous minimisons la latence cumule´e comme pre´ce´demment.
Le tableau 3.3 (correspondant a` la ﬁgure 3.9) pre´sente les re´sultats pour 1000 chemins de navigation.
Les valeurs (latences moyennes et e´carts-types) en secondes sont pre´sente´s dans trois cas diﬀe´rents (un
cas par ligne du tableau) : le graphe original (0), quand s8 requiert une grande amorce (1), et quand il
demande une amorce encore plus grande (2).






prop (VI) π∗prop (QL)
0 b8 = 128 2.798 2.151 1.645 2.056 1.020 1.035
0.370 0.616 0.770 0.504 0.872 0.854
1 b8 = 360 5.094 4.439 3.356 4.342 1.998 2.044
0.398 0.632 1.631 0.524 1.598 1.531
2 b8 = 720 8.645 7.989 6.657 7.890 4.803 4.827
0.475 0.683 2.616 0.585 3.185 3.166
Tab. 3.3 – Comparaison des re´sultats pour 3 tailles d’amorce pour s8. Pour chaque situation, cinq
politiques de prefetching ont e´te´ applique´es pour 1000 chemins ale´atoires. Chaque case indique la latence
moyenne (au-dessus) et l’e´cart-type (dessous) des latences observe´es.
Ces re´sultats montrent une re´duction importante des latences si la politique proportionnelle optimale
π∗prop (VI) est utilise´e. Cette re´duction est importante meˆme si politique optimale simple est utilise´e. La
diﬀe´rence par rapport a` l’absence de pre´chargement (politique π0) est encore plus signiﬁcative.
Pour mieux comprendre les qualite´s des politiques optimales, conside´rons par exemple deux chemins
simples pour les cas (1) et (2) du tableau 3.3 : 0 → 1 → 4 → 8 et 0 → 3 → 6 → 7 → 8. Les se´quences
d’actions fournies par les deux politiques optimales (c’est-a`-dire simple et proportionnelle) sont illustre´es
dans le tableau 3.4. Leurs meilleures performances par rapport aux politiques heuristiques s’expliquent
par le fait qu’elles ont tendance a` pre´charger le composant lourd de s8 tre`s toˆt (a` partir du composant




Une autre qualite´ lie´e au caracte`re optimal de la politique est que, meˆme si l’agent ne pre´voit
pas correctement le comportement de l’utilisateur, il saura de´cider a` nouveau la meilleure action de
pre´chargement possible malgre´ cette mauvaise pre´diction.
Variation des parame`tres de simulation Dans ce paragraphe, nous e´tudions les performances et
les temps de re´solution associe´s aux politiques optimales proportionnelles. Parmi les facteurs qui sont
susceptibles d’inﬂuencer la convergence, on peut noter : la granularite´ choisie pour repre´senter les tampons










e´tat (i) di (s) bri (kb/s) bi (kb)
0 10 64 192
1 40 32 96
2 10
3 10 96
4 10 256 768
5 10 64 192
Fig. 3.10 – L’hyperme´dia utilise´ pour e´valuer l’inﬂuence des parame`tres de simulation
Nous allons utiliser un graphe plus simple (ﬁgure 3.10) pour e´tudier l’inﬂuence de chacun de ces
facteurs tant sur la performance que sur le temps de convergence requis. La condition de convergence
e´tablie pour l’algorithme Value Iteration est :∑
s∈S
|Vn+1(s)− Vn(s)| ≤ 
ou` Vn(s) repre´sente la valeur maximale de l’e´tat s obtenue apre`s la nieme ite´ration (voir section
2.4.3). La valuer  choisie est 10−5. Les simulations ont e´te´ eﬀectue´es sur une machine Linux dote´e d’un
processeur Intel Mobile a` 1.6 GHz, une me´moire interne de 1Go et un cache me´moire de 128 Mo.
Dans chaque cas, nous avons fait varier un seul parame`tre, les autres restant constants. Les inﬂuences
de ces trois parame`tres - BG, AG et γ - sont illustre´es dans les tableaux 3.5 (AG = 3 et γ = 0.95), 3.6
(BG = 3 et γ = 0.95) et 3.7 (BG = 4 et AG = 3).
Il est tre`s diﬃcile de comparer les re´sultats obtenus par notre approche du pre´chargement avec d’autres
e´tudes. Au mieux, nous pouvons comparer, en pourcentages, les diminutions de latences observe´es. Cette
comparaison nous est favorable : nous diminuons typiquement les latences de 40% a` 60% la` ou` l’e´tat de
l’art rapporte plutoˆt des re´ductions de l’ordre de 20-30%. Mais restons circonspects : les hypothe`ses et
les conditions expe´rimentales sont diﬃcilement comparables !
Simulations avec Q-learning
Nos expe´rimentations avec le Q-learning sont commente´es ci-dessous. Les deux dernie`res colonnes du
tableau 3.3 montrent que les re´sultats pour 1000 navigations simule´es en utilisant la politique optimale
π∗prop (QL) sont tre`s proches de ceux obtenus par l’algorithme Value Iteration(π
∗
prop (VI)). Nous avons
choisi Ntot = 100000 pour arreˆter le Q-learning.
Pour bien comprendre les qualite´s de la politique optimale nous conside´rons le graphe de la ﬁgure
3.11. Chaque histogramme de la ﬁgure 3.12 montre la distribution des latences observe´es pour 10000
navigations simule´es. Le premier histogramme (politique π0) met clairement en e´vidence la pre´sence des
deux composants lourds qui ont un eﬀet e´vident sur les latences en absence de pre´chergement.
chemin 0 → 1 → 4 → 8 0 → 3 → 6 → 7 → 8






















Tab. 3.4 – Se´quences (majoritaires) d’actions optimales pour deux chemins particuliers
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BG = 2 BG = 3 BG = 4 BG = 5
latence(s) 4.902 4.234 4.128 3.997
temps re´solution(s) 0.104 0.761 3.939 14.619
Tab. 3.5 – Inﬂuence de BG sur la re´solution et la performance de la politique π∗prop. On observe une forte
augmentation a` tendance exponentielle du temps de convergence selon le parame`tre BG. Ne´anmoins, au
dela` de BG = 4, augmenter BG n’apporte pas un gain signiﬁcatif vis-a`-vis de la re´duction des latences
.
AG = 2 AG = 3 AG = 4 AG = 5 AG = 6
latence(s) 4.574 4.231 4.180 4.048 4.045
temps re´solution(s) 0.598 0.753 1.009 1.174 1.383
Tab. 3.6 – Inﬂuence de AG sur la re´solution et la performance de la politique π∗prop. Le temps de
convergence croˆıt doucement (presque line´airement) avec la valeur de AG. Cela s’explique par le fait
que AG n’inﬂue que sur l’espace des actions, dont le cardinal en de´pend de manie`re line´aire. Au dela` de
AG = 4, l’ame´lioration est peu signiﬁcative
γ = 0.80 γ = 0.85 γ = 0.90 γ = 0.95 γ = 0.99
latence 4.130 4.130 4.129 4.128 4.128
temps re´solution(s) 3.812 3.817 3.870 3.930 3.989
Tab. 3.7 – Inﬂuence de γ sur la re´solution et la performance de la politique π∗prop. Les valeurs obtenues
montrent clairement que la valeur de γ ∈ [0.8, 1] est, pour nos proble`mes, peu inﬂuente.
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e´tat (i) di (s) bri (kb/s) bi (kb)
1 40 64 64
2 10
3 10 32 32
4 20 96 196
5 5 64 32
6 20 96 196
Fig. 3.11 – Un contenu hyperme´dia avec plusieurs liens
Sur ces histogrammes, tout comme dans le tableau 3.8, nous pouvons observer les ame´liorations
graduelles de performances a` partir de la politique sans pre´chargement π0, en passant par les politiques
heuristiques πhprop et π
h




prop. Les bonnes performances des
politiques optimales proportionnelles par rapport a` leurs homologues simples s’expliquent d’une part par
une utilisation plus agressive de la bande passante disponible et d’autre part par le spectre plus large









prop (VI) π∗prop (QL)
4.147 3.436 2.908 1.681 1.381 1.395
0.876 0.947 1.484 0.892 0.821 0.794
Tab. 3.8 – Latences moyennes et e´carts-type observe´es pour l’hyperme´dia de la ﬁgure 3.11
Un autre e´le´ment d’appre´ciation concerne le temps de re´solution associe´ a` un tel graphe plus complexe
que les pre´ce´dents. Cet hyperme´dia conduit a` environ 4000 e´tats a` tampons, les simulations prennent
alors de l’ordre de quelques secondes et la convergence du Q-learning prend environ quelques dizaines
de secondes. L’utilisation d’une librairie de matrices creuses autorise ces performances.
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politique sans pre´chargement π0












politique heuristique proportionnelle πhprop












politique heuristique simple πhsim












politique optimale simple π∗sim












politique optimales proportionnelle π∗prop












Fig. 3.12 – La distribution des latences des cinq politiques (π0, πhsim, π
h




3.4.3 Politiques optimales se´quentielles
Nous nous inte´ressons ici a` l’optimalite´ au sein d’une autre famille de politiques de pre´chargement :
les politiques se´quentielles. A la diﬀe´rence des politiques simples qui arreˆtent le pre´chargement de`s que
le composant vise´ est comple`tement re´cupe´re, une politique se´quentielle continue de pre´charger tout au
long de la lecture du composant courant. Un tel usage de la bande passante disponible est illustre´ dans
la ﬁgure 3.4.3 : au de´but du composant courant, l’agent essaie de pre´charger l’amorce b2 ; puis, s’il lui
reste du temps, il continue a` pre´charger l’amorce b3 et ainsi de suite. Ce comportement, agressif vis-a`-vis
























































































































































Fig. 3.13 – Comportement d’une politique se´quentielle qui pre´charge b2, puis b3, puis b4, etc.
Nous cherchons parmi ces politiques, celle qui nous assure en moyenne la latence cumule´e minimale.
A la diﬀe´rence des politiques simples ou proportionnelles, les de´cisions de pre´chargement ne sont plus
prises uniquement a` l’entre´e dans un composant, mais tout au long de la lecture du composant
par l’utilisateur.
Dans le langage des PDM, on peut identiﬁer deux solutions de mode´lisation pour ce nouveau proble`me :
1. L’extension de l’espace des actions A = {s1, s2, ..., sn} avec des se´quences d’actions e´le´mentaires
de pre´chargement est possible. La longueur variable de ces se´quences fait terriblement augmenter
la taille de l’espace d’actions, ce qui nous rame`ne a` un PDM diﬃcile (voire impossible) a` re´soudre.
Meˆme si une limitation de la longueur de ces se´quences nous conduit a` un PDM ﬁni, le nombre
d’actions possibles croˆıt exponentiellement avec le nombre de composants (au moins 2n si l’on
ignore l’ordre - pour n grand ≈ 2n · e).
2. L’extension de l’espace des e´tats BS pour permettre la prise en compte de plusieurs pre´chargements
succe´ssifs durant la lecture d’un composant est l’alternative que nous avons choisie. Pour cela, nous
proposons de rajouter a` l’e´tat BS un bit d’information appele´ start. Cette information va coder
l’e´tat de la lecture du composant courant de la manie`re suivante :
start =
{
1 de´but de la lecture
0 durant la lecture
Avec cet enrichissement de l’e´tat BS, nous pouvons de´crire comple`tement notre nouveau mode`le PDM
associe´ aux politiques se´quentielles. Ainsi, l’ensemble des instants de´cisionnels (T ) est compose´ par les
moments d’acce`s aux composants (clics de l’utilisateur) ainsi que par les terminaisons des pre´chargements
durant la lecture du composant courant. L’ensemble des actions (A) peut eˆtre compose´ ou bien des actions
e´le´mentaires (actions des politiques simples) ou bien des actions plus complexes telles que les actions
proportionnelles vues pre´ce´demment. Pour alle´ger la pre´sentation du mode`le, nous nous limitons ici aux
actions simples de pre´chargement. Finalement, l’agent sera re´compense´ uniquement dans les e´tats dont la
valeur de start est e´gale a` 1. Autrement dit, il recevra une re´compense a` l’entre´e dans chaque composant.
La dynamique de notre PDM est illustre´e dans la ﬁgure 3.14. Suite au clic de l’utilisateur, l’agent
entre dans l’e´tat BS (start=1) ou` il de´cide une action de pre´chargement a. Tant que la lecture continue,
le pre´chargement se de´roule jusqu’a` ce que toute l’amorc¸e ba soit pre´charge´e. A ce moment la`, l’agent
se trouve dans l’e´tat BS′ (start=0) ou` il de´cidera une autre action a′. Le processus continue tant que
l’utilisateur ne change pas de composant. Lorsque l’utilisateur interrompt le pre´chargement, la valeur de
la composante start repasse a` 1 (e´tat BS′′′).
71
3.4.4 Performances des politiques optimales se´quentielles
Comme pre´ce´demment, la re´solution des politiques optimales se´quentielles est re´alise´e a` travers les
algorithmes classiques Value Iteration et Q-learning. Les simulations que nous avons faites portent sur
l’hyperme´dia illustre´ dans la ﬁgure 3.15 et comportent plusieurs sources d’incertitudes selon les mode`les
d’acce`s et de ressources.
Mode`les d’acce`s et de ressources Pour illustrer la capacite´ d’adaptation des politiques optimales
aux diﬀe´rents environnements stochastiques, nous avons change´ les mode`les d’acce`s et de ressources
de´crits dans la section 3.4.2. Ainsi, la bande passante varie ici selon une loi normale dont la moyenne et
la variance conduisent a` 95% des valeurs simule´es a` appartenir a` l’intervalle 64-128 kbps. Le pourcent
restant correspond a` des valeurs simule´es et acceptables dans l’intervalles 0-64kbps. La longueur des
chemins varie e´galement, entre 4 et 10 clics : l’utilisateur se voit pre´senter plusieurs choix lors de la visite
des composants 1 et 5. Il peut aussi revenir dans le composant 1 depuis le composant 5 - des cycles sont
donc possibles. Les temps de clic varient aussi, suivant une distribution uniforme entre 0 et di.
Validation Nous validons la politique optimale se´quentielle par comparaison avec les meilleures poli-
tiques introduites jusqu’a` pre´sent ainsi que par rapport aux heuristiques de la meˆme famille : les politiques
se´quentielles BRANCH et MAINLINE de´ﬁnies dans la section 3.2.1. Nous rappelons que la strate´gie
BRANCH pre´charge tous les prochains composants, dans l’ordre de´croissant de leurs probabilite´s de
transition par rapport au composant courant. Par contre, la strate´gie MAINLINE vise une exploration












8.745 4.184 2.642 3.993 3.651 2.234
2.318 2.249 2.263 1.760 2.489 1.916
Tab. 3.9 – Latences moyennes et e´carts-type observe´s pour l’hyperme´dia de la ﬁgure 3.15
Les re´sultats de nos simulations sont donne´s dans le tableau 3.9 et la ﬁgure 3.16. Nous observons
l’ame´lioration des performances apporte´e par la politique optimale se´quentielle par rapport aux autres
politiques. Ne´anmoins, nous devons remarquer les performances de l’heuristiqe mainline , tre`s proche
de la politique se´quentielle optimale. En eﬀet, la recherche en profondeur ainsi que la bande passante
disponible, lui permettent de viser les composants lourds (4 et 5) qui peuvent eˆtre pre´charge´s en avance,
en particulier pendant la lecture du deuxie`me composant (composant 1).
3.5 Adaptation aux diﬀe´rents proﬁls d’utilisateurs
Nous avons vu jusqu’ici diﬀe´rents mode`les permettant d’obtenir des strate´gies optimales au sein de
quelques familles de politiques (simples, proportionnelles ou se´quentielles). Ces mode`les sont baˆtis sur
des statistiques globales d’acce`s, mode´lisant ainsi l’utilisateur ”moyen”. En eﬀet, les probabilite´s de
transition dans les graphes que nous avons utilise´s ainsi que les temps de lecture de chaque composant
repre´sentent des valeurs moyennes sur toutes les navigations.
Nos mode`les oﬀrent la possibilite´ d’apprendre comment la communaute´ globale des utilisateurs se
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e´tat (i) di (s) bri (kb/s) bi (kb)
0 10 64 64
1 40 32 32






Fig. 3.15 – Un contenu hyperme´dia plus complexe
Bien qu’oriente´es vers la satisfaction de l’usager moyen, ces politiques restent capables de s’adapter selon
la manie`re dont l’utilisateur courant se sert du contenu.
Dans la pratique, conside´rer une seule communaute´ regroupant tous les usagers peut s’ave´rer inappro-
prie´. En eﬀet, la politique optimale construite en me´langeant les navigations issues de deux communaute´s
tre`s diﬀe´rentes peut eˆtre moins performante que les deux politiques optimales obtenues pour chaque com-
munaute´ inde´pendamment.
Conside´rons par exemple deux communaute´s d’utilisateurs, appele´es A et B par la suite, dont les ca-
racte´ristiques d’acce`s sont donne´es dans les ﬁgures 3.17 et 3.18. Il s’agit du meˆme document hyperme´dia,
seuls les motifs de navigation et les temps moyens de lecture des composants 0 et 1 sont diﬀe´rents.
Pour chaque communaute´ (A et B), nous avons obtenu une politique optimale simple en appliquant
l’algorithme Q-learning lors de 100000 simulations. Ces politiques sont note´es π∗A et π
∗
B . Pour la commu-
naute´ A&B (le me´lange de A et B) nous obtenons une autre politique π∗AB. Les distributions de latences
obtenues en appliquant les trois politiques optimales sont pre´sente´es dans la ﬁgure 3.19.
Les performances de´cevantes de la politique π∗AB s’expliquent de la manie`re suivante. Durant la
lecture du composant 1 (partie cle´/de´cisive du pre´chargement), la politique π∗A (resp. π
∗
B) pre´charge le
composant 3 (resp. le composant 2). Malheureusement, la politique π∗AB , issue des statistiques globales,
voit les transitions vers 2 et 3 comme e´quiprobables, inde´pendemment du proﬁl de l’utilisateur courant
(A ou B). Elle pre´chargera alors syste´matiquement soit le composant 2 soit le composant 3, selon les
ale´as de l’environnement. Par conse´quent, une fois sur deux, elle enregistrera une latence importante a`
l’entre´e du composant lourd non pre´charge´ (π∗A et π
∗
B le font une fois sur dix).
Cet exemple introductif nous montre clairement la faiblesse de nos strate´gies lorsque les acce`s au
contenu proviennent d’utilisateurs ayant des comportements diﬀe´rents. Les communaute´s sont ainsi
”moyenne´es” mais le re´sultat obtenu n’est pas satisfaisant. Un indice nous permettant de de´couvrir
la classe de l’utilisateur courant (par exemple le temps passe´ en 0) pourrait guider notre strate´gie de
pre´chargement.
3.5.1 Proﬁling des utilisateurs
Nous venons d’introduire le besoin d’adapter, de nuancer ou bien de personnaliser nos politiques
optimales selon les diﬀe´rentes communaute´s d’utilisateurs. Nous rejoignons ainsi les approches de clas-
siﬁcation e´tudie´es dans la communaute´ user modelling [Bru01]. Ces approches utilisent divers mode`les
pre´dictifs statistiques (line´aires, Markov, re´seaux neuronaux, re´seaux baye´siens, etc.) en vue de la per-
sonnalisation d’un contenu ou d’un service. Il s’agit ﬁnalement de reconnaˆıtre le proﬁl de l’utilisateur
pour mieux re´pondre a` ses ”pre´fe´rences” [CRVOGM06].
L’objectif de ce travail se limitant a` la production de politiques de pre´chargement, nous ne discutons
pas ici ce que pourrait eˆtre la (les) de´ﬁnition(s) d’un proﬁl d’utilisateur. Nous associons simplement
diﬀe´rents proﬁls a` diﬀe´rents types de navigationa` l’image de l’exemple de´veloppe´ ci-dessus.
Pour notre proble`me de pre´chargement, le proble`me de classiﬁcation des utilisateurs comme membres
de diﬀe´rentes communaute´s pose plusieurs questions :
1. Combien de proﬁls ? Le nombre de proﬁls ou la pre´cision de la cate´gorisation est un parame`tre
qui inﬂue souvent sur les performances des me´canismes d’adaptation utilisant la classiﬁcation. Par
exemple, dans nos mode`les pre´ce´dents, tous les utilisateurs sont vus comme appartenant a` une
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politique sans pre´chargement π0
















politique se´quentielle branch πhbranch
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politique optimale simple π∗sim
















politique optimale proportionnelle π∗prop
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composant(i) tps moyen(s) di (s) bri (kb/s) bi (kb)
0 5 10 128 128
1 15 20 64 32
2 20 30 96 256
3 15 15
4 5 5 32 32










composant(i) tps moyen(s) di (s) bri (kb/s) bi (kb)
0 10 10 128 128
1 20 20 64 32
2 20 30 96 256
3 15 15
4 5 5 32 32
Fig. 3.18 – Caracte´ristiques d’acce`s de la communaute´ d’utilisateurs B


























































optimal policy A & B
latA = 1.987 latB = 1.973 latAB = 2.549
Fig. 3.19 – Distributions des latences des politiques optimales pour les communaute´s A, B et A&B
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unique communaute´. En ge´ne´ral, cette pre´cision de classiﬁcation est soit ﬁxe´e par un expert soit
de´termine´e par un me´canisme d’apprentissage.
2. Dynamique du proﬁl ? Nous pouvons nous poser la question du changement de proﬁl pendant
la consultation d’un document hyperme´dia. De manie`re ge´ne´rale, les utilisateurs peuvent changer
leur fac¸on de naviguer durant la meˆme session. Nous conside´rons ici le cas simple ou` le proﬁl de
l’utilisateur ne change pas au ﬁl de sa navigation. Ne´anmoins, le changement dynamique reste
envisageable dans notre mode`le.
3. Quelles caracte´ristiques observer ? Nous cherchons des caracte´ristiques observables et discri-
minantes qui permettent de caracte´riser diﬀe´rents proﬁls d’utilisateurs. Comme nous l’avons vu
pre´ce´demment, nous supposons que tout ou partie des se´quences de navigation et tout ou partie
des se´quences de temps passe´s au sein des composants visite´s suﬃront a` faire la distinction entre
les diﬀe´rents proﬁls.
3.5.2 Mode`le formel inte´grant le proﬁl
Cette section pre´sente une extension du mode`le formel PDM pour les politiques simples capable
d’inte´grer le proﬁl de l’utilisateur. Nous classiﬁons les utilisateurs selon la se´quence des composants
acce´de´s et selon la se´quence des temps passe´s. Ce sont ces informations qui vont nous permettre de
distinguer les proﬁls et de de´couvrir celui de l’utilisateur courant.
Hypothe`ses Notons par sj , Bj , tj le composant visite´, l’e´tat des tampons et le temps passe´ dans sj .
Notons e´galement par C toute autre connaissance de l’environnement. Nous postulons sachant le proﬁl
P les hypothe`ses suivantes :
– La probabilite´ de transition vers le prochain composant ne de´pend que du composant courant.
Autrement dit, le processus de transition entre composants est markovien.
p(sj+1|sj, P, C) = p(sj+1|sj , P ) H1
– Le prochain e´tat des tampons B ne de´pend que de sa valeur courante, du composant courant et
de l’action de pre´chargement. Ceci est l’extension sachant P du mode`le initial (section 3.3.2) qui
postule que la dynamique stochastique des e´tats a` tampons re´sume les incertitudes sur le re´seau
et l’utilisateur.
p(Bj+1|Bj , sj , a, P, C) = p(Bj+1|Bj , sj, a, P ) H2
– Le temps de lecture ne de´pend que du composant courant.




















(b) Dynamique du PDMPO propose´
Fig. 3.20 – PDMPO inte´grant le proﬁl de l’utilisateur
Ces de´pendances conditionnelles sont repre´sente´es graphiquement dans la ﬁgure 3.20(a). Sous les
hypothe`ses e´nonce´es pre´ce´demment, nous pouvons mode´liser le me´canisme de´cisionnel de pre´chargement
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par le PDMPO illustre´ dans la ﬁgure 3.20(b). Notons par σj = {sj , Bj , sj−1, P} l’e´tat cache´ du PDMPO
a` l’instant j et par oj = {sj , Bj , sj−1, tj−1} l’observation globale perc¸ue par l’agent. Cette observation
globale comprend les e´le´ments observables de l’e´tat cache´ ainsi que l’observation ”pure” tj−1.
En utilisant les hypothe`ses H1, H2, H3, nous pouvons alors montrer que le processus σ est bien un
processus de´cisionnel markovien.
p(σj+1|σj , a, C) = p(sj+1, sj , Bj+1, P |sj , sj−1, Bj , P, a, C) = p(sj+1, Bj+1|sj , sj−1, Bj , P, a, C)
= p(sj+1|sj , sj−1, Bj , P, a, C) · p(Bj+1|sj+1, sj , sj−1, Bj , P, a, C)
= p(sj+1|sj , P )︸ ︷︷ ︸
H1
· p(Bj+1|sj, Bj , P, a)︸ ︷︷ ︸
H2
= p(σj+1|σj , a)
De plus, le processus des observations globales o ne de´pend que du processus markovien sous-jacent
σ.
p(oj |σj , C) = p(sj , Bj , sj−1, tj−1|sj , Bj , sj−1, P, C) = p(tj−1|sj , Bj , sj−1, P, C)
= p(tj−1|sj−1, P ) = p(oj |σj)
Ou` est la se´quence ? Avec le nouveau processus d’observation o, nous pouvons remarquer que la
se´quence (composant, temps) {s0, t0} . . . {sj , tj} se retrouve dans la se´quence d’observations {o0, o1, ..., oj}.
Comme nous l’avons vu dans la section 2.4.6, a` partir d’un e´tat de croyance initial, la se´quence d’obser-
vations {oj} nous permet de calculer a` tout instant, l’e´tat de croyance courant. Dans notre cas, comme
le proﬁl ne change pas, nous partons avec une distribution de probabilite´s uniforme parmi les proﬁls
existants et au ﬁl des observations, l’e´tat de croyance met en e´vidence le proﬁl de l’utilisateur courant.
Pour re´sumer, la connaissance de l’e´tat de croyance vaut pour re´sultat du proﬁling. Nous pourrions
dire que c’est du proﬁling implicite car nous ne nous inte´ressons pas directement aux e´tats de croyance
mais aux actions optimales qui leur sont associe´es.
Re´solution a` base de l’historique Parmi les me´thodes de re´solution des PDMPO, nous de´velopperons
par la suite celle qui construit un PDM a` base de l’historique (section 2.4.6). De plus, nous avons un
re´sultat the´orique assez intuitif si le proﬁl est inde´pendant des navigations e´loigne´es. En eﬀet, sous
l’hypothe`se que le proﬁl P peut eˆtre comple´tement estime´ a` travers les k dernie`res observations :
p(P |oj , oj−1, ..., oj−(k−1), C) = p(P |oj , oj−1, ..., oj−(k−1))
nous montrons que le processus associe´ a` ces observations est markovien. Nous montrons tout d’abord
que l’e´tat cache´ σj peut eˆtre estime´ sur la feneˆtre glissante des k dernie`res observations :
p(σj |oj , oj−1, ..., oj−(k−1), C) = p(sj , Bj, sj−1, P |sj , Bj , sj−1, tj−1, oj−1, ..., oj−(k−1), C)
= p(P |sj, Bj , sj−1, tj−1, oj−1, ..., oj−(k−1), C)
= p(P |oj , oj−1, ..., oj−(k−1)) = p(σj |oj , oj−1, ..., oj−(k−1))
Notons par Oj la se´quence des k dernie`res observations a` l’instant j : O = {oj, oj−1, ..., oj−(k−1)}.
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Nous allons prouver maintenant que le processus {Oj} est markovien :
p(Oj+1|Oj , a, C) = p(oj+1, oj , ..., oj−(k−2)|oj , ..., oj−(k−2), oj−(k−1), a, C)

































p(σj |oj , ..., oj−(k−2), oj−(k−1)) · p(σj+1|σj , a)
⎞
⎠ · p(oj+1|σj+1)
= p(Oj+1|Oj , a)
Par conse´quent, en postulant que le proﬁl peut eˆtre estime´ a` partir des k dernie`res observations, on
obtient qu’une se´quence d’ordre k du passe´ est suﬃsante pour re´soudre le POMDP par une politique
markovienne adapte´e (c’est-a`-dire une politique markovienne de´pendante des observations). On justiﬁe
ainsi la re´solution a` base de l’historique vue dans la section 2.4.6. Nous notons qu’en de´pit de leurs
caracte`res raisonnables, nos hypothe`ses peuvent eˆtre naturellement fausses.
Simpliﬁcations Nous allons donc re´soudre le PDM dont les e´tats sont les se´quences des k dernie`res
observations. Dans la composition d’une telle se´quence il existe beaucoup de redondance. Nous e´liminons
cette redondance et en utilisant les de´pendances conditionnelles, nous gardons dans notre nouvel e´tat :
les composants visite´s {sj, ..., sj−k}, les temps passe´s {tj−1, ..., tj−k} et les tampons courants B.
3.5.3 Simulations et comparaison des performances
Nous validons le nouveau mode`le a` base d’histoire en montrant sa capacite´ a` ge´rer les diﬀe´rents
proﬁls et a` proposer l’action optimale pour chaque proﬁl. Nous pre´sentons trois exemples qui conﬁrment
le bien-fonde´ de notre de´marche :
1. Proﬁls avec les meˆmes temps moyens de lecture et diﬀe´rentes probabilite´s de transition.
2. Proﬁls avec les meˆmes probabilite´s de transition et diﬀe´rents temps moyens de lecture.
3. Proﬁls avec diﬀe´rents temps moyens de lecture et diﬀe´rentes probabilite´s de transition.
Proﬁls avec les meˆmes temps moyens et des probabilite´s de transition diﬀe´rentes
Les deux proﬁls de navigation que nous conside´rons sont repre´sente´s dans la ﬁgure 3.21 (probabilite´s
de transition) et le tableau 3.10 (caracte´ristiques des composants). Les temps moyens de lecture pour les
deux proﬁls sont les meˆmes (deuxie`me ligne du tableau 3.10).
e´tat (i) 0 1 2 3 4 5 6 7 8
di (s) 3 3 3 20 100 100 20 100 100
bri (kb/s) 128 128 128 0 0 0 196 196 196
bi (kb) 512 512 512 0 128 512 2024 1750 1750
Tab. 3.10 – Caracte´ristiques des composants du document hyperme´dia
Tout d’abord, nous avons simule´ un corpus de navigations pour chaque proﬁl et de´duit les deux
politiques optimales correspondantes : π∗P1 et π
∗
P2









































Fig. 3.21 – Graphes des probabilite´s de transition associe´s aux proﬁls
des ces navigations me´lange´es nous avons obtenu deux politiques optimales (π∗m,H=0 et π
∗
m,H=2), selon
le mode`le utilise´ : PDM sans histoire (section 3.3) et PDM avec un historique d’ordre 2 (section 3.5.2).
Ces deux politiques sont ensuite compare´es sur le me´lange des deux corpus. Graˆce a` sa me´moire du
passe´, la politique base´e sur l’historique retrouve les deux proﬁls me´lange´s et applique pour chacun
les de´cisions optimales de pre´chargement. Le tableau 3.11 montre les latences obtenues par les deux
politiques compare´es. La reconnaissance des proﬁls est aussi illustre´e par les histogrammes de la ﬁgure
3.22.
Nous essayons d’expliquer de manie`re intuitive ces re´sultats. Les temps assez re´duits passe´s dans la
premie`re partie de l’hyperme´dia (composants 0, 1 et 2) rendent essentielles les de´cisions de pre´chargement
dans le composant 3. Ici, l’agent doit de´cider parmi 4, 6 et 7 pour le proﬁl P1 et parmi 5, 6 et 8 pour P2.
Pour le proﬁl P1, les conditions stochastiques (bande passante, temps de lecture, transitions) conduisent
l’agent a` pre´charger le composant 7 de`s l’entre´e dans le composant 3. De meˆme, pour le proﬁl P2, l’agent
de´cide de pre´charger 8 en acce´dant au composant 3.
Dans le me´lange des deux corpus de navigations, l’agent voit e´quiprobablement les transitions vers 4
ou 5 depuis 3. De meˆme, les composants 7 et 8 sont e´quiprobablement atteignables. Cela conduit l’agent
a` choisir 6 (en 3) qui n’est pas l’action optimale ni pour P1, ni pour P2. On voit ainsi une raison des
performances decevantes enregistre´es par la politique optimale sans histoire, lorsque les navigations sont
issues de plusieurs proﬁls. Dans ce cas, la simple me´morisation du dernier composant visite´ permet a`
l’agent de distinguer parmi les deux proﬁls de`s son arrive´e en 3. Il choisira ainsi de pre´charger 7 s’il vient
de 2 (proﬁl P1) et 8 s’il vient de 1 (proﬁl P2).
Mode`les PDM Proﬁl P1 Proﬁl P2 Me´lange de P1 et de P2




Corpus me´lange´s Sans me´moire (π
∗
m,H=0) 27.434 33.810 30.622
Avec me´moire (π∗m,H=2) 16.770 22.367 19.575
Tab. 3.11 – Latences moyennes pour les deux proﬁls selon le mode`le de re´solution. La latence moyenne
obtenue pour le me´lange avec π∗m,H=2 rejoint la moyenne des latences obtenues par proﬁl (premie`re ligne
du tableau).
Proﬁls avec diﬀe´rents temps moyens et les meˆmes probabilite´s de transition
En gardant la meˆme me´thodologie, nous utilisons les proﬁls de´crits dans la ﬁgure 3.23 et montrons
qu’une politique optimale base´e sur l’historique est capable de les reconnaˆıtre. Pour chaque proﬁl, le
temps de lecture moyen associe´ a` un composant i est repre´sente´ par un pourcentage du temps de lecture
maximal di.
Corpus se´pare´s Comme pre´ce´demment, nous pre´sentons un raisonnement qui montre les grandes
lignes du comportement de l’agent. La politique optimale ope`re en profondeur, quel que soit le proﬁl.
Pour le proﬁl P1, on peut commenter facilement le choix que l’agent doit faire en arrivant en 2. Comme
l’utilisateur ne passera que tre`s peu de temps dans les composants 3 ou 4, l’agent doit de´cider de
pre´charger le composant lourd 5 assez toˆt. C’est cette de´cision qu’il prendra donc en 2. A l’inverse, les
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Politique optimale pour le proﬁl P1 : π∗P1








optimal policy for P1
Politique optimale pour le proﬁl P2 : π∗P2








optimal policy for P2
π∗m,H=0 (mode`le sans histoire) pour le me´lange des proﬁls P1 et P2








optimal policy for P1 & P2
π∗m,H=2 (mode`le avec histoire) pour le me´lange des proﬁls P1 et P2








optimal policy for P1 & P2










composant (i) dure´e (s) lecture P1 lecture P2 bri (kb/s) bi (kb)
0 10 20% 50% 128 64
1 10 30% 80% 128 64
2 100 90% 10% 64 64
3 100 10% 90% 64 128
4 100 10% 90% 64 64
5 50 100% 100% 196 512
Fig. 3.23 – Graphe de transitions (commun) et temps d’acce`s (diﬀe´rents ) pour les deux proﬁls
utilisateurs de type P2 passent plus de temps en 3 et 4 ce qui conduit l’agent a` pre´charger le composant
3 (plus lourd que 4) pendant la lecture du composant d’indice 2.
Corpus me´lange´s Lorsqu’onme´lange les deux proﬁls, la re´solution du PDM donne l’action ”pre´charger
5” comme strate´gie optimale a` suivre dans 2. Cette action re´pondra assez bien aux navigations des uti-
lisateurs de type P1 mais elle sera moins eﬃcace pour les usagers de type P2. Cela est illustre´ dans les
histogrammes de la ﬁgure 3.24. La me´moire des temps passe´s (histoire d’ordre 2) dans les composants
de´ja` visite´s permet a` l’agent d’estimer le proﬁl de l’utilisateur a` l’entre´e du composant 2. Ainsi, la de´cision
optimale peut eˆtre nuance´e selon ce proﬁl : pre´charger 5 si l’utilisateur a passe´ peu de temps dans les
composants pre´ce´dents (proﬁl P1), pre´charger 3 s’il a passe´ plus de temps auparavant (proﬁl P2).
Proﬁls avec diﬀe´rents temps moyens de lecture et diﬀe´rentes probabilite´s de transition
Les re´sultats que nous pre´sentons s’organisent de la manie`re suivante. Tout d’abord, nous simulons
des navigations pour chaque proﬁl inde´pendamment et de´duisons la politique optimale simple associe´e au
proﬁl correspondant. Ces quatre politiques optimales sont alors applique´es a` quatre corpus de navigation
issus de ces quatre proﬁls. Les latences moyennes obtenues pour chaque proﬁl sont indique´es sur la
premie`re ligne du tableau 3.12. Nous les appelons ”latences cibles” car une politique capable de de´couvrir
ces quatre proﬁls devrait s’approcher de ces performances.
Dans un deuxie`me temps, nous simulons un corpus de navigation en me´langeant e´quitablement les
quatre proﬁls d’utilisateurs. Nous obtenons par re´solution avec le Q-learning une politique adapte´e selon
des historiques de diﬀe´rents ordres. La capacite´ de ces trois politiques (H = 0, H = 1, H = 2) a` de´couvrir
les proﬁls peut eˆtre mesure´e en les employant sur les quatre corpus inde´pendants de navigation associe´s
a` chacun des proﬁls. Le tableau 3.12 montre en colonnes, les latences moyennes obtenues pour chacun
de ces quatre corpus. On voit qu’un historique d’ordre 2 est ne´cessaire et suﬃsant pour retrouver les
latences cibles de la premie`re ligne du tableau.
Proﬁl P1 Proﬁl P2 Proﬁl P3 Proﬁl P4 Proﬁl moyen
Latence cible 1.776 1.721 1.801 1.750 1.762
Histoire H=0 3.312 1.724 5.438 3.852 3.581
Histoire H=1 1.780 1.724 3.889 3.852 2.811
Histoire H=2 1.780 1.724 1.804 1.755 1.765
Tab. 3.12 – Latences obtenues pour les trois proﬁls (ﬁgure 3.25) et diﬀe´rents mode`les
L’explication est assez intuitive. Le tableau 3.13 montrent les se´quences remarquables (les plus sui-
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Simulations se´pare´es pour chaque corpus (proﬁl)
politique π∗P1 pour le proﬁl P1 politique π
∗
P2
pour le proﬁl P2


































latence = 2.790 latence = 2.208
Simulations me´langeant les deux corpus (les deux proﬁls)
π∗m,H=0 (sans histoire) pour le proﬁl P1 π
∗
m,H=0 (sans histoire) pour le proﬁl P2


































latence = 2.924 latence = 2.836
π∗m,H=2 (avec histoire) pour le proﬁl P1 π
∗
m,H=2 (avec histoire) pour le proﬁl P2


































latence = 2.793 latence = 2.210
Fig. 3.24 – Latences pour les proﬁls de la ﬁgure 3.23 obtenues par les diﬀe´rents mode`les
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composant (i) dure´e di (s) lecture P1 lecture P2 lecture P3 lecture P4 bri (kb/s) bi (kb)
0 8 20% 70% 40% 90% 144 128
1 6 45% 55% 40% 60% 0 16
2 10 100% 95% 100% 100% 64 200
3 10 90% 100% 80% 80% 64 240
4 20 80% 75% 90% 80% 196 300
5 20 80% 80% 90% 90% 196 340
Fig. 3.25 – Un contenu hyperme´dia et quatre proﬁls de navigation
vies) pour chaque proﬁl : la suite des composants visite´s et les temps passe´s (repre´sente´s a` gauche du
composant, avec une granularite´ de 4). Par exemple, pour le proﬁl P1, un utilisateur type de ce proﬁl
consommera en moyenne 20% du temps du composant d’indice 0. Cela se repre´sente avec une granularite´
de 4 par la fraction 1/4. Sur la dernie`re colonne sont aﬃche´es les actions optimales de pre´chargement,
telles que de´duites des politiques simples applique´es a` chaque proﬁl.
Proﬁl Se´quence remarquable De´cisions optimales
P1 0(t = 14 )→ 1(t = 24 )→ 2(t = 44 )→ 5(t = 44 ) π(1) = 2 π(2) = 5
P2 0(t = 34 )→ 1(t = 34 )→ 3(t = 44 )→ 5(t = 44 ) π(1) = 3 π(3) = 5
P3 0(t = 24 )→ 1(t = 24 )→ 2(t = 44 )→ 5(t = 44 ) π(1) = 2 π(2) = 4
P4 0(t = 44 )→ 1(t = 34 )→ 3(t = 44 )→ 4(t = 44 ) π(1) = 3 π(3) = 5
Tab. 3.13 – Se´quences remarquables et de´cisions optimales associe´es a` chaque proﬁl
Il faut noter qu’a` l’entre´e dans le document, aucun pre´chargement n’est possible en raison du de´bit
du composant 1 qui de´passe la bande passante disponible (uniforme´ment distribue´e entre 96 kb/s et 108
kb/s). La politique optimale issue du me´lange des quatre corpus de navigations (mode`le sans histoire,
H = 0) privile´gie le pre´chargement des composants 3 (en 1) et 5 (en 3 et 4) de par leurs tailles importantes.
Par conse´quent, cette politique deduite du me´lange convient bien au proﬁl P2, d’ou` les latences cibles
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atteintes pour ce proﬁl meˆme en absence de l’histoire (troisie`me colonne du tableau 3.12). Ne´anmoins,
elle ne convient pas parfaitement aux autres proﬁls, en particulier au proﬁl P3 ou` les deux de´cisions
prises sont mauvaises. Le meˆme raisonnement justiﬁe les re´sultats pour H = 1. Enﬁn, deux pas d’histoire
(H = 2) nous permettent de retrouver des bonnes performances pour les quatre proﬁls (les latences
cibles). Comme le montrent les se´quences remarquables du tableau 3.13, la me´morisation des deux
dernie`res caracte´ristiques de navigation (composant et temps) est eﬀectivement suﬃsante pour distinguer
les proﬁls. Ceci termine nos expe´riences de pre´chargement.
3.6 Conclusions
Dans ce troisie`me chapitre, nous avons conﬁrme´ que des processus de de´cision se´quentielle dans
l’incertain sont adapte´s pour de´ﬁnir des agents d’adaptation a` des contextes dynamiques. Dans cette
seconde partie de la the`se, nous avons propose´ d’adapter non plus les contenus multime´dia eux-meˆmes
mais leur acce`s en streaming. Cet e´le´ment de synthe`se fait un e´cho ﬁde`le aux conclusions du chapitre
pre´ce´dent et souligne bien l’inte´reˆt de notre approche formelle de l’adaptation dynamique qui est centre´e
sur l’utilisation des PDM (Processsus De´cisionnels de Markov). De manie`re plus pre´cise, nous avons
conc¸u des agents adaptatifs de pre´chargement en identiﬁant des politiques de pre´chargement de plus en
plus performantes. Parmi elles, les plus sophistique´es savent, sous des hypothe`ses particulie`res, ge´rer la
coexistence de diﬀe´rents proﬁls d’utilisateurs. En ce sens, nous contribuons a` l’e´lan moderne qui consiste
a` meˆler les e´le´ments technologiques (souvent observables) aux facteurs humains (souvent partiellement
observables) pour ge´rer des contextes d’exe´cution dynamique.
Du point de vue des politiques de pre´chargement obtenues, notre analyse de la litte´rature nous
laisse penser qu’elles se situent au meilleur niveau de l’e´tat de l’art. Des ame´liorations nombreuses sont
cependant envisageables. Nous citons quatre pistes pour nos travaux futurs. Tout d’abord, la de´ﬁnition
des e´tats a` tampons pour des composants composites pourrait eˆtre plus ﬁne que celle qui consiste a`
simplement sommer les tailles d’amorces et de sous-composants. Une prise en compte de l’ensemble des
sce´narios temporels seraient alors un pre´alable a` la de´ﬁnition d’e´tats a` tampons plus respectueux des
pre´sentations possibles pour un composant composite.
Une autre perspective est ouverte par la richesse des interactions possibles sur les diﬀe´rents compo-
sants me´dia d’un contenu. En eﬀet, pour un composant vide´o, l’ acce`s ale´atoire, la pause, l’avance et le
retour rapide peuvent naturellement comple´ter l’ensemble des instants de´cisionnels, issus principalement
dans nostre e´tude par des interactions de type ”play” et ”stop”. La prise en compte de telles inter-
actions permettrait d’incorporer dans nos mode`les les latences observe´es non seulement au de´marage
d’un composant mais aussi pendant sa lecture. Par ailleurs, la mise en œuvre concre`te des politiques de
pre´chargement be´ne´ﬁcierait d’une e´tude visant a` chercher une repre´sentation compacte des automates
de´cisionnels et a` streamer leurs e´tats de´cisionnels. Enﬁn, traiter le cas de documents dont la structure est
dynamique forme une perspective ambitieuse pour nos travaux. Evoquer cette dynamicite´ de la cre´ation
de contenus forme une transition pertinente vers le quatrie`me chapitre.
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Chapitre 4
Coordination de ﬂux multime´dia
4.1 Introduction
Les applications multime´dia interactives re´parties constituent un domaine de recherche au carrefour
de disciplines varie´es, telles que : algorithmique distribue´e, re´seaux, protocoles de communication, the´orie
du paralle´lisme, the´orie de la coordination, interfaces homme-machine, traitement des donne´es, aussi bien
que les disciplines de sciences humaines. Le de´veloppement rapide de l’infrastructure re´seau ouvre des
nouvelles perspectives coope´ratives de travail et de loisir pour les utilisateurs du re´seau Internet.
L’interactivite´ et le grand volume d’informations e´change´es ge´ne`rent des contraintes qui rendent
ne´cessaires la prise en compte de phe´nome`nes nouveaux. Le controˆle de la qualite´ de service et le maintien
des synchronisations apparaissent comme les points centraux des e´tudes visant a` de´velopper de telles
applications.
Jusqu’au milieu des anne´es 90, la recherche en multime´dia s’articulait principalement sur des proble´matiques
techniques telles que : entre´es-sorties, ordonnancement, codage, compression, transmission re´seau, etc.
Par la suite, les recherches se sont plutoˆt focalise´es sur le de´veloppement des infrastructures de plus haut
niveau prenant en compte des caracte´ristiques temps-re´el telles que le respect d’e´che´ances ou l’isochro-
nie. Les principes forts ressortis des e´tudes re´centes pointent [Bou06] sur les approches statistiques, les
approches adaptatives (tant d’un point de vue syste`me/re´seau qu’applicatif) mais aussi l’importance de
la qualite´ de service.
Les trois grands de´ﬁs qui ont e´te´ identiﬁe´s pour la recherche a` venir sont les suivants [RJ05] :
1. Cre´er des outils et des solutions simples pour la construction des pre´sentations multime´dia com-
plexes. Cette proble´matique prend en compte le fait qu’un objet multime´dia est l’expression d’un
spe´cialiste, d’un artiste ou plus ge´ne´ralement d’un auteur qui cherche a` faire passer un message
quel qu’il soit. Ainsi, les outils de construction d’objets multime´dia doivent eˆtre capables d’inte´grer
des fonctionnalite´s diverses, plus ou moins spe´ciﬁques au me´tier de l’auteur mais surtout le plus
simplement et le plus eﬃcacement possible.
2. Rendre les actions entre eˆtres humains distants les plus proches possibles des interactions que
les humains vivent localement avec d’autres humains et/ou avec l’environnement physique. Les
principaux proble`mes souleve´s sont d’ordre e´motionnel : l’immersion de l’utilisateur dans le syste`me
ainsi que le sentiment de collaborer avec d’autres a` travers un syste`me informatique. Le domaine
des jeux multime´dia en re´seau est parmi les premiers a` avoir pris en compte cet aspect.
3. La gestion (capture, stockage, recherche et utilisation) des objets multime´dia dans un environne-
ment informatique. En eﬀet, les outils multime´dia restent encore le plus souvent des outils de
structuration de donne´es, sans ve´ritable lien entre le stockage du me´dia et la se´mantique de son
contenu (par exemple le passage automatique du texte a` la parole, la recherche d’une vide´o dans
une archive de programmes TV).
Les e´tudes pre´sente´es dans ce chapitre portent sur les applications multime´dia interactives re´parties
permettant la collaboration en temps re´el entre plusieurs utilisateurs, a` travers un syste`me qui met en
relation un groupe d’individus. Elles s’inte´ressent aux me´canismes de synchronisation dans les applica-
tions multime´dia interactives re´parties et sont principalement lie´es au deuxie`me point, c’est-a`-dire rendre
le mieux possible transparent l’eloignement des participants.
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4.1.1 Caracte´ristiques des applications multime´dia re´parties
Les applications multime´dia re´parties manipulent des me´dia continus dont le traitement doit eˆtre
re´alise´ a` des instants pre´cis et dans des de´lais borne´s ; en d’autres termes, elles pre´sentent des ca-
racte´ristiques ”temps re´el”. La vide´o en est un exemple : chaque image doit eˆtre pre´sente´e a` une certaine
fre´quence (par exemple tous les 1/25 s dans les syste`mes PAL/SECAM). Une taˆche vide´o, charge´e du
traitement et de l’aﬃchage d’une image, doit pouvoir acce´der au CPU une fois a` chaque pe´riode. Contrai-
rement aux applications temps re´el dur, les e´che´ances d’un processus multime´dia sont plus souples : si
une taˆche vide´o n’arrive pas a` eˆtre traite´e avant son e´che´ance, le re´sultat peut eˆtre acceptable, et, de
plus, aucune catastrophe ne surviendra.
Un concept important dans l’e´tude des applications multime´dia est la dure´e de vie d’un message ou
le de´lai de pe´remption. La dure´e de vie d’un message repre´sente l’intervalle de temps physique, calcule´
a` partir de l’instant de l’envoi, durant lequel le contenu est conside´re´ utile au sein de l’application.
Autrement dit, elle peut eˆtre obtenue a` partir de l’e´che´ance du message, en soustrayant l’instant d’envoi.
Ainsi, la dure´e de vie repre´sente le de´lai maximal que l’application peut tole´rer pour ne pas aﬀecter la
qualite´ de service fournie a` l’utilisateur. Les messages arrive´s aux re´cepteurs au-dela` des limites tole´re´es
doivent eˆtre rejete´s car leur utilisation de´graderait la qualite´ de l’interaction.
La dure´e de vie d’un message de´pend du type d’application. Par exemple, les syste`mes de vide´ophonie
peuvent tole´rer jusqu’a` 350ms de retard, les syste`mes vide´o non-inte´ractives permettent un temps de vie
de 1s tandis que les syste`mes d’information tole`rent des de´lais allant jusqu’a` 2s [JSS94,Fer90]. Dans le
cas des applications coope´ratives, pour pre´server leur caracte`re interactif, les contraintes sur la dure´e de
vie deviennent plus strictes. Ainsi, pour les te´le´confe´rences, la dure´e de vie des messages audio et vide´o
est de 250ms [JSS94], le de´lai souhaitable e´tant autour de 100ms [RB93].
4.1.2 Applications multime´dia interactives re´parties
D’un point de vue syste`me, dans une application multime´dia interactive, les utilisateurs interagissent
en e´tant a` la fois acteurs et spectateurs de l’environnement collaboratif. Par conse´quent, la communica-
tion est appele´e alors de type n a` m. Clairement, le champ d’utilisation du multime´dia dans l’Internet
comprend, outre les applications interactives, les applications de type 1 a` 1 ainsi que 1 a` n .
Les applications de type 1 a` 1/n correspondent aux applications de streaming dans lesquelles les
donne´es multime´dia sont envoye´es en temps-re´el par un serveur. A titre d’exemple, on peut citer les
applications de transfert des ﬂux vide´o en ligne (par exemple les bandes annonces) dans lesquelles les
donne´es sont pre´-enregistre´es, appele´es aussi vide´o a` la demande. Les applications de surveillance entrent
aussi dans cette cate´gorie, la seule diﬀe´rence e´tant que les donne´es sont produites a` la vole´e.
Les applications coope´ratives re´parties en ge´ne´ral concernent les activite´s impliquant des groupes
d’utilisateurs ge´ographiquement distribue´s qui collaborent a` travers des se´quences d’interactions, re-
groupe´es dans des sessions de travail. Souvent connues sous le nom CSCW (Computer Supported Co-
operative Work), elles peuvent eˆtre classiﬁe´s en fonction de la fac¸on dont la communication est re´alise´e :
– CSCW Synchrones. Dans une session synchrone, les utilisateurs interagissent simultane´ment :
la communication entre les participants se fait en temps-re´el (par exemple une session de vide´o
confe´rence).
– CSCW Asynchrones. Dans une session asynchrone, au contraire, les utilisateurs agissent chacun
a` des moments diﬀe´rents dans le temps, comme par exemple dans le cas d’une application de
messagerie e´lectronique. Le retard est, dans ces cas, accepte´.
Dans ce chapitre, nous nous inte´ressons particulie`rement aux proble`mes de cohe´rence dans les ap-
plications coope´ratives re´parties synchrones. Ces applications sont traditionellement structure´es en trois
niveaux fonctionnels [EGR91], comme illustre´ dans la ﬁgure 4.1. La collaboration est le but ﬁnal, tandis
que les me´canismes de communication et coordination assurent le support et l’environnement ne´cessaires
pour la collaboration.
La Communication comprend les protocoles de transport ge´ne´riques point-a`-multipoint. A ce ni-
veau, il n’existe pas de relation entre la se´mantique de la collaboration au niveau application et la
transmission de donne´es. Un exemple d’un tel protocole est RTP (Real-Time Transport Protocol - RFC
1889).
La Coordination assure les contraintes de cohe´rence entre les ﬂux e´change´s. Les protocoles utilise´s
sont principalement multipoint-a`-multipoint(m sources et n destinations). Un exemple d’API pour la
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coordination est JGroups [Ban98].
La Collaboration contient les me´canismes de support des interactions entre participants : la gestion
des sessions, les IHM partage´es, des me´canismes de partage d’application, etc. JSDT (Java Shared Data




Fig. 4.1 – Les trois couches d’une application coope´rative
Les applications coope´ratives ne´cessitent l’e´change de ﬂux multime´dia d’une manie`re interactive aﬁn
que les participants aient l’impression d’eˆtre ensemble. En [MRWB03], les auteurs mentionnent le besoin
d’un sentiment de ”co-pre´sence” chez les utilisateurs, leur permettant ainsi d’avoir l’impression d’interagir
avec un autre, et non pas avec une application. Pour y parvenir, leurs interactions doivent toujours eˆtre
cohe´rentes, et ceci malgre´ les distances et les performances variables des re´seaux ou des syste`mes.
Parmi les proble`mes pose´s par les applications coope´ratives, celui auquel nous nous inte´ressons
concerne la cohe´rence et la coordination des e´changes des ﬂux de donne´es entre participants. La cohe´rence
des interactions entre participants consiste a` assurer que toute action, cause ou question diﬀuse´e a` l’en-
semble des participants, soit rec¸ue par tous avant les re´actions, eﬀets ou re´ponses qu’elle a de´clenche´s.
En meˆme temps, les variations des parame`tres du re´seau en termes de de´lai de bout en bout, de´bit ou
taux de perte, ne doivent pas aﬀecter la coordination, qui doit pouvoir s’adapter a` ces changements.
Nous apportons des re´ponses en proposant des me´canismes originaux de coordination des ﬂux
de donne´es e´change´s par des applications coope´ratives et/ou multime´dia distribue´es, de point de vue de
leur spe´ciﬁcation, leur mode´lisation et leur implantation. Nous proposons une solution trans-
versale au besoin de cohe´rence d’une application interactive multime´dia re´partie : oﬀrir des me´canismes
ﬂexibles de coordination de ﬂux en tenant compte des contraintes ne´cessaires a` l’application (temporelles
ou logiques) et des contraintes induites par le niveau de transport (niveau communication).
4.1.3 E´tude de cas : une application de streaming interactif
Les communications par ﬂux peuvent entraˆıner des proble`mes de cohe´rence dans l’ordonnancement
de la de´livrance de ces ﬂux sur un site re´cepteur. Conside´rons, par exemple, le contexte d’une application
multime´dia re´partie ou` un ﬂux vide´o (repre´sentant un match de football) est diﬀuse´ en direct, par le site
A vers plusieurs participants (ﬁgure 4.2). Supposons qu’un des participants (l’utilisateur B) commence
alors a` commenter le match, envoyant ainsi un ﬂux audio vers tous les autres membres de la session.
Ces deux ﬂux se trouvent alors dans un rapport de de´pendance : la cause du ﬂux sonore est la vision
du ﬂux vide´o. Par conse´quent, il est ne´cessaire que le ﬂux vide´o soit vu par tous les participants comme
de´butant avant le ﬂux sonore.
La ﬁgure 4.2 illustre un proble`me de cohe´rence perc¸ue par le participant du site C. En eﬀet, lors
de la transmission, le segment audio contenant l’exclamation ”BUUUT !” est perc¸u avant la sce`ne vide´o
repre´sentant le but. Ceci est une incohe´rence car l’exclamation est force´ment poste´rieure a` la visuali-
sation du but. Ce sce´nario d’exe´cution introduit ainsi des contraintes sur la disposition temporelle des
composants (ﬂux) de la pre´sentation.
De manie`re ge´ne´rale, les pre´sentations multime´dia doivent permettent a` l’auteur de pre´ciser la syn-
chronisation qu’il de´sire et assurer que l’exe´cution sera conforme a` ses voeux, quelle que soit le contexte
d’execution. Dans l’e´tude de la cohe´rence des pre´sentations multime´dia, il est courant de raisonner par
rapport a` des sce´narii d’exe´cution. Un sce´nario de´crit des contraintes sur les traces d’execution. Pour
de´crire comple`tement un sce´nario il est ne´cessaire d’exprimer des relations :
– qualitatives : positionnement relatif des composants dans le temps, sans contraintes nume´riques
(par exemple, x avant y) ;
– quantitatives : manipuler des informations nume´riques, par exemple x 3 secondes avant y ;
– causales : utiles pour exprimer des sce´narios dans lesquels l’occurrence d’un e´ve´nement de ﬁn d’un








Fig. 4.2 – Cohe´rence de la perception des ﬂux
Toutes ces relations expriment des contraintes de positionnement temporel relatif entre les composants
multime´dia. A partir de ces relations, un formateur temporel utilise des techniques a` base de satisfaction
de contraintes pour de´ﬁnir un ordonnancement global des composants et pour maintenir la cohe´rence
temporelle de la pre´sentation.
Bien que suﬃsante pour des sce´narii pre´de´ﬁnis (c’est-a`-dire que les relations entre ses constituants
sont pre´de´ﬁnies), cette approche ne permet pas de capturer des relations qui ne se de´ﬁnissent que lors de
l’execution. En eﬀet, un sce´nario ou` l’activation d’un bouton permet l’interruption d’une vide´o, peut eˆtre
de´crit dans la phase de spe´ciﬁcation (e´dition), a` l’aide d’une relation causale. Par contre, la pre´ce´dence
vide´o-audio illustre´e par notre cas d’e´tude (ﬁgure 4.2) ne peut pas eˆtre exprime´e car inconnue avant
l’execution. Ainsi, une description de sce´nario base´e sur les trois types de relations est une e´tape me´diane
entre un comportement totalement pre´de´ﬁni (et donc non interactif) et une application distribue´e non
ne´cessairement structure´e (sans contrainte sur les traces d’exe´cution), telle que nous la conside´rons dans
la suite.
4.2 Synchronisation des ﬂux dans un syste`me multime´dia re´parti
Les de´pendances temporelles sont une caracte´ristique tre`s importante des applications multime´dia.
Les ﬂots multime´dia se constituent comme une se´quence d’unite´s d’information qui se succe`dent dans le
temps. La synchronisation est la taˆche de coordination et de pre´sentation des ﬂots multime´dia dans le
temps.
4.2.1 Types de synchronisation
Les ﬂots multime´dia pre´sentent diﬀe´rents besoins de synchronisation, qui peuvent eˆtre lie´s soit a`
l’ordre et a` la fre´quence de pre´sentation de chacune des unite´s d’un ﬂot (synchronisation intra-ﬂux),
soit aux de´pendances entre des unite´s appartenant a` des ﬂots diﬀe´rents (synchronisation inter-ﬂux). Un
exemple de ce dernier cas est la synchronisation naturelle entre la vide´o et l’audio (en anglais lip-sync).
Enﬁn, dans les applications coope´ratives, les utilisateurs doivent percevoir, la meˆme vue (l’ensemble des
ﬂux) au meˆme moment ou au moins des vues similaires et cohe´rentes. On parle alors de la synchronisation
de groupe. Dans la communaute´ CSCW, ce principe est traduit par l’expression : What You See Is What
I See (WYSIWIS).
Le proble`me de la synchronisation couvre divers aspects : la mode´lisation et la spe´ciﬁcation des rela-
tions temporelles, la mise en oeuvre de me´canismes pour assurer le respect de ces relations, l’e´tablissement
des me´canismes de re´cupe´ration apre`s une perte de synchronisation. Jusqu’a` pre´sent, la synchronisation
multime´dia a e´te´ traite´e au niveau de l’application. Pourtant, les me´canismes ne´cessaires sont suﬃ-
samment ge´ne´riques pour eˆtre fournis par une couche spe´ciﬁque du syste`me d’exploitation. Dans les
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applications coope´ratives, cette couche est repre´sente´e par le niveau de coordination.
De nombreuses recherches ont aborde´ le proble`me de synchronisation dans diﬀe´rentes perspectives.
Blakowski et Steinmetz re´sument en [BS96] la proble´matique de la synchronisation des me´dia en termes
de besoins, spe´ciﬁcations et mode`les de re´fe´rence. Ishibashi et Tasaka analysent divers algorithmes et
techniques de synchronisation dans des environnements re´seau he´te´roge`nes.
Contrairement aux e´tudes sur la synchronisation intra ou inter-ﬂux, moins de recherches se sont
concentre´es sur la synchronisation de groupe [EPD94, AY96, JK03]. Une premie`re hypothe`se qui dis-
tinguent les travaux sur cette the´matique concernent l’existence [EPD94] ou l’absence [AY96] d’une
horloge globale a` laquelle toutes les horloges des clients se synchronisent. Une autre hypothe`se souvent
rencontre´e est la connaissance des valeurs limites des de´lais du re´seau. Le cas des environnement virtuels
en re´seau (networked virtual environments - NVE) est plus complexe car il s’agit de ge´rer a` la fois des
me´dia continus et discrets [ITTI03].
Synchronisation intra-ﬂux
Au sein d’un ﬂux multime´dia, chaque unite´ d’acce`s (image, e´chantillon audio) a une estampille tem-
porelle repre´sentant l’e´che´ance a` laquelle elle doit eˆtre pre´sente´e. La qualite´ de pre´sentation d’un ﬂux
multime´dia est e´troitement lie´e au respect des relations temporelles entre ses unite´s d’acce`s. La plupart
du temps, ces contraintes sont spe´ciﬁe´es implicitement lors de l’acquisition du me´dia. Elles peuvent aussi
eˆtre explicitement spe´ciﬁe´es par un processus de traitement a` des ﬁns d’adaptation.
La ﬁgure 4.3 pre´sente un exemple de contrainte temporelle dans le cas d’un ﬂux vide´o. En ge´ne´ral,
une vide´o est pre´sente´e a` une fre´quence de 30 images par seconde. Par conse´quent, chaque image doit eˆtre
pre´sente´e pour un intervalle de temps de 33ms. Le non-respect de cette contrainte temporelle se traduit
par une discontinuite´ de la pre´sentation, ce qui pourrait ennuyer l’utilisateur. Dans le cas d’un ﬂux audio,
des interruptions fre´quentes rendent la de´gradation encore plus se´ve`re. Ce type de synchronisation est
appele´ dans la litte´rature synchronisation intra-ﬂux.
Image 1 Image 2 Image 3 Image n
33 ms temps33 ms
Fig. 4.3 – Contraintes temporelles des unite´s d’acce`s (images) au sein d’un ﬂux vide´o
Le re´seau Internet fournit un service meilleur eﬀort pour l’acheminement de chaque paquet depuis
sa source vers sa destination. Il n’existe aucune garantie quant au temps de transmission des paquets
d’un meˆme ﬂux, ce qui entraˆıne une gigue. De plus, des paquets achemine´s par des routes diﬀe´rentes
peuvent arriver dans un ordre quelconque. Enﬁn, les congestions dans les routeurs interme´diaires peuvent
provoquer des pertes.
En absence de me´canismes de synchronisation, un ﬂux vide´o diﬀuse´ depuis le site A (ﬁgure 4.3) peut
subir plusieurs de´gradations en termes de perte, de´se´quencement (sur le site B) ou gigue (sur le site C).
Le roˆle d’un me´canisme de synchronisation, en coope´ration avec un protocole de transport, est alors de
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C
Fig. 4.4 – Exemples de de´synchronisation intra-ﬂux
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Synchronisation inter-ﬂux
Lorsqu’il s’agit des pre´sentations multime´dia plus complexes, contenant plusieurs ﬂux, la synchro-
nisation entre ces ﬂux doit eˆtre aussi prise en compte. Par exemple, la diﬀusion d’un ﬁlm ou d’une
e´mission TV contenant deux pistes, audio et vide´o, ne´cessite la pre´sentation synchrone des deux ﬂux
re´sultants. La ﬁgure 4.5 illustre la correspondance e´tablie lors de l’acquisition entre ces deux ﬂux : a`
chaque image correspondent trois e´chantillons audio. Ce type de synchronisation est connu sous le nom
de lip synchronisation ou tout simplement lip sync.
Dans un contexte re´seau sans garanties (par exemple Internet) comme celui pre´sente´ dans la ﬁgure
4.5, certains ﬂux peuvent eˆtre en retard par rapport aux autres. Ainsi, l’utilisateur du site C pourrait
observer que les mouvements des le`vres de la pre´sentatrice TV ne correspondent pas aux mots e´coute´s.
Il est alors ne´cessaire de restituer chez le re´cepteur les relations temporelles entre les deux ﬂux, telles










Fig. 4.5 – Exemples de de´synchronisation inter-ﬂux
De manie`re plus ge´ne´rale, la synchronisation inter-ﬂux consiste dans le respect des contraintes tem-
porelles entre les unite´s d’acce`s issues des diﬀe´rents ﬂux. Les ﬂux multime´dia peuvent eˆtre classiﬁe´s en
ﬂux maˆıtres et ﬂux esclaves qui doivent eˆtre synchronise´s par rapport a` leurs maˆıtres. De manie`re
ge´ne´rale, un ﬂux qui est plus sensible aux de´synchronisations intra-ﬂux est choisi comme ﬂux maˆıtre.
Par exemple, dans le cas d’un contenu audiovisuel, le ﬂux audio est conside´re´ maˆıtre et le ﬂux vide´o son
esclave. Lorsqu’il n’existe aucune de´pendance entre les ﬂux d’une pre´sentation multime´dia, chaque ﬂux
est de´livre´ seulement sous les contraintes de synchronisation intra-ﬂux.
La synchronisation des me´dia est e´troitement lie´e a` la perception humaine. En conse´quence, il est
utile de de´ﬁnir certaines limites au-dela` desquelles la de´synchronisation devient perceptible. Steinmetz
pre´sente en [Ste96] les re´sultats d’une se´rie d’expe´rimentations sur la de´synchronisation des me´dia vis-a`-
vis de la perception humaine. Ces re´sultats peuvent eˆtre utilise´s comme des indicateurs pour la qualite´
d’une pre´sentation du point de vue de la synchronisation. Par exemple, la synchronisation lip sync doit
eˆtre maintenue dans les limites ±80ms. Par contre, lorsque la vide´o est combine´e avec une animation ou
avec un texte juxtapose´, elle devient moins sensible aux de´synchronisations, les limites dans ces deux cas
e´tant de ±120ms et respectivement ±240ms.
Synchronisation de groupe
Pour une application multime´dia exe´cute´e dans un contexte de communication multicast, outre le
besoin de synchronisation intra et inter-ﬂux, il existe un nouveau type de synchronisation qui doit eˆtre
pris en compte. Alors que la synchronisation intra et inter-ﬂux pre´serve les relations temporelles entre les
unite´s d’acce`s au sein d’un ﬂux et, respectivement, entre plusieurs ﬂux appartenant a` la meˆme source, la
synchronisation de groupe concerne la pre´sentation synchrone et cohe´rente des ﬂux e´change´s parmi tous
les participants.
Les communications multicast se divisent en deux cate´gories distinctes :
1. Le mode`le SSM (Single Source Multicast) fournit une se´mantique de 1 vers n. Il est plutoˆt destine´ a`
la diﬀusion du contenu puisqu’un seul membre peut e´mettre des donne´es a` destination du groupe. De
par sa de´ﬁnition, le mode`le SSM est utilise´ plutoˆt par les applications multime´dia non interactives.
Dans ce type de communication, tout comme dans le cas d’une communication point a` point, seules
les synchronisations intra et inter-ﬂux doivent eˆtre traite´es.
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2. Le mode`le ASM (Any Source Multicast) oﬀre une communication ouverte ou` chaque membre du
groupe peut eˆtre a` la fois e´metteur et re´cepteur (communication dite de n vers m). Ceci est un
mode`le ade´quat pour les applications interactives, tout en e´tant le plus complexe.
Quelques exemples Parmi les applications ne´cessitant la mise en œuvre d’un me´canisme de synchro-
nisation de groupe, nous en citons deux : l’enseignement a` distance et le streaming interactif pre´sente´
pre´ce´demmment dans la section 4.1.3. Pour l’enseignement a` distance, il est ne´cessaire de pre´senter
paralle`lement, a` tous les e´tudiants, le ﬂux audio (transmis en direct) contenant les commentaires de
l’enseignant et le ﬂux vide´o (enregistre´) correspondant au contenu e´ducatif. A ces deux ﬂux peuvent
s’ajouter, de manie`re inte´ractive, les ﬂux audio issus des interventions des e´tudiants.
D’autres exemples sont les applications de te´le´confe´rence ainsi que le te´le´orchestre pre´sente´ dans la
ﬁgure 4.6. Dans une te´le´confe´rence, un groupe d’utilisateurs souhaitent avoir une re´union virtuelle. Cha-
cun envoie ses propres ﬂux audio/vide´o et rec¸oit les ﬂux des autres membres du groupe. Ide´alement,
a` tout instant, tous les participants doivent avoir la meˆme vue des ﬂux e´change´s. En re´parti, il suﬃt
d’assurer au moins une vue cohe´rente a` chaque participant, conforme avec l’ordre d’interactions (inter-
ventions des utilisateurs). Pour une application de te´le´orchestre, un ensemble de musiciens et un chef
d’orchestre, ge´ographiquement repartis, jouent ensemble une pie`ce musicale pour une audience sur In-
ternet. Dans ce cas, les contraintes sont plus strictes, les ﬂux venant du chef d’orchestre doivent eˆtre





Fig. 4.6 – Une application de te´le´orchestre
Enﬁn, notre cas d’e´tude, de´crit dans la section 4.1.3 (match de football), illustre les types de syn-
chronisation qui viennent d’eˆtre e´voque´s, a` plusieurs niveaux :
– Synchronisation intra-ﬂux pour les ﬂux vide´o et audio diﬀuse´s respectivement depuis les sites A
et B. En outre, si le ﬂux vide´o avait e´te´ commente´ depuis sa source a` travers un deuxie`me ﬂux
audio, il aurait e´te´ ne´cessaire d’assurer la synchronisation inter-ﬂux entre ces deux ﬂux. Ces deux
types de synchronisation sont souvent ge´re´s au niveau de la couche collaboration dans le mode`le
coope´ratif de´crit dans la section 4.1.2.
– Synchronisation de groupe entre le ﬂux vide´o diﬀuse´ depuis A et le ﬂux audio diﬀuse´ depuis
le site B. Situe´e au niveau de la couche coordination dans le mode`le coope´ratif, la taˆche de
synchronisation de groupe doit assurer que les ﬂux soient pre´sente´s de manie`re cohe´rente pour
empeˆcher une de´livrance incorrecte comme celle illustre´e dans la ﬁgure 4.2.
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4.2.2 Sources de de´synchronisation
Plusieurs facteurs peuvent entraˆıner le non respect des contraintes temporelles dans la de´livrance des
ﬂux chez un re´cepteur. Une telle situation est appele´e erreur de synchronisation. Les causes des erreurs
de synchronisation sont [BS96] :
– la gigue : variation du de´lai de bout en bout sur un re´seau ;
– la de´rive des horloges locales (local clock drift, absence d’horloge commune) : les horloges des
diﬀe´rents sites ne sont jamais parfaitement synchronise´es ;
– des temps initiaux d’acquisition diﬀe´rents (diﬀerent initial collection time) : les horloges des sites qui
font l’acquisition (par exemple, le site qui fait l’acquisition de l’audio et celui qui fait l’acquisition
de la vide´o) ne sont pas synchronise´s ;
– des temps initiaux de restitution diﬀe´rents (diﬀerent initial playback time) : dans un groupe (un
e´metteur et plusieurs re´cepteurs), celui qui a rec¸u les informations en premier peut re´agir plus vite
que les autres.
– des fre´quences de pre´sentation diﬀe´rentes : une vide´o acquise a` 30 fps et pre´sente´e a` 29,97 fps
(NTSC) entraˆıne une de´rive de 0,03 images par secondes, ce qui correspond a` 3*10=30=1 seconde
de de´calage toutes les 1000s.
4.2.3 Me´canismes de synchronisation
Synchronisation intra/inter-ﬂux Ishibashi et Tasaka proposent en [IT00] une classiﬁcation des
me´canismes de synchronisation en quatre classes :
1. controˆle de base ;
2. controˆle pre´ventif ;
3. controˆle re´actif ;
4. controˆle commun.
Selon l’emplacement du processus de controˆle, les me´canismes peuvent eˆtre cate´gorise´s ainsi :
– me´canismes de controˆle a` la source ;
– me´canismes de controˆle a` la destination.
Controˆle de base Les techniques de controˆle de base sont pre´sentes dans tous algorithmes de syn-
chronisation. A la source, elles utilisent une information de synchronisation qui est attache´e a` chaque
paquet comme dans la ﬁgure 4.7. L’information de synchronisation peut eˆtre une estampille tempo-
relle indiquant l’instant d’envoi d’une unite´ d’acce`s ou tout simplement un nume´ro de se´quence. A la
destination, une mise en tampon (buﬀering) est employe´e pour cacher les variations des de´lais re´seau.
Quand une unite´ d’acce`s arrive chez le re´cepteur, elle est me´morise´e dans un tampon jusqu’a` l’instant
de pre´sentation calcule´ a` partir de son information de synchronisation.
Internet
source destination
mise en tampon (buffering)Estampille temporelle / Numéro de séquence
Fig. 4.7 – Techniques de controˆle de base
Controˆle pre´ventif Les techniques de controˆle pre´ventif agissent, comme le nom l’indiquent, avant
que la de´synchronisation se produise. Les principales techniques pre´ventives employe´es a` la source sont :
1. Transmission des unite´s d’acce`s en fonction de l’information de synchronisation. Pour les me´dia
enregistre´s, cette technique est assimile´e a` une forme de controˆle de traﬁc. Pour les me´dia capture´s
en direct, l’estampille temporelle correspond a` l’instant de leur capture.
2. Entrelacement des unite´s d’acce`s : plusieurs ﬂux sont multiplexe´s dans un seul ﬂux au niveau
transport. Le multiplexage et la transmission s’appuient sur les protocoles temps re´el de l’Internet
RTP et RTCP. Pour les applications de visioconfe´rence, les normes de multiplexage sont de´crites
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par la se´rie H 22x. Le point faible de cette technique re´side dans la gigue qui pourrait eˆtre induite
au ﬂux le plus sensitif, e´tant donne´ l’absence d’une relation maˆıtre/esclave entre les ﬂux.
3. Planning de transmission base´ sur les e´che´ances : La source planiﬁe la transmission des unite´s
d’acce`s aﬁn d’arriver avant leurs e´che´ances, en tenant compte de leur taille et des latences maximales
re´seau (voire d’une distribution de probabilite´s des latences). Par conse´quent, cette technique est
applicable seulement aux me´dia enregistre´s.
Internet
entrelacement des unités d’accès (2)
transmission basée sur l’information de synchronisation (1)
planning de transmission basé sur les échéances (3)
Fig. 4.8 – Techniques de controˆle pre´ventif a` la source
Les techniques pre´dominantes de controˆle pre´ventif utilise´es a` la re´ception sont :
1. Pertes pre´ventives et pauses pre´ventives : le processus re´cepteur rejette ou re´pe`te des unite´s d’acce`s
en fonction de l’occupation du tampon. Lorsque la taille du tampon de´passe un certain seuil, une
re`gle d’eﬀacement (par exemple une unite´ sur deux) est applique´e pour empeˆcher le de´bordement.
En cas de sous-occupation, certaines unite´s peuvent eˆtre re´pe´te´es pour masquer temporairement
les proble`mes re´seau.
2. Changement du temps de mise en tampon selon l’estimation du de´lai re´seau : le temps de mise en
tampon est choisi supe´rieur ou e´gal Δmax−Δmin ou` Δmax et Δmin repre´sentent le de´lai maximal
et, respectivement, minimal du re´seau.
Internet 123 Décodage
Démultiplexage
perte ou répétitions des unitès d’accès
1223
changement du temps de mise en tampon
Fig. 4.9 – Techniques de controˆle pre´ventif a` la destination
Controˆle re´actif Les techniques de controˆle re´actif sont utilise´es pour restituer les contraintes
temporelles au moment ou` une de´synchronisation est apparue.
A la source, il existe deux principales approches :
1. Ajustement de la fre´quence de transmission : la fre´quence d’envoi est ajuste´e en fonction de l’ampli-
tude de la de´synchronisation entre ﬂux. Lorsqu’une de´synchronisation est de´tecte´e coˆte´ re´cepteur,
une information de re´action est transmise vers la source aﬁn qu’elle ajuste sa fre´quence d’envoi.
2. Re´duction du nombre de ﬂux e´mis : la source diminue le nombre de ﬂux envoye´s si le processus
de synchronisation coˆte´ re´cepteur devient trop diﬃcile a` re´aliser. Par exemple, dans le cas de la
synchronisation lip sync, la source peut interrompre temporairement le ﬂux vide´o. Ce dernier peut
eˆtre rede´marre´ suite a` une resynchronisation signale´e par le processus re´cepteur.
Coˆte´ re´cepteur, quatre techniques principales se distinguent :
1. Pertes re´actives et pauses re´actives : quand une unite´ d’acce`s arrive en retard, les unite´s suivantes
de´ja` arrive´es sont e´crase´es. De meˆme, il serait possible de rejeter les unite´s d’acce`s tardives mais
cela diminuerait le taux d’unite´s d’acce`s pre´sente´es, et par conse´quent, la qualite´ de la pre´sentation.
Pour un ﬂux vide´o MPEG, la re`gle d’eﬀacement tient compte du type d’image : seules les images
B ou P peuvent eˆtre eﬀace´es. En cas de famine au niveau du tampon, le processus destination
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interrompt la pre´sentation ; dans le cas de la vide´o, la dernie`re image continue d’eˆtre aﬃche´e
jusqu’a` l’arrive´e de la prochaine image. Ces techniques sont devenues les plus populaires graˆce a`
leur faible complexite´ de mise en œuvre.
2. Ajustement de la dure´e de pre´sentation : la re´cupe´ration suite a` une de´synchronisation est re´alise´e
graduellement, sans aﬀecter de manie`re perceptible la qualite´ perc¸ue par l’utilisateur. La dure´e de
pre´sentation d’une unite´ d’acce`s est augmente´e ou re´duite jusqu’a` ce que la synchronisation soit
re´tablie. L’extension de la dure´e de pre´sentation est similaire a` la technique de pauses pre´ventives ;
la principale diﬀe´rence consiste dans leur caracte`re distinct : la premie`re est re´active tandis que la
seconde est pre´ventive.
3. Contraction ou extension du temps virtuel : outre le temps re´el, il existe le concept de temps vir-
tuel indiquant l’instant ou` une unite´ d’acce`s doit eˆtre pre´sente´e (target output time). L’ajustement
du temps virtuel est re´alise´ selon la grandeur de la gigue induite par le re´seau. Cette technique
diﬀe`re de celle pre´sente´e pre´ce´demment car elle modiﬁe indirectement la dure´e de pre´sentation
de chaque unite´ a` travers le changement des instants de pre´sentation ; au contraire, les dure´es de
pre´sentation sont explicitement manipule´es dans la me´thode pre´ce´dente.
4. Commutation maˆıtre/esclave : pour la synchronisation inter-ﬂux, les roˆles de maˆıtre et respective-
ment esclave peuvent eˆtre change´s dynamiquement. Quand la de´synchronisation d’un ﬂux esclave
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Fig. 4.10 – Techniques de controˆle re´actives
Synchronisation de groupe
Par rapport aux synchronisation intra/inter-ﬂux, moins de recherches ont e´te´ mene´es sur la syn-
chronisation de groupe. Aﬁn de re´sumer les ide´es utilise´es par divers me´canismes de synchronisation de
groupe, nous avons choisi de pre´senter deux approches principales, la premie`re base´e sur l’existence d’une
horloge globale, la deuxie`me sur la connaissance de limites de temps de transmission a` travers le re´seau.
Approches base´es sur des horloges synchronise´es
Le principe de synchronisation des ﬂux employe´ par les techniques utilisant une horloge globale est
relativement simple. Toutes les sources commencent a` envoyer des messages a` t0. Une unite´ d’acce`s u est
envoye´e ainsi a` l’instant t0 + TS(u) ou` TS(u) repre´sente l’estampille temporelle associe´e a` u. Au sein
de chaque groupe G, la pre´sentation de´bute a` l’instant t0 + ΔG. Chaque unite´ u est alors pre´sente´e a`
l’instant t0 +ΔG + TS(u). Le parame`tre ΔG doit eˆtre choisi de telle manie`re qu’au moins les premie`res
unite´s de chaque ﬂux soient arrive´es a` tous les re´cepteurs du groupe avant t0 +ΔG. Proprement dit, ΔG
reﬂe`te le de´lai maximal de synchronisation au sein du groupe G : ΔG = max(di,j), i ∈ G, j ∈ Flux. Les
unite´s arrive´es avant t0 +Δ sont me´morise´es dans un tampon aﬁn de rendre e´gaux les de´lais de transfert
des diﬀe´rent ﬂux.
Dans les approches non-adaptatives, la valeur de Δ est ﬁxe´e une fois pour toutes, en de´but de la
session, en fonction des conditions re´seau les plus de´favorables. A l’inverse, les me´thodes adaptatives
ajustent le parame`tre Δ dynamiquement, en fonction des conditions re´seau courantes. Ces me´thodes
visent a` trouver le bon compromis entre le taux de perte (inversement corre´le´ avec Δ) et le de´lai de bout
en bout (proportionnel au Δ).
L’un des premiers protocoles pour la synchronisation des ﬂux a e´te´ propose´ par Escobar et al. dans
[EPD94] : Flow Synchronization Protocol. Ce protocole est adapte´ a` plusieurs types de communication :
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one-to-many, many-to-one et many-to-many. Il exploite l’existence d’une horloge globale pour assurer,
chez tous les re´cepteurs, les meˆmes de´lais de bout en bout pour tous les ﬂux qui doivent eˆtre synchronise´s.
Il existe trois entite´s pre´sentes dans ce protocole : les sources, les destinations et l’initiateur. L’initia-
teur envoie des messages de controˆle vers les sources et les destinations, tout au long de la session, pour
initialiser ou changer les parame`tres de la session (le temps de re´fe´rence t0, les intervalles de mise a` jour,
etc.). Chaque source envoie des messages descripteurs qui contiennent les caracte´ristiques des ﬂux e´mis.
Les destinations sont regroupe´es dans des groupes de synchronisation, selon les ﬂux rec¸us (par exemple
les groupes GK et GM ). Au sein d’un tel groupe, les destinations e´changent des messages re´gulie`rement
aﬁn de mettre a` jour le de´lai de synchronisation Δ.
initiateur source destinationDSI
I









Fig. 4.11 – Flow Synchronization Protocol
Approches base´es sur la connaissance des de´lais re´seau
Akyildiz et Yen pre´sentent en [AY96] des protocoles de synchronisation de groupe, dans un contexte ou`
les horloges des participants ne sont pas synchronise´es. Par simulation, ils e´valuent les valeurs maximales,
minimales et moyennes des de´synchronisations, exprime´es en secondes. Leurs simulations supposent la
pre´sence d’un seul ﬂux et la connaissance a priori des limites des latences re´seau.
En [Ben00], Benslimane propose un sche´ma de synchronisation de groupe qui ne repose pas sur des
horloges synchronise´es. Dans ce sche´ma, un site source ge`re les informations de controˆle et les diﬀuse
vers toutes les destinations. Les latences re´seau maximales sont suppose´es connues. L’auteur montre
l’eﬃcacite´ de cette me´thode a` travers des simulations. Ne´anmoins, la structure temporelle des ﬂux n’est
pas prise en compte.
Approches base´es sur le temps virtuel
Ishibashi et Tasaka proposent en [ITT97, ITM00] trois sche´mas de synchronisation de groupe base´s
sur un algorithme utilisant le concept de virtual-time rendering (VTR) de´crit en [IT95]. L’algorithme
VTR est applicable dans des contextes re´seau dont on ne connaˆıt pas les de´lais maxima. Il suppose
les horloges locales synchronise´es et ajuste dynamiquement l’intervalle de pre´sentation (rendering-time)
d’une unite´ d’acce`s en fonction des conditions re´seau. Nous de´crivons les principes de ces trois sche´mas :
1. Master-Slave Destination Scheme. Dans ce sche´ma, les destinations sont classiﬁe´es en destination
maˆıtre et destinations esclaves. Chaque destination esclave ajuste le temps de pre´sentation des
unite´s d’acce`s conforme´ment a` la destination maˆıtre. Ceci est souhaitable pour les applications
dans lesquelles il existe une destination privile´gie´e vis-a`-vis des autres ; dans une vide´oconfe´rence,
par exemple, le site du pre´sident de la se´ance peut eˆtre choisi en tant que destination maˆıtre.
Ne´anmoins, le sche´ma est inadapte´ si l’on veut traiter e´quitablement tous les destinataires.
2. Synchronization Maestro Scheme. Ce sche´ma peut ge´rer d’une manie`re e´quitable toutes les des-
tinations. Dans ce sche´ma, un agent de synchronisation appele´ maestro collecte les temps de
pre´sentation de toutes les destinations et rediﬀuse une information de controˆle pour arbitrer le
temps de pre´sentation a` chaque destination. Tout comme Master-Slave Destination Scheme, ce
sche´ma est un me´canisme de controˆle centralise´. Dans ces sche´mas, si le ”maˆıtre” ou le ”maestro”
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ne peuvent pas communiquer avec les autres stations, aucune autre destination n’est plus capable
de transmettre les informations de controˆle et, par conse´quent, de ge´rer la synchronisation.
3. Distributed Control Scheme. Ce sche´ma a e´te´ propose´ pour ame´liorer la faiblesse des deux approches
centralise´es que nous venons d’e´voquer. Dans [NT04], les auteurs montrent les re´sultats d’une se´rie
de simulations qui permettent de comparer les trois sche´mas, en termes de QoS au niveau applicatif.
En outre, en fonction des besoins de l’application et de la connaissance des performances re´seau,
le meilleur sche´ma peut eˆtre choisi.
4.2.4 Spe´ciﬁcation des relations temporelles
La spe´ciﬁcation de la synchronisation s’appuie sur un mode`le temporel permettant de caracte´riser
les contenus multime´dia ainsi que le processus de leur mise en relation dans une pre´sentation : la com-
position temporelle [Lay97]. Plusieurs techniques de spe´ciﬁcation de la synchronisation existent [BS96].
Nous de´crivons par la suite les principales. Avant d’aborder les me´thodes de spe´ciﬁcation d’un sce´nario
d’exe´cution, nous commenc¸ons par la de´ﬁnition des entite´s de base qui le composent.
Tout e´le´ment multime´dia peut eˆtre manipule´ a` travers trois informations temporelles essentielles :
son instant de de´but, sa dure´e de pre´sentation, son instant de ﬁn. L’une de ces trois informations est
redondante. En eﬀet, il est possible de calculer l’une en fonction des deux autres. Mais le choix des
informations retenues fait partie du langage et donc du mode`le, car la mise en relation des e´le´ments se
fait a` partir de ces informations.
Il existe deux fac¸ons de repre´senter le de´roulement d’un sce´nario : a` travers les changements qui
surviennent (la terminaison de la vide´o correspond au de´marrage de l’audio) ou au contraire en reliant
globalement les activite´s entre elles (la se´quence audio est pre´sente´ pendant la se´quence vide´o). Ceci
de´bouche sur deux types de repre´sentations :
1. Une repre´sentation fonde´e sur les instants. Dans ce cas, un e´le´ment multime´dia est de´crit par un
instant de de´but et un instant de ﬁn, comme dans Fireﬂy [BZ93] et Maestro [Dra93].
2. Une repre´sentation fonde´e sur les intervalles. Un e´le´ment multime´dia est conside´re´ comme une
entite´ temporelle de base de´crite par sa dure´e comme dans OCPN [LG93] et Cmifed [Bul95].
E´tant donne´e l’existence de deux modes de repre´sentation des unite´s temporelles (les instants et
les intervalles), il en re´sulte deux classes de relations temporelles. Les relations temporelles fonde´es sur
les instants et les relations fonde´es sur les intervalles. Dans ces deux types de relations, les sce´narios
sont repre´sente´s a` partir d’un ensemble B de relations temporelles dites primitives. Ces relations sont
exclusives et permettent d’exprimer comment les unite´s temporelles d’un document (les e´le´ments) se
situent les unes par rapport aux autres.
Spe´ciﬁcation a` base d’instants
Dans les relations a` base d’instants (alge`bre d’instants note´e PA : Point Algebra), les unite´s tempo-
relles conside´re´es dans les relations sont les instants de de´but et de ﬁn des e´le´ments. E´tant donne´s deux
instants dans un sce´nario, trois relations peuvent exister entre eux. Un instant peut en pre´ce´der un autre
(<), lui succe´der (>) ou lui eˆtre e´gal (=). L’ensemble des relations primitives de l’alge`bre d’instant est
note´ B = {<,>,=}.
L’ensemble des relations compose´es ou disjonctives, note´ 2B, repre´sente des disjonctions des relations
primitives. Puisqu’il existe 3 relations primitives, il en re´sulte 23 = 8 relations compose´es qui forment les
parties de B. Les relations compose´es a` base d’instants sont : {φ, <, ≤, =, >, ≥, 
=, ?} ou` : φ signiﬁe
l’absence de relations et ? repre´sente une disjonction contenant l’ensemble des relations primitives.
De fac¸on intuitive les relations primitives <,>,= sont utiles pour la composition multime´dia car elles
interviennent dans la construction des sce´narios multime´dia les plus simples. E´tant donne´ la tole´rance vis-
a`-vis des le´ge`res ﬂuctuations sur l’instant de de´but des e´le´ments et sur leur dure´e (domaine de validite´),
il a e´te´ de´montre´ [LSS96] que les quatre relations d’instants {<,=, >, ?} sont les seules utiles pour la
spe´ciﬁcation de sce´narios multime´dia.
Spe´ciﬁcation a` base d’intervalles
Les valeurs des intervalles peuvent eˆtre repre´sente´es de deux manie`res :
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– deux instants, correspondants au de´but et a` la ﬁn ; ces instants se rame`nent au mode`le pre´ce´dent
avec la contrainte inhe´rente a` la de´ﬁnition de l’intervalle : le de´but est avant la ﬁn ;
– un instant de de´but et une dure´e bien que pouvant eˆtre ramene´e a` la pre´ce´dente, cette repre´sentation
apporte un plus haut niveau d’abstraction puisque la notion de dure´e est intrinse`quement relative.
Dans les repre´sentations multime´dia fonde´es sur les intervalles, les unite´s temporelles de base peuvent
eˆtre classe´es en trois cate´gories en fonction des caracte´ristiques attache´es a` leurs dure´es :
– les intervalles discrets. Ce sont des unite´s dont la pre´sentation ne de´pend pas du temps, comme le
texte ou les images ﬁxes. En vue de leur inte´gration avec d’autres donne´es ayant une dimension
temporelle, celles-ci peuvent eˆtre aﬀecte´es d’une dure´e de pre´sentation explicite ou implicite dans
le contexte d’un sce´nario donne´.
– les intervalles de´terministes continus. Ils correspondent a` des donne´es dont la pre´sentation de´pend
du temps et dont la valeur de dure´e est connue a priori. Des ﬂots audio et vide´o sont des exemples
de telles unite´s temporelles. Dans certains cas comme la vide´o, la dure´e eﬀective de pre´sentation
de ces donne´es est lie´e a` la vitesse de restitution des images qui la composent.
– les intervalles inde´terministes (discrets ou continus). Ces intervalles se distinguent par le fait qu’ils
n’ont pas de dure´e connue a priori. Ils correspondent, par exemple, a` des ﬂots audio ou vide´o
continus auxquels on acce`de a` travers le re´seau. Ce sont, en partie, ces e´le´ments qui engendrent
des sce´narios inde´terministes.
Dans les relations a` base d’intervalles (alge`bre d’intervalles note´e IA : Interval Algebra), les relations
possibles entre deux e´le´ments multime´dia se re´duisent a` toutes les combinaisons de positionnement
possibles de deux intervalles sur une droite oriente´e. Le mode`le le plus ge´ne´ral, propose´ par J.F. Allen
[All83], dresse la liste exhaustive de toutes ces relations. La liste des combinaisons possibles entre e´le´ments
multime´dia comporte 13 relations consistant en six relationsde base (before, meets, overlaps, during,
starts, ﬁnishes), leurs relations inverses et la relation d’e´galite´ (equal). Ces treize relations se re´partissent
en deux classes, celle des relations de se´quentialite´ et celle des relations introduisant le paralle´lisme de
pre´sentation. De fac¸on analogue aux relations a` base d’instants, il existe 213 = 8192 relations compose´es.
Vis-a`-vis de l’alge`bre d’instants, chaque relation primitive a` base d’intervalles peut eˆtre repre´sente´e a`
travers plusieurs relations d’instants. Ne´anmoins, on montre que seules 187 relations sont exprimables a`
partir des relations a` base d’instants. Ce fait te´moigne de la plus grande richesse des relations de IA par
rapport a` celle de PA. L’ensemble de 187 relations engendre´es par PA est appelle´ l’alge`bre d’intervalles
restreinte ou RIA (Restricted Interval Algebra). En eﬀet, l’exclusion mutuelle de deux intervalles A et
B, c’est-a`-dire le fait que l’un est avant l’autre, ne´cessite une disjonction de relations sur les instants
(finA < debutB ∨ finB < debutA). Notons e´galement que les relations d’instants juge´es utiles pour
le multime´dia dans PA engendrent uniquement 29 relations d’IA [Lay97]. Elles sont d’ailleurs souvent
retenues comme une re´fe´rence pour mesurer l’expressivite´ d’un langage de synchronisation temporelle
multime´dia.
L’e´tude pre´sente´e en [Lay97] place le proble`me de la spe´ciﬁcation multime´dia comme un cas particulier
appartenant a` une classe de proble`mes plus ge´ne´raux appele´s CSP (Constraint Satisfaction Problem).
Un CSP est de´ﬁni par la donne´e d’un ensemble de variables, chacune associe´e a` un domaine de valeurs,
et par la donne´e d’un ensemble de contraintes liant ces variables. Une contrainte est ge´ne´ralement de´crite
par l’ensemble des combinaisons de valeurs qui la satisfont. Une solution d’un CSP est une instantiation
de ces variables qui satisfait simultane´ment toutes les contraintes d’un proble`me. Un CSP est cohe´rent
si et seulement si il existe au moins une solution qui le satisfait.
La synchronisation temporelle multime´dia peut eˆtre aborde´e dans le cadre d’une classe particulie`re
des CSP de´signe´e par TCSP (Temporal Constraints Satisfaction Problem). Dans cette classe, les variables
mode´lisent des instants ou des intervalles temporels de dure´e, et les relations leurs placements relatifs
a` travers le temps. En fait, le seul cas de TCSP qui peut eˆtre re´solu en temps polynomial est celui
d’un TCSP ne comportant qu’un intervalle par arc (le proble`me STP : Simple Temporal Problem). Cela
correspond a` la mode´lisation de chaque e´le´ment multime´dia par un seul domaine de validite´.
Spe´ciﬁcation base´e sur des re´seaux de Petri
La synchronisation peut se faire sous forme de controˆle de ﬂux a` l’aide de points de controˆle a` des en-
droits pre´de´ﬁnis. La me´thode la plus courante consiste a` utiliser des extensions temporelles des re´seaux de
Petri. Ces extensions ajoutent des parame`tres de temps aux conditions de franchissement des transitions :
une dure´e dans les places ou un instant de franchissement d’une transition a` partir d’un e´tat donne´. Par
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exemple, le mode`le Time Stream Petri Nets (TSPN, [DS94]) permet de formaliser les contraintes de syn-
chronisation inter et intra-me´dia en se basant sur un mode`le de re´gie vide´o. Une extension hie´rarchique
du mode`le TSPN, appele´e Hierarchical Time Stream Petri Nets(HTSPN) a e´te´ de´veloppe´e [SdSSW95]
aﬁn de de´crire, en plus de la synchronisation temporelle, la synchronisation logique pre´sente dans les
application hyperme´dia. Dans ce mode`le hie´rarchique, les liens hyperme´dia sont repre´sente´s sous forme
de places composites qui seront examine´es a` l’exe´cution seulement si le lien est suivi. Une place composite
contient un TSPN de´crivant l’exe´cution de l’application apre`s le saut hyperme´dia.
Autres spe´ciﬁcations temps re´el De nombreuses autres techniques de spe´ciﬁcation formelle issues
des recherches en syste`mes paralle`les et/ou temps re´el ont d’ailleurs e´te´ propose´es [BBCB97], parmi
lesquelles on peut citer les automates temporise´s, les automates d’e´tats ﬁnis et les alge`bres de processus.
Bilan
Nous venons de faire un tour d’horizon de la proble´matique de synchronisation dans les applications
multime´dia reparties, en passant par les besoins, les spe´ciﬁcations ainsi que les me´canismes de restitution
en cas de de´faut. Ceci constitue une premie`re vue sur les diﬃculte´s spe´ciﬁques aux applications mul-
time´dia interactives. Dans les applications collaboratives, la synchronisation n’est pas le seul proble`me
qui doit eˆtre pris en compte.
Le sce´nario de streaming adaptatif nous montre que les interactions des utilisateurs, traduites ici
par l’apparition des nouveaux ﬂux, ne´cessitent d’eˆtre pre´sente´es dans un ordre cohe´rent chez tous les
participants. L’interactivite´ introduit ainsi une se´mantique supple´mentaire entre les ﬂux, diﬀe´rente de la
synchronisation ”lip sync”. Le caracte`re spe´cial de cette relation induite sur les ﬂux, re´side dans le fait
qu’elle se de´ﬁnit au fur et a` mesure des interactions et ne peut pas eˆtre spe´ciﬁe´e apriori. Ce niveau type
de synchronisation est appele´e synchronisation causale ou cohe´rence causale.
En conse´quence, les applications multime´dia interactives re´parties introduisent une double complexite´
de synchronisation, qui peut eˆtre vue sous deux angles diﬀe´rents : synchronisation temporelle de type
intra, inter ou de groupe et synchronisation causale pour assurer une de´livrance cohe´rente. L’inte´reˆt
de la causalite´ pour notre e´tude, nous ame`ne dans la proble´matique du calcul re´parti dans les syste`mes
distribue´s.
4.3 Causalite´ dans les syste`mes distribue´s
Syste`mes de communication de groupe Dans les applications multime´dia de travail coope´ratif,
des informations de controˆle doivent eˆtre e´change´es continuellement entre les membres du groupe. De
nombreuses approches utilisent un serveur central qui assure la gestion de la re´partition des donne´es et des
membres du groupe. Malgre´ sa simplicite´ de mise en œuvre, ce syste`me est fragile a` cause de son caracte`re
centralise´ : si le serveur tombe en panne, tous les participants sont oblige´s de quitter l’application. Le
serveur peut aussi devenir un goulot d’e´tranglement quand un grand nombre de participants sont en
communication ou si les participants sont fortement re´partis. Pour e´viter ces proble`mes, un sche´ma
distribue´ pour le groupe et la gestion de la qualite´ de service semble eˆtre plus approprie´.
Un sche´ma de communication distribue´ repose sur un ensemble spe´ciﬁe´ de processus, pour lequel on
de´ﬁnit des fonctions lie´es a` :
– l’appartenance (group membership) : changement de composition du groupe, connaissance a` tout
instant de la composition courante du groupe ;
– la diﬀusion (broadcast ou multicast) : communication d’information a` un ensemble de processus
avec des proprie´te´s spe´ciﬁe´es.
La composition d’un groupe peut changer soit par entre´e ou sortie volontaire, soit par suite de
de´faillances ou re´insertions ; notons que certaines spe´ciﬁcations restreignent les changements possibles.
Les protocoles de groupe posent des proble`mes diﬃciles, en termes de :
– diﬃculte´s de spe´ciﬁcation : la spe´ciﬁcation rigoureuse d’un protocole de groupe est une taˆche
de´licate. La plupart des spe´ciﬁcations publie´es sont incomple`tes, incorrectes ou ambigue¨s [CKV01].
– diﬃculte´s algorithmiques : la re´alisation des protocoles de groupe est diﬃcile en pre´sence de
pannes. Certains proble`mes sont insolubles en asynchrone (appartenance, diﬀusion atomique, vues
synchrones). La re´alisation de nombreux protocoles de groupe implique l’application re´pe´te´e du
consensus.
Les protocoles de groupe sont re´alise´s au niveau d’un service de groupe (ﬁgure 4.12), au-dessus d’un
syste`me de communication. Les primitives indique´es constituent le minimum ; certains services peuvent
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Fig. 4.12 – Interface du service de groupe
fournir des primitives supple´mentaires. Leur se´mantique est la suivante :
– broadcast(p,m) : le processus p diﬀuse le message m aux membres du groupe ;
– deliver(p,m) : le message m est de´livre´ au processus p ;
– view-chng(p,id,V) : une nouvelle vue V (l’ensemble de membres), identiﬁe´e par id est de´livre´e au
processus p.
Diﬀusion La diﬀusion est un mode de communication dans lequel un processus e´metteur envoie un
message a` un ensemble de processus destinataires. Dans la diﬀusion ge´ne´rale (broadcast), les destina-
taires sont tous les processus d’un seul ensemble de´ﬁni implicitement dont l’e´metteur fait partie. Dans
la diﬀusion de groupe (multicast), les destinataires sont les membres d’un ou plusieurs groupes, les
groupes pouvant ne pas eˆtre disjoints. En ge´ne´ral, l’e´metteur peut ne pas appartenir au(x) groupe(s)
destinataire(s).
La diﬀusion est un outil important car elle est lie´e aux notions de prise de de´cision concerte´e (donc de
consensus) et de cohe´rence des donne´es. Il existe de nombreuses formes de diﬀusion, selon les proprie´te´s
requises. Au minimum, on demande la proprie´te´ de ﬁabilite´ : tout message diﬀuse´ par un processus
correct (en bon fonctionnement) est de´livre´ par tous les processus destinataires corrects.
Dans certains cas, le caracte`re uniforme d’une proprie´te´ vis-a`-vis de tous les processus peut s’ave´rer
utile. L’uniformite´ est ne´cessaire lorsqu’un processus fautif peut (avant sa de´faillance) exe´cuter des actions
irre´versibles comme conse´quence de la de´livrance d’un message. Une proprie´te´ est dite uniforme si elle
s’applique a` tous les processus (corrects ou fautifs) et pas seulement aux processus corrects. Ainsi, la
proprie´te´ de diﬀusion ﬁable uniforme (atomique) e´tend la simple diﬀusion ﬁable au sens ou` un message
est de´livre´ a` tous les participants ou a` aucun. Cette proprie´te´ est tre`s couˆteuse a` mettre en œuvre. Elle
est utile surtout lorsqu’on veut assurer la de´livrance correcte d’un message en cas de de´faillance d’un
membre du groupe.
Proprie´te´s De manie`re informelle, les proprie´te´s de diﬀusion peuvent eˆtre groupe´es selon deux axes :
1. Proprie´te´s inde´pendantes de l’ordre d’e´mission (concernent uniquement les re´cepteurs) :
– Diﬀusion ﬁable : la transmission des messages se fait sans perte, sans alte´ration, sans duplication.
– Diﬀusion totalement ordonne´e : la diﬀusion est ﬁable et les messages sont de´livre´s dans le meˆme
ordre a` tous leurs destinataires.
2. Proprie´te´s lie´es a` l’ordre d’e´mission :
– Diﬀusion FIFO : deux messages issus du meˆme e´metteur sont de´livre´s a` tout re´cepteur dans leur
ordre d’e´mission.
– Diﬀusion causale : pour tout re´cepteur, l’ordre de re´ception de deux messages respecte leur ordre
causal d’e´mission (implique FIFO).
Les deux classes de proprie´te´s sont inde´pendantes, donnant lieu a` plusieurs combinaisons possibles
dont les plus importantes sont pre´sente´es dans la ﬁgure 4.13. La ﬂe`che simple indique une implication,

















Fig. 4.13 – Les relations entre les principales types de diﬀusion














Fig. 4.14 – Exemple de chronogramme
En outre, certaines spe´ciﬁcations introduisent des proprie´te´s lie´es au temps, par exemple l’existence
d’un de´lai maximal au-dela` duquel aucun message n’est plus de´livre´. Ce type de contraintes ne peut eˆtre
satisfait que si le syste`me de communication sous-jacent est synchrone. Ces proprie´te´s de temporisation
peuvent eˆtre rajoute´es dans les diﬀusions illustre´es dans la ﬁgure 4.13.
Dans certains cas, la logique de coope´ration impose une synchronisation forte entre les sites. Ainsi,
l’application doit faire avancer d’une manie`re synchrone l’e´tat de chaque participant. Ce synchronisme
fort est diﬃcile et couˆteux a` mettre en œuvre1, en particulier pour les applications interactives, car il
impose une exe´cution pas a` pas de tous les sites. Le synchronisme virtuel (moins fort) [Bir97] aﬀaiblit
certaines contraintes aﬁn d’avoir des performances acceptables.
Hypothe`ses Par la suite, nous ne sommes pas inte´resse´s par la qualite´ de service du transport des
ﬂux multime´dia mais par le controˆle et la correction d’une telle application. Nous nous inte´ressons aux
protocoles de diﬀusion au sein d’un groupe d’usagers aﬁn d’assurer une pre´sentation cohe´rence des ﬂux
e´change´s.
4.3.1 E´ve´nements et ordres partiels de de´livrance.
Calcul re´parti
Pour mieux comprendre la re´partition, il est ne´cessaire d’avoir une mode´lisation la plus pre´cise possible
d’un syste`me re´parti. Les processus communiquant par messages constituent le mode`le a` la fois le plus
ancien et le plus e´tudie´ des mode`les de calcul re´parti. Les diﬀusions de messages peuvent se faire via des
canaux logiques de communication dont les proprie´te´s peuvent varier comme nous l’avons montre´ dans
la section pre´ce´dente.
Lorsqu’on cherche a` analyser le comportement d’un calcul re´parti, il est inte´ressant d’en avoir une
image graphique. La notion de chronogramme est un outil e´le´mentaire et indispensable. Il permet d’abs-
traire graphiquement une exe´cution re´partie en ne conside´rant que les e´ve´nements signiﬁcatifs issus de
chaque processus. Trois types d’e´ve´nements sont distingue´s : les e´ve´nements internes au processus, les
e´missions de messages et les re´ceptions de message.
Le chronogramme de la ﬁgure 4.14 montre par exemple un e´ve´nement interne i1, des envois de message
point a` point (par exemple couple e1; r1), une diﬀusion (e´mission e2), la perte d’un message (e´mission
e′),. . .
1Il est the´oriquement impossible de le mettre en œuvre en cas de de´faillance ou de communications sans garantie de
de´lai [FLP85].
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Un calcul re´parti peut eˆtre abstrait en terme des ensembles d’e´ve´nements produits par chaque proces-
sus au cours d’une exe´cution particulie`re. C’est le point de vue e´ve´nementiel. A` tout processus Pi peut
donc eˆtre associe´ une suite ﬁnie ou non d’e´ve´nements Ci totalement ordonne´s de´notant des e´ve´nements
internes, des envois ou des re´ceptions de messages issus de Pi ayant eu lieu pour une exe´cution donne´e.





Les e´ve´nements issus de processus diﬀe´rents ne sont pas force´ment ordonne´s. Un ordre partiel les relie
cependant, induit par les messages e´change´s. Un calcul re´parti va donc eˆtre caracte´rise´ par une ordre
partiel fonde´ sur une relation dite de causalite´. A` titre d’exemple, la ﬁgure (4.15) montre une suite
d’e´ve´nements ayant lieu sur trois sites diﬀe´rents durant une exe´cution re´partie comportant des e´changes
de messages entre les sites.














Fig. 4.15 – Exemple de calcul re´parti
Dans cette section, nous allons re´sumer des re´sultats classiques du concept de causalite´ dans les
syste`mes re´partis. E´tant donne´s deux e´ve´nements, une question importante est de savoir si ces deux
e´ve´nements sont causalement lie´s, en d’autres termes, s’ils sont lie´s par une relation de pre´ce´dence appele´e
happened before [Lam78]. Cette relation capture la notion intuitive de cause-a`-eﬀet et est une notion
fondamentale lorsqu’on raisonne dans un calcul re´parti a des ﬁns de de´bogage, supervision, observation,
communication et synchronisation.
Ordre causal. Syste`mes de datation.
La causalite´ de´ﬁnit une relation d’ordre partiel entre les e´ve´nements d’un calcul re´parti. Cette relation
d’ordre partiel, note´e ≺, est la plus petite relation transitive satisfaisant les deux conditions suivantes :
– Pour tout couple d’e´ve´nements (e, e′) issu d’un meˆme processus, tel que e pre´ce`de e′ dans la suite
associe´e au processus, la relation e ≺ e′ est ve´riﬁe´e ;
– Lorsque deux processus e´changent un message M , les e´ve´nements d’envoi e et de re´ception r sont
lie´s : e pre´ce`de toujours r dans un temps global et e est la cause de r. En conse´quence, pour tout
message M , on aura la relation e ≺ r.
Dote´e de cette relation de causalite´, une union C =
⋃N
1 Ci peut repre´senter un calcul re´parti si la
relation ≺ est acyclique. En eﬀet, tout calcul re´el implique que (C,≺) est un ordre partiel strict.
L’ide´e ge´ne´rale est que, si e ≺ e′, alors e′ est potentiellement la conse´quence de e. Un inte´reˆt de
l’ordre causal tient au fait qu’il peut eˆtre implante´ plus eﬃcacement qu’un ordre total sur les e´ve´nements
et qu’il est ne´anmoins suﬃsant pour beaucoup d’applications.
Dans l’exemple de la ﬁgure (4.15), certains couples d’e´ve´nements sont lie´s causalement, soit directe-
ment, par exemple a1 ≺ c1, soit par transitivite´ de la relation causale, par exemple a1 ≺ b3. Par ailleurs,
certains couples d’e´ve´nements ne sont pas causalement lie´s, par exemple a3 et c1. On note par ||, l’absence
de causalite´ entre e´ve´nements. Autrement dit :
e || e′ ≡ ¬((e ≺ e′) ∨ (e′ ≺ e))
Cette relation || de´note une relation logique de paralle´lisme. Elle ne signiﬁe pas que les deux e´ve´nements
se sont produits simultane´ment dans le temps global re´el mais simplement qu’ils auraient pu sans en-
freindre la causalite´.
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Syste`mes de datation Les protocoles de communication qui assurent la de´livrance des messages dans
un certain ordre (par exemple FIFO ou causal) s’appuient sur des me´canismes de datation. En ge´ne´ral,
un me´canisme de datation doit respecter une re`gle fondamentale : eˆtre compatible avec la relation de
causalite´ qui peut exister entre toute paire d’e´ve´nements. Autrement dit :
∀ e, e′ : e ≺ e′ ⇒ date(e) < date(e′)
On peut distinguer deux approches :
– une approche « temps re´el » consistant a` dater les e´ve´nements avec une horloge la plus pre´cise
possible. La diﬃculte´ est alors de disposer de cette horloge globale ;
– une approche « temps logique » consistant a` dater les e´ve´nements en respectant la causalite´ selon
la re`gle e´nonce´e.
Datation temps-re´el Cette approche pose le proble`me de la disponibilite´ d’une horloge globale. En
eﬀet, comme nous l’avons souligne´, un syste`me re´parti ne dispose justement pas d’un re´fe´rentiel global
de temps. Chaque nœud posse`de une horloge locale plus ou moins pre´cise et surtout non synchronise´e a
priori avec les horloges des autres nœuds. Or, une datation directe a` l’aide de telles horloges ne convient
donc pas car des anomalies causales peuvent eˆtre engendre´es. Il suﬃt que l’horloge du nœud e´metteur soit
en avance sur celle du nœud re´cepteur pour obtenir un message dont la date de re´ception est ante´rieure
a` la date d’e´mission.
Pour re´soudre ce proble`me, des algorithmes de synchronisation d’horloges ont e´te´ conc¸us et implante´s.
Ils permettent de recaler les horloges des nœuds de fac¸on a` ce que leur diﬀe´rence reste dans un intervalle
borne´ connu. L’algorithme doit maintenir un invariant du type :
invariant Max(hi : i = 1, N)−Min(hi : i = 1, N) < 
On obtient ainsi une pre´cision  qui garantira une datation correcte si tous les e´ve´nements causalement
lie´s sont se´pare´s par un de´lai supe´rieur a` la pre´cision de l’horloge globale ainsi implante´e.
La datation temps re´el ne´cessite un protocole de synchronisation d’horloges complexe et relativement
couˆteux. La disponibilite´ d’un e´metteur unique (diﬀusion de tops par une horloge atomique par exemple)
peut apporter une simpliﬁcation dans la mise en œuvre et plus de pre´cision. Cependant, la solution est
alors centralise´e par nature et donc moins tole´rante aux de´faillances : de´faillance de l’e´metteur, mais
aussi de´faillance locale des re´cepteurs.
Enﬁn, pour de nombreuses applications, seul le respect de la causalite´ est important. Il est meˆme
parfois souhaitable de savoir si deux e´ve´nements sont causalement lie´s ou non. Une datation temps re´el
ordonne totalement tous les e´ve´nements et ne permet donc pas de distinguer ceux qui sont inde´pendants
(sans causalite´) malgre´ leur pre´ce´dence temporelle. Face a` ces inconve´nients, des solutions fonde´es sur
un temps logique ont e´te´ e´tudie´es.
Datation temps logique Deux solutions ont e´te´ propose´es :
– Horloges scalaires - due a` L. Lamport [Lam78], permet de dater les e´ve´nements selon un ordre
total. L’inconve´nient e´ventuel de cette approche est donc de meˆme nature que celui d’une datation
temps re´el : l’introduction d’un ordre arbitraire entre des e´ve´nements inde´pendants.
– Horloges vectorielles - due a` Fidge et Mattern [Fid91, MF89], permet de dater les e´ve´nements
selon un ordre partiel isomorphe a` la relation de causalite´. Ce me´canisme est plus pre´cis mais plus
couˆteux a` implanter et permet de distinguer (de´tecter) les e´ve´nements inde´pendants. Toutefois,
un tel me´canisme ne permet pas de de´cider de l’existence d’un e´ve´nement compris entre deux
e´ve´nements causalement lie´s.
Horloges scalaires Sur chaque site Si est cre´e´ un compteur Hi a` valeurs entie`res (horloge logique),
initialise´ a` 0, qui sert a` dater les e´ve´nements sur ce site. A chaque e´ve´nement e arrivant sur Si la valeur
Hi est incre´mente´e de 1 et la date de e, note´e Hi(e), est par de´ﬁnition la nouvelle valeur de Hi. Pour
garantir la pre´ce´dence causale, tout message m e´mis par Si porte une estampille E(m) qui est sa date
d’e´mission, et le site Sj qui rec¸oit m exe´cute : Hj := max(Hj , E(m)) + 1. La relation ainsi de´ﬁnie n’est
pas un ordre strict : en eﬀet, des e´ve´nements causalement inde´pendants, arrivant sur des sites diﬀe´rents
peuvent avoir la meˆme date. Pour obtenir un ordre strict, il suﬃt de de´ﬁnir un ordre arbitraire entre
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les sites. Si e et e′ sont des e´ve´nements arrivant respectivement sur les sites Si et Sj, on peut de´ﬁnir
comme suit une relation d’ordre total strict, note´e → : e → e′ si et seulement si Hi(e) < Hj(e′) ou
Hi(e) = Hj(e′) ∧ i < j. Un e´ve´nement est maintenant date´ par le couple (nume´ro de site, estampille).
Le chronogramme de la ﬁgure 4.16 montre l’e´volution des horloges de chaque site et la surcharge des
messages par la date d’e´mission de chaque message. On remarquera que les e´ve´nements de re´ception ne





















Fig. 4.16 – Horloges de Lamport
Les horloges de Lamport permettent un ordonnancement total des e´ve´nements d’un calcul re´parti
en respectant la causalite´ qui peut exister entre ces e´ve´nements. Ne´anmoins, l’ordre introduit entre des
e´ve´nements causalement inde´pendants (≡ logiquement simultane´s) est arbitraire. Par exemple, la ﬁgure
4.16 montre que l’e´ve´nement a3 a pour date (A, 2) et l’e´ve´nement c2 a pour date (C, 1) : on a donc c2
qui pre´ce`de a3 avec cette datation alors que dans le temps absolu c’est l’inverse qui s’est produit. Ceci
n’est pas errone´ puisque ces deux e´ve´nements ne sont pas causalement lie´s.
Horloges vectorielles La relation d’ordre → de´ﬁnie par les horloges de Lamport ne suﬃt pas pour
e´tablir une relation de causalite´ entre deux e´ve´nements. On peut simplement dire que l’ordre total de´ﬁni
par la relation→ est compatible avec l’ordre partiel de pre´ce´dence causale ≺. En eﬀet, si e→ e′, ou bien
e ≺ e′ ou bien e et e′ sont causalement inde´pendants. L’ordre total introduit ”eﬀace” artiﬁciellement
l’inde´pendance causale. Il est ne´anmoins utile de pouvoir de´terminer la de´pendance ou l’inde´pendance
causale entre deux e´ve´nements.
Le me´canisme des horloges vectorielles [Fid91,MF89] a e´te´ introduit pour caracte´riser la de´pendance
causale. Soit n le nombre de sites. Sur chaque site Si, on de´ﬁnit une horloge vectorielle comme un vecteur
Vi[1 · · ·n] initialise´ a` 0. Lorsqu’un e´ve´nement se produit sur le site Si, on exe´cute Vi[i] := Vi[i] + 1.
Chaque message m porte comme estampille Vm l’horloge vectorielle Vi du site e´metteur. A la re´ception
d’un message (m,Vm), le site re´cepteur, soit Si, exe´cute : Vi[j] := max(Vi[j], Vm[j]) pour j = 1, · · · , n.
Appelons passe´ d’un e´ve´nement e l’ensemble constitue´ de e lui-meˆme et des e´ve´nements qui le pre´ce`dent
causalement. Graˆce a` leur construction, les horloges vectorielles peuvent eˆtre interpre´te´es comme suit :
si un e´ve´nement e est date´ par le vecteur Ve, alors :
– Ve[j] = nombre d’e´ve´nements du passe´ de e sur le site Sj ;
–
∑
j Ve[j] = nombre total d’e´ve´nements du passe´ de e.
De´ﬁnissons une relation d’ordre partiel entre horloges vectorielles :
1. V ≤W ⇔ ∀j, V [j] ≤W [j]
2. V < W ⇔ V ≤W ∧ V 
= W
3. V ‖W ⇔ ¬(V ≤W ) ∧ ¬(V ≤W )
La relation d’ordre partiel entre horloges vectorielles reﬂe`te la relation de pre´ce´dence causale et peut
eˆtre exprime´e comme suit. Soit deux e´ve´nements e et e′, date´s respectivement par les vecteurs Ve et Ve′ .
Alors :
1. e ≺ e′ ⇔ Ve < Ve′
2. e et e′ sont causalement inde´pendants ⇔ Ve ‖ Ve′
Pour re´sumer, on peut remarquer que les me´canismes de datation permettent :
– l’ordonnancement correct de deux e´ve´nements (horloges de Lamport ou vectorielles)
– le non-ordonnancement des e´ve´nements non lie´s (horloges vectorielles)
De plus, des me´canismes de datation plus complexes a` base de matrices d’horloges ( [CDK94]) per-
mettent la de´tection d’un message manquant (« detection gap »).
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4.3.2 Ordres de de´livrance. Protocoles ordonne´s
Le transfert des messages dans un re´seau ne respecte pas force´ment des re`gles d’ordonnancement
strictes si des contraintes ne sont pas spe´ciﬁe´es et respecte´es par les protocoles de communication. En
conse´quence, de nombreux protocoles ont e´te´ propose´s aﬁn de structurer davantage ces e´changes.
Les applications coope´ratives ne´cessitent des services (protocoles) avec diﬀe´rentes garanties d’ordre et
ﬁabilite´ quant a` la de´livrance des messages sur les sites re´cepteurs. Nous en de´crivons ici les principaux :
FIFO, CAUSAL et TOTAL. Ces services impliquent deux types de garantie : ordre et ﬁabilite´.
Ordre FIFO Le service FIFO garantit que les messages d’un meˆme e´metteur sont de´livre´s dans le
meˆme ordre que celui de leur envoi.
De´livrance FIFO Si un processus p envoie deux messages, alors ces messages sont rec¸us dans l’ordre
d’envoi par tout re´cepteur. Formellement :
ti = send(p,m) ∧ tj = send(p,m′) ∧ ti < tj ∧ tk = deliver(q,m) ∧ tl = deliver(q,m′)⇒ tk < tl
FIFO Fiable Si un processus p envoie le message m avant le message m′, alors tout processus q
recevant m′, rec¸oit e´galement m. Formellement :
ti = send(p,m) ∧ tj = send(p,m′) ∧ i < j ∧ receives(q,m′)⇒ receives(q,m)
Certains syste`mes de coordination (par exemple Ensemble, Horus et RMP) fournissent un service
FIFO ﬁable qui satisfait les deux proprie´te´s sans imposer d’autres contraintes d’ordre. Les protocoles
xAMp fournissent e´galement plusieurs services satisfaisant la de´livrance FIFO en oﬀrant diﬀe´rentes
garanties quant a` la ﬁabilite´.
Ordre CAUSAL L’ordre CAUSAL e´tend l’ordre FIFO en imposant qu’un message m′, repre´sentant
une re´ponse suite a` une question m, soit toujours de´livre´ apre`s le message m.
De´livrance CAUSALE Si deux messages m et m′ sont envoye´s tel que m pre´ce`de causalement m′,
alors tout processus recevant les deux messages, m′, rec¸oit m avant m′. Formellement :
ti = send(p,m) ∧ tj = send(p′,m′) ∧ ti → tj ∧ tk = deliver(q,m) ∧ tl = deliver(q,m′)⇒ tk < tl
CAUSAL Fiable Si le message m pre´ce`de causalement un message m′, alors tout processus q
recevant m′, rec¸oit e´galement m. Formellement :
ti = send(p,m) ∧ tj = send(p′,m′) ∧ ti → tj ∧ receives(q,m′)⇒ receives(q,m)
La primitive CBCAST (Causal Broadcast) de l’ISIS a e´te´ probablement la premie`re implantation
d’un service ﬁable d’ordre causal. Il existe d’autres syste`mes de coordination fournissant ce service,
parmi lesquels on peut citer Transis, Horus, Newtop et xAMp.
Ordre TOTAL La plupart des services de coordination mettent a` disposition un service d’ordre total
qui e´tend l’ordre CAUSAL. Ce service garantit que les messages sont de´livre´s dans le meˆme ordre par tous
les processus re´cepteurs. La mise en œuvre d’un ordre total utilise souvent une fonction d’ordonnancement
injective, appele´e fonction d’estampillage. Cette fonction met en relation l’ensemble M des messages et
l’ensemble N des entiers :
TS function(f) de´f= f :M→N ∧ f(m) = f(n)⇒ m = m′
De´livrance TOTALE Il existe une fonction d’estampillage f telle que les messages sont rec¸us par
tous les processus dans un ordre consistent avec f . Formellement :
∃f : TS function(f) ∧ ∀p∀m∀m′ : recv before(p,m,m′)⇒ f(m) < f(m′)
Ordre TOTAL Fiable Il existe une fonction d’estampillage f telle que, si un processus q rec¸oit un
message m′ et f(m) < f(m′), alors q rec¸oit e´galement m. Formellement :
∀m∀m′∀p∀p′∀q : sends(p,m) ∧ sends(p′,m′) ∧ receives(q,m′) ∧ f(m) < f(m′)⇒ receives(q,m)
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Pour de tels protocoles, on est amene´ a` distinguer d’une part l’e´ve´nement de re´ception du message par
le noeud et d’autre part, la de´livrance eﬀective du message au niveau applicatif. On doit donc associer un
e´ve´nement de de´livrance dm a` tout message m. Si on cherche a` respecter l’ordre CAUSAL, des messages
rec¸us dans l’ordre inverse de leur causalite´ d’e´mission doivent eˆtre re´ordonne´s sur le site de re´ception
pour eˆtre de´livre´s dans le bon ordre. La ﬁgure 4.17 montre comment un protocole d’ordre causal re´alise










Fig. 4.17 – Protocoles d’ordre CAUSAL
Protocoles d’ordre causal. Couˆts. Ame´liorations.
Les de´pendances causales sont restitue´es par les protocoles d’ordre CAUSAL de deux manie`res
diﬀe´rentes :
– par surcharge (piggybacking) : chaque message applicatif est surcharge´ avec les messages qui le
pre´ce`dent causalement. A la re´ception d’un message, le protocole eﬀectue l’ordonnancement de
tous les messages applicatifs rec¸us et de´livre les messages en retard en fonction de l’ordre causal,
avant de de´livrer le message courant. De plus, le protocole est amene´ a` rejeter des messages arrive´s
en retard (duplique´s) et de supprimer des messages contenus dans les messages surcharge´s lorsque
ces derniers deviennent inutiles. Le principal inconve´nient de cette approche est l’accroissement de
la taille des messages.
– a` l’aide de me´canismes a` base de vecteurs ou matrices d’horloges : ces me´canismes fournissent
des syste`mes de datation qui capturent la causalite´. La relation causale peut eˆtre capture´e avec
pre´cision par les horloges vectorielles. Des protocoles de diﬀusion causale peuvent eˆtre implante´s
a` l’aide de vecteurs d’horloges. Ne´anmoins, l’implantation de protocoles causaux point a` point
ne´cessitent l’utilisation de matrices d’horloges.
Violations d’ordre causal E´tant donne´es les performances des re´seaux actuels, il est le´gitime de se
poser la question suivante : quand est-ce que les contraintes causales doivent eˆtre corrige´es ? Autrement
dit, quelles sont les situations qui peuvent entraˆıner les violations de l’ordre causal des messages. Deux
facteurs principaux conduisent aux incohe´rences d’ordre causal :
1. les asyme´tries des latences dans les re´seaux ;
2. les congestions dans les routeurs interme´diaires.
La forme la plus courante de violation causale est rencontre´e dans une situation appele´e souvent
ine´galite´ triangulaire. Cela arrive quand un message passant par un site interme´diaire arrive plus toˆt a`
destination qu’un autre envoye´ directement. Par exemple, dans la ﬁgure 4.18, soit X ,Y et Z les latences
de bout en bout sur les segments AB, BC et respectivement AC. Si Z > X+Y , les messages arrivent sur
le site C dans un ordre violant la causalite´. En eﬀet, la question q, envoye´e depuis A, arrive sur le site C
apre`s la re´ponse r donne´e par B. Cela est clairement une violation d’ordre causal. De telles situations ont
pu eˆtre constate´es pendant le mois de janvier 2005 [CR06], en conside´rant trois sites aux E´tats-Unis (A),
en Suisse (B) et en Inde (C) : les latences moyennes mesure´es e´taient X=160ms, Y=86ms et Z=328ms.
De plus, pendant des courtes dure´es (10% du temps) les latences Z approchaient environ 1755ms, ce qui
conduisait a` des incohe´rences causales plus importantes (c-a`-d. 1755-160-86=1509ms).
Les congestions re´seaux entraˆınent des pertes de messages ne´cessitant ainsi leur retransmission.
Conside´rons le cas e´voque´ pre´ce´demment (ﬁgure 4.18) et supposons cette fois-ci Z < X + Y . Si q
est perdu, alors un protocole ﬁable demandera sa retransmission. Cela peut conduire a` ce que son de´lai
de bout en bout (calcule´ depuis son premier envoi) de´passe X +Y et donc, que q arrive apre`s r. On voit













Fig. 4.18 – Ine´galite´ triangulaire
Couˆts des protocoles causaux Les situations d’ine´galite´ triangulaire, de courte ou longue dure´e,
montrent un premier point faible des protocoles causaux : des latences variables et surtout, non-
borne´es. La variabilite´ des latences (la gigue) est un aspect sensible dans les applications multime´dia
et doit eˆtre pris en compte dans une de´livrance causale adapte´e.
Le deuxie`me point faible est lie´ a` la surcharge de la bande passante due a` la taille de l’information de
controˆle causale (par exemple horloges vectorielles ou matricielles). La quantite´ d’information de controˆle
pour assurer la de´livrance causale au sein d’un groupe de n membres est Θ(n) [SBS91].
Ame´liorations Les recherches visant a` re´duire les couˆts des protocoles causaux peuvent eˆtre groupe´es
selon le parame`tre ame´liore´ :
– De´lai Dans [RS97], les auteurs introduisent le concept de causalite´ suﬃsante/partielle (suﬃcient
causal ordering/partial causal ordering) en divisant les e´ve´nements en deux classes : causally sup-
portive (pouvant induire la causalite´) and non causally supportive (n’entraˆınant pas la causalite´).
L’ide´e consiste a` imposer la causalite´ juste parmi certains e´ve´nements, spe´ciﬁe´s par le niveau
applicatif. La possibilite´ de rompre les de´pendances causales entre certains ﬂux d’e´ve´nements non-
corre´le´s oﬀre une meilleure solution en termes de de´lais re´seau ainsi que de changement d’e´chelle.
Koch et al. proposent un protocole d’ordre causal qui assure des de´lais minimum de de´livrance
sous l’hypothe`se des horloges synchronise´s et de la connaissance des latences minimales entre tout
couple de deux sites [KMS98]. Vis-a`-vis des approches passives d’ordonnancement causal (passive
message ordering), une approche innovatrice, appele´e ”adaptive message scheduling” est de´crite
dans [HYC04]. Elle consiste a` planiﬁer les latences chez l’e´metteur aﬁn d’alle´ger le de´sordre pos-
sible (et donc, la taˆche et le de´lai d’ordonnancement) chez les re´cepteurs.
– Bande passante Hernandez et al. [HFD04] ont classiﬁe´ les protocoles causaux visant a` re´duire
l’information de controˆle en protocoles syme´triques et assyme´triques.
– Protocoles syme´triques Dans cette cate´gorie, il n’existe aucune hypothe`se quant a` la struc-
ture du groupe ni a` la structure topologique du re´seau. Un des premiers protocoles dans cette
cate´gorie, de´crit dans [PBS89], est base´ sur la notion de ”graphe du contexte” (context graph).
Ce dernier est un graphe acyclique repre´sentant la causalite´ entre messages : les noeuds cor-
respondent aux messages et les arcs aux de´pendances causales. En utilisant la transitivite´ de
la relation de pre´ce´dence causale, le but est de trouver le graphe re´duit pouvant repre´senter
la causalite´ a` travers juste les de´pendances imme´diates (entre deux noeuds successifs). Cette
cate´gorie inclut le protocole propose´ par Kshemkalyani et Singhal en [KS98b]. Ce protocole at-
tache a` chaque message l’information de controˆle concernant tous les messages pour lesquels
il n’existe pas encore la garantie d’eˆtre de´livre´s de manie`re causale ou qui ne sont pas encore
de´livre´s. Un autre exemple est le protocole de´crit en [SBS91] base´ sur les horloges vectorielles.
Les auteurs proposent une compression des vecteurs de causalite´ en envoyant seulement les po-
sitions dont les valeurs ont change´ depuis la dernie`re diﬀusion du processus e´metteur. Enﬁn, un
dernier exemple [PRS97] utilise la ”relation de de´pendance imme´diate” (immediate dependency
relation - IDR) pour re´duire l’information de controˆle : un message m transporte seulement les
de´pendances causales vis-a`-vis des messages dont il de´pend directement. Une e´tude de´taille´e de
la cette relation est de´crite en [HFD04] ou` les auteurs proposent une extension de l’IDR ainsi
qu’un protocole causal optimal en terme d’information de controˆle attache´e a` chaque message.
– Protocoles assyme´triques Les travaux dans cette cate´gorie utilisent des hypothe`ses supple´mentaires
quant a` :
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– la topologie du re´seau : Rodrigues et Verisismo [VR95] utilisent des se´parateurs causaux comme
barrie`res pour ﬁltrer l’information concernant les messages envoye´s a` tous les membres d’une
re´gion de causalite´ (un ensemble de participants de´limite´s par un ou plusieurs se´parateurs
causaux). Au sein d’une re´gion causale, l’information de controˆle n’est pas envoye´e au-dela` de
ses frontie`res. La communication entre diﬀe´rentes re´gions se re´alise a` travers des serveurs de
rediﬀusion pre´de´termine´s.
– la structure de groupe : Baldoni et al. [RRR99] divisent les participants en groupes logiques
locaux et utilisent des serveurs causaux pour disse´miner les messages a` travers ces groupes.
Cela re´duit la quantite´ d’information de controˆle a` la taille d’un groupe local.
– le mode`le d’exe´cution : Mostefaoui et al [MR93] proposent un mode`le d’exe´cution synchrone
dans lequel la diﬀusion de messages se re´alise en plusieurs e´tapes. A chaque e´tape, tous les
participants diﬀusent un et un seul message. Une nouvelle e´tape commence alors lorsque tous
les messages issus de l’e´tape ante´rieure sont de´livre´s.
Les points faibles de la plupart des protocoles assyme´triques re´sident dans le de´lai supple´mentaire
duˆ aux serveurs de rediﬀusion ou aux mode`les d’exe´cution choisis, ainsi que dans leur complexite´
et leurs structures de synchronisation.
Adaptations aux contraintes temps-re´el. Δ-Causalite´
La notion de causalite´ peut eˆtre trop forte pour les applications multime´dia. Si le syste`me de commu-
nication ne garantit pas de de´lai de transmission, la de´livrance d’un message peut e´ventuellement eˆtre
retarde´e pendant une dure´e arbitrairement grande, en attente de messages causalement ante´rieurs. Or,
dans les applications multime´dia, un message peut cesser d’eˆtre signiﬁcatif au bout d’un certain temps
(sa dure´e de vie est limite´e). D’ou` l’utilite´ de la Δ-causalite´ qui vise a` respecter l’ordre causal tout en
prenant en compte le temps de validite´ des messages. Par conse´quent, les conditions de de´pendance de
livraison des messages sont applique´es seulement dans un intervalle de temps limite´.
La notion de Δ-causalite´ a e´te´ introduite dans [Yav92] et a e´te´ raﬃne´e et formalise´e dans [BMR96].
Il s’agit d’une restriction du principe de causalite´ lors des communications non ﬁables a` e´che´ances tem-
porelles comme celles re´alise´es dans les applications multime´dia. Les messages deviennent inutiles s’ils
arrivent a` destination apre`s un de´lai d’expiration Δ.
Plus pre´cise´ment, un calcul re´parti respecte l’ordre Δ-causal si :
– un message e´mis a` t est de´livre´ avant t+Δ ou rejete´ (arrive´ trop tard) ou perdu ;
– toute de´livrance respecte l’ordre causal :
pour tous messages m et m′ rec¸us sur un site s avant leur date d’expiration tels que les e´ve´nements





















Fig. 4.19 – Exemples d’exe´cutions satisfaisant la Δ-causalite´
On peut noter que la Δ-causalite´ se re´duit a` la de´ﬁnition classique de la causalite´ si les communications
sont ﬁables et Δ est supe´rieur au de´lai de transmission de n’importe quel message. Nous pouvons ainsi
remplacer le temps physique par le temps logique et utiliser des protocoles causaux classiques. De plus,
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Δ peut eˆtre vu comme un parame`tre d’ajustement (bouton de re´glage) sur le nombre de messages rejete´s
en assurant la causalite´ des de´livrances. La ﬁgure 4.19 montre deux e´changes de messages. Dans les deux
cas, la Δ-causalite´ est respecte´e. Lors du premier e´change, le message m1 arrive trop tard sur le site
P3 et est rejete´. Lors du deuxie`me e´change, le message m3 arrive trop toˆt et est de´livre´ juste apre`s la
de´livrance de m1 qui s’eﬀectue avant l’expiration de m3.
La mise en oeuvre de la Δ-causalite´ passe par l’utilisation d’un me´canisme de synchronisation d’hor-
loges. De nombreux protocoles de synchronisation d’horloges ont e´te´ propose´s dans la litte´rature. La
de´rive qu’il est possible d’obtenir est petite (de l’ordre de quelques millisecondes) par rapport a` la valeur
de Δ, qui est de l’ordre de quelques centaines de millisecondes.
Adaptation. Variantes. Une approche adaptative de la Δ-causalite´ est propose´e en [IT03] : la valeur
de Δ est ajuste´e pour trouver le bon compromis entre taux de perte et inte´ractivite´. Ainsi, Δ est
graduellement augmente´ si les conditions re´seau se de´gradent pour re´duire le nombre de messages rejete´s
(car arrive´s trop tard). Au contraire, en cas d’ame´lioration Δ est baisse´ permettant ainsi une meilleure
inte´ractivite´. Les auteurs e´tudient aussi les proble`mes d’incohe´rence causale qui peuvent survenir lors
des changements de Δ. Ne´anmoins, si les changements sont faibles les possibles violations causales sont
ne´gligeables.
Le principe de Δ-causalite´ a connu quelques extensions dont nous pre´sentons les principales. Pour les
contextes re´seau fortement he´te´roge`nes (de´lai, taux de perte, etc.), Tachikawa et al. [TT97] proposent de
choisir un parame`tre {Δij} pour chaque paire de participants {i, j}. Les auteurs de´ﬁnissent ainsi la Δ∗-
causalite´ comme l’ensemble {Δij}. Ils montrent que l’ordre Δ∗ induit est consistent si Δij +Δjk ≥ Δik
pour tous les participants i, j et k. Un protocole adaptatif permettant d’ajuster dynamiquement Δ∗ est
aussi propose´.
Fig. 4.20 – Exemple d’exe´cution VDelta (Virtually Ordered Delta Causality)
Une extension de la causalite´ classique inspire´e par la Δ-causalite´, est pre´sente´e en [LKD+04]. Les
auteurs de´ﬁnissent deux intervalles : receiveΔ et sendΔ, le premier servant a` limiter (tout comme la
Δ-causalite´) l’attente des messages de´ja` rec¸us, le second re´duisant l’information de controˆle graˆce a` une
feneˆtre temporelle sur laquelle la causalite´ est capture´e (ﬁgure 4.20). A la diﬀe´rence de la Δ-causalite´,
cette approche n’est pas sensible aux de´synchronisations des horloges.
4.3.3 Relations de causalite´ entre ﬂux
Dans les sous-sections pre´ce´dentes, nous venons de faire un survol du mode`le e´ve´nementiel classique
d’un syste`me re´parti et du concept de causalite´. Dans cette section, nous pre´sentons un mode`le pour des
calculs re´partis a` base de ﬂux propose´ par Grigoras en [Gri03]. Ce mode`le caracte´rise les relations en
terme de causalite´.
Mode´lisation de l’ordonnancement de ﬂux Un ﬂux S est caracte´rise´ par son contenu C(S) et par
les de´ﬁlements du ﬂux sur le site d’e´mission et sur les sites de re´ception de la diﬀusion. La notion de
de´ﬁlement r (stream run) est une occurrence du ﬂux S sur un site en e´mission ou en re´ception. A` tout
de´ﬁlement r, sont associe´s :
– un e´ve´nement de de´but r.b,
– un e´ve´nement de ﬁn r.e,









Fig. 4.21 – Causalite´ et ﬂux
Relations causales entre ﬂux Des relations de type causal peuvent eˆtre de´ﬁnies entre les ﬂux a` partir
de la causalite´ existant entre les diﬀe´rents de´ﬁlements composant les ﬂux. Plus pre´cise´ment, une rela-
tion causale entre de´ﬁlements existe si et seulement s’il existe une relation causale entre les e´ve´nements
de de´but et/ou de ﬁn de leurs de´ﬁlements d’e´mission. Une premie`re possibilite´ consiste donc a` abs-
traire un ﬂux S selon une approche e´ve´nementielle. Un de´ﬁlement s du ﬂux S est repre´sente´ par les
paires d’e´ve´nements (s.b, s.e) dans laquelle s.b est l’e´ve´nement de de´but de de´ﬁlement du ﬂux et s.e est
l’e´ve´nement de ﬁn de de´ﬁlement.
Par exemple, dans la ﬁgure 4.21, il existe une relation de causalite´ entre les e´ve´nements d’e´mission
de de´but (respectivement de ﬁn) des de´ﬁlements s1 et s2 :
s1.b ≺ s2.b ∧ s1.e ≺ s2.e
Pour de´ﬁnir une pre´ce´dence entre deux de´ﬁlements f1 et f2 de ﬂux distincts, il doit exister au moins
une relation de pre´ce´dence entre les e´ve´nements de de´but de ces ﬂux. Ce type de pre´ce´dence est appele´e
pre´ce´dence initiale, note´e ⇀ et de´ﬁnie par :
r1 ⇀ r2 ≡ r1.b ≺ r2.b
Toutes les autres relations de pre´ce´dence impliquent cette pre´ce´dence initiale. Celles-ci correspondent
aux diﬀe´rentes possibilite´s de relations causales entre l’e´ve´nement de de´but du ﬂux s2 et les e´ve´nements
de ﬁn des ﬂux s1 et s2. Intuitivement, les relations a R b (a et b e´tant des de´ﬁlements) ont la signiﬁcation
suivante :
– pre´ce´dence initiale (initial precedence) : le de´ﬁlement a commence avant b, rien d’autre n’est connu
sur la suite ;
– pre´ce´dence couvrante initiale (mid-starting precedence) : le de´ﬁlement b commence pendant a
(apre`s le de´but et avant la ﬁn de a) ;
– pre´ce´dence faible (weak precedence) : a est toujours un peu en avance sur b ;
– pre´ce´dence inclusive (inclusive precedence) : b est inclus dans a ;
– pre´ce´dence forte (strong precedence) : a est inte´gralement avant b ;
– pre´ce´dence couvrante (overlapping precedence) : a est partiellement avant b et ils se recouvrent
partiellement.
Comme toutes les relations de´ﬁnies contiennent au moins la pre´ce´dence initiale, toutes les relations
possibles entre deux ﬂux ne sont pas de´ﬁnies. Par exemple, nous n’introduisons pas de relation pour
deux ﬂux tels que r1.b ‖ r2.b et r1.b ≺ r2.e (la ﬁn de s2 est causalement de´pendante du de´but de s1, sans
que leurs de´buts ne soient lie´s). Nous pensons que de telles relations ne sont pas signiﬁcatives pour des
applications multime´dia re´parties.
Controˆle de la de´livrance des ﬂux Comme pour les protocoles ordonne´s de transmission de mes-
sages, il s’agit de controˆler l’ordre de de´ﬁlement des ﬂux rec¸us par un site pour de´tecter et/ou corriger les
fautes de causalite´. En eﬀet, les de´ﬁlements de ﬂux rec¸us par un site ﬁxe´ ont pour origine des de´ﬁlements
issus de sites e´metteurs quelconques mais lie´s e´ventuellement par les relations de pre´ce´dence que nous
avons de´ﬁnies.
Les horloges vectorielles (ou horloges de Mattern) [MF89] permettent de capturer la relation de
causalite´ entre e´ve´nements. Toute relation de pre´ce´dence causale entre ﬂux peut ainsi eˆtre controˆle´e en
datant les e´ve´nements de de´but et de ﬁn d’e´mission du de´ﬁlement par des horloges de Mattern. Sur
chaque site de diﬀusion, il est alors possible de calculer la relation entre deux ﬂux en comparant les dates








Fig. 4.22 – Jonction tardive d’un re´cepteur
Dans le cas de la diﬀusion intra-groupe (toutes les communications sont des diﬀusions sur le meˆme
ensemble de destinataires), les horloges vectorielles suﬃsent pour assurer le controˆle d’une relation, c’est-
a`-dire re´ordonner les messages pour qu’une relation de pre´ce´dence particulie`re soit obtenue. Dans le cas
de communications arbitraires, il est ne´cessaire de faire appel a` des horloges matricielles [CDK94].
Flux et intervalles Les ﬂux peuvent eˆtre repre´sente´s aussi comme des intervalles. Dans [All83],
Allen propose une alge`bre des intervalles qui repose sur un ordre total. Cette repre´sentation diﬀe`re
fondamentalement de celle propose´e en [Gri03] qui est base´e sur le temps causal (ordre partiel des
e´ve´nements/de´ﬁlements). Si nous re´alisons une projection du temps causal sur le temps line´aire (ordre
total des e´ve´nements/de´ﬁlements), nous n’avons plus une repre´sentation exacte de la causalite´ car cette
projection introduit artiﬁciellement des de´pendances causales entre des ﬂux inde´pendants. En termes
d’e´ve´nements, nous pouvons faire une distinction similaire entre les horloges de Lamport et les horloges
vectorielles (Fidge-Mattern).
Au lieu de caracte´riser les ﬂux a` partir de leurs e´ve´nements de de´but et de ﬁn de de´ﬁlement (approche
e´ve´nementielle), il est donc possible de caracte´riser les ﬂux sous la forme des intervalles de temps durant
lesquels les de´ﬁlements ont lieu. La diﬀusion b d’un ﬂux est caracte´rise´e par :
– d’une part, l’intervalle de´ﬁni par le de´ﬁlement d’e´mission b¯s ;
– d’autre part, les intervalles de´ﬁnis par les de´ﬁlements de re´ception b¯r sur les sites cibles de la
diﬀusion.
Chaque de´ﬁlement r e´tant repre´sente´ par son intervalle r¯, il est alors possible de rede´ﬁnir les relations
de pre´ce´dence entre de´ﬁlements en terme de relation de pre´ce´dence entre intervalles. Cette rede´ﬁnition
en terme d’intervalles permet l’utilisation des algorithmes classiquement utilise´s pour raisonner sur les
intervalles. Nous rappelons le fait qu’il ne faut pas confondre les intervalles d’Allen, qui sont de´ﬁnis sur
un ordre total (connu comme temps line´aire), et les de´ﬁlements, qui sont de´ﬁnis sur un ordre partiel
(temps causal).
Vers un de´coupage de ﬂux en intervalles
La repre´sentation d’un ﬂux par l’(les) intervalle(s) de´ﬁni(s) par les de´ﬁlements permet de raisonner
sur la causalite´ relative de plusieurs ﬂux. Par contre, elle est probablement trop grossie`re pour certaines
applications multime´dia. En eﬀet, un ﬂux multime´dia peut eˆtre de longue dure´e (un ﬁlm par exemple)
et l’information que l’on pourra de´river manque de ﬁnesse. Par ailleurs, la repre´sentation avec un unique
intervalle ne permet pas de capturer la dynamique d’une application ou` des participants arrivent ou
partent en cours de diﬀusion du ﬂux. Conside´rons la ﬁgure 4.22 ou` le re´cepteur 1 se joint tardivement
a` la re´ception du ﬂux diﬀuse´. Alors qu’il est diﬃcile de donner une relation pre´cise entre I1 et I2 (I1
est lie´ a` un sous-segment de l’intervalle auquel est lie´ I2), il peut eˆtre utile de pouvoir de´composer I2 en
deux intervalles, tels que I1 et I2b sont l’image du meˆme sous-intervalle de l’e´metteur.
Dans le cas d’applications multime´dia, il est peut-eˆtre suﬃsant de conside´rer qu’un ﬂux est constitue´
d’une suite d’intervalles, la granularite´ de ce de´coupage e´tant lie´e a` la pre´cision ne´cessaire a` l’application.
Le de´coupage en intervalles permet un raisonnement causal entre ﬂux a` travers les relations de pre´ce´dence
base´es sur les e´ve´nements de de´but et de la ﬁn, associe´es cette fois-ci a` chaque intervalle. La ﬁgure 4.23
de´peint notre approche pour deux ﬂux envoye´s depuis A et B : les points en gras issus du de´coupage
repre´sentent les unite´s d’acce`s choisies pour capturer la causalite´ des ﬂux.
Le degre´ de cohe´rence des de´ﬁlements peut eˆtre ajuste´ en choisissant convenablement la granularite´
du de´coupage. La causalite´ des ﬂux telle que de´ﬁnie en [Gri03] et la causalite´ e´ve´nementielle classique
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vue comme l’ensemble des de´pendances causales entre tous les messages e´change´s deviennent ainsi les
deux cas limites de notre approche de de´coupage :
– (intervalle) granularite´ = (dure´e du) message ⇒ cohe´rence comple`te.










Fig. 4.23 – Causalite´ des ﬂux de´crite par un de´coupage en intervalles
Cette approche par intervalle capture et assure le respect des de´pendances causales entre les points
causaux (les bornes d’un intervalle) choisis a` l’inte´rieur de chaque ﬂux. Reste alors la question suivante :
quel ordre de de´livrance doit on respecter pour les messages a` l’inte´rieur d’un intervalle ? Une pre´sentation
cohe´rente d’un sous-ﬂux (intervalle) multime´dia doit garantir le respect de l’ordre d’e´mission (FIFO) des
unite´s d’acce`s. Pour re´sumer, nous spe´ciﬁons la cohe´rence des ﬂux a` travers le respect de l’ordre CAUSAL
entre les points ”frontie`res” des intervalles ainsi que le respect de l’ordre FIFO au sein de chaque intervalle.
Nous remarquons que les messages correspondant aux points causaux sont doublement contraints par
rapport aux autres messages :
– ils doivent eˆtre de´livre´s causalement vis-a`-vis des autres points causaux ;
– ils doivent eˆtre de´livre´s dans l’ordre FIFO vis-a`-vis des autres messages appartenant au meˆme
intervalle.
Nous voyons ainsi que la de´livrance d’un point causal est soumise au respect de deux ordres partiels :
FIFO et CAUSAL. De manie`re ge´ne´rale, on peut eˆtre entraˆıne´ a` re´pondre a` la question suivante : si un
message doit respecter plusieurs ordres, quand est-ce qu’on peut le de´livrer ? Nous devons alors disposer
d’un me´canisme de coordination de plusieurs ordres partiels assurant la de´livrance d’un message lorsque
tous les ordres auxquels il est soumis sont respecte´s. Un tel me´canisme est fourni par les communications
multimodales.
4.4 Communications multimodales pour une cohe´rence ﬂexible
Le sce´nario de streaming interactif (ﬁgure 4.24) de´crivant la diﬀusion d’un match de football (depuis
A) commente´ par des utilisateurs a` distance (p. ex. l’utilisateur B) peut poser un proble`me de cohe´rence
dans l’ordonnancement de la de´livrance des ﬂux e´change´s chez un re´cepteur donne´ (sur le site C). En
eﬀet, le segment audio contenant l’exclamation ”BUUUT !” est e´coute´ avant la sce`ne vide´o du but, ce
qui est une incohe´rence vu le rapport de cause a` eﬀet entre la visualisation du but et l’exclamation.
Les deux ﬂux se trouvent dans un rapport de de´pendance causale et doivent eˆtre pre´sente´s de manie`re
cohe´rente a` chaque re´cepteur : le ﬂux vide´o doit eˆtre perc¸u avant le ﬂux sonore. Une premie`re approche
consisterait a` utiliser la causalite´ classique pour tous les messages audio/vide´o diﬀuse´s dans la session. Une
telle de´marche peut s’ave´rer trop couˆteuse, en particulier en terme de latence, comme nous l’avons vu dans
la section 4.3.2. Nous avons pre´sente´ e´galement quelques solutions visant a` ame´liorer les performances
des protocoles causaux. Vis-a`-vis de ces travaux, notre proposition est comple´mentaire dans le sens ou`
ces me´thodes peuvent facilement y eˆtre inte´gre´es comme nous allons le voir par la suite.
Nous proposons une relaxation de la notion de causalite´ des ﬂux, en assurant la cohe´rence juste entre
certains points des ﬂux (les points causaux). Ne´anmoins, au sein de chaque ﬂux nous devons respecter
l’ordre FIFO. Puisque transmettre tout avec un protocole CAUSAL peut s’ave´rer trop couˆteux pour
l’application, nous allons montrer que la de´livrance cohe´rente (causalement) des ﬂux audio et vide´o peut
eˆtre raﬃne´e ainsi :
– envoyer certains messages sur un canal (protocole de coordination) CAUSAL ;








Fig. 4.24 – Cohe´rence de la perception des ﬂux
Besoin de plusieurs qualite´s de service Les ﬂux de donne´es e´change´s par les applications mul-
time´dia coope´ratives sont des ﬂux complexes. D’une part, ils comportent des types de donne´es diﬀe´rents,
dont les modes de transport et les proprie´te´s de livraison peuvent eˆtre diﬀe´rents. On peut distinguer deux
grands types de donne´es : des donne´es discre`tes et des donne´es continues. Parmi les donne´es discre`tes
nous trouvons les images isole´es, les messages textuels, etc. Les ﬂux audio et vide´o sont des exemples de
donne´es continues.
D’autre part, les ﬂux sont compose´s de sous-ﬂux, chaque composant ayant des caracte´ristiques de
de´livrance et de ﬁabilite´ spe´ciﬁque. Certains composants ne´cessitent un ordre de de´livrance TOTAL, et
sont ne´cessairement ﬁables, comme les e´le´ments d’un texte, d’autres peuvent eˆtre de´livre´s de fac¸on plus
ﬂexible et supportent des pertes comme les e´le´ments d’un ﬂux vide´o. Par exemple, pour un ﬂux MPEG,
on peut imposer que les images I soient de´livre´es de manie`re ﬁable dans l’ordre FIFO, tandis que, au
sein d’un GOP (Group of Pictures), les images P et B pourraient eˆtre de´livre´es dans un ordre partiel,
sans contraintes strictes de ﬁabilite´ (par exemple un taux de perte controˆle´). Par ailleurs, deux sous-ﬂux
composants peuvent eˆtre lie´s par des contraintes de synchronisation et ﬁabilite´ communes.
Nous venons de voir qu’en ce qui concerne la coordination des ﬂux, c’est-a`-dire leur ordonnancement,
ceux-ci peuvent eˆtre abstraits sous forme d’intervalles (e´ve´nement de de´but, e´ve´nement de ﬁn) ainsi
que propose´ dans [Gri03]. Nous avons e´tendu ce mode`le en proposant un de´coupage plus ﬁn des ﬂux en
plusieurs sous-ﬂux (intervalles). Des relations entre sous-ﬂux peuvent eˆtre alors spe´ciﬁe´es, par des re`gles de
livraison entre les e´ve´nements de de´but et/ou les e´ve´nements de ﬁn. Les protocoles de coordination sous-
jacents doivent assurer que ces contraintes causales ne sont pas mises en de´faut. Ceci ame`ne a` distinguer
des messages (en l’occurrence de de´but et ﬁn) dont l’ordonnancement doit eˆtre ge´re´ par un protocole
causal alors que la se´quence de messages internes au sous-ﬂux pourra utiliser un protocole plus simple, en
l’occurrence FIFO. C’est en particulier ce que permettent de faire les syste`mes de communication de´ﬁnis
dans [FDH04], ou` des entite´s communicantes utilisent diﬀe´rents canaux associe´s a` des protocoles distincts
et coordonne´s entre eux, donnant naissance a` des services qui mixent plusieurs modes de livraison.
4.4.1 Mode`le de communications multimodales
Fanchon et al. de´ﬁnissent dans [FDH04] un calcul inte´grant la communication multi-canaux avec
plusieurs ordres de de´livrance. Les auteurs conside`rent un ensemble de participants qui e´changent des
messages a` travers un canal de communication abstrait, compose´ de plusieurs canaux e´le´mentaires. Un
canal e´le´mentaire est une abstraction qui repre´sente un sous-ensemble de messages e´change´s par un sous-
ensemble de participants connecte´s a` ce canal et appele´s membres de ce canal. Les messages e´change´s
sur un canal sont de´livre´s, chez tous les participants, en respectant un ordre de de´livrance spe´ciﬁque (par
exemple FIFO, CAUSAL ou TOTAL) au canal. En re´sume´, chaque canal est caracte´rise´ par ses membres
et son ordre de de´livrance.
Formellement, un syste`me de communication multimodal (SCM) est de´ﬁni par un tuple SCM =
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(P,C,O,membres, ordre) ou` :
– P = {p, p′, . . .} est l’ensemble de participants ;
– C = {c, c′, . . .} est l’ensemble des canaux ;
– O de´signe l’ensemble d’ordres de de´livrance (par exemple ORDRES = {fifo, causal, total}) ;
– membres est une fonction membres : C→ 2P qui associe a` chaque canal l’ensemble des participants
connecte´s (c.-a`-d. ses membres) ;
– ordre est une fonction ordre : C→ O qui de´ﬁnit pour chaque canal son ordre de de´livrance.
E´tant donne´ un syste`me de communication multimodal SCM , notons :
– M = {m,m′, . . .} l’ensemble des messages e´change´s entre les participants.
– connexions : P→ 2C une fonction qui associe a` chaque participant l’ensemble des canaux auxquels
il est connecte´.
– canaux :M→ C une fonction qui de´ﬁnie pour chaque message les canaux sur lesquels il est envoye´.
Nous observons que connexions(p) = {c ∈ C : p ∈ membres(c)}.
Transmission Un message m ∈ M peut eˆtre envoye´ sur un sous-ensemble quelconque de canaux
auxquels l’e´metteur E est connecte´ : canaux(m) ⊂ connexions(E).





Un re´cepteur R ∈ destinataires(m) rec¸oit le message m sur chaque canal de l’ensemble
canauxRec(m,R) = canaux(m)∩ connexions(R). La de´livrance du message m chez le re´cepteur R doit

















Fig. 4.25 – Sche´ma de communication multimodale
Un sche´ma de communication multimodale est pre´sente´ dans la ﬁgure 4.25. Chaque canal peut eˆtre
vu comme un bus abstrait de donne´es construit au-dessus d’un canal de transport. Envoyer un message
m sur un canal C revient a` de´crire les de´pendences du m par rapport aux autres messages envoye´s sur
le meˆme canal C, selon l’ordre de´ﬁni par C. Ainsi, m est lie´ FIFO par rapport au m′′ (canal C1), tandis
que m′ est lie´ causalement (canal C2) ainsi que totalement du meˆme m′′ (canal C3). Coˆte´ re´cepteurs, P3
doit respecter les ordres FIFO et CAUSAL alors que P4 doit leur rajouter le respect de l’ordre TOTAL.
Notons, dans ce cas, la compatibilite´ de l’ordre TOTAL avec l’ordre CAUSAL dans la de´livrance des
messages m′ et m′′.
4.4.2 Service de coordination pour les communication multimodales
En s’inspirant de [FDH04], nous de´crivons une re´alisation du mode`le formel expose´ dans la section
4.4.1. Nous de´ﬁnissons un canal multimodal comme le sous-ensemble de canaux e´le´mentaires auxquels
un participant est connecte´. Un canal multimodal doit oﬀrir a` l’application une simple interface pour
envoyer et recevoir des messages.
Conside´rons l’e´change des messages illustre´ dans la ﬁgure 4.26 et de´crivons le dans le langage des com-
munications multimodales. Nous utilisons un canal multimodal compose´ de deux canaux e´le´mentaires,
appele´s selon les noms des ordres correspondants : FIFO et CAUSAL. Tous les messages sont envoye´s
sur le canal FIFO tandis que les messages m1 et m3 sont envoye´s aussi sur le canal CAUSAL. Notons
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que le transport eﬀectif a` travers le support de communication sous-jacent (re´seau) n’est pas fait qu’une
seule fois, quelque soit le nombre de canaux logiques auxquels le message appartient.
L’interface avec l’application, assure´e par le canal multimodal, devrait permettre de spe´ciﬁer seule-
ment les canaux sur lesquels il faut envoyer chaque message. A l’arrive´e, sur le site C, la de´livrance du
message m1 doit respecter l’ordre FIFO (c-a`-d. m1 avant m2) ainsi que l’ordre CAUSAL (c-a`-d. m1 avant
m3). Ainsi, un ordre de de´livrance correct pourrait eˆtre m1,m3,m2,m4. De plus, l’ordre m1,m2,m3,m4
est aussi correct, car l’ordre FIFO est respecte´ vis-a`-vis de chaque e´metteur tandis que la possible









Fig. 4.26 – Communication multimodale avec deux canaux e´le´mentaires : FIFO et CAUSAL
La re´alisation d’un service de coordination pour les communication multimodales passe tout d’abord
par la mode´lisation des canaux e´le´mentaires. Dans notre proposition, chaque canal e´le´mentaire est
repre´sente´ par un protocole d’ordre partiel. Celui-ci se situe d’habitude au niveau coordination comme
c’est la cas des protocoles causaux. Ne´anmoins, il faut noter que certains ordres, tel que FIFO, peuvent
eˆtre fournis directement par la couche communication (par exemple une extension de TCP pour le mul-
ticast).
L’interface d’un protocole de coordination avec l’application se fait ge´ne´ralement a` travers une ﬁle
d’attente dans laquelle les messages sont inse´re´s au fur et a` mesure de leurs arrive´es, tout en respectant
l’ordre fourni par le protocole. Nous allons voir dans quelle mesure une telle interface s’ave`re approprie´e
pour notre service de coordination.
Approche classique par ﬁles d’attente
Ge´rer deux ou plusieurs protocoles d’ordre partiel (par exemple FIFO, CAUSAL) pose une diﬃculte´
importante au niveau du processus de de´livrance. Une approche intuitive base´e sur les ﬁles d’attente des
protocoles rend possible la de´livrance d’un message (au sens d’un canal e´le´mentaire) au moment de son
placement en teˆte de ﬁle. Pour notre service de coordination multimodale, la condition de de´livrance
d’un message deviendrait alors son arrive´e en teˆte de toutes les ﬁles correspondantes.













Fig. 4.27 – Sce´nario d’interblocage issus de l’approche par ﬁles d’attente
Conside´rons, par exemple, deux messages m1 et m2 envoye´s chacun sur deux canaux, FIFO et CAU-
SAL, comme illustre´ dans la ﬁgure 4.27. Le protocole FIFO de´livrerait m2 de`s son arrive´e car il est
inde´pendant de m1 selon cet ordre. Au contraire, le protocole CAUSAL attend l’arrive´e de m1 pour
pouvoir de´livrer m2. Nous nous retrouvons alors avec la compositions des ﬁles d’attente pre´sente´e dans
la ﬁgure 4.27 qui est une situation classique d’interblocage.
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En eﬀet, le processus de de´livrance de chaque canal e´le´mentaire cre´e un ordre total qui n’est qu’une
extension de son ordre partiel original. Ici, nous nous trouvons dans une situation d’interbloquage artiﬁciel
car l’extension de l’ordre FIFO (donne´e par cette e´xecution !) s’ave`re incompatible avec l’ordre CAUSAL.
Pourtant, les deux messages sont de´livrables car les deux ordres sont compatibles entre eux. L’interblocage
artiﬁciel est un eﬀet de bord de la se´rialisation de la de´livrance induite au niveau de chaque protocole
e´le´mentaire.
Cette observation nous montre que la structure line´aire des ﬁles d’attente n’est pas adapte´e lorsqu’on
veut ge´rer plusieurs ordres partiels a` la fois car elle eﬀace les inde´pendances au sein d’un ordre partiel. En
eﬀet, la repre´sentation des messages de´ja` rec¸us au niveau de chaque canal, pourrait se faire de manie`re
plus approprie´e a` travers une structure de graphe oriente´.
4.4.3 Algorithme de de´livrance du service multimodal
Nous avons vu qu’au niveau de chaque canal, il est ne´cessaire de repre´senter l’ordre partiel des
messages a` travers une structure de donne´e adapte´e. Une telle repre´sentation peut se faire a` travers le
graphe de de´pendances associe´ a` l’ordre partiel : les nœuds sont les messages et les arcs repre´sentent la
de´pendance induite par l’ordre partiel. Par exemple, dans la ﬁgure 4.28, les messages m2 et m3 de´pendent
du message m1 au respect de l’ordre partiel du premier canal. Lors de l’arrive´e d’un message, il est ajoute´
dans tous les graphes correspondants aux canaux sur lesquels le message a circule´.
Incompatible orders
Deadlock!
( TOTAL , CAUSAL ) ... ???
( CAUSAL , CAUSAL ) ... OK





















Channel 1 Channel 3
Fig. 4.28 – Exemple d’exe´cution de l’algorithme de de´livrance de MModChannel
L’algorithme de de´livrance est de´crit dans la ﬁgure 4.29 et fonctionne de la manie`re suivante : a` la
re´ception d’un message racine, (message qui est inde´pendant au respect de l’ordre du canal respectif),
sa condition de de´livrance est e´value´e : il doit eˆtre pre´sent en tant que racine de tous les canaux sur
lesquels il a e´te´ envoye´. Si cette condition est valide, il est supprime´ de tous ces graphes et de´livre´ a`
l’application. Ensuite, les nouveaux messages devenus racines dans les graphes actualise´s sont ve´riﬁe´s
en vue de nouvelles de´livrances. Le processus de de´livrance continue jusqu’a` ce qu’il n’existe plus de
messages de´livrables. Il est rede´marre´ de`s l’arrive´e d’un nouveau message au niveau multimodal.
Conside´rons l’exe´cution illustre´e dans la ﬁgure 4.28. En e´valuant la condition de de´livrance, nous
trouvons que seul m1 est racine dans ses graphes et peut donc eˆtre de´livre´. Suite a` sa de´livrance, les
nouveaux candidats sont m2,m3 et m4. Ne´anmoins, m3 et m4 ne sont pas racines dans les graphes des
canaux Channel2 et respectivement Channel3. Cela permet alors seulement la de´livrance de m2. En
suivant ce raisonnement, on de´livre ensuite m3 et apre`s m4.
Toutefois, notons qu’une combinaison quelconque des ordres partiels ne permet pas toujours une
solution au syste`me de contraintes d’ordre induit. En eﬀet, la combinaison de l’ordre FIFO avec l’ordre
CAUSAL est toujours possible car le dernier est une extension du premier, comme nous l’avons vu dans
la section 4.3.2. De meˆme, deux ordres causaux sont compatibles puisqu’issus du meˆme ordre causal
global. Au contraire, de`s lors qu’on combine un ordre CAUSAL et un ordre TOTAL, une situation
d’interblocage devient possible si l’ordre TOTAL n’e´tend pas l’ordre CAUSAL. De meˆme, deux protocoles
d’ordre TOTAL peuvent eˆtre interblocants meˆme s’ils e´tendent le meˆme ordre causal. Cette situation
115
on receive(Message msg, Channel C) :








c∈channels(mask) m ∈ roots(c)) :
for c ∈ channels(mask) :
remove m from channel c
update roots(c)
candidates← candidates ∪ roots(c)
deliver m
Fig. 4.29 – Algorithme de de´livrance au niveau d’un canal multimodal
peut apparaˆıtre lorsque les deux ordres sont des extensions totales incompatibles, similairement au cas
pre´sente´ dans la ﬁgure 4.27.
Solution a` base du tri topologique
L’algorithme de de´livrance du canal multimodal ordonne des messages soumis a` plusieurs contraintes
d’ordre, issues de chaque protocole e´le´mentaire sur lequel le message est envoye´. Cela revient alors a`
trouver un ordre total compatible avec tous les ordres partiels des canaux e´le´mentaires. Conside´rons
pour l’instant le cas le plus simple d’un canal multimodal compose´ d’un seul canal e´le´mentaire. En
utilisant la repre´sentation de l’ordre partiel sous la forme du graphe de de´pendances, satisfaire l’ordre
partiel revient alors a` trouver un ordre de de´livrance compatible avec la topologie du graphe. Autrement
dit, trouver un (parmi d’autres possibles) ordre topologique du graphe.
En the´orie des graphes, et plus spe´cialement en algorithmique des graphes, un tri topologique d’un
graphe oriente´ acyclique est une extension line´aire de l’ordre partiel sur les sommets de´termine´ par les
areˆtes, c’est-a`-dire un ordre total compatible avec ce dernier. En d’autres termes, il s’agit d’un ordre
de visite des sommets tel qu’un sommet soit toujours visite´ avant ses successeurs. Pour un graphe
repre´sente´ en me´moire sous une forme facile a` parcourir, par exemple par listes d’adjacence, le calcul
d’un tri topologique est simple. Il suﬃt d’eﬀectuer un parcours en profondeur du graphe, au cours duquel
on empile chaque sommet une fois ses successeurs visite´s : lue de haut en bas, la pile obtenue est un tri
topologique.
Dans le cas ge´ne´ral, ou` il existe plusieurs canaux, il convient d’abord de fusionner tous les graphes
dans un seul graphe G = (S,A). S, l’ensemble des sommets est la re´union de tous les sommets des graphes
des canaux e´le´mentaires. A, l’ensemble des arcs est de meˆme obtenu en rajoutant tous les arcs existants
de tous les graphes. Une de´livrance correcte revient alors a` un tri topologique de G. La condition qu’une
telle de´livrance soit possible est e´quivalente a` l’existence d’une solution du proble`me de tri. En d’autres
termes, elle est possible ssi le graphe G est acyclique. Prenons l’exemple du canal multimodal compose´
de trois canaux e´le´mentaires de´crit dans la ﬁgure 4.28. Le graphe global G est illustre´ dans la ﬁgure 4.30.
4.5 Mise en œuvre des communications multimodales
La mise en œuvre du mode`le de communications multimodales que nous venons de de´crire passe
par l’implantation d’un canal multimodal ge´ne´rique qui peut ge´rer la combinaison de plusieurs ordres
partiels. Nous en avons de´veloppe´ une, construite sur la base de la bibliothe`que JGroups.
4.5.1 MModChannel : API de coordination multimodale
JGroups
JGroups (autrefois JavaGroups) est une bibliothe`que libre (open-source), e´crite en Java, destine´e aux
communications de groupe ﬁables [Ban98]. Base´e principalement sur la transmission ”IP Multicast”, elle
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Graphes de dépendences associés aux ordres partiels Tri topologique du graphe G
Graphe G
Fig. 4.30 – De´livrance de MModChannel a` base de tri topologique
fournit un service de communication ﬁable ainsi que la gestion de groupe. Dans JGroups, le groupe est
utilise´ comme artefact pour masquer la complexite´ de la communication ou de la collaboration entre
plusieurs modules logiciels. On peut cre´er des groupes ou` diﬀe´rentes applications peuvent s’enregistrer
et envoyer des messages a` l’ensemble du groupe ou a` un seul membre.
Pour transmettre et recevoir des messages, une application client utilise une abstraction de haut
niveau appele´e JChannel. JChannel repre´sente un canal compose´ d’un ensemble de microprotocoles
(des composants logiciel assurant diﬀe´rentes proprie´te´s de communication) empile´s les uns sur les autres.
Une autre fac¸on de voir un JChannel est sous la forme d’un socket de communication de groupe utilise´
par application pour envoyer/recevoir des messages vers/depuis ce groupe. Ce concept abstrait rend la
pile des μprotocoles transparente aux applications. Par conse´quent, le meˆme code d’une application peut
eˆtre re´utilise´ dans des conﬁgurations re´seau comple`tement diﬀe´rentes juste en changeant la pile JGroups.
Cette API oﬀre de nombreuses possibilite´s de conﬁguration de la communication. La ﬁgure 4.31 donne
deux exemples de piles de μprotocoles, une s’appuyant sur un protocole de transport UDP, l’autre sur
TCP. La premie`re pile JGroups (a` gauche dans la ﬁgure 4.31) est utile pour une application qui ne´cessite























Fig. 4.31 – Exemple de piles de μprotocoles en JGroups
La ﬁabilite´ est implante´e en utilisant des acquittements ne´gatifs. Les paquets perdus sont retransmis
en IP Unicast. Une pile JGroups est base´e sur un protocole de transport comme UDP, TCP ou tout
autre protocole de´ﬁni apriori. Un ensemble de μprotocoles est mis a` disposition pour simuler diﬀe´rentes
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conditions re´seau : DELAY (latence re´seau), SHUFFLE (de´se´quencement), DISCARD (perte controˆle´e).
Un des points forts de JGroups est son architecture ﬂexible permettant le de´veloppement et l’inte´gration
faciles de nouveaux μprotocoles.
Pour pouvoir inte´grer les protocoles d’ordre de´ja` existants en JGroups, nous avons duˆ modiﬁer leur
interface avec l’application. En eﬀet, ces protocoles vont exporter les messages vers l’application sous la
forme d’une structure de graphe oriente´. Cette modiﬁcation n’est pas couˆteuse en terme de programma-
tion car elle se de´duit de la logique interne de de´livrance de chaque protocole.
Interface du service MModChannel
Le canal multimodal que nous proposons, appele´ ensuite MModChannel, a e´te´ de´veloppe´ comme
une extension de la classe JChannel. Compose´ d’un nombre quelconque de canaux e´le´mentaires (canaux
JChannel), son interface est similaire a` celle d’un protocole ordinaire : les primitives send et receive. Sur
un canal ordinaire, les messages sont de´livre´s selon l’ordre de de´livrance spe´ciﬁque du canal (par exemple
FIFO, CAUSAL or TOTAL). MModChannel oﬀre a` l’application une interface simple pour e´changer des
messages a` travers n’importe quel sous-ensemble de ces canaux composants.
Transmission L’envoi d’un meˆme message a` travers plusieurs canaux e´le´mentaires est de´crit a` l’aide
d’un masque binaire. Pour l’exemple de la ﬁgure 4.32, l’application cliente pre´sente sur le premier site,
fournit le masque {1, 1, 0} pour transmettre le message m sur les deux premiers canaux de son canal
multimodal. Meˆme si un message est envoye´ a` travers plusieurs canaux, son contenu utile est transmis
une seule fois sur le re´seau physique.
Re´ception Le processus de de´livrance garantit que chaque message est de´livre´ a` l’application re´ceptrice
en assurant l’ordre partiel de chaque canal sur lequel il a e´te´ envoye´. Notons que les messages envoye´s








Node 1 Node 2 Node 3
Fig. 4.32 – Communication multimodale re´alise´ a` l’aide de MModChannel
Nous pre´sentons par la suite deux contextes d’application du service de coordination MModChannel.
La premie`re application montre le gain adaptatif en performance qui peut eˆtre obtenu par rapport aux
protocoles classiques, graˆce a` une cohe´rence ﬂexible fournie par MModChannel. La deuxie`me comple`te
cette souplesse par une relaxation de la causalite´, en tirant proﬁt de la tole´rance perceptuelle de l’utili-
sateur vis-a`-vis des incohe´rences causales.
4.5.2 Coordination a` cohe´rence ﬂexible
Nous allons pre´senter la mise en oeuvre d’un service de coordination a` cohe´rence ﬂexible en utilisant
MModChannel. Pour assurer une cohe´rence souple, on utilise le de´coupage de ﬂux par intervalles en
assurant la causalite´ classique entre les de´buts/ﬁns des intervalles et l’ordre FIFO a` l’inte´rieur de chaque
intervalle.
Le service multimodal MModChannel utilise´ est compose´ de deux canaux : CAUSAL et FIFO. Nous
comparons les performances, en termes de latence et cohe´rence, de trois modes de coordination :
1. FIFO (cohe´rence des messages au sein de chaque ﬂux e´change´ entre deux utilisateurs) ;
2. CAUSAL (cohe´rence causale entre tous les messages des ﬂux e´change´s) ;
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3. MModChannel (cohe´rence ﬂexible utilisant deux canaux FIFO et CAUSAL).
Description du sce´nario expe´rimental
Nous avons expe´rimente´ sur le sce´nario d’e´change de ﬂux pre´sente´ dans la ﬁgure 4.33. L’utilisateur 1
commence a` diﬀuser une premie`re partie V1 d’un ﬂux vide´o vers tous les autres participants. Apre`s avoir
vu le de´but de V1, l’utilisateur 2 se lance dans un commentaire diﬀuse´ vers les autres utilisateurs sous
la forme d’un ﬂux audio A1. La ﬁn de ce commentaire, au moment ou` elle est perc¸ue par l’utilisateur
1, de´clenche l’envoi de la deuxie`me partie V2. Ce ﬂux vide´o est ensuite commente´ par l’utilisateur 3,
ce qui entraˆıne la diﬀusion d’un deuxie`me ﬂux audio A2. Ce sce´nario d’une dure´e de 8 secondes est
re´pe´te´ 40 fois, donnant ainsi une session dont la dure´e est d’environ 320 sec. Le tableau 4.1 contient les























Fig. 4.33 – Sce´nario expe´rimental d’une session multime´dia interactive
Flux Messages Size(bytes) Rate(Kbs)
V1,V2 100 1500 293
A1,A2 50 600 39
Tab. 4.1 – Caracte´ristiques des ﬂux utilise´s dans le sce´nario expe´rimental
Les expe´rimentations ont e´te´ conduites sur quatre machines Linux, chacune e´quipe´e d’un processeur
Pentium III a` 1 GHz, une me´moire de 256 MB RAM et connecte´e au re´seau local a` 100Mbps. Le canal
multimodal MModChannel est compose´ de deux canaux ordinaires : FIFO et CAUSAL. Tous les messages
sont envoye´s sur le canal FIFO et juste une partie sur le canal CAUSAL. Cela implique la de´livrance de
chaque ﬂux dans l’ordre FIFO ainsi que la cohe´rence causale entre certains points dans les ﬂux.
Dans un premier temps, pour estimer le surcouˆt engendre´ par la couche multimodale, nous avons
eﬀectue´ nos expe´rimentations dans les conditions d’un re´seau local (re´seau haut-de´bit sans pertes).
La transmission d’un message entre deux applications utilisant MModChannel est soumise a` plusieurs
latences comme illustre´ dans la ﬁgure 4.34. Nous mesurons les latences correspondantes aux traverse´es
du composant MModChannel (L1 +L3) par rapport au de´lai total subi par l’application (L1+L2 +L3).
Dans le tableau 4.2, nous pouvons observer la croissance le´ge`re de la latence de bout en bout en fonction
du pourcentage de messages envoye´s sur les deux canaux. L’apport du service MModChannel reste









Fig. 4.34 – De´composition de la latence de bout en bout
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Communication MModChannel (FIFO + CAUSAL)
% sur CAUSAL 0% 25% 50% 75% 100%
Latence (ms) 5.01 5.45 5.88 6.33 6.61
Surcouˆt (ms) 0.21 0.28 0.38 0.53 0.66
(4%) (5%) (6%) (8%) (9%)
Tab. 4.2 – Surcouˆt engendre´ par la couche multimodale dans un re´seau LAN
Comparaison avec les protocoles classiques
En essayant de s’approcher de l’environnement re´el de l’Internet, des conditions re´seau plus re´alistes
ont e´te´ simule´es en introduisant dans notre sce´nario un de´lai moyen de d 100 ms ainsi qu’un taux de
perte ρ de 5%. Les latences des paquets vide´o et audio pour les protocoles FIFO et CAUSAL, observe´es
tout au long de la session sont illustre´es dans la ﬁgure 4.35.
Un nombre plus grand de sommets autour de 300 ms (3RTT/2) peut eˆtre observe´ pour le protocole
CAUSAL car le retard d’un paquet vide´o/audio entraˆıne le retard des paquets de tous les deux ﬂux. Une
vue plus de´taille´e des comportements des deux protocoles, vis-a`-vis des latences, est pre´sente´e dans la
ﬁgure 4.36 sur un intervalle de temps plus court.
Nous observons la de´corre´lation, la corre´lation forte et la corre´lation partielle introduite entre les de´lais
des deux ﬂux par les protocoles FIFO, CAUSAL et respectivement MModChannel. Cette corre´lation
reﬂe`te bien le degre´ de cohe´rence de la pre´sentation des deux ﬂux : incohe´rence dans le cas FIFO,
cohe´rence comple`te pour le CAUSAL et cohe´rence ﬂexible pour le service MModChannel. Les distribu-
tions des latences obtenues sont montre´es dans la ﬁgure 4.37.
La ﬁgure 4.38 montre que la latence de bout en bout enregistre une croissance (presque line´aire)
en fonction du pourcentage de messages envoye´s sur le canal CAUSAL. Cela s’explique de la manie`re
suivante : plus nous mettons des messages sur le canal CAUSAL, plus il y aura des messages perdus qui
vont ne´cessiter l’arreˆt temporaire des messages des deux ﬂux, et donc, plus les latences augmenteront.
Plus pre´cise´ment, une image vide´o perdue, transmise causalement, arreˆtera les images suivantes mais
aussi la de´livrance des e´chantillons sonores qui en de´pendent. En outre, nous pouvons remarquer le faible
surcouˆt du canal multimodal en observant les de´calages dans les cas limites par rapport aux protocoles
FIFO (0% des messages causaux) et CAUSAL (100% des messages causaux).
Les performances du service multimodal restent stables par rapport aux protocoles classiques FIFO et
CAUSAL. Des simulations avec d’autres parame`tres du re´seau conﬁrment le compromis cohe´rence/latence
fournit par le service MModChannel. La ﬁgure 4.39 pre´sente les re´sultats des simulations pour diﬀe´rentes
valeurs du de´lai moyen du re´seau d. En faisant varier le taux de perte ρ sur le re´seau, nous avons obtenu
les performances illustre´es dans la ﬁgure 4.40.
4.5.3 Adaptation aux conditions du re´seau
La ﬁgure 4.38 montre qu’une application multime´dia peut trouver trop couˆteuse (en terme de de´lai)
l’utilisation d’un canal CAUSAL pour tous les messages e´change´s dans la session. Seule l’utilisation du
canal FIFO est moins couˆteuse, mais ne fournit aucune cohe´rence causale.
Outre la latence moyenne, il est inte´ressant d’observer la distribution des latences et, en particulier, la
fonction de distribution cumulative. Cette fonction non de´croissante associe a` chaque latence l, le pour-
centage des messages dont les de´lais sont infe´rieurs a` l. La ﬁgure 4.41 aﬃche les fonctions de distribution
cumulative pour diﬀe´rentes valeurs du taux de messages (appelle´ onCausal) envoye´s causalement.
Ainsi, lorsqu’on envoye deux message sur cinq (onCausal = 0.4) sur le canal CAUSAL, la moitie´ des
latences se trouve en dessous de 200ms. Nous observons que, dans les meˆmes conditions re´seau (taux
de perte et de´lai moyen), le pourcentage des de´lais en-dec¸a d’un seuil ﬁxe´ de´croˆıt avec le porcentage de
messages envoye´s causalement. Cette observation nous permettra d’estimer le pourcentage de messages
causaux aﬁn de limiter le nombre de de´lais au-dela` d’une certaine limite.
Puisque la qualite´ d’un service de vide´oconfe´rence est tre`s sensible aux latences de bout en bout,
conside´rons un seuil acceptable Lmax. Nous proposons alors, pour un chemin de communication, la
contrainte de qualite´ de service (QoS) suivante : le pourcentage des messages arrive´s au dela de Lmax
doit rester infe´rieur a` pmax, pmax e´tant un parame`tre a` ﬁxer.
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Fig. 4.35 – Latences des paquets vide´o/audio pour les protocoles FIFO (en haut) et CAUSAL (en bas)
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causalité   partiellement capturée
Fig. 4.36 – Comportements des trois protocoles FIFO, CAUSAL et MModChannel
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Fig. 4.37 – Distributions des latences pour les trois protocoles FIFO, CAUSAL et MModChannel

















Fig. 4.38 – Comparaison des latences moyennes entre FIFO, CAUSAL et MModChannel
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(a) d = 200ms


















(b) d = 300ms





















(c) d = 400ms

















(d) d = 500ms
Fig. 4.39 – Performances de MModChannel pour un taux de perte ρ = 10% et diﬀe´rents de´lais d




















(a) ρ = 10%






















(b) ρ = 20%





















(c) ρ = 30%




















(d) ρ = 40%
Fig. 4.40 – Performances de MModChannel pour un de´lai d = 120ms et diﬀe´rents taux de perte ρ
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Fig. 4.41 – Fonctions des distribution cumulative pour diﬀe´rents taux de messages causaux (onCausal)
Alors, nous nous posons la question suivante : une fois choisis les parame`tres Lmax et pmax, combien
de messages peuvent eˆtre envoye´s sur le canal CAUSAL, ou plus ge´ne´ralement, sur le canal le plus
couˆteux (ayant l’ordre le plus restrictif) ?
Pour re´pondre a` cette question, une se´rie de simulations peut eˆtre conduite, soit a` partir de traces
re´elles, soit a` partir des estimations moyennes des performances du re´seau. En utilisant la deuxie`me
approche, nous conside´rons un re´seau dont le de´lai moyen d est de 100ms sur lequel on constate un
taux de perte variable ρ ∈ [0 : 0.2]. Comme le de´lai de bout en bout augmente avec le pourcentage prc
de messages causaux, une bonne approximation pour le pourcentage maximal prcmax peut eˆtre apprise
a` travers des simulations, en faisant varier la valeur de prc. En particulier, nous avons conduit des
expe´rimentations a` une granularite´ de prc e´tablie a` 0.1 : prc ∈ {0.0, 0.1, 0.2 . . .1.0}.
Dans notre sce´nario (la ﬁgure 4.33), le pourcentage pmax est ﬁxe´ a` 20% pour un seuil de latence Lmax
de 300ms. Ce sce´nario a e´te´ reproduit dans des conditions re´seau diﬀe´rentes, en maintenant la latence
moyenne a` d = 100ms et en faisant varier le taux de perte ρ dans l’intervalle [0 : 0.2]. La ﬁgure 4.42
montre la de´gradation en termes de cohe´rence (due a` la diminution du nombre de messages causaux)
suivant la croissance du taux de perte ρ.
En monitorisant les conditions re´seau (p.ex. RTT ou taux de perte), le canal MModChannel peut
se servir des re´sultats de simulations aﬁn de de´terminer le pourcentage de messages qui peuvent eˆtre
envoye´s sur le canal CAUSAL, tout en respectant la contrainte donne´e (le pourcentage maximal de
latences supe´rieures a` Lmax).
A titre d’exemple, si l’application observe un taux de perte de 14%, alors le pourcentage de messages
causaux ne doit pas de´passer 40%. Au-dela` de cette limite, l’application courra le risque de percevoir
plus de 20% de ses messages arrive´s apre`s le de´lai impose´ (300ms). En outre, pour un taux de perte
infe´rieur a` 10%, une causalite´ comple`te peut eˆtre assure´e, tandis qu’a` partir de 17% de pertes, nous
sommes contraints de fournir seulement une cohe´rence FIFO. Des courbes d’adaptation pour d’autres
qualite´s de services sont montre´es dans les ﬁgures 4.43(a) et 4.43(b).
De plus, pendant la session, le degre´ de cohe´rence (le pourcentage prc) pourrait eˆtre ajuste´, en
comparant le pourcentage courant p de messages tardifs (apre`s Lmax) avec pmax. Si p < pmax, le canal
MModChannel pourrait choisir d’augmenter prc (pour plus de cohe´rence). Inversement, si p > pmax,
le pourcentage prc serait baisse´ a` une valeur infe´rieure (moins de cohe´rence).
Une question pratique peut eˆtre alors souleve´e : comment de´cider quelles images (paquets) doivent eˆtre
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Fig. 4.42 – Cohe´rence Causale vs. Taux de Perte QoS : max. 20% des latences > 300ms


































(a) pmax = 20% et Lmax variable





































(b) Lmax = 300ms et pmax variable
Fig. 4.43 – Courbes d’adaptation pour diﬀe´rents parame`tres Lmax et pmax
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envoye´es sur le canal d’ordre le plus fort (p.ex. CAUSAL) en cas d’une de´gradation des performances
re´seau? Les images induisant des de´pendances causales e´troites sont importantes et par conse´quent,
doivent eˆtre envoye´es sur le canal CAUSAL. Malheureusement, ces images sont diﬃciles a` connaˆıtre
apriori. E´tant donne´ une borne supe´rieure pour le pourcentage de messages envoye´s causalement (p.ex.
20%), la me´thode la plus simple consiste a` transmettre une image sur cinq a` travers ce canal. Une autre
approche pourrait eˆtre lie´e au me´canisme de codage : par exemple, pour un ﬂux MPEG, les images I
seraient envoye´es sur le canal CAUSAL tandis que les autres (c-a-d. les images P et B) sur un canal
FIFO.
4.5.4 Adaptation a` la perception de l’utilisateur
Pour les applications qui e´changent des ﬂux audio/vide´o, en de´pit du consensus ge´ne´ral sur le besoin
de la causalite´, il en existe tre`s peu a` l’avoir inte´gre´e. Nous pensons que le streaming en pre´sence de la
causalite´ me´rite d’eˆtre plus profonde´ment examine´, et en particulier du point de vue perceptuel. Cette
approche nous ame`ne a` une question cle´ que nous posons ici : dans l’e´tat actuel de l’Internet et
e´tant donne´ la tole´rance perceptuelle de la de´synchronisation causale, la causalite´ peut-elle
faire la diﬀe´rence ?
Cette section tente d’y apporter une re´ponse d’ordre pratique en comparant plusieurs solutions exis-
tantes. En outre, nous proposons une nouvelle approche pour inte´grer la causalite´ dans une applica-
tion multime´dia re´partie et nous montrons qu’elle oﬀre une meilleure performance que la Δ-causalite´,
ge´ne´ralement conside´re´e comme la solution la plus approprie´e. Notre comparaison est re´alise´e en utilisant











Fig. 4.44 – Cohe´rence des ﬂux dans un sce´nario de streaming interactif
Cohe´rence vs. QoS de chaque ﬂux
Bande passante & Latence La causalite´ classique ne´cessite une ﬁabilite´ comple`te et ainsi, peut
entraˆıner des latences non-borne´es. Une approche pour relaxer la causalite´ dans un contexte temps-re´el
souple est la Δ-causalite´ qui ignore certaines relations causales pour limiter les latences.
Gigue Les ﬂux multime´dia sont tre`s sensibles a` la gigue. Ce proble`me peut eˆtre re´solu en utilisant
les techniques de mise en tampon. Les recherches dans cette direction s’inte´ressent au bon compromis
entre la synchronisation intra-ﬂux (ﬂuidite´ de pre´sentation) et le de´lai de bout en bout [BS96, LS02].
La faiblesse des me´thodes de synchronisation intra-ﬂux re´side dans les longs de´lais qu’elles peuvent
entraˆıner, ce qui les rend inade´quates pour les applications interactives. Les applications d’une forte
inte´ractivite´ (par exemple les applications coope´ratives synchrones) sont contraintes par un petit temps
aller-retour (RTT). De`s lors, les me´thodes employant des tampons de taille tre`s petite (voire nulle) sont
ge´ne´ralement utilise´es pour oﬀrir la meilleure inte´ractivite´. Comme les deux protocoles, CAUSAL et Δ-
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CAUSAL, assurent la cohe´rence causale pour chaque message (audio ou vide´o), ils induisent de la gigue
de`s lors qu’une situation de type ine´galite´ triangulaire se produit.
Incohe´rences causales non perceptibles
En conside´rant le sce´nario de la ﬁgure 4.44, analysons la de´livrance causale audio/vide´o sur le site
C. Les paquets vide´o doivent eˆtre de´livre´s avant leurs paquets audio correspondants. Si le ﬂux vide´o
arrive en retard (ine´galite´ du triangle), le ﬂux audio est aussi retarde´. D’une part, de telles situations
vont augmenter la gigue du ﬂux audio causant ainsi des interruptions pendant sa pre´sentation. Du point
de vue de l’utilisateur, un ﬂux audio est plus sensible vis-a`-vis de ces interruptions par rapport a` un
ﬂux vide´o. D’autre part, en fonction du type du me´dia, des courtes incohe´rences (par exemple 500ms)
peuvent eˆtre bien tole´re´es par l’utilisateur. Concernant la qualite´ de la pre´sentation globale, il serait
plus souhaitable d’avoir un ﬂux audio continu avec des petites incohe´rences causales que de percevoir
fre´quemment des interruptions pour assurer une cohe´rence comple`te.
Une solution inte´ressante aux proble`mes d’incohe´rence dans les application multime´dia interactives
re´plique´es a e´te´ propose´e dans [MVHE04]. Les auteurs analysent le compromis entre la re´activite´ et les
incohe´rences a` court terme, en utilisant le concept de ”de´calage local” (local lag). Plutoˆt que d’exe´cuter
imme´diatement une ope´ration de´clenche´e localement par l’utilisateur, l’exe´cution de l’ope´ration est
diﬀe´re´e pour un certain temps. Ne´anmoins, cette approche est plus approprie´e aux environnements
re´partis et aux jeux en re´seau qu’au streaming interactif audio/vide´o.
Dans la section suivante, nous proposons une approche originale : nous limitons la latence de la
meˆme manie`re que le protocole Δ-CAUSAL tout en tole´rant certaines incohe´rences a` court terme
(par exemple des incohe´rences infe´rieures a` 1s) pour limiter raisonnablement l’eﬀet de la gigue. Pour y
parvenir, nous utilisons le service de communication multimodale MModChannel de´crit pre´ce´demment
dans la section 4.4.2. MModChannel oﬀre a` l’application un degre´ de cohe´rence ﬂexible, ce qui permet de
diminuer les eﬀets (en terme de gigue) induits par le respect de la cohe´rence sur la perception individuelle
de chaque ﬂux.
Tole´rer les incohe´rences imperceptibles
Tout comme dans la premie`re application, la re´solution des e´ventuelles incohe´rences causales est
re´alise´e a` travers un canal MModChannel compose´ par deux canaux e´le´mentaires : FIFO et CAUSAL.
Les de´pendances causales sont capture´es sur le site B et nous observons l’ordre correct de de´livrance sur
le site C. Sur le site B, nous devons exprimer les de´pendances causales entre le ﬂux vide´o (en provenance
de A) et le ﬂux audio (le commentaire issu depuis B). La ﬁgure 4.45 illustre la coordination entre les
deux ﬂux sur le site B, re´alise´e de la meˆme manie`re que dans le sce´nario de vide´oconfe´rence : on transmet
tous les paquets sur le canal FIFO et seulement les points causaux sur le canal CAUSAL.
Cela assure l’ordre FIFO (de de´livrance) au sein de chaque ﬂux aussi bien que la cohe´rence causale
(CAUSAL) entre les points de synchronisation. Mais maintenant, comment choisir les points de syn-
chronisation? Naturellement, nous serions tente´s d’exprimer les relations causales en suivant exactement
leurs apparitions (entre Vi and Ai). Sur le site C, les incohe´rences sont tole´re´es seulement entre deux
points de synchronisation successifs.
Malheureusement, les points de synchronisation vide´o tardifs vont retarder les points correspondants
du ﬂux audio (ainsi que les paquets suivants), entraˆınant la gigue au sein des deux ﬂux. Un tel cas est
illustre´ dans la ﬁgure 4.45, ou` le message Vn arrive en retard, a` cause d’une de´gradation des conditions
re´seau sur le segment AC. Cela entraˆıne l’impossibilite´ de de´livrance du message An qui en de´pend
causalement, ainsi que des autres messages lui succe´dant (contrainte FIFO au sein du ﬂux audio). Cette
de´livrance devient possible de`s l’arrive´e du message Vn. Ainsi, capturer la causalite´ d’une manie`re e´troite
(Vi ≺ Ai) risque d’entraˆıner une augmentation de la gigue au sein du ﬂux audio due aux messages
causaux vide´o tardifs.
Pour e´liminer (ou au moins limiter) cet inconve´nient, nous exploitons la tole´rance perceptuelle de
l’utilisateur et choisissons les points audio de synchronisation un peu apre`s leurs correspondants vide´o
(c-a-d. apre`s Tcausal - ﬁgure 4.46). Ce choix relaxe la synchronisation pre´cise entre les points audio et
vide´o (Vi ↔ Ai) tout en limitant les incohe´rences entre les deux ﬂux a` Tvideo + Tcausal. En eﬀet, la pire



















Fig. 4.45 – Points causaux e´troitement lie´s dans le temps
Am′−1. Am′−1 est le dernier paquet audio qui peut eˆtre pre´sente´ avant Vn car Am′ de´pend causalement




















Fig. 4.46 – Points causaux le´ge`rement diﬀe´re´s dans le temps
Analysons maintenant la situation ou` Ai est rec¸u tandis que le paquet Vi est en retard. Les protocoles
causaux arreˆtent le ﬂux audio jusqu’a` l’arrive´e de Vi. Notre proposition base´e sur MModChannel continue
la de´livrance FIFO des paquets audio jusqu’au paquet Am car ces paquets ne de´pendent pas du paquet Vi.
Clairement, nous ne pouvons pas tole´rer des incohe´rences au-dela` d’une certaine limite : le ﬂux audio est
interrompu si, au moment ou` Am est preˆt a` eˆtre de´livre´ , Vi n’est pas encore rec¸u. Une solution pro-active
a` ce dernier proble`me est l’ajustement de la fre´quence de pre´sentation (playout rate adjustment) [KGS02] :
nous pouvons ralentir la de´livrance des paquets audio en donnant ainsi plus de temps au paquet Vi pour
arriver.
Ce me´canisme d’ajustement peut aussi eˆtre utilise´ comme re´action aux interruptions provoque´es par
les contraintes causales. Dans ces situations, un certain nombre de paquets bloque´s par une violation
causale, doivent eˆtre consomme´s plus rapidement que pre´vu. Les recherches sur ce sujet indiquent qu’une
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augmentation de la fre´quence de pre´sentation audio/vide´o jusqu’a` 25% reste souvent inaperc¸ue.
Comparaison des solutions
Dans cette section, nous analysons les performances de notre approche en la comparant avec les proto-
coles FIFO, CAUSAL et Δ-CAUSAL. Au-dela` des simulations, nous produisons des vide´os synthe´tiques
a` partir des ﬂux e´change´s pendant les expe´rimentations. Cela nous permet d’e´valuer perceptuellement








Fig. 4.47 – Performances des protocoles en terme de gigue
FIFO est un protocole point-a`-point qui ne ge`re pas la cohe´rence causale entre ﬂux provenant des
sources diﬀe´rentes. Par conse´quent, les ﬂuctuations du re´seau sur le chemin du ﬂux vide´o n’aﬀectent
nullement la de´livrance du ﬂux audio.
Le protocole CAUSAL assure une cohe´rence e´troite entre les deux ﬂux. Par conse´quent, chaque
changement intervenu dans la de´livrance d’un ﬂux aﬀectera la de´livrance de l’autre. Autrement dit, les
variations de latence du ﬂux vide´o vont aussi perturber la pre´sentation du ﬂux audio.
Le protocole Δ-CAUSAL oﬀre la cohe´rence causale pour tous les messages arrive´s au plus tard Δ
apre`s leur envoi. Ne´anmoins, tout comme pour le protocole CAUSAL, les variations de latence pour les
paquets vide´o arrive´s avant leur e´che´ance causale (Δ) vont induire e´galement une augmentation de la
gigue dans le ﬂux audio.
MModChannel (FIFO+CAUSAL) fournit une cohe´rence plus souple en essayant de maintenir une
gigue faible dans le ﬂux audio. Il accomplit ce compromis car il ne re´agit pas imme´diatement aux paquets
vide´o tardifs, tole´rant ainsi quelques incohe´rences. Δ-MModChannel (FIFO+Δ-CAUSAL) fonctionne
d’une manie`re similaire a` MModChannel pour les messages arrivant avant leur e´che´ance Δ.
Re´sultats expe´rimentaux
Outils Nous e´mulons des conditions re´seau longue-distance (WAN) dans un re´seau local (LAN) en
utilisant l’emulateur re´seau NIST Net. Cet outil permet des expe´rimentations avec diﬀe´rents parame`tres
re´seau (p.ex. de´lai, gigue, bande passante, congestion, taux de perte, duplication) sur un re´seau local
re´el, passant par un routeur Linux. Nous avons de´ﬁni, pour chaque paire de sites, des conditions de
traﬁc particulie`res (p.ex. taux de perte et de´lai) compatibles avec des statistiques Internet pre´sente´s
dans [CR06]. Sur chaque site, un participant est repre´sente´ a` travers une application de streaming.
ConditionsNous avons expe´rimente´ avec notre sce´nario de streaming d’un match de football pendant
une pe´riode de 45 secondes. Lors d’une session, nous avons e´mule´ une latence de 20±2 ms sur le chemin
A→B et un de´lai de 100±10 ms sur le chemin B→C. Les conditions re´seau sur le chemin A→C sont
de´crites dans le tableau 4.3.
Temps (sec) 0-15 15-30 30-45
Latence (ms) 100± 10 300± 50 900± 100
Taux de perte 0% 2% 5%
Tab. 4.3 – Conditions re´seau sur le chemin A→C
Caracte´ristiques des ﬂux Le ﬂux vide´o est encode´ en MJPEG a` une fre´quence d’e´chantillonnage
de 20fps et ne´cessite une bande passante de 746 Kbps. Le ﬂux audio est en format PCM et son streaming
se fait a` 128Kbps.
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Conﬁguration des protocoles Le point de´licat de notre cadre expe´rimental est le choix des bons
parame`tres des protocoles. Par exemple, la valeur de Δ doit eˆtre suﬃsamment basse pour limiter les de´lais
et en meˆme temps suﬃsamment large pour permettre un taux de perte acceptable. Nous avons choisi
Δ=1000ms. Les parame`tres pour le canal MModChannel sont : Tcausal = 400 ms et Tvideo = 800 ms.
Cela signiﬁe d’envoyer un paquet sur 16 sur le canal CAUSAL et de placer les points de synchronisation
audio 400 ms apre`s leurs correspondants vide´o.
Nous comparons cinq protocoles selon la gigue induite au ﬂux audio ainsi qu’en fonction des in-
cohe´rences causales audio/vide´o (ﬁgures 4.48 and 4.49). Nous utilisons un ajustement de la fre´quence de
pre´sentation de 25%. Les valeurs moyennes sont calcule´es sur une feneˆtre of 2.5 secondes et les re´sultats












































Fig. 4.48 – Gigue moyenne induite sur le ﬂux audio
Intervalle 0-15s Tant que le re´seau ne pre´sente pas le cas d’une ine´galite´ triangulaire, nous pouvons
observer que tous les protocoles oﬀrent des bonnes performances : faible gigue et petites incohe´rences
causales.
Intervalle 15-30s Les protocoles CAUSAL et Δ-CAUSAL assurent une cohe´rence parfaite. Malheu-
reusement, cette cohe´rence est obtenue au prix de la gigue induite sur le ﬂux audio. FIFO garde des valeurs
acceptables pour la gigue mais ne ge`re pas les possibles incohe´rences. MModChannel et Δ-MModChannel
maintiennent la gigue a` un niveau bas enregistrant des incohe´rences acceptables (maximum 500ms).
Intervalle 30-45s Le changement dramatique des de´lais re´seau aﬀectent se´rieusement la gigue audio
pour les protocoles CAUSAL et MModChannel tandis que leurs correspondants-Δ introduisent une
gigue plus faible. La gigue de´croˆıt pour le reste de cette pe´riode pour les protocoles ﬁables (CAUSAL
and MModChannel) car les paquets audio sont mis en tampon jusqu’a` l’arrive´e des paquets vide´o dont
ils de´pendent. Les protocoles partiellement ﬁables (Δ) me´morisent moins et, parce que ils attendent
tout au plus Δ les paquets tardifs, ils vont observer une gigue plus importante par rapport a` leurs
homologues ﬁables. FIFO observe une gigue minimale mais ne prote`ge pas face aux larges incohe´rences.
Tandis que les protocoles CAUSAL et Δ-CAUSAL prote`gent l’utilisateur de toutes les incohe´rences, les
deux protocoles MModChannel maintiennent la longueur des incohe´rences en dessous de 1200ms (c-a`-d.




















































Fig. 4.49 – Intervalle moyen d’incohe´rence causale entre les deux ﬂux
4.6 Conclusions
Ce chapitre a traite´ d’un proble`me de streaming rencontre´ dans les applications coope´ratives utili-
sant le streaming. La recherche des solutions a` ce proble`me nous a permis d’apporter les contributions
suivantes :
– proposition d’une re´alisation du mode`le formel des communications multimodales.
– mise en oeuvre d’une API (MModChannel) de notre re´alisation capable de ge´rer plusieurs protocoles
d’ordre partiel.
– une solution adaptative pour assurer la coordination dans les applications multime´dia collaboratives
en utilisant MModChannel ;
– une approche pour ame´liorer l’inﬂuence de la cohe´rence sur la qualite´ des ﬂux en exploitant la
tole´rance perceptuelle ;
– une plate-forme pour comparer les performances des diverses solutions propose´es pour re´soudre le
proble`me de synchronisation de groupe.
Nous avons e´galement montre´ la capacite´ du service MModChannel a` assurer un compromis entre le
degre´ de cohe´rence oﬀert a` l’application et ses couˆts, en termes de latence ou de gigue. Le service s’ave`re
utile pour les applications multime´dia pouvant supporter un degre´ variable/ﬂexible de cohe´rence.
Ne´anmoins, notre service peut eˆtre ame´liore´ a` travers une coope´ration plus e´troite avec la couche
de synchronisation temporelle. En eﬀet, meˆme si le canal multimodal de´livre les messages en respectant
les ordres logiques, les me´canismes de synchronisation au niveau du player peuvent ne pas les respecter
car ils ont leurs propres contraintes temporelles (ﬁgure 4.50). Ainsi, l’inte´gration des me´canismes de
synchronisation temporelle (intra et inter-me´dia) et de la couche de coordination multimodale fera l’objet
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Fide`lement au positionnement de cette the`se pre´sente´ dans l’introduction ge´ne´rale du document,
nous avons e´tudie´ diﬀe´rents me´canismes pour la gestion applicative de donne´es multime´dia au sein
d’environnements d’exe´cution dynamiques.
Nous avons tente´ d’ame´liorer l’acce`s aux donne´es multime´dia en termes d’adaption des contenus
de´livre´s, d’optimisation du streaming et enﬁn de cohe´rence dans un sce´nario de streaming coope´ratif.
5.1 Rappel des contributions
Nous rappelons ci-apre`s les principales contributions lie´es aux trois parties du travail.
Dans un premier temps, nous avons montre´ comment un syste`me d’information (SI) pouvait de´livrer
des contenus adapte´s aux ressources en pre´sence et a` l’utilisateur courant, dans une situation de no-
madisme. Nous avons e´tudie´ un service mobile de consultation de descriptions de ﬁlms. Les ressources
en bande passante e´tant limite´es et variables, nous avons de´fendu une ide´e de gestion conjointe des
ressources disponibles et de l’inte´reˆt de l’utilisateur. Elle consiste, par exemple, a` e´conomiser des res-
sources lorsque le comportement de l’utilisateur traduit une baisse d’inte´reˆt. Dans ce cas la`, le SI n’a
aucun inte´reˆt a` transmettre une description riche en me´dia et couˆteuse en ressources. Le passage entre
les comportements observe´s de l’utilisateur et l’estimation de son niveau d’inte´reˆt s’ope`re graˆce a` des
techniques re´centes d’e´valuation des signaux de retour implicite implicit feedback. Nous avons traduit ces
ide´es et ces principes au sein d’un cadre formel permettant de controˆler la dynamique du contexte par des
politiques de de´cision se´quentielle dans l’incertain. Les Processus De´cisionnels de Markov (observables
ou partiellement observables) permettent dans cette situation de mode´liser simplement le proble`me et
d’avoir des garanties quant a` la pertinence de la solution.
Cette meˆme de´marche me´thodologique a e´te´ adopte´e dans la seconde partie de cette the`se consacre´e
aux strate´gies de streaming adaptatif utilisant le pre´chargement. En fait, cette cohe´rence me´thodologique
provient de l’approche ge´ne´rale que nous de´fendons pour la conception d’agents d’adaption. Nos agents
doivent percevoir se´quentiellement, graˆce a` des observations, l’e´volution du contexte d’exe´cution et agir
de manie`re a` optimiser un cumul espe´re´ de re´compenses. Pour le streaming adaptatif, les re´compenses
qui encouragent les bonnes de´cisions de pre´chargement sont des re´ductions de latences. Nous avons
ainsi montre´ que des politiques optimales de pre´chargement sont caracte´risables graˆce a` la re´solution
de Processus De´cisionnels de Markov (observables ou partiellement observables). L’inte´reˆt des mode`les
de´cisionnels partiellement observables est qu’ils sont bien adapte´s a` la gestion des comportements des
utilisateurs. Malgre´ la variabilite´ des comportements d’utilisateurs issus de proﬁls distincts, le controˆle
optimal du pre´chargement reste possible. Nos politiques optimales de pre´chargment sont ainsi capables
de de´couvrir (implicitement) les diﬀe´rents proﬁls.
Dans la troisie`me partie de la the`se, nous avons e´tudie´ la cohe´rence des e´changes de ﬂux dans les
applications interactives re´parties. Le cas d’e´tude traite´ est le streaming interactif d’un e´ve´nement sportif
commente´ entre sites distants. L’he´te´roge´ne´ite´ des re´seaux, la variabilite´ de leurs performances entre les
diﬀe´rents sites soule`vent le proble`me de´licat d’incohe´rences causales. Notre re´ponse a` ces proble`mes est
base´e sur un mode`le formel pour les communications multimodales. Nous proposons une re´alisation de ce
mode`le base´e, en particulier, sur un algorithme de de´livrance original. Cet algorithme ge`re la de´livrance
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des donne´es sur plusieurs canaux d’ordre partiel. En pratique, l’API que nous avons mise en œuvre
(MModChannel) est ge´ne´rique et peut eˆtre utilise´e dans toute autre application susceptible de combiner
des communications a` ordre partiel. Dans notre cas d’e´tude ou plus ge´ne´ralement pour les applications
multime´dia interactives, les contraintes lie´es a` des ordres partiels trop couˆteux peuvent eˆtre relaxe´es graˆce
a` la prise en compte des tole´rances perceptuelles des utilisateurs. Cela constitue la dernie`re contribution
de cette partie.
Un point commun a` cet ensemble de contributions est le roˆle central que joue, dans nos travaux,
la maˆıtrise des comportements des utilisateurs. Dans la premie`re partie du travail, la de´livrance de
contenus multime´dia adapte´e selon l’inte´reˆt des utilisateurs est le point le plus innovant de cette e´tude.
Dans la seconde partie, la gestion de multiples proﬁls d’utilisateurs forme l’avance´e la plus signiﬁcative
vis-a`-vis des politiques de pre´chargement pre´ce´demment propose´es. Enﬁn, la dernie`re partie re´pond de
manie`re originale aux proble`mes de cohe´rence de la de´livrance des ﬂux de´clenche´s par les interactions
des utilisateurs. Par ailleurs, les tole´rances perceptuelles des utilisateurs sont exploite´es.
Ces contributions ont donne´ lieu a` un ensemble de publications et a` des soumissions en cours de
relecture.
– Cezar Plesca, Romulus Grigoras, Philippe Que´innec, Ge´rard Padiou. Adaptive multimodal com-
munication for multimedia. Dans : EUROMEDIA, Toulouse, 2005.
– Cezar Plesca, Romulus Grigoras, Philippe Que´innec, Ge´rard Padiou. A Flexible Communication
Toolkit for Synchronous Groupware. Dans : ICMCS 2005 (International Conference on Multimedia
Communication Systems, Montreal, p. 10-15, aouˆt 2005.
– Cezar Plesca, Romulus Grigoras, Philippe Que´innec, Ge´rard Padiou. Streaming with Causality :
A Practical Approach. Dans : ACM Multimedia 2005, Singapore, 06/11/05-11/11/05, p. 10-14,
novembre 2005.
– Cezar Plesca, Vincent Charvillat, Romulus Grigoras. Adaptation a` des contextes partiellement
observables. Dans : Inge´nierie des Syste`mes d’Information, Herme`s Science Publications, V. 11, N.
5, p. 35-59, octobre 2006.
– Cezar Plesca, Vincent Charvillat, Romulus Grigoras : A formal framework for multimedia adap-
tation revisited : a metadata perspective. Dans : BTW Workshops 2007. Multimedia Semantics -
The Role of Metadata, p. 160-178, mars 2007. (Best Paper Award).
– Cezar Plesca, Victor Patriciu, Vincent Charvillat Signal-Coherent Video Watermarking Schemes
based on Visual Cryptography Dans : EUROMEDIA’2007, April 25-27, 2007
– Cezar Plesca, Vincent Charvillat, Romulus Grigoras. Adapting Content Delivery to Observable
Resources and Semi-Observable User Interest. Rapport de recherche, IRIT/RR–2007-3–FR, IRIT,
janvier 2007. Soumis a` IEEE Trans. on Systems, Man and Cybernetics.
– Cezar Plesca, Vincent Charvillat, Romulus Grigoras. User-aware adaptation by subjective meta-
data and inferred implicit descriptors. Chapitre soumis dans l’ouvrage de synthe`se : Multimedia
Semantics - The Role of Metadata. Springer Series. A paraˆıtre en 2008.
Par ailleurs cette the`se s’est de´roule´e dans le cadre d’une cotutelle avec l’Acade´mie Technique Militaire
(ATM) de Bucarest. Pendant les mois passe´s a` l’ATM, l’auteur a pu participer aux recherches dirige´es par
le professeur Victor Patriciu. Ces recherches se situent dans le the`me ge´ne´ral de la se´curite´ informatique.
La contribution personnelle de l’auteur concerne les me´canismes de tatouage adaptatif de ﬂux vide´o. Ce
travail a donne´ lieu a` une publication annexe´e a` ce document dont les re´fe´rences sont donne´es dans la
liste pre´ce´dente.
5.2 Perspectives
Nos principales perspectives de recherche sont guide´es par l’importance capitale du contexte d’exe´cution
dans les applications multime´dia futures. Parmi les e´le´ments du contexte, le roˆle central de l’utilisateur
a e´te´ souligne´ dans nos travaux. La description des caracte´ristiques de l’utilisateur utilise classiquement
des me´ta-donne´es pour exprimer syntaxiquement les proﬁls, les pre´fe´rences ou tout autre parame`tre de
personnalisation. Au-dela` d’une repre´sentation statique, le proble`me de la ge´ne´ration automatique de
telles me´ta-donne´es est ouvert. Cette ge´ne´ration est d’autant plus diﬃcile que certaines me´ta-donne´es
sont subjectives. Dans notre travail par exemple, la variable de´cisionnelle indiquant le niveau d’inte´reˆt
de l’utilisateur est par nature subjective et seulement partiellement observable. Infe´rer des valeurs pour
des me´ta-donne´es repre´sentant l’inte´reˆt de l’utilisateur ou son proﬁl est donc de´licat.
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Malgre´ ces diﬃculte´s, nos approches d’adaptation en contexte partiellement observable nous ont per-
mis de manipuler de telles variables cache´es. Graˆce a` la de´ﬁnition des re´compenses approprie´es a` chaque
proble`me, nous avons pu substituer les valeurs des variables cache´es par des descripteurs (implicites)
forme´s par des se´quences d’observations. Par exemple, une se´quence d’interactions sugge`re un niveau
implicite d’inte´reˆt ou l’appartenance implicite a` un proﬁl.
En ce sens, nous espe´rons pouvoir utiliser notre approche d’adaptation pour proposer une me´thodologie
ge´ne´rale de proﬁling implicite. Cette de´marche est possible de`s lors que :
1. l’optimisation d’un cumul de re´compense peut eˆtre de´ﬁni et guider la conception d’un service
adaptatif,
2. conside´rer diﬀe´rents proﬁls est susceptible d’ame´liorer les performances du service.
Parmi les applications a` fort potentiel, il serait donc possible d’adapter un service de recherche d’in-
formation en proﬁlant implicitement les utilisateurs qui e´mettent des requeˆtes et consultent les re´sultats
retourne´s par le moteur de recherche. La fonction de recherche du moteur pourrait ainsi eˆtre adapte´e au
ﬁl des interactions. Les syste`mes de recommandation pourraient e´galement be´ne´ﬁcier de cette approche.
Cette dernie`re possibilite´ est d’autant plus pertinente que des syste`mes de recommandation a` base de
PDM ont de´ja` e´te´ propose´s mais, a` notre connaissance, aucun n’utilise des variables cache´es pour tenter
de caracte´riser plus ﬁnement les utilisateurs. A ces perspectives ge´ne´rales communes aux deux premie`res
parties de cette the`se, se rajoutent les perspectives plus pre´cises que nous avons e´nume´re´es a` la ﬁn des
chapitres 2 et 3.
Pour la dernie`re partie, nos futurs travaux se concentreront sur des expe´rimentations avec des ﬂux
et des sce´narii multime´dia plus complexes. En outre, nous envisageons d’inte´grer dans notre service
MModChannel des canaux associe´s a` diﬀe´rentes contraintes de ﬁabilite´ partielle. Ainsi, une premie`re
extension vers une ﬁabilite´ partielle concerne le protocole FIFO. A titre d’exemple, on peut conside´rer
satisfaisant de de´livrer un certain pourcentage de messages sur une feneˆtre glissante (par exemple 80%
des messages sur une feneˆtre de dix messages), tout en respectant l’ordre FIFO. La deuxie`me extension
pourrait porter sur la causalite´. Nous e´tudions une relaxation possible de la causalite´. Sur une feneˆtre
glissante, si un sous-ensemble de messages est de´livre´ causalement, on peut parler de causalite´ partielle.
Il serait inte´ressant de positionner cette approche par rapport aux diﬀe´rentes variantes de la Δ-causalite´.
Par ailleurs, une e´tude plus fouille´e des parame`tres permettant de quantiﬁer la tole´rance perceptuelle
lie´e a` la causalite´, serait ne´cessaire. Il est e´vident que la prise en compte ﬁne de ces parame`tres est
fortement de´pendante de l’application (jeux vide´o re´partis, travail coope´ratif, etc.). Enﬁn, notre API
MModChannel pourrait aussi eˆtre utilise´e pour assurer la coordination d’une pre´sentation streame´e plus
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Annexe A
Algorithme optimal en H/B
Dans [JWS02], Jiang et al. proposent une technique permettant d’obtenir l’optimalite´ en terme de
H/B. Nous de´crivons brie`vement l’ide´e de cette approche. Notons par PAi(t) la probabilite´ que le plus
re´cent acce`s a` l’objet i s’est produit t unite´s de temps avant. Notons e´galement par PBi(t) la probabilite´
qu’il n’y ait pas eu de mise a` jour de l’objet i depuis son dernier acce`s produit t unite`s de temps avant.
Sous l’hypothe`se que pour chaque objet i :
1. Les acce`s arrivent selon un processus de Poisson avec une fre´quence moyenne de a× pi.
2. L’intervalle de mise a` jour suit une loi exponentielle d’intervalle moyen li.
3. On posse`de un cache inﬁni sans politique de remplacement.
alors la probabilite´ de succe`s (hit) associe´e a` un objet i qui n’a pas e´te´ pre´charge´ peut s’e´crire de la




PAi(t)× PBi(t) dt =
∫ ∞
0
(1− e−apit)× e− tli dt = apili
apili + 1
On note cette probabilite´ par hi. Pour un objet pre´charge´, sa valeur est 1 car l’objet sera disponible
au prochain acce`s (les auteurs conside`rent implicitement que le transfert se fait imme´diatement). Alors :
hi =
{








Notons par si la taille de l’objet i. Si l’objet i n’est pas pre´charge´, seulement dans le cas d’un e´chec,
l’objet sera demande depuis de serveur et consommera la bande passante bwi = a× pi × (1− hi)× si. Si
l’objet i est se´lectionne´ pour eˆtre pre´charge´, alors il consommera une bande passante si/li chaque fois





si i est pre´charge´





Supposant connus les parame`tres {a, pi, li, si}, le proble`me d’optimisation peut eˆtre formule´ comme
il suit. Etant donne´ un nombre m d’objets a` se´lectionner en vue du pre´chargement, quels objets choisir





























Ceci est une variation du proble`me maximum weighted average propose´ par Eppstein et Hirschberg
dans [EH97] pour lequel les auteurs proposent un algorithme de complexite´O(n). Outre l’algorithme opti-
mal, dans [Wu06] les auteurs de´crivent aussi un algorithme glouton appelle´ H/B Greedy qui se´lectionne
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Fig. A.1 – H/B pour un total de a) 1000 objets b) 10000 objets
les objets a` pre´charger de la manie`re suivante. On calcule d’abord, pour chaque objet j,le gain en












On se´lectionne alors les m objets correspondants aux gains les plus importants. Bien qu’il s’agisse
d’une me´thode heuristique, H/B Greedy approche les performances de l’algorithme optimal, comme on
peut l’observer dans la ﬁgure A.1. Les algorithmes Good Fetch et APL sont repre´sente´s sur la meˆme
courbe car leurs de´cisions (objets a` pre´charger) sont souvent les meˆmes.
Fig. A.2 – Crite`res de performance H et B pour un total de 1000000 objets
Lorsqu’on pre´charge tous les objets dans le cache, le taux de succe`s H approche 1 au prix d’une
de´pense e´norme en bande passante. Meˆme si le pre´chargement a` base de popularite´ atteint le taux
de succe`s suivant, il entraˆıne aussi une consommation de ressources importante (voir ﬁgure A.2). Les
algorithmes Good-Fetch et APL essayent d’e´quilibrer les poids de la popularite´ et de la fre´quence de
mise a` jour dans la se´lection des objets. Par conse´quent, ils enregistrent un bon taux de succe`s a` des
couˆts modestes de bande passante. Le pre´chargement base´ sur la dure´e de vie (Prefetching by Lifetime)
se´lectionne les objets rarement mis a` jour, ce qui conduit au plus petit surcouˆt de bande passante par
rapport aux autres algorithmes. Ne´anmoins, cela implique aussi un taux de succe`s moins performant.
L’algorihme optimal (H/B Optimal) ainsi que l’heuristique propose´e (H/B Greedy) demandent le moins
de ressources pour des taux de succe`s moyens. Avant tout, ils assurent le meilleur compromis entre la





Les travaux de Tuah et al. formalisent le proble`me de pre´chargement de la manie`re suivante :
1. Mode`le d’acce`s. L’ensemble des objets atteignables au prochain acce`s est note´ par O = {1, 2, ..., N}.
A chaque objet i, on associe une probabilite´ d’eˆtre requis pi.
2. Mode`le de ressources. Chaque objet i est caracte´rise´ par sa taille si et par son temps de te´le´chargement
ri (retrieval time). Sous l’hypothe`se que toute la bande passante disponible bw est alloue´e au pro-
cessus de pre´chargement, les temps de te´le´chargement deviennent : ri = sibw . L’ensemble d’objets
pre´sents dans le cache local est note´ par C.
3. Mode`le de performance. Le crite`re de performance a` ame´liorer est la latence perc¸ue lors du prochain
acce`s.
Supposons que le temps de consommation du document courant est v (viewing time). Pendant ce
temps, plusieurs objets peuvent eˆtre pre´charge´s en utilisant toute la bande passante disponible bw.
Ne´anmoins, seuls les objets te´le´charge´s comple´tement sont retenus dans le cache et le pre´chargement est
arreˆte´ pour libe´rer toute la bande passante si une demande re´elle de l’utilisateur se produit. Une fois
que l’objet correspondant est re´cupe´re´ a` cette demande, un nouveau proble`me de pre´chargement doit
eˆtre re´solu pour de´cider les objets a` pre´charger pendant un nouveau temps de lecture v′. L’ensemble du










































































































































































































































































Fig. B.1 – Pre´chargement d’une se´quence d’objets (1, 2, ..., i, ...) dans [TKV03]
Formulation du proble`me Notons par F l’ensemble des objets pre´charge´s : F ∩ C = φ. Seuls les
objets non-pre´charge´s vont entraˆıner une latence, la latence pour un objet de´ja` cache´ ou pre´charge´ e´tant




pi × 0 +
∑
i∈F
pi × 0 +
∑
i/∈C∪F
pi × ri E(t|noprefetch) =
∑
i∈C





Ainsi, le gain en performances G par rapport au caching tout seul s’e´crit :
G = E(t|noprefetch)− E(t|prefetch) =
∑
i∈O\C
pi × ri −
∑
i/∈C∪F




Les contraintes associe´es au proble`me de pre´chargement concernent l’espace libre dans le cache Sfree
ainsi que le temps (ou la bande passante) disponible v. La formalisation du proble`me devient la suivante.




pi × ri sous les contraintes
∑
i∈F




Les auteurs de´composent alors le proble`me en deux sous-proble`mes plus simples, pour proposer une
solution approximative au syste`me sous contraintes :
1) Trouver F0 ⊂ O \ C qui maximise
∑
i∈F0
pi × ri sous la contrainte
∑
i∈F0
ri ≤ v (B.1)
2) Trouver F ⊂ F0 qui maximise
∑
i∈F
pi × ri sous la contrainte
∑
i∈F
si ≤ Sfree (B.2)
Etant donne´s les parame`tres des mode`les analytiques utilise´s ({pi, ri, bw, ...}), les deux proble`mes se
re´duisent alors a` deux proble`mes binaires du sac a` dos. Par exemple, le premie`r peut facilement s’e´crire :
Trouver xi ∈ {0, 1} qui maximisent
∑
i∈O\C
pi × ri × xi sous la contrainte
∑
i∈O\C
ri × xi ≤ v
En outre, les auteurs proposent une version de cette mode´lisation capable d’inte´grer une politique de
remplacement du cache dans la strate´gie de pre´chargement. Ils e´tudient aussi les eﬀets du pre´chargement
dans un environnement multi-utilisateur, c’-a`-d. dans des sce´narii ou la bande passante est partage´e entre
plusieurs utilisateurs. Ils concluent que pour limiter les eﬀets du pre´chargement sur tous les transferts
engage´s, seuls les objets dont les probabilite´s de´passent un seuil devraient eˆtre pris en compte dans le
processus de se´lection. Ce seuil reste a` determiner en fonction de la bande passante totale disponible et
de l’utilisation du re´seau.
Un cas particulier de ce cadre analytique a e´te´ traite´ par Alexander Pons dans [Pon05]. Il utilise
un mode`le de Markov pour estimer les probabilite´s d’acce`s pi en fonction de la page courante. Ces
objets, e´ventuellement ﬁltre´s aﬁn d’e´liminer les acce`s peu probables, sont ensuite passe´s au module de
pre´chargement qui de´cide le sous-ensemble optimal vis-a`-vis du proble`me formalise´ dans l’e´quation B.1.





















































































































































































































































































































Fig. B.2 – Pre´chargement d’une se´quence d’objets (σ(1), σ(2), ..., σ(i), ...) dans [Ang02]
150
En s’inspirant des mode`les propose´s par Tuah et al. [TKV99, TKVD02], Angermann [Ang02] pro-
pose une mode´lisation du proble`me de pre´chargement dont la solution est moins couˆteuse en terme de
complexite´ de calcul. Par rapport aux travaux de Tuah, les principales diﬀe´rences sont :
1. Chaque objet i ∈ 1, 2, ...N (de taille si et probabilite´ d’acce`s pi) peut eˆtre he´berge´ sur un serveur
diﬀe´rent, la connexion avec ce dernier se faisant sur une bande passante bwi.
2. Le pre´chargement d’une se´quence d’objets {σ(1), σ(2), ...σ(N)} est interrompu lors d’une demande
active mais on laisse dans le cache local la partie correspondante au dernier objet re´cupe´re´e. La
ﬁgure B.2 illustre cet aspect dans le cas ou` toutes les connexions ont la meˆme bande passante bw.
3. A chaque demande re´elle de l’utilisateur, on re´cupe`re l’objet demande´ (s’il est pre´sent) depuis le
cache local associe´ au proccesus de pre´chargement. Ensuite, le cache est vide´. De plus, le taille du
cache est conside´re´e comme illimite´e.
4. Le temps de lecture (viewing time) v n’est pas suppose´ constant (ou connu) mais qu’il est re-
parti ale´atoirement selon une loi de Zip [BCF+99]. Un exemple d’une telle fonction de densite´ de
probabilite´ est illustre´ dans la ﬁgure B.3.
0 v
f(v)
Fig. B.3 – Fonction de densite´ de probabilite´ (loi de Zipf) pour la re´partition du temps de lecture v
L’auteur calcule alors, pour un temps de lecture v, la latence moyenne (en fonction de la latence sans
pre´chargement) associe´ a` une permutation σ de´crivant l’ordre de pre´chargement des objets :















⎭ ri = sibwi
Les ope´rations min et max dans l’e´quation pre´ce´dente sont utilise´es pour couvrir les trois cas possibles :
a) l’objet demande´ a e´te´ pre´charge´ comple´tement b) l’objet demande´ n’a e´te´ pre´charge´ que partiellement
c) l’objet demande´ n’a pas e´te´ pre´charge´. Selon la distribution du temps de lecture v, la valeur espe´re´e





f(v)× E(t|v, σ) dv
Pour minimiser cette latence, l’auteur montre qu’il suﬃt de pre´charger les objets dans l’ordre de´croissant
de leurs probabilite´s d’acce`s. Il faut noter que la se´quence optimale de pre´chargement de´pend seulement
des probabilite´s d’acce`s et non pas des tailles ni des vitesses de connexion.
B.3 Mode`le de Khan et Tao
Khan et Tao formalisent dans [KT01, JT01] le proble`me de pre´chargement sous les hypothe`ses de
travail suivantes :
1. La bande passante bw est suppose´e constante et le pourcentage alloue´ au canal de pre´chargement
est donne´ par un parame`tre β ﬁxe´.
2. Chaque objet streamable i est de´compose´ en deux parties : une amorce bi (lead segment) et une
partie streamable (stream segment).
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3. Lorsque l’utilisateur acce`de a` un objet oi, la partie restante de l’amorce de oi est te´le´charge´e
en prenant toute la bande passante. Quand celle-ci est comple´tement te´le´charge´e, l’utilisateur
commence a` consommer le contenu en paralle`le avec un nouveau pre´chargement.
4. Le temps passe´ par un utilisateur sur un objet i est vi.
Etant donne´e une se´quence de navigation O = {o1, o2, ..., on} suivie par l’utilisateur et une se´quence
Γ = {s1, s2, ..., sn} de pre´chargement, les auteurs estiment les latences percues tout au long cette se´quence







vdj · p(sj = oi) · β · bw,
∑
j<i





La latence perc¸ue lors de l’acce`s a` l’objet oi est loi =
boi−qoi
bw . La latence cumule´e tout au long
de la se´quence devient alors L(Γ|O) = ∑i loi . On cherche alors a` trouver la se´quence optimale Γ∗ qui
minimise l’espe´rance EO(L(Γ|O)) calcule´e par rapport a` toutes les se´quences D possibles. Les auteurs
remarquent la diﬃculte´ du proble`me dans le cas ge´ne´ral d’un espace hyperme´dia et proposent une
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Visual cryptography is a visual form of information conceal-
ing. Usually, in a visual cryptography scheme, a secret im-
age is split in two or more shadow images called shares. As
for threshold schemes, the secret image is not revealed or
recovered unless a minimum number of shares are stacked
together. This paper carries out an analysis of a video wa-
termarking method based on visual cryptography. A binary
logo, representing the ownership of the host video, is re-
peatedly split into shares that are inserted into video frames.
Blind frame-by-frame strategies with respect to host data
show vulnerability against intra-video collusion attacks. We
investigate the resilience of this scheme and following the
principle of coherent watermarks, propose two alternatives
to improve it. The first method uses image signatures to
gracefully modify a pattern, i.e. the share, along a video
scene. The second strategy embeds logo shares into subse-
quent mosaic scenes. Finally, experimental results show that
the proposed schemes provide better resilience against com-
mon hostile and non-hostile attacks.
KEYWORDS
video watermarking, visual cryptography, collusion attacks
1 INTRODUCTION
Digital watermarking was initially introduced in the early
90’s as a complementary protection technology since encryp-
tion alone shows its limits. Indeed, sooner or later, encrypted
multimedia content is decrypted to be eventually presented to
human beings. At this very moment, multimedia content is
left unprotected and can be perfectly duplicated, manipulated
and redistributed at a large scale. Thus, a second line of de-
fense has to be added to address this issue. This is the main
purpose of digital watermarking which basically consist in
hiding some information into digital content in an impercep-
tible manner. Moreover, the watermark signal is closely tied
to the host data so that it should survive common procesing
operations such as digital to analog conversion, lossy/lossless
compression or filtering. The term watermarking comes from
the invisible ink used to write secret messages.
Watermarking problem is a complex trade-off between three
parameters: fidelity, robustness and capacity. Fidelity is re-
lated to the distortion which the watermark embedding pro-
cess is bound to introduce; the inserted watermark should
remain imperceptible to a human user. The robustness of a
watermarking scheme can be seen as the ability of the detec-
tor to extract the watermark from some altered watermarked
data. The capacity is the number of bits encoded by the wa-
termark. Up to now, research has mainly investigated how to
improve the trade-off between these conflicting parameters.
Digital watermarking has first been extensively studied for
still images. Today, however, many new watermarking
schemes are proposed for other media: audio, video, text
and 3D meshes. If the increasing interest concerning digi-
tal watermarking during the last years is most likely due to
the increase in concern over copyright protection of digital
content, it is also emphasized by its commercial potential.
The main applications of video watermarking and their as-
sociated purposes are [1] : copy control, broadcast monitor-
ing, fingerprinting, video authentication, copyright protec-
tion, and enhanced video coding.
Video watermarking is mostly considered as watermarking
a sequence of images. However, even if watermarking im-
ages and video is a similar problem, it is not identical. New
problems, new challenges show up and have to be addressed.
First, there are many non-hostile video processing which
are likely to alter the watermark signal. Nonhostile refers
to the fact that even content providers are likely to pro-
cess a bit their digital data for resource management rea-
sons. These video processing operations include: photomet-
ric attacks (noise addition, DA/AD conversion, transcoding,
format conversion, chrominance resampling), spatial desyn-
chronization (display formats change, changes of spatial res-
olution), temporal desynchronization (changes of frame rate)
and video editing (cut-and-splice, transition effects).
Second, resilience to collusion, a problem that has already
been pointed out for still images, becomes much more crit-
ical in the context of video [3]. Collusion attacks generally
refers to a set of malicious users merging their knowledge,
e.g. the watermarked data, to produce an unwatermarked
content. In the case of video, two types of collusion attacks
are possible : inter-video collusion and intra-video collusion.
In inter-video collusion, different watermarked versions of
the same video are combined to produce an unwatermarked
copy of the video. Intra-video collusion attacks exploit the
inherent redundancy in the video frames or in the watermark
to produce an unwatermarked copy of the video.
This paper focuses on intra-video collusion attacks which
have to be considered when analyzing the security of water-
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marking schemes. The rest of the paper is organized as fol-
lows. Section 2 presents a video watermarking scheme based
on visual cryptography whose security is evaluated against
the intra-video collusion attacks described in sections 3 and
5. To overcome its security shortcoming, we propose two
improvements. The first scheme, based on visual hash func-
tions, is detailed in section 4 and prevents classic collusion
attacks. To cope with more complex collusion attacks (sec-
tion 5) a second scheme is described in section 6. It uses
video mosacing to embed parts of a fingerprinting logo into
subsequent panoramic video scenes. The robustness and the
security of these methods are evaluated using simulations
and the results are presented in section 7. Section 8 con-
cludes the paper and gives some perspectives to this work.
2 RELATED WORK
Many video watermarking algorithms have been proposed in
the scientific literature and three major trends can be isolated
[1]. The straightforward approach is to consider a video as a
sequence of still images and to reuse an existing watermark-
ing scheme for still images. Another point of view exploits
the additional temporal dimension in order to design robust
video watermarking algorithms. The last trend basically con-
siders a video stream as some data, compressed according to
a specific video compression standard whose characteristics
are exploited to obtain efficient watermarking schemes.
Both digital watermarking and visual cryptography can in-
volve a hidden image. However, their concepts are different.
For visual cryptography, a set of share binary images is used
to protect the content of the secret image. In digital water-
marking, the hidden image is usually embedded in the host
data while preserving the quality of watermarked content.
Some research proposed joint visual cryptography and wa-
termarking algorithms that combine the merits of both ap-
proaches [6, 9]. The general principle is to represent a logo
image by several different shares and to embed these shares
into the host data using watermarking techniques. Most of
digital watermarking algorithms can be applied into such a
scheme mainly due to the random noise-like nature of the
generated shares. In line with this general idea, Houmansadr
et al. proposed in [6] a novel video watermarking method
based on visual cryptography. The remainder of this section
briefly introduces visual cryptography and their method.
2.1 Visual Cryptography
Visual cryptography is a type of cryptographic scheme to
conceal images whose secret can be decrypted without any
cryptographic computations [8]. It is a visual variant of the
k out of n secret sharing problem. One would produce trans-
parencies that contain part of the secret. Any k of the n trans-
parencies stacked on a heap would reveal the secret, but less
than k transparencies do not reveal any information. Con-
trary to watermarking, there is no host data in visual cryp-
tography. The secret is shared and can be extracted by com-
bining part of the keys. The keys have visual representations.
Let us introduce a basic 2-out-of-2 visual secret sharing
(VSS) scheme proposed by Naor and Shamir [8]. Each pixel
of a secret binary image is expanded to form two blocks SH 1
and SH2 (figure 1). A white/black pixel is shared by ran-
domly choosing one of the first/last six rows. Therefore, an
m× n binary image is concealed into two 2m× 2n shares.
Secret pixel P Stacked
White
Black
Share 2 (SH2)Share 1 (SH1)
Figure 1. A (2,2) VSS scheme using 2x2 pixels
Regarding the security of this scheme, knowing only one
share reveals nothing about its correspondent, and therefore
about the secret image. Each 2x2 block pixel could equally
correspond to either a white or a black pixel from the secret
image. Stacking the shares corresponding to a black pixel re-
sults in a 2x2 black block. In the case of a white pixel, half of
the reconstructed block are white and the remaining half are
black. Even if the stack operation induces a contrast loss of
50%, the secret image is still revealed to human eye without
performing any cryptographic computations. Original m×n
secret image can be perfectly reconstructed using a simple
rescaling algorithm from the stacked image (figure 2).
Recovered logo Share 2
Share 1
Secret logo
Figure 2. A (2,2) VSS scheme applied for ENSEEIHT logo
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2.2 Video Watermarking Method
Houmansadr et al. proposed in [6] a video watermarking
method which use the (2,2) VSS scheme presented above.
Embedding First, the video sequence is temporally scram-
bled. The permutation σ can be obtained using an m-
sequence produced by a Linear Feedback Shift Register or
more simple, using a modular scrambler. Applying the sec-
ond method, the frames are temporally scrambled as follows:
σ(i) = pi mod L+ 1 where σ(i) is the scrambled index of
i-th frame, L is the length of the sequence and p an integer
number prime relative to L.
Second, the (2,2) VSS scheme is applied to the binary logo
to obtain L/2 pairs of shares {SH1(k), SH2(k)}, k ∈
{1...[L/2]}. The logo and the shares are then transformed
from the binary format (0,1) to the signed format (-1/+1),
which leads to a zero-mean noise-like share sequence.
Third, the embedding algorithm is performed on the frames
of the scrambled video sequence in the following manner:
Fw(i) = F (i) + αSHj(k), j = i mod 2 where F (i) is
the i-th frame of the scrambled sequence, Fw(i) is the wa-
termarked frame and α the watermark strength. The permu-
tation σ serves as a private key of the owner and is used in
the detection phase. Finally, the reverse temporal scrambling
(i.e. σ−1) is applied to obtain the watermarked video.
Detection First, the watermarked video sequence gets tem-
porally scrambled to place the frames containing correspon-
dent shares adjacently. All frames are then passed through
a High Pass Filter (HPF) to strengthen the high frequency
spectrum of the watermark sequence (i.e. the shares). Af-
ter evaluating several HPFs, the authors retained the FFT
(Fast Fourier Transform) filter whose normalized cut-off fre-
quency is 0.31. The filter acts as follows: the FFT transform
of the video frame is passed through a masking stage which
drops its low-frequency components; then, the inverse FFT
transform is applied to obtain the filtered frame.
Second, for k ∈ {1, ...[L/2]} the function stack is ap-
plied subsequently to filtered frames HPF (Fw(2k − 1))
and HPF (Fw(2k)) yielding [L/2] stacked frames, namely
Fst(k). The stack function retrieves the binary logo from its
shares by computing the pixel-by-pixel minimum of the two
frames and then retaining the maximum value of each block.






HPF (Fw(2k − 1))
Figure 3. Block diagram of the stack function
Third, a measure of correlation to decide whether the video
contains the specified logo or not, is necesary. The authors
proposed to use the cosine between the stacked frame and





where Logo is the signed logo and E(X) is the energy of
X . Finally, an average on these coefficients gives a global
correlation measure, namely Corr. The closer Corr is to
one, the bigger the probability of an watermarked video con-
tent. In practice, a threshold Th is chosen and the content is
considered watermarked if Corr ≥ Th. Additionally, other
measures such as Linear Correlation Coefficient (LCC) or
Bit Error Rate (BER) could be investigated to strengthen this
decision stage.
Observations Our experiments revealed the decrease of cor-
relation coefficient in the case of video sequences contain-
ing high-frequency images. This is due to the interference
between the shares and the high-frequency spectrum of the
frame itself. Inspired by ISS (Improved Spread Spectrum)
techniques [7], we can use the encoder knowledge about the
high-frequency spectrum of the signal and enhance detector
performance by substracting a part of it, to compensate for
the signal interference. Therefore, for each frame F and its
corresponding share SH , the equation describing the embed-
ding process becomes: Fw = F − β · HPF (F ) + α · SH
where β is a fidelity parameter, 0 ≤ β ≤ 1.
We observed that using LCC as measure of correlation gives
better results then the cosine correlation. Additionally, in-
stead of averaging the correlation coefficients, better perfor-
mance can be obtained by averaging the logo estimations (i.e.
Fst(k)) and then computing the correlation with the original
logo. In this case, before computing the correlation coeffi-
cient, a denoising filter (e.g. a median or a Wiener filter)
could be applied to remove the remaining signal interference.
All these observations lead to an increase of approximately
50% in the correlation measure and will be used further.
3 INTRA-VIDEO COLLUSION ATTACKS
The basic idea behind intra-video collusion attacks is the ex-
ploitation of the redundancy, either in the host video frames
or in the embedded watermark, to estimate the redundant
component [2]. Depending on the redundancy, two types of
intra-video collusion attacks are possible.
Type I This type of collusion attack exploits the redundancy
in the embedded watermark. Due to the imperceptibility
constraint, the watermark is embedded in the spatial high-
frequency components of the host frames. The difference
between a watermarked frame and spatial low-pass filtered
version of it gives an estimate of the watermark. A refined
estimate of the watermark can be obtained by combining the
individual estimates obtained from different frames. The es-
timated watermark is then subtracted from each watermarked
frames to get an estimate of the host frames. This attack
is known as Watermark Estimation Remodulation (WER)
and is effective in visually dissimilar frames embedded with
highly correlated watermarks.
Type II This type of collusion attack is possible when vi-
sually similar frames are marked with uncorrelated water-
marks. Since such watermarks are in the temporal high-
frequency band, they can be removed by temporal low-pass
filtering the watermarked frames. This attack is generally
known as Frame Temporal Filtering (FTF) attack. This can
be expressed as: Fˆk = L(Vk), Vk = {Fi, 0 ≤ |i−k| ≤ w/2}
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where Fi is the i-th watermarked frame, w is the length of the
temporal window, L() is a temporal low-pass filter and Fˆk is
the k-th attacked frame.
Frame Temporal Averaging In the case of simple frame







Fi , 0 ≤ |i− k| ≤ w/2
Consider a simple frame by frame additive spread spectrum
watermark given by Fk = Ok +αWk , where Ok is the origi-
nal host video frame, Wk is the watermark for the k-th frame,
α is the constant embedding strength. In the case of uncorre-



















i Wi decreases to 0 because the watermarks are un-
correlated. This type of attack is effective in static scenes
where uncorrelated watermarks are embedded. The size of
the temporal window used in filtering is limited by the con-
tent of the video frames. In static scenes, large window
lengths can be used without degrading the visual quality of
the attacked video and hence the attack will be more effec-
tive. But if the video frames contain moving objects severe
blurring will occur and hence a lower window length should
be used to preserve the visual quality of the attacked video.
Signal-Coherent Watermarks To sump up, when a frame-
by-frame approach is enforced, two major embedding strate-
gies are usually observed: either the same watermark is em-
bedded in all video frames or a different independent water-
mark is inserted in each video frame. The first strategy al-
lows a malicious user to estimate the watermark by applying
WER (Type I) and thus, to obtain an unwatermarked video
content. The second strategy can be attacked by replacing a
frame by a linear combination of its neighboring ones (Type
II). Therefore, alternative strategies need to be found.
A basic principle has been enounced in [3] so that intra-video
collusion is prevented. The watermarks inserted into two dif-
ferent frames of a video should be as similar, in terms of
correlation, as the two frames are similar. In other terms, if
two frames are similar, the embedded watermarks should be
highly correlated. On the contrary, if two frames are really
different, the watermark inserted into those frames should be
unalike. In other terms, the introduced watermark has to
be coherent with the host signal.
This intuitive strategy can be seen as a form of informed wa-
termarking since it implies a dependency between the water-
mark and the frame content. Many watermarking systems
can be labeled as blind as they do not consider the data to be
watermarked. Considering the host data may have a signif-
icant impact on performance and a track suggested in [ 2] is
explored further in this paper.
An approach to obtain signal-coherent watermarks can be
done by using key-dependent image signatures [ 5]. The goal
is to obtain binary strings related with the host content, i.e.,
image signatures should be as correlated as the associated
images. They are used to generate a watermark pattern which
change smoothly with the changes in the video signal.
4 MODULATING BY FRAME SIGNATURE
Hash functions are frequently called message digest func-
tions. Their purpose is to extract a fixed-length bit-string
from a message (computer file or image) of any length. In
cryptography, hash functions are typically used in digital sig-
natures schemes for authentication and integrity purposes.
Hash cryptographic functions are ”infinitely” sensitive in the
sense that a small perturbation of the message will result in
a completely different bit-string. In applications involving
image authentication, the requirements on what should be a
digest of an image are somewhat different. Distortion in-
troduced by lossy compression or typical image processing
does not change the visual content of the image and hence-
forth does not make the image non-trustable. It would be
useful to have a mechanism that would return approximately
the same bit-string for all similar looking images, yet, at the
same time, two completely different images would produce
two uncorrelated hash strings. Such a mechanism is provided
by visual hash functions.
4.1 Visual Hash Functions
Fridrich et al. [5] proposed a method based on the follow-
ing observations: a low-frequency DCT coefficient that has a
small or large absolute value cannot be made large or small,
respectively, without introducing visible changes in the im-
age. Using a secret key K , N random matrices are generated,
with entries uniformly distributed in [0, 1]. Then, a low-pass
filter is applied to each random matrix to obtain N smooth
patterns Pi, i = 1, N . All patterns are then made DC-free by
substracting the mean from each of them. The image I is pro-
jected on each pattern Pi and the absolute value of the each
projection is compared with a threshold Th to obtain N bits
bi: |I · Pi| < Th → bi = 0, |I · Pi| ≥ Th → bi = 1. This
method has been tested on real imagery and its robustness
was established against typical non-hostile image processing
operations such as recoloring, brightness adjustment, filter-
ing, lossy compression or small noise addition.
4.2 Video Preprocess
One should note that intra-video collusion attacks could not
operate along subsequent scenes without introducing annoy-
ing visual artifacts. Therefore, our idea is to split the video
into scenes and to prevent collusion inside each scene. Scene
changes are detected by applying the histogram difference
method on the video stream. The watermarking logo is
split into two shares {SH1, SH2} using the VSS scheme de-
scribed in section 2.2. The two shares are then embedded
into subsequent scenes.
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Figure 4. Embedding a share modulated by the frame signature
4.3 Embedding and Detection
Embedding The embedding algorithm is depicted in figure
4. Consider a frame F , its corresponding share SH and the
secret owner key K . The frame is first decomposed into sev-
eral blocks whose number is specified as a scheme parameter.
The embedding procedure of each block B is the following:
1. Select the corresponding share block BSH .
2. Compute the visual hash of block B, called h(B,K).
3. Spread h(B,K) to fit the size of block BSH .
4. Modulate BSH by the spread h(B,K).
5. Amplify the modulated share block by strength α.
6. Add the modulated share block to the original block B.
The last step, not represented in the figure is the compensa-
tion of the signal interference as explained in 2.2. Summing
up, the resulting watermarked block can be written as fol-
lows: Bw = B − β ·HPF (B) + α · h(B,K)⊗BSH .
Finally, the watermarked blocks are merged to obtain the wa-
termarked frame. Inside each scene, we obtain a sequence of
watermarked frames whose marks (i.e. the modulated share)
evolve smoothly with the dynamics of the scene. The wa-
termark W inserted in each frame depends sensitively on the
secret key K and continuously on the frame F :
• W (K,F ) is uncorrelated with W (K,F ′) whenever
frames F and F ′ are dissimilar.
• W (K,F ) is strongly correlated with W (K,F ′) if F
and F ′ are similar.
• W (K, I) is uncorrelated with W (K ′, I) for K 
= K ′.
Detection On the detector side, the scenes are rediscovered
using the same method described in section 4.2. Inside a
given scene, the visual hash of each frame is computed in the
same block-by-block manner. The frame is passed through
the FFT filter described in section 2.2 to obtain a rough es-
timation of the share embedded in the current scene. These
estimations are then averaged to obtain the scene correspond-
ing share. For each pair of subsequent scenes, their shares are
stacked and the result is compared to the original logo (using
linear correlation) as described in section 2.2.
4.4 Resilience to collusion attacks
In the method proposed in [6], watermarks embedded in
neighboring frames are shares from different instantiations of
VSS scheme or even the two shares from the same VSS run.
Hence, they are uncorrelated and completely independent of
the host frames. As shown in 3, such a blind frame-by-frame
strategy with respect to host data is vulnerable against intra-
video collusion attacks.
To overcome this security lack, we presented in this sec-
tion a counter measure based on image signature. This is
an informed watermarking method as each block carries a
watermark obtained by modulating a small pattern (i.e. a
share block) with the block signature. Along a static scene,
similar blocks from subsequent frames will get (almost) the
same signature, and therefore the same watermark (figure
5). Conversely, when two corresponding blocks from two
frames are dissimilar, their signatures are completely differ-
ent and the resulted watermarks are uncorrelated. Hence-
forth, the signal-coherent watermarks are expected to survive
both types of collusion attacks.
same watermark
different watermarks
Figure 5. Correlation between corresponding blocks and their water-
marks
In order to validate our proposal, we compare the resilience
of the two methods described above against collusion attacks.
A video of 300 frames (352x288) containing two scenes with
low amount of movement was used for this experiment. The
original method presented in section 2.2 is compared with the
scheme described in this section. For the rest of the paper, the
methods are abbreviated as follows:
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1. TSS (Temporal Scrambling Shares).
2. MSFS (Modulating Shares by Frame Signature).
Four temporal FIR (Finite Impulse Response) filters were
used in FTA collusion attack. For instance, using first tem-
poral filter f=[1/6 4/6 1/6], each frame Fk is replaced by its












where Fk−1 and Fk+1 represent its watermarked neighbors.
Filter [0 1 0] [1/6 4/6 1/6] [1/3 1/3 1/3] [1/2 0 1/2]
TSS 0.913 0.853 0.432 0.350
MSFS 0.920 0.911 0.898 0.885
Table 1. Average LCC for FTA attack with different FIR filters
The coefficient of f associated with the current frame Fk de-
fines its weight when applying the filter. The first filter (e.g.
[0 1 0]) corresponds to original, non-attacked watermarked
video. If 4/6 from the original watermarked frame is con-
served in the new replacement frame, the logo survives the
attack when TSS method is used. Conversely, in only 1/3
from the watermarked signal is retained, the BER goes be-
yond 0.5 and the attack succeeds. MSFS method survives
the attack due to its signal-coherence property. The recov-
ered logos when using filter f=[1/3 1/3 1/3] are depicted in
the figure 6.
a) Temporal Scrambling b) Frame Signature
Figure 6. Recovered logos after FTA attack using [1/3 1/3 1/3] filter
Towards motion-aware attacks Frame Temporal Filtering
attack (type II) can be applied in static scenes and becomes
effective when uncorrelated watermarks are embedded in
strongly correlated frames. Nevertheless, in the case of dy-
namic scenes (moving camera/objects), temporal filtering
will cause severe visual degradations to video content. This
occurs as filtering operation does not take into account the
motion between subsequent frames. Consequently, a more
effective, motion-aware attack has to be considered for dy-
namic scenes.
5 FRAME TEMPORAL AVERAGING AFTER REG-
ISTRATION
Linearly combining neighboring frames could introduce visi-
ble artifacts if FTA attacks is applied on dynamic scenes. The
possible visual degradation is due either to camera motion or
to moving objects that are not taken into account when the
averaging frame is computed. In order to cope with mov-
ing scenes, it could be useful to register each frame with a







Ri , 0 ≤ |i− k| ≤ w/2
where Ri is the i-th watermarked frame after registration
with k-th frame. Each video frame is a projection of three-
dimensional scene and neighbor frames can be seen as differ-
ent projection of almost the same scene. Frame registration
brings all those projections onto the same reference frame so
that all the projections of a given 3D point from the scene
overlap. This allows temporal filtering without introducing
much visual distortion. The attack is known as Frame Tem-
poral Averaging after Registration (FTAR).
We focus our study on scenes whose dynamics are mainly
due to camera motion. Typically, camera motion is a com-
bination of traveling displacements (horizontal, vertical, for-
ward and backward translations), rotations (pan, roll and tilt)
and zooming effects. The mathematical model used to cap-
ture the camera motion in our registration process is based
on affine transforms.
Affine Transforms An affine transform is a linear trans-
form composed of the following geometric transformations:
translation, rotation, scaling, stretching and shearing. An
useful subset of affine transform that combines rotation and
translation is called rigid-body transform. The transformed
coordinates (x2, y2) of a pixel P (x1, y1), after translations

















The image registration problem becomes now the problem of
finding the parameter set {tx, ty, θ, s} that gives the best cor-
respondence between the two images. Obviously, this model
is quite simple and may not be accurate when the camera dis-
placement or the scene structure is very complicated. More
complex motion representations can be introduced such as
the projection model or the trifocal motion model. Never-
theless, the previous model has been used in this paper for
simplicity reasons.
Counter Measure - Scene Watermarking An approach to
cope with TFAR attack is described in [4]. Starting from the
observation that frames of a scene are several 2D projections
of the same 3D movie set, the authors use video mosaicing
to produce a temporally coherent watermark. The underly-
ing idea of the embedding strategy is to ensure that each 3D
point of the scene, and thus all its 2D projections in the video
frames, always carry the same watermark sample. We ex-
plore this idea in conjunction with our VSS scheme.
6 WATERMARKING SCENE PANORAMA
6.1 Video Mosaicing
Video mosaicing consists in aligning all the frames of a video







Figure 7. Embedding a share using video mosaicing
image provides a snapshot view of the sequence, i.e. an esti-
mation of the background of the scene if the moving objects
have been removed.
Video mosaicing is still an open issue for research and pre-
senting a state-of-the-art method to do it is beyond the scope
of this article. Rather, a straightforward approach consists in
choosing a reference frame and registering all others frames
according to this reference. The registration process can be
done using the motion model described in section 5. After
registration, each frame F is associated with a set of warping
parameters {tx, ty, θ, s}. For each frame, its warping param-
eters provide means to find, for each pixel, its location in the
mosaic.
Video Preprocess Before applying the embedding or detec-
tion algorithms, the video stream is decomposed in several
scenes following the same method described in section 4.2.
6.2 Embedding and Detection
Embedding The embedding process is explained on a pair
of subsequent scenes SC1 and SC2. The steps of the embed-
ding algorithm are:
1. Construct the mosaic MSi for each scene SCi.
2. Given [mi, ni] the size of mosaic MSi, let us note
m = max(mi) and n = max(ni) for i ∈ {1, 2}.
3. Rescale the watermarking logo to [m/2, n/2] size.
4. Apply VSS scheme to get the two shares SH1 and SH2.
5. Resize the share SHi to [mi, ni] dimensions.
6. Amplify the shares by strength α.
7. Embed the share SHi in the mosaic MSi.
Once the mosaic watermarked, each frame is replaced with
its watermarked part extracted from the mosaic. The replace-
ment is done after registering back the mosaic to the frame.
Detection The scenes are rediscovered on the detector side
using the method described in section 4.2. Then, for each
scene, its mosaic representation is computed and high-pass
filtered to obtain the correspondent share. The shares associ-
ated with subsequent mosaics are stacked together to obtain
the recovered logo. The resulting logo is then compared to
the original logo using linear correlation (cf. section 2.2).
7 EXPERIMENTAL RESULTS
7.1 Experimental Setup
In our current experiments, large panorama images have been
used to generate synthetic video scenes. Starting with a
panorama image, a frame size of w×h and a set of displace-
ments D, the synthetic scene is generated. For instance, only
integer translations have been considered for camera move-
ments. This corresponds to a tracking sideways of the camera
in front of a far static background. The scenes thus obtained
are concatenated to obtain the final video test.
Our video test sequence consists of 286 frames of size 352
x 240 and has been obtained from two large images showing
panoramic views of Calvin’s Center Art Gallery and Eiffel
Tower. The method based on video mosaicing is called fur-
ther SRWM (Share Registration from Watermarked Mosaic).
7.2 Resilience to Hostile Attacks
Type I Collusion In [3], Doe¨rr et al. show that first type of
collusion attacks (WER) succeeds only if very similar wa-
termarks are embedded into dissimilar frames (e.g. a dy-
namic scene). The three methods analyzed here do neither
exhibit such a behavior, nor the video content is highly dy-
namic. Therefore, all three methods are expected to survive
the WER attack. The average correlations after WER attack
are:
a) TSS : 0.882 b) MSFS : 0.931 c) SRWM : 954.
a) Temporal Scrambling b) Frame Signature c) Watermarking Mosaic
Figure 8. Recovered logos after WER: a) TSS b) MSFS c) SRWM
Type II Collusion The focus of our analysis is put on FTAR
attack described in section 5. Three temporal FIR (Finite Im-
pulse Response) filters were used in FTAR collusion attack.
For instance, using first temporal filter f=[1/6 4/6 1/6], each














Filter [1/6 4/6 1/6] [1/3 1/3 1/3] [1/2 0 1/2]
TSS 0.819 0.509 0.135
MSFS 0.936 0.643 0.300
SRWM 0.962 0.960 0.954
Table 2. Average LCC for FTAR attack with different FIR filters
Only SRWM method survives FTAR attack due to its
motion-aware watermarks: every point in the mosaic scene
gets the same watermark along the scene. Therefore, an av-
erage of registered neighbors frames keeps the same value of
the watermark embedded in the attacked frame. The recov-
ered logos after FTAR attack with filter f=[1/3 1/3 1/3] are
depicted in the figure 9.
a) Temporal Scrambling b) Frame Signature c) Watermarking Mosaic
Figure 9. Recovered logos after FTAR: a) TSS b) MSFS c) SRWM
7.3 Resilience to Non-Hostile Attacks
The robustness of the three methods is evaluated under non-
hostile video processing operations such as M-JPEG com-
pression, rescaling and noise corruption. The tables bellow
depicts the average results under the three non-hostile at-
tacks.
Quality Factor 90 80 75
TSS 0.850 0.713 0.520
MSFS 0.905 0.827 0.610
SRWM 0.951 0.842 0.720
Table 3. Average LCC for MJPEG compression
a) Temporal Scrambling b) Frame Signature c) Watermarking Mosaic
Figure 10. Recovered logos after compression with a Quality Factor
of 75
Scaling Ratio 0.5 1.25 2
TSS 0.689 0.886 0.692
MSFS 0.644 0.901 0.712
SRWM 0.675 0.930 0.775
Table 4. Average LCC for rescaling attack
8 CONCLUSION
This paper carries out an experimental analysis of a video
watermarking method based on visual cryptography. The
Noise Amplitude 1 3 5
TSS 0.929 0.910 0.868
MSFS 0.931 0.923 0.910
SRWM 0.957 0.885 0.734
Table 5. Average LCC for different amplitude noises
method starts by temporally scrambling the video sequence
using a secret permutation. The watermarks embedded into
the scrambled frames are shares of the owner’s mark (a vis-
ible logo) and the embedding process is done in the spatial
domain. Watermarks embedded in neighboring frames are
shares from different instantiations of VSS scheme or even
the two shares from the same VSS run. Hence, they are un-
correlated and completely independent of the host frames.
Such blind frame-by-frame strategies with respect to host
data show vulnerability against intra-video collusion attacks.
We investigate the resilience of this scheme and following
the principle of coherent watermarks, propose two alterna-
tives to improve it. The first method uses image signatures
to gracefully modify a pattern, i.e. the share, along a video
scene. The second strategy embeds logo shares into subse-
quent mosaic scenes. Finally, experimental results show that
the proposed schemes provide better resilience against hos-
tile and non-hostile attacks.
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