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ON THE COLORED HOMFLY-PT, MULTIVARIABLE AND KASHAEV
LINK INVARIANTS
NATHAN GEER AND BERTRAND PATUREAU-MIRAND
Abstract. We study various specializations of the colored HOMFLY-PT polynomial. These
specializations are used to show that the multivariable link invariants arising from a complex
family of sl(m|n) super-modules previously defined by the authors contains both the multi-
variable Alexander polynomial and Kashaev’s invariants. We conjecture these multivariable
link invariants also specialize to the generalized multivariable Alexander invariants defined
by Y. Akutsu, T. Deguchi, and T. Ohtsuki.
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Introduction
Let sl(m|n) be the special linear Lie superalgebra. In [8] the authors show that the
Reshetikhin-Turaev quantum invariant of links arising from the category of quantized sl(m,n)
modules can be modified to produce non-trivial multivariable link invariants for each m,n ∈
N∗ and c ∈ Nm+n−2. For m ≥ 2, let M0sl(m|1) be the invariant associated to sl(m|1) and
0 ∈ Nm−1. If L is a link with k components and k ≥ 2 thenM0
sl(m|1)(L) ∈ Z[q
±1, q±11 , . . . , q
±1
k ].
If k = 1 then M0sl(m|1)(L) ∈ g
−1Z[q±1, q±11 ] where g is an element of Z[q
±1, q±11 ] which does
not depend on L.
The variable q is the usual quantum parameter coming from the Reshetikhin-Turaev quan-
tum group construction. The origin of the variable qi is as follows. The isomorphism classes
of irreducible finite-dimensional sl(m|1)-module are parameterized by Nm−1×C. The invari-
ant M0
sl(m|1) is constructed by assigning the family of modules corresponding to (0, ..., 0, αi),
for αi ∈ C, on the ith component of L. The variable qi corresponds to q
αi in this construction.
These invariants associate a variable to each component of the link. There are very few
known invariants with such properties. Such invariants including the multivariable Alexan-
der polynomial and the generalized multivariable Alexander invariants {ADOm}m≥2 defined
by Akutsu, Deguchi and Ohtsuki [2]. In this paper we use various specializations of the
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HOMFLY-PT polynomial to show that the invariants {M0
sl(m|1)}m≥2 contain the multivari-
able Alexander polynomial and Kashaev’s invariants [11] (which are a specialization of the
invariants ADOm).
Using the quantum dilogarithm, Kashaev [11] defines a family of complex valued link in-
variants Km indexed by integers m ≥ 2. He then observes that the hyperbolic volume of the
complement of some simple hyperbolic knots is determined by the asymptotic behavior of
these link invariants and conjectures that this is true for any hyperbolic knot. In [15], H. Mu-
rakami and J. Murakami reformulate and strengthen Kashaev’s conjecture as follows: “The
colored Jones polynomials determine the simplicial volume for any knot.” This conjecture
has become known as the Volume Conjecture.
In making their reformulation H. Murakami and J. Murakami show that the set of gen-
eralized multivariable Alexander invariants {ADOm}m≥2 and the set of colored Jones poly-
nomials have a non-trivial intersection. Moreover, they show that this intersection contains
Kashaev’s invariants.
In Section 4 we will show that a similar result holds for the invariantsM0
sl(m|1); namely, that
the intersection of the set of multivariable link invariants {M0sl(m|1)}m≥2 and the set of colored
HOMFLY-PT polynomials contains Kashaev’s invariants. In the first half of this paper, we
extend the fact that the two variable Links-Gould invariants {LGm,1}m≥2 [12] specialize to
the Alexander polynomial [4] by showing that the invariants {M0sl(m|1)} which can be seen as
multivariable extensions of the Links-Gould invariants specialize to the Conway function ∇.
For a link L with k component and any integer m ≥ 2 the above discussion can be
summarized by the following diagram:
M0
sl(m|1)(q, q1, . . . , qk)
q= m
√−1
Th 3; ti=qmi
vvll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
qi=τ−1Th 1

q= m+1
√−1
Conj 4.7;qi=qai
((
yy %%
∇(t1, . . . , tk)
t2i=t

ADOm+1(a1, . . . , ak)
ai=m Th 4
[15]

∆(t) LGm|1(τ, q)
q= m
√−1,t=τ2m
Th 2; [4]
oo
τ=q= m+1
√−1
Th 5
// Km+1
where a solid arrow represents an equality of the link invariants after a specialization (and
possibly a renormalization) and a dotted arrow represents a similar equality which we con-
jecture to be true. For example, the down arrow in the middle of the diagram means
LGm,1(τ, q) =
(
m−1∏
i=0
(
τ−1qi − τq−i
))
Mm(q, τ
−1, . . . , τ−1)
and “Th 1” indicates that the proof of this equality is given in Theorem 1.
The construction of {M0
sl(m|1)} differs from the construction of the link invariants {ADOm}.
The definition of M0
sl(m|1) relies on ribbon categories whereas the definition of {ADOm} use
the Markov trace for the colored braid group. In both case, the standard method using ribbon
categories or the Markov trace is trivial. To over come this difficulty, both constructions rely
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on a regularization of the corresponding standard method. The dotted arrow in the above
diagram is correspond to Conjecture 4.7.
1. The Multivariable Invariant associated with sl(m|1)
In this section we show that the invariantM0
sl(m|1) is related with the Links-Gould invariant
and the Conway function.
First, let us formulate a general notation which will be used throughout. Let C be a
category such that the set of endomorphisms of an object V are a module over some ring K.
Suppose that f and g are endomorphisms of V such that f = xg where x ∈ K is a scalar.
Then we set 〈f : g〉 = x.
1.1. Uh(g)-modules. Here we recall a particular category of modules over the Drinfeld-
Jimbo quantization associated to the special linear Lie superalgebra sl(m|n). For more
details please see [6, 8] and the references within.
Set g = sl(m|n) (m 6= n) and let Uh(g) be the DJ quantization associated to g over C[[h]].
In this paper, by a Uh(g)-module we mean a topologically free Uh(g)-module of finite rank,
i.e. a module over Uh(g) which is of the form V [[h]] where V is a finite dimensional g-module.
In [6], it is shown that every g-module V can be deformed to a Uh(g)-module which we denote
by V˜ . LetM = ModUh(g) be the ribbon category of topologically free Uh(g)-modules of finite
rank and let Modg be the category of finite dimensional g-modules.
An object V˜ ofM is irreducible if EndUh(g)(V˜ ) = C[[h]] IdeV . The classical limit of V˜ is the
g-module V˜ /(hV˜ ). Denote by C : ModUh(g) −→ Modg the “classical limit” functor. Then V˜
is a deformation of V = C(V˜ ) (unique up to isomorphism).
Lemma 1.1. The deformation of an irreducible g-module is an irreducible Uh(g)-module.
Proof. If f ∈ EndUh(g)(V˜ ), the weight decomposition of V is preserved in V˜ and f respects
it. So for a highest weight vector v of V˜ , we have f(v) = xv for some x ∈ C[[h]]. Then
Ker(f − x IdeV ) is a Uh(g)-module whose classical limit is V implying Ker(f − x IdeV ) = V˜
and so f = x IdeV . 
Lemma 1.1 implies that an irreducible Uh(g)-module is determined by the underlying
irreducible g-module. Every irreducible finite-dimensional g-module has a highest weight
ν ∈ h∗ (where h is the Cartan sub-superalgebra). We denote such a module by Vν . The
set of isomorphism classes of irreducible finite-dimensional g-modules are in one to one
correspondence with the set of dominant weights. These modules are parameterized by
Nm+n−2 × C and are divided into two classes: typical and atypical. We denote the weight
corresponding to (c, α) ∈ Nm+n−2 × C as νcα and say V˜ is typical if V is typical.
1.2. The invariant M cg. Let TUh(g) be the category of M-colored ribbon graphs (that is
the category of framed oriented M-colored graph with coupons labeled by even morphisms
in M). Let Fm|n be the Reshetikhin-Turaev functor from TUh(g) to M (see [20]). In [8],
the authors introduce a renormalization Fm|n and show that this renormalization leads to a
multivariable invariant of ordered links M cg for c ∈ N
m+n−2. Let us now briefly recall this
construction.
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Let V be an irreducible module in M. Let TV ∈ TM be a (1, 1)-ribbon graph whose open
edge is oriented down and colored with V . Then Fm|n(TV ) ∈ EndM(V ) = C[[h]] IdV . Using
the notation at the beginning of this section we have that Fm|n(TV ) =
〈
Fm|n(TV ) : IdV
〉
IdV .
For the braid closure TˆV of TV (which is also its quantum trace in TM) one has Fm|n(TˆV ) =
qdim(V )
〈
Fm|n(TV ) : IdV
〉
which is zero if V is typical. Hence Fm|n is zero on any closed
ribbon graph colored by typical modules. In [8], the authors define a modified quantum
dimension which is a function d from the set of typical modules to C[[h]][h−1], which has
the property that the mapping TˆV 7→ d(V )
〈
Fm|n(TV ) : IdV
〉
is a well defined invariant of
M-colored closed ribbon graphs. We denote this invariant by F ′.
For a link L = L1 ∪ · · · ∪Lk whose components are colored by the deformations of typical
modules Vνcαi with the same integral weight c but with various complex parameters α1, . . . αk,
F ′(L) depends continuously on these k parameters. In fact it defines an unique rational
function M cg(L) ∈ Q(q, q1, . . . , qk) such that
F ′(L) = f(L).M cg(L)(q, q
α1 , . . . , qαk) (1)
where f(L) is a function depending only on the linking matrix of L (see [8]). Here we use
the notation
q = eh/2 qx = exh/2 .
When L is not a knot (i.e. if k ≥ 2), M cg(L) happens to be a Laurent polynomial in these
k + 1 variables (for knots there is a denominator coming from d). The function M cg is a
multivariable invariant of (unframed) ordered oriented links.
For g = sl(m|1), dominant weights are given by Nm−1×C which can be written in the basis
(w1, . . . , wm) of the fundamental weights. As above irreducible finite-dimensional g-modules
are denoted Vνcα (c ∈ N
m−1, α ∈ C) where Vν0α is typical iff α /∈ {0,−1, . . . , 1−m}.
Let LGm|1 be the Links-Gould invariant (see [4] and references within).
Theorem 1.
LGm|1(q−α, q) =
(
m−1∏
i=0
(
qα+i − q−(α+i)
))
M0sl(m|1)(q, q
α, . . . qα)
Proof. In [4] the Links-Gould invariant is computed using anR-matrix of Uqgl(m|1) ≃ UqT1⊗
Uqsl(m|1) (isomorphism of Hopf algebras) where UqT1 is the (co-)commutative Hopf algebra
of polynomials in one primitive variable t. They consider the 2m-dimensional minimal typical
sl(m|1)-representation V˜ν0α with highest weight αwm = (0, . . . , 0, α) (for a generic value of α)
on which t acts by some scalar. Hence, they compute the Reshetikhin-Turaev invariant of a
(1, 1)-tangle TeV
ν0α
where each component is colored by V˜ν0α with a R-matrix that, differs from
ours by a scalar and is rescaled so that the corresponding framed tangle invariant does not
depend of its framing. In other words, up to a correction for the framing the Links-Gould
invariant of a link L is given by
〈
TeV
ν0α
: IdeV
ν0α
〉
where the closer of TeV
ν0α
is the link L whose
components are all colored by V˜ν0α.
Therefore, with the convention of [4] where τ = q−α, we get that for any link L,
LGm|1(L)(τ, q) =M0sl(m|1)(L)(q, τ
−1, . . . , τ−1)/M0sl(m|1)(unknot)(q, τ
−1).
The theorem then follows from Lemma 4.8 and the fact that M0
sl(m|1)(unknot) = d(V˜ν0α). 
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Remark 1.2. Theorem 1 gives another proof that the Links-Gould invariant of a (1, 1)-
tangle T depends only of the link closure T˜ of T . (This is not trivial for tangles with several
components).
In [4] (Theorem 5) the following relation between LG and the Alexander-Conway polyno-
mial is proved:
Theorem 2. (De Wit, Ashii, Links [4]). For all integer m ≥ 2, one has
∆(L)(τ 2m) = LGm|1(τ, e
√−1pi/m)
We now prove a generalization of this theorem that shows that the invariants M0sl(m|1)
specialize to the multivariable Conway potential function. For this, we use a modified version
of Turaev’s axioms for the Conway map ([19] section 4) that the authors have proved and
used in [7]:
Lemma 1.3. The Conway function is the map uniquely determined by
(1) ∇ assigns to each ordered oriented link L in S3 an element of the field Q(t1, . . . , tk)
where k is the number of components of L.
(2) ∇(L) is unchanged under (ambient) isotopy of the link L.
(3) ∇(unknot) = (t1 − t
−1
1 )
−1.
(4) If k ≥ 2 then ∇(L) ∈ Q[t±11 , . . . , t
±1
k ].
(5) The one variable function on links with several components ∇˜(L) = ∇(L)(t, t, . . . , t) ∈
Q[t±1] is unchanged by a reordering of the components of L.
(6) (Conway Identity)
∇˜
( )
− ∇˜
( )
= (t− t−1)∇˜
( )
(7) (Modified Doubling Axiom). If L+ (resp. L−) is obtained from the link L = L1∪· · ·∪
Lk by replacing the i
th component Li by its (2, 1)-cable (resp. by its (2,−1)-cable)
then
tk∇(L
+)(t1, . . . , tk)− t
−1
i ∇(L
−)(t1, . . . , tk) =(∏
j 6=i
t
lkij
j
)
(t2i − t
−2
i )∇(L)(t1, · · · , ti−1, t
2
i , ti+1, · · · , tk)
where (lkij)i,j=1···k is the linking matrix of L.
Theorem 3. For any oriented link L with k ordered component, one has
∇(L)(qm1 , . . . , q
m
k ) = e
√−1(m−1)pi/2 M0sl(m|1)(L)(e
√−1pi/m, q1, . . . , qk).
Proof. For i ∈ N, set ti = q
m
i and M
′(q1, . . . , qk) = e
√−1(m−1)pi/2 .M0
sl(m|1)(e
√−1pi/m, q1, . . . , qk)
It is clear that M ′ satisfies the Axioms (1), (2), (4) and (5) of Lemma 1.3 (we neglect the
fact that M ′ leave a priori in the extension Q[q±1i ] of Q[t
±1
i ]). Axiom (3) also follows easily
from
M ′(q1)(unknot) = e
√−1(m−1)pi/2 .M0sl(m|1)(e
√−1pi/m, q1)(unknot) = 1/(qm1 − q
−m
1 )
where the second equality follows from Lemma 4.9.
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Let us show that the Conway Identity and the Modified Doubling Axiom hold. To do this
we need to recall the following facts. For a link L whose ordered components are colored by
V˜ν0a1 , . . . , V˜ν
0
ak
, from [8] we have that F ′ and M0
sl(m|1) are related by
M0sl(m|1)(L)(q, q
a1 , . . . , qak) = q−
P
lkij<aiwm,ajwm+2ρ>F ′(L)
= qm
P
lkijai−r
P
lkijaiajF ′(L)
(2)
where wm is the m
th fundamental weight, <,> is the symmetric non-degenerate form on
the Cartan sub-superalgebra defined in [8], and r =< wm, wm >=
m
1−m . Let us temporarily
extend the scalar to its quotient field.
Define ci ∈ N
m−1 for 0 ≤ i ≤ m as follows: c0 = cm = (0, ..., 0), ci = (0, ..., 0, 1, 0, ..., 0)
where the 1 is in the ith slot, for 1 ≤ i ≤ m − 1. One can use character formulas to show
that (see [8] (Lemma 2.8)) :
V˜ν0α ⊗ V˜ν0α ≃
m⊕
i=0
V˜i (3)
where Vi is the irreducible module with highest weight νi which is equal to ν
ci
2α+m−i−1 for
0 ≤ i ≤ m − 1 and νcm2α for i = m. Thus, with the convention that w0 = 0, we have
νi = wi + (2α+m− i− 1)wm.
We consider a 2-cable of the long Hopf link whose close component is colored by V˜ν0γ where
γ ∈ C. Its image under F is an endomorphism f of V˜ν0α ⊗ V˜ν0α:
f = F

α α
γ
 .
It acts on each simple summand V˜i of V˜ν0α ⊗ V˜ν0α by a scalar fi. These scalars have been
computed in [8] (where they are denoted by S ′(V˜ν0γ , V˜i). In particular, fi = φνi+ρ(sch(Vν0γ))
where sch is the super character of Vν0γ and φνi+ρ is a ring map. In Proposition 1.1 of [8]
we show that sch(Vν0γ ) = u
γwmχ′1 where the coefficient of u
a is the dimension of the a-weight
space and χ′1 is a linear combination of elements u
b which are indexed by the set of positive
odd roots {b}. It follows that fi = q
2γ(i−m)qr(2γ+m−1)φνi+ρ(χ
′
1) and φνi+ρ(χ
′
1) is a non-zero
Laurent polynomial in two variables evaluated at q and q2α.
Hence in a ring where the fi − fj are invertible, (for example, for irrational values of
α, γ ∈ C when q = e
√−1pi/m), the projector Pi on V˜i ≃ Im(Pi) is realized in End(V˜ν0α ⊗ V˜ν0α)
as linear combination of power of f . Hence the decomposition of Equation (3) is still valid
for q = e
√−1pi/m.
Now any endomorphism g of V˜ν0α⊗V˜ν0α acts on V˜i by some scalar gi. Hence g =
∑
i giPi. For
the braid closure P̂i of Pi, one has F
′(P̂i) = d(V˜i) and so F ′(ĝ) =
∑
i gi d(V˜i). For q = e
√−1pi/m
and 0 < j < m, one has d(V˜j) = 0 (see Lemma 4.10). So modulo the kernel of F
′, one has,
dimC(End(V˜ν0α⊗V˜ν0α)) = 2. Using this, we are going to show that for q = e
√−1pi/m, F ′ satisfies
the following two skein relations:
qmα−rα
2
F ′
( )
− q−mα+rα
2
F ′
( )
= (qmα − q−mα)F ′
( )
(4)
q2mα−rα
2
F ′
( )
− q−2mα+rα
2
F ′
( )
= (q2mα − q−2mα)Pm (5)
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where r =< wm, wm >=
m
1−m as above and all the components of the tangles are colored by
V˜ν0α.
To compute the coefficients in these two relations, one can consider the highest weight
vector v+ and the lowest weight vector v− of V˜ν0α. Their weight are respectively αwm and
(α +m − 1)wm. The vector v+ is even but the parity of v− is the parity of m. From the
character formula one can also see that v+⊗ v+ is a highest weight vector of V˜m and v−⊗ v−
is a lowest weight vector of V˜0. So the two skein relations can be checked by evaluating the
corresponding morphisms of V˜ν0α⊗ V˜ν0α on v+⊗v+ and v−⊗v−. Now the quasi-R-matrix acts
by 1 on these two vectors, so the positive braiding is simply given by
F
( )
(v+ ⊗ v+) = q
<αwm,αwm>v+ ⊗ v+
F
( )
(v− ⊗ v−) = (−1)mq<(α+m−1)wm,(α+m−1)wm>v− ⊗ v−
where the (−1)m sign comes from the parity of v−. The negative braiding acts by the inverse
values and the skein relations (4) and (5) are consequences of this.
The skein relation (4) implies that M ′ satisfies the axiom of the Conway identity.
We now use (5) to check the modified doubled axiom for the oriented link L with its k
ordered components colored by V˜ν0αi , i = 1 · · ·k. We choose a framing on L so that lkii = 0.
Hence L± can be obtain from L by replacing Li by two parallel copies modified in a small
ball as in the left hand side of (5). This gives
q2mαi−rα
2
iF ′(L+)− q−2mαi+rα
2
iF ′(L−) = (q2mαi − q−2mαi)F ′(L)
where the j-th component of L+, L− and L is colored by αj except the i-th component of L
which is colored by 2αi. Now as lkij(L
±) = lkji(L±) = 2lkij(L) for j 6= i and lkii(L±) = ±1,
the framing correction of (2) gives
tαiM ′(L+)(tα1 , . . . , tαk)− t−αiM ′(L−)(tα1 , . . . , tαk) =(∏
j 6=i
tlkijαj
)
(t2αi − t−2αi)M ′(L)(tα1 , · · · , tαi−1 , t2αi , tαi+1 , · · · , tαk)
where t = qm. Hence M ′ is the Conway function. 
2. The Hecke Category H
In this section we introduce the Hecke category and consider its relations with the ribbon
category of Uhsl(m|n)-module. We fix an integer N ≥ 3.
2.1. Definition of the Hecke category. Consider the quotient field K of the ring of
polynomials in three variable a, s and v. Let [k]s =
sk − s−k
s− s−1
for k ∈ Z and [k]s! =
[k]s[k − 1]s · · · [1]s for k ∈ N. Let R be the sub-ring of K defined by
R = Q
[
a±1, s±1, v±1,
v − v−1
s− s−1
, ([N − 1]s!)
−1
]
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We first briefly recall the definition of the R-linear category of framed oriented tangles T .
Let D2 = {z ∈ C : |z| ≤ 1} be the standard disc in C ≃ R2 and let M be the free associative
monoid in two symbol {+;−}. To (α, β) ∈ M2 we associate the oriented 0-dimensional
submanifold {(0
p
, 0), . . . , (p−1
p
, 0)} ∪ {(0
q
, 1), . . . , ( q−1
q
, 1)} ⊂ D2 × [0, 1] where p and q are the
respective length of α and β. This set of points is oriented according to α and the opposite
of β.
The set of object of T is M . The set of morphisms from α to β is the R-linear space
span by isotopy class of framed oriented tangles T in D2 × [0, 1] such that the orientation
of the boundary ∂T = T ∩D2 × {0; 1} is given by (α, β) and the framing on a point of ∂T
is given by the vector (i, 0). We denote this set of morphism by T (α, β). The composition
of T1 ∈ T (α, β) with T2 ∈ T (β, γ) is obtained by gluing the pairs (D
2 × [0, 1], T1) and
(D2× [0, 1], T2) where (D
2×{0}, β) is identified with −(D2×{1},−β). The tensor product
for objects comes from the monoidal structure of M and the tensor product of morphisms
is induced by trivial embeddings D2 × [0, 1]∐D2 × [0, 1] →֒ D2 × [0, 1].
We follow [3] to define a framed version of the Hecke category which we denote by H : H
is the quotient of T by the HOMFLY-PT skeins relations
a−1 − a = (s− s−1)
= av−1 L ∪ = v
−1−v
s−s−1 L.
We denote FH the quotient functor from T to H.
2.2. Relation with Uqsl(m|n). Let V be the standard representation of g = sl(m|n) of
dimension m + n (which is an atypical irreducible module). It is a well known fact that
Fm|n restricted to tangles whose components are all colored by V˜ satisfies a HOMFLY-PT-
type skein relation. More precisely, let FV : T −→ TUh(g) be the functor that colors each
component of a tangle with V˜ . For δ ∈ Z∗, let ψδ : R −→ Q[q±1/δ, [N − 1]q!
−1] ⊂ Q[[h]] be
the ring morphism defined by
ψδ(s) = q, ψδ(v) = q
−δ and ψδ(a) = q−1/δ.
Proposition 2.1. There exists an unique monoidal functor Fm|n : H −→ ModUh(g) such that
the following diagram is commutative
T
FH

FV
// TUh(g)
Fm|n

H
Fm|n
// ModUh(g)
.
Furthermore, Fm|n is R-linear in the following way:
∀x ∈ R, ∀T ∈ Mor(H), Fm|n(xT ) = ψm−n(x)Fm|n(T ).
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2.3. Framing and grading. There is a little difference between the framed and unframed
version of HOMFLY-PT. One recovers the unframed skein relations by taking a = v. But
this quotient makes the statement of Proposition 2.1 and the cabling process less natural.
So we prefer to use a framed version and introduce a “framing-degree” (f-deg) to make the
correspondence more clear.
The category T possess a natural Z-grading: if T is a tangle define f-deg(T ) ∈ Z as the
total algebraic number of crossing of T . For the ring elements, we consider the Z-grading
given by f-deg(a±1) = ±1, f-deg(v±1) = f-deg(s±1) = 0. Thus the spaces of morphism of
T are Z-graded vector spaces. One can easily check that the HOMFLY-PT relations are
homogeneous and thus H inherits this Z-grading. If L is a framed link with f = f-deg(L)
then FH(L) is an element of afZ
[
s±1, v±1, v−v
−1
s−s−1
]
.
3. The colored HOMFLY-PT polynomials dominate M csl(m|n)
3.1. Idempotents of the Hecke algebra. Let r ∈ N∗. The algebra H(+r,+r) is isomor-
phic to the Hecke algebra Hr of type A. The simple subfactors of Hr ⊗K are indexed by
Young diagrams λ of size |λ| = r. In other words, one has Hr ⊂ Hr ⊗K ≃
⊕
|λ|=rHλ where
Hλ is isomorphic to the ring of d(λ) by d(λ) matrices over K and d(λ) is the integer r! divided
by the product of the hook lengths of cells of λ (we say that a cell c = (i, j) ∈ N∗ ×N∗ is in
λ if j ≤ λi. Then the hook length of c is hl(c) = λi + λ
′
j − i − j + 1 with λ
′ the conjugate
partition of λ).
Following [3], we use the notation [hl(λ)]s for the product over all cells c of λ of their
quantum hook-lengths: [hl(λ)]s =
∏
c∈λ [hl(c)]s. We say that λ is R-admissible if [hl(λ)]s
is invertible in R. Then the projector on the simple subfactor of type λ is realized by
multiplication with a central idempotent of cλ ∈ Hr (cλ is the sum of the d(λ) minimal
orthogonal idempotents of type λ constructed in [1, 3]). Moreover, cλHr is isomorphic to
the ring of d(λ) by d(λ) matrices over R. For any R-admissible diagram λ, we choose a
minimal idempotent yλ of type λ (i.e. yλ ∈ cλHr). This choice is unique up to conjugation
and f-deg(yλ) = 0 (see [1, 3]).
3.2. Classical limit. Fix δ ∈ Z∗. We consider the surjective morphism of Q-algebras π
from Hr to the group ring of the permutation group Q[S(r)] given by:
π(a) = 1, π(v) = 1, π(s) = 1, π
(
v − v−1
s− s−1
)
= −δ.
Then π(yλ) is a minimal idempotent of the simple factor of Q[S(r)] of type λ. We now
use the super version of the Schur functors “SλV ” in the following proposition which is the
quantum analog of a theorem of Sergeev ([17] Theorem 2):
Proposition 3.1. Fm|n(yλ) is a minimal projection on an irreducible Uh(g)-module S˜λV ⊂
V˜ ⊗r. Write λ = (λ1, λ2, λ3, . . .) (with λi ≤ λi+1 and λi = 0 for i >> 0) and denote by
λ′ = (λ′1, λ
′
2, λ
′
3, . . .) the conjugate partition of λ and λ
′′
i = max(λ
′
i −m, 0). Then,
(1) if λm+1 > n then S˜λV = 0.
(2) If λm+1 ≤ n then S˜λV is a deformation of an irreducible g-module with highest weight
(λ1 − λ2, λ2 − λ3, . . . , λm−1 − λm, λm − λ′′1, λ
′′
1 − λ
′′
2, λ
′′
2 − λ
′′
3, . . . , λ
′′
n−1 − λ
′′
n).
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(3) In particular if λm+1 ≤ n and λm ≥ n then V˜
λ has highest weight (λ1 − λ2, λ2 −
λ3, . . . , λm−1 − λm, λm − λ′1 +m, λ
′
1 − λ
′
2, λ
′
2 − λ
′
3, . . . , λ
′
n−1 − λ
′
n)
Proof. Recall that C the functor “classical limit” is obtained by sending h to zero:
C : ModUh(g) −→ Modg given by V˜ 7→ V˜ /(hV˜ ).
In the following, we will identify the g-module V with C(V˜ ). The representation of Hr ≃
H(+r,+r) given by C ◦ Fm|n factor as ρ ◦ π where π : Hr −→ Q[S(r)] is the projection of
Hr onto the group ring of the permutation group S(r) and ρ is the super representation of
S(r) in V ⊗r (this is true because the universal R-matrix of Uh(g) is 1 modulo h).
Since π(yλ) is a minimal idempotent of the simple factor of Q[S(r)] of type λ, ρ ◦ π(yλ)
is a projection on an irreducible g-submodule SλV of V ⊗r (see [17]). Hence Fm|n(yλ) is
a projection on a Uh(g)-module S˜λV ⊂ V˜
⊗r whose classical limit is SλV . Since SλV is
irreducible it follows that S˜λV is irreducible. The theorem then follows from the description
of the gl(m|n)-module SλV made by Sergeev ([17] Theorem 2). 
If L = (L1 ∪ · · · ∪ Lk) is a framed oriented link with k components, and λ
∗ = (λ1, . . . , λk)
is a k-tuple of R-admissible Young diagrams, one can define the λ∗-satellite of L, denoted
satλ∗(L), as the linear combination of links obtained by replacing a regular neighborhood of
Li by a torus that contains the braid closure of yλi, for each 1 ≤ i ≤ k. Suppose now that
L is the closure of the (unique up to isotopy) (1, 1)-tangle cut(L, Li) ∈ T (+,+) obtained by
opening the component Li. Then cut(L, Li) inherits the coloration λ
∗ and one can define
the λ∗-cable of cut(L, Li) as satλ∗(cut(L, Li)) ∈ T (+|λ
i|,+|λ
i|).
A simple count shows that f-deg(cut(L, Li)) = f-deg(L) and
f-deg(satλ∗(cut(L, Li))) = f-deg(satλ∗(L)) =
t|λ∗|.lk(L).|λ∗|
where lk(L) is the linking matrix of L and |λ∗| is the vector column (|λ1|, |λ2|, . . . , |λk|). As
yλi is an idempotent in H,
FH(satλ∗(cut(L, Li))) ◦ yλi = yλi ◦ FH(satλ∗(cut(L, Li))) = FH(satλ∗(cut(L, Li))).
Now since yλi is minimal, we have FH(satλ∗(cut(L, Li))) = x.yλi for some scalar x ∈ R. Thus,
using the convention given at the beginning of Section 1 we have x = 〈FH(satλ∗(cut(L, Li))) : yλi〉.
Definition 3.2. For any k-component framed oriented colored link L whose coloring is given
by a k-tuple of R-admissible Young diagrams λ∗ we define
H(L, λ∗) = FH(satλ∗(L)), H ′(L, λ∗, Li) = 〈FH (satλ∗(cut(L, Li))) : yλi〉 .
We call H the colored HOMFLY-PT polynomial and H ′ the reduced colored HOMFLY-PT
polynomial.
Also remark that H(L, λ∗) = H ′(L, λ∗, Li).H(unknot, λi).
Remark 3.3. (1) As shown in [1] the twist acts on yλ by the scalar
θλ = a
|λ|2v−|λ|s2n(λ)
where n(λ) =
∑
(i,j)∈λ j− i =
∑
i(λi−λ
′
i) (the first sum runs over the coordinates of
the cells in the young diagram λ). So one can re-normalize the colored HOMFLY-PT
polynomial to get an invariant of colored oriented link (not framed). For example, if
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all the component of a framed link are colored with the same λ then let w be the total
linking number of L (the algebraic number of crossing of L) and so, θ−wλ H(L, λ
∗) is
an invariant of the underlying oriented link.
We can define similarly with the same correction an unframed version of H ′. Remark
that these two unframed invariants are computed with framing degree 0 elements of
H and so they are elements of Q(v, s).
(2) In the case of a knot (that is if there is only one component), it follows from [14] that
H ′(L, λ, L) is always a Laurent polynomial in the variables a, v, s but this is not true
for links with several components, even for the Hopf link (see [13]).
Proposition 3.4. For any framed oriented link L with k components and any k-tuple λ∗ =
(λ1, . . . , λk) of R-admissible Young diagrams, one has
(1) ψm−n(H(L, λ∗)) =
〈
Fm|n(L; V˜ λ
∗
) : IdC[[h]]
〉
(2) ψm−n(H ′(L, λ∗, Li)) =
〈
Fm|n
(
cut(L, Li); V˜
λ∗
)
: Fm|n (yλi)
〉
(3) So, if Sλ
i
V is typical then
ψm−n
(
H(L, λ∗)
H(unknot, λi)
)
= ψm−n (H ′(L, λ∗, Li)) =
F ′m|n((L; S˜
λ∗V ))
d(S˜λiV )
where (L; S˜λ∗V ) denote the link L ∈ TUh(g) with its i
th component colored by S˜λiV , for all
1 ≤ i ≤ k.
Proof. The proof of (1) follows from the commutative diagram in Proposition 2.1. For
(2) we have FH(satλ∗(cut(L, Li))) = x.yλi for some x ∈ R. Proposition 2.1 implies that
Fm|n(x.yλi) = ψm−n(x)Fm|n(yλi). Now Proposition 3.1 states that Fm|n(yλ) is a minimal
projection on an irreducible Uh(g)-module S˜λV ⊂ V˜
⊗r. Thus, the commutative diagram of
Proposition 2.1 implies (2). Finally, (3) follows from (2) and the definition of F ′m|n, since
all three quantities in the statement correspond to the scalar associated to the (1,1)-tangle
whose closure is L. 
Remark that the first two statements of the proposition are still valid when n = 0, i.e.
when g is the Lie algebra sl(m).
Corollary 3.5. Let L be an oriented link with k ordered components. The multivariable
invariant M c
sl(m|n)(L) associated with sl(m|n) and c ∈ N
m+n−2 is determined by the infinite
family of colored HOMFLY-PT polynomials of L.
Proof. First remark that for fixed c there is finitely many α such that V˜νcα is an atypical
module. So there exists a Kc ∈ N such that, for all a ∈ N, with a ≥ Kc we have V˜νca is
typical. Now, for i = 1, ..., k, let ai ∈ N such that ai ≥ Kc. Then M
c
sl(m|n)(L)(q, q
a1 , . . . , qak)
is determined by the linking matrix of L and by F ′m|n(L; (V˜νca1 , . . . , V˜νcak )) as all the modules
V˜νcai are typical.
Since M c
sl(m|n)(L)(q, q1, . . . , qk) (resp. M
c
0(q, q1)M
c
sl(m|n)(L)(q, q1) if k = 1, where M
c
0(q, q1)
is defined in the Appendix) is a Laurent polynomial, it is determined by the infinite family of
polynomials M c
sl(m|n)(L)(q, q
a1, . . . , qak) for ai > Kc. Hence to prove the corollary it suffices
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to show that when ai ≥ Kc the invariant F
′
m|n(L; (V˜νca1 , . . . , V˜νcak )) can be computed from the
colored HOMFLY-PT polynomial of L.
To prove this let a ∈ N, with a ≥ Kc and choose (l
′, l) ∈ N2 such that m + n + l′ −
(m + l +
∑m+n−2
j=m cj) = a, where c = (c1, ..., cm+n−2). Let µ1 = (
∑m−1
j=i cj)i=1···m and µ2 =
(
∑m+n−2
j=m−1+i cj)i=1···n. We construct the partition
λ =
n+ l′, . . . , n+ l′︸ ︷︷ ︸
m
 + µ1
 ∪ n, . . . , n︸ ︷︷ ︸
l
∪ µ′2.
where µ′2 is the conjugate partition of µ2
i.e. λ =
l
m
n l′
µ′2
µ1
Then one has λi− λi+1 = ci for i = 1, . . . , m− 1 and λ
′
i− λ
′
i+1 = cm−1+i for i = 1, . . . , n− 1.
Furthermore, λm = n + l
′ ≥ n and λm+1 ≤ n. Thus the module S˜λV is isomorphic to V˜νca .
This with (3) of Proposition 3.4 completes the proof. 
4. Rank-Level duality in H and Kashaev’s invariant
Throughout this section, N is an integer greater than 2 and ξ = e
√−1pi/N is the primitive
2N root of 1. In [2] an invariant of links L whose components are colored by complex
numbers is defined. This invariant come from the Reshetikhin-Turaev functor of tangles
colored by Uq(sl(2))-finite dimensional modules when q is a root of unity (see [16, 9]). More
precisely, each component of L shall be colored with the nilpotent representation of Uq(sl(2))
with highest weight the complex number associated to it.
Definition 4.1. Let ADON be the ordered oriented link invariant defined for a link L with
k components and linking matrix lkij by
ADON(L)(a1, . . . , ak) = q
−P lkijai(aj+2−2N)/2ΦNL (a1, . . . , ak)
where q = e
√−1pi/N , ai ∈ C and ΦNL is the framed ordered link invariant given in [16].
The invariant ADON is a slightly modified version of the analogous invariant constructed
in [2]. Contrary to [2, 15], here we require that the two dimensional representation of Uq(sl2)
has weight 1.
Theorem 4 (H. and J. Murakami, [15], Theorems 4.9 and 2.1). For all N ≥ 2 and for any
link L
KN (L) = JN(L)|q=ξ = ADON(L)(N − 1, . . . , N − 1).
The colored Jones polynomial can be computed as the sl(2) specialization of the colored
HOMFLY-PT polynomial. The representation of sl(2) used by Murakami is the N − 1th
symmetric power of the standard representation of sl(2), i.e. the representration S[N−1]V
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where [N − 1] stands for the partition of N − 1 consisting in only one part (or the young
diagram with only one row) and V is the standard representation of dimension 2. Hence,
Theorem 4 can be restated as follows.
Proposition 4.2. Let L be an ordered oriented link with k components. As before we fix a
framed representant of L and we still denote it by L. Then
ψ2
(
(θ[N−1])
−wH ′(L; ([N−1],...,[N−1]︸ ︷︷ ︸
k
);Li)
)∣∣∣∣∣∣
q=ξ
= KN(L)
where [N−1] stands for the young diagram corresponding to the one part partition of N −1, w
is the sum of all the linking numbers of L and (θ[N−1])
−w is the framing correction as given
in Remark 3.3 (1), i.e. θ[N−1] = a
(N−1)2v−(N−1)s(N−1)(N−2).
Proof. We can apply statement (2) of Proposition 3.4 to sl(2). As we said, the N − 1th
symmetric power of the standard representation of sl(2) is the N -dimensional irreducible
sl(2)-module whose deformation is used to compute JN(L). We just need to make the
standard correction of H ′ so that it is a link invariant (i.e. framing independent). 
We now introduce a symmetry of H that leads to the rank-level duality of modular cate-
gories of type A.
Definition 4.3. Let Θ : R −→ R be the ring involution defined by
Θ(s) = s−1 Θ(a) = −a Θ(v) = −v
We extend Θ to an involutive functor Θ : T −→ T that fixes the tangles.
Proposition 4.4. The involution Θ induces a well defined involutive Q-linear endo-functor
of H such that Θ(yλ) is a minimal projector of type λ
′ and thus for any framed link with k
components,
Θ(H(L, λ∗)) = H(L, λ∗′) and Θ(H ′(L, λ∗, Li)) = H ′(L, λ∗
′, Li)
where λ∗′ is the k-tuple of the conjugate young diagrams of λ∗.
Proof. First, Θ is well defined on H because Θ fixes the HOMFLY-PT skein relations. In
[1, 3] the symetrizer and antisymetriser of Hr are defined respectively by:
fr =
1
[r]s!
s−r(r−1)/2
∑
pi∈S(r)
(a/s)−l(pi)wpi
and gr =
1
[r]s!
sr(r−1)/2
∑
pi∈S(r)
(−as)−l(pi)wpi
where wpi are braids of length l(π) (the positive permutation braids). Clearly Θ(fr) = gr
and Θ(gr) = fr. Now if λ = (λ1 = l, λ2, . . . , λk) is R-admissible, then so is its conjugate
partition λ′ = (λ′1 = k, λ
′
2, . . . , λ
′
l) (because [hl(λ)]s = [hl(λ
′)]s). Furthermore, cλHr is the
intersection of the two two-side ideals of Hr generated by fλ1 ⊗ · · ·⊗ fλk and gλ′1 ⊗ · · · ⊗ gλ′l.
Hence Θ(cλHr) = cλ′Hr and so Θ(yλ) is a minimal idempotent of type λ
′. 
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Lemma 4.5. For any element x ∈ Q(s)[v±] without a pole at s = ξ, we have
ψδ ◦Θ(x)|q=ξ = ψN−δ(x)|q=ξ¯ (6)
where ξ¯ is complex conjugation of ξ. Consequently, if the k-tuple of young diagrams λ∗ satisfy
|λi| < N for i = 1 · · ·k, then for a framed link with k components colored by λ∗, one has
ψδ((a
−1v)wH ′(L, λ∗, Li))
∣∣
q=ξ
= ψN−δ((a−1v)wH ′(L, λ′
∗
, Li))
∣∣
q=ξ¯
where w = t|λ∗|.lk(L).|λ∗| = f-deg(H ′(L, λ∗, Li))
Proof. Equation (6) follows from a direct calculation. If all young diagrams have size less
than N , there will be no pole at s = ξ in the expression of the associated idempotents yλi.
The factor (a−1v)w is invariant by Θ and (a−1v)wH ′(L, λ∗, Li) ∈ Q(s)[v±1]. Then the last
statement of the lemma follows from Equation (6). 
Lemma 4.6. Let V be the standard representation of sl(N − 1|1) and [1,N−1] = [1, 1, . . . , 1]
be the N − 1 parts partition of N − 1 (or the young diagram with only one column). Then
S[1
,N−1]V = ΛN−1V = V 01 is the typical representation of sl(N − 1|1) with highest weight
(0, . . . , 0, 1). Its modified quantum dimension d has the following properties
dsl(N−1|1)(V˜
0
1 ) =
N−1∏
i=1
(qi − q−i)−1 = {N − 1}!−1
dsl(N−1|1)(V˜ 01 )
∣∣∣
q=ξ
=
e−
√−1(N−1)pi/2
N
.
Proof. The first statement follows from Proposition 3.1. The formulas for d are taken from
[8]. 
Theorem 5. Let L be an oriented link. Let M0
sl(N−1|1) as defined in [8] and ξ = e
√−1pi/N .
Then
KN(L) = N e
√−1(N−1)pi/2 M0sl(N−1|1)(L)(ξ¯, ξ¯, . . . , ξ¯) = LG
N−1|1(L)(ξ, ξ¯).
Proof. Let L be an ordered link. Fix a framed representant Lf of L. We consider the
following three colorings of Lf . Let L
′ be Lf with all its components colored by the module
V˜ν01 . Let L
′′ (resp. L′′′) be Lf colored by the young diagram corresponding to the N − 1
parts (resp. to the one part) partition of N − 1. Let w is the sum of all the linking numbers
of Lf . Let θ[1,N−1] and θ[N−1] be the values of the twist for the colored HOMFLY-PT given
in Remark 3.3 (1) and let θ01 be the value of the twist on V˜ν01 .
With this notation we have
N e
√−1(N−1)pi/2 M0
sl(N−1|1)(L)(ξ¯, ξ¯, . . . , ξ¯) = dsl(N−1|1)(V˜ν01 )
−1(θ10)
−wF ′(L′)
∣∣∣
q=ξ¯
= ψN−2
(
θ[1,N−1])
−wH ′(L′′)
)∣∣
q=ξ¯
= ψ2
(
Θ((θ[1,N−1])
−wH ′(L′′)
)∣∣
q=ξ
= ψ2
(
(θ[N−1])−wH ′(L′′′
)
)
∣∣
q=ξ
= KN(L)
where the first equality follows from the definition of M0
sl(N−1|1) and Lemma 4.6, the second
from Proposition 3.4 (3), the third from Lemma 4.5, the fourth from Proposition 4.4 and
the last equality follows from Proposition 4.2. 
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We are lead to the following conjecture.
Conjecture 4.7. Let ξ = e
√−1pi/N then M0sl(N−1|1)(L)(ξ, ξ
a1, . . . , ξac) = ADON(a1, . . . , ac).
Appendix
In this appendix we set g = sl(m, 1). In Lemma 3.2 of [8] we define two Laurent polyno-
mials M c0 ∈ Z[q
±1] and M c1 ∈ Z[q
±1, q±11 ] and show that
d(Vνcα) =
M c0(e
h/2)
M c1(e
h/2, eαh/2)
where c ∈ Nm−1, α ∈ C. When c = 0 we have M01 (q, q1) =
∏m−1
i=0 (q1q
i − (q1q
i)−1) and
M00 (q) = 1. Therefore, we have the following lemma.
Lemma 4.8. d(V˜ν0α) =
1Qm−1
i=0 (q
α+i−q−(α+i)) .
Now a direct calculation gives the following lemma.
Lemma 4.9. M01 (e
√−1pi/m, q1) = e
√−1(m−1)pi/2(qm1 − q
−m
1 ).
Let Vl be the g-modules determined by Equation 3. For 0 < l < m we have Vl = Vνcl2α+m−i−1
where cl is the l-tuple with a 1 in the l slot and 0 everywhere else.
Lemma 4.10. When q = e
√−1pi/m we have d(Vl) = 0 for 0 < l < m.
Proof. Using the notation and results in the Appendix of [8] we have
ρ =
∑
(m− i)ǫi, < ρ, ǫi − ǫj >= j − i, < wk, ǫi − ǫj >=
{
1 if i ≤ k < j,
0 else.
These equalities and the fact that the Laurent polynomialsM c0 andM
c
1 are equal to particular
specializations of elements in the group ring of the weight lattice (see Lemma 3.2 of [8]) imply
M cl0 (q) =
{m}!
{l}!{m− l}!
=
∏l
i=1
∏m
j=l+1 {j − i+ 1}∏l
i=1
∏m
j=l+1 {j − i}
.
Therefore, when q = e
√−1pi/m we have d(Vl) = M
cl
0 (q)/M
cl
1 (q, q
2α+m−l−1) = 0. 
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