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We consider a quasi-linear parabolic (possibly, degenerate) equa-
tion with nonlinear dynamic boundary conditions. The correspond-
ing class of initial and boundary value problems has already been
studied previously, proving well-posedness of weak solutions and
the existence of the global attractor, assuming that the nonlineari-
ties are subcritical to a given exponent. The goal of this article is to
show that the previous analysis can be redone for supercritical non-
linearities by proving an additional L∞-estimate on the solutions.
In particular, we derive new conditions which reﬂect an exact bal-
ance between the internal and the boundary mechanisms involved,
even when both the nonlinear sources contribute in opposite direc-
tions. Then, we show how to construct a trajectory attractor for the
weak solutions of the associated parabolic system, and prove that
any solution belonging to the attractor is bounded, which implies
uniqueness. Finally, we also prove for the (semilinear) reaction–
diffusion equation with nonlinear dynamic boundary conditions,
that the fractal dimension of the global attractor is of the order
ν−(N−1) , as diffusion ν → 0+, in any space dimension N  2, im-
proving some recent results in Gal (2012) [23].
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Let us consider the following partial differential equation
∂tu − div
(
a
(|∇u|2)∇u)+ f (u) = h1(x), (1.1)
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C.G. Gal / J. Differential Equations 253 (2012) 126–166 127in Ω × (0,+∞), where Ω is a bounded domain in RN , N  1, with smooth boundary Γ := ∂Ω , a
is a given nonnegative function, and f and h1 are suitable functions. The mathematical literature
regarding Eq. (1.1) subject to all kinds of homogeneous boundary conditions is fairly vast. We recall
that global well-posedness results for (1.1) with Dirichlet or Neumann type of boundary conditions
can be found in [1,6–8] (see also [3,5,9,37,46,52]). In addition, the analysis of dissipative dynamical
systems generated by equations like (1.1) was carried out in a number of papers mainly devoted to
the asymptotic behavior of strong solutions [2,8,31,41], and to establish the existence of global and/or
exponential attractors (see, for instance, [1,9,15,37,46,52]). For other classical results concerning the
long-term dynamics of (1.1) we also refer the reader to [6,15].
All the mentioned results are mainly concerned with standard boundary conditions (that is, Dirich-
let’s and/or Neumann’s). Let us now consider dynamic boundary conditions of the form
∂tu + b(x)a
(|∇u|2)∂nu + g(u) = h2(x), (1.2)
on Γ × (0,+∞), where g and h2 are suitable functions deﬁned on Γ , and b ∈ L∞(Γ ), b  b0 > 0.
This type of boundary conditions arises for many known equations of mathematical physics. They are
motivated by problems in diffusion phenomena [12,13,18,19,22,30,49,51], reaction–diffusion systems
in phase-transition phenomena [10,25,26,47], special ﬂows in hydrodynamics [32,39], models in cli-
matology [40], and many others. For possible physical interpretations of (1.2) for problem (1.1), we
refer the reader to [24] (cf. [30] also).
Problems such as (1.1)–(1.2) have already been investigated in a number of papers [11,16,17,27,
36,49]. Constantin and Escher deal with non-degenerate boundary value problems with smooth non-
linearities (in particular, 〈a(|ξ |2)ξ, ξ〉  c|ξ |2, with c > 0) and show that unique (classical) maximal
solutions exist in some Bessel potential spaces [16,17]. Such results enable the authors to investigate
other qualitative properties concerning global existence and blowup phenomena (see, also [11]). These
results are also improved by Meyries [36], still in the non-degenerate case, by assuming more general
boundary conditions and by requiring that f (s)/s and g(s)/s are dissipative as |s| → ∞. A ﬁrst anal-
ysis, which aimed at deducing only a minimal number of assumptions on the data and nonlinearities,
was done in [27] by assuming that f and g are subcritical polynomial nonlinearities and by allowing
a(s) to have a polynomial degeneracy at zero. For instance, one can take
a(s) = |s|(p−2)/2, for p = 2. (1.3)
In particular, we proved that problem (1.1)–(1.2) with a(s) as in (1.3), subject to square-integrable ini-
tial data u|t=0 = u0 is well-posed, and then we established the existence of a global attractor bounded
in W 1,p(Ω). Well-posedness for problem (1.1), (1.2) for a(s) = |s|(p−2)/2, assuming monotone func-
tions f , g was considered in [49]. The non-degenerate case a(s) ≡ ν > 0 when g = 0, is discussed in
detail in [23]. The stationary case associated with (1.1)–(1.2) is treated in [29].
It is well known that when at least one of the source terms, the bulk nonlinear term f or the
boundary term g is present in (1.1)–(1.2), conditions can be derived on their growth rates which imply
either the global existence of solutions or blowup in ﬁnite time [21]. Namely in the non-degenerate
case, for λ,μ ∈ {0,±1} with max{λ,μ} = 1, f (s) := −λ|s|r1−1s and g(s) := −μ|s|r2−1s, solutions of
∂tu − νu + f (u) = h1(x), in Ω × (0,+∞), (1.4)
subject to the dynamic condition
∂tu + νb∂nu + g(u) = h2(x), on Γ × (0,∞), (1.5)
are globally well-deﬁned, for every given (suﬃciently smooth) initial data u|t=0 = u0, if r1r2 > 1 and
λr1 + μr2 > 0. Furthermore, [21] shows that if we further restrict the growths of r1, r2 so that r1 <
(N + 2)/(N − 2) and r2  N/(N − 2), then the global solutions are also bounded. On the other hand,
if λ = 0, μ = 1, then some solutions blow up in ﬁnite time with blowup occurring in the L∞-norm
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and λ = 1, then some solutions blow up in ﬁnite time with a blowup rate which depends on r1 and
u0 (see [4]). The occurrence of blowup phenomena is closely related to the blowup problem for the
ordinary differential equation
ut + h(u) = 0, (1.6)
where either h = f or h = g . More precisely, it is easy to see that solutions of the ODE (1.6) are
spatially homogeneous solutions of either Eq. (1.4) or Eq. (1.5), and so if these solutions blow up in
ﬁnite time so do the solutions of (1.4), (1.5) (see [43] for further details, and additional references).
Similar results showing the same behavior are also derived for the parabolic system (1.1)–(1.2) in [48],
stating suﬃcient conditions for the functions a, f and g so that blowup in ﬁnite time occurs in the
L∞-norm. In particular, it was shown, for odd functions f , g and initial data u0 ∈ L∞(Ω) ∩ W 1,p(Ω)
and some additional conditions on u0, that there are solutions that blow up in ﬁnite time with an
upper bound on the blowup time which can be determined precisely.
The main goal of this paper is to deduce more general conditions (when compared to conditions
deduced in [11,16,17,22,27,36,49,53,54]) on the reactive and radiation terms f and g , respectively,
which imply that problem (1.1)–(1.2) is dissipative in a suitable sense, and that it possesses a (pos-
sibly, ﬁnite dimensional) global attractor which characterizes the long-term behavior of the parabolic
system under consideration. Recently in [43] (see also [55] for some extensions), the authors have
considered the semilinear parabolic equation (1.4) subject to nonlinear Robin boundary conditions
ν∂nu + g(u) = 0 on Ω × (0,+∞), (1.7)
and they derived suﬃcient conditions on f and g , which imply dissipativity for such problems. In
particular, they have obtained a general balance between f and g , allowing for a real competition
between both the two nonlinear mechanisms which may work in opposite directions, one ﬁghting for
blowup in ﬁnite time, the other for dissipativity. Then, they also proved the existence of a compact
attractor in H1(Ω), assuming that the growth of f and g is subcritical. Their method relies essentially
on the fact that problem (1.4), (1.7) possesses a Lyapunov functional, which can then be used to show
either dissipativity of (1.4), (1.7), by exploiting some Poincaré-type inequality (see (2.9) below), or
blowup of some solutions.
Our goal is to extend these results in several directions, by working instead with a class of degen-
erate parabolic equations, such as (1.1), and then by subjecting (1.1) to dynamic boundary conditions
of the form (1.2). Moreover, we also wish to consider nonlinearities with arbitrary polynomial growth
at inﬁnity. We aim to construct weak (energy) solutions with the help from a different (than in [27])
approximation scheme, which is based on the existence of classical (smooth) solutions for a (strictly)
non-degenerate system associated with (1.1)–(1.2). Let F and G be the primitives of f and g , re-
spectively, such that F (0) = 0, G(0) = 0. Even though a natural energy functional exists for suitable
approximates of the problem (1.1)–(1.2), at the moment it is not clear how to prove that this energy
(see [27, (1.5)]), namely,
EΩ,Γ (u) :=
∫
Ω
[
a
(|∇u|2)|∇u|2 + F (u) − h1(x)u]dx+ ∫
Γ
[
G(u) − h2(x)u
]dS
b
,
is in fact a Lyapunov function for (1.1)–(1.2) when a(s) = |s|(p−2)/2, p = 2, due to a lack of regularity of
the weak solutions (see, however [23], and its references, when a(s) = ν > 0). Therefore, the method
in [43] which relies on the use of a Lyapunov function does not seem applicable to our situation here.
Indeed, when one is dealing with gradient systems with a set of equilibria which is bounded in the
phase space where EΩ,Γ (u0) < ∞, one could avoid to prove the existence of a bounded absorbing set
and directly show the existence of the global attractor for subcritical nonlinearities. However, since
we wish to construct global attractors for (1.1)–(1.2), under no essential growth assumptions on the
nonlinearities, we prefer to prove the existence of a uniform dissipative estimate which can be also
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the uniqueness problem for the weak (energy) solutions considered here. Indeed, we wish to deduce
suﬃciently general conditions on f and g without excluding the scenario based on which these
functions are competing at inﬁnity. When f and g are both dissipative, i.e., when f and g are both
polynomial potentials of odd degree with a positive leading coeﬃcient, uniqueness holds, and thus,
the dynamical system associated with the parabolic system (1.1)–(1.2) can be deﬁned in the classical
sense. However, if at least one of the polynomial nonlinearities possesses a negative leading coeﬃcient
(for instance, suppose that
g(s) ∼ cg |s|r2−1s, as |s| → ∞, (1.8)
for cg < 0), uniqueness is not know, and in this case the classical semigroup can be deﬁned as a
semigroup of multi-valued maps only. In order to investigate the long-term behavior of the degener-
ate parabolic system (1.1)–(1.2), we will employ the trajectory dynamical approach, which allows us to
avoid the use of unfriendly multi-valued maps, and to apply the usual theory of global attractors (see,
e.g., [14] for the general theory). We strongly emphasize that non-uniqueness of the weak solutions
constructed here is only a feature of the nonlinear interplay between the two nonlinear mechanisms,
and is not related to the smoothness of the functions involved, as this is usually the case for other
PDEs. See, e.g., [14,38,45] and references therein, for applications for which the uniqueness is not yet
solved, such as, hyperbolic equations with supercritical nonlinearities, reaction–diffusion systems, and
so on. In fact, even when our functions f (s) and g(s) are assumed to be (locally) Lipschitz, unique-
ness of the weak energy solutions is not known unless f (s) and g(s) are monotone increasing for
all |s| s0 (for some s0 > 0), which is quite restrictive. Finally, to make matters worse, for boundary
nonlinearities that satisfy (1.8), there may be solutions of (1.1)–(1.2) which blow up in ﬁnite time at
some points in Ω , unless the internal mechanism governed by nonlinear ﬂux and reaction is suﬃ-
ciently strong to overcome the boundary reaction. Therefore, it is also essential to deduce some kind
of optimal general conditions between the bulk and boundary nonlinearities that will only produce
bounded (non-singular) solutions for all positive times and arbitrary initial data. The main diﬃculty
here is, of course, to establish the asymptotic compactness for the system (1.1)–(1.2) under some gen-
eral conditions involving f , g , even when at least one has a bad sign at inﬁnity, and to verify that
any solution belonging to the attractor, is bounded. Consequently, we obtain the uniqueness on the
trajectory attractor even for competing nonlinear mechanisms.
To better understand the larger scope of our results, we shall illustrate their application to the
reaction–diffusion equation (1.4), (1.5) for supercritical nonlinearities, that is, for functions f and g
satisfying the growth assumptions
lim|y|→∞
f ′(y)
|y|r1−2 = (r1 − 1)c f , lim|y|→∞
g′(y)
|y|r2−2 = (r2 − 1)cg, (1.9)
for some arbitrary r2, r1  1, with max(r1, r2)  2, and some c f , cg ∈ R \ {0}. Of course, our results
below hold under more general assumptions on f , g , see Section 3. In (1.9), we say that f is dissipa-
tive if c f > 0 and non-dissipative if c f < 0 (the same applies to g). Let us assume bounded h1(x) and
h2(x). When both nonlinear terms cooperate, i.e., both f and g are dissipative and
f ′(y) −˜c f , g′(y) −˜cg, for all y ∈R (1.10)
(for some c˜ f , c˜g > 0), then problem (1.4), (1.5) is well-posed and possesses a global attractor Agl in
the classical sense, bounded in Z := W 2,2(Ω) ∩ L∞(Ω), regardless of the size of r1 and r2 (see Sec-
tion 3.1; cf. also [23], when g = 0). When the conditions (1.10) do not hold, we recall that uniqueness
of weak solutions is not known in general. However, if f and g are still dissipative, we can prove
that the reaction–diffusion system (1.4), (1.5) possesses a (strong) trajectory attractor Atr , which is
bounded in L∞(R+;Z). Moreover, uniqueness holds on the attractor Atr so that the long-term be-
havior of (1.4), (1.5) can be also characterized by a regular global attractor
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which can be deﬁned in the usual sense of dynamical systems (cf. Section 3.2).
For the case of competing nonlinearities, the following scenarios are possible:
Case (i). For the case of bulk dissipation (i.e., c f > 0) and anti-dissipative behavior at the boundary Γ
(i.e., cg < 0), problem (1.4), (1.5) has at least one globally-deﬁned weak solution, which is bounded, if
max
(
r2,2(r2 − 1)
)
< r1.
Equality can be also allowed if the boundary condition is homogeneous, i.e., if h2 = 0. Moreover, there
exists a (strong) trajectory attractor Atr , bounded in L∞(R+;Z), such that solutions are unique on
the attractor. Thus, (1.4)–(1.5) also possesses the (smooth) global attractor Agl , deﬁned as in (1.11).
Case (ii). On the other hand, in the case of boundary dissipation (cg > 0) and internal non-dissipation
(c f < 0), for every L2-data we obtain that, if r2 = r1 = 2 (which imply that f and g are sublinear)
and h2 = 0, and (
c f +
(|Ω|α)−1cg)ν > 2(˜CΩcgr2)2, (1.12)
where
α−1 :=
∫
Γ
(
b(x)
)−1
dS,
and C˜Ω is a proper Sobolev–Poincaré constant (see Section 2, assumption (H4)), then (1.4)–(1.5) is
well-posed in the classical sense and has a global attractor Agl , bounded in Z (in that case, | f ′(y)|
and |g′(y)| are bounded for all y ∈R by (1.9), see Proposition 2.8). We note that the nonlinear balance
condition established in Section 3 can only be used to show the existence of a (strong) trajectory at-
tractor, whenever the interior non-dissipative term f is sublinear as long as the boundary mechanism
stays dissipative (i.e., cg > 0), such that g suitably dominates f (see (1.12)). It would be interesting to
see whether one can still construct attractors for the case of a superlinear non-dissipative function f ,
and some dissipative boundary function g of arbitrary growth. However, as we show at the end of
Section 3, we will see that, in this case, the superlinear growth of the non-dissipative function f
produces blowup in L∞-norm of some solutions even for arbitrary nonlinearities g (see Section 3.4).
Hence, the nonlinear boundary conditions (1.5) for Eq. (1.4) cannot prevent blowup of some solutions
of (1.4)–(1.5) as long as the internal nonlinearity is strongly non-dissipative (for instance, when f sat-
isﬁes (1.9) with r1 > 2, such that c f < 0). Our main result in Section 3.4 (see Theorem 3.28) extends
some results in [4] for the parabolic equation (1.4) subject to linear dynamic boundary conditions
(i.e., when g ≡ 0 in (1.5)), and the special cases treated in [21,35]. In this sense, the nonlinear balance
conditions derived in Section 3, which imply that the system (1.4)–(1.5) is dissipative, are optimal.
Finally, exploiting known parabolic regularity theory for PDEs of the form (1.4)–(1.5), the regularity
of the solution for (1.4)–(1.5) increases as the functions f , g and the domain Ω become more regular
(see Remark 3.22; cf. also [23] and references therein). In particular, the global attractor Agl consists
of (smooth) classical solutions which are deﬁned for all times. Thus, using this additional regularity
that solutions of (1.4)–(1.5) enjoy on Agl (for all the above cases), we obtain an explicit upper bound
on the fractal dimension of Agl for this reaction–diffusion system by imposing weaker assumptions
on the nonlinearities than in [23]. In particular, for any N  2 and for as long as (1.9) with c f > 0 and
cg > 0 holds, we have
C0ν−(N−1)  dimF Agl  C1
(
1+ ν−(N−1)), (1.13)
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bound in (1.13) was established in [23], assuming dissipative f and (homogeneous) linear boundary
equations (i.e., g = 0). We note that, for each ﬁxed ν > 0, there is a discrepancy between the upper
and lower bounds in (1.13) as C0 depends only on Ω , Γ , f , g , whereas C1 is also a function of
the L∞-norms of the sources h1, h2. However, we observe that both the upper and lower bounds
are of the order ν−(N−1) as ν → 0+ , cf. (1.13). When N = 1, the dimension of Agl is of the order
ν−1/2, as ν → 0+ . We recall that, for the reaction–diffusion equation (1.4) with the usual Dirichlet
or Neumann–Robin boundary condition (1.7), we have upper and lower bounds of the order ν−N/2,
for any N  1 (see, e.g., [42,45]). Thus, we have a much larger estimate (as a function of diffusion, as
ν → 0+) for the global attractor Agl in dimension N  3 (see also [23]).
We outline the plan of the paper, as follows. In Section 2, we introduce some notations and pre-
liminary facts, then we recall how to prove the existence and stability of L2-energy solutions to
our system (1.1)–(1.2). Section 3 is devoted to the existence of a bounded absorbing set and, then,
of the global attractor Agl for unique L2-energy solutions. Then, we show that weak solutions pos-
sess the L2–L∞ smoothing property exploiting some kind of iterative argument, and consequently,
deduce the existence of an absorbing set in L∞ . In the ﬁnal part of Section 3, we establish the exis-
tence of the trajectory attractor Atr for our problem and deduce some additional properties for Atr ,
especially in the non-degenerate case when a(s) ≡ ν > 0. A blowup result for (1.4)–(1.5) is also es-
tablished in the case when g = 0. Finally, in Appendix A we give some auxiliary results which are
essential in the proofs.
2. Well-posedness in L2-space
We use the standard notation and facts from the dynamic theory of parabolic equations (see, for
instance, [27]). The natural space for our problem is
X
s1,s2 := Ls1(Ω) ⊕ Ls2(Γ ) =
{
U =
(
u1
u2
)
: u1 ∈ Ls1(Ω), u2 ∈ Ls2(Γ )
}
,
s1, s2 ∈ [1,+∞], endowed with norm
‖U‖Xs1,s2 =
(∫
Ω
∣∣u1(x)∣∣s1 dx)1/s1 +(∫
Γ
∣∣u2(x)∣∣s2 dSx
b(x)
)1/s2
, (2.1)
if s1, s2 ∈ [1,∞), and
‖U‖X∞ :=max
{‖u1‖L∞(Ω),‖u2‖L∞(Γ )} ‖u1‖L∞(Ω) + ‖u2‖L∞(Γ ).
We agree to denote by Xs the space Xs,s . Identifying each function u ∈ W 1,p(Ω), with the vector
U := ( uu|Γ ), it is easy to see that W 1,p(Ω) is a dense subspace of Xs for s ∈ [1,∞). Moreover, we have
X
s = Ls(Ω,dμ), s ∈ [1,+∞],
where the measure dμ = dx|Ω ⊕dSx/b(x)|Γ on Ω is deﬁned for any measurable set A ⊂ Ω by μ(A) =
|A ∩Ω| + S(A ∩Γ ). Identifying each function θ ∈ C(Ω) with the vector Θ = (θ|Ω
θ|Γ
)
, we have that C(Ω)
is a dense subspace of Xs for every s ∈ [1,∞) and a closed subspace of X∞ . In general, any vector
θ ∈ Xs will be of the form (θ1
θ2
)
with θ1 ∈ Ls(Ω, dx) and θ2 ∈ Ls(Γ,dS/b(x)), and there need not
be any connection between θ1 and θ2. For domains Ω with Lipschitz boundary Γ , recall that we
have Wk,p(Ω) ⊂ Lps (Ω), with ps = pNN−pk if pk < N , and 1  ps < ∞, if N = pk. Moreover the trace
operator TrD(u) := u|Γ , initially deﬁned for u ∈ Ck(Ω), has an extension to a bounded linear operator
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we have Wk,p(Ω) ⊂ Cζ,˜l(Ω), for some ζ , l˜. We also recall, on account of well-known generalized
Poincaré-type inequalities (see, e.g., [33]), that
‖u‖W 1,p(Ω) := ‖∇u‖(Lp(Ω))N + l(u) (2.2)
is a norm on W 1,p(Ω), which is equivalent to the usual one, for any of the following expressions
for l:
l(u) :=
(∫
Γ
|u|s dSx
b
)1/s
, l(u) :=
(∫
Ω
|u|s dx
)1/s
,
for any 1 s p. Next, for each p > 1, we let
V
k,p =
{
U :=
(
u
u|Γ
)
: u ∈ Wk,p(Ω)
}
and endow it with the norm ‖ · ‖
Vk,p given by
‖U‖
Vk,p = ‖u‖Wk,p(Ω) + ‖u|Γ ‖Wk−1/p,p(Γ ).
It easy to see that we can identify Vk,p with Wk,p(Ω) ⊕ Wk−1/p,p(Γ ) under this norm. Moreover,
we emphasize that Vk,p is not a product space and since Wk,p(Ω) ↪→ Wk−1/p,p(Γ ) by trace theory,
V
k,p is topologically isomorphic to Wk,p(Ω) in the obvious way. It is also immediate that Vk,p is
compactly embedded into X2, for any p > p0 := 2N/(N + 2) and k  1. From now on, we denote by
‖ · ‖Wk,p(Ω) and ‖ · ‖Wk,q(Γ ) the norms on Wk,p(Ω) and Wk,q(Γ ), respectively. Also, 〈·,·〉s and 〈·,·〉s,Γ
stand for the usual scalar product in Ls(Ω) and Ls(Γ ), respectively. We also agree to denote by Vp
the space V1,p , and 〈·,·〉 the duality between X and X∗ , for some generic Banach space X .
Our ﬁrst goal in this paper is to give a nonlinear balance between f and g which implies dis-
sipativity of (1.1)–(1.2), even when both the nonlinear terms contribute in opposite directions. More
precisely, we wish to prove the existence of (globally well-deﬁned) weak solutions, provided that the
nonlinearities satisfy (possibly part of) the assumptions listed below:
(H1) Let b(y) := a(|y|2)y, y ∈RN , and assume that a ∈ C(R,R), b ∈ C1(RN ,RN ) satisfy the following
conditions: {∣∣a(|y|2)∣∣ c1(1+ |y|p−2), ∀y ∈RN ,〈
b(y), y
〉
RN
= a(|y|2)|y|2  ν|y|p, ∀y ∈RN , (2.3)
for some constants c1, ν > 0. Moreover, assume that b is monotone nondecreasing, i.e.,〈
a
(|y1|2)y1 − a(|y2|2)y2, y1 − y2〉RN  0, for all y1, y2 ∈RN . (2.4)
(H2) f , g ∈ C1(R,R) satisfy
lim|y|→+∞ inf f
′(y) > 0, lim|y|→+∞ inf g
′(y) > 0. (2.5)
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for some positive constants c f , cg and some r1, r2  1.
(b) f , g ∈ C(R,R) satisfy
∣∣ f (y)∣∣ c f (1+ |y|r1−1),
cg |y|r2 − c  g(y)y  c˜g |y|r2 + c, ∀y ∈R,
for some appropriate positive constants and some r1, r2  1.
(H4) Let λ = (∫
Γ
b−1 dS)−1, and suppose that g ∈ C1(R,R). There exists ε ∈ (0, ν/q), with ν as in
(2.3), such that
lim|y|→+∞ inf
f (y)y + (|Ω|λ)−1g(y)y − C˜
q
Ω
(εp)q/pq
|g′(y)y + g(y)|q
|y|r1 > 0, (2.7)
for some r1  p. Here
C˜Ω =
{
CΩ,b(λ|Ω|)−1, if (H3a) holds,
CΩ,b
2 (λ|Ω|)−1, if (H3b) holds,
(2.8)
and CΩ,b is the best Sobolev constant in the following Poincaré’s inequality:∥∥φ − λ〈φ/b,1〉1,Γ ∥∥Ls(Ω)  CΩ,b‖∇φ‖Ls(Ω), s 1 (2.9)
(see, e.g., [43, Lemma 3.1]).
We observe that condition (H4) provides an exact balance between the two nonlinear mechanisms.
As we shall see, this balance will depend both upon the sign and growth rate of f and g at inﬁnity
(cf. also [43]).
We have the following rigorous notion of weak solution to (1.1)–(1.2), with initial condition
u(0) = u0, similar to [27].
Deﬁnition 2.1. Let p ∈ ( 2NN+2 ,+∞) ∩ (1,+∞), and let h1(x) ∈ Lr
′
1(Ω), h2(x) ∈ Lr′2(Γ ), where r′i is the
dual conjugate of ri . The pair U (t) =
(u(t)
v(t)
)
is said to be a weak solution if v(t) = u(t)|Γ , in the trace
sense, for a.e. t ∈ (0, T ), for any T > 0, and U fulﬁlls⎧⎪⎨⎪⎩
U (t) ∈ L∞([0,+∞);X2)∩ W 1,sloc ([0,+∞); (Vk,p)∗),
u(t) ∈ Lploc
([0,+∞);W 1,p(Ω)),
v(t) ∈ Lploc
([0,+∞);W 1−1/p,p(Γ )),
for s =min(q, r′1, r′2), q := p/(p − 1), and
k =max
(
1,
N
p
− N
r1
,
N
p
− N − 1
r2
)
. (2.10)
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〈∂tU ,Ξ〉X2 +
〈
a
(|∇u|2)∇u,∇σ 〉2 + 〈 f (u),σ 〉2 + 〈g(v)/b,σ|Γ 〉2,Γ
= 〈h1,σ 〉2 + 〈h2/b,σ|Γ 〉2,Γ (2.11)
holds for all Ξ = ( σσ|Γ ) ∈Vk,p , a.e. t ∈ (0, T ). Finally, we have, in the space X2,
U (0) =
(
u0
v0
)
=: U0, (2.12)
where u(0) = u0 almost everywhere in Ω , and v(0) = v0 almost everywhere in Γ . Note that in this
setting, v0 need not be the trace of u0 at the boundary.
We can cast the weak formulation (2.11) into a proper functional equation by deﬁning suitable
operators. To this end, let 〈·,·〉 denote the duality between Vp and (Vp)∗ . Deﬁne the form
B˜p(U1,U2) :=
∫
Ω
a
(|∇u1|2)∇u1 · ∇u2 dx+ ∫
Ω
|u1|p−2u1u2 dx,
for all Ui =
( ui
ui|Γ
) ∈Vp , i = 1,2. Note that
B˜p(U1,U2) = −
∫
Ω
div
(
a
(|∇u1|2)∇u1)u2 dx
+
∫
Γ
b(x)a
(|∇u1|2)∂nu1u2 dS
b(x)
+
∫
Ω
|u1|p−2u1u2 dx. (2.13)
It follows from Lemma A.1 (see Appendix A), that for each U = (uv) ∈ Vp , there exists Bp(U ) ∈ (Vp)∗
such that
B˜p(U ,W ) =
〈Bp(U ),W 〉, (2.14)
for every W ∈ Vp . Hence, this relation deﬁnes an operator Bp :Vp → (Vp)∗ , which is bounded. Ex-
ploiting Lemma A.1 once again, it is easy to see that Bp is monotone and coercive. It also follows that
Bp(Vp) = (Vp)∗ (see, e.g., [5]). Thus, we end up with the following functional form
∂tU + BpU +F(U ) = G(x), (2.15)
where G(x)=(h1(x)h2(x)), and the operators Bp : D(Bp) →X2, F : D(F) ⊂X2 →X2 are given, formally, by
BpU =
(−div(a(|∇u|2)∇u) + |u|p−2u
b(x)a(|∇u|2)∂nu
)
,
F(U ) =
(
f (u) − |u|p−2u
g(v)
)
. (2.16)
We aim to prove some regularity results for the weak solutions constructed in Deﬁnition 2.1.
In [27], solutions were constructed with aid from a Galerkin approximation scheme by imposing
additional growth restrictions on the nonlinearities f , g so that they are essentially dominated by a
monotone operator associated with the p-Laplacian. However, the application of this scheme seems
C.G. Gal / J. Differential Equations 253 (2012) 126–166 135to be problematic in our context since the solutions constructed with Deﬁnition 2.1 are much weaker
than those constructed in [27, Deﬁnition 2.3]. Therefore, we need to rely on another scheme which
is based on the construction of classical (smooth) solutions to the non-degenerate analogue of (1.1)–
(1.2). One of the advantages of this construction is that now every weak solution can be approximated
by regular ones and the justiﬁcation of our estimates for such solutions is immediate. Thus, for each
 > 0, let us consider the following non-degenerate parabolic problem:
∂tu − div
(
a
(|∇u|2)∇u)+ f (u) = h1(x), in Ω × (0,∞),
∂tu + b(x)a
(|∇u|2)∂nu + g(u) = h2(x), on Γ × (0,∞), (2.17)
where a(s) = a(s + ) > 0, for all s ∈R, subject to the initial conditions
u(0) = u0, v(0) = u0|Γ . (2.18)
Let u0 ∈ C∞(Ω) such that
U(0) → U (0) = U0 in X2.
Then, the approximate problem (2.17)–(2.18) admits a unique (smooth) classical solution with
u ∈ C1
([0, t∗];C∞(Ω)) (2.19)
for some t∗ > 0 and each  > 0 (see [16,17,11]). Being pedants, we cannot apply the main results
of [16] (cf. also [17]) directly to Eqs. (2.17)–(2.18) since the functions a , f , g and the external forces
h1, h2 are not smooth enough. Moreover, the solutions constructed this way may only exist locally
in time for some interval [0, t∗). However, taking sequences h1 ∈ C∞(Ω), h2 ∈ C∞(Γ ) such that
h1 → h1 in L∞(Ω), and h2 → h2 in L∞(Γ ), respectively, and by approximating the functions a ,
f , g by smooth ones, say, in C∞(R,R), we may apply Remark 3.3 below for the solutions of the
approximate equations, and deduce the existence of a globally-deﬁned in X∞-norm solution to (2.17)–
(2.18). Indeed, taking advantage of the fact that u0 ∈ C∞(Ω), the global X∞-a priori bound for u
guarantees its global existence in at least Vp ∩ X∞-norm, which turns out to be suﬃcient for our
purpose. As we shall see in the next section, this bound can be naturally obtained under the above
assumptions on the nonlinearities by performing a modiﬁed Alikakos–Moser iteration argument (see
Theorem 3.2 and Remark 3.3 below).
We shall now deduce the ﬁrst result concerning the solvability of problem (1.1)–(1.2).
Theorem 2.2. Let a, f and g satisfy either the assumptions (H1), (H3a), (H4) with
max
(
r2,q(r2 − 1)
)
< r1, (2.20)
or (H1), (H3b) and (H4). Then, for any initial data U0 ∈ X2, there exists at least one (globally-deﬁned) weak
solution U (t) in the sense of Deﬁnition 2.1.
Proof. We divide the proof into several steps according to the different hypotheses being used.
Step 1(i). We shall now derive some basic a priori estimates for U = U(t) when p  N , assuming that
(H1), (H3a) and (H4) are satisﬁed. The case p > N can be treated analogously. The following estimates
will be deduced by a formal argument, which can be justiﬁed by means of the approximation proce-
dure devised above. Also, for practical purposes c will denote a positive constant that is independent
of time,  > 0 and initial data, but which only depends on the other structural parameters. Such a
constant may vary even from line to line. Note that the smooth solutions constructed in (2.17)–(2.18)
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justiﬁed. After standard transformations, in view of assumption (H1), we obtain
1
2
d
dt
∥∥U (t)∥∥2
X2
+ ν∥∥∇u(t)∥∥pLp(Ω) + 〈 f (u(t)),u(t)〉2 + 〈g(v(t)), v(t)/b〉2,Γ

〈
h1,u(t)
〉
2 +
〈
h2/b, v(t)
〉
2,Γ . (2.21)
Following [43], we can now write〈
f (u),u
〉
2 +
〈
g(v), v/b
〉
2,Γ
= 〈 f (u)u + cB g(u)u,1〉2 − cB 〈g(u)u − λ〈g(v)v/b,1〉2,Γ 〉2, (2.22)
where
cB := λ
−1
|Ω| , λ =
(∫
Γ
b−1 dS
)−1
.
Applying inequality (2.9) to the last term on the right-hand side of (2.22) yields
cB
∣∣〈g(u)u − λ〈g(v)v/b,1〉2,Γ 〉2∣∣
 C˜Ω
∥∥∇(g(u)u)∥∥L1(Ω) = C˜Ω∥∥(g′(u)u + g(u))∇u∥∥L1(Ω)
 ε‖∇u‖pLp(Ω) +
C˜qΩ
(εp)q/pq
∥∥g′(u)u + g(u)∥∥qLq(Ω) (2.23)
with C˜Ω = CΩ,b(λ|Ω|)−1, and we recall that q is conjugate to p. Since assumption (H4) holds for
some ε ∈ (0, ν/q), then from (2.22)–(2.23), we obtain
1
2
d
dt
∥∥U (t)∥∥2
X2
+ (ν − ε)∥∥∇u(t)∥∥pLp(Ω) + c∥∥u(t)∥∥r1Lr1 (Ω)

〈
h1,u(t)
〉
2 +
〈
h2/b, v(t)
〉
2,Γ + c, (2.24)
for some positive constant c > 0, independent of U , t and  . Exploiting the estimate in Lemma A.2
(see Appendix A), and then using Hölder and Young inequalities, we can bound the term on the
right-hand side of (2.24) by(
c‖h1‖r
′
1
Lr
′
1
+ c
2
‖u‖r1Lr1 (Ω)
)
+ [δ‖∇u‖pLp(Ω) + Cδ(‖u‖γLγ (Ω) + ‖h2/b‖r′2Lr′2 (Γ ) + 1)],
with γ =max(r2, p(r2 − 1)/(p − 1)), for a suﬃciently small δ > 0, and suﬃciently large Cδ > 0. Since
by assumption γ < r1, we can control the Lγ -norm of u in terms of the Lr1 -norm of the solution (i.e.,
‖u‖γLγ  κ‖u‖r1Lr1 + Cκ , κ  1). Thus, we get for suitable choices of ε ∈ (0, ν/q) and δ ∈ (0, ν/q), the
following inequality
1
2
d
dt
∥∥U (t)∥∥2
X2
+ c
p
∥∥∇u(t)∥∥pLp(Ω) + c2∥∥u(t)∥∥r1Lr1 (Ω)
 c
(
1+ ‖h1‖r
′
1
r′1
+ ‖h2/b‖r
′
2
r′2
)
, (2.25)L L (Γ )
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inequality over [0, T ] to deduce
U ∈ L∞
([0, T ];X2)∩ Lp([0, T ];Vp),
u ∈ Lr1
([0, T ] × Ω), (2.26)
uniformly with respect to  > 0. On account of these bounds, we get
Bp,(U) ∈ Lq
([0, T ]; (Vp)∗)⊆ Lq([0, T ]; (Vk,p)∗),
uniformly in  > 0, for any k  1 (cf. Lemma A.1; see also [27]). Here Bp, is the monotone operator
associated with the function a (see (2.14), (2.16)). Moreover, by Lemma A.2 in Appendix A, we get at
once
v = u|Γ ∈ Lr2
([0, T ] × Γ )∩ Lp([0, T ] × Γ ), (2.27)
uniformly in  . Due to assumption (H3a), from (2.26)–(2.27), we deduce(
f (u)
g(v)
)
∈ Lr′1([0, T ] × Ω)× Lr′2([0, T ] × Γ ). (2.28)
Thus, F(U) is uniformly (in ) bounded in Ls([0, T ];Xs), which implies
G(x) − Bp,U −F(U) ∈ Ls
([0, T ]; (Vk,p)∗),
with s = min(q, r′1, r′2) > 1. Therefore, ∂tU is bounded in Ls([0, T ]; (Vk,p)∗), uniformly with re-
spect to  > 0, for some k  1. Indeed, having chosen k so that Wk,p ⊂ Lr1(Ω) ⊂ Lp(Ω) and
Wk−1/p,p ⊂ Lr2(Γ ) (in particular, it holds Vk,p ⊂Xr1,r2 with continuous inclusion), so if V ∈ (Xr1,r2)∗ ,
then V ∈ (Vk,p)∗ . Thus, Eq. (2.15) holds as an equality in Ls([0, T ]; (Vk,p)∗) and it can be consid-
ered distributionally in the space D′([0, T ]; (Vk,p)∗). The existence of a weak solution is then based
on monotone operator arguments, followed by a passage to limit as  → 0, and can be carried over
exactly as in the proof of [27, Theorem 2.6]. We shall brieﬂy describe the details below in Step 2.
Step 1(ii). We will now deduce the a priori bounds (2.26)–(2.27), if one assumes (H3b) instead
of (H3a). According to (2.21), in light of inequality (H3b) for g , we have the following:
1
2
d
dt
∥∥U (t)∥∥2
X2
+ ν∥∥∇u(t)∥∥pLp(Ω) + 〈 f (u(t)),u(t)〉2
+ 1
2
〈
g
(
v(t)
)
, v(t)/b
〉
2,Γ +
cg
2
∥∥v(t)∥∥r2Lr2 (Γ,b−1 dS)

〈
h1,u(t)
〉
2 +
〈
h2/b, v(t)
〉
2,Γ + c, (2.29)
for some positive constant c. We can write, as in (2.22),
〈
f (u),u
〉
2 +
1
2
〈
g(v), v/b
〉
2,Γ =
〈
f (u)u + cB
2
g(u)u,1
〉
2
− cB
2
〈
g(u)u − λ〈g(v)v/b,1〉2,Γ 〉2,
and argue exactly as above to get the following estimate:
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2
d
dt
∥∥U (t)∥∥2
X2
+ (ν − ε)∥∥∇u(t)∥∥pLp(Ω) + c(∥∥u(t)∥∥r1Lr1 (Ω) + ∥∥v(t)∥∥r2Lr2 (Γ,b−1 dS))

〈
h1,u(t)
〉
2 +
〈
h2/b, v(t)
〉
2,Γ + c. (2.30)
The desired control of U = U(t) in (2.26)–(2.27) can be obtained immediately from a simple appli-
cation of Hölder and Young inequalities on the terms on the right-hand side of (2.30). Thus the proof
is the same as in Step 1(i).
Step 1(i) 1. It is obvious that
∂tU + Bp,U +F(U) = G (2.31)
holds as an equality in Ls([0, T ]; (Vk,p)∗) (this is the same as Eq. (2.15) with U and a(·) replaced by
U and a(·), respectively). From the estimates that we deduced in Step 1(i)–(ii), we see that there
exists a subsequence {U} =
{(u
v
)}
(still denoted by {U}), such that as  → 0,
U → U weakly star in L∞
([0, T ];X2),
U → U weakly in Lp
([0, T ];Vp),
∂tU →→ ∂tU weakly in Ls
([0, T ]; (Vk,p)∗). (2.32)
On the basis on standard interpolation and compact embedding results for vector-valued functions
(see [27]), we also have
U → U strongly in Lp
([0, T ];X2). (2.33)
Clearly, U ∈ C([0, T ]; (Vk,p)∗). By reﬁning in (2.33), u converges to u a.e. in Ω × (0, T ) and v con-
verges to v a.e. in Γ × (0, T ), respectively. Then, by means of known results in measure theory (see,
e.g., [45]), the continuity of f , g , and the convergence of (2.33) imply that f (u) converges weakly to
f (u) in Lr
′
1(Ω × (0, T )). Moreover, g(v) converges weakly to g(v) in Lr′2(Γ × (0, T )), and thus, F(U)
converges weakly star to F(U ) in Ls([0, T ]; (Vk,p)∗). Since Bp,U is bounded in Lq([0, T ]; (Vp)∗), we
further see that
Bp,U → Ξ weakly star in Lq
([0, T ]; (Vp)∗), (2.34)
and thus weakly star in Ls([0, T ]; (Vk,p)∗), since s  q and k  1. We are now ready to pass to the
limit as  → 0 in Eq. (2.31). We have
∂tU + Ξ +F(U ) = G (2.35)
as an equality in Ls([0, T ]; (Vk,p)∗). It remains to show Ξ = BpU , which can be proved by a stan-
dard monotonicity argument exactly as in [27, Theorem 2.6]. We leave the details to the interested
reader. 
The following proposition is also immediate.
Proposition 2.3. Let a(·) satisfy (H1). In addition, assume that f , g ∈ C(R,R) satisfy
c1|y|r1 − c  f (y)y  c2|y|r1 + c, ∀y ∈R,
c3|y|r2 − c  g(y)y  c4|y|r2 + c, ∀y ∈R, (2.36)
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data U0 ∈X2 , there exists at least one (globally-deﬁned) weak solution U (t) in the sense of Deﬁnition 2.1.
Proof. In this case, both f and g are dissipative so that we do not need to exploit the validity of
assumption (H4). Indeed, it follows from (2.21) that
1
2
d
dt
∥∥U (t)∥∥2
X2
+ ν∥∥∇u(t)∥∥pLp(Ω) + c1∥∥u(t)∥∥r1Lr1 (Ω) + c3∥∥v(t)∥∥r2Lr2 (Γ,b−1 dS)

〈
h1,u(t)
〉
2 +
〈
h2/b, v(t)
〉
2,Γ + c, (2.37)
which yields the desired control of U (t) in the corresponding spaces (2.26)–(2.27) with relative ease
(see [27], for further details). Thus, the proof is the same as in Theorem 2.2. 
Remark 2.4. (i) If U (t) is a weak solution of problem (1.1)–(1.2), in the sense of Deﬁnition 2.1, then
clearly U (t) ∈ C([0, T ]; (Vk,p)∗). Since by duality,
V
k,p ⊂X2 = (X2)∗ ⊂ (Vk,p)∗,
for any p ∈ (p0,∞) ∩ (1,∞), k 1, and recalling that U (t) ∈ L∞([0, T ];X2), it follows
U (t) ∈ Cw
([0, T ];X2)
(see, e.g., [14, Theorem II.1.7]). Therefore the initial value U |t=0 = U0 is meaningful when U0 ∈ X2.
Finally, we note that in general, the assumptions (H3)–(H4) alone do not ensure the uniqueness of
the Cauchy problem (1.1)–(1.2).
(ii) We are also allowed to have equality in (2.20), i.e., γ =max(r2,q(r2−1)) r1 if h2 ≡ 0. Indeed,
this follows once again from (2.24) and Lemma A.2, which allows us to control surface integrals in
terms of volume integrals.
Proposition 2.5. Let the assumptions of Theorem 2.2 be satisﬁed. Then any weak solution U (t) = (u(t)v(t)) of
(1.1)–(1.2) belongs to C([0, T ];X2), such that ‖U (t)‖2
X2
is absolutely continuous on [0, T ], and
1
2
d
dt
∥∥U (t)∥∥2
X2
= −〈Bp(U (t)),U (t)〉− 〈F(U (t))− G,U (t)〉, (2.38)
for almost all t ∈ [0, T ]. We will refer to (2.38) as the energy identity for the parabolic system (1.1)–(1.2).
Proof. This statement follows from a generalization of a known interpolation result (see, e.g., [14,34,
45]). Indeed, identifying the space H∗ = (X2)∗ with H =X2, we have
V :=V1,p ⊂X2 ⊂ (V1,p)∗ ⊆ (Vk,p)∗ =: W ,
for any k  1. Moreover, the following inclusion E := Xr1,r2 ⊆ X2 ⊆ E∗ ⊆ W also holds (indeed, the
dual of E is the space E∗ = Xr′1,r′2 , and by (2.10), Vk,p ⊂ E). By virtue of Eq. (2.15), any distributional
derivative ∂tU (t) from D′([0, T ];W ) can be represented as ∂tU (t) =Z1(t) +Z2(t), where
Z1(t) := −Bp
(
U (t)
)
, Z2(t) := −F
(
U (t)
)+ G.
According to (2.26)–(2.28), Z1(t) ∈ Lq([0, T ]; V ∗) = (Lp([0, T ]; V ))∗ , q = p/(p − 1), for
U (t) ∈ Lp([0, T ]; V )+ (Lr1([0, T ] × Ω)× Lr2([0, T ] × Γ )), (2.39)
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space in (2.39). Thus, the claim follows, for instance, from [14, Theorem II.1.8] (see also [57, Proposi-
tion 23.23]). 
We will now state some results which reﬂect the applicability of assumption (H4) to a wide
range of situations. In particular, it applies to the case of competing nonlinearities f and g , that
is, nonlinearities with arbitrary polynomial growth which satisfy (H3), but when either one exhibits
a non-dissipative behavior at inﬁnity. Recall that p ∈ ( 2NN+2 ,∞) ∩ (1,∞). In the interesting case of an
internal dissipation mechanism, and non-dissipative boundary conditions, we have the following.
Corollary 2.6. Assume that f , g ∈ C1(R,R) satisfy
lim|y|→∞
f ′(s)
|s|r1−2 = (r1 − 1)c f > 0 and lim|y|→∞
g′(s)
|s|r2−2 = (r2 − 1)cg < 0 (2.40)
with r1  p, r2 > 1. Suppose that one of the following conditions holds:
(i) (2.20) holds, i.e., max(r2,q(r2 − 1)) < r1;
(ii) h2 = 0, p < r2 < q(r2 − 1) = r1 and
c f νp
−qq > C˜qΩc
q
g(r2)
q. (2.41)
Then, in each case the conclusion of Theorem 2.2 applies.
Proof. We begin by noting that (H3a) is immediately satisﬁed. For suﬃciently large y, we have
f (y) ∼ c f |y|r1−2 y, g(y) ∼ cg |y|r2−2 y,
and f (y)y ∼ c f |y|r1 , g(y)y ∼ cg |y|r2 . Thus, the leading terms in (2.7) are
c f |y|r1 +
(|Ω|λ)−1cg |y|r2 − C˜qΩ
(εp)q/pq
cqg(r2)
q|y|q(r2−1), (2.42)
for some ε ∈ (0, ν/q). By assumption (i), it holds γ = max(r2,q(r2 − 1)) < r1, so the coeﬃcient of
the highest order term in (2.42) is c f , which is positive. If (ii) holds, it is obvious that r2 < max(r2,
q(r2 − 1)) = r1, so the coeﬃcient of the highest order term in (2.42) is
c f − C˜
q
Ω
(εp)q/pq
cqg(r2)
q,
which is positive for some ε ∈ (0, ν/q), if (2.41) is satisﬁed. Therefore, the conditions of Theorem 2.2
are met, and the proof is ﬁnished. 
In the case of non-dissipative polynomial behavior for f , we have the following.
Corollary 2.7. Assume h2 = 0 and f , g ∈ C1(R,R) satisfy
lim|y|→∞
f ′(s)
|s|p−2 = (r1 − 1)c f < 0 and lim|y|→∞
g′(s)
|s|p−2 = (r2 − 1)cg > 0 (2.43)
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c f +
(|Ω|λ)−1cg)νp−qq > C˜qΩcqg(r2)q. (2.44)
Then, the conclusion of Theorem 2.2 applies.
Proof. First, it is immediate that (H3b) holds with r1 = r2 = p. Obviously, in this case r2 = r1 =
q(r2 − 1). The coeﬃcient of the highest order term in (2.42) is then
(
c f +
(|Ω|λ)−1cg)− C˜qΩ
(εp)q/pq
cqg(r2)
q,
which is positive for some ε ∈ (0, ν/q), if (2.44) is satisﬁed. Therefore, condition (H4) holds true and,
thus, the assumptions of Theorem 2.2 are veriﬁed. 
In the case of simultaneous internal and boundary dissipation, we can prove the following stability
result. Note that in this proposition, the uniqueness holds in the class of all solutions which are
constructed by means of Deﬁnition 2.1, and not only for solutions which can be obtained as the limit,
as  → 0, of the (strictly) non-degenerate parabolic system introduced earlier.
Proposition 2.8. Let the assumptions of Theorem 2.2 be satisﬁed, and in addition, assume that (H2) holds.
Then, there exists a unique weak solution to problem (1.1)–(1.2), which depends continuously on the initial
data in a Lipschitz way.
Proof. Let us consider two weak solutions U1 =
( u1
u1|Γ
)
and U2 =
( u2
u2|Γ
)
, which according to Proposi-
tion 2.5 belong to the spaces in (2.39), and set U (t) = U1(t)− U2(t). Thus, U (t) satisﬁes the equation
∂tU +
(Bp(U1(t))− Bp(U2(t)))+F(U1(t))−F(U2(t))= 0,
and
U (0) = U1(0) − U2(0).
Since
U (t) ∈ Lp([0, T ];Vp)∩ (Lr1([0, T ] × Ω)× Lr2([0, T ] × Γ ))
and
∂tU (t) ∈ Lq
([0, T ]; (Vp)∗)+ (Lr′1([0, T ] × Ω)× Lr′2([0, T ] × Γ )),
Proposition 2.5 is indeed applicable, and we have
1
2
d
dt
∥∥U (t)∥∥2
X2
+ 〈Bp(U1(t))− Bp(U2(t)),U (t)〉= −〈F(U1(t))−F(U2(t)),U (t)〉,
for almost all t ∈ [0, T ]. Recalling that Bp(·) ∈ L(Vp, (Vp)∗) is monotone and coercive (see (2.14);
cf. also Appendix A), we get
1 d ∥∥U (t)∥∥2
X2
−〈 f (u1(t))− f (u2(t)),u(t)〉− 〈g(u1(t))− g(u2(t)),u(t)〉. (2.45)2 dt
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c f , cg > 0), we obtain
d
dt
∥∥U (t)∥∥2
X2
 2(c f + cg)
∥∥U (t)∥∥2
X2
,
for almost all t ∈ [0, T ]. Integrating this inequality over [0, T ] and applying Gronwall’s inequality, we
deduce ∥∥U (t)∥∥2
X2
 ect
∥∥U (0)∥∥2
X2
, (2.46)
which yields the desired result. 
Remark 2.9. (i) Note that assumption (H2) is only required to prove uniqueness of the weak solution,
and is usually not required for the theory of attractors. Moreover, this assumption is actually too
restrictive so that nonlinearities that satisfy it are not allowed to carry a bad sign at inﬁnity, and
thus this would automatically eliminate the scenario proposed by the statements of Corollaries 2.6
and 2.7. Indeed, a simple observation that will be made in Section 3 is that actually uniqueness is
necessary on the attractor only, and this can be obtained by deducing additional regularity estimates
for the solutions. This observation is in particular very useful if one needs to consider entropy-related
nonlinearities of the form f (y) = yl log(y), for y > 0, and f (y) = 0, for y  0, for some l 1.
(ii) Obviously, estimate (2.46) also holds if we assume that | f ′(y)| and |g′(y)| are bounded for all
y ∈R.
As an immediate consequence of the stability result just proven above, problem (1.1)–(1.2), (2.12)
deﬁnes a dynamical system in the classical sense.
Corollary 2.10. Let the assumptions of Proposition 2.8 be satisﬁed. The problem (1.1)–(1.2), (2.12) deﬁnes a
(nonlinear) continuous semigroup S2(t) on the phase space X2 ,
S2(t) :X2 →X2,
given by
S2(t)U0 = U (t), (2.47)
where U (t) is the (unique) weak solution which satisﬁes the energy identity (2.38).
3. Global attractors
3.1. Attractors for (S2(t),X2) revisited
In order to study the asymptotic behavior of (1.1)–(1.2), (2.12), we need to derive some addi-
tional a priori estimates for the solutions. We shall focus our study on the case p  2 only, since for
p ∈ ( 2NN+2 ,2) we need to impose slightly different assumptions on the nonlinearities, and so we will
pursue this question elsewhere. We ﬁrst aim to improve some results from [27] for the weak solu-
tions constructed in Deﬁnition 2.1, which are unique by Proposition 2.8, and to show the existence of
the (classical) global attractor, bounded in X∞ ∩ Vp . We emphasize again that all the results below
hold for any p  2.
The next result is a direct consequence of estimate (2.25) of Theorem 2.2 (see [27, Section 2,
Proposition 3.3], for details).
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group {S2(t)}t0 has a (X2,X2)-bounded absorbing set. More precisely, there is a positive constant C0 ,
depending only on the physical parameters of the problem, such that for any bounded subset B ⊂ X2 , there
exists a positive constant t# = t#(‖B‖X2) such that
sup
tt#
[∥∥U (t)∥∥
X2
+
t+1∫
t
(∫
Ω
a
(∣∣∇u(s)∣∣2)∣∣∇u(s)∣∣2 + ∣∣u(s)∣∣r1)dxds] C0. (3.1)
Our next goal is to establish the existence of a bounded absorbing set in X∞ , which has an in-
terest on its own. The following result extends [27, Theorem 3.7] by removing the additional growth
conditions that were imposed on f , g in [27, Theorem 3.7, (3.17)].
Theorem 3.2. Let the assumptions of Proposition 3.1 be satisﬁed. Let h1 ∈ L∞(Ω), h2 ∈ L∞(Γ ), and suppose
lim|y|→∞ inf
f (y)
y
> 0, lim|y|→∞ inf
g(y)
y
> 0. (3.2)
Then, given any initial data U0 inX2 , the corresponding solution U (t) of (1.1)–(1.2), (2.12) belongs to X∞ , for
each t > 0. Moreover, there exist a positive constant C1 , independent of t and the initial data, and a positive
constant t+ depending on t# , such that
sup
tt+
∥∥U (t)∥∥
X∞  C1. (3.3)
Proof. All the calculations below are formal. However, they can be rigorously justiﬁed by means of
the approximation procedure devised in Section 2 (see (2.17)–(2.18)). From now on, c will denote a
positive constant that is independent of t ,  , m and initial data, which only depends on the other
structural parameters of the problem. Such a constant may vary even from line to line. Moreover, we
shall denote by Q τ (m) a monotone nondecreasing function in m of order τ , for some nonnegative
constant τ , independent of m. More precisely, Q τ (m) ∼ cmτ as m → +∞.
We begin by showing that the Xm-norm of U satisﬁes a local recursive relation which can be used
to perform an iterative argument. We divide the proof of (3.3) into several steps.
Step 1(i) 0 (The basic energy estimate in Xm+1). We multiply (1.1) by |u|m−1u, m  1, and integrate
over Ω . We obtain
1
(m+ 1)
d
dt
‖u‖m+1m+1 +
〈
f (u), |u|m−1u〉2 +m∫
Ω
a
(|∇u|2)|∇u|2|u|m−1 dx
=
∫
Γ
a
(|∇u|2)∂nu|v|m−1v dS + 〈h1(x), |u|m−1u〉2. (3.4)
Similarly, we multiply (1.2) by |v|m−1v/b and integrate over Γ . We have
1
(m+ 1)
d
dt
∥∥∥∥ vb
∥∥∥∥m+1
m+1,Γ
+
∫
Γ
b(x)a
(|∇u|2)∂nu|v|m−1v dS
b(x)
+
〈
g(v),
|v|m−1v
b
〉
2,Γ
=
〈
h2(x),
|v|m−1v
b
〉
. (3.5)2,Γ
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m
∫
Ω
a
(|∇u|2)|∇u|2|u|m−1 dx νm( p
p +m− 1
)p ∫
Ω
∣∣∇|u| p+m−1p ∣∣p dx. (3.6)
Adding relations (3.4)–(3.5), we deduce on account of the assumptions (3.2) (indeed, it holds
f (y)y −c1s2 − c2, g(y)y −c3s2 − c4, (3.7)
for all y ∈R, and some ci > 0) and an application of basic Hölder and Young inequalities, the follow-
ing inequality
d
dt
‖U‖m+1
Xm+1 + γ ν
∫
Ω
∣∣∇|u| p+m−1p ∣∣p dx Q 1(m)(‖U‖m+1
Xm+1 + 1
)
. (3.8)
Here the positive constant γ ∼ m−(p−2) , p  2, and the function Q 1(m) ∼ m depends also on the
L∞-norms of h1, h2, and of b0.
Step 1(i) 1 (The local relation). Set mk = pk , and deﬁne
Yk(t) :=
∫
Ω
∣∣u(t, ·)∣∣1+mk dx+ ∫
Γ
∣∣v(t, ·)∣∣1+mk dS
b
= ∥∥U (t)∥∥mk+1
X
mk+1 , (3.9)
for all k  0. Let t,μ be two positive constants such that t − μ/mk > 0. Their precise values will be
chosen later. We claim that
Yk(t) Mk(t,μ) := c
(
mk
)σ(
sup
st−μ/mk
Yk−1(s) + 1
)nk
, ∀k 1, (3.10)
where c, σ are positive constants independent of k, and nk := max{zk, lk} 1 is a bounded sequence
for all k.
We will now prove (3.10) when p < N . The case p  N shall require only minor adjustments (in
fact, in this case we can choose any arbitrary, but ﬁxed, ps,qs > p in the embedding V1,p(Ω) ⊂
X
ps,qs ). For each k 0, we deﬁne
rk := N(p +mk − 1) − (N − p)(1+mk)N(p +mk − 1) − (N − p)(1+mk−1) , sk := 1− rk.
We aim to estimate the term on the right-hand side of (3.8) in terms of the X1+mk−1 -norm of U . First,
Hölder and Sobolev inequalities (with the equivalent norm of Sobolev spaces in W 1,p(Ω) ⊂ Lps (Ω),
ps = pN/(N − p)) yield∫
Ω
|u|1+mk dx
(∫
Ω
|u|
(p+mk−1)N
N−p dx
)sk(∫
Ω
|u|1+mk−1 dx
)rk
 c
(∫
Ω
∣∣∇|u| (p+mk−1)p ∣∣p dx+(∫
Ω
|u|1+mk−1 dx
)αk)sk(∫
Ω
|u|1+mk−1 dx
)rk
, (3.11)
with
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(p − 1)Nmk−1
(p − 1)Nmk−1 +mk + p1 ∈ (0,1),
p1 := (p − 1)N − (N − p) > 0, αk := p +mk − 11+mk−1 ∈ [1, p].
Applying Young’s inequality on the right-hand side of (3.11), we get
Q τ1(mk)
∫
Ω
|u|1+mk dx
 γk
4
∫
Ω
∣∣∇|u| p+mk−1p ∣∣p dx+ Q τ2(mk)(∫
Ω
|u|1+mk−1 dx
)max{zk,αk}
, (3.12)
for some positive constants τi independent of m, and where
zk := rk/(1− sk) = (p1 +mk+1)/(p1 +mk) 1
is bounded for all k. Note that we can choose τ2 to be some ﬁxed positive number since Q τ2 also
depends on γ−1k ∼mp−2k . To treat the boundary terms in (3.8), we deﬁne for k 1,
yk := (N − 1)(p +mk − 1) − (N − p)(1+mk)
(N − 1)(p +mk − 1) − (N − p)(1+mk−1) , xk := 1− yk.
On account of Hölder and Sobolev inequalities (see Section 2), we obtain
∫
Γ
|v|1+mk dS
b
 c
(∫
Γ
|v|
(N−1)(p+mk−1)
N−p dS
)xk(∫
Γ
|v|1+mk−1 dS
b
)yk
 c
(∫
Ω
∣∣∇|u| (p+mk−1)p ∣∣p dx+(∫
Ω
|u|1+mk−1 dx
)αk)xk(∫
Γ
|v|1+mk−1 dS
b
)yk
, (3.13)
with
xk := N − 1N − p xk =
(N − 1)(p − 1)mk−1
(N − 1)(p − 1)mk−1 + (p − 1)mk−1 + p2 ,
p2 := (N − 1)(p − 1) − (N − p) > 0.
Since xk ∈ (0,1), we can apply Young’s inequality on the right-hand side of (3.13), use the estimate
for the L1+mk (Ω)-norm of u from (3.12) in order to deduce the following estimate:
Q τ3(mk)
∫
Γ
|v|1+mk dS
b
 γk
4
∫
Ω
∣∣∇|u| p+mk−1p ∣∣p dx+ Q τ4(mk)(∫
Ω
|u|1+mk−1 dx
)max{lk,αk}
, (3.14)
for some positive constants τ3, τ4 depending on τ1, τ2, but which are independent of m. The sequence
lk := yk = (p − 1)mk+1 + pp2  1
(1− xk) (p − 1)mk + pp2
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the following inequality:
∂tYk + γk
∫
Ω
∣∣∇|u| p+mk−1p ∣∣p dx c(mk)σ1(Yk−1 + 1)nk , (3.15)
for some positive constant σ1 that depends on τi ; we recall that nk = max{zk, lk,αk}  1, and γk ∼
m2−pk .
Let now ζ(s) be a positive function ζ :R+ → [0,1] such that ζ(s) = 0 for s ∈ [0, t −μ/rk], ζ(s) = 1
if s ∈ [t,+∞) and |dζ/ds|mk/μ, if s ∈ (t −μ/rk, t). We deﬁne Zk(s) = ζ(s)Yk(s) and notice that
d
ds
Zk(s) ζ(s)
d
ds
Yk(s) + mk
μ
Yk(s)
= ζ(s) d
ds
Yk(s) + Q 1(mk)
(∫
Ω
|u|1+mk dx+
∫
Γ
|v|1+mk dS
b
)
. (3.16)
The last two integrals in (3.16) can be estimated as in (3.12) and (3.14). Combining the above esti-
mates and the fact that Zk  Yk , we deduce the following inequality:
d
ds
Zk(s) + cmk Zk(s) Mk(t,μ), for all s ∈ [t −μ/rk,+∞). (3.17)
Note that c = c(μ) ∼ μ−1 as μ → 0, and c(μ) is bounded if μ is bounded away from zero. Integrating
(3.17) with respect to s from t −μ/rk to t , and taking into account the fact that Zk(t −μ/rk) = 0, we
obtain that Yk(t) = Zk(t) Mk(t,μ)(1− e−cμ), which proves the claim (3.10).
Step 1(i) 2 (The iterative argument). Let now τ ′ > τ > 0 be given with τ = t# as in (3.1), and deﬁne
μ = p(τ ′ − τ ) 1, t0 = τ ′ = t# + 1 and tk = tk−1 −μ/mk , k 1. Using (3.10), we have
sup
ttk−1
Yk(t) c(μ)(mk)σ
(
sup
stk
Yk−1(s) + 1
)nk
, k 1. (3.18)
Note that from (3.1), we have
sup
st1=τ
(Y0(s) + 1) C0 + 1=: C, (3.19)
and c = c(μ) is bounded away from zero. Thus, we can iterate in (3.18) with respect to k  1 and
obtain that
sup
ttk−1
Yk(t)
(
cmσk
)(
cmσk−1
)nk(cmσk−2)nknk−1 · . . . · (cmσ0 )nknk−1···n0(C)ξk
 cAk pσ Bk (C)ξk , (3.20)
where ξk := nknk−1 · · ·n0, and
Ak := 1+ nk + nknk−1 + · · · + nknk−1 · · ·n0, (3.21)
Bk := k + nk(k − 1) + nknk−1(k − 2) + · · · + nknk−1 · · ·n0. (3.22)
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mk+1)/(p1 +m0). The argument below also applies to the case when nk = lk . Thus, we have
Ak  (p1 +mk)
∞∑
i=1
1
p1 +mi and Bk  (p1 +mk)
∞∑
i=1
i
p1 +mi . (3.23)
Therefore, since
sup
tt0
Yk(t) sup
ttk−1
Yk(t) cAk pσ Bk (C)ξk (3.24)
and the series in (3.23) are convergent, we can take the 1 +mk-root on both sides of (3.24) and let
k → +∞. We deduce
sup
tt0=τ ′
∥∥U (t)∥∥
X∞  limk→+∞ suptt0
(Yk(t))1/(1+mk)  C1, (3.25)
for some positive constant C1 independent of t , k, U ,  and initial data. The proof of Theorem 3.2 is
now complete. 
Remark 3.3. (i) We can easily modify our argument in the proof of (3.3) in order to show that the
X
∞-norm of the solution U (t) stays bounded for all time t  0, if U0 is bounded in the X∞-norm. It
suﬃces to note that in place of the inequality (3.10), we may use instead the inequality
Yk(t) Q
(
‖U0‖X∞ , sup
t>0
Mk(t,μ)
)
,
which is an immediate consequence of (3.15). Then arguing as in the proof of Theorem 3.2, we also
have the estimate:
sup
t0
∥∥U (t)∥∥
X∞  Q
(
‖U0‖X∞ , sup
t0
∥∥U (t)∥∥
X2
)
, (3.26)
for some positive monotone nondecreasing (in each of its variables) function Q :R2 → R+ indepen-
dent of  .
(ii) By slightly reﬁning the arguments in the proof of Theorem 3.2 (in Step 3), it is also easy to
show that, for each τ > 0,
sup
t2τ
∥∥U (t)∥∥
X∞  Q
(
τ−1, sup
tτ
∥∥U (t)∥∥
X2
)
.
Arguing exactly as in the proof of Theorem 2.2, we can also obtain the following general balance
condition between the functions f , g , implying boundedness of the solution.
Proposition 3.4. Let the assumptions of Theorem 2.2 be satisﬁed, and let h1 ∈ L∞(Ω), h2 ∈ L∞(Γ ). Suppose
that there exist τ  0 and y0 > 0, such that for any m 1 and |y| y0 , it holds
f (y)|y|m−1 y + (|Ω|λ)−1g(y)|y|m−1 y − C˜qΩm−q/p
(εp)q/pq
|y|m−1∣∣g′(y)y +mg(y)∣∣q
−Q τ (m)
(|y|m+1 + 1), (3.27)
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conclusion of Theorem 3.2 applies to any weak solution of problem (1.1)–(1.2), (2.12).
Proof. Let us return to Eqs. (3.4)–(3.6). We can write
〈
f (u), |u|m−1u〉2 + 〈g(v), |v|m−1vb
〉
2,Γ
= 〈 f (u) + cB g(u), |u|m−1u〉2
− cB
〈
g(u)u|u|m−1 − λ〈g(u)u|u|m−1,1/b〉1,Γ 〉2, (3.28)
where cB and λ are as in Theorem 2.2. Applying the Poincaré’s inequality (2.9), we have
cB
∣∣〈g(u)u|u|m−1 − λ〈g(u)u|u|m−1,1/b〉1,Γ 〉2∣∣
 C˜
∥∥∇(g(u)u|u|m−1)∥∥L1(Ω)
= C˜∥∥|u|m−1∇u(g′(u)u +mg(u))∥∥L1(Ω)
= C˜
∫
Ω
∣∣(|u|m−1p ∇u)|u|m−1q (g′(u)u +mg(u))∣∣dx.
On account of standard Hölder and Young inequalities, we can estimate the term on the right-hand
side in terms of
C˜
(∫
Ω
|u|m−1|∇u|p dx
)1/p(∫
Ω
|u|m−1∣∣g′(u)u +mg(u)∣∣q dx)1/q
= C˜
(
p
p +m− 1
)(
m
∫
Ω
∣∣∇|u| p+m−1p ∣∣p dx)1/p(∫
Ω
|u|m−1∣∣g′(u)u +mg(u)∣∣q dx)1/qm−1/p
 εm
(
p
p +m− 1
)p ∫
Ω
∣∣∇|u| p+m−1p ∣∣p dx
+ C˜
qm−q/p
(εp)q/pq
∫
Ω
|u|m−1∣∣g′(u)u +mg(u)∣∣q dx. (3.29)
Recalling (3.28), on the basis of (3.29), we can estimate
〈
f (u), |u|m−1u〉2 + 〈g(v), |v|m−1vb
〉
2,Γ

〈
f (u) + cB g(u), |u|m−1u
〉
2 −
C˜qm−q/p
(εp)q/pq
〈∣∣g′(u)u +mg(u)∣∣q, |u|m−1〉2
− εm
(
p
p +m− 1
)p ∫ ∣∣∇|u| p+m−1p ∣∣p dx. (3.30)Ω
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d
dt
‖U‖m+1
Xm+1 + γ (ν − ε)
∫
Ω
∣∣∇|u| p+m−1p ∣∣p dx Q τ (m)(‖U‖m+1
Xm+1 + 1
)
, (3.31)
for some ε ∈ (0, ν/q). From this point on, the proof goes on exactly as in the proof of Theorem 3.2
(cf. Steps 2 and 3). We omit the details. 
We will now verify the hypothesis in Proposition 3.4 for functions that satisfy the assumptions of
Corollaries 2.6 and 2.7.
Corollary 3.5. Assume that (H1) holds, and the functions f , g ∈ C1(R,R) satisfy all the assumptions of Corol-
lary 2.6(i). Then, for any initial data U0 in X2 , the corresponding solution U (t) of (1.1)–(1.2), (2.12) belongs
to X∞ , for each t > 0, and estimate (3.3) holds.
Proof. As in the proof of Corollary 2.6, the leading terms on the left-hand side of (3.27) are, for
suﬃciently large |y|  1 and any m 1,
c f |y|r1+m−1 +
(|Ω|λ)−1cg |y|r2+m−1 − C˜qΩm−q/p
(εp)q/pq
cqg(r2 +m− 1)q|y|q(r2−1)+m−1, (3.32)
for some ε ∈ (0, ν/q). From Corollary 2.6(i), it holds γ = max(r2,q(r2 − 1)) < r1, so the coeﬃcient
of the highest order term in (3.32), for any m  1, is c f > 0. Therefore, the desired claim follows
immediately from (3.27). 
Corollary 3.6. Let h2 = 0 and assume f , g ∈ C1(R,R) satisfy
lim|y|→∞ f
′(s) = (r1 − 1)c f < 0 and lim|y|→∞ g
′(s) = (r2 − 1)cg > 0.
Then, the conclusion of Theorem 3.2 applies.
Proof. The proof follows, for instance, from Theorem 3.2 since the functions f , g satisfy (3.2). 
Having established that the weak solution is bounded for any positive times, we also have the
following.
Proposition 3.7. Let the assumptions of either Theorem 3.2 or Proposition 3.4 be satisﬁed. Then, any solution
U (t) of (1.1)–(1.2), (2.12) belongs to Vp , for each t > 0, and the following estimate holds:
sup
tt1
(∥∥U (t)∥∥p
Vp
+
t+1∫
t
∥∥∂tU (s)∥∥2X2 ds
)
 C2, (3.33)
for some positive constant C2 , independent of t,  and initial data.
Proof. It suﬃces to show (3.33). We ﬁrst recall that, using assumption (2.3) and the fact that
TrD :W 1,p(Ω) → W 1−1/p,p(Γ ) is a bounded map, from (3.1) we get
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tt#
t+1∫
t
(∥∥U (s)∥∥p
Vp
+ ∥∥u(s)∥∥r1Lr1 (Ω))ds C ′0, (3.34)
for some positive constant C ′0 independent of time and initial data.
Let us now multiply Eq. (1.1) by ∂tu(t), then integrate over Ω , and multiply Eq. (1.2) by ∂t v(t)/b(x)
and integrate over Γ . Adding the relations that we obtain, we deduce after standard transformations,
1
2
d
dt
[〈
A
(∣∣∇u(t)∣∣2),1〉2 + 2〈F (u(t),1)〉2 + 2〈G(v(t)), 1b
〉
2,Γ
− 2〈h1,u(t)〉2 − 2〈h2b , v(t)
〉
2,Γ
]
= −‖∂tu‖2L2(Ω) − ‖∂t v‖2L2(Γ,dS/b), (3.35)
for all t  t+ (with t+ as in (3.3)), where we have set
A
(|y|2)= |y|
2∫
0
a(s)ds, F (y) =
y∫
0
f (s)ds, G(y) =
y∫
0
g(s)ds.
Next, let us deﬁne
E(t) := 〈A(∣∣∇u(t)∣∣2),1〉2 + 2〈F (u(t),1)〉2 + 2〈G(v(t)),1/b〉2,Γ
− 2〈h1,u(t)〉2 − 2〈h2/b, v(t)〉2,Γ + CF ,G . (3.36)
Here the constant CF ,G > 0 is taken large enough in order to ensure that E(t) is nonnegative (recall
that F (u) and G(v) are both bounded by (3.3)). On the other hand, on account of (3.3), one can easily
check, using the fact 〈
A
(|∇u|2),1〉2  cp‖∇u‖pLp(Ω), cp > 0,
that there exists a positive constant c, independent of t and the initial data, such that∥∥∇u(t)∥∥pLp − c  E(t), (3.37)
for t max{t+, t#}. From (3.35), we have
dE(t)
dt
+ 2‖∂tu‖2L2(Ω) + 2‖∂t v‖2L2(Γ,dS/b) = 0, ∀t max
{
t+, t#
}
. (3.38)
Then, exploiting estimates (3.3), (3.34) and (3.37), we can apply to (3.38) the uniform Gronwall lemma
(see, e.g., [45]) and ﬁnd a time t1  1, depending on t+ , t#, such that∥∥∇u(t)∥∥pLp(Ω)  c, ∀t  t1, (3.39)
for some positive constant c. Summing up, we conclude by observing that (3.33) follows from (3.39)
and the boundedness of the trace map TrD : W 1,p(Ω) → W 1−1/p,p(Γ ). The proof is ﬁnished. 
Finally, the above dissipative estimates and standard compactness results (see, e.g., [27, Section 2]),
allow us to conclude the following.
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(H2) hold. Then, the dynamical system (S2(t),X2) generated by the initial value problem (1.1)–(1.2), (2.12)
possesses the global attractorAgl ⊂X2 , which is a bounded subset of Vp ∩X∞ . Moreover,
lim
t→+∞distXs1,s2
(S2(t)B,Agl)= 0, (3.40)
for any ﬁnite s1, s2  2, for all bounded subsets B of X2 .
3.2. Trajectory dynamical systems
In the ﬁnal part of this section, we shall devote our attention to constructing the “usual” weak
trajectory attractor and verify (using the maximum principle established in Theorem 3.2) that any
solution, belonging to the attractor, is bounded so that uniqueness holds on the attractor. We will
employ a slightly different construction (compared to, e.g., [14] and references therein) of the tra-
jectory attractor, which also looks more natural from the physical point of view. Namely any weak
solution U (t) of (1.1)–(1.2), (2.12) is included in the trajectory phase space of the problem if and only
if it can be obtained in the limit, as  → 0, of the corresponding solutions U(t) of the approximate
system (2.17)–(2.18).
In order to deﬁne the trajectory dynamical system for weak solutions without uniqueness we need
to introduce ﬁrst the appropriate functional framework. First, let us recall estimates (2.25) and (2.30)
which hold for any smooth solution U = U of the approximate problem (2.17)–(2.18). By a standard
application of Gronwall’s inequality (see, e.g., [45]), we get the well-known estimate
∥∥U (t)∥∥2
X2
+
t∫
s
(∥∥U (r)∥∥p
Vp
+ ∥∥u(r)∥∥r1Lr1 (Ω) + c˜∥∥v(r)∥∥r2Lr2 (Γ ))dr

∥∥U (s)∥∥2
X2
e−c(t−s) + c(1+ ‖h1‖r′1
Lr
′
1
+ ‖h2‖r
′
2
Lr
′
2 (Γ )
)(
1− e−c(t−s)), (3.41)
for all t  s 0, and some appropriate positive constant c. Here and below c˜ = 1, if (H3b) is assumed
and c˜ = 0, when (H3a) holds. Let Θw,loc+ denote the local weak topology in the space
L∞
(
R+;X2
)∩ Lp(R+;Vp)∩ (Lr1(R+; Lr1(Ω))× Lr2(R+; Lr2(Γ ))).
By deﬁnition, a sequence Un(t) → U (t), as n → ∞, in the topology of Θw,loc+ if, for every T > 0,
Un(t) → U (t) ∗ -weakly in L∞
([0, T ];X2),
Un(t) → U (t) weakly in Lp
([0, T ];Vp),
Un(t) → U (t) weakly in Lr1
([0, T ]; Lr1(Ω))× Lr2([0, T ]; Lr2(Γ )).
We recall that Θw,loc+ is a Hausdorff and Fréchet–Urysohn space with a countable topology space (see,
e.g., [44]). Next, let Θb+ be the Banach space deﬁned as
Θb+ := L∞
(
R+;X2
)∩ Lp(R+;Vp)∩ (Lr1(R+ × Ω) × Lr2(R+ × Γ )).
Note that the unit ball of Θb+ is compact in the local weak topology of Θ
w,loc
+ (see [44]).
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(1.2) in the sense of Deﬁnition 2.1, and there exist a sequence n → 0, a sequence u0n ∈ C∞(Ω),
U0n =
( u0n
u0n |Γ
)
and a sequence Un of classical solutions of the approximate problem (2.17)–(2.18)
with  = n such that
U0 =X2w − limn→∞U0n and U = Θ
w,loc
+ − limn→∞Un . (3.42)
Note that (3.42) implies in a standard way the weak convergence of
Bp,nUn → BpU in Lqloc
(
R+;
(
V
p)∗), (3.43)
and consequently, the weak-star convergence of ∂tUn → ∂tU in
Lqloc
(
R+;
(
V
p)∗)+ (Lr′1loc(R+; Lr′1(Ω))× Lr′2loc(R+; Lr′2(Γ ))). (3.44)
This gives the strong convergence Un (t) → U (t) in Cloc(R+; (Vk,p)∗) (see Section 2). Thus, any so-
lution U of (1.1)–(1.2), (2.12) is weakly continuous with values in X2 (see Remark 2.4), and for any
t  0, we have the weak convergence
Un (t) ⇁ U (t) (3.45)
in the space X2. It is important that we do not require the strong convergence in (3.45) even for
t = 0.
We can now summarize the results in Section 2 by stating the following.
Proposition 3.10. Let the assumptions of Theorem 2.2 hold. Then, for every U0 ∈ X2 , there exists at least one
globally-deﬁnedweak solution U (t), t ∈R+ , of the degenerate problem (1.1)–(1.2), with U (0) = U0 , which can
be obtained as a weak limit (3.42) of the corresponding solutions Un (t) of the approximate non-degenerate
parabolic system (2.17)–(2.18).
In order to construct the global attractor for the dynamical system associated with the degenerate
parabolic system (1.1)–(1.2), we need the following deﬁnition.
Deﬁnition 3.11. Let
MU (t) := inf
{
lim inf
n→∞
∥∥Un (t)∥∥X2 : U = Θw,loc+ − limn→∞Un , U0 =X2w − limn→∞Un (0)},
where the external inﬁmum is taken over all possible sequences of solutions of the approximate
problem (2.17)–(2.18), which converges as n → 0 to the given solution U of the limit problem (1.1)–
(1.2), (2.12).
Some simple properties of this M-functional are stated below.
Proposition 3.12. Let U be a solution of problem (1.1)–(1.2), (2.12) and let MU (t) be the associated functional.
Then,
(a) ‖U (t)‖X2  MU (t), for all t ∈R+;
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(
MU (t)
)2 + t∫
s
(∥∥U (r)∥∥p
Vp
+ ∥∥u(r)∥∥r1Lr1 (Ω) + c˜∥∥v(r)∥∥r2Lr2 (Γ ))dr

(
MU (s)
)2
e−c(t−s) + c(1+ ‖h1‖r′1
Lr
′
1
+ ‖h2‖r
′
2
Lr
′
2 (Γ )
)(
1− e−c(t−s)), (3.46)
where t  s 0;
(c) MT (h)U (t) MU (t + h), for all h 0, where (T (h)U )(t) := U (t + h).
Proof. (a) is immediate since the norm ‖ · ‖X2 is weakly lower semicontinuous and the convergence
of Un to U in Θ
w,loc
+ implies the weak convergence Un (t) → U (t) for every t. To prove (b), we note
that due to the energy estimates for the approximate parabolic system (2.17)–(2.18) (cf. Section 2),
we have
∥∥Un (t)∥∥2X2 +
t∫
s
(∥∥Un (r)∥∥pVp + ∥∥un (r)∥∥r1Lr1 (Ω) + c˜∥∥vn (r)∥∥r2Lr2 (Γ ))dr

∥∥Un (s)∥∥2X2e−c(t−s) + c(1+ ‖h1‖r′1Lr′1 + ‖h2‖r′2Lr′2 (Γ ))(1− e−c(t−s)), (3.47)
for every Un . By deﬁnition of MU , for every δ > 0, we can ﬁnd an approximating sequence Un such
that
lim inf
n→∞
∥∥Un (t)∥∥X2  MU (t) + δ.
Passing to the limit, as n → ∞, in (3.47), we have
(
MU (t)
)2 + t∫
s
(∥∥U (r)∥∥p
Vp
+ ∥∥u(r)∥∥r1Lr1 (Ω) + c˜∥∥v(r)∥∥r2Lr2 (Γ ))dr
 lim inf
n→∞
(∥∥Un (t)∥∥2X2 +
t∫
s
(∥∥Un (r)∥∥pVp + ∥∥un (r)∥∥r1Lr1 (Ω) + c˜∥∥vn(r)∥∥r2Lr2 (Γ ))dr
)

(
MU (s) + δ
)2
e−c(t−s) + c(1+ ‖h1‖r′1
Lr
′
1
+ ‖h2‖r
′
2
Lr
′
2 (Γ )
)(
1− e−c(t−s)),
and since δ → 0 is arbitrary, we get the desired inequality. The third assertion is also immediate since
the inﬁmum in the deﬁnition of MT (h)U (t) is taken over the larger set of admissible approximating
sequences than the inﬁmum in the deﬁnition of MU (t+h) . 
We are now ready to construct the trajectory phase space, the trajectory semigroup and the kernel
associated with the degenerate problem (1.1)–(1.2). To this end, let K+ ⊂ Θb+ be the set of all solutions
of (1.1)–(1.2), in the sense of Deﬁnition 2.1, which corresponds to all U0 ∈X2, and let
T (h) :K+ →K+, h 0, (3.48)
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T (h)U
)
(t) := U (t + h). (3.49)
We shall refer to K+ and T (h) :K+ →K+ as the trajectory phase space and the trajectory dynam-
ical system, respectively, associated with the degenerate parabolic system (1.1)–(1.2). In addition, we
endow the set K+ with the topology induced by the embedding K+ ⊂ Θw,loc+ and we will say that a
set B ⊂K+ is M-bounded if
MB(0) := sup
U∈B
MU (0) < ∞.
Note that any M-bounded set B ⊂K+ is bounded in the norm of Θb+ . Finally, a kernel K⊂Θb,
Θb := L∞(R;X2)∩ Lp(R;Vp)∩ (Lr1(R× Ω) × Lr2(R× Γ ))
consists of all complete (deﬁned for all t ∈ R) bounded solutions of (1.1)–(1.2), (2.12) which can be
obtained as the weak limit, as n → 0, of the appropriate solutions of the approximate non-degenerate
parabolic system (2.17)–(2.18). Namely, U ∈K if and only if there exist a sequence n → 0, a sequence
of times tn → −∞, and a bounded sequence of initial data u0n ∈ C∞(Ω), ‖U0n‖X2  C , such that
the corresponding solutions Un of (2.17) on the interval [tn,+∞) with initial data Un (tn) = U0n
converges weakly in Θb to the complete solution U considered.
We now recall the deﬁnition of the global attractor for the trajectory dynamical system (T (h),K+)
(see [14] for more details; cf. also [38,56]).
Deﬁnition 3.13. A set Atr ⊂ K+ is a (weak) trajectory attractor associated with the degenerate
parabolic system (1.1)–(1.2) (= global attractor for the trajectory dynamical system (T (h),K+)) if
the following conditions are satisﬁed:
(i) Atr is compact in K+ and is M-bounded;
(ii) it is strictly invariant, i.e., T (h)Atr =Atr , h > 0;
(iii) it attracts the images of bounded (M-bounded) sets as h → ∞, i.e., for every B bounded in K+
and every neighborhood O (Atr) of Atr (in the topology of Θw,loc+ ), there exists h0 = h0(B, O )
such that T (h)B ⊂ O (Atr), ∀h h0.
The next theorem can be considered as the second main result of this section.
Theorem 3.14. Let p ∈ ( 2NN+2 ,∞) ∩ (1,∞). Let all the assumptions of Theorem 2.2 be satisﬁed. Then, the
degenerate parabolic problem (1.1)–(1.2), (2.12) possesses a trajectory attractor Atr ⊂ Θb+ and the following
description holds:
Atr = Πt0(K). (3.50)
Here and below, Πt∈I ( f ) denotes the restriction on I of a function f deﬁned on R.
Proof. According to general theory [14,38,56], we are only required to check that the trajectory dy-
namical system is continuous and that it possesses a compact and M-bounded absorbing set. The
continuity is immediate since T (h) are continuous on Θw,loc+ . The estimate (b) in Proposition 3.12
guarantees that the set
B := {U ∈K+: (MU (0))2  2c(1+ ‖h1‖r′1r′1 + ‖h2‖r′2r′2 )} (3.51)L L (Γ )
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from Proposition 3.12(c) since
(
MT (h)U (0)
)2  (MU (h))2

(
MU (0)
)2
e−c(t−s) + c(1+ ‖h1‖r′1
Lr
′
1
+ ‖h2‖r
′
2
Lr
′
2 (Γ )
)(
1− e−c(t−s))
 2c
(
1+ ‖h1‖r
′
1
Lr
′
1
+ ‖h2‖r
′
2
Lr
′
2 (Γ )
)
,
for all U ∈ B. Therefore, T (h)B ⊂ B. It remains to show that B is compact. Due to the inequality (b)
in Proposition 3.12, the set B is bounded in Θb+ , and therefore precompact in Θw,loc+ . Thus, we only
need to show that B is sequentially closed, i.e., if Un ∈ B and U = Θw,loc+ − limn→∞ Un , then U ∈ B
as well.
For Un ∈ B, MUn (0) is bounded. By estimate (b) in Proposition 3.12 the sequence MUn (t) is
bounded for all t  0. Moreover, since every Un is a solution of the degenerate problem (1.1)–(1.2),
there exists a sequence Un,l of solutions to the approximate non-degenerate problem (2.17)–(2.18)
such that l = n,l → 0 as k → ∞, and
Un = Θw,loc+ − lim
k→∞
Un,l .
Without loss of generality, we may assume that
∣∣MUn (0) − ∥∥Un,l (0)∥∥X2 ∣∣ 1n , el  1n , (3.52)
for all l ∈N, and we may also suppose that
lim inf
n→∞ MUn (0) = limn→∞MUn (0)
(we may pass to a subsequence in n if necessary). It remains to show that we can extract from
{Un,l }n,l∈N a one parametric sequence which will converge to the limit function U . To this end, recall
that the topology of Θw,loc+ is metrizable on every bounded set of Θb+ (see [44]). Let δ > 0 be such
that all Un belong to the closed ball Bδ of Θb+ . Evidently, U ∈ Bδ ⊂ B2δ , and we may also assume that
Un,l ∈ B2δ , for all n, l ∈ N. Indeed, the sequence Un,l (0) is uniformly bounded in n, l, due to (3.52),
and since MUn (0) is bounded, then recalling estimate (3.47), we also get that Un,l (t) is uniformly
bounded with respect to n, l and t . Let d(·,·) be a metric on B2δ . Thus,
lim
n→∞d(Un,U ) = 0, limk→∞d(Un,Un,l ) = 0,
for every n. Therefore, for any n, there exists l0 = l0(n) such that d(U ,Un,l ) 1/n, for all l l0. Thus,
we have d(U ,Un,l0 ) → 0 as n → ∞, and therefore
U = Θw,loc+ − limn→∞Un,l0 .
Moreover, thanks to (3.52), l0 → 0 as n → ∞ and so U is a solution of the degenerate problem, and
MU (0) lim inf
∥∥Un,l (0)∥∥X2 = lim infMUn (0).n→∞ n→∞
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can now be found in a standard way, as the ω-limit set of B:
Atr = ω(B) =
⋂
h0
T (h)B.
The description (3.50) is a standard corollary of this explicit formula and the diagonalization proce-
dure described above. This completes the proof. 
What is the connection between the dynamical system (S2(t),X2) introduced at the end of Sec-
tion 2, and the trajectory dynamical system (T (h),K+) constructed here? It turns out that, under the
assumptions of Proposition 2.8, the solution U (t) of the system (1.1)–(1.2) is unique and, consequently,
this parabolic system generates a semigroup in the classical phase space X2, in a standard way by the
formula (2.47). If we deﬁne the map
Π0 :K+ →X2, Π0
(
U (t)
) := U (0),
we see that the map Π0 is one-to-one and, in fact, Π0 deﬁnes a Lipschitz homeomorphism between
K+ and X2w (i.e., X2 endowed with the weak topology). Therefore, when uniqueness holds (for in-
stance, if we require that the functions f , g satisfy (H2)),
S2(t) = Π0T (t)Π−10 ,
the trajectory dynamical system (T (t),K+) is conjugated to the classical dynamical system S2(t)
deﬁned on the phase space X2 endowed with the weak topology. However, we note that assumption
(H2) is quite restrictive as it does not allow for a competing scenario between the nonlinearities f , g ,
as proposed in, e.g., Corollaries 2.6 and 2.7. So without assumption (H2) the uniqueness problem for
(1.1)–(1.2) is not known, and the classical semigroup S2(t) can be deﬁned as a semigroup of multi-
valued maps only (see, e.g., [38] for further details). The trajectory dynamical approach allows us to
avoid the use of multi-valued maps and to apply the usual theory of global attractors to investigate
the long-term behavior of the degenerate parabolic system (1.1)–(1.2), (2.12).
As a consequence of Theorem 3.14, we can also state the following.
Corollary 3.15. Let the assumptions of Theorem 3.14 hold and let B ⊂ K+ be an arbitrary M-bounded set.
Then, for every T ∈R+ and every s ∈ (0,k), the following convergence holds:
lim
h→∞
distC((h,T+h);(Vs,p)∗)(B |(h,T+h),Atr|(h,T+h)) = 0. (3.53)
Proof. Indeed, from the fact that every U ∈ K+ is a weak solution in the sense of Deﬁnition 2.1
(cf. (2.11)), we can express and estimate (as in Section 2) the time derivative of U , i.e., ∂tU ∈
Lsloc(R+; (Vk,p)∗). Next, since the embedding{
U : U ∈ L∞loc
(
R+;X2
)
, ∂tU ∈ Lsloc
(
R+;
(
V
k,p)∗)}⊂ C loc(R+; (Vs,p)∗) (3.54)
is compact for every 0 < s < k, then K+ ⊂ Cloc(R+; (Vs,p)∗) is also compact in the sense that every
M-bounded subset of K+ is a precompact set in the set Cloc(R+; (Vs,p)∗). Thus, the above conver-
gence (3.53) is an immediate corollary of Deﬁnition 3.13(iii). 
In the sequel, we shall also verify, under additional assumptions on the nonlinearities (which still
allow for a competing behavior between f and g), that every solution U of the degenerate parabolic
system is uniformly bounded on the (weak) trajectory attractor Atr . Then, using this fact we can
establish that the solution of (1.1)–(1.2), (2.12) is unique on the attractor. From now on, we will
always assume that p  2.
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plete solution U ∈K, we have U ∈ L∞(R;X∞ ∩Vp) and the following estimate holds:∥∥U (t)∥∥
X∞∩Vp  Q
(
1+ ‖h1‖L∞(Ω) + ‖h2‖L∞(Γ )
)
, (3.55)
for all t ∈ R, for some monotone nondecreasing function Q independent of U , t and initial data. Moreover,
U ∈ Cloc(R;X2), for every U ∈K.
Proof. The proof is essentially based on the maximum principle deduced in Section 2, and the de-
scription of K from Theorem 3.14. Let U ∈ K be an arbitrary complete solution, i.e., let n → 0,
tn → −∞ and Un (t), t  tn , be the sequence of solutions of the approximate parabolic system (2.17)
with Un (tn) = U0n , where ‖U0n‖X2  C , uniformly with respect to n. Let us now ﬁx an arbitrary
T ∈R. Then from the convergence Un → U , we also know that
Un (T ) → U (T ) (3.56)
strongly in X2 (passing to a subsequence in n, if necessary), since the embedding K+ ⊂ Lploc(R+;X2)
is compact (i.e., any M-bounded subset of K+ is precompact in Lploc(R+;X2)). It follows from Theo-
rem 3.14 and estimate (3.47) that
∥∥Un (T )∥∥2X2 +
T+1∫
T
(∥∥Un (r)∥∥pVp + ∥∥un (r)∥∥r1Lr1 (Ω) + c˜∥∥vn (r)∥∥r2Lr2 (Γ ))dr
 2c
(
1+ ‖h1‖r
′
1
Lr
′
1
+ ‖h2‖r
′
2
Lr
′
2 (Γ )
)
, (3.57)
where the constant c > 0 is independent of n and T . By modifying the proof of Theorem 3.2 in a
suitable way, we arrive at the following inequality for the approximate solutions Un ,
sup
ttn
∥∥Un (t)∥∥X∞  Q (c + ‖U‖L∞(R;X2))
 Q
(
1+ ‖h1‖L∞(Ω) + ‖h2‖L∞(Γ )
)
, (3.58)
for some monotone function Q independent of n , T , t . Passing to the limit, in a standard way in
(3.58), we may think that Un (T ) ⇁ U0(T ) weakly star in X
∞ , for some U0 ∈ X∞ such that U0
satisﬁes ∥∥U0(T )∥∥X∞  Q (1+ ‖h1‖L∞(Ω) + ‖h2‖L∞(Γ )). (3.59)
This together with (3.56) gives U (T ) ∈X∞ such that U (T ) satisﬁes the analogue of (3.59).
Finally, it remains to prove that U (T ) is also bounded in Vp by essentially arguing as in the proof
of Proposition 3.7. Note once again that in contrast to the limit case n = 0, the parabolic system (2.17)
is non-degenerate if n > 0, and we have enough regularity of Un to justify the multiplication by the
test functions ∂tUn in the weak formulation (2.11) (cf. Deﬁnition 2.1). Analogous to (3.35)–(3.38), we
get
∂tEn (t) + 2
∥∥∂tun (t)∥∥2L2(Ω) + 2∥∥∂t vn (t)∥∥2L2(Γ,dS/b) = 0, (3.60)
for the energy En deﬁned in (3.36). Therefore, Gronwall’s inequality applied to (3.60) yields as in
(3.38)–(3.39),
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T+1∫
T
(∥∥∂tun (r)∥∥2L2(Ω) + ∥∥∂t vn (r)∥∥2L2(Γ,dS/b))dr
 Q
(
1+ ‖h1‖L∞(Ω) + ‖h2‖L∞(Γ )
)
, (3.61)
which in light of (3.37) gives that Un (T ) is uniformly (in T , n) bounded in V
p . Passing now to the
limit as n → 0, we obtain in a standard way that U (T ) satisﬁes (3.61) as well. The desired inequality
(3.55) follows immediately from (3.59) and (3.61). The last assertion in the theorem is a standard
corollary of the energy identity (2.38). So, the proof is complete. 
The (forward) uniqueness theorem holds for bounded solutions of (1.1)–(1.2), (2.12).
Theorem 3.17. Let the assumptions of Theorem 3.16 be satisﬁed, and let f , g ∈ C1(R,R). Consider two func-
tions U1(t),U2(t) ∈ C([0, T ];X2) which solve (1.1)–(1.2), (2.12) in the sense of Deﬁnition 2.1. In addition, let
U1,U2 ∈ L∞([0, T ];X∞). Then, U1(0) = U2(0) implies that U1(t) = U2(t), for all t ∈ [0, T ].
Proof. The proof is an immediate consequence of inequality (2.45) (cf. Proposition 2.8). Indeed, for
E(t) := ‖U1(t) − U2(t)‖2
X2
, we have E ∈ C1(0, T ), and
1
2
∂t E(t) Q
(∥∥U1(t)∥∥X∞ ,∥∥U2(t)∥∥X∞)E(t) cE(t), (3.62)
which yields the desired claim on account of the application of Gronwall’s inequality. 
Remark 3.18. We note that in contrast to the non-degenerate case of a(s) ≡ ν , we do not know
whether the backwards uniqueness theorem holds for bounded solutions of the parabolic system
(1.1)–(1.2) for p = 2. Namely, if the equality U1(T ) = U2(T ) holds for some T  0, then we have
U1(t) = U2(t), for t  T , as well. Indeed, in the former case the parabolic system (1.1)–(1.2) is just
a reaction–diffusion equation with dynamic boundary conditions, so we can establish additional reg-
ularity of the weak solutions in L∞(R+;V2,2) ∩ W 1,∞(R+;V1,2), following [23, Theorem 2.3] (see
also below). Thus, exploiting a well-known theorem (see, e.g., [42, Theorem 11.10]; cf. also [45, Chap-
ter III]), we can easily establish the backwards uniqueness result in this case.
Finally, we observe that since a bounded weak solution U (t) ∈ L∞(R+;X∞ ∩ Vp) is unique, we
may deﬁne a global attractor Agl for the parabolic system (1.1)–(1.2), (2.12) by the standard expression
Agl := Π0Atr, (3.63)
and deﬁne a classical semigroup on this attractor via
St :Agl →Agl, StU (0) = U (t). (3.64)
Here, U (t) is the unique (bounded) weak solution of (1.1)–(1.2), (2.12), such that U (t) satisﬁes the
energy identity (2.38). We also note that estimate (3.55) gives a uniform estimate of the L∞-norm
of the trajectories belonging to the attractor Agl . Therefore, the growth rate of the nonlinearities f ,
g with respect to U becomes nonessential for further investigations of global attractors and we can
study them exactly as in, e.g., [42,45].
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Let (T2(t),K+) be the trajectory dynamical system associated with the reaction–diffusion equa-
tion (1.4), subject to the dynamic boundary condition (1.5) (see Section 1). In this section, we shall
establish additional regularity estimates for the weak solutions of (1.4)–(1.5), and obtain as a by-
product, that the weak trajectory attractor Atr, constructed in Theorem 3.14, is in fact a strong
trajectory attractor. In order to do so we will verify, for every U ∈ Atr , that the attraction property
and the compactness hold not only in the weak topology of Θw,loc+ , but also in the strong topology
of Θ s,loc+ . The deﬁnition of a strong trajectory attractor is obtained by replacing the weak attraction
condition (iii) in Deﬁnition 3.13 by the condition of strong attraction in the topology of Θ s,loc+ .
We have the following proposition, whose proof goes essentially as in [23, Theorem 2.3].
Proposition 3.19. Let the assumptions of either Theorem 3.2 or Proposition 3.4 be satisﬁed, and f , g ∈
C1(R,R). Every bounded complete weak solution U ∈ K of problem (1.4)–(1.5) belongs to L∞(R;V2,2) ∩
W 1,∞(R;V1,2), and the following inequality holds for t ∈R,
∥∥U (t)∥∥2
V2,2
+ ∥∥∂tU (t)∥∥2V1,2 +
t+1∫
t
∥∥∂2t U (r)∥∥2X2 dr
 Q
(
1+ ‖h1‖L∞(Ω) + ‖h2‖L∞(Γ )
)
, (3.65)
where Q is a monotone nondecreasing function, independent of t, U and the data.
Proof. Indeed, having established the L∞-estimate (3.55), (3.65) can be easily derived using a stan-
dard technique for parabolic equations with dynamic boundary conditions (see [23, Theorem 2.3] for
further details; cf. also [10,25,26]). 
Consequently, we have shown the following.
Theorem 3.20. Under the assumptions of Proposition 3.19, the weak attractor Atr , constructed in Theo-
rem 3.14, is a strong trajectory attractor for the trajectory dynamical system (T2(t),K+). Moreover, Atr is
compact in Cloc(R+;V2−s,2), for any s ∈ (0,1], and the set
∂tAtr := {∂tU : U ∈Atr}
is compact in Cloc(R+;V1−l,2), for any l ∈ (0,1/2).
Proof. It is suﬃcient to show that the set T (t#)B, where t#  1 is suﬃciently large and B is the
absorbing set (3.51) for the semigroup {T (t)} is compact in the strong topology of the space Θw,loc+ .
We observe that for every t  t# and any U ∈K+ , we have
T (t)U ∈ L∞(R+;V2,2 ∩X∞)∩ W 1,∞(R+;V1,2)∩ W 2,2(R+;X2). (3.66)
Thus, it is enough to prove that the kernel K+ , for the attractor Atr deﬁned by (3.50), is compact
in the strong local topology of the space Θb+ . We ﬁrst note that, due to estimates (3.55), (3.65) and
(3.66), we have
K+ is bounded in Cb
(
R+;V2−s,2
)
, for any s ∈ (0,1],
and moreover, it is compact in the local topology
K+ ⊂ C loc
(
R+;V2−s,2
)
. (3.67)
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U : U ∈ L∞loc
(
R+;V2,2
)
, ∂tU ∈ L∞loc
(
R+;V1,2
)}⊂ C loc(R+;V2−s,2)
which is compact. Thus, in view of (3.67) and the boundedness of K+ in L∞(R+;X∞), we immedi-
ately see that K+ is also compact in the (strong) local topology of Θb+ , i.e., we have
K+
c⊂ Θb+,loc := L∞loc
(
R+;X2
)∩ L2loc(R+;V1,2)∩ (Lr1loc(R+; Lr1(Ω))× Lr2loc(R+; Lr2(Γ ))).
The second statement follows analogously using the compactness of the following embedding{
∂tU : U ∈ L∞loc
(
R+;V1,2
)
, ∂2t U ∈ L2loc
(
R+;X2
)}⊂ C loc(R+;V1−l,2).
The proof is ﬁnished. 
Corollary 3.21. Under the validity of assumptions of Theorem 3.20, the reaction–diffusion equation (1.4), with
the dynamic boundary condition (1.5) possesses a global attractorAgl(=K(0)), deﬁned by (3.63)–(3.64), with
Agl bounded in V2,2 ∩X∞ .
Remark 3.22. It is worth mentioning that one can also establish more regularity of the weak solution
u ∈ Cs(Ω) as much as it is allowed by the regularity of Ω , f , g and the external sources h1, h2. Taking
advantage of the regularity result in Corollary 3.21, we can prove that the global attractor Agl is ﬁnite
dimensional, by establishing the existence of a more reﬁned object called exponential attractor Egl .
However, since the associated solution semigroup St happens to be (uniformly quasi-) differentiable
with respect to the initial data, on the attractor Agl , we can instead employ a volume contraction
argument (see, e.g., [23]).
We can now extend the results in [23] for the case of nonlinear boundary conditions, without
requiring that the restrictive condition (H2) holds. More precisely, we can establish the following
upper bound on the dimension of the global attractor Agl .
Theorem 3.23. Provided that f , g ∈ C2(R,R) satisfy the assumptions of Corollary 3.21 for as long as (3.2)
holds, the fractal dimension ofAgl =K(0) admits the estimate
dimF Agl  C1
(
1+ ν−(N−1)), for N  2 (3.68)
and
dimF Agl  C1
(
1+ ν−1/2), for N = 1, (3.69)
where C1 depends only on Ω , Γ and the sources h1 , h2 .
Proof. First, it is easy to establish that the ﬂow St : Agl → Agl generated by the reaction–diffusion
equation (1.4) and dynamic boundary condition (1.5) is uniformly differentiable on Agl , with differen-
tial
L
(
t,U (t)
)
:Φ =
(
ξ1
ξ2
)
∈X2 → V =
(
v
ϕ
)
∈X2, (3.70)
where V is the unique solution to
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(
u(t)
)
v,
(
∂tϕ + νb∂nv + g′
(
u(t)|Γ
)
v
)
|Γ = 0,
V (0) = Φ. (3.71)
Indeed, the uniform differentiability result follows from the assumptions on f , g and is a consequence
of the boundedness of Agl in V2,2 ∩ X∞ (see [23]). In order to deduce (3.68)–(3.69), it is suﬃcient
(see, e.g., [14, Chapter III, Deﬁnition 4.1]) to estimate the j-trace of the operator
L
(
t,U (t)
)= (ν − f ′(u(t)) 0−bν∂n −g′(v(t))
)
.
We have
Trace
(
L
(
t,U (t)
)
Qm
)
=
m∑
j=1
〈
L
(
t,U (t)
)
ϕ j,ϕ j
〉
X2
=
m∑
j=1
〈νϕ j,ϕ j〉2 −
m∑
j=1
〈ν∂nϕ j,ϕ j〉2,Γ −
m∑
j=1
〈
f ′
(
u(t)
)
ϕ j,ϕ j
〉
2 −
m∑
j=1
〈
g′
(
v(t)
)
ϕ j,ϕ j
〉
2,Γ ,
where the set of real-valued functions ϕ j ∈ X2 ∩ V1,2 is an orthonormal basis in QmX2. By Theo-
rem 3.16, it follows that every bounded complete trajectory U (t), t ∈ R, for the dynamical system
(St ,K(0)) is uniformly bounded in V2,2 ∩X∞ , namely, it holds:
sup
t∈R
∥∥U (t)∥∥
X∞  C, (3.72)
where the positive constant C is independent of U (t), ν , Ω , Γ , but depends on the L∞-norms of the
external forces h1, h2 and the constants in (3.7) (this follows from the usual description of the global
attractor, see, e.g., [6], and the main estimates). Thus, exploiting (2.36) once more there holds
max sup
t∈R
{∥∥ f ′(u(t))∥∥L∞(Ω),∥∥g′(v(t))∥∥L∞(Γ )} C, (3.73)
for some C > 0 which depends on C and the growth rates r1, r2  1; we ﬁnd
Trace
(
L(t,U )Qm
)
−ν
m∑
j=1
‖∇ϕ j‖22 + Cm.
From [23, Proposition 5.5], we obtain
Trace
(
L(t,U )Qm
)
−νc1CW (Ω,Γ )m 1N−1+1 +
(
c1νCW (Ω,Γ ) + C
)
m =: ρ(m),
for some absolute positive constant c1 independent of the parameters of the problem (CW is given
explicitly in [23, Theorem 5.4]). The function ρ(y) is concave. The root of the equation ρ(y) = 0 is
y∗ =
(
1+ C
νc1CW (Ω,Γ )
)N−1
. (3.74)
Thus, we can apply a well-known result [14, Chapter VIII, Theorem 3.1] to deduce that dimF Agl  y∗ ,
from which (3.68) follows. The case N = 1 is similar. 
162 C.G. Gal / J. Differential Equations 253 (2012) 126–166Remark 3.24. In the competing scenario (2.7), we can also explicitly estimate from above the dimen-
sion of the global attractor Agl = K(0) for the dynamical system (St ,Agl) deﬁned by (3.63)–(3.64).
However, in this case the upper bound does not seem to be as sharp as in (3.68)–(3.69). Indeed, by
Theorem 3.16 (see also Theorem 3.2), it follows that every bounded complete trajectory U (t), t ∈ R,
for the dynamical system (St ,K(0)) satisﬁes (3.72) with constant C = Cν ∼ νσ1 as ν → 0+ , for some
σ1 < 0; by assumption (H3), this implies that the constant C in (3.73) behaves as C = C(ν) ∼ νσ2 ,
for some σ2 < −1 depending on σ1 and r1, r2. Hence, in this case there seems to be a discrepancy
between the upper bound (3.74) and the lower bound in (1.13).
3.4. A blowup result
As pointed out at the beginning of this article, nonlinear dissipative boundary conditions cannot
prevent blowup of some solutions of (1.4)–(1.5) when the non-dissipative interior term f is super-
linear, i.e., when f satisﬁes (1.9) for some r1 > 2. We will follow some arguments similar to ones
presented in [43] for nonlinear Robin boundary conditions, by constructing some subsolutions to
(1.4)–(1.5) which become unbounded in ﬁnite time at some points of the boundary Γ . We begin
with the following notion.
Deﬁnition 3.25. A function v :Ω × (0, T ) →R is a subsolution of (1.4)–(1.5) if it satisﬁes
{
∂t v − νv + f (v) − h1(x) 0, in Ω × (0, T ),
∂t v + νb∂nv + g(v) − h2(x) 0, on Γ × (0, T ) (3.75)
and
v(0) u0 in Ω. (3.76)
Analogously, the function v is called a supersolution if the inequalities in (3.75)–(3.76) are reversed.
From [4, Section 7], we have the following
Proposition 3.26. Let u be a solution of (1.4)–(1.5), and let v and v˜ be a subsolution and supersolution,
respectively, of (1.4)–(1.5), in the sense of Deﬁnition 3.25. Then,
v(x, t) u(x, t) v˜(x, t),
for all x ∈ Ω and for as long as they exist. In particular, if f (0)  0 and g(0)  0, and if u0  0, then the
solution of (1.4)–(1.5) satisﬁes u(x, t) 0, for all x ∈ Ω , for as long as it exists.
We aim to construct subsolutions by comparing solutions of (1.4)–(1.5) with classical solutions
fulﬁlling certain Dirichlet conditions on the time lateral boundary Γ × (0, T ). For that purpose, the
following result is very useful (see [20,50]; cf. also [4,43]). In what follows, it suﬃces to consider the
case h1 ≡ 0, h2 ≡ 0.
Proposition 3.27. Assume that there are a C1-concave decreasing function h(s) and a number s0  0 such
that
limsuph′(s) < −λ1,D ,
s→∞
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h(s) < 0 for all s > s0 such that
∞∫
s0
ds
|h(s)| < ∞. (3.77)
Then, there are positive (smooth and locally well-deﬁned) solutions v of the reaction–diffusion equation
∂t v − νv + f (v) = 0, in Ω × (0, T ), (3.78)
subject to the boundary and initial conditions{
v = 0, on Γ × (0, T ),
v(0) := v0, in Ω, (3.79)
that blow up in ﬁnite time.
Theorem 3.28. Let the assumptions of Proposition 3.27 be satisﬁed, and assume in addition that f (s) 
h(s) < 0 for all s > s0 such that (3.77) holds. Then, for any nonlinear function g, there exist solutions of
(1.4)–(1.5) that blow up in ﬁnite time. Moreover, there exists a positive function w0(x) such that all solutions
with initial data u0 greater than or equal to w0 + v0 , blow up in ﬁnite time.
Proof. Let ϕ1 be the principal eigenfunction associated with λ1,D > 0 such that ‖ϕ1‖L1(Ω) = 1. It is
well known that ϕ1 > 0 in Ω by the maximum principle. Thus, by choosing A := max{s0, s′0,0} such
that h′(s) < −λ1,D , for all s > s′0, we can deﬁne w(x) := δϕ1(x) > 0, for some δ > 0, such that
νb∂nw + g(A) 0 on Γ. (3.80)
Note that it is always possible to ﬁx δ > 0 since, by the maximum principle once again, we have
∂nϕ1 < 0 on Γ . Let us now deﬁne
u(x, t) = w0(x) + v(x, t),
where w0(x) := w(x) + A and v is a solution of (3.78)–(3.79). Arguing as in the proof of [43, Theo-
rem 4.3], we can easily establish that
∂tu − νu + f (u) 0, in Ω × (0, T ).
On the other hand, on Γ × (0, T ), we have
∂tu + νb∂nu + g(u) = νb∂nw + νb∂nv + g(A),
but since ∂nv  0 on Γ , by the choice of A and w (cf. (3.80)), it follows
∂tu + νb∂nu + g(u) 0, on Γ × (0, T ).
Consequently, we deduce that u is a subsolution of (1.4)–(1.5). Therefore, on account of Proposi-
tions 3.26 and 3.27, all solutions u = u(x, t) of (1.4)–(1.5) that satisfy u0  w0 + v0 in Ω , blow up in
ﬁnite time. The proof is complete. 
164 C.G. Gal / J. Differential Equations 253 (2012) 126–166Corollary 3.29. Assume that f satisﬁes
limsup
s→∞
f (s)
s(ln s)l
< 0,
for some l > 1. Then the conclusion of Theorem 3.28 applies.
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Appendix A
In this section, we state two basic results which are essential to the analysis of problem (1.1)–(1.2).
The ﬁrst lemma is just a variation of a result in [28, Section 5] using well-known facts about nonlinear
forms and maximal monotone operators in Sobolev spaces. For the convenience of the reader, we give
below a simple proof of that result.
Lemma A.1. Let a(s) satisfy all the assumptions in Theorem 2.2, and let U ∈ Vp be ﬁxed. Then the functional
V → Bp(U , V ), deﬁned by (2.13), belongs to (Vp)∗ . Moreover, Bp is strictly monotone, hemicontinuous and
coercive.
Proof. We will make use of [28, Deﬁnitions 2.1 and 2.2]. In our case, for p > p0,
V :=Vp ⊂X2 = (X2)∗ ⊂ V ∗ = (Vp)∗.
Let U = ( uu|Γ ) ∈ Vp be ﬁxed. It is clear that Bp(U , ·) is linear. Let V = ( vv |Γ ) ∈ Vp . Exploiting (2.3), we
obtain ∣∣Bp(U , V )∣∣ ‖u‖p−1W 1,p(Ω)‖V ‖Vp . (A.1)
This implies that Bp(U , ·) ∈ (Vp)∗ , for every U ∈Vp .
Next, let U , V ∈Vp . Then, recalling (2.4), we have
Bp(U ,U − V ) − Bp(V ,U − V )
=
∫
Ω
(
a
(|∇u|2)∇u − a(|∇v|2)∇v) · ∇(u − v)dx+ ∫
Ω
(|u|p−2u − |v|p−2v)(u − v)dx

∫
Ω
(|u| + |v|)p−2|u − v|2 dx 0, (A.2)
which shows that Bp is monotone. This estimate also shows that
Bp(U ,U − V ) − Bp(V ,U − V ) > 0,
for all U , V ∈ Vp with U = V . Thus, Bp is strictly monotone. The continuity of the norm function
implies that Bp is hemicontinuous. Finally, it is easy to deduce that
lim‖U‖Vp→+∞
Bp(U ,U )
‖U‖Vp = +∞, (A.3)
which shows that Bp is coercive. The proof is ﬁnished. 
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proof follows from an application of the divergence theorem to the function w = (|u|sξ) · n, for a
smooth vector ﬁeld ξ ∈ C1(Ω,RN ) such that ξ · n= 1.
Lemma A.2. Let p > 1, s > 1 and u ∈ W 1,p(Ω). Then for every ε > 0, there exists a positive constant Cε =
C(ε, s, p), independent of u, such that
‖u‖sLs(Γ )  ε‖∇u‖pLp(Ω) + Cε
(‖u‖γLγ (Ω) + 1),
where γ =max(s, p(s − 1)/(p − 1)).
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