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El objetivo de este proyecto es diseñar una herramienta informática capaz de realizar 
diferentes informes de análisis de datos sobre determinados parques eólicos a los que AERSA, 
empresa que desea esta aplicación, se dedica a explotar y gestionar. Dichos datos serán 
accesibles desde una base de datos local, que habrá que diseñar, y a la que habrá que traer los 
datos de otra que es remota. Este proceso de importación de datos deberá estar automatizado 
para permitir que tras cada hora se disponga de los últimos datos, que se actualizan cada diez 




AERSA, Agrupación Energías Renovables S.A., es una mediana empresa del sector de las 
energías renovables propietaria de varios parques eólicos y centrales hidroeléctricas 
distribuidos por toda España. Dichos parques generan energía que se vende a una compañía 
distribuidora y ésta, a su vez, la suministra a los usuarios finales. Los aerogeneradores que 
pertenecen a dichos parques serán el objeto de estudio de este proyecto. 
Dado que la distribución de los parques de energías renovables es muy dispar a lo largo de la 
geografía española y AERSA es una empresa mediana, no dispone de medios sólidos y 
eficientes para ser auto gestionable en algunos ámbitos. El más importante de dichos ámbitos 
es sin duda el del mantenimiento y control de la maquinaria, y este importantísimo hecho da 
nacimiento a este proyecto que al final tendrá como meta el desarrollo de una herramienta 
informática de análisis y “reporting” de parques eólicos. 
Llevar a cabo este control es necesario, pues AERSA tiene subcontratada a otra empresa que 
se encarga del mantenimiento de las máquinas y por ello es importante saber cada mes (o 
cada día) qué cantidad de energía se ha dejado de producir, por ejemplo, por máquinas 
estropeadas, por máquinas bajo mantenimiento, por exceso de viento, o por muchas otras 
razones que se irán viendo. El objetivo final de este proyecto es una aplicación capaz de 
realizar informes de todas aquellas situaciones que sea necesario controlar. 
Sin embargo, antes de empezar es necesario estudiar cual es la situación inicial referente a 
estos temas en la empresa y evaluar cuál es el camino ideal a seguir. Veremos que la 
infraestructura de telecomunicaciones jugará un papel muy importante en la fase inicial del 
proyecto, así como los medios actuales de que se dispone para extraer toda la información 
antes mencionada y proponer soluciones más eficientes, que consuman menos recursos y, 
sobretodo, que sean propias. 
De ahora en adelante, en lo que se refiere a este documento, todos aquellos términos o 
conceptos que puedan no ser de comprensión inmediata u obvios serán referenciados 
mediante un carácter (*) y comentados ampliamente en el glosario anexo a esta memoria al 
final de la misma. Del mismo modo se desea indicar que todo lo redactado en esta memoria ha 
sido diseñado y creado por el autor de esta memoria y sólo en otras tareas, como por ejemplo 




4.- Cuerpo de la Memoria 
4.1.- Situación inicial 
4.1.1.- Estado de los sistemas y las telecomunicaciones 
Para hacernos una idea de la situación actual respecto a las comunicaciones y sistemas de 
obtención de datos lo mejor es centrar la atención en el caso real que nos va a ocupar para 
plantear mejor así la situación. Por ello mismo hablaremos de un parque eólico concreto 
propiedad de AERSA y al que llamaremos de ahora en adelante Las Planas*. La aplicación final 
se encargará de la explotación y tratamiento de los datos de este parque. 
El parque eólico de Las Planas es una composición de subparques eólicos, concretamente de 
cuatro de ellos llamados Acampo Armijo (a partir de ahora abreviaremos como AA), La Balsa 










Todos estos parques eólicos tienen algunas cosas en común, pero la que más nos afecta sin 
duda alguna es que todas las máquinas (o aerogeneradores) de dichos parques son NM 750* y, 
por tanto, a efectos prácticos todas ellas van a recibir el mismo trato. 
Cada aerogenerador de dichos parques dispone de una unidad de control llamada TAC* que es 
quien se encarga de procesar toda la información necesaria de la máquina y transmitirla a una 





servidor localizado en la subestación que rige el funcionamiento del parque al que pertenece, 
pero al cual AERSA únicamente tiene permisos de lectura debido a contratos de 
mantenimiento (por ejemplo, el servidor de AA está en la dirección IP 172.172.3). En este 
punto es donde entra el servidor colector de AERSA.  
En el caso del parque de Las Planas hay un único servidor de este tipo que recibe toda la 
información de los cuatro parques en que se subdivide (es el que vemos en la imagen con 
dirección IP 172.17.2.10). A este servidor sí podemos acceder con todos los privilegios. Sin 
embargo existe un problema importante y es que este servidor es remoto, de modo que el 
acceso a él es muy lento (la conexión establecida entre ambos es de tipo satelital). La idea 
principal sobre la que se rige este proyecto es absolutamente contraria a la gran demora que 
se produciría en una petición de datos desde nuestros equipos locales (situados cerca del 
servidor con IP 192.168.100.10). Por ejemplo, no se desea que la aplicación tarde en ejecutar 
un informe mensual una hora, sino que sea capaz de hacerlo en menos de un minuto. 
Sólo existen dos posibles soluciones para este problema: cambio y sustitución de los sistemas 
de telecomunicaciones actuales o bien ingeniar un sistema automatizado de volcado de datos 
hacia el servidor local 192.168.100.10. Dado que la primera opción es mucho más costosa en  
tiempo y dinero se ha optado por la segunda opción. Por tanto, el resultado final debería 
seguir un esquema similar al que muestra la figura siguiente: 
            
            
            
            
            
            
            
            
            
            
  
Vemos que hay una aplicación en el servidor colector de Las Planas accediendo a las bases de 
datos de cada uno de los parques y trayendo la información al servidor colector. Una vez ahí se 
envía a la base de datos local para que los PCs locales puedan acceder a dicha base de datos 
mediante WindReport y ejecutar los informes pertinentes. 
 






















Lo más importante llegados a este punto es cómo traer los datos desde 172.17.2.10 a 
192.168.100.10. A ello volveremos más adelante, cuando hayamos explicado el tipo de SGBD 
(Sistema Gestor de Bases de Datos) que usarán nuestros servidores. 
4.1.2.- Estado inicial de los servidores y las bases de datos 
Inicialmente los servidores mostrados en la última imagen no disponen de ninguna base de 
datos de interés, salvo, lógicamente, los servidores de cada uno de los parques. Sin embargo 
todos ellos están preparados para trabajar con SQL Server 2005, pues ya se dispone de él. 
Todo esto significa que en los servidores de AA, LB, PZ y LL disponemos de cuatro bases de 
datos de SQL Server 2000 que albergan los datos que deseamos importar. Al mismo tiempo 
estas bases de datos son las que van recibiendo la información integrada que el TAC de cada 
aerogenerador recaba cada 10 minutos (en realidad los aerogeneradores envían información 
nueva cada 9 o 10 segundos, pero se incluye en el sistema SCADA* del parque como un 
registro diezminutal de datos integrados, de este modo se ahorra mucho espacio y se evita la 
saturación de la red por tráfico de datos). La estructura de la base de datos de cada servidor es 






A continuación describiremos la información que contiene cada tabla y cuáles son sus 
parámetros más destacados: 
- TParkUnit: Tabla que dispone de la información más general de cada unidad 
(aerogenerador) del parque, como por ejemplo el nombre de la unidad, el tipo de 
máquina que es o su código de identificación, indispensable para poder acceder a la 
tabla con los datos diezminutales de esa unidad. La tabla es fija y no se actualiza, dado 
que las máquinas del parque son siempre las mismas. 
- T_XXXXX_10MinData: Tabla que recoge la información diezminutal del aerogenerador 
con código de identificación XXXXX, donde XXXXX puede obtenerse de la tabla 
TParkUnit. La información que contiene es muy valiosa, como por ejemplo la velocidad 
media del viento, la potencia producida, la potencia consumida, la dirección del viento, 
etc… Hay tantas tablas de este tipo como máquinas tiene el parque (24 para AA y 32 
para los otros tres parques). 
- T_GRID_10MinData: Tabla muy similar a la anterior, donde se almacenan los datos 
diezminutales recogidos en el grid* de un determinado parque. 
- T_MET_10MinData: Igual que las dos anteriores pero para la met* de un parque.  
- TParkEvent: Tabla que dispone de todos los registros de logbooks* detectados y 
enviados por cada máquina del parque. Esta es otra tabla con información muy 
importante y que será objeto de estudio. Muestra, por ejemplo, la hora y minuto en 
los cuales se produjo un error, qué código de error fue el que se registró o si se 
resolvió ya. Es la única que se actualiza en tiempo real. 
- TEventCode: Se trata de otra tabla fija que nunca se actualiza, ya que contiene los 
códigos y descripciones de todos los errores que puede registrar una máquina. 
Normalmente accederemos a esta tabla una vez hayamos registrado un error en la 
tabla TParkEvent y sepamos cual es su código. 
- TEventList: Otra tabla fija. Contiene las trece agrupaciones distintas de tipos de 
logbooks posibles en función del TAC del aerogenerador. En lo que respecta a este 
proyecto esto no tiene gran influencia ya que todas la máquinas tratadas tienen el 
mismo tipo de TAC. 



























- ParkUnitId: Es el identificador numérico del registro en 
la base de datos. 
- ParkUnitTitle: Nombre de la máquina. 
- ParkUnitSerialNumber: Número que identifica a la 
máquina en cuestión dentro del parque. 
Necesitaremos este dato para saber a qué tabla de 
datos diezminutales debemos acceder. 
- ParkUnitDescription: Contiene una breve descripción 
del máquina que incluye el tipo de máquina que es. 
- Id: Identificador numérico del registro diezminutal. 
- PCTimeStamp: Día y hora iniciales del intervalo 
diezminutal al que pertenece el registro. 
- TTimeStamp: Día y hora finales del intervalo 
diezminutal al que pertenece el registro. 
- Grid_Avg_ActivePower: Media de la potencia activa del 
aerogenerador de todos los valores integrados en el 
periodo diezminutal. 
- Grid_Avg_ReactivePower: Media de la potencia 
reactiva del aerogenerador de todos los valores 
integrados en el periodo diezminutal. 
- Status_Avg_WindSpeed: Media de la velocidad del 
viento del aerogenerador de todos los valores 
integrados en el periodo diezminutal. 
- ParkEventId: Identificador numérico del evento registrado. 
- ParkEventTimeDetected: Día y hora en que se detectó la 
alarma o evento. 
- ParkEventTimeReset: Día y hora en la que se resolvió la 
alarma o evento. 
- EventCodeId: Identificador del código de error registrado. 
Con este código accedemos al registro adecuado de la 
tabla TEventCode y dispondremos de toda la información 
del error registrado. 
- ParkUnitIdSource: Identificador de la unidad o máquina a 
la que ha afectado el evento que indica el registro. 
- ParkEventOriginalEventCode: Es el número que identifica 
el error como tal, y no dentro de la base de datos, para ello 
















Entonces vemos que hay una tabla que almacena información variada sobre todas la máquinas 
de un parque y luego vemos que por cada aerogenerador que haya en esa tabla tenemos una 
tabla T_XXXXX_10MinData que es la que contiene la información diezminutal de la máquina 
con número de serie XXXXX. Esto significa que no hay ninguna clave forana que una 
directamente las tablas TParkUnit y T_XXXXX_10MinData, sino que es necesario acceder a 
TParkUnit para obtener el número de serie de un aerogenerador y esto a su vez nos permita 
saber a qué tabla hemos de acceder. A efectos prácticos es como si las tablas 
T_XXXXX_10MinData estuvieran sueltas y fuera absurdo plantearse ninguna consulta SQL que 
incluya “joins”. Esto es muy importante ya que de cara a la base de datos que 
implementaremos en el servidor colector de Las Planas habrá cambios para hacer al sistema 
más funcional y óptimo. 
El resto del modelo conceptual es bastante claro: la tabla TParkEvent de registro de alarmas 
hace de intermediaria entre la tabla de unidades y la de alarmas, marcando el día y hora a la 
que se produjo una alarma y cuál fue la máquina afectada y qué la afectó. Por lo tanto, la tabla 
TParkEvent dispone de dos campos que son claves foranas, una a la tabla TParkUnit y la otra a 
TEventCode. Por último tenemos una clave forana de TEventCode a TEventList que nos 
permite saber a qué grupo de eventos pertenece un evento.  
- EventCodeId: Identificador numérico del registro de 
error. 
- EventCodeNumber: Número de error (que no 
identificador) que hacen servir las máquinas. 
- EventCodeTitle: Descripción o nombre del error. 
- EventListId: Identificador del grupo de EventList al que 
pertenece. 
- Id: Identificador numérico del registro 
- PCTimeStamp: Día y hora iniciales del periodo diezminutal 
al que pertenece el registro. 
- TTimeStamp: Día y hora finales del periodo diezminutal al 
que pertenece el registro. 
- Id: Identificador numérico del registro 
- PCTimeStamp: Día y hora iniciales del periodo diezminutal al 
que pertenece el registro. 
- TTimeStamp: Día y hora finales del periodo diezminutal al 
que pertenece el registro. 
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4.1.3.- Sincronización de servidores SQL Server 
De forma autodidacta podemos encontrar información muy interesante acerca de distintas 
opciones ofrecidas por SQL Server para establecer una comunicación entre dos instancias de 
éste con el objetivo de compartir información. Entre dichas opciones hay algunas como 
exportación o importación de datos entre bases de datos, o copias de seguridad de bases de 
datos y otras similares también muy interesantes. 
Sin embargo, y para lo que pretendemos, nos ha llamado mucho la atención una opción que 
podríamos denominar como sincronización de servidores SQL Server. De forma superficial 
podríamos decir que esta sincronización permite crear una réplica de una base de datos 
remota en una máquina local y establecer entre ellas un vínculo que permita que, de forma 








Entonces, la base de datos situada en un servidor remoto se llamaría publicador y la base de 
datos del servidor local sería el suscriptor. Entre ambos se crea un enlace que propaga en la 
base de datos replicada los cambios que un usuario (o aplicación) realice en el publicador. 
Obviamente la flecha bidireccional entre ambas bases de datos representa el espacio y el 
tiempo que tienen que recorrer y que tardan en recorrer dichos datos por la red. 
Más adelante, cuando hablemos con detenimiento de este sistema de compartición de datos 
entraremos más en detalle acerca de su funcionamiento y sobre las diversas formas que 
existen de parametrizar el modo en qué los datos se propagan y, obviamente, qué datos son 
los que deseamos propagar. 
  
  




        
 BBDD remota BBDD local 










4.1.4.- El rival a batir: WindMan 
AERSA es una empresa que lleva en el sector de las energías renovables diez años y a medida 
que el tiempo ha ido pasando han ido valorando (al igual que todas la empresas de hoy día) 
cada vez más el peso de la información. Por esta razón no era de extrañar que hiciera ya algún 
tiempo y no ahora se planteasen como sería de valioso disponer de una aplicación informática 
que les permitiese obtener información variada sobre los parques eólicos de los que son 
propietarios con el objetivo de analizarlos y optimizar su buen funcionamiento, porqué ya se 
sabe que para poder poner remedio a algo primero hay que saber qué pasa. 
En este sentido AERSA no ha estado desamparada hasta ahora pues ya disponían de una 
aplicación de control y “reporting” llamada WindMan, pero se ha quedado corta en muchos 
sentidos y aquí es donde entra el proyecto WindReport, que sitúa la aplicación WindMan en el 






A continuación veremos una tabla que resume algunas de las características más importantes 
de la aplicación WindMan y como WindReport las complementará con el objetivo de 
superarlas en alguno de sus ámbitos: 
WindMan WindReport 
Al iniciar la aplicación pregunta a qué parque 
de los disponibles deseamos conectarnos y 
tras seleccionar un parque se conecta a él. 
No obligará al usuario a estar conectado a un 
único y determinado parque todo el tiempo, 
sino que para cada informe que desee 
ejecutar preguntará para qué máquinas y de 
qué parques se desea el informe. 
De este modo WindReport evitará que el 
usuario tenga que estar conectándose y 
desconectándose constantemente de los 
parques sobre los que desee trabajar. 
 
WindMan 
Punto de  
partida 
  WindReport 
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Una vez iniciada la conexión al parque 
WindMan muestra un dibujo de la zona 
(layout) en la que está situado el parque y 
sitúa en dicho dibujo unos iconos que 
representan los aerogeneradores sobre los 
que se puede pedir información. 
El apartado estético no representa un 
aspecto demasiado importante para 
WindReport, así que bastará con poder elegir 
los aerogeneradores para los que se quiere 
un informe para igualar en funcionalidad a 
WindMan. En otras palabras, se premia más 
la operatividad antes que la estética. 
WindMan permite consultar información de 
los aerogeneradores en tiempo casi real. La 
información se actualiza aproximadamente 
cada diez segundos, o puede que un poco 
más dependiendo del estado de las 
comunicaciones y el tipo de variable a 
actualizar. Esto se hace mediante el 
protocolo DCE3 propio de Vestas*. 
En este aspecto WindReport no tiene nada 
que decir, en primer lugar porque el objetivo 
de la aplicación no es mostrar información en 
tiempo real sino realizar informes de los 
datos históricos disponibles. 
En segundo lugar este es un aspecto no 
mejorable actualmente dados los sistemas de 
comunicaciones disponibles, aunque podría 
tener cabida en un futuro gracias al protocolo 
OPC*. 
WindMan dispone de una funcionalidad que 
permite construir y lanzar consultas SQL 
directamente contra la base de datos del 
parque al que está conectado y extraer los 
datos de los campos y los aerogeneradores 
que se indiquen mediante un formulario. 
Este es uno de los puntos donde WindReport 
toma una gran ventaja sobre WindMan pues 
las consultas se lanzarán contra una base de 
datos situada en un servidor local y no en uno 
remoto, consiguiendo una reducción 
exponencial en el tiempo de respuesta. 
Por otro lado WindReport no necesita 
disponer de una opción para construir 
consultas SQL concretas, ya que la aplicación 
se está diseñando precisamente para realizar 
unos determinados informes y en ellos se 
construyen las consultas SQL que más nos 
podrá interesar ejecutar. 
Cuando se utiliza WindMan para pedir una 
determinada información histórica es 
complicado saber si dos registros del 
resultado pertenecen a intervalos seguidos (si 
WindReport dispondrá de una funcionalidad 
que permitirá evaluar la cantidad de 




se perdió la comunicación con el parque en 
un determinado periodo debería haber 
huecos de información).  
WindMan permite extraer los datos de 
velocidad media del viento y potencia 
producida de un aerogenerador en un 
intervalo de tiempo. Se pueden exportar esos 
datos a Excel para construir la curva de 
potencia de ese aerogenerador mediante la 
utilidad de gráficos de Excel. 
WindReport puede generar todas las curvas 
de potencia de los aerogeneradores de los 
parques que se deseen en una sola ejecución 
y empleando mucho menos tiempo. 
Además se podrán exportar dichos gráficos a 
un archivo PDF. 
WindMan puede extraer las alarmas 
producidas en aerogeneradores del parque. 
WindReport no sólo extrae esa información 
en un menor tiempo, sino que realiza 
diversos cálculos sobre cómo afectaron o 
afectan dichas alarmas a las máquinas del 
parque. 
WindMan puede extraer la información de 
los contadores de los aerogeneradores y 
exportar dicha información a Excel para 
evaluar los periodos de disponibilidad de las 
máquinas del parque, tras el cálculo 
pertinente mediante fórmulas. 
WindReport extrae esa información y realiza 
cálculos de medias, máximos y mínimos para 
informar de esa disponibilidad sin necesidad 
de pasar por un programa como Excel. 
WindMan dispone de una gran cantidad de 
opciones y menús, y para cada uno de ellos 
una gran cantidad de botones y nombres 
técnicos. Esto hace que casi sea indispensable 
leerse entero el manual de usuario. 
WindReport pretende ser mucho más rápido 
de usar e intuitivo, de modo que sólo incluirá 
aquellas opciones o menús que realmente 
vayan a ser útiles al final. Cualquier usuario 
debería ser capaz de hacerlo servir. 
La información generada por WindMan sólo 
es tratable si se exporta a Excel. 
WindReport generará la información 
necesaria de modo que no sea necesario 
tener que tratarla y la entregará en un 
formato estándar y universal como lo es PDF. 
WindMan es una aplicación de código fuente 
cerrado y licencia de pago. 
WindReport, al ser un proyecto interno, 
siempre permitirá cambios, modificaciones 




4.2.- Paso Inicial: Datos locales 
4.2.1.- Base de datos colectora 
Como ya se explicó en “Estado inicial de los sistemas y comunicaciones”, lo primero es crear 
una base de datos en el servidor colector de Las Planas (en 172.17.2.10) con un modelo 
conceptual apropiado para recibir los datos de los cuatro parques, AA, LB, PZ y LL mediante 
una pequeña aplicación Java que se encargue de volcar los datos de todas esas bases de datos 
en la colectora que hemos mencionado. 
Existen dos modelos conceptuales de base de datos posibles a seguir y entre los cuales 
debemos escoger: 
- Dividido: Consistiría en seguir un esquema conceptual muy similar (o calcado) al que 
siguen las bases de datos de los parques AA, LB, PZ y LL. A este esquema le llamaremos 
“Dividido” porqué cada aerogenerador tiene su información en una tabla que es suya y 
de ningún otro aerogenerador, de modo que no es necesario ninguna clave forana 
desde las tablas T_XXXXX_10MinData a la tabla TParkUnit. Para el resto de tablas 
pasaría de igual forma, tendríamos una por cada parque. En total el resultado serían 4 
tablas TParkUnit, 4 tablas TParkEvent, 4 tablas TGRID10MinData, 4 tablas 
TMet10Mindata  y 120 tablas T_XXXXX_10MinData. Para las tablas TEventCode y 
TEventList sólo tendríamos una de cada, pues contienen exactamente los mismos 
registros en los cuatro parques (recordemos que estas últimas tienen datos fijos). 
- Compacto: Este esquema seguiría la dirección totalmente contraria al anterior, de 
modo que existiría una única tabla de aerogenerador donde irían agrupados todos los 
aerogeneradores, no sólo los de un mismo parque, sino también los de los otros 
parques, y sucedería de igual modo para el resto de tablas. Así pues solo tendríamos 
una única tabla de cada tipo (tendríamos una tabla de aerogenerador adicional por 
cada familia de aerogeneradores distinta integrada en el sistema, aunque por ahora 
esto no afecta al proyecto). 
Podemos ver en las próximas dos páginas cómo quedarían ambos modelos conceptuales 
expresados mediante un diagrama de modelo conceptual. En dichos modelos se han 
incluido únicamente los campos más importantes (que son los que se comentaron 
anteriormente), además de los nombres de las tablas y sus multiplicidades. Recordemos 
que se ha de traer la misma información de una base de datos a la otra, con lo cual el resto 
de campos no incluidos en el modelo son exactamente los mismos.  
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Después de sopesar las posibilidades que ofrece cada uno nos hemos decidido por la base de 
datos con modelo conceptual compacto, pues creemos que esto nos permitirá disponer de una 
mayor integración de los datos y evitar tener una base de datos con demasiados elementos y 
que, por tanto, sea difícil de administrar. Sin embargo la razón que más pesa es la de creer que 
este modelo es el que más convendrá a la aplicación que más adelante atacará una base de 
datos con este modelo y que por las consultas que se vayan a realizar podría ser mejor para la 
eficiencia temporal de las ejecuciones. 
Una buena opción para el futuro sería, una vez creada la aplicación y disponer del sistema 
WindReport completo y funcionando realizar un estudio de eficiencia temporal con un par de 
versiones reducidas de la base de datos pero siguiendo cada versión un modelo distinto. 
En el anexo de esta memoria podemos consultar en texto plano los comandos realizados sobre 
la base de datos para crear la base de datos y todos sus elementos. 
4.2.2.- Aplicación de volcado de datos 
La aplicación de volcado entre bases de datos es necesaria, sí, pero no es el objetivo primordial 
de este proyecto y por ello trataremos de programarla de la forma más sencilla y efectiva 
posible sin entrar en detalles de funcionalidades extra que no aporten demasiado a lo que se 
pretende. Lo que se espera de esta aplicación es lo siguiente: 
- Se desea un menú inicial que permita ejecutar la aplicación de forma manual y por un 
usuario físico según una pequeña y sencilla configuración. 
- Se desea que dicho menú inicial incluya una cuenta atrás para que se ejecute 
automáticamente bajo unos parámetros establecidos sin necesidad de que un usuario 
físico esté detrás. 
- Los parámetros que podrá modificar un usuario cuando desee ejecutar la aplicación de 
forma manual serán pocos y muy concretos: escoger un periodo de datos que se 
querrán volcar de las cuatro bases de datos; decir si desea importar la tabla TParkUnit 
(sólo necesario para la primera ejecución); decir si desea importar la tabla TEventCode 
(ídem); decir si se desea importar la tabla TEventList (ídem). 
- Los parámetros bajo los cuales la aplicación se ejecutará cuando se automatice 
mediante un proceso serán los siguientes: no se importará la tabla TParkUnit (se 
presupone que ya existen datos de esta tabla); no se importará la tabla TEventCode 
(ídem); no se importará la tabla TEventList (ídem); los datos que se traerán serán, para 
cada tabla, los siguientes a partir del último registro que se tiene de aquella tabla para 
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aquél parque (esto no es difícil de saber, ya que cada registro tiene una columna que 
indica a qué día y hora pertenece dicha información, así que sólo hacer falta 
parametrizar las consultas SQL para que busquen a partir del más nuevo que se tiene). 
- La aplicación ha de ser eficiente, sobre todo en tiempo, pues los accesos de la 
aplicación en 172.17.2.10 a las bases de datos de los parques será lenta y dado que ahí 
no podemos hacer nada es vital asegurar que el código de la aplicación sea lo más 
bueno posible para reducir al máximo los tiempos de ejecución. 
- Dado que normalmente se ejecutará mediante un proceso automatizado (del cual 
hablaremos en las próximas páginas) no es importante que la aplicación sea intuitiva 
en cuanto al uso y menos necesario es aún que sea estéticamente agradable. La 
aplicación debe cumplir con su cometido y nada más. 
- Existirán mensajes de control que la aplicación irá reportando a medida que se ejecute 
y que podrán verse en pantalla, tanto cuando se ejecute por petición manual como por 
automatización. 
- La aplicación se cerrará automáticamente al acabar cada ejecución, vaciando así toda 
la memoria de la pila y también el proceso llevado a cabo en el sistema operativo. 
La aplicación seguirá un modelo conceptual de clases como el que podemos ver en la 
página siguiente, basado en el típico modelo en tres capas: 
Capa de Presentación: Dispone de una clase, Inicio, que hace las veces de controlador de la 
capa de presentación y se comunica con el controlador de dominio para indicarle con qué 
parámetros debe ejecutarse la aplicación. Esta capa dispone de dos vistas más para 
mostrar diferentes tipos de errores y otra vista más, Parámetros, que permite a un usuario 
ejecutar la aplicación bajo los parámetros que elija. 
Capa de Dominio: Dispone únicamente de una clase, CtrlDominio, que es el controlador de 
dominio de la aplicación y únicamente hace de intermediario entre la capa de 
presentación y la de datos, pues todas las operaciones se llevan a cabo en la capa de datos 
(es lógico, pues la aplicación sólo realiza operaciones con bases de datos). 
Capa de Datos: Tiene la clase CtrlDatos (controlador de datos) y dispone de un método 
distinto por cada tipo de tabla que tiene datos a transferir de una base de datos a otra. 
Cada método dispone en su código de los nombres de columna correctos para ir haciendo 
los INSERTs pertinentes y así conseguir el trasvase de datos.  
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Diálogo Actor-Sistema (Cambiar Parámetros) 
Actor Sistema 
1.- El usuario clica en el botón “Cambiar 
parámetros” de la pantalla inicial.  
 
2.- El usuario cambia todos, alguno o ninguno 
de los parámetros que permite la pantalla 
“CambiarParams”. 
 
3.- El usuario hace clic en el botón “Ejecutar 
con estos parámetros” o “Ejecutar 
normalmente”. 
 
 4.1.- El usuario clicó en “Ejecutar con estos 
parámetros” y el sistema empieza el proceso 
de volcado siguiendo los parámetros que el 
usuario seleccionó. 
4.2.- El usuario clicó en “Ejecutar 
normalmente”, en cuyo caso la aplicación de 
volcado seguirá los parámetros 
preestablecidos. 
 5.- La aplicación termina el proceso y se 
cierra automáticamente. 
 
Diálogo Actor-Sistema (Ejecutar Volcado) 
Actor Sistema 
1.1.- Un usuario inicia la aplicación y deja 
terminar la cuenta atrás o bien clica en 
“Iniciar”. 
1.2.- La aplicación se inicia sola porqué así 
estaba programado y la cuenta atrás de 
ejecución automática llega a su fin. 
 
 2.- El sistema lleva a cabo el volcado de datos 
siguiendo los parámetros predeterminados, 
es decir, las fechas para cada parque son a 
partir de las últimas que se tienen en 
adelante y respecto a las tablas a cargar 
todas excepto las “fijas” (TParkUnit, 
TEventCode y TEventList). 






4.2.3.- Algoritmo de Volcado de datos 
El algoritmo es bien sencillo. Una vez al controlador de dominio le llegan los parámetros de la 
clase Inicio se encarga de llamar secuencialmente a cada operación del controlador de datos, 
en función de si los parámetros le indicaron que debía hacer esa llamada o no. Por su parte, el 
controlador de datos realiza los SELECTs necesarios en la base de datos origen y los transforma 
en INSERTs en la base de datos destino. 





















Calcular la eficiencia temporal del algoritmo es fácil, ya que las llamadas a los métodos del 
controlador de datos se hacen secuencialmente y, por lo tanto, el coste total será la suma de 
todos ellos. Supongamos en todo momento que n es el volumen de datos que una operación 
debe mover de una base de datos a otra. 
cargarTEventCode: Realiza un bucle sobre un ResultSet de datos obtenidos de la tabla 
TEventCode. El coste del bucle es lineal = Ѳ(n). 
cargarTEventList: Ídem. Coste lineal = Ѳ(n). 
cargarTParkUnit: Ídem. Coste lineal = Ѳ(n). 
actualizarLogBooks: Esta operación comprueba si alguno de los registros ya existentes en la 
tabla TParkEvent ha sido actualizado desde el último volcado y en tal caso transmite la 
actualización. Para ello se hace un bucle sobre un ResultSet con los datos de los registros con 
el parámetro PCTimeStamp a NULL, por lo tanto el coste vuelve a ser lineal = Ѳ(n). 
cargarTParkEvent: De nuevo es lineal = Ѳ(n). 
cargarTWG10MinData: Esta operación es más complicada. En primer lugar pide los datos de 
los aerogeneradores del parque a la tabla TParkUnit y los almacena en un ResultSet del que se 
extraen los datos en cada vuelta de un bucle, y este está anidado a su vez con otro bucle que a 
partir de esos datos sabe en qué tabla de la base de datos origen debe hacer el SELECT. Dos 
bucles anidados tienen coste cuadrático = Ѳ(n2). 
cargarTGRID10MinData: Para acceder a esta tabla no es necesario hacer ninguna consulta 
previa y podemos transferir los datos con un único bucle, teniendo así coste lineal = Ѳ(n). 
cargarTMET10MinData: Ídem. Coste lineal Ѳ(n). 
Entonces, el coste total es Ѳ(n) + Ѳ(n) + Ѳ(n) + Ѳ(n) + Ѳ(n) + Ѳ(n) + Ѳ(n2) + Ѳ(n), y por la 




4.2.4.- Base de datos local 
Una vez construida la base de datos colectora en 172.17.2.10 y la aplicación de volcado de 
datos correctamente funcionando sobre esa base de datos solo nos hace falta crear una réplica 
de esa base de datos y situarla en el servidor local en 192.168.100.10. No nos extenderemos 
demasiado en explicar cómo está diseñada esta base de datos porqué es idéntica a la del 
servidor remoto, y en realidad debe ser así. Pasemos a hablar de cómo estas dos bases de 
datos se comunican entre ellas intercambiar datos. 
4.2.5.- Sincronización de instancias de SQL Server 2005 
Como ya se comentó de forma muy breve, existe una utilidad de SQL Server que permite a dos 
bases de datos compartir datos de forma automática. A una de ellas se la llama publicador y a 
la otra suscriptor. Cada vez que se producen cambios en el publicador estos se propagan de 
forma automática al suscriptor, viajando a través de la red. De este modo podremos disponer 
de los datos recogidos en el servidor colector en el servidor local, solventando así uno de los 
problemas importantes planteados: el tiempo de respuesta de nuestra aplicación WindReport. 
Sin embargo, y a pesar de que SQL Server ofrece asistentes de configuración muy completos 
para llevar a cabo esta tarea, lo cierto es que resulta bastante complicado configurar las 
opciones correctas y conseguir que todo acabe funcionando bien. Por ello será mejor entrar en 
cada detalle del funcionamiento de esta sincronización. 
En primer lugar decir que una base de datos que está suscrita a una que lleva el rol de 
publicador no recibe necesariamente toda la información que tiene, sino que el publicador 
suele únicamente ofrecer una parte, a la que llamaremos publicación, y el suscriptor o 
suscriptores (porqué puede haber varias bases de datos que estén suscritas a esa publicación) 
toma toda esa información o únicamente una parte, la que desee. Los elementos que una base 
de datos publicadora puede incluir en una publicación son los que llamamos artículos, y 
pueden ser objetos de la base de datos como por ejemplo tablas (lo más común), vistas o 
incluso procedimientos almacenados, entre otros.  
Además, existe un tercer rol del cual no hemos hablado todavía aparte del de publicador y 
suscriptor, que es el de distribuidor, que como su nombre indica se encarga de llevar del 
publicador al suscriptor la información del artículo que el suscriptor ha pedido y al cual tiene 












La elección escogida debería fundamentarse en las necesidades, pues la situación del 
distribuidor puede mejorar o penalizar la eficiencia temporal de la propagación de datos. 
Así pues, una topología de réplica define la relación entre los servidores y las copias de 
los datos, y aclara la lógica que determina cómo fluyen los datos entre los servidores. 
Hay varios procesos de réplica (denominados agentes) que son responsables de copiar 
y mover los datos entre el publicador y los suscriptores. En la siguiente ilustración se 
muestra información general acerca de los componentes y procesos que participan en 
la réplica.  
       
 
Además, para dicha propagación o réplica de datos existen diferentes configuraciones 
posibles. El tipo de réplica que se elige para una aplicación depende de muchos factores, como 
el entorno físico de la réplica, el tipo y la cantidad de datos que se desean replicar y si los datos 
se actualizan en el suscriptor. El entorno físico incluye el número y la ubicación de los equipos 
 
  
El distribuidor es el mismo publicador El distribuidor es el mismo suscriptor Otro sistema actúa de distribuidor 




que participan en la réplica, y si estos equipos son clientes (estaciones de trabajo, equipos 
portátiles o dispositivos de mano) o servidores. 
Los tipos de réplica de datos que existen son los siguientes: 
Réplica de instantáneas Es sinónimo de “fotografía”. Cada vez que se han de replicar 
datos el distribuidor hace una fotografía de los datos a los que 
está suscrito el suscriptor, de modo que los nuevos datos 
sustituyen a los antiguos y se copian todos de golpe, aunque en 
la nueva fotografía solo hubiese un par de cambios. Este tipo de 
réplica de datos es ideal cuando: 
- Los cambios no son muy frecuentes. 
- Es aceptable disponer de copias de datos desfasados 
respecto al publicador durante un período de 
tiempo. 
- Se duplican pequeñas cantidades de datos. 
- Hay un gran volumen de cambios en un corto 
período de tiempo. 
Réplica de transacciones Cada vez que la base de datos publicadora registre un cambio o 
transacción acerca de los datos a los que otra base de datos esté 
suscrita los cambios, y sólo esos cambios, se propagan 
inmediatamente al publicador. Debe utilizarse cuando: 
- Se desea que se propaguen cambios incrementales a 
los suscriptores en el momento en que ocurren. 
- La aplicación requiere una latencia baja entre el 
momento en que se realizan los cambios en el 
publicador y el momento en que llegan los cambios 
al suscriptor. 
- La aplicación necesita acceso a los estados 
intermedios de los datos. Por ejemplo, si una fila 
cambia cinco veces, la réplica transaccional permite 
que una aplicación responda a cada cambio (por 
ejemplo, la activación de un desencadenador) y no 
sólo al cambio de datos neto en la fila. 
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-  El publicador tiene un volumen elevado de actividad 
de inserción, actualización y eliminación. 
- El publicador o el suscriptor es una base de datos 
que no es de SQL Server, por ejemplo, es una base 
de datos de Oracle. 
Réplica de mezcla Se usa, básicamente, cuando el diálogo publicador-servidor es 
mucho más complejo que lo mostrado hasta ahora. Por ejemplo 
cuando el suscriptor también dispone de una publicación a la que 
están suscritos otras bases de datos entre las cuales podría estar 
incluida el propio publicador del que se suscribió. Es ideal 
cuando: 
- Varios suscriptores pueden actualizar los mismos 
datos en diferentes ocasiones y propagar los 
cambios al publicador y a otros suscriptores. 
- Los suscriptores necesitan recibir datos, realizar 
cambios sin conexión y sincronizar más adelante los 
cambios con el publicador y otros suscriptores. 
- Cada suscriptor necesita una partición de datos 
distinta. 
- Puede haber conflictos y, cuando los hay, debe 
poder detectarlos y resolverlos. 
- La aplicación requiere cambios de datos netos en 
lugar de acceso a los estados intermedios de los 
datos. Por ejemplo, si una fila cambia cinco veces en 
el suscriptor antes de sincronizarse con un 
publicador, la fila cambia una sola vez en el 
publicador para reflejar el cambio neto en los datos 
(es decir, el quinto valor). 
 
Para el caso que nos ocupa el tipo de réplica ideal es la transaccional, ya que la base de datos 
local se actualizará, como mínimo, una vez cada hora y es necesario disponer de dichos 
cambios cuanto antes. Respecto al distribuidor, el nuestro será el mismo publicador. 
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4.2.6.- Implementar la réplica 
Una vez con los conceptos básicos sobre la sincronización de datos de SQL Server bien claro 
podemos adentrarnos en su implementación. Debemos seguir cinco pasos básicos para 
lograrlo: configurar la distribución, publicar datos y objetos de la base de datos publicadora, 
suscribirse a publicaciones, inicializar una suscripción y sincronizar. 
Configurar la distribución 
Lo primero consiste en saber si el equipo o sistema que hemos escogido para que actúe como 
distribuidor es apto en características para la tarea, ya que será necesario mucho espacio de 
disco adicional y potencia sobrada del procesador. Luego creamos una carpeta que de forma 
predeterminada el distribuidor usará para almacenar las instantáneas producidas (para la 
réplica de instantáneas si fuésemos a usarla) y el registro de LOG, donde se van almacenando 
las transacciones que se van realizando en la base de datos publicadora, y luego la asignamos 
como compartida con los permisos pertinentes. Tras esto habrá que configurar nuestro 
publicador para que disponga de acceso a dicha carpeta. 
 
Publicar datos y objetos de la base de datos 
Abrimos SQL Server e iniciamos el asistente de creación de publicación. Nos pedirá, en este 
orden: distribuidor, ubicación de la carpeta de instantáneas y LOG, base de datos de 
publicación, tipo de réplica, artículos que conformarán la publicación, filtros para los artículos 
(se puede filtrar la información que se desea de cada tabla o vista), programación del Agente 
de Instantáneas, información de las cuentas de usuario bajo las cuales se ejecutarán los 
diferentes agentes (agente de instantáneas, de registro de LOG y agente de lectura de cola), 
nombre y descripción de la publicación. 
 
Suscribirse a publicaciones 
Nos vamos a la base de datos local e iniciamos el asistente de creación de nueva suscripción. 
Nos pedirá lo siguiente: nombre de la publicación, nombre del suscriptor y de la base de datos 
de suscripción, decir si el agente de distribución se ejecutará en el distribuidor o el suscriptor, 
decir si el agente de distribución se ejecutará de forma continua, programada o a petición, si 
se desea crear una instantánea inicial al acabar el proceso de creación de suscripción e indicar 




Inicializar la suscripción 
Ir a la base de datos de suscripción e indicar que debe iniciarse. Con esto inicializa la 
sincronización obteniendo una primera versión de los datos de la publicación, y con ello el 
esquema de la base de datos y de los artículos de la publicación. 
 
Sincronizar datos 
Tras la inicialización de la suscripción y la llegada de los primeros datos ya no debemos hacer 
nada más salvo esperar a que vayan llegando datos nuevos cada vez que se actualice la 
publicación. 
 
4.2.7.- Automatizar la ejecución de la aplicación de volcado 
Ahora que tenemos nuestras bases de datos “conectadas” y dispuestas a intercambiar 
información sólo necesitamos automatizar la ejecución de la aplicación de volcado de datos y 
esperar a que vayan llegando los datos y podamos consultarlos de forma inmediata. 
Para ello podemos hacer uso de la herramienta del sistema operativo Windows llamada 
“Tareas programadas”. Con ella podemos indicar al sistema operativo una programación para 
la ejecución de un archivo .bat que incluya el comando necesario para abrir el ejecutable java 
(.jar). De este modo la aplicación se ejecuta por un lado y por el otro la ventana de comandos 
de Windows nos va mostrando los mensajes de progreso. La programación que seguirá esta 
tarea programada será horaria, es decir, que después de cada hora deberíamos contar en 
nuestra base de datos local con: 
- Tabla TWG10MinData: (24 aeros en AA + 32 aeros en LB + 32 aeros en PZ + 32 aeros en 
LL) * 6 registros diezminutales a la hora = 720 registros más 
- Tabla TGRID10MinData: (1 grid en AA + 1 grid en LB + 1 grid en PZ + 1 grid en LL) * 6 
registros diezminutales a la hora = 24 registros más 
- Tabla TMet10MinData: (1 met en AA + 1 met en LB + 1 met en PZ + 1 met en LL) * 6 
registros diezminutales a la hora = 24 registros más 
- Tabla TParkEvent: Es imposible saber cuántos registros más tendremos en esta tabla 
tras cada hora, pues sólo se producirán cambios en el publicador a medida que los 




4.3.- Aplicación: WindReport 
4.3.1.- Repaso general 
Llegados a este punto del proyecto deberíamos hacer un resumen de lo que se ha conseguido 
hasta ahora y lo que queda por hacer. Los puntos alcanzados y resueltos son, por orden 
cronológico, los siguientes: 
- Análisis e implementación de la base de datos remota en el servidor colector. 
- Análisis e implementación de la base de datos local. 
- Análisis, especificación, diseño e implementación de la aplicación que trae los datos de 
las bases de datos de cada parque a la base de datos colectora. 
- Búsqueda e implantación de un recurso para automatizar el envío de datos de la base 
de datos del servidor colector al servidor con la base de datos local (sincronización). 
- Disponer de los datos a explotar en una base de datos local. 
Es decir, todo lo que hemos hecho hasta ahora ha tenido como único resultado disponer de los 
mismos datos que en los servidores de cada parque pero en el servidor local. Entonces, ahora 
sí, el esquema del sistema implementado hasta el momento es el que comentábamos al 
principio de esta memoria y que pretendíamos conseguir: 
 
 
            
            
            
            
            
            
            
            
             
Entonces los puntos a resolver en lo que queda de proyecto son los siguientes: 
- Análisis, especificación, diseño e implementación de la aplicación WindReport. 
- Test de la aplicación y análisis de mejoras. 
 
























4.3.2.- WindReport: Objetivo 
El objetivo del proyecto es claro y conciso: programar una aplicación en lenguaje Java que 
permita realizar cuatro tipos de informes distintos que actualmente no pueden generarse o 
bien el proceso de su obtención es muy costoso en tiempo. 
Tales informes tendrán los siguientes nombres a partir de ahora: Informe de Integridad de 
Datos, Informe de Curvas de Potencia, Informe de Logbooks e Informe de Disponibilidad. 
Informe de Integridad de Datos: Debido al tipo de comunicación con los parques (de tipo 
satelital) es posible que a menudo se sufran cortes y por ello se pierdan datos. Otras causas 
también pueden contribuir a tal efecto y por ello es importante llevar un control sobre este 
tema, ya que la existencia o ausencia de determinados datos puede comprometer la fiabilidad 
del resto de informes. Por ello es necesario disponer de un medio de evaluación de la 
integridad de los datos de la base de datos. Este informe permitirá saber qué datos faltan 
donde debería haberlos. 
Informe de Curvas de Potencia: El comportamiento de un aerogenerador viene dado por su 
curva de potencia, y disponer de ella nos permite evaluar si su rendimiento es el esperado o 
está produciendo energía por debajo de sus posibilidades. Esta razón (y algunas otras 
relacionadas con los contratos de mantenimiento) hacen que extraer esta curva de potencia 
sea algo muy relevante en el control de los parques eólicos. Este informe permitirá extraer 
gráficamente las curvas de potencia de las máquinas que se desee.   
Informe de Logbooks: Los aerogeneradores emiten señales denominadas eventos y alarmas 
cada vez que una situación anómala se produce en su funcionamiento. Dichos eventos y 
alarmas quedan registrados en la base de datos en la tabla TParkEvent, momento en el que los 
llamamos logbooks. El análisis de estos logbooks nos permite averiguar en qué momento de 
qué día y durante cuánto tiempo estuvo una máquina parada, además de saber el porqué. 
Disponer de una herramienta de análisis de logbooks es el primer paso para evitar que se 
sucedan más casos iguales. 
Informe de Disponibilidad: Los informes anteriores basaban su necesidad de existir en ámbitos 
de estudio muy concretos. El informe de disponibilidad permitirá evaluar muchos aspectos 
acerca de la disponibilidad de uno o varios aerogeneradores (incluso parques enteros) en un 
determinado periodo de tiempo. Su análisis global es el que nos dice si un parque está 
produciendo energía según se esperaba. 
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Todos estos informes no sólo mostrarán la información de su resultado por pantalla, sino que 
se desea que ese resultado sea lo más visible posible y que nos permita sacar conclusiones 
sobre ello de un solo vistazo. Para conseguir esto haremos uso de la librería JFreeChart, de 
licencia gratuita, que permite dibujar gráficos de distintos tipos en dos dimensiones. 
Por otro lado se desea que el resultado de estos informes sea exportable a un formato 
estándar que permita que sean visualizados en casi cualquier ordenador y de la forma más 
legible posible. Además nos interesa que exista una fuerte compatibilidad con nuestro 
lenguaje de programación, Java. Siguiendo estas restricciones tenemos que el formato más 
adecuado es PDF. Para ello dispondremos de otra librería, también de licencia gratuita, 
llamada iText que nos permitirá exportar nuestros resultados a este formato. 
4.3.3.- La librería JFreeChart 
Podemos descargar gratuitamente esta librería de internet y nos permitirá realizar los gráficos 
en dos dimensiones que más nos convengan para cada resultado de un informe. Algunas de las 
características más importantes de esta librería son las siguientes: 
- Gran variedad de tipos de gráficos. Entre los tipos de gráficos disponibles están los 
habituales de barras, líneas o tipo pastel, pero existen otros no tan habituales como 
los gráficos de Gantt, histogramas, de nubes de puntos, de áreas y muchos otros que 
amplían enormemente las posibilidades. 
- Dispone de una buena documentación en forma de API. 
- Está diseñada para que sea flexible extenderla según más convenga al usuario. 
- Como ya se ha dicho es una librería gratuita, pero también es “open source”. 
- Debido a su calidad de gratuita existe mucha información sobre ella en internet e 
incluso en los foros públicos de Sun y eso facilita la labor de programar con ella y 
resolver dificultades. 
4.3.4.- La librería iText 
La librería iText también es descargable desde internet y permite una gran interactuación con 
el formato PDF. Las características de esta librería son muy similares a las de la librería 






4.3.5.- WindReport: Análisis de requerimientos 
A lo largo de lo redactado en esta memoria hasta el momento tenemos que poco a poco se 
han ido comentando las necesidades que la aplicación WindReport tendrá que cubrir. A modo 
de resumen y ampliación se recogen a continuación todas ellas y algunas inéditas: 
- WindReport permitirá obtener cuatro tipos de informes de datos históricos para 
distintos análisis sobre el parque eólico de Las Planas, subdividido en cuatro parques 
(AA, LB, PZ y LL). 
- El resultado de los informes será fácilmente analizable gracias a la posibilidad de ver 
ese resultado gráficamente. 
- El resultado de los informes será exportable a PDF. 
- La aplicación debe ser eficiente, sobretodo en tiempo. Esto es especialmente 
importante porqué muchas veces se deseará analizar el rendimiento del parque eólico 
para todo un año (por ejemplo, con los datos de todo el año 2006). 
- Será de fácil uso, que cumpla el cometido para el que fue ideada y que no obligue a 
leer extensos manuales de usuario. 
- Dispondrá de una interfaz gráfica agradable que contribuya a la vistosidad y que al 
mismo tiempo sea práctica. 
- Una barra de proceso y un cuadro de texto mostrarán el progreso de las diferentes 
funcionalidades de la aplicación. 
- Se desea que cada informe pueda ejecutarse para los datos de un determinado 
periodo de tiempo (indicando así una fecha de inicio y una de fin) y para los 
aerogeneradores que se deseen (un único aerogenerador de un parque, uno de cada 
parque o todos los que queramos). 
- La estructura de las clases que compondrán la aplicación debe ser perfectamente 
ampliable para permitir la inclusión de otros parques en los informes (incluso cuando 
los nuevos parques tengan modelos de aerogenerador distintos a los que tratábamos). 
- La aplicación permitirá abrir el manual de usuario de la aplicación y obtener 
información acerca de la versión de la aplicación y sobre su autor. 
- Será altamente robusta, evitando que durante su ejecución se alcance un punto de 
error o una situación anómala que condicione su buen funcionamiento o que impida al 
usuario saber con certeza qué está ocurriendo. 
- El código de la aplicación estará documentado en todo momento para permitir de 
forma fácil futuras modificaciones y para facilitar su reusabilidad. 
 4.3.6.- WindReport: Especificación






4.3.6.1.- Patrón arquitectónico: Diseño en tres capas
Para el diseño de la estructura en clases de la aplicación hemos escogido el patrón que 
subdivide el conjunto de las clases en tres capas bien diferenciadas y c
cometido distinto. 
Capa de Presentación Es el nivel superior de la aplicación y constituye aquél conjunto único 
de clases que podrá ver el usuario y con las cuales interactuará. El 
pilar maestro de esta capa es el controlador de presentaci
nuestro caso será la pantalla principal, y que permitirá interactuar 
con la capa del nivel inferior, la capa de dominio.
El controlador de presentación se encarga de llamar al resto de 
clases de la capa cada vez que se ha de mostrar algo nuevo e
pantalla o actualizar lo que ya se está visualizando. Además de la 
pantalla principal necesitaremos varias clases más, como por 
ejemplo una para los parámetros de la ejecución de informes, una 
clase más para cada resultado de un informe, pantallas para l
mensajes de error y/o confirmación, etc…
• Capa de Presentación
• Capa de Dominio








- Patrón arquitectónico. 
- Diagrama de clases de la aplicación. 
- Diagrama de casos de uso. 
- Diálogos actor-sistema. 
- Atributos y métodos de las clases (documentación 
javadoc). 
ada una con un 
 





Capa de Dominio La capa de dominio contiene todas aquellas clases que se encargan 
de la mayor parte de las operaciones que la aplicación ha de hacer y 
sirve los resultados a la capa de presentación. Cuando sea necesario 
las clases de dominio hablan con la capa de datos que les dará los 
datos que necesiten. 
Entonces la capa de dominio es como un intermediario entre la capa 
de datos y la capa de presentación: la capa de presentación recibe 
las peticiones del usuario y las envía a la capa de dominio, esta las 
procesa con las operaciones que sean necesarias (las cuales pueden 
incluir peticiones a la capa de datos) y las devuelve a la capa de 
presentación en caso de que así se requiera. El máximo exponente 
de esta capa es el controlador de dominio, que interactúa con el 
controlador de la capa de presentación y el de la capa de datos y al 
mismo tiempo con el resto de clases de la capa de dominio. 
Capa de Datos Las funciones de la capa de datos se limitan a la obtención de datos, 
como su nombre indica. Básicamente se comunica con el sistema de 
persistencia de datos (que puede ser una base de datos o un 
conjunto de archivos en un formato específico, entre otras 
posibilidades), que en nuestro caso será el SGBD de Microsoft, SQL 
Server. Nuestra aplicación únicamente dispondrá de una clase para 
esta capa, el controlador de datos, y su único cometido será 
responder a las peticiones del controlador de dominio. 
 
A continuación veremos el diagrama de clases de la aplicación dividido en capas, para hacer 
hincapié en el patrón arquitectónico empleado. 
4.3.6.2.- Diagrama de clases: Capa de Datos 
Como decíamos, la capa de datos dispone únicamente de una clase que la representa, luego su 
diagrama de clases es el siguiente: 
 
  




4.3.6.3.- Diagrama de clases: Capa de dominio 
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
             
4.3.6.4.- Diagrama de clases: Capa de presentación 
            








4.3.6.5.- WindReport: Modelo de casos de uso 












Una barra de menús y una de botones permitirán escoger entre los informes a ejecutar, 
que una vez mostrados en pantalla sus resultados permitirá ampliar los gráficos generados 
y exportar el conjunto de resultados a PDF. En general no ofrecerán mucha más 
interactuación al usuario (es una aplicación de análisis, no de gestión), pues se desea que 
se entreguen los datos a analizar de la forma más adecuada posible para que sea 
inmediato analizarlos y tomar conclusiones. 
Las otras opciones disponibles son las habituales en cualquier aplicación: obtener 
información acerca del autor y sobre la aplicación en sí, abrir el manual de usuario o salir 
de la aplicación. 
Los diálogos actor-sistema asociados al diagrama de casos de uso mostrado son los que 
vienen en las páginas siguientes:  





4.3.6.6.- Diálogos actor sistema       
Diálogo actor-sistema: Salir        
Diálogo actor-sistema: Acerca de...Manual de Usuario 
Actor Sistema 
El usuario abre el menú “Acerca de…” en la 
barra de herramientas y pica sobre la opción 
“Manual de usuario”. 
 
 El sistema abre el manual de usuario de la 
aplicación WindReport en formato PDF. 
 
Diálogo actor-sistema: Acerca de…Autor y aplicación 
Actor Sistema 
El usuario abre el menú “Acerca de…” en la 
barra de herramientas y hace clic sobre 
“Autor y aplicación”. 
 
 El sistema responde abriendo una ventana 
que muestra información relativa al autor de 
Actor Sistema 
El usuario hace clic en el botón de salir, ya 
sea el de la barra de botones de la aplicación 
o la cruz de la ventana. 
 
 El sistema responde abriendo una ventana 
que pregunta al usuario si realmente quiere 
salir. 
El usuario hace clic en una de las tres 
opciones ofrecidas: “Si”, “No”, “Cancelar”. 
 
 1.- El usuario clicó en “Sí”, entonces el 
sistema cierra la aplicación y con ello acaba 
cualquier proceso que estuviera en marcha. 
2.- El usuario clicó en alguno de los otros dos 
botones, en cuyo caso la aplicación sólo 
cierra la ventana que abrió. 
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la aplicación y sobre la aplicación en sí. 
El usuario sólo puede interactuar con la 
pantalla cerrándola. 
 
Diálogo actor-sistema: Informe a PDF 
Actor Sistema 
El usuario hace clic sobre el botón 
correspondiente en la barra de botones o 
sobre su opción homóloga en la barra de 
herramientas. 
 
 El sistema comprueba si la pantalla principal 
está mostrando el resultado de un informe o 
no. 
1.- En caso negativo lo indica mediante una 
pantalla de error a la que el usuario solo 
puede clicar en “Aceptar”, momento en el 
que termina el caso de uso. 
2.- En caso afirmativo el sistema abre la 
ventana de “Browse”, que permite al usuario 
poner un nombre al archivo que se guardará 
y escoger donde se ubicará. 
El usuario navega por la ventana de “Browse” 
hasta elegir un directorio apropiado y un 
nombre apropiado al archivo. 
 
 1.- Después de todo el usuario clicó en 
“Cancelar” y el sistema cierra la ventana, 
terminando así el caso de uso. 
2.- El usuario clicó en “Aceptar”. Entonces el 
sistema comprueba el nombre del fichero 
elegido por el usuario y le añade, si hace 
falta, la extensión “.pdf”. Después realiza las 
operaciones necesarias para guardar el 





Diálogo actor-sistema: Ampliar gráfico 
Actor Sistema 
El usuario hace clic sobre una versión 
reducida de un gráfico que se muestra por 
pantalla como resultado de un informe. 
 
 El sistema amplía esa imagen en una nueva 
ventana hasta hacerle alcanzar el tamaño 
máximo. 
El usuario puede cerrar esa ventana en 




Diálogo actor-sistema: Tabla Mantenimiento 
Actor Sistema 
El usuario clica en el botón “Tabla de 
Mantenimiento” tras mostrarse en pantalla el 
resultado de un informe de Logbooks. 
 
 El sistema abre una ventana nueva y muestra 
en ella la tabla de mantenimiento. 
El usuario puede en cualquier momento 




Diagrama actor-sistema: Gráficos de pareto 
Actor Sistema 
El usuario pica en el botón “Gráficos de 
pareto” tras mostrarse en la pantalla 
principal el resultado de un informe de 
integridad. 
 
 El sistema abre una ventana nueva con dos 
pestañas, una para el gráfico de frecuencia de 
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alarmas y otra para el gráfico de horas 
acumuladas por alarma. 
El usuario puede alternar entre las dos 
pestañas para visualizar el gráfico que desee. 




Diagrama actor-sistema: Filtro 
Actor Sistema 
El usuario pica en el botón “Filtro” tras 
mostrarse en la pantalla principal el resultado 
de un informe de integridad. 
 
 El sistema abre una nueva ventana en la que 
muestra varias posibilidades para filtrar los 
resultados del informe de logbooks. 
El usuario interactúa con los diferentes tipos 
de filtro que puede aplicar y hace clic en 
“Aceptar” o “Cancelar”. 
 
 1.- Si el usuario picó en “Cancelar” el sistema 
cierra la ventana sin aplicar ningún cambio en 
el resultado del informe que se muestra en 
pantalla. 
2.- Si pulsó en “Aceptar” el sistema recoge los 
datos del formulario y aplica los cambios 
pertinentes al resultado del informe. 





Diagrama actor-sistema: Informe de integridad 
Actor Sistema 
El usuario hace clic en el botón 
correspondiente en el menú adecuado de la 
barra de menús. 
 
 La pantalla principal muestra el formulario 
base. 
El usuario selecciona las máquinas para las 
que desea el informe y el periodo de fechas 
(para esto último el usuario puede servirse de 
un calendario que se muestra al picar sobre 
un botón). 
 
 El sistema comprueba si las fechas 
introducidas son válidas. 
1.- Si no lo son lo indica mediante una 
ventana de error, desde la cual el usuario 
solo puede volver al paso anterior. 
2.- Si son válidas el sistema lleva a cabo las 
operaciones necesarias, indicando el 
progreso del proceso en la parte inferior de la 
pantalla principal. Llegados a este punto el 
caso de uso termina. 
 
Para el resto de informes, Informe de Curvas de Potencia, Informe de Logbooks e Informe de 
Disponibilidad, el diálogo actor-sistema es idéntico, aunque obviamente el resultado que cada 
uno ofrece es distinto. 
4.3.6.7.- Especificación de los atributos y métodos de las clases 
Podemos encontrar esta información en forma de anexo de este proyecto, en el anexo dos 
titulado “Anexo 2: Especificación javadoc”, que incluye la documentación javadoc* generada 




4.3.7.- WindReport: Diseño 
La parte de diseño de una aplicación pretende mostrar cómo se ha de resolver el problema 
presentado en el análisis y en la especificación. Nuestro diseño incluye, como partes más 
importantes a ser analizadas, las siguientes: Informe de Integridad de Datos (IID), Informe de 
Curvas de Potencia (ICP), Informe de LogBooks (ILB) y Informe de Disponibilidad (IDS). A su vez, 








- Introducción: ¿Para qué necesitamos este informe? 
- Algoritmo: Idea. 
- Algoritmo: Diagrama de secuencia. 
- Algoritmo: Evaluación de la eficiencia en tiempo y 
espacio. 
- Algoritmo: ¿Mejoras? 




4.3.8.- Diseño: Informe de Integridad de Datos (IID) 
4.3.8.1.- Introducción 
El informe de integridad de datos permitirá saber, para un periodo de fechas elegido, qué 
datos de la base de datos WindReport están ausentes cuando se supone que debería haberlos, 
ya que habitualmente nosotros sabremos qué datos deberíamos tener porqué somos nosotros 
quienes fijamos el intervalo de ejecución de la aplicación de volcado de datos. El usuario 
también podrá escoger las máquinas para las cuales desea el informe, pues quizá no desee 
tener en cuenta las pérdidas de información de una determinada máquina. 
Este informe es muy importante porqué en función del resultado obtenido podríamos ver 
comprometida la fiabilidad del resto de informes que realicemos. Además, si lo ejecutamos 
para un periodo de fechas muy cercano al momento de petición también puede permitirnos 
averiguar si existe algún fallo de comunicaciones, caída de un servidor o fallo en la 
sincronización, entre otras posibilidades. 
4.3.8.2.- Algoritmo: Idea 
El algoritmo que nos permitirá revelar los huecos de información parte de las siguientes 
premisas: 
- Sólo podemos averiguar qué información falta para aquellos datos que sigan un 
esquema de “existencia” definido, como es el caso de la información diezminutal, pues 
sabemos que cada diez minutos se genera un registro de dichas características. 
- Expuesto el motivo anterior es obvio decir que sólo tiene sentido buscar huecos de 
información sobre máquinas de un parque eólico, tanto si se trata de aerogeneradores 
(accediendo a la tabla TWG10MinData), como si es de una MET de un parque (tabla 
TMET10MinData) o si es de un GRID (TGRID10MinData), ya que en lo que se refiere al 
resto de información que pertenece a tablas con datos fijos (TParkUnit, Tpark, 
TEventCode y TEventList) o bien la tabla recibe datos a cualquier hora y minuto 
(TParkEvent) y por ello es imposible saber en qué momento se perdió un registro. 
- Sabemos que la información diezminutal se recoge una vez completado el periodo 
diezminutal siguiendo un inicio y un final puntual, es decir, que cada hora se generan 
seis registros con una fecha y hora fijas. Esto es, por ejemplo, para la hora de las 18 a 
las 19 de la tarde se generarían los registros de las 18:00-18:10, el de las 18:10-18:20, 
18:20-18:30, 18:30-18:40, 18:40-18:50 y 18:50-19:00. 
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Teniendo estas ideas muy claras podemos imaginar el mecanismo para buscar los huecos de 
información en las tablas diezminutales: crear dos líneas de tiempo, una que represente la de 
los datos que deberíamos tener (estimada) y la otra que represente la de los datos que 
tenemos (real), y hacer avanzar una u otra según convenga comprobando que el periodo 
diezminutal de la línea del tiempo real se corresponda con su homólogo en la estimada. 
Supongamos, a modo de ejemplo, que queremos buscar los huecos de información de los 
datos diezminutales de una máquina (no importa cual) para el periodo comprendido entre las 
18 y las 20 horas de un mismo día. Tenemos, entonces, que el periodo que conforman estas 
fechas y horas va a comprender un total de doce intervalos diezminutales que habrá que 
comprobar que existan en la línea estimada. Ahora digamos que los registros que no existen 
en la base de datos son los correspondientes al intervalo 18:50-19:00 y 19:30-19:40, entonces 




























Línea del tiempo real 
Línea del tiempo estimada 
Punto de partida 







Visualizando el ejemplo mostrado tenemos que la línea real y la estimada avanzan 
simultáneamente hasta el intervalo 18:50-19:00, que no está, y en cuyo momento el algoritmo 
almacena en una estructura de datos la información relativa a este hueco de información 
(instante inicial de fecha y hora del intervalo, instante final, máquina en la cual ocurrió y 
parque eólico al que pertenece la máquina en la que ocurrió). Por lo tanto, si sabemos que 
faltó un registro en la última comprobación significa que el próximo registro de la línea del 
tiempo real va por delante en el tiempo, lo que significa que no debemos avanzar en las dos 
líneas del tiempo, sólo en la estimada. Entonces volvemos a hacer la misma comprobación y 
así sucesivamente hasta alcanzar el punto de llegada. 
Un aspecto importante de todo este proceso es que los puntos de partida y de llegada los 
marca la línea del tiempo estimada, ya que podría suceder que la línea real no tuviera uno o 
varios registros del inicio o el final del periodo total. El pseudocódigo correspondiente al 










En cuanto a las estructuras de datos que se harán servir se ha pensado en alguna estándar de 
Java. Por ejemplo, las líneas del tiempo se representarán mediante la clase GregorianCalendar, 
que sustituye a la clase Calendar (en estado deprecated* para el JDK 1.6*). A esta clase 
podemos asignarle fechas y horas y fijar como método de avance la suma de diez minutos en 
cada vuelta de bucle. Para la estructura que almacenará los huecos de información se ha 
pensado en la clase LinkedList, aunque podría haberse hecho con un simple vector (la 
LinkedList es más práctica si conocemos sus métodos y sabemos hacerla servir). 
ed = estructura_dtos(); 
real = línea_tiempo_real(); 
estimada = línea_tiempo_estimada(); 
mientras (estimada.tiene_siguiente()) hacer 
 si real.actual() = estimada.actual() entonces 
  real.avanzar(); 
  estimada.avanzar(); 
 sino 
  ed.añadir_hueco_información (estimada.actual(), datos_maquina); 





4.3.8.3.- Algoritmo: Diagrama de secuencia 
Según la idea expuesta en el apartado previo, tenemos que el diagrama de secuencia de la 
operación que resuelve la búsqueda de huecos de información es el siguiente: 
            
            
            
            
            
            
            
            
            
            
            
            
            
  
El diagrama de secuencia cuando la llamada llega de la capa de presentación hasta la clase 
EjecutarIntegridad es el siguiente: 
            
            
            
            
            
            
            
            
            
            
            
            
            







Y por último el diagrama de secuencia desde la interacción del usuario en la capa de 















El método consultaSQL() de la clase CtrlDatos realiza exactamente la siguiente consulta: 
SELECT Status_Avg_WindSpeed, Grid_Avg_ActivePower 
FROM ‘tabla’ 
WHERE PCTimeStamp >= CAST (‘fechaini’ As DateTime) AND PCTimeStamp < CAST 
(‘fechafin’ As Datetime) AND ParkUnit = ‘numMaquina’ AND ParkName = ‘parkMaquina’ 
 






            
            
            
            
            
            
            
            
            
             
            
            
            
            
            
 
4.3.8.4.- Algoritmo: Evaluación de la eficiencia en tiempo y espacio 
Si evaluamos la eficiencia en tiempo del algoritmo de cálculo de huecos de información 
tenemos que las operaciones de la capa de presentación tienen coste constante Ѳ(1) y las de 
la capa de datos tienen siempre coste proporcional al volumen m del periodo de datos y, por 
lo tanto coste Ѳ(m), luego sólo tenemos que evaluar cuánto cuestan las de dominio. 
En la capa de dominio tenemos que la clase EjecutarIntegridad recibe de la capa de 
presentación un vector con los elementos de la clase Máquina para los que se desea hacer el 
informe, además de las fechas que indican el inicio y el fin del periodo. Para cada elemento del 
vector de Máquina se llama a un método privado de la clase que es el que lleva a cabo la 
búsqueda de los huecos y la información obtenida se almacena en las estructuras de datos 
habilitadas a tal efecto que cada elemento de la clase Máquina tiene para sí mismo. 
De este modo tenemos dos bucles anidados, uno en el que se recorren todos los elementos de 
un vector con n Máquinas y otro donde para cada máquina se recorre una doble línea 
temporal, cuyo tamaño depende del número m de elementos del ResultSet con los datos que 
la capa de dominio pide a la capa de datos para aquella Máquina. Al final esto hace que el 
coste total del algoritmo sea Ѳ(n · m). 
- fechaini: Parámetro de tipo String que indica la fecha inicial del periodo. Se hace un 
CAST con él para transformarlo al formato DateTime de SQLServer. 
- fechafin: Otro String pero que indica la fecha de fin del periodo, y al cual también se 
hace un CAST. 
- numMaquina: String que identifica el número de máquina para el que se desea la 
información. Se obtiene haciendo un getParkUnit() del elemento correspondiente de 
la clase Maquina que almacena la clase ListaUnidades. 
- parkMaquina: String que indica a qué parque pertenece el aerogenerador en 
cuestión. El modo en que se obtiene es idéntico al del parámetro numMaquina (pero 
llamando al método getParkName()). 
- tabla: String que contiene el nombre de la tabla de la base de datos a la cual deberá 
acceder el CtrlDatos para obtener los datos de esta máquina. Este parámetro es 
necesario para este informe (y sólo este) porqué es el único que realiza operaciones 




En lo que respecta al coste espacial, no se necesita demasiado espacio extra, ya que la clase 
Máquina dispone de sus propias estructuras de datos para almacenar los resultados de este 
informe, de modo que para recoger los resultados es mucho más rápido y práctico. Por lo 
tanto, el coste espacial es directamente proporcional al número  m de máquinas que se desea 
para el informe, y por tanto el coste Ѳ(m). 
4.3.8.5.- Resultados del informe: Visualización, interpretación y análisis 
Una vez terminado el proceso de cálculos y generación de gráficos, la pantalla principal 










Podemos apreciar que la pantalla principal contiene una ventana con diferentes pestañas, las 
cuales podríamos agrupar en tres conjuntos distintos: por parque, de gráficos y de tabla 
resumen. Las pestañas por parque muestran mediante una tabla y para el parque que indica la 
pestaña la información relativa a cada registro perdido para el periodo de fechas que se 
escogió. Sin embargo, cuando se han perdido muchos registros de información puede resultar 
complicado analizar la información, y aquí es donde entra la pestaña de gráficos, que muestra 
en forma de tiras de imágenes los gráficos generados para los huecos de información. El 
usuario puede hacer clic sobre cualquiera de ellos para abrirlos en una nueva ventana a 
tamaño completo. Por último, la pestaña de tabla resumen contiene otra tabla, pero que 
recoge los datos del informe en general y a modo de resumen (número de registros estimados 





Como habremos podido observar, hay un gráfico por cada parque eólico que tuviera al menos 
una máquina incluida en la ejecución del informe. 
Cuando el usuario desee ampliar un gráfico para analizarlo más exhaustivamente (tal y como 










En el primer vistazo podemos ver que se trata de un gráfico de barras apiladas, donde en el eje 
de abscisas tenemos las fechas del periodo que se eligió y en el eje de ordenadas el total de 
registros perdidos para ese día y para las máquinas que se indicaron previamente y que figuran 
en la leyenda de la parte inferior. Por lo tanto, si decidimos ejecutar el informe para todas las 
máquinas de un parque, el total que suman todas y cada una de las barras apiladas para un 
determinado día nos dice cual fue el bagaje final de registros perdidos para ese día. 
El gráfico, desde esta pantalla, dispone de un tooltip* para cada barra apilada que indica a qué 
día pertenece, cuánto totaliza y a que máquina se refiere. 
Entonces, la última pregunta que queda por hacernos es ¿Cómo analizo lo que estoy 
visualizando? Normalmente esto depende del gráfico que estemos visualizando, pero cuando 
no existe un caso concreto se suele seguir un procedimiento establecido de investigación. A 
continuación se muestra una pequeña tabla de relaciones gráfico-análisis con los casos más 
habituales que pueden darse: 
  





Este es el caso más habitual, en el que un 
parque puede sufrir una regular pero baja 
pérdida de información que se considera 
aceptable, siendo el total de la pérdida 
inferior al 1 %. Esto se debe al tipo de 
comunicaciones y es inevitable que de vez en 
cuando se pierda algún dato. 
 
Varias máquinas de un mismo parque y con 
números de máquina consecutivos han 
perdido la misma cantidad de información y 
en los mismos instantes. 
Este suceso suele indicar que el circuito que 
une todas esas máquinas ha perdido la 
comunicación y todas las máquinas que 
pertenecen a él siguen el mismo esquema de 
pérdida de datos. 
 
Una máquina concreta sufre una inusual y 
alta cantidad de pérdida de datos. Varias 
razones pueden llevar a que ocurra esto, pero 
suele pasar que la máquina esté averiada y, 
por lo tanto, sin tensión y fuera de 
comunicación. También puede pasar que la 
hayan desactivado voluntariamente para 
llevar a cabo en ella tareas de 
mantenimiento. 
 
Todo el parque eólico ha perdido toda o casi 
toda su totalidad de información, impidiendo 
así que se ejecuten otros informes sobre tal 
parque. 
Es importante ver si la situación persiste 
actualmente y encontrar las causas, que 
suelen ser la pérdida de comunicación entre 







adelante podrán recuperarse) o si la pérdida 
de comunicación se produjo entre el parque 
eólico y el servidor remoto (en cuyo caso lo 
más probable es que esos datos se hayan 
perdido para siempre y sean irrecuperables). 
 
Habitualmente, cuando se realizan análisis de datos históricos para fechas muy pasadas (una o 
varias semanas atrás) no tiene demasiada importancia analizar estos gráficos, simplemente 
tener en cuenta que los informes que se realicen para esas máquinas en ese periodo pueden 
no ser demasiado fiables. 
Sin embargo, cuando el informe de integridad se ejecuta para fechas muy próximas al 
momento de ejecución entonces el análisis realizado sobre el resultado puede ser vital para 
solucionar determinados problemas, normalmente asociados a las comunicaciones. 
Supongamos, por ejemplo, que ejecutamos un informe de integridad para el día actual (es 
decir, fecha de inicio y fin de hoy) y vemos que en lo que va de día se ha perdido una cantidad 
de registros para máquina que se corresponde aproximadamente con el total de horas que 
han transcurrido del día actual. Eso suele significar que actualmente tenemos un fallo de 
comunicaciones y que se debería solucionar cuanto antes para no seguir perdiendo más datos. 
En estos casos se suele aplicar el siguiente protocolo de actuación: 
• 1.- Se comprueba si existe comunicación con el servidor local. 
• 2.- Se analiza el estado de la base de datos local y el espacio disponible de disco duro. 
• 3.- Se analiza el estado de la suscripción en el servidor local. 
• 4.- Se comprueba que la aplicación de volcado de datos no haya emitido un mensaje 
de error y, por tanto, que no haya funcionado correctamente. 
• 5.- Se comprueba si hay comunicación con el servidor remoto. 
• 6.- Se analiza también la base de datos y el espacio en disco del servidor remoto. 
• 7.- Se investiga sobre el estado de la publicación en el servidor remoto (SQL Server 
facilita una herramienta de monitorización de sucesos y errores para la sincronización 
de las bases de datos). 
• 8.- Se comprueba el estado de la comunicación que el parque eólico tiene con el 
servidor del parque (el que es remoto desde nuestra posición). 
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Cuando se alcanza el motivo del fallo de comunicación se realizan tareas correctivas para 
subsanar el problema y se intenta recuperar los datos perdidos. 
4.3.8.6.- Resultados del Informe: PDF 
Una vez mostrado el resultado del informe de integridad por pantalla, el usuario puede en 
cualquier momento hacer clic sobre el botón de PDF sobre la barra de botones de la pantalla 
principal para exportar este resultado a un archivo PDF. 
La interacción resultante entre el usuario y el sistema es la que viene definida en el diálogo 
actor-sistema Resultado a PDF. 
El archivo PDF resultante del proceso contiene en su primera página información variada sobre 
el proceso evaluado en el informe, como por ejemplo el periodo para el cual tiene lugar, los 
aerogeneradores para los que se ejecutó o el momento en que se pidió su ejecución. La 
segunda página contiene la tabla resumen y en las consecutivas vienen sucesivamente cada 
uno de los gráficos generados. 




4.3.9.- Diseño: Informe de Curvas de Potencia (ICP) 
4.3.9.1.- Introducción 
En el análisis y control de rendimiento de los aerogeneradores de un parque eólico no existe 
mejor herramienta que la curva de potencia del aerogenerador. Este informe permitirá extraer 
y mostrar en pantalla en forma de tira de imágenes las curvas de potencia de los 
aerogeneradores que el usuario desee, independientemente del parque al que pertenezcan, 
para un periodo de datos elegido. 
4.3.9.2.- Algoritmo: Idea 
La idea del algoritmo que resuelve este problema es muy sencilla: el controlador de dominio 
crea una nueva instancia de la clase EjecutarCurvas y le pasa los parámetros que el usuario 
introdujo en el formulario base mostrado en la pantalla principal (la interacción se sucede tal y 
como se muestra en diálogo actor-sistema del caso de uso Informe de Curvas de Potencia). 
Para dibujar una curva de potencia necesitamos la potencia generada en un instante 
diezminutal y la velocidad media del viento en ese instante. Esto constituye un punto de la 
curva, y el resto conseguidos del mismo modo para el periodo de fechas indicado acaban 
dibujando la curva de potencia final para ese aerogenerador y para ese periodo. 
De este modo la clase EjecutarCurvas pide al controlador de datos CtrlDatos los datos de 
velocidad media del viento y potencia generada para cada aerogenerador que el usuario pidió 
y entre las fechas que dicho usuario seleccionó. La clase EjecutarCurvas recibe estos datos en 
forma de ResultSet* y los pasa a una nueva instancia de la clase ScatterPlotGraphic. Esta clase 
trata directamente con la librería JFreeChart, creando un gráfico de dos dimensiones en cuyo 
eje de abscisas se indica la velocidad media del viento y en el eje de ordenadas la potencia 
generada para esa media de viento. La nube de puntos creada conforma la curva de potencia 
del aerogenerador. La clase ScatterPlotGraphic genera, además, la curva de potencia teórica 
(en un gráfico de líneas superpuesto) y fija siempre los tamaños de los ejes, en 25 para la 
velocidad del viento (eje de abscisas) y en 800 para la potencia generada (eje de ordenadas), 
de modo que al usuario que analice estos gráficos le sea inmediato comparar una curva de 





El gráfico generado queda en memoria como una instancia de la clase ScatterPlotGraphic en 
un vector de gráficos que almacena la clase EjecutarCurvas. Esta clase procede de igual modo 
con el resto de aerogeneradores para los cuales aún no se creó el gráfico. 
Una vez dispone de todos los gráficos lo indica al controlador de dominio pasándole por 
referencia el vector de gráficos y éste habla a su vez con el controlador de presentación para 
que cree una instancia de la clase AlbumPanel que finalmente mostrará todos los gráficos por 
pantalla en un tamaño reducido. El usuario tiene la posibilidad de clicar sobre cualquiera de 
ellos (tal y como se muestra en el diálogo actor-sistema Ampliar gráfico) para que tal gráfico se 
muestre a tamaño completo en una nueva ventana. 
El sistema termina aquí su actuación, aunque el usuario aún puede exportar los gráficos que 
desee a PDF (según el diálogo actor-sistema Informe a PDF). 
4.3.9.3.- Algoritmo: Diagrama de secuencia 


















Desde la capa de dominio se sucede hasta la capa de datos y todo vuelve hasta la pantalla 










El método consultaSQL() de la clase CtrlDatos realiza exactamente la siguiente consulta: 
SELECT Status_Avg_WindSpeed, Grid_Avg_ActivePower 
FROM TWG10MinData 
WHERE PCTimeStamp >= CAST (‘fechaini’ As DateTime) AND PCTimeStamp < CAST 
(‘fechafin’ As Datetime) AND ParkUnit = ‘numMaquina’ AND ParkName = ‘parkMaquina’ 
Las variables empleadas en la consulta son las siguientes: 
            
            
            
            
            
            
            
            
            
             
  
 
- fechaini: Parámetro de tipo String que indica la fecha inicial del periodo. Se hace un 
CAST con él para transformarlo al formato DateTime de SQLServer. 
- fechafin: Otro String pero que indica la fecha de fin del periodo, y al cual también se 
hace un CAST. 
- numMaquina: String que identifica el número de máquina para el que se desea la 
información. Se obtiene haciendo un getParkUnit() del elemento correspondiente de 
la clase Maquina que almacena la clase ListaUnidades. 
- parkMaquina: String que indica a qué parque pertenece el aerogenerador en 
cuestión. El modo en que se obtiene es idéntico al del parámetro numMaquina (pero 




4.3.9.4.- Algoritmo: Evaluación de la eficiencia en tiempo y espacio 
Si analizamos el coste temporal de las operaciones tenemos que desde la capa de presentación 
se accede a la de dominio y cuando ésta termina le devuelve a la capa de presentación los 
gráficos generados. Entonces se llama al constructor de la clase AlbumPanel, que genera una 
vista con los n gráficos que le han llegado. 
Por lo tanto, el coste total es la suma de los costes de generar los gráficos y de mostrarlos en 
pantalla: 
Generar los gráficos: ? 
Mostrarlos en AlbumPanel: AlbumPanel (graficos: ScatterPlotGraphicArray) = Ѳ(n) 
Coste total = ? + Ѳ(n) → Por lo tanto el coste total será Ѳ(n) si el coste de generar los gráficos 
no alcanza Ѳ(n). En caso contrario será el coste total de generar los gráficos. 
El coste de generar los gráficos depende totalmente del método ejecutar() de la clase 
EjecutarCurvasPotencia, ya que los métodos necesarios para llegar hasta esta clase desde la 
capa de presentación tienen todos coste constante Ѳ(1). A su vez, el método ejecutar() tiene 
un coste que depende del número n de gráficos que se le pida generar, ya que la consulta SQL 
también tiene coste constante Ѳ(1) y también crear cada gráfico por separado con el 
constructor de la clase ScatterPlotGraphic. De este modo tenemos que al hacer un único bucle 
el coste es directamente proporcional al tamaño del vector de n gráficos que habrá que 
devolver, por lo tanto el coste total es Ѳ(n). 
Finalmente tenemos: 




En cuanto al coste en espacio es, lógicamente, proporcional al tamaño de la estructura que 








4.3.9.5.- Algoritmo: ¿Mejoras? 
La forma que se ha mostrado de resolver el problema parece a priori la más apta: se nos pide 
que para una seria de máquinas obtengamos sus datos y los representemos de un cierto 
modo, y así es como hacemos un bucle para cada una de sus máquinas y vamos almacenando 
los gráficos generados. Desde el punto de vista algorítmico el proceso es bastante eficiente. 
Existe, sin embargo, otro lado que es más susceptible de mejorar. Podemos apreciar que 
cuando se le pide a la aplicación que genere una gran cantidad de gráficos o con un periodo de 
fechas muy amplio el procesador del ordenador y la memoria sufren un exceso de trabajo y 
ello afecta al rendimiento del PC donde se ejecuta, llegando incluso a afectar a su 
operatividad. Este suceso se debe a la gran cantidad de puntos que uno o varios gráficos 
pueden tener y que la memoria y el procesador deben gestionar. 
Se ha pensado en una futurible modificación de la clase ScatterPlotGraphic para subsanar este 
suceso, y consiste en la implementación de uno o de los dos sistemas que a continuación se 
describen: 
Omisión de puntos 
superpuestos 
Consiste en evitar que sean representados sobre el gráfico al mismo 
tiempo dos puntos que estén situados sobre el mismo lugar del 
gráfico (mismo valor de velocidad de viento para una potencia dada), 
es decir, superpuestos, ya que al fin y al cabo el usuario sólo verá 
uno de ellos. 
Esto puede conseguirse haciendo uso de una tabla como espacio 
temporal adicional que almacene la relación de velocidades de 
viento con su potencia que ya se han añadido al gráfico como un 
punto de la curva de potencia. 
Interpolación de 
valores en los ejes 
El objetivo de esta idea es reducir la masificación de puntos que 
representan la curva de potencia, en este caso, mediante una 
interpolación de los posibles valores de viento y también los de 
potencia, ajustándolos a una determinada parte decimal, como por 
ejemplo la quinta parte decimal (0,2) para la velocidad del viento y 
en valores de diez en diez para la potencia. Esto significaría, para el 
ejemplo planteado, que una velocidad de 6,3 m/s pasase a ser 6,2 o 
6,4 (habría que definir cómo resolver los puntos medios) y una 




4.3.9.6.- Resultados del informe: Visualización, interpretación y análisis 
Una vez terminado el proceso de petición y generación del informe de curvas de potencia la 
aplicación WindReport nos mostrará la siguiente pantalla en la que se muestran en forma de 











Entonces el usuario al hacer clic sobre cualquiera de las imágenes el sistema le amplía el 
gráfico escogido y lo muestra en una nueva ventana. Llegados a este punto hemos logrado uno 
de los objetivos que nos propusimos al principio de este proyecto, pero…¿qué significa lo que 
estamos visualizando y cómo se analiza? 
Para dar respuesta a estas preguntas lo mejor es realizar una explicación por casos, 
concretamente de los distintos casos que pueden verse en el dibujo de una curva de potencia y 
que, generalmente, suelen apuntar hacia una línea de investigación concreta. En este sentido 






Análisis de curvas de 
potencia por casos 
- Curva correcta 
- Curva limitada 
- Curva dispersa 
- Curva doble inferior 
- Curva de doble lengua 
- Curva de potencia anormalmente baja 






Esta es la curva de potencia esperada para 
cualquier máquina, es decir, aquella en la 
que la nube de puntos se aproxima lo más 
posible a la curva definida por contrato del 
aerogenerador (y que WindReport dibuja 
mediante una línea azul). 








Podemos observar que la nube de puntos 
es incapaz de alcanzar cotas más altas a 
partir de una determinada potencia. Suele 
ocurrir en estos casos que la capacidad de 
producción de la máquina se haya limitado 
por software voluntariamente, a pesar de 
que podría producir más. 
Aunque pueda parecer ilógico que se desee 
esta situación lo cierto es que a veces 
algunos contratos o leyes obligan a limitar 
la potencia total de un parque y en esos 






Simplemente el anemómetro se estropeó y 
dejó de funcionar correctamente, 
remitiendo constantemente a la base de 
datos velocidades de viento erróneas y 
provocando así una dispersión inusual en la 
representación de los puntos, a pesar de 
que habitualmente en estos casos la 
potencia indicada suele ser la correcta. 
También puede ocurrir debido a paradas en 






anemómetro podría estar funcionando 
correctamente pero que la máquina no 
hubiera producido ni un kilowatio o menos 
de lo que se esperaba con la velocidad 
indicada. 
 
Curva doble inferior 
Puede ocurrir entre ciertos rangos de 
velocidad de viento cuando el aerofreno de 
la pala no regula bien su propio cierre y 
esto afecta a su aerodinámica, provocando 
que en el mismo gráfico se vean dos curvas 
de periodos distintos, uno en el que era la 






Curva de doble lengua 
Este suceso denota el efecto de pérdida 
aerodinámica antes de la velocidad 
adecuada, donde la curva inferior empieza 
a descender sobre los 15 o 16 m/s, cuando 
lo normal es que no lo haga hasta los 19 o 
20 m/s. 
La causa más habitual de esta anomalía es 
la acumulación de suciedad sobre la 
superficie de las palas del aerogenerador, 
que afecta directamente a su aerodinámica 
esperada. 
 
Curva de potencia anormalmente baja 
Es la menos habitual de todas y al mismo 
tiempo la que más pérdidas de producción 
refleja. 
Vemos que a partir de un determinado 
punto de velocidad de viento la potencia 
producida desciende en picado a medida 






absolutamente inusual y peligroso. 
Suele indicar un importante defecto físico 
en el aerogenerador, normalmente en una 
o varias de las palas, que se doblan más de 
lo esperado a medida que aumenta la 




Curva doble superior 
Es similar a la curva doble inferior, sólo que 
esta vez la curva anómala se pone por 
encima de la curva correcta, y no por 
debajo. 
La culpa suele ser del anemómetro, que se 
ha quedado bloqueado en un punto de 
modo que siempre indica menor velocidad 
de viento de la que realmente tenemos y 
por ello parece que se produzca más a 
menor velocidad. 
 
4.3.9.7.- Resultados del Informe: PDF 
El usuario, si lo desea, puede hacer clic en el botón con el dibujo del archivo PDF que hay sobre 
la barra de botones de la pantalla principal para exportar las curvas de potencia que desee a 
un archivo PDF. Una pantalla le preguntará qué curvas de potencia quiere exportar y luego le 
pedirá que ponga nombre al fichero y fije un directorio donde se guardará. 
La estructura del archivo guardado es similar a la de cualquier otro informe: la primera página 
recoge información variada sobre el proceso evaluado en el informe, como por ejemplo el 
periodo para el cual tiene lugar, los aerogeneradores para los que se ejecutó o el momento en 
que se pidió su ejecución. En las páginas siguientes se muestran consecutivamente las curvas 
de potencia que se pidieron, una en cada página, precedidas de un título que indica a qué 
aerogenerador pertenece. 




4.3.10.- Diseño: Informe de Logbooks (IL) 
4.3.10.1.- Introducción 
El informe de logbooks consistirá en consultar la tabla de eventos y sucesos de la base de 
datos (TParkEvent) y recoger todos los datos de las máquinas elegidas por el usuario y para el 
periodo de fechas que se indique y trazar un algoritmo que permita mostrar los datos 
recogidos por pantalla y hacerlos lo mas visuales posibles. Sin embargo, WindReport no tiene 
como único objetivo mostrar los datos, sino que además debe ser capaz de calcular la tabla de 
mantenimiento de cada parque involucrado en el informe (un parque está involucrado en el 
informe si al menos una máquina de ese parque fue escogida para obtener sus logbooks), 
además de un gráfico con la frecuencia de errores producidos, otro con el acumulado de horas 
por error aparecido y además una herramienta de filtro de logbooks. 
4.3.10.2.- Logbook 
Un logbooks es, básicamente, un registro de la tabla de eventos y sucesos de la base de datos, 
en el que se muestra, entre otros datos, la fecha y hora en que se produjo el suceso, así como 
cuándo se solucionó, sobre qué maquina de qué parque se produjo y el identificador del 
evento. Este último dato es el que, por mediación de una JOIN con la tabla TEventCode, nos 
permite obtener el número de error real del suceso y su descripción. 
Los logbooks se dividen en dos subgrupos, error y warning, que son suceso y evento, 
respectivamente. Lo único que los distingue es que el error implica una situación anómala en 
un aerogenerador que obliga a detener el funcionamiento de éste y, por tanto, dejar de 
producir energía. Análogamente, un warning indica una situación anómala en un 
aerogenerador sin llegar a implicar que éste último se detenga. 
Desgraciadamente no se dispone de ningún dato en ninguna tabla que indique si un 
determinado logbook debe considerarse como error o como warning. El trabajo de muchos 
años nos ha permitido trazar una tabla que relaciona el código del suceso/evento con su tipo. 
Todo este trabajo es importantísimo para nosotros, ya que tanto los gráficos a generar como la 




4.3.10.3.- Tabla de Mantenimiento 
La tabla de mantenimiento es el pilar básico del informe: 
Máquina Acum. mes Acum. Service Actuales 
 
La columna “Máquina” indica el aerogenerador; “Acum. Mes” indica la acumulación o suma de 
horas que ese aerogenerador estuvo parado durante el periodo seleccionado al ejecutar el 
informe; la columna “Acum. Service” nos dice cuantas horas de parada de las que se indican en 
“Acum. Mes” han sido por error de tipo Service (que indica que el aerogenerador estuvo bajo 
tareas de mantenimiento); “Actuales” indica, para todo valor diferente de cero, cuántas horas 
lleva parada actualmente esa máquina, en función del último logbook que se tiene de esa 
máquina. 
A priori parece tan simple como obtener los logbooks de tipo error (sólo de tipo error, pues los 
warning no paran máquinas) por máquina y sumar sus duraciones, pero lo cierto es que el gran 
atractivo de esta tabla es que tiene en cuenta en todos sus cálculos los efectos de 
solapamientos temporales entre logbooks de tipo error. 
Se produce un solapamiento temporal entre dos o más logbooks cuando la aparición de un 
logbook es consecuencia de uno que ya se produjo previamente sobre la misma máquina entre 
el periodo de existencia de dicho logbook. Supongamos la siguiente relación de logbooks: 


















1 61 SERVICE 
 
En este caso se produce un triple solapamiento de logbooks. Tenemos que en primer lugar se 
produce un Overwind que dura dos horas, de las cuales los primeros cinco minutos provocan 
vibraciones en el aerogenerador y debido a las anomalías causadas los operarios de 
mantenimiento efectúan reparaciones en el aerogenerador durante una hora.  
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El dibujo del espacio temporal abarcado por esta serie de logbooks sería el siguiente: 
            
            
            
            
            
            
            
             
            
             
 
 
Por lo tanto, el resultado final del algoritmo que calcula la tabla de mantenimiento debe contar 
estos tres logbooks como si fueran uno solo de dos horas y media de duración y no 3,08 que es 
lo que sumarían si lo hiciésemos individualmente. 





El segundo logbook que recibimos está 
incluido dentro del primero, con lo cual el 





El primer logbook que recibimos está incluido 
dentro de otro que leemos más tarde, luego 





El segundo logbook que recibimos se solapa 
temporalmente con uno previo que tiene 





Se produce la misma situación que en el 
solapamiento C pero a la inversa. 
Overwind 
01-01-2008 17:00:00 01-01-2008 19:00:00 
Vibration 
01-01-2008 17:00:00 01-01-2008 17:05:00 SERVICE 
01-01-2008 18:30:00 01-01-2008 19:30:00 









La clase Intervalo del modelo conceptual es la que se encarga de recoger el periodo de cada 
logbook e incluye operaciones de comparación con otras instancias de su mismo tipo de clase 
para definir el tipo de solapamiento y hacer el cálculo pertinente de la duración global. 
4.3.10.4.- Filtro 
El resultado del informe también incluye una pequeña herramienta para filtrar los datos 
obtenidos. Básicamente permite filtrar por nombre de máquina, por tipo de error (error o 
warning), por descripción de error y por solapado/raíz (un logbook raíz es todo aquel logbook 
que no está solapado con ninguno otro, aunque otro u otros sí que pueden estar solapados a 
él). 
4.3.10.5.- Gráficos de pareto 
En el apartado Resultados del informe veremos ejemplos de los gráficos que genera la 
aplicación, pero la idea principal es mostrar dos gráficos: uno en el que se muestre mediante 
barras la frecuencia de aparición de cada tipo de error y otro que muestre el total de horas que 
acumula ese error. Además de las barras, se desea que una curva indique el porcentaje que 
cada barra representa respecto al total, deseando demostrar así que se cumple el principio de 
pareto por el cual el veinte por ciento de las incidencias causan el ochenta por ciento del total 
acumulado tanto en frecuencia como en horas. 
Los gráficos serán globales para cada parque, y no por máquina, ya que en la mayoría de casos 
sería poco significativo y por lo tanto difícilmente analizable. 
4.3.10.6.- Algoritmo: Idea 
El algoritmo que ejecuta este informe hace una consulta a la tabla TParkEvent de la base de 
datos para extraer aquellos logbooks que pertenezcan al periodo indicado por el usuario y para 
aquellos aerogeneradores seleccionados. Luego se lleva a cabo, uno por uno, el cálculo de 
solapamientos que nos permite confeccionar la tabla de mantenimiento. Finalmente, y con la 
información de la que ya se dispone, es casi trivial calcular y dibujar los gráficos. 
La parte más interesante del algoritmo es la que lleva a cabo el cálculo de solapamientos, ya 
que requiere de una clase específica llamada Intervalo que nos permite encajar cada logbook 
en su espacio temporal y someterlo a distintos métodos que nos indiquen si ese logbook 
queda solapado con cualquier otro ya revisado que, a su vez, pudo haber formado un 
solapamiento con otro. 
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Lo que hace el algoritmo es, para cada aerogenerador, obtener sus logbooks y encapsular los 
datos recibidos en una LinkedList para poder mostrarlos por pantalla en un formulario al 
terminar el proceso. Mientras tanto, para cada logbook de ese aerogenerador se comprueba si 
es de tipo error y si lo es se mira si el código del error implicaba un SERVICE en la máquina 
(recordemos que hay una columna específica para los SERVICE en la tabla de mantenimiento). 
En cualquiera de estos dos casos el espacio temporal del logbook se encapsula en una 
instancia de la clase Intervalo y se añade este Intervalo a un vector mediante un método que 
para cada Intervalo recibido comprueba si existe algún solapamiento con cualquier otro 
Intervalo que ya contenga. 
Al final del bucle de este aerogenerador se llama a un método privado que evalúa el vector de 
Intervalos y traza todos los cálculos de la tabla de mantenimiento, entendiendo que cada 
Intervalo encontrado en el vector no está solapado con ningún otro (porqué ya se calculó al 
añadirlo al vector) y sólo debe obtener la fecha y hora de inicio y la de fin para obtener la 
duración real contando el solapamiento. 
Finalmente, y con todos los datos de los que se dispone se calculan y dibujan los gráficos y se 
prepara la herramienta de filtro. 
4.3.10.7.- Algoritmo: Diagrama de secuencia 
El siguiente diagrama es el del método ejecutar de la clase EjecutarLogbooks, que inicia todo el 
proceso: 
            
            
            
            
            
            
            
            
            
            
            
            





El diagrama asociado al método extraerDatos: 
            
            
            
            
      
            
            
            
            
            
            
            
            











El método calcularSolapamientos simplemente recibe el Vector de Intervalo tratado en el 
método añadirAVector y calcula las duraciones de cada Intervalo incluido, enviándolo 
definitivamente a la clase TablaMantenimiento para confeccionar la tabla de resultados. 






            
            
            
            
























El método consultaSQL() que realiza el controlador de datos en el método extraerDatos del 
segundo diagrama ejecuta la siguiente consulta a la base de datos: 
SELECT event.ParkEventTimeDetected, event.ParkEventTimeReset, event.ParkUnit, 
event.ParkName, unit.ParkUnitTitle, event.ParkEventOriginalEventCode, event.EventCodeId, 
code.EventCodeTitle 
FROM TParkEvent As event, TParkUnit As unit, TEventCode As code 
WHERE code.EventCodeId = event.EventCodeId AND event.parkunit = unit.parkunit and 
event.parkname = unit.parkname and unit.parkname = 'park' and unit.parkunittitle = 
'UnitTitle' AND ((ParkEventTimeReset >= CAST ('fechadesde' As DateTime) AND 
ParkEventTimeReset < CAST ('fechahasta' As DateTime)) or (ParkEventTimeReset IS NULL 
AND ParkEventTimeDetected >= CAST ('fechadesde' As DateTime) and 
ParkEventTimeDetected < CAST ('fechahasta' As DateTime ))) 
Las variables empleadas en la consulta son las siguientes: 
            
            
            
            
            
            
             
 
4.3.10.8.- Algoritmo: Evaluación de la eficiencia en tiempo y espacio 
Consideremos n el volumen de datos que representan las máquinas o aerogeneradores 
involucrados en la ejecución del informe y consideremos m el volumen de logbooks 
determinado por la extensión del periodo de fechas. 
Método EjecutarLogbooks.ejecutar() Efectúa un bucle por aerogenerador sobre el 
método extraerDatos() de la propia clase 
EjecutarLogbooks. El coste es entonces: 
Ѳ(n · coste_extraerDatos()) 
Método EjecutarLogbooks.extraerDatos() Ejecuta una consulta a la base de datos con 
coste proporcional al número de 
aerogeneradores y al periodo de fechas y, por 
- fechadesde: String que representa la fecha de inicio del periodo elegido por el 
usuario al ejecutar el informe. Mediante un CAST de SQL Server se transforma a 
DateTime para que pueda ser interpretado correctamente. 
- Fechahasta: Igual que el anterior pero para la fecha de fin del periodo. 
- UnitTitle: Nombre de la máquina, que suele asociarse al campo ParkUnitTitle de la 
base de datos en la tabla TParkUnit. 
- Park: Parque al que pertence la máquina UnitTitle. 
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tanto, con coste Ѳ(n · m), y para cada registro 
de datos obtenido itera consecutivamente 
llamando, en primer lugar, al método 
añadirAVector() y en segundo lugar al 
método calcularSolapamientos. Podemos 
concluir, entonces, que el coste es: 
Ѳ((n · m) · (coste_añadirAVector() + 
coste_calcularSolapamientos()) 
Método EjecutarLogbooks.añadirAVector() Itera para cada instancia de la clase Intervalo 
recibida en el vector de entrada 
comprobando si puede haber algún 
solapamiento, de modo que el coste será 
como mucho O(m), o lo que es lo mismo, 
Ѳ(n) en el caso peor. 
Método 
EjecutarLogbooks.calcularSolapamientos() 
Recorre secuencialmente el vector de 
Intervalos solapados y calcula las duraciones 
de todos esos periodos, siendo así una 
operación de coste Ѳ(m). 
 
Coste final Ѳ (n · (n · m ) · Ѳ(m + m)) = Ѳ(n2 · m2) 
 
4.3.10.9.- Algoritmo: ¿Mejoras? 
Después de algún tiempo realizando ejecuciones del informe de logbooks mediante este 
algoritmo podemos pensar una pequeña mejora para conseguir que el tiempo de ejecución del 
método añadirAVector se reduzca a coste constante Ѳ(1). 
La idea consiste, básicamente, en pedir a la consulta SQL del método consultaSQL() que ordene 
el resultado por el parámetro que indica la fecha y hora de detección del suceso, de modo que 
la aparición de un intervalo solapado para un aerogenerador sólo puede producirse con el 
logbook anterior de esa misma máquina, y si ese nuevo logbook no está solapado con el 
intervalo anterior podemos concluir entonces que no hay solapamiento alguno. De este modo 
el método añadirAVector solo debe comprobar si la instancia de la clase Intervalo recibida por 
parámetro produce un solapamiento de tipo A o C con el último Intervalo añadido al vector. 
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Con esto se reduce, además, el número de bloques condicionales del método añadirAVector, 
que ya no debe comprobar si hay solapamiento de tipo B o D, ya que si los logbooks vienen 
ordenados esa esos tipos de solapamientos  jamás sucederán (un logbook que llegue en 
segundo lugar siempre irá por detrás de otro que llegó antes, ya que la consulta SQL nos los 
devolvió ordenados temporalmente). 
Finalmente podemos concluir que el coste temporal se reduce a Ѳ(n2 · m). 
4.3.10.10.- Resultados del informe: Visualización, interpretación y análisis 
Tras todo el proceso de búsqueda de información y procesamiento de ésta la pantalla principal 
nos muestra los resultados ocupando toda la amplitud de la pantalla mediante una serie de 
pestañas que subdividen este resultado en parques: 
            
            
            
            
            
            







Cada pestaña lleva el nombre del parque al que representa y en la zona central de ésta puede 
verse una tabla con todos los registros de logbooks de los aerogeneradores elegidos por el 
usuario y para el periodo escogido al principio y que pertenecen a este parque. Los que vienen 
en color verde claro son logbooks raíz y los que le siguen en color blanco son aquellos que 





La parte inferior de la pestaña dispone, en su parte izquierda, de un botón llamado “Filtro” que 
permite abrir la ventana de filtro: 
            
            
            
            
            
            




Los dos botones centrales permiten visualizar la tabla de mantenimiento y los gráficos, que se 











Habitualmente la herramienta de filtro se suele utilizar más bien para ahondar en una 
determinada búsqueda sobre la que ya se haya encontrado algún indicio del que sospechar. 






Imagen 43 Imagen 44 
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Para los primeros análisis de un determinado periodo se suelen tener más en cuenta los 
gráficos y, sobretodo, la tabla de mantenimiento. 
Los gráficos nos revelan qué incidencias son las más abundantes en un parque en un 
determinado periodo y su análisis con detenimiento nos permite fijar medidas correctivas para 
evitar que se vuelva a suceder una situación similar. Existen gran cantidad de errores (cerca del 
75 – 80 %) que implican una parte muy poco significativa y que pueden definirse casi como 
ocasionales, pero el resto pueden llegar a implicar una alta cantidad de horas de máquinas 
paradas y por lo tanto un gran porcentaje de horas de indisponibilidad. Algunos de estos 
errores sobre los que suele ser necesario un estudio independiente son los siguientes: 
Untwisting CCW: El desenrolle de cables es muy habitual pero en casos en los que pueda 
implicar una excesiva cantidad de horas es importante plantearse la revisión de los sistemas de 
orientación de los aerogeneradores. 
Service: Las tareas de mantenimiento deben ser informadas y clasificadas como correctivas o 
preventivas, y para altas cantidades de services de este último tipo es importante investigar en 
qué momento de producción se efectuaron, puesto que aunque sea ilógico muchas veces 
ocurre que se lleva a cabo un service preventivo en una máquina que está produciendo por 
encima de 500 kW. 
Stop via dataline: Es sinónimo de parada remota de aerogenerador. Cuando el número de este 
tipo de error es muy alto es indispensable averiguar porque se pararon manualmente las 
máquinas afectadas. 
Vibration guard: Si un determinado aerogenerador produce muchas alarmas de este tipo 
puede indicar que alguna anomalía está afectando a su funcionamiento y debe evitarse a toda 
costa que más vibraciones por la fuerza del viento le sigan afectando, para poder evitar así que 




4.3.10.11.- Resultados del Informe: PDF 
El usuario puede, en última instancia, exportar el resultado del informe a un documento PDF. 
El documento muestra en su primera página, del mismo modo que en el informe de integridad, 
información relativa a los parámetros bajo los que se ejecutó el informe, a modo de 
recordatorio. 
Después se suceden de forma consecutiva pares de páginas con la información relativa a un 
mismo parque. En la primera de las dos páginas aparece la tabla de mantenimiento y en la 
segunda los dos gráficos, repartidos por el espacio de la página a partes iguales y precedidos 
adecuadamente por un título que indica el tipo de gráfico y el parque al que pertenece. 
Para este resumen del informe en PDF se ha decidido omitir la tabla entera de logbooks, ya 
que por sí sola no constituye una herramienta analítica y en algunos casos puede incluso llegar 
a molestar, llenando páginas con información difícilmente tratable. El objetivo de la 
exportación a PDF es obtener un resumen con lo más importante y más práctico. 
En el anexo de esta memoria podemos encontrar un ejemplo en PDF de resultados de un 




4.3.11.- Diseño: Informe de Disponibilidad (ID) 
4.3.11.1.- Introducción 
El informe de disponibilidad nos indica qué aerogeneradores han estado funcionando y cuáles 
no, de modo que podemos hacer una estimación general sobre la producción final de la 
energía para un periodo de fechas. A la hora de la verdad esta evaluación se hace de una 
forma más compleja pero el objetivo es el que se ha descrito. 
Para lograr este cometido necesitamos obtener los campos de datos de la tabla de 
aerogeneradores que nos indican los tiempos de disponibilidad. Dichos campos son dos y de 
ahora en adelante los llamaremos T1 y T2. Otros campos de la base de datos que nos indican 
información de la disponibilidad pueden resultar muy útiles para indagar sobre una alta 
indisponibilidad de una determinada máquina y por ello también desearemos extraerlos. A 
dichos campos los llamaremos de ahora en adelante WithoutBrake, TimeInError y 
TimeInService. 
4.3.11.2.- Descripción de los principales campos del informe 
WithoutBrake: Campo que indica cuántos segundos en el periodo diezminutal que representa 
(según el PCTimeStamp del registro) estuvo la máquina sin el freno hidráulico activado o, en 
otras palabras, sin freno. 
TimeInError: Contador acumulado de horas que la máquina ha permanecido en estado error, 
es decir, parada por culpa de un suceso (normalmente recogido en la tabla TParkEvent). 
TimeInService: Contador acumulado de horas que la máquina ha permanecido en estado error 
pero únicamente por el tipo de error SERVICE (bajo tareas de mantenimiento). Las horas de 
TimeInService de una máquina son un subconjunto de horas del grupo TimeInError. 
T2: Contador acumulado de horas que la máquina ha permanecido con viento por encima del 
valor de “cut-in” (4 m/s) pero por debajo de de “cut-out” (25 m/s). 
T1: Contador acumulado de horas que la máquina ha permanecido conectada y produciendo. 
4.3.11.3.- Otros datos del informe 
Con esta información y la capacidad de interpretarla deberíamos ser capaces de discernir 
acerca de una “mala” o “buena” disponibilidad de aerogeneradores para un periodo, pero para 
el informe que nos ocupa se ha decidido incluir un elenco adicional de campos que serán 
determinantes en algunos casos para realizar análisis concluyentes. Algunos de ellos son muy 
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obvios, como por ejemplo el porcentaje de datos perdidos para ese periodo para cada 
aerogenerador concreto, ya que en algunos casos de disponibilidades casi anormales puede 
deberse a una falta de datos. También se ha decidido incluir para cada campo mencionado 
anteriormente un gemelo que indique el porcentaje que representa ese dato respecto del total 
de horas estimadas para el periodo elegido, ya que los porcentajes ofrecen siempre un grado 
más directo de valoración. Por último se ha decido incluir algunos campos de tipo parámetro 
para cada registro, como pueden ser la velocidad media del viento para ese periodo, la 
temperatura de los aceites de rodamientos de las máquinas o de los propios generadores de la 
máquina. 
Todo ello, y su posterior análisis, conforman el informe de disponibilidad. 
4.3.11.4.- Algoritmo: Idea 
El algoritmo para la ejecución de este informe es probablemente el más sencillo de los que 
hemos realizado hasta ahora, ya que básicamente la idea se reduce a distintas consultas a la 
base de datos. 
Tal y como hemos comentado en la descripción de campos tendremos tres tipos de campos 
distintos en la tabla final de disponibilidad: campos de tipo contador, campos de tipo 














Valor Valor Valor % Cont. % Cont. Cont. 
 
% T1 – T2 Horas sin 
freno 
% horas sin 
freno 
Horas error Horas warning Horas service 




















Param. Param. Param. Param. Param. Param. 
 
El tipo de dato indicado como “Valor” es un número entero calculado internamente durante el 
algoritmo. 
Los porcentajes son datos calculados acerca del campo al que se refieren y sobre el campo 
totalizador que hace referencia a su tipo de datos. Por ejemplo, “% registros faltan” es el 
porcentaje calculado internamente entre el número de registros que faltan de información 
para un aerogenerador respecto al campo “Registros estimados”, que es un valor fijo que se 
calcula en base al periodo total de fechas del informe. 
Los contadores son valores acumulados de un determinado campo, de modo que obteniendo 
el último registro del periodo y el primero es posible efectuar la diferencia de ambos para 
obtener el número de horas transcurridas. Veamos a modo de ejemplo el siguiente trozo de 
datos directamente de la base de datos para el campo T1 y para un aerogenerador al azar, 
ordenados temporalmente: 
PCTimeStamp T1 
31/12/2008 4:30 31675,50 
31/12/2008 4:40 31675,60 
31/12/2008 4:50 31675,80 
31/12/2008 5:00 31676,00 
31/12/2008 5:10 31676,10 
31/12/2008 5:20 31676,20 
31/12/2008 5:30 31676,20 
31/12/2008 5:40 31676,20 
31/12/2008 5:50 31676,20 
31/12/2008 6:00 31676,20 
31/12/2008 6:10 31676,20 
31/12/2008 6:20 31676,20 
31/12/2008 6:30 31676,20 
 
En último lugar, los campos de tipo parámetro son funciones de agregación que pueden 
calcularse directamente sobre los campos en la misma consulta a la base de datos.  
Podemos apreciar que en este intervalo de dos 
horas el contador de T1 se queda bloqueado 
pasados 50 minutos del inicio del periodo 
considerado. Si realizamos la diferencia entre el 
último registro de T1 del periodo y el primero 
obtenemos que el total de horas de T1 en este 
periodo es de aproximadamente 0,7. 
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Llegados a este punto podemos establecer que existen cuatro pasos secuenciales para la 
consecución de la tabla de disponibilidad: 
1. – Cálculo de la integridad de datos para cada aerogenerador del informe y cálculo de 
todos los campos de tipo “Valor”. 
2. – Cálculo del registro inicial del periodo para cada aerogenerador y obtención de cada 
campo de tipo contador. Luego obtenemos el registro final del periodo y hacemos la 
diferencia entre los campos de tipo contador. 
3. – Una nueva consulta a la base de datos con las funciones de agregación nos permite 
obtener los campos de tipo parámetro. 
4. – El cálculo de los campos de porcentajes es trivial disponiendo del resto de datos al 
final del proceso. 
4.3.11.5.- Algoritmo: Diagrama de secuencia 
El primer diagrama de secuencia pertenece al método ejecutar() de la clase de dominio 
EjecutarDisponibilidad, que en primer lugar llama al informe de integridad y luego itera por 
cada aerogenerador calculando el resto de campos de la tabla mediante el uso de tres 
métodos privados: 
            
            
            
            
            
            










Omitiremos el diagrama de secuencia del método calcularValores(), que únicamente realiza 
dos cálculos sencillos, el del campo “Horas estimadas” y el del campo “Registros estimados”. El 
primero se calcula en función de las fechas de inicio y fin del periodo de ejecución del informe. 
Si, por ejemplo, la fecha de inicio del periodo fuese “18/03/2008” y la fecha de fin fuese 
“21/03/2008” entonces el campo “Horas estimadas” sería igual a 96, que es lo mismo que 24 
horas un total de 4 días. A partir de este cálculo es sencillo obtener el número de “Registros 
estimados”, ya que se esperan 6 registros de datos por hora, con lo cual para el ejemplo 
propuesto el total sería 576. 
Estos valores calculados son fijos y se repiten en cada fila de la tabla de disponibilidad, de 
modo que no haría falta calcularnos para cada aerogenerador. 
En lo que respecta al método calcularContadores(), el diagrama de secuencia correspondiente 
es el siguiente: 
            
            
            
            
            
            
            
            
            
            











El método consultaSQL1() efectúa la siguiente consulta a la base de datos: 
SELECT TOP 1 Count_TimeConnectedToGrid, Count_TimeReady, Count_TimeInService, 
Count_TimeWithError, Count_T1, CountSecondsBrakeReleased, Count_TimeWithWarning, 
Count_T2, Count_ProducedPower, Count_ConsumedPower 
FROM TWG10MinData 
WHERE ParkName='park' AND ParkUnit='unit' AND PCTimeStamp >= CAST ('fechadesde' 
As DateTime) AND PCTimeStamp < CAST ('fechahasta' As DateTime) 
ORDER BY PCTimeStamp ASC 







Del mismo modo, el método consultaSQL2() ejecuta exactamente la misma consulta a la base 
de datos pero cambiando el tipo de ordenación a descendente, cambiando así la cláusula 
ORDER BY PCTimeStamp ASC por ORDER BY PCTimeStamp DESC. De este modo tenemos que 
consultaSQL1() devuelve el primer registro del periodo y consultaSQL2() devuelve el último. 
La estructura de datos empleada es un vector de reales que almacena la propia clase Maquina 
a la que se refiere cada aerogenerador y donde guardamos cada resultado. Al iniciarse el 
método se inicializa un parámetro auxiliar de este mismo tipo que contiene la referencia a 
dicho vector de reales, al que acceden los métodos almacenar() y almacenarRestar(). El 
primero recorre el único registro devuelto por consultaSQL1() y guarda en unas posiciones 
específicas del vector los datos deseados. El segundo recoge el resultado de la otra consulta, 
consultaSQL2() y machaca las posiciones anteriormente mencionadas con la diferencia del 
nuevo valor con el antiguo. Explicado el funcionamiento de estos dos métodos podemos pasar 
al último diagrama de secuencia, el relativo al método calcularParametros(): 
- fechadesde: String que representa la fecha de inicio del periodo elegido por el 
usuario al ejecutar el informe. Mediante un CAST de SQL Server se transforma a 
DateTime para que pueda ser interpretado correctamente. 
- fechahasta: Igual que el anterior pero para la fecha de fin del periodo. 
- unit: Número asociado al aerogenerador tratado. 
- park: Parque al que pertenece la máquina que tiene número unit. 
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En esencia la idea es la misma que en el diagrama anterior, sólo que esta vez la consulta 
ejecutada mediante el método consultaSQL3() es: 
SELECT ParkUnit, SUM(CountSecondsBrakeReleased) As Brake, 
AVG(Status_Avg_WindSpeed) As Wind, MAX(Grid_Avg_ActivePower) As ActivePower, 
MAX(Temp_Avg_GearOil) As GearOil, MAX(Temp_Avg_GearBearing1) As GBearing1, 
MAX(Temp_Avg_Generator1) As G1, MAX(Temp_Avg_Generator2) As G2 
FROM TWG10MinData 
WHERE ParkName='park' AND ParkUnit='unit' AND PCTimeStamp >= CAST ('fechadesde' 
As DateTime) AND PCTimeStamp < CAST ('fechahasta' As DateTime) 
Los parámetros para esta consulta son los habituales. El método almacenarParams() es 
idéntico al método almacenar() comentado anteriormente, pero esta vez el acceso al vector de 
reales se hace sobre otras posiciones para no machacar los cálculos realizados en el método 
previo. 
4.3.11.6.- Algoritmo: Evaluación de la eficiencia en tiempo y espacio 
El coste del método ejecutar() de la clase EjecutarDisponibilidad viene dado por el coste del 
bucle iterativo por aerogenerador y por el coste mayor de entre los tres métodos que se 
ejecutan dentro del bucle. Además hay que tener en cuenta que antes de empezar a iterar 
necesita hacer una llamada a la clase EjecutarIntegridad para calcular los huecos de 





Al final tenemos que el coste se calculará del siguiente modo: 
Coste = MAX ( Coste_Informe_Integridad, Ѳ(n · MAX(Coste_calcularValores(), 
Coste_calcularContadores(), Coste_calcularParams) )  
Recordemos que el coste del informe de integridad es directamente proporcional al número 
de máquinas del informe, siendo así Ѳ(n). 
El coste de calcularValores() es constante, Ѳ(1), ya que sólo lleva a cabo un par de cálculos 
matemáticos sencillos. 
El método calcularContadores() depende en su coste de la ejecución del tamaño de las 
consultas realizadas a la base de datos, y éstas dependen a su vez del periodo m de fechas 
comprendido. Por lo tanto, el coste es Ѳ(m). 
Ocurre de igual modo para el método calcularParámetros, con coste Ѳ(m). 
En definitiva el coste es: 
Coste = MAX (Ѳ(n), Ѳ(n · MAX (Ѳ(1), Ѳ(m), Ѳ(m)))) = Ѳ (n · m) 
4.3.11.7.- Algoritmo: ¿Mejoras? 
El algoritmo en sí es bastante sencillo y parece complicado a simple vista realizar una mejora a 
nivel de aplicación. Sin embargo se ha observado que el método consultaSQL3() del método 
calcularParametros() tarda bastante tiempo en devolver el ResultSet, aunque es bastante 
lógico si tenemos en cuenta la gran cantidad de funciones de agregación que se pide a la base 
de datos que calcule. 
Una buena idea para mejorar este tiempo de respuesta es observar, en primer lugar, que 
puede sacarse provecho de una consulta SQL sobre todos los aerogeneradores en general de 
cada parque en vez de efectuar la consulta uno por uno. En otras palabras, el tiempo de 
respuesta de efectuar n veces la consulta es mayor que si efectuamos una vez la consulta para 
los n aerogeneradores, añadiendo una cláusula GROUP BY. 
Sin embargo esto no es siempre así, sólo se obtiene un mejor tiempo de respuesta de este 
modo a partir de un cierto número de aerogeneradores. 
La mejora consistiría en llevar a cabo un pequeño estudio para determinar en qué casos puede 
sacarse provecho de una u otra situación y actuar en consecuencia. 
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4.3.11.8.- Resultados del informe: Visualización, interpretación y análisis 
El final del proceso tiene como resultado una pantalla en la que se muestra un conjunto de 
pestañas agrupadas por parque en la que se muestra la tabla respectiva a dicho parque: 
            
            








El informe en sí no dispone de más información, ni siquiera un gráfico o similar, a pesar de que 
se ha pensado sobre ello pero no se llega a ninguna posibilidad que merezca que empleemos 
demasiado tiempo en ello. Por ejemplo, un gráfico de barras por parque y con una serie de 
datos distinta para cada aerogenerador, mostrando en cada serie los campos más 
representativos de lo que llamamos disponibilidad, que son los “Horas estimadas”, “Horas 
conectado”, “T1”, “T2”, “Horas error” y “Horas Service”. Pero al fin y al cabo el efecto visual 
conseguido no mejora en gran medida aquello que ya puede visualizarse en la tabla a simple 
vista, ya que de igual modo que con la tabla acabaríamos por tener demasiada información 
visual en pantalla (para AA y con los campos mencionados sobre el gráfico tendríamos del 
orden de 168 barras). 
Ahora bien, con la información de la tabla hay siempre unas condiciones o valores sobre 
distintos campos que pueden permitirnos observar comportamientos anómalos en algunos 





 El porcentaje de datos perdidos es superior al 10%. En los periodos pequeños un 10% 
de datos perdidos puede implicar una o dos horas, que en caso de pertenecer al inicio 
o al final del periodo pueden condicionar la fiabilidad de los campos de contadores. 
 El porcentaje de horas de máquina conectada siempre debe ser superior a cualquier 
otro campo que contabilice horas. 
 Las horas de T1 superan las horas de T2. Simplemente no es posible: por definición T2 
nunca puede ser inferior a T1. En el mejor de los casos pueden ser iguales. Este suceso 
sólo puede hacer pensar que los contadores se han modificado manualmente y se 
debe averiguar el porqué. 
 Las horas en service de un aerogenerador superan a las horas de error. Esta es otra de 
aquellas situaciones que por definición nunca deberían ocurrir, ya que las horas de 
service son un subgrupo de horas contenidas en las horas de error. De todos modos, 
habitualmente no se producen anomalías de este tipo. 
 Todos los campos de tipo contador de un mismo aerogenerador muestran valores 
absolutamente anormales y dispares, incluso hasta el punto de mostrar valores 
negativos. Significa que se ha producido un salto de contadores, es decir, que el TAC 
del aerogenerador en cuestión se reinició y situó sus contadores en un nuevo valor 
arbitrario, de forma que al hacer la diferencia entre el primero y el último del periodo 
se obtiene como resultado un valor dispar. 
 En los campos de parámetros que muestran temperaturas de diferentes componentes 
del aerogenerador simplemente hay que ver que ningún valor se desmarca demasiado 
de la media del parque. 
4.3.11.9.- Resultados del informe: PDF 
La información del resultado de este informe también puede exportarse a PDF, como ya viene 
siendo habitual. La tabla de disponibilidad resultante se parte y se presenta en distintas 
páginas para facilitar su visualización e impedir que se colapse la información entre columnas. 
En el anexo dos del proyecto WindReport podemos encontrar un ejemplo de este tipo de 




4.4.- WindReport: Optimización de la aplicación y la base de datos 
Ahora que el software de análisis se ha construido y está completo llega la fase de pruebas, en 
la que nos planteamos si la aplicación podría responder en menos tiempo a la ejecución de los 
distintos informes. Partiendo de la idea de que todo siempre es mejorable se ha iniciado una 
investigación en busca de puntos de optimización de la aplicación, y al concluir dicha 
investigación se ha terminado obteniendo tres líneas de optimización distintas, que son las que 
a continuación se comentan: 
4.4.1.- Optimización: Consultas SQL 
El estudio y optimización de las consultas SQL supone uno de los aspectos de mayor mejora de 
eficiencia en el acceso a los datos de una base de datos y, en consecuencia, de cualquier 
aplicación que acceda a esa base de datos. 
En este sentido, la optimización de las consultas SQL se puede llevar a cabo en función de la 
consulta a mejorar. Los aspectos que suelen ser susceptibles de modificación son, por ejemplo, 
los tipos de join que se hacen servir, el modo en que se agrupan los datos mediante cláusulas 
group by o funciones de agregación o el orden en que se especifican los filtros de la cláusula 
where. 
Dada la simplicidad de las consultas SQL que hace servir WindReport, carentes de complicados 
subselects, numerosos joins o complicadas agrupaciones, sólo podemos avanzar en esta línea 
por medio de la reordenación de los filtros de la cláusula where. Recordemos entonces el 




Recordemos que un SGBD (como SQL Server) evalúa y trata una consulta SQL de forma 
“human reading”, es decir, de izquierda a derecha y de arriba abajo, de modo que el primer 
filtro que aplicará será el que se hace sobre el campo ParkName, y con el resultado filtrado de 
este primer paso se procede a aplicar el segundo filtro, del que se obtiene un nuevo resultado 




WHERE ParkName=’pn’ and ParkUnit=’pu’ and PCTimeStamp >= CAST (‘fechaini’ as DateTime) 
and PCTimeStamp < (‘fechafin’ as DateTime) 
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Puesto que nuestras consultas no incluyen joins que puedan añadir más registros a un 
resultado eso significa que debemos reordenar el where de manera que en cada paso se filtren 
la mayor cantidad posible de registros para que los pasos siguientes tengan menos trabajo. 





Esto es así porqué, habitualmente, el primer filtro de PCTimeStamp (>=) es el que más 
registros puede sacarnos de encima, mientras que PCTimeStamp (<)  es el segundo y así con 
los posteriores. Para entenderlo mejor propondremos un ejemplo de consulta típico que suele 
ejecutarse en WindReport:  
Supongamos una base de datos anual para los cuatro parques y sin una sola pérdida de datos, 
lo que significa que tenemos un total de 6,307,200 registros (365 días * 144 registros * 120 
aerogeneradores). Ahora supongamos también que la consulta se efectúa pidiendo los datos 
de la máquina 1 de AA, con periodo de fechas para una semana, la última desde la fecha 












WHERE PCTimeStamp >= CAST (‘fechaini’ as DateTime) and PCTimeStamp < (‘fechafin’ as 
DateTime) and ParkUnit=’pu’ and ParkName=’pn’ and 
 
TWG10MinData 
ParkName = ‘AA’ 
ParkUnit = ‘1’ 
PCTimeStamp >= ‘fechaini’ 
PCTimeStamp < ‘fechafin’ 
6,307,200 
1.576.800 (4 parques) 
65.700 (24 máquinas) 
1.263 (52 semanas) 
1.263 (0 semanas restantes) 
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Las formas trapezoidales indican la condición de filtro aplicada, y la flecha que le precede el 
total de registros estimados que le llegan en función del ejemplo propuesto. La flecha que 
sigue en adelante indica los registros estimados resultantes de aplicar el filtro indicado. En 
cada valor de registros estimados se indica entre paréntesis el tipo de reducción aplicada 
según el filtro. 
Podemos ver, entonces, que en el segundo caso (consulta optimizada) en el primer filtro se 
reduce considerablemente respecto al primer caso el total de registros a tratar en el siguiente 
filtro. Hay que decir, de todos modos, que en el segundo filtro para el segundo caso no se 
consigue ninguna reducción porqué al haber hecho la consulta para la última semana de datos 
no hay más registros más allá de la fecha actual, pero si el periodo de fechas fuera otro 
también habríamos conseguido una reducción aquí. 






PCTimeStamp >= ‘fechaini’ 
PCTimeStamp < ‘fechafin’ 
ParkUnit = ‘1’ 
ParkName = ‘AA’ 
6.307.200 
121.292 (52 semanas) 
121.292 (0 semanas) 
5.054 (24 máquinas) 
1.263 (4 parques) 
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4.4.2.- Optimización: Índices SQL 
Una herramienta indispensable para la optimización de consultas en una base de datos es el 
índice. Algunas características de los índices son las siguientes: 
- Los índices permiten referenciar de forma directa determinados campos de una tabla y 
disponerlos en un determinado orden, de modo que el acceso a esos campos sea 
mucho más rápido de lo habitual. 
- Dichos índices son factibles porque ofrecen velocidad en detrimento de un cierto 
espacio de nuestro disco que ocupan para mantener indexados aquellos campos que 
nos interesan, de modo que el espacio ocupado es más grande cuántos más campos 
deseamos indexar y cuántos más registros tenga esa tabla. 
- Los índices se actualizan cada vez que se realizan modificaciones de registros en las 
tablas que indexan mediante INSERTs, DELETEs o UPDATEs por el usuario, de forma 
que estas operaciones acaban siendo más lentas de lo habitual (si no hubiera índice no 
se tendría que realizar esta actualización). 
- El orden de los parámetros indexados influye en la velocidad en que se accederá a 
ellos. Habitualmente se indexan en función de las consultas que se vayan a realizar. 
- Habitualmente todos los SGBD indexan automáticamente al crear una tabla aquellos 
campos que pertenecen a la clave primaria. SQL Server, concretamente, lo hace 
mediante un índice de tipo clustered y agrupado. 
- Sólo puede haber un índice clustered y agrupado por tabla, en SQL Server. 
Con todo esto podemos intuir que los índices son muy útiles pero que no se recomienda en 
absoluto crearlos en cualquier caso, sino que debe pensarse detenidamente en qué ocasiones 
podemos sacar un beneficio que haga que valga la pena el espacio empleado. 
Si en nuestro caso existe una tabla que pueda necesitar un índice, esa es la tabla 
TWG10MinData, ya que, en primer lugar, crece con 120 registros cada 10 minutos (720 cada 
hora y 17,280 al día), además de ser consultada por tres de los cuatro informes que 
WindReport puede ejecutar. ¿Y qué parámetros vamos a indexar, y en qué orden? 
Si observamos las consultas que hacen servir la tabla TWG10MinData tenemos que todas 
hacen servir los campos PCTimeStamp, ParkUnit y ParkName, en este mismo orden (después 
de optimizar las consultas SQL), de modo que al final crearemos un índice para la tabla 









4.4.3.- Optimización: Estructura de la base de datos 
En la parte inicial de esta memoria del proyecto valorábamos dos posibilidades distintas en 
cuanto a la estructura de la base de datos y su modelo conceptual de tablas. Esas dos 
posibilidades las titulamos como base de datos compacta y dividida, habiéndonos decidido 
finalmente por la compacta, agrupando todos los aerogeneradores en una única tabla. 
Sin embargo, ¿no hubiera sido más recomendable optar por la opción dividida? En principio 
podríamos pensar que sí, puesto que las consultas se hacen siempre individualmente por 
aerogenerador y teniéndolos divididos en tablas distintas se reduciría enormemente el tiempo 
de espera ya que cada tabla tendría 1/120 parte de los registros que tiene ahora. 
Cuando se optó por la versión compacta se hizo sobre todo pensando en modificaciones 
futuras, como la inclusión de otros tipos de informes que quizá pudiesen necesitar cruzar la 
información de distintas tablas o de muchos aerogeneradores al mismo tiempo, y además 
evitar así una masificación de tablas que nos dificultaran las tareas de mantenimiento de la 
base de datos. 
A continuación se presenta un estudio realizado que permite ver qué mejoras en tiempo de 
ejecución podrían obtenerse si se decidiera un cambio tan importante como el que representa 
cambiar toda la estructura de la base de datos. 
El objetivo es realizar ejecuciones de los informes de WindReport bajo diferentes 
circunstancias y sobre dos bases de datos distintas que representen por un lado la estructura 
compacta y por el otro la dividida, y que contengan exactamente los mismos datos, aunque 
bastaría con un subconjunto suficientemente representativo del total de datos que tiene ahora 
mismo la base de datos. En esas ejecuciones se contabilizará el tiempo empleado para cada 
versión de la base de datos. 
CREATE NONCLUSTERED INDEX [Index_PCTimeStamp] ON 
[dbo].[TWG10MinData] ( 
 [PCTimeStamp] ASC, 
 [ParkUnit] ASC, 
 [ParkName] ASC 
)WITH (PAD_INDEX  = OFF, SORT_IN_TEMPDB = OFF, DROP_EXISTING = OFF, 
IGNORE_DUP_KEY = OFF, ONLINE = OFF) ON [PRIMARY] 
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Concretamente, los datos que se importarán a cada versión de la base de datos serán los 
correspondientes a todo un año y para diez aerogeneradores de dos parques distintos, en total 
veinte aerogeneradores, donde su información se distribuirá en una sola tabla para la versión 
compacta y en veinte para la dividida. Cada una de esas tablas dispondrá de las mismas 
optimizaciones para que puedan hacerse las ejecuciones en condiciones de igualdad. Las 
siguientes tablas reflejan las diferentes ejecuciones para cada base de datos y sus tiempos de 
respuesta en segundos, teniendo en cuenta que para cada informe se pide siempre el mismo 
mes de datos, Junio (los demás datos anuales están de relleno, para que la consulta siempre 








  1a ejecución 2a ejecución 3a ejecución 
Integridad parc AA 25 27 26 
Integridad parc LB 28 28 28 
Integridad 5 aeros AA i 5 aeros 
LB 26 27 26 
Integridad 3 aeros AA i 7 aeros 
LB 27 27 27 
Integridad 7 aeros AA i 3 aeros 
LB 26 26 26 
Integridad 10 aeros AA i 10 
aeros LB 79 52 52 
        
Curvas parc AA 17 17 60 
Curvas parc LB 133 15 18 
Curvas 5 aeros AA i 5 aeros 
LB 19 20 36 
Curvas 3 aeros AA i 7 aeros 
LB 37 33 16 
Curvas 7 aeros AA i 3 aeros 
LB 39 31 60 
Curvas 10 aeros AA i 10 aeros 
LB 36 50 32 
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Disp. Parc AA 36 32 45 
Disp. Parc LB 36 35 54 
Disp. 5 aeros AA i 5 aeros LB 36 34 32 
Disp. 3 aeros AA i 7 aeros LB 72 37 33 
Disp. 7 aeros AA i 3 aeros LB 46 68 32 
Disp. 10 aeros AA i 10 aeros 
LB 67 68 71 
        
Logbooks parc AA 2 1 1 
Logbooks parc LB 1 2 2 
Logbooks 5 aeros AA i 5 aeros 
LB 1 1 1 
Logbooks 3 aeros AA i 7 aeros 
LB 1 2 1 
Logbooks 7 aeros AA i 3 aeros 
LB 1 2 2 
Logbooks 10 aeros AA i 10 










  1a ejecución 2a ejecución 3a ejecución 
Integridad parc AA 22 21 21 
Integridad parc LB 25 25 23 
Integridad 5 aeros AA i 5 aeros 
LB 22 22 22 
Integridad 3 aeros AA i 7 aeros 
LB 22 22 23 
Integridad 7 aeros AA i 3 aeros 
LB 22 22 21 
Integridad 10 aeros AA i 10 
aeros LB 44 44 43 
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Curvas parc AA 14 16 15 
Curvas parc LB 17 14 16 
Curvas 5 aeros AA i 5 aeros LB 18 15 15 
Curvas 3 aeros AA i 7 aeros LB 14 15 14 
Curvas 7 aeros AA i 3 aeros LB 15 15 15 
Curvas 10 aeros AA i 10 aeros 
LB 30 29 31 
        
Disp. Parc AA 28 25 24 
Disp. Parc LB 32 27 25 
Disp. 5 aeros AA i 5 aeros LB 24 25 24 
Disp. 3 aeros AA i 7 aeros LB 24 24 24 
Disp. 7 aeros AA i 3 aeros LB 24 24 24 
Disp. 10 aeros AA i 10 aeros LB 53 52 50 
        
Logbooks parc AA 1 1 1 
Logbooks parc LB 1 2 1 
Logbooks 5 aeros AA i 5 aeros 
LB 1 1 2 
Logbooks 3 aeros AA i 7 aeros 
LB 1 2 2 
Logbooks 7 aeros AA i 3 aeros 
LB 2 1 2 
Logbooks 10 aeros AA i 10 
aeros LB 1 1 1 
 
Podemos ver que se han realizado tres ejecuciones distintas y salteadas (para evitar que SQL 
Server cargue desde cache) para cada versión de la aplicación, pero el valor que prevalece para 
realizar los cálculos finales es el mínimo de los tres para cada ejecución, ya que en 
determinadas circunstancias puede producirse un retraso inusual en el tiempo de respuesta (si 
por ejemplo la base de datos está saturada o el estado de las comunicaciones no es bueno). 
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Observemos que en lo que respecta al informe de logbooks no tiene relevancia alguna 
plantearse qué versión de la aplicación es mejor, ya que en ambos caso el informe de logbooks 
siempre accede a la tabla TParkEvent que no está tan colapsada de datos como la tabla 
TWG10MinData de aerogeneradores y la diferencia entre dividirla por parque o incluso por 
máquina no representa prácticamente ninguna mejora. Por esta razón el resultado final del 
estudio no afecta mucho a esta parte de la aplicación. 








        
Integritat parc AA 25 21 16 
Integritat parc LB 28 23 17,85714286 
Integritat 5 aeros AA i 5 aeros LB 26 22 15,38461538 
Integritat 3 aeros AA i 7 aeros LB 27 22 18,51851852 
Integritat 7 aeros AA i 3 aeros LB 26 21 19,23076923 
Integritat 10 aeros AA i 10 aeros 
LB 52 43 17,30769231 
        
Corbes parc AA 17 14 17,64705882 
Corbes parc LB 15 14 6,666666667 
Corbes 5 aeros AA i 5 aeros LB 19 15 21,05263158 
Corbes 3 aeros AA i 7 aeros LB 16 14 12,5 
Corbes 7 aeros AA i 3 aeros LB 31 15 51,61290323 
Corbes 10 aeros AA i 10 aeros 
LB 32 29 9,375 
        
Disp. Parc AA 32 24 25 
Disp. Parc LB 35 25 28,57142857 
Disp. 5 aeros AA i 5 aeros LB 32 24 25 
Disp. 3 aeros AA i 7 aeros LB 33 24 27,27272727 
Disp. 7 aeros AA i 3 aeros LB 32 24 25 
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Disp. 10 aeros AA i 10 aeros LB 67 50 25,37313433 
        
Logbooks parc AA 1 1 0 
Logbooks parc LB 1 1 0 
Logbooks 5 aeros AA i 5 aeros 
LB 1 1 0 
Logbooks 3 aeros AA i 7 aeros 
LB 1 1 0 
Logbooks 7 aeros AA i 3 aeros 
LB 1 1 0 
Logbooks 10 aeros AA i 10 aeros 
LB 2 1 50 
 
17,8904287 Porcentaje medio de mejora global 
 
Como podemos observar el porcentaje de mejora si realizásemos el cambio de la estructura de 
la base de datos a dividida es casi del 18 %, aunque para el informe de logbooks no se observe 
esta mejora. 
El estudio refleja unos resultados que a pesar de ser sumamente claros deberían venir 
acompañados de un estudio mucho más extenso para valorar si realmente el cambio es 
factible. Aspectos a valorar en ese estudio son algunos tan importantes como la capacidad 
para administrar una base de datos con tantos elementos, tiempo y recursos suficientes para 
llevar a cabo el cambio y la consiguiente migración de datos y, sobretodo, las posibilidades 
futuras de ampliación de la aplicación WindReport, que en función de las nuevas consultas a la 
base de datos podría encaminar los resultados del anterior estudio hacia direcciones muy 




5.- Estimación del tiempo y el coste 
del proyecto 
A continuación se muestra en dos trozos el diagrama de Gantt  simplificado y relativo al 
tiempo invertido en la realización de este proyecto. Para ver el diagrama de Gantt completo de 
cada tarea ver el anexo 6 de este proyecto. 
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            
            







Si hacemos el 
cómputo total de 
horas empleadas en 
cada tarea mostrada 
en el diagrama de 
Gantt podemos trazar 
un gráfico de barras 
como el que se 






En lo que respecta al coste del proyecto, la siguiente tabla muestra la relación de coste por 
horas de las dos únicas personas relacionadas en este proyecto: yo mismo como ejecutor del 
trabajo y el director de este proyecto, ingeniero industrial, como tomador de decisiones. 
 Ejecutor Director 
Coste por hora 7,5 € 15 € 
 
La siguiente tabla muestra el desglose por tarea y el total del coste que esa tarea tuvo en 
función del tiempo que se empleó en ella sumando el coste en horas que el analista 
programador empleó en ella más el coste en horas del director del proyecto en la toma de 
decisiones. Para cada día representado en el diagrama de Gantt de la página anterior se estima 












Definición del proyecto 4 4 4 90 
Estudio de las necesidades 4 4 4 90 
Estudio del estado inicial de los sistemas 16 16 4 172 
Recaptación de información del parque eólico 
Las Planas 
12 12 0 90 
Investigación de herramientas iniciales para la 
extracción de datos 
8 8 2 90 
TOTAL Definición de las necesidades y las 
herramientas iniciales 
24 24 14 390 
Investigación sobre las bases de datos origen 8 8 0 60 
Especificación y diseño de la base de datos 
colectora de Las Planas 
12 12 2 120 
Implementación de la base de datos colectora 
de Las Planas 
12 12 0 90 
Pruebas de rendimiento sobre la nueva base de 
datos 
8 8 1 75 
Especificación de la aplicación de volcado de 
datos 
8 8 2 90 
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Diseño de la aplicación de volcado de datos 12 12 0 90 
Implementación de la aplicación de volcado de 
datos 
20 20 0 150 
Fase de pruebas y optimizaciones de la 
aplicación de volcado de datos 
12 12 4 150 
Documentación de la aplicación 8 8 0 60 
Implementación de la base de datos local 4 4 0 30 
Información sobre herramientas de 
automatización de transmisión de datos 
4 4 0 30 
Implementación de la sincronización de bases 
de datos 
12 12 0 90 
TOTAL Paso inicial: Datos locales 120 120 9 1035 
Análisis de requerimientos de la aplicación 
WindReport 
4 4 4 90 
Análisis de la documentación de librerías 
externas (JFreeChart i iText) 
12 12 0 90 
Test de las librerías externas 4 4 0 30 
TOTAL Análisis de requerimientos de 
WindReport 
20 20 4 210 
Diagrama de clases de la aplicación por capas 4 4 1 45 
Diagrama de casos de uso 4 4 1 45 
Diálogos actor-sistema 12 12 2 120 
Especificación de métodos y atributos de las 
clases principales 
12 12 0 90 
TOTAL Especificación WindReport 32 32 4 300 
Idea y propósito del informe de integridad (IID) 8 8 4 120 
Diseño del algoritmo IID 12 12 0 90 
Diagrama de secuencia IID 4 4 0 30 
Diseño en papel de las vistas relacionadas con 
IID 
4 4 2 60 
Idea y propósito del informe de curvas de 
potencia (ICP) 
8 8 4 120 
Diseño del algoritmo ICP 12 12 0 90 
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Diagrama de secuencia ICP 4 4 0 30 
Diseño en papel de las vistas relacionadas con 
ICP 
4 4 4 90 
Idea y propósito del informe de logbooks (IL) 8 8 4 120 
Diseño del algoritmo IL 12 12 0 90 
Diagrama de secuencia IL 4 4 0 30 
Diseño en papel de las vistas relacionadas con 
IL 
8 8 4 120 
Idea y propósito del informe de disponibilidad 
(ID) 
4 4 4 90 
Diseño del algoritmo ID 12 12 0 90 
Diagrama de secuencia ID 4 4 0 30 
Diseño en papel de las vistas relacionadas con 
ID 
4 4 4 90 
TOTAL Diseño WindReport 112 112 30 1290 
Implementación del IID 20 20 0 150 
Pruebas y test sobre IID 16 16 4 180 
Implementación del ICP 20 20 0 150 
Pruebas y test sobre ICP 12 12 4 150 
Implementación del IL 28 28 0 210 
Pruebas y test sobre IL 20 20 4 210 
Implementación del ID 20 20 0 150 
Pruebas y test sobre ID 12 12 4 150 
Implementación de la exportación a PDF del IID 12 12 0 90 
Implementación de la exportación a PDF del ICP 12 12 0 90 
Implementación de la exportación a PDF del IL 12 12 0 90 
Implementación de la exportación a PDF del ID 12 12 0 90 
TOTAL Implementación WindReport 180 180 16 1590 
Optimización de las consultas SQL 4 4 0 30 
Indexación de las tablas de la base de datos 
local 
4 4 0 30 
Estudio para la optimización de la estructura de 
la base de datos local 
4 4 0 30 
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Fase global de test, pruebas y corrección sobre 
WindReport 
40 40 12 480 
TOTAL Fase de pruebas y optimización de 
WindReport 
52 52 12 570 
Recogida general de documentación y 
bibliografía empleada 
12 12 1 105 
Recogida y clasificación de información visual 
necesaria para la documentación final 
8 8 0 60 
Redacción de la memoria del proyecto 
WindReport 
160 160 20 1500 
Redacción del documento Manual de Usuario 8 8 2 90 
Recopilación de anexos y puesta en común 12 12 2 120 
TOTAL Documentación WindReport 200 200 25 1875 
TOTAL 740 740 114 7260 
 
Sin embargo el coste del proyecto también tiene otros gastos no asociados directamente con 
el tiempo y los recursos humanos. La siguiente tabla recoge el coste total del proyecto: 
Recurso Coste (en €) 
Personal involucrado en el tiempo de 
duración del proyecto 
7260 
Hardware para el desarrollo (PC) 1000 
Licencias SQL Server 600 
Licencias de programas ofimáticos 500 
Licencias de librerías externas 0 
Ampliación de hardware para el servidor local 3000 





WindReport es la consecución de una serie de propuestas para el diseño e implementación de 
una aplicación informática de control, análisis e informes sobre parques eólicos. La aplicación 
permite todo aquello para lo que fue ideada e incluso llegando más allá, teniendo como 
principal exponente la ejecución de cuatro tipos de informes diseñados explícitamente para 
analizar diversas situaciones, además de ser capaz de mostrar dichos análisis gráficamente y 
añadirle la posibilidad de ser exportables a PDF. No olvidemos, sin embargo, todo el trabajo 
previo al diseño e implementación de esta aplicación necesario para montar la estructura de 
bases de datos que permite a WindReport ejecutar sus informes en un tiempo de ejecución 
más que respetable. 
El proyecto WindReport se ha convertido desde su finalización en la herramienta informática 
de análisis de parques eólicos que AERSA, y también yo mismo como autor, deseábamos, 
permitiéndonos un mayor control y nivel de información sobre aquellos aspectos que antes no 
eran ni tan siquiera evaluables y ahora además de serlo pueden representar un alto porcentaje 
de beneficios económicos para la empresa cada día, cada mes o cada año. 
Como estudiante, y a la vez como persona, debo valorar, además del resultado final del 
proyecto en sí, el conocimiento y el grado de aprendizaje logrado no sólo en el aspecto 
informático que implica el desarrollo de un software sino también en el trasfondo de la 
ingeniería industrial que conlleva cualquier proyecto, sea informático o no, sobre las energías 
renovables. Y así es como he llegado a comprender la importancia que el sector de las energías 
renovables representa para el mundo actual, no únicamente en lo que a beneficios se refiere, 
sino también como pregunta y a la vez respuesta del problema energético que sufre el planeta. 
Entonces, como aspecto positivo en el desarrollo de este proyecto me gustaría remarcar el que 
acabo de comentar en las líneas previas y hacer aún más hincapié, si cabe, en el aprendizaje 
obtenido y/o ampliado en aspectos como las redes de sistemas, las bases de datos, los 
sistemas operativos y la programación en lenguaje Java. 
Asimismo me gustaría dejar constancia como puntos del proyecto que se presentaban más 
complicados a priori y que han acabado sorprendiéndome a mi mismo (y de mi mismo) como 
los más fáciles, la programación en sí de las clases que conforman la aplicación y la 




En contraposición, lo más complicado del proceso de desarrollo del proyecto se ha presentado 
a base de ampliar con mucha rapidez la necesidad de integrar a la aplicación nuevas 
funcionalidades y disponer de ellas en poco tiempo, de forma que a la hora de especificar, 
diseñar e implementar he tenido ante mí una ardua tarea. Además, esta complicación siempre 
ha ido muy unida a la necesidad de ir realizando paulatinamente modificaciones a 
funcionalidades ya existentes que inevitablemente han propagado esos cambios a esta 
memoria y otras partes relacionadas. 
Como otras dificultades añadidas podríamos indicar la necesidad de comprender siempre el 
porqué de cada funcionalidad para la aplicación, un porqué que siempre va unido a conceptos 
de ingeniería industrial y al que siempre cuesta entender y amoldarse. También habría que 
hacer mención especial aquí de la sincronización de servidores SQL Server, que a pesar de 
existir mucha información sobre ello y disponer de una serie de asistentes de Windows y SQL 
Server ha sido bastante complicada su configuración y buen rendimiento al principio, pero al 
final y gracias a la práctica se ha convertido en un mero hecho trivial. 
Por último, y no por ello menos importante, destacar la necesidad constante de actualizar y 
mejorar esta aplicación, no sólo en sus actuales funcionalidades sino también en otras nuevas 
que desde este mismo momento ya están en proceso, como por ejemplo un nuevo informe de 
curvas de potencia activa y reactiva, así como una serie de informes temporales, 
subclasificados en diarios, mensuales y anuales. De igual modo toda la estructura de la base de 
datos y sus tablas están actualmente en el punto de mira con el objetivo de reducir el tamaño 
que ocupan y a la vez aumentar así la facilidad de administración y la velocidad del volcado de 
datos entre el servidor remoto y el local, algo que además mejorará aún más el tiempo de 
respuesta de las ejecuciones de informes de WindReport.  
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Los aerogeneradores, también conocidos más vulgarmente como molinos de viento, son las 













- Peana: Base que sostiene la torre del aerogenerador. 
- Torre: Elemento encargado de elevar desde la peana hasta una altura considerable la 
góndola. Alberga un ascensor en su interior para poder acceder a la góndola. En los 
modelos de aerogenerador más potentes las torres tienen una altura mayor. 
- Góndola o barquilla: En su interior se hallan los principales elementos mecánicos del 
aerogenerador que permiten el aprovechamiento de la fuerza cinética del viento. 
- Rotor: Eje mecánico que une las diferentes palas del aerogenerador y que transmite la 




A la izquierda podemos ver qué aspecto 
tiene un aerogenerador como los que se 
utilizan actualmente para producir energía. 
El que podemos ver en esta figura es de tipo 
tripala, es decir, que tiene tres palas, y son 
los más habituales hoy en día. Existen 
también los denominados bipala y 
monopala, menos comunes, que compensan 
la falta de producción de energía con un 
coste, peso y mantenimiento inferiores. 
A continuación comentaremos cuales son las 
partes de un aerogenerador, algo que nos 
ayudará a comprender más fácilmente su 
funcionamiento. Empecemos comentando 











- Multiplicador: Es un sistema mecánico capaz de aumentar la velocidad de giro del eje 
del rotor lo suficiente como para que el generador pueda empezar a transformar dicho 
movimiento en energía eléctrica. Sin este elemento no habría revoluciones suficientes 
para empezar a generar energía. 
- Eje de baja velocidad: Hace de intermediario entre el rotor y el multiplicador. 
- Generador eléctrico: El generador transforma la energía mecánica que recibe del eje 
de alta velocidad en electricidad que luego se envía a la red. 
- Eje de alta velocidad: Es el intermediario entre el multiplicador y el generador 
eléctrico. Gira a la gran velocidad que el multiplicador consigue darle. 
- Sistema hidráulico de frenos: Sirven para mantener el rotor del aerogenerador parado 
y, por tanto, sin producir energía. Es necesario durante ciertas tareas de 
mantenimiento o para evitar daños en los elementos del aerogenerador en caso de 
fuerte viento. 
- Anemómetro y veleta: Controlan la velocidad y dirección del viento, respectivamente. 
La velocidad del viento debe tenerse en cuenta para saber cuando debe activarse el 
funcionamiento del aerogenerador (no merece la pena hacerlo por debajo de los 5 
m/s) y para saber cuando debe activarse el sistema hidráulico de frenos 
(aproximadamente sobre los 25 m/s).  La dirección del viento debe indicarse al sistema 
de orientación para que éste pueda hacer rotar la góndola hasta una posición en la 
que el viento choque de forma totalmente perpendicular contra las palas del 
aerogenerador y así aprovechar toda su fuerza. La transmisión de toda esta 




 - Controlador electrónico: Es un ordenador capaz de registrar cualquier anomalía 
sucedida en el aerogenerador. Está programado para realizar diferentes tareas en 
función de distintas variables. La i
por otra máquina remota. Ver TAC.
- Mecanismo de orientación: Siguiendo las indicaciones que el controlador electrónico 
ha recibido acerca de la veleta este dispositivo hace rotar toda la góndola para situ
en un ángulo de modo que el viento incida en las palas de la forma más perpendicular 
posible y se maximice así el aprovechamiento de la fuerza del viento. Para evitar el 
rompimiento por torsión de los cables internos que bajan la energía producida a l
el controlador electrónico puede generar una alarma de 
- Unidad de refrigeración: Tiene sistemas de enfriamiento para los diferentes elementos 
del aerogenerador que puedan necesitarlo, como puede ser el aceite del multiplicador 
o el generador eléctrico.
Así pues, tal y como ya habremos podido deducir, la energía generada depende 
directamente de la velocidad del viento, pero existen otros factores muy importantes a la 
hora de elegir el tipo de aerogenerador que más conviene a nuestro parque e
Algunos de dichos factores son, por ejemplo, los materiales de confección de la máquina, 
el tamaño de la misma o la orografía del futuro emplazamiento de la misma, entre otras.
Curva de potencia 
La curva de potencia es uno de los indicadores más im
de un aerogenerador y por ello es imprescindible analizar de forma rutinaria dichas curvas 
para cada máquina. La curva de potencia de un aerogenerador puede expresarse gráficamente 























Se trata básicamente de la expresión gráfica de la potencia producida a una determinada 
velocidad del viento. La nube de puntos rojos conforma la curva de potencia real para un 
periodo de tiempo elegido, mientras que la línea azul es la curva teórica de potencia definida 
por el fabricante del aerogenerador. La curva teórica es aquella a la cual debería amoldarse la 
curva de potencia real definida por la nube de puntos, pero existen diversos factores por los 
cuales esto no siempre ocurre. En ello influyen la temperatura, la humedad, la presión 
atmosférica, las turbulencias, el estado de la máquina, etc… Cualquiera de estas razones puede 
ser la causa de algunos puntos aislados en el gráfico o de la no adaptación a la curva teórica. 
Sin embargo sí que existen algunos parámetros fijos que siempre se cumplen y que es 
interesante comentar. Por ejemplo se puede observar que solo se empieza a producir energía 
a partir de los 3 m/s, ya que con menos de esta velocidad del viento no resulta productivo 
tener la máquina en funcionamiento. En otras palabras, que el gasto de tener la máquina en 
funcionamiento a menos de 3 m/s no compensa por la energía que puede producir y por ello 
se mantiene parada. A partir de dicha velocidad la máquina empieza a ser productiva y se 
mantiene encendida y produciendo hasta el umbral de los 24 o 25 m/s, velocidad demasiado 
alta como para mantener la seguridad física de la máquina y por ello se para automáticamente 
haciendo uso de los frenos de que dispone. A este suceso se le suele llamar “overwind” y es 
imprescindible parar la máquina, ya que el exceso de velocidad en el rotor y las palas podría 
destruirlas u ocasionar daños graves. 
Densidad del aire 
La densidad del aire es un concepto importantísimo y muy a tener en cuenta cuando se habla 
de energías eólicas. A priori uno podría pensar que un mismo aerogenerador en condiciones 
normales produce la misma cantidad de energía dada una misma velocidad del viento 
independientemente, por ejemplo, de la época del año del que estemos hablando. 
Pues dicho pensamiento es erróneo, ya que los vientos cálidos del verano son menos densos 
que los vientos fríos de invierno. Buen ejemplo de ello son las dos curvas de potencia de una 













Podemos observar en dichas fotografías que la tomada en invierno (del 1 de Enero al 28 de 
Febrero) se adapta más a la curva de potencia teórica pintada en azul, mientras que la tomada 
en verano (del 1 de Julio al 31 de 
Y lo cierto es que además de la temperatura hay otros factores importantes que pueden influir 
en la densidad del aire, como por ejemplo la presión atmosférica (que va relacionada 
directamente con la altitud) o la humedad. Así pues el aire es menos denso cuando la presión 
es más baja y, por lo tanto, se produciría menos a grandes altitudes. Y respecto a la humedad 
puede denotarse un pequeño descenso en la densidad a medida que aumenta la humedad.
Sin embargo, con todo esto sólo hemos dado veracidad al hecho de que un aerogenerador 
produce más cuanto más denso sea el aire que impacte contra sus palas. El razonamiento 
físico de este hecho reside en el concepto de energía cinética, que como ya se ha comentado 
es la energía que un aerogenerador puede aprovechar del viento. La fórmula física de dicha 
energía es la siguiente: 
 
 
Esta fórmula demuestra que no sólo la velocidad del viento tiene algo que decir en todo esto, 
sino también la masa, o lo que va relacionad
que la densidad es la masa por unidad de volumen). De este modo es mucho más fácil 




Agosto) se aleja por debajo de dicha curva teórica.
o con ello en este caso, la densidad (recordemos 
 











Es un tipo de estado en el que puede encontrarse un software, librería o clase, y nos indica que 
deberíamos evitar hacerla servir porqué está en desuso y podría desaparecer en próximas 
actualizaciones (impidiendo así que el software que lo hace servir deje de funcionar 
correctamente). 
Algunas de las causas por las cuales puede fijarse como deprecated son que se ha descubierto 
un error en el código de ese software o librería, que se ha actualizado corrigiendo errores o 
ampliando funcionalidades o por estandarización. 
GRID 
Traducido literalmente del inglés significa “rejilla”. El GRID de nuestro parque eólico es una 
pequeña subestación que recoge los principales datos de todo el parque en lo que respecta a 
la electricidad. Los datos más importantes recogidos son la potencia activa y reactiva generada 
por el parque, la corriente de las tres fases y el factor de potencia (coseno de phi). 
Javadoc 
La documentación javadoc de una aplicación puede generarse mediante NetBeans y otros IDEs 
que trabajen con lenguaje Java. Esta documentación es una utilidad que Sun Microsystems 
ofrece a aquellos programadores de Java para que construyan sus propias APIs de las 
aplicaciones que desarrollen, a partir de un pequeño lenguaje de etiquetas y palabras 
reservadas. La gran ventaja de esta documentación es que se genera en formato HTML, de 
modo que es visualizable en cualquier computadora que disponga de un procesador de 
lenguajes HTML, como por ejemplo un navegador web. 
JDK 
Java Development Kit o (JDK), es un software que provee herramientas de desarrollo para la 
creación de programas en java. Puede instalarse en una computadora local o en una unidad de 
red. La versión del JDK sobre la que trabajaremos es la 1.6. 
Las Planas 
Parque eólico que engloba en la subestación de Las Planas cuatro parques eólicos, Acampo 
Armijo, Plana de La Balsa, Plana de Zaragoza y Los Labrados. Actualmente en expansión con la 
compra de dos nuevos parques eólicos adyacentes a estos, Bosque Alto y Plana de María. 
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El parque eólico de Las Planas está situado en Zaragoza y el aspecto que tiene mediante 







Se caracteriza por disponer de un total de 120 aerogeneradores del fabricante Vestas, 
concretamente del modelo NM 750, con una potencia máxima alcanzable de 750 kW. Estos 
serán los aerogeneradores que someteremos a estudio gracias a WindReport. 
Logbook 
Término que es sinónimo de alarmas y eventos. Un logbook es, por tanto, una alarma o evento 
registrados por el TAC de un aerogenerador y que recoge información sobre la situación 
anómala producida. Un logbook es de tipo alarma si el suceso obligó a parar el funcionamiento 
de la máquina y es de tipo evento si no implicó una parada. 
En la práctica un logbook es un registro de la tabla TParkEvent en el que se recoge información 
tan importante como la fecha y hora en que se produjo el error, la fecha y hora en que se 
resolvió, el nombre del error producido, una breve descripción de la situación creada y la 
máquina sobre la que se produjo. 
MET 
La MET es la estación meteorológica de un parque. Cada parque tiene la suya y la información 
que recoge amplía la que cada aerogenerador obtiene por su cuenta gracias a su propio 
anemómetro y veleta (ya que estos dos elementos sólo permiten obtener la velocidad y la 
dirección del viento). 
La MET permite, además, obtener la temperatura ambiente, la presión atmosférica, la 






NetBeans se refiere a una plataforma para el desarrollo de aplicaciones de escritorio usando 
Java y a un entorno de desarrollo integrado (IDE) que se ha escogido para la implementación 
de la herramienta informática finalidad de este proyecto. 
La plataforma NetBeans permite que las aplicaciones sean desarrolladas a partir de un 
conjunto de componentes de software llamados módulos. Un módulo es un archivo Java que 
contiene clases de java escritas para interactuar con las APIs de NetBeans y un archivo especial 
(manifest file) que lo identifica como módulo. Las aplicaciones construidas a partir de módulos 
pueden ser extendidas agregándole nuevos módulos. Debido a que los módulos pueden ser 
desarrollados independientemente, las aplicaciones basadas en la plataforma NetBeans 
pueden ser extendidas fácilmente por otros desarrolladores de software. 
NetBeans es un proyecto de código abierto de gran éxito con una gran base de usuarios, una 
comunidad en constante crecimiento, y con cerca de 100 socios en todo el mundo. Sun 
MicroSystems fundó el proyecto de código abierto NetBeans en junio 2000 y continúa siendo 
el patrocinador principal de los proyectos. 
NM 750 
NM 750, o lo que es lo mismo, Neg Micon 750, es un tipo de aerogenerador que está presente 
en los cuatro parques eólicos que serán el objeto de estudio de este proyecto. Neg Micon es el 
nombre de la empresa que fabricó la máquina y 750 son los kW (kilowatios) máximos de 
potencia que puede alcanzar a producir con características de viento óptimas. 
Un suceso muy importante a tener en cuenta en este modelo de aerogenerador es el que se 
produce cuando el viento alcanza una velocidad aproximada de  16 o 17 m/s, en el cual se 
puede apreciar en su curva de potencia un descenso en la producción. Esto se debe a que la 
alta fuerza del viento a estas velocidades suele doblar ligeramente la pala hacia atrás y por lo 
tanto deja de estar totalmente perpendicular a la dirección del viento, con lo cual no se 
aprovecha toda la superficie de la pala y esto desemboca en un ligero descenso de la 
producción. Esto puede incluso ser perjudicial para la seguridad de las palas y por ello los 
aerogeneradores de nueva tecnología vienen con un elemento llamado “pitch” que permite 
girar la pala automáticamente para evitar el sobreesfuerzo. 
Saber que las máquinas sobre las que vamos a trabajar son del mismo tipo (en este caso NM 
750) es de vital importancia, ya que eso significa que comparten, como hecho común, el uso 
de un mismo TAC y eso implica que transmiten su información del mismo modo (empleando el 
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mismo enlace, las mismas tablas, el mismo peso de información, etc…) a la base de datos, que 
es lo que más nos interesa. 
Parque eólico 
Llamamos parque eólico a toda aquella extensión de zona delimitada por unos ciertos límites 
entre los cuales se halla una determinada cantidad de aerogeneradores todos ellos conectados 
entre sí por una conexión eléctrica subterránea. Esta conexión subterránea va a parar a una 
subestación eléctrica que recoge toda la energía generada y entonces se eleva a la tensión 
requerida por la compañía eléctrica encargada de su distribución. 
Existen diferentes estudios previos a la construcción de un parque eólico que es imprescindible 
realizar, como por ejemplo el estudio de viabilidad de emplazamiento, el de obra civil o el de 
impacto medioambiental. 
Protocolo OPC 
OPC, OLE for Process Control, es un "protocolo" de comunicaciones abierto que permite la 
comunicación entre aplicaciones informáticas y que permite la interoperabilidad entre 
diferentes fabricantes de software y hardware. El estándar OPC consta de varias 
especificaciones que permiten la obtención y envío de datos en Tiempo Real (DA), Datos 
Históricos (HDA), Alarmas y Eventos (A&E), y varios otros menos utilizados. La arquitectura de 
una red que trabaja con el estándar OPC siempre consta al menos de 3 partes. 
a) Un dispositivo o aplicación (hardware o software) de cualquier marca o fabricante, el 
cual genera o contiene los datos que queremos obtener. Podemos estar hablando de 
un PLC, un DCS, una báscula, una Base de Datos, un fichero de Excel, un RTU, un 
Switch, un Router o cualquier otro hardware o software que contenga datos. 
b) Un Servidor OPC específico para este Hardware o Software. Un Servidor OPC es un 
software que "conoce" el lenguaje propietario del Hardware o Software de dónde 
sacará los datos. Hay Servidores OPC para las diferentes marcas de dispositivos 
(Siemens, Allen Bradley, Omron, GE, Schneider, Honeywell, Emerson, Yokogawa, ABB, 
etc...) además de Servidores OPC para Excel (DDE) para Bases de Datos (ODBC), para 
hardware informático (SNMP), para protocolos conocidos como Modbus o IEC o DNP3, 
entre muchos otros. 
c) Un Cliente OPC. Un Cliente OPC es un software que tiene implementadas las 
especificaciones estándar y que puede comunicarse con cualquier Servidor OPC. Al ser 
OPC un protocolo abierto, cualquier Cliente OPC puede conectarse con cualquier 
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Servidor OPC sin importar desarrolladores ni fabricantes. Hay Clientes OPC para 
obtener datos en Tiempo Real (Cliente OPC DA) para obtener datos Históricos (Cliente 
OPC HDA), etc. Un Cliente OPC puede ser una aplicación en Visual Basic, un SCADA ya 
que todos incorporan esta funcionalidad, una aplicación tipo Lab View, etc. 
ResultSet 
Tipo de parámetro del lenguaje Java encargado del almacenamiento de los datos de una 
consulta SQL en jdbc. 
Sistema SCADA 
SCADA, Supervisory Control and Data Acquisition, es una aplicación software especialmente 
diseñada para funcionar sobre ordenadores en el control de producción, proporcionando 
comunicación con los dispositivos de campo (controladores autónomos...) y controlando el 
proceso de forma automática desde la pantalla del ordenador. También provee de toda la 
información que se genera en el proceso productivo a diversos usuarios, tanto del mismo nivel 
como de otros supervisores dentro de la empresa (supervisión, control calidad, control de 
producción, almacenamiento de datos... ). 
Comprende todas aquellas soluciones de aplicación para referirse a la captura de información 
de un proceso o planta industrial (aunque no es absolutamente necesario que pertenezca a 
este ámbito), para que, con esta información, sea posible realizar una serie de análisis o 
estudios con los que se pueden obtener valiosos indicadores que permitan una 
retroalimentación sobre un operador o sobre el propio proceso, tales como: 
• Indicadores sin retroalimentación inherente (no afectan al proceso, sólo al operador):  
o Estado actual del proceso. Valores instantáneos; 
o Desviación o deriva del proceso. Evolución histórica y acumulada; 
• Indicadores con retroalimentación inherente (afectan al proceso, después al 
operador):  
o Generación de alarmas; 
o HMI Human Machine Interface (Interfaces hombre-máquina); 
o Toma de decisiones:  
 Mediante operatoria humana; 
 Automática (mediante la utilización de sistemas basados en el 




El TAC es el controlador electrónico de un aerogenerador, una computadora de máquinas 
industriales, concretamente un PLC. Su labor es muy importante, ya que se encarga de recoger 
los datos de estados, temperaturas, alarmas y eventos, corrientes, potencias y demás del 
aerogenerador que controla y enviarlas para su posterior tratamiento en una base de datos. 
Cada TAC es distinto según el modelo de aerogenerador y ello influye en la distribución de la 
base de datos a donde irán los datos (estructura de la base de datos, nombre de las tablas, 
nombre de los campos, tipos de los campos, claves primarias y foranas de las tablas, etc..). 
Para concretar un poco más, en este proyecto sólo tendremos que tratar con un único modelo 
de TAC ya que los aerogeneradores de los cuatro parques sobre los que trabajaremos son del 
mismo modelo (NM 750). Esto significa que para todos esos aerogeneradores deberemos usar 
la misma estructura para almacenar sus datos. 
Tooltip 
Un tooltip es una herramienta de ayuda visual que funciona al situar o pulsar con el ratón 
sobre algún elemento gráfico, mostrando una ayuda adicional para informar al usuario de la 
finalidad del elemento sobre el que se encuentra. 
Vestas 
Vestas es una compañía danesa que se dedica al diseño, construcción y venta de 
aerogeneradores para la producción de energía eólica. Fue fundada en el año 1945 por el 
danés Peder Hansen e inicialmente se dedicó al diseño y construcción de maquinaria agrícola y 
de otros tipos. No fue hasta 1979 que la empresa se dedicó a la construcción de 
aerogeneradores. 
La empresa fue creciendo desde entonces hasta lograr en 2003 la fusión con la empresa NEG 
Micon que también se dedicaba a las labores de creación de aerogeneradores. Esta fusión ha 
convertido a Vestas Wind Systems S.A. en la mayor empresa del mundo en la creación de 
aerogeneradores, con un beneficio neto en 2007 de  291 millones de euros y una plantilla de 





Esta memoria contiene los siguientes anexos en formato digital, por medio de un CD: 
Anexo 1_Tablas de la BBDD: Documento PDF de nueve páginas que contiene toda la 
información sobre las tablas creadas en la base de datos local y en la colectora. La información 
recogida es, para cada tabla, el nombre de cada uno de los campos, su tipo y si admite valores 
nulos o no. 
Anexo 2_Informes WindReport en PDF: Carpeta que contiene cuatro archivos PDF, donde cada 
uno es el resultado de cada uno de los cuatro informes que realiza WindReport y exportados a 
PDF. Sirven como ejemplo del resultado de la exportación de resultados de los informes. 
Anexo 3_Imagenes de la memoria: Carpeta que contiene todas y cada una de las fotografías 
insertadas a lo largo de esta memoria, permitiendo de este modo que el lector pueda verlas a 
tamaño completo para más detalle. Las imágenes están numeradas según el orden de 
aparición en esta memoria (en cada fotografía de esta memoria que está incluida en este 
anexo podíamos observar un rectángulo en la parte superior derecha de la misma que indica 
su número). 
Anexo 4_Videos WindReport: Carpeta que contiene cuatro archivos de video en formato AVI, 
uno para cada tipo de informe que puede ejecutar WindReport, de modo que en cada uno de 
ellos se puede observar la ejecución in situ de cada tipo informe. 
Anexo 5_Documentacion javadoc: Especificación de la aplicación WindReport generada por 
NetBeans (ver en el glosario los conceptos javadoc y NetBeans). Para ir al índice de esta 
documentación abrimos la carpeta y ejecutamos en nuestro navegador de internet el archivo 
index.html. 
Anexo 6_Diagramas de Gantt: Contiene en formato imagen el diagrama de Gantt completo de 
la estimación en tiempo del proyecto y todos los demás diagramas asociados a este (ya que 
cada tarea descrita en el diagrama completo está subdividida en varias subtareas). 
