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Using dynamical-mean-field theory for clusters, we study the two-dimensional Hubbard model in
which electrons are coupled with the orthorhombic lattice distortions through the modulation in the
hopping matrix. Instability towards spontaneous symmetry breaking from a tetragonal symmet-
ric phase to an orthorhombic distorted phase is examined as a function of doping and interaction
strength. A very strong instability is found in the underdoped pseudogap regime when the inter-
action strength is large enough to yield the Mott insulating phase at half filling. The symmetry
breaking accompanies the recovery of quasiparticle weights along one of the two antinodal directions,
leading to the characteristic Fermi arc reconnection. We discuss the implications of our results to
the fourfold symmetry breaking reported in systems where the underlying crystal does not have any
structural anisotropy.
PACS numbers: 71.10.Fd,74.25.Jb,74.72.Kf
Electronic nematicity has become one of the central
subjects of correlated-electron systems.1–6 For high-Tc
cuprates, very large anisotropies in low energy excitations
have been experimentally reported,7–13 and their connec-
tion with the “pseudogap phase” has been discussed.
In a system such as YBa2Cu3O6+x (YBCO), there
exists an intrinsic structural anisotropy resulting in a
tiny but finite band-structure anisotropy. This band
anisotropy has been shown to induce huge effects in
low-energy excitations14 when the system is close to a
correlation-induced Pomeranchuk instability.2 Although
cluster dynamical mean-field studies do not find a spon-
taneous symmetry breaking in a two-dimensional single-
band Hubbard model,15,16 a tiny band anisotropy was
shown to dramatically amplify the anisotropy in the
dc transport and electronic excitation spectrum in the
underdoped pseudogap regime.16,17 On the other hand,
in a system such as Bi2Sr2Can−1CunO8+y (BSCCO)
and Ca2−xNaxCuO2Cl2 (CNCOC), there is no intrinsic
structural anisotropy but the symmetry breaking from
tetragonal (C4) to orthorhombic (C2), called intra-unit-
cell (IUC) nematicity, has been observed.11,13 Within a
mean-field treatment, IUC order in the Emery model for
the CuO2 plane has been analyzed.
18 However, very large
interactions are required to realize the IUC symmetry
breaking. This may indicate the importance of additional
degrees of freedom.
Here, we consider a correlated model for cuprates in-
cluding the coupling between electrons and lattice distor-
tions (EL) as a possible ingredient for experimentally re-
ported spontaneous C4 symmetry breaking. We observed
a moderate tendency towards symmetry breaking when
the chemical potential is located near the van Hove singu-
larity. In addition, we found a very strong instability in
the underdoped pseudogap regime when the interaction
strength is large enough to yield a Mott insulating state
at half filling. The stabilization of the distorted phase
comes from the gain in the kinetic energy. In the over-
doped regime, the Fermi surface is deformed to split the
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FIG. 1: Model electron-lattice coupling. Orthorhombic dis-
tortion u induces the hopping anisotropy with the coupling
constant α.
van Hove singularity at (pi, 0) and (0, pi) and shift it from
the Fermi level, while in the underdoped regime in the
presence of strong Coulomb interaction the pseudogap
becomes anisotropic. Our results may provide a coherent
picture connecting the “electron nematicity” and pseu-
dogap behavior in high-Tc cuprates highlighting the dif-
ference between YBCO, whose structure is intrinsically
anisotropic, and BSCCO, which is structurally isotropic
but the C4 symmetry is found to be locally broken.
We consider the following electron-lattice coupled
model: H = Hele + Hlatt. Hele is the two-dimensional
(2D) Hubbard model as a generic model for high-Tc
cuprates:
Hele = −
∑
ijσ
tijd
†
iσdjσ + U
∑
i
d†i↑di↑d
†
i↓di↓. (1)
Here, diσ is the annihilation operator for an electron
with spin σ at site i and U is the local Coulomb in-
teraction. The band structure part is described by tij ;
ti6=jcorresponds to the transfer integral and and ti=j = µ
is the chemical potential. The lattice part is given by
Hlatt =
NK
2 u
2, where u is the orthorhombic distortion,
K is the elastic constant, and N is the total number of
sites. We consider the coupling between the orthorhom-
bic distortion and electrons as the modulation in the
nearest-neighbor (NN) transfer integral t along the x and
y directions as tx,y = t±αu as illustrated in Fig. 1, with
2the next-nearest-neighbor transfer integral t′ unaffected
by the distortion. This electron-lattice coupling may also
be regarded as a simplified one realized in, for example,
a low-temperature tetragonal (LTT) phase. Here, the
crystal structure is “tetragonal” with the equal lattice
constants along the a and b axes but the electronic band
structure is “orthorhombic” due to the coherent rotation
of CuO6 octahedra.
1,19,20
We analyze our model using the cellular dynamical-
mean-field theory (CDMFT) (Refs. 21 and 22) at zero
temperature. This method captures the full dynam-
ics [i.e., the frequency dependence of the spectral func-
tion (SF)] and the short-ranged spatial correlations be-
yond the single-site dynamical-mean-field theory and has
been applied for a variety of problems in low-dimensional
systems.23–25 The CDMFT maps the bulk lattice prob-
lem onto an effective Anderson model describing a clus-
ter embedded in a bath of noninteracting electrons. The
short-ranged dynamical correlations are treated exactly
within the cluster. In this study, we employ a 2 × 2 pla-
quette (Nc = 4) coupled to eight bath orbitals and solve
it using the Lanczos exact diagonalization technique26
which requires a low-energy cutoff ωc corresponding to
the discrete imaginary frequency as ωn = (2n+ 1)ωc. In
this work, we take ωc = 2× 10
−2pit. ωc should not be in-
terpreted as real temperature (times pi) because only the
ground state of the impurity model is taken to compute
the Green’s function. The numerical details are described
in Ref. 16.
In the following discussion, we use as a band parameter
t′ = −0.3t that is appropriate for cuprates. For interac-
tion strength, we consider U = 10t, 4t and 0. The largest
U is supposed to be relevant for cuprates.
We start from the discussion on the first instability
caused by the EL coupling. This could in principle be
done by computing the C2 susceptibility and finding a
parameter range where the susceptibility diverges. Such
an analysis normally requires the inclusion of vertex cor-
rections, but the precise form is unknown for the current
CDMFT technique. Instead, we utilize the Ginzburg-
Landau theory with the self-energy functional approach27
by which the electronic contribution Fele to the free en-
ergy Ftot = Fele + Flatt is written as
Fele = −T
∑
ωn
∫
k˜
ln det
{
1−
[
tˆ(k˜)− tˆc − Γˆ(iωn)
]
Gˆc(iωn)
}
+Fc. (2)
Here tcij = tij is the hopping matrix on the 2×2 plaquette,
and tij(k˜) = N
−1
c
∑
K
ei(K+k˜)·(ri−rj)ε
K+k˜ describes the
hopping between the clusters covering the original lattice.
k˜ are wave vectors in the reduced Brillouin zone, and
K = (0, 0), (pi, 0), (0, pi), and (pi, pi). The bare dispersion
is given by εk = −2(tx cos kx+ty cos ky+2t
′ cos kx cos ky).
Γˆ(iωn) is the hybridization function with which the clus-
ter Green’s function at the ground state is written as
Gˆc(iωn) = [iωn− tˆ
c − Γˆ(iωn)− Σˆ(iωn)]
−1, where Σˆ(iωn)
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FIG. 2: (Color online) δt dependence of electronic free energy
∆Fele (a) and (b) and the double occupancy D (c) and (d).
U = 4t for (a) and (c), and U = 10t for (b) and (d). Solid
lines in (a) and (b) are quadratic fits to the numerical data
of ∆Fele.
is the cluster self-energy. Because of the low-energy cut-
off ωc, the free energy is approximately calculated using
the finite-temperature form Eq. (2) at T = ωc/pi. As a
result, the results are somewhat smeared out, underesti-
mating the instability. Finally, Fc is the free energy of
the cluster model. The lattice contribution is given by
Flatt =
Nc
2 Ku
2.
In practice, we compute Fele as a function of the
hopping anisotropy δt = αu as ∆Fele(δt) = Fele(δt) −
Fele(0) ≈ −
Nc
2 βδ
2
t +O(δ
4
t ). Normally, the O(δ
4
t ) contri-
bution is positive. As the lattice contribution Flatt →
Nc
2α2Kδ
2
t is always positive, quadratic fitting to ∆Fele(δt)
gives the critical EL coupling towards the spontaneous C4
symmetry breaking as α2/K = 1/β. The critical point
deduced in this way signals the second-order transition.
When the O(δ4t ) contribution is negative, the transition
becomes first order, thus, α2/K = 1/β should be re-
garded as the upper limit of the coupling above which
a distortionless state is no longer an energy minimum.
Instead, the critical EL coupling for the first-order tran-
sition is located at the smallest α2/K which satisfies
∆Fele(δt)+
Nc
2α2Kδ
2
t = 0 at δt 6= 0. Because of the higher-
order terms O(δ4t ) andO(δ
6
t ) in Fele and the small change
in the carrier density with δt, these fitting procedures are
notoriously difficult. Nevertheless, an overall trend can
be deduced.
As examples, we plot ∆Fele(δt) in Figs. 2(a) and 2(b).
∆Fele decreases with increasing δt. According to the lin-
ear combination of atomic orbitals method,28,29 the EL
coupling constant α is estimated to be 0.9 eV/A˚, and the
distortion considered here is rather small; δt = 0.03 cor-
responds to u ∼ 0.033 A˚. In most cases, ∆Fele deviates
from the quadratic curve upwards. While for U = 4t
with µ = 0.8t and U = 10t with µ = 1.8t, ∆Fele shows
a small downward deviation, indicating first order tran-
sitions. For U = 10t with µ = 2.0t, corresponding to the
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FIG. 3: (Color online) Phase diagram for the 2D Hubbard
model with the EL coupling as a function of electron density
N and the coupling constant α2/K. Parameters are U = 10t
(squares) and U = 4t (circles) with t′ = −0.3t. The critical
points for the second- (first-) order transition are indicated by
filled (open) symbols. The critical points where distortionless
states lose metastability are indicated by crossed symbols.
Thick lines are guides to the eye. For comparison, the phase
boundary for U = 0 is shown as a light solid line.
underdoped regime. ∆Fele shows a strong dependence
on δt, indicating strong instability.
As shown in Fig. 2, the ∆Fele-δt curve is rather sen-
sitive to the doping concentration. To see its origin,
we plot, in Figs. 2(c) and 2(d), the double occupancy
D = 〈d†i↑di↑d
†
i↓di↓〉 as a function of δt. One notices that
the double occupancy remains unchanged, i.e., the po-
tential energy UD remains unchanged. Thus, the gain in
the “kinetic energy” dominates the ∆Fele-δt irrespective
of doping dependence.
Figure 3 shows the resulting phase diagram.30 As de-
scribed below, instabilities appear at two doping regimes
due to different mechanisms, say type A and type B.
Type A is a weak-coupling mechanism and appears for
both U = 4t (boundary is indicated by circles) and
U = 10t (squares) at N ∼ 0.8, near the van Hove fill-
ing. Type B, on the other hand, is a strong-coupling
mechanism and only appears when U is large in the un-
derdoped regime (N > 0.9 for U = 10t).
Type-A weak coupling instability also appears for U =
0. In this case, the critical coupling is given by expand-
ing the free energy up to O(δ2t ) and equating its coef-
ficient to zero, and the resulting expression is α2/K =
−pi2/2
∫
dk2
(
cos kx − cos ky
)2
f ′
(
εk − µ
)
, where f ′ is the
derivative of the Fermi-Dirac distribution function. Due
to the logarithmic divergence in the DOS, the critical
coupling is minimized at the van Hove filling N ∼ 0.726
as shown as a light solid line. By finite U , the instability
is shifted to larger N ∼ 0.8. From the analysis of SFs,
the shift in the critical N is caused by the enhanced band
anisotropy due to correlations. The corresponding SFs
[contour plot of the SF, A(k, ω = 0) = − 1
pi
ImG(k, ω = 0)]
are presented in Fig. 4 (top left, isotropic band) and (mid-
dle left, anisotropic band), where the Green’s function
periodization scheme is adopted.33 The enhanced band
anisotropy is evident from the comparison with the FS
for U = 0 (a white line). By finite U , the FS opens up
to become quasi-one-dimensional [see Fig. 4 (middle left
panel)]. This is favorable for gaining the kinetic energy
by splitting the van Hove singularity and shifting it from
the Fermi level. This could also explain why the first-
order transition appears at N > 0.8, where correlation
effects are stronger.34
For the type-B instability, the band anisotropy re-
mains almost unchanged but the anisotropy in the scat-
tering rate is enhanced significantly. These points can be
clearly seen in the corresponding SFs presented in Fig. 4
(top right, isotropic band, and middle right, anisotropic
band). Here more importantly, the coherence is recov-
ered near (0, pi) by the band anisotropy because the FS
goes away from the so-called “hot spot,” while the FS
near (pi, 0) approaches the hot spot. This results in the
reconnection of the “Fermi arc” between the first and
the second Brillouin zones neighboring along the y direc-
tion; see Fig. 4 (middle right) and Fig. 1 (d) in Ref. 16.
The relation between the quasiparticle coherency and the
kinetic energy can be directly seen from the expression
for the kinetic energy Ekine = T
∑
k,n εkG(k, iωn). As
the quasiparticle coherency is lost in the “symmetric” un-
derdoped pseudogap regime, the gain in the quasiparticle
weight leads the dramatic gain in the kinetic energy as
seen in Fig. 2 (b), resulting in the strong instability in
this regime.
Given the above discussion, the type-B instability is
expected to be more relevant for underdoped high-Tc
cuprates compared with the type-A instability and other
weak-coupling instabilities. The type A instability is sup-
pressed by correlations because the van Hove singularity
is smeared out by the imaginary part of the self-energy.
In fact, for U = 10t, this instability is almost diminished.
Not only by the imaginary part of the self-energy, the
type-A instability is also suppressed by finite tempera-
ture. Because of the linear T dependence of the electronic
free energy, the instability is expected to go away rather
quickly at elevated temperatures. On the other hand
the type B instability requires large U , resulting in the
pseudogap or the Fermi arc which sets its energy scale.
Therefore, the type B instability is expected to survive at
relatively high temperatures as long as the pseudogap or
Fermi arc remains. For U = 10t, there appears a dip in
the instability at N ∼ 0.88 because both instabilities are
weak (see Fig. 3) at this doping. This does not contra-
dict the seemingly stronger instability near 1/8 doping
reported experimentally35 as it has different origins. Ad-
ditional weak coupling instability incompatible with our
model could take place at carrier densities smaller than
N ∼ 0.9 as discussed, for example, in Refs. 36 and 37.
When the system is in the vicinity of the structural
transition, dynamical or statistical fluctuation effects
should play important roles. If the transition is of the
first order, such a critical regime would be characterized
by a superposition between two distortion modes which
minimize the free energy. Furthermore, even in a dis-
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FIG. 4: (Color online) Evolution of the spectral function at
the Fermi level in the first quadrant of the Brillouin zone
for U = 10t. Left panels: results for N = 0.83 (overdoped
regime), and right panels: results for N = 0.94 (underdoped
regime). Top: Symmetric SF; middle: asymmetric SF with
δt/t = 0.03; bottom: averaged SF with δt/t = ±0.03. The
Green’s-function periodization scheme is used with the small
imaginary part iη (η = 0.1t) added to the real frequency. The
maximum of the spectral weight is Amaxt = 0.6 (left) and 0.35
(right). A white line in the middle-left panel shows the FS
for δt/t = 0.03, N = 0.83 and U = 0.
torted phase, a sample could form domains. As a result,
low-spatial-resolution angle-resolved photoemission spec-
troscopy (ARPES) measurements would detect the SF
that is an average of SFs over a finite lattice spacing. We
simulate the latter two cases by taking the average of the
SFs with different anisotropy parameters, δt/t = ±0.03.
Figure 4 (bottom left and bottom right) show the av-
eraged SF for N = 0.83 (the overdoped regime) and
N = 0.94 (the underdoped regime), respectively. For
the overdoped regime, the spectral function is broadened
at (pi, 0) and (0, pi) relative to the results without dis-
tortion. Thus, the “lattice fluctuation” and structural
domain formation act as if enhancing the pseudogap be-
havior. A similar effect has been reported for the thermal
nematic fluctuation.38 On the other hand, for the under-
doped regime, the SF in the undistorted phase and the
averaged one in the distorted phase are nearly identical.
This is because the shape of the FS is insensitive to the
band anisotropy in this doping regime.
In contrast to YBCO, BSCCO, La2−xSrxCuO4 and
CNCOC do not have a source for band anisotropy, yet
(local) C4 symmetry breaking has been reported. For
BSCCO, recent scanning micro-x-ray-diffraction39 and
scanning tunneling microscopy40 measurements revealed
that the system is structurally inhomogeneous involv-
ing LTT-like distorted regions. These results are con-
sistent with our picture if the EL coupling is in the
range of the spontaneous distortion. In fact, from the
measured elastic constants c ∼ 1.7 × 1012 dyn/cm2 for
La2CuO4 (Ref. 41) and c ∼ 1.3 × 10
12 dyn/cm2 for
BSCCO (Ref. 42), our elastic constant is estimated as
K ∼ 6 eV/A˚2 for both systems. The resulting EL cou-
pling constant29 α2/Kt ∼ 0.2 locates these systems in-
side the spontaneous distortion regime. Thus, it is de-
sirable to experimentally clarify the relation between the
electronic11,13 and the structural C4 symmetry breaking.
Our prediction can be tested by high-spatial-resolution
ARPES measurements as in the x-ray-diffraction mea-
surements in Ref. 39. For underdoped cuprates below
the pseudogap temperature, we expect that anisotropic
FSs as in the lightly doped YBCO (Ref. 43) or recon-
nected Fermi arcs are spatially distributed. The pseu-
dogap behavior should preempt or accompany the local
lattice distortion with small effects on the “bulk” SF at
the structural transition. In contrast, the opening of a
pseudogap and the local lattice distortion are expected to
take place simultaneously in the overdoped regime. From
these experimental tests, a variety of anomalies in rela-
tion to the electronic nematicity and pseudogap behav-
ior in high-Tc cuprates could be coherently understood
in terms of the EL coupling and the absence/presence
of the intrinsic band anisotropy. Further, Raman scat-
tering would be a useful tool to distinguish different
roles played by electronic systems and lattice (phononic)
systems44,45 because the electronic contributions to the
B1g Raman scattering intensity are suppressed in the
pseudogap regime.44
In addition to high-Tc cuprates, electronic nematic-
ity was suggested for the double-layer ruthenates un-
der an applied magnetic field5,46 and Fe-based high-Tc
superconductors above magnetic phase transitions.6,47
A number of theoretical scenarios have been proposed,
including microscopic phase separation48,49 and quasi-
one-dimensional orbital ordering50 for ruthenates, and
fluctuating magnetic stripe order,51,52 a ferro-orbital
ordering,53 and magnetoelastic coupling54,55 for Fe su-
perconductors. It is worth investigating these scenarios
including EL coupling with electron correlations treated
beyond static mean-field approximations.
Summarizing, we investigated the C4 symmetry break-
ing by the coupling between electrons and the lattice dis-
tortion using an interacting model for cuprates within
CDMFT. We found the strong instability towards C4
symmetry breaking in the underdoped pseudogap regime
in the presence of the strong interaction yielding the Mott
transition. Thus, this instability is a strong-coupling ef-
fect characteristic of a doped Mott insulator. Addition-
5ally, a weak-coupling instability exists near the van Hove
filling, but this instability is suppressed by strong corre-
lations because the imaginary part of the electron self-
energy smears the van Hove singularity. On the other
hand, the imaginary part of the self-energy plays an es-
sential role for the strong-coupling symmetry breaking
by increasing the kinetic energy by recovering the quasi-
particle coherence. This leads to the characteristic Fermi
arc reconnection below the pseudogap temperature. Our
finding can be tested by high-spatial-resolution ARPES.
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