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Abstract: We study a double-ended queue which consists of two classes of customers.
Whenever there is a pair of customers from both classes, they are matched and leave the
system immediately. The matching follows first-come-first-serve principle. If a customer
from one class cannot be matched immediately, he/she will stay in a queue and wait
for the upcoming arrivals from the other class. Thus there cannot be non-zero numbers
of customers from both classes simultaneously in the system. We also assume that each
customer can leave the queue without being matched because of impatience. The arrival
processes are assumed to be independent renewal processes, and the patience times for
both classes are generally distributed. Under suitable heavy traffic conditions, assuming
that the diffusion-scaled queue length process is stochastically bounded, we establish a
simple asymptotic relationship between the diffusion-scaled queue length process and the
diffusion-scaled offered waiting time processes, and further show that the diffusion-scaled
queue length process converges weakly to a diffusion process. We also provide a sufficient
condition for the stochastic boundedness of the diffusion-scaled queue length process. At
last, the explicit form of the stationary distribution of the limit diffusion process is derived.
AMS 2010 subject classifications: Primary: 60F05, 60K25, 90B22; Secondary: 60K05.
Keywords: Double-ended queues; Matching systems; First-Come-First-Serve; Customer
abandonment; Generally distributed patience times; Hazard rate scaling; Diffusion ap-
proximations; Stationary distribution; Heavy traffic.
1. Introduction
Consider a simple matching system which consists of two classes of customers. Whenever there
is a pair of customers from both classes, they are matched and leave the system immediately.
The matching follows first-come-first-serve principle. If a customer from one class cannot be
matched immediately, he/she will stay in a queue and wait for the upcoming arrivals from
the other class. Thus there cannot be non-zero numbers of customers from both classes si-
multaneously in the system. Customers are assumed to be impatient and they can leave the
system without being matched. Such system forms a double-ended queueing system, which is
schematically shown in Figure 1. We assume that the arrival processes are independent renewal
processes, and the patience times for customers of each class are IID with a general distribution.
Under certain conditions, we establish a simple asymptotic relationship between the diffusion-
scaled queue length process and the diffusion-scaled offered waiting time processes, and show
that the diffusion-scaled queue length process converges weakly to a diffusion process. Those
conditions consist of a suitable heavy traffic condition, a mild condition on patience-time dis-
tributions, and an assumption that the diffusion-scaled queue length process is stochastically
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bounded. We further show that under the heavy traffic condition and a proper scaling of the
hazard rate functions of the patience-time distributions, the diffusion-scaled queue length is
stochastically bounded. Finally, the unique stationary distribution of the diffusion limit is de-
rived. Diffusion approximations for double-ended queues with renewal arrivals and exponential
patience times are studied in [20], and our current work extends the heavy traffic diffusion
approximation result in [20] to a setting with generally distributed patience times.
Double-ended queues have been studied for many applications, including taxi-service sys-
tems, financial markets, assembly systems, perishable inventory systems, and organ transplant
systems. Double-ended queues with Poisson arrivals were first introduced by Kendall in [17],
and Dobbie [9] studied the probability of a given queue size of double-ended queues proposed
by Kendall. Later on, Giveen [12] considered double-ended queues with time-dependent Pois-
son arrivals, and studied the limiting distributions, and Kashyap [16] studied a taxi service
system with limited waiting space, where the arrivals of taxies and passengers are assumed to
be Poisson processes, and derived the steady state distribution. In [3], Conolly et al. studied the
impatience behavior of customers under the assumption of exponential arrivals, services, and
patience times. Applications of double-ended queues on financial markets, networks with syn-
chronization nodes, perishable inventory systems, and organ transplant systems can be found
in [1, 30, 24, 23, 2], etc. When renewal arrivals and/or generally distributed patience times are
considered, the explicit form of the limiting distribution becomes intractable. Degirmenci [8]
studied the asymptotic behaviors of the Markovian double-ended queue, and conjectured that
the result holds for the setting with renewal arrivals and general patience times. In [18], Kim
et al. studied the extended double-ended queue which allowed bulk arrivals, general patience
times, positive processing times, etc, using simulation methods. Zenios [30] applied Laplace’s
method to a double-ended queue where the inter-arrivals of supply were generally distributed,
and demand arrived according a Poisson process, and only demand had abandonments with
generally distributed patience times. In this work, we develop rigorous diffusion approximations
for double-ended queues with renewal arrivals and generally distributed patience times under
appropriate asymptotic regimes. Diffusion approximations of (one-sided) queueing systems
with reneging have been studied in both conventional heavy traffic regime and Halfin-Whitt
regime. Roughly speaking, in both regimes, the queueing system is nearly critically loaded. The
conventional heavy traffic analysis can be found in [27, 28, 26, 19], while [11, 29, 5, 21, 4, 25]
study many-server queues in Halfin-Whitt regime.
In this work, our main assumption on patience time distributions is similar to that con-
sidered by Lee and Weerasinghe [19], which requires the patience time distribution functions
satisfy some scaling limit results, and are more general than the commonly used assumptions in
the above literatures (see Assumption 3.3 and Remark 3.1 (iii)). Our main results, Theorems
4.1 and 4.2, are established under this assumption, the heavy traffic assumption (Assump-
tion 3.2), and the assumption that the diffusion-scaled queue length process is stochastically
bounded. We then consider the hazard rate scaling as in [26, 25, 15] (see Assumption 3.4), and
show in Corollary 4.4 that under such hazard rate scaling and the heavy traffic condition, the
diffusion-scaled queue length process is stochastically bounded and so all the results hold. It
is worth noting that the condition that the diffusion-scaled queue length process is stochasti-
cally bounded is considered by Dai and He [4], and they establish the diffusion approximations
for a G/G/n + GI queue under this condition, and a more strict condition on patience time
distribution in Halfin-Whitt regime. Furthermore, Reed and Tezcan [25] obtain a heavy traffic
limit for GI/M/n + GI queue by assuming that the patience time distribution satisfies an
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appropriate hazard rate scaling.
The rest of the paper is organized as follows. In Section 2, we introduce the model of the
double-ended queue with renewal arrivals and generally distributed patience times. In Section
3, we present the asymptotic framework by introducing the main assumptions. All the main
results are collected in Section 4, and their proofs are provided in Section 5, and Appendix.
We use the following notation. Denote by R, R+, Z, and N the sets of real numbers, non-
negative real numbers, integers, and positive integers, respectively. For a real number a, define
a+ = max{a, 0} and a− = max{0,−a}. Similarly, for a real function f defined on [0,∞), define
f+(t) = max{0, f(t)} and f−(t) = max{0,−f(t)}, t ≥ 0. Denote by D([0,∞);R) the space of
right continuous functions with left limits defined from [0,∞) to R with the usual Skorohod
topology. For x ∈ D([0,∞);R), let
‖x‖t = sup
s∈[0,t]
|x(s)|, t ≥ 0,
and
‖x‖s,t = sup
u∈[s,t]
|x(u)|, t ≥ s ≥ 0.
A function f : [0,∞)→ [0,∞) is called locally Lipschitz continuous if for any t ∈ [0,∞), there
exists κ ∈ (0,∞) (may depend on t) such that for x1, x2 ∈ [0, t],
|f(x1)− f(x2)| ≤ κ|x1 − x2|.
For a stochastic process X, we will use the notation X(t) and Xt interchangeably. For a
semimartingale Y ∈ D([0,∞);R), we denote by [Y ] the quadratic variation of Y . A sequence
of stochastic processes {Xn} is called stochastically bounded if for each T ≥ 0,
lim
K→∞
lim sup
n→∞
P(‖Xn‖T > K) = 0.
2. Network model
We study a double-ended queue which consists of two classes of customers – Classes 1 and
−1. Whenever there is a pair of customers from both classes, they are matched and leave
the system immediately. The matching follows first-come-first-served principle. If a customer
from one class cannot be matched immediately, he/she will stay in a queue and wait for the
upcoming arrivals from the other class. We also assume that each customer is impatient. A
double-ended queue is schematically given in Figure 1.
Arrivals of Class 1 Arrivals of Class −1
A matched pair leaving the system immediately
Fig 1. A double-ended Queue.
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Let Q(t) be the length of the double-ended queue at time t. Different from queue length
processes in one-sided queueing systems, here Q(t) ∈ Z, and we let Q+(t) denote the number
of customers of Class 1 waiting in the queue at time t, and Q−(t) the number of customers of
Class −1 waiting in the queue at time t. For t ≥ 0, let
Q1(t) = Q
+(t) and Q−1(t) = Q−(t).
Without loss of generality, we assume Q1(0) ≥ 0 and Q−1(0) = 0.
Let (Ω,F ,P) be a complete probability space satisfying the usual conditions. All the random
variables and stochastic processes are assumed to be defined on this space. Let i = ±1. We
assume the inter-arrival times for customers of Class i are i.i.d. random variables {ui,k : k ∈ N},
and ui,1 has mean
1
λi
and standard deviation σi. Define
Ni(t) = max
{
k ∈ N :
k∑
l=1
ui,l ≤ t
}
.
The renewal process Ni is the arrival process for Class i. We assume that the patience times
of customers of Class i are given by an i.i.d. sequence {di,k : k ∈ Z}. For k ∈ N, di,k represents
the patience time of the k-th customer of Class i who enters the system after time 0, and for
k ∈ −N ∪ {0}, di,k is the patience time of the (−k + 1)-st customer of Class i who enters the
system prior to time 0 (if such customers exist). We assume that di,1 has cumulative distribution
function Fi. Finally, we assume Q(0), {u1,k : k ∈ N}, {u−1,k : k ∈ N}, {d1,k : k ∈ Z}, and
{d−1,k : k ∈ Z} are independent.
For k ∈ Z, define ti,k to be the arrival time of the kth customer of Class i. More precisely,
for k ∈ N, ti,k =
∑k
l=1 ui,l, and for k ∈ −N ∪ {0}, we let ti,k = 0, that is all customers, who
arrive prior to time 0, have arrival times equal to 0. For k ∈ Z, let wi,k, which is called the
offered waiting time, denote the waiting time that the (k1{k>0}+ (−k+1)1{k≤0})-th customer
of Class i needs to experience assuming her/his patience time is infinite. For a customer who
arrives prior to time 0, we assume her/his waiting time starts to count at time 0. Let Gi(t)
denote the number of Class i customers who abandon the system by time t. Then for t ≥ 0,
Gi(t) =
Ni(t)∑
k=−Qi(0)+1
1{di,k≤wi,k, ti,k+di,k≤t}. (2.1)
The process Gi will be called the abandonment process for Class i. The queue length process
now can be formulated as follows:
Q(t) = Q(0) +N1(t)−N−1(t)−G1(t) +G−1(t). (2.2)
To study the offered waiting times, we next defineRi(t) to be the number of Class i customers
who have arrived by time t, and will abandon the system eventually. Then for t ≥ 0,
Ri(t) =
Ni(t)∑
k=−Qi(0)+1
1{di,k≤wi,k}. (2.3)
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For Class 1, there are Q1(0) = Q
+(0) customers entering the system prior to time 0, and for
such customers, define
R1,k(0) =
0∑
l=k+1
1{d1,l≤w1,l}, k = −Q1(0) + 1, . . . ,−1, and R1,0 = 0.
Here R1,k, k = −Q1(0)+ 1, . . . ,−1, 0, represents the number of the first −k customers of Class
1 who arrives prior to time 0, and will abandon the system eventually. In the following, we
characterize the offered waiting times of customers in terms of {t−i,k, k ∈ Z}, {Ri(t), t ≥ 0}
and {R1,k(0), k = −Q1(0) + 1, . . . ,−1, 0}. First, it is clear that the offered waiting time of the
first customer of Class 1 who arrives prior to time 0 is t−1,1 (i.e., the arrival time of the first
customer of Class −1). For k = −Q1(0) + 1, . . . ,−1, assuming he/she is patient, the (−k+1)-
st customer of Class 1 arriving before time 0 will be matched with the (−k + 1 − R1,k(0))-th
customer of Class −1. Thus the offered waiting time of the (−k + 1)-st customer of Class 1
who arrives before time 0 is
w1,k = t−1,−k+1−R1,k(0). (2.4)
We next consider the customers arriving after time 0. For k ∈ N, at time t1,k, the k-th customer
of Class 1 arrives at the system. If Q−1(t1,k−) > 0 (i.e., there are customers of Class −1 waiting
at time t1,k), then the offered waiting time is
w1,k = 0. (2.5)
IfQ−1(t1,k−) = 0 (i.e., there is no customer of Class −1 waiting at time t1,k), this k-th customer
of Class 1 must wait in the system for the (k +Q1(0)− R1(t1,k−) +G−1(t1,k−))-th customer
of Class −1, and the offered waiting time is
w1,k = t−1,k+Q1(0)−R1(t1,k−)+G−1(t1,k−) − t1,k.
Next noting that R−1(t) = G−1(t) when Q−1(t) = 0, we have
w1,k = t−1,k+Q1(0)−R1(t1,k−)+R−1(t1,k−) − t1,k. (2.6)
Combining (2.4), (2.5) and (2.6), we have that
w1,k =
{(
t−1,k+Q1(0)−R1(t1,k−)+R−1(t1,k−) − t1,k
)
1{Q−1(t1,k−)=0}, k ∈ N,
t−1,−k+1−R1,k(0), −Q1(0) + 1 ≤ k ≤ 0.
(2.7)
Using similar arguments, we have for Class −1,
w−1,k =
(
t1,k−R−1(t−1,k−)−Q1(0)+R1(t−1,k−) − t−1,k
)
1{Q1(t−1,k−)=0}, k ∈ N. (2.8)
It is shown in Lemma 5.1 that for i = ±1 and k ∈ N,
wi,k =
[
t−i,k+Qi(0)−Ri(ti,k−)−Q−i(0)+R−i(ti,k−) − ti,k
]+
. (2.9)
We thus define the virtual waiting time process Wi(t), which can be interpreted as the amount
of time that a hypothetical customer of Class i arriving right after time t will have to wait in
the system, as follows. For t ≥ 0,
Wi(t) =
[
t−i,Ni(t)+1+Qi(0)−Ri(t)−Q−i(0)+R−i(t) − t
]+
. (2.10)
It is clear that Wi(ti,k−) = wi,k for k ∈ N.
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Remark 2.1.
(i) In (2.8), it is possible that the subscript k−R−1(t−1,k−)−Q1(0)+R1(t−1,k−) ≤ 0. When
this happens, we have Q1(t−1,k−) > 0, and w−1,k = 0. (See Lemma 5.1 for its proof.)
In fact, this k-th customer of Class −1 will be matched with a customer of Class 1 who
arrives prior to time 0 and are waiting in the queue at time t−1,k.
(ii) Lemma 5.1 shows that for k ∈ N, in (2.7), when Q−1(t1,k−) = 0, we have
t−1,k+Q1(0)−R1(t1,k−)+R−1(t1,k−) ≥ t1,k,
and in (2.8), when k − R−1(t−1,k−)−Q1(0) + R1(t−1,k−) > 0, and Q1(t−1,k−) = 0, we
have
t1,k−R−1(t−1,k−)−Q1(0)+R1(t−1,k−) ≥ t−1,k.
3. Asymptotic framework
We consider a sequence of double-ended queues indexed by n ∈ N. For the n-th system, all
the notation introduced in Section 2 is carried forward except that we append a superscript
n to all quantities to indicate the dependence of parameters, random variables, and stochastic
processes on n. Let i = ±1. In particular, we assume all the random variables {uni,k : k ∈ N},
{dni,k : k ∈ Z}, {tni,k : k ∈ Z}, {wni,k : k ∈ Z}, and stochastic processes Qn, Nni , Gni , Rni ,W ni are
defined on the space (Ωn,Fn,Pn). The expectation operator with respect to Pn will be denoted
by En. Finally, the cumulative distribution function of dni,1 is F
n
i , and the mean and standard
deviation of uni,1 are
1
λni
and σni .
The following are our main assumptions.
Assumption 3.1 (Conditions on inter-arrival times). There exist independent sequences of
i.i.d. nonnegative random variables {u˜ni,k : k ∈ N}, i = ±1, such that for k ∈ N and n ∈ N,
(i) uni,k =
u˜n
i,k
n ;
(ii) E(u˜ni,k)→ 1λi , Var(u˜ni,k)→ σ2i as n→∞;
(iii) {(u˜ni,1)2 : n ∈ N} is uniformly integrable.
Assumption 3.2 (Heavy traffic condition). There exists c ∈ R such that
λn1 − λn−1√
n
→ c, as n→∞. (3.1)
Assumption 3.3 (Conditions on patience times). For i = ±1, Fni (0) = 0, and there exists
nonnegative nondecreasing locally Lipschitz continuous functions Hi on [0,∞) such that for
t ≥ 0,
√
nFni
(
t√
n
)
→ Hi(t), as n→∞.
In particular, Fni (
t√
n
)→ 0, as n→∞.
Assumption 3.4 (Conditions on hazard rate functions). For i = ±1, Fni has density function
fni and hazard rate function h
n
i = f
n
i /(1−Fni ) on [0,Mni ), whereMni = sup{s ≥ 0 : Fn(s) < 1}.
Furthermore, for t ∈ [0,Mni ), supn∈N ‖hni ‖t < ∞, and hni (t/
√
n)→ hi(t) as n →∞, where hi
is a nonnegative measurable function.
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Remark 3.1.
(i) From Assumption 3.1, we have for i = ±1,
λni =
1
E(uni,1)
, and
λni
n
→ λi, (3.2)
and
(σni )
2 = Var(uni,1), and n
2(σni )
2 → σ2i . (3.3)
(ii) The heavy traffic condition in Assumption 3.2 implies that λ1 = λ−1. We are going to
let
λ = λ1 = λ−1. (3.4)
(iii) Assumption 3.3 is similar to Assumption 3.4 in [19]. We list some examples of the cumu-
lative distribution function satisfying Assumption 3.3 (also see Remark 3.4 of [19]).
(a) Let F be a cumulative distribution function which is right differentiable at 0, and
F (0) = 0. Then Fn ≡ F satisfies Assumption 3.3 withH(x) = F ′(0)x. Such patience
times distribution has been considered in [29, 21, 5, 4].
(b) Consider Fn(x) = 1 − exp{− ∫ x0 h(√nu)du}, where h is a nonnegative continuous
function. Then Fn satisfies Assumption 3.3 with H(x) =
∫ x
0 h(u)du. Here h
n(x) ≡
h(
√
nx), x ≥ 0, is the hazard rate function of Fn, and such hazard rate scaling of
patience times distribution has been studied in [26, 25, 15].
(c) There are many other distribution functions besides those in (a) and (b) satisfying
Assumption 3.3. For example, let
Fni (x) =
{
Fn(x), x ∈ [0, δ)
1, x ∈ [δ,∞),
where Fn is as in (a) or (b), and δ > 0. It is easy to see that Fni has the same scaling
limit function as Fn. In fact, Assumption 3.3 only requires Fni has the scaling limit
over a small interval [0,O( 1√
n
)].
(iv) Under Assumption 3.4, we have Fni (t) = 1 − exp{−
∫ x
0 h
n
i (u)du}, and Fni satisfies As-
sumption 3.3 with Hi(x) =
∫ x
0 hi(u)du. Thus the patience times distribution discussed
in (iii)(b) is a special case of Assumption 3.4. This assumption is the same as the main
assumption in [15].
4. Main results
Define the fluid and diffusion-scaled processes as follows. For i = ±1 and t ≥ 0,
Fluid scaled processes:
Q¯n(t) =
Qn(t)
n
, N¯ni (t) =
Nni (t)
n
, G¯ni (t) =
Gni (t)
n
, R¯ni (t) =
Rni (t)
n
,
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Diffusion scaled processes:
Qˆn(t) =
Qn(t)√
n
, Nˆni (t) =
Nni (t)− λni t√
n
, Gˆni (t) =
Gni (t)√
n
, Rˆni (t) =
Rni (t)√
n
,
Wˆ ni (t) =
√
nW ni (t).
Our main results are presented as follows. Theorem 4.1 establishes an asymptotic linear rela-
tionship between the diffusion-scaled offered waiting time processes and the diffusion scaled
queue length process for both classes. The scaling limit theorem for the queue length process
is provided in Theorem 4.2, and we derive the stationary distribution of the diffusion limit
in Theorem 4.3. All these results are established under Assumptions 3.1, 3.2 and 3.3, and a
further condition that Qˆn is stochastically bounded. At last, we show that Qˆn is stochastically
bounded under Assumptions 3.1, 3.2, and 3.4, and consequently, all results in Theorem 4.1 –
4.3 hold (see Corollary 4.4 for details).
Recall the parameters λ, c, and σ1, σ−1 in (3.4), (3.1), and Assumption 3.1, respectively, and
the functions H1,H−1 in Assumption 3.3.
Theorem 4.1. Assume that Qˆn is stochastically bounded and Qˆn(0) converges weakly to some
random variable q as n→∞. Then under Assumptions 3.1, 3.2 and 3.3, we have(
Wˆ n1 −
Qˆn,+
λ
, Wˆ n−1 −
Qˆn,−
λ
)
⇒ 0, as n→∞.
Theorem 4.2. Under the same conditions as in Theorem 4.1, we have Qˆn ⇒ Q as n → ∞,
where for t ≥ 0,
Q(t) = q +
√
λ3(σ21 + σ
2
−1)W (t) + ct− λ
∫ t
0
H1
(
Q+(s)
λ
)
ds+ λ
∫ t
0
H−1
(
Q−(s)
λ
)
ds, (4.1)
with W a standard Brownian motion independent of q.
Theorem 4.3. Let Q be as in Theorem 4.2. Assume that
lim
x→∞H1(x) >
c
λ
, if c ≥ 0,
and
lim
x→∞H−1(x) > −
c
λ
, if c ≤ 0.
Then Q has a unique stationary distribution with density function given by
π(dx) =


C0 exp
{
− 2
λ3(σ21+σ
2
−1)
(
−cx+ λ2 ∫ xλ0 H1(u)du)} dx, if x ≥ 0,
C0 exp
{
− 2
λ3(σ21+σ
2
−1)
(
−cx+ λ2 ∫ − xλ0 H−1(u)du)}dx, if x < 0,
where C0 is a positive constant such that
∫
R
π(dx) = 1.
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Corollary 4.4. Under Assumptions 3.1, 3.2 and 3.4, Qˆn is stochastically bounded, and if
Qˆn(0) converges weakly to some random variable q as n→∞, then Qˆn ⇒ Q as n→∞, where
Q(t) = q+
√
λ3(σ21 + σ
2
−1)W (t)+ct−λ
∫ t
0
∫ Q+(s)
λ
0
h1(u)duds+λ
∫ t
0
∫ Q−(s)
λ
0
h−1(u)duds, t ≥ 0,
with W a standard Brownian motion. Furthermore, assume that∫ ∞
0
h1(u)du >
c
λ
, if c ≥ 0,
and ∫ ∞
0
h−1(u)du > − c
λ
, if c ≤ 0.
Then Q has a unique stationary distribution with density function given by
π(dx) =


C0 exp
{
− 2
λ3(σ21+σ
2
−1)
(
−cx+ λ ∫ x0 ∫ sλ0 h1(u)duds)} dx, if x ≥ 0,
C0 exp
{
− 2
λ3(σ21+σ
2
−1)
(
−cx+ λ ∫ −x0 ∫ sλ0 h−1(u)duds)}dx, if x < 0,
where C0 is a positive constant such that
∫
R
π(dx) = 1.
5. Proofs
We first re-characterize the offered waiting times in the following lemma, which will be used
in other proofs. Recall from (2.7), (2.8) and (2.10) that for i = ±1 and k ∈ N,
wni,k =
(
tn−i,k+Qni (0)−Rni (tni,k−)−Qn−i(0)+Rn−i(tni,k−) − t
n
i,k
)
1{Qn−i(tni,k−)=0}.
Recall from Remark 2.1 that k−Rn−1(tn−1,k−)−Qn1 (0)+Rn1 (tn−1,k−) could be negative or zero.
Lemma 5.1. For k ∈ N, assume k−Rn−1(tn−1,k−)−Qn1 (0)+Rn1 (tn−1,k−) > 0. Then for i = ±1,
when Qn−i(t
n
i,k−) = 0,
t−i,k+Qni (0)−Rni (tni,k−)−Qn−i(0)+Rn−i(tni,k−) ≥ t
n
i,k, (5.1)
and when Qn−i(t
n
i,k−) > 0,
tn−i,k+Qni (0)−Rni (tni,k−)−Qn−i(0)+Rn−i(tni,k−) ≤ t
n
i,k. (5.2)
If k − Rn−1(tn−1,k−) − Qn1 (0) + Rn1 (tn−1,k−) ≤ 0, then Qn1 (tn−1,k−) > 0, and wn−1,k = 0. Conse-
quently, we have for i = ±1, and k ∈ N,
wni,k =
[
tn−i,k+Qni (0)−Rni (tni,k−)−Qn−i(0)+Rn−i(tni,k−) − t
n
i,k
]+
. (5.3)
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Proof. Let i = ±1. For t ≥ 0, when Qni (t) = 0, we observe that Rni (t) = Gni (t), and Qni (0) +
Nni (t)−Rni (t) is the number of the matched pairs that leave the system by time t. On the other
hand, if Qni (t) > 0, then Q
n
i (0) +N
n
i (t)−Rni (t) will be greater than or equal to the number of
the matched pairs that leave the system by time t. So when Qni (t) = 0, we have Q
n
−i(t) ≥ 0,
and
Qni (0) +N
n
i (t)−Rni (t) ≤ Qn−i(0) +Nn−i(t)−Rn−i(t). (5.4)
Thus for k ∈ N, if Qn−i(tni,k−) = 0, we have
Nn−i(t
n
i,k−)+Qn−i(0)−Rn−i(tni,k−) ≤ Nni (tni,k−)+Qni (0)−Rni (tni,k−) = k−1+Qni (0)−Rni (tni,k−).
Thus
k +Qni (0)−Rni (tni,k−)−Qn−i(0) +Rn−i(tni,k−) ≥ Nn−i(tni,k−) + 1. (5.5)
From (5.5), if k−Rn−1(tn−1,k−)−Qn1 (0)+Rn1 (tn−1,k−) ≤ 0, then Qn1 (tn−1,k−) cannot be zero, and
must be positive. Now assume k − Rn−1(tn−1,k−)−Qn1 (0) + Rn1 (tn−1,k−) > 0. Again from (5.5),
we have
tn−i,k+Qni (0)−Rni (tni,k−)−Qn−i(0)+Rn−i(tni,k−) ≥ t
n
−i,Nn−i(tni,k−)+1 ≥ t
n
i,k.
This shows (5.1). When Qn−i(t
n
i,k−) > 0, we have Qni (tni,k−) = 0, which implies Qni (tni,k) = 0 and
Gni (t
n
i,k) = G
n
i (t
n
i,k−) = Rni (tni,k−). Similar to the above analysis, Nni (tni,k)+Qni (0)−Gni (tni,k) =
k+Qni (0)−Rni (tni,k−) is the number of matched pairs that leave the system by time tni,k. Then
we have
k +Qni (0) −Rni (tni,k−) ≤ Nn−i(tni,k) +Qn−i(0) −Rn−i(tni,k) ≤ Nn−i(tni,k) +Qn−i(0)−Rn−i(tni,k−).
Thus
k +Qni (0)−Rni (tni,k−)−Qn−i(0) +Rn−i(tni,k−) ≤ Nn−i(tni,k),
and
tn−i,k+Qni (0)−Rni (tni,k−)−Qn−i(0)+Rn−i(tni,k−) ≤ t
n
−i,Nn−i(tni,k) ≤ t
n
i,k.
This shows (5.2). Finally, (5.3) follows immediately from (5.1) and (5.2).
Let i = ±1. We next introduce the following filtrations. First recall that we assumeQ1(0) ≥ 0
and Q−1(0) = 0. We will let wn1,k = 0 when k < −Qn1 (0) + 1, and wn−1,k = 0 when k ≤ 0. Now
define for k = 0,−1,−2, . . .,
Fn1,k = σ
{
Qn(0); (dn1,l, w
n
1,l), l = k + 1, . . . , 0;R
n
1,k(0);
tn−1,j, j = 1, . . . ,−k + 1−Rn1,k(0)
}
,
Fn−1,k = σ {Qn(0)} ,
(5.6)
and for k ∈ N,
Fni,k = σ
{
Qn(0); tni,l, l = 1, 2, . . . , k;N
n
−i(s), 0 ≤ s ≤ tni,k;
(wni,l, d
n
i,l), l = −Qni (0) + 1, . . . , 0, 1, . . . , k − 1;
(wn−i,l, d
n
−i,l), l = −Qn−i(0) + 1, . . . , 0, 1, . . . , Nn−i(tni,k−);
(5.7)
tn−i,l, l = 1, 2, . . . , k +Q
n
i (0) +R
n
i (t
n
i,k−)−Qn−i(0) +Rn−i(tni,k−)
}
.
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Lemma 5.2. For k ∈ Z, wni,k ∈ Fni,k, and dni,k is independent of Fni,k.
Proof. From (2.7) and (2.8), it is clear that wni,k ∈ Fni,k, k ∈ Z. To see dni,k is independent of Fni,k,
it suffices to show that dni,k is independent of the offered waiting times of all customers from both
classes who arrive before tni,k, because we assume Q
n(0), {un1,k : k ∈ N}, {un−1,k : k ∈ N}, {dn1,k :
k ∈ Z}, and {dn−1,k : k ∈ Z} are independent. Fix k ∈ Z. We will use mathematical induction in
the following. For the first customer who arrives at the system (prior to time 0 or after time 0),
assuming he/she is from Class i, the offered waiting time is t−i,1, which is independent of di,k.
Assume that di,k is independent of the offered waiting times of the first l customers (among
all customers of both classes) who arrive at the system before tni,k. We next note that for any
l ∈ Z and i = ±1, the offered waiting time wi,l of the
(
l1{l>0} + (−l + 1)1{l≤0}
)
-th customer
of Class i is determined by the offered waiting times of all customers from both classes who
arrive before him/her, and other random variables that are independent of di,k. Thus di,k is
also independent of the offered waiting time of the
(
(l + 1)1{l>0} + (−l + 2)1{l≤0}
)
-th customer
(among all customers of both classes) who arrive at the system before tni,k. The lemma now
follows.
We divide the rest of the section into four subsections. In Section 5.1, we decompose Wˆ ni into
several processes, and study the asymptotic behaviors of these processes (see Lemmas 5.5, 5.7,
5.8). In Section 5.2, using the results from the previous subsection, we prove the C-tightness of
(Wˆ n1 , Wˆ
n
−1) in Lemma 5.9, and establish the weak convergence of (Wˆ
n
1 , Wˆ
n
−1) in Theorem 5.11.
The weak limit is uniquely characterized by a continuous functional defined in Proposition
5.10. Section 5.3 is then devoted to derive the weak convergence of Rˆni and Gˆ
n
i , and as shown
in Lemmas 5.12 and 5.13, they have the same weak limit that can be characterized in terms
of the offered waiting time processes. We also provide all the proofs of Theorems 4.1, 4.2, and
4.3 in this section. Finally, the proof of Corollay 4.4 can be found in Section 5.4.
5.1. Decomposition of Wˆn
i
We decompose Wˆ ni into several stochastic processes, and these processes will be analyzed
separately in Lemmas 5.5, 5.7, 5.8.
Lemma 5.3. For i = ±1 and t ≥ 0,
Wˆ ni (t) =
[
Mˆni,1(t) + Mˆ
n
i,2(t)−
n
λn−i
Mˆni,3(N¯
n
i (t)) +
n
λn−i
Mˆn−i,3(N¯
n
−i(t))
−
√
n
λn−i
∫ t
0
Fni (W
n
i (u−))dNni (u) +
√
n
λn−i
∫ t
0
Fn−i(W
n
−i(u−))dNn−i(u)
+
n
λn−i
(
1√
n
+ Qˆni (0) − Qˆn−i(0) − ξˆni + ξˆn−i
)]+
,
(5.8)
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where
Mˆni,1(t) =
√
n
[
tn−i,Nni (t)+1+Qni (0)−Rni (t)−Qn−i(0)+Rn−i(t)
− 1
λn−i
(Nni (t) + 1 +Q
n
i (0)−Rni (t)−Qn−i(0) +Rn−i(t))
]
,
(5.9)
Mˆni,2(t) =
√
n
λn−i
(Nni (t)− λn−it), (5.10)
Mˆni,3(t) =
1√
n
[nt]∑
k=1
(
1{dn
i,k
<wn
i,k
} − Fni
(
wni,k
))
, (5.11)
ξˆni =
1√
n
0∑
k=−Qni (0)+1
1{dn
i,k
<wn
i,k
}. (5.12)
Proof. It suffices to show that
Rˆni (t) = ξˆ
n
i + Mˆ
n
i,3(N¯
n
i (t)) +
1√
n
∫ t
0
Fni (W
n
i (u−))dNni (u), t ≥ 0. (5.13)
From Lemma 5.2, for k ∈ N, wni,k ∈ Fni,k, and dni,k is independent of Fni,k. Thus for t ≥ 0,
Rˆni (t) =
1√
n
Nni (t)∑
k=−Qni (0)+1
1{dn
i,k
<wn
i,k
}
=
1√
n
0∑
k=−Qni (0)+1
1{dn
i,k
<wn
i,k
} +
1√
n
Nni (t)∑
k=1
1{dn
i,k
<wn
i,k
}
= ξˆni +
1√
n
Nni (t)∑
k=1
(
1{dn
i,k
<wn
i,k
} − E
(
1{dn
i,k
<wn
i,k
}|Fni,k
))
+
1√
n
Nni (t)∑
k=1
E
(
1{dn
i,k
<wn
i,k
}|Fni,k
)
= ξˆni +
1√
n
Nni (t)∑
k=1
(
1{dn
i,k
<wn
i,k
} − Fni
(
wni,k
))
+
1√
n
Nni (t)∑
k=1
Fni
(
wni,k
)
= ξˆni +
1√
n
Nni (t)∑
k=1
(
1{dn
i,k
<wn
i,k
} − Fni
(
wni,k
))
+
1√
n
∫ t
0
Fni (W
n
i (u−))dNni (u).
The lemma follows.
We first establish the fluid limit of the state process in Lemma 5.4, and then study the
processes in (5.9) – (5.12) as n→∞ in Lemmas 5.5, 5.7, 5.8.
Lemma 5.4. Assume that Qˆn is stochastically bounded. Then under Assumptions 3.1 and 3.3,
we have
(N¯n1 , N¯
n
−1, R¯
n
1 , R¯
n
−1,W
n
1 ,W
n
−1, Q¯
n)⇒ (λ1, λ−1, 0, 0, 0, 0, 0)ι, (5.14)
where ι : [0,∞)→ [0,∞) is the identity map.
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Proof. Using functional law of large numbers for renewal processes (see Theorem 1 in [13]), we
have
(N¯n1 , N¯
n
−1)⇒ (λ1, λ−1)ι. (5.15)
Recall that for t ≥ 0,
W ni (t) =
(
tn−i,Nni (t)+1+Qni (0)−Rni (t)−Qn−i(0)+Rn−i(t) − t
)
1{Qn−i(t)=0}.
When Qn−i(t) = 0, we have R
n
−i(t) = G
n
−i(t). Thus
W ni (t) ≤ |tn−i,Nni (t)+1+Qni (0)−Gni (t)−Qn−i(0)+Gn−i(t) − t|.
We first consider W n1 , and note that from (2.2), for t ≥ 0,
|Nn1 (t) + 1+Qn1 (0)−Gn1 (t)−Qn−1(0) +Gn−1(t)| = |Qn(t) + 1+Nn−1(t)| ≤ |Qn(t)|+1+Nn−1(t).
Consequently, we have for T ≥ 0,
sup
0≤t≤T
W n1 (t) ≤ sup
0≤t≤T
∣∣∣∣∣∣
|Qn(t)|+1+Nn−1(t)∑
k=1
un−1,k − t
∣∣∣∣∣∣
= sup
0≤t≤T
∣∣∣∣∣∣
|Qn(t)|+1+Nn−1(t)∑
k=1
(
un−1,k −
1
λn−1
)
+
1
λn−1
(|Qn(t)|+ 1) + 1
λn−1
(Nn−1(t)− λn−1t)
∣∣∣∣∣∣
≤ sup
0≤t≤T
∣∣∣∣∣∣
|Qn(t)|+1+Nn−1(t)∑
k=1
(
un−1,k −
1
λn−1
)∣∣∣∣∣∣+
n
λn−1
‖Q¯n‖t + 1
λn−1
+
n
λn−1
‖Nˆn−1‖t√
n
. (5.16)
Using functional central limit theorems for triangular arrays and renewal processes (see again
Theorem 1 in [13]), under Assumption 3.1,
√n ⌊n·⌋∑
k=1
(
un−1,k −
1
λn−1
)
, Nˆn−1

⇒ (σ−1B, −σ−1λ3/2−1B), (5.17)
where B is a standard Brownian motion. Noting that Q¯n ⇒ 0, and applying the random time
change theorem to the first term in (5.16), we have W1 ⇒ 0. Similarly, we can show the same
convergence result for W n−1. Thus
W ni ⇒ 0. (5.18)
Next from (5.13), for t ≥ 0,
R¯ni (t) =
1√
n
ξˆni +
1√
n
Mˆni,3(N¯
n
i (t)) +
1
n
∫ t
0
Fni (W
n
i (u−))dNni (u), t ≥ 0.
It is clear that
1√
n
ξˆni ≤ |Q¯n(0)| ⇒ 0. (5.19)
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We next consider 1√
n
Mˆni,3 and note that { 1√nMˆni,3(t)}t≥0 is a {Fni,t ∨ σ(dni,[nt])}t≥0 martingale,
where {Fni,k}k∈N is defined in (5.7). From Doob’s inequality for martingales, we have for T ≥ 0,
E
(
sup
0≤t≤T
(
1√
n
Mˆni,3(t)
)2)
≤ 4E
((
1√
n
Mˆni,3(T )
)2)
= 4E
(
[
1√
n
Mˆni,3](T )
)
≤ 8nT
n2
→ 0.
From the random time change theorem, we have
1√
n
Mˆni,3(N¯
n
i (·))⇒ 0. (5.20)
Next using Assumption 3.3, we have that for δ > 0,
lim sup
n→∞
P
(
1
n
∫ t
0
Fni (W
n
i (u−))dNni (u) > δ
)
(5.21)
= lim
K→∞
lim sup
n→∞
P
(
1
n
∫ t
0
Fni (W
n
i (u−))dNni (u) > δ, ‖Wˆ ni ‖t ≤ K
)
+ lim
K→∞
lim sup
n→∞
P(‖Wˆ ni ‖t > K).
From (5.16), (5.17), and the assumption that Qˆn is stochastically bounded, we see that Wˆ ni is
also stochastically bounded, and so
lim
K→∞
lim sup
n→∞
P(‖Wˆ ni ‖t > K) = 0.
Therefore, (5.21) can be bounded by
lim
K→∞
lim sup
n→∞
P
(
N¯ni (t) >
δ
Fni (K/
√
n)
)
= 0.
This shows that
1
n
∫ ·
0
Fni (W
n
i (u−))dNni (u)⇒ 0. (5.22)
Combining (5.19), (5.20), and (5.22), we have
R¯ni ⇒ 0. (5.23)
The lemma follows from (5.15), (5.18), and (5.23).
Lemma 5.5. Assume that Qˆn is stochastically bounded. Let Mˆni,1 and Mˆ
n
i,2 be as in (5.9) and
(5.10). Then under Assumptions 3.1, 3.2 and 3.3,
(Mˆn1,1, Mˆ
n
1,2, Mˆ
n
−1,1, Mˆ
n
−1,2)⇒ (0,
c
λ
, 0,− c
λ
)ι+ (Y−1,−Y1, Y1,−Y−1),
where ι : [0,∞)→ [0,∞) is the identity map, and Y1(t) = σ1B1(λt) and Y−1(t) = σ−1B−1(λt)
with B1 and B−1 being two independent standard Brownian motions.
Proof. Define
M˜ni (t) =
√
n
⌊λni t⌋∑
k=1
(
uni,k −
1
λni
)
, t ≥ 0. (5.24)
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Using Theorem 1 in [13], under Assumptions 3.1 and 3.2,
(M˜n1 , M˜
n
−1,
1
λ
Nˆn1 ,
1
λ
Nˆn−1)⇒ (Y1, Y−1,−Y1,−Y−1), (5.25)
where Y1(t) = σ1B1(λt) and Y−1(t) = σ−1B−1(λt) with B1 and B−1 being two independent
standard Brownian motions. We next note that for i = ±1 and t ≥ 0,
Mˆni,1(t) = M˜
n
−i
(
n
λn−i
(N¯ni (t) +
1
n
+ Q¯ni (0)− R¯ni (t)− Q¯n−i(0) + R¯n−i(t))
)
, (5.26)
and
Mˆni,2(t) =
n
λn−i
Nˆni (t) +
n
λn−i
(λni − λn−i)t√
n
. (5.27)
The lemma follows by applying the random time change theorem, Lemma 5.4, and Assumptions
3.1 and 3.2 to (Mˆn1,1, Mˆ
n
1,2, Mˆ
n
−1,1, Mˆ
n
−1,2).
The following lemma on martingale convergence (see [22] or [7]) will be used in the proof of
Lemma 5.7.
Lemma 5.6. Suppose {Mn(t); t ≥ 0} is a local martingale w.r.t some filtrations, and for t ≥ 0,
E
(
sup
0≤s≤t
|Mn(s)−Mn(s−)|
)
→ 0, and [Mn]t ⇒ 0, as n→∞.
Then Mn ⇒ 0 as n→∞.
Lemma 5.7. Assume that Qˆn is stochastically bounded. Let Mˆni,3 be as in (5.11). Then under
Assumption 3.1, 3.2, and 3.3, Mˆni,3 ⇒ 0.
Proof. Recall that {Mˆni,3(t)}t≥0 is an {Fni,t ∨ σ(dni,[nt])}t≥0 martingale, where Fni,t is defined in
(5.7), and its quadratic variation is
[Mˆni,3]t =
1
n
[nt]∑
k=1
(
1{wn
i,k
≥dn
i,k
} − Fni
(
wni,k
))2
.
We next observe that for t ≥ 0,
E([Mˆni,3]t) =
1
n
[nt]∑
k=1
E
(
1{wn
i,k
≥dn
i,k
} − Fni
(
wni,k
))2
=
1
n
[nt]∑
k=1
E
(
1{wn
i,k
≥dn
i,k
} − E(1{wn
i,k
≥dn
i,k
}|Fni,k)
)2
=
1
n
[nt]∑
k=1
[
E
(
1{wn
i,k
≥dn
i,k
}
)
− E
(
E
2(1{wn
i,k
≥dn
i,k
}|Fni,k)
)]
≤ 1
n
[nt]∑
k=1
E
(
1{wn
i,k
≥dn
i,k
}
)
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= E

 1
n
[nt]∑
k=1
1{wn
i,k
≥dn
i,k
}1{Nni (2t/λ)≥nt}

+ E

1
n
[nt]∑
k=1
1{wn
i,k
≥dn
i,k
}1{Nni (2t/λ)<nt}


≤ E

 1
n
Nni (2t/λ)∑
k=1
1{wn
i,k
≥dn
i,k
}

+ tP(Nni (2t/λ) < nt)
= E(R¯ni (2t/λ)) + tP(N¯
n
i (2t/λ) < t).
Noting that N¯ni (2t/λ)⇒ 2t as n→∞, thus P(N¯ni (2t/λi) < t)→ 0. Next from Lemma 5.4, we
have R¯ni ⇒ 0, and we further observe that R¯ni is uniformly integrable (which follows from the
uniform integrability of N¯ni ). Thus E(R¯
n
i (2t/λ)) → 0. Finally, the result follows from Lemma
5.6.
Lemma 5.8. Assume Qˆn(0) is stochastically bounded. Let ξˆi be as in (5.12). Then under
Assumptions 3.1, 3.3, we have ξˆni ⇒ 0.
Proof. Noting that we assume Q1(0) ≥ 0 and Q−1(0) = 0, so ξˆn−1 ≡ 0, and it only needs to
show ξˆn1 ⇒ 0. Recall {Fn1,k : k = 0,−1,−2, . . .} defined in (5.6). From Lemma 5.2, wn1,k ∈ Fn1,k
and dn1,k is independent of Fn1,k, k ∈ Z. Define for t ≥ 0,
M˜n(t) =
1√
n
0∑
k=−⌊nt⌋+1
[1{dn1,k≤wn1,k} − F
n
1 (w
n
1,k)]
We see that {M˜n(t)}t≥0 is a {Fn1,−⌊nt⌋ ∨ σ(dn1,−⌊nt⌋)}t≥0 martingale, and
[M˜n]t =
1
n
0∑
k=−⌊nt⌋+1
[1{dn1,k≤wn1,k} − F
n
1 (w
n
1,k)]
2, t ≥ 0.
It is clear that {[M˜n]t}t≥0 is C-tight and from Theorem VI.4.13 of [14], we conclude that
{M˜n(t)}t≥0 is also C-tight. Using the fact that Q¯n(0)⇒ 0, we obtain that
M˜n(Q¯n(0))⇒ 0, as n→∞. (5.28)
Thus it suffices to show that for δ > 0,
lim
n→∞P

 1√
n
0∑
k=−Qn(0)+1
Fn1 (w
n
1,k) > δ

 = 0.
We observe that for all k = −Qn(0) + 1, . . . ,−1, 0,
√
nwn1,k ≤
√
ntn−1,Qn(0) =
√
n
Qn(0)∑
l=1
un−1,l = M˜
n
−1(Q
n(0)/λn−1) +
n
λn−1
Qˆn(0),
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where M˜n−1 is defined in (5.24). Thus for each k = −Qn(0) + 1, . . . ,−1, 0,
√
nwn1,k is stochasti-
cally bounded, and for δ > 0,
lim sup
n→∞
P

 1√
n
0∑
k=−Qn(0)+1
Fn1 (w
n
1,k) > δ


≤ lim
K→∞
lim sup
n→∞
P

 1√
n
0∑
k=−Qn(0)+1
Fn1 (w
n
1,k) > δ,
√
nwn1,k ≤ K


+ lim
K→∞
lim sup
n→∞
P
(√
nwn1,k > K
)
≤ lim
K→∞
lim sup
n→∞
P
(√
nFn1 (K/
√
n)Q¯n(0) > δ)
)
+ lim
K→∞
lim sup
n→∞
P
(√
nwn1,k > K
)
= 0.
Combining the above convergence and (5.28), we have ξˆn1 ⇒ 0.
5.2. Weak convergence of (Wˆn
1
, Wˆn
−1
)
We prove the C-tightness of (Wˆ n1 , Wˆ
n
−1) in Lemma 5.9, and establish the weak convergence
of (Wˆ n1 , Wˆ
n
−1) in Theorem 5.11. The weak limit is uniquely characterized by a continuous
functional defined in Proposition 5.10.
Lemma 5.9. Assume that Qˆn is stochastically bounded. Then under Assumptions 3.1, 3.2 and
3.3, (Wˆ n1 , Wˆ
n
−1) is C-tight.
Proof. From (5.16) and (5.17) in the proof of Lemma 5.4, we know that Wˆ ni is stochastically
bounded. Now from (5.8), for 0 ≤ s ≤ t <∞,
|Wˆ ni (t)− Wˆ ni (s)| ≤ |Mˆni,1(t)− Mˆni,1(s)|+ |Mˆni,2(t)− Mˆni,2(s)|+
n
λn−i
|Mˆni,3(N¯ni (t))− Mˆni,3(N¯ni (s))|
+
n
λn−i
|Mˆn−i,3(N¯n−i(t))− Mˆn−i,3(N¯n−i(s))|
+
√
n
λn−i
∫ t
s
Fni (W
n
i (u−))dNni (u) +
√
n
λn−i
∫ t
s
Fn−i(W
n
−i(u−))dNn−i(u).
From Lemmas 5.4, 5.5 and 5.7, (Mˆni,1(·), Mˆni,2(·), Mˆni,3(N¯ni (·)), Mˆn−i,3(N¯n−i(·))) are weakly con-
vergent. We next note that for δ > 0,
P
(√
n
λn−i
∫ t
s
Fni (W
n
i (u−))dNni (u) > δ
)
= P
(
1
λn−i
∫ t
s
√
nFni (W
n
i (u−))dNni (u) > δ, ‖Wˆ ni ‖s,t ≤ K
)
+ P(‖Wˆ ni ‖s,t > K)
≤ P
(√
nFni (K/
√
n)
n
λn−i
(
N¯ni (t)− N¯ni (s)
)
> δ
)
+ P(‖Wˆ ni ‖t > K).
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Using Assumption 3.3 and noting that N¯ni is C-tight and Wˆ
n
i is stochastically bounded, we
have that for δ > 0,
lim
(t−s)↓0
lim sup
n→∞
P
(√
n
λn−i
∫ t
s
Fni (W
n
i (u−))dNni (u) > δ
)
≤ lim
K→∞
lim
(t−s)↓0
lim sup
n→∞
P
(√
nFni (K/
√
n)
n
λn−i
(
N¯ni (t)− N¯ni (s)
)
> δ
)
+ lim
K→∞
lim sup
n→∞
P(‖Wˆ ni ‖t > K)
= 0.
The result follows.
Proposition 5.10. Let H1,H−1 : [0,∞)→ [0,∞) be nonnegative locally Lipschitz continuous
functions as in Assumption 3.3.
(i) Given x ∈ D([0;∞),R), there exists a unique pair of (w1, w−1) such that wi ∈ D([0;∞),R+), i =
±1, and for t ≥ 0,
w1(t) =
[
x(t)−
∫ t
0
H1(w1(s))ds+
∫ t
0
H−1(w−1(s))ds
]+
, (5.29)
w−1(t) =
[
x(t)−
∫ t
0
H1(w1(s))ds+
∫ t
0
H−1(w−1(s))ds
]−
. (5.30)
(ii) Define the functionals Ψ1,Ψ−1 : D([0,∞);R)→ D([0,∞);R+) by
(Ψ1,Ψ−1)(x) = (w1, w−1). (5.31)
Then (Ψ1,Ψ−1) is continuous on D([0,∞);R) with Skorohod J1-topology.
Proof. See Appendix.
Theorem 5.11. Assume that Qˆn(0) converges weakly to some random variable q, and Qˆn is
stochastically bounded. Then under Assumptions 3.1, 3.2, and 3.3,
(Wˆ n1 , Wˆ
n
−1)⇒ (Ψ1,Ψ−1)(X),
where X is a Brownian motion with drift cλ and variance λ(σ
2
1+σ
2
−1), and initial value X(0) =
q
λ .
Proof. From (5.8), for i = ±1 and t ≥ 0,
Wˆ ni (t) =
[
Mˆni,1(t) + Mˆ
n
i,2(t)−
n
λn−i
Mˆni,3(N¯
n
i (t)) +
n
λn−i
Mˆn−i,3(N¯
n
−i(t))
−
√
n
λn−i
∫ t
0
Fni (W
n
i (u−))dNni (u) +
√
n
λn−i
∫ t
0
Fn−i(W
n
−i(u−))dNn−i(u)
+
n
λn−i
(
1√
n
+ Qˆni (0)− Qˆn−i(0) − ξˆni + ξˆn−i
)]+
.
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Let
Mˆni (t) = Mˆ
n
i,1(t) + Mˆ
n
i,2(t)−
n
λn−i
Mˆni,3(N¯
n
i (t)) +
n
λn−i
Mˆn−i,3(N¯
n
−i(t)) +
n
λn−i
(
1√
n
− ξˆni + ξˆn−i
)
.
From Lemmas 5.5, 5.7, and 5.8, we have
(Mˆn1 , Mˆ
n
−1)⇒ (B1,−B1), (5.32)
where B1 is a Brownian motion with drift
c
λ and variance λ(σ
2
1 +σ
2
−1). Next Lemma 5.9 estab-
lishes the C-tightness of (Wˆ n1 , Wˆ
n
−1). Let (W˜1, W˜−1) be a weak limit of (Wˆ
n
1 , Wˆ
n
−1) along with a
subsequence {nl}l∈N. Using Skorohod representation theorem, we can assume (Wˆ nl1 , Wˆ nl−1, Mˆnl1 ,
Mˆnl−1, N¯
nl
1 , N¯
nl
−1) converges to (W˜1, W˜−1, B1,−B1, λ1ι, λ−1ι) almost surely and uniformly in
compact sets of [0,∞). Define for i = ±1 and t ≥ 0,
ǫni (t) =
n
λn−i
∫ t
0
√
nFni (Wˆ
n
i (u−)/
√
n)dN¯ni (u)−
∫ t
0
Hi(Wˆ
n
i (u))du. (5.33)
From Lemma 2.4 in [6], we have
ǫnli ⇒ 0, as l→∞. (5.34)
We can now rewrite the waiting time process as follows.
Wˆ ni (t) =
[
Mˆni (t) +
n
λn−i
(
Qˆni (0) − Qˆn−i(0)
)
− ǫni (t) + ǫn−i(t)−
∫ t
0
Hi(Wˆ
n
i (u))du
+
∫ t
0
H−i(Wˆ n−i(u))du
]+
.
Using Proposition 5.10 (ii) and (5.32), (5.34), we have
(W˜1, W˜−1)
d
= (Ψ1,Ψ−1)(X), (5.35)
where X is a Brownian motion with drift cλ , variance λ(σ
2
1 + σ
2
−1), and initial value X(0) =
q/λ. Finally, from the uniqueness of (Ψ1,Ψ−1) in Proposition 5.10 (i), we have (Wˆ n1 , Wˆ
n
−1)⇒
(Ψ1,Ψ−1)(X).
5.3. Weak convergence of Rˆn
i
and Gˆn
i
The following two lemmas show that both Rˆni and Gˆ
n
i converge to
λi
∫ ·
0
Hi(Wˆi(s))ds,
where Wˆi = Ψi(X), with X defined in Theorem 5.11.
Lemma 5.12. Assume that Qˆn is stochastically bounded. Then under Assumptions 3.1, 3.2,
and 3.3,
Rˆni (·) − λi
∫ ·
0
Hi(Wˆ
n
i (s))ds⇒ 0.
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Proof. From (5.13), for t ≥ 0,∣∣∣∣Rˆni (t)− λi
∫ t
0
Hi(Wˆ
n
i (s))ds
∣∣∣∣
≤ ξˆni + |Mˆni,3(t)|+
∣∣∣∣
∫ t
0
√
nFni (Wˆ
n
i (u−)/
√
n)dN¯ni (u)− λi
∫ t
0
Hi(Wˆ
n
i (s))ds
∣∣∣∣ .
The result follows from Lemmas 5.5, 5.7, and (5.34).
Lemma 5.13. Assume that Qˆn is stochastically bounded. Then under Assumptions 3.1, 3.2,
and 3.3,
(Rn1 −Gn1 , Rn−1 −Gn−1)⇒ 0.
Proof. The proof idea is similar to the proof of Proposition 4.1 in [7]. We first show that
wni,k + t
n
i,k ≤ wni,l + tni,l, (5.36)
when 1 ≤ k ≤ l, or l ≤ k ≤ 0, or k = −Qn(0) + 1, l = 1. Recall that tni,k = 0 when k ≤ 0.
From (2.4), it is clear that wn1,k ≤ wn1,l for l ≤ k ≤ 0, and so (5.36) holds for l ≤ k ≤ 0. For
k = −Qn(0) + 1 and l = 1, we have
wn1,−Qn(0)+1 = t
n
−1,Qn1 (0)−R1,−Qn(0)+1(0),
wn1,1 =
(
tn−1,1+Qn1 (0)−Rn1 (tn1,1−)+Rn−1(tn1,1−) − t
n
1,1
)+
.
We note that Rn1,−Qn(0)+1 + 1 ≥ Rn1 (tn1,1−), and so
tn−1,Qn1 (0)−R1,−Qn(0)+1(0) ≤ t
n
−1,1+Qn1 (0)−Rn1 (tn1,1−)+Rn−1(tn1,1−).
Thus it is clear that (5.36) holds for k = −Qn(0)+1 and l = 1. Consider now k ∈ N. If wni,k = 0,
then (5.36) holds clearly. Suppose now that wni,k > 0. Then
wni,k + t
n
i,k = t
n
−i,k+Qni (0)−Rni (tni,k−)−Qn−i(0)+Rn−i(tni,k−).
Noting that Rni (t
n
i,l−)−Rni (tni,k−) ≤ l − k, we have
tn−i,k+Qni (0)−Rni (tni,k−)−Qn−i(0)+Rn−i(tni,k−) ≤ t
n
−i,l+Qni (0)−Rni (tni,l−)−Qn−i(0)+Rn−i(tni,l−).
If wni,l > 0, then
wni,l + t
n
i,l = t
n
−i,l+Qni (0)−Rni (tni,l−)−Qn−i(0)+Rn−i(tni,l−),
and if wni,l = 0, then from Lemma 5.1,
wni,l + t
n
i,l = t
n
i,l ≥ tn−i,l+Qni (0)−Rni (tni,l−)−Qn−i(0)+Rn−i(tni,l−).
Thus (5.36) holds for 1 ≤ k ≤ l. For t ≥ 0, define
τni (t) = inf{s ≥ 0 : s+W ni (s) > t}.
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Observing that wni,k + t
n
i,k = W
n
i (t
n
i,k−) + tni,k ≤ t for all tni,k < τni (t), each customer arriving
before time τni (t) should have left the system by time t. This says R
n
i ((τ
n
i (t)− 1/n)+) ≤ Gn(t)
for t ≥ 0. So we have
Rni ((τ
n
i (t)− 1/n)+) ≤ Gni (t) ≤ Rni (t), t ≥ 0.
Next for t ≥ 0, we note that τni (t) ≤ t. We then have for T > 0,
sup
0≤t≤T
∣∣∣Rˆni (t)− Rˆni ((τni (t)− 1/n)+)∣∣∣
≤ sup
0≤t≤T
∣∣∣Rˆni (τni (t) +W ni (τni (t))) − Rˆni ((τni (t)− 1/n)+)∣∣∣
≤ sup
0≤t≤T
∣∣∣∣∣Rˆni (τni (t) +W ni (τni (t))) − λi
∫ τni (t)+Wni (τni (t))
0
Hi(Wˆ
n
i (s))ds
∣∣∣∣∣
+ sup
0≤t≤T
∣∣∣∣∣Rˆni ((τni (t)− 1/n)+)− λi
∫ (τni (t)−1/n)+
0
Hi(Wˆ
n
i (s))ds
∣∣∣∣∣ (5.37)
+ λi sup
0≤t≤T
∫ τni (t)+Wni (τni (t))
(τni (t)−1/n)+
Hi(Wˆ
n
i (s))ds
≤ 2 sup
0≤s≤T+sup0≤u≤T Wni (u)
∣∣∣∣Rˆni (s)− λi
∫ s
0
Hi(Wˆ
n
i (v))dv
∣∣∣∣ (5.38)
+ λi sup
0≤s≤T+sup0≤u≤T Wni (u)
Hi(Wˆ
n
i (s)) · sup
0≤s≤T
[
s+W ni (s)− (s− 1/n)+
]
. (5.39)
From Lemmas 5.12 and 5.4, the term in (5.38) converges to 0, and Lemmas 5.4 and 5.9 yields
that the term in (5.39) converges to 0. The lemma follows.
Proof of Theorem 4.1. Recall that Qn(0) ≥ 0. We then note that for t ≥ 0, from (5.8) and
(5.13),
Wˆ n1 (t) =
[
n
λn−1
Qˆn,+(0) +
√
n
λn−1
+ Mˆn1,1 + Mˆ
n
1,2 −
n
λn−1
Rˆn1 +
n
λn−1
Rˆn−1
]+
,
Wˆ n−1(t) =
[
− n
λn1
Qˆn,+(0) +
√
n
λn1
+ Mˆn−1,1 + Mˆ
n
−1,2 −
n
λn1
Rˆn−1 +
n
λn1
Rˆn1
]+
,
and from (2.2),
Qˆn,+(t)
λ
=
[
Qˆn(0)
λ
+
Nˆn1 (t)
λ
− Nˆ
n
−1(t)
λ
+
(λn1 − λn−1)t
λ
√
n
− Gˆ
n
1 (t)
λ
+
Gˆn−1(t)
λ
]+
,
Qˆn,−(t)
λ
=
[
Qˆn(0)
λ
+
Nˆn1 (t)
λ
− Nˆ
n
−1(t)
λ
+
(λn1 − λn−1)t
λ
√
n
− Gˆ
n
1 (t)
λ
+
Gˆn−1(t)
λ
]−
.
Recalling from Lemma 5.5, we have(
Mˆn1,1, Mˆ
n
1,2, Mˆ
n
−1,1, Mˆ
n
−1,2,
Nˆn1
λ
,
Nˆn−1
λ
)
⇒
(
0,
c
λ
, 0,− c
λ
, 0, 0
)
ι
+ (Y−1,−Y1, Y1,−Y−1,−Y1,−Y−1),
(5.40)
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where ι : [0,∞)→ [0,∞) is the identity map, and Y1(t) = σ1B1(λt) and Y−1(t) = σ−1B−1(λt)
with B1 and B−1 being two independent standard Brownian motions. Then for t ≥ 0,∣∣∣∣∣Wˆ n1 (t)− Qˆ
n,+(t)
λ
∣∣∣∣∣+
∣∣∣∣∣Wˆ n−1(t)− Qˆ
n,−(t)
λ
∣∣∣∣∣ (5.41)
≤
∣∣∣∣∣
(
n
λn−1
− 1
λ
)
Qˆn(0) +
√
n
λn−1
+
(
Mˆn1,1 +
Nˆn−1(t)
λ
)
+
(
Mˆn1,2 −
Nˆn1 (t)
λ
− (λ
n
1 − λn−1)t
λ
√
n
)
+
(
− n
λn−1
Rˆn1 +
Gˆn1 (t)
λ
)
+
(
n
λn−1
Rˆn−1 −
Gˆn−1(t)
λ
)∣∣∣∣∣
+
∣∣∣∣∣−
(
n
λn1
− 1
λ
)
Qˆn(0) +
√
n
λn1
+
(
Mˆn−1,1 +
Nˆn1 (t)
λ
)
+
(
Mˆn−1,2 −
Nˆn−1(t)
λ
+
(λn1 − λn−1)t
λ
√
n
)
+
(
− n
λn1
Rˆn−1 +
Gˆn−1(t)
λ
)
+
(
n
λn1
Rˆn1 −
Gˆn1 (t)
λ
)∣∣∣∣∣ .
Combining (5.40) and Lemma 5.13, we have (5.41) converges weakly to 0.
Proof of Theorem 4.2. From Theorem 4.1,
Qˆn − λ(Wˆ n1 − Wˆ n−1)⇒ 0.
Let (W1,W−1) denote the weak limit of (Wˆ n1 , Wˆ
n
−1) and X be defined in Theorem 5.11. Then
from Theorem 5.11, we see that
Qˆn ⇒ λ(Ψ1(X) −Ψ−1(X)) = λX(t)− λ
∫ ·
0
H1 (W1(s)) ds+ λ
∫ ·
0
H−1(W−1(s))ds, (5.42)
Denote by Q the weak limit of Qˆn in (5.42). Then from Theorem 4.1, we have
Q+ = λW1, and Q
− = λW−1.
The result follows.
Proof of Theorem 4.3. We first obtain the generator of Q as follows. For x ∈ R and f ∈ C20 (R),
Af(x) = λ
3(σ21 + σ
2
−1)f
′′(x)
2
+
[
c− λH1
(x
λ
)
1{x≥0} + λH−1
(x
λ
)
1{x<0}
]
f ′(x).
From Proposition 9.2 in [10], it suffices to verify that
∫
R
Af(x)π(dx) = 0 for all f ∈ C20 (R).
Indeed, using integration by parts, we have∫
[0,∞)
Af(x)π(dx)
= C0
∫
[0,∞)
λ3(σ21 + σ
2
−1)f
′′(x)
2
exp
{
− 2
λ3(σ21 + σ
2
−1)
(
−cx+ λ2
∫ x
λ
0
H1(u)du
)}
dx
+ C0
∫
[0,∞)
[
c− λH1
(x
λ
)]
f ′(x) exp
{
− 2
λ3(σ21 + σ
2
−1)
(
−cx+ λ2
∫ x
λ
0
H1(u)du
)}
dx
= −λ
3(σ21 + σ
2
−1)f
′(0)
2
C0,
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and∫
(−∞,0)
Af(x)π(dx)
= C0
∫
(−∞,0)
λ3(σ21 + σ
2
−1)f
′′(x)
2
exp
{
− 2
λ3(σ21 + σ
2
−1)
(
−cx+ λ2
∫ − x
λ
0
H−1(u)du
)}
dx
+ C0
∫
(−∞,0)
[
c+ λH−1
(x
λ
)]
f ′(x) exp
{
− 2
λ3(σ21 + σ
2
−1)
(
−cx+ λ2
∫ − x
λ
0
H−1(u)du
)}
dx
=
λ3(σ21 + σ
2
−1)f
′(0)
2
C0.
Thus π is a stationary distribution of Q. Finally, the uniqueness of π follows from the irre-
ducibility of Q.
5.4. Proof of Corollary 4.4
The goal is to prove Qˆn is C-tight under Assumption 3.1, 3.2, and 3.4. We first follow [15] to
construct the compensator for the abandonment process Gni . Define the potential waiting time
process for the customers of Class i as follows: For k ∈ N,
w˜ni,k(t) =
{
max{t− tni,k, 0}, if t− tni,k < dni,k,
dni,k, otherwise.
We note that for k ∈ N, w˜ni,k(t) represents the amount of time spent by the kth customer of
Class i since entering the system, and remains constant at dni,k once the time spent reaches
the patience time, and for k ∈ −N ∪ {0}, w˜ni,k represents the potential waiting time process of
the (−k + 1)st customer who enters the system before time 0 (if such customer exists). The
following measure, which is called the potential queue measure, assigns a unit mass to the
potential waiting time of each customer of Class i that has entered the system by time t and
whose potential waiting time has not yet reached the patience time.
ηni,t(dx) =
Nni (t)∑
k=−Qni (0)+1
δw˜n
i,k
(dx)1{w˜n
i,k
(t)<dn
i,k
} =
Nni (t)∑
k=−Qni (0)+1
δw˜n
i,k
(dx)1{ dw˜n
i,k
(t+)
dt
>0
}.
The number of Class i customers at time t can then be formulated as follows:
Qni (t) =
Nni (t)∑
k=−Qni (0)+1
1{w˜n
i,k
(t)≤χni (t), w˜ni,k(t)<dni,k} = η
n
i,t[0, χ
n
i (t)],
where χni (t) = inf{x > 0 : ηni,t[0, x] ≥ Qni (t)} which is the waiting time of the head-of-the-line
Class i customer in the queue at time t. The abandonment process of Class i at time t becomes
Gni (t) =
Nni (t)∑
k=−Qn
i
(0)+1
∑
s∈[0,t]
1{
w˜n
i,k
(s)≤χni (s−),
dw˜n
i,k
(s−)
dt
>0,
dw˜n
i,k
(s+)
dt
=0
}.
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Recall from Assumption 3.4 that for i = ±1, the patience time distribution function Fni has
density function fni and hazard rate function h
n
i = f
n
i /(1 − Fni ) on [0,Mni ), where Mni =
sup{s ≥ 0 : Fn(s) < 1}. Furthermore, for t ∈ [0,Mni ), supn∈N ‖hni ‖t < ∞, and hni (t/
√
n) →
hi(t), where hi is a nonnegative measurable function. Define for t ≥ 0,
Ani (t) =
∫ t
0
(∫
[0,Mni )
1[0,χni (s−)](x)h
n
i (x)η
n
i,s(dx)
)
ds,
and
Gni,t = σ
{
Qn(0); (Nni (s), N
n
−i(s)), 0 ≤ s ≤ t;
(wni,l, d
n
i,l), l = −Qni (0) + 1, . . . , 0, 1, . . . , Ni(t);
(wn−i,l, d
n
−i,l), l = −Qn−i(0) + 1, . . . , 0, 1, . . . , Nn−i(t);
tn−i,l, l = 1, 2, . . . , N
n
i (t) +Q
n
i (0)−Rni (t)−Qn−i(0) +Rn−i(t)
}
.
Lemma 5.14. For n ∈ N, the process Ani is the {Gni,t} compensator of the process Gni , and in
particular, Gni −Ani is a {Gni,t} local martingale.
Proof. First it can be seen that (Qn, Gni , A
n
i ) ∈ {Gni,t}. Then the rest of the proof is essentially
the same as that of Lemma 5.4 in [15].
Lemma 5.15. For t ≥ 0,
Ani (t) =
Nni (t)∑
k=−Qni (0)+1
∫ (t−tn
i,k
)∧wn
i,k
∧dn
i,k
0
hni (u)du.
Proof. The following proof is adapted from [25]. We first observe that for t ≥ 0,
1[0,χni (s−)](x)η
n
i,s(dx) =
Nni (s)∑
k=−Qni (0)+1
1{s−tn
i,k
<wn
i,k
}(x)1{s−tn
i,k
<dn
i,k
}(x)δs−tni,k (dx),
and so ∫
[0,Mni )
1[0,χni (s−)](x)h
n
i (x)η
n
i,s(dx) =
Nni (s)∑
k=−Qni (0)+1
hni (s− tni,k)1{s−tni,k<wni,k∧dni,k}.
Finally, we have for t ≥ 0,
Ani (t) =
∫ t
0
Nni (s)∑
k=−Qni (0)+1
hni (s− tni,k)1{s−tni,k<wni,k∧dni,k}ds
=
Nni (t)∑
k=−Qni (0)+1
∫ t
tn
i,k
hni (s− tni,k)1{s−tni,k<wni,k∧dni,k}ds
=
Nni (t)∑
k=−Qni (0)+1
∫ (t−tn
i,k
)∧wn
i,k
∧dn
i,k
0
hni (u)du.
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Lemma 5.16. Assume Qˆn(0) converges weakly to some random variable q. Then Qˆn is C-tight.
Proof. For t ≥ 0, we note that
Qˆn(t) = Qˆn(0) + Nˆn1 (t)− Nˆn−1(t) +
(λn1 − λn−1)t√
n
− Gˆn1 (t) + Gˆn−1(t).
Define for t ≥ 0,
Aˆni (t) =
1√
n
Ani (t), and Mˆ
n
i (t) = Gˆ
n
i (t)− Aˆni (t).
From Lemmas 5.14 and 5.15, the quadratic variation of the local martingale Mˆni is
[Mˆni ]t =
1
n
Ani (t) =
1
n
∫ t
0
Nni (s)∑
k=−Qni (0)+1
hni (s− tni,k)1{s−tni,k<wni,k∧dni,k}ds
≤ ‖h
n
i ‖t
n
∫ t
0
Nni (s)∑
k=−Qn
i
(0)+1
1{s−tn
i,k
<wn
i,k
∧dn
i,k
}ds
=
‖hni ‖t
n
∫ t
0
Qni (s)ds = ‖hni ‖t
∫ t
0
Q¯ni (s)ds→ 0, in probability.
(5.43)
Thus from Lemma 5.6, we have Mˆni ⇒ 0. Furthermore, we have for t ≥ 0,
‖Qˆn‖t ≤ |Qˆn(0)|+
∑
i=±1
(‖Nˆni ‖t + ‖Mˆni ‖t) +
|λn1 − λn−1|t√
n
+
∑
i=±1
‖hni ‖t
∫ t
0
‖Qˆn‖sds.
Using Gronwall’s inequality, we have
‖Qˆn‖t ≤ e
∑
i=±1 ‖hni ‖t
(
|Qˆn(0)| +
∑
i=±1
(‖Nˆni ‖t + ‖Mˆni ‖t) +
|λn1 − λn−1|t√
n
)
. (5.44)
Next using similar argument as in (5.43), we have for 0 ≤ s ≤ t <∞,
Aˆni (t)− Aˆni (s) =
1√
n
∫ t
s
Nni (u)∑
k=−Qni (0)+1
hni (u− tni,k)1{u−tni,k<wni,k∧dni,k}du
≤ ‖hni ‖s,t
∫ t
s
Qˆni (u)du,
and therefore,
|Qˆn(t)− Qˆn(s)|
≤
∑
i=±1
(|Nˆni (t)− Nˆni (s)|+ |Mˆni (t)− Mˆni (s)|+ |Aˆni (t)− Aˆni (s)|) +
(λn1 − λn−1)(t− s)√
n
≤
∑
i=±1
(|Nˆni (t)− Nˆni (s)|+ |Mˆni (t)− Mˆni (s)|) +
∑
i=±1
‖hni ‖s,t
∫ t
s
|Qˆn(u)|du+ (λ
n
1 − λn−1)(t− s)√
n
≤
∑
i=±1
(|Nˆni (t)− Nˆni (s)|+ |Mˆni (t)− Mˆni (s)|) + (t− s)‖Qˆn‖t
∑
i=±1
‖hni ‖s,t +
(λn1 − λn−1)(t− s)√
n
.
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The above estimate and (5.44) implies that Qˆn is C-tight on noting that Nˆni and Mˆ
n
i are
weakly convergent, and that the jump seize of Qˆni is bounded by
1√
n
.
Proof of Corollary 4.4. This follows immediately from Lemma 5.16, Theorem 4.2, and Remark
3.1 (iv).
Appendix
Proof of Proposition 5.10. Fix T > 0, and let κ > 0 be such that for t1, t2 ∈ [0, T ],
|H1(t1)−H1(t2)| ≤ κ|t1 − t2|, and |H−1(t1)−H−1(t2)| ≤ κ|t1 − t2|.
(i) Let w(t) = w1(t) + w−1(t), t ∈ [0, T ]. We first show that there exists M ∈ (0,∞) such that
‖w‖T ≤M. We first note that for t ≥ 0,
w(t) =
∣∣∣∣x(t)−
∫ t
0
H1(w1(s))ds+
∫ t
0
H−1(w−1(s))ds
∣∣∣∣
≤ |x(t)|+
∫ t
0
(H1 +H−1)(w(s))ds.
Let H(x) = H1(x) +H−1(x) + 1, x ∈ [0,∞). Then we have for t ∈ [0, T ],
‖w‖t ≤ ‖x‖t +
∫ t
0
H(‖w‖s)ds. (5.45)
Let y(t) =
∫ t
0 H(‖w‖s)ds, t ∈ [0, T ]. Then from (5.45), for t ∈ [0, T ],
y′(t) = H(‖w‖t) ≤ H(‖x‖T + y(t)),
Integrating the above equation on [0, T ], we have∫ T
0
y′(t)
H(‖x‖T + y(t))dt ≤ T, (5.46)
and so ∫ ‖x‖T+y(T )
‖x‖T
du
H(u)
≤ T. (5.47)
Now define for t ∈ [0, T ],
Φ(t) =
∫ t
0
du
H(u)
.
Since H is strictly positive, nondecreasing, and Lipschitz continous on [0, T ], it is clear that Φ
is increasing and differentiable. Finally, we have from (5.47),
Φ(‖x‖T + y(T ))− Φ(‖x‖T ) ≤ T,
and so
y(T ) ≤ Φ−1(Φ(‖x‖T ) + T )− ‖x‖T .
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Now from (5.45),
‖w‖T ≤ Φ−1(Φ(‖x‖T ) + T ). (5.48)
Denoting the RHS of (5.48) by M , we have ‖w‖T ≤ M. We next use Picard iteration to
show the existence of (w1, w−1). Define a sequence of (wn1 , w
n
−1)
∞
n=0 recursively as follows. Let
(w01, w
0
−1) = 0, and for n ≥ 1 and t ∈ [0, T ],
wn1 (t) =
[
x(t)−
∫ t
0
H1(w
n−1
1 (s))ds+
∫ t
0
H−1(wn−1−1 (s))ds
]+
,
wn−1(t) =
[
x(t)−
∫ t
0
H1(w
n−1
1 (s))ds+
∫ t
0
H−1(wn−1−1 (s))ds
]−
.
Then for s ∈ [0, T ],
‖w11‖s ≤ ‖x‖s, ‖w1−1‖s ≤ ‖x‖s, (5.49)
for n ≥ 1,
‖wn1 − wn−11 ‖s
= sup
0≤t≤s
∣∣∣∣∣
[
x(t)−
∫ t
0
H1(w
n−1
1 (s))ds+
∫ t
0
H−1(wn−1−1 (s))ds
]+
−
[
x(t)−
∫ t
0
H1(w
n−2
1 (s))ds+
∫ t
0
H−1(wn−2−1 (s))ds
]+∣∣∣∣∣
≤ sup
0≤t≤s
∣∣∣∣
∫ t
0
−H1(wn−11 (s)) +H1(wn−21 (s))ds+
∫ t
0
H−1(wn−1−1 (s))−H−1(wn−2−1 (s))ds
∣∣∣∣
≤
∫ s
0
|H1(wn−11 (s))−H1(wn−21 (s))|ds+
∫ s
0
|H−1(wn−1−1 (s))−H−1(wn−2−1 (s))|ds (5.50)
≤ κs(‖wn−11 − wn−21 ‖s + ‖wn−1−1 − wn−2−1 ‖s),
and using similar analysis, we have for n ≥ 1 and s ∈ [0, T ],
‖wn−1 − wn−1−1 ‖s ≤ κs(‖wn−11 −wn−21 ‖s + ‖wn−1−1 − wn−2−1 ‖s).
Thus for s ∈ [0, T ],
‖w11‖s + ‖w1−1‖s ≤ 2‖x‖s, (5.51)
and
‖wn1 − wn−11 ‖s + ‖wn−1 − wn−1−1 ‖s ≤ 2κs(‖wn−11 −wn−21 ‖s + ‖wn−1−1 − wn−2−1 ‖s), n ≥ 2. (5.52)
The rest of the proof is similar to the proof of Lemma 1 in [26]. Choose δ > 0 such that
2κδ < 1, and then partition [0, T ] into ⌊T/δ⌋ + 1 subintervals [yj , yj+1], j = 0, 1, . . . , ⌊T/δ⌋,
where y0 = 0, yj = jδ, j = 1, . . . , ⌊T/δ⌋, and y⌊T/δ⌋+1 = T . Let c = 2‖x‖T . We first observe
that for n ≥ 1,
‖wn1 − wn−11 ‖δ + ‖wn−1 − wn−1−1 ‖δ ≤ 2κδ(‖wn−11 − wn−21 ‖δ + ‖wn−1−1 − wn−2−1 ‖δ),
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and repeating the iterations, we have
‖wn1 − wn−11 ‖δ + ‖wn−1 − wn−1−1 ‖δ ≤ (2κδ)n−1 · 2‖x‖δ ≤ (2κδ)n−1c. (5.53)
In the following, we use induction to show that for j = 1, . . . , ⌊T/δ⌋ + 1,
‖wn1 − wn−11 ‖yj + ‖wn−1 − wn−1−1 ‖yj ≤ j(n − 1)j(2κδ)n−1c. (5.54)
From (5.53), the above inequality (5.54) holds for j = 1. Suppose (5.54) holds for j = 1, . . . , k.
Now from (5.50),
‖wn1 − wn−11 ‖yk+1 + ‖wn−1 −wn−1−1 ‖yk+1
≤ 2
k∑
j=1
∫ yj
yj−1
|H1(wn−11 (s))−H1(wn−21 (s))|+ |H−1(wn−1−1 (s))−H−1(wn−2−1 (s))|ds
+ 2
∫ yk+1
yk
|H1(wn−11 (s))−H1(wn−21 (s))|+ |H−1(wn−1−1 (s))−H−1(wn−2−1 (s))|ds
≤ 2κδ
k∑
j=1
(‖wn−11 − wn−21 ‖yj + ‖wn−1−1 − wn−2−1 ‖yj ) + 2κδ(‖wn−11 − wn−21 ‖yk+1 + ‖wn−1−1 − wn−2−1 ‖yk+1)
≤ 2κδ
k∑
j=1
j(n− 2)j(2κδ)n−2c+ 2κδ(‖wn−11 − wn−21 ‖yk+1 + ‖wn−1−1 − wn−2−1 ‖yk+1).
There exists n0 ∈ N such that when n ≥ n0,
k∑
j=1
j(n − 2)j ≤ k(n − 1)k.
Thus when n ≥ n0,
‖wn1 − wn−11 ‖yk+1 + ‖wn−1 −wn−1−1 ‖yk+1
≤ ck(n − 1)k(2κδ)n−1 + 2κδ(‖wn−11 − wn−21 ‖yk+1 + ‖wn−1−1 − wn−2−1 ‖yk+1). (5.55)
From (5.55) and (5.51), we have
‖w21 − w11‖yk+1 + ‖w2−1 − w1−1‖yk+1
≤ ck · 2κδ + 2κδ(‖w11‖yk+1 + ‖w1−1‖yk+1)
≤ c(k + 1) · 2κδ.
Iterating (5.55) shows that for large enough n,
‖wn1 − wn−11 ‖yk+1 + ‖wn−1 −wn−1−1 ‖yk+1
≤ c(2κδ)n−1

k n−1∑
j=1
jk + 1

 ≤ c(2κδ)n−1(k(n− 1)k+1 + 1)
≤ c(2κδ)n−1(k + 1)(n − 1)k+1.
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Thus we show (5.54) holds. When j = ⌊T/δ⌋ + 1,
‖wn1 − wn−11 ‖T + ‖wn−1 − wn−1−1 ‖T ≤ c(2κδ)n−1(⌊T/δ⌋ + 2)(n− 1)⌊T/δ⌋+2 → 0, as n→∞.
So (wn1 , w
n
−1) converges and denote the limit function by (w
∗
1 , w
∗
−1) = limn→∞(w
n
1 , w
n
−1). From
(5.29) and (5.30), define the functional G = (G1, G−1) : D([0, T ],R2+) → D([0, T ],R2+) as
follows: For t ∈ [0, T ],
G(w)1(t) =
[
x(t)−
∫ t
0
H1(w1(s))ds+
∫ t
0
H−1(w−1(s))ds
]+
,
G(w)−1(t) =
[
x(t)−
∫ t
0
H1(w1(s))ds+
∫ t
0
H−1(w−1(s))ds
]−
.
Thus w = G(w). We next note that G is Lipschitz continuous, i.e., for s ∈ [0, T ]
‖G(w) −G(w˜)‖s ≤ 2κT‖w − w˜‖s.
Using Banach fixed point theorem, we have w = (w∗1 , w
∗
−1).
(ii) Let xn, x ∈ D([0,∞),R) such that xn → x in the Skorohod J1 topology. Fix T ∈ (0,∞).
Then there exists a sequence of strictly increasing homeomorphism {λn} on [0,∞) such that
sup
0≤t≤T
|xn(λn(t))− x(t)| ∨ sup
0≤t≤T
|λn(t)− t| → 0, as n→∞. (5.56)
Let
wn ≡ (wn1 , wn−1) = (Ψ1(xn),Ψ−1(xn)), and w ≡ (w1, w−1) = (Ψ1(x),Ψ−1(x)).
It is clear that, from (5.56), there exists M > 0 such that
sup
n∈N
‖xn‖T + ‖x‖T ≤M,
and from (5.48), there exists M˜ > 0 such that
sup
n∈N
‖wn‖T + ‖w‖T ≤ M˜.
Let κ > 0 be the Lipschitz constant for H1 and H−1 on [0, M˜ ]. For u ∈ [0, T ],
sup
0≤t≤u
|wn1 (λn(t))− w1(t)| = sup
0≤t≤u
∣∣∣∣∣
[
xn(λn(t))−
∫ λn(t)
0
H1(w
n
1 (s))ds+
∫ λn(t)
0
H−1(wn−1(s))ds
]+
−
[
x(t)−
∫ t
0
H1(w1(s))ds+
∫ t
0
H−1(w−1(s))ds
]+∣∣∣∣∣
≤ sup
0≤t≤u
|xn(λn(t))− x(t)|+ sup
0≤t≤u
∣∣∣∣∣
∫ λn(t)
0
H1(w
n
1 (s))ds−
∫ t
0
H1(w1(s))ds
∣∣∣∣∣
+ sup
0≤t≤u
∣∣∣∣∣
∫ λn(t)
0
H−1(wn−1(s))ds−
∫ t
0
H−1(w−1(s))ds
∣∣∣∣∣ .
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We next observe that for u ∈ [0, T ],∫ λn(t)
0
H1(w
n
1 (s))ds−
∫ t
0
H1(w1(s))ds
=
∫ λn(t)
0
H1(w
n
1 (s))ds−
∫ t
0
H1(w
n
1 (λ
n(s)))ds+
∫ t
0
H1(w
n
1 (λ
n(s)))ds −
∫ t
0
H1(w1(s))ds
=
∫ t
0
H1(w
n
1 (s))−H1(wn1 (λn(s)))ds+
∫ λn(t)
t
H1(w
n
1 (s))ds+
∫ t
0
H1(w
n
1 (λ
n(s)))−H1(w1(s))ds.
We note that from the Lipschitz continuity of H1 and (5.29),
sup
0≤t≤T
∣∣∣∣
∫ t
0
H1(w
n
1 (s))−H1(wn1 (λn(s)))ds
∣∣∣∣
≤ Tκ sup
0≤t≤T
|wn1 (t)− wn1 (λn(t))|
≤ Tκ sup
0≤t≤T
(
|xn(t)− xn(λn(t))|+
∣∣∣∣∣
∫ λn(t)
t
H1(w1(s))ds
∣∣∣∣∣+
∣∣∣∣∣
∫ λn(t)
t
H−1(w−1(s))ds
∣∣∣∣∣
)
≤ κT sup
0≤t≤T
|xn(t)− xn(λn(t))|+ 2κ2TM˜ sup
0≤t≤T
|λn(t)− t|
Thus
sup
0≤t≤u
∣∣∣∣∣
∫ λn(t)
0
H1(w
n
1 (s))ds−
∫ t
0
H1(w1(s))ds
∣∣∣∣∣
≤ sup
0≤t≤T
∣∣∣∣
∫ t
0
H1(w
n
1 (s))−H1(wn1 (λn(s)))ds
∣∣∣∣+ sup
0≤t≤T
∣∣∣∣∣
∫ λn(t)
t
H1(w
n
1 (s))ds
∣∣∣∣∣
+ sup
0≤t≤T
∣∣∣∣
∫ t
0
H1(w
n
1 (λ
n(s)))−H1(w1(s))ds
∣∣∣∣
≤ κT sup
0≤t≤T
|xn(t)− xn(λn(t))| + 2κ2TM˜ sup
0≤t≤T
|λn(t)− t|+ κM˜ sup
0≤t≤T
|λn(t)− t|
+ 2κ
∫ T
0
sup
0≤s≤t
|wn1 (λn(s))− w1(s)|dt
= κT sup
0≤t≤T
|xn(t)− xn(λn(t))| + (2κ2 + κ)TM˜ sup
0≤t≤T
|λn(t)− t|+ 2κ
∫ T
0
sup
0≤s≤t
|wn1 (λn(s))− w1(s)|dt,
and similarly,
sup
0≤t≤u
∣∣∣∣∣
∫ λn(t)
0
H−1(wn−1(s))ds−
∫ t
0
H−1(w−1(s))ds
∣∣∣∣∣
≤ κT sup
0≤t≤T
|xn(t)− xn(λn(t))| + (2κ2 + κ)TM˜ sup
0≤t≤T
|λn(t)− t|+ 2κ
∫ T
0
sup
0≤s≤t
|wn1 (λn(s))− w1(s)|dt.
Combining the above estimates, we have
sup
0≤t≤T
|wn1 (λn(t))− w1(t)| ≤ (1 + 2κT ) sup
0≤t≤T
|xn(λn(t)) − x(t)|
+ 2(2κ2 + κ)TM˜ sup
0≤t≤T
|λn(t)− t|+ 2κ
∫ T
0
sup
0≤s≤t
|wn1 (λn(s))− w1(s)|+ sup
0≤s≤t
|wn−1(λn(s))− w−1(s)|dt.
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A similar analysis yields that
sup
0≤t≤T
|wn−1(λn(t))− w−1(t)| ≤ (1 + 2κT ) sup
0≤t≤T
|xn(λn(t))− x(t)|
+ 2(2κ2 + κ)TM˜ sup
0≤t≤T
|λn(t)− t|+ 2κ
∫ T
0
sup
0≤s≤t
|wn1 (λn(s))− w1(s)|+ sup
0≤s≤t
|wn−1(λn(s))− w−1(s)|dt.
Finally, we have for u ∈ [0, T ],
sup
0≤t≤u
|wn1 (λn(t))− w1(t)|+ sup
0≤t≤u
|wn−1(λn(t))− w−1(t)| ≤ 2(1 + 2κT ) sup
0≤t≤u
|xn(λn(t))− x(t)|
+ 4(2κ2 + κ)TM˜ sup
0≤t≤u
|λn(t)− t|+ 4κ
∫ T
0
sup
0≤s≤t
|wn1 (λn(s))− w1(s)|+ sup
0≤s≤t
|wn−1(λn(s))− w−1(s)|dt.
Using Gronwall’s inequality, we have for u ∈ [0, T ],
sup
0≤t≤T
|wn1 (λn(t)) −w1(t)|+ sup
0≤t≤u
|wn−1(λn(t)) −w−1(t)|
≤
(
2(1 + 2κT ) sup
0≤t≤T
|xn(λn(t))− x(t)|+ 4(2κ2 + κ)TM˜ sup
0≤t≤T
|λn(t)− t|
)
e4κu.
Finally, from the above estimate, we see that
sup
0≤t≤T
|wn(λn(t))− w(t)| ∨ sup
0≤t≤T
|λn(t)− t| → 0, as n→∞.
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