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CLUSTER CHARACTERS FOR CLUSTER CATEGORIES WITH
INFINITE-DIMENSIONAL MORPHISM SPACES
PIERRE-GUY PLAMONDON
Abstract. We prove the existence of cluster characters for Hom-infinite clus-
ter categories. For this purpose, we introduce a suitable mutation-invariant
subcategory of the cluster category. We sketch how to apply our results in or-
der to categorify any skew-symmetric cluster algebra. More applications and a
comparison to Derksen-Weyman-Zelevinsky’s results will be given in a future
paper.
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1. Introduction
In their series of papers [12], [13], [3] and [14] published between 2002 and 2007,
S. Fomin and A. Zelevinsky, together with A. Berenstein for the third paper, intro-
duced and developped the theory of cluster algebras. They were motivated by the
search for a combinatorial setting for total positivity and canonical bases. Clus-
ter algebras are a class of commutative algebras endowed with a distinguished set
of generators, the cluster variables. The cluster variables are grouped into finite
The author was financially supported by an NSERC scholarship.
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subsets, called clusters, and are defined recursively from initial variables by repeat-
edly applying an operation called mutation on the clusters. Recent surveys of the
subject include [34], [19] and [28].
Cluster categories were introduced by A. Buan, R. Marsh, M. Reineke, I. Reiten
and G. Todorov in [5], and by P. Caldero, F. Chapoton and R. Schiffler in [7] for the
An case, in order to give a categorical interpretation of mutation of cluster variables.
In [6], P. Caldero and F. Chapoton used the geometry of quiver Grassmannians to
define a map which, as they showed, yields a bijection from the set of isomorphism
classes of indecomposable objects of the cluster category of a Dynkin quiver to the
set of cluster variables in the associated cluster algebra. It was proved by P. Caldero
and B. Keller in [8] that, for cluster algebras associated with acyclic quivers, the
Caldero-Chapoton map induces a bijection between the set of isomorphism classes
of indecomposable rigid objects and the set of cluster variables.
Using the notion of quiver with potential as defined in [10], C. Amiot generalized
the definition of cluster category in [1]. In the case where the quiver with potential
is Jacobi-finite, the cluster character of Y. Palu introduced in [33] sends reach-
able indecomposable rigid objects of the (generalized) cluster category to cluster
variables.
Another approach for categorification of cluster algebras is studied by C. Geiss,
B. Leclerc and J. Schro¨er in [16], [17], [18] and [20] where the authors use the
category of modules over preprojective algebras of acyclic type.
In both cases, the categories encountered enjoy the following properties: (1) they
are Hom-finite, meaning that the spaces of morphisms between any two objects is
finite-dimensional; and (2) they are 2-Calabi–Yau in the sense that for any two
objects X and Y , there is a bifunctorial isomorphism
Ext1(X,Y ) ∼= DExt1(Y,X).
In this paper, we study a version of Y. Palu’s cluster characters for Hom-infinite
cluster categories, that is, cluster categories with possibly infinite-dimensional mor-
phism spaces. This cluster character L 7→ X ′L is not defined for all objcts L but
only for those in a suitable subcategory D, which we introduce. We show that D is
mutation-invariant (in a sense to be defined) and that, for any objects X and Y of
D, there is a bifunctorial non-degenarate bilinear form
Hom(X,ΣY )×Hom(Y,ΣX) −→ k
(this can be thought of as an adapted version of the 2-Calabi–Yau property).
The category D is equivalent to a k-linear subcategory of a certain derived cat-
egory (the analogue of C. Amiot’s fundamental domain F in [1]). We show that
this subcategory also enjoys a certain property of invariance under mutation, as
was first formulated as a “hope” by K. Nagao in [31].
The main feature of the definition of the subcategory D is the requirement that
for any object X of D, there exists a triangle
TX1 −→ T
X
0 −→ X −→ ΣT
X
1
where TX0 and T
X
1 are direct sums of direct summands of a certain fixed rigid object
T . This allows a definition of the index of X , as in [9] and [33].
The main result of this article, besides the definition and study of the subcategory
D, is the proof of a multiplication formula analogous to that of [33]: if X and Y
are two objetcts of D such that the spaces Hom(X,ΣY ) and Hom(Y,ΣX) are one-
dimensional, and if
X // E // Y // ΣX and Y // E′ // X // ΣY
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are two non-split triangles, then we have the equality
X ′XX
′
Y = X
′
E +X
′
E′ .
This cluster character is in particular defined for the cluster category of any non-
degenerate quiver with potential in the sense of [10] (be it Jacobi-finite or not), and
thus gives a categorification of any skew-symmetric cluster algebra. Applications
to cluster algebras will be the subject of a subsequent paper by the author.
In a different setting, using decorated representations of quivers with potentials, a
categorification of any skew-symmetric cluster algebra was obtained by H. Derksen,
J. Weyman and A. Zelevinsky in the papers [10] and [11], and these results were
used by the authors to prove almost all of the conjectures formulated in [14].
The article is organized as follows.
In Section 2, the main results concerning cluster categories of a quiver with
potential and mutation are recalled. In particular, we include the interpretation
of mutation as derived equivalence, after [30]. The subcategory prCΓ, needed to
define the subcategory D, is introduced and studied from Subsection 2.7 up to the
next section. In Subsection 2.9, we prove a result on the mutation of objects in the
derived category, confirming K. Nagao’s hope in [31]. With hindsight, a precursor
of this result is [23, Corollary 5.7].
Section 3 is devoted to the definition of the cluster character X ′?. After some
preliminary results, it is introduced in Subsection 3.3 together with the subcategory
D. The multiplication formula is then proved in Subsection 3.5.
Finally, a link with skew-symmetric cluster algebras is given in Section 4.
Throughout the paper, the symbol k will denote an algebraically-closed field.
When working with any triangulated category, we will use the symbol Σ to denote
its suspension functor. An object X of any such category is rigid if the space
HomC(X,ΣX) vanishes.
Acknowledgements. This work is part of my PhD thesis, supervised by Professor
Bernhard Keller. I would like to express here my gratitude for his patience and his
enthusiasm in sharing his mathematical knowledge. I would like to thank Yann
Palu and Dong Yang for their comments on an earlier version of this paper, and
for precious conversations on categorification of cluster algebras. Finally, I thank
Kentaro Nagao for his question in [31] which lead to Theorem 2.18.
2. Cluster category
In this section, after a brief reminder on quivers with potentials, the cluster
category of a quiver with potential is defined after [1]. Mutation in the cluster
category is then recalled. Finally, we construct a subcategory on which a version
of the cluster character of [33] will be defined in Section 3.
2.1. Skew-symmetric cluster algebras. We briefly review the definition of (skew-
symmetric) cluster algebras (the original definition appeared in [12] using mutation
of matrices; the use of quivers was described, for example, in [13, Definition 7.3]
in a slightly different way than the one used here, and in [21, Section 1.1]). This
material will be used in Section 4.
A quiver is a quadruple Q = (Q0, Q1, s, t) consisting of a set Q0 of vertices, a set
Q1 of arrows, and two maps s, t : Q1 −→ Q0 which send each arrow to its source
or target. A quiver is finite if it has finitely many vertices and arrows.
Let Q be a finite quiver without oriented cycles of length at most 2. We will
denote the vertices of Q by the numbers 1, 2, . . . , n. Let i be a vertex of Q. One
defines the mutation of Q at i to be the quiver µi(Q) obtained from Q in three
steps :
4 PIERRE-GUY PLAMONDON
(1) for each subquiver of the form j
a // i
b // ℓ , add an arrow [ba] from j
to ℓ;
(2) for each arrow a such that s(a) = i or t(a) = i, delete a and add an arrow
a∗ from t(a) to s(a) (that is, in the opposite direction);
(3) delete the arrows of a maximal set of pairwise disjoint oriented cycles of
length 2 (which may have appeared in the first step).
A seed is a pair (Q,u), where Q is a finite quiver without oriented cycles of
length at most 2, and u = (u1, u2, . . . , un) is an (ordered) free generating set of
Q(x1, x2, . . . , xn). Recall that n is the number of vertices of Q.
If i is a vertex of Q, the mutation of the seed (Q,u) is a new seed (Q′,u′) =
(u′1, u
′
2, . . . , u
′
n)), where
• Q′ is the mutated quiver µi(Q);
• u′j = uj whenever j 6= i;
• u′i is given by the equality
u′iui =
∏
a∈Q1,t(a)=i
xs(a) +
∏
b∈Q1,s(b)=i
xt(b).
Definition 2.1. Let Q be a finite quiver without oriented cycles of length at most
2. Define the initial seed as the seed (Q,x = (x1, x2, . . . , xn)).
• A cluster is any set u appearing in a seed (R,u) obtained from the initial
seed by a finite sequence of mutation.
• A cluster variable is any element of a cluster.
• The cluster algebra associated with Q is the Q-subalgebra of the field of
rational functions Q(x1, x2, . . . , xn) generated by the set of all cluster vari-
ables.
2.2. Quivers with potentials and Jacobi-finiteness. We denote by kQ the
path algebra of a finite quiver Q (that is, the space of formal linear combinations of
paths of Q endowed with the obvious multiplication) and by k̂Q the complete path
algebra of Q (in which infinite linear combinations of paths are allowed). The latter
is a topological algebra for the m-adic topology, where m is the ideal generated by
the arrows of Q. A basic system of open neighborhoods of zero is given by the
powers of m.
Following [10], we define a quiver with potential as a pair (Q,W ), where Q is a
finite quiver and W is an element of the space Pot(Q) = k̂Q/U , where U is the
closure of the commutator [k̂Q, k̂Q]. In other words,W is a (possibly infinite) linear
combination of oriented cycles in Q, considered up to cyclic equivalence of cycles
(see [10, Definition 3.2]). The element W is called a potential on Q. In this paper,
the terms of any potential will always be cycles of lenght at least 2.
For any arrow a of Q, define the cyclic derivative of a as the continuous linear
map ∂a from the space of potentials to k̂Q acting as follows on (equivalence classes
of) oriented cycles :
∂a(br . . . b2b1) =
∑
bi=a
bi−1bi−2 . . . b1brbr−1 . . . bi+1.
The Jacobian algebra J(Q,W ) of a quiver with potential (Q,W ) is the quotient
of k̂Q by the closure of the two-sided ideal generated by the ∂aW , where a ranges
over all arrows of Q. In case J(Q,W ) is finite-dimensional, (Q,W ) is Jacobi-finite.
2.3. Mutation of quivers with potentials. Before defining mutation of quivers
with potentials, we must say a word on the process of reduction. Two quivers with
potentials (Q,W ) and (Q′,W ′) are right-equivalent if Q0 = Q
′
0 and there exists an
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R-algebra isomorphism ϕ : k̂Q −→ k̂Q′, where R =
⊕
i∈Q0
kei, such that ϕ(W )
equals W ′ in Pot(Q′). In that case, it is shown in [10] that the Jacobian algebras
of the two quivers with potential are isomorphic.
Let (Q,W ) be a quiver with potential. We say that (Q,W ) is trivial when W is
a combination of cycles of length at least 2 and J(Q,W ) is isomorphic to R. We
say it is reduced when W has no terms which are cycles of length at most 2.
The direct sum of two quivers with potentials (Q,W ) and (Q′,W ′) such that
Q0 = Q
′
0 is defined as being (Q
′′,W +W ′), where Q′′ is the quiver with the same
set of vertices as Q and Q′ and whose set of arrows is the union of those of Q and
Q′.
Theorem 2.2 ([10], Theorem 4.6 and Proposition 4.5). Any quiver with potential
(Q,W ) is right equivalent to a direct sum of a reduced one (Qred,Wred) and a
trivial one (Qtriv,Wtriv), both unique up to right-equivalence. Moreover, J(Q,W )
and J(Qred,Wred) are isomorphic.
The quiver with potential (Qred,Wred) is the reduced part of (Q,W ).
We can now define the mutation of a quiver with potential (Q,W ). Let i be a
vertex of Q not involved in an oriented cycle of length ≤ 2. We can assume that
W is written as a series of oriented cycles whose source and target are not both
i (by replacing cycles by cyclically-equivalent ones if necessary). The mutation at
the vertex i is the new quiver with potential µi(Q,W ) obtained from (Q,W ) in the
following way:
(1) for each subquiver of the form j
a // i
b // ℓ , add an arrow [ba] from j
to ℓ;
(2) for each arrow a such that s(a) = i or t(a) = i, delete a and add an arrow
a∗ from t(a) to s(a) (that is, in the opposite direction). This gives a new
quiver Q˜;
(3) replace W by a potential W˜ = [W ] +
∑
a,b∈Q1,t(a)=s(b)=i
a∗b∗[ba], where
[W ] is obtained from W by substuting ba for [ba] in its terms every time
t(a) = s(b) = i.
We use the notation µ˜i(Q,W ) = (Q˜, W˜ ). The mutation µi(Q,W ) of (Q,W ) at i is
then defined to be the reduced part of µ˜i(Q,W ).
Remark that µi(Q,W ) can have oriented cycles of length 2, even if (Q,W ) did
not have any. This forbids us to make iterated mutation at an arbitrary sequence
of vertices.
A sequence (i1, . . . , ir) of vertices is admissible if all the mutations
(Q,W ), µi1(Q,W ), µi2µi1(Q,W ), . . . , µir . . . µi2µi1(Q,W )
are defined, that is, if im is not involved in an oriented cycle of length 2 in
µim−1 . . . µi1 (Q,W ), for 2 ≤ m ≤ r, or in (Q,W ) for m = 1.
A quiver with potential is non-degenerate if any sequence of vetices is admissi-
ble. Since we work over an algebraically closed field, the following existence result
applies.
Proposition 2.3 ([10], Corollary 7.4). Suppose that Q is a finite quiver without
oriented cycles of length at most 2. If the field k is uncountable, then there exists a
potential W on Q such that (Q,W ) is non-degenerate.
2.4. Complete Ginzburg dg algebras. Let (Q,W ) be a quiver with potential.
Following Ginzburg in [22], we construct a differential graded (dg) algebra Γ =
ΓQ,W as follows.
First construct a new graded quiver Q from Q. The vertices of Q are those of
Q; its arrows are those of Q (these have degree 0), to which we add
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• for any arrow a : i −→ j of Q, an arrow a∗ : j −→ i of degree −1;
• for any vertex i of Q, a loop ti : i −→ i of degree −2.
Then, for any integer i, let
Γi =
∏
ω path of degree i
kω.
This defines the graded k-algebra structure of Γ. Its differential d is defined from
its action on the arrows of Q. We put
• d(a) = 0, for each arrow a of Q;
• d(a∗) = ∂aW , for each arrow a of Q;
• d(ti) = ei
(∑
a∈Q1
(aa∗ − a∗a)
)
ei, for each vertex i of Q.
The differential graded algebra Γ thus defined is the complete Ginzburg dg algebra
of (Q,W ). It is linked to the Jacobian algebra of (Q,W ) as follows.
Lemma 2.4 ([30], Lemma 2.8). With the above notations, J(Q,W ) is isomorphic
to H0Γ.
2.5. Cluster category. Keep the notations of Section 2.4.
Denote by DΓ the derived category of Γ (see [25] or [30] for background material
on the derived category of a dg algebra). Consider Γ as an object of DΓ. The
perfect derived category of Γ is the smallest full triangulated subcategory of DΓ
containing Γ and closed under taking direct summands. It is denoted by per Γ.
Denote by DfdΓ the full subcategory of DΓ whose objects are those of DΓ with
finite-dimensional total homology. This means that homology is zero except in
finitely many degrees, where it is of finite dimension. As shown in [30, Theorem
2.17], the category DfdΓ is a triangulated subcategory of per Γ.
Moreover, we have the following relative 3-Calabi–Yau property of DfdΓ in DΓ.
Theorem 2.5 ([26], Lemma 4.1 and [27], Theorem 6.3). For any objects L of DΓ
and M of DfdΓ, there is a canonical isomorphism
DHomDΓ(M,L) −→ HomDΓ(Σ
−3L,M)
functorial in both M and L.
Following [1, Definition 3.5] (and [30, Section 4] in the non Jacobi-finite case),
we define the cluster category of (Q,W ) as the idempotent completion of the tri-
angulated quotient (per Γ)/DfdΓ, and denote it by C = CQ,W .
In case (Q,W ) is Jacobi-finite, CQ,W enjoys the following properties ([1, Theorem
3.6] and [29, Proposition 2.1]) :
• it is Hom-finite;
• it is 2-Calabi–Yau;
• the object Γ is cluster-tilting in the sense that it is rigid and any object X
of C such that HomC(Γ,ΣX) = 0 is in addΓ;
• any object X of C admits an (addΓ)-presentation, that is, there exists a
triangle TX1
// TX0
// X // ΣTX1 , with T
X
1 and T
X
0 in addΓ.
As we shall see later, most of these properties do not hold when (Q,W ) is not
Jacobi-finite.
2.6. Mutation in C. Keep the notations of the previous section. Let i be a vertex
of Q not involved in any oriented cycle of length 2. As seen in Section 2.3, one can
mutate (Q,W ) at the vertex i.
In the cluster category, this corresponds to changing a direct factor of Γ. Let
Γ′ be the complete Ginzburg dg algebra of µ˜i(Q,W ). For any vertex j of Q, let
Γj = ejΓ and Γ
′
j = ejΓ
′.
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Theorem 2.6 ([30], Theorem 3.2). (1) There is a triangle equivalence F from
D(Γ′) to D(Γ) sending Γ′j to Γj if i 6= j and to the cone Γ
∗
i of the morphism
Γi −→
⊕
α
Γt(α)
whose components are given by left multiplication by α if i = j. The functor
F restricts to triangle equivalences from per Γ′ to per Γ and from DfdΓ
′ to
DfdΓ.
(2) Let Γred and Γ
′
red be the complete Ginzburg dg algebra of the reduced part of
(Q,W ) and µ˜i(Q,W ), respectively. The functor F induces a triangle equiv-
alence Fred : D(Γ
′
red) −→ D(Γred) which restricts to triangle equivalences
from per Γ′red to per Γred and from DfdΓ
′
red to DfdΓred.
The object Γ∗i ⊕
⊕
j 6=i Γj in DΓ is the mutation of Γ at the vertex i, and we
denote it by µi(Γ).
Note that in part (2) of the above theorem, ejΓ
′
red is still sent to ejΓred if i 6= j
and to the cone Γ∗red,i of the morphism
eiΓred −→
⊕
α
et(α)Γred
whose components are given by left multiplication by α if i = j.
For instance, if (i1, i2, . . . , ir) is an admissible sequence of vertices, then we get
a sequence of triangle equivalences
DΓ(r) −→ . . . −→ DΓ(1) −→ DΓ,
where Γ(j) is the complete Ginzburg dg-algebra of µijµij−1 . . . µi1(Q,W ), for j ∈
{1, 2, . . . , r}. We denote the image of Γ(r) in DΓ by µirµir−1 . . . µi1(Γ).
We now remark some consequences of 2.6 on the level of cluster categories. First,
there are induced triangle equivalence Cµ˜i(Q,W ) −→ CQ,W and Cµi(Q,W ) −→ CQ,W .
Moreover, as shown in Section 4 of [30], the cone of the morphism⊕
β:i→j
Γj −→ Γi
whose components are given by left multiplication by β is isomorphic to ΣΓ∗i in C.
Hence we have triangles in C
Γi −→
⊕
α:i→j
Γj −→ Γ
∗
i −→ ΣΓi and Γ
∗
i −→
⊕
α:j→i
Γj −→ Γi −→ ΣΓ
∗
i ,
and dimHomC(Γj ,ΣΓ
∗
i ) = δi,j (see [30, Section 4]).
If (Q,W ) is non-degenerate and reduced, then any sequence of vertices i1, . . . , ir
yields a sequence of triangle equivalences
Cµir ...µi1 (Q,W ) −→ . . . −→ Cµi1(Q,W ) −→ CQ,W
sending Γµir ...µi1 (Q,W ) to µir . . . µi1(ΓQ,W ).
2.7. The subcategory prCΓ. Since in general the cluster category does not enjoy
the properties listed in Section 2.5, we will need to restrict ourselves to a subcate-
gory of it.
Let T be any triangulated category. For any subcategory T ′ of T , define indT ′
as the set of isomorphism classes of indecomposable objects of T contained in T ′.
Denote by add T ′ the full subcategory of T whose objects are all finite direct sums
of direct summands of objects in T ′. The subcategory T ′ is rigid if, for any two
objects X and Y of T ′, HomT (X,ΣY ) = 0.
Finally, define prT T
′ as the full subcategory of T whose objects are cones of
morphisms in add T ′ (the letters “pr” stand for presentation, as all objects of
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prT T
′ admit an (add T ′)-presentation). In the notations of [2, Section 1.3.9], this
subcategory is written as (add T ′) ∗ (addΣT ′).
As we shall now prove, the category prT T
′ is invariant under “mutation” of T ′.
Recall that a category T ′ is Krull–Schmidt if any object can be written as a
finite direct sum of objects whose endomorphism rings are local. Note that in that
case, we have T ′ = addT ′.
Proposition 2.7. Let R and R′ be rigid Krull–Schmidt subcategories of a tri-
angulated category T . Suppose that there exist indecomposable objects R of R
and R∗ of R′ such that indR \ {R} = indR′ \ {R∗}. Suppose, furthermore, that
dimHomT (R,ΣR
∗) = dimHomT (R
∗,ΣR) = 1. Let
R −→ E −→ R∗ −→ ΣR and R∗ −→ E′ −→ R −→ ΣR∗
be non-split triangles, and suppose that E and E′ lie in R∩R′.
Then prTR = prTR
′.
Proof In view of the symmetry of the hypotheses, we only have to prove that
any object of prTR is an object of prTR
′.
Let X be an object of prTR. Let T1 −→ T0 −→ X −→ ΣT1 be a triangle, with
T1 and T0 in R.
The category R being Krull–Schmidt, one can write (in a unique way up to
isomorphism) T0 = T 0 ⊕R
m, where R is not a direct summand of T 0.
The composition T 0 ⊕ (E
′)m −→ T 0 ⊕R
m −→ X yields an octahedron
ΣW
T 0 ⊕ (E
′)m X.
(ΣR∗)m
T 0 ⊕R
m
ΣT1
+




		



aaCCCCCCCCCCCCCCCCCCCCCCCC
::tttttttttttttttttttt 
//
+
VVV **V
/
//
//
//
//
88qqqqqqqqqqqqqqqqqqq
jjccGGGGGGGGGGGGGGGGGGGGG
+oo
+
		
Now write T1 = T 1 ⊕R
n. Then we have a triangle
(R∗)m // W // T 1 ⊕Rn
ε // (ΣR∗)m .
Since HomT (T 1,ΣR
∗) = 0 and dimHomT (R,ΣR
∗) = 1, by a change of basis, we
can write ε in matrix form as (
Irx 0
0 0
)
where x is a non-zero element of HomT (R,ΣR
∗). Therefore W is isomorphic to
Er ⊕Rn−r ⊕ (R∗)m−r ⊕ T 1.
Now, we have a triangleW −→ T 0⊕(E
′)m −→ X −→ ΣW . Compose Σ−1X −→
W with W = Er ⊕ Rn−r ⊕ (R∗)m−r ⊕ T 1 −→ E
r ⊕ En−r ⊕ (R∗)m−r ⊕ T 1 (the
second term is changed) to get an octahedron
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V
Σ−1X Er ⊕ En−r ⊕ (R∗)m−r ⊕ T 1.
T 0 ⊕ (E
′)m
Er ⊕Rn−r ⊕ (R∗)m−r ⊕ T 1
(R∗)n−r
+




		



aaCCCCCCCCCCCCCCCCCCCCCCC
::ttttttttttttttttttttt 
//
+
V
**VVVV
/
//
//
//
//
/ 88qqqqqqqqqqqqqqqqq
jjccGGGGGGGGGGGGGGGGGGGGG
+oo
+
		
The morphism (R∗)n−r −→ T 0 ⊕ (E
′)m is zero, so the triangle T 0 ⊕ (E
′)m −→
V −→ (R∗)n−r −→ Σ(T 0 ⊕ (E
′)m) splits, and V is isomorphic to (R∗)n−r ⊕ T 0 ⊕
(E′)m.
Hence we have a triangle
En⊕ (R∗)m−r ⊕T 1 −→ (R
∗)n−r ⊕ T 0⊕ (E
′)m −→ X −→ Σ(En ⊕ (R∗)m−r ⊕ T 1),
proving that X belongs to prTR
′. This finishes the proof. 
Corollary 2.8. Let C be the cluster category of a quiver with potential (Q,W ). For
any admissible sequence (i1, . . . , ir) of vertices of Q, the following equality holds :
prCΓ = prC
(
µir . . . µi1(Γ)
)
.
Proof We apply Proposition 2.7 and use induction on r. That addΓ is a
Krull–Schmidt category is shown in Corollary 2.12 below. We also need that Γ is
a rigid object of C ; this follows from Proposition 2.10 below. 
2.8. Properties of prCΓ. Let C be the cluster category of a quiver with potential
(Q,W ). We will prove in this section that the subcategory prCΓ enjoys versions of
some of the properties listed in Section 2.5.
We denote by D≤0 (and D≥0 respectively) the full subcategory of DΓ whose
objects are those X whose homology is concentrated in non-positive (and non-
negative, respectively) degrees. Recall that D≤0 and D≥0 form a t-structure; in
particular, HomDΓ(D≤0,D≥1) vanishes, and for each object X of DΓ, there exists
a unique (up to a unique triangle isomorphism) triangle
τ≤0X −→ X −→ τ≥1X −→ Στ≤0X
with τ≤0X in D≤0 and τ≥1X in D≥1.
Lemma 2.9. If X and Y lie in prDΓΓ, then the quotient functor per Γ −→ C
induces an isomorphism
HomDΓ(X,Y ) −→ HomC(X,Y ).
Proof Let X and Y be as in the statement. In particular, X and Y lie in
D≤0Γ.
First suppose that a morphism f : X −→ Y is sent to zero in C. This means
that f factors as
X
g // M
h // Y ,
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with M in DfdΓ. Now, X = τ≤1X , so g factors through τ≤1M , which is still in
Dfd. Using Theorem 2.5, we have an isomorphism
DHomDΓ(τ≤1M,Y ) −→ HomDΓ(Y,Σ
3τ≤1M).
The right hand side of this equation is zero, since HomDΓ(Y,D≤−2Γ) = 0. Hence
f = 0. This shows injectivity.
To prove surjectivity, consider a fraction
X
f // Y ′ Y
soo ,
where the cone of s is an object N of DfdΓ.
The following diagram will be helpful.
Y
s

Y
t

X
f // Y ′
g //

Y ′′

τ≤0N // N

// τ≥1N
h

ΣY ΣY
We have that HomDΓ(τ≤0N,ΣY ) is isomorphic toDHomDΓ(Y,Σ
2τ≤0N) because
of Theorem 2.5, and this space is zero since HomDΓ(Y,D≤−2) vanishes. Thus there
exists a morphism h : τ≥1N → ΣY such that the lower right square of the above
diagram commute. We embed h in a triangle; this triangle is the rightmost column
of the diagram.
We get a new fraction
X
gf // Y ′′ Y
too
which is equal to the one we started with. But sinceX is in D≤0 and τ≥1N is inD≥1,
the space HomDΓ(X, τ≥1N) vanishes. Thus there exists a morphism ℓ : X → Y
such that gf = tℓ. It is easily seen that the fraction is then the image of ℓ under
the quotient functor.
Thus the map is surjective. 
Proposition 2.10. The quotient functor per Γ −→ C restricts to an equivalence of
(k-linear) categories prDΓΓ −→ prCΓ.
Proof It is a consequence of Lemma 2.9 that the functor is fully faithful.
It remains to be shown that it is dense. Let Z be an object of prCΓ, and let
T1 −→ T0 −→ Z −→ ΣT1 be an addΓ-presentation. The functor being fully
faithful, the morphism T1 −→ T0 lifts in prDΓΓ to a morphism P1 −→ P0, with P0
and P1 in addΓ. Its cone is clearly sent to Z in C. This finishes the proof of the
equivalence. 
As in [1], we have the following characterization of prDΓΓ, which we shall prove
after Corollary 2.12.
Lemma 2.11. We have that that prDΓΓ = D≤0 ∩
⊥D≤−2 ∩ per Γ.
Corollary 2.12. The category prCΓ is a Krull–Schmidt category.
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Proof In view of Proposition 2.10, it suffices to prove that prDΓΓ is a Krull–
Schmidt category. It is shown in [30, Lemma 2.17] that the category per Γ is a
Krull–Schmidt category. Since prDΓΓ is a full subcategory of per Γ, it is sufficient
to prove that any direct summand of an object in prDΓΓ is also in prDΓΓ. The
equality prDΓΓ = D≤0 ∩
⊥D≤−2 ∩ per Γ of Lemma 2.11 implies this property. Note
that it also follows from [24, Proposition 2.1], whose proof does not depend on the
Hom-finiteness assumption. 
In order to prove Lemma 2.11, we will need the following definition.
Definition 2.13. A dg Γ-module M is minimal perfect if its underlying graded
module is of the form
N⊕
j=1
Rj ,
where each Rj is a finite direct sum of shifted copies of direct summands of Γ, and if
its differential is of the form dint+ δ, where dint is the direct sum of the differential
of the Rj, and δ, as a degree 1 map from
⊕N
j=1 Rj to itself, is a strictly upper
triangular matrix whose entries are in the ideal of Γ generated by the arrows.
Lemma 2.14. Let M be a dg Γ-module such that M is perfect in DΓ. Then M is
quasi-isomorphic to a minimal perfect dg module.
Proof We will apply results of [4]. Using the notation of [4, Section 6.2], per Γ
is equivalent to the category Tr(C), where C is the dg category whose objects are
vertices of the quiver Q and morphisms dg vector spaces are given by the paths of
Q. Thus any object of per Γ is quasi-isomorphic to a dg module as in Definition
2.13, where the entries of δ do not necessarily lie in the ideal generated by the
arrows.
As a graded Γ-module, any such object can be written in the form Σi1Γj1 ⊕
. . .⊕ΣirΓjr , where each jℓ is a vertex of Q and each iℓ is an integer. Assume that
i1 ≤ . . . ≤ ir. The subcategory of objects wich can be written in this form, with
a ≤ i1 ≤ ir ≤ b, is denoted by C
[a,b]. According to [4, Lemma 5.2.1], C[a,b] is closed
under taking direct summands.
Let X be an object of per Γ. Then there are integers a and b such that X lies in
C[a,b]. We prove the Lemma by induction on b− a.
If a = b, then δ has to be zero, and X is minimal perfect.
Suppose that all objects of C[a,b] are isomorphic to a minimal perfect dg module
whenever b− a is less or equal to some integer n ≥ 0.
Let X be an object of C[a,b], with b− a = n+1. We can assume that X is of the
form Σi1Γj1 ⊕ . . .⊕ Σ
irΓjr and that its differential is written in matrix form as

dΣi1Γj1 f12 . . . f1r
0 dΣi2Γj2 . . . f2r
...
...
. . .
...
0 0 . . . dΣirΓjr

 ,
where all the fuv are in the ideal generated by the arrows.
Suppose that iq = iq+1 = . . . = ir, but iq−1 < iq. Then X is the cone of
the morphism from Σiq−1Γjq ⊕ . . . ⊕ Σ
ir−1Γjr to the submodule X
′ of X whose
underlying graded module is Σi1Γj1 ⊕ . . .⊕ Σ
iq−1Γjq−1 given by the matrix
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

Σ−1f1,q Σ
−1f1,q+1 . . . Σ
−1f1,r
Σ−1f2,q Σ
−1f2,q+1 . . . Σ
−1f2,r
...
...
...
Σ−1fq−1,q Σ
−1fq−1,q+1 . . . Σ
−1fq−1,r

 ,
whose entries are still elements of Γ. Note that X ′ lies in C[a,b−1]. By the induction
hypothesis, X ′ is quasi-isomorphic to a minimal perfect dg module. Thus we can
assume that fij is in the ideal generated by the arrows, for i = 1, 2, . . . q − 1 and
j = 1, 2, . . . , q − 1.
The rest of the proof is another induction, this time on the number of summands
of X of the form ΣmΓℓ (this number is r − q + 1).
If this number is 1, then X is the cone of a morphism given in matrix form by
a column. If this column contains no isomorphisms, then X is minimal perfect.
Otherwise, we can suppose that the lowest term of the column is an isomorphism
φ (by reordering the terms; note that if X ′ contained any term of the form ΣmΓℓ,
we could not suppose this, because by reordering the terms, the differential of X ′
could then not be triangular anymore). In this case, the morphism is a section,
whose retraction is given by the matrix (0, 0, . . . , φ−1). Thus X is quasi-isomorphic
to a summand of X ′, and is thus in C[a,b−1]. By induction hypothesis, it is quasi-
isomorphic to a minimal perfect.
If r − q + 1 is greater than one, then X is obtained from X ′ in the following
recursive fashion. Put X0 = X
′, and for an integer k > 0, let Xk be the cone of
the morphism 

Σ−1f1,q+k−1
Σ−1f2,q+k−1
...
Σ−1fq+k−2,q+k−1


into Xk−1. Then X is equal to Xr−q+1.
If one of these columns contains an isomorphism, we can reorder the terms so
that the isomorphism is contained in the first of these columns. Then, by the above
reasoning, this first column is a section, X1 is quasi-isomorphic to a dg module
which has no summands of the form ΣmΓℓ, and X has only r− q summands of this
form. By induction, X is quasi-isomorphic to a minimal perfect dg module. This
finishes the proof.

Proof (of Lemma 2.11.) It is easily seen that prDΓΓ in contained in D≤0 ∩
⊥D≤−2 ∩ per Γ. Let X be in D≤0 ∩
⊥D≤−2 ∩ per Γ. Then X is quasi-isomorphic to
a minimal perfect dg module. Thus suppose that X is minimal perfect.
Let Si be the simple dg module at the vertex i. Since X is minimal perfect, the
dimension of HomDΓ(X,Σ
pSi) is equal to the number of summands ofX isomorphic
to ΣpΓi, as a graded Γ-module. Since X is in D≤0 ∩
⊥D≤−2, this number is zero
unless i is 0 or 1. This proves that X is the cone of a morphism between objects of
addΓ, and thus X is in prDΓΓ. 
We will need a particular result on the calculus of fractions in C for certain
objects. Recall that, for any two objects X and Y of per Γ, the space HomC(X,ΣY )
is the colimit of the direct system (HomDΓ(X
′,ΣY )) taken over all morphisms
f : X ′ → X whose cone is in DfdΓ .
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Lemma 2.15. Let X and Y be objects of prDΓΓ. Then the space HomC(X,ΣY )
is the colimit of the direct system (HomDΓ(X
′,ΣY )) taken over all morphisms f :
X ′ → X whose cone is in DfdΓ ∩ D≤0 ∩ D≥0 and such that X
′ lies in D≤0.
Proof There is a natural map
colimHomDΓ(X
′,ΣY ) −→ HomC(X,ΣY ),
where the colimit is taken over all morphisms f : X ′ → X whose cone is in DfdΓ∩
D≤0 ∩D≥0 and such that X
′ lies in D≤0.
We first prove that it is surjective. Let X X ′
soo f // ΣY be a morphism
in C, with N = cone(s) in DfdΓ.
Using the canonical morphism N → τ≥0N , we get a commuting diagram whose
two lower rows and two leftmost columns are triangles:
Σ−1τ<0N

Σ−1τ<0N

Σ−1N

// X ′
s //
a

X // N

Σ−1τ≥0N //

X ′′

t // X // τ≥0N.
τ<0N τ<0N
Thanks to the 3-Calabi–Yau property, HomDΓ(Σ
−1τ<0N,ΣY ) is isomorphic to
DHomDΓ(Y,Στ<0N), and this is zero since τ<0N is in D≤−2. Therefore f factors
through a, and there exists a morphism g : X ′′ −→ ΣY such that ga = f . The
fraction X X ′′
too g // ΣY is equal to X X ′
soo f // ΣY , and the cone
of t is in Dfd ∩D≥0.
Using the canonical morphism τ≤0τ≥0N → τ≥0N , we get a commuting diagram
whose rows are triangles:
Σ−1τ≤0τ≥0N

// X ′′′
u //
b

X // τ≤0τ≥0N

Σ−1τ≥0N // X ′′
t // X // τ≥0N.
Taking h = bg, we get a fraction X X ′′′
uoo h // ΣY which is equal to
X X ′′
too g // ΣY and is such that the cone of u lies in Dfd ∩ D≥0 ∩ D≤0.
However, X ′′′ has no reason to lie in D≤0. Using the canonical morphism
τ≤0X
′′′ → X ′′′, we get another commuting diagram whose middle rows and leftmost
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columns are triangles:
Σ−1τ>0X
′′′

Σ−1τ>0X
′′′

Σ−1M

// τ≤0X ′′′
v //
c

X // M

Σ−1τ≤0τ≥0N //

X ′′′
u //

X // τ≤0τ≥0N.
τ>0X
′′′ τ>0X
′′′
Since X and τ≤0X
′′′ are in D≤0, then so is M . Moreover, τ>0X
′′′ = H1X ′′′ is in
Dfd; indeed, the lower triangle gives an exact sequence H
0τ≤0τ≥0N → H
1X ′′′ →
H1X whose leftmost term is finite-dimensional and whose rightmost term is zero.
Therefore, since τ>0X
′′′ and τ≤0τ≥0N are in D≥0 ∩ Dfd, then so is M , thanks to
the leftmost triangle.
Hence, if we put j = hc, we have a new fraction X τ≤0X
′′′voo j // ΣY
which is equal to X X ′′′
uoo h // ΣY , and which is such that τ≤0X ′′′ is in
D≤0 and cone(v) is in Dfd ∩ D≤0 ∩ D≥0. This proves surjectivity of the map.
We now prove that the map is injective. Let X X ′
soo f // ΣY be a fraction
withX ′ in D≤0 and cone(s) in Dfd∩D≤0∩D≥0. Suppose it is zero in HomC(X,ΣY ),
that is, f factors through an object of Dfd. We must prove that it factors through
an object of Dfd ∩ D≤0 ∩D≥0.
Put f = hg, with g : X ′ → M and h : M → ΣY , and M an object of Dfd.
Consider the following diagram:
X ′
ϕ //
g
""E
EE
EE
EE
EE
τ≤0τ≥0M
c

τ<0M
a // M
b //
h
||yy
yy
yy
yy
y
τ≥0M
d
uu
ΣY τ>0M.
By the 3-Calabi–Yau property, we have an isomorphism HomDΓ(τ<0M,ΣY ) ∼=
DHomDΓ(Y,Σ
2τ<0M), and this is zero since Σ
2τ<0M is in D≤−3. Hence h factors
through b.
Moreover, HomDΓ(X
′, τ>0M) is zero, since X
′ is in D≤0 and τ>0M is in D>0.
Hence bg factors through c.
This shows that f = hg factors through τ≤0τ≥0M , which is an object of Dfd ∩
D≤0 ∩D≥0. Embed ϕ in a triangle
X ′′
ε // X ′
ϕ // τ≤0τ≥0M // ΣX ′′.
Then the fraction (sε)−1(fε) is equal to s−1f . Since f factors through τ≤0τ≥0M ,
fε is zero.
Consider finally the natural morphism σ : τ≤0X
′′ → X ′′. Its cone τ>0X
′′ is
isomorphic to Σ−1τ≤0τ≥0M , and is thus in Dfd. Therefore the cone of sεσ is also
in Dfd by composition, and we have a fraction (sεσ)
−1(fεσ) which is equal to s−1f ,
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and is such that fεσ = 0, τ≤0X
′′ ∈ D≤0 and cone(sεσ) ∈ D≤0 ∩ D≥0 ∩ Dfd. This
proves injectivity of the map. 
Using the isomorphism of Theorem 2.5, we get a bifunctorial non-degenerate
bilinear form
βM,L : HomDΓ(M,L)×HomDΓ(Σ
−3L,M) −→ k
for M in Dfd and L in per Γ. Using this, C. Amiot constructs in [1, Section 1.1] a
bifunctorial bilinear form
βX,Y : HomDΓ(X,Y )×HomDΓ(Y,Σ
2X) −→ k
for X and Y in C in the following way.
Using the calculus of left fractions, let s−1f : X → Y and t−1g : Y → Σ2X be
morphisms in C. Composing them, we get a diagram
X
f
  @
@@
@@
@@
@ Y
s
{{xx
xx
xx
xx
x
g
$$I
II
II
II
II
I Σ2X
t
{{vvv
vv
vv
vv
Y ′
h
##F
FF
FF
FF
FF
Σ2X ′
s′
zzuuu
uu
uu
uu
Σ2X ′′.
Put Σ2u = s′t. Then one gets a commuting diagram, where rows are triangles:
N
a // X
u //
f

X ′′ // ΣN
Y
h

Σ2X ′ // Σ2X ′′
b // Σ2N // Σ3X ′.
Note that N is in Dfd. We put βX,Y (s
−1f, t−1g) = βN,Y ′(fa, bh).
Proposition 2.16. Let X be an object of prCΓ ∪ prCΣ
−1Γ and Y be an object of
prCΓ. Then the bifunctorial bilinear form
βX,Y : HomC(X,Y )×HomC(Y,Σ
2X) −→ k.
is non-degenerate. In particular, if one of the two spaces is finite-dimensional, then
so is the other.
Proof Let X and Y be objects in prCΓ∪prCΣ
−1Γ and in prCΓ, respectively. In
view of Proposition 2.10, there exist lifts X and Y of X and Y in prDΓΓ∪prDΓΣ
−1Γ
and prDΓΓ, respectively. In particular, X and Y lie in D≤1Γ.
Using the calculus of right-fractions, let f ◦ s−1 be non-zero a morphism from X
to Y in C = per Γ/DfdΓ, with f : X
′
−→ Y and s : X
′
−→ X morphisms in DΓ
such that the cone of s is in DfdΓ.
If X lies in prDΓΓ, then Lemma 2.9 allows us to suppose that X
′
= X and
s = idX . If X lies in prDΓΣ
−1Γ, then Lemma 2.15 allows us to suppose that X
′
lies in D≤1. In both case, X
′
lies in D≤1.
We now use [30, Proposition 2.19] : the (contravariant) functor
Φ : per Γ −→ Mod (Dfd(Γ)
op)
P 7−→ HomDΓ(P, ?)|DfdΓ
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is fully faithful. Thus Φ(f) 6= 0, meaning there exist N in DfdΓ and a morphism
h : Y −→ N such that its composition with f is non-zero.
Recall from Theorem 2.5 that we have a non-degenerate bilinear form
β : HomDΓ(Σ
−3N,X)×HomDΓ(X,N) −→ k,
so there exists a morphism j : Σ−3N −→ X such that β(j, h ◦ f) 6= 0.
All the morphisms can be arranged in the following commuting diagram, where
the upper and lower row are triangles in DΓ.
Σ−3N
j //
X
′ g //
f

X ′′ // Σ−2N
Y
h //
ℓ

N
Σ2X
′ Σ
2g // Σ2X ′′ // N
Σ3j //
Σ3X
′
.
We will show the existence of a morphism ℓ : Y −→ Σ2X ′′ making the above
diagram commute. Once this is shown, the construction of [1] gives that
βX,Y (fs
−1, (Σ2s)(Σ2g)−1 ◦ ℓ) = βX,Y (f, (Σ
2g)−1 ◦ ℓ) = β(j, h ◦ f) 6= 0,
and shows that βX,Y is non-degenerate (here the first equality follows from the
bifunctoriality of the bilinear form, and the second follows from its definition).
The existence of ℓ follows from the fact that HomDΓ(Y ,D≤−2Γ) = 0, so that
(Σ3j) ◦ h = 0. 
To end this section, we will prove that, in general, prCΓ is not equal to the whole
cluster category.
Lemma 2.17. Let (Q,W ) be a quiver with potential which is not Jacobi-finite.
Then Σ2Γ is not in prCΓ.
Proof Suppose that Σ2Γ lies in prCΓ. Then, by Proposition 2.10, it lifts to an
object X in prDΓΓ. We have that
HomC(Γ,Σ
2Γ) = HomDΓ(Γ, X) = H
0X.
Now, since X and Σ2Γ have the same image in C, and since H0Σ2Γ is zero (and
thus finite-dimensional), H0X must be finite-dimensional.
By Proposition 2.16, this implies that HomC(Γ,Γ) is also finite-dimensional,
contradicting the hypothesis that H0Γ = J(Q,W ) is of infinite dimension.
Thus Σ2Γ cannot be in prCΓ. 
2.9. Mutation of Γ in prDΓΓ. Recall the equivalence F of Theorem 2.6. For
convenience, we shall denote it by F+. Denote by F− the quasi-inverse of the
functor DΓ −→ DΓ′ obtained by applying Theorem 2.6 to the mutation of µi(Q,W )
at the vertex i. Then F−(Γ′i) is isomorphic to the cone of the morphism
Σ−1
⊕
α
Γs(α) −→ Σ
−1Γi
whose components are given by right multiplication by α.
In this subsection, we prove the following theorem, which was first formulated
as a “hope” by K. Nagao in his message [31] and which is used in [32]. In a more
restrictive setup, an analogous result was obtained in [23, Corollary 5.7].
CLUSTER CHARACTERS FOR ANY CLUSTER CATEGORY 17
Theorem 2.18. Let Γ be the complete Ginzburg dg algebra of a quiver with po-
tential (Q,W ). Let (ε1, ε2, . . . , εr−1) be a sequence of signs. Let (i1, . . . , ir) be an
admissible sequence of vertices, and let T =
⊕
j∈Q0
Tj be the image of Γ
(r) by the
sequence of equivalences
DΓ(r)
F
εr−1
r−1 // . . .
F
ε1
1 // DΓ(1) = DΓ.
Suppose that Tj lies in prDΓΓ for all vertices j of Q. Then there exists a sign εr
such that all summands of the image of Γ(r+1) by F ε11 F
ε2
2 · · ·F
εr
r lie in prDΓΓ.
We start by proving a result relating morphisms in the cluster category and in
the derived category, first proved in [1, Proposition 2.12] in the Hom-finite case.
Proposition 2.19. Let X and Y be objects of prDΓΓ such that HomDΓ(X,ΣY ) is
finite-dimensional. Then there is an exact sequence of vector spaces
0 −→ HomDΓ(X,ΣY ) −→ HomC(X,ΣY ) −→ DHomDΓ(Y,ΣX) −→ 0.
The proof of the proposition requires some preparation. First a lemma on limits.
Lemma 2.20. Let (Vi) be an inverse system of finite-dimensional vector spaces
with finite-dimensional limit. Then the canonical arrow
colim (DVi) −→ D(lim Vi)
is an isomorphism.
Proof This follows by duality from the isomorphisms
Dcolim (DVi) ∼= lim (DDVi) ∼= limVi.

We can now prove Proposition 2.19.
Proof (of Proposition 2.19.) Let X ′ −→ X −→ N −→ ΣX ′ be a triangle in
DΓ, with X ′ in D≤0 and N in Dfd ∩ D≤0 ∩ D≥0.
By the 3-Calabi–Yau property, HomDΓ(N,ΣY ) ∼= DHomDΓ(Y,Σ
2N), and this
is zero since Σ2N is in D≤−2. Moreover, HomDΓ(Σ
−1X,ΣY ) ∼= HomDΓ(X,Σ
2Y ),
and this is also zero since Σ2Y is in D≤−2.
The above triangle thus gives an exact sequence
0 −→ HomDΓ(X,ΣY ) −→ HomDΓ(X
′,ΣY ) −→ HomDΓ(Σ
−1N,ΣY ) −→ 0.
We want to take the colimit of this exact sequence with respect to all morphisms
f ′′ : X ′′ → X whose cone is in Dfd ∩D≤0 ∩D≥0 and with X
′′ in D≤0. The colimit
will still be a short exact sequence, since, as we shall prove, all the spaces involved
and their colimits are finite-dimensional.
The leftmost term is constant; its colimit is itself.
Consider the rightmost term. Since Y is in prDΓΓ, there is a triangle
P1 −→ P0 −→ Y −→ ΣP1
with P0 and P1 in addΓ. Noticing that HomDΓ(Pi, N) = HomDΓ(H
0Pi,H
0N) for
i ∈ {1, 2}, this yields get an exact sequence
0→ HomD(Y,N)→ HomD(H
0P0,H
0N)→ HomD(H
0P1,H
0N)→ HomD(Y,ΣN)→ 0.
Since the two middle spaces are finite-dimensional, so are the other two, and the
limit of this sequence is still exact.
Now H0X is an (EndDΓΓ)-module. Since EndDΓΓ is the jacobian algebra of a
quiver with potential, H0X is the limit of all its finite-dimensional quotients. The
system given by the H0N is a system of all the finite-dimensional quotients ofH0X ;
its limit is thus H0X .
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Hence the limit of HomDΓ(H
0Pi,H
0N) is HomDΓ(H
0Pi,H
0X), which is isomor-
phic to HomDΓ(Pi,H
0X). We thus have an exact sequence
HomDΓ(P0,H
0X)→ HomDΓ(P1,H
0X)→ limHomDΓ(Y,ΣN)→ 0.
This implies the isomorphisms
limHomDΓ(Y,ΣN) ∼= HomDΓ(Y,ΣH
0X) ∼= HomDΓ(Y,ΣX).
Using Lemma 2.20, we thus get that colimDHomDΓ(Y,ΣN) = DHomDΓ(Y,ΣX),
and the 3-Calabi–Yau property of Theorem 2.5 implies that DHomDΓ(Y,ΣN) is iso-
morphic to HomDΓ(Σ
−1N,ΣY ). Therefore the colimit of the HomDΓ(Σ
−1N,ΣY )
is DHomDΓ(Y,ΣX) as desired.
It remains to be shown that the colimit of the terms of the form HomDΓ(X
′,ΣY )
is HomDΓ(X,ΣY ). This is exactly Lemma 2.15. This finishes the proof of the
Proposition. 
This enables us to formulate a result on the lifting of triangles from the cluster
category to the derived category.
Proposition 2.21. Let X and Y be objects of prCΓ, with dimHomC(X,ΣY ) = 1
(and so dimHomC(Y,ΣX) = 1 by Proposition 2.16). Let
X −→ E −→ Y −→ ΣX and Y −→ E′ −→ X −→ ΣY
be non-split triangles (they are unique up to isomorphism). Then one of the two
triangles lifts to a triangle A −→ B −→ C −→ ΣA in per Γ, with A, B and C in
prDΓΓ.
Proof According to Proposition 2.10, we can lift X and Y to objects X and
Y of prDΓ. Using the short exact sequence of Proposition 2.19, we have that one
of HomDΓ(X,ΣY ) and HomDΓ(Y ,ΣX) is one-dimensional.
Suppose that HomDΓ(Y ,ΣX) is one-dimensional. Let
X −→ E −→ Y −→ ΣX
be a non-split triangle. Since prDΓΓ = D≤0 ∩
⊥D≤−2 ∩ per Γ is closed under
extensions, E lies in prDΓΓ. Thus the equivalence of Proposition 2.10 implies that
the triangle descends to a non-split triangle in C. Up to isomorphism, this non-split
triangle is X −→ E −→ Y −→ ΣX .
The proof is similar if HomDΓ(X,ΣY ) is one-dimensional; in this case, the tri-
angle Y −→ E′ −→ X −→ ΣY is the one which can be lifted. 
We can now prove the main theorem of this subsection.
Proof (of Theorem 2.18.)
Put i = ir. For any vertex j 6= i, the image of Γ
(r+1) by F ε11 F
ε2
2 · · ·F
εr−1
r−1 F
ε
r
is isomorphic to Tj for any sign ε, and is in prDΓΓ by hypothesis. Now, the im-
ages of Γ
(r+1)
i by F
ε1
1 F
ε2
2 · · ·F
εr−1
r−1 F
+
r and by F
ε1
1 F
ε2
2 · · ·F
εr−1
r−1 F
−
r become isomor-
phic in the cluster category CQ,W , and they lie in prCΓ. Denote these images
by T ∗i . We have that dimHomC(Ti,ΣT
∗
i ) = 1. Thus we can apply Proposition
2.21 and get that T ∗i is lifted in prDΓΓ either to F
ε1
1 F
ε2
2 · · ·F
εr−1
r−1 F
+
r (Γ
r+1
i ) or to
F ε11 F
ε2
2 · · ·F
εr−1
r−1 F
−
r (Γ
r+1
i ). 
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3. Cluster character
Let C be a (not necessarily Hom–finite) triangulated category with suspension
functor Σ. Let T =
⊕n
i=1 Ti be a basic rigid object in C (with each Ti indecompos-
able), that is, an object T such that HomC(T,ΣT ) = 0 and i 6= j implies that Ti
and Tj are not isomorphic. We will assume the following :
(1) prCT is a Krull–Schmidt category;
(2) B = EndC(T ) is the (completed) Jacobian algebra of a quiver with potential
(Q,W );
(3) the simple B–module at each vertex can be lifted to an object in prC(T ) ∩
prC(ΣT ) through the functor HomC(T,−);
(4) for all objects X of prC(ΣT ) ∪ prC(T ) and Y of prC(ΣT ), there exists a
non-degenerate bilinear form
HomC(X,Y )×HomC(Y,Σ
2X) −→ k
which is functorial in both variables.
Lemma 3.1. The above hypotheses hold for the cluster category CQ,W of a quiver
with potential (Q,W ), where T is taken to be Σ−1Γ.
Proof Condition (1) is proved in Corollary 2.12, since prCΓ is equivalent to
prCΣ
−1Γ. Condition (2) follows from Proposition 2.10, since EndC(Σ
−1Γ) is iso-
morphic to EndC(Γ), which is in turn isomorphic to EndDΓ(Γ) = H
0Γ, and this is
the completed Jacobian algebra of (Q,W ). Condition (3) follows from the fact that
HomC(Γi,ΣΓ
∗
i ) = HomDΓ(Γi,ΣΓ
∗
i ) is one-dimensional (see [30, Section 4]). Finally,
condition (4) is exactly Proposition 2.16. 
As in [9] and [33], define the index with respect to T of an object X of prCT as
the element of K0(proj B) given by
indTX = [FT
X
0 ]− [FT
X
1 ],
where TX1 −→ T
X
0 −→ X −→ ΣT
X
1 is an (addT )-presentation of X . One can show
as in [33] that the index is well-defined, that is, does not depend on the choice of a
presentation.
3.1. Modules. Consider the functors F = HomC(T,−) : C −→ Mod B and G =
HomC(−,Σ
2T ) : C −→ Mod Bop, where Mod B is the category of right B–modules.
For an object U of C, let (U) be the ideal of morphisms in C factoring through
an object of addU .
This subsection is devoted to proving some useful properties of the functors F
and G.
Lemma 3.2. Let X and Y be objects in C.
(1) If X lies in prCT , then F induces an isomorphism
HomC(X,Y )/(ΣT ) −→ HomB(FX,FY ).
If Y lies in prCΣT , then G induces an isomorphism
HomC(X,Y )/(ΣT ) −→ HomBop(GY,GX).
(2) F induces an equivalence of categories
prCT/(ΣT ) −→ mod B,
where mod B denotes the category of finitely presented B–modules.
(3) Any finite-dimensional B–module can be lifted through F to an object in
prCT ∩ prCΣT . Any short exact sequence of finite-dimensional B-modules
can be lifted through F to a triangle of C, whose three terms are in prCT ∩
prCΣT .
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Proof (1) We only prove the first isomorphism; the proof of the second one
is dual. First, suppose that X = Ti is an indecomposable summand of T . Let
f : FTi −→ FY be a morphism of B–modules. Note that any element g of FTi =
HomC(T, Ti) is of the form pg
′, where p : T −→ Ti is the canonical projection and g
′
is an endomorphism of T . Hence f(g) = f(p)g′. Moreover, consider the idempotent
ei in EndCT associated with Ti. We have that f(p) = f(pei) = f(p)ei. Hence f(p)
can be viewed as a morphism from Ti to Y , and f = F (f(p)). This shows that
there is a bijection HomC(Ti, Y ) −→ HomB(FTi, FY ).
One easily sees that this bijection will also hold if X is a direct sum of direct
summands of T .
Now, let X be in prCT , and let T
X
1
α // TX0
β // X
γ // ΣTX1 be a triangle
in C, with TX0 , T
X
1 ∈ addT . Let f : FX −→ FY be a morphism of B–modules. We
have that fFβ belongs to HomB(FT
X
0 , FY ), and by the above lifts to a morphism
ω : TX0 −→ Y .
Moreover, F (ωα) = FωFα = fFβFα = 0, and by injectivity, ωα = 0. Hence
there exists φ : X −→ Y such that φβ = ω, so FφFβ = fFβ. Since Fβ is
surjective, this gives Fφ = f . Therefore the map HomC(X,Y ) −→ HomB(FX,FY )
is surjective.
Suppose now that u : X −→ Y is such that Fu = 0. Then F (uβ) = FuFβ = 0,
and by the injectivity proved above, uβ = 0, and u factors through ΣTX1 . This
finishes the proof.
(2) It follows from part (1) that the functor is fully faithful. Let nowM ∈ mod B,
and let P1 −→ P0 −→M −→ 0 be a projective presentation. By part (1), P1 −→ P0
lifts to a morphism T1 −→ T0 in C, with T0, T1 ∈ addT . We can embed this
morphism in a triangle T1 −→ T0 −→ X −→ ΣT1, and we see that FX is isomorphic
to M . This proves the equivalence.
(3) By our hypothesis, the statement is true for the simple modules at each
vertex. Let M be a finite-dimensional B–module. According to a remark following
Definition 10.1 of [10],M is nilpotent. Therefore it can be obtained from the simple
modules by repeated extensions. All we have to do is show that the property is
preserved by extensions in Mod B.
Let 0 −→ L −→ M −→ N −→ 0 be a short exact sequence, with L and N in
mod B admitting lifts L and N in prCT ∩ prCΣT , respectively. Using projective
presentations of L and N , we consctruct one for M and obtain a diagram as below,
where the upper two rows are split.
0 // PL1
//

PL1 ⊕ P
N
1
//

PN1
//

0
0 // PL0
//

PL0 ⊕ P
N
0
//

PN0
//

0
0 // L //

M //

N //

0
0 0 0
Thanks to part (2), the upper left square can be lifted into a commutative
diagram
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TL1
//

TL1 ⊕ T
N
1

TL0
// TL0 ⊕ T
N
0
which in turn embeds in a nine-diagram as follows.
TL1
//

TL1 ⊕ T
N
1
//

TN1
//

ΣTL1
TL0
//

TL0 ⊕ T
N
0
//

TN0
//

ΣTL0
L //

M //

N //

ΣL
ΣTL1
// ΣTL1 ⊕ ΣT
N
1
// ΣTN1
HenceM is a lift ofM in prCT . Now, since N lies in prCΣT , it follows from part
(1) that the morphism Σ−1N −→ L is in (ΣT ), and thus from Lemma 3.4 below
that M is also in prCΣT . This finishes the proof. 
Lemma 3.3. Let X, Y and Z be objects in C. Suppose that Y and Z lie in prCΣT
and that FY is finite-dimensional. Let
X
f // Y
g // Z // ΣX
be a triangle. If Ff = 0, then f ∈ (ΣT ).
Proof The equality Ff = 0 means that Fg is injective. Using the non-
degenerate bilinear form, we get a commuting diagram
HomC(T, Y )
  Fg //
 _

HomC(T, Z) _

DHomC(Y,Σ
2T )
DGg // DHomC(Z,Σ2T ),
where the top horizontal morphism and the two vertical ones are injective. Since FY
is finite-dimensional, the left morphism is an isomorphism. Thus DGg is injective,
and Gg is surjective. But this means that Gf = 0, and by part (1) of Lemma 3.2,
f ∈ (ΣT ). 
3.2. Presentations and index. Let us now study some closure properties of prCT ,
and deduce some relations between triangles and indices.
Lemma 3.4. Let X // Y // Z
ε // ΣX be a triangle in C such that ε is
in (ΣT ). Then
(1) If two of X, Y and Z lie in prCT , then so does the third one.
(2) If X,Y, Z ∈ prCT , then we have an equality indTX + indTZ = indTY .
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Proof Let us first suppose that X and Z lie in prCT . Let T
X
1 −→ T
X
0 −→
X −→ ΣTX1 and T
Z
1 −→ T
Z
0 −→ Z −→ ΣT
Z
1 be two triangles, with T
X
0 , T
X
1 , T
Z
0
and TZ1 in addT .
Since HomC(T,ΣT ) = 0, the composition T
Z
0 −→ Z −→ ΣX vanishes, so T
Z
0 −→
Z factors through Y . This gives a commutative square
TX0 ⊕ T
Z
0
//

TZ0

Y // Z
which can be completed into a nine-diagram
TX1
//

TX1 ⊕ T
Z
1
//

TZ1

// ΣTX1
TX0
//

TX0 ⊕ T
Z
0
//

TZ0

// ΣTX0
X //

Y //

Z //

ΣX
ΣTX1 ΣT
X
1 ⊕ ΣT
Z
1 ΣT
Z
1
showing that Y is in prCT and that assertion 2 is true.
Now suppose that X and Y lie in prCT . Since the composition Z −→ ΣX −→
Σ2TX1 is zero, the morphism Z −→ ΣX factors through ΣT
X
0 . This yields an
octahedron
ΣY
Z ΣX
ΣW
ΣTX0
Σ2TX1
+




		



aaCCCCCCCCCCCCCCCCCCCCCCCC
::ttttttttttttttttttttt 
//
+
VVVV
V
**VVVV
VV
/
//
//
//
//
/ 88qqqqqqqqqqqqqqqqqqq
jjccGGGGGGGGGGGGGGGGGGGGG
+oo
+
		
which produces a triangle TX1 −→ W −→ Y −→ ΣT
X
1 . Composing with Y −→
ΣT Y1 , we get a second octahedron
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ΣU
W ΣT Y1
ΣTX1
Y
ΣT Y0
+




		



aaCCCCCCCCCCCCCCCCCCCCCCC
::tttttttttttttttttttt 
//
+
VVVVV
**VVVV
VV
/
//
//
//
//
/ 88qqqqqqqqqqqqqqqqqqqq
jjccGGGGGGGGGGGGGGGGGGGGGG
+oo
+
		
which gives triangles TX1 −→ U −→ T
Y
0 −→ ΣT
X
1 and T
Y
1 −→ U −→ W −→
ΣT Y1 . Note that, since HomC(T,ΣT ) = 0, the first triangle is split, so U is isomor-
phic to TX1 ⊕ T
Y
0 .
From the first octahedron, one gets a triangle TX0 −→ W −→ Z −→ ΣT
X
0 .
Construct one last octahedron with the composition U −→W −→ Z.
ΣV
U Z
ΣT Y1
W
ΣTX0
+




		



aaCCCCCCCCCCCCCCCCCCCCCCCC
::tttttttttttttttttttt 
//
+
VVVVV
**VVVV
VV
/
//
//
//
//
/ 88qqqqqqqqqqqqqqqqqqqqq
jjccGGGGGGGGGGGGGGGGGGGGG
+oo
+
		
As was the case for U , V is in a split triangle, and is thus isomorphic to T Y1 ⊕T
X
0 .
Hence there is a triangle V −→ U −→ Z −→ ΣV , with U and V in add T . This
proves that Z lies in prCT .
Finally, suppose that Y and Z are in prCT . Notice that since Σ
−1ε factors
through addT , the composition Σ−1TZ0 −→ Σ
−1Z −→ X vanishes. Applying a
reasonning dual to that of the preceding case, one proves that X lies in prCT . 
The next lemma is an adapted version of Proposition 6 of [33].
Lemma 3.5. Let X
α // Y
β // Z
γ // ΣX be a triangle in C, with X,Z ∈
prCT such that CokerFβ is finite-dimensional. Let C ∈ prCT ∩ prCΣT be such
that FC = CokerFβ. Then Y ∈ prCT , and indTX + indTZ = indTY + indTC +
indTΣ
−1C.
Proof Note that since CokerFβ is finite-dimensional, it can be lifted to C ∈
prCT ∩ prCΣT thanks to Lemma 3.2.
The case where γ factors through addΣT was treated in Lemma 3.4. In that
case, CokerFβ = 0, and C ∈ addΣT , so that indTC = −indTΣ
−1C.
Suppose now that γ is not in (ΣT ). In mod B, there is a commutative triangle
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FZ //
%%JJ
JJ
JJ
JJ
J FΣX
CokerFβ
99rrrrrrrrrr
which, thanks to Lemma 3.2, we can lift to a commutative triangle
Z
a //
b
##G
GG
GG
GG
GG ΣX
C ⊕ ΣT
c
::uuuuuuuuu
in C, where T lies in addT . Form an octahedron
ΣY
Z ΣX.
U
C ⊕ ΣT
U ′
+




		



aaCCCCCCCCCCCCCCCCCCCCCCCC
::tttttttttttttttttttttt 
//
+
VVVV
VV
**VVVV
VV
/
//
//
//
//
/ 88qqqqqqqqqqqqqqqqqq
jjccGGGGGGGGGGGGGGGGGGGGGG
+oo
+
		
Since Fb is an epimorphism, the morphism C ⊕ ΣT −→ U must lie in (ΣT ),
by Lemma 3.2, part (1). Since Fc is a monomorphism, the same must hold for
Σ−1U ′ −→ C ⊕ ΣT , by Lemma 3.3. By composition, the morphism Σ−1U ′ −→ U
is also in (ΣT ).
We thus have three triangles
Σ−1U // Z // C ⊕ ΣT // U
Σ−1C ⊕ T // X // Σ−1U ′ // C ⊕ ΣT
Σ−1U // Y // Σ−1U ′ // U
whose third morphism factors through ΣT . Applying Lemma 3.4, we get that
Σ−1U , Σ−1U ′ and Y are in prCT , and that
indTΣ
−1U + indTC + indTΣT = indTZ,
indTΣ
−1C + indTT + indTΣ
−1U ′ = indTX, and
indTY = indTΣ
−1U + indTΣ
−1U ′.
Summing up, and noticing that indTT = −indTΣT , we get the desired equality.

Lemma 3.6. LetX be an object in prCT∩prCΣT such that FX is finite-dimensional.
Then the sum indTX + indTΣ
−1X only depends on the dimension vector of FX.
Proof First, notice that FX = 0 if, and only if, X is in addΣT .
Second, suppose X is indecomposable. If Y is another such object such that FX
and FY are isomorphic and non-zero, then X and Y are isomorphic in C. Indeed, in
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view of Lemma 3.2, part (2), there exist morphisms f : X −→ Y and g : Y −→ X
such that f ◦ g = idX + t and g ◦ f = idY + t
′, with t, t′ ∈ (ΣT ). But since the
endomorphism rings of X and Y are local and not contained in (ΣT ), this implies
that f ◦ g and g ◦ f are isomorphisms.
Third, let us show that the sum depends only on the isomorphism class of FX .
Let Y be another such object such that FX and FY are isomorphic. Write X =
X ⊕ ΣTX and Y = Y ⊕ ΣT Y , where TX , T Y ∈ addT and X,Y have no direct
summand in addΣT . Then FX = FY , and by the above X and Y are isomorphic.
We have
indTX + indTΣ
−1X = indTX + indTΣ
−1X + indTΣT
X + indTT
X
= indTX + indTΣ
−1X
= indTY + indTΣ
−1Y + indTΣT
Y + indTT
Y
= indTY + indTΣ
−1Y.
Finally, we prove that the sum only depends on the dimension vector of FX .
Let 0 −→ L −→ M −→ N −→ 0 be an exact sequence in mod B. As in the proof
of part (3) of Lemma 3.2, lift it to a triangle L −→ M −→ N −→ ΣL, where the
last morphism in in (ΣT ) ∩ (Σ2T ). Using Lemma 3.4, we get the equality
indTM + indTΣ
−1M = indTL+ indTΣ
−1L+ indTN + indTΣ
−1N.
This gives the independance on the dimension vector. 
Notation 3.7. For a dimension vector e, denote by ι(e) the quantity indTX +
indTΣ
−1X, where dimFX = e (by the above Lemma, this does not depend on the
choice of such an X).
Lemma 3.8. If X ∈ prC(T ) and Y ∈ prC(ΣT ), then the bilinear form induces a
non-degenerate bilinear form
(ΣT )(X,Y )×HomC(Y,Σ
2X)/(Σ2T ) −→ k.
Proof Let TX1
// TX0
// X
η // ΣTX1 be a triangle, with T
X
0 , T
X
1 in
addT . Consider the following diagram.
HomC(X,Y ) × HomC(Y,Σ
2X)
Σ2η∗

// k
HomC(ΣT
X
1 , Y )
η∗
OO
× HomC(Y,Σ
3TX1 )
// k
The bifunctoriality of the bilinear form (call it β) implies that for each f in
HomC(ΣT
X
1 , Y ) and each g in HomC(Y,Σ
2X), β(η∗f, g) = β(f,Σ2η∗g).
As a consequence, there is an induced non-degenerate bilinear form
Im η∗ × ImΣ2η∗ −→ k.
Since Im η∗ is isomorphic to (ΣT )(X,Y ) and ImΣ2η∗ is in turn isomorphic to
HomC(Y,Σ
2X)/(Σ2T ), we get the desired result.

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3.3. Cluster character : definition. In [33], Y. Palu defined the notion of cluster
character for a Hom–finite 2-Calabi–Yau triangulated category with a cluster-tilting
object. In our context, the category C is not Hom–finite nor 2-Calabi–Yau, and the
object T is only assumed to be rigid. However, the definition can be adapted to
this situation as follows.
Definition 3.9. Let C be a triangulated category and T be a rigid object as above.
The category D is the full subcategory of prCT ∩ prCΣT whose objects are those X
such that FX is a finite-dimensional B–module.
Under the hypotheses of this Section, the subcategory D is Krull–Schmidt and
stable under extensions. Moreover, in the special case where C = CQ,W and T =
Σ−1Γ, the subcategory D does not depend on the mutation class of T ; that is,
replacing Γ by any µr . . . µ1Γ in the definition of T yields the same subcategory D
(this is a consequence of the nearly Morita equivalence of [30, Corollary 4.6] and of
Corollary 2.8).
The subcategory D allows us to extend the notion of cluster characters.
Definition 3.10. Let C be a triangulated category and T be a rigid object as above.
Let D be as Definition 3.9.
A cluster character on C (with respect to T ) with values in a commutative ring
A is a map
χ : obj(D) −→ A
satisfying the following conditions :
• if X and Y are two isomorphic objects in D, then we have χ(X) = χ(Y );
• for all objects X and Y of D, χ(X ⊕ Y ) = χ(X)χ(Y );
• (multiplication formula) for all objects X and Y of D that are such that
dimExt1C(X,Y ) = 1, the equality
χ(X)χ(Y ) = χ(E) + χ(E′)
holds, where X −→ E −→ Y −→ ΣX and Y −→ E′ −→ X −→ ΣY are
non split triangles.
Note that Ext1C(Y,X) is one-dimensional, thanks to the non-degenerate bilinear
form. Also note that E and E′ are in D, thanks to Lemma 3.5, so χ(E) and χ(E′)
are defined.
Remark 3.11. If the category C happens to be Hom–finite and 2-Calabi–Yau, and if
T is a cluster-tilting object, then this definition is equivalent to the one given in [33].
Indeed, in that case, it was shown in [29], Proposition 2.1, that prCT = prCΣT = C,
so D = C.
Let D be as in Definition 3.10 and ι be as in Notation 3.7. Define the map
X ′? : obj(D) −→ Q(x1, x2, . . . , xn)
as follows : for any object X of D, put
X ′X = x
indTΣ−1X
∑
e
χ
(
Gre(FX)
)
x−ι(e).
Here, χ is the Euler–Poincare´ characteristic.
Compare this definition to that of [33] and [15].
Theorem 3.12. The map X ′? defined above is a cluster character on C with respect
to T .
It is readily seen that the first two conditions of Definition 3.10 are satisfied by
X ′?. We thus need to show that the multiplication formula holds in order to prove
Theorem 3.12.
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3.4. Dichotomy. This subsection mimics Section 4 of [33]. Our aim here is to
prove the following dichotomy phenomenon.
Let X and Y be objects of D such that dimExt1C(X,Y ) = 1. This implies that
dimExt1C(Y,X) = 1. Let
X
i // E
p // Y
ε // ΣX
Y
i′ // E′
p′ // X
ε′ // ΣY
be non-split triangles. Recall that Lemma 3.5 implies that E and E′ are in D.
Let U and V be submodules of FX and FY , respectively. Define
GU,V =
{
W ∈
⋃
e
Gre(FE)
∣∣∣ (Fi)−1(W ) = U, Fp(W ) = V } and
G′U,V =
{
W ∈
⋃
e
Gre(FE
′)
∣∣∣ (Fi′)−1(W ) = V, Fp′(W ) = U}.
Proposition 3.13 (Dichotomy). Let U and V be as above. Then exactly one of
GU,V and G
′
U,V is non-empty.
In order to prove this Proposition, a few lemmata are needed.
Using Lemma 3.2, lift the inclusions U ⊆ FX and V ⊆ FY to morphisms
iU : U −→ X and iV : V −→ Y , where U and V lie in prCT ∩ prCΣT . Keep these
notations for the rest of this Section and for the next.
The first lemma is about finiteness.
Lemma 3.14. Let X and U be as above. Let M be an object of C such that
FM and HomC(X,ΣM) are finite-dimensional. Then HomC(U,ΣM) is also finite-
dimensional.
Proof Embed iU in a triangle Σ−1X
α // Z
β // U
iU // X . From this
triangle, one gets the exact sequence
HomC(X,ΣM)
i∗U // HomC(U,ΣM)
β∗ // HomC(Z,ΣM).
The image of β∗ is isomorphic to HomC(U,ΣM)/Im i
∗
U . Since HomC(X,ΣM) is
finite-dimensional by hypothesis, it suffices to show that Imβ∗ is finite-dimensional
to prove the Lemma.
Since Σ−1X and U are in prCT and CokerFβ is finite-dimensional, Lemma 3.5
can be applied to get that Z is in prCT . Let T
Z
1
// TZ0
// Z // ΣTZ1 be
a triangle, with TZ0 and T
Z
1 in prCT .
Now, FiU is a monomorphism, so Fβ = 0, and Lemma 3.2 implies that β lies in
(ΣT ). Therefore Imβ∗ is contained in (ΣT )(Z,ΣM). It is thus sufficient to show
that the latter is finite-dimensional.
We have an exact sequence
HomC(ΣT
Z
1 ,ΣM)
γ // HomC(Z,ΣM) // HomC(TZ0 ,ΣM).
Since T is rigid, we have that (ΣT )(Z,ΣM) = Im γ. It is thus finite-dimensional.
Indeed, FM = HomC(T,M) is finite-dimensional, and this implies that the same
property holds for HomC(ΣT
Z
1 ,ΣM). This finishes the proof. 
The second lemma is a characterization in C of the non-emptiness of GU,V . It is
essentially [33, Lemma 14], where the proof differs in that not every object lies in
prCT .
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Lemma 3.15. With the above notations, the following are equivalent:
(1) GU,V is non-empty;
(2) there exist morphisms e : Σ−1V −→ U and f : Σ−1Y −→ U such that
(a) (Σ−1ε)(Σ−1iV ) = iUe
(b) e ∈ (T )
(c) iUf − Σ
−1ε ∈ (ΣT );
(3) condition (2) where, moreover, e = fΣ−1iV .
Proof Let us first prove that (2) implies (1). The commutative square given by
(a) gives a morphism of triangles
U //
iU

W //
φ

V
Σe //
iV

ΣU
ΣiU

X
i // E
p // Y
ε // ΣX.
Applying the functor F , we get a commutative diagram in mod B :
U //
FiU

FW //
Fφ

V
Σe //
FiV

0
FX
Fi // FE
Fp // FY.
An easy diagram chasing shows that the image of Fφ is in GU,V , using the
morphism f .
Let us now prove that (1) implies (2). Let W be in GU,V . Notice that U
contains KerFi = ImFΣ−1ε, so FΣ−1ε factors through U . Since Σ−1Y ∈ prCT ,
Lemma 3.2 allows us to find a lift f : Σ−1Y −→ U of this factorization such that
iUf − Σ
−1ε ∈ (ΣT ).
Let us define e. Since V ∈ prCT , there exists a triangle
T V1
// T V0
// V // ΣT V1 .
Since FT V0 is projective, and since W
Fp // V is surjective, FT V0
// V fac-
tors through Fp. Composing with the inclusion ofW in FE, we get a commutative
square
FT V0
//

V

FE // FY
which lifts to a morphism of triangles (thanks to Lemma 3.2)
Σ−1V //

T V1
//

T V0
//

V

Σ−1Y // X // E // Y.
Now FT V0
// FE factors through W , and since U = (Fi)−1(W ), then the
image of FT V1
// FX is contained in U . Thus T V1
// X factors through
U , and we take e to be the composition Σ−1V // T V1
// U . By construction,
conditions (a) and (b) are satisfied.
Obviously, (3) implies (2). Let us show that (2) implies (3).
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First, since (Σ−1ε)(Σ−1iV ) = iUe and iUfΣ
−1iV − (Σ
−1ε)(Σ−1iV ) ∈ (ΣT ),
we get that iU (fΣ
−1iV − e) ∈ (ΣT ). Since FiU is a monomorphism, and since
Σ−1V ∈ prCT , we get that h := fΣ
−1iV − e ∈ (ΣT ).
Embed the morphism Σ−1iV into a triangle
Σ−1V
Σ−1iV // Σ−1Y // C // V .
Using Lemma 3.5, we see that C lies in prCT , and since FiV is a monomorphism,
this implies that C // V lies in (ΣT ), by Lemma 3.2.
Now, h ∈ (ΣT ) and Σ−1C // Σ−1V ∈ (T ), so their composition vanishes.
Therefore there exists a morphism Σ−1Y
ℓ // U such that ℓΣ
−1iV = h.
Since V is in prCΣT , there is a triangle T
1
V
// T 0V
// Σ−1V // ΣT
1
V .
Now, since Σ−1C // Σ−1V ∈ (T ) and ℓΣ
−1iV ∈ (ΣT ), we have morphisms of
triangles
Σ−1C //

Σ−1V
Σ−1iV // Σ−1Y
c //
v

C

T 0V
u //

Σ−1V //
Σ−1iV

ΣT 1V
//
w

ΣT 0V

Σ−1C′ // Σ−1Y
ℓ // U // C′.
Since the composition (ℓ−wv)Σ−1iV vanishes, there exists a morphism ℓ
′ from
C to U such that ℓ′c = ℓ− wv.
Put f0 = f − wv. Then
f0Σ
−1iV = fΣ
−1iV − ℓΣ
−1iV + ℓ
′cΣ−1iV = fΣ
−1iV − h+ 0 = e.
Moreover, iUf0 −Σ
−1ε = (iUf − Σ
−1ε)−wv ∈ (ΣT ). This finishes the proof. 
Proof (of Proposition 3.13) The proof is similar to that of Proposition 15 of
[33]. Consider the linear map
α : (Σ−1Y, U)⊕ (Σ−1Y,X) → (Σ−1V ,X)⊕ (Σ−1V , U)/(T )⊕ (Σ−1Y,X)/(ΣT )
(x, y) 7→ (y(Σ−1iV )− iUx(Σ
−1iV ), xΣ
−1iV , iUx− y),
where we write (X,Y ) instead of HomC(X,Y ). Then f ∈ HomC(Σ
−1Y, U) sat-
isfies condition (3) of Lemma 3.15 if, and only if, (f,Σ−1ε) is in Kerα. Since
HomC(Y,Σ
−1X) is one-dimensional, the existence of such an f is equivalent to the
statement that the map
β : Kerα 
 // (Σ−1Y, U)⊕ (Y,ΣX) // // (Y,ΣX)
does not vanish, where the second map is the canonical projection.
Now, the emptiness of GU,V is equivalent to the vanishing of β, which is equiv-
alent to the vanishing of its dual
Dβ : D(Y,ΣX)
  // D(Σ−1Y, U)⊕D(Y,ΣX) // // CokerDα,
which is in turn equivalent to the fact that any element of the space D(Σ−1Y, U)⊕
D(Y,ΣX) of the form (0, z) lies in ImDα.
Using Lemma 3.14 and the non-degenerate bilinear form, we see that all five
spaces involved in the definition of α are finite-dimensional. Therefore, Lemma
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3.8 yields the following commutative diagram, where the vertical morphisms are
componentwise isomorphisms :
D(Σ−1V ,X)⊕D(Σ−1V , U)/(T )⊕D(Σ−1Y,X)/(ΣT )
Dα // D(Σ−1Y, U)⊕D(Σ−1Y,X)
(X,ΣV )⊕ (ΣT )(U,ΣV )⊕ (Σ2T )(X,ΣY )
α′ //
OO
(U,ΣY )⊕ (X,ΣY ).
OO
Here, the action of α′ is given by α′(x, y, z) = ((ΣiV )xiU+(ΣiV )y+ziU ,−(ΣiV )x−
z).
Now, any element of the form (0, w) is in Imα′ if, and only if, (0, ε′) is in Imα′,
which in turn is equivalent to the fact that condition (2) of Lemma 3.15 is satisfied,
and thus to the fact that G′U,V is non-empty. This finishes the proof. 
3.5. Multiplication formula. The main goal of this section is to prove the fol-
lowing Proposition, using the results of the previous sections.
Proposition 3.16 (Multiplication formula). The map X ′? satisfies the multiplica-
tion formula given in Definition 3.10.
In order to prove this result, some notation is in order. Let X and Y be objects
of D such that HomC(X,ΣY ) is one-dimensional. Let
X
i // E
p // Y
ε // ΣX and
Y
i′ // E′
p′ // X
ε′ // ΣX
be non-split triangles in C. For any submodules U of FX and V of FY , define
GU,V and G
′
U,V as in Section 3.4.
For any dimension vectors e, f and g, define the following varieties :
Ge,f =
⋃
dimU = e
dimV = f
GU,V
G′e,f =
⋃
dimU = e
dimV = f
G′U,V
Gge,f = Ge,f ∩Grg(FE)
G
′g
e,f = G
′
e,f ∩Grg(FE
′).
We first need an equality on Euler characteristics.
Lemma 3.17. With the above notation, we have that
χ(Gre(FX))χ(Grf (FY )) =
∑
g
(
χ(Gge,f ) + χ(G
′g
e,f )
)
.
Proof The Lemma is a consequence of the following successive equalities:
χ(Gre(FX))χ(Grf (FY )) = χ(Gre(FX)×Grf (FY ))
= χ(Ge,f ⊔G
′
e,f )
= χ(Ge,f ) + χ(G
′
e,f )
=
∑
g
(
χ(Gge,f ) + χ(G
′g
e,f )
)
.
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The only equality requiring explanation is the second one. Consider the map
Ge,f ⊔G
′
e,f −→ Gre(FX)×Grf (FY )
W 7−→


(
(Fi)−1(W ), (Fp)(W )
)
if W ∈ Ge,f(
(Fi′)−1(W ), (Fp′)(W )
)
if W ∈ G′e,f .
As a consequence of Proposition 3.13, the map is surjective, and as shown in [6],
its fibers are affine spaces. The Euler characteristic of all its fibers is thus 1, and
we have the desired equality. 
Secondly, we need an interpretation of the dimension vectors e, f and g.
Lemma 3.18. If Gge,f is not empty, then
dim (CokerFΣ−1p) = e+ f − g.
Proof We have the following commuting diagram in mod B, where the rows
are exact sequences:
0 // K // U //
FiU

W //
FiW

V //
FiV

0
FX
Fi // FE
Fp // FY
Fε // FΣX.
In this diagram, dimU = e, dimW = g and dimV = f . The existence of such a
diagram is guaranteed by the non-emptiness of Gge,f .
Now CokerFΣ−1p is isomorphic to KerFi, which is in turn isomorphic to
Ker (Fi ◦ FiU ), since U = (Fi)
−1(W ). This last kernel is isomorphic to K. Hence
the equality dim (CokerFΣ−1p) = dimK holds.
Finally, the upper exact sequence gives the equality dimK + dimW = dimU +
dimV . By rearranging and substituting terms, we get the desired equality. 
Everything is now in place to prove the multiplication formula.
Proof (of Proposition 3.16) The result is a consequence of the following suc-
cessive equalities (explanations follow).
X ′XX
′
Y = x
indTΣ−1X+indTΣ−1Y
∑
e,f
χ
(
Gre(FX)
)
χ
(
Grf (FY )
)
x−ι(e+f)
= xindTΣ
−1X+indTΣ−1Y
∑
e,f,g
(
χ(Gge,f ) + χ(G
′g
e,f )
)
x−ι(e+f)
= xindTΣ
−1X+indTΣ−1Y−ι(CokerFΣ−1p)−ι(g)
∑
e,f,g
χ(Gge,f ) +
+ xindTΣ
−1X+indTΣ−1Y−ι(CokerFΣ−1p′)−ι(g)
∑
e,f,g
χ(G
′g
e,f )
= xindTΣ
−1E
∑
g
χ
(
Grg(FE)
)
x−ι(g) +
+ xindTΣ
−1E′
∑
g
χ
(
Grg(FE
′)
)
x−ι(g)
= X ′E +X
′
E′ .
The first equality is just the definition of X ′?. The second one is a consequence
of Lemma 3.17, and the third one of Lemma 3.18. The fourth follows from Lemma
3.5. The fifth equality is obtained by definition of Gge,f and G
′g
e,f . The final equality
is, again, just the definition of X ′?. 
32 PIERRE-GUY PLAMONDON
4. Application to cluster algebras
In this section, we apply the cluster character developped in Section 3 to any
skew-symmetric cluster algebra, taking T = Σ−1Γ.
An object X of a triangulated category is rigid if Hom(X,ΣX) vanishes. Let
CQ,W be the cluster category of a quiver with potential (Q,W ). A reachable object
of CQ,W is a direct factor of a direct sum of copies µir . . . µi1(Γ) for some admissible
sequence of vertices (i1, . . . , ir) of Q. Notice that each reachable object is rigid.
Theorem 4.1. Let (Q,W ) be a quiver with potential. Then the cluster charac-
ter X ′? defined in 3.10 gives a surjection from the set of isomorphism classes of
indecomposable reachable objects of CQ,W to the set of clusters variables of the clus-
ter algebra associated with Q obtained by mutating the initial seed at admissible
sequences of vertices.
More precisely, X ′? sends the indecomposable summands of µir . . . µi1(Γ) to the
elements of the mutated cluster µir . . . µi1(x1, . . . , xr), where (x1, . . . , xr) is the ini-
tial cluster.
Proof Let (i1, . . . , ir) be an admissible sequence of vertices. It is easily seen
that X ′Γi = xi for all vertices i. It is a consequence of [30, Corollary 4.6] that
HomC(Σ
−1Γ, µir . . . µi1(Γ)) is finite dimensional. Moreover, µir . . . µi1(Γ) is ob-
viously in prC(µir . . . µi1(Γ)) ∩ prC(Σ
−1µir . . . µi1(Γ)), which is equal to prCΓ ∩
prCΣ
−1Γ by Corollary 2.8. Therefore µir . . . µi1(Γ) is in the subcategory D of
Definition 3.9, and we can apply X ′? to µir . . . µi1(Γ).
We prove the result by induction on r.
First notice that µir . . . µi1(Γ)i = µir−1 . . . µi1(Γ)i if i 6= ir. Now, for i = ir,
using the triangle equivalence Cµir ...µi1 (Q,W ) −→ CQ,W , we get triangles
µir−1 . . . µi1(Γ)ir −→
⊕
ir→j
µir−1 . . . µi1(Γ)j −→ µir . . . µi1(Γ)ir −→ . . .
µir . . . µi1(Γ)ir −→
⊕
j→ir
µir−1 . . . µi1(Γ)j −→ µir−1 . . . µi1(Γ)ir −→ . . .
to which we can apply the multiplication formula of Proposition 3.16. In this way,
we obtain the mutation of variables in the cluster algebra. This proves the result.

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