The sufficiency and weak sufficiency in * -algebras are discussed. Some properties are studied concerning the relative entropy and the sufficiency for invariant states and KMS states in W* and C*-dynamical systems.
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1. Sufficiency and weak sufficiency of *-subalgebras. In this paper, we shall assume that all *-algebras, C*-algebras and von Neumann algebras have the unity / and their *-subalgebras always contain /. Let & be a *-algebra and S be the set of all states of &. DEFINITION 
φ = φ © e for all φ E S. We here call a projection ε of & onto % satisfying (i)-(iii) a conditional expectation of 6B onto ®. If & is a C*-algebra and © is a C*-subalgebra, then a conditional expectation of & onto © is nothing but a norm one projection of & onto ® (cf. [31] ).
We first give some examples of sufficiency in von Neumann algebras. Let %l be a von Neumann algebra and @ be the set of all normal states of 9Ϊ. The definition in [14] of sufficiency of a von Neumann sub algebra for S C @ is somewhat different from Definition 1.1. However these are equivalent if S contains a faithful normal state (this is the case dealt in [14] ). EXAMPLE 1.2. Let φ E @ be faithful and σ, φ be its modular automorphism group (cf. [28] ). We showed in [14] that the centralizer of Z φ of φ is sufficient for the set of all σ^-invariant states in @ and the center 3 = 9Ϊ Π 91' is sufficient for the set of all states in @ satisfying the KMS condition with respect to σ t φ (at /? = 1). EXAMPLE 1.3 . Assume that Sft is semi-finite with a faithful normal semi-finite trace T of 9ΐ. For each φ E @, there exists a unique positive self-adjoint operator p φ = dφ/dτ such that φ(^4) = τ(p φ A) for all ^4 E 9Ϊ. For any set SC@, the von Neumann subalgebra Wl generated by {dφ/dτ: φ E S} is proved to be sufficient for S (see [16, p. 72]). EXAMPLE 1.4 . Let {ϋft, G, a] be a W*-dynamical system where gh>α g is a representation of a group G in Aut(9i). Let 9?" be the fixed point subalgebra of a and @ α be the set of all α-invariant states in @. Then the
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result of Kovacs and Szύcs [18] asserts that if 9ΐ is G-finite, i.e., φ{A*A) -0 for all φ G @ α implies A -0, then $l a is sufficient for @ α . For *-subalgebras % of 6E, the existence of a conditional expectation of & onto % is usually a rather strict condition. In the sequel, we introduce another weak notion of sufficiency by using cyclic representations of &. Unbounded ^representations of *-algebras were studied in [23] . (1) A positive linear functional ψ is absolutely continuous with respect to φ (we write ψ < φ) if φ(yί*yl) = 0 implies ψ(A*A) = 0.
(2) A linear functional ψ is strongly absolutely continuous with respect to φ (we write ψ -< φ) if for each sequence {A n } in β, φ(y4*^4 rt ) -> 0 implies ψ(BA n ) -> 0 for all ίεS.
(3) A positive linear functional ψ is dominated by φ if ψ < cφ for some c>0.
Note that for any positive ψ, (3) implies (2) and (2) implies (1 (2) Suppose that © is weakly sufficient for S and there exists a conditional expectation ε φ of & onto Φ with φ = φ ° ε φ . We show that ψ = ψ o £φ for all ψGS. For each ψE5, since (dψ/d<p)2 φ E® φ by Theorem 1.6 (Remark), we can choose {B n } in ίB such that
Then ψ = ψ o ε φ follows from EXAMPLE 1.9. We recall the usual concept of sufficiency in the classical probability theory (cf. [7, 13] ). Let (X, ίF) be a measurable space and S be a set of probability measures on ^. A σ-subalgebra % of ^ is sufficient for S if and only if for each A E <# there exists a β-measurable function g such that g = E μ (\ A \ §) a.e. [μ] for every μGS, where ^(1^ | β) denotes the conditional expectation of the characteristic function \ A of A with respect to μ and §. Let & (resp. ®) be the set of all complex-valued (resp. β)-measurable simple functions. Under the pointwise operations, & becomes a *-algebra and % is a *-subalgebra of 6B. Each μ E S is naturally regarded as a state of (£. The cyclic representation {5C μ , ττ μ , Ω μ } is given as follows: 3C μ = L 2 (X, ¥, μ),_^(/) is the multiplication operator by /Eg, and Ω μ = 1. Moreover <3> μ = L 2 (X,Q,μ) and P /ι (/|®) = -B μ (/|β). Then it is easy to see that if S is dominated, i.e., there is a measure /nonί with μ < m for all μ E S, then β is sufficient for S if and only if $ is weakly sufficient for 5. 
This follows from
We assume further that (£ is abelian and γ: % -» $ is completely positive, i.e., 9 A G«,ί G ©. Since γ is completely positive and β is abelian, it follows that ε is a conditional expectation of β® % onto β. Hence (1) is seen from (φ ® γ) o ε = φ ® γ for all φ E § β .
Proof. (1) Defineε:&®% ^&byε(A ® B) =Ay(B)
(2) For φ E § β , let (5C~, π^, Ω~} be the cyclic representation of &® % induced by φ = φ ® γ. Since φΓ % = φ ° γ, the cyclic representation of ® induced by φ o γ is given by {®~, ττ~Γ ©, Ω~}. Let ^ E (J,
where the first equality is a special case of the equation in the proof of Theorem 2.2 and the last equality is seen from
The "if" part of (2) is now immediate by taking B -I. Conversely if γ is weakly sufficient for S, then there exists a sequence {B n } in © such that
Since π~(2?) is bounded from B*B < cl 9 we have
Hence © is weakly sufficient for (φ ® γ: φ E S). D EXAMPLE 2.4. Let (X, 5 Γ ) and (7, β) be two measurable spaces and *> be a channel distribution from (X, < S) to (7, β), i.e., v is a real-valued function on IX § such that for every x E X, v(x, •) is a probability measure on § and for every B E β, v( , B) is ^-measurable on X Let ©(X) and ®(7) be the abelian C*-algebras of bounded complex-valued measurable functions on X and 7. Define a positive linear map γ:
Let 5 be a set of probability measures on S\ For each μ E £, μ ® γ is given by
where μ® v is the probability measure on f ®β defined hy {μ 
. Now assume that 9ΐ is σ-finite, so that 31 has a faithful normal state. Then it is proved that γ is weakly sufficient for S C @ if and only if for every A G Sft there exists a measurable function/on X satisfying
Further assume that M is pure, i.e., M is a spectral measure. Then γ is a *-homomorphism and y(%(X)) is equal to the subalgebra Wl -{M(F): F G fy. Hence Theorem 2.2 shows that γ is weakly sufficient for S if and only if Wl is weakly sufficient for S. . Now assume that & is separable and 93 C 3 P -%(&)" Π τr p (β)', i.e., λ is a subcentral measure of p, and let S be the set of all Borel probability measures μ on S with μ < λ. Then γ is weakly sufficient for S. This is proved as follows. There is a *-isomorphism θ of L°°(S, λ) onto 93 such that ) 9 A G &,f G L°°(S, λ). 
QM(p 9 p t ),
Uhlmann [32] S(a;β)(x) = -liminf j{QF t {a, β)(x,x) -a(x,x) , the Uhlmann's relative entropy is equal to the Araki's relative entropy. We here contain the proof for completeness.
Let % be the domain of (7 + Δ ψ Φ ) 1/2 , which becomes a Hubert space with an inner product: 
. Let &be a C*-algebra and π be a nondegenerate representation of & on a Hubert space. If φ and ψ are positive linear functionals of & having the normal extensions φ and ψ to π(&)" such that ψ(A) = φ(π(A)) andψ(A) = ψ(ττ(Λ)), then S(ψ|φ) = S(ψ|φ).
Proof. According to the Uhlmann's definition of relative entropy, it suffices to show that we can see by the similar arguments that / E Γ implies t/2 G Γ and (1 + 0/2 G Γ, and that t l9 / 2 6Γ implies (ί, + / 2 )/2 G Γ. Since Γ is closed, we deduce that Γ = [0,1]. D
In the above lemma, we can take as π the cyclic representation induced by φ + ψ or the universal representation of &.
We here remark that the relative entropy defined in (I) and (II) contains the usual relative entropies in the classical and quantum systems. Let (X, ψ) be a measurable space, and μ and v be probability measures on In connection with Example 2.6, it is proved that the relative entropy of states of a C*-algebra is equal to that of their decomposition measures in some cases. 
Relative entropy, sufficiency and KMS condition.
In this section, we establish some relations between the relative entropy, the sufficiency and the KMS condition in W*-dynamical systems and C*-dynamical systems. The following theorem is obvious from Definition 1.1 and the monotonicity of relative entropy. By letting ί -» +0 in (*), we obtain ψ r = ψ, which implies that Z φ is sufficient for {φ, ψ}. Then it is easy to see that A is affiliated with Z φ , so that p = s( A) e Z φ . Now define a faithful state ψ = cψ + (1 -c)φ where The main part of the corollary is immediate from Theorem 4.4 and the fact that S ψ is identical to Π ΛcL ττ φ ((ί A c) // the algebra of observables at infinity. The last part follows by [6, Lemma 3] .
We finally give some notes on the translationally invariant case of L -7j d . Let T be the automorphism group of translations on Ί/. Let Φ be a τ-invariant interaction satisfying Σ ABO e r^ ||Φ(Λ)|| < +oo for some r > 0. A τ-invariant state <p is said to be equilibrium with respect to Φ if the following variational equality holds (see [17, 25] A Φ = Σ |A|-ι Φ(A).
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Then the equilibrium condition with respect to Φ, the Gibbs condition with respect to Φ and the KMS condition with respect to af are all equivalent for τ-invariant states of & (cf. [3, 8, 20] ). Let φ, ψ E § be τ-invariant. Since {#,Z d , T} is asymptotically abelian, we obtain S(ψ | φ) = I(v I μ) by Corollary 3.3 (2) where μ and v are the ergodic decomposition measures of φ and ψ. If φ is equilibrium and ψ < φ (or more weakly ψ has the normal extension to tr (&)"), then it can be proved that v < μ, so that ψ is automatically equilibrium because μ is supported on the set of equilibrium states.
