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ABSTRACT 
Estimating the Term Structure With a Semi-Parametric Bayesian Population 
Model: An Application to Corporate Bonds 
by 
Alejandro Cruz Marcelo 
The term structure of interest rates is used to price defaultable bonds and credit 
derivatives, as well as to infer the quality of bonds for risk management purposes. 
We introduce a new framework for estimating the term structure of interest rates for 
corporate bonds. The proposed model jointly estimates term structures by means of 
a Bayesian hierarchical model with a non-parametric prior probability model based 
on Dirichlet process mixtures. The main advantage of our framework is its ability 
to produce reliable estimators at the company level even when there are only a few 
bonds per company. The modeling methodology borrows strength across similar term 
structures for purposes of estimation. After describing the new approach, we discuss 
an empirical application in which the term structure of 197 individual companies is 
estimated. The sample of 197 consists of 143 companies with only one or two bonds. 
In-sample and out-of-sample tests indicate superior performance of our method as 
compared with the popular approach of grouping the corporate bonds by credit rating. 
We also discuss the relative performance of different modeling strategies that 
introduce dependence on covariates into Bayesian nonparametric models. We show 
that 1) nonparametric models using different strategies for modeling covariates can 
show noteworthy differences when they are being used for prediction, even though 
they produce otherwise similar posterior inference results, and 2) when the predictive 
density is a mixture, it is convenient to make the weights depend on the covariates 
in order to produce better estimators. Such claims are supported by comparing the 
Linear DDP (an extension of the Sethuraman representation) and the Conditional 
DP (which augments the nonparametric distribution to include the covariates); we 
apply those methods to a simulated data set and to data from a pharmacokinetic 
meta-analysis. 
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Chapter 1 
Introduction 
The term structure of interest rates, also called the zero-coupon yield curve, refers 
to the relationship between the interest rate of zero-coupon bonds and their time to 
maturity. The term structure can be estimated for government or corporate bonds. 
The term structure of government bonds, also referred to as risk-free term structure, 
is important because it contains information about macroeconomic conditions and 
expectations of market agents about the future economic conditions. On the other 
hand, the term structure of corporate bonds is an essential input for pricing defaul-
table bonds and credit derivatives (Jarrow and Turnbull 1995; Duffie and Singleton 
1999). In addition, it can be used to infer the credit quality of bonds for risk ma-
nagement purposes (Saunders and Allen 2002) as well as to asses risk in derivative 
products (Hull and White 1995; Duffee 1996). 
We introduce a novel framework to estimate the term structure of interest rates. 
Our model jointly estimates term structures by means of a Bayesian population model 
with a prior probability model based on Dirichlet process mixtures. To the best of 
our knowledge, this is the first model for estimation of the term structure that uses 
a population model approach as well as the first one using non-parametric Bayesian 
methods. The most important contribution of our model with respect to current esti-
2 
mation methods is its ability to produce accurate estimators based on small samples. 
This feature is particularly relevant when estimating the term structure of corporate 
bonds because it allows us to estimate the term structure of individual firms even 
though individual corporations issue only a handful of bonds. Our model is the first 
estimation method that is widely applicable to estimate term structures for bonds of 
individual firms. 
A related problem is to predict the term structure based on a given set of bond 
characteristics or covariates; those estimators can be used, for example, to price new 
issues of bonds. We propose to address such an estimation problem by extending 
our term structure model to introduce dependence on covariates. The use of such 
an extension motivates the research problem we address in the second half of this 
document. 
Although modeling dependence on covariates in nonparametric Bayesian models 
has been a very active area of research, limited research has examined the relative 
performance of such methods or improved understanding of which features axe suita-
ble in order to produce better results. We consider such a comparison, focusing on 
predictive inference, and show that different approaches for modeling dependence on 
covariates can lead to very similar posterior fits and yet produce very different results 
when used for prediction. In addition, when the predictive density is a mixture, we 
show that making the weights depend on the covariates plays a major role in deter-
mining the quality of the predictions. Such findings are illustrated by comparing the 
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linear dependent Dirichlet process (De Iorio et al. 2009) to the conditional Dirichlet 
process (Muller et al. 1996); we apply those methods to a simulated data set and 
to data from a pharmacokinetic meta-analysis. An area of future research is to use 
our findings on modeling dependence on covariates to extend our term structure es-
timation method so that accurate estimators can be obtained based on a given set of 
covariates. 
This document is organized as follows. Chapter 2 introduces our new framework 
to estimate the term structure, illustrates the performance of the proposed with an 
empirical application and a simulation example, and, finally, describes how to extend 
our term structure model to introduce dependence on covariates. Such an extension 
motivates the research problem studied in Chapter 3 which refers to the analysis and 
comparison of modeling approaches that introduce dependence on covariates into 
nonparametric Bayesian models. Discussion and directions of future work appear in 
Chapter 4. Appendixes A and B include a description of a MCMC algorithm to 
implement the proposed term structure model. Appendix C includes some comments 
and results on a less flexible version of our term structure model in which the prices 
are assumed to be normally distributed. Finally, Appendix D describes the software 
implementation of the proposed model. 
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Chapter 2 
Estimating the Term Structure 
We present a novel framework to estimate the term structure of interest rates. The 
proposed model jointly estimates multiple term structures by means of a hierarchical 
model that resembles a Bayesian population model. A joint model allows us to pool 
information and borrow strength across the term structures. For the implementa-
tion of such a population model approach, it is important to determine what term 
structures are most likely to have similar characteristics, and consequently, should 
be borrowing strength from each other. In order to cluster similar term structures, 
we use a prior based on Dirichlet process mixtures. Such a flexible nonparametric 
prior probability model also allows us to accommodate the heterogeneity in the po-
pulation of parameters that characterize the term structures. Manifestations of such 
heterogeneity includes outliers, over-dispersion, and multimodality. To the best of 
our knowledge, this is the first model for estimation of the term structure that uses 
a population model approach as well as nonparametric Bayesian methods. 
The most important contribution of our model with respect to current estimation 
methods is its ability to produce accurate estimators based on small samples. This 
feature is particularly relevant when estimating the term structure of corporate bonds 
because it allows us to estimate the term structure of individual firms even though 
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individual corporations issue only a handful of bonds. Using the estimators produced 
with our model leads to a remarkable improvement with respect to the single-curve 
approach which is commonly used to approximate the term structure of corporate 
bonds. The single-curve approach includes two stages: first, the corporate bonds are 
classified by credit rating level; then, the term structures are independently estimated 
for each class. Grouping the bonds by credit rating, and not by issuer, is necessary 
under the single-curve approach because it guarantees that the resulting groups in-
clude enough bonds to apply traditional estimation methods. Our model eliminates 
the need of grouping the bonds by credit rating and allows practitioners to use the 
more accurate estimators corresponding to individual issuers. 
This chapter is organized as follows. Section 2.1 provides a survey of existing 
estimation methods of the term structure. Our new framework is described in Section 
2.2. In Section 2.3 we apply our model to empirical data to illustrate its performance; 
this section includes a description of the data set as well as in-sample and out-of-
sample tests that compare our approach with the single-curve method. Section 2.4 
illustrates the performance of the proposed model by using a simulation example. 
Finally, conclusions and discussion appear in Section 2.6. 
2.1 Estimation Methods 
Since most of the corporate and government bonds have a positive coupon, their 
term structures are not observable and they have to be estimated from market prices 
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using statistical technique. In this document we consider estimation methods that 
are based on the discounted cash flow (DCF) principle. This section defines the DCF 
principle and explains how it has been used to estimate term structures. We conclude 
with a review of estimation methods for corporate bonds. 
Before introducing the DCF principle, we discuss equivalent representations of 
the term structure. One representation is the zero-coupon yield curve, y(T), which 
describes the relationship between spot rates of zero-coupon bonds and their time to 
maturity, T. Two other representations of the term structure are the discount curve, 
D(T), and the forward rate curve, f(T). The representations y(T), D(T) and f(T) 
are all equivalent since they satisfy the following relationships: 
For the derivation of these relationships, see, for example, Jarrow et al. (2004). The 
discount function satisfies D{t) > 0 and D(0) = 1 while y(t) and f(t) are both positive 
functions. In this manuscript we will refer to the term structure using any of these 
equivalent representations. 
In order to estimate the term structure, the discounted cash flow (DCF) can be 
used to link bond prices to the discount curve. A bond is a debt in favor of the 
bondholder, who receives in return a cash flow composed of interest (coupon) and the 
payment of the principal at the set maturity date. The DCF principle states that 
an investor is willing to pay for a given bond, b, the sum of the present value of the 
(2.1) 
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remaining payments in the cash flow: 
mb 
PDCF,b = CFbU) * Db(tbJ), (2.2) 
3=1 
where Pdcf^ denotes the DCF bond price, CF^ is the cash flow vector including the 
mb remaining payments, and Db(-) is the discount curve of the bond evaluated at 
the time t^j when the jth. cash flow is paid. If needed, the discount function can be 
written in terms of y(t) or f(t) using equation (2.1). The discount function reflects 
the time value of money as well as a risk premium. 
Based on the DCF principle, we can estimate the term structure as follows. First, 
any of the equivalent representations of the term structure are approximated using 
a parametric function with vector of parameters 0. Such a parametric function is 
called an approximating function. Next, the discount function is written in terms 
of the approximating function by using equation (2.1). Then, the discount function 
is used to compute the DCF bond price which now is a function of 0. And, finally, 
0 is estimated by comparing the DCF price to the observed price of each bond in 
the sample; observed prices are equal to the quoted flat price plus accrued interest. 
The basic estimation problem is to find a discount curve with optimal explanatory 
power, that is, a discount curve that minimizes pricing errors with respect to a given 
norm. For example, using a quadratic loss function, the estimated term structure 
corresponds to 0 that minimizes 
L(0) = "b ([A + aib] - PDCF,b(0))2, (2.3) 
b 
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where P& is the quoted fiat price of the bond b, a% denotes the accrued interest, and 
each bond weight, ub, can be set based, for example, on the duration of the bond. 
Several functional forms have been proposed as approximating functions to esti-
mate the term structure. Two popular alternatives are splines (McCulloch 1971) and 
exponential polynomials (Nelson and Siegel 1987). Ioannides (2003) used in-sample 
and out-of-sample tests to compare the performance of these functional forms and 
found that parsimonious representations based on exponential polynomials perform 
better than those based on splines because the latter tend to overfit the data. In 
addition to this empirical evidence, we use exponential polynomials in the proposed 
framework (see Section 2.2) because they are parsimonious representations of the 
term structure. In particular, the functional form introduced by Nelson and Siegel 
(1987) for the yield curve is a four-parameter representation given by 
,(t) = A * l + A ( 1 ^ / 1 ) ) + A ( 1 ^ 1 ) _ „ ( _ ! ) ) . ( , 4 ) 
Since ft = y{oo) > 0 and ft + ft = y(0) > 0, it follows that ft > 0 and ft > -f30. In 
addition, ft controls the shape of the term structure, which can include humps, S, and 
monotonic curves. And finally, 7 > 0 determines how fast (slow) the loadings decay 
to zero. The three loadings in (2.4) have the following interpretation, respectively. 
The first one is a constant, hence it describes the behavior of the yield curve in the 
long term. The second is equal to one at zero and decays when the maturity increases, 
therefore it corresponds to the short term. Finally, the third loading corresponds to 
the medium term because as t increases, the loading, which is equal to zero at t = 0, 
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first increases and then decays to zero. 
We use the rest of this section to discuss estimation methods for corporate bonds. 
Their term structure is commonly estimated by first grouping the bonds by credit 
rating levels, and then independently estimate the term structure of each class. 
(Schwartz 1998). We follow Houweling et al. (2001) and refer to this two-stage pro-
cedure as a single-curve approach; such a name emphasizes that the estimation is 
performed independently for each group. The use of credit ratings for determining 
groups of bonds is a limitation for this approach because empirical evidence sug-
gests that other bond characteristics, in addition to bond ratings, influence the term 
structure of corporate bonds (Elton et al. 2004). A logical procedure to include such 
factors would be to use them for determining finer classifications of bonds. However, 
such an alternative is not feasible given the current estimation methods because, as 
Elton et al. (2004) pointed out, this would result in classifications with too few bonds 
within each group to estimate term structures with any accuracy. 
A natural criterion to group corporate bonds is by issuer company. Such classi-
fication is relevant because the resulting estimators approximate the term structure 
of individual firms, and consequently, they reflect the uniqueness of a firm's credit 
risk. Obtaining such estimators is challenging. Most companies only issue a handful 
of bonds. Jarrow et al. (2004) developed the first model for the term structure of 
individuals firms. They proposed to model the term structure of corporate debt by 
adding a spread to the term structure of government bonds. A Bayesian version of 
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this model was introduced by Li and Yu (2005). Jarrow et al. (2004) and Li and Yu 
(2005) applied their method to a case study consisting of bonds issued by AT&T with 
information over the 21-month period of April 1994 to December 1995. On average, 
4.3 bonds were used in each month to fit the term structure of AT&T. However, they 
did not include in-sample and out-of-sample tests to compare the performance of 
their estimators with those produced with the single-curve approach. Furthermore, 
it is not clear from the case study that this model has wide applicability to other 
firms. Specifically, their case study does not include bonds with low credit rating 
levels for which the corresponding term structure separates greatly from the risk-free 
term structure. Finally, the data set described in Section 2.3, which includes current 
information for 2009, shows an average number of bonds per company equal to 2.1, 
which is half the size of the average number of bonds in the case study presented by 
Jarrow et al. (2004) and Li and Yu (2005). 
Estimation methods able to produce accurate estimators based on small samples 
of bonds are therefore needed because they can be used to estimate term structures 
for groups in fine classification, in particular, term structures of individual firms. We 
introduce a model an estimation strategy that directly addresses this issue. The key 
feature of our approach is to compensate the small number of bonds by jointly mo-
deling multiple term structures so that we can pool information and borrow strength 
across them. Unlike Jarrow et al. (2004), we do not focus on the relationship between 
corporate and government term structures. Instead we propose to take advantage of 
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the information shared across all the corporate term structures. The details of our 
model appear in the following section. 
2.2 A Semi-parametric Bayesian Population Model 
To jointly estimate n term structures, we propose a Bayesian model whose hierar-
chical structure resembles a Bayesian population model. If the vector of parameters 
characterizing the ith term structure is denoted as 0, and Plb is equal to the loga-
rithm of the price of the 6th bond corresponding to the ith term structure, then the 
Bayesian hierarchical model we are proposing includes three main components: 
p(Pa\Oi), (2-5) 
where p(Pib\0i) links bond prices and term structures via a non-linear regression 
model, p(0i\4>) is the prior for the vector of parameters Qi, and p(4>) denotes the pro-
bability model of the hyperparameters. The hierarchical structure given by equation 
(2.5) corresponds to a population model from a Bayesian perspective. Population 
models are widely used in some disciplines. See, for example, Rosner and Miiller 
(1997) and references therein for applications in pharmacokinetic studies. In spite of 
the popularity of this modeling approach, our proposed model is, to the best of our 
knowledge, the first one that adapts such an approach to estimate the term structure 
of interest rates. 
The rest of this section describes the distributional assumptions in our model for 
each component in (2.5). We also explain how to introduce bond weights into the 
12 
model. 
2.2.1 Non-linear Regression Model for the Discount Curve 
We use the discounted cash flow (DCF) approach to link bond prices to the discount 
curve. Specifically, using the indexes ib to denote the data of the bond b with term 
structure i, the bond prices are modeled as 
where "^(0,;, CFib) is equal to DCF bond price computed with the cash flow vector 
CFjb (see equation (2.2)), and eib is an error term. The use of an error term is 
necessary because the exact equality between observed and DCF prices does not 
hold in practice due to market imperfections (Bliss 1997; Houweling et al. 2001). 
Usually, the error terms in (2.6) are assumed to be normally distributed, which in 
turn implies that the prices are normally distributed with mean ^(Oi, CFjj). In our 
model, however, we assume that the prices follow a t Location-Scale distribution given 
where u denotes the degrees of freedom, the location parameter is equal to ^ (0i5 CFi6) 
and the scale parameter is a 2 (Gelman et al. 2004). We use a t-distribution because 
it allows for greater deviations between observed and theoretical prices than a normal 
distribution. Finally, the t distribution in (2.7) is equivalent to the following mixture 
Pib = CFib) + eib, (2.6) 
by 
Pib~tv (tf (ei,CFib),a2), (2.7) 
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of normal distributions 
Pib ~ iV (0{, CFib), Vi) 
(2.8) 
Vi ~ Inv — x2{ui °'2)> 
where Inv — c2) denotes a scaled inverse-chi-squared distribution with mean 
(vj{v — 2))a2 (Gelman et al. 2004). The equivalent representation in (2.8) is used 
because it facilitates the introduction of weights into the model and the design of a 
sampling algorithm for the proposed model. 
To complete the specification of \]/(0j, CFj&), we set the approximating function 
of the yield curve as 
V(t, i f t , a , A , 7 ] ) = f t ( i - 1 - y 7 ) ) p - y / 7 ) ) 
where t > 0 denotes time, and the parameters satisfy ft > 0, a > 0, 7 > 0 and 
ft € R. The approximating function (2.9) and the functional form introduced by 
Nelson and Siegel (1987) are equivalent, but in the former the only condition on 
the parameters, if any, is to be strictly positive. Because of that feature, we can 
compute the logarithm of the parameters ft a and 7 and use the parameterization 
0 = [/c0log(ft), k0 log (a), 10 k0 ft, k0 log(7)], where kQ is a positive integer set 
to produce numerical stability. This parameterization is favored because the coordi-
nates of 0 have no restrictions on the values they can take. Such a feature is necessary 
because, as described in Section 2.2.2, we use a mixture of multivariate normal distri-
butions to model the parameters of the yield curve. The integer ko increases the scale 
of the coordinates of 0. Such an increase is needed for numerical stability. Specifi-
14 
cally, when k0 = 1 the covariance matrix of 0 shows a small determinant that leads 
to numerical errors when modeling its inverse (see the hyperprior for S _ 1 in Section 
(2.2.2)). In our experience, a value of ho — 50 is adequate to avoid the numerical 
problem described above. 
The approximating function given in equation (2.9) is used to describe each one of 
the n term structures being estimated. Therefore, each term structure is characterized 
by a four-dimensional vector 0i7 for i = 1 , . . . , n. 
2.2.2 Prior Distribution: Dirichlet Process Mixture 
In order to produce reliable estimators based on small samples, we propose to jointly 
model the n individual regression models defined in Section 2.2.1 so that we can bo-
rrow strength across them. This intuitive idea translates into a Hierarchical model 
(2.5) in which the parameters share the same population distribution. Such com-
mon population distribution need to be flexible enough so that it can reflect the 
heterogeneity in the underlying population. We propose to use a mixture prior whose 
features are described below. 
We model the interindividual variation p(0i\<j)) with a mixture of normals with 
weights Wh, locations /i^, and common covariance matrix S. 
oo 
0i~ M{0) with M(0) = Y^whN(fih, S). (2.10) 
h=l 
Although the mixture in equation (2.10) is infinite, the hyperprior that we introduce 
below implies that most of the weight is assigned to only a few components. The use of 
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normal distributions in the mixture allows computationally efficient implementation 
of the full posterior inference. A common covariance matrix across the components 
is assumed because it allows us to reduce the number of parameters in the model. 
Finally, we set the prior of as a mixture so that our model can accommodate 
the heterogeneity in the population such as outliers, over-dispersion, multiple modes 
and skewness. In particular, a mixture prior down weights the influence of outliers 
by assigning them to a component in the mixture, and thus, limiting the effect on 
the mixture components modeling those bonds with a typical behavior. Outliers can 
appear, for example, if companies are digressing to junk status before their ratings 
change. 
The mixture in equation (2.10) is equivalent to 
(2.11) 
Mi ~ G = J2T=1 WhS , 
where the function 6 (x) assigns probability 1 to the value of x and 0 elsewhere. With 
the notation in equation (2.11), the parameters of the prior mixture are written as 
G, S, where G is a discrete distribution on /x with possible values fih and probabilities 
Wh, for ft = 1 , . . . , oo. 
Because of the lack of information about the underlying distribution of 0i5 we 
treat {G, S} as random so that the weights and moments of each component are 
data driven, including the number of components with practically significant weights. 
Specifically, we model G as a random measure generated from a Dirichlet Process 
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(DP) with base measure Go and total mass parameter M, that is, G ~ DP(Go,M). 
The mean of the random measure G is given by Go, while M is a scaling factor 
that determines the variance of G around Go (Ferguson 1973). The use of DP in 
mixture priors is referred in the literature as DP mixture (DPM) priors. For further 
discussion see, for example, Escobar and West (1995). Regarding S, we adopt the 
usual conjugate inverse Wishart prior S - 1 ~ Wishart(r, (rR)"1) with r degrees of 
freedom and mean r ( r R ) - 1 = R - 1 . The mixing measure as well as the covariance 
matrix are common to all the parameters Thus, the posterior inference will take 
advantage of the information shared across the term structures. 
To complete our model we specify a hyperprior on {M, Go}. We model the un-
certainty on {M, Go} in order to reduce the chance of affecting the posterior results 
due to an inappropriate selection if they were considered non-random. However, this 
approach increases the complexity of the model. To reach a middle point between 
flexibility and complexity, we use hyperpriors that allow for an efficient implementa-
tion of the model. Specifically, M is given a gamma distribution and Go a multivariate 
normal: M ~ Ga(am,bm) and Go ~ iV(b, B). The moments b and B are chosen to 
be conjugate to the kernel of the mixture random effects model: b ~ N(b0, B0) and 
B"1 ~ Wishart (w, (wW)"1). 
Finally, we consider the distributional assumptions for the parameters 1/ and a2 
at the top level of the hierarchical model (see equation (2.7)). For simplicity, the 
number of degrees of freedom u is considered fixed while the scale parameter follows 
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a gamma distribution, o2 ~ Ga(aT,bT). Different values for u will be considered to 
evaluate its impact on the estimators produced by our model. 
2.2.3 Weights 
We incorporate bond weights into our model by changing the variance of the error 
terms in (2.8) as follows: 
Pib ~ N (*(0it CFib), ViM"1) , (2.12) 
where cJib is the weight of the bond b corresponding to the term structure i. With 
this approach, the effect of the weights is similar to that in equation (2.3). For 
each term structure i, maximizing the induced likelihood is equivalent to minimizing 
J2b ^ib (Pib — ^(Oi, CFib))2. We define the bond weights as 
j _ 
dih Wib =
 v 
^bd* 
where dib is equal to the Macaulay duration of the ibth bond. The weights correspon-
ding to the same term structure add up to one, that is, J2bwn> = 
2.2.4 Posterior Inference 
The posterior distribution of the model described in this section does not have a closed 
form. Therefore, to sample from the posterior distribution we use a Markov chain 
Monte Carlo (MCMC) scheme. Such sampling scheme can be efficiently implemented 
since both the kernel of the mixture and the base measure Go are normally distributed 
(MacEachern and Miiller 1998). In our sampling scheme we resample by using the 
adaptive Metropolis (AM) algorithm introduced by Haario et al. (2001). A complete 
description of the sampling scheme is available in the Appendix A. 
2.3 Empirical Application 
Our model does not use specific characteristics of government and/or corporate bonds. 
Therefore, it can be used to jointly estimate any combination of corporate and/or 
government term structures. In this section, however, we illustrate the performance 
of our new approach by using a data set composed entirely of U.S. corporate bonds. 
We focus on corporate bonds to demonstrate the ability of our new framework to 
produce accurate estimators based on small samples of bonds. This section describes 
the data set we use, gives details about the implementation of the estimation methods 
that are being compared, and reports results for in-sample and out-of-sample tests. 
The bond data used in this section were obtained by combining information from 
two data bases: the Trade Reporting and Compliance Engine (TRACE) introduced 
by the Financial Industry Regulatory Authority, and The Mergent Fixed Income 
Securities Database (FISD) for academia. Both databases were accessed through 
the Wharton Research Data Services (http://wrds.wharton.upenn.edu/). The 
database TRACE, introduced in July of 2002, consolidates transaction data on 100 
percent of over-the-counter activity representing over 99 percent of total U.S. corpo-
rate bond market activity in over 30,000 securities. Using TRACE we can obtain, 
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for a given trading day, a list of the bonds traded and their prices. However, other 
information about those bonds (time to maturity, coupon, payment frequency, issuer, 
etc.) are not available in TRACE. We obtained such information in Mergent-FISD, a 
comprehensive database of publicly-offered U.S. bonds that provides details on debt 
issues and the issuers on over 140,000 securities. 
For illustration, we consider the U.S. corporate bonds traded on June 15, 2009. 
For each transaction, our data set includes price, time, yield or effective rate of return, 
and volume. The characteristics per bond in our data set include issuer company, 
maturity date, coupon, face value, payment frequency, clean prices, and Moody's 
credit ratings. We discard transactions that have an associated negative yield because 
that is a sign of poor liquidity and/or a data entry error. Only 129 out of the 42,626 
transactions in the complete data set have a negative yield. We construct a sample 
of fixed coupon, non-callable, non-putable, investment grade bonds (AAA, AA, A, 
BBB), with maturity between 1 and 20 years. The bond prices are computed as the 
average across all the transactions included in the data set. Our final sample contains 
599 bonds. 
Two methods are compared in this section: our Bayesian model and the popu-
lar single-curve approach. Details about the implementation of each method are as 
follows. 
Our Bayesian model includes an MCMC scheme to sample from the corresponding 
posterior distribution. Such implementation is written in the programming language 
C. The parameters of the ith term structure are estimated as the posterior mean 
of the vector of parameters The posterior mean is approximated by averaging 
the posterior sample. As explained in the description of the model, the number of 
degrees of freedom v in the t distribution of the likelihood is not random. Hence, 
we use different values for v to evaluate its effect on the performance of the model. 
Specifically, two values for v are considered, 3 and 10. The case v = 3 corresponds to 
the heavier tails. 
Regarding the single-curve method, it produces estimators by grouping the bonds 
based on credit rating level, and independently estimating the term structure of each 
class using the DCF principle. The functional form proposed by Nelson and Siegel 
(1987) is used as an approximating function of the discount function. The computa-
tions are performed using the package "termstrc," which is written in the R system 
for statistical computing (Ferstl and Hayden 2008). It has been proposed by Elton 
et al. (2004) to filter out from the sample those bonds with price residuals greater 
than 5 dollars. 
We compare the performance of the estimation methods by measuring their in-
sample goodness of fit. Specifically, we compare the price residuals of each model, 
where the price residual of a bond is equal to the market price minus the theoretical 
DCF bond price (see equation (2.2)) which is calculated using the estimated dis-
count curve. Comparing price residuals is appropriate because term structure models 
should be able to explain market prices accurately since interest rates are the main 
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determinants of bond prices. To summarize the residuals we compute the Root Mean 
Squared Error (RMSE) given by 
where eb denotes the price residual of bond b. The term structure model with the 
lower RMSE provides the better fit. 
We use our Bayesian model to estimate the term structure of corporate bonds 
grouped by credit rating and by issuer company, respectively. In both cases, we 
compare our estimators with those produced by the single-curve method which groups 
the bonds by credit rating. Before showing the result of those comparisons, we remark 
how different the groups of bonds are in term of their sizes. When splitting the 
bonds by rating levels, there are four groups corresponding to the credit rating levels 
AAA, AA, A, and BBB. Each of those groups include 31, 117, 306 and 145 bonds, 
respectively. In contrast, grouping the bonds by issuer result in 197 groups, each one 
corresponding to a company, 114 (58%) of them including only one bond (see Table 
We first compare the estimated term structures of corporate bonds grouped by 
credit rating. The estimated yield curves by method appear in Figure 2.1. The yield 
curves produced with our Bayesian method show the expected relationship between 
credit risk and yield. That is, the lower the credit rating, the higher the yield. 
Identical results are obtained with 3 and 10 degrees of freedom. In contrast, the curves 
estimated using the single-curve method fail to show such a pattern for maturities 
(2.13) 
2.1) . 
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Number of Bonds 
1 2 3 4 5 > 6 
# Companies 114 33 17 5 10 18 
(58%) (17%) (9%) (3%) (5%) (9%) 
Table 2.1 : Distribution of companies by number of bonds. The table refers to U.S. 
corporate bonds with information for June 15, 2009. Percentages do not add up to 
100% due to rounding 
higher than 10 years, despite the fact that our data set includes bonds with maturities 
up to 20 years. We conclude that our data-driven model is adequate to identify 
the relationships between the term structures being estimated. Finally, besides the 
differences among the estimated curves by method, in terms of in-sample goodness of 
fit both models show similar results; the RMSEs of the single-curve method and our 
Bayesian model (with u = 3) are 8.4 and 8.5, respectively. 
We show later in this section that more accurate estimators can be produced when 
estimating the term structure by company rather than by rating class. This relative 
performance suggests that the resulting groups are heterogeneous, and hence, rating 
levels are not a sufficient metric to split corporate bonds for the purpose of estimating 
their term structure. This raises the issue of understanding what factors are respon-
sible for the heterogeneity among bonds with the same rating level. Although such 
an aspect is not a primary goals of our research, we make the following comments 
on that direction. An empirical study described in Elton et al. (2004) found that 
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the following five factors are important: the finer rating level categories introduce by 
rating agencies when combined with maturity measures; differences between rating 
levels given by different rating agencies; differences between company and bond rating 
levels; the coupon size of the bonds; and finally, the age of the bond. In addition, 
other factors that may decrease the ability of rating levels to define homogeneous 
groups are the age of the ratings as well as the volume of the transactions. 
We now use the proposed Bayesian population model to estimate the term struc-
ture of individual corporations. Specifically, we jointly estimate the term structure of 
197 individual firms. The estimated yield curves with v = 3 and v — 10, respectively, 
are shown in Figure 2.2. In general, there are some visual differences among the 
estimated curves corresponding to each value of v. However, we will show that those 
estimators have very similar performance in terms of in-sample and out-of-sample 
tests. 
In-sample tests that verify the quality of the estimators produced with our model 
are discussed below. We use as a basis for comparison the estimators produced by 
the single-curve approach. The absolute price residuals of our Bayesian population 
model are smaller than those produced with the single-curve method (see Figure 
2.3). Table 2.2 includes summary statistics of the absolute price residuals by model. 
Comparing the means, our model provides a noteworthy reduction of 78%. Similar 
results are found by comparing the RMSE of each method. Specifically, the single-
curve method has a RMSE equal to 8.37 while the RMSE of our Bayesian model is 
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Figure 2.1 : Yield curves for AAA, AA, A and BBB bonds, respectively. The esti-
mators produced with our Bayesian population model (BPM), with v = 3, are in line 
with the theory in terms of their "order." The estimated yield curves obtained with 
v — 10 are not shown because they are identical to those produced with v = 3. In 
contrast, the single-curve estimators (Single) cross each other. 
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Figure 2.2 : Yield curves of individual firms. The estimators were produced using our 
Bayesian Population model with u equal to 3 and 10. Each panel corresponds to a 
given credit rating and includes the yield curves for companies with at least one bond 
having such a rating level. The number in parenthesis next to the rating level is equal 
to the number of curves being displayed. Since only three companies in our data set 
include bonds with different rating levels, only three yield curves appear more than 
once. 
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only 2.24, a reduction of 73%. Figure 2.3 also shows that the absolute price residual 
for the single-curve approach are higher for bonds with low credit rating level, hence 
showing that it is not reasonable to assume that bonds with the same credit rating 
level share similar term structures. An interpretation of the results described above 
follows from considering the well-known decomposition of the mean squared error 
into bias and variance. The good performance of the proposed model is the result 
of dramatically reducing the bias by approximating the term structure of corporate 
bonds with the term structure of the issuer company rather than using estimators by 
rating class. 
Method Minimum Q1 Median Mean Q3 Maximum 
BPM(3) 0.00 0.23 0.62 1.14 1.58 18.16 
BPM(IO) 0.00 0.25 0.59 1.14 1.52 18.18 
Single 0.01 0.93 2.74 5.24 6.75 42.24 
Percentage Difference -50% -73% -78% -78% -77% -57% 
Table 2.2 : Summary statistics for absolute price residuals by model. Q1 and Q3 
denote the first and third quartiles, respectively. Compared with the single-curve 
estimators (Single) obtained for each credit risk class, the estimators of the term 
structure of individual firms computed with our Bayesian population model, BPM(i/), 
provide a noteworthy reduction of 78% in the mean of absolute price residuals. The 
percentage differences compare the statistics of BPM(IO) and Single. 
To compare term structure estimation methods, it is good practice to use out-
of-sample measures in addition to in-sample goodness of fit tests (Bliss 1997). We 
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Figure 2.3 : Boxplots for in-sample absolute price residuals arranged by method and 
credit rating. The labels "AAA", "AA","A" ,"BBB" refer to credit rating while 
"ALL" indicates that all the residuals are being considered. The number in paren-
thesis is equal to the number of bonds in each class. Using our Bayesian population 
model (BPM) with v = 10 to estimate the term structure of individual firms results 
in smaller absolute price errors than those produced by the traditional single-curve 
model (Single) which groups the bonds based on credit rating. Boxplots for price 
residuals obtained when using the BPM model with v = 3 are not shown, because 
they are almost identical to those produced with v — 10 
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use cross-validation to obtain out-of-sample measures. One round of cross-validation 
starts by partitioning the dataset into complementary subsets: a training set and a 
test set. The training set is used to fit the term structures, then for each bond in the 
test set we use the corresponding fitted model to compute its theoretical DCF price. 
Finally, we compute residuals by subtracting the DCF price from the market prices. 
To summarize the residuals, or prediction errors, we consider the following statistics: 
where RMSPE denotes the Root Mean Square Prediction Error, MAPE stands for 
the Mean Absolute Prediction error, the sum is performed over the bonds in the test 
set, the size of the test set is denoted as n tes t, and eb is the residual for the bond 
b. The statistics defined above correspond to one round of cross-validation. Multiple 
rounds using different partitions can be used to reduce variability; the statistics are 
averaged over the rounds. 
Out-of-sample measures are used to evaluate the performance of our method when 
estimating the term structure of individual firms. The criteria we use to define training 
and test sets are explained below. First, we consider partitions where the test set 
is defined by selecting one bond from any company having exactly two bonds, while 
the training set includes the rest of the bonds in the data set. In other words, any 
company with exactly two bonds in the complete data set will become a one-bond 
company in the training set. Such partitions are of interest because, by using the 
bonds in the test set, we will be able to verify the reliability of our term structure 
and (2.14) 
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model when producing estimators of groups containing only one bond. We consider 
two such partitions. For any group consisting of exactly two bonds we order the 
bonds in increasing order by maturity. The first partition is obtained by including in 
the test set the first bond, while for the second partition the second bond is selected. 
Following similar ideas, we define other partitions. We identify all the companies 
with exactly m bonds and for each one of them we order its bonds with respect to 
maturity. We then move the kth. bond of each company, k < m, into the test set. 
The rest of the bonds in the data set are kept in the training set. We repeat this 
procedure with m = 3 and 4. In total, we define 9 partitions corresponding to the 
combinations of positive integers (m, k), with m in {2, 3,4} and k <m. 
We compute the out-of-sample measures for the estimators obtained with our 
model and, as we did with in-sample tests, we use the single-curve approach as a 
basis for comparison. The bonds in the training sets are grouped by different criteria 
depending on the estimation method; credit ratings for the single-curve method, and 
issuer company for our Bayesian model. We compute the price residuals of the bonds 
in the test set. For both values of i>, 3 and 10, the proposed Bayesian population model 
produces smaller absolute price errors than the single-curve method (see Figures 2.4 
and 2.5). We summarize the residuals by computing the statistics defined in equation 
(2.14) and averaging the results of partitions with the same m in (m,k). Table 2.3 
includes the statistics by method and show the better performance of our Bayesian 
model with u = 10. Specifically, we obtain a reduction of at least 52% in the MAPE 
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for any value of m. The results in 2.3 also show that with the proposed method, the 
out-of-sample results are better with v = 10 than when using u — 3. In particular, 
only with v = 10 all the price errors are smaller than 15 (see Figures 2.4 and 2.5). 
Therefore, lighter tails in the distribution of the prices seems to provide a better 
fit. See Appendix C for comments on the performance of our term structure model 
under normally distributed prices. 
RMSPE MAPE 
(2) (3) (4) (2) (3) (4) 
BPM(3) 4.17 6.41 2.69 2.71 3.83 1.64 
BPM(IO) 3.30 3.81 1.92 2.50 2.65 1.33 
Single 7.39 8.53 9.07 5.24 6.60 6.55 
Percentage Difference -55% -55% -79% -52% -60% -80% 
Table 2.3 : Root mean squared prediction error (RMSPE) and mean absolute predic-
tion error (MAPE) by method. The table shows the average of the statistics RMSPE 
and MAPE over partitions with (m, k) having the same m (number in parenthesis). 
See text for a description of the partitions. In all cases the estimators of the term 
structures of individual firms produced with our Bayesian population model (BPM) 
outperforms those obtained with the single-curve approach (Single). 
2.4 Simulation Example 
In this section, we use a simulated data set to illustrate the performance of the 
proposed Bayesian population method when estimating the term structure of indi-
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Figure 2.4 : Boxplots for out-of-sample absolute price residuals of bonds in test sets. 
The absolute residuals corresponding to the proposed Bayesian population model 
(BPM) with v = 3 are smaller than those produced with the single-curve method 
(Single). In the panel "(m)", for m — 2, 3, 4, each boxplot includes absolute price 
residuals of bonds belonging to the test set of any partition with combination (m, k) 
(see text for details on the partitions). Each boxplot in panels (2), (3) and (4) 
represent 66, 51 and 20 absolute residuals, respectively. 
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Figure 2.5 : Boxplots for out-of-sample absolute price residuals of bonds in test sets. 
The absolute residuals corresponding to the proposed Bayesian population model 
(BPM) with v = 10 are smaller than those produced with the single-curve method 
(Single). In the panel "(m)", for m = 2, 3, 4, each boxplot includes absolute price 
residuals of bonds belonging to the test set of any partition with combination (m, k) 
(see text for details on the partitions). Each boxplot in panels (2), (3) and (4) 
represent 66, 51 and 20 absolute residuals, respectively. 
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vidual firms. A simulated data set offers the advantage that the true underlying 
term structure of each company is known. Hence, instead of indirectly measuring the 
performance of an estimation method via bond prices, we can directly evaluate how 
accurately the estimators approximate the underlying term structure. 
We use the following approach to generate a simulated data set. First, we use as a 
starting point the empirical sample described in Section 2.3 except bond prices. This 
implies that the resulting simulated data set will be identical to such an empirical 
data set with the exception of bond prices. Next, for each company, we generate 
its underlying term structure. Finally, the generated term structure is used to set 
the price of each company's outstanding bonds. The simulated data set includes 
599 bonds corresponding to 197 companies and the cash flow of a given bond is the 
same in both the simulated data set and the empirical sample. An advantage of the 
approach just described is that it leads to realistic simulated data sets that reflect the 
heterogeneity found in empirical samples, which not only refers to the shape of each 
company's underlying term structure, but also to the characteristics of the bonds in 
the sample, for example, coupon size and time to maturity. 
To implement the approach described above, we need to specify an algorithm to 
generate the underlying term structure of each one of the 197 companies as well as a 
procedure to simulate bond prices. In this section, we generate those term structures 
by drawing a sample from the posterior distribution that results of fitting the proposed 
Bayesian population model (with v = 10) to the empirical data described in Section 
34 
2.3. Specifically, the vectors of parameters, 0i, for the underlying term structure of 
the companies in the sample were obtained by drawing a sample of size one from 
the joint posterior distribution of Hence, we are parameterizing the underlying 
term structures with the functional form introduced by Nelson and Siegel (1987). 
A drawback of this algorithm is that it could induce a bias in favor of our modeling 
approach because we are using the output of the proposed model to generate the data. 
Ideally, we would like to generate the simulated term structures by using estimators 
produced by competing estimation methods. This option, however, is not feasible 
because, to the best of our knowledge, our framework is the first one able to estimate 
the term structure for companies with a small number of outstanding bonds. 
Finally, we generated the bond prices in the simulated data set. Such prices need to 
be in agreement with the generated term structure given by Using the discounted 
cash flow approach, the simulated bond price, P^, of the 6th bond corresponding to 
the ith company is sampled from the model 
Pib ~ *„=10 {0i, CF i 6) , a2 = 0.45) . 
The procedure just described allows to generate one simulated data set. We can, 
however, generate any number of simulated data sets which will differ in terms on the 
term structure of each company and the respective prices. 
We generated 100 simulated data sets using the algorithm described above, (see 
Figure 2.6). For each simulated data set, we estimated the term structure of each 
company with both methods, the proposed Bayesian population model (with v = 10) 
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and the single-curve approach. When using the single-curve approach, the term struc-
ture of a given company is approximated with the term structure corresponding to 
the rating level of the outstanding bonds. Because we are using a simulated data set, 
we can directly compare estimated to true term structures. In particular, for each 
company, we computed yield residuals (the difference between the estimated and true 
yields) for maturities 2, 5, 10 and 20, respectively. The absolute yield residuals ob-
tained with the proposed Bayesian population model are smaller than those obtained 
with the single-curve approach (see Figure 2.7). Across the 100 simulated data sets, 
the average percentage of companies with absolute yield residuals larger than 2% is 
less than 7.4% for the Bayesian model while for the single-curve can be as high as 
45.29% (see Table 2.4). 
2.5 Prediction Based on Covariates 
The Bayesian population model described in Section 2.2 produces estimators based on 
the observed bond prices. However, there are other bond characteristics or covariates 
that are also related to the term structure. An advantage of introducing covariates 
into a term structure model is that we will be able to estimate the term structure that 
correspond to a given set of covariates. Such estimators could be used, for example, 
to price new issues of bonds for which no price data is available. 
The structure of this section is as follows. We first extend the Bayesian population 
model described in Section 2.2 to include dependence on covariates. Then, we perform 
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Figure 2.6 : Simulated yield curves of individual firms in one simulated data set. Each 
panel corresponds to a given credit rating and includes the yield curves for companies 
with at least one bond having such a rating level. The number in parenthesis next 
to the rating level is equal to the number of curves being displayed. Since only three 
companies in our data set include bonds with different rating levels, only three yield 
curves appear more than once. The curves displayed correspond to one simulated 
data set, however similar patterns are found in the 100 generated data sets. 
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Figure 2.7 : Boxplots for absolute yield residuals by maturity and method for one 
simulated data set. Each panel refers to yield residuals for a different maturity; 2, 5, 
10 and 20, respectively. The absolute yield residuals corresponding to the proposed 
Bayesian population model (BPM) with v — 10 are smaller than those produced with 
the single-curve method (Single). For summary statistics across the 100 simulated 
data sets, see Table 2.4. 
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Mean > 2 (%) 
[2] [5] [10] [20] [2] [5] [10] [20] 
BPM 0.93 0.71 0.62 0.81 8.30 3.84 4.04 7.39 
(0.06) (0.05) (0.06) (0.09) (1.75) (1.38) (1.78) (2.65) 
Single 4.15 2.08 1.51 2.05 45.29 40.19 25.31 39.70 
(4.01) (3.50) (3.73) (4.87) (3.90) (3.61) (6.33) (5.88) 
Table 2.4 : Summary statistics for absolute yield residuals by maturity and method, 
average over 100 simulated data sets. The number in square brackets at the top of 
the table denotes the maturity of the yields being analyzed. The table shows, for 
each maturity, the mean of the absolute yield residuals (left) and the percentage of 
firms with absolute residual greater than 2 (right). For each method, the first row 
correspond to the average over the 100 simulated data sets while the second row shows 
in parenthesis the standard deviation. For all maturities, the yield residuals obtained 
with the proposed Bayesian population model (BPM) are smaller than those obtained 
with the single-curve approach (Single). 
posterior inference using the sample of corporate bonds described in Section 2.3. 
Finally, we explain how the results in this section motivate the research problem we 
study in Chapter 3. 
2.5.1 Extension of the Term Structure Model 
Some of the bond covariates that influence their term structure include the economic 
sector of the issuer company, rating level, age, etc. Different approaches can be used 
in order to introduce such covariates into the proposed hierarchical model (2.5). We 
can, for example, modify the top level of the hierarchy by considering p(Pi\8i, Xi), 
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where Xj is the vector of covariates of the zth bond, or we can instead modify the 
second stage in the hierarchy with p(0i\xi, (j>). Since E[Pib\0i] is equal to a nonlinear 
function, modifying the top level implies that the covariates are included into the 
nonlinear function or have them as offsets, that is, as additive terms. On the other 
hand, including the covariates into the second stage gives a flexible regression via DP. 
The modeling strategy described in this section follows the second flexible alternative. 
Specifically, we follow De Iorio et al. (2004) and model categorical covariates in an 
ANOVA fashion as described below. 
For simplicity, suppose there is exactly one categorical covariate with three levels. 
The arguments below can be easily generalized for any number of covariates and 
levels. Let p be the dimension of which in our current application is equal to 4. 
We replace the model in equation (2.11) by 
Oi ~ N(oidi, S) 
(2.15) 
~ g = Y2hLi wh$ (oLh), 
where cti is a matrix with p rows and as many columns as the number of levels of the 
categorical covariate. With three levels, the matrix a takes the form a = [U, V2, V3], 
where U, V2, and V3 are column vectors. In addition, di is the design vector of the 
«th group which is equal to (1,0,0), (1,1,0), or (1,0,1), when the observed value of 
the categorical covariate corresponds to the first, second, or third level, respectively. 
These modeling assumptions imply that when the categorical covariate is equal to 
the first level, the mean in the mixture is equal to the "overall mean" U, while 
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for other cases, the mean in the mixture is equal to the "overall mean" U plus the 
corresponding "offset" of the categorical covariate Vk, k — 2,3. 
We keep the same distributional assumption for G. That is, G ~ DP(M, Go), but 
now the base measure Go takes the form 
Go(a) = (%(U) x n U G k 0 ( V k ) , 
where ~ N(b,B) and ~ JV(0,Bi), k = 2,3. That is, the prior distribution 
for the mean vector is multivariate normal with mean b and covariance matrix B, 
while each offset vector has a multivariate normal prior with mean zero an covariance 
matrix B\. 
In general, when there axe d categorical covariates each having c(£) levels, £ — 
1 • • • d, the columns of a include the overall mean vector U, and c(£) — 1 offset vectors 
for each categorical covariate. Denoting the offset vectors as Vek, k = 2 • • • c(£) and 
i = 1 • • • d, the distribution of Go has the form 
G 0(a) = G"(U) x n f f i G k C V i ) x • • • x n ^ G ^ ( ^ ) , 
where - N(b, B) and G ^ ~ N(0, Bt) for k = 2 • • • c(£) and £ = 1 • • • d. To 
complete the model, we set the hyperprior of the covariance matrices Be, £ = 1 , . . . , d, 
to be 
BJ1 ~ Wishart(w, (w, W)_1). 
The extension described above offers several advantages. It provides a flexible 
model where the effect of the covariates on the parameters does not need to be the 
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same for all the bonds. In fact, it depends on the columns of the matrix a which 
changes for each component in the mixture. Furthermore, the implementation of 
this model is simple because its form is similar to the standard Dirichlet process 
mixture (DPM) model. See Appendix B for a general description of a MCMC sam-
pling scheme. Further comments on introducing dependence on covariates into DPM 
models are discussed in Chapter 3. 
2.5.2 Implementation 
We illustrate the covariate-dependent model described in the previous section by 
using the sample of 599 bonds introduced in Section 2.3. As in Elton et al. (2004), we 
consider the following four covariates which affect the valuation of corporate bonds. 
First, the Moody's credit rating level which includes 10 levels: Aaa, Aal, Aa2, Aa3, 
Al, A2, A3, Baal, Baa2, and Baa3. Second, the industry group of the issuer which can 
take the values industrial and finance. Third, the differences between Moody's and 
Standard &; Poor's credit ratings including three cases: S&P is higher than Moody's, 
Moody's is higher than S&P, and both ratings are equal. Finally, the fourth covariate 
is based on the age of the bond and it is equal to 1 if the bond is older than one 
year and 0 otherwise. The covariates above were available only for a subset of the 
599 bonds in the sample. Hence, the analysis that follows is based on such a subset 
which includes 568 bonds. 
For a given combination of the four covariates introduced above, the goal is to 
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estimate the term structure that is likely to be observed for bonds having such a com-
bination of covariates. From a Bayesian perspective, such estimators can be produced 
by considering the predictive distribution of the vector of parameters 0 given the cova-
riates of interests xnew, that is, the predictive distribution p(8\xnew, Data). Details on 
how to get a sample from the predictive distribution can be found in Appendix B. For 
illustration, we produce such estimators considering four combinations of covariates. 
Such combinations differ in terms of the Moody's rating level, specifically, the levels 
Aaa, Aa2, A2 and Baa2 are considered. The other three covariates are the same for 
the four combinations. The industry group is finance, the Moody's and S&P credit 
ratings are the same, and the bond age is greater than one year. The pointwise 95% 
probability intervals are wider when considering low credit rating levels (see Figure 
2.8). This pattern agrees with the in-sample results reported in Section 2.3, which 
suggest that the heterogeneity among bonds with a given credit rating increases when 
considering low rating levels (see Figure 2.3). 
2.5.3 Improving Posterior Inference 
In general, there are two aspects that can be modified in order to improve the perfor-
mance of the term structure estimators based on covariates. One aspect is the set of 
covariates being used to explain the term structure, while the second is the modeling 
approach used to introduce dependence on the covariates. Regarding the first aspect, 
there is a rich literature describing methodological tools that can be used for com-
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Figure 2.8 : Predictive yield curves for four combination of covariates. Such combi-
nations differ in terms of the Moody's rating level, specifically, the levels Aaa, Aa2, 
A2 and Baa2 are considered. The other three covariates are the same for the four 
combinations. The industry group is finance, the credit ratings by Moody's and S&P 
are the same, and the bond age is greater than one year. The curves denote the me-
dian and pointwise 95% probability intervals. The pointwise intervals are wider when 
considering low credit rating levels. Hence, the heterogeneity among bonds with a 
given credit rating increases when considering low rating levels. 
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paring the performance of models corresponding to different sets of covariates (see, 
for example, Wasserman (2000)). In contrast, limited attention has been directed in 
the literature towards comparing the performance of different modeling approaches 
that introduce dependence of covariates in nonparametric Bayesian models. 
The next chapter discusses the differences between competing modeling approaches 
that introduce dependence on covariates. In particular, we explain what features are 
desirable in such extensions in order to produce better predictions. Although such an 
analysis is motivated by our interest on predicting the term structure of interest rates, 
the results described in the next chapter have a broad applicability. That is, they 
are relevant for any practitioner interested in modeling covariates with nonparametric 
Bayesian methods. 
2.6 Summary and Discussion 
We introduced a new framework for the estimation of term structures that produces 
accurate estimators by jointly estimating multiple term structures. This framework 
uses a Bayesian population model with a Dirichlet mixture prior that clusters term 
structures with similar characteristics so that they borrow strength from each other. 
Each term structure is modeled using a parsimonious representation based on expo-
nential polynomials. Our model can jointly estimate any combination of corporate 
and/or government term structures. In this chapter, however, we focused on corpo-
rate bonds to show the ability of our new framework to produce accurate estimators 
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based on small samples of bonds, a situation that arises when estimating the term 
structure for individual corporations. 
We used a data set including information for 599 U.S. corporate bonds with trans-
actions executed on June 15, 2009. It is common practice to approximate the term 
structure of corporate bonds by first grouping the bonds by credit rating and then in-
dependently estimating the term structure for each class. We refer to this two-stage 
method as a single-curve approach. However, we have shown in this chapter that 
our Bayesian population model can produce more realistic and accurate estimators 
than the single-curve approach produces. To reach that conclusion we compare the 
performance of the single-curve estimators with the performance of the estimators 
produced with our Bayesian population model using two different classification of 
bonds, respectively. The first classification is based on credit rating and coincides 
with that used in the single-curve approach, while the second classification is much 
finer and is based on issuer company. The main results of the two comparisons are 
summarized below. 
When using our Bayesian model to estimate the term structure of bonds grouped 
by credit rating, the resulting estimators for each credit rating class capture the rela-
tionship between credit risk and yield. That is, the lower the credit rating, the higher 
the yield. In contrast, the single-curve estimators fail to reflect such relationship since 
they cross each other (see Figure 2.1). Although this empirical evidence already sug-
gests the superior performance of our model, the most important improvement of our 
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approach over current estimation methods is its ability to estimate term structures 
by company. 
The advantages of grouping the bonds by issuer are noteworthy as evidenced by in-
sample and out-of-sample tests. Regarding in-sample goodness of fit, the estimators 
produced with our method provide a reduction on the average absolute price residual 
of 78% compared with the single-curve estimators (see Table 2.2 and Figure 2.3). 
Out-of-sample tests based on cross-validation lead to the same conclusion. Across 
different partitions, the average of the absolute prediction error is reduced by at least 
52% when using our Bayesian model (see Table 2.3 and Figure 2.5). 
The empirical evidence shows that our new framework improves the estimation 
of corporate term structures. However, our model is not restricted to the analysis 
of corporate bonds. We can consider combinations of corporate and/or government 
bonds, and consequently, we can easily estimate credit spreads, i.e., the difference 
between government and corporate yield curves. Computing credit spreads based 
on the estimators produced with our model are likely to be accurate because of 
the good performance of our model in identifying the underlying term structure of 
corporate bonds, along with the fact that there are usually enough government bonds 
to accurately estimate the risk-free term structure. Finally, our model can also be used 
to estimate spreads between bonds from different countries. We just need to group 
the bonds by country, jointly estimate the term structures, and take the difference of 
the estimated curves by pairs to obtain the spreads. 
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Regarding the practical implementation of our model, our experience suggest that 
it does not require excessive tuning. Specifically, we have always been able to initialize 
the MCMC as well as set the hyper-parameters that are not random in the model 
by using deterministic rules based on rough estimators of 1) the mean over all the 
parameters Qi and 2) their covariance matrix. A detailed explanation can be found in 
Appendix A. Finding such estimators is particularly easy when the model has already 
been used with a data set of the same type as the one of interest but from an earlier 
date. Specifically, those estimators can be obtained by using the posterior means of 
Oi produced when fitting the model to the "old" data set. 
In summary, the estimation model described in this chapter is, to the best of our 
knowledge, the first model that is able to produce accurate estimators of the term 
structure when only a handful of bonds are available for each company. Furthermore, 
it is a flexible model that is not restricted to a specific type of bonds and it can be 
easily implemented in practice since no excessive tuning of its parameters is required. 
Finally, we extended our new framework to introduce dependence on covariates. 
Such an extension is of interest because it allows us to predict the term structure of 
interest rates based on a given set of covariates. Although introducing dependence on 
covariates in nonparametric Bayesian methods has been a very active of research and 
several modeling approaches have been developed, limited research has examined the 
relative performance of such methods or improved understanding of which features 
are suitable in order to produce better results. We focus on those issues in Chapter 
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3. Although such an analysis is motivated by our interest on predicting the term 
structure of interest rates, the conclusions are of interest for any practitioner modeling 
covariates with nonparametric Bayesian methods. 
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Chapter 3 
Modeling Dependence on Covariates 
A modeling framework that has become increasingly popular is the use of Bayesian 
nonparametric methods (Muller et al. 2004). In particular, the Dirichlet process 
(DP) (Ferguson 1973) is the most popular prior model for an unknown random mea-
sure. The popularity of the DP is due to its elegance, simplicity and the existence of 
computationally efficient Markov chain Monte Carlo (MCMC) posterior simulation 
algorithms (MacEachern and Muller 1998). In addition, hierarchical models based on 
random effects distributions with DP priors are able to accommodate outliers, multi-
modality, and dependence in multivariate, longitudinal, and functional data (Dunson 
2009). Examples of nonparametric methods based on the DP include applications in 
pharmacokinetics (Rosner and Muller 1997), econometrics (Griffin and Steel 2004), 
spatial modelling (Gelfand et al. 2005), meta-analysis (Burr and Doss 2005), variable 
selection (Kim et al. 2006), genetics (Xing et al. 2007), density estimation (Dunson 
et al. 2007; Rodriguez and ter Horst 2008), and survival analysis (De Iorio et al. 2009). 
The DP as described by Ferguson (1973) does not incorporate covariates. Hence, 
an active area of research is extending nonparametric models to allow the unknown 
distribution to depend on covariates. A popular approach uses as a starting point the 
Sethuraman (1994) representation of a DP. This representation states that a random 
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measure G that follows a DP with total mass parameter M and base measure Go, 
denoted as DP(M, Go), can be represented as 
oo h—1 
G = J2whWh), wh = vhY[(l-vi), vh ~ Beta(l,M), 6h ~ G0, (3.1) 
h=l i=1 
where 3(6) is a point mass at 6. Generalizations of (3.1) achieve the desired depen-
dence of G on covariates by making the weights, Wh, and/or the locations, Oh, vary 
with the covariates according to a stochastic process (MacEachern 1999). Such ex-
tensions of the Sethuraman representation are probability models on a collection of 
dependent random probability measures {Gx,x G X}, where X is the corresponding 
covariate space. Generalizations of the Sethuraman representation that introduce 
covariates via the locations have been applied to the analysis of variance (De Iorio 
et al. 2004), spatial modeling (Gelfand et al. 2005), time series (Caron et al. 2006), 
and regression (De Iorio et al. 2009). On the other hand, there are also generali-
zations based on making the weights covariate-dependent. Griffin and Steel (2006) 
proposed an order-based dependent Dirichlet process that makes the order of Vh in the 
stick-breaking construction be a function of the covariates, Dunson and Park (2008) 
express as a covariate-dependent kernel multiplied by beta weights, and Fuentes-
Garcia et al. (2009) models Wh with a nonparametric mixture model that depends on 
covariates. 
Approaches for modeling covariates not based on the Sethuraman representation 
exist in the literature as well. If the covariates only take a finite number of values, 
then the product of Dirichlet processes described in Cifarelli and Regazzini (1978) can 
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be used to introduce dependence on covariates. Specifically, a covariate-dependent 
regression model is used as the base measure of independent Dirichlet processes at each 
level of the covariates (Carota and Parmigiani 2002; Griffin and Steel 2004). Another 
approach for modeling dependence is forming convex combinations of independent 
DP (Dunson et al. 2007; Muller et al. 2004). Finally, Muller et al. (1996) and Muller 
and Rosner (1998) include covariates Xi in an augmented response vector (y,, Xi) and 
obtain the desired dependence by focusing on the conditional distribution given Xj. 
We refer to this method as Conditional DP. In this context, j/j denotes a random 
vector with a DP mixture distribution (see equation (3.2)). 
Although modeling dependence on covariates has been a very active area of re-
search, limited research has examined the relative performance of such methods or 
improved understanding of which features are suitable in order to produce better 
results. This chapter considers such a comparison, focusing on predictive inference. 
Different approaches for modeling dependence on covariates can lead to very similar 
posterior fits and yet produce very different results when used for prediction. In ad-
dition, when the predictive density is a mixture, whether or not the weights depend 
on the covariates plays a major role in determining the quality of the predictions. 
Such findings are illustrated by comparing the Linear DDP (De Iorio et al. 2009) 
to the Conditional-DP (Muller et al. 1996); we apply these methods to a simulated 
data set and to data from a pharmacokinetic meta-analysis. Section 3.1 describes 
and compares both methods. Implementation and empirical results are reported in 
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Section 3.2. Finally, conclusion and discussion appear in Section 3.3. 
3.1 Modeling Approaches 
This section describes the Linear DDP and the Conditional DP, points out their diffe-
rences regarding the form of the predictive density, and explains how such differences 
affect the performance of each method. 
Both methods introduce continuous covariates into the typical DP mixture (DPM) 
model given by 
Vi ~ J f (WIM) G ~ DP(M, G0), (3.2) 
where / is a probability density. The DPM model (3.2) is a mixture model with a DP 
prior on the mixing measure G. In many practical applications, the kernel / (y|/x) is 
set to be a normal multivariate density with mean /i. and common covariance matrix 
S. 
3.1.1 Linear DDP 
The Linear DDP introduced in De Iorio et al. (2009) models the relationship between 
continuous covariates and the unknown distribution by replacing the random pro-
bability measure G in the DPM model (3.2) with a collection of random probability 
measures indexed by x, {Gx, x E X}, where x = (xi,..., x^) denotes a d-dimensional 
vector of continuous covariates and X is the corresponding covariate space. 
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De Iorio et al. (2009) set a prior on {Gx, x £ X} using as a starting point the 
Dependent DP (DDP), as defined in MacEachern (1999). The DDP specifies 
oo 
Gx = ^2wh5(Oxh), for any x . (3.3) 
h=l 
The point masses 6xh satisfy the condition that Oh = {0xh, x £ X} are iid realizations 
of a stochastic process in x. The weights, Wh, follow a stick-breaking prior as in 
Sethuraman (1994), that is, wh = vh n ! ^ 1 ~vi)> vh ~ Beta( 1, M). The DDP model 
(3.3) implies that, for each x, Gx follows a DP. Specifically, Gx ~ DP(M, Gox), where 
the base measure GqX is the marginal distribution at x of the stochastic process on 
the point masses 0xh • 
In general, the DDP model induces dependence of the random measures GX by 
assuming that the sample paths Oh are dependent across x. De Iorio et al. (2009), in 
particular, impose a linear model on 0xh given by 
d 
0xh = rnh + PihXii (3-4) 
i=l 
where d is the number of continuous covariates, rrih ~ p°m and (3ih ~ p0p., i — 1 . . . d. 
It follows that the base measure, G0X, is given by the convolution of pQm and p^ , 
i = 1 . . . d. The distributional assumptions on 0xh proposed by De Iorio et al. (2009) 
imply that the random measures GqX share the common main effect given by m^. In 
addition, for each i, represents a slope coefficient as in a standard linear model. 
The prior given in (3.3) with the linear model on the locations as in (3.4) is the 
Linear DDP (De Iorio et al. 2009). When such a prior is used to introduce continuous 
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covariates into the DPM model (3.2) with a normal kernel, it leads to models given 
by 
(yi\xi = x) ~ fN(y;v,S)dGx(ti), (3.5) 
{Gx, x e X } ~ Linear DDP(M, Gox), 
where Gox denotes the set of distributions for the main effect and slope coefficients 
in (3.4). The model is completed with appropriate hyperpriors for S, M, and Gox-
It is possible to rewrite model (3.5) in terms of a mixture of linear models. Spe-
cifically, we define the random matrix = [m^, (3lh,..., (3ph\ and design vectors 
di = (1,Xi), i = 1 , . . . ,n, such that 6Xih = Thdi , where Xi denote the continuous 
covariate vector of subject i. Model (3.5) can then be rewritten as 
(yi\Xi) ^ j N f y - M ^ d G i t ) , 
v J
 (3.6) 
G ~ DP(M, Go), 
with base measure Go = (pm, P%1, • • •, P% j • The reformulation (3.6) is convenient 
because it has the form of a DPM model (3.2). Hence, it is possible to carry out 
posterior inference in the Linear DDP model by using well-known MCMC algorithms 
designed for DPM models, such as those described in MacEachern and Muller (1998). 
For later reference we replace the mixture in (3.6) by an additional level in the 
hierarchical model 
(Vilx^S) ~ N(y,Tidi,S), 
(3.7) 
Ti - G, and G ~ DP(M, G0). 
Since a DP is almost surely discrete, there is a positive probability for ties among 
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the IV Let {T* . . . r£}, k < n, be the set of unique values in -{Ti... rn}, and let rij 
denote the number of I \ equal to T*. 
We conclude the description of the Linear DDP by deriving the predictive density 
of model (3.5). Let 0 denote the set of all model parameters and let 0 ^ , t — 1 , . . . , N 
denote a posterior Monte Carlo sample. We will generically use the superscript (t) 
to indicate elements of For a new subject with vector of covariates xn+i, the 
predictive density can be approximated as follows: 
where Y denotes the current data. The specific expressions for the probabilities in 
the last average are easily obtained from (3.7). 
P (Vn+ilxn+uY) = E[p(yn+1\xn+1,Y,e)\Y] 
t=I 
jfcW+i 
with 
where YlfJi+1 = a n d 
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3.1.2 Conditional D P 
The Conditional DP approach introduces regression into the DPM model (3.2) by 
including the continuous covariates in an augmented response vector y = (y, x) in 
the nonparametric model. Specifically, Miiller and Rosner (1998) make the unknown 
distribution p(y) depend on covariates x by defining a DP mixture model for the 
joint model p(y,x). Considering a normal kernel, the Conditional DP modifies the 
DPM model as follows: 
( V i , an) ~ J N ((y, x ) ; M, S ) D G ( / I ) , G ~ DP(M, G0), (3 .9) 
which is equivalent to the hierarchical model 
(l/i,®») S), (3.10) 
^ ~ G, and G ~ DP(M, G0). 
We refer to this modeling approach as Conditional DP, because the implied condi-
tional distribution p (y\x) formalizes the desired regression on x. Particularly, as ex-
plained in Miiller and Rosner (1998), the mixture of normals f N ((y, x); /x, S) dG(fx) 
implies a locally weighted mixture of normal linear regressions for E [yj|£Ci]. Imple-
mentation of posterior inference for the Conditional DP model (3.9) is straightforward, 
because it has the form of a DPM model. Hence, the MCMC algorithms described 
in MacEachern and Miiller (1998) can be used. 
The predictive density for a new (n+l ) - th subject, conditional on covariates xn+i7 
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is estimated using 
1 N 
P{Vn+l\Xn+l,Y) ~JjJ2p(yn+1\xn+1,GU) . (3.11) 
t=1 
The conditional density in the last average is derived from the density p (yn + 1 , ccn+1 |0®) 
corresponding to the DPM model (3.10) as follows. Let ... k < n, be the 
set of distinct vectors from the set {fjLx... /zn}, with rij the number of equal to fi*. 
The predictive density for [y n + 1 ,x n + 1) is 
Jk(*)+1 
p (yn+i, xn + 1 |©W) = af Pj (yn+1, xn+1\eM) (3.12) 
i = i 
with 
a j oc \ 
I M W j = JfcW + l , 
where X^Li"1"1 — 1; and 
\ N X n + i ; " f * ' ^ ) j = 1 *'•' ^ 
[ IN (yn+1, x n + 1 ; p, dGM j = few + 1. 
It follows that the conditional density needed in (3.11) is given by 
p fon+ ikn+ i .© ' 0 ) - ( v t £ f t ( l x " ; | 9 " ' , ) n ( , J ft- ( y „ + 1 k « « , e < " ) , 
(3.13) 
where pj ( x n + i | 0 ^ ) is obtained by integrating out yn+1 from the joint distribution 
Pj (l/n+iJ^n+il©^) in the mixture (3.12). 
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3.1.3 Comparing Approaches 
Both extensions of the DPM model, the Linear DDP and the Conditional DP, estimate 
the predictive density by averaging the mixture distribution p ( j / n + 1 | a r n + i , 0 ^ ) with 
respect to a Monte Carlo sample from the posterior distribution. We claim, however, 
that the specific factors determining the weights in such mixtures can affect the 
resulting predictive inference. 
As shown in (3.8), the weights in the mixture density p (yn+1\xn+i, 0 ^ ) corres-
ponding to the Linear DDP are solely determined by n® and That is, the 
relative importance of each component in the mixture is mainly determined by the 
size of the "clusters" induced by the unique values of r f \ This feature is an im-
portant limitation of the Linear DDP. It implies that, for each t, the weights of the 
mixture remain the same for any new subject rather than change as a function of 
the specific covariates xn+\. In other words, there is no built-in mechanism in the 
predictive density to favor those components in the mixture that are more likely to 
provide a better fit to the specific characteristics of the new subject. 
Unlike the formulas in the Linear DDP, the weights in the mixture p (yn+1\xn+i, 0 ^ ) 
corresponding to the Conditional DP are a function of the covariates via the marginal 
density pj (a ;„ + i |0^) , as shown in (3.13). It follows that components in the mixture 
with a high marginal density on xn+\ will tend to have higher weights. Hence, the 
mixture is adjusted to reflect the specific characteristics of a given new subject. The 
inclusion of covariates in the weights increases the chance of using a regression struc-
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ture suitable for the given subject. 
In summary, the differences mentioned above suggest that, in terms of predic-
tive inference, the Conditional DP should outperform the Linear DDP. We present 
empirical evidence corroborating such a claim in the next section. 
Finally, we comment on a weakness of the Conditional DP that somewhat offsets 
the discussed features. The sampling model in (3.8) can be factored as p(yi\xi) *p(xi), 
highlighting the fact that the likelihood includes an additional factor for the covariates 
X{. This is technically inappropriate when the covariates are chosen and fixed by 
design. 
3.2 Empirical Implementation 
This section provides evidence to illustrate the superior performance of the Condi-
tional DP over the Linear DDP for predictive inference. Two data sets are considered; 
the first one is a simulated data set, while the second derives from a population phar-
macokinetic study. 
3.2.1 Simulation Example 
The simulated data set corresponds to a multiple regression model with two dependent 
variables and a single predictor variable. Specifically, the data are generated from a 
model similar to (3.6) as follows. Let T = [m, (3] be a 2 x 2 matrix where m is a 
vector of constants and (3 is a vector of slope coefficients. Our simulated data set 
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includes a sample of bivariate observations y{ = (yn.y^Y, i = I,..., 100, generated 
from the bivariate distribution N (TidiSl), where I is the 2 x 2 identity matrix, 
s = 0.10, and di — (1, Xj)T is a design vector including the subject-specific covariate 
Xj. We introduce two underlying regression structures into the simulated data set by 
randomly setting equal to one of the following: 
Ai = 
A2 
0 3 
1 0 
0 0 
1 3 
, w.p. 1/2 
(3.14) 
, w.p. 1/2 
Finally, each Xi is generated from a uniform distribution. If Tj = Aj then z, ~ U(0,1), 
otherwise Xi ~ U(—1,0). Hence, the value of the covariate Xi provides information 
about the specific underlying regression structure. As shown later, the ability to 
incorporate such information is a crucial difference between the Linear DDP and the 
Conditional DP. 
The resulting simulated data set reflects two regression structures given by the 
product Tidi; one describes the horizontal line segment (0,1)T + x(3,0)T, x G (0,1), 
while the other follows the vertical line segment (0,1)T + x(0,3)T, x G (—1,0) (see 
Figure 3.1). The simulated data are generated from a model that resembles (3.6). 
Thus, the data set matches the modeling assumptions of the Linear DDP. Such a 
feature was chosen in order to rule out the characteristics of the simulated data as an 
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explanation for the poor performance of the Linear DDP. 
We used posterior MCMC simulation to generate posterior Monte Carlo samples 
under Linear DDP (3.6) and the Conditional DP (3.9), respectively. In both cases 
the uncertainty on the common matrix S is modeled by adopting the conjugate 
inverse Wishart prior S~l ~ Wishart(r, (rR)_1) with r degrees of freedom and mean 
r ( r i£) _ 1 = R"1. In addition, the base measure is assumed to be multivariate normal, 
Go ~ N(b,B), and M is given a gamma distribution, M ~ Ga(am, bm). In both 
cases, we considered 10,000 iterations of the MCMC algorithm; convergence of such 
algorithms was reached after 2000 iterations. In general, the posterior fit under 
the Linear DDP is slightly better than the one obtained with the Conditional DP. 
For example, we estimated the first, second, and third quartiles, (Q1,Q2,Q3), of the 
distribution of the Euclidean distance between the posterior mean of t/i and its sample 
value. Those statistics were equal to (0.07, 0.12, 0.18) for the Linear DDP, while the 
Conditional DP showed somewhat greater values, (0.09,0.16,0.32). 
Substituting the posterior Monte Carlo samples in (3.8) and (3.13), we evaluated 
the posterior predictive density corresponding to a new subject with covariate x £ 
(—1,1)\{0}. The results for x — 0.5 and x = —0.5 highlight the shortcoming of the 
Linear DDP. It wrongly assigns positive probability to regions in the plane without 
any sample points (see Figure 3.1). Such results can be explained as follows. Since 
the Linear DDP correctly recognizes the two regression structures, the mixture in 
(3.8) is dominated by two components, each one of them corresponding to one of the 
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Figure 3.1 : Contours of the predictive density. The elements of the simulated data 
set are marked with dots. The plots are organized by modeling approach (columns) 
and by covariate level used to perform predictive inference (rows). The estimators 
produced by the Linear DDP are not acceptable because they wrongly introduce an 
extra mode to the predictive density. Such results reflect the fact that the Linear 
DDP selects a regression structure based solely on the cluster size, which by design 
is approximately half for each one of the two underlying regression structures, rather 
than using the covariate level of the new subject. 
regression structures. It follows that for any given covariate x, the mixture in (3.8) 
gives positive probability to two regions, one for each regression structure. In contrast, 
the Conditional DP incorporates the values of the covariates into the weights of the 
mixture (3.13). Therefore, the Conditional DP is able to identify those regression 
structures that are more likely, given the value of x. 
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3.2.2 Pharmacokinetics Example 
We consider a data set that includes clinical covariates and longitudinal data con-
sisting of drug concentration measurements. The measurements came from patients 
receiving the anti-cancer drug topotecan in several different studies. We fit a Bayesian 
population pharmacokinetic (PK) model to estimate and predict plasma concentration-
time curves. This section compares the performance of the Linear DDP and Con-
ditional DP when introducing dependence on patient covariates into the PK model. 
The inclusion of covariates enable us to predict individual concentration-time curves 
appropriate for an individual patient instead of the group average. Such estimated 
curves provide valuable information that can be used, for example, to design dose 
individualization schemes for future patients who are starting topotecan treatment. 
Before describing the Bayesian PK model, here are some details about the the 
data set. The population consisted of 138 children enrolled in seven clinical studies 
(see Table 3.1). These data have previously been used by Schaiquevich et al. (2007) 
to characterize the population pharmacokinetics of topotecan lactone in children with 
cancer and to identify covariates related to topotecan disposition. The data include 
concentration-time measurements corresponding to several treatment occasions for 
each patient. We use only those corresponding to the first treatment in our sample. 
This is because we are interested in making inference (and prediction) for patients with 
no previous topotecan treatment. In all cases, topotecan was administered via IVAC 
Controller (IVAC corp.) with duration of infusion of 30 minutes. See Schaiquevich 
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et al. (2007) and references therein for more details regarding the eligibility criteria for 
the clinical studies, drugs administration, blood collection, and patient demographics. 
The structure of a Bayesian population PK model is as follows. Let denote the 
ji-th measurement for the zth patient, and 9 l the vector of random effects of patient 
i. The vector Xi represents the patient-specific covariates. The probability model for 
the PK data is given by 
PiViAOi), p(0i\<f>), P(<t>)- (3-15) 
Here, p(yij\0i) is a parametric, and typically non-linear, regression model for the 
concentration-time curve, p(0i\(f)) is the prior for and, finally, p((p) denotes the 
probability model of the hyperparameters. Bayesian models similar to (3.15) have 
been considered in Zeger and Karim (1991) for generalized linear mixed models and 
in Wakefield (1994) using a multivariate normal population distribution as population 
model. 
Both methods, the Linear DDP and the Conditional DP, can be used to introduce 
covariates into the PK model (3.15) via the prior distribution on The resulting 
prior has the form (3.5) or (3.9), respectively, where y{ is replaced with 0{. That is, 
using the Linear DDP model, the prior on (0i\xi) is a mixture of normals with a mixing 
measure given by a family of random measures indexed by x. If the Conditional DP 
is used, the vector of parameters is augmented to include the covariates. Hence, the 
prior p(0i, x^ is a mixture of normals 
p{di,Xi) = J N{{Oi,Xi)-,iJL,S)dG{tJ.), 
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Table 3.1 : Characteristics of the clinical trials from which PK data was obtained 
Trial no. 
No. of 
patients 
Trial type Topotecan dosage 
1 15 
Phase I recurrent solid 
tumors 
Target AUC = 120-180 ng • h/mL 
2 21 
Phase I recurrent 
acute leukemia 
Fixed dosage = 2.4 mg/m2 
3 28 
Phase I recurrent solid 
tumors 
Phase II newly di-
0.8 and 1.1 mb/m2 
4 10 agnosed medulloblas-
toma 
Target AUC = 120-160 ng • h/mL 
5 22 
Phase I recurrent solid 
tumors 
Phase II newly di-
1.4, 1.7, 2.0, and 2.4 mg/m2 
6 30 agnosed high-risk 
medulloblastoma 
Target AUC = 80-120 ng • h/mL 
7 12 
Phase II recurrent 
Wilms tumor 
Target AUC = 70-90 ng • h/mL 
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with a DP prior on the mixing measure G. The model achieves the desired nonlinear, 
semi-parametric regression of the parameters on the covariates via the conditional 
distribution 
Both modeling approaches assign a flexible nonparametric prior distribution to the 
population parameters. Hence, they both are able to accommodate heterogeneity in 
the patient population, such as outliers, over-dispersion, and multimodality. 
Since we want to emphasize the differences between the Linear DDP and the 
Conditional DP, similar criteria are used to specify p{yij\9i) and p{(p), regardless of 
the prior on 0j being considered. 
The model for the concentration-time curve, p(yij\9i), is determined by the non-
linear regression 
l o S (Vij) = log ( f ( 0 i , T i j ) ) + 
where yij is the j t h concentration measurement for the zth patient at time Tij, 
6ij ~ iV(0,A_1) is the noise term with precision A, and the function / is a two-
compartment model with constant rate intravenous infusion (Wagner 1968) that des-
cribes the concentration at time r as 
\ f i - a ) e 
e - /J (T- 7 ) _ (K2-P\ —a(r—7) 
/3-a J V P~<* 
X (3.16) 
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with 
1 
"
 =
 2 
(Kx + K2 + K-0 + + K2 + K-x)2 -
P = - [{K, + K2 + K^) - y/iKi +K2 + K^f - 4K^K2 
Here, the four parameters {Vi, K2, Ki,K_i} are all positive, 7 is the duration of infu-
sion, D is the dose, and 1(.) denotes an indicator function. Finally, we parameterize 
(3.16) with 
0 = (log(V0, log(K2), log(KJ, log(K_X))T • 
Such a parameterization guarantees that the subject-specific parameters can take any 
value, and thus the use of a mixture of normals as a prior is appropriate. 
Finally, we introduce distributional assumptions for the hyperparameters, (f>, that 
allow the implementation of a MCMC algorithm that is computationally efficient. 
In the discussion that follows, it is assumed that the Linear DDP is written in the 
equivalent form (3.6). Regarding the parameters of the DP, the total mass parameter 
M is given a gamma prior Ga(am,bm), while the base measure Go follows a multi-
variate normal distribution N(b,B). The moments of Go are assumed random with 
hyperpriors b ~ N(bo, B0) and B1 ~ Wishart (w, (wW)~l), where w is the degrees 
of freedom and W~ is the mean of B1. Finally, a Wishart prior is also used for S, 
S ~ Wishartir, ( rH) - 1) , and A is given a gamma prior G(a\,b\). 
Unlike p(yij\0i), the characteristics of p(<fi) change in accordance with the prior 
being used for 0. Specifically, the dimension of Go changes as follows. Let p denote 
the number of model parameters; that is, p equals the dimension of 9. Let d be the 
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number of covariates being modeled. For the Conditional DP, Go is a distribution 
on a vector with dimension p + d, while under the Linear DDP, Go is a distribution 
on the columns of the matrix I \ In the latter case, it is useful to think of Go as the 
distribution on the vector with dimension p (d + 1) which results from stacking the 
columns of T one on top of the other. 
Putting together the assumptions described above for each component in (3.15), 
it follows that two population PK models have been completely specified, each one 
implementing a different prior on 0. For brevity, we will refer to those PK models 
by using only the name of the modeling approach used for the prior on 0, that is, 
Conditional DP or Linear DDP. The analysis that follows includes the covariates 
age, body surface area (BSA), and glomerular filtration rate (GFR). Such covariates 
were chosen because, as shown in Schaiquevich et al. (2007), they are significant for 
explaining topotecan disposition. The observed measurements for each covariate were 
centered at zero. 
Implementation of both PK models requires a MCMC scheme to sample from the 
corresponding posterior distribution. Such sampling schemes can be efficiently imple-
mented, since both the kernel of the mixture and the base measure G0 are normally 
distributed (MacEachern and Muller 1998). Since the full conditional of all the pa-
rameters, with the exception of 0, have a closed form, they can be updated via Gibbs 
sampling. For 0, the non-linearity in (3.16) implies that its full conditional is not a 
known distribution. Therefore, 0 is updated using the adaptive Metropolis Hasting 
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(a) Conditional DP (b) Linear DDP 
Figure 3.2 : Posterior concentration-time curves by method. The dashed lines denote 
the posterior mean concentration curves, the solid lines refer to the 95% pointwise 
probability intervals, and the "x"s denote the observed concentration-time combina-
tions. The estimated curves show that the posterior fits produced by both methods 
are practically the same. 
algorithm introduced by Haario et al. (2001). For each model, the corresponding 
MCMC sampling scheme is used to draw a Monte Carlo sample of size 30,000 from 
the posterior distribution, after a burn-in period of 20,000 iterations. 
Despite the differences between the Linear DDP and the Conditional DP, they 
lead to very similar posterior fits on the concentration-time curves per child. Spe-
cifically, posterior mean estimates of each curve, along with pointwise 95% probabi-
lity intervals, are practically indistinguishable (see Figure 3.2). Although the curves 
correspond to a single patient in the data set, similar results are found for the 138 
children in the study population. 
It is in terms of prediction, however, that the Linear DDP and the Conditional DP 
show different performance. In particular, we compare the predictive distribution for 
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the concentration-time curves of the 15 patients belonging to study 1. We obtained 
a Monte Carlo sample from those distributions by first fitting each PK model to the 
other patients in the data set (123 children in studies 2-7) , then generating a Monte 
Carlo sample from the predictive distribution of 0 for each patient belonging to study 
1 (using formulas (3.8) and (3.13), along with the patient-specific covariates), and, 
finally, using each of those samples to evaluate (3.16). 
Comparison of the results by method shows that only the Conditional DP is 
able to produce sensible estimators. As seen in Figure 3.3, the Linear DDP has 
greater predictive uncertainty than the Conditional DP and led to unrealistic pre-
dicted concentration-time profiles. When using the Linear DDP, the estimated pre-
dictive distribution provides no information about the real concentration-time curves. 
Although the curves shown correspond to a single patient, similar results were found 
for all the patients in study 1. 
3.3 Summary and Discussion 
In this chapter we have focused on extensions of nonparametric Bayesian models 
that introduce dependence on covariates. We have shown that good posterior fits 
with those extensions do not necessarily translate to good prediction. In addition, 
we have shown that, when the predictive density of such extensions is estimated by 
averaging mixture distributions, better predictions are produced when the weights in 
that mixture depend on the covariates. The arguments above have been illustrated 
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(a) Conditional DP (b) Linear DDP 
Figure 3.3 : Predictive concentration-time curves by method. The curves denote the 
pointwise quartiles Q1 < Q2 < Q3, and the "x"s mark the observed concentration-
time combinations. 
by comparing the Linear DDP (De Iorio et al. 2009) and the Conditional DP (Muller 
and Rosner 1998). 
When using the Linear DDP, the weights in the predictive density are solely de-
termined by the size of the clusters induced by the DP, with each cluster representing 
a different regression structure. Such a feature is a drawback, because it leads to the 
Linear DDP being unable to identify those regression structures that are more likely 
for a new subject, given that subject's and the other observed covariates. Combining 
the covariates with inadequate regression structures leads to unrealistic estimators. 
Evidence of such behavior has been shown in this chapter. In the simulation example, 
the Linear DDP wrongly introduced an additional mode to the estimated predictive 
density, while in the pharmacokinetic example, it predicted unrealistic concentration 
curves. 
In contrast, the predictive density of the Conditional DP is a mixture with weights 
that depend on the covariates of the new subject. This results in an agreement 
between the covariates and the regression structures. Such an agreement leads to 
considerable improvement in the predictive inference when compared to the Linear 
DDP. In spite of the clear differences in terms of prediction, both methods produce 
identical results when used for posterior inference. 
Although both the Linear DP and Conditinal DDP introduce dependence on conti-
nuous covariates, it is also desirable when modeling categorical and discrete covariates 
to be able to identify the components in the predictive mixture that produce the best 
fit. Hence, in those cases it is also advantageous to have predictive densities with 
covariate-dependent weights. However, under some modeling approaches for intro-
ducing dependence on finite covariates (numeric or categorical), such as the ANOVA 
DDP (De Iorio et al. 2004) or the Spatial DDP (Gelfand et al. 2005), the limitations 
from not having covariate-dependent weights may not be as noticeable as those shown 
by the Linear DDP. This happens because, in those models, the mechanism through 
which the covariates determine the form of the components in the mixture can vary, 
if needed, depending on the specific values of the covariates; this is not achieved 
by the Linear DDP because, in each component, the corresponding regression struc-
ture remains the same regardless of the specific values of the continuous covariates. 
In particular, the ANOVA DDP models dependence on categorical covariates in an 
ANOVA fashion. Assuming, for simplicity, that there is only one categorical covariate, 
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the ANOVA DDP implies that the mean of each component in the predictive mixture 
distribution is equal to a mean effect plus an offset vector. Since such an offset vector 
varies according to the value of the covariate, the means of the mixture components 
automatically account for component-specific associations with the discrete covariate 
level. Hence, it is possible to generate reasonable inferences, even though the weights 
in the predictive density are only based on the size of the clusters induced by the DP. 
Finally, the results in this chapter provide insight regarding which strategies for 
introducing dependence on covariates can lead to better posterior inferences. Spe-
cifically, it provides evidence in favor of extensions of the Sethuraman representa-
tion that make the weights vary with the covariates, because such extensions result 
in nonparametric Bayesian models with a prediction rule based on a mixture with 
covariate-dependent weights. Example of those extensions include the order-based 
DDP (Griffin and Steel 2006) and the kernel stick-breaking process (Dunson and 
Park 2008). 
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Chapter 4 
Conclusion 
Estimating the term structure of corporate bonds generally consists of grouping bonds 
based on their credit rating level and within each rating class fitting the Nelson-Siegel 
or some similar functional form to the discount curve using non-linear least squares. 
This estimation method relies on the assumption, that once the bonds are grouped by 
rating class they represent a homogeneous group of bonds that can be characterized 
by one overall model for the term structure. In general, this assumption does not 
hold. Characterizing groups of bonds by other features than their rating results in 
homogenous groups but also yields small sample sizes within each grouping. For 
example, if we group bonds by the company that issued the bond, many companies 
issue only one bond within a given day of trading. 
Utilizing the framework of a Bayesian hierarchical model, we develop a different 
modeling and estimation strategy that is not limited by the small sample size within 
each grouping. Among other features, the Bayesian hierarchical model allows the pa-
rameters within each small group to be modeled by a different mean thereby greatly 
reducing the bias in the overall estimation of the term structure. Estimation is accom-
plished through internal and nonparametric clustering of bonds that exhibit similar 
structure, thereby allowing the estimation algorithm to borrow strength when appro-
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priate across all bonds to identify the structure at the small group level. Specifically, 
the common population distribution on the parameters is modeled with a Dirichlet 
process mixture. Applying our newly developed methodology to estimating bonds 
based on the company that issued the bond, we see a 75% reduction in the mean 
squared error of out of sample price estimation compared to the traditional approach 
of grouping by rating class. 
In addition to model fitting, we also address this issue of predictions from the 
resulting model. A challenge for hierarchical nonparametric Bayesian methods is 
correctly accounting for the clusters with small probabilities when proceeding with 
Monte Carlo samples to obtain the predictive posterior distribution. We argue that 
better predictions are produced when the corresponding predictive mixture density 
has covariate-dependent weights. This dependence on covariates allows for identifica-
tion of the best set of covariates available for prediction. This argument is illustrated 
with an application in a biological setting, demonstrating the universal features of 
the statistical methodology. 
In the course of our work, we have identified the following areas of future re-
search. First, we will extend our covariate based predictive modeling to identifying 
the best set of covariates that can be used to predict the term structure. Secondly, 
the framework introduced in this dissertation is flexible and can be used with diffe-
rent type of bonds and different groupings of bonds; we can jointly fit term structures 
of different countries, or, as shown in this document, fit term structures of different 
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companies. However, such flexibility implies that we are not taking advantage of the 
specific characteristics of the bonds under consideration. Therefore, an area of future 
research is to modify our estimation framework to match the specific characteristics 
of the estimation problem in turn. For example, the term structure of corporate 
bonds can be expressed as the sum of the government term structure and a credit 
spread. Modeling credit spreads instead of the corporate term structure could lead 
to better results since credit spreads can be represented with functional forms based 
on fewer parameters than the whole term structure; a desirable situation given the 
small number of bonds available by company. 
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Appendix A: MCMC Sampling Scheme 
This Appendix presents a complete description of the Markov Chain Monte Carlo 
(MCMC) scheme used to sample from the posterior distribution of the proposed 
Bayesian population model. It also includes initial values and values for hyperparam-
eters. 
The proposed model without weights is given by: 
Pib~N(V (0itCF ib),Vi) 
Oi-Nfa^S) V{ ~ Inv — x2(ui <j2) 
oo 
Hi ~ G = Wh5 (Ph) S _ 1 ~ Wishart(r, ( rR) - 1 ) a2 ~ Ga(ar, bT) 
h=l 
G~DP(GQ,M) 
M~Ga(am,bm) Go ~ N (b, B) 
b ~ N(b0, B0) B _ 1 ~ Wishart (w, (wW)"1) 
The posterior distribution does not have a closed form. A Markov chain Monte 
Carlo (MCMC) scheme to sample from the posterior distribution can be efficiently im-
plemented since the kernel of the mixture and the base measure Go are both normally 
distributed (MacEachern and Muller 1998). Here we present a detailed description 
of such a scheme. 
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We start by introducing some notation and conventions. Let n be the number of 
term structures being estimated and t?j the number of bonds with term structure i. 
We need to keep track of which class a particular jLti belongs to since there is a positive 
probability that some of the mean vectors will equal each other. Let {fx* . . . be 
the set of distinct vectors from the set . . . The induced groups on the model 
parameters based on the value of the corresponding fa are referred to as clusters. 
Thus, the number of clusters is k. We introduce an indicator vector s = (s i , . . . , s„) 
mapping each Oi to a specific cluster, that is, Sj — j iff fa = fi*. The number of sl 
for which Sj = j is denoted as rij. Finally, in this document the gamma distribution 
is parameterized in terms of the rate parameter, that is, the gamma density function 
is 
f(x\ a, p) = — ; a,p> 0, 
with mean equal to a/(3. 
Using the notation introduced above, we describe the MCMC scheme for the model 
without weights. 
1. Resampling Sj. We marginalize over /x .^ To write down the resultant dis-
tribution of Si we need to introduce notation for the case when some ^ is 
removed from consideration. Such notation includes the following, s^ — 
(s i , . . . Si-uSi+i..., sn). / j f i = {i1... /xi+1 • • •, Mn)- nf denotes the size 
of the j th cluster, it is equal to nSi — 1 for j — and rij for other j. k^ denotes 
the number of clusters, if removal of fa shrinks the number of clusters so that 
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JfcW = k - 1, then we relabel the Arth cluster so that it becomes cluster Sj. This 
relabel is done by redefining S£ = Si for all i with st — k, setting fx*. = and 
removing //£. 
Using the notation introduced above, the distribution of Sj is multinomial with 
probability given by 
See, for example, MacEachern and Muller (1998) for a derivation of this condi-
If SI = + 1, we need to sample a new /A* from the distribution 
n f N f c i J t , S) j = 1 , . . . ,*W 
p ( 5 i = j y ^ s N (#!,••• ,0n),M, S ,b ,B) oc < 
MjN(0i]^S)dGo(^) j = k® + 1. 
tional distribution. The integral for the case Sj = + 1 has a closed form: 
N(0i] b, S + B). 
a , E) oc N (0I5 /Lt*, S) G„(AO 
where 
S = ( S " 1 + B - 1 ) " 1 , 
a = S(S- 1 0 i + B-1b). 
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1. Resampling Sj. The posterior distribution of s, is given by 
Prior fx*- ~ N (b, B ) , 
Likelihood L(fi*) = nier3 N A*; >s) > 
Posterior n* ~ AT (b*, B*) 
B*"1 = B 1 + rij S - 1 
b ' ^ B * ( B - ^ + S " 1 ! ^ ^ } ) , 
where Tj = {i : Sj = j} . 
3. Resampling 
Prior Oi ~ N i B i l f a S ) , 
Likelihood L(0i) oc U 9 b U m ~ 1 / 2 e x P ("2% - CF«)}2) , 
Posterior P(0i\ • ••) oc Prior x Likelihood, 
The posterior of Oi does not have a closed form, thus we use a Metropolis-
Hasting algorithm to update 0,. Let 0\ be the current point at the t itera-
tion and 0 f i n be the candidate value simulated from the proposal distribution 
q(6cian\Qti). The acceptance probability of the candidate point is 
m m ( l , A ( 0 ! , C ) ) , 
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where 
X ( * - p ( 0 i a n \ - - - )
 v q W \ O r ) 
M 4 j
 i - ) qiorwr 
The specification of a proposal distribution is often difficult since the posterior 
density is unknown. When the sample size is small, it is difficult to find good 
approximations to the posterior which could be used to set the parameters 
of the proposal distribution. To overcome this difficulty, we use the adaptive 
Metropolis (AM) algorithm introduced by Haario et al. (2001). The proposal 
distribution is a Gaussian distribution centered on the current state, whose 
covariance is calculated using all the previous states after a given burning period. 
Specifically, the proposal distribution is given by 
q(0?n\0l) ~ N(0li:t), 
with 
t<to, 
sdcov(0°i,...,0l'1)+sdelp t>to, 
where s^ and e are positive constants, to is a positive integer, and "cov" de-
notes the empirical covariance matrix. For this application, we set s j = 0.5, 
€ = 0.00001, and t0 = 2000. The adaptation provided by the AM algorithm 
allows us to produce accurate estimators, even though we start with a rough 
approximation for the covariance matrix of the proposal distribution. 
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1. Resampling Sj. The posterior distribution of s, is given by 
Prior S"1 ~ Wishart(r, ( rR)-1) , 
^ ( S - 1 ) oc NR=i | S | " 1 / 2 exp [ - 1 ( 0 , - /Xi)S-'(Oi - faY] 
Likelihood 
= | S | - / 2 exp [ - 1 YTUOi - ^ S - 1 ^ - /*,)'], 
Posterior S"1 - Wishart (r + n, [rR + J2i=i(°i ~ M 0 * ~ / ^ l > 
5. Resampling b. 
Prior b ~ N(b0,B0), 
Likelihood L(b) - Ukj=1 N(n*; b, B), 
Posterior b~JV(b i ,Bx) 
B ^ 1 = BQ 1 + fcB-1 
b ^ B x ( B ^ b o + B - 1 , 
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1. Resampling Sj. The posterior distribution of s, is given by 
Prior B _ 1 ~ Wishart (w, (raW)"1), 
Likelihood L(B_ 1) = n l i ; b> B ) 
oc |B|-fc/2 exp f - i (E} = 1 ( /xJ - - b)1 
Posterior B _ 1 ~ Wishart + k, wW + - b)(/z* - b)1 
7. Resampling M. It is done by introducing a latent beta-distributed variable, 77, 
as described in Escobar and West (1995). Let p{rj\M) — Beta(M + 1 ,n) and 
M ~ Ga(am, bm), we have 
p ( M \ n 1 k ) = G a ( a ^ n M 1 
with 
GL 
with probability rr = 
b
'm = bm-log(rj), 
a
m k 
a
m + k — 1 with probability 1 — 7r. 
8. Resampling Vi. 
Prior Vi ~ Inv — x2(ui °"2)> 
Likelihood L(VI) = NTI N {PIB\V(OI, CFIB), VI), 
Posterior VJ ~ Inv - + 1, ^ {ua2 + Y%=1{Pib - CF i6)}2}). 
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1. Resampling Sj. The posterior distribution of s, is given by 
Prior a2 ~ Ga(aT,bT), 
Likelihood L{a2) = 11,=i I n v ~ xH^l^ <r2), 
Posterior a 2 ~ Ga (aT + (nu)/2,6T + (u/2) VI"1) • 
Weights, ujh,, are introduced into our model by modifying the scale parameter in 
the likelihood as follows: 
Pib ~ N CFjfc), V^Uib)'1) . 
Which is equivalent to 
yfiJTbPib ~ N (7^(0;, CFib), Vi). 
Hence, the only change needed in the MCMC scheme described above when weights 
are considered is to multiply Pib and ^(Oi, CFi6) by y/uJ^ in steps 3 and 8. 
Finally, we describe the procedure we followed in order to set hyperparameters 
and initial values. We assume that we can estimate the mean and covariance matrix 
of the population of parameters In this document we have used the following 
vector to estimate the population mean 
fi = (-143.93, -283.08,56.02,93.75)T, 
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while for the covariance matrix we used 
/ \ 
582.93 1019.38 -638.38 -762.05 
1019.38 2341.63 -1524.80 -1237.71 
-638.38 -1524.80 1001.85 749.14 
-762.05 -1237.71 749.14 1073.54 
Such estimators were obtained by computing the sample mean and covariance ma-
trix, respectively, of the estimated parameters 0 describing the term structure of 697 
U.S. companies. The vector of parameters 6 were estimated by fitting the proposed 
Bayesian population model to a bond data set available through the Yahoo's bond 
screener (http://screen.yah.oo.com/bonds.html). Such data set includes bond 
data for 1877 U.S. corporate bonds with information corresponding to May 29, 2009. 
Based on fi and S as well as the posterior results obtained using the Yahoo data 
set, the hyperparameters and initial values are set as follows. 
Hyperparameters 
b0 = ji, B0 = S, w = 15, W = S/20, r = 10, R = S/10, aT = 0.5, bT = 1, am = 1, 
and bm = 1. 
Initial Values. 
b = fi, B = S, M = 1.0, S = S, a2 = 0.5, ^ = ft,
 Si = i, K = {y/{v - 2)) * a2, and 
for the Metropolis-Hasting algorithm to update 6i we set E0 = (1/4) * S. 
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Appendix B: Dependence on Covariates, MCMC 
and Predictive Density 
This appendix includes a detailed explanation of the MCMC scheme to sample from 
the posterior distribution of the model described in Section 2.5.1. It also explains how 
to use a sample from the posterior distribution to approximate the posterior density. 
We consider the following definitions and conventions. Let p be the number of 
parameters in the model, a* = {&*} be the set of unique matrices from the set {«{}, 
k be the size of the set ct*, n the number of patients, the number of concentration-
time observations available for the ith patient, and a ^ — { a \ , . . . , a;_i, . . . , an}. 
As described in Section 2.5.1, when the model includes categorical covariates the base 
measure has the form 
G O K ) = N(b, B) X n£>TF(0, X . . . X ncfc^iV(0, Bd). 
which can be rewritten as 
G0(a*) - N{b, B) x N{0, Bx) x • • • x N{0, Bd), 
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where / \ 
Be 0 • •• 0 0 
B,= 
0 Bs t ••• 0 0 
0 0 ••• Bp 0 
V 
0 0 0 Bp 
with Bp appearing c{€) — 1 times in Be, for t = 1 . . . d. 
Let & be the column vector obtained by writing each column of a* one after the 
other. An equivalent way to write the base measure in terms of a* is 
G0(a*) ~ N b = ,B = 
( 
B 0 
0 Bx 
0 0 
0 0 
\\ 
0 0 ••• Bd-! 0 
0 0 • • • 0 Bd 
Set 
Fi = <8) IP, 
where Ip is the p x p identity matrix, and di is the design vector for the ith subject. 
Introducing Fi is convenient because of the identity 
a*dj = Fia*. 
Using the notation introduced above, the corresponding MCMC scheme is as follows. 
88 
1. Resampling Sj. The posterior distribution of s, is given by 
Pr(si =j\...)<x < 
M 
M+N ^ fN(di;adi,S)dG0(a) j = k® + l. 
The integral f N(9f, adi, S)dGo(a) has the following closed form: 
J N(6f,adi,S)dG0(a) = J N(ei]Fia,S)dG0(&) 
= J N{di-Fia,S)N{a-,b,B)da 
= N(9i\ Fib, S + FiBFf). 
If Si = + 1, we need to sample a new a* from the distribution 
N(a; n, E) oc F^*, 5) x N{a*; b, B), 
where 
S = (FfS-'Fi + B'1)-1, 
li = ^ S - ^ i + B^b). 
2. Resampling a*. The posterior distribution of a* is given by 
p(a*\s, (9ir--,9n), b, B, S, p) oc ]J N(9f, a*dh S)G0(a*), 
ieTj 
where Tj — {i : Si — j}, and 
G q K ) = N(b, B) x N{0, Bx) x • • • x N{0, Bd). 
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We can update a* in the linear regression setting by noting that 
Qi = FiCt* + (ji} un ~ N(0, S) for i € Tj, 
a*~N(b,B), 
therefore, a* can be updated sequentially using standard results of Normal 
theory as follows. 
Let Oj be the vector of diS such that i e Tj, that is, 6j = (dji,dj2, • • •, 0jn.)4 
where jl, • • • ,jrij are the ordered indexes in i y Similarly, we define Uj = 
( u j u . . . , u j n j y and 
f3 = 
( \ 
<f. \ m y 
Rewriting the linear regression model, we have 
Oj = FjOij + Uj, LJj ~ N(0, Inj ® S), 
a* ~ N(b,B). 
The posterior distribution of al- is N(Cc, C) where 
C'1 = Fj{Inj ® Sy'Fj + B-1 = Ff(Inj ® + 5 - l 
and 
c = F {Inj ® .S"1)^- + B " ^ 
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1. Resampling Sj. The posterior distribution of s, is given by 
Prior 0 i ~W(0 i | a*d i > S) , 
Likelihood L(6i) oc exp {Pi6 - CF ib)}2) , 
Posterior • • •) oc Prior x Likelihood, 
Since the posterior of 6i does not have a closed form, we use a Metropolis-Hasting 
algorithm to update We use the proposal distribution corresponding to the 
adaptive Metropolis (AM) algorithm (Haario et al. (2001)). The details are 
similar to those described in Appendix A. 
4. Resampling S. 
Prior S~l ~ Wishart{r, (rR)_1), 
LiS- 1 ) oc n"=1|5'|-1//2 e x p [ — - F i d J S - 1 ^ - F^)4] 
Likelihood 
= |S\~n '2 e x p [ - | E t i & ~ F i ^ S - H b - Fi<*i)% 
Posterior S'1 ~ Wishart(r + n, [rR + £?=i(0; - F ^ ) ^ - Fid*)*] *), 
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1. Resampling Sj. The posterior distribution of s, is given by 
Prior b~N(b0,B0), 
Likelihood L(b) = n«=1N(a*[, 1]; b, B), 
Posterior b ~ N(blt 
B f 1 = Eq-1 + fcB"1 
b1 = B1(Bo1b0 + kB~1a% 1]), 
where 1] stands for the first column of the matrix a*, and «*[, 1] = (1 /k) 
6. Resampling B. 
Prior B'1 ~ Wishart(w, (<wW)~1), 
Likelihood = Uk=1{N(a*[, 1]; b, B) 
oc |£|-3 f e /2exp [ - § ( £ • = > * [ , 1] - b)B~\a% 1] - by 
r , "1-1 
Posterior B~x ~ Wishart(w + k, wW + X)J=1(aJ[, 1] - b)(a*[, 1] - b)f ). 
7. Resampling Bp. Let , jz, • • • ,jc(e) be the indices of the columns in a* corres-
92 
ponding to the offsets of the ^th categorical covariate. 
Prior B^1 ~ Wishart(w, (wW)_1), 
Likelihood L(B^) =Ukj=zl{N{a*j[,j2]]0,Bt1) x ••• x iV(a*[, jc{£)}-0,Bj1)) 
Posterior Bjx ~ Wishartiw + (c(£) - 1 )k, [wW + Y^=M%]2}){a)lj2})t+ 
8. Resampling M , Vi and a2 is done as described in Appendix A. 
Finally, we explain how to estimate the corresponding predictive distribution. If 
we denote the data used to fit the model as Y, the new vector of covariates as xn+i, 
and the parameters in the term structure model as 8 , then the predictive density is 
given by 
where = 1 , . . . , AT} is a sample of size N from the posterior distribution and 
oc l i f c l - O W - W e x p [ - l O i i K U ] - 0)Bi \a*[ , j 2} - 0)*+ 
• • • + (a*[, jc(e)] - 0)Bi1(a%jc{e)] - 0 m 
j>(0n+l |xn+i,y) = Ee\Y\p(0n+l\Xr^-l,Y,Q)] 
+ M « J N(9n+1;adn+1,SM)dG$\a). (4.1)  
93 
In order to sampling from the predictive distribution, we can draw a sample from the 
posterior distribution, and use it to sample from the mixture p (<9n+i[xn+i, Y, 
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Appendix C: Normally Distributed Prices 
The term structure estimation model introduced in this document assumes that the 
bond prices follow a t-distribution (see equation (2.7)). Hence, it allows us to study-
how the performance of the model varies when the distribution of the prices has heavy 
or light tails, respectively. In a less flexible version of our term structure model, we 
assumed normally distributed prices. In general, similar in-sample price residuals are 
obtained when using either normally or t distributed prices (see Table 4.1). 
Method Minimum Q1 Median Mean Q3 Maximum 
t(3) 0.00 0.23 0.62 1.14 1.58 18.16 
t(10) 0.00 0.25 0.59 1.14 1.52 18.18 
Normal 0.00 0.27 0.63 1.23 1.53 22.69 
Table 4.1 : Summary statistics for absolute price residuals under different distribu-
tional assumptions for the prices. Q1 and Q3 denote the first and third quartiles, 
respectively. The estimators of the term structure of individual firms computed with 
our Bayesian population model have similar in-sample performance when the prices 
are assumed to be normally distributed (Normal) or when they follow a t distribution 
with degrees of freedom 3 (t(3)) or 10 (t(10)), respectively. 
When considering out-of-sample test, however, the distributional assumption on 
the prices does lead to different results. Specifically, lighter tails in the distribution 
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of the prices seems to provide a better fit. The out-of-sample tests are based on the 
partitions described in Section 2.3 (see Table 4.2 in this appendix ). 
RMSPE MAPE 
(2) (3) (4) (2) (3) (4) 
t(3) 4.17 6.41 2.69 2.71 3.83 1.64 
t(10) 3.30 3.81 1.92 2.50 2.65 1.33 
Normal 3.28 3.61 1.74 2.44 2.56 1.25 
Table 4.2 : Out-of-sample statistics under different distributional assumptions for the 
prices. RMSPE stands for root mean squared prediction error while MAPE stands 
for mean absolute prediction error. The table shows the average of the RMSPE and 
MAPE over partitions with (m, k) having the same m (number in parenthesis). See 
Section 2.3 for a description of the partitions. In all cases the estimators of the term 
structures of individual firms produced with our Bayesian population model (BPM) 
outperforms those obtained with the single-curve approach (Single). 
Regarding the MCMC sampling scheme under normally distributed prices, the 
algorithm is very similar to the one described in Appendix A. We just need to replace 
Vi and a2 for a precision parameter r which correspond to the likelihood 
( ^ C F a ) , ? - - 1 ) , 
and use the following resampling step: 
Resampling r . 
Prior T ~ Ga(aT, bT), 
Likelihood L(r) oc Uti ULi(rY/2 e x P H r " ^ CF*> 
Posterior r ~ Ga (aT + \ 9i > 
br +1 E h Z°Li {Pib - C F i 6 ) } 2 ) . 
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Appendix D: Software Implementation 
This appendix briefly describes the software implementation of the proposed term 
structure estimation model described in Appendix A. 
The routines are written in C. We used the functions in the GNU Scientific Library 
(GSL) for defining and manipulating vectors and matrices as well as for generating 
random numbers. An advantage of using the numerical library GSL is that it has 
a detailed documentation freely available at http:/ /www .gnu.org/software/gsl/ . 
Having such a documentation is advantageous because it makes it easier for new users 
to understand and to implement our term structure estimation method. 
The C code is a straightforward implementation of the MCMC algorithm descri-
bed in Appendix A. Specifically, it includes a function main that calls other auxiliary 
functions corresponding to each resampling step. There are as many auxiliary func-
tions as resampling steps in the MCMC algorithm. Such an organization of the code 
facilitates its readability. 
For additional information regarding the code, please contact the Department of 
Statistics at Rice University. 
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