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Abstract
We present a covariant density matrix approach to kinetic theory of QED plasmas
subjected to a strong external electromagnetic field. A canonical quantization of
the system on space-like hyperplanes in Minkowski space and a covariant general-
ization of the Coulomb gauge is used. The condensate mode associated with the
mean electromagnetic field is separated from the photon degrees of freedom by a
time-dependent unitary transformation of both, the dynamical variables and the
nonequilibrium statistical operator. Therefore even in the case of strong external
fields a perturbative expansion in orders of the fine structure constant for the cor-
relation functions as well as the statistical operator is applicable. A general scheme
for deriving kinetic equations in the hyperplane formalism is presented.
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1 Introduction
In recent years the theoretical study of dense relativistic plasmas is of in-
creasing interest. Such plasmas are not only limited to astrophysics, but can
nowadays be produced by high-intense short-pulse lasers [1–3]. In view of the
inertial confinement fusion, one has to consider a plasma under extreme con-
ditions which is created by a strong external field. This new experimental
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progress needs a systematic approach based on quantum electrodynamics and
methods of nonequilibrium statistical mechanics.
Considerable attention has been focussed on a mean-field (Vlasov-type) kinetic
equation for the fermionic Wigner function, which is an essential step towards
transport theory of laser-induced QED plasmas. Using the Wigner operator
defined in four-dimensional momentum space [4–6], a manifestly covariant
mean-field kinetic equation can be derived from the Heisenberg equations of
motion for the field operators. In this approach, however, it is difficult to
formulate an initial value problem for the kinetic equation since the four-
dimensional Fourier transformation in the covariant Wigner function includes
integration of two-point correlation functions over time. This difficulty does
not appear in the scheme based on the one-time fermionic Wigner function
where the field operators are taken at the same time and only the spatial
Fourier transformation is performed. In the context of QED, the one-time
formulation was proposed by Bialynicki-Birula et al. [7] (referred to in the
following as BGR) and used successfully in their study of the electron-positron
vacuum. Within this approach one can explore a number of attractive features.
The one-time Wigner function has a direct physical interpretation and allows
to calculate local observables, such as the charge density and the current
density. The description in terms of one-time quantities is quite natural in
kinetic theory based on the von Neumann equation for the statistical operator
and provides a consistent account of causality in collision integrals.
It should be noted, however, that the one-time Wigner function does not
contain complete information about one-particle dynamics; the spectral prop-
erties of correlation functions can be described only in terms of two-point
Green’s functions which are closely related to the covariant Wigner function.
Recently this aspect of relativistic kinetic theory was studied within the mean-
field approximation [8,9]. The aforementioned incompleteness of the one-time
description is well known in non-relativistic kinetic theory, where two-time cor-
relation functions can, in principle, be reconstructed from the one-time Wigner
function by solving integral equations which follow from the Dyson equation
for nonequilibrium Green’s functions [10]. The reconstruction problem in rel-
ativistic kinetic theory remains to be explored. The solution of this problem
requires a further development of the relativistic density matrix method as
well as the relativistic Green’s function technique.
In this and subsequent works we develop a density matrix approach to kinetic
theory of QED plasmas subjected to a strong electromagnetic field. From the
conceptual point of view, our aim is to generalize the BGR scheme [7] in two
aspects. First, we wish to present the one-time formalism in covariant form.
This removes a drawback of the BGR theory which is not manifestly covariant.
Second, we will develop a scheme which allows to go beyond the mean-field
approximation, including dissipative processes in QED plasmas and the inter-
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play between collisions and the mean-field effects. Whereas subsequent studies
will be concerned with explicit kinetic equations, the present first part consid-
ers some general problems of the one-time covariant approach to relativistic
kinetic theory. In comparison to QED where the main object is the S-matrix
constructed from vacuum averages of the field operators, kinetic theory of
QED deals with averages over a nonequilibrium ensemble describing a many-
body system. Therefore we use the Hamiltonian formalism which is typical
for the density matrix method. In this case, however, one meets with some
fundamental problems which are considered in this paper. In order to make
the theory manifestly covariant, canonical quantization of the system will be
carried out in a covariant fashion. Another point is that in the presence of
a strong electromagnetic field, perturbation expansions in the fine structure
constant are not suitable. To overcome this difficulty, we will present a proce-
dure which allows to separate the classical part of the electromagnetic (EM)
field and the photon degrees of freedom at any time.
The paper is organized as follows. In Section 2 we briefly sketch a scheme of
relativistic statistical mechanics in the form adapted to kinetic theory. In our
approach we use a manifest covariant Schro¨dinger picture on space-like hyper-
planes in Minkowski space. Analogous formulations of relativistic quantum
mechanics and quantum field theory can be found in literature for various ap-
plications (see, e.g., [11–15]). In this way, “equal-time” correlation functions
are defined with respect to the “ invariant time” variable on a hyperplane.
In Section 3 we perform canonical quantization of QED on space-like hyper-
planes and derive the covariant quantum Hamiltonian. Section 4 deals with
the condensate mode which corresponds to the electromagnetic field induced
by the polarization in the system. The condensate mode is eliminated by
a time-dependent unitary transformation of the statistical operator and dy-
namical variables. As a result, we obtain the effective Hamiltonian, where
the interaction of fermions with the mean electromagnetic field is incorpo-
rated non-perturbatively at any time, while the interaction between fermions
and photons is described by a term which can be taken into account within
perturbation theory. It is shown how Maxwell equations for the mean electro-
magnetic field are recovered in our scheme. In Section 5 the covariant one-time
Wigner function and the photon density matrix are introduced and a method
for deriving kinetic equations in the hyperplane formalism is outlined. The
paper is summerized with a short discussion of the results and an outlook to
further applications.
We use the system of units with c = h¯ = 1. The signature of the metric tensor
is (+,−,−,−).
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2 Nonequilibrium statistical operator in the hyperplane formalism
2.1 The relativistic von Neumann equation
It is well known that in the special theory of relativity a quantum state of a
system is defined by a complete set of commuting observables which can be
associated with a three-parameter space-like surface σ in Minkowski space.
Among these surfaces three-dimensional hyperplanes are especially simple to
deal with [11–14]. Since the use of arbitrary space-like surfaces does not lead
to new physics, in what follows we restrict our consideration to hyperplanes.
A space-like hyperplane σ ≡ σn,τ is characterized by a unit time-like normal
vector nµ and a scalar parameter τ which may be interpreted as an “ invariant
time”. The equation of the hyperplane σn,τ reads
x · n = τ, n2 = nµnµ = 1. (2.1)
In the special Lorentz frame where nµ = (1, 0, 0, 0) and consequently Eq. (2.1)
reads x0 = τ the parameter τ coincides with the time variable t = x0. We will
refer to this special frame as the “instant frame”, since only here observables
are measured at the same instant of time t. By treating a state vector |Ψ[σn,τ ]〉
as a functional of σn,τ , the covariant Schro¨dinger equation can be derived from
the relation between the state vector on the hyperplane σ and the state vector
on the hyperplane σ′ = Lσ which is obtained by an inhomogeneous Lorentz
transformation L = {a,Λ}:
σ → σ′ = Lσ : x→ x′ = Λx+ a. (2.2)
The relation between the state vectors is [16]
U(L) |Ψ[Lσ]〉 = |Ψ[σ]〉 , (2.3)
where U(L) = U(a,Λ) is a unitary representation of the inhomogeneous
Lorentz group. The generators of this representation, Pˆ µ and Mˆµν , are the
energy-momentum vector and the angular momentum tensor, respectively. For
our purpose, the only transformations of relevance are pure time-like trans-
lations which change the value of τ . Recalling the form of U(a,Λ) for pure
translations
U(a, 1) = exp
{
iPˆµa
µ
}
(2.4)
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and introducing the notation
∣∣∣Ψ[σn,τ ]〉 = |Ψ(n, τ)〉, Eq. (2.3) can be written
for an infinitesimal time-like translation aµ = nµ δτ as
|Ψ(n, τ + δτ)〉+ iδτ
(
Pˆµn
µ
)
|Ψ(n, τ)〉 = |Ψ(n, τ)〉 , (2.5)
from which we obtain the relativistic Schro¨dinger equation
i
∂
∂τ
|Ψ(n, τ)〉 = Hˆ(n) |Ψ(n, τ)〉 (2.6)
with the Hamiltonian on the hyperplane given by
Hˆ(n) = Pˆµn
µ. (2.7)
In the presence of a prescribed external field, the energy-momentum vector
and, consequently, the Hamiltonian Hˆτ (n) can depend explicitly on τ . Com-
bining Eq. (2.6) with the adjoint equation for the bra-vector, one finds that the
statistical operator ̺(n, τ) for a mixed quantum ensemble obeys the equation
∂̺(n, τ)
∂τ
− i
[
̺(n, τ), Hˆτ (n)
]
= 0, (2.8)
which is analogous to the non-relativistic von Neumann equation.
2.2 Schro¨dinger and Heisenberg pictures on hyperplanes
The evolution of a mixed ensemble on space-like hyperplanes can be repre-
sented in different pictures. The statistical operator in the Heisenberg picture
does not depend on the parameter τ and is associated with some fixed hyper-
plane σn,τ
0
. Dynamical variables are represented by operators OˆH([σn,τ ]) which
are functionals of the hyperplanes. Local operators OˆH(x), which depend on
the space-time point x, are of particular interest in quantum field theory. In
what follows it will be convenient to treat such operators as functions of the
parameter τ . To define this dependence, we introduce the transverse projector
with respect to the normal vector nµ,
∆µν = δ
µ
ν − n
µnν , (2.9)
and notice that a space-time four-vector xµ can be represented in the form
xµ = nµτ + xµ
⊥
, τ = n · x, (2.10)
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where
xµ
⊥
= ∆µν x
ν (2.11)
is the transverse (space-like) component of x. Geometrically, Eq. (2.10) means
that the space-like vector xµ⊥ lies on the hyperplane σn,τ passing through the
space-time point x. Using the decomposition (2.10), a local Heisenberg oper-
ator OˆH(x) can be written as
OˆH(x) = OˆH(nτ + x⊥) ≡ OˆH(τ, x⊥). (2.12)
Let us assume that Pˆ µ does not depend explicitly on τ . Then, recalling the
well-known equation of motion for Heisenberg operators
∂µ OˆH(x) = −i[OˆH(x), Pˆµ] , (2.13)
one readily finds that the time-like evolution of such operators is described by
the equation
OˆH(τ, x⊥) = e
i(τ−τ
0
)Hˆ(n) OˆH(τ0, x⊥) e
−i(τ−τ
0
)Hˆ(n) (2.14)
with the Hamiltonian (2.7). The generalization of Eq. (2.14) to situations in
which the Hamiltonian Hˆτ depends explicitly on τ is obvious. Defining the
evolution operator U(τ, τ ′;n) as the ordered exponent
U(τ, τ ′;n) = Tτ exp
−i
τ∫
τ ′
Hˆ τ¯ (n) dτ¯
 , (2.15)
we have
OˆH(τ, x⊥) = U
†(τ, τ0;n) OˆH(τ0, x⊥)U (τ, τ0;n). (2.16)
In the Schro¨dinger picture, the statistical operator ̺(n, τ) is τ -dependent and
its time-like evolution is governed by Eq. (2.8), whereas operators OˆS are
defined on a fixed hyperplane. Assuming the Heisenberg and Schro¨dinger pic-
tures to coincide on the hyperplane σn,τ
0
, Eq. (2.16) implies that the transition
from the Schro¨dinger picture to the Heisenberg picture is given by
OˆH(τ, x⊥) = U
†(τ, τ0;n) OˆS(x⊥)U (τ, τ0;n). (2.17)
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The mean values O(x) of local dynamical variables can be calculated in both
pictures. Using a formal solution of Eq. (2.8)
̺(n, τ) = U(τ, τ0;n) ̺(n, τ0)U
†(τ, τ0;n), (2.18)
we find that
O(x) = 〈OˆH(τ, x⊥)〉
τ
0 = 〈OˆS(x⊥)〉
τ . (2.19)
Here and in what follows the symbol 〈· · ·〉τ stands for averages calculated with
the statistical operator ̺(n, τ). In many problems one is dealing with partial
derivatives ∂µO(x) which enter the equations of motion for local observables.
In the hyperplane formalism, it is convenient to express the partial derivatives
in terms of the derivatives with respect to τ and x
⊥
. Recalling Eqs. (2.10)
and (2.11), we write
∂µ = nµ
∂
∂τ
+∇µ, ∇µ = ∆
ν
µ ∂ν = ∆
ν
µ
∂
∂xν
⊥
. (2.20)
Then, in the Heisenberg picture, Eq. (2.19) yields the equation of motion
∂µO(x) =
〈
∂µOˆH(τ, x⊥)
〉τ
0
, (2.21)
where
∂µOˆH(x) =nµ
∂
∂τ
OˆH(τ, x⊥) +∇µOˆH(τ, x⊥)
≡−inµ
[
OˆH(τ, x⊥), HˆH(n, τ)
]
+∇µOˆH(τ, x⊥). (2.22)
In the Schro¨dinger picture, the τ -dependence of the mean values appear through
the statistical operator which obeys the von Neumann equation (2.8). In this
picture the equation of motion, bearing a formal resemblance to Eq. (2.21), is
obtained from Eq. (2.19)
∂µO(x) =
〈
∂µOˆS(x⊥)
〉τ
(2.23)
with the analogous definition of the operator ∂µ acting on local dynamical
variables:
∂µOˆS(x⊥) = −inµ
[
OˆS(x⊥), Hˆ(n)
]
+∇µOˆS(x⊥). (2.24)
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2.3 “Equal-time” correlation functions
Describing the evolution of the system in terms of hyperplanes, we can in-
troduce “equal-time” correlation functions of local dynamical variables with
respect to the invariant time τ . Let Oˆ1H(x), Oˆ2H(x), . . . , OˆkH(x) be some local
Heisenberg operators. Then the “equal-time” correlation function for these
operators can be defined as
F1···k(x1⊥, . . . , xk⊥;n, τ) = 〈Oˆ1H(x1) · · · OˆkH(xk)〉
τ
0 , (2.25)
where n · x1 = n · x2 = . . . = n · xk = τ . In the Schro¨dinger picture this
correlation function takes the form
F1···k(x1⊥, . . . , xk⊥;n, τ) = 〈Oˆ1S(x1⊥) · · · OˆkS(xk⊥)〉
τ . (2.26)
The covariant von Neumann equation (2.8) yields the equations
∂
∂τ
F1···k(x1⊥, . . . , xk⊥;n, τ) = −i〈[Oˆ1S(x1⊥) · · · OˆkS(xk⊥), Hˆ
τ(n)]〉τ (2.27)
which can serve as a starting point for constructing the quantum hierarchy
for the “equal-time” correlation functions.
3 Hamiltonian of QED on hyperplanes
We will now apply the foregoing scheme to a relativistic system of charged
fermions interacting through the EM field. For definiteness, we take these
fermions to be electrons and positrons, so that protons will be treated as a
positively charged background which ensures electric neutrality of the system.
There is no difficulty in describing protons by an additional Dirac field. Having
in mind applications to relativistic plasmas produced by high-intense short-
pulse lasers, we assume the system to be subjected into a prescribed external
EM field which is not necessarily weak.
3.1 The Lagrangian density
The first step in formulating the kinetic theory of QED plasmas is to construct
the Hamiltonian Hˆ(n). We start with the classical Lagrange density
L(x) = LD(x) + LEM(x) + Lint(x) + Lext(x), (3.1)
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where LD(x) and LEM(x) are the Lagrangian densities of free Dirac and EM
fields respectively, Lint(x) is the interaction Lagrangian density, and the term
Lext(x) describes the interaction of fermions with the external electromagnetic
field. In standard notation (see, e.g., [17]), we have
LD(x) = ψ¯(x)
(
i
2
γµ
↔
∂µ −m
)
ψ(x), (3.2)
LEM(x) = −
1
4
Fµν(x)F
µν(x), (3.3)
Lint(x) = −jµ(x)A
µ(x), (3.4)
Lext(x) = −jµ(x)A
µ
ext(x), (3.5)
where
↔
∂µ =
→
∂µ −
←
∂µ. In the following the electromagnetic field tensor is
taken in the form Fµν = ∂µAν − ∂νAµ. The current density four-vector will
be expressed as jµ = eψ¯γµψ with e < 0. We wish to remark that in our
approach the four-potential of the EM field is decomposed into two terms. The
variables Aµ(x) correspond to the EM field caused by charges and currents in
the system, while Aµext(x) is a prescribed external field. In what follows, only
the dynamical field Aµ(x) will be quantized.
3.2 Canonical quantization on hyperplanes
A canonical quantization implies that some gauge fixing condition is im-
posed on Aµ. For many-particle systems studied in statistical mechanics, the
Coulomb gauge seems to be the most natural. However, the disadvantage of
this gauge is that it is not manifestly covariant. Therefore we will use a general-
ization of the Coulomb gauge condition which is consistent with the covariant
description of evolution in terms of space-like hyperplanes. To formulate this
condition, we introduce for any four-vector V µ the decomposition into the
transverse and longitudinal parts by
V µ = nµV
‖
+ V µ
⊥
, V
‖
= nνV
ν , V µ
⊥
= ∆µνV
ν , (3.6)
where ∆µν is the projector (2.9). Then a natural generalization of the Coulomb
gauge condition reads
∇µA
µ
⊥
= 0. (3.7)
In the special frame where nµ = (1, 0, 0, 0) and Aµ = (A0,A), Eq. (3.7) reduces
to ∇ ·A = 0, which is the usual Coulomb gauge condition.
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To define canonical variables for the electromagnetic field on a hyperplane
σn,τ , we first perform the decomposition (3.6) of the field variables A
µ and the
decomposition (2.20) of the derivatives in the Euler-Lagrange equations
∂L
∂Aµ
− ∂ν
∂L
∂(∂νA
µ)
= 0. (3.8)
A simple algebra shows that these equations are equivalent to
∂L
∂A
‖
−
∂
∂τ
 ∂L
∂A˙‖
−∇ν ∂L∂(∇νA‖) = 0, (3.9)
∆µν
[
∂L
∂Aν
⊥
−
∂
∂τ
(
∂L
∂A˙ν⊥
)
−∇λ
∂L
∂(∇λA
ν
⊥
)
]
= 0, (3.10)
where we use the notation f˙ ≡ ∂f/∂τ for derivatives with respect to τ . Equa-
tion (3.9) allows to eliminate the variable A
‖
in the Lagrangian. First we
rewrite expressions (3.3) and (3.4) in terms of A‖ and A
µ
⊥ using the decom-
position procedure for the derivatives and the field Aµ. As a result we obtain
the Lagrangian density in the form
L = −
1
4
F
⊥µνF
µν
⊥
−
1
2
(
∇µA
‖
− A˙µ
⊥
) (
∇µA‖ − A˙⊥µ
)
− j
‖
A
‖
− j
⊥µA
µ
⊥
+ LD + Lext, (3.11)
where we have introduced the notation
F µν
⊥
= ∇µAν
⊥
−∇νAµ
⊥
. (3.12)
Note that the last two terms in Eq. (3.11) do not contain A‖ and A
µ
⊥. Now
using the expression (3.11) to calculate derivatives in Eq. (3.9) and taking into
account that, according to the gauge condition (3.7), ∇µA˙
µ
⊥ = 0, we get
∇µ∇
µA‖ = j‖. (3.13)
In the “instant frame”, where nµ = (1, 0, 0, 0), this reduces to the Poisson
equation for A0. The solution of Eq. (3.13) is
A‖(τ, x⊥) =
∫
σn
dσ′G(x⊥ − x
′
⊥) j‖(τ, x
′
⊥), (3.14)
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where the Green function G(x
⊥
) satisfies the equation
∇µ∇
µG(x⊥) = δ
3(x⊥) (3.15)
with the three-dimensional delta function on a hyperplane σn defined as
δ3(x
⊥
) =
∫
d4p
(2π)3
e−ip·x δ(p · n). (3.16)
The solution of Eq. (3.15) for G(x
⊥
) is given by
G(x⊥) = −
∫ d4p
(2π)3
e−ip·x δ(p · n)
1
p2
⊥
. (3.17)
The variable A‖ can now be eliminated in the Lagrange density (3.11) with
the aid of Eq. (3.14). Terms like ∇ν(· · ·) can be dropped since they do not con-
tribute to the Lagrangian L =
∫
L dσ under appropriate boundary conditions.
Then a straightforward algebra leads to
L =−
1
4
F⊥µνF
µν
⊥ −
1
2
A˙⊥µA˙
µ
⊥ − j⊥µA
µ
⊥
+LD + Lext −
1
2
∫
σn
dσ′ j‖(τ, x⊥)G(x⊥ − x
′
⊥)j‖(τ, x
′
⊥). (3.18)
We will treat the fields Aµ⊥ as dynamical variables for the EM field and follow
the Dirac version of canonical quantization of theories with constraints [18,19].
The gauge condition (3.7) is one of the constraint equation in this scheme.
Another constraint equation follows directly from the definition of transverse
four-vectors, Eq. (3.6), and reads
nµA
µ
⊥
(x) = 0. (3.19)
We now define canonical conjugates for the field variables Aµ⊥ by
Π
⊥µ =
∂L
∂A˙µ⊥
= −A˙
⊥µ. (3.20)
Obviously the Π’s are not independent variables since they satisfy the con-
straint equations ∇µΠ
µ
⊥ = 0, and nµΠ
µ
⊥ = 0. Thus, we have four constraints
imposed on the canonical variables. Following the standard quantization pro-
cedure [19], the commutation relations for the field operators Aˆµ⊥ and Πˆ
µ
⊥ can
be derived. As shown in Appendix A, these commutation relations are
11
[
Aˆµ⊥(τ, x⊥), Πˆ
ν
⊥(τ, x
′
⊥)
]
= icµν(x⊥ − x
′
⊥), (3.21)[
Aˆµ⊥(τ, x⊥), Aˆ
ν
⊥(τ, x
′
⊥)
]
=
[
Πˆµ⊥(τ, x⊥), Πˆ
ν
⊥(τ, x
′
⊥)
]
= 0, (3.22)
where
cµν(x
⊥
− x′
⊥
) =
∫
d4p
(2π)3
e−ip·(x−x
′) δ(p · n)
[
∆µν −
pµ⊥pν⊥
p2⊥
]
. (3.23)
In Appendix B the anticommutation relations for the Dirac field operators on
hyperplanes are derived. The result can be written as
{
ψˆa(τ, x⊥),
ˆ¯ψa′(τ, x
′
⊥)
}
=
[
γ‖(n)
]
aa′
δ3(x⊥ − x
′
⊥), (3.24){
ψˆa(τ, x⊥), ψˆa′(τ, x
′
⊥
)
}
=
{
ˆ¯ψa(τ, x⊥),
ˆ¯ψa′(τ, x
′
⊥
)
}
= 0, (3.25)
where a, a′ are the spinor indices. The matrix γ
‖
(n) is introduced through the
following decomposition of the Dirac matrices γµ:
γµ = nµγ‖(n) + γ
µ
⊥(n), γ‖(n) = nνγ
ν , γµ⊥(n) = (δ
µ
ν − n
µnν) γ
ν . (3.26)
In the special Lorentz frame where xµ = (t, r) and nµ = (1, 0, 0, 0), we have
γ‖ = γ
0 and δ3(x⊥ − x
′
⊥) = δ(r − r
′), so that Eq. (3.24) reduces to the well-
known anticommutation relation for the quantized Dirac field.
3.3 Derivation of the Hamiltonian
The classical Hamiltonian on the hyperplane σn,τ can be derived in two ways.
Following the canonical procedure, Hτ (n) is obtained by the Legendre trans-
formation
H(n) =
∫
σn,τ
dσ
{
Π⊥µA˙
µ
⊥ + π¯ψ˙ +
˙¯ψπ − L
}
, (3.27)
where L is given by Eq. (3.18). To find explicit expressions for the variables
π and π¯, which are conjugates to the fields ψ¯ and ψ, we rewrite the Dirac
Lagrangian density (3.2) using the decomposition (2.20) of derivatives:
LD = ψ¯
 i
2
γ
‖
↔
∂
∂τ
+ γµ
⊥
↔
∇µ
−m
ψ. (3.28)
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Then we have
π¯ ≡
∂LD
∂ψ˙
=
i
2
ψ¯γ
‖
, π ≡
∂LD
∂ ˙¯ψ
= −
i
2
γ
‖
ψ. (3.29)
Substituting expressions (3.28) and (3.29) into Eq. (3.27), we arrive at the
classical Hamiltonian. Another way is to start from the classical analog of
Eq. (2.7) which reads
H(n) = Pµn
µ ≡
∫
σ
n,τ
dσ nµTµνn
ν , (3.30)
where Tµν(x) is the energy-momentum tensor. In order that the quantized
Hamiltonian be hermitian, the energy-momentum tensor must be real. For
instance, one can use the so-called Belinfante tensor [20]. When applied to
the Lagrangian (3.1), the standard derivation of the Belinfante tensor (see,
e.g., [17]) gives
Tµν(x) =− gµν
{
ψ¯
(
i
2
γλ
↔
∂ λ −m
)
ψ − jλ
(
Aλ + Aλext
)
−
1
4
FαβF
αβ
}
+FµλF
λ
ν +
i
4
ψ¯
(
γν
↔
∂µ +γµ
↔
∂ ν
)
ψ −
1
2
(
jνAµ + jµAν
)
. (3.31)
Separating the longitudinal and transverse components with respect to the
normal vector nµ and then eliminating the τ -derivatives of the fields with the
aid of Eqs. (3.20) and (3.29), the classical Hamiltonian on the hyperplane is
obtained from Eq. (3.30). It can be verified that in both cases we have the
same expression for Hτ (n). The final step is to replace the canonical variables
Aµ⊥,Π
µ
⊥, ψ, ψ¯ by the corresponding quantum operators. As a result, we find the
Hamiltonian in the form
Hˆτ (n) = HˆD(n) + HˆEM(n) + Hˆint(n) + Hˆ
τ
ext(n), (3.32)
where HˆD(n) and HˆEM(n) are the Hamiltonians for free fermions and the
polarization EM field respectively, Hˆint(n) is the interaction term, and Hˆ
τ
ext(n)
describes the external EM field effects. In the Schro¨dinger picture the explicit
expressions for these terms are
HˆD(n) =
∫
σ
n
dσ ˆ¯ψ
(
−
i
2
γµ
⊥
(n)
↔
∇µ +m
)
ψˆ, (3.33)
HˆEM(n) =
∫
σ
n
dσ
(
1
4
Fˆ
⊥µνFˆ
µν
⊥
−
1
2
Πˆ
⊥µΠˆ
µ
⊥
)
, (3.34)
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Hˆint(n) =
∫
σn
dσ jˆ⊥µAˆ
µ
⊥ +
1
2
∫
σn
dσ
∫
σn
dσ′ jˆ‖(x⊥)G(x⊥ − x
′
⊥)jˆ‖(x
′
⊥), (3.35)
Hˆτext(n) =
∫
σ
n
dσ jˆµ(x⊥)A
µ
ext(τ, x⊥). (3.36)
In the EM field Hamiltonian (3.34) the tensor operator
Fˆ µν
⊥
= ∇µAˆν
⊥
−∇νAˆµ
⊥
(3.37)
contains only the transverse components of the field operators Aˆµ which are
decomposed as
Aˆµ = nµAˆ‖ + Aˆ
µ
⊥. (3.38)
The longitudinal part Aˆ
‖
has been eliminated in the interaction Hamilto-
nian (3.35) by the equation
∇µ∇
µAˆ‖ = jˆ‖ (3.39)
which is analogous to Eq. (3.13). As usual, in Eqs. (3.33) – (3.36) normal or-
dering in operators is implied. The self-energy contribution to the last term
in Eq. (3.35) is omitted, so that the product : jˆ‖(x⊥) : : jˆ‖(x
′
⊥) : is under-
stood. For simplicity, we have written the Hamiltonian for the case that the
fermionic subsystem is described by one Dirac field. The generalization to a
many-component case is obvious.
4 The condensate mode of the EM field
An essential feature of the dynamical evolution of QED plasmas in a strong
external field is that the mean values of the canonical operators 4 , Aµ⊥ = 〈Aˆ
µ
⊥〉
and Πµ⊥ = 〈Πˆ
µ
⊥〉, just as the mean values of creation and annihilation bosonic
operators aˆ and aˆ† related to the canonical operators by plane-wave expan-
sions, are not zero. Furthermore, they are macroscopic quantities associated
with the mean EM field induced by the polarization in the system. In the
language of statistical mechanics, the variables Aµ⊥(x) and Π
µ
⊥(x) describe a
macroscopic condensate mode of the EM field. This fact does not allow to
apply perturbation theory directly to the Hamiltonian (3.32) because the in-
teraction of fermions with the condensate mode or, what is the same, with the
4 From this point onwards symbols Aµ⊥, Π
µ
⊥, j
µ, etc. denote mean values of the
corresponding operators.
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mean EM field is not weak. So, we have to separate the condensate mode from
the photon degrees of freedom in the Hamiltonian and the statistical operator.
4.1 The time-dependent unitary transformation
The condensate mode is most easily isolated by introducing the τ -dependent
unitary transformation
˜̺(n, τ) = eiCˆ(n,τ) ̺(n, τ) e−iCˆ(n,τ), (4.1)
where the operator Cˆ(n, τ) is given by
Cˆ(n, τ) =
∫
σn
dσ
{
Aµ⊥(x)Πˆ⊥µ(x⊥)−Π⊥µ(x)Aˆ
µ
⊥(x⊥)
}
. (4.2)
Note that the unitary transformation (4.1) does not affect fermionic operators
and has the properties
eiCˆ(n,τ) Aˆµ⊥(x⊥) e
−iCˆ(n,τ) = Aˆµ⊥(x⊥) + A
µ
⊥(x),
eiCˆ(n,τ) Πˆµ⊥(x⊥) e
−iCˆ(n,τ) = Πˆµ⊥(x⊥) + Π
µ
⊥(x). (4.3)
Taking now into account that, for any operator Oˆ,
〈Oˆ〉τ = Tr
{
eiCˆ(n,τ) Oˆ e−iCˆ(n,τ) ˜̺(n, τ)} ≡ 〈eiCˆ(n,τ) Oˆ e−iCˆ(n,τ)〉τ
˜̺
, (4.4)
we find that 〈
Aˆµ⊥(x⊥)
〉τ
˜̺
=
〈
Πˆµ⊥(x⊥)
〉τ
˜̺
= 0. (4.5)
Thus, in the state described by the transformed statistical operator (4.1), the
canonical dynamical variables Aˆµ⊥ and Πˆ
µ
⊥ have zero mean values and, hence,
they are not related to the condensate mode. In other words, after the unitary
transformation the EM field operators correspond to the photon degrees of
freedom. Based on the above arguments, it is convenient to use ˜̺(n, τ) as the
statistical operator of the system. It should be noted, however, that ˜̺(n, τ)
does not satisfy the von Neumann equation (2.8) since the operator Cˆ depends
on τ . In order to derive the equation of motion for ˜̺(n, τ), we differentiate
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Eq. (4.1) with respect to τ . After some algebra which we omit, we find that the
transformed statistical operator satisfies the modified von Neumann equation
∂ ˜̺(n, τ)
∂τ
− i
[ ˜̺(n, τ), Hˆτ (n)] = 0 (4.6)
with the effective Hamiltonian
Hˆτ (n) = eiCˆ(n,τ) Hˆτ (n) e−iCˆ(n,τ)
+
∫
σ
n
dσ
{
∂Π⊥µ(x)
∂τ
Aˆµ⊥(x⊥)−
∂Aµ⊥(x)
∂τ
Πˆ⊥µ(x⊥)
}
. (4.7)
The transformation of Hˆ(n) in the first term is trivial due to Eqs. (4.3) and
the fact that the transformation does not affect fermionic operators. It is
convenient to eliminate the derivatives in the last term of Eq. (4.7) with the
aid of the equations of motion for the condensate mode
∂Aµ⊥(x)
∂τ
= −Πµ⊥(x),
∂Πµ⊥(x)
∂τ
= ∇λF
λµ
⊥ (x)− j
µ
⊥(x), (4.8)
which are easily derived using Eqs. (2.23), (2.24), and the canonical commu-
tation relations (3.21). The tensor F µν⊥ in Eq. (4.8) is the mean value of the
operator (3.37), and jµ⊥(x) is the transverse part of the mean polarization
current
jµ(x) = 〈 jˆ
µ
(x⊥)〉
τ . (4.9)
Inserting Eqs. (4.8) into Eq. (4.7), the effective Hamiltonian can be written
as a sum
Hˆτ (n) = Hˆτ0(n) + Hˆ
τ
int(n). (4.10)
The main term
Hˆτ0(n) = HˆD(n) + HˆEM +
∫
σ
n
dσ jˆµ(x⊥)A
µ(x) (4.11)
describes free photons and fermions interacting with the total electromagnetic
field
Aµ(x) = Aµext(x) + A
µ(x), (4.12)
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where the mean polarization field Aµ(x) is given by
Aµ(x) =
〈
Aˆµ(x
⊥
)
〉τ
. (4.13)
The term Hˆτint(n) in Eq. (4.10) describes a weak interaction between photons
and fermions. The explicit expression for this term is
Hˆτint(n) =
∫
σ
n
dσ∆jˆ
µ
⊥(x⊥; τ) Aˆ
µ
⊥(x⊥)
+
1
2
∫
σn
dσ
∫
σn
dσ′∆jˆ
‖
(x
⊥
; τ)G(x
⊥
− x′
⊥
)∆jˆ
‖
(x′
⊥
; τ), (4.14)
where the operators
∆jˆ
µ
(x
⊥
; τ) = jˆ
µ
(x
⊥
)− 〈 jˆ
µ
(x
⊥
)〉τ (4.15)
represent quantum fluctuations of the fermionic current. The essential point
is that now the interaction term (4.14) does not contain a contribution from
the condensate mode and, consequently, one can use perturbation expansions
in the fine structure constant.
4.2 Maxwell equations
To complete our discussion of the condensate mode, we will show how the
Maxwell equations for the total mean EM are derived in our approach. Ac-
cording to Eq. (4.12), the total field tensor can be written as
Fµν(x) = ∂µAν(x)− ∂νAµ(x) = F µνext(x) + F
µν(x). (4.16)
The external field tensor F µνext is assumed to satisfy the Maxwell equations
∂µF
µν
ext(x) = j
ν
ext(x) (4.17)
with some prescribed external current jµext. On the other hand, the polarization
field tensor F µν(x) is the mean value of the operator
Fˆ µν(x⊥) = ∂
µAˆν − ∂νAˆµ
= Fˆ µν
⊥
+ nν
(
Πˆµ
⊥
+∇µAˆ
‖
)
− nµ
(
Πˆν
⊥
+∇νAˆ
‖
)
. (4.18)
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Recalling Eqs. (2.23) and (2.24), straightforward algebraic manipulations with
the equations of motion for the field operators lead to the Maxwell equations
for the polarization field tensor
∂µF
µν(x) = jν(x). (4.19)
Now Eqs. (4.17) and (4.19) can be combined into the Maxwell equations for
the total field tensor
∂µF
µν(x) = jν(x) + jνext(x). (4.20)
A solution of these equations gives the total mean field Aµ in terms of the
total mean current.
5 Kinetic description of QED plasmas
5.1 The “one-time” Wigner function
Within the hyperplane formalism a natural way of describing kinetic processes
in the fermion subsystem is by the “one-time” Wigner function which depends
on the variable τ . Since there is the gauge freedom for the mean field Aµ, it is
convenient to employ the gauge-invariant Wigner function on the hyperplane
σn,τ defined as
Waa′(x⊥, p⊥; τ) =
∫
d4y eip·y δ(y · n)
× exp
{
ieΛ(x⊥ +
1
2
y⊥, x⊥ −
1
2
y⊥; τ)
}
ρaa′
(
x⊥ +
1
2
y⊥, x⊥ −
1
2
y⊥; τ
)
(5.1)
with the gauge function
Λ(x
⊥
, x′
⊥
; τ) =
x
⊥∫
x′
⊥
A
⊥µ(τ, R⊥) dR
µ
⊥
≡
1∫
0
ds (xµ
⊥
− x′µ
⊥
)A
⊥µ(τ, x
′
⊥
+ s(x
⊥
− x′
⊥
)). (5.2)
In Eq. (5.1) the one-particle density matrix ρaa′ is the mean value
ρaa′ (x⊥, x
′
⊥
; τ) = 〈ρˆaa′ (x⊥, x
′
⊥
)〉
τ
= 〈ρˆaa′ (x⊥, x
′
⊥
)〉
τ
˜̺ (5.3)
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of some density operator ρˆaa′ . In the literature one can find different definitions
for the fermionic density operator. The most often used definitions are
ρˆaa′(x⊥, x
′
⊥
) = −
1
2
[ψˆa(x⊥),
ˆ¯ψa′(x
′
⊥
)], (5.4)
ρˆ′aa′(x⊥, x
′
⊥
) = : ˆ¯ψa′(x
′
⊥
) ψˆa(x⊥) : . (5.5)
These two operators are related by
ρˆaa′(x⊥, x
′
⊥) = ρˆ
′
aa′(x⊥, x
′
⊥) +Kaa′(x⊥, x
′
⊥), (5.6)
where the last c-number term represents the vacuum expectation value of ρˆ
since the vacuum expectation value of ρˆ′ is zero. It can be shown, however,
that the vacuum term in Eq. (5.6) does not contribute to local observables
like the mean current jµ(x). The advantage of the definition (5.5) is that the
mean values of one-particle dynamical variables (summation over repeated
spinor indices)
Oˆ =
∫
σ
n
dσ dσ′Oa′a(x
′
⊥, x⊥) :
ˆ¯ψa′(x
′
⊥) ψˆa(x⊥) : (5.7)
are conveniently expressed in terms of the density matrix ρ′ = 〈ρˆ′〉τ :
〈Oˆ〉τ =
∫
σn
dσ dσ′Oa′a(x
′
⊥, x⊥)ρ
′
aa′(x⊥, x
′
⊥; τ). (5.8)
Unfortunately, the equation of motion for the density operator (5.5) with the
Hamiltonian (4.10) contains vacuum (divergent) terms. On the other hand,
such terms do not appear in the equation of motion for the operator (5.4).
For this reason, we shall take the operator (5.4) as the one-particle density
operator in Eq. (5.3). An analogous definition was used previously for the
phase-space description of the QED vacuum in a strong field [7].
The Wigner function (5.1) is defined on a given family of hyperplanes σn,τ and,
hence, depends parametrically on the normal four-vector n. It should be noted,
however, that local observables calculated from the Wigner function do not
depend on the choice of n. As an important example, the mean polarization
current (4.9) can be written in the form
jµ(x) = e〈 : ˆ¯ψ(x⊥)γ
µψˆ(x⊥) : 〉
τ
= e
∫ d4p
(2π)3
δ(p · n) tr {γµW (x⊥, p⊥; τ = x · n)} , (5.9)
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where the symbol “tr” stands for the trace over spinor indices. Geometrically,
the above relation means that, in calculating the current, the invariant time
τ has a value such that the space-time point x lies on the hyperplane σn,τ .
5.2 The photon density matrix
To define the photon density matrix, we start from the plane wave expansion
of the vector potential operator Aˆ⊥ in terms of creation and annihilation op-
erators. By analogy with the well-known representation for the free photon
field in the special Lorentz frame where nµ = (1, 0, 0, 0), we write
Aˆµ
⊥
(τ, x
⊥
) =
∫
d4q√
2ωn(q⊥)(2π)
3
δ
(
q
‖
− ωn(q⊥)
)
×
∑
l=1,2
eµ(q
⊥
, l)
{
aˆl(q⊥) e
−iq·x + aˆ†l (q⊥) e
iq·x
}
, (5.10)
where eµ(q
⊥
, l) are real-valued polarization four-vectors and
ωn(q⊥) = ωn(−q⊥) =
(
−qµ
⊥
q
⊥µ
)1/2
(5.11)
is the dispersion relation for free photons on the hyperplane. The conditions
∇µAˆ
µ
⊥ = nµAˆ
µ
⊥ = 0 mean that the polarization vectors satisfy
q
⊥µe
µ(q
⊥
, l) = nµe
µ(q
⊥
, l) = 0. (5.12)
The expansion of the operator Πˆµ⊥ into plane waves is found from (5.10) by
using Πˆµ⊥ = −
˙ˆ
Aµ⊥:
Πˆµ
⊥
(τ, x
⊥
) =
∫
d4q√
2ωn(q⊥)(2π)
3
iωn(q⊥) δ
(
q
‖
− ωn(q⊥)
)
×
∑
l=1,2
eµ(q⊥, l)
{
aˆl(q⊥) e
−iq·x − aˆ†l (q⊥) e
iq·x
}
. (5.13)
Assuming the commutation relations for the creation and annihilation opera-
tors
[aˆl(q⊥), aˆ
†
l′(q
′
⊥
)] = δll′ δ
3(q
⊥
− q′
⊥
),
(5.14)
[aˆl(q⊥), aˆl′(q
′
⊥)] = [aˆ
†
l (q⊥), aˆ
†
l′(q
′
⊥)] = 0,
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and the completeness relation for the polarization vectors
∑
l=1,2
eµ(q
⊥
, l) eν(q
⊥
, l) = −
(
∆µν −
qµ⊥q
ν
⊥
q2
⊥
)
, (5.15)
the commutation relation (3.21) for the field operators is recovered. Note that
Eqs. (5.10) and (5.13) give the field operators in the interaction picture. The
corresponding expansions for the field operators in the Schro¨dinger picture are
obtained by setting τ = 0. In this case the delta-function δ(q
‖
− ωn(q⊥)) can
be replaced by δ(q
‖
).
The above considerations suggest that it is natural to define the photon density
matrix in terms of the Schro¨dinger operators
ϕˆl(x⊥) =
∫
d4q
(2π)3/2
δ(q‖) e
−iq·xaˆl(q⊥),
ϕˆ†l (x⊥) =
∫
d4q
(2π)3/2
δ(q
‖
) eiq·xaˆ†l (q⊥),
(5.16)
which satisfy the commutation relations
[ϕˆl(x⊥), ϕˆ
†
l′(x
′
⊥
)] = δll′ δ
3(x
⊥
− x′
⊥
),
[ϕˆl(x⊥), ϕˆl′(x
′
⊥
)] = [ϕˆ†l (x⊥), ϕˆ
†
l′(x
′
⊥
)] = 0.
(5.17)
The photon density matrix is defined as
Nll′(x⊥, x
′
⊥; τ) =
〈
Nˆll′(x⊥, x
′
⊥)
〉τ
˜̺
, (5.18)
where
Nˆll′(x⊥, x
′
⊥) = ϕˆ
†
l′(x
′
⊥) ϕˆl(x⊥) (5.19)
is the photon density operator. It should be emphasized that in Eq. (5.18)
the average is calculated with the transformed statistical operator ˜̺(n, τ) in
which the condensate mode of EM field has been eliminated. When written in
terms of the average with the statistical operator ̺(n, τ), the photon density
matrix takes the form
Nll′(x⊥, x
′
⊥
; τ) =
〈
Nˆll′(x⊥, x
′
⊥
)
〉τ
− 〈ϕˆl(x⊥)〉
τ 〈ϕˆ†l′(x
′
⊥
)〉τ , (5.20)
where the last term corresponds to the contribution from the condensate mode.
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5.3 The covariant statistical operator in QED kinetics
The evolution of the fermionic Wigner function (5.1) and the photon density
matrix (5.18) is governed by kinetic equations which can be derived from the
equations of motions
∂
∂τ
ρaa′(x⊥, x
′
⊥
; τ) = −iTr
{
[ρˆaa′(x⊥, x
′
⊥
), Hˆτ0(n) + Hˆ
τ
int(n)] ˜̺(n, τ)} , (5.21)
∂
∂τ
Nll′(x⊥, x
′
⊥; τ) = −iTr
{
[Nˆll′(x⊥, x
′
⊥), Hˆ
τ
0(n) + Hˆ
τ
int(n)] ˜̺(n, τ)} . (5.22)
There are two ways to express the right-hand sides of these equations in terms
of the fermionic and photon density matrices using perturbation expansions
in the fine structure constant. One method is by considering the hierarchy
for correlation functions which appear through the commutators with the
interaction Hamiltonian Hˆτint(n) and then employing some truncation proce-
dure. Another method is to construct an approximate solution of Eq. (4.6)
in terms of the density matrices ρ and N . In both cases one has to impose
some boundary conditions of the retarded type on the correlation functions
or the statistical operator. The standard boundary condition in kinetic theory
is Bogoliubov’s boundary condition of weakening of initial correlations which
implies the uncoupling of all correlation functions to one-particle density ma-
trices in the distant past, i.e., for τ → −∞. In the scheme developed by
Zubarev (see, e.g., [21]), such boundary conditions can be included by using
instead of Eq. (4.6) the equation with an infinitesimally small source term
∂ ˜̺(n, τ)
∂τ
− i
[ ˜̺(n, τ), Hˆτ (n)] = −ε { ˜̺(n, τ)− ̺rel(n, τ)} , (5.23)
where ε → +0 after the calculation of averages. Here ̺rel(n, τ) is the so-
called relevant statistical operator which describes a Gibbs state for some given
nonequilibrium state variables. In QED kinetics these variables are the Wigner
function (5.1) and the photon density matrix (5.18). Therefore, following the
standard procedure [21], we obtain the relevant statistical operator in the form
(with summation over spinor and polarization indices)
̺rel(n, τ) =
1
Zrel(n, τ)
exp
{
−
∫
σn
dσ dσ′
[
λ
(f)
aa′(x⊥, x
′
⊥; τ) :
ˆ¯ψa(x⊥) ψˆa′(x
′
⊥) :
+ λ
(ph)
ll′ (x⊥, x
′
⊥; τ) ϕˆ
†
l (x⊥) ϕˆl′(x
′
⊥)
]}
, (5.24)
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where Zrel(n, τ) is the normalization constant (or the partition function in the
relevant ensemble) and λ
(f)
aa′(x⊥, x
′
⊥
; τ), λ
(ph)
ll′ (x⊥, x
′
⊥
; τ) are Lagrange multipliers
which are determined by the self-consistency conditions
ρaa′(x⊥, x
′
⊥
; τ) = Tr {ρˆaa′(x⊥, x
′
⊥
)̺rel(n, τ)} ,
Nll′(x⊥, x
′
⊥
; τ) = Tr
{
Nˆll′(x⊥, x
′
⊥
)̺rel(n, τ)
}
.
(5.25)
Using Eq. (5.23) for the transformed statistical operator leads to the hierarchy
∂
∂τ
F˜1···k(x1⊥, . . . , xk⊥;n, τ) = −i
〈
[Oˆ1(x1⊥) · · · Oˆk(xk⊥), Hˆ
τ (n)]
〉τ
˜̺
− ε
{
F˜1···k(x1⊥, . . . , xk⊥;n, τ)−
〈
Oˆ1(x1⊥) · · · Oˆk(xk⊥)
〉τ
̺
rel
}
, (5.26)
where Oˆi(xi⊥) are some Schro¨dinger operators which may depend on the
fermion operators as well as on the EM operators, and
F˜1···k(x1⊥, . . . , xk⊥;n, τ) =
〈
Oˆ1(x1⊥) · · · Oˆk(xk⊥)
〉τ
˜̺
(5.27)
are the “equal-time” correlation functions in which the condensate mode of
the EM field is eliminated. Since the relevant statistical operator (5.24) ad-
mits Wick’s decomposition, the last term in Eq. (5.26) ensures the boundary
condition of complete weakening of initial correlations. Note that the explicit
knowledge of the statistical operator ˜̺(n, τ) is not needed when considering
the hierarchy for the correlation functions. Use of some truncation procedure
is a standard practice in this case. The hierarchy for correlation functions will
be discussed in subsequent papers in the context of the derivation of collision
integrals.
Another method of handling Eq. (5.23) is by considering its formal solution
˜̺(n, τ) = ε τ∫
−∞
dτ ′ e−ε(τ−τ
′) U(τ, τ ′) ̺rel(n, τ
′)U †(τ, τ ′), (5.28)
where the evolution operator can be written as the ordered exponent
U(τ, τ ′) = Tτ exp
−i
τ∫
τ ′
Hˆτ¯ (n) dτ¯
 . (5.29)
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After partial integration, the expression (5.28) becomes
˜̺(n, τ) = ̺rel(n, τ) + ∆̺(n, τ), (5.30)
where
∆̺(n, τ) = −
τ∫
−∞
dτ ′ e−ε(τ−τ
′)
×U(τ, τ ′)
{
∂̺rel(n, τ
′)
∂τ ′
− i
[
̺rel(n, τ
′), Hˆτ
′
(n)
]}
U †(τ, τ ′). (5.31)
The representation (5.30) for the statistical operator allows to separate the
mean-field terms and the collision terms in Eqs. (5.21) and (5.22). Taking into
account the self-consistency conditions (5.25) and the fact that the Hamilto-
nian (4.11) is bilinear in the fermion and photon operators, we arrive at the
equations
∂
∂τ
ρaa′(x⊥, x
′
⊥
; τ) = −i
〈
[ρˆaa′(x⊥, x
′
⊥
), Hˆτ0(n)]
〉τ
̺
rel
+ I
(f)
aa′ (x⊥, x
′
⊥
; τ), (5.32)
∂
∂τ
Nll′(x⊥, x
′
⊥; τ) = −i
〈
[Nˆll′(x⊥, x
′
⊥), HˆEM ]
〉τ
̺
rel
+ I
(ph)
ll′ (x⊥, x
′
⊥; τ), (5.33)
where the collision integrals for fermions and photons are given by
I
(f)
aa′ (x⊥, x
′
⊥; τ) = −i
〈
[ρˆaa′(x⊥, x
′
⊥), Hˆ
τ
int(n)]
〉τ
̺
rel
− iTr
{
[ρˆaa′(x⊥, x
′
⊥
), Hˆτint(n)]∆̺(n, τ)
}
, (5.34)
I
(ph)
ll′ (x⊥, x
′
⊥; τ) = −iTr
{
[Nˆll′(x⊥, x
′
⊥), Hˆ
τ
int(n)]∆̺(n, τ)
}
. (5.35)
In the presence of a strong EM field, the evolution of the fermion subsystem
is governed predominantly by its interaction with the mean EM field. Thus,
the covariant mean-field kinetic equation for the Wigner function (5.1) can
be derived from Eq. (5.32) neglecting the collision integral. This kinetic equa-
tion as well as the collision integrals (5.34) and (5.35) will be considered in
subsequent papers.
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6 Concluding remarks
We have shown that the hyperplane formalism can serve as the basis for kinetic
theory of QED plasmas in the presence of a strong external field. The formal-
ism has the advantage that it is manifestly covariant and therefore allows
to introduce different approximations in covariant form. Only minor changes
with respect to the non-relativistic density matrix method are introduced, so
that many well-developed approaches can be directly applied to QED plas-
mas. For instance, the explicit construction of the statistical operator allows
to incorporate many-particle correlations through the extension of the set of
basic state parameters (see, e.g.,[21]). Note also that, using the Heisenberg
picture on hyperplanes, nonequilibrium Green’s functions can be introduced
with respect to the invariant time parameter τ . In such a way, the spectral
properties of microscopic dynamics can be incorporated.
The scheme outlined in this paper is also applicable to other field theories,
like QCD transport theory. In QCD, however, additional problems arise due
to its non-Abelian structure, which needs further considerations.
Finally, we would like to emphasize once again two key problems in a covariant
density matrix approach to relativistic kinetic theory in the presence of a
strong mean field. First, it is necessary to perform canonical quantization of
the system on a hyperplane in Minkowski space. Second, the condensate mode
must be separated from the quantum degrees of freedom at any time. We have
shown how these problems can be solved in the context of QED plasmas. As a
result, a general form of kinetic equations for fermions and photons was given.
The scheme outlined in this paper is also applicable to some quantum field
models used in QCD transport theory. In this case the non-Abelian algebra
must be worked out to describe the quark-gluon plasma.
Appendix A
Commutation relations for electromagnetic field on hyperplanes
Let us write the constraint equations for the canonical variables Aµ⊥ and Π
µ
⊥
in the form χN (x⊥) = 0, where
χ1(x⊥) = ∇µA
µ
⊥(x⊥), χ2(x⊥) = ∇µΠ
µ
⊥(x⊥),
χ3(x⊥) = nµA
µ
⊥(x⊥), χ4(x⊥) = nµΠ
µ
⊥(x⊥).
(A.1)
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For any functionals Φ1 and Φ2 of the field variables A⊥ and Π⊥, we define the
Poisson bracket
[Φ1,Φ2]P ≡
∫
σ
n,τ
dσ
{
δΦ1
δAµ⊥(x⊥)
δΦ2
δΠ
⊥µ(x⊥)
−
δΦ2
δAµ⊥(x⊥)
δΦ1
δΠ
⊥µ(x⊥)
}
, (A.2)
where the constraints are ignored in calculating the functional derivatives.
Applying this formula to the canonical variables we obtain
[Aµ⊥(x⊥),Π⊥ν(x
′
⊥)]P = δ
µ
ν δ
3(x⊥ − x
′
⊥) (A.3)
with the three-dimensional delta function (3.16). All other Poisson brackets
for the canonical variables are equal to zero. In the Dirac terminology, func-
tions (A.1) correspond to second class constraints since the matrix
CNN ′(x⊥, x
′
⊥
) = [χN (x⊥), χN ′(x
′
⊥
)]P (A.4)
is non-singular. A straightforward calculation of the Poisson brackets shows
that the non-zero elements of C are
C12(x⊥, x
′
⊥) = −C21(x⊥, x
′
⊥) = −∇µ∇
µδ3(x⊥ − x
′
⊥),
C34(x⊥, x
′
⊥
) = −C43(x⊥, x
′
⊥
) = δ3(x
⊥
− x′
⊥
). (A.5)
According to the general quantization scheme [18,19], commutation relations
for canonical operators are defined by the Dirac brackets for classical canonical
variables. In our case the Dirac brackets are written as
[Φ1,Φ2]D = [Φ1,Φ2]P
−
∫
σ
n,τ
dσ
∫
σ
n,τ
dσ′ [Φ1, χN(x⊥)]P C
−1
NN ′(x⊥, x
′
⊥
) [χN ′(x
′
⊥
),Φ2]P (A.6)
(summation over repeated indices). The inverse matrix, C−1NN ′(x⊥, x
′
⊥), satisfies
the equation∫
σn,τ
dσ′′CNN ′′(x⊥, x
′′
⊥)C
−1
N ′′N ′(x
′′
⊥, x
′
⊥) = δNN ′ δ
3(x⊥ − x
′
⊥). (A.7)
Since the matrix elements (A.5) of C depend on the difference x⊥ − x
′
⊥,
Eq. (A.7) can be solved for C−1 using a Fourier transform on σn,τ , which
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is defined for any function f(x) as
f˜(τ, p
⊥
) =
∫
d4x eip·x δ(x · n− τ) f(x). (A.8)
The inverse transform is
f(x) ≡ f(τ, x
⊥
) =
∫
d4p
(2π)3
e−ip·x δ(p · n)f˜(τ, p
⊥
). (A.9)
If we perform the Fourier transformation in Eq. (A.7), we find by insert-
ing (A.5) that the non-zero elements of C−1 are
C−112 (x⊥, x
′
⊥
) = −C−121 (x⊥, x
′
⊥
) = −
∫
d4p
(2π)3
e−ip·(x−x
′) δ(p · n)
1
p2⊥
,
C−134 (x⊥, x
′
⊥) = −C
−1
43 (x⊥, x
′
⊥) = −δ
3(x⊥ − x
′
⊥). (A.10)
Now the Dirac brackets (A.6) for the canonical variables are easily calculated
and we obtain
[Aµ
⊥
(x
⊥
),Πν
⊥
(x′
⊥
)]D = c
µν(x
⊥
− x′
⊥
), (A.11)
[Aµ⊥(x⊥), A
ν
⊥(x
′
⊥)]D = [Π
µ
⊥(x⊥),Π
ν
⊥(x
′
⊥)]D = 0, (A.12)
where the functions cµν(x⊥ − x
′
⊥) are given by Eq. (3.23). According to the
general quantization rules, the commutation relations for canonical operators
correspond to i[. . .]D. Thus, in the hyperplane formalism, the commutation
relations for the operators of EM field are given by (3.21) and (3.22). Obviously
these relations are valid in the Schro¨dinger and Heisenberg pictures.
Appendix B
Anticommutation relations for the Dirac field on hyperplanes
To find the anticommutation relations for the fermion operators on the hyper-
plane σn,τ , it is sufficient to consider a free Dirac field. Our starting point
is the standard quantization scheme in the frame where xµ = (t, r) and
nµ = (1, 0, 0, 0) (see, e.g., [17]). In that case the field operators ψˆa and
ˆ¯ψa
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can be written in terms of creation and annihilation operators according to
ψˆa(x) =
∫ d4p
(2π)3/2
δ(p0 − ǫ(p))√
2ǫ(p)
∑
s=±1
[
bˆs(p)uas(p) e
−ip·x+dˆ†s(p)vas(p) e
ip·x
]
,
ˆ¯ψa(x) =
∫
d4p
(2π)3/2
δ(p0 − ǫ(p))√
2ǫ(p)
∑
s=±1
[
dˆs(p)v¯as(p) e
−ip·x+bˆ†s(p)u¯as(p) e
ip·x
]
,
where ǫ(p) =
√
p2 +m2 is the free fermion dispersion relation. Constructing
the expression {ψˆa(x),
ˆ¯ψa′(x
′)} for two arbitrary space-time points and recall-
ing the anticommutation relations{
bˆs(p), bˆ
†
s′(p
′)
}
=
{
dˆs(p), dˆ
†
s′(p
′)
}
= δss′δ
3(p− p′), (B.1)
as well as polarization sums∑
s=±1
uas(p)u¯a′s(p) =
[
γµpµ +m
]
aa′
,
∑
s=±1
vas(p)v¯a′s(p) =
[
γµpµ −m
]
aa′
,
we arrive at
{
ψˆa(x),
ˆ¯ψa′(x
′)
}
=
∫
d3p
(2π)3
1
2ǫ(p)
{[
γµpµ +m
]
aa′
e−ip·(x−x
′)
+
[
γµpµ −m
]
aa′
eip·(x−x
′)
}
, (B.2)
where p0 =
√
p2 +m2. Using
∫
d3p
(2π)3
1
2ǫ(p)
=
∫
d4p
(2π)3
δ(p2 −m2)
∣∣∣∣∣
p0>0
, (B.3)
Eq. (B.2) can be rewritten in a Lorentz invariant form
{
ψˆa(x),
ˆ¯ψa′(x
′)
}
=
∫
d4p
(2π)3
{[
γµpµ +m
]
aa′
e−ip·(x−x
′) δ(p2 −m2)
∣∣∣
p0>0
+
[
γµpµ −m
]
aa′
eip·(x−x
′) δ(p2 −m2)
∣∣∣
p0>0
}
. (B.4)
The anticommutation relation on the hyperplane σn,τ is now obtained by set-
ting x = nτ+x⊥ and x
′ = nτ+x′⊥. In calculating the integrals, it is convenient
to use the decomposition pµ = nµp
‖
+ pµ⊥, (p‖ > 0). Then we get
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{
ψˆa(τ, x⊥),
ˆ¯ψa′(τ, x
′
⊥
)
}
=
∫
d4p
(2π)3
δ(p‖ − ǫ(p⊥))
2ǫ(p⊥)
×
{[
γ
‖
p
‖
+ γµ
⊥
p
⊥µ +m
]
aa′
e−ip⊥µ(x
µ
⊥
−x′µ
⊥
)
+
[
γ
‖
p
‖
+ γµ
⊥
p
⊥µ −m
]
aa′
eip⊥µ(x
µ
⊥
−x′µ
⊥
)
}
(B.5)
with the dispersion relation on the hyperplane
ǫ(p⊥) =
√
−p⊥µp
µ
⊥ +m2. (B.6)
Finally, changing the variable p⊥ → −p⊥ in the second integral in Eq. (B.5),
we obtain the anticommutation relation (3.24). The relations (3.25) can be
derived by the same procedure.
7 Acknowledgments
The main part of this work was conducted during visits in Rostock and
Moscow. V.M. Morozov would like to thank the “Deutsche Forschungsge-
meinschaft” and A. Ho¨ll the “Studienstiftung des deutschen Volkes” and the
“Deutsche Forschungsgemeinschaft” for supporting this work.
References
[1] P. Sprangle, A. Esarey, A. Ting, Phys. Rev. Lett. 64 (1990) 2011.
[2] P. Gibbon, E. Fo¨rster, Plasma Phys. Control. Fusion 38 (1996) 769.
[3] T. Brabec, F. Krausz, Rev. Mod. Phys 72 (2000) 545.
[4] S.R. de Groot, W.A. van Leeuwen and Ch.G. van Weert, Relativistic Kinetic
Theory (North-Holland, Amsterdam,1980).
[5] P. Carruthers, F. Zachariasen, Rev Mod. Phys. 55 (1983) 245.
[6] D. Vasak, M. Gyulassy, H.-T. Elze, Ann. Phys. 173 (1987) 462.
[7] I. Bialynicki-Birula, P. Go´rnicki, J. Rafelski, Phys. Rev. D 44 (1991) 1825.
[8] P. Zhuang, U. Heinz, Phys. Rev. D 57 (1998) 6525.
[9] S. Ochs, U. Heinz, Ann. Phys. 266 (1998) 351.
[10] P. Lipavsky´, V. Sˇpicˇka, B. Velicky´, Phys. Rev. B 34 (1986) 6933.
29
[11] N.N. Bogoliubov, Dokl. Akad. Nauk SSSR 81 (1951) 757.
[12] G.N. Fleming, Phys. Rev. 137 (1965) B188.
[13] G.N. Fleming, J. Math. Phys. 7 (1966) 1959.
[14] J.M. Jauch, F. Rohrlich, The Theory of Photons and Electrons (Springer,
Berlin, 1976).
[15] Ch.G. van Weert, Ann. Phys. 140 (1982) 133.
[16] S. Schweber, An Introduction to Relativistic Quantum Field Theory (Harper
and Row, New York, 1961).
[17] W. Greiner, J. Reinhardt, Field Quantization (Springer, Berlin, Heidelberg,
1996).
[18] P.A.M. Dirac, Can. J. Math. 2 (1950) 129.
[19] S. Weinberg, The Quantum Theory of Fields, vol. 1 (Camebridge University
Press, 1996).
[20] F.J. Belinfante, Physica 6 (1939) 887.
[21] D.N. Zubarev, V.G. Morozov, G. Ro¨pke, Statistical Mechanics of
Nonequilibrium Processes, vol. 1 (Akademie Verlag GmbH, Berlin, 1996).
30
