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Inverted and contrast-reversed faces are identiﬁed less accurately and less rapidly than normal, upright faces. The eﬀects of inversion
and contrast-reversal may reﬂect diﬀerent sampling strategies and/or diﬀerent levels of internal noise. To test these alternative hypoth-
eses, we used a combination of noise-masking and response-consistency techniques to measure the internal noise and high-noise eﬃciency
associated with the identiﬁcation of upright, inverted, and contrast-reversed faces. We found that both face inversion and contrast-rever-
sal reduced eﬃciency, but did not change internal noise.
 2007 Elsevier Ltd. All rights reserved.
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What computations are performed to recognize a
human face? To understand the neural system underlying
face recognition, we need to describe both its capabilities
and its limitations. The recognition of inverted (e.g.,
upside-down) and contrast-reversed faces is especially illu-
minating: Faces transformed in these ways contain all of
the information that a normal face provides, and yet
humans recognize the transformed faces less accurately
and more slowly (Galper, 1970; Yin, 1969). The face inver-
sion and contrast-reversal eﬀects reﬂect constraints on
human vision that are highly consistent across subjects
and paradigms (for reviews see Martelli, Majaj, & Pelli,
2005; Vuong, Peissig, Harrison, & Tarr, 2005).
The reliability of the face inversion eﬀect has led some
researchers to suggest that stimulus orientation aﬀects the
relative contributions of conﬁgural and feature-based pro-
cessing to face perception (for a review see Maurer, Le0042-6989/$ - see front matter  2007 Elsevier Ltd. All rights reserved.
doi:10.1016/j.visres.2007.12.014
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mcmaster.ca (P.J. Bennett), sekuler@mcmaster.ca (A.B. Sekuler).Grand, & Mondloch, 2002). However, Sekuler, Gaspar,
Gold, and Bennett (2004) took a diﬀerent approach, and
considered how upright and inverted face identiﬁcation
might diﬀer if both are based on the application of local
spatial ﬁlters. Sekuler et al. hypothesized that, even if
inverted and upright face identiﬁcation are based on the
responses of local ﬁlters, there can be important diﬀerences
in how regions across the face are sampled. Using the
reverse correlation method (Ahumada, 2002; Murray, Ben-
nett, & Sekuler, 2002), Sekuler et al. mapped the inﬂuence
of various pixels on responses in identiﬁcation tasks that
used upright and inverted faces. The resulting maps, called
classiﬁcation images, were surprisingly similar for upright
and inverted faces, and showed that subjects identiﬁed
faces based on information conveyed by pixels in spatially
limited regions around the eyes and eyebrows, regardless of
face orientation. Nonetheless, there were quantiﬁable dif-
ferences between the structure of classiﬁcation images
obtained with upright and inverted faces, and these diﬀer-
ences were strongly correlated with the size of the face
inversion eﬀect found in diﬀerent subjects. Sekuler et al.
concluded that although the spatial sampling strategies
used for upright and inverted face identiﬁcation diﬀer only
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inversion eﬀect. Moreover, in an analysis of the relative
contribution of non-linear processes, they found no evi-
dence to support the idea that subjects used fundamentally
diﬀerent processes to identify upright and inverted faces in
their experimental conditions.
The conclusions drawn by Sekuler et al. (2004) assume
that the levels of internal noise are equivalent when pro-
cessing both upright and inverted faces, and that the eﬀect
of stimulus orientation on the structure within the classiﬁ-
cation images was due solely to diﬀerences in the eﬃciency
with which information is extracted from stimuli (Murray,
Bennett, & Sekuler, 2005). However, it is plausible that
internal noise levels are higher when processing inverted
faces than when processing upright faces. For example,
suppose that subjects discriminate faces on the basis of
responses of local spatial ﬁlters. Spatial jitter between the
stimulus and a ﬁlter—which might arise as a result of eye
movements—can introduce variation in the ﬁlter’s response
that is proportional to the stimulus contrast variance (Tyler
& Chen, 2000). Therefore, if subjects use similar sampling
strategies to encode upright and inverted faces, but there
is more spatial jitter in the inverted condition, then internal
noise should be greater for inverted faces. Moreover, the
idea that spatial jitter is greater for inverted faces is consis-
tent with the report that patterns of ﬁxations during face
identiﬁcation are more random for inverted faces (Barton,
Radcliﬀe, Cherkasova, Edelman, & Intriligator, 2006).
Fortunately, a measure of a subject’s response consistency
provides an estimate of the level of internal noise associ-
ated with identiﬁcation (Burgess & Colborne, 1988; Gold,
Bennett, & Sekuler, 1999b, 2004; Green, 1964). When com-
bined with the results of a noise-masking experiment,
which provides an estimate of the relative eﬃciency of spa-
tial sampling (Pelli & Farell, 1999), measures of response
consistency can be used to estimate the separate constraintsFig. 1. The pair of female faces used in the four main stimulus conditions: norm
inverted (D). An additional pair of male faces, not shown, was also used in eimposed by ineﬃcient spatial sampling and elevated inter-
nal noise. In the current study, we combined noise-masking
and response consistency methods to measure the internal
noise and eﬃciency associated with identifying normal,
inverted, and contrast-reversed faces. The inclusion of con-
trast-reversed faces allowed us to compare face inversion
with another type of transformation on faces that makes
them look less familiar while, at the same time, preserving
the information that is available for identiﬁcation.
1.1. The noise-masking technique
We measured contrast thresholds for two-alternative
face identiﬁcation (see Fig. 1). Because the face inversion
and contrast-reversal eﬀects are well established results,
we expected thresholds to be higher for inverted and con-
trast-reversed faces (see Fig. 2A). In other words, subjects
should need more contrast to identify these transformed
faces accurately, compared to normal faces. As described
by Pelli (1990), higher thresholds may reﬂect the contribu-
tions of two diﬀerent types of constraints: a decrease in
high-noise eﬃciency, or an increase in equivalent input
noise. Pelli described a method to estimate high-noise eﬃ-
ciency and equivalent input noise by measuring contrast
thresholds both with and without external noise added to
the stimulus. In the current study, we applied this noise-
masking method to the identiﬁcation of normal, inverted,
and contrast-reversed faces, and also faces that were both
inverted and contrast-reversed.
Across a wide range of psychophysical tasks, thresholds,
expressed as squared rms contrast, c2rms, are a linear func-
tion of external noise variance, r2n (Bennett, Sekuler, &
Ozin, 1999; Dosher & Lu, 2000; Legge, Kersten, & Burgess,
1987; Lu & Dosher, 1998; Lu, Liu, & Dosher, 2000; Pelli,
1981; Pelli & Farell, 1999; Raghavan, 1995; Tjan, Braje,
Legge, & Kersten, 1995). Gold et al. (1999b, 2004) demon-al (A), reversed-contrast (B), inverted (C), and both reversed-contrast and
ach of the four conditions.
Fig. 2. Thresholds, expressed in terms of squared rms contrast, plotted as a function of the variance of the display noise on linear axes. (A) In the absence
of display noise, thresholds for identiﬁcation are expected to be higher for inverted and contrast-reversed faces (hollow square), relative to those for
normal faces (solid circle). (B) If inversion and contrast-reversal increase equivalent input noise, then the threshold-vs-noise curve for inverted (or contrast-
reversed) faces (dotted line) will be a shifted version of the threshold-vs-noise curve for normal faces (solid line). (C) If inversion and contrast-reversal
decrease high-noise eﬃciency, then the threshold-vs-noise curve for inverted (or contrast-reversed) faces (dotted line) will have a steeper slope than the
threshold-vs-noise curve for normal faces (solid line).
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olds to external noise, herein referred to as the noise-mask-
ing function, also is linear. Therefore, the noise-masking
function for faces can be fully characterized by two inde-
pendent parameters: r2c and k:
c2rms ¼ kðr2n þ r2cÞ ð1Þ
The parameter r2c , which is referred to as the equivalent in-
put noise, is deﬁned as the external noise variance that dou-
bles threshold over a zero-noise baseline. The slope, k, is
proportional to the eﬀective signal-to-noise ratio at thresh-
old, and is inversely proportional to a subject’s high-noise
eﬃciency (Pelli & Farell, 1999). A low value of k occurs
when sampling eﬃciency is high and/or when contrast-
dependent internal noise is low.
At one extreme, the face inversion and/or contrast-
reversal eﬀects could be fully characterized by an increase
in r2c . For example, inversion could increase contrast
thresholds by the same amount across all levels of display
noise. In this case, the noise-masking functions for inverted
(or contrast-reversed) and normal faces would be the dot-
ted and solid lines, respectively, in Fig. 2B. This kind of
result was reported by Pelli and Farell (1999), who demon-
strated that size-dependent changes in equivalent input
noise were largely responsible for the eﬀect of stimulus size
on letter identiﬁcation thresholds. Theoretically, this sce-
nario is consistent with the hypothesis that the primary
constraint on the perception of inverted faces is an
increased amount of contrast-invariant internal noise. An
increase in equivalent input noise is consistent with the idea
that the representations of inverted (or contrast-reversed)
faces are corrupted by random variations in local contrast
beyond those created by display noise. Many low-level fac-
tors may contribute to equivalent input noise (e.g., the
quantum ﬂuctuation of photons, or variability in neuronal
ﬁring rate; for reviews see Pelli, 1990 & Raghavan, 1995).
High-level factors may also contribute to increased equiva-
lent input noise, even if variability remains constant at the
level of individual neurons. For example, face inversionand contrast-reversal might aﬀect visual attention, which
is known to modulate the contrast gain of individual neu-
rons at relatively early stages of visual processing like V4
(Reynolds, Pasternak, & Desimone, 2000). If attention
reduced the gain of signals produced by inverted or con-
trast-reversed faces, then any neuronal noise introduced
after the gain control mechanism would have a relatively
greater inﬂuence on behavior. Psychophysically, this type
of attention-dependent gain control would manifest itself
as an increase in equivalent input noise.
At the other extreme, the face inversion and/or contrast-
reversal eﬀects could be fully characterized by an increase
in the slope of the noise-masking function, k (Fig. 2C). This
kind of result is similar to one reported by Gold et al.
(1999b, 2004), who found that practice lowered face identi-
ﬁcation thresholds by lowering k (i.e., increasing high-noise
eﬃciency). Decay of information in visual short-term mem-
ory is associated with changes in high-noise eﬃciency
(Gold, Murray, Sekuler, Bennett, & Sekuler, 2005), and
so a change in k might be caused by poorer memory for
inverted and contrast-reversed faces (Valentine, 1988).
Alternatively, a change in k might reﬂect changes in the
way information is sampled from the stimulus. In our task,
the ideal strategy is to cross-correlate the stimulus with
templates that match each of the two possible targets,
and select the item that yields the highest cross-correlation.
An equivalent strategy is to compute a linear combination
of contrast values in the stimulus and then select a response
based on whether the sum is greater or less than some cri-
terion. The optimal set of contrast weights, which for our
task corresponds to the diﬀerence between the contrast val-
ues in the two images, can be thought of as a map of the
information available for discrimination (Fig. 3A). A sub-
ject who completely ignores any region of the face contain-
ing information is using an ineﬃcient sampling strategy.
For example, the weighting schemes depicted in Fig. 3B
and C are suboptimal, and therefore would lead to high
values of k. However, the two suboptimal weighting
schemes are not equivalent: the one depicted in Fig. 3B
Fig. 3. The ideal template in (A) is the diﬀerence between the two target images in one version of our recognition task (upright, normal-contrast male
faces). High-contrast pixels (e.g., black or white) are highly informative; grey pixels carry little information. The linear templates shown in (B) and (C) are
suboptimal because they fail to consider all informative pixels, but the linear template in B is more eﬃcient than the one in C because it uses more
informative pixels.
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and therefore is more eﬃcient and will lead to a lower value
of k. The classiﬁcation image results of Sekuler et al. (2004)
suggest that subjects performing both upright and inverted
face identiﬁcation rely on local spatial ﬁlters to perform the
task, and that diﬀerences in the quality of these ﬁlters are
responsible for the face inversion eﬀect. However, their
results also demonstrate that the diﬀerences between the
spatial ﬁlters used for upright and inverted faces are subtle,
and not like the gross change in the placement of local ﬁl-
ters illustrated by the diﬀerence between Fig. 3B and C.Percent Agreement
50
0 100
Fig. 4. A response-consistency plot based on hypothetical results. The x
axis shows the percentage of trials on which a subject gives the same
response on two matched (i.e., identical) trials. Percent agreement is
measured over all pairs of matched trials at each level of stimulus contrast.
The y axis shows the percentage of correct responses at each stimulus
contrast. The squares and circles illustrate the results obtained in two tasks
in which the internal:external noise ratios are high and low, respectively. If
inversion or contrast-reversal increase internal noise, then response
consistency data should fall along a shallower line in this plot relative to
consistency data measured with normal faces.1.2. Response consistency
Using the slope of the noise-masking function as an
index of sampling eﬃciency is complicated by the fact that
the visual system contains contrast-dependent noise as well
as contrast-independent noise (Burgess & Colborne, 1988).
Indeed, it can be shown that a higher value of k could be
due either to decreased sampling eﬃciency or to increased
contrast-dependent noise (Gold et al., 1999b). To disam-
biguate the results, we used the so-called ‘‘double-pass
technique,” which measures the percent agreement between
the responses to two identical sequences of stimuli-plus-
noise combinations (Burgess & Colborne, 1988; Gold
et al., 1999b, 2004; Green, 1964). The way in which percent
correct and percent agreement co-vary is related to the
internal:external noise ratio at the level of the decision var-
iable (Burgess & Colborne, 1988; Green, 1964). For exam-
ple, the squares in Fig. 4 depict hypothetical data from a
task in which the internal:external noise ratio is relatively
high, whereas the ﬁlled circles depict hypothetical data
from a task in which the internal:external noise ratio is rel-
atively low. Burgess and Colborne (1988) measured
response consistency for many diﬀerent levels of external
noise, and found that the internal:external noise ratio was
approximately constant once the noise was set to a level
that was 2–3 time higher than detection threshold. This
result implies that internal noise is dominated by con-
trast-dependent noise whenever the external noise is clearly
visible. If inversion and/or contrast-reversal impair face
recognition by increasing contrast-dependent internal
noise, then the internal:external noise ratio should behigher in those conditions, and the line relating response
accuracy and consistency should be shallower in those con-
ditions than in a condition used normal faces. If, on the
other hand, inversion or contrast-reversal does not alter
contrast-dependent noise, then the relation between
response accuracy and consistency should be invariant
across conditions. Such a result would mean that any
observed diﬀerences in high-noise eﬃciency could not be
attributed to changes in contrast-dependent noise.2. Methods
2.1. Subjects
Eight subjects (6 female, 2 male; average age = 22 years) participated
in the experiment. All subjects except one, the ﬁrst author, were naı¨ve
about the purpose of the experiment and unfamiliar with the faces that
were used as stimuli. Three subjects had participated in previous visual
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mal Snellen acuity. One subject did not complete all 16 conditions, and so
was excluded from the statistical analyses.2.2. Stimuli and apparatus
Stimuli were generated by a Macintosh G3 computer, and displayed on
an AppleColor High-Resolution RGB monitor (model M0401) using
MATLAB 5.1 and the Psychophysics and Video Toolboxes (Brainard,
1997; Pelli, 1997). The monitor resolution was set to 640  480 pixels at
a frame rate of 67 Hz (non-interlaced). The monitor calibration data were
used to build a 1779-element look-up table (Tyler, Chan, Liu, McBride, &
Kontsevich, 1992). Customized computer software constructed the stimuli
on each trial by selecting the appropriate luminance values from the cali-
brated lookup table and storing them in the display’s 8-bit lookup table.
Contrast could be adjusted in steps of approximately 0.0015.
Face stimuli were based on digitized photographs of 4 faces (2 male
and 2 female) cropped to an oval window, excluding areas showing the
chin and hair, including the hairline (for details, see Gold, Bennett, & Sek-
uler, 1999a). From the viewing distance of 1 meter, the height and width of
each face subtended 2.0 and 1.4 deg, respectively. Faces were centered
within a 128128 pixel square, and the amplitude spectrum of each image
was set to the average spectrum across the original set of ten images. Faces
were presented to subjects in either a uniform ﬁeld or embedded in white
Gaussian noise (contrast variance r2n ¼0.0625) From the viewing distance
of 1 meter, each stimulus subtended 2.6  2.6 deg. Average luminance was
33 cd/m2.External noise variance
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Fig. 5. Noise masking functions measured in a pilot experiment. Face
identiﬁcation thresholds measured in one observer with inverted and
contrast-reversed faces are plotted as a function of the variance of external
noise. The average luminance of the display was 100 cd/m2. The solid and
dashed lines are the best-ﬁtting versions of Eq. (1). Eq. (1), which describes
a curvilinear function in log-log coordinates, ﬁt the data well (R2 > 0.98 in
both conditions). The ﬁts were equally good when average luminance was
33 cd/m2.2.3. Procedure
Each participant performed two-alternative face identiﬁcation in
eight separate sessions, one for each possible combination of face gen-
der, orientation, and contrast polarity. During each session, subjects
either discriminated the two male faces, or the two female faces; orien-
tation and contrast polarity were held constant within each session as
well. The order of conditions varied randomly among participants,
except that sessions were grouped by face gender for two of the eight
participants.
Each experimental session consisted of 2000 trials, lasting approxi-
mately 1 h. Sessions began with a 2-min adaptation period, followed by
a screen displaying the two face images to be discriminated during each
test trial. Participants were instructed to carefully examine the faces during
this time, and also during the selection period of each trial.
Trials consisted of the following sequence: First, a small ﬁxation
point (8  8 arc min) was displayed at the center of the screen for 1 s;
across trials, the ﬁxation point randomly changed from black to white.
Participants were instructed to focus on this marker until stimulus pre-
sentation. The stimulus was then displayed in the center of the screen
for 0.5 s. This test stimulus was one of the two possible faces (randomly
selected on each trial), with external noise added where applicable.
Finally, a selection screen appeared. This screen displayed both faces,
without noise, at a contrast variance of 0.1. Participants were instructed
to press a button corresponding to the face they believed was the test
stimulus. Feedback was provided in the form of short audio beeps: a
low tone for incorrect responses, and a high tone for correct responses.
Participants were familiarized with this entire procedure in short demo
sessions of approximately 20 trials before completing any experimental
sessions.
Each session consisted of two types of randomly intermixed trials, in
which the face stimuli were embedded in a high level of external noise
(contrast variance¼ r2n ¼ 0:0625) or presented on a uniform background
(i.e., zero noise). For each trial type, stimulus contrast was manipulated
by two interleaved staircases, one following the 2-down/1-up rule and
the other following a 3-down/1-up rule. Each staircase continued for a
total of 250 trials. The ﬁrst 1000 trials, during which all four staircase runswere completed, were replicated exactly and in the same order for the sec-
ond half of the session. No subject, except the ﬁrst author, was aware that
the second half of the trials was a replication of the ﬁrst half.
2.4. Analyses
In each condition, data from the two staircases were combined and a
single psychometric function was estimated by computing the best-ﬁtting
Weibull function. Threshold was deﬁned as the contrast variance needed
to produce 71% correct responses. Eq. (1) was ﬁt to thresholds measured
in zero-noise and high-noise conditions to derive k and r2c values for each
participant in each condition. A bootstrap procedure of 1500 iterations
was used to calculate the standard deviations of threshold, k, and r2c .
Monte Carlo simulations were used to estimate thresholds for a simulated
ideal observer at multiple levels of external noise. Eq. (1) was then ﬁt to the
resulting threshold-vs.-noise functions to estimate the values of the slope,
kideal, for Male and Female stimuli. Values of k obtained from real sub-
jects with male and female faces were divided by the appropriate value
of kideal to estimate high-noise eﬃciency (Pelli & Farell, 1999).
Our derivation of k and r2c assumes that thresholds are well ﬁt by Eq.
(1). This assumption is reasonable for identiﬁcation thresholds for normal
faces, which have been shown to be consistent with Eq. (1) (Gold et al.,
1999b, 2004). However, we know of no previous work showing that
thresholds obtained with inverted or contrast-reversed faces conform to
the predictions of the linear model. Therefore, we conducted a pilot study
to determine if Eq. (1) also provides a good ﬁt to noise-masking functions
obtained with inverted and contrast-reversed faces. Thresholds were mea-
sured on one subject (the ﬁrst author) with inverted and contrast-reversed
faces at two average luminances (33 and 100 cd/m2). The ﬁve levels of
external noise spanned an order of magnitude and included the level used
in the main experiments. The noise masking functions were well-ﬁt by Eq.
(1), with R2P 0.98 in all conditions (see Fig. 5). Hence, our assumption
that Eq. (1) provides a good ﬁt to thresholds obtained with inverted or
contrast-reversed faces is reasonable.
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external noise, a percentage of agreement, Pa, was calculated for replicated
trials. A percentage of correct responses, Pc, was also estimated for each
stimulus contrast by using the ﬁtted Weibull (psychometric) function
described earlier. By pairing Pa and Pc according to stimulus contrast,
we were thus able to obtain a unique mapping between Pa and Pc. An
observer modeled with diﬀerent levels of internal noise, relative to a con-
stant amount of externally added noise, responds with systematic changes
to the slope s of this equation (Gold et al., 1999b):
Pc ¼ log10ðPa=100Þsþ 100 ð2Þ
The relationship between internal noise and s was measured by running
Monte Carlo simulations of a ideal observer performing in this experiment
for 50 diﬀerent levels of internal noise. By comparing a participant’s slope
to the modeled observer’s slope, we were thus able to obtain an estimate of
their total internal noise (ri), relative to external noise (rn). This inter-
nal:external noise ratio, ri/rn, was calculated for each participant in all
conditions.none high
External Noise
0.
00
Fig. 6. Eﬀects of inversion and contrast-reversal on face identiﬁcation
thresholds. Threshold ratios were calculated by dividing thresholds in the
inverted, contrast-reversed, and combined conditions by thresholds in the
normal-face condition. Threshold ratios were averaged across stimulus
gender. Error bars represent ±1 SEM.3. Results
Statistical analyses were performed with R v2.5.1 (R
Development Core Team, 2007). The strength of associa-
tion between the dependent and independent variables
was expressed as partial omega-squared (x2p) using formu-
lae described by Kirk (1995). When appropriate, the
Huynh-Feldt estimate of sphericity, ~, was used to adjust
p values of F tests conducted on within-subject variables
(Maxwell & Delaney, 2004).3.1. Face identiﬁcation thresholds
Preliminary analyses indicated that thresholds did not
diﬀer for male and female faces, so thresholds were aver-
aged across stimulus gender prior to the main analyses. A
2(Orientation)  2(Contrast Polarity)  2 (External Noise)
within-subject analysis of variance (ANOVA) was per-
formed on log-transformed thresholds. Not surprisingly,
the main eﬀect of external noise was signiﬁcant
(F(1,6) = 590.47, p < 0.00001, x2p ¼ 0:84), indicating that
thresholds were higher in high external noise. The main
eﬀects of stimulus orientation (F(1,6) = 28.97, p = 0.0017,
x2p ¼ 0:20) and contrast polarity (F(1,6) = 32.37,
p = 0.0013, x2p ¼ 0:22) also were signiﬁcant, reﬂecting the
fact that thresholds were higher when faces were inverted
and when contrast polarity was reversed. None of interac-
tions were signiﬁcant (F 6 2.34, pP 0.18, x2p 6 :01 in all
cases).
To gauge the strength of our inversion and contrast-
reversal eﬀects, we divided thresholds measured in the
inverted, negative contrast, and combined (i.e, both
inverted and negative contrast) conditions by threshold in
the upright, positive contrast condition. Compared to nor-
mal faces, subjects needed approximately 50% more con-
trast to identify inverted faces, 63% more contrast to
identify contrast-reversed faces, and 100% more contrast
to identify combined inverted and contrast-reversed faces
(see Fig. 6). An initial analysis showed that the threshold
ratios did not diﬀer for male and female faces, so the ratioswere averaged across face gender. A 2(External
Noise)  3(Condition) within-subjects ANOVA on the
log-transformed ratios revealed a signiﬁcant main eﬀect
of Condition (F(2,12) = 6.04, ~ ¼ 1, p = 0.0153,
x2p ¼ 0:11), but the main eﬀect of External Noise
(F(1,6) = 2.90, p = 0.14, x2p ¼ 0:02) and the External Noise
x Condition interaction (F(2,12) = 0.125, ~ ¼ 1, p = 0.88,
x2p ¼ 0) were not signiﬁcant. Hence, the eﬀects of stimulus
inversion and contrast-reversal did not diﬀer in the no-
noise and high-noise conditions. Next, log-transformed
threshold ratios in the inverted and negative contrast con-
ditions were averaged across levels of external noise, and t
tests were used to compare the resulting values to
log10(1.6) = 0.204, which is the average ratio reported by
Martelli et al. (2005) in a meta-analysis of face inversion
eﬀects: Neither the eﬀect of face inversion nor the eﬀect
of contrast-reversal diﬀered from log10(1.6) (inversion:
t(6) = 0.709,p = 0.505; contrast-reversal: t(6) = 0.631,
p = 0.551). Threshold ratios in the combined condition
were signiﬁcantly greater than log10(1.6) (t(6) = 2.66,
p = 0.037). Finally, the inversion eﬀect in the current study
did not diﬀer (t(11) = 1.05, p = 0.31) from the eﬀect mea-
sured in a 1-of-10 face identiﬁcation task that used faces
and psychophysical methods similar to the ones used here
(Gaspar, Sekuler, & Bennett, 2005).
These analyses indicate that our two-alternative face
recognition task was suﬃciently sensitive to measure face-
inversion (Martelli et al., 2005; Sekuler et al., 2004; Yin,
1969) and contrast-reversal eﬀects (Galper, 1970; Liu &
Chaudhuri, 1997; Liu, Collin, & Chaudhuri, 2000; Russell,
Sinha, Biederman, & Nederhouser, 2006; Vuong et al.,
1090 C.M. Gaspar et al. / Vision Research 48 (2008) 1084–10952005). Moreover, the size of the inversion and contrast-
reversal eﬀects measured in our experiment did not diﬀer
signiﬁcantly from the average inversion eﬀect obtained in
previous studies (Martelli et al., 2005), including ones that
used larger sets of faces (e.g., Gaspar et al., 2005).
3.2. Noise-masking functions
To make it easier to compare the current ﬁndings with
previous studies, equivalent input noise variance was con-
verted to power spectral density by multiplying r2c by the
area of a single pixel (in deg2). Equivalent input noise, aver-
aged across all conditions, was 1.3  106 deg2, which is
virtually identical to the value reported in previous studies
of 2- and 10-alternative face identiﬁcation (Gold et al.,
1999b, 2004) and letter identiﬁcation when the letters are
the same size as the faces used in this study (Pelli & Farell,
1999). Equivalent input noise is plotted as a function of
stimulus orientation and contrast polarity in Fig. 7A. Pre-
liminary analyses indicated that equivalent input noise did
not diﬀer for male and female faces, so it was averaged
across stimulus gender prior to conducting a 2(Orienta-
tion)  2 (Contrast Polarity) within-subjects ANOVA on
log-transformed values. The main eﬀects of Orientation
(F(1,6) = 0.11, p = 0.75, x2p ¼ 0) and Contrast Polarity
(F(1,6) = 0.8718, p = 0.39, x2p ¼ 0), and the Orienta-
tion  Contrast Polarity interaction (F(1,6) = 1.23,
p = 0.31, x2p ¼ 0:004) were not signiﬁcant. Hence, weU/P I/P U/N I/N
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Fig. 7. The eﬀect of inversion and contrast-reversal on: (A) equivalent input no
(C) internal/external noise ratio (I/E). Data were collapsed across male and
indicated by the horizontal line and box height, respectively.found no evidence that equivalent input noise was aﬀected
by stimulus inversion or contrast-reversal.
Log-transformed high-noise eﬃciency is plotted as a
function of stimulus orientation and contrast polarity in
Fig. 7B. High-noise eﬃciency appeared to be signiﬁcantly
greater for upright than inverted faces, and for normal con-
trast than reversed-contrast faces. Preliminary analyses
indicated that high-noise eﬃciency did not diﬀer for male
and female faces, so it was averaged across stimulus gender
prior to conducting a 2(Orientation)  2(Contrast Polar-
ity) within-subjects ANOVA on log-transformed values.
The main eﬀects of Orientation (F(1,6) = 109.79,
p = 0.0002, x2p ¼ 0:66) and Contrast Polarity
(F(1,6) = 25.27, p = 0.002, x2p ¼ 0:30), and the Orienta-
tion  Contrast Polarity interaction (F(1,6) = 7.63,
p = 0.03, x2p ¼ 0:11) were all signiﬁcant. After averaging
high-noise eﬃciencies across stimulus gender, multiple t
tests were performed to analyze the Orientation  Contrast
Polarity interaction. The Bonferroni adjustment was used
to maintain Type I error rate of 0.05. Eﬃciency was higher
for normal faces than for inverted faces (t(6) = 8.07,
p < 0.0001), contrast-reversed faces (t(6) = 5.29,
p = 0.002), and faces that were both contrast-reversed
and inverted (t(6) = 7.62, p = 0.0002). In addition, eﬃ-
ciency for inverted, positive contrast faces was higher than
for inverted, negative contrast faces (t(6) = 3.64,
p = 0.006). No other pairwise comparisons were
signiﬁcant. The signiﬁcant Orientation  Contrast PolarityU/P I/P U/N I/N
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on high-noise eﬃciency were not additive. Indeed, inspec-
tion of Fig. 7B shows that the eﬀects were sub-additive:
inverting a contrast-reversed face reduced eﬃciency, but
by an amount that was less than the prediction generated
by adding the main eﬀects of contrast polarity and
orientation.
3.3. Contrast-dependent noise
The relation between response accuracy and response
consistency was similar across conditions (Fig. 8A). Using
the procedure outlined in the Methods section, inter-
nal:external noise ratios were estimated from the double-
pass consistency data of all our subjects (see Fig. 7C). Pre-
liminary analyses indicated that internal:external noise
ratios did not diﬀer for male and female faces, so they were
averaged across stimulus gender prior to conducting a
2(Orientation)  2(Contrast Polarity) within-subjects
ANOVA on log-transformed values. The main eﬀects of
Orientation (F(1,6) = 1.21, p < 0.314, x2p ¼ 0:004) and
Contrast Polarity (F(1,6) = 2.33, p = 0.178, x2p ¼ 0:023),
and the Orientation  Contrast Polarity interaction
(F(1,6) = 0.39, p = 0.55, x2p ¼ 0) were not signiﬁcant.
Linear regression was used to determine if individual dif-
ferences in the eﬀects of orientation (or contrast polarity) on
eﬃciency were related to the eﬀects of orientation (or con-
trast polarity) on internal:external noise ratios. For both
positive and negative contrasts, the eﬀect of orientation on
eﬃciency-deﬁned as the log diﬀerence between eﬃcienciesFig. 8. Response consistency data for four subjects. Each plot compares
consistency measured in the normal (upright, positive-contrast; black plus
symbols) stimulus condition and either the inverted (left column; red
circles) or contrast-reversed (right column; green triangles) condition.
Inversion had no signiﬁcant eﬀect on consistency. (For interpretation of
the references to color the reader is referred to the web version of this
paper.)measured in the upright and inverted conditions—was not
related to the log diﬀerence between internal:external noise
ratiosmeasured in the upright and inverted conditions (posi-
tive contrast: F(1,12) = 0.075, p = 0.789; negative contrast:
F(1,12) = 2.128, p = 0.17). Likewise, for both upright and
inverted faces the eﬀect of contrast polarity on eﬃciency
was unrelated to the eﬀect of contrast polarity on inter-
nal:external noise ratio (upright: F(1,12) = 1.728,
p = 0.213; inverted: F(1,12) = 0.382, p = 0.548). Hence, we
found no evidence that the eﬀects of orientation and contrast
polarity on high-noise eﬃciency were correlated with
changes in internal:external noise ratio.
These analyses demonstrate that internal:external noise
ratios did not vary across conditions and were uncorrelated
with estimates of high-noise eﬃciency. One explanation of
these results is that the response consistency measure is not
suﬃciently sensitive to detect diﬀerences in internal noise
produced by stimulus inversion or contrast-reversal. To
test this possibility, we used Gold et al.’s (2004) methods
to determine how much the internal:external noise ratio
would have to change if the eﬀects of inversion and con-
trast-reversal on thresholds in the high-noise condition
were due entirely to an increase in contrast-dependent
noise. These predictions represent the largest possible
change in internal:external noise ratios, given the observed
changes in threshold. Next, t tests were used to compare
the predicted and observed values of the internal:external
noise ratios in the inverted, contrast-reversed, and com-
bined conditions. If response consistency is not sensitive
enough to detect the largest possible changes in internal
noise in these tasks, then the predictions should not diﬀer
from the observed values. Contrary to this hypothesis,
the observed internal:external noise ratios were signiﬁ-
cantly lower than the predicted values in all three condi-
tions (inversion: t(6) = 3.79, p = 0.009; contrast-
reversed: t(6) = 5.84, p = 0.001; combined: t(6) = 8.82,
p = 0.0002). Therefore, the response consistency method
was suﬃciently sensitive to rule out the hypothesis that
the eﬀects of inversion and contrast-reversal were due
entirely to changes in contrast-dependent noise. Of course,
it is possible that smaller changes in contrast-dependent
noise contributed to the inversion and contrast-reversal
eﬀects, and that the response consistency method was
insuﬃciently powerful to detect such changes. We address
this issue in the next section.
3.4. Measurement error
The analyses done so far suggest that high-noise eﬃ-
ciency, but not internal noise, was aﬀected by stimulus
inversion and contrast reversal. However, it is possible that
inversion and contrast-reversal did alter internal noise, but
that greater amounts of measurement error associated with
estimating equivalent input noise and internal:external
noise ratios prevented us from detecting these eﬀects. In
this section we describe our approach to testing this
hypothesis.
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noise, high-noise eﬃciency, and internal:external noise
ratio were each the same for male and female faces, and
therefore we averaged those dependent measures across
stimulus gender prior to conducting each analysis of vari-
ance. An alternative method would be to treat the values
obtained with male and female faces as replicated measure-
ments. For example, instead of averaging the two estimates
of equivalent input noise to create a single estimate for each
stimulus orientation and contrast polarity, there would be
two estimates for each subject in each condition. An
ANOVA performed on these replicated data yields
MSWithinCell, which is an estimate of the population error
variance (Mason, Gunst, & Hess, 2003). If measurement
error was greater for estimates of equivalent input noise
and internal:external noise ratios than for high-noise eﬃ-
ciency, then MSWithinCell should diﬀer signiﬁcantly across
those three measures. Contrary to this hypothesis,
MSWithinCell for equivalent input noise (0.039), inter-
nal:external noise ratios (0.037), and high-noise eﬃciency
(0.049) did not diﬀer signiﬁcantly from each other
(F(28,28) 6 1.26, pP 0.23, in all cases). Next, we used
these estimates of error variance to calculate the power of
our experimental design. We assumed that error variance
is 0.042 (i.e., the mean of the three values of MSWithinCell),
and that stimulus inversion (or contrast reversal) increased
equivalent input noise or internal:external noise ratios by
0.24 log units (which is approximately one-half of the eﬀect
on high-noise eﬃciency). Given these assumptions, a one-
tailed t test that compared internal noise (i.e., equivalent
input noise or internal:external noise ratios) measured on
seven subjects with normal and inverted (or contrast-
reversed) faces would have a power of 0.98. If inversion
or contrast reversal increased internal noise by only 0.16
log units—approximately one-third the size of the eﬀect
on high-noise eﬃciency—then power would still be 0.83.
These analyses demonstrate the error variance estimated
from analyses of equivalent input noise, internal:external
noise ratios, and high-noise eﬃciency did not diﬀer. This
result is inconsistent with the hypothesis that the failure
to ﬁnd signiﬁcant eﬀects of inversion and contrast-reversal
on equivalent input noise and internal:external noise ratios
was due to increased measurement error for those parame-
ters. Moreover, our analyses suggest that the current exper-
imental design had suﬃcient power to detect eﬀects of
inversion or contrast-reversal on internal noise that were
only one-third as large as the eﬀect of those stimulus
manipulations on high-noise eﬃciency. It is unlikely, there-
fore, that higher measurement error and/or reduced statis-
tical power are suﬃcient to account for our failure to ﬁnd
eﬀects of inversion and contrast-reversal on internal noise.
3.5. Predicted threshold ratios
In this section we consider whether changes in high-
noise eﬃciency are suﬃcient to account for the eﬀects of
stimulus inversion and contrast reversal. The face inversioneﬀect (FIE) can be deﬁned as the ratio of inverted over
upright face identiﬁcation thresholds. According to Eq.
(1), log(FIE2) is equal to the sum of two terms:
logFIE2 ¼ log c
2
inverted
c2upright
 !
¼ log kinverted
kupright
 
þ log r
2
n þ r2cðinvertedÞ
r2n þ r2cðuprightÞ
 !
ð3Þ
When external noise is high, r2n  r2c , so Eq. (3) can be
rewritten as
logFIE2  log kinverted
kupright
 
ð4Þ
When external noise is zero, Eq. (3) can be rewritten as
logFIE2 ¼ log kinverted
kupright
 
þ log r
2
cðinvertedÞ
r2cðuprightÞ
 !
ð5Þ
If r2cðinvertedÞ ¼ r2cðuprightÞ, then the second term in Eq. (5)
should, on average, be zero, and therefore the inversion ef-
fects measured in the zero-noise and high-noise conditions
ought to be the same. If, however, r2cðinvertedÞ > r
2
cðuprightÞ,
then the inversion eﬀect should be greater in the zero-noise
condition. Alternatively, if r2cðinvertedÞ < r
2
cðuprightÞ, then the
inversion eﬀect should be smaller in the zero-noise condi-
tion (Schneider, DeLong, & Busey, 2007). These arguments
also apply to the contrast-reversal eﬀect, and the combined
eﬀect of inversion and contrast-reversal. If, for example,
r2cðreversedÞ ¼ r2cðnormalÞ, then the eﬀect of reversing contrast
ought to be the same in the zero-noise and high-noise con-
ditions, but if r2cðreversedÞ > r
2
cðnormalÞ then the contrast rever-
sal eﬀect should be greater in the zero-noise condition.
The threshold ratios in Fig. 6 can be used to test these
predictions. If stimulus inversion and contrast-reversal do
not alter r2c , then the threshold ratios should not vary with
external noise. In fact, the main eﬀect of external noise on
the log-transformed ratios was not signiﬁcant
(F(1,6) = 2.90, p = 0.14, x2p ¼ 0:02), a result that is consis-
tent with the hypothesis that r2c did not vary with inversion
and/or contrast-reversal. Finally, a close inspection of
Fig. 6 suggests that threshold ratios were slightly lower in
the zero-noise condition: averaged across conditions,
thresholds ratios were 0.033 log units lower in the zero-
noise condition. This (non-signiﬁcant) trend is in the oppo-
site direction from the one expected if inversion or con-
trast-reversal increased r2c .
4. Discussion
Face inversion and contrast reversal were associated
with signiﬁcantly higher identiﬁcation thresholds and
reduced high-noise eﬃciency. However, we found no evi-
dence that inversion or contrast-reversal aﬀected the levels
of contrast-independent or contrast-dependent internal
noise. Furthermore, the eﬀects of inversion and contrast-
reversal measured in zero and high noise did not diﬀer
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that inversion and contrast-reversal increase contrast-
invariant internal noise. Our analyses suggest that the fail-
ure to ﬁnd eﬀects of inversion and contrast-reversal on esti-
mates of internal noise cannot be explained solely on the
basis of higher measurement error and/or reduced statisti-
cal power for those parameters. We conclude, therefore,
that stimulus inversion and contrast-reversal produced
large reductions in high-noise eﬃciency, but had much
smaller eﬀects on internal noise. These results suggests that,
compared to normal face recognition, subjects are less able
to use the available information when recognizing inverted
or contrast-reversed faces.
Our tasks required subjects to discriminate between only
two faces, and so it is important to consider whether our
failure to ﬁnd eﬀects of inversion and contrast-reversal on
internal noise is a result of using a small stimulus set.
One might argue, for example, that using a small stimulus
set minimized the eﬀect of internal noise, perhaps by mak-
ing it easier for subjects to learn eﬃcient processing strate-
gies that could be applied consistently across trials.
Conceivably, using larger stimulus sets could make internal
noise more dependent on stimulus orientation or contrast
polarity, and therefore yield larger inversion and con-
trast-reversal eﬀects. However, we have shown that the
inversion eﬀect in the current study does not diﬀer from
the average eﬀect reported by Martelli et al. (2005), or
one obtained in a 1-of-10 face identiﬁcation task (Gaspar
et al., 2005). Hence, the evidence does not support the idea
that the inversion eﬀect in the current study was unusually
small, or that larger stimulus sets lead to larger inversion
eﬀects. Furthermore, it is unlikely that increasing set size
would result in higher estimates of internal noise. Our esti-
mates of equivalent input noise are very similar to those
found by Gold et al. (1999b, 2004) in a 1-of-10 face identi-
ﬁcation task and by Pelli and Farell (1999) in a 1-of-26 let-
ter identiﬁcation task. Moreover, a re-analysis of the
internal:external noise ratios reported by Gold et al.
(2004); (Figures 8 and 15) found no diﬀerence between
ratios measured in 1-of-10 and 1-of-2 face identiﬁcation
tasks (F(1,20) = 0.46, p = 0.51). Finally, Gold et al.
(1999b, 2004) found that practice in face and texture iden-
tiﬁcation tasks increased high-noise eﬃciency, but did not
alter equivalent input noise or response consistency, so it
is doubtful that our failure to ﬁnd an eﬀect of inversion
or contrast-reversal on internal noise was due to perceptual
learning. For these reasons, we think it is unlikely that the
current ﬁndings are simply the consequence of having used
a small stimulus set.
Sekuler et al. (2004) demonstrated that subjects used
information conveyed by pixels near the eyes and eyebrows
to identify upright and inverted faces. Nonetheless, there
were subtle diﬀerences in the way these pixels were com-
bined, and these diﬀerences were strongly correlated with
the eﬀect of face orientation on performance. Sekuler
et al. argued that the subtle diﬀerences in classiﬁcation
images reﬂected diﬀerences in the way subjects sampledinformation in upright and inverted faces. An alternative
hypothesis, however, is that the structural diﬀerences in
the classiﬁcation images were caused by diﬀerences in inter-
nal noise (Murray et al., 2005). The results of the present
study rule out this alternative explanation. Instead, the cur-
rent ﬁndings are consistent with the idea that face inversion
causes subjects to make subtle, but consistent, changes in
how they extract information from around the eye(s) to
identify a face.
The failure to ﬁnd a change in internal noise implies that
rotating a face, or inverting its contrast, produces system-
atic, rather than stochastic, changes in face processing. In
this regard, it is interesting to note that the diﬀerences
between identiﬁcation of normal and inverted (and/or con-
trast-reversed) faces are the same as those found between
the identiﬁcation of complex patterns after and before
extended practice. Gold et al. (1999b, 2004) showed that
practice in face and texture identiﬁcation tasks increased
high-noise eﬃciency but did not aﬀect equivalent input
noise or internal:external noise ratios. Therefore, the spe-
ciﬁc kind of advantage we possess for upright face recogni-
tion, relative to inverted or contrast-reversed faces, is the
same advantage that is developed with extensive practice.
Additionally, Gold et al. (2004) measured classiﬁcation
images for 2-IFC face identiﬁcation both before and after
extensive practice. A comparison of pre- and post-learning
classiﬁcation images revealed that subtle rather than gross
changes in the spatial sampling strategy were produced by
perceptual learning. In direct parallel to the classiﬁcation
images for upright and inverted faces measured by Sekuler
et al. (2004), subjects in the Gold et al. (2004) study always
appeared to be relying on pixels around the eyes and eye-
brows regardless of how long they had been practicing.
Faces that are contrast-reversed and/or inverted are rarely,
if ever, encountered in the natural environment. The results
of our study, combined with those of Gold et al. (1999b,
2004), suggest that our experience with faces results in a
more eﬃcient information-sampling strategy, but only for
faces presented in the familiar orientation and contrast
polarity.
Rotating a face has a variety of eﬀects on face percep-
tion: it makes it more diﬃcult to detect misoriented facial
features (Lewis, 2001; Stu¨rzel & Spillman, 2000; Thomp-
son, 1980), to discriminate diﬀerences in the distances
between facial features (Barton, Keenan, & Bass, 2001;
Freire, Lee, & Symons, 2000; Leder & Bruce, 2000; Leder,
Candrian, Huber, & Bruce, 2001; Rutherford, Clements, &
Sekuler, 2007), as well as making it more diﬃcult to iden-
tify the face. It is tempting to conclude that these various
inversion eﬀects are diﬀerent manifestations of a single,
underlying eﬀect of orientation on face perception. How-
ever, it is possible that face inversion reduces the accuracy
of identiﬁcation and these other types of judgments for dif-
ferent reasons. The current study demonstrates that the
sole eﬀect of face inversion and contrast reversal on face
identiﬁcation is to reduce the sampling eﬃciency. It is not
known whether inversion or contrast reversal reduces the
1094 C.M. Gaspar et al. / Vision Research 48 (2008) 1084–1095accuracy of other facial judgments for the same reason. It is
possible, in other words, that inversion or contrast-reversal
aﬀect other aspects of face perception by altering both eﬃ-
ciency and internal noise, or perhaps internal noise alone.
To properly compare inversion and contrast-reversal eﬀects
across stimuli and tasks, future studies should disentangle
the eﬀects of those manipulations on eﬃciency and internal
noise.
5. Conclusion
The current experiments demonstrate that face inversion
and contrast reversal cause a reduction in high-noise eﬃ-
ciency, but have no eﬀect on internal noise. These results
have two implications for our understanding of face iden-
tiﬁcation. First, they are consistent with the claim that
inversion reduces face identiﬁcation accuracy by producing
a subtle but consistent shift in subjects’ spatial-sampling
strategies (Sekuler et al., 2004). Second, they implicate
the role of orientation- and contrast-speciﬁc expertise in
the face inversion and contrast-reversal eﬀects.
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