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Motivated by call center cosourcing problems, we consider a service network operated under an overﬂow mechanism. Calls
are ﬁrst routed to an in-house (or dedicated) service station that has a ﬁnite waiting room. If the waiting room is full,
the call is overﬂowed to an outside provider (an overﬂow station) that might also be serving overﬂows from other stations.
We establish approximations for overﬂow networks with many servers under a resource-pooling assumption that stipulates,
in our context, that the fraction of overﬂowed calls is nonnegligible. Our two main results are (i) an approximation for
the overﬂow processes via limit theorems and (ii) asymptotic independence between each of the in-house stations and
the overﬂow station. In particular, we show that, as the system becomes large, the dependency between each in-house
station and the overﬂow station becomes negligible. Independence between stations in overﬂow networks is assumed in the
literature on call centers, and we provide a rigorous support for those useful heuristics.
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1. Introduction
This work is motivated by call center applications and, in
particular, call center outsourcing. Even though call cen-
ters often serve as a primary channel of interaction of ﬁrms
with their customers, not all ﬁrms manage their call center
operations in house. Some ﬁrms outsource their call center
operations entirely, whereas others choose to serve a sig-
niﬁcant share of the customers in house, and route only
some of the calls to an outside provider/outsourcer. The
latter policy is sometimes referred to as cosourcing; see
the detailed discussion in Zhou and Ren (2011). A network
with cosourcing can be modeled by a queueing system
with multiple queues overﬂowing some of the calls to an
outsourcer. Figure 1 is a schematic depiction of two such
networks. The outsourcer may provide a dedicated pool to
each input stream, as in Figure 1(a)—which is prevalent in
practice—or use a multiclass (and possibly multipool) con-
ﬁguration with skill-based routing (SBR) as in Figure 1(b).
Call overﬂow is a simple mechanism by which to divide
the calls in real time between the in-house call center
and the outsourcer. An arriving call is overﬂowed to the
outsourcer when the queue length (found by this arrival)
exceeds a prespeciﬁed threshold. Hence, the in-house call
center operates as a queue with a ﬁnite waiting room.
In this work we are primarily interested in the performance
analysis of such overﬂow networks.
Our performance analysis should be placed in the context
of, and is motivated by, optimization problems that emerge
in the management of such distributed systems, with call
center outsourcing being a primary example. In some set-
tings (as studied, e.g., in Chevalier et al. 2004; see §2)
there may be a central planner that makes the capacity plan-
ning and real-time control decisions for the entire network
with the objective of minimizing total network costs sub-
ject to some quality-of-service (QoS) targets. Such a central
planner/controller will be informed about the parameters
across the network (exogenous parameters as well as deci-
sion variables) and may also have access to the real-time
information about the state of each of the queues. Given the
complexity of the network, the central planner faces a difﬁ-
cult optimization problem, and it is desirable to have simple
prescriptions that utilize the information that is available to
the planner.
When the network is managed in a decentralized man-
ner (as is often the case in outsourcing), such information
may not be readily available to “local” planners and con-
trollers. In addition to practical prescriptions, one is inter-
ested in means to compare the performance of various coor-
dination schemes for the decentralized network. Such com-
parisons are conducted in Gans and Zhou (2007); see §2.
Given a QoS constraint that is placed on all customers—
served in house or overﬂowed, one can then ask what is the
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Figure 1. A network with in-house call centers and
an outsourcer: (a) overﬂow is served by a
dedicated pool; (b) overﬂows are served in a
multiclass multipool system with SBR.
1 2 
(b) (a)
best outsourcing coordination mechanism that will guaran-
tee that the constraint is met at a minimal capacity cost.
Coordination mechanisms may differ in the way in which
information is shared and the way in which queues are
pooled. Different coordination mechanisms will result in
different queueing systems, as depicted in Figure 2. Fig-
ures 2(a) and 2(b) are the noncoordinated and coordinated
versions of Figure 1(a), whereas Figures 2(c) and 2(d) cor-
respond to the setting in Figure 1(b) in which the outsourcer
uses a common system to serve multiple (in this case, two)
input streams.
Figures 2(a) and 2(c) depict cases in which there is no
pooling. The in-house call centers use some policy to
overﬂow calls to the outsourcer who guarantees to meet a
service-level target. No queues are pooled and no real-time
information is shared between the parties. Partial coordi-
nation can be achieved by sharing real-time information.
In the multiple-streams case, depicted in Figure 2(c), real-
time information about the state of the queues in the in-
house call centers may allow the outsourcer to intelligently
choose his prioritization rule and, in turn, decrease his
capacity costs. The level of coordination can be increased
further by having joint virtual queues so that calls are
pulled from a common queue (by either the in-house or the
outsourcer agents). The resulting pooled systems are as
Figure 2. Different coordination schemes for outsourcing: (a) overﬂow with dedicated outsourcer, (b) pooled network
with dedicated outsourcer, (c) overﬂow with pooled outsourcer, (d) pooling with pooled outsourcer.
  1 1 2 2
(b) (a) (d) (c)
depicted in Figures 2(b) and 2(d), and are referred to in
the literature as the inverted-V (or
V
) and M models,
respectively.
To compare the various schemes, one needs to evaluate
the performance of the overﬂow network with respect to
various QoS metrics. Whereas some metrics (such as the
average speed of answer (ASA)) are separable via Little’s
law, most QoS metrics require knowledge of the joint dis-
tribution of the queues. Furthermore, for practical purposes,
it is desirable to have accurate (but simple) approxima-
tions for the overﬂow processes and the queueing-system
dynamics. Such approximations may facilitate solutions for
the respective optimization problems of both the in-house
call centers and the outsourcer. Our performance analysis,
and the simpliﬁcations it introduces, has implications for
decision making in both the centralized and decentralized
settings. We conduct the performance analysis in a many-
server heavy-trafﬁc regime with resource pooling.
In the context of outsourcing, the resource-pooling con-
dition can be interpreted as corresponding to nonnegligible
cosourcing, namely, to settings in which the capacities of
the in-house centers require that a nonnegligible fraction
(but not all) of the calls be overﬂowed. The survey (ICMI
Press 2006) indicates that the percentage of call centers that
fall into this category is signiﬁcant, and that a relatively
small percentage of ﬁrms rely on an outsourcer to handle
most or all of their call volume. There may be multiple rea-
sons for this prevalence. Vendors, for example, may charge
a minimal ﬁxed cost (say, for hiring and training costs) that
renders it proﬁtable for the client to outsource more than
a negligible fraction of his calls. Also, clients may face
physical constraints on their in-house capacity that limit the
volume of calls that can be handled in house in busy days.
The explicit economic modeling of this choice is beyond
the scope of this paper. Rather, we impose this “nonnegli-
gible overﬂow” as an assumption; see §3.2 for the formal
deﬁnition of this requirement.
Our main results are summarized below:
1. The overﬂow process: In the Markovian setting, the
overﬂow process is a renewal process having an interar-
rival time distribution that can be identiﬁed explicitly by
means of Laplace transforms; see §2. We improve theGurvich and Perry: Overﬂow Networks
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understanding of this process by using many-server approx-
imations instead. Building on regenerative-process argu-
ments, we prove limit theorems for the overﬂow process.
We show that the overﬂow process can be approximated by
a drifted Brownian motion whose mean and variance terms
we identify as explicit functions of the capacity of the in-
house call center. Interestingly, the instantaneous drift of
this Brownian motion does not depend on the actual state of
the in-house station or on the time point t. Rather, for each
time t, the instantaneous drift depends only on the long-
run probability of blocking in the in-house pool. That phe-
nomenon is caused by an averaging principle (AP), which
is a consequence of a separation of time scales, further dis-
cussed below.
Our results in this context have both theoretical and prac-
tical implications: ﬁrst, the characterization of the limit pro-
vides insight into properties of the overﬂow process and,
speciﬁcally, into the way in which its variability depends on
the capacity of the in-house call center. Second, a simpli-
ﬁed (closed-form) characterization of the overﬂow process
is useful for purposes of capacity and prioritization opti-
mization in overﬂow networks.
2. Characterization of the joint distribution: In terms of
detailed analysis of the network, one would ideally be
able to characterize for each t (or at least in steady state)
the joint distribution of the number-in-system processes.
For example, we are interested in the joint distribution of
4XI4t51XO4t55, where XI4t5 and XO4t5 are the head-counts
in the “in-house” station and the “outsourcer” station,
respectively, at time t. Because a network with overﬂow
does not have, in general, a product-form distribution, this
joint distribution can be identiﬁed only via brute-force
computation.
Simpliﬁcations in heavy trafﬁc are often achieved via a
reduction of dimensionality, typically referred to as state-
space collapse (SSC). In our setting, the corresponding
SSC result implies that, under appropriate diffusion scaling,
XI4t5 is approximated by a deterministic constant, whereas
XO4t5 is stochastic. It thus may seem that, through SSC,
we achieve a great simpliﬁcation for computing the joint
distribution above.
However, this SSC result is somewhat crude and deceiv-
ing because, if both XI4t5 and XO4t5 are scaled in the
same manner, meaningful information regarding XI4t5 is
lost. To gain a better understanding of the system, we must
conduct a more reﬁned analysis and consider the in-house
station without any scaling, so that no part of the network
degenerates in the limit. We then prove that, under the
resource-pooling condition, the in-house station is asymp-
totically independent of the outsourcer station, i.e., that
the dependency between the stations diminishes as the size
of the system increases. In particular, we show that the
joint distribution above “approaches” a product-form struc-
ture as the system size grows, for each time t, and not
only in steady state. Such independence, as we formally
prove here, is assumed heuristically in multiple papers that
consider optimization problems for call centers with over-
ﬂow; see §2.
The asymptotic independence is not implied directly by
the SSC mentioned above. Rather, it requires a differ-
ent analysis that builds on the fast oscillations of the in-
house queue about the threshold determining the buffer
size. These oscillations are not only relatively small—as
reﬂected by the SSC result—but they are also sufﬁciently
fast so that a separation of time scales occurs in the limit.
In particular, the in-house queue operates in a faster time
scale than that of the outsourcer, so that, relative to the
outsourcer, the in-house queue approaches its steady state
instantaneously at each time point t, a phenomenon typi-
cally referred to as “pointwise stationarity.”
3. Implications to outsourcing: Our performance analy-
sis has the following implications for the comparison of the
different coordination schemes in Figure 2: (i) The com-
plexity of the overﬂow network in Figure 2(c) is no greater
than that of three independent queueing systems: two sim-
ple ones (with a single customer class and a single agent
group), and one that corresponds to a multiclass single-pool
system (often referred to as the V model). (ii) The overﬂow
networks with and without real-time information sharing
are, in a sense, equivalent. This strong statement follows
from our result that the absence of real-time information on
the state of the stations has at most negligible effect on the
optimal prioritization chosen by the outsourcer and on his
corresponding capacity costs. As a result, comparing the
overﬂow network in Figure 2(c) (without real-time infor-
mation sharing) to the pooled network in Figure 2(d) is
equivalent to comparing a centrally controlled V model to
the centrally controlled pooled system.
Finally, although results in the spirit of our separation
of time scales (and the resulting pointwise stationarity
and AP) are often complicated to prove, the speciﬁc struc-
ture of the network that we study allows us to provide
relatively simple proofs, so that mathematical complexity
does not obscure the underlying intuition.
2. Literature Review
Four streams of literature are directly related to our work:
(i) queueing models of call centers, (ii) queueing systems
with blocking, (iii) call center outsourcing, and (iv) point-
wise stationarity and averaging principles in queueing
systems.
The literature on queueing aspects of call centers is now
vast, and we refer the reader to the three survey papers
Ak¸ sin et al. (2007), Gans et al. (2003), and Koole and Pot
(2006). The last reference focuses speciﬁcally on multiclass
multiskill call centers. Below we discuss only the papers
that are most relevant to our work.
For a survey on service outsourcing and, more specif-
ically, on call center outsourcing, we refer the reader to
Zhou and Ren (2011). Most of that literature focuses on set-
tings in which the ﬁrm outsources all of its calls. Cosourc-
ing is studied in Gans and Zhou (2007), taking into accountGurvich and Perry: Overﬂow Networks
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the queueing effects. The focus of that paper is on the com-
parison of different outsourcing schemes with respect to the
way in which capacity and control are coordinated in the
network. A combination of dynamic programming and sim-
ulation is used to draw conclusions about the performance
of the different schemes. In essence, the paper is concerned
with the trade-off between the level of coordination (infor-
mation sharing or pooling) and the cost of capacity in the
absence of such coordination. The model studied in Gans
and Zhou (2007) is different than the one we study here:
in their model, the in-house call center serves two classes
of customers of which only the lower-priority calls may be
overﬂowed and the overﬂow is based on the number of idle
servers in the in-house call center rather than on the buffer
space. The analysis in Gans and Zhou (2007) underscores
the difﬁculty in evaluating coordinating schemes given the
relative intractability of the underlying overﬂow network.
Our results facilitate such analysis for the family of models
discussed in §1. It is likely, but yet to be proved, that results
of similar spirit hold for the model Gans and Zhou (2007).
Approximations and bounds for overﬂow queues have
been proposed both in the queueing literature and, more
speciﬁcally, in the context of call centers, two notable
examples being the papers Koole and Talim (2000) and
Frankx et al. (2006). These papers also contain an account
of earlier heuristic approximations and bounds. In Koole
and Talim (2000) the overﬂow process is approximated by
a Poisson process. In Frankx et al. (2006) the approxi-
mation is improved by using, instead, a renewal process
with hyperexponential interarrival times. The authors study
the loss probability in a call center with sequential over-
ﬂows. In addition to the overﬂow approximation, the differ-
ent stations are treated heuristically as being independent.
In fact, in most papers that study call centers with overﬂow,
independence between the stations is employed (explic-
itly or implicitly) in the construction of approximations
for the overﬂow processes; see, e.g., Frankx et al. (2006),
Avramidis et al. (2009), Chevalier and Van den Schrieck
(2008), Chevalier and Tabordon (2003), Bhulai and Roubos
(2010), and references therein.
Two other papers that are closely related to ours are
Chevalier et al. (2004) and Chevalier and Tabordon (2003).
These papers consider a pure-loss multistation system
(there is no queueing in any station) having a set of
dedicated stations and one pool of generalists (fully ﬂex-
ible servers). The focus in those papers is on using
heuristics, based on the Hayward’s approximation, to com-
pute the probability of blocking and to provide stafﬁng
recommendations.
Loss queues, and more generally loss networks, have
received signiﬁcant attention in the queueing systems liter-
ature outside of a speciﬁc application context. Most papers
focus on identifying blocking probabilities in such net-
works. For all but the simplest Markovian networks, the
analysis of the blocking probabilities is complicated so that
many papers resort to heavy-trafﬁc approximations. Exam-
ples in the single-queue context are Massey and Whitt
(1996), Whitt (1984), and, in the network context, Heyman
(1987) and Hunt and Kurtz (1994); see also references
therein.
One of our main results is concerned with approxi-
mations for the overﬂow process. Exact analysis of the
interarrival time of the overﬂow renewal process via
Laplace transforms are given, for example, in van Doorn
(1984). In addition, various heuristic approximations have
been proposed; see, e.g., Pourbabai (1987) and references
therein. We take neither of these approaches. Instead, we
achieve simpliﬁcation by considering heavy-trafﬁc limits.
In the Halﬁn-Whitt regime, also referred to as the qual-
ity and efﬁciency driven (QED) regime, limits for the
M=M=N=K queue (having a Poisson arrival process, expo-
nential service times, N agents, and a ﬁnite buffer of
size K) have been studied in several papers; see Pang et al.
(2007) and references therein. There are also various papers
considering limits for the M=M=N CM queue (with aban-
donment but without blocking; the CM stands for expo-
nential abandonments) in various heavy-trafﬁc regimes; see
e.g., Whitt (2004) and references therein.
The optimality of a threshold-based overﬂow in an
outsourcing setting has been established, for example,
in Koça˘ ga and Ward (2010). There, the authors consider the
in-house call center in isolation and prove that a threshold-
based overﬂow policy is asymptotically optimal for a call
center in the Halﬁn-Whitt (QED) many-server regime that
seeks to minimize the combined costs of overﬂow, wait-
ing time, and customer abandonment. It is important that
in the QED regime the fraction of overﬂowed calls is
negligible. We, in contrast, study the network comprising
both the in-house call center and the outsourcer, and ana-
lyze the interaction between the two under the assumption
that the fraction of calls overﬂowed is nonnegligible.
Finally, in terms of the relevant technical literature,
results in which a process is approximated at each time
point by a long-run average behavior of a related (“fast”)
process are often said to exhibit an AP. An AP appears in
the limit whenever (at least) one of the processes evolves in
a faster time scale than the other processes considered, so
that the prelimit “fast” process is replaced by a simpler pro-
cess whose parameters reﬂect long-run average quantities.
In our paper, the AP is useful in simplifying the system
performance analysis. There are several papers that deal
with AP results in queueing systems, and we review the
most relevant among these.
In Hunt and Kurtz (1994), functional law-of-large-
numbers (FLLN) (or “ﬂuid limits”) are considered for large
loss networks (with overﬂows between the various stations),
and an AP-type result is established for the idle-capacity
process. In the context of multiclass multipool systems with
skill-based routing (SBR), our work is closely related to
the sequence of papers from Perry and Whitt (2009; 2011a,
b; 2012a, b). The latter reference considers a network ofGurvich and Perry: Overﬂow Networks
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two customer classes with two server pools, and proposes a
threshold-based routing policy to minimize convex holding
costs. The proposed policy induces an AP. The sequence of
papers (Perry and Whitt 2011a, b; 2012a, b) provides the
technical support for Perry and Whitt (2009) by establishing
corresponding functional limit theorems (FLLN as well as
FCLT). Our model is different than that of Perry and Whitt
(2009) in that we have overﬂow (customers are routed upon
arrival) rather than routing (customers being “pulled” from
queues), but there are some important similarities. In both
models it is the fast oscillation around the thresholds that
creates the AP.
The AP is related to pointwise stationary approxima-
tions (see, e.g., Bassamboo et al. 2009, Whitt 1991, Perry
and Whitt 2012a, and references therein) because both phe-
nomena are driven by a separation of time scales. Whereas
the former, however, is concerned with process approxi-
mations, the latter is concerned with ﬁxed times t. In the
diffusion limit, the AP “replaces” a fast time-scale process
whose instantaneous drift and variance are state dependent
with a process whose instantaneous parameters are con-
stants and in which the instantaneous drift is, at each time
point, equal to the original process’s long-run average. The
pointwise stationarity result focuses on a given time point t
and is concerned with the fast process achieving its steady
state instantaneously, again at each time point.
For most of the paper we will focus on the simpler set-
ting in Figure 1(a), but in §EC.2 we will show how our
results extend to the setting with SBR in Figure 1(b). When
we discuss the SBR setting we will highlight how, with our
results, analysis of the outsourcer station can draw on estab-
lished results provided the SBR protocol has certain prop-
erties. The queue-and-idleness ratio (QIR) controls, studied
in Gurvich and Whitt (2009a, b; 2010) is one family of
routing rules that has the desired properties, but many other
controls are possible; see §EC.2.
Contribution to Existing Literature. Our contribution is
fourfold: First, we provide a simple, yet rigorously justiﬁed,
approximation for the overﬂow process in large systems,
when the proportion of overﬂowed customers is non-
negligible. Second, we establish an (atypical) asymptotic
independence result showing that the complex overﬂow net-
work exhibits an “asymptotic” product-form distribution.
This result justiﬁes some of the heuristics used in the exist-
ing literature, as reviewed above. Third, we provide tools
that can be used to explicitly take into account the queueing
effects when optimizing overﬂow networks or analyzing,
for example, contracts and outsourcing schemes. Finally,
in our setting, the separation of time scales phenomenon
carries useful implications to the management of the under-
lying service-system. To the best of our knowledge, ours is
the ﬁrst instance where such separation of time scales leads
to a pointwise stationary product-form distribution. More-
over, the mathematical analysis in this paper is simpler than
in some of the papers reviewed above, especially in terms
of the AP. This relative simplicity makes the instantaneous
stationarity and fast averaging phenomenons more accessi-
ble and revealing.
Organization of the Remainder of the Paper. We intro-
duce the model in §3, starting with the simple setting in
Figure 1(a). This allows us to discuss outsourcing prob-
lems more formally. Those problems are used to motivate
the main results, which are stated in §4. Some conclud-
ing remarks appear in §5. All the results are proved in the
e-companion, where we also analyze the extension to the
multiclass setting, as the one in Figure 1(b). An electronic
companion to this paper is available as part of the online
version at http://dx.doi.org/10.1287/opre.1120.1070.
3. The Model
We initially consider a system consisting of a single in-
house station, which we refer to as station I, and an
outsourcer station which we refer to as station O. Station
I has NI servers and a ﬁnite waiting room of size KI ¾ 0.
In turn, there can be at most KI customers in queue and
at most a total of NI CKI customers in the station at any
given time. Exogenous arrivals follow a Poisson process
A D 8A4t51 t ¾ 09 with rate . A customer that arrives to
ﬁnd less than NI C KI customers in station I (waiting or
being served) enters this station. The service discipline is
ﬁrst come ﬁrst served (FCFS), and the service time is expo-
nential with rate I. Customers that ﬁnd exactly NI C KI
customers in the station upon their arrival are overﬂowed
to station O. We denote by AO4t5 the number of calls that
arrived by time t (inclusive) and were overﬂowed. The pro-
cess AO D4AO4t51 t ¾05 is the overﬂow process.
For most of the paper, the overﬂow station is itself a
single-class single-pool system to which the sole input
stream consists of the overﬂows from station I; see Fig-
ure 1(a). The overﬂow station has NO servers and an inﬁnite
waiting space, the service discipline is FCFS, and service
times are exponential with rate O. This setup thus corre-
sponds to an outsourcer serving each input stream through
a dedicated facility; see Figure 1(a). In §EC.2 we will
show how the analysis extends to the setting in Figure 1(b)
where multiple overﬂow streams are served in one facility
with SBR.
Finally, customers (callers) may abandon at any point
during their wait in station I or station O. We assume that
customers have exponential patience with rate  >0. A cus-
tomer abandons the queue if his patience expires while
waiting to be served. With the above assumptions, station I
is an M=M=NI=KI CM. Marginally, station O operates like
a GI=M=NO C M queue where the arrival process is the
overﬂow process AO. Considered jointly, the arrival process
to station O depends on the evolution of station I.
State Descriptors. We let QI4t5 and ZI4t5 be, respec-
tively, the number of customers in queue and in service in
station I at time t. We denote by XI4t5 2D QI4t5 C ZI4t5
(where 2D stands for equality in deﬁnition) the correspond-
ing total number of customers in station I (in service orGurvich and Perry: Overﬂow Networks
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waiting) at time t. Similarly, QO4t5, ZO4t5, and XO4t5 2D
ZO4t5 C QO4t5 are the corresponding processes for sta-
tion O. We let VI4t5 and VO4t5 denote, respectively, the
offered wait at time t in stations I and O. The offered
wait is the time that an inﬁnitely patient customer, arriving
at time t, would have to wait before entering service; see
Mandelbaum and Zeltyn (2009). The corresponding virtual
waits for a customer arriving at time t, until he enters ser-
vice or abandons, are then given by WI4t52DVI4t5^ and
WO4t5 2D VO ^ , where  is an exponential random vari-
able with rate  that is independent of the other random
variables and stands for the customer’s patience. The vir-
tual waiting time for a customer arriving to the system at
time t then depends on whether that arriving customer is
overﬂowed or not, and is given by
W4t5DWI4t58XI4t5<NI CKI9
CWO4t58XI4t5DNI CKI90 (1)
3.1. A Motivating Example—Call
Center Outsourcing
We start by considering the setting in Figure 2(a), i.e., we
consider one in-house pool having a dedicated service pool
operated by an outsourcer. We assume that the capacity of
the in-house pool is ﬁxed and equal to NI and the threshold
is speciﬁed to be KI. The ﬁrm is interested in satisfying a
constraint of the form 6f4W4t557 ¶  that applies to all
customers—served in house or overﬂowed.1
Using (1), we have that
6f4W4t557D6f4WI4t558XI4t5<NI CKI97
C6f4WO4t558XI4t5DNI CKI970 (2)
Given the capacity and threshold of the in-house call center,
one can compute the ﬁrst element on the right-hand side
of (2). Say it is equal to ¶. To guarantee that the global
QoS target is met, the outsourcer then has to solve
min
NO
CO
s 4N05
s.t. 6f4WO4t558XI4t5DNI CKI97¶1
NO 2C0
(3)
Here, CO
s 45 is the capacity cost function for the out-
sourcer, and C is the set of nonnegative integers. The QoS
constraint in (3) places a bound on a performance metric of
the customer waiting time. Note that the constraint depends
on the joint distribution of stations O and I. If the queues
were pooled, as in Figure 2(b), one would be solving (3)
with the original constraint 6f4W4t557¶, and this would
be an optimization problem over a single-class multipool
queueing system (known as the inverted-V model) as stud-
ied, for example, in Armony (2005). To compare the set-
tings, we need to be able to solve (3).
In practice, the outsourcer would rarely solve a prob-
lem as in (3). In fact, it is more likely that the in-
house call center, given its parameters 41I1NI1KI5,
would calculate the expected steady-state blocking proba-
bility pb 2D8XI45DNI CKI9 and subsequently require
from the outsourcer to satisfy the constraint 6f4WO4t557¶
4  5=pb. In the special case in which the constraint is
on the average wait (f4x5Dx) and the system is stationary
(i.e, has the same distribution for each t), this simpliﬁca-
tion is, in fact, correct. Indeed, by virtue of Little’s law, we
then have that 6W4t57 D 41  pb56WI4t57 C pb6WO4t57
for each t. However, such a simpliﬁcation is unlikely to
provide the desired result for more general QoS metrics or
for nonstationary settings. Speciﬁcally, choosing NO to be
the optimal solution to
min
NO
CO
s 4N05
s.t. 6f4WO4t557¶

pb
1
NO 2C1
(4)
does not guarantee that the global constraint
6f4W4t557¶ is met. Moreover, even if the solution
to this simpliﬁed problem is feasible with respect to the
global constraint, the replacement of (3) with (4) may
lead to an increase in costs. In other words, the question
raised is whether by obtaining information about the joint
distribution (that allows to solve (4)), the outsourcer can
reduce capacity costs compared to (4).
Information may carry more value in settings as in Fig-
ure 1(b), where the outsourcer serves multiple customer
classes and can use this information to determine the opti-
mal prioritization of customers. For concreteness, assume
that, exactly as in Figure 1(b), the outsourcer is serv-
ing two input streams from in-house pools 1 and 2, hav-
ing 1 and 2 as their QoS targets, and having capacity
and threshold parameters Ni1I and Ki1I, such that i 2D
6f4Wi1I4t558Xi1I4t5 < Ni1I C Ki1I971 i D 112 (where we
added the superscript i to denote the respective in-house
call center). Let W11O4t5 and W21O4t5 be the virtual waiting
times at the outsourcer for input streams 1 and 2. Let ç
denote a family of admissible prioritization policies. A pri-
oritization policy  2 ç speciﬁes which customer class a
newly available agent should serve, given that there are
customers waiting in both queues. We add a superscript 
to the processes to denote their dependence on the priori-
tization policy. Then, in the nonpooled system (depicted in
Figure 2(c)), the outsourcer’s problem (3) becomes
min
N0
CO
s 4N05
s.t. 6f4W 
i1O4t558X
i1I4t5DNi CKi97¶i i1
i D1121
N 2C1 2ç0
(5)
One may be interested in two comparisons: First, one
may examine how information sharing allows for betterGurvich and Perry: Overﬂow Networks
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prioritization rules and, in turn, lower capacity costs; sec-
ond, one can study the impact of pooling by comparing the
nonpooled system in Figure 2(c) with the pooled system
in Figure 2(d). The latter is a two-class, three-agent group
system, with one pool serving both classes, often referred
to as the M model of SBR.
Our performance analysis will facilitate comparisons as
those discussed above. Speciﬁcally, returning to the nota-
tion of the simpler setting in Figure 1(a), we will show (see
Theorems 4.3 and 4.4) that the head count processes, XI4t5
and XO4t5, exhibit asymptotic independence, which fur-
ther implies asymptotic independence of the waiting times,
namely,
6f4W4t5576f4WI4t5578XI4t5<NI CKI9
C6f4WO4t5578XI4s5DNI CKI90 (6)
The asymptotic independence allows the replacement of
constraint in (3) by the simpler constraint
6f4WO4t5578XI4t5DNI CKI9¶0
Moreover, we will prove a pointwise stationarity result
by which, for each t > 0 (and not only in stationarity),
8XI4t5 D N C K9 can be approximated by the
steady-state probability of blocking in the corresponding
M=M=NI=KI CM queue.
Notably, even with this independence, the problem (3)
is nontrivial because the input stream to the outsourcer’s
queue (the overﬂow process) is a renewal process with a
complicated interarrival time distribution. We will provide
an approximation for the overﬂow process via limit theo-
rems; see Theorem 4.1. Our approximation is characterized
explicitly and in a simple way via the parameters 1I and
NI1KI of the in-house call center. The overﬂow approxi-
mation will allow us to study the value of real-time state
information in the context of the optimization problem (5).
We will show that the beneﬁt of such information towards
the optimal cost in (5) is negligible; see §EC.2.
We prove our results under the condition that the amount
of overﬂow is nonnegligible, namely, under the condition
that 4INI C KI5= < 10 This is a special case of what
is referred to in the queueing heavy-trafﬁc literature as a
resource-pooling condition. The assumption of nonnegligi-
ble overﬂow is formalized in the next section.
3.2. Heavy-Trafﬁc Scaling and Main Assumptions
We consider a sequence of systems, indexed by the arrival
rate , and study the properties of the sequence as  grows.
To make the dependence on the index explicit we add the
superscript  to all quantities and processes. The service
rates I and O and the abandonment rate  are held ﬁxed,
and we omit the superscript from these. Then, N 
I , N 
O, and
K
I stand, respectively, for the stafﬁng levels in stations I
and O, and the maximal buffer space in station I in the th
system. These three quantities are assumed to be nonnega-
tive and to satisfy the following assumption.
Assumption 1 (A Resource-Pooling Condition). The
sequence 84N 
I 1K
I 59 satisﬁes
(1) lim
!
44IN

I CK

I 5=5D <1 as !, and
(2) N 
O DR
O C
p
R
O Co4
p
R
O5< <1 where
R

O D4IN

I K

I 5=O0
where, for a family of numbers 8a3 ¾ 09, a D o4f455
if limsup!a=f45 D 00 The ﬁrst item in Assump-
tion 1 is the formalization of the resource-pooling condi-
tion. It requires that the fraction of incoming calls that have
to be overﬂowed (out of the total arrival rate) is nonnegli-
gible. Indeed, because K
I CIN 
I is the maximum rate of
departures from station I (via service completions or aban-
donment), the volume of overﬂowed calls will be at least
IN 
I K
I . Observe that we do not impose additional
scaling restrictions on the threshold beyond the requirement
that, together with the stafﬁng, the resource-pooling condi-
tion is satisﬁed.
The quantity R
O can be thought of as the offered load
to station O. Item (2) in Assumption 1 then requires that
station O is staffed according to the so-called “square root
safety stafﬁng rule.” In fact, a weaker condition sufﬁces for
our analysis, namely, that
liminf
!
N 
O
R
O
¾11 (7)
or, in words, that station O has sufﬁcient capacity to serve
a majority (but not necessarily all) of the overﬂowed calls.
The square-root safety stafﬁng is one particular choice that
satisﬁes (7). We impose the more restrictive square-root
rule to make our statements cleaner. Remark 4.5 explains
how our results are extended to the general case.
Scaled Processes. We introduce the following scaled pro-
cesses:
O X

I 4t52D
X
I 4t54N 
I CK
I 5
p

1 O Q

O4t52D
Q
O4t5
p

1
O X

O4t52D
X
O4t5R
O p

1
and
O A

O4t52D
A
O4t54IN 
I K
I 5t
p

0
Per our previous discussion, it is natural to center X
O4t5
around the offered load R
O and center A
O4t5 about its ﬁrst-
order estimate 4I IN 
I K
I 5t. We will show that this
centering indeed gives rise to meaningful limits. As men-
tioned in the introduction, for our asymptotic independence
results we will consider the (unscaled) process X
I rather
that its scaled version deﬁned above.
Some Notational Conventions. Following standard con-
ventions we use C to denote the nonnegative integers, andGurvich and Perry: Overﬂow Networks
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use  and C to denote, respectively, the real numbers and
the nonnegative real numbers. For an integer d ¾1, we let
d denote all d-dimensional vectors with components in 
and let  be the usual Euclidean norm on d.
We use
d D to denote equality in distribution and ) to
denote convergence in distribution (i.e., weak convergence
of random variables or random processes). For a family of
random variables 8Y 9 in d, we write Y  ) Y when the
sequence of random variables Y  converges in distribution
to a limit random variable Y.
We remove the time index from processes when refer-
ring to the whole process rather than its value at a speciﬁc
time point. For example, we write X
I for the process
4X
I 4t51 t ¾ 05. We let e denote the identity function,
namely, e4t5Dt for all t ¾0.
We let Dd 2DDd6015 be the space of functions that are
right-continuous with left limits (RCLL) from 6015 to d
(when d D1 we remove the superscript), endowed with the
usual Skorohod J1 topology. All underlying processes are
assumed to be constructed as RCLL functions. If 8x9 is
a sequence of Dd-valued processes, we will write x ) x
to denote convergence in distribution in Dd6015. We will
write that the convergence is in Dd4015 when the conver-
gence holds on compact subsets of 4015 (i.e., excluding
the point 0). Because all our established limits are con-
tinuous, convergence in any of the common nonuniform
metrics on Dd is equivalent to uniform convergence.
Finally, following standard notation, for a family
of numbers 8a3 ¾ 09 we write a D O4f455 if
limsup!a=f45 <  and write a D o4f455
if limsup!a=f45 D 00 In particular, a D o415 if
a !0 as !. Analogously, for a sequence G of ran-
dom variables we write G D OP4f455 if the sequence
8G=f459 is tight (see Billingsley 1968). We say that
G DoP4f455 whenever G=f45)0. For a sequence
of stochastic processes 8Y 9, we say that Y  D op4f455
if, for each T, the sequence of random variables G 2D
sup0¶s¶T Y 4s5 satisﬁes G DoP4f455.
4. Main Results
In this section we state our main results. Theorem 4.1 is
concerned with a Brownian approximation for the over-
ﬂow process. Theorem 4.3 is concerned with the asymptotic
independence of stations I and O and Corollaries 4.4 and
4.5 are concerned with the implications of asymptotic inde-
pendence to the virtual waiting time and related averages.
Throughout, Assumption 1 holds, and  is as deﬁned in
item (1) of that assumption.
A key role in our results is played by the process D
I D
8D
I 4t51t ¾09 deﬁned for each t by
D

I 4t52DN

I CK

I X

I 4t50 (8)
This process captures the difference between the number of
customers present in station I, X
I , and the maximum space
in this station, N 
I CK
I . Hence, D
I is a nonnegative process
taking integer values in 601N 
I C K
I 7. We refer to D
I as
the availability process because a customer enters station I
if D
I 4t5 > 0 and is overﬂowed otherwise. The amount of
time on 601t7 in which customers cannot enter station I is
then given by the process C
I deﬁned for each t by
C

I 4t52D
Z t
0
8D

I 4s5D09ds0 (9)
4.1. Limit Approximations for the
Overﬂow Process
Theorem 4.1 (FCLT for the Overﬂow Process). Sup-
pose that Assumption 1 holds and that
O X

I 405 ) O XI405 as !0 (10)
Then
4 O A

O1 O X

I 1C

I 5)4BO10e1415e5 in D as !1
where  D
p
1C and BO is a standard Brownian motion.
Remark 4.1 (Implications). It follows from Theorem 4.1
that, under the resource-pooling condition, the overﬂow
process satisﬁes
A

O D4IN

I K

I 5eC
p
BO CoP4
p
50
It is useful to note that the same approximation applies to a
renewal process with mean interarrival time 1=4IN 
I 
K
I 5 and squared coefﬁcient of variation (SCV) for the
interarrival times given by
2
IN 
I K
I

2
415
¾11
where  is as in Assumption 1. Hence, Theorem 4.1 can be
interpreted as stating that the overﬂow process is asymptot-
ically equivalent to that renewal process.
Observe that as  approaches 0, the SCV approaches 1,
which is the SCV for a Poisson process. This is to be
expected because as  approaches 0, almost all calls are
overﬂowed, so that the overﬂow process becomes practi-
cally equal to the exogenous Poisson arrival process A.
If, on the other hand,  approaches 1 (which corresponds
to negligible overﬂow), the coefﬁcient of variation grows
proportionally to 1=415. In short, the greater the over-
ﬂow, the smaller the corresponding variability relative to
the mean.
Recall that the process X
I evolves as the number of cus-
tomers in an M=M=N 
I =K
I C M queue. In particular, for
each , X
I 4t5)X
I 45 as t !, where the limit X
I 45
has the steady-state distribution of a M=M=N 
I =K
I C M
queue with parameters 1I1. The following result is
obtained as a corollary of Theorem 4.1 after showing that
the scaled sequence of random variables O X
I 45 indeed
converges as  ! . For the following, we let p
b be the
steady-state probability of blocking in this queue. From
PASTA it holds that
p

b 2D8X

I 45DN

I CK

I 90Gurvich and Perry: Overﬂow Networks
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Corollary 4.2. Suppose that Assumption 1 holds. If
X
I 405
d D X
I 45, then condition (10) is satisﬁed and the
result of Theorem 4.1 holds. Moreover, the sequence 8p
b9
satisﬁes
p

b D
IN 
I K
I

Co

1
p


D415Co4150 (11)
One expects the long-run rate of overﬂows to be equal
to 8X
I 45DN 
I CK
I 9. Theorem 4.1 and Corollary 4.2
show that this rate actually holds for each t > 0. This
“instantaneous steady-state” result is a consequence of an
averaging principle (AP), as explained in the following
remark.
Remark 4.2 (An AP). Focusing ﬁrst on long-run averages,
Corollary 4.2 shows that 1 is approximately the steady-
state (and, in turn, the long-run) fraction of time that sta-
tion I is full (and the process D
I spends at state 0). That is,
for each , we have that
8X

I 45DN

I CK

I 9D lim
t!
1
t
Z t
0
8D

I 4s5D09ds
D1 Co4151
with the o415 term converging to zero as  grows large.
The uniform convergence of C
I to 415e implies some-
thing stronger. This convergence holds on any time interval
6t01t15, t0 < t1 and without any time and/or space scaling.
In other words, on any time interval, no matter how small,
the average availability coincides with the long-run average
one. This phenomenon, in which the cumulative process
C
I is replaced in the limit by its (deterministic) long-run
average behavior, is an instance of the AP.
4.2. Asymptotic Independence
Theorem 4.1 shows that O X
I ) 0 in a suitable sense. This
can be interpreted as a state-space collapse (SSC) result
whereby the two-dimensional network is reduced to a one-
dimensional limit. We will later show (see Lemma EC.1.2)
that there is, in fact, a joint convergence of station I and O
in the sense 4 O X
I 1 O X
O5 ) 4 O XI1 O XO5 over compact intervals
of 4015 where O XI 0e. Hence, the sequence 84 O X
I 1 O X
O59
exhibits a trivial form of independence under diffusion scal-
ing. This trivialization is a consequence of scaling the cen-
tered X
I and X
O by the common factor
p
 rather than
scaling each by its “natural” scale that will produce non-
trivial limits.
The natural scaling factor for X
O is
p
. Indeed,
marginally, X
O evolves as an GI=M=N 
O CM queue in the
Halﬁn-Whitt regime, for which diffusion limits have been
established; see, e.g., Whitt (2005) and Dai et al. (2010).
However, this is not true for X
I . In fact, as we show in
our proofs (see Lemma EC.1.2), X
I “lives” in a neigh-
borhood of o4
p
5 around N 
I C K
I so that, in particular,
D
I is a process of magnitude o4
p
5. Thus, the limit of O X
I
gives no valuable information for the prelimit. The follow-
ing example illustrates further why using a common scaler
can “wash away” the dependency structures.
Example 1. Consider two sequences of random variables,
8Xn9n¾1 and 8Y n9n¾1, where Y n D1 with probability (w.p.)
1=2, and Y n D 0 otherwise. Let Xn D
p
n if Y n > 0 and
Xn D 0 otherwise. Consider ﬁrst the (sequence of) scaled
variables O Xn 2D Xn=
p
n and O Y n 2D Y n=
p
n. Because O Y n
converges to the deterministic limit 0, 4 O Xn1 O Y n5 ) 4 O X1 O Y5
(see, e.g., Theorem 11.4.5 in Whitt 2002), where O X D 1
w.p. 1=2 and O X D 0 otherwise, and O Y D 0 w.p.1. Clearly,
the limit is such that O X is independent of O Y. However, the
dependency between O Xn and O Y n does not diminish as n
grows. In particular, 1=2D8 O Xn >01 O Y n >096D8 O Xn >09
8 O Y n >09D1=41 for all n, no matter how large. To capture
the dependency in the limit, one has to consider instead the
sequence 84 O Xn1Y n59 (with Y n not scaled). In that case, for
each n, 4 O Xn1Y n5 is equal to 41115 with probability 1=2 and
equal to 40105 otherwise.
Based on these observations, we pursue a reﬁned analysis
of the system, in which each of the processes is scaled by
its natural scaling, so that nontrivial limits emerge. This
will allow us to prove a stronger asymptotic independence
between D
I and O X
O that will also imply the asymptotic
independence of the waiting times in the different stations.
Our notion of independence is implicitly deﬁned within the
following theorem.
Theorem 4.3 (Asymptotic Independence). Suppose that
Assumption 1 holds and that
4 O X

I 4051 O X

O4055 ) 4 O XI4051 O XO4055 as !0 (12)
Then D
I and O X
O are asymptotically independent for all
t >0. That is, for q 2 and d 2C,
8 O X

O4t5>q1D

I 4t5Dd9
D8 O X

O4t5>q98D

I 4t5Dd9Co4151 t >00
Also, for all such q and d,
8 O Q

O4t5>q1D

I 4t5Dd9
D8 O Q

O4t5>q98D

I 4t5Dd9Co4151 t >00
Remark 4.3 (Intuition). The asymptotic independence of
D
I and O X
O is driven by a separation between the time
scales of the (unscaled) process D
I and the (scaled) process
O X
O. The process D
I approaches steady state almost instan-
taneously, so that for ﬁxed t1 >0 and all  large enough,
D
I 4t C5 is “almost” independent of the “initial state” at
time t, D
I 4t5. To prove this instantaneous steady-state lim-
iting result we will show that the excursions of D
I above 0
(which correspond to excursions of X
I below N 
I C K
I ),
are similar to the positive excursions of a very fast M=M=1
queue with trafﬁc intensity  <1. As  grows, this M=M=1
queue will have an increasing number of busy cycles over
any interval 6t1tC5 so that, in the limit, it converges to its
steady state instantaneously; see (EC.5) in Theorem EC.1.4.Gurvich and Perry: Overﬂow Networks
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The asymptotic independence will then follow from the fact
that the steady state of an ergodic Markov chain is inde-
pendent of its initial condition.
The time scale of O X
O is “slower.” Speciﬁcally, the
process O X
O4t5 corresponds to a diffusion-scaled GI=M=
N 
O CM queue in the Halﬁn-Whitt regime and hence con-
verges to a continuous process; see Theorem 3.1 of Whitt
(2005). In turn, over a small interval of size , O X
O “hardly”
moves, so that O X
O4t C5  O X
O4t5. It follows that because
D
I 4tC5 is “almost independent” of both D
I 4t5 and O X
O4t5,
it is also “almost independent” of O X
O4t C 5. The proof
of the asymptotic independence result is a formalization of
this intuition.
To state the results for the waiting-time metrics, we intro-
duce the following notation: we let w
k be the waiting time
of the kth customer to arrive (whether overﬂowed or not).
We let w
k1O be the waiting time of the kth customer that is
overﬂowed upon arrival and w
k1I be the waiting time of the
kth customer to enter station I. Note that w
k D w
l1O for
some integer l if the kth customer to arrive was overﬂowed.
Similarly, w
k Dw
l1I for some integer l if the kth customer
to arrive was not overﬂowed. Finally, we let A
I4t5 be the
number of customers admitted to station I by time t, i.e.,
A
I4t52DA4t5A
O4t5.
We focus on the case in which K
I is of the order of p
. Because station O uses a square-root safety stafﬁng,
one expects that both WI4t5 D O41=
p
5 and WO4t5 D
O41=
p
5. Hence, to get meaningful results, as is typical in
critically loaded many-server queues, the waiting times are
scaled up by a factor of
p
. Accordingly, we let O W 4t52D p
W 4t5, and we similarly deﬁne O W 
I 4t5D
p
W 
I 4t5 and
O W 
O4t5D
p
W 
O4t5.
Corollary 4.4. Let f2 C ! C be a bounded continu-
ous function and assume that K
I =
p
! N KI ¾0 as !.
Then, under the conditions of Theorem 4.3, it holds for all
t >0 that
6f4 O W
4t557D6f4 O W

I 4t5741p

b5C6f4 O W

O4t57p

b Co4151
and


1
A4t5
A4t5 X
kD1
f4
p
w

k5

D41p

b5

1
A
I4t5
A
I 4t5 X
kD1
f4
p
w

k1I5

Cp

b

1
A
O4t5
A
O4t5 X
kD1
f4
p
w

k1O5

Co4150
Corollary 4.5 (Limits for Waiting-Time Metrics).
Suppose that the conditions of Corollary 4.4 hold. Then,
uniformly on compact subsets of 4015, 4 O W 1 O W 
I 1 O W 
O5)
4 O W1 O WI1 O WO5 as  ! , where O WO is the diffusion limit
of the virtual waiting-time process in the GI=M=N 
O C M
queue, and O WI  N KI=. Moreover, for all t >0,
lim
!
6f4 O W
4t557D6f4 O WI4t557C4156f4 O WO4t5571
and
lim
!


1
A4t5
A4t5 X
kD1
f4
p
w

k5

D
1
t
Z t
0


f4 O WI4s557ds C415
1
t
Z t
0
6f4 O WO4s55ds

0
The second limit in Corollary 4.5 can be viewed as an
asymptotic ﬁnite-horizon ASTA (arrivals see time averages)
result.
Remark 4.4 (Discontinuous Functions f). Corollary 4.5
requires that the function f45 be continuous. In fact, it suf-
ﬁces to require that f is such that the limit processes O WO
and O WI satisfy
Z 
0
88 O WI4s52disc8f99ds
D
Z 
0
8 O WO4s52disc8f99ds D0 w.p. 11
where disc8f9 is the set of discontinuity points of the
function f. One case of special interest is f4x5 D
8x >T91 which corresponds to the common performance
metric 8 O W 4t5 > T90 The result of Corollary (4.5) con-
tinues to hold for this indicator function f provided that
K
I =
p
! N KI 6DT, as !.
We conclude this section with a remark about the relax-
ation of item (2) in Assumption 1.
Remark 4.5 (When Station O Does Not Use a Square-
Root Rule). As pointed out in §3.2, the assumption that
station O uses a square-root stafﬁng rule is not necessary,
and it sufﬁces that (7) holds. In that case, Theorem 4.3
continues to hold with the following minor modiﬁcations:
let  be such that
N

O DR

O C4R

O5
 Co44R

O5
50
Note that  may be negative but by (7)  < 0 necessarily
implies that  <1. Deﬁne
b
 2D
8
> <
> :
R
O if  >0 or  ¶1=21
N 
O C
O4R
O5

otherwise1
and
c
 2D
8
> <
> :
0 if  >0 or  ¶1=21
O4R
O5

otherwise0Gurvich and Perry: Overﬂow Networks
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Then, one deﬁnes
O X

O4t5D
X
O4t5b
p

1 and O Q

O4t5D
Q
O4t5c
p

0
With these new deﬁnitions, the proofs of all the results
remain unchanged. Clearly, the stafﬁng rule for station O
does not affect Theorem 4.1, because that theorem focuses
solely on station I. As for the asymptotic independence
results, the proofs reveal that all that we require regarding
station O, is that, given (12), the sequence of processes
8 O X
O9 is C-Tight (see §15 of Billingsley 1968). Such tight-
ness is guaranteed, for example, if the sequence 8 O X
O9 con-
verges to a continuous limit, as is indeed the case under
the modiﬁed deﬁnition of O X
O and for any of the parameter
combinations of  and  considered above. This conver-
gence follows from the fact that station O is, in isolation,
a GI=M=N 
O C M, and the application of existing results
from the literature. Speciﬁcally, for  ¶ 1=2 the conver-
gence follows, e.g., from Theorem 7.6 in Pang et al. (2007).
For  < 0 and 1=2 <  < 1 such convergence is proved as
in Theorem 2.1 of Whitt (2004). Whereas the result there
is for  D 1, similar arguments apply to any 1=2 <  ¶ 1.
Finally, if  > 0 and  > 1=2, the GI=M=N 
O C M queue
is equivalent (asymptotically) to a GI=M= queue, so that
the fact that there is convergence to a continuous limit fol-
lows from Whitt (1982).
Example 2 (A Numerical Example). We consider the
network depicted in Figure 1(a). We use simulation to illus-
trate our two key asymptotic results: (i) the approximation
for the overﬂow process in Theorem 4.1 and (ii) the asymp-
totic independence in Theorem 4.3.
We simulate several instances of this network varying in
size (arrivals and capacity). As a base example, we con-
sider a moderately sized network, having a total capacity
of 42 servers. The largest system we consider has a total of
321 servers. To simplify the presentation of the results and
choice of parameters, we assume that there are no abandon-
ments, i.e., that  D0, and that the service rates I and O
are the same and equal to 1.
When increasing the capacity and the arrival rate we
keep a few constants ﬁxed (in alignment with our math-
ematical results). The constant , which represents the
“ﬂuid” proxy for the fraction of  that can be served in
house, is held ﬁxed and equal to the value in the base case
of 30=39. Also, the stafﬁng in station O satisﬁes a square-
root rule as in Assumption 1 with  D1. The “ﬂuid” proxy
Table 1. Simulation results.
Input Output
#  NI NO K q1 q2 tS p1 p2 Joint p1 p2 Sim.  Th. 
1 39 30 12 5 4 6 50 005603 006431 003878 003603 802255 803066
2 78 60 23 7 6 9 39 005841 007222 004390 004218 1103639 1107473
3 156 120 42 10 9 12 20 005884 006731 004088 003960 16023576 1606132
4 312 240 81 14 13 17 10 0067 00588 004415 004278 2304415 2304946
for the overﬂow rate is NI, so that the approximate load
to station O is RO D   NI. We also keep constant the
ratio KI=
p
 (where KI is, as before, the size of the buffer
in station I) as well as the ratio q2=
p
NO where q2 is the
value for which we will measure 8QO4t5 < q29. Both KI
and q2 are rounded to obtain integer values.
We sample the system at a time tS after initialization
(all networks are initialized with all servers busy, but with
no customers in either queue). To be consistent across
instances, we let tS 31000= so that tS is roughly the time
it takes until 3,000 customers have arrived to the system.2
We created the simulation in ARENA and ran 10,000
replications for each of the four parameter combinations.
The simulation output is rounded up to the 4th decimal
number. The results are reported in Table 1. There are six
columns in the simulation output. The value p1 corresponds
to 8QI4tS5<q19 and the value p2 to 8QI4tS5<q29. The
value reported in the column Joint corresponds to the joint
probability 8QI4tS5 < q11QO4tS5 < q29. By Theorem 4.3
we expect that, at least for large systems,
p1 p2 D8QI4tS5<q198QO4tS5<q29Joint0 (13)
The column Sim.  reports the standard deviation of
the random variables AO4tS54NI5tS. The last column
reports  2D
p
1C
p
tS. By Theorem 4.1 we expect that,
at least for large systems,
Sim.  Th. 0 (14)
The simulation output is encouraging in terms of the
applicability of the result to systems of moderate sizes. The
asymptotic independence (13) and the standard deviations
of the overﬂow processes (14) that the theory predicts hold
convincingly even for systems of moderate size.
Example 3 (Back to the Stafﬁng Problems (3)
and (4)). Using the setting of Example 2, we next con-
sider the stafﬁng problem (3) with t D  (i.e., in steady
state) and the performance function f4x5 2D 8x > 09.
In that case, 6f4W 4557 D 8W 45 > 09 captures the
expected fraction of callers experiencing delay before being
served. As in §3.1, given a ﬁxed stafﬁng NI in station I,
we then ask what is the minimal stafﬁng level NO in sta-
tion O that guarantees that 8W 45>09¶. If K
I D0,
a call that ﬁnds all servers busy is overﬂow so that
6f4W 4558X
I 45 < N 
I C K
I 97 D 0. It is also usefulGurvich and Perry: Overﬂow Networks
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to note that 8W 
O4t5>09D8 O X
O4t5¾09 (customers have
to wait only if all servers are busy).
With this choice of the function f, problems (3) and (4)
become
min
NO
CO
s 4N 
0 5
s.t. 8 O X
O45¾01X
I 45DN 
I CK
I 9¶1
NO 2C1
(15)
and
min
NO
CO
s 4N 
0 5
s.t. 8 O X
O45¾09¶=p
b1
NO 2C0
(16)
In §3.1 we argued that our mathematical results will allow
us to relate (15) to the simpler problem (16).
In contrast to (15), the problem in (16) is a stafﬁng prob-
lem for a GI=M=N queue for which simple asymptotic
solutions exist. Let  be such that Q  D 2=41C41C5=
4155 solves 61 C 44Q ê4Q 55=4Q 5571 D =41  5 and
45, ê45 are, respectively, the standard normal density
and distribution functions. Then, given our Theorem 4.1,
it follows from Theorem 4 in Halﬁn and Whitt (1981) that
the sequence 8 O N 
O9 deﬁned through
O N

O D
l
R

O C

q
R
O
m
1
is asymptotically feasible for (16), i.e.,
limsup
!
8 O X

O45¾09¶0
It is also asymptotically optimal in that any other asymp-
totically feasible sequence can be at most o4
p
R
O5 smaller
than O N 
O.
To establish the connection between (15) and (16) we
observe that with the (sequence of) stafﬁng levels 8 O N 
O9,
it holds that O X
O45 ) O XO45 for a well-deﬁned limit.
This again follows from our Theorem 4.1 and from The-
orem 4 in Halﬁn and Whitt (1981). Moreover, it follows
from Corollary 4.2 that X
I 45=
p
) b XI405. (In fact, The-
orem EC.1.4 in the e-companion shows that b DI405 D 0.)
In turn, Condition (12) is satisﬁed when initializing the
network with its steady-state distribution, so we can apply
Theorem 4.3 to conclude that
8 O X

O45¾01X

I 45DN

I CK

I 9
D8 O X

O45¾098X

I 45DN

I CK

I 9Co415
D8 O X

O45¾09p

b Co415
D8 O X

O45¾09415Co415¶Co4151
where the last two equalities follow from Corollary 4.2
and the last inequality follows from our construction
of the sequence 8 O N 
O9. Thus, the sequence 8 O N 
O9 of
stafﬁng levels is not only asymptotically optimal for (16)
(in that it is within o4
p
R
O5 from the optimal), but is
also asymptotically feasible for (15) in the sense that
limsup!8 O X
O45¾01X
I 45DNI CKI9¶0
In fact, repeating the same argument for values of  <
shows that O N 
O is asymptotically optimal for (15). We omit
the detailed argument and illustrate the strength of the
proposed solution via a numerical experiment. For the
experiment we use the target D001. Speciﬁcally, we con-
sider the system in Figure 1(a) with D312, I DO D1,
NI D 240 and no abandonment. Note that here  D
240=312  0077. Using the procedure outlined above,
we obtain  D 106, which yields (recall that RO D 72)
O N 
O D 72 C 106
p
72 D 86. We use t D 11000 so as to be
close to steady-state. We then simulate 10,000 replications
of the real system with the above parameters, and ﬁnd that
the joint probability satisﬁes 8 O X
O4t5 ¾ 01X
I 4t5 D N 
I C
K
I 9 D 0009920 Thus, the asymptotic independence and the
overﬂow approximation allowed us to obtain a nearly opti-
mal solution for (15), using relatively simple means.
5. Concluding Remarks
Motivated by call center outsourcing applications, we study
an overﬂow network in which ﬁrms operate their own in-
house service stations, but route a nonnegligible fraction
of the customers to an outside provider. Our FCLT for
the properly scaled overﬂow processes and our asymp-
totic independence results produce a signiﬁcant reduction in
complexity, which is advantageous in large systems where
exact analysis is intractable. In fact, many of the heuris-
tic approximations that were previously considered in the
literature on optimization of overﬂow networks assume
such independence of the stations as their starting point.
An important contribution of our analysis is in showing
that, under a resource-pooling condition, such assumptions
have in fact a sound mathematical basis.
Our proofs rely on identifying a separation of time scales
phenomenon in which the actual state of the in-house queue
is “replaced” with its long-run average behavior, resulting
in pointwise stationarity (alternatively, pointwise AP). Due
to the fast oscillations of the in-house queues, the drift of
the limiting overﬂow process is determined (at each time
point) by the deterministic long-run fraction of time that
the in-house buffer is full (an AP result) and which equals
asymptotically to 1. Hence, one can loosely argue that
“the outside provider sees a steady-state long-run average
behavior of the in-house systems at each time point” so
that dependencies on the actual states of the in-house pools
are negligible. However, as Theorem 4.1 and Remark 4.1
show, the coefﬁcient of variation of the overﬂow process is
greater than one would get from a Bernoulli thinning (with
probability 1) of the exogenous arrival process A4t5.
In the outsourcing context, the asymptotic independence
simpliﬁes the stafﬁng decision of the outside provider. Fur-
thermore, in a multiclass setting with SBR, the asymptoticGurvich and Perry: Overﬂow Networks
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independence implies that real-time information about the
state of the in-house stations carries little beneﬁt for the
outside provider in solving his optimal control (or prioriti-
zation) problem. In fact, for both the stafﬁng and control
decisions it is sufﬁcient for the outside provider to know,
for each of the in-house call centers, its exogenous arrival
rate  and the “proxy” INIKI for the overﬂow rate.
The outsourcing example that we used for motivation in
§3.1 is simple in terms of the relationship between the in-
house call center and the outsourcer. The fact that, at least
under the resource-pooling condition, the queueing dynam-
ics become tractable in the heavy-trafﬁc limit, suggests that
it may be possible to rigorously study various outsourcing
and contracting schemes while taking the queueing effects
explicitly into account.
Finally, whereas the overﬂow mechanism we considered
is widely used in practice, alternative rules can also be
considered. One may consider, for example, a time-based
overﬂow rule in which customers are overﬂowed once their
waiting times exceed some prespeciﬁed level. With such
an overﬂow rule, the queue-length process in the in-house
pool is no longer Markovian and this introduces new chal-
lenges. It is likely, however, that our key ﬁnding regarding
the diminishing dependencies will continue to hold for such
alternative overﬂow rules.
Electronic Companion
An electronic companion to this paper is available as part of the
online version at http://dx.doi.org/10.1287/opre.1120.1070.
Endnotes
1. One may replace the requirement of time stable performance
(i.e., for all t ¾ 0) with averages over ﬁnite horizons (see e.g.,
Corollary 4.4). Under reasonable conditions one expects both con-
straints to be equivalent by PASTA.
2. The scaling of the sampling time has a strong justiﬁcation
within the analysis: recall that the process D
I evolves as a “fast”
underloaded M=M=1 queue that reaches steady state within a time
proportional to 1=. Thus, to capture all systems in the sequence
at a similar stage of their dynamics, one has to scale the sampling-
time point by .
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