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7Introduction
Cette the`se constitue un recueil des travaux de recherche que j’ai effectue´s ces trois dernie`res
anne´es en collaboration avec J. M. Gracia-Bond´ia, B. Iochum, F. Ruiz Ruiz, T. Schu¨cker et J.
C. Va´rilly.
La ge´ome´trie non commutative (GNC) est une ge´ne´ralisation (alge´brique et ope´ratorielle)
des concepts principaux de la ge´ome´trie diffe´rentielle ordinaire ; elle permet ainsi d’e´largir le
cadre mathe´matique qui de´crit la physique fondamentale au niveau classique. Les pre´misses
de la GNC datent de la premie`re moitie´ du sie`cle dernier, de l’ave`nement de la me´canique
quantique, a` partir duquel il fut de plus en plus e´vident que les notions ge´ome´triques se´culaires
et intuitives devraient eˆtre repense´es pour permettre d’y inte´grer des situations (ge´ome´triques)
plus ge´ne´rales.
Plus spe´cifiquement, les e´tudes que nous avons mene´es et qui sont reporte´es dans cette
the`se, s’inscrivent dans le courant de pense´e qui s’est construit autour des ide´es e´labore´es par
Alain Connes. L’une des motivations principales de son approche, fut la description d’espaces
‘pathologiques’ pour lesquels les outils ge´ome´triques et analytiques classiques perdent leur per-
tinence.
La ne´cessite´ d’e´tendre les notions ge´ome´triques ordinaires est aussi primordiale en physique fon-
damentale, en l’occurrence si on de´cide de s’affranchir de l’hyphothe`se du continu pour mode´liser
et comprendre l’espace-temps ainsi que les ‘objets vivant dessus’, tels les champs de matie`re et
les champs de jauge. En effet, une description continue de l’espace-temps est contradictoire avec
le principe d’incertitude spatio-temporel [34], analogue a` celui d’Heisenberg sur la position et
l’impulsion en me´canique quantique, et re´sultant de la nature dynamique de l’espace-temps in-
duite par les e´quations d’Einstein. Il se produit e´videmment dans le re´gime des petites distances,
typiquement a` l’e´chelle de Planck lp ∼ 1.6 10−33cm. En effet, vouloir localiser une particule dans
l’espace-temps avec une pre´cision arbitraire, n’est pas envisageable de´ja` dans le cadre de la rel-
ativite´ ge´ne´rale. L’e´nergie ne´cessaire a` une telle localisation (par exemple celle d’une particule
incidente si on veut proce´der par expe´rience de diffusion) peut provoquer une singularite´, dont
l’horizon rendrait impossible toute de´tection. L’espace-temps ne peut avoir la structure d’une
varie´te´ diffe´rentiable qu’en premie`re approximation.
La proble´matique ultime de la physique fondamentale, consiste en la description unifie´e des
interactions re´gissant les particules e´le´mentaires au niveau quantique. En dehors des difficulte´s
d’ordres techniques et/ou conceptuelles persistantes en the´orie quantique des champs (en parti-
culier dans sa formulation perturbative), une partie de ce programme a e´te´ re´alise´e : la quan-
tification du mode`le standard, i.e. des interactions e´lectromagne´tique, faible et forte. L’e´tape
suivante est la quantification de la gravitation. Elle n’a e´te´ aborde´e que dans le contexte de la
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quantification canonique (gravite´ quantique a` boucle) et dans celui de la the´orie des cordes. La
question, qui pour l’heure n’a aucun embryon de re´ponse, est de savoir si les ide´es de la ge´ome´trie
non commutative sont suffisamment robustes pour fournir un cadre approprie´ a` la description
de la gravitation au niveau quantique. Nous verrons qu’il existe plusieurs arguments conceptuels
en faveur de la GNC, mais que de nombreuses obstructions techniques rendent pour l’heure
proble´matique toute tentative de quantification de la gravitation dans le cadre de la GNC.
Les fondements de la ge´ome´trie non commutative reposent en quelque sorte a` la fois sur le
the´ore`me de dualite´ de Gelfand–Naimark et sur la me´canique quantique elle-meˆme. En effet,
ce the´ore`me affirme que toute C∗-alge`bre commutative est isomorphe a` l’alge`bre des fonctions
continues et s’annulant a` l’infini sur un espace localement compact. Tout espace topologique
localement compact X peut ainsi eˆtre de´crit de manie`re duale en terme de la C∗-alge`bre C∞0 (X).
Par ailleurs, la me´canique quantique nous indique, en particulier pour comprendre la stabilite´
des atomes et de´crire leurs spectres en e´nergie, que les coordonne´es de l’espace des phases ne
commutent plus. Ainsi, d’une part les espaces ordinaires peuvent eˆtre caracte´rise´s en termes
purement alge´brique et d’autre part il existe des phe´nome`nes physiques ne pouvant eˆtre compris
qu’en termes de coordonne´es non commutatives.
Un espace non commutatif est alors de´fini par dualite´, et consiste en la donne´e d’une C∗-alge`bre
non commutative. Dans ce cadre, on peut aussi donner du sens a` la notion de mesure a` travers
celle d’alge`bre de von Neumann, de topologie via des the´ories (co)homologiques telles la K-the´orie
et la (co)homologie cyclique mais aussi de structure diffe´rentielle, ge´ne´ralement imple´mente´e par
un ope´rateur externe (un ope´rateur de Dirac abstrait). Les notions usuelles de fibre´s vectoriels
et de connections sont aussi (par dualite´) directement transposable au monde non commutatif.
Finalement, l’objet central dans l’interface entre la GNC et la physique fondamentale est celui
de triplet spectral, ge´ne´ralisation non commutative de la notion de varie´te´ Riemannienne a` spin ;
le point de de´part naturel pour l’e´laboration de the´ories physiques.
En physique des particules, la GNC a permis deux avance´es conceptuelles majeures : une
interpre´tation ge´ome´trique du me´canisme de Higgs et l’unification au niveau classique de toutes
les interactions connues.
Un des avantages de la GNC est de pouvoir traiter dans un meˆme cadre espaces continus
et espaces discrets. C’est en comprenant l’espace-temps en termes du ‘produit’ (rigoureusement
du produit de triplets spectraux) d’un espace continu (une quatre-varie´te´) par un espace a` deux
points, produisant un espace a` deux couches chacune correspondant heuristiquement au monde
des fermions de chiralite´ donne´e, que l’on peut comprendre ge´ome´triquement le me´canisme de
Higgs. En conside´rant la fonctionnelle d’action de Connes–Lott (qui n’est rien d’autre qu’une
transposition directe dans le langage de la GNC de celle de Yang–Mills), cette particule scalaire
apparaˆıt alors (avec son fameux potentiel quartique) comme la composante (dans la direction
discre`te) d’une connection [18,19].
En plus de cette meˆme interpre´tation du champs de Higgs, l’action spectrale permet d’unifier
au niveau classique les interactions e´lectro-faible, forte et gravitationnelle. Cette fonctionnelle
d’action est de´finie a` partir du spectre d’un ope´rateur de Dirac D : S = Trχ(D2/Λ2) (nombre
de ses valeurs propres infe´rieures ou e´gales a` une e´chelle de masse Λ). On obtient par fluctuation
de la me´trique, c’est-a`-dire par transformations de jauge ge´ne´ralise´es au groupe des unitaires de
l’alge`bre, et en de´veloppant cette action en puissances de Λ, le Lagrangien du mode`le standard
couple´ a` la gravitation d’Einstein–Weyl [5–7].
Alors que sur le plan conceptuel les ide´es de la GNC sont en parfaite ade´quation avec celles de
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la gravitation quantique, en particulier sur la structure microscopique de l’espace-temps, sur le
plan technique de nombreuses difficulte´s existent. Pour ne citer que la plus importante, il n’est
pas clair comment imple´menter (sur l’hypothe´tique alge`bre non commutative de´crivant notre
espace-temps au niveau quantique) l’invariance sous diffe´omorphismes. Ce proble`me est bien
plus se´rieux qu’il n’y paraˆıt, car pour l’heure toutes les constructions d’espaces non commutatifs
utilisent le point de vue ‘syste`me de coordonne´es’.
Les the´ories quantiques des champs sur espace non commutatif (NCQFT) ne souffrent pas
de telles obstructions. Elles constituent plutoˆt une ge´ne´ralisation directe de celles sur espace
commutatif. Les champs classiques sont interpre´te´s comme les e´le´ments d’une alge`bre non com-
mutative dans le cas scalaire, ou comme les e´le´ments d’un module projectif de type fini (la
notion non commutative de fibre´ vectoriel) dans le cas vectoriel. Le seul autre ingre´dient dont
on a besoin (en dehors d’un ope´rateur de´terminant la cine´tique) est une trace sur l’alge`bre pour
construire une action classique.
Ces the´ories peuvent eˆtre interpre´te´es comme la limite a` basse e´nergie d’une the´orie quantique
unifie´e. La motivation principale pour les introduire, tombe´e en de´sue´tude aujourd’hui [20–22],
e´tait de faire disparaˆıtre les divergences ultraviolettes (aux grandes e´nergies ou aux petites dis-
tances) dont sont affuble´es les the´ories quantiques des champs sur espace ordinaire. En effet,
lorsque l’on substitue un espace quantique a` un espace ordinaire, on s’attend a voir disparaˆıtre
ces divergences car la notion de point, donc celle de petite distance, n’existe plus sur les espaces
non commutatifs.
Ce ne fut pas le cas pour les premiers exemples e´tudie´s, plans de Moyal et tores non commu-
tatifs, ou en plus des divergences UV ordinaires, des divergences me´langeant courtes et grandes
distances apparurent : le phe´nome`ne de me´lange UV/IR.
C’est pour mieux comprendre l’origine de tels phe´nome`nes, mais aussi pour diffe´rencier les
aspects ge´ne´riques de ceux spe´cifiques a` un mode`le, qu’il est primordial d’e´tudier la the´orie
quantique des champs sur d’autres espaces non commutatifs.
Dans cette the`se, nous nous sommes inte´resse´ aux aspects mathe´matiques ainsi qu’a` certaines
applications physiques, d’une classe importante d’espaces non commutatifs : les de´formations
isospectrales. Ce sont des ge´ne´ralisations en espace courbe des sans doute plus anciens espaces
quantiques connus : les tores non commutatifs et les plans de Moyal.
En cherchant a` construire et a` classifier, a` partir de conside´rations homologiques, les varie´te´s
non commutatives sphe´riques de dimension trois, Connes, Landi et Dubois-Violette ont donne´
dans les articles [24, 25] une me´thode pour ge´ne´rer a` partir d’un espace Riemannien classique,
une famille d’espaces quantiques fonde´s sur le paradigme du tore non commutatif. L’ingre´dient
de base est une varie´te´ Riemannienne compacte munie d’une structure spin et dont le groupe
d’isome´trie est de rang (dimension du sous-groupe commutatif maximal) supe´rieur ou e´gal a`
deux. On construit alors par dualite´ une famille de varie´te´s (d’alge`bres) non commutatives
C∞(MΘ), en de´formant l’alge`bre commutative C∞(M) a` partir de l’action surM du sous-groupe
Abe´lien maximal (isomorphe a` un tore car la varie´te´ est compacte) du groupe d’isome´trie de
la varie´te´. Dans la construction de Connes–Dubois-Violette [25] (celle de Connes–Landi [24] est
sensiblement diffe´rente), C∞(MΘ) est de´finie en termes d’alge`bre des points fixes pour l’action
d’un groupe :
C∞(MΘ) :=
(
C∞(M)⊗̂C∞(TlΘ)
)α⊗̂τ−1
, (0.0.1)
ou` C∞(TlΘ) de´signe l’alge`bre d’un l-tore non commutatif de matrice de de´formation Θ, τ est
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l’action sur C∞(TlΘ) du l-tore ordinaire et α est l’action par automorphismes sur C
∞(M) donne´e
par le sous-groupe Abe´lien maximal de Isom(M,g).
La terminologie ‘de´formation isospectrale’ vient du fait que le triplet spectral sous-jacent, i.e.
l’objet dual (C∞(MΘ), L2(M,S),D/ ) codant les structures topologique, diffe´rentielle, me´trique
et spin de la varie´te´ de de´part M , posse`de le meˆme espace de repre´sentation, l’espace de Hilbert
des sections de carre´ sommable du fibre´ des spineurs, et le meˆme ope´rateur de Dirac que celui
non de´forme´ ; seule l’alge`bre est modifie´e.
Quelques temps plus tard, Va´rilly [104] et Sitarz [101] remarque`rent inde´pendamment, que
cette construction s’inscrit dans la the´orie de Rieffel de la de´formation/quantification par action
de Rl [92]. Se donnant une alge`bre de Fre´chet A munie d’une famille de semi-normes {pi}i∈I ainsi
que d’une action du groupe Abe´lien Rl, fortement continue et isome´trique pour chaque semi-
norme, on peut de´former la sous-alge`bre A∞ consistant en les e´le´ments de A qui sont lisses (pour
la topologie Fre´chet) par rapport a` l’action des ge´ne´rateurs infinite´simaux Xk, k ∈ {1, . . . , l} de
l’action α. L’alge`bre A∞ peut alors eˆtre munie canoniquement d’une nouvelle famille de semi-
normes p˜i,m(.) := supj≤i
∑
|β|≤m pj(X
β .), β ∈ Nl. Elles ont la proprie´te´ d’eˆtre compatibles avec
le produit de´forme´, de´fini par :
a⋆
Θ
b := (2π)−l
∫
R2l
dly dlz e−i<y,z> α1
2Θy
(a)α−z(b), a, b ∈ A∞. (0.0.2)
Ici Θ est une matrice re´elle et antisyme´trique ; la matrice de de´formation. Les inte´grales in-
tervenant dans la de´finition de ce produit sont des inte´grales oscillantes a` valeur dans A∞. La
proprie´te´ principale de ce processus de de´formation est d’eˆtre re´versible : en notant A∞Θ l’alge`bre
(A∞, ⋆Θ), on a (A
∞
Θ )
∞
Θ′ = A
∞
Θ+Θ′ .
En utilisant ce cadre plus ge´ne´ral, la construction de Connes–Landi–Dubois-Violette peut
eˆtre e´tendue aux varie´te´s Riemanniennes non compactes munies d’une action de Rl par isome´trie.
Dans cette the`se, on s’inte´ressera principalement aux espaces non commutatifs non compacts
ainsi obtenus, qui sont qualifie´s de de´formations isospectrales non pe´riodiques non compactes. Ils
ont pour paradigmes les plans de Moyal, avec lesquels ils co¨ıncident lorsque M = Rl et lorsque
Rl agit sur lui-meˆme par translation.
Dans la premie`re partie de cette the`se, nous commencerons par revoir les motivations ho-
mologiques qui ont abouti a` la construction (et a` la classification) des varie´te´s non commutatives
tri-dimensionnelles de type sphe´rique. Nous reverrons ensuite les constructions respectives de
Connes–Landi et de Connes–Dubois-Violette des de´formations isospectrales pe´riodiques com-
pactes. Les de´formations isospectrales non pe´riodiques non compactes seront alors introduites
en utilisant la the´orie de Rieffel. Leurs proprie´te´s alge´briques seront e´tablies et les aspects ana-
lytiques ge´ne´riques, en particulier Hilbertien, seront e´tudie´s.
La deuxie`me partie consiste en la construction de triplet spectraux sans unite´. On com-
mencera par le cas unife`re, puis on motivera les modifications ne´cessaires pour formuler les
axiomes des ‘espaces Riemanniens a` spin quantiques non compacts’. Apre`s avoir revu un cer-
tain nombre de faits concernant l’analyse fonctionnelle sous-jacente au produit de Moyal, on
ve´rifiera que ces axiomes modifie´s sont satisfait pour les de´formations non compactes plates.
Enfin, nous donnerons les points clefs pour construire des triplets spectraux sans unite´ a` partir
des de´formations isospectrales non compactes courbes.
Dans le chapitre suivant, nous calculerons pour les plans de Moyal, deux types de ‘fonc-
tionnelle d’action pour champs de jauge non commutatifs’ : l’action de Connes–Lott et l’action
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spectrale.
Dans le dernier chapitre, nous nous inte´resserons aux the´ories quantiques des champs sur
de´formations isospectrales courbes. Nous nous focaliserons sur le phe´nome`ne de me´lange des
divergences ultraviolette et infrarouge (me´lange UV/IR) ; phe´nome`ne tre`s important car ren-
dant proble´matique la renormalisation de la the´orie et qui jusque-la` n’e´tait connu que pour les
de´formations plates (plans de Moyal et tores non commutatifs).
Au travers de l’e´tude d’une the´orie scalaire en dimension quatre, nous allons montrer le car-
acte`re intrinse`que de ce phe´nome`ne et e´tudier ses conse´quences sur la renormalisabilite´. Nous
verrons apparaˆıtre des manifestations nouvelles et/ou plus fines du me´lange UV/IR, en relations
avec les proprie´te´s ge´ome´triques de ces espaces quantiques et arithme´tiques des parame`tres de
de´formation. D’autres perspectives de recherches seront propose´es dans la conclusion, et deux
appendices re´sumeront les proprie´te´s des traces de Dixmier et de la base de Wigner de l’oscilla-
teur harmonique.
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Chapitre 1
De´formations isospectrales
1.1 De´formations isospectrales pe´riodiques
1.1.1 Sphe`res de Connes–Landi–Dubois-Violette
Nous avons de´ja` stipule´ dans l’introduction que l’origine des de´formations isospectrales est de
nature homologique. Ce point de vue homologique ne sera pas vraiment utilise´ dans ce me´moire ;
nous nous concentrerons sur les aspects analytiques. Il nous a semble´ cependant instructif, de
rappeler la construction homologique des sphe`res de Connes–Landi–Dubois-Violette, en parti-
culier pour motiver l’introduction des de´formations isospectrales. En effet, une sous-famille de
ces espaces non commutatifs constitue l’arche´type des de´formations isospectrales courbes.
Le point de de´part de leur construction est l’e´tude et la classification des varie´te´s non com-
mutatives tridimensionnelles sphe´riques. Ces dernie`res sont de´finies alge´briquement a` travers
des contraintes sur les composantes de leur caracte`re de Chern en homologie cyclique, i.e. un
cycle cyclique local sur l’alge`bre A de´finissant la varie´te´ non commutative et dont le couplage
avec la K-homologie du triplet spectral (A,H,D) (voir chapitre 2) donne un indice de Fredholm
(voir [13,55]).
On cherche ainsi a` construire une alge`bre A, de dimension n, par ge´ne´rateurs et relations.
Les ge´ne´rateurs sont dans le cas pair les e´le´ments de matrice d’un projecteur e ∈ Mq(A),
e2 = e∗ = e et sont dans le cas impair ceux d’un unitaire U ∈ Mq(A), U∗U = UU∗ = 1. Les
relations sont imple´mente´es par l’annulation de toutes les composantes de degre´ non maximal du
caracte`re de Chern. Ces dernie`res conditions correspondent a` la condition de sphe´ricite´ impose´e
et s’expriment en dimension paire n = 2m par
chk(e) = 0, ∀ k = 0, · · · ,m− 1, (1.1.1)
et en dimension impaire n = 2m+ 1 par
chk+1/2(U) = 0, ∀ k = 0, · · · ,m− 1. (1.1.2)
La composante maximal (chm ou chm+1/2) du caracte`re de Chern de´finit, quant a` elle, un cycle
de Hochschild jouant le roˆle de la forme volume sur l’espace non commutatif en question. A des
constantes λk, λ
′
k pre`s, les composantes du caracte`re de Chern sont donne´es dans le cas pair par
chk(e) = λk
q∑
i0,··· ,i2k=1
(
ei0i1 − 12δi0i1
)⊗ ei1i2 ⊗ ei2i3 ⊗ · · · ⊗ ei2ki0 ∈ A⊗ (A˜)⊗2k,
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et dans le cas impair par
chk+1/2(U) =λ
′
k
q∑
i0,··· ,i2k+1=1
U i0i1 ⊗ U∗i1i2 ⊗ U i2i3 ⊗ · · · ⊗ U
∗i2k+1
i0
− U∗i0i1 ⊗ U i1i2 ⊗ U∗i2i3 ⊗ · · · ⊗ U
i2k+1
i0
∈ A⊗ (A˜)⊗2k+1,
ou` A˜ := A/C. Il existe de plus, une condition de consistance entre la dimension n et le rang q
des matrices e et U , a` savoir q = 2m pour n = 2m ou n = 2m+ 1.
A. Connes a montre´ dans [17] qu’une solution des e´quations (1.1.1) et (1.1.2) est donne´e par
le ge´ne´rateur de Bott dans le cas des sphe`res ordinaires Sn pour n = 1, 2, 3, 4, et a trouve´ avec
G. Landi [24] une famille a` un parame`tre de solutions non commutatives dans le cas n = 3, 4.
L’ensemble des solutions de (1.1.2) pour n = 3, i.e. l’ensemble des varie´te´s non commutatives
tri-dimensionnelles de type sphe´rique, a ensuite e´te´ classifie´ par A. Connes et M. Dubois-Violette
dans l’article [25]. Il en re´sulte une famille de solutions a` trois parame`tres, dont les alge`bres ho-
moge`nes associe´es (pour lesquelles la condition d’unitarite´ de la matrice U ∈M2(A) a e´te´ rem-
place´e par U∗U = UU∗ ⊂ 12⊗A) sont isomorphes, pour des valeurs ge´ne´riques des parame`tres,
aux alge`bres de Sklyanin, introduites en connexion avec l’e´quation de Yang-Baxter. C’est cette
construction que nous revoyons maintenant, en suivant de pre`s l’article [25]. Notons finalement
que l’ensemble de solutions pour n = 4, q = 4, constitue quant a` lui une famille a` sept parame`tres
de varie´te´s non commutatives [37].
Soient n = 3, q = 2. Nous cherchons une alge`bre complexe, unitale et involutive A dont
les ge´ne´rateurs sont les e´le´ments d’une matrice U ∈ M2(C) ⊗ A ≃ M2(A) et les relations sont
exprime´es au travers des e´quations
ch1/2(U) =
∑
i,j=1,2
Uij ⊗ U∗ij − U∗ji ⊗ Uji = 0, (1.1.3)
et
UU∗ = U∗U = 12 (1.1.4)
ou`
U =
(
U11 U12
U21 U22
)
et U∗ =
(
U∗11 U
∗
21
U∗12 U
∗
22
)
, avec Uij ∈ A.
Pour reparame´trer cette dernie`re e´quation, il est commode d’introduire les matrices de Pauli
σ := (12,−~σ), σ¯ := (12, ~σ),
satisfaisant a`
σlσj = δlj + iεljmσm. (1.1.5)
Dans ce parame´trage, U s’e´crit
U = (σ¯z˜) = z0 + i~σ · ~z,
ou` (z˜) := (z0, iz1, iz2, iz3) ∈ A4 et ~z := (z1, z2, z3), c’est-a`-dire
U =
(
z0 + iz3 iz1 + z2
iz1 − z2 z0 − iz3
)
. (1.1.6)
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L’e´quation (1.1.3) devient alors :
ch1/2(U) = 2
(∑3
µ=0 zµ ⊗ z∗µ − z∗µ ⊗ zµ
)
= 0. (1.1.7)
Cette condition est satisfaite si et seulement si (voir [25] pour la preuve) il existe une matrice
Λ ∈M4(C) unitaire et syme´trique telle que
z∗ν = Λ
µ
νzµ.
Finalement, l’ensemble des relations (1.1.3) et (1.1.4) devient :∑3
ν=0 zνz
∗
ν =
∑3
ν=0 z
∗
νzν = 1,
zkz
∗
0 − z0z∗k + εlkmzlz∗m = 0, (1.1.8)
z∗0zk − z∗kz0 + εlkmz∗l zm = 0.
Pour parame´trer l’ensemble des solutions, il faut remarquer que les relations UU∗ = U∗U = 12
et ch1/2(U) = 0 ne changent pas sous la transformation
U 7→ uV1UV2, (1.1.9)
ou` u ∈ U(1) et V1, V2 ∈ SU(2). Utilisant ce degre´ de liberte´, Λ peut eˆtre diagonalise´e et re´e´crite
comme :
Λ =

1
e−2iϕ1
e−2iϕ2
e−2iϕ3
 .
C’est-a`-dire, nous pouvons supposer que des ge´ne´rateurs {zµ} s’e´crivent
z0 = x0; zj = e
iϕjxj,
ou` les e´le´ments xν sont maintenant hermitiens. Pour ces nouveaux ge´ne´rateurs, les relations de
commutation (1.1.8) deviennent
[x0, x1]− = i
sin(ϕ2 − ϕ3)
cosϕ1
[x2, x3]+
[x2, x3]− = −i sinϕ1
cos(ϕ2 − ϕ3) [x0, x1]+,
plus celles obtenues par permutation circulaire de {x1, x2, x3}. Il est aussi a` noter qu’une rotation
de SO(3) permute les ϕl et que l’on peut remplacer ϕl par ϕl − π en e´changeant xl par −xl,
sans changer les relations de l’alge`bre ; tous les cas de figure sont donc couverts par
{ (eiϕ1 , eiϕ2 , eiϕ3) ∈ T3∣∣π > ϕ1 ≥ ϕ2 ≥ ϕ3 ≥ 0 }. (1.1.10)
Il est aussi possible de ve´rifier, que la composante maximale du caracte`re de Chern satisfait
ch3/2(U) =−
∑
0≤α,β,γ,δ≤3
εαβγδ cos(ϕα − ϕβ + ϕγ − ϕδ)xα ⊗ xβ ⊗ xγ ⊗ xδ
+ i
∑
0≤µ,ν≤3
sin(2(ϕµ − ϕν))xµ ⊗ xν ⊗ xµ ⊗ xν .
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Le caracte`re de Chern est par construction un cycle de Hochschild sur l’alge`bre A, dont la
composante de degre´ maximale est l’e´quivalent non commutatif de la forme volume. Pour des
valeurs ge´ne´riques des parame`tres, ch3/2(U) est non trivial et correspond a` la forme volume
associe´e a` la me´trique ronde de S3 dans le cas commutatif limite ou` ϕ1 = ϕ2 = ϕ3 = 0.
Dans la suite, nous n’allons nous inte´resser qu’a` une sous famille particulie`re a` un parame`tre
des sphe`res de Connes–Dubois-Violette, donne´e par ϕ1 = ϕ2 = θ/2, ϕ3 = 0. Ces solutions
correspondent aux 3-sphe`res de Connes–Landi [24]. Les relations de commutation deviennent
pour ces valeurs :
[x0, x1]− = i tan(θ/2)[x2, x3]+; [x0, x2]− = −i tan(θ/2)[x1, x3]+, (1.1.11)
[x1, x3]− = i tan(θ/2)[x0, x2]+; [x2, x3]− = −i tan(θ/2)[x0, x1]+, (1.1.12)
et
[x0, x3]− = [x1, x2]− = 0. (1.1.13)
En de´finissant les e´le´ments complexes
ζ1 := x0 + ix3; ζ2 := x1 + ix2,
ces relations deviennent :
ζ1 ζ2 = e
−iθ ζ2 ζ1,
ζ∗1 ζ
∗
2 = e
−iθ ζ∗2 ζ
∗
1 ,
ζ∗1 ζ2 = e
iθ ζ2 ζ
∗
1 ,
ζ1 ζ
∗
2 = e
iθ ζ∗2 ζ1,
ζ1 ζ
∗
1 = ζ
∗
1 ζ1,
ζ2 ζ
∗
2 = ζ
∗
2 ζ2.
Ces dernie`res e´galite´s rappellent les relations canoniques du tore non commutatif : c’est ce point
de vue qui va eˆtre dore´navant exploite´.
En posant finalement,
ζ1 = u cosφ, ζ2 = v sinφ, (1.1.14)
ou` u et v sont des unitaires et φ un e´le´ment central, on obtient exactement les relations du tore
non commutatif pour u et v, c’est-a`-dire :
u v = e−iθv u. (1.1.15)
Cette construction donne en re´alite´ le premier exemple de de´formation isospectrale pe´riodique,
de´formations que nous de´finirons dans le paragraphe suivant. En effet, et au vu de cette dernie`re
parame´trisation, on peut de´former la structure commutative de l’alge`bre des fonctions sur la
trois-sphe`re ordinaire, en utilisant l’action isome´trique de T2 sur S3, donne´e dans le syste`me de
coordonne´es sous-jacent a` la parame´trisation (1.1.14) par
T2 ∋ z : (u, v, φ) 7→ (z1.u, z2.v, φ).
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Il suffit ensuite d’introduire le 2-cocycle du groupe additif Z2
σ(r, s) := exp{− i2θ(r1s2 − r2s1)},
pour obtenir une alge`bre non commutative, en spe´cifiant le nouveau produit sur les ‘modes de
Fourier’ Ur := u
r1vr2 , par
Ur Us = σ(r, s)Us Ur.
Autrement dit, l’alge`bre du tore non commutatif a e´te´ plonge´e dans l’alge`bre commutative
des fonctions lisses sur la trois-sphe`re, de manie`re compatible avec sa structure Riemannienne
standard (he´rite´e de celle de R4) : La compatibilite´ s’exprime par le fait que cette action de
groupe est isome´trique pour la me´trique ronde. Nous verrons de`s le paragraphe suivant que
cette construction se ge´ne´ralise facilement pour une grande classe de varie´te´ Riemannienne.
1.1.2 La construction de Connes–Landi
Nous revoyons dans ce paragraphe la construction des de´formations isospectrales pe´riodiques
introduite dans [24].
Soit (M,g) une varie´te´ Riemannienne compacte, sans bord, ge´ode´siquement comple`te, con-
nexe, oriente´e, de dimension n et munie d’une structure spin. Soit ensuite, α˜ une action lisse
et effective du groupe compact et Abe´lien Tl, 2 ≤ l ≤ n, par isome´trie
α˜ : Tl −→ Isom(M,g) ⊂ Diff(M),
ou` l est infe´rieur ou e´gal au rang du groupe d’isome´trie de (M,g).
Il est a` noter que la classe des varie´te´s dont le rang du groupe d’isome´trie est supe´rieur ou
e´gal a` deux est loin d’eˆtre vide, puisque les isome´tries pre´servant l’orientation (ce que nous
supposeront toujours) forment un sous-groupe de SO(n), d’apre`s le the´ore`me de Myers–Steenrod.
En anticipant sur le chapitre 3, notons aussi A := C∞(M), l’alge`bre commutative des fonctions
inde´finiment diffe´rentiables sur M , H := L2(M,S) l’espace de Hilbert des sections de carre´
sommable du fibre´ spinoriel et D/ l’ope´rateur de Dirac associe´ a` la me´trique g.
Pour fixer les notations, notons que l’ope´rateur de Dirac s’e´crit localement D/ = −i(∂µ+ωµ)⊗γµ,
ou` ωµ de´signe la connection de spin, i.e. la connection de Levi–Civita releve´e au fibre´ des spineurs.
Lorsque l’espace sera plat, c’est-a`-dire lorsque M = Rn ou M = Tl, on notera ∂/ l’ope´rateur de
Dirac plat, i.e. ∂/ = −i∂µ ⊗ γµ.
L’action α˜ de Tl surM induit sur A une action de Tl par automorphisme, que nous continuerons
a` de´signer par α˜ :
(α˜zf)(p) := f(α˜−z(p)), z ∈ Tl, f ∈ A, p ∈M.
Sur le fibre´ des spineurs, l’action α˜ se rele`ve mais seulement modulo ±1. On peut construire (voir
[50] pour une construction particulie`re) un recouvrement double p : T˜l → Tl, ou` T˜l est isomorphe
a` Tl, de telle sorte que l’on puisse trouver un groupe d’ope´rateurs unitaires {Vz˜ : z˜ ∈ T˜l} ⊂ U(H)
couvrant le groupe d’isome´tries {α˜z : z ∈ Tl}. En terme de sections lisses, ce recouvrement
satisfait a`
Vz˜(f · ψ) = α˜z(f) · Vz˜(ψ),
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quel que soit ψ ∈ H, f ∈ C∞(M) et avec p(z˜) = z. En ge´ne´ral ce rele`vement au fibre´ des
spineurs n’est pas trivial, i.e. si p(z˜) = p(z˜′) alors Vz˜ = ±Vz˜′, mais le signe ne peut eˆtre choisi
globalement. De plus, en notant (·, ·) la structure Hermitienne du fibre´ des spineurs, on a
(Vz˜ψ, Vz˜ψ
′) = α˜z(ψ,ψ′),
pour ψ,ψ′ ∈ H. L’action de Tl e´tant suppose´e isome´trique, le pull-back de l’action laisse invari-
ante la me´trique :
α˜∗z g = g.
De meˆme, il est facile de montrer que l’ope´rateur de Dirac, le Laplacien (scalaire et son rele`vement
au fibre´ des spineurs) ainsi que les champs de vecteurs Xj , j = 1, · · · , l, associe´s a` l’action
infinite´simale de Tl, commutent avec les unitaires Vz˜. Pour les meˆmes raisons, la forme volume
Riemannienne µg est aussi laisse´e invariante par (le pull-back de) l’action.
Remarque 1.1.1. Dans le cas des de´formations pe´riodiques, il n’est en fait pas ne´cessaire
de supposer l’action isome´trique. En effet, a` partir d’une action lisse de Tl et d’une structure
Riemannienne quelconque g, on peut fabriquer une me´trique ginv invariante sous l’action de T
l
en moyennant cette dernie`re par l’action du tore
ginv :=
∫
Tl
dlz α˜∗z(g),
avec dlz la mesure de Haar normalise´e du l-tore. Cependant, pour les de´formations isospectrales
non pe´riodiques (pour lesquelles l’action de Tl est remplace´e par une action de Rl, voir sec-
tion 1.2) ce processus de moyenne n’est pas force´ment bien de´fini, et il est commode, dans notre
contexte, de conserver l’hypothe`se d’isome´trie pour l’action.
La construction de Connes–Landi [24] des de´formations isospectrales pe´riodiques est tout a`
fait analogue a` celle des sphe`res de Connes–Landi utilisant le point de vue ‘syste`me de coor-
donne´es versus se´rie de Fourier’.
Nous allons exploiter ici le fait que tout f ∈ A = C∞(M) posse`de une de´composition en sous-
espaces spectraux (ou de´composition de Peter–Weyl) f =
∑
r∈Zl fr, indice´e par les e´le´ments de
Zl le groupe dual de Tl, et pour laquelle chaque fr satisfait a` la relation
α˜z(fr) = e
−i(r1z1+···+rlzl)fr.
Pour e´viter les proble`mes lie´s au rele`vement de l’action sur le fibre´ spinoriel, dans ce qui suit, nous
allons pour simplifier travailler uniquement au niveau scalaire, c’est-a`-dire au niveau de l’espace
de Hilbert re´duit Hr := L2(M,µg) des fonctions de carre´ sommable par rapport a` l’espace
mesure´ (M,µg) ou` µg est la forme volume Riemannienne. Notons encore Vz la repre´sentation
de Tl induite sur Hr par des ope´rateurs unitaires, de´finie par Vz(ψ)(p) := ψ(α˜−z(p)), pour tout
ψ ∈ Hr.
Chaque ope´rateur A borne´ sur Hr et lisse en norme relativement a` l’action du tore, i.e. qui soit
tel que l’application Tl ∋ z 7→ VzAV−z soit lisse pour la topologie normique de L(H), posse`de
une unique de´composition en e´le´ments homoge`nes
A =
∑
r∈Zl
Ar,
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convergente en norme. Cette de´composition de´finit ainsi une l-graduation ; chaque Ar est de
l-degre´ r = (r1, · · · , rl). Explicitement, chaque composante Ar satisfait a` la relation
Vz Ar V−z = e−ir.z Ar.
Pour tout f ∈ C∞(M), on obtient alors une de´composition en ‘se´rie de Fourier’
f =
∑
r∈Zl
fr, (1.1.16)
avec α˜z(fr) = e
−ir.zfr. Cette assertion provient du fait que Mf , l’ope´rateur de multiplication
point a` point par f , est lisse relativement a` l’action car il appartient a` l’intersection des domaines
des puissances des de´rivations δj(.) := [Xj , .], ou` les Xj , j = 1, · · · , l, sont les ge´ne´rateurs
infinite´simaux de l’action α˜. On obtient alors le re´sultat en ite´rant la relation
‖[Xj ,Mf ]‖ = ‖MXj(f)‖ = ‖Xjf‖∞,
qui est finie car f ∈ C∞(M) et donc Xj(f) ∈ C∞(M) aussi.
On de´finit alors MΘ, la de´formation isospectrale de M de parame`tre Θ, par dualite´ comme
e´tant l’alge`bre C∞(MΘ) des fonctions lisses sur M munie du produit ⋆Θ , que l’on de´finit sur les
e´le´ments homoge`nes par
fr⋆Θgs := e
− i2Θ(r,s) fr gs =: σΘ(r, s) fr gs,
avec Θ(r, s) :=
∑l
i,j=1 r
iΘijsj. Ici, Θt = −Θ est la matrice (l×l a` entre´es re´elles) de de´formation.
Utilisant la de´composition en sous-espaces spectraux, ce produit s’e´tend par line´arite´ a` tous les
e´le´ments de C∞(M). L’associativite´ du produit ainsi de´fini, est alors garantie par le fait que σΘ
est un 2-cocycle sur le groupe additif Zl :
σΘ(r, s)σΘ(r + s, t) = σΘ(s, t)σΘ(r, s + t).
Il est alors justifie´ de conside´rer les de´formations isospectrales pe´riodiques comme ge´ne´ralisa-
tions en espace courbe des paradigmes que sont les l-tores non commutatifs. Notons au passage
que ces derniers peuvent eˆtre alternativement construits en utilisant cette proce´dure. Notons
aussi que les plans de Moyal jouiront du meˆme statut vis-a`-vis des de´formations isospectrales
non pe´riodiques.
Concernant la topologie, avec la pre´sente de´finition, il est seulement possible de comple´ter,
par rapport a` la norme ope´ratorielle, C∞(MΘ) en une C∗-alge`bre. C’est-a`-dire, avec un abus
e´vident de notation
C∗(MΘ) := LΘ(C∞(M))
‖.‖
, (1.1.17)
ou` LΘ(f) ≡ LΘf est l’ope´rateur de multiplication twiste´e a` gauche par f surHr, i.e. Lfψ := f⋆Θψ
pour tout ψ ∈ Hr. Il est ensuite imme´diat de re´aliser que l’ope´rateur LΘf ainsi de´fini, est borne´
sur Hr pour tout f ∈ C∞(M). En effet,
LΘf ψ =
∑
r∈Zl
fr⋆Θψ =
∑
r∈Zl
fr.V−12Θr
(ψ),
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ainsi
‖LΘf ‖ ≤
∑
r∈Zl
‖MfrV−12Θr
‖ ≤
∑
r∈Zl
‖Mfr‖ ≤
∑
r∈Zl
‖fr‖∞ <∞,
car f ∈ C∞(M) et car sa de´composition de Peter–Weyl est convergente en norme ‖.‖∞.
En revanche, nous allons voir que la construction de Connes–Dubois-Violette des de´forma-
tions isospectrales pe´riodiques, permet de munir canoniquement C∞(MΘ) d’une topologie plus
fine, rendant C∞(MΘ) localement convexe.
Nous aurions aussi bien pu utiliser les ope´rateurs de multiplication twiste´e a` droite, de´finis
par RΘf ψ := ψ⋆θf et satisfaisant aux meˆmes proprie´te´s que ceux de multiplication a` gauche, pour
de´finir la C∗-comple´tion (1.1.17), e´tant donne´ que LΘ(C∞(M)) et RΘ(C∞(M)) sont isomorphes.
De plus, par associativite´ du produit de´forme´, on obtient directement que les repre´sentations
re´gulie`res droite et gauche commutent :
[LΘf , R
Θ
g ] = 0, ∀ f, g ∈ C∞(M).
A la diffe´rence des cas non de´ge´ne´re´s (plans de Moyal et tores non commutatifs irrationnels,
avec matrice de de´formation symplectique), les alge`bres de von Neumann associe´es ne sont pas a`
priori des facteurs. En effet, meˆme pour des valeurs irrationnelles des parame`tres de de´formation,
leurs centres contient l’alge`bre des fonctions invariantes sous l’action du tore, c’est-a`-dire les
fonctions constantes sur les orbites de l’action. Cette alge`bre se re´duit au corps des scalaires
seulement lorsque M = Tl muni d’une action libre.
Cette construction permet aussi de de´finir, pour n’importe quel ope´rateur A lisse en norme
relativement a` l’action du tore, ses twists gauche LΘA et droit R
Θ
A par
LΘA : =
∑
r∈Zl
Ar V−12Θr
,
RΘA : =
∑
r∈Zl
Ar V1
2Θr
.
Ici, Ar re´fe`re a` la de´composition de A en e´le´ments homoge`nes. Cette de´composition e´tant con-
vergente en norme et Vz e´tant un unitaire, il est clair que les ope´rateurs ainsi de´finis sont borne´s.
De plus on a
[LΘA, R
Θ
B ] =
∑
r,s
[Ar V−12Θr
, Bs V1
2Θs
]
=
∑
r,s
[Ar, Bs]V1
2Θ(s−r)
+Bs[Ar, V1
2Θs
]V−12Θr
+Ar[V−12Θr
, Bs]V1
2Θs
=
∑
r,s
[Ar, Bs] e
−i12Θ(r,s) V1
2Θ(s−r)
,
ou` la commutation des {Vz} et les relations [Ar, Vz] = (1− e−irz)ArVz ont e´te´ utilise´es. Ainsi, si
les composantes homoge`nes de A et de B commutent entre elles, le twist gauche de A commutera
avec le twist droit de B.
Pour terminer, notons de`s a` pre´sent qu’il n’y a pas d’obstruction a` e´tendre cette construction
au cas ou` M ne serait que localement compacte. Cependant, les difficulte´s techniques e´tant plus
importantes, nous ne traiterons ce cas de figure que lors du paragraphe 1.2.
1.1. DE´FORMATIONS ISOSPECTRALES PE´RIODIQUES 21
1.1.3 La construction de Connes–Dubois-Violette
Nous revoyons maintenant la construction de Connes–Dubois-Violette des de´formations
isospectrales pe´riodiques [25]. A la diffe´rence de celle de Connes–Landi, qui comme nous le
verrons au paragraphe 1.2 s’inscrit dans une the´orie des de´formations plus ge´ne´rale due a` Ri-
effel [92], l’approche de Connes–Dubois-Violette adopte un point de vue totalement diffe´rent.
Cette approche a non seulement la vertu de permettre de munir canoniquement les alge`bres d’une
topologie plus fine que celle donne´e par la norme ope´ratorielle (ne´cessaire pour la construction
de triplets spectraux), mais aussi d’eˆtre entie`rement compatible avec les techniques standards
de calcul cohomologique. Elle donne un acce`s quasi direct a` la cohomologie de Hochschild de ces
de´formations, qui se trouve eˆtre identique a` celle des alge`bres non de´forme´es [25]. Finalement,
cette nouvelle caracte´risation va donner une image heuristique (mais correcte) de la situation,
a` savoir que l’on transfe`re la structure du tore non commutatif dans C∞(M) d’une manie`re
compatible avec la structure Riemannienne de la varie´te´.
Soit (M,g, α˜), satisfaisant aux meˆmes hypothe`ses que celles du paragraphe pre´ce´dent. On
construit la varie´te´ non commutativeMΘ par dualite´, en de´finissant C
∞(MΘ) en terme d’alge`bre
de points fixes sous l’action d’un groupe.
Pour fixer les notations, de´signons par C∞(TlΘ), l’alge`bre du l-tore non commutatif de matrice
de de´formation Θ ∈Ml(R), Θt = −Θ,
C∞(TlΘ) :=
{
cr U
r : {cr} ∈ S(Zl)
}
,
avec U r := ur11 · · · urll , ou` les unitaires {ui}i=1,··· ,l satisfont aux relations
ui uj = e
−iΘijuj ui,
qui e´quivaut a`
U r U s = e−ir.ΘsU s U r.
Rappelons que muni de la famille de semi-normes canoniques
pk(a) := sup
r∈Zl
∣∣∣(1 + |r|2)kar∣∣∣ , avec C∞(TlΘ) ∋ a =∑
r
ar U
r,
C∞(TlΘ) devient un espace de Fre´chet. Enfin, notons τ l’action usuelle du l-tore ordinaire sur le
l-tore non commutatif, donne´e sur les ge´ne´rateurs par
τ : Tl ∋ z 7→ τz(U r) = zrU r = zr11 · · · zrll U r.
On de´finit alors
C∞(MΘ) :=
(
C∞(M)⊗̂C∞(TlΘ)
)α˜⊗̂τ−1
, (1.1.18)
ou` ⊗̂ est la comple´tion du produit tensoriel alge´brique par rapport a` la topologie inductive ou
projective, qui co¨ıncident ici puisque C∞(TlΘ) est un espace de Fre´chet nucle´aire et C
∞(M)
munie de sa topologie ordinaire est localement convexe.
Il n’est pas non plus ne´cessaire ici de se restreindre au cas ou` M est compacte. Ainsi, il suffit
de remplacer C∞(M) par C∞c (M) dans le cas ou` M ne serait que localement compacte. Une
fois encore, les de´tails du cas non compact ne seront donne´s que lors de la description du cas
non pe´riodique.
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1.2 De´formations isospectrales non pe´riodiques
Nous allons voir une troisie`me construction, permettant de ge´ne´raliser les de´formations
isospectrales dans le cas d’une action de Rl par isome´trie. Ces espaces courbes non commu-
tatifs auront alors pour paradigme le plan de Moyal. Cette approche type ‘star-produit’ est
base´e sur la the´orie de Rieffel des de´formations [92], faisant appel a` une formule inte´grale pour
le produit de´forme´. Elle permettra un traitement unifie´ avec le cas pe´riodique et fournira un
cadre adapte´ a` l’analyse Hilbertienne.
1.2.1 Le produit de´forme´, de´finition et premie`res proprie´te´s
Dans la suite, nous allons faire les hypothe`ses (sensiblement diffe´rentes de celles du para-
graphe 1.1.2) suivantes :
Soit (M,g) une varie´te´ Riemannienne sans bord, ge´ode´siquement comple`te, connexe, orien-
te´e, de dimension n et munie d’une structure spin. Soit ensuite α une action lisse du groupe
Abe´lien Rl, 2 ≤ l ≤ n, par isome´trie
α : Rl −→ Isom(M,g) ⊂ Diff(M),
ou` l est infe´rieur ou e´gal au rang du groupe d’isome´trie de (M,g).
Pour simplifier les notations, nous utiliserons de manie`re e´quivalente αz(p) et z.p pour
de´signer l’action d’un e´le´ment du groupe sur un point de la varie´te´ et nous noterons encore α
l’action induite par automorphisme sur C∞c (M) : (αzf)(p) = f(α−z(p)). Soient aussi {Xj}j=1,··· ,l
les champs de vecteurs associe´s a` l’action infinite´simale :
Xj(f) :=
∂
∂zj
αz(f)
∣∣∣∣
z=0
, f ∈ C∞(M).
Pour des raisons qui deviendront plus claires dans la suite, nous devons supposer dans le cas
d’une action effective (ker(α) = {0}), qu’en plus d’eˆtre isome´trique, l’action soit propre. Nous
nous restreindrons donc a` des actions pour lesquelles l’application
Rl ×M ∋ (z, p) 7→ (p, αz(p)) ∈M ×M,
est propre. Rappelons qu’une application entre deux espaces topologiques f : E → F est propre
si et seulement si la pre´-image de tout sous-ensemble compact K de F est un compact de E. Il
convient cependant de noter que cette hypothe`se est tout-a`-fait naturelle car e´tant automatique-
ment satisfaite lorsque {αz : z ∈ Rl} est ferme´ dans Isom(M,g) pour la topologie des ouverts
compacts [78, lemme 5.5].
De´finition 1.2.1. Soit Θ ∈ Ml(R) une matrice re´elle et antisyme´trique. Pour f, h ∈ C∞c (M),
l’espace des fonctions inde´finiment diffe´rentiables a` support compact, le produit ordinaire de f
avec g peut eˆtre de´forme´ par l’action de groupe α, de la manie`re suivante [92] :
f⋆
Θ
h := (2π)−l
∫
Rl
∫
Rl
dly dlz e−i<y,z> α1
2Θy
(f)α−z(h). (1.2.1)
Ici, < y, z >=
∑l
j=1 y
izi est vu comme le couplage entre Rl et son groupe dual. Nous
utiliserons sans distinction < y, z > et y.z pour de´signer ce couplage.
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De´finition 1.2.2. Lorsque M = Rl et lorsque l’espace Euclidien agit sur lui-meˆme par trans-
lation, pour une matrice de de´formation non de´ge´ne´re´e (ce qui implique que la dimension soit
paire l = 2N), le produit twiste´ (1.2.1) co¨ıncide avec le produit de Moyal [80] :
f⋆
θ
h(x) := (2π)−2N
∫
R2N
∫
R2N
d2Ny d2Nz e−i<y,z> f(x− 12Θy)h(x+ z).
Ce produit a e´te´ introduit dans la premie`re moitie´ du sie`cle pre´ce´dent pour formuler la
me´canique quantique sur l’espace de phase : munie d’un tel produit, l’alge`bre des fonctions sur
l’espace de phase R2N (l’espace cotangent de RN avec sa structure symplectique canonique)
est isomorphe a` l’alge`bre des ope´rateurs sur L2(RN ). La forme asymptotique de ce produit (cf.
paragraphe 2.2) a donne´ naissance a` une the´orie ge´ome´trique de quantification, pour les varie´te´s
de Poisson, appele´e quantification par de´formation [1].
Remarque 1.2.3. Notons de`s a` pre´sent que l’on peut toujours supposer Θ inversible. En effet,
lorsque Θ ne l’est pas, le produit ⋆
Θ
se re´duit au produit de´forme´ associe´ a` l’action restreinte
σ := α|V ⊥, ou` V est le noyau de Θ vu comme endomorphisme sur Rl [92, proposition 2.7].
En de´pit des apparences, cette formule est ‘syme´trique’ ; meˆme avec une matrice de de´forma-
tion de´ge´ne´re´e, le produit twiste´ peut se re´e´crire comme
f⋆
Θ
h := (2π)−l
∫
Rl
∫
Rl
dly dlz ei<y,z> α−z(f)α1
2Θy
(h).
Cette ‘syme´trie’ montre en particulier que la conjugaison complexe est une involution (cf.
e´quation (1.2.2)).
Il y a fondamentalement deux situations distinctes a` conside´rer. Lorsque l’action α est ef-
fective, nous parlerons de de´formations non pe´riodiques. Les de´formations pe´riodiques seront
quant a` elles, caracte´rise´es par ker(α) ≃ Zl. Dans ce dernier cas, l’action α se factorise au
travers de l’action d’un tore α˜ : Rl/Zl → Isom(M,g), qui est automatiquement propre. Bien
que pouvant eˆtre traite´ dans ce cadre, nous ne ferons pas mention explicite du cas mixte
α : Rd × Tl−d → Isom(M,g). D’e´videntes modifications de nos arguments permettent de
ge´ne´raliser nos re´sultats dans cette situation.
Alors que dans le cas d’une varie´te´ non compacte les deux situations (pe´riodique ou non)
existent, lorsque la varie´te´ M est compacte, l’action α doit eˆtre pe´riodique pour donner lieu a`
une action propre.
Finalement, dans le cas non pe´riodique uniquement, que l’action soit propre implique qu’elle
est aussi libre. Rappelons d’abord que l’action d’un groupe G sur un espace X est dite libre si
tous les groupes d’isotropie ou stabilisateurs, Hx := {g ∈ G : g.x = x, x ∈ X}, sont re´duits
a` l’identite´ du groupe. Aussi, une action est propre si et seulement si (voir [78] par exemple)
{g ∈ G : g.U ∩ V 6= ∅} est compact pour tout compact U, V ⊂ X.
En prenant alors U = V = {p0} pour n’importe quel point p0 ∈ M , son groupe d’isotropie
Hp0 = {z ∈ Rl : z.p0 = p0} = {z ∈ Rl : z.{p0} ∩ {p0} 6= ∅} doit eˆtre compact. Le seul sous-
groupe compact de Rl e´tant {0}, l’action est alors automatiquement libre. Cela implique en
particulier que l’application quotient
π : M −→M/Rl,
de´finit une projection de Rl-fibre´ principal, qui sont en de´finitive les varie´te´s que nous conside´rons
dans le cas non pe´riodique.
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Dans le cas pe´riodique, l’action n’est e´videmment pas automatiquement libre. L’ensemble
Msing des points de M ayant un stabilisateur non trivial donne lieu a` des difficulte´s. Nous
verrons dans le chapitre 4 que cet ensemble est en particulier responsable d’un nouveau type de
me´lange des divergences ultraviolettes et infrarouges, pour les the´ories quantiques des champs
sur de´formations isospectrales.
Pour e´tudier les proprie´te´s ge´ne´rales du produit de´forme´ dans le cas non pe´riodique, il est
suffisant d’e´tablir le re´sultat suivant.
Lemme 1.2.4. Soient α une action propre de Rl par isome´trie et ∆α := −
∑l
j=1Xj
2, ou`
les Xj sont les champs de vecteurs associe´s a` l’action infinite´simale. Pour tout k ∈ N et tout
f ∈ C∞c (M), on a
sup
p∈M
∫
Rl
dly |αy(∆kαf)(p)| <∞.
Preuve. Puisque f ∈ C∞c (M), ∆kαf est aussi lisse et a` support compact. Il est donc suffisant
de traiter le cas k = 0. L’action e´tant propre, l’application p 7→ f˜(p) := ∫
Rl
dly |αy(f)(p)| est
bien de´finie puisque { y ∈ Rl : αy(p) ∈ supp f } est compact pour chaque p ∈ M [78, p. 41]
car f est a` support compact. Ainsi, la fonction f˜(p) est finie et est constante sur chaque orbite
de l’action. Soit π : M → M/Rl la projection sur l’espace des orbites. Alors f˜ se factorise a`
travers π pour donner une application f¯ de´finie par f¯(π(p)) := f˜(p). On obtient alors le re´sultat
car f¯ ∈ C∞c (M/Rl,C). En effet, si p /∈ αRl(supp f), de telle manie`re que π(p) n’appartienne pas
a` l’ensemble compact π(supp f), alors f¯(π(p)) = 0.
La non-localite´ de ce produit, ayant pour conse´quence premie`re la non-pre´servation des
supports (le produit de deux fonctions a` supports disjoints n’est pas nul a priori), implique que(
C∞c (M), ⋆Θ
)
ne posse`de pas une structure d’alge`bre. En revanche, il est aise´ de montrer dans
le cas non pe´riodique, que ⋆
Θ
est un produit biline´aire sur C∞c (M) a` valeur dans L∞(M,µg).
Lemme 1.2.5. Dans le cas d’une action lisse, propre et isome´trique de Rl, ⋆
Θ
est un produit
biline´aire sur C∞c (M) a` valeur dans L∞(M,µg).
Preuve. En effet, avec θ := det(Θ)1/l (rappelons que l’on peut toujours supposer Θ inversible)
on a
sup
p∈M
|f⋆
θ
h(p)| ≤ (πθ)−l sup
p∈M
∫
dly|αy(f)(p)| sup
p∈M
∫
dlz|αz(h)(p)|,
qui est fini d’apre`s le lemme 1.2.4.
Simplement a` partir de sa de´finition, on peut montrer que ⋆
Θ
est associatif dans tous les
cas de figures (action pe´riodique ou action effective) et qu’il satisfait a` toutes les proprie´te´s du
produit de Moyal ordinaire.
Lemme 1.2.6. Le produit ⋆
Θ
est formellement associatif. De plus, la conjugaison complexe est
une involution :
(f⋆
Θ
h)∗ = h∗⋆
Θ
f∗. (1.2.2)
L’action α est toujours un automorphisme pour le produit de´forme´ :
αz(f⋆Θh) = αz(f)⋆Θαz(h). (1.2.3)
La re`gle de Leibniz est satisfaite pour les ge´ne´rateurs infinite´simaux de l’action :
Xj(f⋆Θh) = Xj(f)⋆Θh+ f⋆ΘXj(h), j = 1, · · · , l. (1.2.4)
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Preuve. Pour l’associativite´ du produit twiste´, nous avons d’une part :
((f⋆
Θ
g)⋆
Θ
h) = (2π)−2l
∫
dly dlz dly′ dlz′ e−i(<y,z>+<y
′,z′>)α1
2Θ(y+y
′)
(f)α1
2Θy−z′
(g)α−z(h).
En effectuant les changements de variables y′ → y′ − y, z′ → z′ + 12Θy on obtient apre`s une
inte´gration d’ondes planes :
(2π)−l
∫
dly dlz e−i<y,z> α1
2Θy
(f)α−z(g)α−z−12Θy
(h).
D’autre part nous avons :
(f⋆
Θ
(g⋆
Θ
h)) = (2π)−2l
∫
dly dlz dly′ dlz′ e−i(<y,z>+<y
′,z′>)α1
2Θy
(f)α−z+12Θy′
(g)α−z−z′(h),
qui, apre`s avoir effectue´ les translations z′ → z′ − z, y′ → y′ + 2Θ−1z, devient
(2π)−l
∫
dly dlz e−i<y,z>α1
2Θy+z
(f)α1
2Θy
(g)α−z(h).
En effectuant finalement y → y − 2Θ−1z, z → z + 12Θy, on obtient le re´sultat.
Que la conjugaison complexe soit une involution, est une conse´quence directe du fait qu’elle
commute avec l’action α et de la de´finition produit de´forme´. Pour obtenir la troisie`me assertion,
il suffit d’utiliser le fait que {αz} forme un groupe Abe´lien. Etant la version infinite´simale de la
pre´ce`dente, la dernie`re affirmation en est une conse´quence.
Plus ge´ne´ralement, un ope´rateur diffe´rentiel d’ordre un satisfait a` la re`gle de Leibniz pour le
produit de´forme´ si et seulement si il commute avec l’action α. Ce sera en particulier le cas pour
l’ope´rateur de Dirac.
Comme dans le cas plat, l’inte´grale avec la forme volume Riemannienne µg est une trace
pour le produit twiste´ :
Lemme 1.2.7. Pour f, h ∈ C∞c (M), on a∫
M
µg f⋆Θh =
∫
M
µg h⋆Θf =
∫
M
µg fh.
Preuve. Il suffit de remarquer que∫
M
f⋆
Θ
h(p)µg(p) = (2π)
−l
∫
M
µg(p)
∫
R2l
dly dlz e−i<y,z>f((−12Θy) · p)h(z · p)
= (2π)−l
∫
M
µg(p)
∫
R2l
dly dlz e−i<y,z>f((−12Θy − z) · p)h(p)
= (2π)−l
∫
M
µg(p)
∫
R2l
dly dlz e−i<y,z>f((−z) · p)h(p)
=
∫
M
µg(p) f(p)h(p),
en utilisant l’isome´trie p 7→ (−z) · p et la translation z 7→ z − 12Θy.
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Nous reviendrons au cours de ce manuscrit sur les diffe´rentes alge`bres que l’on peut construire
avec le produit de´forme´ dans sa forme ge´ne´rique, mais surtout avec le produit de Moyal sur
l’espace Euclidien Rl. Cependant, nous allons d’ores et de´ja` mentionner l’existence de l’alge`bre(B(M,α), ⋆
Θ
)
, car la preuve de la stabilite´ des e´le´ments de B(M,α) sous ⋆
Θ
, utilise de manie`re
fondamentale ce qui doit eˆtre conside´re´ comme la de´finition correcte des inte´grales intervenant
dans la de´finition du produit de´forme´, a` savoir des inte´grales oscillantes.
De´finition 1.2.8. Soit B(M,α) l’espace de Fre´chet des fonctions essentiellement borne´es sur
M et ayant toutes leurs de´rive´es, par rapport aux ge´ne´rateurs {Xj}j=1,··· ,l de l’action, borne´es
B(M,α) :=
{
f ∈ C∞(M) ∩ L∞(M,µg) : Xβf ∈ L∞(M,µg), ∀β ∈ Nl
}
,
ou` Xβ := Xβ11 · · ·Xβll . L’espace B(M,α) est muni de la topologie donne´e par la famille de
semi-normes
qk(f) := sup
|β|≤k
sup
p∈M
∣∣(Xβf)(p)∣∣.
Lemme 1.2.9.
(
B(M,α), ⋆
Θ
)
est une alge`bre de Fre´chet associative et involutive avec un pro-
duit jointement continu.
Preuve. En de´finissant le produit de´forme´ en terme d’inte´grales oscillantes [64, 92] on a avec
k ∈ N arbitraire
(
Xβf
)
⋆
Θ
(
Xγh
)
= (2π)−l
∫
dly dlz
α1
2Θy
(
Xβf
)
(1 + |y|2)k
α−z
(
Xγh
)
(1 + |z|2)k (1 + |y|
2)k (1 + |z|2)k e−i<y,z>
= (2π)−l
∫
dly dlz
α1
2Θy
(
Xβf
)
(1 + |y|2)k
α−z
(
Xγh
)
(1 + |z|2)k [Pk(∂y, ∂z)e
−i<y,z>],
ou` Pk est un polynoˆme de degre´ 2k dans ses deux variables. En utilisant ensuite
|∂βy (1 + |y|2)−k| ≤ Cβ,k(1 + |y|2)−k,
on obtient d’apre`s la re`gle de Leibniz∣∣∣(Xβf)⋆Θ(Xγh)∣∣∣ ≤ ∑
|δ|,|δ′|≤2k
C ′δ,δ′
∫
dly dlz
∣∣∣∣α1
2Θy
(
Xβ+δf
)∣∣∣∣ ∣∣∣α−z(Xγ+δ′h)∣∣∣
× (1 + |y|2)−k (1 + |z|2)−k
≤
∑
|δ|,|δ′|≤2k
C ′δ,δ′q|β+δ|(f) q|γ+δ′|(h)
(∫
dly (1 + |y|2)−k
)2
,
qui est finie pour k > l/2. Ces estimations montrent que le produit est se´pare´ment continu, donc
jointement continu car B(M,α) est un espace de Fre´chet.
Remarque 1.2.10. Dans le cas pe´riodique (ker(α) = Zl), compact ou non, nous avons vu au
paragraphe 1.1.2 que chaque fonction borne´e et inde´finiment diffe´rentiable posse`de une de´compo-
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sition en e´le´ments homoge`nes (1.1.16). On obtient alors pour f, h ∈ C∞(M) ∩ L∞(M,µg)
f⋆
Θ
h =
∑
r,s∈Zl
(2π)−l
∫
Rl
∫
Rl
dly dlz e−i<y,z> α1
2Θy
(fr)α−z(hs)
=
∑
r,s∈Zl
(2π)−l
∫
Rl
∫
Rl
dly dlz e−i<y,z> e−
i
2 rΘy eisz fr hs
=
∑
r,s∈Zl
e−
i
2Θ(r,s) fr hs.
La construction par produit twiste´ des de´formations isospectrales pe´riodiques, co¨ıncide donc avec
celle de Connes–Landi. Ce petit calcul montre aussi que dans le cas pe´riodique non compact,
C∞c (M) est stable par multiplication twiste´e. En effet, bien que non local sur les orbites de l’ac-
tion, le produit twiste´ pe´riodique de deux fonctions a` support compact est encore une fonction a`
support compact, puisque les orbites sont compactes (elles sont isomorphes a` Tl) et les directions
transverses n’interviennent pas dans la proce´dure de de´formation. En d’autres termes, puisque
supp(fr) ⊂ Tl. supp(f), on a
supp(f⋆
θ
h) ⊂
⋃
r,s∈Zl
supp(fr) ∩ supp(hs) ⊂ Tl. supp(f) ∩ Tl. supp(h).
1.2.2 Analyse Hilbertienne du produit de´forme´
1.2.2.1 Proprie´te´s du noyau du produit twiste´
Dans cette partie, nous allons commencer par montrer que l’ope´rateur Lf (resp. Rf ) de
multiplication twiste´e a` gauche (resp. a` droite) pour f ∈ C∞c (M) est un ope´rateur a` noyau
par rapport a` l’espace mesure´ (M,µg) et qu’il est borne´. Lorsque nous voudrons insister sur sa
de´pendance en Θ, nous e´crirons LΘf (resp. R
Θ
f ) a` la place de Lf (resp. Rf ). Nous adopterons
aussi la notation Mf pour de´signer l’ope´rateur de multiplication ordinaire par f , correspondant
au cas limite Θ = 0.
Soit, comme au paragraphe 1.1.2, H = L2(M,S) l’espace de Hilbert des sections de carre´
sommable du fibre´ des spineurs et soit Hr = L2(M,µg) l’espace de Hilbert re´duit. Sous l’hy-
pothe`se de comple´tude ge´ode´sique de la varie´te´, l’ope´rateur de Dirac D/ , restreint au domaine
dense Γ∞c (M,S) des sections lisses et a` support compact, est essentiellement auto-adjoint [118].
Nous utiliserons alors la meˆme notation pour de´signer l’ope´rateur densement de´fini et son unique
fermeture. Il en va de meˆme pour le Laplacien scalaire ∆ (ainsi que son rele`vement au fibre´ des
spineurs) de domaine C∞c (M) ⊂ Hr. Dans nos conventions, ∆ = (d+ δ)2 est positif et restreint
aux 0-formes, ∆ = δd = ∗
H
d ∗
H
d, ou` ∗
H
est l’e´toile de Hodge.
Le groupe Rl e´tant simplement connexe, a` la diffe´rence de l’action d’un tore, l’action α de Rl
se rele`ve directement au fibre´ des spineurs. Nous noterons simplement {Vz : z ∈ Rl} le groupe
d’unitaires associe´ au groupe d’isome´tries {αz : z ∈ Rl}. On a encore Vz(f.ψ) = αz(f).Vz(ψ) et(
Vzψ, Vzψ
′) = αz(ψ,ψ′), pour tout ψ,ψ′ ∈ H, f ∈ C∞c (M) et avec (., .) la structure Hermitienne
du fibre´ des spineurs. Notons aussi que D/ , ∆, Xk commutent avec Vz, conse´quence de l’isome´trie
de l’action.
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De´finition 1.2.11. Pour tout p ∈ M , soit δgp ∈ C∞c (M)′ la distribution de´finie pour tout
φ ∈ C∞c (M) par
〈δgp , φ〉 =
∫
M
δgp(p
′)φ(p′)µg(p′) := φ(p).
La distribution δgp , repre´sente´e dans un syste`me de coordonne´es locales par
(det g(x))−1/2 δ(x − x′),
peut aussi eˆtre pense´e comme un n-courant de de Rham [96] en la multipliant par la forme volume
Riemannienne ; elle est surtout le noyau, au sens de l’espace mesure´ (M,µg), de l’identite´ :
δgp(p
′) = K1(p, p′).
Une conse´quence de la proprie´te´ d’isome´trie de l’action, que nous utiliserons largement, est
l’identite´
δgz·p(p
′) = δgp(−z · p′).
De´finition 1.2.12. Pour f ∈ C∞c (M), les ope´rateurs de multiplication twiste´e a` gauche Lf et
a` droite Rf sur H, sont de´finis par
Lfψ(p) := (2π)
−l
∫
Rl
∫
Rl
dly dlz e−iyzα1
2Θy
(f)(p)V−zψ(p), (1.2.5)
et
Rfψ(p) := (2π)
−l
∫
Rl
∫
Rl
dly dlz e−izyα−z(f)(p)V1
2Θy
ψ(p). (1.2.6)
Nous allons aussi tirer profit du fait que Lf et Rf peuvent eˆtre alternativement de´finis en
terme d’inte´grales a` valeur ope´rateur :
Lf = (2π)
−l
∫
R2l
dly dlz e−i<y,z> V1
2Θy
Mf V−z, (1.2.7)
Rf = (2π)
−l
∫
R2l
dly dlz e−i<y,z> V−zMf V1
2Θy
. (1.2.8)
Les formules (1.2.7) et (1.2.8) peuvent eˆtre facilement obtenues a` partir de (1.2.5) et (1.2.6) en
utilisant
VzMfV−z =Mαz(f),
ainsi que la translation z → z − 12Θy qui laisse la phase inchange´e car Θ est antisyme´trique.
Ne´anmoins, ces inte´grales ne sont pas de´finies au sens de Bochner, mais sont plutoˆt des
inte´grales oscillantes a` valeur dans L(H). En effet, il est facile de voir que la norme (ope´ratorielle)
de l’inte´grant n’est pas une fonction sommable sur R2l, car ne de´pendant de y, z qu’au travers
d’ope´rateurs unitaires.
Nous allons voir que ces dernie`res formules permettent de de´finir les twists gauche et droit
pour une classe d’ope´rateurs borne´s beaucoup plus importante.
Avec cette pre´sentation, il est aussi quasiment direct de ve´rifier que L et R sont deux repre´senta-
tions qui commutent (en fait R est une anti-repre´sentation) :
[Lf , Rh] = 0, ∀f, h ∈ C∞c (M).
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Les formules (1.2.7) et (1.2.8) fournissent alors un autre moyen de ve´rifier l’associativite´ du
produit de´forme´, l’associativite´ e´tant e´quivalente a` la commutation de L avec R.
En utilisant la proprie´te´ de trace (lemme 1.2.7), on peut aussi montrer que l’adjoint de Lf
(resp. Rf ) est e´gal a` Lf∗ (resp. Rf∗). Ce re´sultat peut eˆtre encore plus simplement e´tabli en
utilisant les formules (1.2.7) et (1.2.8). Pour Lf on obtient
(Lf )
∗ = (2π)−l
∫
R2l
dly dlz ei<y,z> VzMf∗ V−12Θy
= (2π)−l
∫
R2l
dly dlz e−i<y,z> V1
2Θz
Mf∗ V−y = Lf∗ ,
ou` les changements de variables z → 12Θz, y → 2Θ−1y et la relation < Θ−1y,Θz >= − < y, z >
ont e´te´ utilise´s.
Nous allons e´tablir une estimation pour la norme des ope´rateurs Lf , Rf dans le cas d’une
action propre de Rl. Au chapitre 2, nous verrons que dans le cas non de´ge´ne´re´ (caracte´rise´
par n = l, Θ inversible), on peut obtenir de plus fines estimations sur ‖Lf‖, en utilisant une
caracte´risation matricielle du produit de´forme´.
Proposition 1.2.13. Lorsque f ∈ C∞c (M), alors Lf et Rf , dans le cas d’une action propre et
isome´trique de Rl, sont des ope´rateurs a` noyau par rapport a` l’espace mesure´ (M,µg) et sont
borne´s sur L2(M,µg). De plus, on a l’expression suivante pour leur noyau distributionnel :
KLf (p, p
′) = (2π)−l
∫
Rl×Rl
dly dlz e−i<y,z>f((−12Θy) · p) δgz·p(p′). (1.2.9)
KRf (p, p
′) = (2π)−l
∫
Rl×Rl
dly dlz e−i<y,z>f(z · p) δg
(−12Θy)·p
(p′). (1.2.10)
Preuve. Le cas Rf e´tant tout a` fait similaire, nous ne traiterons que celui de Lf . Soit ψ ∈ H ;
par de´finition (1.2.5), nous avons
Lfψ(p) = (2π)
−l
∫
Rl
∫
Rl
dly dlz e−i<y,z> α1
2Θy
(f)(p)
∫
M
µg(p
′) δgz·p(p
′)ψ(p′).
L’expression du noyau (1.2.9) est alors obtenue par permutation des inte´grales.
Que Lf soit borne´ est une conse´quence de sa de´finition en terme d’inte´grales oscillantes [41,64,92]
a` valeur ope´rateur :
Lfψ(p) = (2π)
−l
∫
Rl
∫
Rl
dly dlz e−i<y,z> α1
2Θy
(f)V−zψ(p)
= (2π)−l
∫
Rl
dlz (1 + |z|2)−r
∫
Rl
dly (1 + |z|2)r e−i<y,z> α1
2Θy
(f)V−zψ(p)
= (2π)−l
∫
Rl
dlz (1 + |z|2)−r
∫
Rl
dly ((1 + ∆α)
r e−i<y,z>)α1
2Θy
(f)V−zψ(p)
= (2π)−l
∫
Rl
dlz (1 + |z|2)−r
∫
Rl
dly e−i<y,z> ((1 + ∆α)rα1
2Θy
(f))V−zψ(p),
ou` ∆α := −
∑l
j=1X
2
j . Nous avons utilise´ ici le fait que les de´rive´es totales ne contribuent pas a`
l’expression pre´ce´dente car f est a` support compact. Alors,
‖Lfψ‖ ≤ (2π)−l‖ψ‖
(∫
Rl
dlz (1 + |z|2)−r
)
sup
p∈M
∫
Rl
dly |(1 + ∆α)rα1
2Θy
(f)(p)|. (1.2.11)
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Cette expression est finie d’apre`s le lemme 1.2.4 et pour r > l/2.
Remarque 1.2.14. Dans le cas pe´riodique (compact ou non), que Lf soit borne´ pour une
fonction f ∈ C∞c (M), est une conse´quence de la de´composition de f en e´le´ments homoge`nes.
D’une part on a Lfr =MfrV−12Θr
et d’autre part :
‖Lf‖ ≤
∑
r∈Zl
‖MfrV−12Θr
‖ ≤
∑
r∈Zl
‖fr‖∞ <∞.
On obtient dans ce cas pour le noyau de Schwartz de l’ope´rateur Lf :
KLf (p, p
′) =
∑
r∈Zl
fr(p) δ
g
1
2Θr.p
(p′).
Evidemment, des expressions analogues pour les ope´rateurs de multiplication twiste´e a` droite
sont valables.
1.2.2.2 Invariance de la norme de Hilbert–Schmidt
Dans ce paragraphe, nous allons e´tablir un re´sultat central : la norme de Hilbert–Schmidt
est un invariant des de´formations isospectrales.
Tout d’abord, nous avons besoin d’obtenir des proprie´te´s d’invariance pour les noyaux des
ope´rateurs du type h(D/ ), avec h une fonction re´elle, lisse et borne´e.
Lemme 1.2.15. Pour tous z ∈ Rl, p, p′ ∈M , h fonction re´elle, lisse et borne´e, le noyau Kh(D/ )
est invariant sous α :
Kh(D/ )(z · p, z · p′) = Kh(D/ )(p, p′),
presque partout sur (M ×M,µg × µg).
Preuve. C’est une conse´quence directe de la proprie´te´ d’isome´trie de l’action. En effet, l’invarian-
ce de la connection de Levi-Civita associe´e a` g, implique l’invariance de la connection de spin
sous le rele`vement de l’action au fibre´ des spineurs. Ainsi VzD/V−z = D/ pour tout z. Si h est une
fonction re´elle et borne´e sur R, on obtient alors par calcul fonctionnel [Vz, h(D/ )] = 0 pour z ∈ Rl.
De plus, pour ψ ∈ H, l’invariance de la forme volume Riemannienne sous le diffe´omorphisme
p′ 7→ α−z(p′) donne∫
M
µg(p
′)Kh(D/ )(z · p, z · p′)ψ(p′) =
∫
M
µg(p
′)Kh(D/ )(z · p, p′)ψ((−z) · p′).
Le terme de droite est e´gal a` (h(D/ )Vzψ)(z · p) = (V−zh(D/ )Vzψ)(p) = (h(D/ )ψ)(p). Alors,
Kh(D/ )(αz(·), αz(·)) et Kh(D/ )(·, ·) repre´sentent le meˆme ope´rateur sur H.
Le the´ore`me suivant montre que la norme de Hilbert–Schmidt de Lf h(D/ ) est inde´pendante
des parame`tres de de´formation.
The´ore`me 1.2.16. Soient f ∈ C∞c (M) et h une fonction lisse, re´elle et borne´e sur R, telle
que Mf h(D/ ) soit un ope´rateur de Hilbert–Schmidt. Alors, lorsque l’action α est lisse, propre et
isome´trique les ope´rateurs LΘf h(D/ ), R
Θ
f h(D/ ) sont aussi de Hilbert–Schmidt, avec
‖LΘf h(D/ )‖2 = ‖RΘf h(D/ )‖2 = ‖Mf h(D/ )‖2.
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Preuve. Les arguments des cas Lf et Rf e´tant tout a` fait semblables, nous ne traiterons que le
cas de la multiplication twiste´e a` gauche. Tout d’abord et d’apre`s la proposition 1.2.13, on peut
repre´senter le noyau de Lf h(D/ ) en terme du noyau Kh(D/ ) :
KLfh(D/ )(p, p
′) =
∫
M
µg(q)KLf (p, q)Kh(D/ )(q, p
′)
= (2π)−l
∫
M
µg(q)
∫
R2l
dly dlz e−i<y,z>f((−12Θy) · p) δgz·p(q)Kh(D/ )(q, p′)
= (2π)−l
∫
R2l
dly dlz e−i<y,z>f((−12Θy) · p)Kh(D/ )(z · p, p′).
Ainsi,
‖Lf h(D/ )‖22 =
∫
M×M
µg(p)µg(p
′) |KLfh(D/ )(p, p′)|2
= (2π)−2l
∫
M×M
µg(p)µg(p
′)
∫
R4l
dly1 d
lz1 d
ly2 d
lz2 e
i(y1z1−y2z2)
× f¯((−12Θy1) · p) f((−12Θy2) · p)Kh(D/ )(z1 · p, p′)Kh(D/ )(z2 · p, p′)
= (2π)−2l
∫
M×M
µg(p)µg(p
′)
∫
R4l
dly1 d
lz1 d
ly2 d
lz2 e
i(y1z1−y2z2)f¯((−12Θy1 − z2) · p)
× f((−12Θy2 − z2) · p)Kh(D/ )((z1 − z2) · p, (z1 − z2) · p′)Kh(D/ )(p, (z1 − z2) · p′),
ou` l’invariance de µg sous les isome´tries p 7→ (−z2) ·p et p′ 7→ (z1− z2) ·p′ a e´te´ utilise´e. Ensuite,
d’apre`s le lemme 1.2.15, en effectuant la translation z1 7→ z1+ z2, la dernie`re expression devient
(2π)−2l
∫
M×M
µg(p)µg(p
′)
∫
R4l
dly1 d
lz1 d
ly2 d
lz2 e
i(y1(z1+z2)−y2z2)
× f¯((−12Θy1 − z2) · p) f((−12Θy2 − z2) · p)Kh(D/ )(p, p′)Kh(D/ )(p, z1 · p′),
= (2π)−2l
∫
M×M
µg(p)µg(p
′)
∫
R4l
dly1 d
lz1 d
ly2 d
lz2e
i((y1−2Θ−1z2)(z1+z2)−y2z2)
× f¯((−12Θy1) · p) f((−12Θy2) · p)Kh(D/ )(p, p′)Kh(D/ )(p, z1 · p′),
en faisant les changements y1 7→ y1 − 2Θ−1z2 et y2 7→ y2 − 2Θ−1z2. On obtient alors,
(2π)−l
∫
M×M
µg(p)µg(p
′)
∫
R2l
dly dlz ei<y,z>
× f¯((−12Θy) · p) f((−12Θy − z) · p)Kh(D/ )(p, p′)Kh(D/ )(p, z · p′)
= (2π)−l
∫
M×M
µg(p)µg(p
′)
∫
R2l
dly dlz ei<y,z> f¯(p) f((−z) · p)Kh(D/ )(p, p′)Kh(D/ )(p, z · p′)
=
∫
M×M
µg(p)µg(p
′)|f(p)|2|Kh(D/ )(p, p′)|2 = ‖Mf h(D/ )‖22.
Dans la deuxie`me e´galite´, nous avons utilise´ l’invariance de la forme volume ainsi que celle du
noyau Kh(D/ ), sous les isome´tries p 7→ (12Θy) · p et p′ 7→ (12Θy) · p′.
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Remarque 1.2.17. Nous avons de´montre´ ce re´sultat dans le cas spinoriel, mais il est e´videm-
ment aussi valable dans le cas scalaire, i.e. lorsque Lfh(∆) agit sur l’espace de Hilbert re´duit
Hr. On obtient alors :
‖Lfh(∆)‖2 = ‖Rfh(∆)‖2 = ‖Mfh(∆)‖2.
Nous avons eu besoin de supposer ici que Mf h(D/ ) appartienne a` l’ide´al des ope´rateurs de
Hilbert–Schmidt. Nous verrons au paragraphe 2.3.1 des conditions suffisantes sur la fonction h,
pour re´aliser cette hyphothe`se.
Dans la suite, nous allons utiliser la pre´sentation de Lf et Rf en termes d’inte´grales a`
valeur ope´rateur (1.2.7) et (1.2.8) pour obtenir une deuxie`me de´monstration du the´ore`me
pre´ce´dent, avec une formulation le´ge`rement diffe´rente : h(D/ )Lf h(D/ ) est a` trace si et seulement
si l’ope´rateur ‘non de´forme´’ h(D/ )Mf h(D/ ) l’est et leurs traces co¨ıncident. Avant de donner cette
deuxie`me preuve, il est inte´ressant de comprendre l’origine de ce re´sultat au travers du calcul
heuristique suivant :
Tr(h(D/ )Lf h(D/ )) = (2π)
−l Tr
(∫
R2l
dly dlz e−i<y,z> h(D/ )V1
2Θy
Mf V−12Θy−z
h(D/ )
)
= (2π)−l
∫
R2l
dly dlz e−i<y,z>Tr
(
V1
2Θy
h(D/ )Mf h(D/ )V−12Θy−z
)
= (2π)−l
∫
R2l
dly dlz e−i<y,z>Tr
(
h(D/ )Mf h(D/ )V−z
)
= Tr
(
h(D/ )Mf h(D/ )
∫
Rl
dlz δ0(z)V−z
)
= Tr(h(D/ )Mf h(D/ )). (1.2.12)
Remarque 1.2.18. Nous allons voir que ces manipulations (inversion de la trace et de l’inte´gra-
le) peuvent eˆtre justifie´es en introduisant un re´gularisateur fortement convergent. Cependant,
avec la trace de Dixmier a` la place de la trace ordinaire (avec des contraintes bien pre´cises sur
la fonction h), ces manipulations restent formelles. En effet, tous les re´gularisateurs naturels
donnent lieu a` des ope´rateurs a` trace, et donc de trace de Dixmier nulle.
Deuxie`me preuve du the´ore`me 1.2.16. Ici, nous remplac¸ons l’hypothe`seMf h(D/ ) est Hilbert–
Schmidt par h(D/ )Mf h(D/ ) est a` trace, pour f = g
∗⋆
Θ
g et g ∈ C∞c (M).
Soit {uk}k∈N un syste`me uniforme´ment borne´ d’unite´s approche´es pour C∞c (M), c’est-a`-dire,
une famille croissante de fonctions positives a` support compact telles que uk ↑ 1 point a` point
sur M . En particulier, ceci implique que s-limMuk = 1. De plus, Muk h(D/ ) est Hilbert–Schmidt
pour tout k car uk est a` support compact (cf. proposition 2.3.3). Conside´rons les ope´rateurs
positifs re´gularise´s
0 ≤ Ak :=Muk h(D/ )Lf h(D/ )Muk .
Etant donne´ que Muk h(D/ ) est Hilbert–Schmidt, Ak est a` trace et
Ak = (2π)
−l
∫
R2l
dly dlz e−i<y,z>Muk h(D/ )V1
2Θy
Mf V−12Θy−z
h(D/ )Muk
=:
∫
R2l
dly dlz Ak(y, z)
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est bien de´finie comme une inte´grale d’ope´rateurs a` trace. De plus, comme Ak et Ak(y, z) sont
a` trace, on peut e´changer la trace et l’inte´grale, pour obtenir en utilisant [h(D/ ), Vz ] = 0
Tr(Ak) = (2π)
−l
∫
R2l
dly dlz e−i<y,z>Tr
(
h(D/ )Mf h(D/ )V−12Θy−z
Mu2k
V1
2Θy
)
.
De meˆme, ∫
R2l
dly dlz e−i<y,z> h(D/ )Mf h(D/ )V−12Θy−z
Mu2k
V1
2Θy
est une inte´grale ou` l’inte´grant est a` trace, car h(D/ )Mf h(D/ ) est a` trace par hypothe`se et∫
R2l
dly dlz e−iy.z V−12Θy−z
Mu2k
V1
2Θy
= Ru2k
(1.2.13)
est borne´ d’apre`s la proposition 1.2.13. Ainsi, Tr(Ak) = Tr
(
h(D/ )Mf h(D/ )Ru2k
)
, et donc
‖Ak‖1 ≤ ‖Ru2k‖ ‖h(D/ )Mf h(D/ )‖1. (1.2.14)
Etant donne´ que {Mu2k}k∈N est un syste`me d’unite´s approche´es uniforme´ment borne´, par la
proposition 2.18 [92], {Ru2k}k∈N est aussi un syste`me d’unite´s approche´es uniforme´ment borne´.
Alors ‖Ru2k‖ ≤ C, d’ou` ‖Ak‖1 ≤ C ‖h(D/ )Mf h(D/ )‖1 pour tout k. Nous avons ensuite besoin
de montrer que s-limAk = A := h(D/ )Lf h(D/ ), pour garantir la trac¸abilite´ de A car d’apre`s
la proposition 2 de [30], la limite d’une famille fortement continue d’ope´rateurs uniforme´ment
borne´s en norme trace, est aussi a` trace. Nous avons
A−Ak = A−MukAMuk = (1−Muk)A+MukA(1−Muk).
Puisque ‖Muk‖ ≤ 1, on obtient pour tout ψ ∈ H
‖(A−Ak)ψ‖ ≤ ‖(1−Muk)Aψ‖ + ‖A‖‖(1 −Muk)ψ‖.
Cela conclut la preuve, car s-limMuk = 1.
La proprie´te´ d’invariance de la norme de Hilbert–Schmidt peut eˆtre ge´ne´ralise´e de la manie`re
suivante. Pour un ope´rateur borne´ A, on peut de´finir formellement ses twists gauche et droit par
LΘA := (2π)
−l
∫
R2l
dly dlz e−i<y,z> V1
2Θy
AV−z ,
RΘA := (2π)
−l
∫
R2l
dly dlz e−i<y,z> V−z AV1
2Θy
.
Nous allons montrer que ces expressions peuvent eˆtre bien de´finies, par exemple pour les
ope´rateurs de Hilbert–Schmidt.
The´ore`me 1.2.19. Soit A un ope´rateur de Hilbert–Schmidt, alors LΘA et R
Θ
A sont aussi Hilbert–
Schmidt avec
‖LΘA‖2 = ‖RΘA‖2 = ‖A‖2 .
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Preuve. La preuve e´tant similaire a` celle du the´ore`me 1.2.16, nous esquisserons uniquement le
cas de LA. D’apre`s [100, the´ore`me 2.11], le noyau KA de A est une fonction appartenant a`
L2(M ×M,µg × µg). De plus, nous obtenons l’expression du noyau de LA en terme de celui de
A :
KLA(p, p
′) = (2π)−l
∫
R2l
dly dlz e−iy.zKA(12Θy.p, z.p
′).
Un calcul tout a` fait semblable a` celui de la preuve du the´ore`me 1.2.16, montre alors que
l’application KA 7→ KLA est une isome´trie sur L2(M ×M,µg × µg), c’est-a`-dire :
‖LA‖2 =
∫
M×M
µg(p)µg(p
′) |KLA(p, p′)|2 (1.2.15)
=
∫
M×M
µg(p)µg(p
′) |KA(p, p′)|2 = ‖A‖2.
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Chapitre 2
Triplets spectraux sans unite´
2.1 Ge´ome´tries spinorielles non commutatives
2.1.1 La notion d’espace Riemannien a` spin non commutatif
Une des notions centrales en ge´ome´trie non commutative est celle de triplet spectral ; de
varie´te´ Riemannienne a` spin non commutative.
Pour de´finir et construire des espaces me´triques a` spin non commutatifs, Connes a reformule´
en terme alge´brique et ope´ratoriel [14,15] la notion de varie´te´ ordinaire. Cette reformulation va
ensuite permettre une ge´ne´ralisation (quasi directe) au monde non commutatif.
Dans ce chapitre, nous allons tout d’abord revoir le cadre axiomatique qui a e´te´ de´veloppe´ pour
reconstruire a` partir de donne´es ope´ratorielles les structures topologique, diffe´rentielle, me´trique
et spin.
Une varie´te´ non commutative compacte a` spin, consiste en un triplet (A,H,D) (ainsi que
deux autres ope´rateurs externes χ et J), sujet aux sept conditions propose´es dans [14]. Ici,
A est une ∗-alge`bre a` e´le´ment unite´ fide`lement repre´sente´e sur un espace de Hilbert H (nous
noterons π la repre´sentation) et D est un ope´rateur non borne´ et essentiellement auto-adjoint,
jouant le roˆle d’un ope´rateur de Dirac abstrait. De plus, le triplet doit eˆtre tel que chacun
des commutateurs [D, π(a)], avec a ∈ A, s’e´tende en un ope´rateur borne´. Il est e´videmment
entendu que π(a)Dom(D) ⊂ Dom(D). Le triplet ainsi de´fini est dit pair, s’il existe de plus une
Z2-graduation χ de l’espace de Hilbert, commutant avec les e´le´ments de l’alge`bre repre´sente´e
et anticommutant avec l’ope´rateur D. Le dernier ingre´dient est un ope´rateur antiline´aire J ,
l’involution de Tomita–Takesaki.
Dans le cas commutatif, c’est-a`-dire lorsque l’on veut reconstruire une varie´te´ Riemannienne
a` spin ordinaire (M,g, S), c’est l’alge`bre C∞(M) qui va permettre de reconstruire l’espace
topologique sous-jacent a` la varie´te´ M . En effet, l’alge`bre C(M) des fonctions continues, la
C∗-comple´tion de C∞(M) par rapport a` la norme ‖.‖∞, est en dualite´ via le the´ore`me de
Gelfand–Naimark avec l’espace de ses caracte`res (∗-homomorphismes d’alge`bres entre C∞(M)
et C), qui se trouve eˆtre (en tant qu’espace localement compact) isomorphe a` M .
La structure Riemannienne va pouvoir quant a` elle, eˆtre reconstruite via la formule des distances ;
en prenant pour D l’ope´rateur de Dirac D/ associe´ a` la me´trique g, on obtient la distance
ge´ode´sique via la formule
dg(p, p
′) = sup
f∈C∞(M)
{|f(p)− f(p′)| : ‖[D/ ,Mf ]‖ ≤ 1} . (2.1.1)
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Ici D/ est vu comme ope´rant sur L2(M,S), l’espace de Hilbert des sections de carre´ sommable
du fibre´ des spineurs, sur lequel C∞(M) est aussi repre´sente´e par ope´rateur de multiplication
point a` point. Rappelons que la distance ge´ode´sique dg(., .) est usuellement de´finie par
dg(p, p
′) := inf
γ
{
lg(γ), γ(0) = p, γ(1) = p
′} , (2.1.2)
ou` γ : [0, 1]→M est une courbe lisse par morceaux et lg(γ) est la longueur (Riemannienne) de
cette courbe :
lg(γ) :=
∫ 1
0
|γ˙(t)|dt :=
∫ 1
0
√
g
(
γ˙(t), γ˙(t)
)
dt.
Il est important de remarquer qu’a` la diffe´rence de la formule (2.1.2), la formule des distances
de Connes (2.1.1) se ge´ne´ralise pour des espaces non commutatifs. On peut en effet de´finir une
notion de distance, associe´e a` la structure Riemannienne abstraite donne´e par l’ope´rateur D,
sur l’espace des e´tats purs (points extre´maux de l’espace convexe des fonctionnelles positives et
normalise´es) d’une C∗-alge`bre A par
d(ψ, φ) = sup
a∈A
{|ψ(a)− φ(a)| : ‖[D, a]‖ ≤ 1} , (2.1.3)
pour tout ψ, φ, e´tats purs de A.
Finalement, lorsque la dimension n de M est paire n = 2m, la graduation χ est l’e´quivalent
n-dimensionnelle de la matrice γ5 en dimension 4
χ = (−i)mγ1 · · · γ2m,
et J est la conjugaison de charge pour les spineurs.
Les autres structures peuvent eˆtre aussi reconstruites, dans le cas compact et sans bord [14,
15, 55, 88], a` condition que le triplet
(
C∞(M), L2(M,S),D/ , J, χ
)
satisfasse a` des contraintes
supple´mentaires. Nous allons revoir ces conditions dans le cas ge´ne´ral compact (a` unite´) et nous
discuterons les points a` modifier pour qu’elles soient applicables aussi dans le cas non compact
(sans unite´).
Soit K(H) l’ide´al des ope´rateurs compacts sur H, et soit Lp(H), p ≥ 1, les classes de Schatten
ordinaires, i.e.
Lp(H) := {T ∈ K(H) : ‖T‖p :=
(
Tr(|T |p))1/p <∞}.
L’ope´rateur D doit de plus eˆtre a` re´solvante compacte, c’est-a`-dire (D− λ)−1 ∈ K(H) pour tout
λ en dehors du spectre de D. Cette premie`re condition oblige a` se restreindre a` des ope´rateurs
ayant un spectre purement ponctuel, i.e. consistant de valeurs propres discre`tes de multiplicite´s
finies. Cette condition caracte´rise, avec le fait que l’alge`bre A posse`de une unite´, les espaces
non commutatifs “compacts” et assure aussi que la classe de K-homologie du triplet est bien
de´finie [63].
La condition de sommabilite´, ou encore axiome de dimension, stipule que (D−λ)−1 soit non
seulement compact mais qu’il appartienne a` la k-ie`me classe de Schatten faible L(k,∞)(H), pour
un certain k ∈ N. Rappelons que ces ide´aux d’ope´rateurs compacts sont de´finis par
L(k,∞)(H) := {T ∈ K(H) : µm(T ) = O(m−1/k)}, k ≥ 1,
ou` µm(T ) de´signe la m-ie`me valeur singulie`re de T , i.e. la m-ie`me valeur propre de son module
|T | := √T ∗T . Aussi, L(1,∞)(H) est le domaine naturel des traces de Dixmier Trω (associe´es a` la
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divergence logarithmique, cf. appendice A).
Autrement dit, il doit exister un unique entier naturel k, la dimension spectrale du triplet, qui
soit tel que (D − λ)−k soit Dixmier-trac¸able et avec une trace de Dixmier non identiquement
nulle.
La trace de Dixmier, dont les proprie´te´s fondamentales sont donne´es dans l’appendice A, jouit
d’un statut tre`s particulier en ge´ome´trie non commutative. Elle permet non seulement de de´finir
une notion purement analytique de dimension, mais aussi de construire abstraitement une
inte´grale sur l’alge`bre, via l’application :
A ∋ a 7→ Trω
(
π(a)|D|−k
)
.
Par construction, cette fonctionnelle posse`de aussi la proprie´te´ d’hypertrace [13,55], i.e. s’annule
sur les commutateurs.
Nous verrons au chapitre 3, que cette inte´grale non commutative permet de construire des
fonctionnelles d’action ge´ne´ralisant celle de Yang–Mills ordinaire.
Lorsque l’ope´rateur D n’est pas inversible, on pourra tout de meˆme donner du sens a` son inverse.
En effet, que l’ope´rateur D soit a` re´solvante compacte, implique en particulier que son noyau
est de dimension finie. Son inverse partielle, D−1 est alors de´fini en lui assignant la valeur 0 sur
ker(D).
Ces conditions doivent eˆtre modifie´es dans le cas non compact. En effet, pour une varie´te´ non
compacte ordinaire, non seulement le noyau de l’ope´rateur de Dirac n’est pas de dimension finie
mais en plus, son spectre essentiel n’est pas vide.
La condition suivante, dite de re´gularite´, constitue une notion de diffe´rentiabilite´ pour les
e´le´ments de l’alge`bre. Soit δ la de´rivation de´finie par δ(T ) := [|D|, T ], pour T ∈ L(H). La
re´gularite´ signifie que a et [D, π(a)] appartiennent a` l’intersection des domaines des puissances
de δ, pour tout a ∈ A. Cette condition ne sera que le´ge`rement modifie´e dans le cas sans unite´.
L’axiome de finitude stipule que l’espace des spineurs lisses H∞, l’intersection des domaines
des puissances de D,H∞ := ⋂nDom(Dn), soit un module projectif de type fini. Rappelons qu’un
module projectif de type fini, le pendant non commutatif d’un fibre´ vectoriel, est un module a`
gauche sur A de la forme Amp, pour un certain projecteur p = p∗ = p2 ∈Mm(A) et un certain
m ∈ N, le ‘rang du fibre´’. Le projecteur en question devant pouvoir eˆtre l’unite´ de Mm(A) (par
exemple dans le cas commutatif avec un fibre´ des spineurs trivial), il est clair que cet axiome
devra eˆtre modifie´ dans le cas non compact.
La condition de re´alite´ consiste en l’existence d’une involution antiline´aire J , de´finissant
une repre´sentation de l’alge`bre oppose´e sur H par a 7→ Jπ(a∗)J−1. De plus, cette deuxie`me
repre´sentation doit commuter avec la premie`re
[π(a), Jπ(b∗)J−1] = 0, ∀ a, b ∈ A,
et doit satisfaire J2 = ±1, JD = ±DJ , Jχ = ±χJ , ou` les signes ne de´pendent que de k mod
8 (voir [14, 55] pour la table des signes). Cette condition ainsi que la suivante, sont de nature
purement alge´brique et ne ne´cessitent pas d’eˆtre modifie´es dans le cas sans unite´.
L’axiome suivant, dit de premier ordre, caracte´rise le fait que dans le cas commutatif,
l’ope´rateur de Dirac est un ope´rateur diffe´rentiel d’ordre un. Cette condition est alors alge´brique-
ment traduite par le fait que les ope´rateurs borne´s [D, π(a)] commutent aussi avec la repre´senta-
tion de l’alge`bre oppose´e ; cela e´quivaut aussi a` dire que l’espace [D, π(A)] est affilie´ a` π(A).
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La condition d’orientabilite´ correspond a` l’existence d’une ”forme volume” sur l’espace non
commutatif. Il doit ainsi exister un k-cycle de Hochschild (a` valeur dans le bimodule A⊗Aop)
c = (a0⊗ b0)⊗a1⊗· · · ⊗ak, a0, · · · , ak ∈ A, b0 ∈ Aop ou` k est la dimension spectrale du triplet,
tel que πD(c) = χ. Ici, πD est la repre´sentation de (A⊗Aop)⊗A⊗k donne´e par :
πD
(
(a0 ⊗ b0)⊗ a1 ⊗ · · · ⊗ al
)
= π(a0)Jπ(b
∗
0)J
−1[D, π(a1)] · · · [D, π(al)]. (2.1.4)
Il y aura encore lieu de modifier cette condition, car la valeur 1 ∈ L(H) doit pouvoir eˆtre prise
par πD(c) lorsque k est impair.
La dernie`re condition, la dualite´ de Poincare´, est de nature topologique. Dans le cas compact,
elle s’exprime par le fait que la forme d’intersection
⋂
: K∗(A) × K∗(A) → Z, donne´e par la
composition du produit de Kasparov avec l’application indice de Fredholm, soit non de´ge´ne´re´e.
Nous laisserons a` part cette dernie`re condition, car n’e´tant pas centrale dans le the´ore`me de re-
construction [15,55] et faisant aujourd’hui encore l’objet d’investigations dans le cas commutatif
non compact (voir en particulier les travaux d’A. Rennie [89]).
2.1.2 Ge´ne´ralisation des axiomes au cas sans unite´
2.1.2.1 Plongement dans une alge`bre avec unite´
En se basant sur la dualite´ de Gelfand–Naimark dans le cas non compact (toute C∗-alge`bre
commutative sans unite´ A est isomorphe a` l’alge`bre C0(χ(A)) des fonctions continues et s’an-
nulant a` l’infini sur l’espace de ses caracte`res χ(A)), le point de de´part pour la construction de
triplets spectraux non unitaux est la donne´e d’une alge`bre sans unite´ A¯.
A l’exception de la condition (D − λ)−1 ∈ K(H), qui n’est clairement pas satisfaite dans
le cas commutatif non compact et dont la ge´ne´ralisation naturelle (de´ja` pre´sente dans [14]) est
π(a)(D−λ)−1 ∈ K(H) pour tout a ∈ A¯, toutes les autres modifications ne´cessitent de conside´rer
un plongement dans une alge`bre a` e´le´ment unite´ : A →֒ A˜. Evidemment, A˜ doit elle aussi eˆtre
repre´sente´e par des ope´rateurs borne´s et doit eˆtre telle que les commutateurs [D, π(a)], pour
tout a ∈ A˜, s’e´tendent en des ope´rateurs borne´s. De plus, on demandera que les conditions de
re´gularite´, de re´alite´ et de premier ordre, soient aussi satisfaites pour les e´le´ments du plongement
unife`re choisie.
Cette adjonction d’unite´ va jouer un roˆle pre´ponde´rant dans les axiomes d’orientation et de
finitude.
Le point clef pour l’axiome d’orientation est de pouvoir laisser la possibilite´ au cycle de Hoch-
schild, jouant le roˆle de la forme volume, de prendre la valeur 1 ∈ L(H). Il est donc clair que
dans le cas sans unite´, le cycle c doit eˆtre un cycle de Hochschild sur A˜ et non pas sur A¯.
Concernant l’axiome de finitude, le projecteur p devra lui aussi eˆtre choisi dans Mm(A˜). Pour
donner lieu a` un module projectif de type fini a` gauche sur A¯ (et non pas sur A˜), il faudra alors
se restreindre a` un plongement unife`re pour lequel A¯ soit un ide´al (a` droite). Il est alors utile
d’introduire la notion de pull-back de module, dans la terminologie de Rennie [89].
De´finition 2.1.1. Soit E := Amp, p ∈Mm(A) un module projectif de type fini a` gauche et soit
A1 un ide´al a` droite de A (i.e. A1A ⊂ A1). Le pull-back de E sur A1 est le module a` gauche E1
sur A1, de´fini par E1 := A1E.
Finalement, l’axiome de dimension doit eˆtre lui aussi le´ge`rement modifie´. Ainsi, nous verrons
dans l’exemple du plan de Moyal, qu’il est trop restrictif de demander que
π(a)(D − λ)−1 ∈ L(k,∞)(H),
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soit satisfait, pour tout a ∈ A¯ (et pour un certain k ∈ N). En effet, l’alge`bre A¯ est quasiment
(modulo le projecteur p) uniquement de´termine´e par l’espace des “spineurs lisses” H∞ ; bien
que sous-ensemble des ope´rateurs compact, l’ensemble {π(a)(D − λ)−1}a∈A¯ n’est pas a priori
inclus dans L(k,∞)(H). Cette subtilite´ e´manant des proprie´te´s des espaces L(p,∞)(H) ne´cessite
l’introduction d’une alge`bre interme´diare A, dense dans A¯, qui soit aussi un ide´al bilate`re de A˜
et qui soit telle que
{π(a)(D − λ)−1}a∈A ⊂ L(k,∞)(H),
pour un certain k ∈ N.
2.1.2.2 Les axiomes modifie´s
De´finition 2.1.2. Un triplet spectral sans unite´ re´el de dimension k, consiste en la donne´e de
(A, A¯, A˜,H,D, J, χ),
ou` A est une sous-alge`bre dense d’une alge`bre (a priori sans unite´) A¯, toutes deux fide`lement
repre´sente´es (via une repre´sentation π) sur l’espace de Hilbert H et A˜ est un plongement unife`re
de A¯, agissant par ope´rateurs borne´s sur le meˆme espace de Hilbert. D est un ope´rateur auto-
adjoint non borne´ sur H tel que [D,π(a)], pour tout a dans A˜, s’e´tende en un ope´rateur borne´
sur H. De plus, J et χ sont des ope´rateurs respectivement anti-unitaire et auto-adjoint. Le triplet
est dit impair lorsque χ = 1 et pair sinon. Dans le cas paire, J et χ doivent satisfaire a` χ2 = 1,
χπ(a) = π(a)χ pour a ∈ A˜ et Dχ = −χD. Finalement, les conditions suivantes doivent eˆtre
ve´rifie´es :
0. Compacite´ :
L’ope´rateur π(a)(D − λ)−1 est compact pour a ∈ A¯ et λ /∈ spD.
1. Dimension spectrale :
Il existe un unique entier positif k, la dimension spectrale du triplet, pour lequel l’ope´rateur
π(a)(D2 + ε2)−1/2 appartient a` la classe de Schatten faible L(k,∞)(H) pour tout a ∈ A.
De plus, Trω(π(a)(|D|+ ε)−k) doit eˆtre non identiquement nulle. L’entier k est paire si et
seulement si le triplet l’est.
2. Re´gularite´ :
Les ope´rateurs borne´s π(a) et [D,π(a)], pour tout a ∈ A˜, appartiennent a` l’intersection
des domaines des puissances de la de´rivation δ : T 7→ [|D|, T ].
3. Finitude :
Les alge`bres A¯ et A˜ sont des pre´-C∗-alge`bres (stables par calcul fonctionnel holomorphe
dans leur C∗-comple´tion) et sont telles que l’espace des spineurs lisses
H∞ :=
⋂
k∈N
Dom(Dk)
soit le A¯-pullback d’un module projectif de type fini sur A˜. De plus A est aussi un ide´al
bilate`re de A˜ et est une pre´-C∗-alge`bre avec la meˆme C∗-comple´tion que A¯.
Aussi, une structure Hermitienne (· | ·) a` valeur dans A¯ est implicitement de´finie sur H∞
par l’inte´grale non commutative :
Trω
(
(π(a)ξ | η)(|D| + ε)−k) = 〈η | π(a)ξ〉, (2.1.5)
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ou` a ∈ A˜ et 〈· | ·〉 de´signe le produit scalaire de H.
4. Re´alite´ :
Il existe un ope´rateur antiunitaire J sur H, qui soit tel que [π(a), Jπ(b)∗J−1] = 0 pour
tout a, b ∈ A˜ (donc b 7→ Jπ(b)∗J−1 est une repre´sentation sur H de l’alge`bre oppose´e
Aop commutant avec la repre´sentation originelle). De plus, J2 = ±1, JD = ±DJ et
aussi Jχ = ±χJ dans le cas pair, ou` les signes ne de´pendent que de k mod 8 (voir par
exemple [55, p. 405] pour la table des signes).
5. Premier ordre :
Les ope´rateurs [D,π(a)] commutent aussi avec la repre´sentation de l’alge`bre oppose´e :
[[D,π(a)], Jπ(b)∗J−1] = 0 pour tous a, b ∈ A˜.
6. Orientation :
Il existe un k-cycle de Hochschild c sur A˜, a` valeur dans A˜⊗A˜op, consistant en une somme
finie de termes (a⊗ bop)⊗ a1⊗ · · · ⊗ ak, dont la repre´sentation naturelle sur H est donne´e
par πD(.) (2.1.4) ; la “forme volume” πD(c) doit re´soudre l’e´quation
πD(c) = χ (cas pair), ou πD(c) = 1 (cas impair). (2.1.6)
Finalement, une telle ge´ome´trie est dite connexe si les seuls ope´rateurs commutant avec A˜
et D sont les scalaires.
2.2 Les plans de Moyal vus comme triplets spectraux
Les re´sultats que nous allons mentionner dans cette partie, ont e´te´ obtenus dans [46] en
collaboration avec J. M. Gracia-Bond´ıa, B. Iochum, T. Schu¨cker et J. C. Va´rilly. Ils visent a`
re´habiliter les de´formations du type Moyal dans le cadre de la GNC, en mettant fin a` une
pole´mique base´e sur des inexactitudes.
Les critiques faites a` l’encontre de ces de´formations sont lie´es a` deux notions diffe´rentes de
dimension. Premie`rement, en se basant sur l’isomorphisme de Wigner (voir la remarque 2.2.11),
il a e´te´ argumente´ que la dimension spectrale du plan de Moyal est nulle : e´tant isomorphe a` des
ope´rateurs compacts, les e´le´ments de l’alge`bre, multiplie´s par l’inverse de l’ope´rateur de Dirac a`
la puissance de la dimension de l’hyperplan conside´re´, donnent lieu a` des ope´rateurs a` trace et
donc a` trace de Dixmier nulle.
Comme nous le verrons lors du paragraphe suivant, cette assertion n’est vraie que lorsque l’on
conside`re la repre´sentation irre´ductible de Schro¨dinger. La repre´sentation que nous allons utiliser,
la repre´sentation re´gulie`re gauche, ne souffre quant a` elle d’aucune affection de cette sorte.
La deuxie`me critique visait la trivialite´ de l’homologie de Hochschild de l’alge`bre sous-
jacente au plan de Moyal. Pour cette deuxie`me notion non commutative de dimension (qui est
inde´pendante de la repre´sentation, du moment qu’elle soit fide`le) les caracte´ristiques topologiques
sont primordiales. Il en re´sulte que cette critique n’est en fait que partiellement correcte, i.e.
n’est vraie que pour certaines alge`bres construites avec le produit de Moyal.
2.2.1 Quelques notions de Moyalologie
2.2.1.1 Espace de Schwartz et produit de Moyal
Soient l ∈ N et Θ une matrice l×l re´elle antisyme´trique. Soit aussi S(Rl) l’espace de Schwartz
(fonctions lisses ayant toutes leurs de´rive´es a` de´croissance rapide) sur Rl. Pour f, h ∈ S(Rl), le
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produit de Moyal a e´te´ de´fini (de´finition 1.2.2) par :
f ⋆Θ h(x) := (2π)
−l
∫∫
R2l
dly dlz e−iyzf(x− 12Θy)h(x+ z). (2.2.1)
Le produit de Moyal correspond e´videmment au produit de Rieffel (1.2.1) associe´ a` l’action de
Rl sur lui-meˆme par translation.
Au vu de la remarque (1.2.3), nous supposerons que la matrice de de´formation Θ soit non
de´ge´ne´re´e, c’est-a`-dire que la forme biline´aire σ(y, z) := y ·Θz soit symplectique. Cela implique
que la dimension soit paire, l = 2N . On de´finit aussi θ > 0 par θ2N := detΘ. La formule (2.2.1)
peut eˆtre alors re´e´crite comme
f ⋆Θ h(x) = (πθ)
−2N
∫∫
d2Ny d2Nz f(x+ y)h(x+ z) e−2iy·Θ
−1z. (2.2.2)
Cette dernie`re expression est tre`s familie`re dans la formulation de la me´canique quantique sur
l’espace des phases, ou` R2N est parame´tre´ par N paires de variables de positions et d’impulsions
conjugue´es. En se´lectionnant
Θ = ~S := ~
(
0 1N
−1N 0
)
, (2.2.3)
le star-produit associe´ (ou plutoˆt son commutateur) a e´te´ introduit dans ce contexte par Moyal
[80], en utilisant un de´veloppement en puissance de ~, dont le premier terme non trivial donne
le crochet de Poisson :
f ⋆~ g(x) =
∑
α∈N2N
( i~
2
)|α| 1
α!
∂f
∂xα
(x)
∂g
∂(Sx)α
(x). (2.2.4)
Le de´veloppement (2.2.4) de la forme inte´grale (2.2.2) existe et quelquefois meˆme devient exact,
sous certaines conditions donne´es dans [39].
Bien que particulie`rement simplificatrice, en l’occurrence lorsque l’une des deux fonctions
est un polynoˆme, la forme diffe´rentielle (ou asymptotique) (2.2.4) du produit de Moyal n’est pas
utilisable pour la construction de triplets spectraux. En effet, l’ope´rateur de Moyal-multiplication
associe´ e´tant
LΘf =
∑
α∈N2N
( iθ
2
)|α| 1
α!
M∂αf
∂
∂(Θx)α
,
ne peut en aucun cas de´finir un ope´rateur borne´ sur L2(R2N ).
Etant donne´ que nos pre´occupations sont de nature analytique, il n’y a pas vraiment d’avan-
tage a` travailler avec la matrice de de´formation Θ la plus ge´ne´rale qui soit ; on prendra alors
pour simplifier (les notations principalement) Θ = θS avec θ re´el. Avec ce choix de Θ, le produit
de Moyal peut eˆtre re´e´crit comme
f⋆
θ
g(x) := (πθ)−2N
∫∫
R4N
d2Ny d2Nz f(y)g(z) e
2i
θ
(x−y) ·S(x−z). (2.2.5)
En plus des proprie´te´s ge´ne´riques du produit twiste´ (1.2.2), (1.2.3), (1.2.4), on peut montrer
par inte´gration par partie que le produit de Moyal satisfait a` la “re`gle de multiplication mixte”,
xj .(f⋆θg) = f⋆θ(xj .g) +
i θ
2
∂f
∂(Sx)j
⋆
θ
g = (xj.f)⋆θg −
i θ
2
f⋆
θ
∂g
∂(Sx)j
, (2.2.6)
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qui permettra en particulier d’e´crire les ope´rateurs de diffe´rentiation partielle en termes de
Moyal-commutateurs.
Pour simplifier les notations, on posera aussi S := S(R2N ) et S ′ := S ′(R2N ) l’espace des
distributions tempe´re´es.
The´ore`me 2.2.1. [54] Aθ := (S, ⋆θ ) est une alge`bre de Fre´chet sans unite´, associative, involutive
avec un produit jointement continu et une trace fide`le.
La preuve de l’associativite´ a de´ja` e´te´ donne´e dans le lemme 1.2.6. Que l’inte´grale soit une
trace pour le produit de Moyal, a aussi e´te´ montre´ dans le lemme 1.2.7. La continuite´ pour ⋆
θ
,
dans la topologie produit de l’espace de Schwartz s’obtient en remarquant que
‖f⋆
θ
g‖∞ ≤ (πθ)−2N‖f‖1 ‖g‖1.
Des estimations similaires pour xα ∂β(f⋆
θ
g), ∀α, β ∈ N2N sont ensuite obtenues par induction,
en utilisant la re`gle de multiplication mixte (2.2.6) ainsi que celle de Leibniz. Ces ine´galite´s
impliquent alors que le produit est se´pare´ment continu, donc jointement continu car S est un
espace de Fre´chet.
2.2.1.2 La base de l’oscillateur harmonique
De´finition 2.2.2. L’alge`bre Aθ posse`de une base naturelle, constitue´e des “transitions propres”
fmn de l’oscillateur harmonique, indice´es par m,n ∈ NN . Avec comme d’habitude, la notation
multi-indicielle m = (m1, . . . ,mN ) ∈ NN , |m| := m1 + · · ·+mN , m! := m1! . . . mN !. Soit
Hl :=
1
2(x
2
l
+ x2
l+N
) pour l = 1, . . . , N et H := H1 +H2 + · · ·+HN ,
les fmn diagonalisent l’Hamiltonien de l’oscillateur harmonique :
Hl⋆θfmn = θ(ml +
1
2 )fmn,
fmn⋆θHl = θ(nl +
1
2)fmn. (2.2.7)
Ces fonctions peuvent eˆtre de´finies par
fmn :=
1√
θ|m|+|n|m!n!
(a∗)m⋆
θ
f00⋆θa
n, (2.2.8)
ou` f00 est la Gaussienne f00(x) := 2
Ne−2H/θ, les fonctions de cre´ation et d’annihilation sont
al :=
1√
2
(x
l
+ i x
l+N
) et a∗l :=
1√
2
(x
l
− i x
l+N
), (2.2.9)
et an := an11 . . . a
nN
N = a
⋆θn1
1 ⋆θ · · · ⋆θa⋆θnNN .
Les fmn peuvent aussi eˆtre exprime´es en termes de polynoˆmes de Laguerre et sont e´videm-
ment tre`s singulie`res dans la limite θ → 0 (voir l’appendice B). Le lemme suivant re´sume leurs
proprie´te´s principales.
Lemme 2.2.3. [54] Soient m,n, k, l ∈ NN . Alors fmn⋆θfkl = δnkfml et f∗mn = fnm. Donc fnn
est un projecteur orthogonal et fmn est nilpotent pour m 6= n. De plus, 〈fmn, fkl〉 = 2N δmk δnl.
La famille { fmn : m,n ∈ NN } ⊂ S ⊂ L2(R2N ) est une base orthogonale.
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Il est clair que eK :=
∑
|n|≤K fnn, pour K ∈ N, de´finit un syste`me d’unite´s approche´es {eK}
pour Aθ. Qui plus est, ce syste`me est uniforme´ment borne´ par rapport a` la norme ope´ratorielle
sur L2(R2N ) car
0 ≤ eK ≤
∞∑
n=0
fnn = 1.
Une conse´quence du lemme 2.2.3 est la caracte´risation matricielle du produit de Moyal.
Proposition 2.2.4. [54] Soit N = 1. Alors Aθ est isomorphe (en tant qu’alge`bre de Fre´chet)
a` l’alge`bre matricielle des suites doublement indice´es a` de´croissance rapide c = {cmn}, i.e. qui
sont telles que pour chaque k ∈ N, les semi-normes
rk(c) :=
( ∞∑
m,n=0
θ2k(m+ 12)
k(n+ 12)
k|cmn|2
)1/2
soient finies. L’isomorphisme est donne´ par la de´composition f =
∑
m,n∈NN cmnfmn dans la base
des {fmn}.
Pour N > 1, Aθ est isomorphe au produit tensoriel projectif de N alge`bres matricielles de
cette sorte.
De´finition 2.2.5. Soit Gst (pour s, t ∈ R) l’espace de Hilbert des e´le´ments f ∈ S ′(R2) pour
lesquels
‖f‖2st :=
∞∑
m,n=0
θs+t(m+ 12)
s(n+ 12)
t|cmn|2 <∞. (2.2.10)
Les espaces de Hilbert Gst, pour s, t ∈ RN , sont de´finis par produit tensoriel :
Gst := Gs1t1 ⊗ · · · ⊗ GsN tN .
En d’autres termes, les e´le´ments (2π)−N/2θ−(N+s+t)/2(m + 12)
−s/2(n + 12)
−t/2fmn (avec une
e´vidente notation multi-indicielle), pour m,n ∈ NN , constituent une base orthonorme´e de Gst.
Il est clair que pour q ≤ s et r ≤ t dans RN , on a S ⊂ Gst ⊆ Gqr ⊂ S ′ avec des in-
clusions denses et continues. De plus, S = ⋂s,t∈RN Gst topologiquement (i.e. la topologie pro-
jective co¨ıncide avec la topologie usuelle de S) et S ′ = ⋃s,t∈RN Gst topologiquement (i.e. la
topologie inductive co¨ıncide avec celle du dual fort de S ′). En particulier, le de´veloppement
f =
∑
m,n∈NN cmnfmn pour f ∈ S ′ converge dans la topologie du dual fort.
Pour deux espaces F , G, tels que f⋆
θ
g soit de´fini pour tout f ∈ F , g ∈ G, on de´signera par
F⋆
θ
G l’espace line´airement engendre´ par l’ensemble {f⋆
θ
g : f ∈ F, g ∈ G}.
En utilisant la caracte´risation matricielle du produit de Moyal, il est possible de montrer que
S⋆
θ
S = S. Autrement dit, l’espace S posse`de la proprie´te´ de factorisation forte.
Proposition 2.2.6. [54, p. 877] L’alge`bre Aθ = (S, ⋆θ ) posse`de la proprie´te´ de factorisation
(non unique) : pour tout h ∈ S il existe f, g ∈ S tel que h = f⋆
θ
g.
La preuve de ce re´sultat est constructive, nous reproduisons ici les arguments principaux.
Preuve. Soit h ∈ S et soit c = {cmn} la suite correspondante. Posons
dm := (sup{|cjk| : j ∈ N, k ≤ m})1/2.
Alors, la suite diagonale d := {dm δmn} et la suite b := {cmn/dm} sont a` de´croissance rapide et
satisfont bd = c.
44 CHAPITRE 2. TRIPLETS SPECTRAUX SANS UNITE´
2.2.1.3 Alge`bres des multiplicateurs
De´finition 2.2.7. En utilisant la proprie´te´ clef de trace (lemme 1.2.7), le produit de Moyal
va pouvoir eˆtre de´fini par dualite´ sur certains sous-ensembles de S ′. En notant 〈T, g〉 ∈ C
l’e´valuation d’une distribution tempe´re´e T ∈ S ′ sur une fonction test g ∈ S, on de´finit en
utilisant la continuite´ du produit de´forme´ sur S, les distributions T⋆
θ
f et f⋆
θ
T pour f ∈ S, par
〈T⋆
θ
f, g〉 := 〈T, f⋆
θ
g〉 et 〈f⋆
θ
T, g〉 := 〈T, g⋆
θ
f〉. L’involution de S est aussi e´tendue sur S ′ par
〈T ∗, g〉 := 〈T, g∗〉.
Des proprie´te´s re´gularisantes du produit de Moyal (voir paragraphe suivant), on tire que si
T ∈ S ′ et f ∈ S, alors T⋆
θ
f, f⋆
θ
T ∈ C∞(R2N ) [54].
Les alge`bres des multiplicateurs (gauche et droit) de Aθ sont les sous-ensembles de S ′ de´finis
par
MθL := {T ∈ S ′(R2N ) : T⋆θh ∈ S(R2N ) pour tout h ∈ S(R2N ) },
MθR := {T ∈ S ′(R2N ) : h⋆θT ∈ S(R2N ) pour tout h ∈ S(R2N ) }.
L’alge`bre bilate`re des multiplicateurs consiste en leur intersection :
Mθ :=MθL ∩MθR.
On peut alors de´finir les produits T⋆
θ
S et S⋆
θ
T pour T ∈ S ′ et S ∈ Mθ. De plus, on montre
(voir [106]) que Mθ est une ∗-alge`bre unife`re, localement convexe, semi-re´flexive, comple`te,
nucle´aire et qu’elle est munie d’un produit hypocontinu et d’une involution continue. De plus
Mθ est la compactification maximale de Aθ de´finie par dualite´ (voir [55, Sec. 1.3]). Cette alge`bre
contient en plus des fonctions constantes, les ondes planes, les fonctions a` croissance polynomiale
ainsi que toutes les de´rive´es de la distribution de Dirac. Il est aussi a` noter que pour des valeurs
diffe´rentes du parame`tre de de´formation,Mθ etMθ′ sont isomorphes mais pas identique en tant
que sous ensemble de S ′. En particulier l’exponentielle imaginaire quadratique
hβ(x) := exp
(
iβ
N∑
j=1
xjxj+N
)
,
appartient a` Mθ si et seulement si |β| 6= 2/θ (voir [39]).
Rappelons aussi que lorsque θ = 0, le roˆle de Mθ est joue´ par OM (“M” pour multiplica-
teur), l’ensemble des fonctions inde´finiment diffe´rentiables sur R2N ayant toutes leurs de´rive´es
a` croissances polynomiales.
Il existe un autre moyen de de´finir le produit de Moyal d’une paire de distributions appar-
tenant aux espaces de type Sobolev Gst [54]. Si f =
∑
m,n cmnfmn ∈ Gst, g =
∑
m,n dmnfmn ∈ Gqr
et si t + q ≥ 0, alors pour amn :=
∑
k cmkdkn, la se´rie h :=
∑
m,n amnfmn converge dans Gsr et
f⋆
θ
g = h. Cette proprie´te´ est obtenue en utilisant
‖f⋆
θ
g‖st ≤ ‖f‖sq ‖g‖rt si q + r ≥ 0. (2.2.11)
Ces estimations, que nous re´e´tablirons dans le cas s = t = 0, sont une conse´quence directe
de l’ine´galite´ de Cauchy–Schwarz pour le produit scalaire sous-jacent a` la norme (2.2.10). En
particulier, Gt,−t est une alge`bre de Banach, pour tout t ∈ RN .
2.2. LES PLANS DE MOYAL VUS COMME TRIPLETS SPECTRAUX 45
Cette premie`re unitalisation est clairement trop “grosse” pour la construction de triplets
spectraux. En effet, une fois repre´sente´e sur L2(R2N ), Mθ n’est pas une alge`bre d’ope´rateurs
borne´s. En particulier xµ ∈ Mθ et
Lθxµ =Mxµ −
iθ
2
∂
∂(Sx)µ
,
n’est pas borne´.
Nous introduisons maintenant une deuxie`me compactification, qui par construction sera repre´-
sente´e sur L2(R2N ) par des ope´rateurs borne´s.
De´finition 2.2.8. Soit Aθ la C
∗-alge`bre
Aθ := {T ∈ S ′ : T⋆θg ∈ L2(R2N ) pour tout g ∈ L2(R2N ) },
munie de la norme ope´ratorielle ‖Lθ(T )‖op := sup{ ‖T⋆θg‖2/‖g‖2 : 0 6= g ∈ L2(R2N ) }.
Evidemment, Aθ = S →֒ Aθ, mais Aθ n’est pas dense dans Aθ. Nous noterons A0θ la fermeture
(en norme) de Aθ dans Aθ.
Les lemmes suivants montrent que L2(R2N ), tout comme L1(R2N ) sont inclus dans Aθ.
Lemme 2.2.9. [54] Si f, g ∈ L2(R2N ), alors f⋆
θ
g ∈ L2(R2N ) et ‖Lθf‖op ≤ (2πθ)−N/2‖f‖2.
Preuve. En de´veloppant f, g ∈ L2(R2N ) sur la base orthonorme´e {αnm} := (2πθ)−N/2{fnm},
f =
∑
m,n cmnαmn et g =
∑
m,n dmnαmn, on a
‖f⋆
θ
g‖22 = (2πθ)−2N
∥∥∥∥∑
m,l
(∑
n
cmn dnl
)
fml
∥∥∥∥2
2
= (2πθ)−N
∑
m,l
∣∣∣∑
n
cmn dnl
∣∣∣2
≤ (2πθ)−N
∑
m,j
|cmj |2
∑
k,l
|dkl|2 = (2πθ)−N‖f‖22 ‖g‖22,
d’apre`s l’ine´galite´ de Cauchy–Schwarz.
Lemme 2.2.10. Si f ∈ L1(R2N ), alors f ∈ Aθ et
‖Lf‖ ≤ (πθ)−N‖f‖1.
Preuve. Re´e´crivons le produit de Moyal comme
f⋆
θ
g(x) = (πθ)−2N
∫
d2Ny f(y) e−
2i
θ
xSy ĝ
(2
θ
S(y − x)),
ou` ĝ de´signe la transforme´e de Fourier de g. En remarquant ensuite que l’ope´rateur Ty, de´fini
par
(Tyψ)(x) := (πθ)
−N e−
2i
θ
xSy ψ̂
(2
θ
S(y − x)),
est unitaire, on obtient le re´sultat car
Lfψ = (πθ)
−N
∫
d2N f(y) (Tyψ).
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Remarque 2.2.11. Le lemme 2.2.9 peut aussi s’obtenir en utilisant la repre´sentation irre´ducti-
ble de Schro¨dinger, a` la place de la repre´sentation re´gulie`re gauche (de´ge´ne´re´e avec multiplicite´
infinie). Soit σθ(.) la repre´sentation de Schro¨dinger (voir [43, 81] par exemple), agissant sur
L2(RN ). On peut alors construire un ope´rateur unitaire W , la transformation de Wigner [43,
106], de L2(R2N ) sur L2(RN )⊗ L2(RN ), tel que
W Lθ(f)W−1 = σθ(f)⊗ 1.
Dans la repre´sentation irre´ductible, σθ(f) pour f ∈ L2(R2N ) est un ope´rateur de Hilbert-Schmidt
avec ‖σθ(f)‖2 = (2πθ)−N/2‖f‖2. On obtient alors directement le re´sultat :
‖Lθ(f)‖L2(R2N ) = ‖σθ(f)‖L2(RN ) ≤ ‖σθ(f)‖2 = (2πθ)−N/2‖f‖2.
Proposition 2.2.12. [67,106] (Aθ, ‖.‖op) est une C∗-alge`bre unife`re d’ope´rateurs sur L2(R2N ),
isomorphe a` L(L2(RN )) et incluant L2(R2N ). De plus, Aθ →֒ Aθ continuˆment, mais Aθ n’est
pas dense dans Aθ, c’est-a`-dire A
0
θ ( Aθ.
La preuve de ce re´sultat est directement base´e sur l’isomorphisme de Wigner W . En effet,
pour f ∈ S, σθ(f) est un ope´rateur compact (en particulier a` trace), et donc
A0θ = {W−1(T ⊗ 1)W : T compact },
alors que
Aθ = {W−1(T ⊗ 1)W : T borne´ }.
Aθ est donc une alge`bre de Fre´chet, dont la topologie est plus fine que celle donne´e par la
norme ope´ratorielle. Nous allons voir maintenant qu’elle est aussi stable par calcul fonctionnel
holomorphe dans sa C∗-comple´tion A0θ.
Proposition 2.2.13. Aθ est une pre´-C∗-alge`bre de Fre´chet sans unite´.
Preuve. Nous adaptons ici les arguments du cas commutatif non compact [55, p. 135]. Pour
montrer que Aθ est stable sous calcul fonctionnel holomorphe, il est suffisant de ve´rifier que si
f ∈ Aθ avec 1 + f inversible dans Aθ avec inverse 1 + g, alors la quasi-inverse g de f appartient
a` Aθ. De
(1 + f)⋆
θ
(1 + g) = 1 + f + g + f⋆
θ
g = 1,
on obtient f⋆
θ
f + g⋆
θ
f + f⋆
θ
g⋆
θ
f = 0. Il est alors suffisant de montrer que f⋆
θ
g⋆
θ
f ∈ Aθ, car
la relation pre´ce´dente impliquera g⋆
θ
f ∈ Aθ et donc g = −f − g⋆θf ∈ Aθ.
Etant donne´ que, Aθ ⊂ G−r,0 pour tout r > N [106, p. 886], et que S =
⋂
s,t∈R Gs,t, alors
pour s, t arbitraires et p, q positifs
f⋆
θ
g⋆
θ
f ∈ Gs,p+r⋆θG−r,0⋆θGq,t ⊂ Gs,t,
en utilisant le fait que Gs,q⋆θGr,t ⊂ Gs,t si q + r ≥ 0 (cf. e´quation 2.2.11).
Finalement, les deux compactifications diffe´rentes Mθ et Aθ de Aθ, contiennent toutes deux
un groupe d’unitaires a` 2N parame`tres, engendre´ par les ondes planes :
exp(ik ·)⋆
θ
exp(il ·) = e− i2θ k·Sl exp(i(k + l)·). (2.2.12)
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La pertinence de la pre´sence de ce groupe d’unitaires re´side dans le fait que l’alge`bre de ce
groupe est isomorphe a` l’alge`bre du 2N -tore non commutatif, qui se trouve eˆtre plonge´ dans
Mθ et Aθ. Notons aussi que dans la repre´sentation adjointe, ce groupe repre´sente le groupe des
translations de R2N : (
exp(ik ·)⋆
θ
f⋆
θ
exp(−ik ·))(x) = f(x+ θSk),
pour f ∈ L2(R2N ).
2.2.1.4 Autres alge`bres
De´finition 2.2.14. Un ope´rateur pseudodiffe´rentiel (ΨDO) A ∈ ΨDO sur Rk est un ope´rateur
line´aire pouvant s’e´crire comme
Ah(x) = (2π)−k
∫∫
R2k
dkξ dky σ[A](x, ξ)h(y) eiξ·(x−y).
Soit Ψd := {A ∈ ΨDO : σ[A] ∈ Sd } la classe des ΨDOs d’ordre d, avec
Sd := {σ ∈ C∞(Rk × Rk) : |∂αx ∂βξ σ(x, ξ)| ≤ CKαβ(1 + |ξ|2)(d−|β|)/2 pour tout x ∈ K },
ou` K est n’importe quel sous-ensemble compact de Rk, α, β ∈ Nk, et les CKαβ sont des constantes
positives. On notera aussi Ψ∞ :=
⋃
d∈RΨ
d et Ψ−∞ :=
⋂
d∈RΨ
d. Un ΨDO A est dit re´gularisant
si A ∈ Ψ−∞, de manie`re e´quivalente [64, 98], si A s’e´tend en une application line´aire continue
de C∞(Rk)′, le dual de l’espace des fonctions inde´finiment diffe´rentiables, dans C∞(Rk).
Lemme 2.2.15. Si f ∈ S, alors Lθf est un ΨDO re´gularisant.
Preuve. A partir de sa de´finition (2.2.1), on obtient directement que l’ope´rateur de multiplica-
tion twiste´e a` gauche par f ∈ S est un ope´rateur pseudodiffe´rentiel de symbole f(x − θ2Sξ).
Clairement, Lθf de´finit une application continue C
∞(R2N )′ → C∞(R2N ), e´tant donne´ que
C∞(R2N )′ →֒ S ′, avec une inclusion continue et que S⋆
θ
S ′ ∈ C∞(R2N ) [54, the´ore`me 1]. On
obtient aussi le re´sultat par
|∂αx ∂βξ f(x− θ2Sξ)| ≤ CKαβ(1 + |ξ|2)(d−|β|)/2,
pour tout α, β ∈ N2N , tout compact K ⊂ R2N et tout d ∈ R, car f ∈ S.
Remarque 2.2.16. A la diffe´rence du cas d’une varie´te´ compacte, les ΨDO re´gularisants sur
une varie´te´ non compacte ne sont pas ne´cessairement des ope´rateurs compacts. En effet, pour
tout n ∈ N, Lθ(fnn) posse`de la valeur propre 1 avec multiplicite´ infinie et ne peut alors pas eˆtre
compact.
Pour les produits de Moyal ge´ne´riques ⋆
Θ
, pour lesquels l’antisyme´trie est la seule contrainte
sur la matrice de de´formation, les ope´rateurs LΘf , R
Θ
f sont aussi des ope´rateurs pseudodiffe´rentiels
de symboles
σ[LΘf ] = f(x− 12Θξ) et σ[RΘf ] = f(x+ 12Θξ). (2.2.13)
De´finition 2.2.17. Pour m ∈ N, f ∈ Cm(Rk) et γ, l ∈ R, soit
qγlm(f) := sup{ (1 + |x|2)(−l+γ|α|)/2|∂αf(x)| : x ∈ Rk, |α| ≤ m };
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et soit Vmγ,l, respectivement Vmγ,l, l’espace des fonctions appartenant a` Cm(Rk) pour lesquelles
(1 + |x|2)(−l+γ|α|)/2 ∂αf(x)
s’annule a` l’infini pour tout |α| ≤ m, respectivement est fini pour tout x ∈ Rk, norme´s par qγlm.
On de´finit alors
Vγ :=
⋃
l∈R
⋂
m∈N
Vmγ,l, et plus ge´ne´ralement, Vγ,l :=
⋂
m∈N
Vmγ,l,
en particulier Vγ =
⋃
l∈R Vγ,l. Soient aussi, OC := V0 et Or := V0,r. On a
S =
⋂
m∈N
⋂
l∈R
Vm0,l.
Finalement, en utilisant les notations de Laurent Schwartz [96], on de´signera par B := O0,
l’espace des fonctions inde´finiment diffe´rentiables ayant toutes leurs de´rive´es borne´es.
Nous aurons aussi besoin de B˙ := ⋂m∈N Vm0,0, l’espace des fonctions lisses s’annulant a` l’infini
ainsi que toutes leurs de´rive´es et l’espace DL2 , des e´le´ments de L2(R2N ) dont toutes les de´rive´es
sont de carre´ sommable (intersection des espaces de Sobolev) [84, 96]. En utilisant le lemme de
Sobolev, on peut montrer que les e´le´ments de DL2 sont en fait des fonctions lisses et que de plus,
DL2 ⊂ B˙ [96] : si f ∈ DL2 , sa transforme´e de Fourier F(f) ve´rifie (1 + |ξ|2n)F(f) ∈ L2(R2N )
pour tout n ∈ N et par l’ine´galite´ de Cauchy–Schwarz F(f) ∈ L1(R2N ), donc f tend vers ze´ro
a` l’infini.
Nous allons reproduire maintenant les arguments, base´s encore une fois sur la de´finition du
produit de Moyal en terme d’inte´grales oscillantes, qui montrent que l’espace OC est stable
sous produit de Moyal. Le produit de Moyal posse`de ainsi, sous certaines conditions, le meˆme
comportement que le produit ordinaire. Cette proposition, extraite de [41], ge´ne´ralise le lemme
1.2.9 dans le cas spe´cifique du plan de Moyal.
Proposition 2.2.18. [41] L’espace OC est une ∗-alge`bre associative pour le produit de Moyal.
Plus pre´cise´ment, le produit de Moyal de´finit une application jointement continue de Or ×Os a`
valeur dans Or+s, pour tout r, s ∈ R. De plus, Aθ est un ide´al bilate`re essentiel de OC .
Preuve. Soit f ∈ Or et g ∈ Os. D’apre`s la re`gle de Leibniz pour le produit de Moyal, on a
∂α(f⋆
θ
g) =
∑
β+γ=α
(α
β
)
∂βf⋆
θ
∂γg. Il est alors suffisant de montrer qu’il existe des constantes
Crsm telles que
(1 + |x|2)−(r+s)/2|(∂βf⋆
θ
∂γg)(x)| ≤ Crsm q0rm(f) q0sm(g) (2.2.14)
pour tout x ∈ R2N et avec m ≥ |β|+ |γ| suffisamment grand. Pour k ∈ N (que l’on de´terminera
plus tard), on a
(∂βf⋆
θ
∂γg)(x) = (πθ)−2N
∫∫
d2Ny d2Nz
∂βf(x+ y)
(1 + |y|2)k
∂γg(x + z)
(1 + |z|2)k (1 + |y|
2)k(1 + |z|2)ke 2iθ y·Sz
= (πθ)−2N
∫∫
d2Ny d2Nz
∂βf(x+ y)
(1 + |y|2)k
∂γg(x + z)
(1 + |z|2)k Pk(∂y, ∂z)
[
e
2i
θ
y·Sz]
= (πθ)−2N
∫∫
d2Ny d2Nz e
2i
θ
y·Sz Pk(−∂y,−∂z)
[
∂βf(x+ y)
(1 + |y|2)k
∂γg(x+ z)
(1 + |z|2)k
]
,
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ou` Pk est un polynoˆme de degre´ 2k dans ses deux variables y et z. En utilisant ensuite
|∂α((1 + |x|2)−k)| ≤ cα,k(1 + |x|2)−k
on obtient
|∂βf⋆
θ
∂γg|(x) ≤
∑
k′,k′′≤2k
C ′k′k′′
∫∫
d2Ny d2Nz
∣∣∣∣∣∂β+k
′
f(x+ y)
(1 + |y|2)k
∂γ+k
′′
g(x+ z)
(1 + |z|2)k
∣∣∣∣∣
≤ C ′′rsm q0rm(f) q0sm(g)
∫∫
d2Ny d2Nz
(1 + |x+ y|2)r/2
(1 + |y|2)k
(1 + |x+ z|2)s/2
(1 + |z|2)k
≤ C ′′′rsm q0rm(f) q0sm(g) (1 + |x|2)(r+s)/2
∫
d2Ny (1 + |y|2)r/2−k
∫
d2Nz (1 + |z|2)s/2−k,
avec m ≥ |β|+ |γ|+2k. L’ine´galite´ de Cauchy 1+ |x+y|2 ≤ 2(1+ |x|2)(1+ |y|2) a e´te´ utilise´e pour
extraire la variable x. Pour k > N +max{r, s}/2 (et donc avec m ≥ |β|+ |γ|+2N +max{r, s}),
les inte´grales sont finies. La continuite´ dans la topologie produit s’obtient alors a` partir des
estimations (2.2.14).
Que S soit un ide´al bilate`re de OC est une conse´quence de l’inclusion OC ⊂Mθ. Rappelons
qu’un ide´al I d’une alge`bre A est dit essentiel si I ∩ I ′ 6= {0} pour tout autre ide´al I ′ 6= {0}.
Rappelons aussi que cette condition est e´quivalente [55, proposition 1.8] a` a I 6= 0 pour tout
0 6= a ∈ A.
Supposons alors qu’il existe un e´le´ment g ∈ OC , qui soit tel que g⋆θS = 0. L’ensemble {fmn}
e´tant une base de S, on a alors g⋆
θ
fmn = 0 pour tout m,n ∈ N2N . Ainsi, dans la de´composition
g =
∑
m,n cmnfmn (en tant qu’e´le´ment de S ′), tous les coefficients cmn doivent eˆtre nuls et donc
g = 0, qui contredit l’hypothe`se.
Finalement, le re´sultat suivant (base´ sur des estimations de type Caldero´n–Vaillancourt)
donne des conditions suffisantes pour que des fonctions lisses appartiennent a` A0θ ou Aθ.
The´ore`me 2.2.19. [43, 65] L’inclusion V2N+10,0 ⊂ Aθ est satisfaite, en particulier on a B ⊂ Aθ.
De plus V2N+100 ⊂ A0θ, et donc B˙ ⊂ A0θ.
Nous avons montre´ dans le lemme 1.2.9 (et aussi dans la proposition 2.2.18), que B est une
∗-alge`bre par produit de Moyal, pour lequel Aθ est un ide´al bilate`re dense (car B ⊂ Mθ). De
plus, DL2 ⊂ B˙ ⊂Mθ. Nous allons montrer maintenant que (DL2 , ⋆θ ) est aussi une ∗-alge`bre.
Lemme 2.2.20. (DL2 , ⋆θ ) est une ∗-alge`bre avec produit et involution continus. De plus,
(DL2 , ⋆θ ) est un ide´al bilate`re dans (B, ⋆θ ).
Preuve. Que les e´le´ments de DL2 soient stables sous produit de Moyal, est une conse´quence de
la re`gle de Leibniz et du lemme 2.2.9 :
‖∂α(f⋆
θ
g)‖2 ≤ (2πθ)N/2
∑
|β|≤|α|
(
α
β
)
‖∂βf‖2 ‖∂α−βg‖2.
La continuite´ jointe est encore obtenue par ces estimations, en utilisant le fait que DL2 est un
espace de Fre´chet (voir [96]). La continuite´ de l’involution f 7→ f∗ est imme´diate.
La proprie´te´ d’ide´al bilate`re de DL2 pour B, vient directement de la stabilite´ de ces deux
espaces sous de´rivations et de l’inclusion B ⊂ Aθ, car alors
‖∂αf⋆
θ
∂βg‖2 ≤ ‖L∂αf‖‖g‖2 <∞
pour tous f ∈ B, g ∈ DL2 et tous α, β ∈ N2N .
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2.2.1.5 Le plongement unife`re pre´fe´re´
Les alge`bres Mθ, Aθ sont trop grosses pour la construction de triplets spectraux. En parti-
culier, Lθ(Mθ) contient des ope´rateurs non borne´s et Aθ, e´tant isomorphe a` L(L2(RN )), a une
cohomologie de Hochschild ininte´ressante. Un plongement dans une alge`bre a` unite´ plus utile
est donne´e par Aθ →֒ A˜θ := (B, ⋆θ ). Cette dernie`re alge`bre posse`de de plus une caracte´risation
intrinse`que : Le commutant de Lθ(S) (i.e. le commutant de Aθ dans la repre´sentation re´gulie`re
gauche) dans la sous-alge`bre des ope´rateurs borne´s lisses (en norme) par rapport a` l’action du
groupe d’Heisenberg, est exactement Rθ(B) [77].
Proposition 2.2.21. A˜θ est une pre´-C∗-alge`bre de Fre´chet a` unite´.
Preuve. Nous avons de´ja` obtenu que l’espace de Fre´chet B est une e´toile alge`bre sous produit
de Moyal, produit continu dans la topologie de´finie par la famille de semi-normes q00m, m ∈ N.
Aussi, les e´le´ments de B sont exactement les e´le´ments de Aθ lisses (en norme) par rapport a`
l’action α (fortement continue sur A˜θ par rapport aux semi-normes q00m) de Rl par translation
[92, the´ore`me 7.1]. Soit maintenant G une fonction holomorphe sur un voisinage du spectre de
Lθf , f ∈ A˜θ. Alors G(f) ∈ A˜θ, car α(G(f)) = G(α(f)) et donc LθG(f) est lisse en norme par
rapport a` l’action α.
La C∗-comple´tion de A˜θ contient A0θ (celle de Aθ), mais il n’est pas certain qu’elle soit
identique a` Aθ. Aussi, A˜θ munie de la topologie que nous avons conside´re´e ici, n’est pas un espace
se´parable. Il existe d’autres topologies sur A˜θ (relativement naturelles), la rendant se´parable [96,
p. 203].
Finalement et en anticipant sur le paragraphe suivant, une des raisons principales pour choisir
A˜θ comme compactification, provient du fait qu’elle est maximale en tant que sous-alge`bre de
Aθ, stable par commutation avec l’ope´rateur de Dirac sur R
2N : pour tout f ∈ A˜θ, n ∈ N, on a
adn∂/ (L
θ
f ) ∈ Lθ(B)⊗M2N (C).
En plus d’eˆtre isomorphe a` l’espace des spineurs ‘lisses’, DL2 posse`de toutes les proprie´te´s
ne´cessaires a` la construction d’un triplet spectral sans unite´.
Corollaire 2.2.22. (DL2 , ⋆θ ) est une pre´-C∗-alge`bre de Fre´chet sans unite´, dont la C∗-comple´-
tion est A0θ.
Preuve. Les arguments sont tout a` fait analogues a` ceux de la preuve de la proposition 2.2.13.
Tout d’abord, on a S ⊂ DL2 ⊂ A0θ avec des inclusions denses, de telle sorte que A0θ est aussi
la C∗-comple´tion de (DL2 , ⋆θ ). En effet, la deuxie`me inclusion s’obtient en remarquant que si
f ∈ DL2 , alors W Lθ(f)W−1 = σθ(f)⊗ 1 ou` σθ(f) est Hilbert–Schmidt donc compact.
Deuxie`mement, si f ∈ DL2 a un quasi-inverse g ∈ A0θ, alors la proposition pre´ce´dente montre
que g ∈ A˜θ. En effet, e´tant donne´ que (DL2 , ⋆θ ) est un ide´al dans A˜θ d’apre`s le lemme 2.2.20,
on en de´duit que f⋆
θ
g⋆
θ
f ∈ DL2 , qui est suffisant pour e´tablir que g ∈ DL2 .
Nous allons introduire maintenant un des outils essentiels pour la construction de triplets
spectraux associe´s aux plans de Moyal. La terminologie ainsi que les concepts que nous allons
e´voquer sont issus de l’article [90], dans lequel Rennie a propose´ d’e´quiper une alge`bre non
commutative sans unite´ A (par exemple Aθ) d’un “ide´al local” Ac ⊂ A. Cette notion constitue
une ge´ne´ralisation non commutative de C∞c (M), l’espace des fonctions a` support compact. Une
alge`bre de Fre´chet A est dite locale, si elle posse`de un ide´al dense Ac avec unite´s locales ; une
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alge`bre Ac posse`de des unite´s locales, si pour chaque sous-ensemble fini {a1, . . . , ak} ⊂ Ac, il
existe u ∈ Ac tel que uai = aiu = ai pour tout i = 1, . . . , k.
Le produit de Moyal n’est e´videmment pas local dans le sens ordinaire, le produit de deux
fonctions (ou distributions) a` supports disjoints n’e´tant pas nul a priori. De plus, il n’y a pas
d’ide´aux connus pour Aθ et DL2 (autres que Aθ), elles ne sont certainement pas locales au sens
de Rennie [90].
On peut cependant de´finir une notion plus faible de localite´, qui se trouve eˆtre partic-
ulie`rement pertinente dans notre situation :
De´finition 2.2.23. Une alge`bre de Fre´chet A est dite quasi-locale s’il existe une sous-∗-alge`bre
dense Ac ⊂ A posse´dant des unite´s locales. Le candidat naturel pour le plan de Moyal est :
Ac :=
⋃
K∈N
Ac,K, ou` Ac,K :=
{
f ∈ S : f =
∑
0≤|m|,|n|≤K
cmnfmn
}
.
C’est-a`-dire, Ac est l’alge`bre des combinaisons line´aires finies des { fmn : m,n ∈ NN } ; elle est
e´videmment dense dans Aθ et dans DL2 et posse`de un syste`me d’unite´s locales donne´ par {eK},
ou` e
K
:=
∑
|n|≤K fnn. Ainsi, Aθ comme DL2 sont quasi-locales.
2.2.2 Les triplets associe´s aux plans de Moyal
Nous allons donner maintenant les triplets spectraux sans unite´ associe´s aux plans de Moyal.
Nous verrons qu’ils satisfont a` toutes les conditions donne´es lors du paragraphe 2.1.2.
Soient A¯θ = (DL2 , ⋆θ ), avec sous-alge`bre dense Aθ = (S(R2N ), ⋆θ ) et plongement unife`re
pre´fe´re´ A˜θ := (B(R2N ), ⋆θ ). L’espace de Hilbert des sections de carre´ inte´grable du fibre´ (trivial)
des spineurs est dans ce cas H := L2(R2N ) ⊗ C2N . La repre´sentation de A¯θ (aussi celles de Aθ
et de A˜θ) est donne´e par πθ : Aθ → L(H) : f 7→ Lθf ⊗ 12N , ou` Lθf agit sur l’espace de Hilbert
re´duit Hr := L2(R2N ) par multiplication twiste´e.
Les ope´rateurs πθ(f) sont borne´s, car ils agissent diagonalement sur H et
‖Lθf‖ ≤ (2πθ)−N/2‖f‖2
pour f ∈ A¯θ (lemme 2.2.9) et car A˜θ ⊂ Aθ (the´ore`me 2.2.19).
Comme dans le cadre ge´ne´rique des de´formations isospectrales, l’ope´rateur auto-adjoint
D n’est pas de´forme´ : il sera l’ope´rateur de Dirac (Euclidien) ordinaire ∂/ := −i ∂µ ⊗ γµ, ou`
les matrices (Hermitiennes) de Dirac γ1, . . . , γ2N , satisfaisant {γµ, γν} = +2 δµν , repre´sentent
(irre´ductiblement) l’alge`bre de Clifford Cℓ(R2N ) associe´e a` (R2N , η), avec η la me´trique Eucli-
dienne standard.
Pour la graduation de l’espace de Hilbert χ, on prendra la chiralite´ associe´e a` l’alge`bre de
Clifford :
χ := γ2N+1 := 1Hr ⊗ (−i)Nγ1γ2 . . . γ2N .
Donc, χ2 = (−1)N (γ1 . . . γ2N )2 = (−1)2N = 1 et χγµ = −γµχ.
La structure re´elle J est la conjugaison de charge pour les spineurs sur R2N . Il est suffisant
de supposer que J2 = ±1 (ou` les signes sont donne´s dans [14,55]) et que
J(1Hr ⊗ γµ)J−1 = −1Hr ⊗ γµ,
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les conditions sur les autres signes seront alors automatiquement garanties. En ge´ne´ral, dans
une repre´sentation donne´e, la conjugaison de charge s’e´crit
J := CK, (2.2.15)
ou` C est une matrice unitaire 2N×2N etK est la conjugaison complexe. Une forme explicite pour
C dans une repre´sentation particulie`re (ou` toutes les matrices γµ sont soit purement imaginaires
soit purement re´elles suivant que µ est pair ou impair) peut eˆtre trouve´e dans [121].
La proprie´te´ fondamentale de la structure re´elle est l’e´change des multiplications twiste´es a`
droite et a` gauche :
J(Lθ(f∗)⊗ 12N )J−1 = Rθ(f)⊗ 12N . (2.2.16)
Cette relation s’obtient en utilisant le fait que la conjugaison complexe est une involution pour
le produit de Moyal (e´quation 1.2.2) et que Lθf agit diagonalement.
Le lemme 1.2.6 proprie´te´ (1.2.4) implique que [∂/ , πθ(f)] = −iLθ(∂µf)⊗ γµ =: πθ(∂/ (f)) qui
par le the´ore`me 2.2.19 est borne´ pour tout f ∈ A˜θ = B(R2N ), exactement comme dans le cas
commutatif.
2.2.3 Ve´rification des axiomes
2.2.3.1 Compacite´ et dimension spectrale
Dans ce paragraphe, nous allons de´velopper des outils et des techniques qui ge´ne´ralisent ceux
de la the´orie de la diffusion en me´canique quantique. La re´fe´rence principale utilise´e est le livre
de B. Simon [100, Chapitre 4]. Nous utiliserons quelquefois la convention L∞(H) := K(H), avec
‖A‖∞ := ‖A‖op.
Alternativement a` 2.2.14, on peut de´finir l’ope´rateur pseudodiffe´rentiel g(−i∇) sur Hr pour
g ∈ L∞(R2N ), par
g(−i∇)ψ := F−1(gFψ),
ou` F est la transforme´e de Fourier ordinaire. Ces deux de´finitions co¨ıncident e´videmment :
g(−i∇)ψ(x) = (2π)−2N
∫∫
d2N ξ d2Ny eiξ·(x−y) g(ξ)ψ(y),
mais permet d’obtenir directement l’ine´galite´ ‖g(−i∇)‖∞ ≤ ‖g‖∞, car alors
‖g(−i∇)ψ‖2 = ‖F−1MgFψ‖2 ≤ ‖Mg‖‖ψ‖2 = ‖g‖∞‖ψ‖2.
The´ore`me 2.2.24. Soient f ∈ A et λ /∈ sp ∂/ . En de´signant par R∂/ (λ) la re´solvante de
l’ope´rateur de Dirac, alors πθ(f)R∂/ (λ) est un ope´rateur compact.
En utilisant la premie`re e´quation re´solvante, R∂/ (λ) = R∂/ (λ
′) + (λ′ − λ)R∂/ (λ)R∂/ (λ′), on
peut toujours supposer que λ = iµ avec µ ∈ R∗. Ce the´ore`me va eˆtre de´montre´ par interpolation
complexe, en utilisant le re´sultat ge´ne´ral sur l’invariance de la norme de Hilbert–Schmidt pour
les de´formations isospectrales (the´ore`me 1.2.16) et la borne pour la norme ope´ratorielle des
ope´rateurs de multiplication twiste´e (lemme 2.2.9).
Lemme 2.2.25. Lorsque f ∈ S et 0 6= µ ∈ R, alors
πθ(f)R∂/ (iµ) ∈ K(H) ⇐⇒ πθ(f)|R∂/ (iµ)|2 ∈ K(H).
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Preuve. La direction ‘⇒’ est e´vidente car R∂/ (−iµ) est un ope´rateur normal borne´ ; en supposant
que πθ(f)R∂/ (iµ) est compact, on en de´duit que π
θ(f)|R∂/ (iµ)|2 = πθ(f)R∂/ (iµ)R∂/ (−iµ) l’est
aussi. Re´ciproquement, si πθ(f)|R∂/ (iµ)|2 est compact, alors πθ(f)|R∂/ (iµ)|2πθ(f∗) est compact
et πθ(f)R∂/ (iµ) est lui aussi compact, sachant qu’un ope´rateur T est compact si et seulement si
TT ∗ l’est.
L’inte´reˆt de ce lemme re´side dans la nature diagonale de l’action de πθ(f)|R∂/ (iµ)|2 sur
H = Hr⊗C2N ; il sera alors possible de remplacer, sans aucune modification dans nos conclusions
H par Hr, πθ(f) par Lθf et de conside´rer le Laplacien ∆ := −
∑2N
µ=1 ∂
2
µ a` la place du carre´ de
l’ope´rateur de Dirac ∂/ 2.
Lemme 2.2.26. Si f, g ∈ L2(R2N ), alors Lθfg(−i∇), Mfg(−i∇) ∈ L2(Hr) avec
‖Lθf g(−i∇)‖2 = ‖Mf g(−i∇)‖2 = (2π)−N‖f‖2 ‖g‖2.
Preuve. La premie`re e´galite´ a de´ja` e´te´ e´tablie lors du the´ore`me 1.2.16. Pour la seconde, il suffit de
remarquer que KMf g(−i∇)(x, y) = (2π)
−Nf(x)ĝ(x − y), ou` ĝ de´signe la transforme´e de Fourier
de g et d’appliquer le the´ore`me 2.11 [100] sur la caracte´risation des ope´rateurs de Hilbert–
Schmidt ; i.e. un ope´rateur sur un espace de Hilbert se´parable L2(X,µ) est de Hilbert-Schmidt si
et seulement si c’est un ope´rateur a` noyau dont le noyau est de carre´ sommable sur (M×M,µ×µ).
Ainsi,
‖Mf g(−i∇)‖22 = (2π)−2N
∫
d2Nx d2Ny |f |2(x) |ĝ|2(x− y) = (2π)−2N ‖f‖2 ‖g‖2.
Lemme 2.2.27. Si f ∈ L2(R2N ) et g ∈ Lp(R2N ) avec 2 ≤ p < ∞, alors Lθf g(−i∇) ∈ Lp(Hr)
et
‖Lθf g(−i∇)‖p ≤ (2π)−N(1/2+1/p)θ−N(1/2−1/p) ‖f‖2 ‖g‖p.
Preuve. Le cas p = 2 (avec l’e´galite´) a e´te´ traite´ dans le lemme pre´ce´dent. Pour p = ∞, on a
‖Lθf g(−i∇)‖∞ ≤ (2πθ)−N/2‖f‖2 ‖g‖∞, car ‖Lθf g(−i∇)‖∞ ≤ ‖Lθf‖∞ ‖g(−i∇)‖∞.
Le re´sultat pour 2 < p <∞ sera obtenu par interpolation complexe (voir [13,100]). A cette
fin, notons que l’on peut toujours supposer g ≥ 0 : en de´finissant la fonction a par |a| = 1 et
g = a|g|, nous avons
‖Lθf g(−i∇)‖22 = Tr(|Lθf g(−i∇)|2) = Tr(g¯(−i∇)Lθf∗ Lθf g(−i∇))
= Tr(|g|(−i∇) a¯(−i∇)Lθf∗ Lθf a(−i∇) |g|(−i∇))
= Tr(a¯(−i∇) |g|(−i∇)Lθf∗ Lθf |g|(−i∇) a(−i∇))
= Tr(|Lθf |g|(−i∇)|2) = ‖Lθf |g|(−i∇)‖22,
et
‖Lθf g(−i∇)‖∞ = ‖Lθf a(−i∇) |g|(−i∇)‖∞ = ‖Lθf |g|(−i∇) a(−i∇)‖∞
≤ ‖Lθf |g|(−i∇)‖∞ ‖a(−i∇)‖∞ = ‖Lθf |g|(−i∇)‖∞.
Ensuite et pour une fonction positive, borne´e et a` support compact g, on de´finit l’application
Fp : z 7→ Lθf gzp(−i∇) : S = { z ∈ C : 0 ≤ ℜz ≤ 12 } → L(Hr).
54 CHAPITRE 2. TRIPLETS SPECTRAUX SANS UNITE´
Pour tout y ∈ R, on a Fp(iy) = Lθf giyp(−i∇) ∈ L∞(Hr) car giyp ∈ L∞(R2N ). De plus,
‖Fp(iy)‖∞ ≤ (2πθ)−N/2‖f‖2.
On a aussi, d’apre`s le lemme 2.2.26, Fp(
1
2 + iy) ∈ L2(Hr) et
‖Fp(12 + iy)‖2 = (2π)−N‖f‖2 ‖gp/2‖2.
On obtient alors par interpolation complexe (voir par exemple [86, Chap. 9] ou [100]) que
F (z) ∈ L1/ℜz(Hr), pour tout z dans la bande S. De plus,
‖Fp(z)‖1/ℜz ≤ ‖F (0)‖1−2ℜz∞ ‖F (12 )‖2ℜz2 = ‖f‖2(2πθ)−
N
2
(1−2ℜz)(2π)−2Nℜz ‖gp/2‖2ℜz2 .
En appliquant cette estimation pour z = 1/p, on obtient pour de telles fonctions g :
‖Lθf g(−i∇)‖p = ‖F (1/p)‖p ≤ (2π)−N(1/2+1/p)θ−N(1/2−1/p)‖f‖2 ‖g‖p.
Finalement, le re´sultat est obtenu en utilisant la densite´ des fonctions a` support compact dans
Lp(R2N ).
Remarque 2.2.28. Dans le cas commutatif, si f et g sont borne´es sur Rk, alors
‖f(x) g(−i∇)‖∞ ≤ ‖f‖∞ ‖g‖∞.
On obtient ainsi, par interpolation complexe [2,86,100], une estimation ‘syme´trique’ en f et g :
‖f(x) g(−i∇)‖p ≤ (2π)−k/p ‖f‖p ‖g‖p,
pour p ≥ 2. Pour g(x) = (1 + |x|2)−1 et f ∈ S, on obtient alors que MfR∂/ (z) est compact.
Lemme 2.2.29. Si f ∈ S et 0 6= µ ∈ R, alors πθ(f) |R∂/ (iµ)|2 ∈ Lp(H) pour tout p > N .
Preuve. Nous avons :
πθ(f) |R∂/ (iµ)|2 = (Lθf ⊗ 12N ) (∂/ − iµ)−1(∂/ + iµ)−1 = Lθf (−∂ν∂ν + µ2)−1 ⊗ 12N .
Ainsi, cet ope´rateur agit diagonalement sur Hr ⊗ C2N et le lemme 2.2.27 implique que
∥∥Lθf (−∂ν∂ν + µ2)−1∥∥p ≤ (2π)−N(1/2+1/p)θ−N(1/2−1/p) ‖f‖2(∫ d2N ξ(ξνξν + µ2)p
)1/p
,
qui est fini pour p > N .
Preuve du the´ore`me 2.2.24. D’apre`s le lemme 2.2.25, il e´tait suffisant de montrer que
πθ(f) |R∂/ (iµ)|2 est compact pour 0 6= µ re´el.
Nous allons e´tablir le re´sultat principal de ce paragraphe :
The´ore`me 2.2.30. La dimension spectrale du 2N -plan de Moyal est 2N .
Nous allons commencer par e´tablir des proprie´te´s d’existence. D’apre`s le lemme 2.2.27 et
parce que [∂/ , πθ(f)] = −iLθ(∂µf) ⊗ γµ, on voit que πθ(f)(∂/ 2 + ε2)−l et [∂/ , πθ(f)] (∂/ 2 + ε2)−l
appartiennent a` Lp(H) pour tout p > N/l (nous supposerons toujours ε > 0). Dans le prochain
lemme, nous allons montrer que [|∂/ |, πθ(f)] (∂/ 2+ε2)−l satisfait aux meˆmes proprie´te´s de somma-
bilite´.
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Lemme 2.2.31. Lorsque f ∈ S et 12 ≤ l ≤ N , alors [|∂/ |, πθ(f)] (∂/ 2 + ε2)−l ∈ Lp(H) pour tout
p > N/l.
Preuve. Nous allons utiliser l’identite´ spectrale, valable pour n’importe quel ope´rateur positif
A,
A =
1
π
∫ ∞
0
dµ√
µ
A2
A2 + µ
,
ainsi que l’identite´ (valable aussi pour tout A, B avec λ /∈ spA) :
[B, (A− λ)−1] = (A− λ)−1[A,B](A − λ)−1. (2.2.17)
Pour tout ρ > 0,
[|∂/ |, πθ(f)] = [|∂/ |+ ρ, πθ(f)] = 1
π
∫ ∞
0
dµ√
µ
[
(|∂/ |+ ρ)2
(|∂/ |+ ρ)2 + µ, π
θ(f)
]
=
1
π
∫ ∞
0
dµ√
µ
(
1− (|∂/ |+ ρ)
2
(|∂/ |+ ρ)2 + µ
)[
(|∂/ |+ ρ)2, πθ(f)] 1
(|∂/ |+ ρ)2 + µ
=
1
π
∫ ∞
0
dµ
√
µ
(|∂/ |+ ρ)2 + µ
[
(|∂/ |+ ρ)2, πθ(f)] 1
(|∂/ |+ ρ)2 + µ
=
1
π
∫ ∞
0
dµ
√
µ
(|∂/ |+ ρ)2 + µ
(
−πθ(∂µ∂µf)− 2i(Lθ(∂µf)⊗ γµ)∂/ + 2ρ
[|∂/ |, πθ(f)])
× 1
(|∂/ |+ ρ)2 + µ. (2.2.18)
La dernie`re e´galite´ implique que
∥∥[|∂/ |, πθ(f)] (∂/ 2 + ε2)−l∥∥
p
≤ 1
π
∫ ∞
0
dµ
∥∥∥∥ √µ(|∂/ |+ ρ)2 + µ(−πθ(∂µ∂µf)− 2i(Lθ(∂µf)⊗ γµ)∂/
+ 2ρ
[|∂/ |, πθ(f)]) 1
(|∂/ |+ ρ)2 + µ (∂/
2 + ε2)−l
∥∥∥∥
p
.
Ainsi, la preuve se re´duit a` montrer que pour tout f ∈ S,
1
π
∫ ∞
0
dµ
∥∥∥∥ √µ(|∂/ |+ ρ)2 + µ πθ(f)∂/ 1(|∂/ |+ ρ)2 + µ (∂/ 2 + ε2)−l
∥∥∥∥
p
<∞. (2.2.19)
Etant donne´ que les normes de Schatten sont des normes syme´triques
‖ABC‖p ≤ ‖A‖‖B‖p‖C‖,
et que seul l’espace de Hilbert restreint est concerne´, l’expression (2.2.19) est majore´e par
1
π
∫ ∞
0
dµ
√
µ
∥∥∥∥ 1(|∂/ |+ ρ)2 + µ
∥∥∥∥3/2∥∥∥∥ ∂/(∂/ 2 + ε2)1/2
∥∥∥∥∥∥∥∥πθ(f) 1(∂/ 2 + ε2)l−1/2 1((|∂/ |+ ρ)2 + µ)1/2
∥∥∥∥
p
≤ 1
π
∫ ∞
0
√
µdµ
(µ + ρ2)3/2
∥∥πθ(f) (∂/ 2 + ε2)−l+1/2((|∂/ |+ ρ)2 + µ)−1/2∥∥
p
.
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En utilisant le lemme 2.2.27, on peut estimer la de´pendance en µ de la dernie`re norme :∥∥πθ(f)((|∂/ |+ ρ)2 + µ)−1/2(∂/ 2 + ε2)−l+1/2∥∥
p
≤ (2π)−N(1/2+1/p)θ−N(1/2−1/p)‖f‖2
∥∥((|ξ|+ ρ)2 + µ)−1/2(|ξ|2 + ε2)−l+1/2∥∥
p
≤ C(p, θ)∥∥((|ξ| + ρ)2 + µ)−1/2∥∥
q
∥∥(|ξ|2 + ε2)−l+1/2∥∥
r
,
avec p−1 = q−1 + r−1 choisis de manie`re approprie´e. Ces inte´grales sont finies pour q > 2N et
r > 2N/(2l − 1) (pour l = 12 , il faut prendre r =∞ et q = p). Pour de telles valeurs,∥∥πθ(f)((|∂/ |+ ρ)2 + µ)−1/2(∂/ 2 + ε2)−l+1/2∥∥
p
≤ C(p, θ,N ; f)‖(|ξ|2 + ε2)−l+1/2‖r Ω1/q2N
(∫ ∞
0
dR
R2N−1
((R + ρ)2 + µ)q/2
)1/q
= C(p, θ,N ; f)‖(|ξ|2 + ε2)−l+1/2‖r πN/q
Γ1/q( q2 −N)
Γ1/q( q2 )
µ−1/2+N/q
=: C ′(p, q, θ,N ; f)µ−1/2+N/q .
Finalement, l’inte´grale (2.2.19) est plus petite que
C ′(p, q, θ,N ; f)
∫ ∞
0
dµ
µN/q
(µ + ρ2)3/2
,
donc finie pour q > 2N et p > N/l. La preuve est alors comple`te.
Le lemme suivant est une ge´ne´ralisation de l’ine´galite´ de Cwikel [26, 100, 112] pour les
ope´rateurs de multiplication twiste´e. Cette ine´galite´ permet d’obtenir dans le cas commutatif
une estimation sur les valeurs singulie`res des ope´rateurs compacts du type Mfg(−i∇). Ces es-
timations donnent alors des conditions suffisantes, sur les fonctions f et g, pour que Mfg(−i∇)
appartienne aux classes de Schatten faibles L(p,∞)(H).
Lemme 2.2.32. Si f ∈ S, alors πθ(f) (|∂/ |+ ε)−1 πθ(f∗) ∈ L(2N,∞)(H).
Preuve. Comme remarque´ pre´ce´demment, il suffit de remplacer ∂/ 2 par ∆, πθ(f) par Lθf et H
par Hr. Soit g(−i∇) := (
√
∆+ ε)−1. Etant donne´ que la fonction g est positive, elle peut eˆtre
de´compose´e comme g =
∑
n∈Z gn ou`
gn(x) :=
{
g(x) si 2n−1 < g(x) ≤ 2n,
0 sinon.
Pour n ∈ Z, soient An et Bn les ope´rateurs de´finis par
An :=
∑
k≤n
Lθf gk(−i∇)Lθf∗ , Bn :=
∑
k>n
Lθf gk(−i∇)Lθf∗ .
La norme ope´ratorielle de An peut eˆtre estime´e par
‖An‖∞ ≤ ‖Lθf‖2
∥∥∥∥∑
k≤n
gk(−i∇)
∥∥∥∥
∞
≤ (2πθ)−N‖f‖22
∥∥∥∥∑
k≤n
gk
∥∥∥∥
∞
≤ (2πθ)−N‖f‖22 2n =: 2n c1(θ,N ; f).
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La norme trace de Bn peut, quant a` elle, eˆtre calcule´e en utilisant le lemme 2.2.26 :
‖Bn‖1 =
∥∥∥∥(∑
k>n
gk(−i∇)
)1/2
Lθf∗
∥∥∥∥2
2
=
∥∥∥∥Lθf(∑
k>n
gk(−i∇)
)1/2∥∥∥∥2
2
= (2π)−2N‖f‖22
∥∥∥∥(∑
k>n
gk
)1/2∥∥∥∥2
2
= (2π)−2N‖f‖22
∥∥∥∥∑
k>n
gk
∥∥∥∥
1
= (2π)−2N‖f‖22
∑
k>n
‖gk‖1
≤ (2π)−2N‖f‖22
∑
k>n
‖gk‖∞ ν{supp(gk)},
ou` ν est la mesure Lebesgue sur R2N . Par de´finition, ‖gk‖∞ ≤ 2k et
ν{supp(gk)} = ν{x ∈ R2N : 2k−1 < g(x) ≤ 2k } ≤ ν{x ∈ R2N : (|x|+ ε)−1 ≥ 2k−1 }
≤ 22N(1−k) c2.
Ainsi,
‖Bn‖1 ≤ (2π)−2N‖f‖22 22N c2
∑
k>n
2k(1−2N)
< π−2N c2 ‖f‖22 2n(1−2N) =: 2n(1−2N) c3(N ; f).
Dans la dernie`re e´galite´, nous avons somme´ une se´rie ge´ome´trique, convergente puisque N > 12 .
On peut alors estimer la m-ie`me valeur singulie`re µm de Bn (les valeurs singulie`res e´tant
compte´es avec leur propre multiplicite´) : ‖Bn‖1 =
∑∞
k=0 µk(Bn) et pour m = 1, 2, 3, . . . , on a
‖Bn‖1 ≥
∑m−1
k=0 µk(Bn) ≥ mµm(Bn). Ainsi, µm(Bn) ≤ ‖Bn‖1m−1 ≤ 2n(1−2N) c3m−1. Finale-
ment, l’ine´galite´ de Fan [100, the´ore`me 1.7] implique
µm(L
θ
f g(−i∇)Lθf∗) = µm(An +Bn) ≤ µ1(An) + µm(Bn)
≤ ‖An‖+ ‖Bn‖1m−1 ≤ 2n c1 + 2n(1−2N) c3m−1.
Pour un m donne´, on peut choisir n ∈ Z de telle sorte que 2n ≤ m−1/2N < 2n+1. Alors
µm(L
θ
f g(−i∇)Lθf∗) ≤ c1m−1/2N + c3m−(1−2N)/2Nm−1 =: c4(θ,N ; f)m−1/2N .
Cette dernie`re ine´galite´ implique directement le re´sultat, car alors
Lθf (
√
∆+ ε)−1 Lθf∗ ∈ L(2N,∞)(Hr).
Corollaire 2.2.33. Si f, g ∈ S, alors πθ(f) (|∂/ |+ ε)−1 πθ(g) ∈ L(2N,∞)(H).
Preuve. Il suffit de conside´rer des combinaisons line´aires de πθ(f ± g∗) (|∂/ |+ ε)−1 πθ(f∗ ± g) et
de πθ(f ± ig∗) (|∂/ |+ ε)−1 πθ(f∗ ∓ ig), pour obtenir le re´sultat.
Corollaire 2.2.34. Pour tout h ∈ S, πθ(h) (|∂/ |+ ε)−1, πθ(h) (∂/ 2 + ε2)−1/2 ∈ L(2N,∞)(H).
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Preuve. D’apre`s la proprie´te´ de factorisation forte (proposition 2.2.6), pour tout h ∈ S, il existe
f, g ∈ S tels que h = f⋆
θ
g . Ainsi
πθ(h) (|∂/ |+ ε)−1 = πθ(f) (|∂/ |+ ε)−1 πθ(g) + πθ(f) [πθ(g), (|∂/ |+ ε)−1],
et nous obtenons a` partir de l’identite´ (2.2.17)
πθ(h) (|∂/ |+ ε)−1 = πθ(f) (|∂/ |+ ε)−1 πθ(g) + πθ(f) (|∂/ |+ ε)−1 [|∂/ |, πθ(g)] (|∂/ |+ ε)−1.
Par des arguments similaires a` ceux des lemmes 2.2.27 et 2.2.31, le dernier terme appartient a`
l’espace Lp(H) pour p > N et donc a` L(2N,∞)(H).
La deuxie`me assertion est obtenue en remarquant (par calcul fonctionnel) que l’ope´rateur
(|∂/ |+ ε)(∂/ 2 + ε2)−1/2 est borne´.
Le lemme suivant est la dernie`re proprie´te´ d’existence dont nous avons besoin.
Lemme 2.2.35. Si f ∈ S, alors πθ(f)(|∂/ |+ ε)−2N et πθ(f)(∂/ 2 + ε2)−N sont dans L(1,∞)(H).
Preuve. Par calcul fonctionnel, il est suffisant de montrer le re´sultat pour πθ(f)(|∂/ | + ε)−2N .
Nous allons factoriser f ∈ S (proposition 2.2.6), en utilisant la notation :
f = f1⋆θf2 = f1⋆θf21⋆θf22 = f1⋆θf21⋆θf221⋆θf222
= · · · = f1⋆θf21⋆θf221⋆θ · · · ⋆θf22···21⋆θf22···22.
Ainsi,
πθ(f) (|∂/ |+ ε)−2N = πθ(f1) (|∂/ |+ ε)−1 πθ(f2) (|∂/ |+ ε)−2N+1
+ πθ(f1) (|∂/ |+ ε)−1 [|∂/ |, πθ(f2)] (|∂/ |+ ε)−2N . (2.2.20)
D’apre`s le lemme 2.2.27, πθ(f1)(|∂/ |+ε)−1 ∈ Lp(H) pour tout p > 2N ; et par le lemme 2.2.31,
le terme [|∂/ |, πθ(f2)](|∂/ | + ε)−2N appartient a` Lq(H) pour tout q > 1. Alors, le dernier
terme du membre de droite de l’e´quation (2.2.20) appartient a` L1(H). Introduisons la relation
d’e´quivalence A ∼ B pour A,B ∈ K(H) lorsque A−B est a` trace. On a alors
πθ(f)(|∂/ |+ ε)−2N ∼ πθ(f1)(|∂/ |+ ε)−1πθ(f2)(|∂/ |+ ε)−2N+1,
donc,
πθ(f)(|∂/ |+ ε)−2N ∼ πθ(f1)(|∂/ |+ ε)−1πθ(f2)(|∂/ |+ ε)−2N+1
= πθ(f1)(|∂/ |+ ε)−1πθ(f21)(|∂/ |+ ε)−1πθ(f22)(|∂/ |+ ε)−2N+2
+ πθ(f1)(|∂/ |+ ε)−1πθ(f21)(|∂/ |+ ε)−1 [|∂/ |, πθ(f22)] (|∂/ |+ ε)−2N+1
∼ πθ(f1)(|∂/ |+ ε)−1πθ(f21)(|∂/ |+ ε)−1πθ(f22)(|∂/ |+ ε)−2N+2 ∼ · · ·
∼ πθ(f1)(|∂/ |+ ε)−1πθ(f21)(|∂/ |+ ε)−1πθ(f221)(|∂/ |+ ε)−1 . . . πθ(f22···22)(|∂/ |+ ε)−1.
La deuxie`me relation est satisfaite car πθ(f1)(|∂/ | + ε)−1πθ(f21)(|∂/ | + ε)−1 ∈ Lp(H) pour
p > N d’apre`s le lemme 2.2.27 et [|∂/ |, πθ(f22)](|∂/ | + ε)−2N+1 ∈ Lq(H) pour q > 2N/(2N − 1)
d’apre`s le lemme 2.2.31. Les autres e´quivalences sont obtenues a` partir d’arguments similaires. Le
corollaire 2.2.33, l’ine´galite´ de Ho¨lder pour les classes de Schatten faibles (voir par exemple [55,
proposition 7.16]) ainsi que l’inclusion L1(H) ⊂ L(1,∞)(H) conduisent finalement au re´sultat.
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Nous allons calculer maintenant des traces de Dixmier. En utilisant la trace re´gularise´e
d’ope´rateurs pseudodiffe´rentiels de´finie par
TrΛ(A) := (2π)
−2N
∫∫
|ξ|≤Λ
d2N ξ d2Nxσ[A](x, ξ),
le re´sultat que nous allons obtenir peut eˆtre conjecture´ car
lim
Λ→∞
TrΛ(·)/ log(Λ2N )
est heuristiquement relie´e a` la trace de Dixmier et car nous avons
lim
Λ→∞
1
2N log Λ
TrΛ
(
πθ(f)(∂/ 2 + ε2)−N
)
= lim
Λ→∞
2N
2N(2π)2N log Λ
∫∫
|ξ|≤Λ
d2N ξ d2Nx f(x− θ2Sξ) (|ξ|2 + ε2)−N
=
2N Ω2N
2N (2π)2N
∫
d2Nx f(x).
Cependant, pour e´tablir rigoureusement ce re´sultat dans le contexte du produit de Moyal, il
est ne´cessaire d’adopter une strate´gie plus subtile. Nous allons ainsi calculer la trace de Dixmier
de l’ope´rateur πθ(f) (∂/ 2+ε2)−N , comme le re´sidu de la trace ordinaire d’une famille me´romorphe
d’ope´rateurs. Dans cette perspective, les re´sultats re´cents de [4], qui e´tendent le the´ore`me de
trace de Connes (voir [12] et [55, Chap. 7]), seront de´terminants.
Dans le langage de [62], notre premie`re taˆche va eˆtre de ve´rifier que la dimension analytique
de Aθ est e´gale a` 2N , c’est-a`-dire que pour f ∈ Aθ, l’ope´rateur πθ(f) (∂/ 2 + ε2)−z/2 est a` trace
lorsque ℜz > 2N .
Lemme 2.2.36. Si f ∈ S, alors Lθf (∂/ 2 + ε2)−z/2 est a` trace pour ℜz > 2N , et
Tr[Lθf (∆ + ε
2)−z/2] = (2π)−2N
∫∫
d2N ξ d2Nxf(x) (|ξ|2 + ε2)−z/2.
Preuve. Soit Sd,l la classe des symboles (de´finition 3.2.7) de Shubin (ou symboles GLS) [60,98] et
Ψld(R2n) la classe correspondante d’ope´rateurs pseudodiffe´rentiels. Il est de´montre´ dans [32], que
si σ(x, ξ) ∈ Sd,l(R2n) pour d, l < −n, alors l’ope´rateur pseudodiffe´rentiel associe´ a` ce symbole
est a` trace. Qui plus est, on a
TrA = (2π)−n
∫∫
dnx dnξ σ(x, ξ).
En utilisant la formule du produit pour les symboles d’ope´rateurs pseudodiffe´rentiels, on
obtient pour p > N ,
σ
[
Lθf (∆ + ε
2)−p
]
(x, ξ) =
∑
α∈NN
(−i)|α|
α!
∂αξ σ[L
θ
f ](x, ξ) ∂
α
x σ
[
(∆ + ε2)−p
]
(x, ξ)
= σ[Lθf ](x, ξ)σ
[
(∆ + ε2)−p
]
(x, ξ)
= f(x− θ2Sξ) (|ξ|2 + ε2)−p.
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Ainsi, toujours avec p > N ,
Tr
(
Lθf (∆ + ε
2)−p
)
= (2π)−2N
∫∫
d2Nξ d2Nx f(x− θ2Sξ) (|ξ|2 + ε2)−p
= (2π)−2N
∫∫
ξ d2Nx f(x) (|ξ|2 + ε2)−p d2N .
Nous continuons avec un re´sultat technique, dans l’esprit de [90]. Conside´rons le syste`me d’u-
nite´s approche´es {eK}K∈N ⊂ Ac avec eK :=
∑
0≤|n|≤K fnn. Les e´le´ments eK sont des projecteurs
ordonne´s : eK⋆θeL = eL⋆θeK = eK pour K ≤ L et sont de plus des unite´s locales pour Ac
(de´finition 2.2.23).
Lemme 2.2.37. Si f ∈ Ac,K ,
πθ(f) (∂/ 2 + ε2)−N − πθ(f) (πθ(eK)(∂/ 2 + ε2)−1πθ(eK))N ∈ L1(H).
Preuve. Pour simplifier les notations, nous utiliserons e := eK et en := eK+n. Etant donne´ que
πθ(f) est borne´ et f = f⋆
θ
e, nous pouvons supposer f = e ∈ Ac,K.
De en⋆θe = e⋆θen = e, on de´duit
πθ(e)(∂/ + λ)−1
(
1− πθ(en)
)
= πθ(e) (∂/ + λ)−1 [∂/ , πθ(en)] (∂/ + λ)−1. (2.2.21)
De plus, πθ(e) [∂/ , πθ(en)] = [∂/ , π
θ(e⋆
θ
en)] − [∂/ , πθ(e)]πθ(en) = 0, car πθ(en), pour n ≥ 1, est
une unite´ locale pour [∂/ , πθ(e)] (voir l’e´quation 3.1.3) :
[∂/ , πθ(e)]πθ(en) = [∂/ , π
θ(e)].
On obtient alors
An := π
θ(e)(∂/ + λ)−1[∂/ , πθ(en)](∂/ + λ)−1
= πθ(e)(∂/ + λ)−1[∂/ , πθ(e1)](∂/ + λ)−1[∂/ , πθ(en)](∂/ + λ)−1
= πθ(e)(∂/ + λ)−1[∂/ , πθ(e1)]πθ(e2)(∂/ + λ)−1[∂/ , πθ(en)](∂/ + λ)−1 = · · ·
=
(
πθ(e)(∂/ + λ)−1
)(
[∂/ , πθ(e1)](∂/ + λ)
−1)([∂/ , πθ(e2)](∂/ + λ)−1) · · · ([∂/ , πθ(en)](∂/ + λ)−1).
Pour n = 2N , A2N apparaˆıt comme un produit de 2N + 1 termes, chacun appartenant a`
L2N+1(H) d’apre`s le lemme 2.2.27. Ainsi, d’apre`s l’ine´galite´ de Ho¨lder, A2N est a` trace et donc
πθ(e)(∂/ + λ)−1(1− πθ(e2N )) ∈ L1(H). D’ou`
πθ(e) (∂/ 2 + ε2)−1
(
1− πθ(e4N)
)
= πθ(e)(∂/ − iε)−1(1− πθ(e2N ) + πθ(e2N ))(∂/ + iε)−1(1− πθ(e4N ))
= πθ(e)(∂/ − iε)−1(1− πθ(e2N ))(∂/ + iε)−1(1− πθ(e4N ))
+ πθ(e)(∂/ − iε)−1πθ(e2N )(∂/ + iε)−1
(
1− πθ(e4N )
) ∈ L1(H), (2.2.22)
c’est-a`-dire que πθ(e)(∂/ 2+ε2)−1 ∼ πθ(e)(∂/ 2+ε2)−1πθ(e4N ), avec la relation d’e´quivalence de´finie
pre´ce´demment. En ite´rant ces e´quivalences, on obtient
πθ(e)(∂/ 2 + ε2)−N ∼ πθ(e)(∂/ 2 + ε2)−1πθ(e4N )(∂/ 2 + ε2)−N+1
∼ πθ(e)(∂/ 2 + ε2)−1πθ(e4N )(∂/ 2 + ε2)−1πθ(e8N)(∂/ 2 + ε2)−N+2 ∼ · · ·
∼ πθ(e)(∂/ 2 + ε2)−1πθ(e4N )(∂/ 2 + ε2)−1πθ(e8N) · · · (∂/ 2 + ε2)−1πθ(e4N2).
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En utilisant ensuite l’identite´ (2.2.17), le dernier terme devient
πθ(e)(∂/ + iε)−1πθ(e)(∂/ − iε)−1πθ(e4N )(∂/ 2 + ε2)−1πθ(e8N) · · · (∂/ 2 + ε2)−1πθ(e4N2)
+ πθ(e)(∂/ + iε)−1[∂/ , πθ(e)](∂/ 2 + ε2)−1πθ(e4N )(∂/ 2 + ε2)−1πθ(e8N ) · · · (∂/ 2 + ε2)−1πθ(e4N2).
Le second terme de la dernie`re expression est a` trace, car compose´ d’un produit de N termes,
chacun appartenant a` Lp(H) pour p > N , ainsi que d’un terme dans Lq(H) pour q > 2N , d’apre`s
le lemme 2.2.27. En commutant πθ(e) encore une fois, on obtient en utilisant la relation d’ordre
sur les unite´s locales eK
πθ(e)(∂/ + iε)−1πθ(e)(∂/ − iε)−1πθ(e4N )(∂/ 2 + ε2)−1πθ(e8N) · · · (∂/ 2 + ε2)−1πθ(e4N2)
= πθ(e)(∂/ 2 + ε2)−1πθ(e)(∂/ 2 + ε2)−1πθ(e8N ) · · · (∂/ 2 + ε2)−1πθ(e4N2)
+ πθ(e)(∂/ 2 + ε2)−1[∂/ , πθ(e)](∂/ − iε)−1πθ(e4N )(∂/ 2 + ε2)−1πθ(e8N ) · · · (∂/ 2 + ε2)−1πθ(e4N2).
Le dernier terme e´tant encore a` trace, il en re´sulte que
πθ(e)(∂/ 2 + ε2)−N ∼ πθ(e)(∂/ 2 + ε2)−1πθ(e)(∂/ 2 + ε2)−1πθ(e8N) · · · (∂/ 2 + ε2)−1πθ(e4N2).
On obtient finalement le re´sultat en appliquant cet algorithme (N − 1) fois :
πθ(e)(∂/ 2 + ε2)−N ∼ (πθ(e)(∂/ 2 + ε2)−1πθ(e))N .
Corollaire 2.2.38. Trω
(
πθ(g) [πθ(f), (∂/ 2 + ε2)−N ]
)
= 0 pour tout g ∈ S et tout projecteur
f ∈ Ac.
Preuve. C’est une conse´quence du lemme pre´ce´dent, ge´ne´ralise´ a` n’importe quel projecteur f
de l’alge`bre quasi-locale Ac et applique´ a` πθ(g⋆θf) (∂/ 2 + ε2)−N et a` son adjoint.
Nous disposons dore´navant de tous les outils ne´cessaires pour e´valuer la trace de Dixmier.
Proposition 2.2.39. Soit f ∈ S, alors chaque trace de Dixmier Trω de πθ(f) (∂/ 2 + ε2)−N est
inde´pendante de ε et de ω, et
Trω
(
πθ(f) (∂/ 2 + ε2)−N
)
=
2N Ω2N
2N (2π)2N
∫
d2Nx f(x) =
1
N ! (2π)N
∫
d2Nx f(x),
ou` Ω2N de´signe l’hypersurface de la boule unite´ de R
2N .
Preuve. Nous allons commencer par de´montrer ce re´sultat pour f ∈ Ac. Soit e une unite´ locale
pour f (qui en posse`de toujours par hypothe`se), i.e. e⋆
θ
f = f⋆
θ
e = f . D’apre`s les lemmes 2.2.35
et 2.2.37 et parce que L1(H) est contenu dans le noyau de la trace Dixmier, on obtient
Trω(π
θ(f) (∂/ 2 + ε2)−N ) = Trω
(
πθ(f) (πθ(e)(∂/ 2 + ε2)−1πθ(e))N
)
.
Le lemme 2.2.37 applique´ a` f = e implique alors que l’ope´rateur positif
(
πθ(e)(∂/ 2+ε2)−1πθ(e)
)N
appartient a` L1+(H) puisqu’e´gal a` πθ(e)(∂/ 2+ ε2)−N plus un terme appartenant a` L1(H). Ainsi,
[4, the´ore`me 5.6] implique (e´tant donne´ que la limite converge, toutes les traces de Dixmier
donneront le meˆme re´sultat) :
Trω
(
πθ(f) (∂/ 2 + ε2)−N
)
= lim
s↓1
(s− 1)Tr[πθ(f) (πθ(e)(∂/ 2 + ε2)−1πθ(e))Ns]
= lim
s↓1
(s− 1)Tr(πθ(f)πθ(e)(∂/ 2 + ε2)−Nsπθ(e) + ENs), (2.2.23)
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ou`
ENs := π
θ(f)
(
πθ(e)(∂/ 2 + ε2)−1πθ(e)
)Ns − πθ(f)πθ(e)(∂/ 2 + ε2)−Nsπθ(e).
Le lemme 2.2.37 montre encore que EN ∈ L1(H).
Pour s > 1, le premier terme de πθ(f)
(
πθ(e)(∂/ 2 + ε2)−1πθ(e)
)Ns
de ENs est a` trace. En
effet, d’apre`s le lemme 2.2.27 et puisque πθ(e)(∂/ 2 + ε2)−1 ∈ Lp(H) pour p > N , nous avons
πθ(e)(∂/ 2 + ε2)−1πθ(e) ∈ LNs(H). Cet ope´rateur e´tant positif, on conclut que(
πθ(e)(∂/ 2 + ε2)−1πθ(e)
)Ns ∈ L1(H).
Le second terme, πθ(f)πθ(e)(∂/ 2 + ε2)−Nsπθ(e) appartient aussi a` L1(H), car
‖πθ(e)(∂/ 2 + ε2)−Nsπθ(e)‖1 = ‖(∂/ 2 + ε2)−Ns/2πθ(e)‖22 = ‖πθ(e)(∂/ 2 + ε2)−Ns/2‖22
qui est fini d’apre`s le lemme 2.2.26. Ainsi, ENs ∈ L1(H) pour tout s ≥ 1. De l’e´quation (2.2.23),
il re´sulte que
Trω
(
πθ(f) (∂/ 2 + ε2)−N
)
= lim
s↓1
(s− 1)Tr(πθ(f)πθ(e)(∂/ 2 + ε2)−Nsπθ(e))
= lim
s↓1
(s− 1)Tr(πθ(f)(∂/ 2 + ε2)−Ns).
En appliquant le lemme 2.2.36, nous obtenons
Trω
(
πθ(f) (∂/ 2 + ε2)−N
)
= lim
s↓1
(s− 1)Tr(12N )Tr
(
Lθf (∆ + ε
2)−Ns
)
= 2N (2π)−2N lim
s↓1
(s − 1)
∫∫
d2N ξ d2Nx f(x) (|ξ|2 + ε2)−Ns
=
1
N ! (2π)N
∫
d2Nx f(x),
ou` l’identite´ ∫
d2N ξ (|ξ|2 + ε2)−Ns = πN Γ(N(s− 1))
Γ(Ns) ε2N(s−1)
,
ainsi que le comportement Γ(Nα) ∼ 1/Nα pour α ↓ 0, ont e´te´ utilise´s. La proposition est alors
de´montre´e pour f ∈ Ac.
Soit finalement f arbitraire dans S. Rappelons aussi que {eK}K forme un syste`me d’unite´s
approche´es pour Aθ. D’apre`s la proprie´te´ de factorisation forte f = g⋆θh avec g, h ∈ S, le
corollaire 2.2.38 implique∣∣Trω((πθ(f)− πθ(eK⋆θf⋆θeK))(∂/ 2 + ε2)−N)∣∣
=
∣∣Trω((πθ(f)− πθ(eK⋆θf)) (∂/ 2 + ε2)−N)∣∣
=
∣∣Trω((πθ(g)− πθ(eK⋆θg))πθ(h)(∂/ 2 + ε2)−N)∣∣
≤ ‖πθ(g)− πθ(eK⋆θg)‖∞ Trω
∣∣πθ(h) (∂/ 2 + ε2)−N ∣∣.
Etant donne´ que ‖πθ(g)−πθ(eK⋆θg)‖∞ ≤ (2πθ)−N/2‖g−eK⋆θg‖2 tend vers ze´ro lorsque K croˆıt,
la preuve est comple`te car eK⋆θf⋆θeK appartient a` Ac et car∫
d2Nx [eK⋆θf⋆θeK ](x)→
∫
d2Nx f(x) , K ↑ ∞.
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Remarque 2.2.40. A partir d’arguments similaires, on peut aussi montrer que pour tout f ∈ S,
Trω
(
πθ(f) (|∂/ |+ ε)−2N) = Trω(πθ(f) (∂/ 2 + ε2)−N).
En conclusion : les dimensions spectrale et analytique des plans de Moyal co¨ıncident. Le
lemme 2.2.35, la proposition 2.2.39 ainsi que la remarque pre´ce´dente terminent la preuve du
the´ore`me 2.2.30.
2.2.3.2 La condition de re´gularite´
The´ore`me 2.2.41. Pour f ∈ A˜θ, les ope´rateurs borne´s πθ(f) et [∂/ , πθ(f)] appartiennent a`
l’intersection des domaines des puissances de la de´rivation δ(T ) := [|∂/ |, T ].
Dans le cas compact commutatif, la de´monstration de ce re´sultat [23, 55] est grandement
simplifie´e, en remarquant que⋂
n∈N
Dom(δn) =
⋂
n,m∈N
(
Dom(Ln) ∩Dom(Rn)),
ou` les ope´rateurs (sur L(H)) L et R sont de´finis par
L(·) := |∂/ |−1 [∂/ 2, ·], R(·) := [∂/ 2, ·] |∂/ |−1. (2.2.24)
Cette simplification vient du fait que les commutateurs avec ∂/ 2 sont beaucoup plus faciles a`
manipuler que ceux avec |∂/ |. Cependant, dans le cas non compact (commutatif ou non), les
ope´rateurs L et R ne sont pas bien de´finis, car |∂/ |−1 ne l’est pas. Une preuve analogue devrait
exister, en de´finissant a` la place de L et R les transformations Lλ et Rλ, pour λ re´elle, par
Lλ(·) := (|∂/ |+ iλ)−1 [∂/ 2, ·], Rλ(·) := [∂/ 2, ·] (|∂/ | − iλ)−1.
Nous allons de´montrer cette condition par une approche plus directe, dont la vertu est de
rester valable dans le cas commutatif compact ou non.
Preuve du the´ore`me 2.2.41. Comme pre´ce´demment, puisque [∂/ , πθ(f)] = −iLθ(∂µf)⊗ γµ, il est
suffisant de de´montrer le re´sultat pour πθ(f). Pour tout n ∈ N et ρ > 0, en ite´rant l’identite´
spectrale (2.2.18) n fois, on obtient pour δn(πθ(f)) :
1
πn
∫ ∞
0
· · ·
∫ ∞
0
dλn . . . dλ1
n∏
i=1
√
λi
(|∂/ |+ ρ)2 + λi (ad(|∂/ |+ ρ)
2)n (πθ(f))
n∏
i=1
1
(|∂/ |+ ρ)2 + λi ,
avec une notation e´vidente pour les commutateurs ite´re´s n fois.
De [∂/ 2, πθ(f)] = ∂/ 2(f)+ 2∂/ (f) ∂/ , avec la notation ∂/ (f) := −iLθ(∂µf)⊗ γµ, on peut ve´rifier
que le terme de plus haut degre´ en ∂/ dans le de´veloppement de (ad(|∂/ | + ρ)2)n (πθ(f)) est
2n∂/ n(f) ∂/ n. Pour le reste de la de´monstration, nous ne conside´rerons que les termes de plus
haut degre´ en ∂/ . Comme dans la preuve du lemme 2.2.31, tous les commutateurs [|∂/ |, πθ(f)] qui
apparaissent a` cause de la pre´sence artificielle de ρ, seront traite´s comme une somme de deux
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ope´rateurs d’ordre un. Ainsi,
1
πn
∫ ∞
0
· · ·
∫ ∞
0
dλn . . . dλ1
n∏
i=1
√
λi
(|∂/ |+ ρ)2 + λi 2
n∂/ n(f)∂/ n
n∏
j=1
1
(|∂/ |+ ρ)2 + λj
=
1
πn
∫ ∞
0
· · ·
∫ ∞
0
dλn . . . dλ1 2
n∂/ n(f) ∂/ n
n∏
i=1
√
λi
((|∂/ |+ ρ)2 + λi)2 (2.2.25)
+
1
πn
∫ ∞
0
· · ·
∫ ∞
0
dλn . . . dλ1
[ n∏
i=1
1
(|∂/ |+ ρ)2 + λi , 2
n∂/ n(f)
]
∂/ n
n∏
i=1
√
λi
(|∂/ |+ ρ)2 + λi .
En utilisant
∫∞
0 dλ t(λ+t
2)−2
√
λ = π/2, le premier terme du membre de droite de l’e´quation
(2.2.25) est e´gal a`
2n∂/ n(f)
∂/ n
(|∂/ |+ ρ)n
(
1
π
∫ ∞
0
dλ
|∂/ |+ ρ
((|∂/ |+ ρ)2 + λ)2
√
λ
)n
= ∂/ n(f)
∂/ n
(|∂/ |+ ρ)n ,
qui est un ope´rateur borne´.
Pour les autres termes, il faut remarquer que le commutateur
[∏
i((|∂/ |+ ρ)2+λi)−1, ∂/ n(f)
]
peut se re´e´crire comme
−
n∏
i=1
((|∂/ |+ ρ)2 + λi)−1
[ n∏
j=1
((|∂/ |+ ρ)2 + λj), ∂/ n(f)
] n∏
k=1
((|∂/ |+ ρ)2 + λk)−1,
et le terme de plus haut degre´ en ∂/ est, a` une constante pre`s
n∏
i=1
((|∂/ |+ ρ)2 + λi)−1 ∂/ n+1(f) ∂/ 2n−1
n∏
k=1
((|∂/ |+ ρ)2 + λk)−1.
Ainsi la preuve se re´duit a` montrer que la norme suivante est finie∥∥∥∥∫ ∞
0
· · ·
∫ ∞
0
dλn . . . dλ1
n∏
i=1
√
λi
(|∂/ |+ ρ)2 + λi ∂/
n+1(f) ∂/ 3n−1
( n∏
j=1
1
(|∂/ |+ ρ)2 + λj
)2∥∥∥∥
≤ ‖∂/ n+1(f)‖
∫ ∞
0
· · ·
∫ ∞
0
n∏
i=1
dλi
(∥∥∥∥ ∂/ 3−1/n((|∂/ |+ ρ)2 + λi)3/2−1/2n
∥∥∥∥∥∥∥∥ √λi(|∂/ |+ ρ)2 + λi
∥∥∥∥3/2+1/2n)
≤ ‖∂/ n+1(f)‖
(∫ ∞
0
dλ
√
λ
(ρ2 + λ)3/2+1/2n
)n
.
Cette dernie`re inte´grale est finie pour tout n ∈ N ainsi que la dernie`re norme, car ∂αf ∈ A˜θ ⊂ Aθ
pour |α| ≤ n+ 1 ; la preuve est alors comple`te.
2.2.3.3 La condition de finitude
Lemme 2.2.42. Les vecteurs lisses pour l’ope´rateur de Dirac sont donne´s par
H∞ :=
⋂
k∈N
Dom(∂/ k) ≃ DL2 ⊗ C2
N
.
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Preuve. Puisque DL2 est le domaine commun des de´rive´es partielles ∂µ, ou` µ = 1, . . . , 2N et
∂/ = −i∂µ ⊗ γµ, la conclusion est imme´diate.
D’apre`s le lemme 2.2.20, A¯θ := DL2 est un ide´al dans A˜θ. Alors, H∞ est un A¯θ-pullback
d’un module libre a` gauche sur A˜θ.
De plus, il y a sur H∞ une structure Hermitienne naturelle a` valeur dans A¯θ, donne´e par
(ξ | η)′ :=
2N∑
j=1
ξj⋆θη
∗
j , pour tout ξ, η ∈ H∞.
Puisque DL2 ⊂ Mθ, le couplage Hermitien (πθ(a)ξ | η)′ := a⋆θ (ξ | η)′ est a` valeur dans Aθ si
a ∈ Aθ. La proposition 2.2.39 et le lemme 1.2.6 impliquent alors
Trω
(
πθ((ξ | η)′) (∂/ 2 + ε2)−N) = 2N Ω2N
2N (2π)2N
2N∑
j=1
∫
d2Nx (ξj⋆θη
∗
j )(x)
=
1
N ! (2π)N
2N∑
j=1
∫
d2Nx η∗j (x) ξj(x).
Ainsi, (ξ | η) := N ! (2π)N (ξ | η)′ est une structure Hermitienne satisfaisant a` l’e´quation (2.1.5).
Son unicite´ peut eˆtre obtenue en reproduisant la preuve du cas commutatif [55, p. 501].
Remarque 2.2.43. De la de´finition des espaces Or, il est clair que Or ⊂ DL2 si et seulement
si r < −N . Soit alors N := ⋃r<−N Or ⊂ DL2 . L’utilisation de la proposition 2.2.18, indique
que l’espace N est une ∗-alge`bre pour le produit ⋆
θ
et qu’il est un ide´al dans A˜θ = B. Cet espace
de fonctions a de´ja` e´te´ utilise´ en physique, en particulier dans [72].
2.2.3.4 Les autres axiomes
• Les proprie´te´s de commutation/anticommutation avec la structure re´elle J , sont e´videm-
ment satisfaites car ni J , ni χ, ni ∂/ n’ont e´te´ de´forme´s. L’axiome de re´alite´ est alors
satisfait.
• La condition de premier ordre est une conse´quence de l’e´quation (2.2.16),
[[∂/ , πθ(f)], Jπθ(g)J−1] = [πθ(∂/ (f)), Jπθ(g)J−1] = −i [Lθ(∂µf)⊗ γµ, Rθ(g∗)⊗ 1] = 0,
car par associativite´ du produit twiste´, les ope´rateurs de multiplication twiste´e a` droite et
a` gauche commutent.
• La condition d’orientation ne´cessite un 2N -cycle de Hochschild sur A˜θ = B. En utilisant le
plongement du tore non commutatif C∞(TkΘ) dans B (vu comme sous-alge`bre des fonctions
pe´riodiques avec une pe´riode fixe´e), on obtient le cycle de´sire´ a` partir des ge´ne´rateurs
uj(x) := e
−ixj , j = 1, . . . , 2N (qui satisfont e´videmment aux relations canoniques du tore
NC). On obtient alors
(−i)N
(2N)!
∑
σ
(−1)σ(uσ(1)⋆θuσ(2)⋆θ · · · ⋆θuσ(2N))⋆Θ−1[∂/ , uσ(1)] · · · [∂/ , uσ(2N)] = χ,
ou` la repre´sentation πθ est sous-entendue.
The´ore`me 2.2.44. Les plans de Moyal (S,DL2 ,B,H, ∂/ , J, χ) sont des triplets spectraux re´els,
sans unite´, connexes de dimension spectrale 2N .
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2.2.4 Remarques sur les contraintes impose´es
Il est normal de se questionner sur la pertinence des choix que nous avons fait, qui
e´videmment ne peuvent eˆtre absolument uniques. Cependant, le contenu analytique des donne´es
(Aθ, A¯θ, A˜θ,H, D, J, χ) est se´ve`rement contraint par les axiomes.
Tout d’abord et comme remarque´ pre´ce´demment, le choix de l’alge`bre A¯θ est presque exclu-
sivement donne´ par la condition de finitude. En d’autres termes, c’est l’ope´rateur D qui nous
nous dit quelle doit eˆtre l’alge`bre sans unite´ a` conside´rer.
Pour le choix du plongement Aθ →֒ A˜θ, le fait que A˜θ soit repre´sente´e par des ope´rateurs
borne´s donne une contrainte ‘supe´rieure’. La condition d’orientabilite´ donne quant a` elle un
plongement ‘minimal’. En effet, A˜θ doit permettre de construire ‘le bon’ cycle de Hochschild.
Dans le cas des plans de Moyal, nous avons vu que l’appartenance des ondes planes au plongement
choisi est une contrainte de´cisive.
Concernant l’alge`bre interme´diaire Aθ, les contraintes impose´es sont de nature purement
analytique (a(D − λ)−k ∈ L(1,∞) pour tout a ∈ Aθ). Au vu des techniques utilise´es dans le cas
des plans de Moyal, l’alge`bre Aθ doit d’une part eˆtre inclue dans l’intersection des fonctions
sommable et de carre´ sommable et d’autre part doit satisfaire a` la proprie´te´ de factorisation
forte. Pour l’heure, seule (S, ⋆
θ
) est connue pour satisfaire a` toutes ces conditions.
Notons finalement que les contraintes impose´es par la condition de re´gularite´ sont en fait
relativement faibles.
2.3 Application aux de´formations isospectrales
Nous allons regarder maintenant les points clefs de la construction de triplets spectraux sans
unite´ associe´s aux de´formations isospectrales non compactes.
Rappelons que la construction de nouveaux triplets spectraux (a` unite´) [24], fut la motivation
premie`re pour introduire les de´formations isospectrales pe´riodiques. Ainsi, a` une de´formation
isospectrale pe´riodique et compacte, on peut associer canoniquement un triplet spectral satis-
faisant a` toutes les conditions requises [14]. En effet, d’une part la construction de Connes–
Dubois-Violette [25] donne directement acce`s a` une ‘pre´-C∗-alge`bre lisse’ C∞(MΘ) et d’autre
part, C∞(MΘ) ayant une unite´ et le reste du triplet n’e´tant pas de´forme´, tous les autres axiomes
sont directement satisfaits.
Nous n’allons donner que des re´sultat partiels dans les cas ge´ne´riques non compacts (pe´riodi-
ques et non pe´riodiques). Il y a deux raisons principales a` cela. Tout d’abord, comparativement
aux plans de Moyal, la ‘technologie alge´brique’ n’est pas suffisamment e´labore´e ; ce travail est
en cours. Deuxie`menent, il re´sulte de l’e´tude pre´ce´dente, que la condition de´terminante pour
l’e´laboration de triplets spectraux sans unite´ est celle de la dimension spectrale.
Nous allons alors nous borner a` de´montrer qu’elle est satisfaite aussi dans les cas courbes.
Pour ce faire, l’outil principal sera une estimation du comportement du noyau de la chaleur sur
sa diagonale. Nous verrons aussi au chapitre 4, que son comportement hors de la diagonale est
primordial pour l’e´tude des the´ories quantiques des champs sur de´formations isospectrales.
2.3.1 Noyau de la chaleur et classes de Schatten
Dans ce paragraphe, nous allons e´tablir des estimations pour les normes de Schatten des
ope´rateurs Mf (1+∆)
−k et Lf (1+∆)−k agissant sur l’espace de Hilbert re´duit Hr := L2(M,µg).
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Ici, ∆ de´signe encore le Laplacien (d+ d∗)2 restreint aux 0-formes. De telles estimations seront
obtenues en utilisant le comportement du noyau de la chaleur sur sa diagonale, la pre´sentation
en terme de transforme´e de Laplace des ope´rateurs (1 +∆)−k, ainsi que la proposition 1.2.13 et
le the´ore`me 1.2.16.
Nous avons besoin de faire de plus amples hypothe`ses sur le ‘comportement de la ge´ome´trie
a` l’infini’. Dore´navant, Kt(p, p
′) de´signera le noyau de la chaleur, i.e. le noyau du semi-groupe
de la chaleur e−t∆. Rappelons qu’en toute ge´ne´ralite´, Kt(p, p′) est une fonction inde´finiment
diffe´rentiable, strictement positive et syme´trique sur M ×M × (0,∞) [27, the´ore`me 5.2.1].
Dans le reste de ce chapitre, nous allons supposer que M est une varie´te´ Riemannienne
connexe, comple`te, de dimension n ≥ 2 et de plus, qu’une des deux hypothe`ses suivantes soit
satisfaite.
Soit B(p, r) := { p′ ∈ M : dg(p, p′) < r } la boule ge´ode´sique centre´e en p et de rayon r. La
constante isope´rime´trique I(M) de la varie´te´, est donne´e [8, p. 96] par
I(M) := inf
Ω
A(∂Ω)n
V (Ω)n−1
,
ou` Ω varie dans l’ensemble des sous-varie´te´s de M ayant une fermeture compacte et un bord
lisse. Ici, V (Ω) et A(∂Ω) sont respectivement le volume et l’aire Riemannien de Ω et de ∂Ω.
Les hyphothe`ses supple´mentaires sur le comportement de la ge´ome´trie a` l’infini sont :
(I) M n’est pas compacte et il existe a > 0 tel que supp∈M I(B(p, a))−1 <∞. (Cette proprie´te´
est en particulier ve´rifie´e lorsque M a une constante isope´rime´trique strictement positive :
I(M) > 0.)
(II) M a une courbure de Ricci borne´e infe´rieurement, c’est-a`-dire, Ricci(p, p) ≥ (n − 1)χ,
pour tout p ∈M et pour une certaine constante χ.
D’apre`s [9, the´ore`me 3.9], ceci entraˆıne que supp∈M V (B(p, a))−1 < ∞, pour un certain
a > 0.
Dans [8, the´ore`me 8, p. 198], il est de´montre´ que si M satisfait a` l’hypothe`se (I), alors le
noyau de la chaleur est borne´ infe´rieurement : pour tout p ∈ M et r > 0 pour lequel B(p, r)
appartient a` l’image de l’application exponentielle expp, on a
Kt(p, p) ≤ C1(n) (t−n/2 + r−(n+2) t)I(B(p, r))−1. (2.3.1)
Des estimations diffe´rentes sont donne´es dans [28, lemme 15] (voir aussi [27]) lorsque la
condition (II) est satisfaite : en se donnant ε > 0, il existe une constante cε telle que pour tout
t > 0 et p ∈M , on ait
0 ≤ Kt(p, p) ≤ cε(n)V (B(p, t1/2))−1 e(ε−E)t,
ou` E := inf sp(∆) ≥ 0. Etant donne´ que [10, proposition 4.1],
V (B(p, r)) ≥ c rn V (B(p, 1)) pour 0 < r < 1,
on obtient alors
Kt(p, p) ≤
{
C2(ε) t
−n/2 V (B(p, 1))−1 e(ε−E)t, t ≤ 1,
C3(ε)V (B(p, 1))
−1 e(ε−E)t, t > 1.
(2.3.2)
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Que les suprema soient finis dans les hyphothe`ses (I) ou (II) ne joue aucun roˆle dans les
estimations (2.3.1) et (2.3.2), mais c’est une condition suffisante pour obtenir le lemme 2.3.2.
Lemme 2.3.1. Supposons que la courbure de Ricci de (M,g) soit borne´e infe´rieurement. Alors
le semi-groupe de la chaleur est une contraction pre´servant la positivite´ sur Lp(M,µg), pour
1 ≤ p ≤ ∞.
Preuve. La proprie´te´ de pre´servation de la positivite´ (φ ≥ 0 implique e−t∆φ ≥ 0) est une
proprie´te´ ge´ne´rale des Laplacien de Dirichlet (voir [27, the´ore`me 5.2.1] ou [29]) ; on peut alors
appliquer le crite`re de Beurling–Deny [87, the´ore`me XIII.51] : un semi-groupe pre´servant la
positivite´ est une contraction sur L∞(M,µg) pour tout t > 0 si et seulement si il est une
contraction sur chaque Lp(M,µg) pour tout t > 0. Alors, pour φ ∈ L∞(M,µg), on a
‖e−t∆φ‖∞ = sup
p∈M
∫
M
Kt(p, p
′)φ(p′)µg(p′) ≤ sup
p∈M
‖φ‖∞
∫
M
Kt(p, p
′)µg(p′) = ‖φ‖∞.
Nous avons utilise´ ici la positivite´ du noyau de la chaleur Kt et de la forme volume Riemannienne
µg, ainsi que la loi de conservation de probabilite´
∫
M Kt(p, p
′)µg(p′) = 1 qui est satisfaite pour
toute varie´te´ comple`te avec courbure de Ricci borne´e infe´rieurement (voir [8, the´ore`me 5, p. 191]
ou [27, the´ore`me 5.2.6, p. 153]).
Lemme 2.3.2. Supposons que M satisfasse (I) ou (II) ; alors (1+∆)−k est un ope´rateur borne´
de L2(M,µg) vers L
∞(M,µg) pour tout k > n/4.
Preuve. Soit φ ∈ L2(M,µg). En utilisant l’ine´galite´ de Cauchy–Schwarz, la positivite´ ainsi que
la syme´trie de K(1+∆)−k , la positivite´ de µg, la re`gle de produit pour les noyaux d’ope´rateurs et
la pre´sentation en terme de transforme´e de Laplace
(1 + ∆)−2k = Γ(2k)−1
∫ ∞
0
t2k−1 e−t (1+∆) dt,
nous obtenons
‖(1 + ∆)−kφ‖2∞ = sup
p∈M
∣∣∣∣∫
M
µg(p
′)K(1+∆)−k (p, p
′)φ(p′)
∣∣∣∣2
≤ ‖φ‖22 sup
p∈M
∫
M
µg(p
′) |K(1+∆)−k (p, p′)|2
= ‖φ‖22 sup
p∈M
∫
M
µg(p
′)K(1+∆)−k (p, p
′)K(1+∆)−k (p
′, p)
= ‖φ‖22 sup
p∈M
K(1+∆)−2k(p, p)
= ‖φ‖22 sup
p∈M
1
Γ(2k)
∫ ∞
0
dt t2k−1 e−tKt(p, p).
Par hypothe`se, les estimations (2.3.1) et (2.3.2) donnent
Kt(p, p) ≤ c1 (t−n/2 + c2 t) max(e(ε0−E)t, 1)
pour des constantes c1, c2, inde´pendantes de p et pour un ε = ε0 < 1 fixe´. Alors, l’inte´grale sur
t est finie lorsque k > n/4, donc ‖(1 + ∆)−kφ‖∞ ≤ c(k) ‖φ‖2.
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Nous arrivons au re´sultat principal de ce paragraphe.
Proposition 2.3.3. Si M satisfait (I) ou (II), alors pour tout f ∈ L2(M,µg) et tout k > n/4,
l’ope´rateur Mf (1 + ∆)
−k est Hilbert–Schmidt et satisfait
‖Mf (1 +∆)−k‖2 ≤ Ck(n) ‖f‖2.
Preuve. QueMf (1+∆)
−k soit un ope´rateur de Hilbert–Schmidt est une conse´quence du principe
de factorisation de Grothendieck [61] : se donnant deux ope´rateurs borne´s
A ∈ L(L2(X,µ), L∞(X,µ)) et B ∈ L(L∞(X,µ), L2(X,µ)),
leur produit BA est un ope´rateur de Hilbert–Schmidt sur L2(X,µ).
Etant donne´ que pour f ∈ L2(M,µg), Mf est borne´ de L∞(M,µg) vers L2(M,µg), le
lemme 2.3.2 montre que Mf (1 + ∆)
−k est Hilbert–Schmidt pour k > n/4. Pour l’estimation
de la norme de Hilbert–Schmidt nous utilisons encore (2.3.1), (2.3.2), ainsi que la repre´sentation
en termes de transforme´e de Laplace :
‖Mf (1 + ∆)−k‖22 =
∫
M×M
µg(p)µg(p
′) |f(p)|2|K(1+∆)−k(p, p′)|2
=
∫
M
µg(p) |f(p)|2K(1+∆)−2k (p, p)
=
1
Γ(2k)
∫
M
µg(p) |f(p)|2
∫ ∞
0
dt t2k−1 e−tKt(p, p) ≤ Ck(n)2 ‖f‖22,
ou` nous avons utilise´ les meˆmes estimations sur l’inte´grale en t que dans le lemme 2.3.2, la
syme´trie et la re`gle du produit pour le noyau K(1+∆)−k .
Remarque 2.3.4. Au vu des techniques employe´es, on peut ge´ne´raliser ce re´sultat au moins
pour les ope´rateurs de la forme Mf h(
√
∆) ou` h est la transforme´e de Laplace d’une fonction qui
se comporte comme tk−1 lorsque t ↓ 0, pour k > n/4 et qui de´croˆıt suffisamment vite a` l’infini.
Nous allons, toujours par interpolation complexe, obtenir des proprie´te´s d’existence analogues
a` celles obtenues lors du paragraphe pre´ce´dent, pour les autres classes de Schatten.
The´ore`me 2.3.5. Si M satisfait (I) ou (II), lorsque f ∈ Lp(M,µg) pour 2 ≤ p < ∞ et
k > n/2p, on a Mf (1 + ∆)
−k ∈ Lp(Hr).
Preuve. Le cas p = 2 a e´te´ obtenu dans la proposition 2.3.3. Pour p =∞, on a
‖Mf (1 + ∆)−k‖ ≤ ‖Mf‖ ‖(1 + ∆)−k‖ ≤ ‖f‖∞ sup
x∈R+
(1 + x)−k = ‖f‖∞.
Nous allons encore e´tablir le re´sultat pour 2 < p <∞ par interpolation complexe. Premie`rement,
on peut toujours supposer f positive, car
‖Mf‖ = ‖M|f |‖, ‖Mf (1 + ∆)−k‖2 = ‖M|f | (1 + ∆)−k‖2.
Alors, pour f ≥ 0 appartenant a` Lp(M,µg), on de´finit l’application
Fp : z 7→Mpzf (1 + ∆)−kpz,
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pour tout z dans la bande S := { z ∈ C : 0 ≤ ℜz ≤ 12 }. Pour tout y ∈ R, l’ope´rateur
Fp(iy) =Mf ipy (1+∆)
ikpy est borne´e, avec ‖Fp(iy)‖ ≤ 1 ; et pour z = 12+iy, la proposition 2.3.3
montre que
‖Fp(12 + iy)‖2 = ‖Mfp/2 (1 + ∆)−kp/2‖2 ≤ Ckp/2(n) ‖fp/2‖2 = Ckp/2(n) ‖f‖p/2p ,
qui est fini car k > n/2p. Par interpolation complexe [100] on obtient que Fp(z) ∈ L1/ℜz(Hr)
pour tout z ∈ S, et
‖Fp(z)‖1/ℜz ≤ ‖Fp(0)‖1−2ℜz∞ ‖Fp(12 )‖2ℜz2 ≤ ‖Mfp/2(1 + ∆)−kp/2‖2ℜz2
≤ Ckp/2(n)2ℜz ‖fp/2‖2ℜz2 = Ckp/2(n)2ℜz ‖f‖pℜzp .
Ainsi, pour z = 1/p
‖Fp(1/p)‖p = ‖Mf (1 + ∆)−k‖p ≤ Ckp/2(n)2/p ‖f‖p,
qui conclut la preuve.
Nous allons ensuite obtenir l’analogue de ce re´sultat pour les ope´rateurs de´forme´s, en utilisant
la proprie´te´ fondamentale de l’invariance de la norme de Hilbert-Schmidt pour les de´formations
isospectrales (lemme 1.2.16), ainsi que la borne sur la norme de Lf (proposition 1.2.13). Nous
ne formulerons cette proposition que pour les ope´rateurs de multiplication a` gauche, mais
e´videmment, elle sera vraie aussi dans le cas de la multiplication twiste´e a` droite.
Proposition 2.3.6. Soient 2 ≤ p <∞ et f ∈ C∞c (M) ou` M satisfait a` (I) ou (II). Alors, dans
le cas d’une action α isome´trique, lisse et propre du groupe Abe´lien Rl, Lf (1 +∆)
−k ∈ Lp(Hr)
pour tout k > n/2p.
Preuve. La preuve e´tant essentiellement la meˆme que celle du the´ore`me pre´ce´dent, nous allons
seulement l’esquisser. Les the´ore`mes 1.2.16 et 2.3.3 impliquent que pour k > n/4,
‖Lf (1 + ∆)−k‖2 = ‖Mf (1 + ∆)−k‖2 ≤ Ck(n) ‖f‖2.
De plus, par (1.2.11),
‖Lf (1 + ∆)−k‖ ≤ ‖Lf‖ ≤ C˜r(l) sup
p∈M
∫
Rl
|(1 + ∆y)rα1
2Θy
f(p)| dly =: ω(f ; r, l, n),
qui est fini lorsque r > l/2. En de´finissant Gp(z) := Lf (1 + ∆)
−kpz pour z ∈ S et k > n/2p, on
conclut que pour tout y ∈ R,
‖Gp(iy)‖ = ‖Lf (1 + ∆)−ikpy‖ ≤ ω(f ; r, l, n),
et
‖Gp(12 + iy)‖2 = ‖Lf (1 + ∆)−kpy/2‖2 ≤ Ckp/2(n) ‖f‖2.
Une fois encore, on obtient le re´sultat par interpolation complexe :
‖Lf (1 + ∆)−k‖p = ‖Gp(p−1)‖p ≤ ‖Gp(0)‖1−2/p∞ ‖Gp(2−1)‖2/p2
≤ ω(f ; r, l, n)1−2/p Ckp/2(n)2/p ‖f‖2/p2 .
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Remarque 2.3.7. Les conclusions de la proposition pre´ce´dente peuvent s’e´tendre au cas p = 1
dans de nombreuses situations. En particulier, pour les plans de Moyal en utilisant la proprie´te´
de factorisation forte (Proposition 2.2.6), et dans le cas ge´ne´ral lorsque f = g⋆
θ
h pour g, h ∈
C∞c (M). En effet, pour k > n/2, avec n ≥ 2, en e´crivant k = 1 + δ on a
Lf (1 + ∆)
−k = Lg(1 + ∆)−1Lh(1 + ∆)−δ + Lg(1 + ∆)−1[∆, Lh](1 + ∆)−1−δ.
On obtient le re´sultat en utilisant la proposition pre´ce´dente, les ine´galite´s de Ho¨lder et en re-
marquant que le commutateur [∆, Lh] est e´gal a` une somme d’ope´rateurs de multiplication twiste´
fois un ope´rateur diffe´rentiel d’ordre un, qui multiplie´ avec le facteur supple´mentaire (1 +∆)−1
donne un ope´rateur borne´.
Nous allons montrer maintenant que la proposition pre´ce´dente s’e´tend naturellement au fibre´
spinoriel.
Corollaire 2.3.8. Soit 2 ≤ p < ∞ et f ∈ C∞c (M). Sous les hypothe`ses de la proposition
pre´ce´dente, Lf (1 +D/
2)−k et Lf (1 + |D/ |)−2k appartiennent a` Lp(H) pour tout k > n/2p.
De´monstration. L’ope´rateur (1 +D/ 2)k(1 + |D/ |)−2k e´tant borne´, il est suffisant de conside´rer le
cas Lf (1 +D/
2)−k. Pour cet ope´rateur, en utilisant la formule de Lichnerowicz
D/ 2 = ∆+ 14R, (2.3.3)
ou` R est le scalaire de courbure, on obtient le re´sultat par comparaison
(1 +D/ 2)−1 = (1 + ∆)−1(1− 14R(1 +D/ 2)−1).
Avant de clore ce paragraphe, nous allons montrer que les commutateurs suivant posse`dent
les meˆmes proprie´te´s de sommabilite´ que celles de Lf (1 +D/
2)−k.
Lemme 2.3.9. Si f ∈ C∞c (M) et 2 ≤ p <∞, alors les ope´rateurs
[D/ ,Lf ] (1 +D/
2)−k, [|D/ |, Lf ] (1 +D/ 2)−k, [(1 +D/ 2)
1
2 , Lf ] (1 +D/
2)−k,
[D/ ,Lf ] (1 + |D/ |)−2k, [|D/ |, Lf ] (1 + |D/ |)−2k, [(1 +D/ 2)
1
2 , Lf ] (1 + |D/ |)−2k
appartiennent tous a` Lp(H) lorsque k > n/2p.
De´monstration. Comme remarque´ pre´ce´demment, il est suffisant d’e´tablir le lemme dans le cas
(1 +D/ 2)−k.
Pour [D/ ,Lf ](1+D/
2)−k, c’est une conse´quence directe de la proprie´te´ d’isome´trie de l’action :
e´tant donne´ que D/ commute avec (le rele`vement de) l’action, on obtient
[D/ ,Lf ] = L[D/ ,Mf ] = LD/f ,
Ainsi, la preuve de la proposition 2.3.6 s’applique avec D/f a` la place de f car (avec un petit
abus de notation) D/f ∈ C∞c (M).
Pour [|D/ |, Lf ], la preuve se de´duit des pre´ce´dentes, en utilisant l’identite´ spectrale pour un
ope´rateur positif A :
A =
1
π
∫ ∞
0
A2
A2 + λ
dλ√
λ
. (2.3.4)
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Ainsi, pour n’importe quel re´el strictement positif ρ,
[|D/ |, Lf ] = [|D/ |+ ρ, Lf ] = 1
π
∫ ∞
0
1
(|D/ |+ ρ)2 + λ
[
(|D/ |+ ρ)2, Lf
] 1
(|D/ |+ ρ)2 + λ
√
λdλ
=
1
π
∫ ∞
0
1
(|D/ |+ ρ)2 + λ
(
D/ [D/ ,Lf ] + [D/ ,Lf ]D/ + 2ρ|D/ |Lf − 2ρLf |D/ |
) 1
(|D/ |+ ρ)2 + λ
√
λdλ.
Conside´rons les diffe´rents termes : vu que [D/ ,Lf ] = LD/f , ils sont tous du meˆme ordre en D/ ; cela
nous permet de ne traiter en de´tail que le premier terme, pour les autres la preuve est identique.
En commutant [D/ ,Lf ] avec le facteur ((|D/ |+ ρ)2+λ)−1 a` sa gauche, le premier terme de la
dernie`re e´quation devient :
1
π
∫ ∞
0
|D/ |+ ρ
((|D/ |+ ρ)2 + λ)2
√
λ dλ
D/
|D/ |+ ρ [D/ ,Lf ]
+
1
π
∫ ∞
0
1
((|D/ |+ ρ)2 + λ)2D/
[
(|D/ 2|+ ρ)2, [D/ ,Lf ]
] 1
(|D/ |+ ρ)2 + λ
√
λdλ
=
1
2
D/
|D/ |+ ρ [D/ ,Lf ] +
1
π
∫ ∞
0
1
((|D/ |+ ρ)2 + λ)2D/
(
D/ [D/ , [D/ ,Lf ]] + [D/ , [D/ ,Lf ]]D/
+ 2ρ|D/ | [D/ ,Lf ]− 2ρ[D/ ,Lf ] |D/ |
) 1
(|D/ |+ ρ)2 + λ
√
λdλ.
Vu que D/ (|D/ |+ ρ)−1 est borne´, le corollaire 2.3.8 montre que
D/
|D/ |+ ρ [D/ ,Lf ] (1 +D/
2)−k ∈ Lp(H) lorsque k > n/p.
Pour les quatre autres termes, par exemple pour le premier, on obtient (et similairement pour
les trois autres) :∥∥∥∥ 1π
∫ ∞
0
D/ 2
((|D/ |+ ρ)2 + λ)2 [D/ , [D/ ,Lf ]](1 + |D/ |)
−k 1
(|D/ |+ ρ)2 + λ
√
λdλ
∥∥∥∥
p
≤ ∥∥[D/ , [D/ ,Lf ]](1 + |D/ |)−k∥∥p 1π
∫ ∞
0
∥∥∥∥ D/ 2(|D/ |+ ρ)2 + λ
∥∥∥∥∥∥∥∥ 1(|D/ |+ ρ)2 + λ
∥∥∥∥2√λ dλ
≤ ∥∥[D/ , [D/ ,Lf ]](1 + |D/ |)−k∥∥p 1π
∫ ∞
0
√
λ
(ρ2 + λ)2
dλ
=
1
2ρ
∥∥LD/ 2f (1 + |D/ |)−k∥∥p
qui est fini d’apre`s le meˆme corollaire.
Pour [(1 +D/ 2)1/2, Lf ], la preuve est essentiellement la meˆme, en utilisant la repre´sentation
spectrale (2.3.4) applique´e a` l’ope´rateur positif (1 +D/ 2)1/2.
2.3.2 Classes de Schatten faibles
Nous allons maintenant de´montrer que les de´formations isospectrales des varie´te´s spinorielles
non compactes ont pour dimension spectrale celle classique, i.e. celle de la varie´te´.
La proposition suivante utilise l’estimation (2.3.1) ou (2.3.2) pour donner une version
ame´liore´e de l’ine´galite´ de Cwikel (lemme 2.2.32).
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Proposition 2.3.10. Soit f ∈ C∞c (M). Alors
Lf (1 + ∆)
−1/2 Lf¯ ∈ Ln,∞(Hr).
De´monstration. Choisissons un nombre m tel que 0 < m < 1. On de´finit les ope´rateurs positifs
Ak := Lf
∫ m2k
0
t−1/2 e−t(1+∆) dt Lf¯ ,
Bk := Lf
∫ 1
m2k
t−1/2 e−t(1+∆) dt Lf¯ ,
C := Lf
∫ ∞
1
t−1/2 e−t(1+∆) dt Lf¯ ,
pour tout k ∈ N (la valeur de k la plus commode sera choisie plus tard). Leur somme est
e´videmment Ak +Bk + C = Γ(
1
2 )Lf (1 + ∆)
−1/2Lf¯ pour tout k ∈ N.
Montrons tout d’abord que C appartient a` toutes les classes de Schatten Lp(Hr) pour p ≥ 1.
En effet, en utilisant le the´ore`me 1.2.16 ainsi que (2.3.1) ou (2.3.2), on obtient
‖C‖1 =
∥∥∥∥Lf(∫ ∞
1
t−1/2e−t(1+∆) dt
)1/2∥∥∥∥2
2
=
∥∥∥∥Mf(∫ ∞
1
t−1/2e−t(1+∆) dt
)1/2∥∥∥∥2
2
= Tr
(
M|f |2
∫ ∞
1
t−1/2e−t(1+∆) dt
)
=
∫
M
|f(p)|2
∫ ∞
1
t−1/2e−tKt(p, p)µg(p) dt
≤ c
∫
M
|f(p)|2 µg = c ‖f‖22.
Ainsi C ∈ Ln(Hr) ⊂ Ln,∞(Hr).
De plus, on obtient l’estimation suivante pour la norme ope´ratorielle de Ak :
‖Ak‖ ≤ ‖Lf‖2
∫ m2k
0
t−1/2‖e−t(1+∆)‖ dt ≤ ‖Lf‖2
∫ m2k
0
t−1/2 dt = 2 ‖Lf‖2mk.
D’apre`s le the´ore`me 1.2.16, on peut aussi estimer Bk en norme de trace :
‖Bk‖1 =
∫ 1
m2k
t−1/2e−t
∫
M
|f(p)|2Kt(p, p)µg(p) dt
≤ c
∫
M
|f(p)|2 µg(p)
∫ 1
m2k
t−(n+1)/2 dt
= c ‖f‖22
2
n− 1 (m
−k(n−1) − 1)
≤ c′ ‖f‖22m−k(n−1),
car m < 1.
Par l’ine´galite´ de Fan —voir [100]—, on peut estimer la j-ie`me valeur singulie`re de
D := Ak +Bk :
µj(D) = µj(Ak +Bk) ≤ µ1(Ak) + µj(Bk)
≤ ‖Ak‖+ j−1‖Bk‖1
≤ 2 ‖Lf‖2mk + c′ ‖f‖22 j−1mk(1−n).
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Finalement, se donnant j et m < 1, on peut choisir k ∈ N qui soit tel que mk ≤ j−1/n < mk−1.
Ainsi, j−1m−k(n−1) < m(k−1)nm−k(n−1) = m−nmk et donc
µj(D) ≤ c(f, n,m) j−1/n,
qui termine la preuve car Lf (1 + ∆)
−1/2 Lf¯ = Γ(
1
2)
−1(C +D).
Ce re´sultat a un corollaire imme´diat.
Corollaire 2.3.11. Soit f, h ∈ C∞c (M). Alors Lf (1 + ∆)−1/2 Lh ∈ Ln,∞(Hr).
De´monstration. On obtient le re´sultat par polarisation, i.e. en additionnant
L(f±h¯) (1 + ∆)
−1/2 L(f¯±h) et L(f±ih¯) (1 + ∆)
−1/2 L(f¯∓ih).
Une fois encore, ce re´sultat se rele`ve a` l’espace de Hilbert des spineurs de carre´ inte´grable.
Corollaire 2.3.12. Soit f, h ∈ C∞c (M). Alors Lf (1 + D/ 2)−1/2 Lh et Lf (1 + |D/ |)−1 Lh sont
dans Ln,∞(H).
De´monstration. De´composons le deuxie`me ope´rateur comme
Lf (1 + |D/ |)−1 Lh = Lf (1 +D/ 2)−1/2Lh (1 +D/
2)1/2
1 + |D/ | + Lf (1 +D/
2)−1/2
[
(1 +D/ 2)1/2
1 + |D/ | , Lh
]
= Lf (1 +D/
2)−1/2Lh
(1 +D/ 2)1/2
1 + |D/ | − Lf (1 + |D/ |)
−1[|D/ |, Lh](1 + |D/ |)−1
+ Lf (1 +D/
2)−1/2
[
(1 +D/ 2)1/2, Lh
]
(1 + |D/ |)−1.
Vu que Lf (1 + |D/ |)−1, [|D/ |, Lh](1 + |D/ |)−1, Lf (1 + D/ 2)−1/2 et [(1 + D/ 2)1/2, Lh](1 + |D/ |)−1
appartiennent tous a` L2n(H) d’apre`s le lemme 2.3.9, et comme (1+D/ 2)1/2(1+ |D/ |)−1 est borne´,
il est suffisant de de´monter le corollaire pour Lf (1 +D/
2)−1/2 Lh.
Par l’identite´ (2.3.4) et la formule de Lichnerowicz une fois encore, on obtient
Lf (1 +D/
2)−1/2 Lh = Lf
1
π
∫ ∞
0
(1 +D/ 2)−1
(1 +D/ 2)−1 + λ
dλ√
λ
Lh
= Lf
1
π
∫ ∞
0
(1 + ∆)−1(1− 14R(1 +D/ 2)−1)
(1 + ∆)−1(1− 14R(1 +D/ 2)−1) + λ
dλ√
λ
Lh
= Lf
1
π
∫ ∞
0
(
(1 + ∆)−1
(1 + ∆)−1 + λ
+
1
4
(1 + ∆)−2
(1 + ∆)−1 + λ
R
(1 +D/ 2)−1
(1 +D/ 2)−1 + λ
− 1
4
(1 +∆)−1R
(1 +D/ 2)−1
(1 +D/ 2)−1 + λ
)
dλ√
λ
Lh
= Lf (1 + ∆)
−1/2 Lh +
1
4π
Lf
∫ ∞
0
(
(1 +∆)−2
(1 + ∆)−1 + λ
R
(1 +D/ 2)−1
(1 +D/ 2)−1 + λ
− (1 + ∆)−1R (1 +D/
2)−1
(1 +D/ 2)−1 + λ
)
dλ√
λ
Lh.
2.3. APPLICATION AUX DE´FORMATIONS ISOSPECTRALES 75
Le premier terme appartient a` Ln,∞(H) d’apre`s le corollaire 2.3.11, les deux autres sont dans
Ln(H) car∥∥∥∥Lf ∫ ∞
0
(1 + ∆)−2
(1 + ∆)−1 + λ
R
(1 +D/ 2)−1
(1 +D/ 2)−1 + λ
dλ√
λ
Lh
∥∥∥∥
n
≤ ‖Lf (1 + ∆)−2‖n‖R(1 +D/ 2)−1‖‖Lh‖
∫ ∞
0
∥∥∥∥ 1(1 + ∆)−1 + λ
∥∥∥∥∥∥∥∥ 1(1 +D/ 2)−1 + λ
∥∥∥∥ dλ√λ
≤ 4 ‖Lf (1 + ∆)−2‖n‖Lh‖
∫ ∞
0
1
(1 + λ)2
dλ√
λ
,
qui est fini d’apre`s la proposition 2.3.6. Aussi, la proposition 2.3.6 et le corollaire 2.3.8, impliquent
que ∥∥∥∥Lf ∫ ∞
0
(1 + ∆)−1R
(1 +D/ 2)−1
(1 +D/ 2)−1 + λ
dλ√
λ
Lh
∥∥∥∥
n
≤ ‖Lf (1 + ∆)−1‖n ‖R(1 +D/ 2)−1 Lh‖
∫ ∞
0
1
1 + λ
dλ√
λ
est fini. Finalement, comme Ln(H) ⊂ Ln,∞(H), la preuve est comple`te.
2.3.3 Calcul de la trace de Dixmier : le cas pe´riodique
Une discussion heuristique
Dans ce paragraphe, nous allons voir que la trace de Dixmier donne lieux a` un invariant de la
de´formation, tenant exactement le meˆme roˆle que la trace ordinaire. Avant de de´montrer cette
proprie´te´, c’est-a`-dire
Trω(Lf (1 +D/
2)−n/2) = Trω(Mf (1 +D/
2)−n/2), pour tout f ∈ C∞c (M),
(ou au niveau scalaire, i.e. lorsque Lf agit sur Hr, avec (1+∆)−n/2 a` la place de (1+D/ 2)−n/2),
nous allons donner un argument heuristique pour montrer combien ce re´sultat est naturel.
Pour cette fin, nous allons utiliser la de´finition de Lf pour f ∈ C∞c (M), en terme d’inte´grale
a` valeur ope´rateur (e´quation 1.2.7). En utilisant cette pre´sentation, la proprie´te´ de trace de la
trace de Dixmier ainsi que la commutativite´ de l’ope´rateur de Dirac (ou du Laplacien) avec les
unitaires Vz, le re´sultat serait imme´diat si nous pouvions e´changer la trace de Dixmier avec les
inte´grales de Lebesgue :
Trω((Lf (1 +D/
2)−n/2) = (2π)−l Trω
(∫
R2l
e−iyz V1
2Θy
Mf V−12Θy−z
dly dlz (1 +D/ 2)−n/2
)
= (2π)−l
∫
R2l
e−iyz Trω(V1
2Θy
Mf (1 +D/
2)−n/2 V−12Θy−z
) dly dlz
= (2π)−l
∫
R2l
e−iyz Trω(Mf (1 +D/
2)−n/2 V−z) dly dlz
= Trω
(
Mf (1 +D/
2)−n/2
∫
Rl
δ0(z)V−z dlz
)
= Trω
(
Mf (1 +D/
2)−n/2
)
.
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Cependant, l’e´change de la trace de Dixmier avec l’inte´grale est loin d’eˆtre rigoureux : ces
inte´grales sont oscillantes et la trace de Dixmier n’obe´it par en ge´ne´ral a` la convergence domine´e.
Pour les de´formations non pe´riodiques, nous allons de´montrer ce re´sultat en passant par un
calcul de re´sidu de fonction ze´ta. Nous allons commencer par l’e´tablir dans le cas plus simple
des de´formations pe´riodiques.
Le cas pe´riodique non compacte
La de´composition en sous-espaces spectraux de f ∈ C∞c (M) donne un acce`s direct a` la
Dixmier-trac¸abilite´ des ope´rateurs Lf (1+∆)
−n/2 agissant surHr = L2(M,µg) et Lf (1+D/ 2)−n/2
agissant sur H = L2(M,S), ainsi qu’a` la valeur de leur trace de Dixmier.
Proposition 2.3.13. Soit α une action effective lisse et isome´trique de Tl sur M , avec l ≥ 2,
et soit f ∈ C∞c (M). Alors, l’ope´rateur Lf (1 + ∆)−n/2 est Dixmier-traable sur Hr, et la valeur
de sa trace de Dixmier est inde´pendante de ω :
Trω(Lf (1 + ∆)
−n/2) = C ′(n) δ0,r
∫
M
fr µg = C
′(n)
∫
M
f0 µg,
ou` C ′(n) := Ωn/n (2π)n, Ωn est le volume de la sphe`re unite´ de Rn, et f =
∑
r fr est la
de´composition de f en composantes homoge`nes.
De´monstration. Chaque fr satisfait a` αz(fr) = e
−izr fr pour tout z ∈ Tl. Vu que [Mfr , Vz] =
Mfr(1 − e−izr)Vz, on en de´duit que [Mfr , V−12Θr
] = 0 par antisyme´trie de la matrice de
de´formation.
D’apre`s [91, Prop. 15], Mf (1 + ∆)
−n/2 appartient a` L1,∞(Hr) et de plus
‖Mf (1 + ∆)−n/2‖1,∞ ≤ C1(n) ‖f‖∞.
Cette estimation est obtenue par une partition (finie) de l’unite´ sur le compact supp f et en
appliquant le the´ore`me de Weyl. On obtient alors,
‖Lf (1 + ∆)−n/2‖1,∞ ≤
∑
r∈Zl
‖MfrV−12Θr
(1 + ∆)−n/2‖1,∞
≤
∑
r∈Zl
‖Mfr (1 + ∆)−n/2‖1,∞
≤ C1(n)
∑
r∈Zl
‖fr‖∞,
car chaque fr est a` support (compact) contenu dans T
l · (supp f). Ces estimations donnent la
Dixmier-trac¸abilite´, e´tant donne´ que la de´composition en sous-espaces spectraux est convergente
dans la norme ‖ · ‖∞.
Pour le calcul de la trace Dixmier, il suffit de remarquer que pour tout z ∈ Tl,
Trω(Lfr (1 + ∆)
−n/2) = Trω(Vz Mfr V−12Θr
(1 + ∆)−n/2 V−z)
= Trω(Mαz(fr) V−12Θr
(1 + ∆)−n/2)
= e−izr Trω(Mfr V−12Θr
(1 + ∆)−n/2),
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qui est diffe´rent de ze´ro si et seulement si r = 0. Ainsi,
Trω
(
Lfr (1 + ∆)
−n/2) = Trω (Mf0 (1 + ∆)−n/2) δ0,r = C ′(n) δ0,r ∫
M
f0 µg.
La dernie`re e´galite´ est obtenue (c.f. [91]) par calcul du re´sidu de Wodzicki de l’ope´rateur
Mf (1 +∆)
−n/2.
Corollaire 2.3.14. Sous les hypothe`ses de la proposition pre´ce´dente, l’ope´rateur Lf (1+D/
2)−n/2
est Dixmier-trac¸able sur H pour f ∈ C∞c (M) ; de plus, la valeur de sa trace de Dixmier est
inde´pendante de ω :
Trω(Lf (1 +D/
2)−n/2) = C(n) δ0,r
∫
M
fr µg = C(n)
∫
M
f0 µg,
ou` C(n) := 2⌊n/2⌋Ωn/n (2π)n, avec 2⌊n/2⌋ le rang du fibre´ spinoriel.
De´monstration. En utilisant la formule de Lichnerowicz D/ 2 = ∆ + 14R, la Dixmier-trac¸abilite´
est obtenue par comparaison :
(1 +D/ 2)−1 = (1 + ∆)−1
(
1− 14R (1 +D/ 2)−1
)
. (2.3.5)
Pour le calcul de la trace de Dixmier, on peut appliquer les arguments de la proposition
pre´ce´dente. On obtient le re´sultat en remarquant que, modulo le facteur 2⌊n/2⌋, les symboles
principaux de (1 + D/ 2)−n/2 et de (1 + ∆)−n/2 sont identiques (cf. e´quation (2.3.5)). Ainsi les
ope´rateurs Mfr(1 +D/
2)−n/2 et Mfr(1 + ∆)−n/2 ont le meˆme re´sidu de Wodzicki, a` un facteur
constant pre`s.
2.3.4 Calcul de la trace de Dixmier : le cas non pe´riodique
Dans ce paragraphe, nous allons e´tablir le the´ore`me suivant :
The´ore`me 2.3.15. SoitM une varie´te´ Riemannienne a` spin, non compacte, sans bord, connexe,
comple`te, satisfaisant a` (I) ou (II), avec un scalaire de courbure borne´ et munie d’une action
lisse propre et isome´trique de Rl. Si f ∈ C∞c (M), alors Lf (1 + |D/ |)−n appartient a` L1,∞(H) et
la valeur de sa trace Dixmier est donne´e par
Trω
(
Lf (1 + |D/ |)−n
)
= Trω
(
Mf (1 + |D/ |)−n
)
= C(n)
∫
M
f(p)µg(p),
ou` C(n) = 2⌊n/2⌋ Ωn/n (2π)n.
Dans le cas non pe´riodique, la varie´te´ M est ne´cessairement de la forme V ×Rl, ou` le groupe
Rl agit par translation sur le second facteur. En effet, une action propre du groupe additif Rl
est automatiquement libre, car le seul sous-groupe compact de Rl est le sous-groupe trivial {0}.
Ainsi la projection sur l’espace des orbites π : M → M/Rl de´finit une projection de Rl-fibre´
principal [38, Thm. 1.11.4]. Remarquons que l’action soit propre, a e´te´ cruciallement utilise´ dans
la proposition 1.2.13 pour montrer que les ope´rateurs de multiplication twiste´e sont borne´s. Or
un Rl-fibre´ principal posse`de une section (lisse) globale, il est donc automatiquement trivial
(voir [31, §16.14.5]).
Ainsi M = V × Rl, ou` V est une varie´te´ lisse, non ne´cessairement compacte de dimension
k = n − l, qui est munie d’une structure Riemannienne, induite de celle de M , et π : M → V
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est juste la projection sur le premier facteur. Si {φj}j∈J est une partition de l’unite´ localement
finie sur V , ou` chaque φj est lisse et a` support compact, on peut de´finir une partition de l’unite´
α-invariante {ψj} sur M , en posant ψj := φj ◦ π. Pour tout f ∈ C∞c (M), la somme f =
∑
j fψj
est finie car supp f est compact ; e´tant donne´ que ψj est α-invariant, on obtient directement
Lf =
∑
j
Lfψj =
∑
j
Lf Mψj .
Pour manipuler des ope´rateurs du type Lf h(D/ ), on peut sans perte de ge´ne´ralite´ se restreindre
a une seule carte de V .
Notons xˆ := (x1, . . . , xk) et x¯ := (xk+1, . . . , xn) respectivement les coordonne´es transverses
et longitudinales sur M . Il est aussi imme´diat de remarquer que l’ope´rateur Lf est pseudod-
iffe´rentiel, de symbole
σ[Lf ](xˆ, x¯; ξˆ, ξ¯) = f(xˆ, x¯− 12Θξ¯). (2.3.6)
En effet, pour tout ψ ∈ H, la de´finition 1.2.12 montre que
Lfψ(xˆ, x¯) = (f⋆Θψ)(xˆ, x¯) = (2π)
−l
∫
R2l
e−iξ¯y¯α1
2Θξ¯
(f)(xˆ, x¯)V−y¯ψ(xˆ, x¯) dlξ¯ dly¯
= (2π)−l
∫
R2l
e−iξ¯y¯f(xˆ, x¯− 12Θξ¯)ψ(xˆ, x¯+ y¯) dlξ¯ dly¯
= (2π)−n
∫
R2n
e−iξ¯(y¯−x¯)e−iξˆ(yˆ−xˆ) f(xˆ, x¯− 12Θξ¯)ψ(yˆ, y¯) dlξ¯ dly¯ dk ξˆ dkyˆ.
Proposition 2.3.16. Sous les hyphothe`se du the´ore`me 2.3.15, si f ∈ C∞c (M) alors Lf (1 +
|D/ |)−n appartient a` L1,∞(H).
De´monstration. Pour xˆ fixe´, la fonction x¯ 7→ f(xˆ, x¯) est dans C∞c (Rl), et donc peut eˆtre
de´compose´e dans la base de Wigner {fmn}, avec m,n ∈ Nl/2 :
f(xˆ, x¯) =
∑
m,n
cmn(xˆ) fmn(x¯),
ou` les coefficients matriciels cmn sont des e´le´ments de C
∞
c (V ).
Se donnant deux fonctions de la sorte, f(xˆ, x¯) =
∑
cmn(xˆ) fmn(x¯),
h(xˆ, x¯) =
∑
dmn(xˆ) fmn(x¯), leur produit twiste´ devient un produit matriciel dans les variables x¯ :
(f⋆
Θ
h)(xˆ, x¯) =
∑
m,n,k
cmk(xˆ) dkn(xˆ) fmn(x¯). (2.3.7)
Ainsi, l’ope´rateur Lf peut eˆtre vu comme appartenant a` l’alge`breM∞(C∞c (V )) avec des e´le´ments
de matrices (a` valeurs dans C∞c (V )) a` de´croissance rapide.
Ainsi, on peut e´tendre la proprie´te´ de factorisation forte (proposition 2.2.6) a` ce contexte :
pour tout f ∈ C∞c (M), il existe h, k ∈ C∞(M) qui sont des fonctions Schwartz dans les variables
x¯, a` support compact sur V et tel que
f(xˆ, x¯) = (h⋆
Θ
k)(xˆ, x¯). (2.3.8)
Par factorisations re´pe´te´es (permettant d’e´crire f comme un produit de n fonctions de la sorte)
et par commutateurs ite´re´s (exactement comme dans le Corollaire 2.2.34 et le lemme 2.2.35), on
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peut faire apparaˆıtre Lf (1+ |D/ |)−n comme un produit de n termes de la forme Lh(1+ |D/ |)−1Lk,
chacun d’entre eux appartenant a` Ln,∞(H) d’apre`s le corollaire 2.3.12, plus un extra terme
dans L1(H). Finalement, l’ine´galite´ de Ho¨lder pour les classes de Schatten faibles, implique que
Lf (1 + |D/ |)−n ∈ L1,∞(H).
Nous allons introduire une famille d’unite´s locales, en ge´ne´ralisant la construction du para-
graphe 2.2.
De´finition 2.3.17. La varie´te´ V pouvant eˆtre vue comme une union de compacts Ci, chacun
e´tant contenu dans l’inte´rieur de Ci+1, on de´finit les fonctions χi, par : χi := 1 sur Ci et χi := 0
ailleurs. Pour tout K ∈ N, soit la fonction eK de´finie par
eK(xˆ, x¯) :=
∑
|n|≤K
χK(xˆ) fnn(x¯),
ou` |n| = n1+ · · ·+nl/2. Ainsi eK est re´e´l, eK⋆ΘeK = eK d’apre`s (2.3.7) et LeK est un projecteur
orthogonal sur H. Soit ensuite, fK := eK⋆Θf⋆ΘeK , ou plus explicitement
fK(xˆ, x¯) :=
∑
|m|,|n|≤K
χK(xˆ) cmn(xˆ) fmn(x¯). (2.3.9)
Par construction, eK⋆ΘfK = fK⋆ΘeK = fK .
L’ope´rateur LeK (1 + |D/ |)−nLeK est Dixmier-trac¸able : dans la proposition 2.3.10 ainsi que
dans la suite, on peut remplacer f par eK meˆme si il n’appartient pas a` C
∞
c (M), e´tant donne´
qu’il reste a` de´croissance rapide. La proprie´te´ de trace de la trace de Dixmier implique alors que
Trω
(
LfK (1 + |D/ |)−n
)
= Trω
(
LfKLeK (1 + |D/ |)−nLeK
)
.
Comme LfK est borne´, le the´ore`me 5.6 de [4] montre que si la limite
lim
s↓1
(s− 1)Tr(LfK (LeK (1 + |D/ |)−nLeK )s),
existe, alors elle co¨ıncidera avec la valeur de toute trace de Dixmier de l’ope´rateur LfK (1+|D/ |)−n.
Lemme 2.3.18. La norme trace∥∥LfK (LeK (1 + |D/ |)−nLeK )s − LfK (1 + |D/ |)−ns∥∥1 (2.3.10)
est une fonction borne´e de s, pour 1 ≤ s ≤ 2.
De´monstration. Posons s =: 1+ε, avec 0 < ε ≤ 1. Nous allons utiliser la repre´sentation spectrale
suivante, ge´ne´ralisant (2.3.4), pour une puissance fractionnaire d’un ope´rateur positif A :
Aε =
sinπε
π
∫ ∞
0
A (1 + λA)−1 λ−ε dλ.
Etant donne´ que LeK est un projecteur orthogonal et que LfKLeK = LfK , on a
LfK (LeK (1 + |D/ |)−nLeK )s = LfKLeK (1 + |D/ |)−nLeK (LeK (1 + |D/ |)−nLeK
)ε
= LfK (1 + |D/ |)−n(LeK (1 + |D/ |)−nLeK )ε.
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Ainsi,
LfK (LeK (1 + |D/ |)−nLeK )s − LfK (1 + |D/ |)−ns (2.3.11)
= LfK (1 + |D/ |)−n
sinπε
π
∫ ∞
0
(
LeK (1 + |D/ |)−nLeK
1 + λLeK (1 + |D/ |)−nLeK
− (1 + |D/ |)
−n
1 + λ(1 + |D/ |)−n
)
λ−ε dλ.
La premie`re fraction entre parenthe`se peut eˆtre re´e´crite comme(
(1 + |D/ |)n + λTK
)−1
TK ,
ou`
TK := (1 + |D/ |)nLeK (1 + |D/ |)−nLeK .
Comme LeK est un projecteur, on obtient
TK = L
2
eK + [(1 + |D/ |)n, LeK ] (1 + |D/ |)−nLeK
= LeK +
∑
0≤k<r≤n
(
n
r
)
|D/ |k [|D/ |, LeK ] |D/ |r−k−1(1 + |D/ |)−n LeK
=: LeK +
∑
0≤k<r≤n
Ark. (2.3.12)
La proprie´te´ cruciale pour montrer que la diffe´rence (2.3.11) est uniforme´ment (en ε) a` trace,
est que, a` la seule exception du premier terme de (2.3.12) qui est seulement borne´, tous les
autres Ark sont compacts. Plus pre´cise´ment, en utilisant la proposition 2.3.6 (ainsi que quelques
commutateurs), on en de´duit que chaque Ark ∈ Lp(H) pour tout p > n.
En suivant une ide´e de Rennie [91, Thm. 12], on peut re´duire la diffe´rence des fractions dans
l’e´quation (2.3.11) de la manie`re suivante :
LeK (1 + |D/ |)−nLeK
1 + λLeK (1 + |D/ |)−nLeK
− (1 + |D/ |)
−n
1 + λ(1 + |D/ |)−n
= ((1 + |D/ |)n + λTK)−1 TK − ((1 + |D/ |)n + λ)−1
=
(
((1 + |D/ |)n + λTK)−1 − ((1 + |D/ |)n + λ)−1
)
TK +
(
(1 + |D/ |)n + λ)−1 (TK − 1)
= ((1 + |D/ |)n + λ)−1(λ− λTK)((1 + |D/ |)n + λTK)−1 TK +
(
(1 + |D/ |)n + λ)−1 (TK − 1)
= ((1 + |D/ |)n + λ)−1 (TK − 1)
(
1− ((1 + |D/ |)n + λTK)−1 λTK
)
= ((1 + |D/ |)n + λ)−1 (TK − 1)
(
1 + λLeK (1 + |D/ |)−nLeK
)−1
.
Ainsi, nous obtenons
LfK (LeK (1 + |D/ |)−nLeK )s − LfK (1 + |D/ |)−ns
= LfK (1 + |D/ |)−n
sinπε
π
∫ ∞
0
1
(1 + |D/ |)n + λ(TK − 1)
1
1 + λLeK (1 + |D/ |)−nLeK
λ−ε dλ
= LfK (1 + |D/ |)−n
sinπε
π
∫ ∞
0
1
(1 + |D/ |)n + λ LeK (TK − 1)
1
1 + λLeK (1 + |D/ |)−nLeK
λ−ε dλ
+ LfK
sinπε
π
∫ ∞
0
[
LeK ,
(1 + |D/ |)−n
(1 + |D/ |)n + λ
]
(TK − 1) 1
1 + λLeK (1 + |D/ |)−nLeK
λ−ε
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Nous allons montrer maintenant que le deuxie`me terme du membre de droite est uni-
forme´ment borne´ en norme de trace. En e´crivant[
LeK ,(1 + |D/ |)−n((1 + |D/ |)n + λ)−1
]
= [LeK , (1 + |D/ |)−n] ((1 + |D/ |)n + λ)−1 + (1 + |D/ |)−n [LeK , ((1 + |D/ |)n + λ)−1],
pour le premier de ces termes, on obtient l’estimation suivante :∥∥∥∥LfK [LeK , (1 + |D/ |)−n] sinπεπ
∫ ∞
0
1
(1 + |D/ |)n + λLeK (TK − 1)
λ−ε
1 + λLeK (1 + |D/ |)−nLeK
dλ
∥∥∥∥
1
≤ ∥∥LfK [LeK , (1 + |D/ |)−n]∥∥1
× sinπε
π
∫ ∞
0
‖((1 + |D/ |)n + λ)−1‖ ‖LeK (TK − 1)‖
∥∥(1 + λLeK (1 + |D/ |)−nLeK )−1∥∥λ−ε dλ
≤ ‖LeK (TK − 1)‖
∥∥LfK [LeK , (1 + |D/ |)−n]∥∥1 sinπεπ
∫ ∞
0
λ−ε
1 + λ
dλ
= ‖LeK (TK − 1)‖
∥∥LfK [LeK , (1 + |D/ |)−n]∥∥1 =: C1.
La constante C1 est finie (et inde´pendante de ε) car
LfK [LeK , (1 + |D/ |)−n] = LfK
∑
0≤k<r≤n
(
n
r
) |D/ |k
(1 + |D/ |)n [|D/ |, LeK ]
|D/ |r−k−1
(1 + |D/ |)n , (2.3.13)
et car chaque terme appartient a` L1(H), d’apre`s la proposition 2.3.6 et l’ine´galite´ de Ho¨lder.
D’une fac¸on analogue, on peut montrer que la norme de trace de
LfK (1 + |D/ |)−n
sinπε
π
∫ ∞
0
[LeK , ((1 + |D/ |)n + λ)−1]LeK (TK − 1)
λ−ε
1 + λLeK (1 + |D/ |)−nLeK
dλ
est borne´e par une constante C2 := ‖LfK (1 + |D/ |)−n‖ ‖[LeK , (1 + |D/ |)−n]‖1, inde´pendante de ε.
En utilisant le de´veloppement (2.3.12) de TK , nous obtenons finalement∥∥LfK (LeK (1 + |D/ |)−nLeK )s − LfK (1 + |D/ |)−ns∥∥1
≤
∑
0≤k<r≤n
∥∥∥∥LfK (1 + |D/ |)−n sinπεπ
∫ ∞
0
1
(1 + |D/ |)n + λLeKArk
λ−ε
1 + λLeK (1 + |D/ |)−nLeK
dλ
∥∥∥∥
1
+ C1 + C2
≤
∑
0≤k<r≤n
∥∥LfK (1 + |D/ |)−n∥∥p/(p−1) ‖LeKArk‖p sinπεπ
∫ ∞
0
λ−ε
1 + λ
dλ + C1 + C2
=
∑
0≤k<r≤n
∥∥LfK (1 + |D/ |)−n∥∥p/(p−1) ‖LeKArk‖p + C1 + C2,
qui est fini pour p > n.
Preuve du the´ore`me 2.3.15. Pour 1 < s ≤ 2, l’ope´rateur LfK (1 + |D/ |)−ns apparaissant
dans (2.3.10) est a` trace, e´tant e´gale au produit de LfK (1 + |D/ |)−n ∈ L1,∞(H) par
LeK (1 + |D/ |)−n(s−1) ∈ Lp(H) pour p > 1/(s − 1), plus un commutateur a` trace. La diffe´rence
des traces
Tr
(
LfK (LeK (1 + |D/ |)−nLeK )s
)− Tr(LfK (1 + |D/ |)−ns)
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est alors une fonction borne´e de s, pour 1 ≤ s ≤ 2. Ainsi,
lim
s↓1
(s− 1)Tr(LfK (LeK (1 + |D/ |)−nLeK )s) = lim
s↓1
(s − 1)Tr(LfK (1 + |D/ |)−ns). (2.3.14)
L’expression du noyau de LfK (1 + |D/ |)−ns et le lemme 1.2.15 donnent
Tr
(
LfK (1 + |D/ |)−ns
)
=
∫
M
KLfK (1+|D/ |)−ns(p, p)µg(p)
= (2π)−l
∫
M
∫
R2l
e−iyzf((−12Θy) · p)K(1+|D/ |)−ns(z · p, p) dly dlz µg(p)
= (2π)−l
∫
M
∫
R2l
e−iyzf(p′)K(1+|D/ |)−ns(z · p′, p′) dly dlz µg(p′)
=
∫
M
fK(p
′)K(1+|D/ |)−ns(p
′, p′)µg(p′)
= Tr
(
MfK (1 + |D/ |)−ns
)
.
Le calcul du terme de droite de (2.3.14) est alors direct :
lim
s↓1
(s− 1) Tr(MfK (1 + |D/ |)−ns) = Trω(MfK (1 + |D/ |)−n) = C(n)∫
M
fK(p)µg(p). (2.3.15)
La dernie`re e´galite´ est une proprie´te´ connue de la trace de Dixmier dans le cas commutatif non
compact [91]. La constante de proportionnalite´ C(n) = 2⌊n/2⌋ Ωn/n (2π)n est la meˆme que dans
le corollaire 2.3.14.
Il reste a s’affranchir de la troncature induite par les projecteurs LeK . Notons tout d’abord
que
Trω
(
(Lf − LfK ) (1 + |D/ |)−n
)
= Trω
(
(1− LeK )Lf (1 + |D/ |)−n
)
,
car Lf [LeK , (1 + |D/ |)−n] est a` trace (voir (2.3.13)) et car LeK est un idempotent. En utilisant
une fois de plus la proprie´te´ de factorisation, f = h⋆
Θ
k, on obtient∣∣Trω((Lf − LfK ) (1 + |D/ |)−n)∣∣ ≤ ‖Lh − LeK⋆Θh‖ ∣∣Trω(Lk (1 + |D/ |)−n)∣∣. (2.3.16)
Le terme de droite tend vers ze´ro lorsque K → ∞, en vertu de l’estimation (1.2.11) pour la
norme de l’ope´rateur de multiplication twiste´. En re´e´crivant (2.3.15) comme
Trω
(
LfK (1 + |D/ |)−n
)
= C(n)
∫
M
fK(p)µg(p),
on obtient que le terme de gauche converge vers Trω(Lf (1 + |D/ |)−n) lorsque K → ∞. Pour le
terme de droite, le fait que les coefficients cmn(xˆ) dans (2.3.9) sont a` de´croissance rapide assure
que fK → f dans L1(M,µg). En prenant la limite K → ∞ pour les deux membres de (2.3.16)
on obtient le re´sultat :
Trω
(
Lf (1 + |D/ |)−n
)
= C(n)
∫
M
f(p)µg(p).
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Chapitre 3
Fonctionnelles d’actions
L’importante intersection entre la ge´ome´trie non commutative et la physique des interactions
fondamentales [5–7,12,16,18,19,66,107] a plusieurs origines.
D’une part, il y a les motivations conceptuelles inhe´rentes a` la notion d’espace quantique,
qui meˆme en l’absence d’avance´e majeure, fournit un cadre prometteur pour la re´solution du
proble`me de la quantification de la gravitation et/ou de la compre´hension de l’origine des diver-
gences qui apparaissent en the´orie quantique des champs ordinaire. En particulier, il n’est pas
encore clair que les divergences ultraviolettes dont sont affuble´es ces the´ories, viennent de la non
prise en compte de la nature quantique de l’espace-temps, ou si elles sont une caracte´ristique
fondamentale, et donc sont a` conside´rer avec plus d’e´gard [20–22].
D’autre part, au niveau classique cette fois, la ge´ome´trie non commutative a permis des
avance´es conceptuelles importantes : interpre´tation ge´ome´trique du me´canisme de Higgs et uni-
fication des quatre interactions fondamentales. Ces avance´es sont conse´quentes a` la constructions
de ‘fonctionnelles d’actions pour champs de jauge non commutatif’, ge´ne´ralisant celles de Yang–
Mills et d’Einstein–Hilbert dans un cadre ge´ome´trique plus e´tendu.
Dans ce chapitre, nous allons voir deux constructions d’actions non commutatives, au travers
des exemples de de´formations isospectrales que sont les plans de Moyal : l’action de Connes–Lott
et l’action spectrale.
L’action de Connes–Lott, introduite dans [18,19], a permis de de´crire le mode`le standard de
la physique des particules (MS) dans un cadre non commutatif. Le triplet spectral de´crivant ce
mode`le est le produit d’un triplet spectral commutatif (C∞(M), L2(M,S),D/ ) avec un triplet
spectral fini (de dimension spectrale nulle), ou` l’alge`bre est la somme directeAF = H⊕C⊕M3(C)
(H est le corps des quaternions), l’ope´rateur de Dirac est la matrice de masse fermionique et
l’espace de repre´sentation est le corps des complexes a` la puissance du nombre de particules du
mode`le (en comptant tous les degre´s de liberte´s : couleur, isospin....). Ces triplets portent le nom
e´loquent de triplets spectraux presque commutatifs. Le groupe de jauge du mode`le standard est
alors obtenu comme le groupe des unitaires de l’alge`bre AF .
Une fonctionnelle d’action est ensuite construite a` partir de ‘l’inte´grale non commutative’
A ∋ a 7→ Trω
(
π(a)(1 +D2)−n/2
)
,
e´value´e sur le carre´ de la courbure F d’un ‘champ de jauge non commutatif’ repre´sente´ A :
π˜
(
Ω1A) ∋ A =∑
j∈J
π˜(ajδbj) :=
∑
j∈J
π(ai)[D, π(bi)],
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et la courbure, par analogie avec sa de´finition ordinaire, est donne´e par
F = [D, A] +A2.
Pour que cette action soit analytiquement bien de´finie dans le cas sans unite´, i.e. pour que
Trω
(
π(.)(1 +D2)−n/2
)
∈ A∗,
il faut ne conside´rer que des champs de jauge prenant valeur dans l’alge`bre sans unite´. Cette
restriction peut paraˆıtre excessive, car ne permettant pas aux potentiels vecteurs d’eˆtre de “pure
jauge”, i.e. d’avoir la forme
Apj = π(u)
∗[D, π(u)],
pour u un unitaire de l’alge`bre unife`re A˜. Nous verrons comment, avec l’action spectrale, on
peut contourner cet obstacle.
Concernant le mode`le standard, cette nouvelle description donne enfin une interpre´tation ge´ome´-
trique du champ de Higgs. Ce dernier fera alors inte´gralement partie de la connection de
“Yang–Mills” ge´ne´ralise´e. Plus heuristiquement, il sera interpre´te´ comme une connection, au
sens mathe´matique aussi bien qu’au sens litte´ral, entre le monde des fermions droits et celui des
fermions gauches.
Il y a aussi une avance´e au niveau phe´nome´nologique : les parame`tres du potentiel de Higgs ne
sont plus libres, on obtient des contraintes sur sa masse [5].
Alors que l’action de Connes–Lott n’est finalement qu’une ge´ne´ralisation abstraite de celle
de Yang–Mills, l’action spectrale est fonde´e sur des concepts diffe´rents. Le point de de´part de
cette construction fut la recherche d’une fonctionnelle d’action ne de´pendant que du spectre de
l’ope´rateur de Dirac ge´ne´ralise´ DA, covariant par rapport a` l’action du groupe des unitaires de
l’alge`bre. Dans le cas d’un triplet spectral unital, l’action spectrale est alors de´finie comme le
nombre de valeurs propres de l’ope´rateur DA = D + A + εJAJ−1 infe´rieures en module a` une
constante Λ :
SΛ(D, A) = #{λk : |λk| ≤ Λ}.
Lorsque l’on conside`re le triplet spectral du MS, l’action spectrale unifie au niveau classique
le mode`le standard complet (Yang–Mills–Higgs) avec la gravitation d’Einstein–Weyl. Cette ap-
proche donne elle aussi une interpre´tation ge´ome´trique du me´canisme de Higgs, ainsi que des
contraintes sur la masse de cette particule scalaire [5].
3.1 Action de Connes–Lott
La construction (et le calcul) de l’action de Connes–Lott pour un triplet spectral sans unite´,
sera donne´e au travers de l’exemple des plans de Moyal non de´ge´ne´re´s. Le re´sultat que nous
allons obtenir est tout a` fait naturel, dans le sens ou` l’action obtenue est celle de Yang–Mills
pour laquelle tous les produits point a` point ont e´te´ remplace´s par des produits de Moyal. Le
point clef du calcul d’une telle action est la de´termination d’un ide´al, appele´ Junk, de l’alge`bre
diffe´rentielle universelle associe´e a` l’alge`bre non commutative de´crivant le mode`le. Nous verrons
que cet ide´al posse`de la meˆme structure que dans tous les exemples connus : ge´ome´tries presque
commutatives, tores non commutatifs. Cependant, les e´le´ments caracte´ristiques de cet ide´al sont
propres a` chaque exemple. L’outil de base va une fois encore eˆtre la base de Wigner de l’oscillateur
harmonique.
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3.1.1 L’alge`bre diffe´rentielle universelle
Nous allons nous borner a` de´crire une the´orie de jauge U(1) sur plan de Moyal. Le cas
ge´ne´ral U(n) peut eˆtre obtenu en tensorisant l’alge`bre Aθ = (S(R2N ), ⋆θ ) par l’alge`bre finie
Mn(C). C’est -a`-dire que nous utiliserons ici AF = C.
Aussi, pour des raisons de cohe´rence analytique, nous ne conside´rerons ni son extension
A¯θ = (DL2 , ⋆θ ) ni son plongement unife`re A˜θ = (B, ⋆θ ) (voir paragraphe 2.2.2), pour lesquelles
l’application
Trω
(
π(.)(1 +D2)−n/2
)
,
n’est pas de´finie.
Les re´fe´rences concernant la construction utilise´e dans ce paragraphe sont [13,18,19,107]. Soit
Ω•Aθ :=
⊕
p∈N
ΩpAθ,
l’alge`bre diffe´rentielle gradue´e universelle sur Aθ. Par de´finition, ΩpAθ, p ≥ 1, est de´finie par
symboles et relations
ΩpAθ := { f0 δf1 · · · δfp : fi ∈ Aθ },
et la seule contrainte sur le symbole δ est de satisfaire a` la re`gle de Leibniz
δ(f1⋆θf2) = (δf1) f2 + f1 δf2,
ainsi δ peut eˆtre e´tendue sur tout Ω•Aθ. Etant donne´ que Aθ n’a pas d’unite´, on de´finit [13,
III.1.α] Ω0Aθ := Aθ ⊕ C, qui est la compactification maximale de Aθ et on pose δ(0 ⊕ 1) := 0.
Pour obtenir une ∗-alge`bre gradue´e, on pose aussi (δf)∗ := δf∗.
La repre´sentation πθ de Aθ dans L(H) s’e´tend naturellement sur tout Ω•Aθ, par
π˜θ : ΩpAθ → L(H) : f0 δf1 · · · δfp 7→ ip πθ(f0) [∂/ , πθ(f1)] · · · [∂/ , πθ(fp)].
On a e´videmment :
Lemme 3.1.1. Lorsque fi ∈ Aθ, alors
π˜θ(f0 δf1 · · · δfp) = Lθ(f0⋆θ∂µ1f1⋆θ · · · ⋆θ∂µpfp)⊗ γµ1 · · · γµp .
Preuve. C’est une simple conse´quence de [∂/ , Lθf⊗12N ] = −iLθ(∂µf)⊗γµ et de Lθf Lθg = Lθ(f⋆θg).
Pour palier au fait que la repre´sentation π˜θ n’est pas a priori fide`le (bien que πθ le soit), on
introduit l’ide´al bilate`re gradue´ de Ω•Aθ,
Junk :=
⊕
p∈N
Jp :=
⊕
p∈N
Jp0 + δJ
p−1
0 ,
ou` Jp0 est le noyau de π˜
θ releve´ a` ΩpAθ,
Jp0 := {ω ∈ ΩpAθ : π˜θ(ω) = 0 },
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et finalement, on de´finit l’alge`bre quotient
Ω∂/ Aθ := π˜θ(Ω•Aθ)/π˜θ(Junk) = π˜θ(Ω•Aθ)/
∞⊕
p=1
π˜θ(δJpo ).
Le 2-junk, seule composante non triviale ne´cessaire a` la construction de l’action de Connes–Lott,
est dans notre cas particulie`rement simple car isomorphe a` πθ(Aθ).
En utilisant la base de Wigner {fmn}, nous allons dans le lemme suivant, exhiber des e´le´ments
particuliers de π˜θ(J2), suffisants pour le caracte´riser entie`rement.
Lemme 3.1.2. Pour m,n, k, l ∈ NN , soit ωmnkl := fmk δfkn−fml δfln ∈ Ω1Aθ (sans sommation
sur k et l). Alors
π˜θ(ωmnkl) = 0 et π˜
θ(δωmnkl) =
2
θ (|k| − |l|)Lθ(fmn)⊗ 12N .
La premie`re composante du Junk est par de´finition triviale
π˜θ(J1) = π˜θ(J10 ) + π˜
θ(δJ00 ) = π˜
θ(δJ00 ) = 0,
car la repre´sentation πθ est fide`le : J00 = kerπ = 0. Les e´le´ments de π˜
θ(J2) sont les e´le´ments
δω ∈ Ω2Aθ qui sont tels que π˜θ(ω) = 0, alors que π˜θ(δω) 6= 0. Les e´le´ments ωmnkl de´finis lors de
l’e´nonce´ du lemme pre´ce´dent appartiennent alors a` π˜θ(J2).
Preuve du lemme 3.1.2. En utilisant les fonctions de cre´ation et d’annihilation (2.2.9), on peut
re´e´crire l’ope´rateur de Dirac en termes de Moyal-commutateurs ; en adoptant la convention
∂aj = ∂/∂aj et ∂a∗j = ∂/∂a
∗
j , pour j = 1, . . . , N , on obtient
∂/ = − i√
2
∑
j
γj(∂aj + ∂a∗j ) + iγ
j+N (∂aj − ∂a∗j ) = −i
∑
j
(γaj ∂aj + γ
a∗j ∂a∗j ),
ou` γaj := 1√
2
(γj + iγj+N ) et γa
∗
j := 1√
2
(γj − iγj+N ).
La proprie´te´ (2.2.6), applique´e a` aj et a
∗
j donne
∂aj = −
1
θ
ad⋆θ a
∗
j := −
1
θ
[a∗j , · ]⋆θ , ∂a∗j =
1
θ
ad⋆θ aj :=
1
θ
[aj, · ]⋆θ
et donc
∂/ = − i
θ
∑
j
(γa
∗
j ad⋆θ aj − γaj ad⋆θ a∗j).
Soit uj := (0, 0, . . . , 1, . . . , 0) le j-ie`me vecteur de base standard de R
N . A partir de la
de´finition (2.2.8) des e´le´ments de la base de Wigner {fmn}, on obtient directement
a∗j⋆θfmn =
√
θ(mj + 1) fm+uj ,n, fmn⋆θa
∗
j =
√
θnj fm,n−uj , (3.1.1)
aj⋆θfmn =
√
θmj fm−uj ,n, fmn⋆θaj =
√
θ(nj + 1) fm,n+uj . (3.1.2)
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Ainsi,
[∂/ , Lθ(fmn)] = − i
θ
∑
j
γaj
(√
θnj L
θ(fm,n−uj)−
√
θ(mj + 1)L
θ(fm+uj ,n)
)
+ γa
∗
j
(√
θmj L
θ(fm−uj ,n)−
√
θ(nj + 1)L
θ(fm,n+uj)
)
. (3.1.3)
Nous pouvons dore´navant calculer π˜θ(ωmnkl) et π˜
θ(δωmnkl). Premie`rement,
π˜θ(ωmnkl) = π˜
θ(fmk δfkn − fml δfln) = Lθ(fmk⋆θ∂µfkn − fml⋆θ∂µfln)⊗ γµ
=
1
θ
∑
j
(√
θnj L
θ(fmk⋆θfk,n−uj)−
√
θ(kj + 1)L
θ(fmk⋆θfk+uj ,n)
−√θnj Lθ(fml⋆θfl,n−uj) +√θ(lj + 1)Lθ(fml⋆θfl+uj ,n)) ⊗ γaj
+
(√
θkj L
θ(fmk⋆θfk−uj,n)−
√
θ(nj + 1)L
θ(fmk⋆θfk,n+uj)
−√θlj Lθ(fml⋆θfl−uj ,n) +√θ(nj + 1)Lθ(fml⋆θfl,n+uj)) ⊗ γa∗j
= 0,
en utilisant la proprie´te´ d’unite´s matricielles des fmn pour le produit de Moyal. Deuxie`mement,
π˜θ(δωmnkl) = π˜
θ(δfmk δfkn − δfml δfln) = Lθ(∂µfmk⋆θ∂νfkn − ∂µfml⋆θ∂νfln)⊗ γµγν ,
qui est e´gal a`
1
θ2
{∑
j
((√
θkj L
θ(fm,k−uj)−
√
θ(mj + 1)L
θ(fm+uj ,k)
)⊗ γaj
+
(√
θmj L
θ(fm−uj ,k)−
√
θ(kj + 1)L
θ(fm,k+uj)
) ⊗ γa∗j)∑
p
((√
θnpL
θ(fk,n−up)−
√
θ(kp + 1)L
θ(fk+up,n)
)⊗ γap
+
(√
θkp L
θ(fk−up,n)−
√
θ(np + 1)L
θ(fk,n+up)
) ⊗ γa∗p)
−
∑
j
((√
θlj L
θ(fm,l−uj)−
√
θ(mj + 1)L
θ(fm+uj ,l)
)⊗ γaj
+
(√
θmj L
θ(fm−uj ,l)−
√
θ(lj + 1)L
θ(fm,l+uj)
)⊗ γa∗j)∑
p
((√
θnpL
θ(fl,n−up)−
√
θ(lp + 1)L
θ(fl+up,n)
)⊗ γap
+
(√
θlpL
θ(fl−up,n)−
√
θ(np + 1)L
θ(fl,n+up)
)⊗ γa∗p)}.
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En utilisant encore la proprie´te´ d’unite´s matricielles, l’expression pre´ce´dente se simplifie
π˜θ(δωmnkl) =
1
θ
∑
j
(
kjL
θ(fmn)⊗ γajγa
∗
j + (kj + 1)L
θ(fmn)⊗ γa
∗
j γaj
− ljLθ(fmn)⊗ γajγa∗j − (lj + 1)Lθ(fmn)⊗ γa∗j γaj
)
=
1
θ
Lθ(fmn)⊗
∑
j
(kj − lj) (γajγa
∗
j + γa
∗
j γaj )
=
2
θ
∑
j
(kj − lj)Lθ(fmn)⊗ 12N .
Proposition 3.1.3. Il y a une identification naturelle entre π˜θ(J2) et πθ(Aθ) = Lθ(Aθ)⊗ 12N .
Preuve. Tout ω ∈ π˜θ(J2) ⊂ π˜θ(Ω2Aθ) peut eˆtre e´crit comme ω =
∑
j∈I L
θ(∂µfj)L
θ(∂νgj)⊗γµγν
ou` I est un ensemble fini, et satisfait
∑
j∈I L
θ(fj⋆θ∂µgj)⊗ γµ = 0. D’apre`s la re`gle de Leibniz,
ω =
∑
j∈I
Lθ(∂µ(fj⋆θ∂νgj)− fj⋆θ∂µ∂νgj)⊗ γµγν = −
∑
j∈I
Lθ(fj⋆θ∂µ∂νgj)⊗ γµγν
= −
∑
j∈I
Lθ(fj⋆θ∂µ∂νgj)⊗ ηµν 12N .
Ainsi π˜θ(J2) ⊂ πθ(Aθ) = Lθ(Aθ)⊗ 12N .
Soit maintenant ωmnkl := fmk δfkn− fml δfln, le lemme pre´ce´dent montre que π˜θ(ωmnkl) = 0
et π˜θ(δωmnkl) =
2
θ
∑N
j=1(kj − lj)Lθ(fmn)⊗ 12N , qui est non nul si |l| 6= |k|. Ainsi, Lθ(fmn)⊗ 12N
appartient a` π˜θ(J2) pour tout m,n ∈ NN . Puisque {fmn} est une base de Aθ, on en de´duit que
πθ(Aθ) ≃ Lθ(Aθ)⊗ 12N ⊂ π˜θ(J2), qui conclut la preuve.
Il est aise´ de ge´ne´raliser ce re´sultat pour caracte´riser toutes les composantes du Junk.
Corollaire 3.1.4. Pour p ≥ 2, π˜θ(Jp) est line´airement engendre´ par les e´le´ments de π˜θ(ΩpAθ)
ayant la forme Lθf ⊗ γµ1 . . . γµk , avec k ≤ p− 2 et de meˆme parite´ que p.
En particulier, en utilisant l’antisyme´trie des matrices de Clifford, on obtient que π˜θ(Jp) = 0
pour p > 2N .
Remarque 3.1.5. Pour les triplets spectraux commutatifs (C∞(M), L2(M,S),D/ ) et pour ceux
des tores non commutatifs (C∞(TlΘ), L
2(Tl)⊗ C2⌊l/2⌋, ∂/ ) (ou` ⌊l/2⌋ de´signe la partie entie`re de
l/2), le 2-Junk est aussi isomorphe a` l’alge`bre de de´part. En fait, l’inclusion π˜(J2) ⊂ π(A),
pour A = C∞(M) ou A = C∞(TlΘ) est automatiquement satisfaite car elle n’utilise pas la
commutativite´/non commutativite´ de l’alge`bre mais seulement la re`gle de Leibniz. Pour obtenir
l’inclusion inverse, les e´le´ments caracte´ristiques du 2-Junk sont, dans les cas commutatifs
(δf)f − f(δf), pour f ∈ C∞(M),
et pour les tores non commutatifs
uj(δu
−1
j ) + (δuj)u
−1
j , j = 1, · · · , l,
ou` les uj sont les unitaires engendrant le tore non commutatif, i.e. satisfaisant a` la relation
uiuj = e
−iΘij ujui.
3.1. ACTION DE CONNES–LOTT 89
3.1.2 Fonctionnelle d’action
Ayant identifie´ les e´le´ments de π˜θ(J2), on va pouvoir caracte´riser les e´le´ments du quotient
Ω2∂/Aθ. Pour cependant ne pas avoir a` manipuler des classes d’e´quivalence de ‘formes universelles’,
il est commode d’introduire un produit scalaire, qui permettra de choisir sans ambigu¨ıte´ un
unique repre´sentant dans chaque classe d’e´quivalence.
Soit H˜p l’espace de Hilbert obtenu en comple´tant π˜θ(ΩpAθ) par rapport a` la norme induite
par le produit scalaire
〈π˜θ(ω) | π˜θ(ω′)〉p := Trω
(
π˜θ(ω)∗ π˜θ(ω′) (∂/ 2 + ε2)−N
)
,
pour ω, ω′ ∈ ΩpAθ. Cette forme sesquiline´aire de´finit une pre´-action I(η) lorsque p = 2 et
ω′ = ω = δη + η2 :
I(η) := Trω
(
π˜θ(ω)∗ π˜θ(ω) (∂/ 2 + ε2)−N
)
. (3.1.4)
Soit P le projecteur orthogonal sur H˜p dont l’image est le comple´ment orthogonal de π˜θ(δJp−10 )
et soit Hp := P H˜p. Alors P prolonge sur Hp, l’application quotient de π˜θ(ΩpAθ) vers Ωp∂/ Aθ,
qui est identifie´ a` un sous-espace dense de Hp. La possible ambigu¨ıte´ dans (3.1.4) due au fait
que π˜θ n’est pas fide`le, disparaˆıt en de´finissant une fonctionnelle d’action (action de Yang–Mills
non commutative) par :
YM(α) :=
N ! (2π)N
8g2
〈Pπ˜θ(F ) | Pπ˜θ(F )〉2, (3.1.5)
ou` Ω1∂/ Aθ ∋ α = π˜θ(η) et F = δη + η2 est la courbure de la 1-forme η et g est une constante de
couplage. Il est de´montre´ dans [18,107], que YM(α) co¨ıncide avec l’infimum des pre´-actions sur
l’ensemble des 1-formes η ∈ Ω1Aθ ayant la meˆme image dans Ω1∂/ Aθ :
YM(α) =
N ! (2π)N
8g2
inf{ I(η) : π˜θ(η) = α }.
Ce re´sultat justifie la notation YM(α), car cette fonctionnelle positive en η, ne de´pend que de
sa classe d’e´quivalence dans Ω1∂/Aθ, c’est-a`-dire α.
The´ore`me 3.1.6. Soit η = −η∗ ∈ Ω1Aθ. Alors l’action de Yang–Mills non commutative YM(α)
de la connection universelle δ + η, avec α = π˜θ(η), est e´gale a`
YM(α) = − 1
4g2
∫
d2NxFµν⋆
θ
Fµν(x) = − 1
4g2
∫
d2NxFµν(x)Fµν(x), (3.1.6)
ou` Fµν :=
1
2 (∂µAν − ∂νAµ + [Aµ, Aν ]⋆θ ) et Aµ est de´fini par α = Lθ(Aµ)⊗ γµ.
Preuve. Si η =
∑
j∈I fj δgj avec fj, gj ∈ S pour un ensemble fini I, alors α =
∑
j∈I L
θ
fj
Lθ∂µgj⊗γµ
=
∑
j∈I L
θ(fj⋆θ∂µgj)⊗ γµ et donc Aµ :=
∑
j∈I fj⋆θ∂µgj . Ainsi,
π˜θ(δη + η2) = π˜θ(δfj δgj + (fj δgj)(fk δgk)) = π˜
θ(δfj δgj + fj δ(gj⋆θfk)δgk − (fj⋆θgj) δfk δgk)
= Lθ(∂µfj⋆θ∂νgj + fj⋆θ∂µ(gj⋆θfk)⋆θ∂νgk − fj⋆θgj⋆θ∂µfk⋆θ∂νgk)⊗ γµγν
= Lθ(∂µfj⋆θ∂νgk + fj⋆θ∂µgj⋆θfk⋆θ∂νgk)⊗ γµγν
= Lθ(∂µ(fj⋆θ∂νgj) + fj⋆θ∂µgj⋆θfk⋆θ∂νgk)⊗ γµγν − Lθ(fj⋆θ∂µ∂νgj)⊗ ηµν 12N
= Lθ(∂µAν +Aµ⋆θAν)⊗ 12 [γµ, γν ] + ηµνLθ(∂µAν +Aµ⋆θAν)⊗ 12N
− ηµνLθ(f⋆
θ
∂µ∂νg)⊗ 12N .
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Les deux derniers termes e´tant dans π˜θ(J2), on obtient
P (π˜θ(F )) = P
(
Lθ(∂µAν +Aµ⋆θAν)⊗ 12 [γµ, γν ]
)
= P
(
Lθ(12(∂µAν − ∂νAµ + [Aµ, Aν ]⋆θ )⊗ γµγν
)
= P (Lθ(Fµν)⊗ γµγν) = Lθ(Fµν)⊗ γµγν .
La dernie`re e´galite´ provient du fait que tout ω = ωµν ⊗ γµγν ∈ π˜θ(Ω2Aθ) peut eˆtre uniquement
de´compose´ en
ω = ωµν ⊗ 12(γµγν − γνγµ) + ωµν ⊗ 12(γµγν + γνγµ)
dans π˜θ(Ω2Aθ)a ⊕ π˜θ(Ω2Aθ)s = π˜θ(Ω2Aθ)a ⊕ π˜θ(J2), somme directe des parties antisyme´trique
et syme´trique. Puisque Aµ = −A∗µ, on obtient F ∗µν = −Fµν et P (π˜θ(F ))∗ = Lθ(Fµν)⊗ γµγν .
Finalement, en remarquant que
Trω
(
Lθ(Fµν⋆θFρσ) (−∆+ε2)−N⊗γµγνγργσ
)
= Trω
(
Lθ(Fµν⋆θFρσ) (−∆+ε2)−N
)
Tr(γµγνγργσ),
que Tr(γµγνγργσ) = 2N (ηµνηρσ − ηµρηνσ + ηµσηνρ) et Fµν = −Fνµ, on obtient a` partir de la
proposition 2.2.39 (avec −i∇ a` la place de ∂/ )
YM(α) = −2N ! (4π)
N
8g2
Trω
(
Lθ(Fµν⋆θF
µν) (−∆+ ε2)−N
)
= − 1
4g2
∫
d2Nx (Fµν⋆θF
µν)(x).
D’apre`s la propie´te´ de trace (lemme 1.2.7), on peut remplacer le produit de Moyal par celui
ordinaire, pour obtenir (3.1.6).
Remarque 3.1.7. Dans nos conventions F ∗µν = −Fµν et on peut ve´rifier la positivite´ de l’action
ainsi de´finie :
YM(α) =
1
4g2
∫
d2Nx
2N∑
µ,ν=1
|Fµν(x)|2.
3.2 Action spectrale
Apre`s avoir revu les motivations de Chamseddine et Connes pour de´finir, dans le cas d’un
triplet spectral avec unite´, une fonctionnelle d’action a` partir du spectre de l’ope´rateur de Dirac
ge´ne´ralise´, nous proposerons une de´finition de l’action spectrale dans le cas sans unite´. Nous
nous focaliserons ensuite sur les aspects techniques, permettant de calculer une telle action
dans le cas des de´formations isospectrales. Faute de temps, nous ne pre´senterons ici que les
re´sultats obtenus dans le cas des plans de Moyal. Modulo une complexite´ d’ordre calculatoire
grandissante, la strate´gie que nous allons suivre sera cependant directement applicable aux cas
courbes, pe´riodiques ou non.
3.2.1 Motivations et ge´ne´ralite´s
Pour un triplet spectral a` unite´ (A,H,D), Chamseddine et Connes [6, 7] ont propose´ une
‘action physique’ ne de´pendant que du spectre de l’ope´rateur D ; le principe d’action spectrale
SΛ(D, A) := Tr
(
χ
[0,1]
(D2A/Λ2)
)
, (3.2.1)
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i.e. le nombre de valeurs propres infe´rieures a` une e´chelle de masse Λ. Ici, DA est l’ope´rateur
de “Dirac” covariant DA := D + A + ǫJAJ−1, ou` A est une 1-forme diffe´rentielle universelle
repre´sente´e A ∈ π˜(Ω1A). π˜ de´signe toujours la repre´sentation releve´e a` l’alge`bre diffe´rentielle
universelle Ω•A :
π˜(a0δa1 · · · δap) := π(a0)[D, π(a1)] · · · [D, π(ap)], ai ∈ A, i = 1, · · · , p.
J est la structure re´elle du triplet (la conjugaison de charge pour les spineurs dans les cas
commutatifs comme pour les de´formations isospectrales) et ǫ ∈ {+1,−1} en fonction de la
dimension. Initialement [6, 7], dans le cas presque commutatif du mode`le standard, le calcul de
cette action utilisait a` la place de la fonction caracte´ristique χ[0,1], n’importe quelle fonction
lisse φ l’approximant. Pour pouvoir calculer cette action asymptotiquement par des techniques
de transforme´e de Laplace, de plus amples conditions sur φ doivent eˆtre impose´es [40]. Nous
reverrons ces conditions lors de son calcul pour les plans de Moyal. Dans le cas a` unite´, D ainsi
que sa perturbation borne´e DA sont a` re´solvante compacte, donc φ(D2A/Λ2) est a` trace de`s que
φ est suffisamment de´croissante a` l’infini ; rn−1φ(r2) ∈ L1(R+) est une condition suffisante dans
le cas d’un triplet spectral de dimension n.
Concernant l’ope´rateur de “Dirac” covariant DA, le point de de´part re´side dans l’analogie
entre le groupe d’invariance d’une the´orie de jauge couple´e avec la gravitation sur une varie´te´
Riemannienne M , G = U ⋊Diff(M) et le groupe d’automorphismes Aut(A) = Int(A)⋊Out(A)
d’une alge`bre A, au travers des suites exactes de groupe
1→ U → G→ Diff(M)→ 1,
1→ Int(A)→ Aut(A)→ Out(A)→ 1.
Les deux constructions co¨ıncident en particulier lorsque A = C∞(M,Mn(C)), n > 1 :
Out(A) = Diff(M), Int(A) = C∞(M,SUn/Zn). Pour une fonctionnelle d’action de´finie sur
un triplet spectral, il est alors naturel d’imposer que le groupe d’invariance soit le groupe d’au-
tomorphismes de l’alge`bre.
Pour obtenir une the´orie de jauge avec champs de matie`res lorsque l’alge`bre A est presque
commutative, c’est-a`-dire lorsque A = C∞(M)⊗AF (ou` AF est une alge`bre finie, en l’occurrence
H⊕C⊕M3(C) pour le mode`le standard de la physique des particules [5–7]), il faut repre´senter les
automorphismes inte´rieurs sur l’espace de Hilbert fermionique H. En particulier, il faut relever
Int(A) sur le groupe des unitaires U(H) des ope´rateurs borne´s sur H :
U(A) ∋ u 7→ σ(u) = π(u)Jπ(u)J−1 ∈ U(H).
Pour les tores non commutatifs, les plans de Moyal et certaines ge´ome´tries presque commutatives,
cette repre´sentation est la repre´sentation adjointe : π(u)Jπ(u)J−1ψ = u⋆
Θ
ψ⋆
Θ
u∗, ψ ∈ H. Sous
cette transformation, l’ope´rateur D se transforme comme
D → σ(u)Dσ(u)−1 = D + π(u)[D, π(u∗)] + ǫJπ(u)[D, π(u∗)]J−1, (3.2.2)
ou` le signe ǫ vient de la relation de commutation DJ = ǫJD, (voir [14, 55] pour une table des
signes). Ainsi, DA → DA′ avec A′ = π(u)Aπ(u∗) + π(u)[D, π(u∗)] se transforme de manie`re
covariante.
92 CHAPITRE 3. FONCTIONNELLES D’ACTIONS
Pour les ge´ome´tries presque commutatives C∞(M) ⊗ AF , en particulier pour le mode`le
standard, avec
D = D/ ⊗ 1HF + 1⊗DF , D/ = −ieµaγa(∂µ + ωµ),
ou` ω est la connection de spin et DF une matrice Hermitienne (la matrice de masse fermion-
ique), SΛ(D, A) est asymptotiquement calculable en utilisant le de´veloppement du noyau de
la chaleur. Notons de`s a` pre´sent que D/ 2A peut eˆtre vu comme un Laplacien ge´ne´ralise´ :
D/ 2A = − (gµν(∂µ +Bµ)(∂ν +Bν) + E) ≡ P ou` gµν est le tenseur me´trique, Bµ est une con-
nection contenant une partie spin et une partie Yang–Mills et E est un endomorphisme du fibre´
spinoriel. On peut montrer formellement [6,7], en de´veloppant φ en se´rie de Taylor, que SΛ(D, A)
est lie´e aux coefficients de Seeley–DeWitt ak(P, p) de la trace du semi-groupe de la chaleur
Tr
(
e−tP
) ∼t→0 (4π)−n/2∑
l∈N
t(l−n)/2
∫
M
µg(p) al(P, p), (3.2.3)
par la relation entre la fonction Ze´ta et la trace de l’ope´rateur de la chaleur [51] :
ζP (s) := Tr(P
−s) = 1Γ(s)
∫ ∞
0
dt ts−1Tr(e−tP ). (3.2.4)
Sur une varie´te´ sans bord, les coefficients de Seeley–De Witt s’annulent al(P, .) = 0, lorsque l
est impair. On obtient alors dans le cas quadri-dimensionnel
SΛ(D/ ⊗ 1AF , A) = (4π)−2
2∑
l=0
Λ4−2l φ2l
∫
M
µg(p) a2l(P, p) +O(Λ
−2), (3.2.5)
ou` les ‘moments’ φi sont de´finis par
φ0 =
∫ ∞
0
dt t φ(t), φ2 =
∫ ∞
0
dt φ(t), φ2(2l+2) = (−1)lφ(l)(0), l ≥ 0. (3.2.6)
Des de´rivations moins formelles de cette relation, ne´cessitant quelques hypothe`ses supple´mentai-
res sur φ, ont e´te´ obtenues dans [40,82].
LorsqueM est de dimension quatre et AF = H⊕C⊕M3(C), l’action spectrale unifie la gravitation
d’Einstein plus Weyl et le mode`le standard avec son secteur de Higgs et le me´canisme de brisure
spontane´e de syme´trie (voir [5–7]). Comme nous le verrons dans le cas des plans de Moyal, il n’y
a pas de restriction sur les dimensions, mais l’expression des coefficients (3.2.6) sera sensiblement
diffe´rente.
Remarque 3.2.1. La relation (3.2.4) lie aussi la trace de Dixmier avec le de´veloppement du
noyau de la chaleur et donc l’action de Connes–Lott avec l’action spectrale.
L’ope´rateur D n’est plus a` re´solvante compacte dans le cas non compact, et il va falloir
introduire une re´gularisation supple´mentaire pour de´finir l’action spectrale. Cette re´gularisation
sera donne´e par un e´le´ment positif de l’alge`bre A et par analogie avec le cas commutatif non
compact, pourra eˆtre qualifie´e de re´gularisation spatiale.
De´finition 3.2.2. Pour un triplet spectral sans unite´ (A, A˜,H,D) de dimension spectrale n,
l’action spectrale est donne´e par
SΛ(D, A, ρ) := TrH
(
π(ρ) φ(D2A/Λ2)
)
. (3.2.7)
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Comme dans le cas unital, DA = D+A+ǫJAJ−1 (ǫ ∈ {+1,−1} ) et A ∈ Ω1D(A˜) est dore´navant
une 1-forme auto-adjointe de l’alge`bre a` unite´ A˜ repre´sente´e
A∗ = A =
∑
i∈I
π(bi0) [D, π(bi1)],
ou` I est un ensemble fini, bi0, b
i
1 ∈ A˜, 0 ≤ ρ ∈ A et de plus, 0 ≤ φ et Λ sont comme dans le cas
a` unite´.
Remarque 3.2.3. i) Cette de´finition donne une importance supple´mentaire au choix du plonge-
ment unife`re de l’alge`bre. La 1-forme A e´tant maintenant construite a` partir de A˜, toutes les
conside´rations de syme´trie discute´es dans le cas compact, restent alors valables. Ce point est cru-
cial car l’existence d’unitaires dans l’alge`bre est primordiale pour imple´menter l’invariance de
jauge : SΛ(D, A, ρ) est par construction invariante sous l’action des automorphismes inte´rieurs
releve´s sur l’espace de Hilbert π(u)Jπ(u)J−1. Dore´navant la re´gularisation ρ se transforme aussi{
A → uAu∗ + u[D, u∗],
ρ → uρu∗.
ii) Les positivite´s de ρ et de φ sont suffisantes pour donner lieu a` une action de´finie positive.
iii) D’autres re´gularisations existent. En l’occurrence, Tr
(
φ
(D2A π(ρ)−1)) avec ρ un e´le´ment
inversible et positif de l’alge`bre, est aussi bien de´finie. Cependant, pour les plans de Moyal, ce
type de re´gularisation ne donne pas un acce`s direct a` un de´veloppement asymptotique.
Dans le cas d’une ge´ome´trie commutative (ou presque commutative) non compacte et sans
bord A = C∞c (M), il est aise´ de montrer que ρ e−t P , t ∈ R∗+, ou` P est un Laplacien ge´ne´ralise´
et ρ ∈ C∞c (M), est a` trace. Pour cela, on peut utiliser les meˆmes techniques d’ope´rateur pseu-
dodiffe´rentiel que celles que nous utiliserons lors du paragraphe suivant. La formule (3.2.4) a
dans ce cas un analogue
ζρ,P (s) := Tr(ρ P
−s) = 1Γ(s)
∫ ∞
0
dt ts−1Tr(ρ e−t P ). (3.2.8)
Pour P = (D/ +A+ ǫJAJ−1)2, on obtient
SΛ(D/ ⊗ 1AF , A) = (4π)−n/2
m∑
l=0
Λn−2l φ2l
∫
M
µg(p) a2l(P, p) ρ(p) + O(Λ
n−2(m+1)),
ou` {a2l} de´signe toujours les coefficients de Seeley–DeWitt, qui dans le cas d’une varie´te´ non com-
pacte ne sont plus que localement inte´grables. Cependant, a2l(P, .)ρ(.) est globalement inte´grable
car ρ ∈ C∞c (M). Les coefficients {φ2l} ont la forme (3.2.6) dans le cas quadri-dimensionnel ; leurs
expressions en dimension quelconque sera e´tabli lorsque l’on traitera le cas des plans de Moyal.
3.2.2 Cas des plans de Moyal
3.2.2.1 De´veloppement du noyau de la chaleur pour Laplaciens non commutatifs
Dans ce paragraphe, nous allons obtenir un de´veloppement similaire a` celui du noyau de la
chaleur, pour la trace d’un semi-groupe re´gularise´, ge´ne´re´ par un Laplacien non commutatif.
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Cette formule asymptotique permettra de calculer (une forme pre´liminaire de) l’action spectrale
associe´e aux triplets spectraux des plans de Moyal ge´ne´riques, i.e. l’hypothe`se d’inversibilite´ de
la matrice de de´formation sera relaxe´e.
Nous commenc¸ons par e´tablir un re´sultat ge´ne´rique concernant la trac¸abilite´ de semi-groupes
re´gularise´s. Pour ce faire, nous allons utiliser certains faits de la the´orie des semi-groupes a` un
parame`tre ; e−t A ou` A est un ope´rateur non borne´ (auto-adjoint) et positif, sur un espace de
Hilbert se´parable H.
Sous la seule hyphothe`se de la positivite´ du ge´ne´rateur A, on montre que e−z A est une
contraction holomorphe pour ℜ(z) > 0 [68, exemple 1.25, p.493] [120], c’est-a`-dire que le semi-
groupe peut eˆtre de´fini par calcul fonctionnel holomorphe :
e−tA =
1
2iπ
∫
Γ
e−tz RA(z) dz, (3.2.9)
ou` Γ est un contour (e´ventuellement infini) oriente´ entourant le spectre de A et qu’il est con-
tractant :
‖e−z A‖ ≤ 1.
Lemme 3.2.4. Soit B un ope´rateur borne´ et A un ge´ne´rateur positif, densement de´fini d’un
semi-groupe holomorphe qui soit tel que BRA(z)l ∈ L1(H) pour un l ∈ N∗ et un z /∈ sp(A).
Alors, pour tout t > 0, Be−tA est a` trace.
Preuve. Pour un z0 /∈ sp(A), la proprie´te´ de semi-groupe, ensemble avec la premie`re e´quation
re´solvante et la pre´sentation (3.2.9), impliquent
B e−tA = B (e−
t
l
A)l = B RA(z0)l
(
1
2iπ
∫
Γ
dz e−
t
l
z(1 + (z − z0)RA(z))
)l
,
qui conclut la preuve car ‖RA(z)‖ ≤ M|z| pour tout z avec ℜ(z) > 0 [120, proposition 1.13] et
donc ∫
Γ
|dz| e− tl ℜ(z)
(
1 + |z − z0| ‖RA(z)‖
)
<∞.
Pour les produits de Moyal ge´ne´riques, (S(Rn), ⋆Θ), (DL2(Rn), ⋆Θ) et (O0(Rn), ⋆Θ), munis
de leurs topologies usuelles, forment des alge`bres de Fre´chet. En effet, tout produit de Moyal
ge´ne´rique se de´compose en un produit de Moyal symplectique et un produit point a` point ; en
de´composant la matrice Θ en une somme directe d’une matrice symplectique de dimension 2k
et une matrice a` entre´e nulle de dimension n − 2k [92, proposition 2.7 et corollaire 2.8]. Nous
avons de´ja` montre´ que chacun des espaces S(Rn), DL2(Rn) et O0(Rn) sont stables sous produit
de Moyal symplectique. Il suffit alors de ve´rifier qu’ils le sont aussi sous produit point a` point.
Pour S(Rn) et O0(Rn) ce fait est e´vident, alors que pour DL2(Rn), c’est une conse´quence de
l’inclusion DL2(Rn) ⊂ O0(Rn) [96]. Ainsi
(
C, L2(Rn)⊗ C2m, ∂/
)
de´finit aussi un triplet spectral
sans unite´, si C :=
(
(S(Rn), ⋆Θ) , (DL2(Rn), ⋆Θ) , (O0(Rn), ⋆Θ)
)
. Dans ce cas, le calcul de l’action
de Connes–Lott (3.1.6) n’est pas direct, car fonde´ sur la base de Wigner qui n’a plus d’analogue
dans les cas de´ge´ne´re´s. Nous allons voir que l’action spectrale peut eˆtre calcule´e sans difficulte´s
supple´mentaires dans tous les cas de figure (produits de Moyal symplectique ou de´ge´ne´re´).
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Soit △Θ un Laplacien ge´ne´ralise´ non commutatif associe´ au produit de Moyal
△Θ := −
(
ηµν(∂µ + L
Θ(ωµ))(∂ν + L
Θ(ων)) + L
Θ(E)
)
⊗ 12m , (3.2.10)
△Θ =: △Θr ⊗ 12m ,
agissant sur l’espace de Hilbert H = L2(Rn)⊗ C2m =: Hr ⊗ C2m , ou` ω∗µ = −ωµ et E sont dans
O0(Rn). Ici 2m est le rang du fibre´ des spineurs, i.e. m de´signe la partie entie`re de n/2.
Pour f ∈ AΘ := (S(Rn), ⋆Θ), soit LΘ(f)e−t△
Θ
le semi-groupe re´gularise´ par LΘf associe´ au
Laplacien ge´ne´ralise´ △Θ.
Le the´ore`me suivant est le re´sultat principal de ce paragraphe :
The´ore`me 3.2.5. Pour △θ de´fini dans l’e´quation (3.2.10) et avec f ∈ S(Rn), Tr(πΘ(f) e−t△Θ)
posse`de un de´veloppement asymptotique
Tr
(
πΘ(f) e−t△
Θ
)
∼t→0 2m( 14πt)n/2
∑
l∈N
tl
∫
Rn
dnx f(x) a˜2l(x), (3.2.11)
avec
a˜0(x) =1,
a˜2(x) =E(x),
a˜4(x) =
1
2 E⋆ΘE(x) +
1
6 η
µνE;µν(x) +
1
12 Ω
µν⋆
Θ
Ωµν(x),
a˜6(x) =
1
6 E⋆ΘE⋆ΘE(x) +
1
12 η
µνE;µ⋆ΘE;ν(x) +
1
6 η
µνE⋆
Θ
E;µν(x)
+ 160 η
µνηρσE;µνρσ(x) +
1
12 E⋆ΘΩ
µν⋆
Θ
Ωµν(x) +
1
45 η
ρσΩµν ;ρ⋆ΘΩµν;σ(x)
+ 1180 η
ρσΩµν ;ν⋆ΘΩµρ;σ(x) +
1
30 η
ρσΩµν⋆ΘΩµν;ρσ − 130 Ωµν⋆ΘΩνρ⋆ΘΩρµ(x),
ou` g;µ := ∂µg + [ωµ, g]⋆Θ et Ωµν := ∂µων − ∂νωµ + [ωµ, ων ]⋆Θ est la courbure de la connection ω.
Nous allons commencer par montrer que LΘ(f)e−t △Θr est a` trace pour tout t ∈ R∗+, pour
ensuite montrer que sa trace posse`de un de´veloppement en puissance de t, pour t→ 0 :
Tr
(
LΘ(f)e−t △
Θ
r
)
∼t→0 ( 14πt)n/2
∑
l∈N
tl
∫
Rn
dnx f(x)a˜2l(x),
ou` les ‘invariants locaux’ a˜l sont construits a` partir de la connection universelle repre´sente´e
ωµ, de l’endomorphisme (non local) E et de leurs de´rive´es covariantes dans la repre´sentation
adjointe :
∇Θµ := ∂µ + LΘ(ωµ)−RΘ(ωµ).
Nous allons e´tablir la trac¸abilite´ de LΘ(f)e−t△Θr par deux approches. La premie`re utilise
la the´orie des semi-groupes, alors que la seconde est base´e sur des techniques d’ope´rateurs
pseudodiffe´rentiels. Toutes deux seront applicables aux cas commutatifs non compacts, mais
seule la premie`re pourra s’e´tendre aux cas des de´formations isospectrales non compactes.
The´ore`me 3.2.6. Soient f ∈ S(Rn), ωµ, E ∈ O0(Rn) avec ω∗µ = −ωµ et E = −h∗⋆Θh pour un
certain h ∈ O0(Rn). Alors, pour tout t > 0 le semi-groupe de ge´ne´rateur ∆Θ, re´gularise´ par LΘf ,
est a` trace.
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Premie`re preuve du the´ore`me 3.2.6. De (LΘ(h))∗ = LΘ(h∗), on en de´duit que LΘ(E) est positif
et donc que △Θ l’est aussi. D’apre`s le lemme 3.2.4, il est suffisant de montrer que LΘ(f)R△Θr (z)l
est a` trace pour l > n2 .
Remarquons que △Θ peut s’e´crire comme un ope´rateur de Dirac covariant au carre´ :
△Θ = ∂/ 2ω −B,
∂/ ω := −i
(
∂µ + L
Θ(ωµ)
)⊗ γµ,
ou` B := LΘ(E)⊗ 12m − LΘ(∂µ(ων)− ωµ⋆Θων)⊗ (ηµν12m − γνγµ) est borne´.
Supposons tout d’abord que l = 1, z = −1, B = 0. En utilisant les notations
πΘ(ω) := LΘ(ωµ)⊗ γµ et πΘ(∂/ (f)) := LΘ(∂µf)⊗ γµ
et en remarquant que tout f ∈ S(Rn) se factorise comme f = f1⋆Θf2, avec f1, f2 ∈ S(Rn) [46,
proposition 2.7], on obtient
πΘ(f)R△Θ(−1) = −πΘ(f)
1
∂/ − i
(
1− πΘ(ω) 1
∂/ ω − i
)
1
∂/ ω + i
= −πΘ(f1) 1
∂/ − i π
Θ(f2)
(
1− πΘ(ω) 1
∂/ ω − i
)
1
∂/ ω + i
− πΘ(f1) 1
∂/ − i π
Θ(∂/ (f2))
1
∂/ − i
(
1− πΘ(ω) 1
∂/ ω − i
)
1
∂/ ω + i
= −πΘ(f1) 1
∂/ − i π
Θ(f2)
1
∂/ + i
(
1− πΘ(ω) 1
∂/ ω + i
)
+ πΘ(f1)
1
∂/ − i π
Θ(f2)⋆Θω)
1
∂/ − i
(
1− πΘ(ω) 1
∂/ ω − i
)
1
∂/ ω + i
− πΘ(f1) 1
∂/ − i π
Θ(∂/ (f2)⋆Θω)
1
∂/ − i
(
1− πΘ(ω) 1
∂/ ω − i
)
1
∂/ ω + i
.
D’apre`s la proposition 2.3.6, πΘ(g)R∂/ (i) πΘ(h)R∂/ (i) ∈ Lp(H) lorsque g, h ∈ S(Rn) et p > n2 .
Les ope´rateurs πΘ(ω) etR∂/ ω(z) e´tant borne´s, on obtient alors que πΘ(f)R△Θ(−1) ∈ Lp(H) pour
le meˆme p. Pour l ≥ 1, on obtient de semblables conclusions en re´pe´tant l fois cet algorithme :
(A+ C)−1 = A−1(1−CA−1(· · · (1− C(A+ C)−1) · · · )).
Le cas avec B non nul est obtenu par la meˆme astuce :
πΘ(f)R△Θ(−1) = πΘ(f)R∂/ 2ω(−1)
(
1 +BR△Θ(−1)
)
.
Pour z quelconque dans l’ensemble re´solvant de△Θ, on obtient le re´sultat en utilisant la premie`re
e´quation re´solvante.
La deuxie`me preuve, base´e sur un calcul fonctionnel des ope´rateurs pseudodiffe´rentiels [32],
utilise la de´finition des classes de symboles de Shubin [98] ou classes GLS [60]. Ce type de
calcul pseudodiffe´rentiel se trouve eˆtre particulie`rement pertinent pour l’analyse sous-jacente
aux de´formations de type Moyal.
De´finition 3.2.7. Soit Sρ,λ la classe des symboles de Shubin
Sρ,λ :=
{
σ ∈ C(R2n) : ∀α, β ∈ Nn,∃Cαβ ∈ R+∣∣∣∂αx∂βξ σ(ξ, x)∣∣∣ ≤ Cα,β(1 + |x|2)(ρ−|α|)/2(1 + |ξ|2)(λ−|β|)/2} ,
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et soit Ψρ,λ :=
{
A ∈ ΨDO : σ[A] ∈ Sρ,λ} la classe des ΨDOs associe´s.
En re´alite´, Sρ,λ s’inscrit dans les classes de symboles d’Ho¨rmander (voir [64, Chapitre XVIII])
S(m, g) de fonction d’ordre
m(ξ, x) = (1 + |x|2)ρ/2 (1 + |ξ|2)λ/2
et de me´trique
gξ,x = (1 + |ξ|2)−1|dξ|2 + (1 + |x|2)−1|dx|2.
Deuxie`me preuve du the´ore`me 3.2.6. Premie`rement, l’e´quation (2.2.13) ainsi que la formule du
produit pour les ΨDOs permet de calculer le symbole de △θr :
σ[△θr](ξ, x) = ηµν
(
ξµξν +2iωµ(x− 12Θξ)ξν −∂µων(x− 12Θξ)−ων⋆Θων(x− 12Θξ)
)
−E(x− 12Θξ).
En utilisant ensuite le fait que ωµ, E ∈ O0(Rn), on voit que le ‘Laplacien’ △θr appartient a` Ψ0,2,
car Ψp,q ⊂ Ψs,t, lorsque p ≤ s, q ≤ t. Soit {fN}N∈N une famille de fonctions lisses a` supports
compacts, de´finies par fN (x) := χN (x) e
−x, ou` 0 ≤ χ
N
≤ 1, χ
N
∈ C∞c (R) avec χN (x) = 0 lorsque
x ∈]−∞,−ǫ]∪[N,+∞[ pour un ǫ > 0 fixe´ et χN (x) = 1 pour x ∈ [0, N−ǫ]. D’apre`s [32, the´ore`me
8.7], fN(t△θr) ∈ Ψ0,−∞ et d’apre`s le lemme 2.2.15 LΘ(f) ∈ Ψ−∞,0 pour tout f ∈ S(Rn). Ainsi,
d’apre`s [64, lemme 18.4.3] on obtient LΘ(f)fN (t△Θr ) ∈ Ψ−∞,−∞ et donc son symbole appartient
a` S(R2n). Donc,
C :=
∑
|α|+|β|≤2n+1
‖∂αx ∂βξ σ
[
LΘ(f)fN (t△Θr )
] ‖1
≤
∑
|α|+|β|≤2n+1
Cα,β
∫
dnx dnξ (1 + |x|2)(−l−|α|)/2(1 + |ξ|2)(−k−|β|)/2,
pour des constantes Cα,β <∞ et pour tout l, k ∈ N, donc C <∞. Finalement, le the´ore`me 9.4
de [32] montre que LΘ(f)fN (t△Θr ) est a` trace pour tout N ∈ N. En regardant les estimations
de la preuve du the´ore`me 8.7 de [32], on peut trouver des constantes Cα,β inde´pendantes de N
(e´tant donne´ que e−x est a` de´croissance rapide lorsque x → +∞, le support a` droite de fN ne
joue aucun roˆle), on obtient alors que LΘ(f)fN (t△Θr ) est uniforme´ment (par rapport a` N) a`
trace.
Pour terminer la preuve, il reste a` montrer que s-limLΘ(f)fN (t△Θr ) = LΘ(f)e−t△
Θ
r , car la
proposition 2 de [30] garantira que LΘ(f)e−t△
Θ
r est a` trace pour tout t > 0.
Soit φ ∈ H et soit Eλ la famille spectrale de △Θr , alors
‖(χ
N
(△Θr )− 1)φ‖22 = 〈φ|(χN (△Θr )− 1)2φ〉 =
∫
sp(△Θr )
d〈φ|Eλφ〉 (χN (λ)− 1)2
≤
∫
sp(△θr)
d〈φ|Eλφ〉 = 〈φ|φ〉.
On obtient alors par convergence domine´e, avec φ = e−t△Θr ψ
lim
N→∞
‖(χ
N
(△Θr )− 1) e−t △
Θ
r ψ‖22 = lim
N→∞
∫
sp(△Θr )
d〈e−t△Θr ψ, Eλe−t△Θr ψ〉(χN (λ)− 1)2
=
∫
sp(△θr)
d〈e−t△Θr ψ, Eλe−t△Θr ψ〉
(
lim
N→∞
(χ
N
(λ)− 1)2
)
= 0.
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Dans la dernie`re e´galite´, nous avons utilise´ la positivite´ de la mesure spectrale, conse´quent a`
sp(△Θr ) ⊂ R+.
Nous allons maintenant obtenir un de´veloppement asymptotique de la trace du semi-groupe
re´gularise´, en suivant une approche de Vassilevich [110].
Preuve du the´ore`me 3.2.5. Soit
X := 2LΘ(ωµ)∂
µ + LΘ(∂µω
µ) + LΘ(ωµ⋆Θω
µ) + LΘ(E)
Y := −∂µ∂µ,
de telle sorte que △Θr = Y −X. La formule de Baker-Campbell-Hausdorff (BCH)
eT eS = eT +S+
1
2
[T, S] + 1
12
[T, [T, S]]+ 1
12
[S, [S, T ]]− 1
48
[T, [S, [T, S]]]+ ···,
permet de re´crire le semi-groupe comme
e−t△
Θ
r = etX +
1
2
t2 [X,Y ] + 1
12
t3 [X, [X,Y ]]− 1
6
t3 [Y, [X, Y ]]− 1
48
t4[X, [Y, [X,Y ]]]+ 1
48
t4 [Y, [Y, [X,Y ]]] + ··· e−t Y .
Pour obtenir un de´veloppement en puissance de t lorsque t → 0, la strate´gie consiste a`
de´velopper la premie`re exponentielle, calculer les commutateurs, re´organiser la suite des termes
ainsi obtenus, pour finalement calculer les symboles de ces ope´rateurs pseudodiffe´rentiels. La
trace sera prise en inte´grant les symboles sur le fibre´ cotangent.
En re´alite´, la re´organisation en puissances homoge`nes est sensiblement plus e´labore´e qu’un simple
de´veloppement d’exponentielle. Tous les ope´rateurs provenant de ce de´veloppement sont du type
LΘ(g) ∂αe−t∆, α ∈ Nn, avec g ∈ S(Rn). Certains d’entre eux donneront des contributions nulles
car
∫
dnξ ξα11 · · · ξαnn e−t|ξ|
2
= Πni
1
2(1 + (−1)αi) Γ(n+12 ) t−(αi+1)/2 est nul lorsque au moins un
des αi est impair. Lorsqu’ils sont tous pairs, |α| =
∑n
i αi = 2l est aussi pair et on a∫
Rn
dnξ ξµ1 · · · ξµ2l e−t|ξ|
2
=
(
π
t
)n/2
(2t)−l
∑
σ∈S2l
1
2ll!
δσ(µ1)σ(µ2) · · · δσ(µ2l−1)σ(µ2l),
ou` σ varie dans le groupe des permutations de 2l e´le´ments S2l. Ainsi, dans la re´organisation en
puissances homoge`nes, il faut prendre en compte que tl LΘ(g) ∂α est un terme d’ordre effectif
tl−
|α|
2 (inde´pendamment du facteur global
(
π
t
)n/2
). De plus, pour avoir un de´veloppement jusqu’a`
l’ordre k, il faut utiliser la formule BCH a` l’ordre 2k − 1. L’ordre de la formule BCH est de´fini
comme le nombre de commutateurs entrant en jeu dans la premie`re exponentielle. Le terme
venant de la formule BCH a` l’ordre k, ayant un nombre maximal de de´rive´es est
[t ∂2, [t ∂2, · · · , [t ∂2, t LΘ(g)∂] · · · ] ] ∝ tk+1 LΘ(g) ∂k+1,
et il correspond alors a` un terme d’ordre effectif t
k+1
2 .
Montrons en de´tail comment cet algorithme fonctionne a` l’ordre un. Nous avons besoin de
la formule BCH aussi a` l’ordre un : e−t△Θr = etX − t Y = et X +
1
2
[tX, tY ] + ··· e−t Y . Puisque
[tX, tY ] = t2
[
∂ν∂
ν , 2LΘ(ωµ)∂
µ + LΘ(∂µω
µ) + LΘ(ωµ⋆Θω
µ) + LΘ(E)
]
= t2
(
2LΘ(∂ν∂
νωµ)∂
µ + 4LΘ(∂νωµ)∂
µ∂ν + LΘ(∂ν∂
ν∂µω
µ) + 2LΘ(∂ν∂µω
µ)∂ν
+ LΘ(∂ν∂
ν(ωµ⋆Θω
µ)) + 2LΘ(∂ν(ωµ⋆Θω
µ))∂ν + LΘ(∂ν∂
νE) + 2LΘ(∂νE)∂
ν
)
= 4t2 LΘ(∂νωµ)∂
µ∂ν +O(t2),
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on a
LΘ(f) e−t△
Θ
r = LΘ(f)et(2L
Θ(ωµ)∂µ+LΘ(∂µωµ)+LΘ(ωµ⋆Θω
µ)+LΘ(E))+2t2LΘ(∂νωµ)∂µ∂ν+··· et∂µ∂
µ
= LΘ(f)
(
1 + t
(
2LΘ(ωµ)∂
µ + LΘ(∂µω
µ) + LΘ(ωµ⋆Θω
µ) + LΘ(E)
)
+ 2t2
(
LΘ(∂νωµ)∂
µ∂ν + LΘ(ωµ⋆Θων)∂
µ∂ν
)
+O(t2)
)
et ∂µ∂
µ
.
ou` le dernier terme en facteur de t2 vient du de´veloppement de et X a` l’ordre deux. Ainsi,
σ
[
LΘ(f) e−t△
Θ
r
]
(ξ, x) =
(
f(x− 12Θξ) + t
(
2f⋆
Θ
ωµ(x− 12Θξ)(−iξ)µ + f⋆Θ∂µωµ(x− 12Θξ)
+ f⋆
Θ
ωµ⋆Θω
µ(x− 12Θξ) + f⋆ΘE(x− 12Θξ)
)
+ 2t2
(
f⋆
Θ
∂νωµ(x− 12Θξ)(−iξ)µ(−iξ)ν
+ f⋆
Θ
ωµ⋆Θων(x− 12Θξ)(−iξ)µ(−iξ)ν
)
+O(t2)
)
e−t ξµξ
µ
.
Il ne reste finalement qu’a` inte´grer σ
[
LΘ(f) e−t△Θr
]
(ξ, x). On obtient, en effectuant la transla-
tion x→ x+ 12Θξ,
Tr
(
LΘ(f) e−t△
Θ
r
)
= (2π)−n
∫∫
dnx dnξ
(
f(x) + t
(
2f⋆
Θ
ωµ(x)(−iξ)µ + f⋆Θ∂µωµ(x) + f⋆Θωµ⋆Θωµ(x)
+ f⋆
Θ
E(x)
)
+ 2t2
(
f⋆
Θ
∂νωµ(x)(−iξ)µ(−iξ)ν + f⋆Θωµ⋆Θων(x)(−iξ)µ(−iξ)ν
))
e−t ξµξ
µ
+ O(t−
n
2
+2)
= (4πt)−
n
2
∫
dnx f(x)
(
1 + t
(
∂µω
µ(x) + ωµ⋆Θω
µ(x) + E(x) − ∂µωµ(x)− ωµ⋆Θωµ(x)
))
+ O(t−
n
2
+2)
= (4πt)−
n
2
∫
dnx f(x)
(
1 + tE(x)
)
+ O(t−
n
2
+2).
Les autres coefficients sont obtenus par un calcul similaire, c’est-a`-dire que l’on obtient ge´ne´rique-
ment
LΘ(f) e−t△
Θ
r ∼t→0 LΘ(f)
(∑
l∈N
tl
∑
α∈Nn,|α|≤l
LΘ(gα,l) t
|α|/2 ∂α
)
et ∂µ∂
µ
,
ou` gα,l ∈ S et la se´rie en puissance de t a e´te´ corrige´e par l’ordre des de´rive´es, en accord avec la
discussion pre´ce´dente.
Ici ∼ signifie que nous avons un de´veloppement asymptotique par rapport a` la topologie de la
norme trace :
‖LΘ(f)e−t△Θr − LΘ(f)
(∑
l≤N
tl
∑
α∈Nn,|α|≤l
LΘ(gα,l) t
|α|/2 ∂α
)
et ∂µ∂
µ‖1 = O(tN+1),
la convergence, pour t→ 0, est alors garantie par le the´ore`me 3.2.6 ; ce qui conclut la preuve du
the´ore`me 3.2.5.
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Remarque 3.2.8. Ces calculs syste´matiques montrent aussi que les autres coefficients a˜2l, l > 3
ont la meˆme forme canonique : le produit de Moyal remplace le produit point a` point dans toutes
les expressions.
Nous allons utiliser ce de´veloppement pour calculer l’action spectrale, mais il servira aussi
dans le chapitre 4, a` calculer des corrections quantiques pour des the´ories de champs sur
de´formations isospectrales.
3.2.2.2 Calcul de l’action spectrale
En utilisant le re´sultat pre´ce´dent, nous allons calculer une forme pre´liminaire de l’action
spectrale, pre´liminaire dans le sens ou` seule la repre´sentation re´gulie`re sera utilise´e. Les raisons
de l’obstruction lie´e a` la repre´sentation adjointe seront explicite´es a` la fin de ce paragraphe.
La relation (3.2.8) est en fait relativement ge´ne´rale. Pour tout ope´rateur borne´ S et tout
ope´rateur inversible T qui sont tels que S T−s soit a` trace, on a
ζS,T (s) := Tr(S T
−s) = 1Γ(s)
∫ ∞
0
dt ts−1 Tr
(
S e−t T
)
. (3.2.12)
Avec cette relation et le re´sultat du paragraphe pre´ce´dent, on peut obtenir une expression
asymptotique (pour Λ→∞) de l’action spectrale des plans de Moyal.
Pour obtenir l’expression des coefficients φ2k dans n’importe quelle dimension, nous allons utiliser
des techniques de transforme´e de Laplace, inspire´es par l’approche de Nest–Vogt–Werner dans
l’article [82]. Aussi, [114] est la re´fe´rence principale sur la transforme´e de Laplace qui sera suivie
ici. Nous supposerons que φ posse`de la proprie´te´ suivante
C∞(R+) ∋ φ =
∫ ∞
0
ds e−szψˆ(s), ψˆ ∈ S(R+) := { g ∈ S : g(x) = 0, x ≤ 0 } (3.2.13)
Toute fonction posse´dant cette proprie´te´ admet une extension analytique sur le demi plan com-
plexe ℜ(z) ≥ 0. Par conse´quent, toute fonction m fois diffe´rentiable ψ qui soit telle que ψ(m) = φ
est la transforme´e de Laplace d’une fonction ψˆ qui, par diffe´rentiation, satisfait a`
φ(z) = ψ(m)(z) = (−1)m
∫ ∞
0
ds e−sz sm ψˆ(s), ℜz > 0.
Avec △Θ de´fini dans l’e´quation (3.2.10), en utilisant φ(△Θr ) = (−1)m
∫∞
0 ds e
−s△Θr sm ψˆ(s) ainsi
que la positivite´ de ρ = g∗⋆
Θ
g, g ∈ S(Rn), on obtient
Tr
(
LΘ(ρ) φ
(△Θr /Λ2)) = (−1)m Tr(LΘ(g)∫ ∞
0
dt e−t△
Θ
r /Λ
2
tmψˆ(t)LΘ(g∗)
)
.
Soit {Φp}p∈N une base orthonorme´e de Hr et soit 0 ≤ Bt := LΘ(g) e−t△Θr /Λ2 LΘ(g∗), alors∣∣Tr (LΘ(ρ) φ (△Θr /Λ2))∣∣ = ∣∣ lim
N→∞
∫ ∞
0
dt
∑
p≤N
〈Φp, Bt Φp〉 tmψˆ(t)
∣∣
≤
∫ ∞
0
dt ‖Bt‖1 tm|ψˆ(t)| =
∫ ∞
0
dt ‖Bt‖1 tm|ψˆ(t)|.
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Nous allons estimer ‖Bt‖1 . Pour t > ǫ, avec ǫ fixe´ et arbitrairement petit, on a
‖Bt‖1 = ‖LΘ(g)e−t△
Θ
r /2Λ
2‖2
2
≤ ‖LΘ(g)e−ǫ△Θr /2Λ2‖2
2
‖e−(t−ǫ)△Θr /2Λ2‖.
Vu que (t− ǫ)△Θr est positif, on obtient ‖e−(t−ǫ)△
Θ
r /2Λ
2‖ ≤ 1. Ainsi, pour tout t > ǫ, ‖Bt‖1 ≤ C
uniforme´ment en t. Pour t ≤ ǫ, le calcul asymptotique du paragraphe pre´ce´dent montre que
‖Bt‖1 = O(t−n/2). Ainsi Tr
(∫∞
0 dtBt t
mψˆ(t)
)
<∞ et par convergence domine´e on obtient
Tr
(
LΘ(ρ) φ(△Θr /Λ2)
)
= (−1)m
∫ ∞
0
dtTr
(
LΘ(ρ)e−t△
Θ
r /Λ
2
)
tmψˆ(t)
= (−1)m(4π)−n/2
∫ ∞
0
dt
m∑
l=0
Λn−2l tm+l−n/2ψˆ(t)
∫
Rn
dnx ρ⋆
Θ
a˜2l(x) + O(Λ
n−2(m+1))
= (4π)−n/2
m∑
l=0
Λn−2l φ2l
∫
Rn
dnx ρ⋆
Θ
a˜2l(x) + O(Λ
n−2(m+1)),
ou` φ2l est de´fini par
φ2l := (−1)m
∫ ∞
0
dt tm+l−n/2 ψˆ(t). (3.2.14)
Lorsque n = 2m, φ2l peut eˆtre mis sous la forme plus familie`re (3.2.6) :
φ2l =
{
1
Γ(m−l)
∫∞
0 dt φ(t) t
m−1−l, pour l = 0, · · · ,m− 1,
(−1)l φ(l−m)(0), pour l = m, · · · , n. (3.2.15)
Lorsque n est impair, la forme des coefficients φ2l n’est pas aussi explicite car faisant intervenir
des de´rive´es fractionnaires de φ. Il est alors pre´fe´rable de s’en tenir a` la de´finition (3.2.14).
En re´sume´ :
The´ore`me 3.2.9. Soient ρ ∈ S(Rn), A = −iLΘ(Aµ)⊗ γµ, A∗µ = −Aµ ∈ O0(Rn), φ ∈ C∞(R+)
une fonction positive satisfaisant a` la condition (3.2.13) et ∂/A = ∂/ +A. Alors L
Θ(ρ)φ(∂/ 2A/Λ
2)
est a` trace. De plus, pour Λ→∞ :
SΛ(∂/ ,A, ρ) = 2
m (4π)−n/2
m∑
l=0
Λn−2l φ2l
∫
Rn
dnx ρ(x) a˜2l(x) + O(Λ
n−2(m+1)),
ou` les ‘moments’ φ2l sont de´finis dans (3.2.14) ou dans (3.2.15) suivant la parite´ de la dimension
et les coefficients a˜2l(x) sont donne´s dans le the´ore`me 3.2.5, avec le remplacement suivant dans
l’e´quation (3.2.10) :{
LΘ(ωµ) → LΘ(Aµ),
LΘ(E)⊗ 12m →
(
LΘ(∂µAν) + L
Θ(Aµ⋆ΘAν)
) ⊗ 12 (γµγν − γνγµ).
De plus, tous les termes line´aires en E dans a˜2l sont nuls.
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Remarque 3.2.10. Lorsque l’ope´rateur de Dirac est syme´trise´, DA = D+A+ ǫJAJ−1, il faut
remplacer LΘ(Aµ) par L
Θ(Aµ) − RΘ(Aµ), vu que ǫJ (LΘ(Aµ) ⊗ γµ) J−1 = RΘ(A∗µ) ⊗ γµ. Le
comportement en t des termes du type Tr
(
LΘ(f)RΘ(g)(−i∂)αet∂µ∂µ) doit alors eˆtre e´tabli. Plus
pre´cise´ment,
σ[LΘ(f)RΘ(g)](ξ, x) = (2π)−n
∫
dny dnη ei(η−ξ).(x−y) f(x− 12Θη) g(y + 12Θξ),
et on a
Tr
(
LΘ(f)RΘ(g)(−i∂)αet∂µ∂µ) = ∫ dnx dnξ σ[LΘ(f)RΘ(g)(−i∂)αet∂µ∂µ ](ξ, x)
=
∫
dnx dnξ f(x− 12Θξ) g(x+ 12Θξ) ξα e−t|ξ|
2
,
l’invariance par translation x→ x+ 12Θξ crucialement utilise´e dans la preuve du the´ore`me 3.2.5
n’est maintenant plus valable. Nous verrons dans le chapitre suivant (paragraphe 4.1.3), que ce
point est intimement lie´ au phe´nome`ne de me´lange UV/IR.
3.2.2.3 Application au cas quadri-dimensionnel
Dans le cas quadri-dimensionnel, en ne gardant que les termes en puissance positive de Λ,
on obtient
SΛ(∂/ ,A, ρ) =
1
4π2
(
Λ4φ0
∫
R4
d4x ρ(x) + φ(0)6
∫
R4
d4x ρ(x) Fµν⋆
Θ
Fµν(x)
)
+O(Λ−2),
ou` Fµν := ∂µAν − ∂νAµ + [Aµ, Aν ]⋆Θ .
En prenant, pour la re´gularisation, la fonction caracte´ristique χ
V
d’un sous-ensemble borne´
V ⊂ R4, la proprie´te´ de trace du produit de Moyal donne
SΛ(∂/ ,A, χV ) =
1
4π2
(
Λ4 φ0
∫
V
d4x+ φ(0)6
∫
V
d4xFµν⋆
Θ
Fµν(x)
)
+O(Λ−2). (3.2.16)
Modulo un terme cosmologique, c’est l’action de Yang–Mills non commutative spatialement
localise´e. Cette expression est sensiblement diffe´rente du re´sultat de l’action de Connes–Lott
pour Θ symplectique, a` cause de la brisure de la proprie´te´ de trace due a` la pre´sence de la
re´gularisation ρ. En effet, dans le cas de l’action de Connes–Lott, le produit de Moyal entre les
deux tenseurs de courbure peut eˆtre omis :
YM(α) = − 14g2
∫
d4xFµνFµν(x).
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Chapitre 4
Me´lange UV/IR et noyau de la
chaleur
Dans ce chapitre, nous allons e´tudier certains aspects de la the´orie quantique des champs sur
de´formation isospectrale. Nous nous restreindrons a` l’e´tude d’une the´orie scalaire en dimension
quatre, mais les techniques que nous allons de´velopper peuvent eˆtre aise´ment ge´ne´ralise´es en
dimensions supe´rieures et pour les the´ories de jauge. Le point essentiel sur lequel nous allons
nous focaliser est le phe´nome`ne de me´lange des divergences infrarouges et ultraviolettes (me´lange
UV/IR). Nous donnerons une interpre´tation nouvelle de ce phe´nome`ne, en terme de noyau de la
chaleur sur et hors de sa diagonale. La vertu principale de l’approche que nous allons conside´rer
(repre´sentation en position), en plus de reproduire les re´sultats connus des paradigmes plats
(plans de Moyal et tores non commutatifs), est d’eˆtre directement applicable aux espaces courbes
de´forme´s. Nous ferons alors une e´tude syste´matique de ce phe´nome`ne pour tous les types de
de´formation isospectrale.
Une des motivations premie`res pour l’e´tude des the´ories des champs sur espace non com-
mutatif, proche d’eˆtre obsole`te aujourd’hui, e´tait la construction de the´ories sans divergence
ultraviolette. En effet, la notion de points (et donc celle de petites distances) n’existant plus sur
un espace non commutatif, il semble raisonnable de s’attendre, lorsque l’on substitue un espace
non commutatif a` un espace ordinaire, a` ce que les the´ories quantiques ne soient pas affecte´es
par des divergences ultraviolettes.
Ce ne fut pas le cas pour les premiers exemples e´tudie´s, les plans de Moyal ainsi que les tores
non commutatifs [11,42,69,76,79,108], ou` en plus des divergences UV usuelles, des singularite´s
d’un type nouveau apparurent, me´langeant courtes et grandes distances.
Pour ces de´formations plates, la principale nouveaute´ en rapport avec la renormalisation fut
la coexistence de deux types de diagrammes de Feynman, respectivement appele´s planaires et
non planaires (cf. paragraphe 4.1.1.2). Cette terminologie puise son origine dans le fait que les
diagrammes en question sont des rubans, pouvant eˆtre repre´sente´s sur des surfaces de Riemann.
Ces deux secteurs de la the´orie ont un comportement drastiquement diffe´rent. Alors que les
diagrammes planaires reproduisent a` l’identique les divergences des the´ories commutatives, les
diagrammes non planaires sont caracte´rise´s par des vertex qui de´pendent des moments externes
au travers d’une phase. Ils sont ge´ne´riquement finis mais divergents pour des valeurs exception-
nelles des moments. Par exemple, pour une the´orie scalaire en dimension quatre avec un terme
d’interaction en ϕ⋆Θ4, les diagrammes non planaires pre´sents dans la fonction a` deux points
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divergent lorsque l’impulsion externe tend vers ze´ro. C’est le fameux me´lange infrarouge ultra-
violet, qui rend proble´matique la renormalisation de la the´orie, inde´pendamment du sche´ma de
re´gularisation choisi.
En utilisant la repre´sentation de Schwinger de l’action effective dans l’approximation a` une
boucle, nous allons montrer qu’en toute ge´ne´ralite´, deux secteurs aux comportements fondamen-
talement diffe´rents, que nous appellerons planaire et non planaire par analogie avec les cas plats,
coexistent pour les the´ories scalaires sur toutes les de´formations isospectrales. On donnera une
interpre´tation purement alge´brique de la pre´sence de ces deux secteurs en termes d’ope´rateurs
de multiplications twiste´es a` droite et a` gauche. La diffe´rence de leurs comportements, en parti-
culier le phe´nome`ne de me´lange UV/IR, sera comprise en termes de noyau de la chaleur sur et
hors de sa diagonale.
Une vertu supple´mentaire de cette approche ‘sur espace de configuration’, est de mettre en
lumie`re de nouvelles et/ou plus fines manifestations du phe´nome`me UV/IR, lie´es a` la ge´ome´trie
ainsi qu’aux proprie´te´s arithme´tiques des parame`tres de de´formation.
Dans le cas non pe´riodique, seules les de´formations de rang supe´rieur ou e´gal a` quatre donneront
lieu a` un secteur non planaire sans divergence.
Par conse´quent, lorsque que le rang de la matrice de de´formation est e´gal a` deux, la the´orie ne
sera pas renormalisable, de´ja` dans son approximation a` une boucle.
Ce re´sultat semble eˆtre contradictoire avec ceux obtenus a` partir des re`gles de Feynman mod-
ifie´es dans l’espace des moments, mais l’apparente contradiction est simplement due au fait que
la singularite´ IR (du me´lange UV/IR) n’est pas localement inte´grable dans ces circonstances ; la
fonction de Green associe´e ne de´finit alors pas une distribution.
Nous verrons dans le cas pe´riodique, pour que la the´orie soit renormalisable, qu’il est ne´cessaire
que les entre´es de la matrice de de´formation soient de nature arithme´tique bien particulie`re.
Nous verrons aussi que la possible existence de points fixes pour l’action du groupe peut eˆtre
responsable d’un nouveau type de divergences. Cette nouvelle manifestation du me´lange UV/IR
apparaˆıt de´ja` pour les arche´types des de´formations isospectrales pe´riodiques courbes que sont
les sphe`res de Connes–Landi et leurs espaces ambiants.
4.1 The´orie ϕ⋆Θ4 sur de´formations isospectrales
4.1.1 Action effective a` une boucle
Par souci de simplicite´ mais aussi pour son inte´reˆt physique, nous nous restreignons au cas
quadri-dimensionnel ; n = dim(M) = 4. Il est ne´anmoins clair que nos techniques s’appliquent
aux dimensions supe´rieures sans modification essentielle. Nous conside´rons ici une fonctionnelle
d’action classique pour un champ scalaire re´el ϕ
S[ϕ] :=
∫
M
µg
[
1
2(∇µϕ)⋆Θ(∇µϕ) + 12m2ϕ⋆Θϕ+
λ
4!
ϕ⋆Θ4
]
. (4.1.1)
Nous pouvons ajouter un terme de couplage avec la gravitation du type ξR(ϕ⋆Θϕ), ou` R est la
courbure scalaire et ξ une constante de couplage, sans aucun changement dans nos conclusions.
De plus, vu que le scalaire de courbure est invariant sous l’action α, ce terme n’est pas affecte´
par la de´formation car R⋆
Θ
f = R.f pour tout f ∈ C∞c (M) et donc en utilisant la proprie´te´ de
trace ∫
M
µg R.(ϕ⋆Θϕ) =
∫
M
µg R⋆Θϕ⋆Θϕ =
∫
M
µg (R⋆Θϕ).ϕ =
∫
M
µg R .ϕ .ϕ.
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Pour les meˆmes raisons, le terme cine´tique de l’action n’est pas non plus affecte´ par la de´forma-
tion et S[ϕ] peut eˆtre re´e´crite comme
S[ϕ] =
∫
M
µg
[
1
2ϕ∆ϕ +
1
2m
2ϕϕ+
λ
4!
(ϕ⋆
Θ
ϕ) (ϕ⋆
Θ
ϕ)
]
. (4.1.2)
(Rappelons que dans nos conventions le Laplacien est positif ∆ = −∇µ∇µ.)
Remarque 4.1.1. Nous ne travaillons ici que dans le contexte de la the´orie quantique des
champs Euclidienne. L’extension au re´gime pseudo-Riemannien, par prolongement analytique
des quantite´s Euclidiennes, ne´cessitant de plus amples hypothe`ses sur la quadri-varie´te´ M , ne
sera pas conside´re´e ici. Nous verrons cependant que le re´gime Euclidien est suffisant pour l’e´tude
du phe´nome`ne de me´lange UV/IR.
4.1.1.1 Calcul du potentiel effectif
Notre objectif est de calculer la partie divergente de l’action effective Γ1l[ϕ] associe´e a` l’ac-
tion classique S[ϕ], dans son approximation a` une boucle. Dans la me´thode du champ de ‘back-
ground’ (voir [121] par exemple), la contribution a` une boucle de l’action effective, re´sultant
de l’inte´gration fonctionnelle de l’exponentielle de la partie quadratique en ϕq de S[ϕq + ϕc],
est donne´e par le de´terminant du potentiel effectif. Ici ϕq est la partie quantique (sur laquelle
l’inte´gration fonctionnelle ope`re) d’un champ quelconque de´veloppe´ au voisinage du champ de
‘background’ ϕc (partie classique). Pour que cette me´thode soit valable, il faut en principe que le
champ ϕc soit une solution classique ‘des e´quations du mouvement’. L’existence de solutions pour
de ‘telles e´quations d’e´volution’ non line´aires, est garantie par des the´ore`mes ge´ne´raux [86]. Nous
n’utiliserons pas explicitement ce fait car la me´thode du champ de ‘background’ nous servira
essentiellement a` extraire les parties divergentes des fonctions de Green a` n points dans l’ap-
proximation a` une boucle. Dans la suite, nous supprimerons l’indice c et il sera toujours entendu
que ϕ est le champ de ‘background’.
Ainsi, Γ1l[ϕ] est formellement donne´ par
1
2 ln(detH), ou` H est le potentiel effectif. Dans notre
cas (ainsi que dans le cas commutatif Θ = 0), nous verrons que H = ∆+m2 +B, ou` B est un
ope´rateur positif et borne´ ; lorsque que la varie´te´ M n’est pas compacte, le spectre essentiel de H
n’est pas vide (typiquement l’intervalle [m2,+∞[). Afin de manipuler des ope´rateurs ayant un
spectre purement ponctuel (discret et de multiplicite´ finie) et inde´pendamment de tout sche´ma
de re´gularisation, nous devons rede´finir (formellement pour l’instant) l’action effective a` une
boucle comme
Γ1l[ϕ] :=
1
2 ln det
(
HH−10
)
,
ou` H−10 := (∆ +m
2)−1 est le propagateur libre. Nous ne sommes alors pas “si loin” d’avoir un
de´terminant bien de´fini, car
HH−10 = (H0 +B)H
−1
0 = 1 +BH
−1
0 ,
et nous verrons que BH−10 appartient a` toutes les classes de Schatten pour p > 2. Les
conse´quences physiques du remplacement de H par HH−10 sont be´nignes, cette normalisation
correspondant a` soustraire les amplitudes vide/vide (diagrammes sans patte externe).
Nous de´finirons le logarithme du de´terminant, par la repre´sentation en ‘temps propre’ de Schwin-
ger
Γ1l[ϕ] =
1
2
ln
(
det(HH−10 )
)
:= −1
2
∫ ∞
0
dt
t
Tr
(
e−tH − e−tH0) . (4.1.3)
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Avant de donner une signification pre´cise a` cette expression, c’est-a`-dire avant de choisir un
sche´ma de re´gularisation, nous allons calculer le potentiel effectif H. Rappelons que le potentiel
effectif (voir par exemple [121]) est l’ope´rateur dont le noyau distributionnel est donne´ par la
de´rive´e fonctionnelle seconde de l’action classique
KH(p, p
′) :=
δ2S[ϕ]
δϕ(p)δϕ(p′)
, KH0(p, p
′) :=
δ2S[ϕ]
δϕ(p)δϕ(p′)
∣∣∣∣
λ=0
,
ou` les de´rive´es fonctionnelles sont de´finies au sens faible〈
δS[ϕ]
δϕ
, ψ
〉
:=
dS[ϕ + tψ]
dt
∣∣∣∣
t=0
,
et ou` le couplage est donne´ par l’inte´grale avec la forme volume Riemannienne 〈f, h〉 = ∫M µg f h.
En utilisant la proprie´te´ de trace on obtient alors
dS[ϕ+ tψ]
dt
∣∣∣∣
t=0
=
〈
∆ϕ+m2ϕ+
λ
3!
ϕ⋆Θ3, ψ
〉
.
D’ou`
S˜p[ϕ] :=
δS[ϕ]
δϕ(p)
= ∆ϕ(p) +m2ϕ(p) +
λ
3!
ϕ⋆Θ3(p).
La de´rive´e fonctionnelle seconde donne quant a` elle〈
δ2S[ϕ]
δϕ(p)δϕ
, ψ
〉
:=
dS˜p[ϕ+ tψ]
dt
∣∣∣∣∣
t=0
=
〈(
∆+m2 +
λ
3!
(Lϕ⋆Θϕ +Rϕ⋆Θϕ +RϕLϕ)
)
δgp , ψ
〉
,
ou` la distribution δgp a e´te´ de´finie lors du paragraphe 1.2.2. Finalement, en utilisant la relation
KA(p, p
′) = (A∗δgp)(p
′),
valable pour tout ope´rateur fermable sur L2(M,µg), on obtient pour le potentiel effectif
H = ∆+m2 +
λ
3!
(Lϕ⋆Θϕ +Rϕ⋆Θϕ +RϕLϕ).
Puisque ϕ est une fonction re´elle, les ope´rateurs Lϕ et Rϕ sont auto-adjoints ; on peut alors
ve´rifier la stricte positivite´ de H :
Lϕ⋆Θϕ +Rϕ⋆Θϕ + LϕRϕ =
1
2(Lϕ +Rϕ)
∗(Lϕ +Rϕ) + 12L
∗
ϕLϕ +
1
2R
∗
ϕRϕ.
Nous arrivons au point crucial :
l’existence du phe´nome`ne de me´lange des divergences ultraviolettes et infrarouges, vient de la
pre´sence simultane´e des ope´rateurs de multiplication twiste´e a` droite et a` gauche dans le potentiel
effectif.
Plus spe´cifiquement, le produit des ope´rateurs de multiplication twiste´e a` gauche et a` droite LfRh
jouit de proprie´te´s re´gularisantes importantes. La conse´quence primordiale, qui sera employe´e
au paragraphe 4.1.3, est que la trace de Lf Rh e
−t(∆+m2) est re´gulie`re lorsque t tend vers ze´ro,
contrairement a` Tr(Lf e
−t(∆+m2)), Tr(Rf e−t(∆+m
2)), Tr(Mf e
−t(∆+m2)), qui en n dimensions se
comportent comme t−n/2 lorsque t→ 0. Nous verrons qu’en fait, ces trois dernie`res traces sont
identiques.
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Remarque 4.1.2. Pour une the´orie ϕ⋆Θ3 sur une varie´te´ de dimension six, le potentiel effectif
a la forme suivante
H = ∆+m2 +
λ
2!
(Lϕ +Rϕ).
Meˆme en l’absence du terme “mixte” RϕLϕ, la the´orie posse`de un secteur non planaire, mais
les diagrammes non planaires ne sont pre´sents qu’au niveau de la fonction a` deux points ; le
‘tadpole’ n’est pas affecte´ par le me´lange UV/IR.
4.1.1.2 Graphe planaire/non planaire versus repre´sentation re´gulie`re gauche/droite
La notion de diagramme de Feynman planaire et non planaire provient des the´ories ma-
tricielles [56,93]. Conside´rons par exemple un champ scalaire re´el a` valeurs matricielles sur une
varie´te´ Riemannienne M , i.e. φ∗ = φ ∈MN
(
C∞c (M)
)
, et une action classique
S[φ] :=
∫
M
µg Tr
(
1
2φ(∆ +m
2)φ
)
+
λ
k!
Tr
(
φk
)
,
ou` le Laplacien agit sur chaque composante du champ φij , i, j = 1, · · · , N . Le propagateur de
cette the´orie, i.e. le noyau de l’inverse de l’ope´rateur (∆ + m2) agissant sur l’espace vectoriel
MN
(
C∞c (M)
)
, porte des indices matriciels. Il sera graphiquement repre´sente´ par une double
ligne (un ruban), chacune portant un indice matriciel a` chaque extre´mite´s. Le vertex de cette
the´orie, le noyau du terme d’interaction, i.e. le noyau de la forme k-line´aire
∫
M µg Tr
(
φ1 · · ·φk
)
,
sera lui aussi repre´sente´ par k doubles lignes, une ligne pour chaque indice matriciel, se joignant a`
l’une de leurs extre´mite´s. Les diagrammes de Feynman sont ensuite obtenus par contraction des
vertex avec les propagateurs. L’ide´e est qu’un tel diagramme est dit planaire lorsque qu’il peut
eˆtre trace´ sur un plan (e´videmment en l’absence de croisement de ruban), et non planaire sinon.
Plus pre´cise´ment [93, paragraphe II.5], ces diagrammes engendrent des surfaces de Riemann, en
identifiant les pattes externes avec ‘un point a` l’infini’. Les diagrammes planaires seront ceux
pour lesquels la surface ge´ne´re´e est de genre g = 0 (une 2-sphe`re), et non planaire lorsque g > 0.
En utilisant la caracte´risation matricielle du produit de Moyal symplectique (cf. proposi-
tion 2.2.4), on peut appliquer directement ces conside´rations. On pourra alors repre´senter les
amplitudes de transitions de ces the´ories par des diagrammes en ruban [11,42,57–59].
Le concept de graphes planaires et non planaires, ou plus simplement de contribution
planaires et non planaires, se ge´ne´ralise a` n’importe quelle the´orie quantique des champs non
commutative, en particulier aux the´ories scalaires sur de´formations isospectrales. Par the´orie
quantique non commutative (scalaire), nous entendons une the´orie ou` les champs classiques sont
vus comme les e´le´ments d’une alge`bre non commutative, avec une action classique construite
a` partir d’une trace sur l’alge`bre. Le cas vectoriel, pour lequel les champs classiques sont les
e´le´ments d’un module projectif de type fini est sensiblement plus complique´.
En effet, la caracte´ristique essentielle utilise´e dans le cas matriciel est l’invariance par permuta-
tion cyclique des arguments du vertex (dans une base ou une repre´sentation donne´e), conse´quente
a` la cyclicite´ de la trace. On repre´sentera alors les propagateurs et les vertex par des rubans,
par analogie avec le cas matriciel. Apre`s contraction des vertex avec les propagateurs, on obtient
deux types de graphes : planaires lorsque seuls les rubans des vertex qui sont adjacents ont e´te´
contracte´s et non planaires sinon.
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Nous allons e´voquer maintenant le lien entre les secteurs planaire et non planaire et les
ope´rateurs de repre´sentation re´gulie`re gauche et droite.
Conside´rons pour cela une alge`bre non commutative A munie d’une trace finie τ , ainsi qu’un
‘ope´rateur cine´tique’ M ∈ L(A) (non ne´cessairement borne´) jouant le roˆle du Laplacien. Pour
tout a ∈ A, on de´finit une action classique par
S[a] :=
1
2
τ
(
aMa
)
+
λ
k!
τ
(
ak
)
.
Tout d’abord, il est facile de montrer que la structure du potentiel effectif, c’est-a`-dire la pre´sence
simultane´e d’ope´rateurs de multiplication a` gauche et a` droite, donc l’existence de deux secteurs
distincts dans la the´orie, est tout a` fait ge´ne´rale : le potentiel effectif contiendra toujours des
sommes et produits d’ope´rateurs de repre´sentation re´gulie`re gauche L et droite R :
Ha =M +
λ
(k − 1)!
k−2∑
j=0
L(aj)R(ak−2−j).
Dans la me´thode du champ de ‘background’, les contributions a` une boucle sont donne´es
par l’inte´grale fonctionnelle sur la partie quantique aq, d’un champ quelconque A ∋ a = aq + ac
de´veloppe´ autour d’un champ classique ac, de l’exponentielle (re´elle dans le re´gime Euclidien) de
la partie quadratique en aq de S[aq + ac]. Elles sont donne´es par le logarithme du de´terminant
du potentiel effectif. Un ‘de´veloppement en puissance de ac’ de
1
2 ln det
reg
(
HacH
−1
0
)
, ou` detreg
est un de´terminant re´gularise´ correspondant au sche´ma de re´gularisation choisi et H0 := M ,
fournit la correspondance avec les parties divergentes des diagrammes de Feynman (re´gularise´s)
a` une boucle en pre´sence d’un champs de ‘background’ ac.
En effet, les diagrammes de Feynman a` une boucle en pre´sence d’un champs de ‘background’
sont obtenus par contraction des vertex et des propagateurs donne´s par l’action Squad[aq], partie
quadratique en aq de S[aq + ac] :
Squad[aq] =
1
2
τ
(
aqMaq
)
+
λ
2(k − 1)!
k−2∑
j=0
τ
(
aq a
j
c aq a
k−2−j
c
)
.
Dans ce cas, le propagateur est encore donne´ par M−1, les vertex par des graphes consistant
en k − 2 rubans externes (attache´s en leurs extre´mite´s a` aq) alterne´s avec deux rubans internes
(avec des indices libres a` leurs extre´mite´s).
La similitude entreHac et Squad[aq] donne ainsi la correspondance entre les diagrammes planaire/
non planaire et les ope´rateurs de repre´sentation re´gulie`re gauche/droite.
Nous allons terminer par une petite digression, dans le but d’illustrer le caracte`re re´gularisant
des ope´rateurs LfRh. Nous allons observer ce phe´nome`ne dans les cas ‘limites’ des plans de
Moyal non de´ge´ne´re´s (n = 2N,Θ inversible), pour lesquels il est particulie`rement e´loquent car
les ope´rateurs LfRh sont a` trace lorsque f, h ∈ S(R2N ). Ce fait, connu des experts, n’a e´te´ que
rarement rapporte´ dans la litte´rature (a` ma connaissance, la seule publication le mentionnant
est [3]). Plusieurs arguments peuvent eˆtre invoque´s pour de´montrer cette proprie´te´. Par exemple,
on peut conside´rer la de´composition polaire fi = ui⋆θ |fi|alg de fi ∈ S(R2N ), i = 1, 2 (ici |.|alg
de´signe le module au sens de la C∗-alge`bre unife`re Aθ et non pas au sens des fonctions) et utiliser
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le fait que |fi|alg = g∗i ⋆θgi pour certains gi ∈ S. Alors, en utilisant la commutation de L avec R,
on obtient
‖Lf1 Rf2‖1 ≤ ‖Lu1‖ ‖Ru2‖ ‖Lg∗1 Rg∗2 Rg2 Lg1‖1
≤ ‖Lu1‖ ‖Ru2‖ ‖Rg2 Lg1‖22,
pour finalement ve´rifier que le noyau de RfLg, f, h ∈ S(R2N ), est de carre´ sommable.
Il existe une manie`re de proce´der encore plus e´loquente, utilisant la base de Wigner de l’oscilla-
teur harmonique, qui montre a` quel point ce phe´nome`ne est proche de celui des ope´rateurs de
Toeplitz. En de´veloppant f, h ∈ S(R2N ) dans cette base,
f =
∑
m,n
cmnfmn, h =
∑
m,n
dmnfmn,
et en utilisant leurs proprie´te´s d’unite´s matricielles fmn⋆Θfkl = δnkfml et de base orthonorme´e
(2πθ)−N 〈fmn, fkl〉 = δm,kδn,l, on obtient
Tr
(
LfRh
)
= (2πθ)−N
∑
m,n,k,l,s,t
ckl dst 〈fmn, fkl⋆Θfmn⋆Θfst〉
=
∑
m,n
cmm dnn
= (2πθ)−N
∫
d2Nx f(x)
∫
d2Ny h(y) <∞.
On peut alors factoriser HH−10 et extraire une partie finie dans l’action effective :
H0H
−1 =
(
1− λ
3!
(Lϕ⋆θϕ +Rϕ⋆θϕ)
1
∆ +m2 + λ3!(Lϕ⋆θϕ +Rϕ⋆θϕ)
)
×
(
1− λ
3!
LϕRϕ
1
∆ +m2 + λ3!(Lϕ⋆θϕ +Rϕ⋆θϕ + LϕRϕ)
)
. (4.1.4)
Or,
1− λ
3!
LϕRϕ
1
∆ +M2 + λ3!(Lϕ⋆θϕ +Rϕ⋆θϕ + LϕRϕ)
∈ 1 + L1(H),
son de´terminant est donc parfaitement bien de´fini. Seul le de´terminant de la premie`re parenthe`se
de l’e´quation (4.1.4) a besoin d’eˆtre re´gularise´. Nous verrons que de´terminant de la deuxie`me
parenthe`se de (4.1.4) contient l’inte´gralite´ de la contribution non planaire a` la fonction a` deux
points. Pour la fonction a` quatre points, la partie non planaire finie re´side dans les deux termes.
4.1.1.3 Sche´mas de re´gularisation
Retournons au calcul de Γ1l[ϕ] dans le cas ge´ne´ral. L’inte´grale sur t dans (4.1.3) est divergente
a` cause du comportement du noyau de la chaleur sur sa diagonale pour t tendant vers ze´ro. On
de´finit l’action effective a` une boucle re´gularise´e par
Γε1l[ϕ] := −
1
2
∫ ∞
ε
dt
t
Tr
(
e−tH − e−tH0) . (4.1.5)
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D’autres sche´mas de re´gularisation existent. Par exemple la re´gularisation ζ, le pendant en espace
courbe de la re´gularisation dimensionnelle, obtenue en remplac¸ant dans l’expression de l’action
effective 1/t par µ2σ/t1−σ , ou` µ est une e´chelle de masse (ne´cessaire pour conserver la bonne
dimension) et σ est un nombre complexe :
Γσ,µ1l [ϕ] := −
1
2
∫ ∞
0
dt
t
(
tµ2
)σ
Tr
(
e−tH − e−tH0) . (4.1.6)
En dimension n (paire), l’inte´grale (4.1.6) est bien de´finie pour ℜ(σ) > n/2−1. On peut montrer
qu’elle posse`de un prolongement analytique en σ sur C \ {n/2− 1, n/2− 2, · · · }.
Nous n’utiliserons cependant cette re´gularisation que lorsque l’on voudra comparer nos re´sultats
avec ceux obtenus dans le cas du plan de Moyal, par re`gles de Feynman modifie´es (dans l’espace
des impulsions) et re´gularisation dimensionnelle. Pour les autres applications, en particulier pour
l’e´tude du me´lange UV/IR, la re´gularisation (4.1.5) sera suffisante. Notons que ε peut eˆtre pense´
comme un cut-off en impulsion, i.e. ε = Λ−2.
Pour montrer que les expressions (4.1.5) et (4.1.6) sont maintenant bien de´finies, il est
ne´cessaire que la diffe´rence de semi-groupe e−tH − e−tH0 soit a` trace pour tout t > 0. No-
tons aussi que la convergence de l’inte´grale en t → ∞ est assure´e par le facteur global e−tm2 .
Aussi, lorsque le spectre du Laplacien est borne´ infe´rieurement par une constante strictement
positive, on pourra construire des the´ories sans masse et sans divergence infrarouge. C’est en
particulier le cas pour le plan hyperbolique twiste´ HnΘ, vu que le spectre (L
2) de ∆ sur Hn est
la demi-droite [n2/4,∞[.
Lemme 4.1.3. La diffe´rence de semi-groupe e−tH − e−tH0 est a` trace pour tout t > 0.
Preuve. En utilisant la positivite´ de H ainsi que celle de H0, la proprie´te´ de semi-groupe et le
calcul fonctionnel holomorphe avec un chemin γ entourant les spectres sp(H) ⊂ R+ et sp(H0) ⊂
R+, on a
e−tH − e−tH0 = 1
(2iπ)2
∫
γ×γ
dz1 dz2 e
−t(z1+z2)/2 (RH(z1)RH(z2)−RH0(z1)RH0(z2)) ,
ou` RA(z) = (z − A)−1 est la re´solvante de A. Or H = H0 + B ou` B est borne´. Puisque
RH(z) = RH0(z)(1 +BRH(z)), on obtient
RH(z1)RH(z2)−RH0(z1)RH0(z2) = RH0(z1)RH0(z2)BRH(z2) +RH0(z1)BRH(z1)RH0(z2)
+RH0(z1)BRH(z1)RH0(z2)BRH(z2).
La premie`re e´quation re´solvante et le fait que Lf (z − ∆)−k, Rf (z − ∆)−k ∈ Lp(H), pour
p > 2/k, f ∈ C∞c (M) (proposition 2.3.6), utilise´e avec l’ine´galite´ de Ho¨lder pour les classes
de Schatten, permettent de montrer que∫
γ×γ
dz1 dz2 e
−t(z1+z2)/2RH0(z1)RH0(z2)BRH(z2)
ainsi que les autres termes, sont des inte´grales au sens de Bochner pour la norme trace. Ainsi,
e−tH − e−tH0 est a` trace comme e´nonce´.
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4.1.2 De´veloppement en puissance du champ
Pour de´crire les divergences, nous allons e´tudier le comportement de Γε1l[ϕ] lorsque ε → 0.
Nous allons ensuite montrer qu’il existe pour toutes les de´formations isospectrales deux types
de contributions pour les fonctions de Green : les contributions planaires donnant lieu a` des
singularite´s UV ordinaires et celles non planaires exhibant le phe´nome`ne de me´lange UV/IR.
Travaillant en espace courbe, il n’est plus possible de de´finir des diagrammes de Feynman dans
l’espace des moments. Nous allons cependant continuer a` parler de contributions planaires et non
planaires (cf. paragraphe 4.1.1.2), en utilisant le clivage entre les ope´rateurs de multiplication
twiste´e a` droite et a` gauche, clivage qui co¨ıncide avec celui entre les diagrammes planaires et
non planaires dans les cas plats connus. Ce point deviendra plus limpide dans les prochains
paragraphes.
Inte´resse´s par le comportement en ε de Γε1l[ϕ] (nous ne conside´rons que la partie potentielle-
ment divergente de l’action effective), nous avons besoin d’un de´veloppement en puissance de
t pour Tr
(
e−tH − e−tH0) lorsque t → 0. Ce de´veloppement est obtenu par des techniques de´ja`
utilise´es dans le calcul de l’action spectrale. Parce que la dimension est quatre, la formule de
Baker–Campbell–Hausdorff (BCH) a` l’ordre deux
e−tH = e−tB+
t2
2
[∆,B]− t3
6
[∆,[∆,B]]− t3
12
[B,[∆,B]]+··· e−tH0 ,
est suffisante pour capturer la structure des divergences. Il faut ensuite de´velopper la premie`re
exponentielle et ne garder que les termes qui, sous la trace, donneront des termes d’ordre infe´rieur
ou e´gal a` ze´ro en t. Seuls quelques termes seront important, car en dimension n
Tr(Lf∆
ke−t∆) ≃ t−n/2−k, t→ 0,
Tr(Rf∆
ke−t∆) ≃ t−n/2−k, t→ 0. (4.1.7)
En effet, pour le cas “gauche” (le cas droit e´tant similaire), e´tant donne´ que Lf (1+∆)
−k ∈ Lp(H)
pour tout p > n/2k d’apre`s la proposition 2.3.6, on de´duit que pour tout ε > 0
‖Lf∆ke−t∆‖1 ≤ ‖Lf (1 + ∆)−n/2−ε‖1 ‖ ∆
k
(1 + ∆)k
‖‖(1 + ∆)n/2+k+εe−t∆‖
≤ C(ε)t−(n/2+k+ε) (4.1.8)
ou` la dernie`re estimation a e´te´ obtenue par calcul fonctionnel. Dans le de´veloppement en puis-
sance du champ, il faut alors corriger la puissance en t par l’ordre de l’ope´rateur diffe´rentiel et
donc
e−tH =
(
1− tB + t
2
2
[∆, B]− t
3
6
[∆, [∆, B]] +
t2
2
B2
)
e−tH0 +O(t);
qui signifie que nous avons le de´veloppement suivant pour t→ 0 :
Tr
(
e−tH − e−tH0) = Tr((−tB + t2
2
[∆, B]− t
3
6
[∆, [∆, B]] +
t2
2
B2)e−tH0
)
+O(t). (4.1.9)
Nous allons commencer par montrer que les commutateurs pre´sents dans l’expression (4.1.9)
fournissent des contributions nulles a` l’action effective.
Conside´rons pour cela les termes Tr
(
[∆, C]e−tH0
)
, avec C = B ou C = [∆, B].
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En effet, a` la condition que chacun des termes ∆Ce−tH0 et C∆e−tH0 soit a` trace, on obtient
le re´sultat en utilisant la cyclicite´ de la trace ainsi que la commutation du Laplacien avec le
semi-groupe de la chaleur :
Tr
(
∆C e−tH0 − C∆ e−tH0) = Tr (∆C e−tH0 −∆C e−tH0) = 0.
La trac¸abilite´ des ope´rateurs C∆e−tH0 s’obtient facilement par calcul fonctionnel et en invoquant
les meˆmes arguments que ceux utilise´s pour e´tablir l’estimation (4.1.8). Pour celle des termes
∆Ce−tH0 , nous allons utiliser la relation tautologique
∆C e−tH0 = C∆ e−tH0 + [∆, C] e−tH0 .
Ainsi, il ne reste qu’a` montrer que les ope´rateurs [∆, C] e−tH0 sont eux aussi a` trace.
Il est suffisant pour cela de calculer les commutateurs [∆, Lϕ⋆Θϕ], [∆, Rϕ⋆Θϕ], [∆, LϕRϕ], etc..
La me´thode la plus simple est d’utiliser les formules (1.2.7) et (1.2.8). Par [Vz,∆] = 0 pour tout
z ∈ Rl (signature concre`te de la proprie´te´ d’isome´trie de l’action) et en choisissant un syste`me
de coordonne´es locales {xµ}, nous obtenons
[∆, Lϕ⋆Θϕ] = (2π)
−l
∫
R2l
dly dlz e−i<y,z> V1
2Θy
[∆,Mϕ⋆Θϕ]V−12Θy−z
= (2π)−l
∫
R2l
dly dlz e−i<y,z> V1
2Θy
(
M∆(ϕ⋆Θϕ) − 2M∇µ(ϕ⋆Θϕ)∇µ
)
V−12Θy−z
= L∆(ϕ⋆Θϕ) − 2L∇µ(ϕ⋆Θϕ)∇µ,
et similairement,
[∆, Rϕ⋆Θϕ] = R∆(ϕ⋆Θϕ) − 2R∇µ(ϕ⋆Θϕ)∇µ,
[∆, RϕLϕ] = Rϕ[∆, Lϕ] + [∆, Rϕ]Lϕ
= RϕL∆ϕ +R∆ϕLϕ − 2R∇µϕL∇µϕ − 2(RϕL∇µϕ +R∇µϕLϕ)∇µ.
Le syste`me de coordonne´es utilise´ doit eˆtre compatible avec la de´formation, c’est-a`-dire qu’il
doit eˆtre de´fini sur un voisinage U ⊂ M invariant par α. On peut obtenir un tel syste`me, en
choisissant n’importe quel recouvrement d’ouverts {UI}i∈I deM , pour de´finir {U˜I}i∈I en laissant
Rl agir dessus : U˜i := R
l.Ui.
Les derniers commutateurs dont on a besoin sont :
[∆, [∆, Lϕ⋆Θϕ]] = L∆∆(ϕ⋆Θϕ) − 4L∇µ∆(ϕ⋆Θϕ)∇µ + 4L∇µ∇ν(ϕ⋆Θϕ)∇µ∇ν ,
[∆, [∆, Rϕ⋆Θϕ]] = R∆∆(ϕ⋆Θϕ) − 4R∇µ∆(ϕ⋆Θϕ)∇µ + 4R∇µ∇ν(ϕ⋆Θϕ)∇µ∇ν ,
[∆, [∆, RϕLϕ]] = RϕL∆∆ϕ +R∆∆ϕLϕ + 2R∆ϕL∆ϕ
− 4R∇µϕL∇µ∆ϕ − 4R∇µ∆ϕL∇µϕ + 4R∇µ∇νϕL∇µ∇νϕ
− 4(RϕL∇µ∆ϕ +R∇µ∆ϕLϕ +R∆ϕL∇µϕ
+R∇µϕL∆ϕ − 2R∇νϕL∇ν∇µϕ − 2R∇ν∇µϕL∇νϕ)∇µ
+ 4(RϕL∇µ∇νϕ +R∇µ∇νϕLϕ + 2R∇µϕL∇νϕ)∇µ∇ν .
Par calcul fonctionnel, on obtient alors que chaque terme des de´veloppements pre´ce´dents de
[∆, C]e−tH0 , avec C = B ou C = [∆, B] sont a` trace, et donc Tr
(
[∆, C]e−tH0
)
= 0.
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Finalement, on obtient
Tr
(
e−tH − e−tH0
)
=− t λ
3!
Tr
((
Lϕ⋆Θϕ +Rϕ⋆Θϕ +RϕLϕ
)
e−t(∆+m
2)
)
+
t2
2
λ2
(3!)2
Tr
((
Lϕ⋆Θ4 +Rϕ⋆Θ4 + 3Rϕ⋆ΘϕLϕ⋆Θϕ
+ 2RϕLϕ⋆Θ3 + 2Rϕ⋆Θ3Lϕ
)
e−t(∆+m
2)
)
+O(t).
4.1.3 Contributions planaires et non planaires
Nous allons se´parer l’expression pre´ce´dente en deux parties. Dans la premie`re, nous ne
garderons que les termes du type Lfe
−t∆ et Rfe−t∆. Ces derniers constituent “la partie planaire”,
car donnant des contributions du meˆme type que celles des the´ories commutatives, comme on
peut s’en persuader en regardant l’e´quation (4.1.10) ci-dessous. Le deuxie`me type de contribu-
tion, correspondant a` la partie non planaire, consiste en les termes de la forme LfRhe
−t∆.
La contribution planaire a` (la partie divergente de) l’action effective a` une boucle est alors
donne´e par
Γε1l,P [ϕ] :=
1
2
∫ ∞
ε
dt e−tm
2
{ λ
3!
Tr
((
Lϕ⋆Θϕ +Rϕ⋆Θϕ
)
e−t∆
)
− t
2
λ2
(3!)2
Tr
((
Lϕ⋆Θ4 +Rϕ⋆Θ4
)
e−t∆
)}
+O(ε0).
Pour calculer ces traces, montrons que la trace est un de´quantificateur pour le produit de´forme´ :
Tr
(
Lf e
−t∆) = Tr (Rf e−t∆) = Tr (Mf e−t∆). (4.1.10)
Nous re´pe´tons les arguments pour l’obtention de l’e´quation (4.1.10), dans le cas de Lfe
−t∆.
Pour Rfe
−t∆ les arguments sont similaires. A partir de l’expression du noyau distributionnel de
l’ope´rateur Lf e
−t∆
KLf e−t∆(p, p
′) = (2π)−l
∫
R2l
dly dlz e−i<y,z> f(−12Θy.p)Kt(z.p, p′),
on a
Tr
(
Lf e
−t∆) = ∫
M
µg(p)KLf e−t∆(p, p)
= (2π)−l
∫
M
µg(p)
∫
R2l
dly dlz e−i<y,z> f(−12Θy.p)Kt(z.p, p).
En utilisant l’invariance de la forme volume sous l’isome´trie p→ 12Θy.p ainsi que [e−t∆, Vz] = 0,
traduit en terme de l’invariance de son noyau
Kt(z.p, z.p
′) = Kt(p, p′), (4.1.11)
on obtient
Tr
(
Lf e
−t∆) = ∫
M
µg(p) f(p)Kt(p, p) = Tr
(
Mf e
−t∆).
114 CHAPITRE 4. ME´LANGE UV/IR ET NOYAU DE LA CHALEUR
La partie planaire de l’action effective a` une boucle est alors
Γε1l,P [ϕ] =
∫ ∞
ε
dt e−tm
2
{ λ
3!
Tr
(
Mϕ⋆Θϕe
−t∆
)
− t
2
λ2
(3!)2
Tr
(
Mϕ⋆Θ4e
−t∆
)}
+O(ε0). (4.1.12)
D’apre`s la relation
KMf e−t∆(x, x) = f(x)Kt(x, x),
et le de´veloppement du noyau de la chaleur sur sa diagonale a` l’ordre un
Kt(x, x) = (4πt)
−2(1− t
6
R(x)
)
+O(t0),
on obtient modulo des termes d’ordre O(ε0) :
Γε1l,P [ϕ] =
∫ ∞
ε
dt
e−tm
2
(4πt)2
∫
M
µg
( λ
3!
ϕ⋆
Θ
ϕ− t
(1
6
λ
3!
(ϕ⋆
Θ
ϕ)R +
1
2
λ2
(3!)2
ϕ⋆Θ4
))
+O(ε0). (4.1.13)
La partie planaire reproduit alors les divergences ordinaires en 1ε et | ln ε| correspondant, dans
le langage des diagrammes de Feynman, aux fonctions a` deux et quatre points.
La contribution non planaire est quant a` elle
Γε1l,NP [ϕ] :=
1
2
∫ ∞
ε
dt e−tm
2
{ λ
3!
Tr
(
RϕLϕ e
−t∆
)
− t
2
λ2
(3!)2
Tr
((
3Rϕ⋆ΘϕLϕ⋆Θϕ + 2RϕLϕ⋆Θ3 + 2Rϕ⋆Θ3Lϕ
)
e−t∆
)}
+O(ε0). (4.1.14)
En utilisant l’expression des noyaux des ope´rateurs Lf et Rf
KLf (p, p
′) = (2π)−l
∫
R2l
dly dlz e−i<y,z>f(−12Θy.p) δgz.p(p′),
KRf (p, p
′) = (2π)−l
∫
R2l
dly dlz e−i<y,z>f(z.p) δg
−12Θy.p
(p′).
on obtient le noyau de LfRhe
−t∆ en terme de celui du semi-groupe de la chaleur Kt :
KLfRhe−t∆(p, p
′) = (2π)−l
∫
R2l
dly dlz e−i<y,z> f((−12Θy − z).p)h(z.p)Kt(−12Θy.p, p′).
Apre`s quelques changements de variables, la trace de LfRhe
−t∆ devient
Tr
(
LfRhe
−t∆) = (2π)−l ∫
M
µg(p)
∫
R2l
dly dlz e−i<y,z> f(p)h(z.p)Kt(−Θy.p, p). (4.1.15)
Puisque Kt est syme´trique et invariant sous α, l’isome´trie p 7→ −z.p entraˆıne
Tr
(
LfRhe
−t∆) = Tr (RfLhe−t∆). (4.1.16)
En utilisant cette dernie`re relation, on obtient finalement pour Γε1l,NP [ϕ]
Γε1l,NP [ϕ] =
1
2(2π)l
∫ ∞
ε
dt e−tm
2
∫
M
µg(p)
∫
R2l
dly dlz e−i<y,z>
{ λ
3!
ϕ(p)ϕ(z.p)
− t
2
λ2
(3!)2
(
3ϕ⋆
Θ
ϕ(p)ϕ⋆
Θ
ϕ(z.p) + 4ϕ(p)ϕ⋆Θ3(z.p)
)}
Kt(−Θy.p, p) +O(ε0). (4.1.17)
Nous verrons que le meilleur comportement du secteur non planaire ainsi que le me´lange UV/IR
viennent de la pre´sence du noyau de la chaleur hors diagonale dans l’expression pre´ce´dente.
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4.2 De´formations non pe´riodiques
4.2.1 NCQFT sur plan de Moyal dans l’espace de configuration
4.2.1.1 Cas non de´ge´ne´re´
LorsqueM = R4 avec la me´trique plate, l = 4 et lorsque R4 agit sur lui-meˆme par translation,
la de´formation isospectrale correspondante co¨ıncide avec le plan de Moyal quadri-dimensionnel
non de´ge´ne´re´ R4Θ. Dans ce cas, le noyau de la chaleur est exactement donne´ par
Kt(x, y) = (4πt)
−2e−
|x−y|2
4t .
Γε1l,P (ϕ) et Γ
ε
1l,NP (ϕ) sont alors calculables explicitement.
Pour la partie planaire, nous obtenons a` partir de (4.1.13)
Γε1l,P [ϕ] =
∫ ∞
ε
dt
e−tm2
(4πt)2
∫
R4
d4x
( λ
3!
ϕ2(x)− t
2
λ2
(3!)2
(ϕ⋆
Θ
ϕ)2(x)
)
+O(ε0),
qui donne des divergences ordinaires en ε−1 et | ln ε| pour, respectivement, les fonctions a` deux
et quatre points.
La partie non-planaire est alors donne´e par
Γε1l,NP [ϕ] = (2π)
−4
∫ ∞
ε
dt
e−tm2
(4πt)2
∫
R12
d4x d4y d4z e−i<y,z> e−
|Θy|2
4t
(1
2
λ
3!
ϕ(x)ϕ(x + z)
− λ
2
(3!)2
t
4
(
3ϕ⋆
Θ
ϕ(x)ϕ⋆
Θ
ϕ(x+ z) + 4ϕ(x)ϕ⋆Θ3(x+ z)
))
+O(ε0).
L’inte´gration Gaussienne sur y peut eˆtre effectue´e
Γε1l,NP [ϕ] = (2πθ)
−4
∫ ∞
ε
dt e−tm
2
∫
R8
d4x d4z e−t|Θ
−1(z−x)|2
×
(1
2
λ
3!
ϕ(x)ϕ(z) − λ
2
(3!)2
t
4
(
3ϕ⋆
Θ
ϕ(x)ϕ⋆
Θ
ϕ(z) + 4ϕ(x)ϕ⋆Θ3(z)
))
+O(ε0),
ou` θ := (detΘ)1/4. Finalement, l’inte´gration sur t aboutit a`
Γε1l,NP [ϕ] = (2πθ)
−4
∫
R8
d4x d4z
e−ε(m2+|Θ−1(z−x)|2)
m2 + |Θ−1(z − x)|2
×
( λ
2.3!
ϕ(x)ϕ(z) − λ
2
(3!)2
3ϕ⋆Θϕ(x)ϕ⋆Θϕ(z) + 4ϕ(x)ϕ
⋆Θ3(z)
4(m2 + |Θ−1(z − x)|2)
)
+O(ε0).
Cette expression est re´gulie`re lorsque ε tend vers ze´ro. Nous verrons que malgre´ ce qui est
commune´ment admis, ce n’est pas le cas lorsque l = 2.
Rappelons que l’action effective 1PI (une particule irre´ductible) est relie´e aux fonctions de
Green 1PI par
Γε1l[ϕ] =
∞∑
n=0
1
n!
〈Gεn;ϕ, · · · , ϕ〉,
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ou` le couplage multiline´aire est donne´ par
〈Gεn;ϕ1, · · · , ϕn〉 :=
∫
M×···×M
µg(p1) · · · µg(pn)Gεn(p1, · · · , pn)ϕ1(p1) · · ·ϕn(pn).
On peut alors extraire des formules pre´ce´dentes, par de´rivation fonctionnelle, les fonctions de
Green non planaires a` deux et quatre points dans l’espace de configuration dans la limite ε→ 0 :
G21l,NP (x, y) = (πθ)
−4 λ
96
1
m2 + |Θ−1(x− y)|2 ,
G41l,NP (x, y, z, u) = −(πθ)−8
λ2
24
(3
2
δ(x− y + z − u)
∫
d4v
e2i<v,Θ
−1(u−z)>
(m2 + |Θ−1(z − v − x)|2)2
+
e2i<x−y,Θ
−1(z−y)>
(m2 + |Θ−1(x− y + z − u)|2)2
)
.
Le phe´nome`ne de me´lange UV/IR dans l’espace de positions se manifeste dans le comporte-
ment a` l’infini des fonctions de corre´lations :
Par transforme´e de Fourier, on observe que la lente de´croissance a` l’infini de ces fonctions
e´quivaut a` une singularite´ infrarouge
Ĝ21l,NP (ξ, η) ∝ m|Θξ|K1(m|Θξ|)δ(ξ + η),
ou` Kn(z) de´signe la n-ie`me fonction de Bessel modifie´e. On retrouve le me´lange UV/IR dans sa
forme habituelle (voir par exemple [94]) car
m
|Θξ|K1(m|Θξ|) ∼ (|Θξ|)
−2, |ξ| → 0.
Ce dernier re´sultat co¨ıncide avec celui usuellement obtenu par calcul de diagrammes de Feynman
dans l’espace des moments.
Pour la fonction a` quatre points, les deux approches ne co¨ıncident pas tout a` fait : le de´veloppe-
ment que nous avons utilise´ ici n’est qu’e´quivalent au de´veloppement en diagrammes de Feynman,
dans le sens ou` ils diffe`rent d’une quantite´ finie. On a cependant co¨ıncidence pour la fonction a`
deux points.
Les comportements des amplitudes en position et en impulsion pour θ ↓ 0 pre´sentent aussi
d’inte´ressantes diffe´rences. Supposons pour simplifier que Θ ait la forme canonique :
Θ = θ S,
ou` la matrice S a e´te´ de´finie dans l’e´quation (2.2.3). En de´veloppant la fonction a` deux points
en puissance de θ, on trouve
1
θ4m2 + θ2|x|2 =
1
θ2|x|2
(
1− θ
2m2
|x|2 +
θ4m4
|x|4 − · · ·
)
.
On remarque que la de´pendance logarithmique en θ du me´lange UV/IR dans l’espace des mo-
ments (en addition a` celle quadratique), trouve´e dans [94], est apparemment absente dans l’es-
pace de configuration. Aussi, a` la seule exception du premier terme, la se´rie pre´ce´dente est
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compose´e de fonctions qui ne sont pas des distributions tempe´re´es ; elles n’ont alors pas de
transforme´es de Fourier. En d’autres termes, la ‘limite commutative’ ne commute pas avec la
transforme´e de Fourier.
Le proble`me est en fait plus subtil. On peut se demander a` quel type de divergences le
de´veloppement pre´ce´dent est associe´. La re´ponse est que le premier terme diverge dans l’infra-
rouge (en position), le deuxie`me dans l’infrarouge et l’ultraviolet et tous les autres dans l’ultra-
violet. Il est peut eˆtre surprenant que l’on puisse retrouver le re´sultat exact a` partir de cette
se´rie mal de´finie, en invoquant pre´cise´ment une correction aux divergences UV indique´es. On
peut en effet “renormaliser” (dans le sens d’Epstein et Glaser) les fonctions 1/|x|2k+4, avec pour
re´sultat des distributions tempe´re´es [1/|x|2k+4]R, qui de´pendent d’une e´chelle de masse µ. Leurs
transforme´es de Fourier, ̂[1/|x|2k+4]R, ont e´te´ calcule´es dans [52,95] :
̂[1/|x|2k+4]R(ξ) = (−)
k+1|ξ|2k
4k+1k!(k + 1)!
[
2 ln
|ξ|
2µ
−Ψ(k + 1)−Ψ(k + 2)
]
.
Le parame`tre de masse naturel dans notre contexte e´tant 1/θm, c’est en l’identifiant avec le
parame`tre libre µ, que l’on peut retrouver exactement le re´sultat en re-sommant la se´rie des
transforme´es de Fourier des distributions [1/|x|2k+4]R :
1
θ2|ξ|2 +
m2
2
∞∑
n=0
θ2nm2n|ξ|2n
4n n!(n+ 1)!
(
ln
θm|ξ|
2
−Ψ(n+ 1)−Ψ(n+ 2)
)
=
m
θ|ξ|K1(θm|ξ|).
4.2.1.2 Cas de´ge´ne´re´s
L’effet du rang de la matrice de de´formation sur la renormalisabilite´ de la the´orie, devient lui
aussi plus clair dans l’espace de configuration. Pour un plan de Moyal de dimension n avec une
matrice de de´formation de rang l et une the´orie ϕ⋆Θ4 a` une boucle, la fonction a` deux points dans
l’espace des moments se comporte comme |Θξ|−n+2, lorsque ξ → 0. Cependant, e´tant donne´ que
Θξ ∈ Im(Θ) = Rl, la singularite´ infrarouge n’est pas localement inte´grable si l ≤ n−2. Il s’ensuit
que la fonction de Green a` deux points ne de´finit pas une distribution tempe´re´e et n’a pas de
transforme´e de Fourier.
Pour le ‘tadpole’, en dimension quatre, la contribution non planaire en position reste alors
divergente lorsque l = 2.
La situation est plus cle´mente pour la fonction a` quatre points, car la singularite´ IR est inte´grable
de`s que l 6= 0. Cet aspect du me´lange va aussi se manifester dans le cas ge´ne´ral des de´formations
isospectrales non pe´riodiques ou` nous verrons que la partie non planaire de l’action effective
reste divergente pour l = 2.
Nous allons terminer ce paragraphe consacre´ aux de´formations isospectrales non pe´riodiques
plates, en illustrant cette discussion par le calcul de la fonction a` deux points en re´gularisation ζ.
Cela permettra de comparer nos re´sultat avec ceux pre´sents dans la litte´rature. Pour le restant
du paragraphe, nous allons conside´rer une matrice de de´formation du type
Θ =
(
0 0
0 θS2
)
, avec S2 =
(
0 1
−1 0
)
.
Il sera alors commode d’introduire la notation R4 ∋ x = (x˜, x¯), avec x˜ = (x0, x1) et x¯ = (x2, x3).
De meˆme, on e´crira p = (p˜, p¯) dans l’espace des moments.
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Conside´rons la re´gularisation ζ :
Γσ1l[ϕ] = −
µ2σ
2
∫ ∞
0
dt tσ−1 Tr
(
e−tH − e−tH0) .
La fonction complexe ainsi de´finie posse`de un prolongement analytique en la variable σ sur
C \ {1, 0,−1,−2, · · · }.
En effectuant le meˆme de´veloppement que pre´ce´demment, on obtient pour la contribution
correspondant a` la fonction a` deux points
Γσ1l,2P [ϕ] =
λµ2σ
12
∫ ∞
0
dt tσ e−tm
2
Tr
[ (
Lϕ⋆ϕ +Rϕ⋆ϕ + LϕRϕ
)
e−t∆
]
=
λm2
96π2
(
µ2
m2
)σ
Γ(σ − 1)
∫
d4xϕ2(x)
+
λ
192π3 θ2
(
µ2
m2
)σ
Γ(σ)
∫
d4x
∫
d2u¯ ϕ(x˜, x¯)ϕ(x˜, x¯+ u¯)
(
1 +
u¯2
m2θ2
)−σ
.
On peut alors extraire les fonctions de Green associe´es. On obtient pour la partie planaire,
Γσ1l,2P,P (x1 − x2) =
λm2
48π2
(
µ2
m2
)σ
Γ(σ − 1) δ(4)(x1 − x2) ,
et pour celle non planaire
Γσ1l,2P,NP (x1 − x2) =
λ
96π3θ2
(
µ2
m2
)σ
Γ(σ) δ(2)(x˜1 − x˜2)
[
1 +
(x¯1 − x¯2)2
m2θ2
]−σ
.
La contribution non planaire est alors ni finie ni locale lorsque σ tend vers 0. Cette non-localite´
rend alors la the´orie a` une boucle non-renormalisable par adjonction de contre-termes locaux,
au sens ou` de tels termes ne sont pas pre´sents dans l’action classique.
Pour comparer ce re´sultat avec ceux de la litte´rature, il est commode de calculer la trans-
forme´e de Fourier de cette fonction de Green :
G
σ
1l,2P,NP (p˜, p¯) :=
∫
d4z e−ipz Γσ2P,NP (z) =
λm2
24π2
(
µ2
2m2
)σ K1−σ(θm|p¯|)
(θm|p¯|)1−σ .
Apparemment, la limite σ → 0 de cette dernie`re expression existe et on est tente´ d’e´crire
lim
σ→0
Gσ1l,2P,NP (p˜, p¯) =
λm2
24π2
K1(θm|p¯|)
θm|p¯| .
Bien que finie, cette limite n’existe pas au sens des distributions, car encore une fois la singularite´
infrarouge n’est pas inte´grable.
4.2.2 Les divergences dans le cas ge´ne´ral non pe´riodique
Dans cette partie, nous supposerons que ϕ ∈ C∞c (M) et que l’une des hypothe`ses (I) ou (II)
du paragraphe 2.3.1 soit satisfaite, de manie`re a` ce que l’une des estimations (2.3.1) ou (2.3.2)
sur le noyau de la chaleur soit valable.
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Dans le cas ge´ne´ral (pe´riodique ou non), nous avons vu que Γε1l,NP [ϕ] est donne´e par
Γε1l,NP [ϕ] =
1
2(2π)l
∫ ∞
ε
dt e−tm
2
∫
M
µg(p)
∫
R2l
dly dlz e−i<y,z>Kt(−Θy.p, p)
×
{ λ
3!
ϕ(p)ϕ(z.p) − t
2
λ2
(3!)2
(
3ϕ⋆
Θ
ϕ(p)ϕ⋆
Θ
ϕ(z.p) + 4ϕ(p)ϕ⋆Θ3(z.p)
)}
+O(ε0).
Nous allons montrer que cette expression ne peut pas produire de divergences plus importantes
que celles du secteur planaire. Encore une fois, la re´gularite´ de ces inte´grales de´pend uniquement
des donne´es ge´ome´triques, a` savoir du rang l de la matrice de de´formation (que l’on pourrait
appeler la dimension non commutative effective) et de la me´trique par l’interme´diaire de la
distance Riemannienne.
Avant d’estimer la partie a` deux points de Γε1l,NP [ϕ], qui est le propos principal de ce para-
graphe, il est inte´ressant de remarquer que la fonction de Green a` deux points non planaire, a
la forme suivante
Gε1l,NP,2P (p, p
′) =
λ
6(2π)l
∫
R2l
dly dlz e−i<y,z>
∫ ∞
ε
dt e−tm
2
Kt(−Θy.p, p) δgz.p(p′).
Dans cette expression distributionnelle, on peut alors lire qualitativement le phe´nome`ne de
me´lange : en utilisant les estimations du noyau de la chaleur hors diagonale [8, 27], valables
lorsque la courbure de Ricci est borne´e infe´rieurement et lorsque soit l’inverse du volume soit de
la constante isope´rime´trique d’une boule de rayon fixe´ est uniforme´ment borne´e :
(4πt)−2e−d
2
g(p,p
′)/4t ≤ Kt(p, p′) ≤ C(4πt)−2e−d2g(p,p′)/4(1+c)t. (4.2.1)
On obtient alors l’ine´galite´
∫ ∞
0
dt e−tm
2
Kt(Θy.p, p) ≤ C
∫ ∞
0
dt
e−tm
2
(4πt)2
e−d
2
g(Θy.p,p)/4(1+c)t
=
C
16π2
4m
√
1 + c
dg(Θy.p, p)
K1
(mdg(Θy.p, p)√
1 + c
)
∼ C ′ d−2g (Θy.p, p), y → 0,
ainsi que celle inverse :
∫ ∞
0
dt e−tm
2
Kt(Θy.p, p) ≥ C ′′ d−2g (Θy.p, p).
Ces estimations mettent en lumie`re le me´lange UV/IR, car y ∈ R̂l doit eˆtre interpre´te´ comme
un moment.
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Pour la partie a` deux points de Γε1l,NP [ϕ], on a
∣∣Γε1l,NP,2P [ϕ]∣∣ ≤ C λ12(2π)l supp∈M
{∫
Rl
dlz |ϕ(z.p)|
}
×
∫ ∞
ε
dt
e−tm2
(4πt)2
∫
M
µg(p) |ϕ(p)|
∫
Rl
dly e−d
2
g(−Θy.p,p)/4(1+c)t
≤ C λ
12(2π)l
sup
p∈M
{∫
Rl
dlz |ϕ(z.p)|
}
‖ϕ‖1
× sup
p∈supp(ϕ)
{∫ ∞
ε
dt
e−tm
2
(4πt)2
∫
Rl
dly e−d
2
g(−Θy.p,p)/4(1+c)t
}
.
D’apre`s le lemme 1.2.4, supp∈M
{∫
Rl
dlz |ϕ(z.p)|} < ∞. De plus, α agissant isome´triquement,
la me´trique induite sur les orbites est constante, orbites qui sont des sous-varie´te´s ferme´es car
l’action est propre [78]. Par conse´quent,
d2g(y.p, p) =
l∑
i,j=1
g˜ij(p)y
iyj,
ou` les fonctions g˜ij(p) ne de´pendent que de l’orbite du point p et sont strictement positives
et continues ; dans le cas non pe´riodique, l’action est libre et donc {(0, p) ∈ Rl × M} est le
seul ensemble pour lequel F (y, p) := dg(y.p, p) s’annule. Notons aussi que l’on peut trouver un
syste`me de coordonne´es globales sur chaque orbite, en choisissant une base de Rl rendant la
me´trique induite g˜ij(p) diagonale. Ainsi, avec θ := (detΘ)
1/l, on a∫
Rl
dly e−d
2
g(−Θy.p,p)/4(1+c)t =
(
4π(1 + c)t
θ2
)l/2
(det g˜(p))−1/2.
On obtient alors ∣∣Γε1l,NP,2P [ϕ]∣∣ ≤ λ6C(l, g˜, ϕ, ϕ) θ−l
∫ ∞
ε
dt tl/2−2e−tm
2
,
avec
C(l, g˜, ϕ1, ϕ2) :=
C(4π)l/2−2(1 + c)l/2
2(2π)l
‖ϕ1‖1 sup
p∈M
{∫
Rl
dlz |ϕ2(z.p)|
}
sup
p∈supp(ϕ1)
{
(det g˜(p))−1/2
}
.
Des estimations similaires sont valables pour la fonction a` quatre points :
∣∣Γε1l,NP,4P [ϕ]∣∣ ≤ λ272 θ−l (3C(l, g˜, ϕ⋆Θϕ,ϕ⋆Θϕ) + 4C(l, g˜, ϕ, ϕ⋆Θϕ⋆Θϕ))
∫ ∞
ε
dt tl/2−1e−tm
2
.
Nous avons alors de´montre´ le the´ore`me suivant :
The´ore`me 4.2.1. Lorsque M est non compacte, satisfait a` une des hypothe`ses (I) ou (II), et
munie d’une action isome´trique lisse et propre du groupe Rl, alors pour tout ϕ ∈ C∞c (M) on a :
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i) ∣∣Γε1l,NP,2P [ϕ]∣∣ ≤
{
C1(ϕ,Θ) pour l = 4,
C2(ϕ,Θ)| ln ε| pour l = 2,
ii) ∣∣Γε1l,NP,4P [ϕ]∣∣ ≤ C3(ϕ,Θ) pour l = 4 ou l = 2.
Les possibles divergences restantes re´fe`rent au fait que la singularite´ IR peut ne pas eˆtre locale-
ment inte´grable, comme illustre´ pre´ce´demment.
Corollaire 4.2.2. Sous les hypothe`ses du the´ore`me pre´ce´dent, lorsque l = 2, la the´orie quantique
a` une boucle n’est pas renormalisable par adjonction de contre-termes ‘locaux’.
4.3 De´formations pe´riodiques
Les the´ories quantiques des champs sur de´formations pe´riodiques se comportent diffe´remment
des non pe´riodiques. La raison vient de la diffe´rence structurelle de l’espace des ‘moments’, de´fini
via l’action α. En effet, le groupe dual du groupe agissant sur la varie´te´ e´tant discret pour les
de´formations pe´riodiques (compactes ou non), les divergences dans l’infrarouge du secteur non
planaire n’apparaissent que pour certaines valeurs discre`tes des impulsions. Le phe´nome`ne du
me´lange UV/IR est alors bien moins proble´matique. Nous verrons, dans les cas favorables en
utilisant la de´composition de Peter–Weyl du champ de ‘background’, que l’on peut extraire les
modes divergents des fonctions de Green non planaires, pour les renormaliser ensemble avec le
secteur planaire.
Bien que la de´composition en sous-espaces spectraux (par rapport a` l’action de Tl sur l’espace
de Hilbert) existe dans tous les cas pe´riodiques, nous ne serons capable de de´crire le comporte-
ment individuel des ‘graphes de Feynman’ (de´finis via cette de´composition) que dans le cas
compact. Cette obstruction d’ordre technique provient du fait que le noyau de la chaleur ne
peut s’e´crire comme une somme discre`te (d’e´le´ments de l’espace de Hilbert H⊗H) que lorsque
la varie´te´ est compacte. Cependant, nous verrons que les aspects analytiques fins de la the´orie
sont justement lie´s aux proprie´te´s collectives des graphes de Feynman. Les conse´quences de cette
obstruction sur notre analyse ne seront alors que minimes. Ainsi, nous verrons comment inter-
vient la nature arithme´tique des parame`tres de de´formation sur le comportement analytique de
l’action effective.
Nous supposons dans ce paragraphe que le noyau de l’action α soit un re´seau entier, kerα =
βZl avec β ∈Ml(Z) et que son rang soit maximal (i.e. Rl/βZl =: Tlβ est compact). Pour simplifier
les notations, nous supprimerons l’indice β.
4.3.1 Comportement individuel des graphes non planaires
Revisitons tout d’abord le cas du tore non commutatif. Soit M = T4 munie de la me´trique
plate, avec une action de R4 par rotation. En utilisant la base orthonorme´e
{
ei<k,x>
(2π)2
}
k∈Z4
de
L2(T4, d4x), on peut e´crire le noyau de la chaleur comme
Kt(x, y) = (2π)
−4 ∑
k∈Z4
e−t|k|
2
ei<k,x−y>.
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Rappelons aussi que le produit de´forme´ devient sur les modes de Fourier
ei<k,x>⋆Θe
i<q,x> = e−
i
2
Θ(k,q) ei<k+q,x>,
avec Θ(k, q) := 〈k,Θq〉. En de´veloppant le champ de ‘background’ ϕ dans la base des modes de
Fourier ϕ =
∑
k∈Z4 ck e
i<k,x>, avec {ck}k∈Z4 ∈ S(Z4) lorsque ϕ ∈ C∞(T4), on obtient
ΓεNP [ϕ] =
1
2
∑
k
e−ε(m
2+|k|2)
m2 + |k|2
{ λ
3!
∑
r
cr c−r eiΘ(k,r) − λ
2
2(3!)2
1
m2 + |k|2
×
∑
r,s,u
cr cs cu−s c−r−ue−
i
2
Θ(r+s,u)
(
3 eiΘ(k,r+s) + 4 eiΘ(k,r+u)
)}
+O(ε0).
On peut alors analyser le comportement individuel des diagrammes de Feynman non planaires.
La pre´sence des phases dans l’expression pre´ce´dente rend finie la somme sur les impulsions,
lorsque les entre´es de (2π)−1Θ sont irrationnelles et lorsque r 6= 0 pour la fonction a` deux points,
r+ s 6= 0 et r+u 6= 0 pour celle a` quatre points. En effet, en retournant a` la parame´trisation de
Schwinger, qui e´change les divergences aux grands moments k contre des divergences aux petits
temps t, on obtient en appliquant la formule de sommation de Poisson par rapport a` la somme
sur k : ∑
k∈Z4
eiΘ(k,r)
m2 + |k|2 =
∑
k∈Z4
∫ ∞
0
dt
e−tm
2
(4πt)2
e−|2πk−Θr|
2/4t.
L’inte´grale sur t est alors finie lorsque r 6= 0 et Θr2π /∈ Ql. A partir de conside´rations similaires,
on obtient de semblables conclusions pour la fonction a` quatre points.
Dans le cas ge´ne´rique pe´riodique et compact, pour pouvoir faire des calculs quasiment aussi
explicites que dans le cas plat, nous allons tirer profit de l’invariance du noyau de la chaleur
sous α. De´composons H = L2(M,µg) en sous-espaces spectraux par rapport a` l’action induite
de Tl par les ope´rateurs unitaires Vz :
H =
⊕
k∈Zl
Hk.
Chaque Hk est stable sous Vz pour tout z ∈ Rl et tout ψ ∈ Hk satisfait a` Vzψ = e−i<z,k>ψ.
Notons aussi que si ψ ∈ Hk alors |ψ| ∈ H0. Soit Pk le projecteur orthogonal sur Hk. Le Laplacien
commutant avec Vz, le semi-groupe de la chaleur commute avec Pk ; il est alors diagonalisable
en bloc par rapport a` la de´composition H =⊕k∈Zl Hk :
e−t∆ =
∑
k∈Zl
Pk e
−t∆ Pk.
L’ope´rateur 0 ≤ Pk e−t∆ Pk e´tant a` trace, il peut eˆtre de´compose´ dans chaque Hk comme
Pk e
−t∆ Pk =
∑
n∈N
e−tλk,n |ψk,n〉〈ψk,n|,
ou` {ψk,n}n∈N est une base orthonorme´e de Hk consistant de vecteurs propres de Pk∆Pk avec
valeurs propres λk,n. Le semi-groupe de la chaleur e´tant aussi un ope´rateur de Hilbert-Schmidt,
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son noyau peut s’e´crire comme la se´rie (convergente pour la topologie normique de l’espace de
Hilbert L2(M ×M,µg × µg)) :
Kt(p, p
′) =
∑
k∈Zl
∑
n∈N
e−tλk,nψk,n(p)ψk,n(p′). (4.3.1)
Puisque chaque ψk,n(p) appartient a` Hk, la proprie´te´ d’invariance du noyau de la chaleur
Kt(z.p, z.p
′) = Kt(p, p′) est explicite.
Tout ϕ ∈ C∞(M) posse`de une unique de´composition en ‘mode de Fourier’ ϕ = ∑r∈Zl ϕr,
telle que {‖ϕr‖∞} ∈ S(Zl) et αz(ϕr) = e−i<z,r>ϕr. Cette de´composition de´finit aussi une notion
de diagrammes de Feynman, c’est-a`-dire l’amplitude associe´e a` une configuration de champ fixe´e.
On obtient alors pour l’action effective (non planaire, re´gularise´e et a` une boucle) :
Γε1l,NP [ϕ] =
1
2
∫
M
µg(p)
∑
k∈Zl
∑
n∈N
e−ε(m
2+λk,n)
m2 + λk,n
|ψk,n|2(p)
{ λ
3!
∑
r,s∈Zl
ϕr(p)ϕs(p) e
−iΘ(k,s)
− λ
2
2(3!)2
1
m2 + λk,n
∑
r,s,u,v∈Zl
ϕr(p)ϕs(p)ϕu(p)ϕv(p)
×
(
3 e−
i
2
(Θ(r,s)+Θ(u,v))e−iΘ(k,u+v) + 4 e−
i
2
Θ(r+s,u+s)e−iΘ(k,v)
)}
+O(ε0).
Bien que ne connaissant pas l’expression explicite des vecteurs propres ψk,n, les sommes pre´ce´-
dentes se re´duisent par conservation des moments, comme pour le tore non commutatif.
Lemme 4.3.1 (Conservation des moments). Soient ψi ∈ Hki ∩Lq(M,µg) pour i = 1, . . . , q.
Alors ∫
M
µg ψ1 · · ·ψq = C(ψ1, · · · , ψq) δk1+···+kq,0.
Preuve. En utilisant l’invariance de la forme volume sous α et la relation αz(ψi) = e
−i<z,ki>ψi,
on obtient ∫
M
µg ψ1 · · ·ψq = ei<z,k1+···+kq>
∫
M
µg ψ1 · · ·ψq,
pour tout z ∈ Tl et le re´sultat s’ensuit.
Vu que |ψk,n|2(p) est constant sur les orbites de l’action et que ϕr ∈ C∞(M) ⊂ Lq(M,µg)
pour tout q ∈ N∗, le lemme 4.3.1 donne
Γε1l,NP [ϕ] =
1
2
∫
M
µg(p)
∑
k∈Zl
∑
n∈N
e−ε(m2+λk,n)
m2 + λk,n
|ψk,n|2(p)
{ λ
3!
∑
r∈Zl
ϕr(p)ϕ−r(p) ei<k,Θr>
− λ
2
2(3!)2
1
m2 + λk,n
∑
r,s,u∈Zl
ϕr(p)ϕs(p)ϕu−s(p)ϕ−r−u(p)
× e− i2Θ(r+s,u)
(
3 eiΘ(k,r+s) + 4 eiΘ(k,r+u)
)}
+O(ε0). (4.3.2)
Pour analyser les divergences d’une configuration de champ fixe´e lorsque ε→ 0, il suffit de remar-
quer en renume´rotant de manie`re usuelle (par ordre croissant en en comptant les multiplicite´s)
les valeurs propres du Laplacien λk,n que∑
k∈Zl
∑
n∈N
|ψk,n|2(p)
(m2 + λk,n)N
=
∑
n∈N
|ψn(p)|2
(m2 + λn)N
= K(m2+∆)−N (p, p)
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qui est fini si N > 2 car le The´ore`me de Weyl affirme que λn ∼ n1/2. Ainsi, les sommes sur
n et sur k dans (4.3.2) divergent dans la limite ε → 0 pour certaines valeurs des moments
(r = 0 pour la fonction a` deux points, r + s = 0 et r + u = 0 pour celle a` quatre points) si
les entre´es de (2π)−1Θ sont irrationnelles. Lorsqu’elles sont rationnelles, il y a un nombre infini
de configurations divergentes, car e−i<k,Θr> = 1 pour une infinite´ de k lorsque Θr2π ∈ Ql. Nous
verrons dans le paragraphe suivant que la convergence est garantie pour les autres configurations
par les estimations (2.3.1), (2.3.2).
En re´sume´, nous avons montre´ que pour toutes les de´formations isospectrales pe´riodiques
compactes, les configurations individuelles du secteur non planaire reproduisent les principales
particularite´s du tore non commutatif.
Dans le paragraphe suivant, nous verrons l’importance de la nature arithme´tique des entre´es
de la matrice de de´formation ainsi que de la structure des points fixes pour l’action.
4.3.2 Condition Diophantienne et points fixes
Nous supposons toujours l’action pe´riodique, mais maintenant M peut eˆtre compact ou non.
Lorsque queM ne l’est pas, nous supposerons aussi qu’une des hypothe`ses (I) ou (II) sur le com-
portement de la ge´ome´trie a` l’infini (voir paragraphe 2.3.1) soit satisfaite. Sous ces hypothe`ses,
la de´composition de Peter-Weyl existe toujours, mais le semi-groupe de la chaleur n’est plus a
priori un ope´rateur compact ; l’e´criture (4.3.1) n’est alors plus valable. Nous retournons donc
aux estimations du noyau de la chaleur hors diagonale. En utilisant la conservation des moments
(lemme 4.3.1) ainsi que l’invariance de Kt sous α, on obtient
Γε1l,NP [ϕ] =
1
2
∫ ∞
ε
dt e−tm
2
∫
M
µg(p)
{ λ
3!
∑
r∈Zl
Kt(Θr.p, p)ϕr(p)ϕ−r(p)
− t λ
2
2(3!)2
∑
r,s,u∈Zl
ϕr(p)ϕs(p)ϕu−s(p)ϕ−r−u(p) e−
i
2
Θ(r+s,u)
×
(
3Kt(Θ(r + s).p, p) + 4Kt(Θ(r + u).p, p)
)}
+O(ε0).
Le cas rationnel ayant de´ja` e´te´ discute´ au paragraphe pre´ce´dent, nous nous restreindrons ici au
cas irrationnel. Le me´lange UV/IR n’apparaissant que lorsque r = 0 pour la fonction a` deux
points et lorsque r + s = 0, r + u = 0 pour celle a` quatre points, il est naturel de de´finir
l’action effective non-planaire re´duite Γε,red1l,NP [ϕ], en soustrayant les configurations divergentes.
Ces dernie`res doivent eˆtre traite´es pour la renormalisation avec le secteur planaire.
Γε,red1l,NP [ϕ] :=
1
2
∫ ∞
ε
dt e−tm
2
∫
M
µg(p)
{ λ
3!
∑′Kt(Θr.p, p)ϕr(p)ϕ−r(p)
− t λ
2
2(3!)2
∑′ ϕr(p)ϕs(p)ϕu−s(p)ϕ−r−u(p)e− i2Θ(r+s,u)
×
(
3Kt(Θ(r + s).p, p) + 4Kt(Θ(r + u).p, p)
)}
.
Ici
∑′ est une notation qui signifie ∑r∈Zl, r 6=0 dans la partie a` deux points, ∑r,s,u∈Zl, r+s 6=0 et∑
r,s,u∈Zl, r+u 6=0 dans respectivement le premier et le second terme de la partie a` quatre points.
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En utilisant les estimations du noyau de la chaleur et en effectuant l’inte´grale sur t, on obtient
lim
ε→0
∣∣∣Γε,red1l,NP [ϕ]∣∣∣ ≤ C32π2
∫
M
µg(p)
{ λ
3!
∑′ |ϕr(p)| |ϕ−r(p)| 4m√1 + c
dg(Θr.p, p)
K1
(mdg(Θr.p, p)√
1 + c
)
+
λ2
2(3!)2
∑′ |ϕr(p)| |ϕs(p)| |ϕu−s(p)| |ϕ−r−u(p)|
×
(
3K0
(mdg(Θ(r + s).p, p)√
1 + c
)
+ 4K0
(mdg(Θ(r + u).p, p)√
1 + c
))}
. (4.3.3)
De´finition 4.3.2. θ ∈ Rl\Ql satisfait a` une condition Diophantienne s’il existe deux constantes
C > 0, β ≥ 0 qui soient telles que pour tout n ∈ Zl \ {0}, on ait :
‖θn‖Tl := inf
k∈Zl
|θn+ k| ≥ C|n|−(l+β).
Cette condition caracte´rise les nombres irrationnels qui sont “loin des rationnels”, car mal
approxime´s par les rationnels. Notons que l’ensemble des nombres satisfaisant a` une condition
Diophantienne est de mesure de Lebesgue pleine [85].
Cette notion de condition Diophantienne s’e´tend naturellement aux matrices a` coefficients ir-
rationels.
De´finition 4.3.3. Une Matrice Θ ∈Ml(Rl \Ql), de rang l, satisfait a` une condition Diophanti-
enne s’il existe deux constantes C > 0, β ≥ 0 qui soient telles que pour tout n ∈ Zl \ {0}, on
ait :
‖Θn‖Tl := inf
k∈Zl
|Θn+ k| ≥ C|n|−(l+β).
La me´trique induite sur les orbites est constante comme dans le paragraphe 4.2.2, et la
distance ge´ode´sique sur chaque orbite est par conse´quent donne´e par
d2g(y.p, p) = inf
k∈Zl
 l∑
i,j=1
g˜ij(p)(y
i + ki)(yj + kj)
 .
Nous allons avoir besoin du comportement au voisinage de l’origine des fonctions de Bessel
modifie´es
K1(x) =
1
x
+O(x0), K0(x) = −γ + ln(2)− ln(x) +O(x),
ou` γ est la constante d’Euler.
Utilisons le fait que {‖ϕr‖∞} ∈ S(Zl), avec ϕr ∈ C∞c (M) ou` supp(ϕr) ⊂ supp(ϕ) : si la fonction
d−2g (αy(.), .) est localement inte´grable pour tout 0 6= y ∈ Tl, par rapport a` la mesure donne´e par
la forme volume Riemannienne, on a la convergence des sommes dans (4.3.3) si et seulement
si d−2g (Θr.p, p) ∈ S ′(Zl), c’est-a`-dire, si et seulement si la matrice Θ satisfait a` une condition
Diophantienne relativement a` (2π).
Ce re´sultat semble nouveau, bien que conjecture´ par Connes dans le cas du tore non commutatif il
y a quelques anne´es. Cette condition joue aussi un roˆle primordial dans le calcul de la cohomologie
de Hochschild du tore non commutatif [13] et en the´orie des champs conforme, dans les mode`les
de Melvin a` parame`tre de twist irrationnel [70].
Cependant, l’inte´grabilite´ locale de la fonction d−2g (αy(.), .) pour un y ∈ Tl non nul n’est en
aucun cas garantie. Les proble`mes sont a` attendre dans un voisinage de l’ensemble des points
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ayant un groupe d’isotropie non trivial, ou` d−2g (αy(.), .) n’est pas borne´e. En fait, par une simple
analyse dimensionnelle, nous allons voir que des troubles se´rieux devraient n’apparaˆıtre que
lorsque les stabilisateurs sont uni-dimensionnels.
Soit Hp le groupe d’isotropie de p ∈ M et soit Msing := {p ∈ M : Hp 6= {0}}. Rappelons que
Msing est ferme´ (pour la topologie me´trique) et est de mesure nulle dansM car l’action est propre
(voir [78, the´ore`me 6.15]). Notons aussi que pour 0 6= y ∈ Tl, dg(y.p, p) = 0 si et seulement si
p ∈Msing et y ∈ Hp. Sur Mreg :=M \Msing (l’ensemble des orbites de type principal), l’action
e´tant libre, on peut de´finir des coordonne´es normales dans un voisinage tubulaire d’une orbite
Tl.p a` un point p ∈M . Soit (xˆµ, x˜i), µ = 1, · · · , n−l, i = 1, · · · , l respectivement les coordonne´es
transverses et celles donne´es par le groupe, d’un point p ∈ Mreg. L’action e´tant isome´trique, la
me´trique s’e´crit dans ce syste`me de coordonne´es
g(xˆ, x˜) =
(
h(xˆ) l(xˆ)
l(xˆ) g˜(xˆ)
)
,
ou` g˜ est la me´trique (constante) induite sur les orbites. Un tel syste`me de coordonne´es est
singulier, avec des singularite´s localise´es en chaque point deMsing. Lorsque x ≡ (xˆµ, x˜i) approche
un point p0 de Msing, g˜(xˆ) se re´duit a` une matrice de rang l − dim(Hp0). Dans ce syste`me de
coordonne´es µg(p) d
−2
g (y.p, p) s’e´crit√
det g(xˆ, x˜)∑l
i,j=1 g˜ij(xˆ)y
iyj
dlx˜ dn−lxˆ,
lorsque dim(Hp0) = 1 la singularite´ de d
−2
g (y.p, p) pour p → p0 ne peut eˆtre compense´e par le
facteur
√
det g.
Nous venons de mettre en lumie`re un nouvel aspect du phe´nome`ne de me´lange UV/IR pour
les de´formations isospectrales pe´riodiques ge´ne´riques, qui ne´cessite d’eˆtre analyse´ dans chaque
mode`le spe´cifique. Comme nous le verrons au paragraphe suivant, ces divergences apparaissent
d’ores et de´ja` dans les sphe`res de Connes–Landi et leurs espaces ambiants, mais pas dans les
tores non commutatifs pour lesquels l’action est libre.
Notons finalement que l’inte´grabilite´ de l’application p → d−2g (y.p, p), pour tout 0 6= y ∈ Tl,
est une condition ne´cessaire pour que la fonction a` deux points non planaire puisse de´finir une
distribution et donc pour que la the´orie soit renormalisable.
The´ore`me 4.3.4. Pour M compacte ou non (avec les hypothe`ses du paragraphe 2.3.1 lorsque
M n’est pas compacte), munie d’une action lisse et isome´trique de Tl, l = 2 ou l = 4 et avec une
matrice de de´formation satisfaisant a` une condition Diophantienne (relativement a` 2π), alors
pour tout ϕ ∈ C∞c (M) s’annulant dans un voisinage de Msing, l’action effective a` une boucle
non planaire re´duite est finie.
Corollaire 4.3.5. Sous les hypothe`ses du the´ore`me pre´ce´dent, la the´orie quantique a` une boucle
n’est pas renormalisable par adjonction de contre-termes locaux si la matrice (2π)−1Θ ne satisfait
pas a` une condition Diophantienne, ou si la fonction d−2g (αy(.), .), pour un 0 6= y ∈ Tl, n’est pas
localement inte´grable par rapport a` la mesure donne´e par la forme volume Riemannienne.
4.4 Points fixes et divergences : un exemple
Nous allons illustrer la discussion du paragraphe pre´ce´dent sur les conse´quences de la non
inte´grabilite´ de la fonction p 7→ d−2g (y.p, p), en regardant le cas de l’espace ambiant de la trois-
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sphe`re de Connes–Landi S3θ.
En parame´trant R4 en coordonne´es sphe´riques
x1 = R cosφ cos κ
x2 = R sinφ cos ρ
x3 = R cosφ sinκ
x4 = R sinφ sin ρ,
avec R ∈ [0,∞[, φ ∈ [o, π/2[, κ, ρ ∈ [0, 2π[, on obtient l’espace non commutatif ambiant des
sphe`res de Connes–Landi cf. paragraphe 1.1.1 (pour lequel la condition d’homoge´ne´ite´,
∑
i x
2
i = 1
a e´te´ relaxe´e) en twistant le produit usuel par l’action de T2. Cette action est donne´e dans ce
syste`me de coordonne´es par
T2 ∋ y : (R,φ, κ, ρ) 7→ y.(R,φ, κ, ρ) := (R,φ, κ + y1mod2π, ρ + y2mod2π).
Pour cette action, l’ensemble des points singuliers se de´compose en :
R4sing = {(0, φ, κ, ρ)} ∪ {(R, 0, κ, ρ)} ∪ {(R,π/2, κ, ρ)},
et correspond a l’union des plans x2 = x4 = 0 et x1 = x3 = 0. Le premier sous-ensemble consiste
en un seul point : c’est le seul point fixe pour l’action proprement dit. Il ne posera aucun proble`me
pour l’inte´grabilite´, car son groupe d’isotropie est bi-dimensionnel. Les stabilisateurs des points
des deux derniers ensembles, qui sont des plans prive´s de l’origine, sont uni-dimensionnels et
l’application p 7→ d−2g (y.p, p) n’est pas inte´grable dans leur voisinage. En effet, dans ce syste`me
de coordonne´es, la distance ge´ode´sique entre un point (R,φ, κ, ρ) et son translate´ y.(R,φ, κ, ρ),
s’e´crit
d2g
(
(R,φ, κ, ρ); y.(R,φ, κ, ρ)
)
= 2R2(1− cos2 φ cos y1 − sin2 φ cos y2).
Pour y1 = 0, d
−2
g (p, y.p) devient alors
1
2R2 sin2 φ(1− cos y2)
,
qui n’est pas inte´grable en φ = 0 par rapport a` la mesure donne´e par R3 sinφ cosφdRdφdκdρ.
Par contre, la singularite´ en R = 0 de l’application p 7→ d−2g (y.p, p) est inte´grable.
En conclusion, la fonction de Green non planaire a` deux points de ce mode`le ne de´finit pas
une distribution. La the´orie a` une boucle n’est alors pas renormalisable.
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Conclusion et perspectives
Dans cette the`se, nous avons commence´ par e´tudier les plans de Moyal, les plus anciens
espaces non commutatifs connus, dans le cadre axiomatique d’Alain Connes de la ge´ome´trie non
commutative. Nous avons montre´ que l’on peut construire des triplets spectraux, objets centraux
dans l’interface entre la GNC et la physique des interactions fondamentales, a` partir d’alge`bres
construites avec le produit de Moyal. Le de´fi e´tait important car ce type de de´formations,
d’espaces non commutatifs, a longtemps souffert de critiques, souvent heuristiques ou inexactes
(par exemple la soi-disant trivialite´ de leurs dimensions spectrale et homologique), visant a` les
de´conside´rer.
Pour ce faire, nous avons tout d’abord e´tendu la notion de triplet spectral aux d’alge`bres
sans unite´, i.e. espaces Riemannien quantiques non compacts. Les premie`res pierres, les plus
naturelles, avaient de´ja` e´te´ pose´es par Connes. Un grand nombre de de´tails techniques devaient
cependant eˆtre ajuste´s. En particulier, il re´sulte que non pas une mais trois alge`bres doivent
eˆtre conside´re´es. En effet, en plus d’une alge`bre sans unite´, codant la topologie d’un espace non
commutatif non compact, il faut pour des raisons d’ordre aussi bien analytique qu’homologique,
invoquer un plongement dans une alge`bre unife`re, i.e. une compactification de l’espace quantique.
Les aspects analytiques, en particulier spectraux, e´tant plus subtiles dans le cas non compact,
une troisie`me alge`bre (dense dans la premie`re) doit aussi eˆtre conside´re´e pour formuler l’axiome
de dimension spectrale.
Pour ve´rifier ces axiomes modifie´s, de nombreux outils d’analyse fonctionnelle ont e´te´ de´ve-
loppe´s. Ce fut principalement des extensions, dans le contexte du produit de Moyal, des outils
de base de la the´orie de la diffusion et de la the´orie des semi-groupes. L’ensemble des outils
mathe´matiques de´veloppe´s dans la premie`re moitie´ du sie`cle dernier en connection avec la for-
mulation de la me´canique quantique sur espace de phase, dont est originaire le produit de Moyal,
a aussi e´te´ largement utilise´.
Dans une premie`re partie qui concerne l’interface entre les aspects mathe´matiques de la GNC
et ses applications en physique fondamentale, deux types de fonctionnelles d’action pour champs
de jauge non commutatifs ont e´te´ calcule´s. Les re´sultats obtenus ne sont pas re´volutionnaires ;
ils reproduisent les actions usuellement prises comme point de de´part dans les programmes
d’e´tude des the´ories de jauge sur plans de Moyal. Cependant, ils de´montrent la puissance et la
robustesse des concepts de la GNC ainsi que la faisabilite´ de ces programmes dans des situations
comple`tement non commutatives (par opposition aux situations presque commutatives).
L’action de Connes–Lott est une ge´ne´ralisation directe dans le langage de la GNC de celle
de Yang–Mills, cette dernie`re donnant une interpre´tation ge´ome´trique du me´canisme de Higgs
lorsque l’on conside`re le triplet spectral presque commutatif du mode`le standard de la physique
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des particules (MS). Pour les plans de Moyal symplectiques, i.e. avec des matrices de de´formation
inversible, cette action reproduit l’action de Yang–Mills pour laquelle le produit de Moyal rem-
place celui ordinaire. Les techniques que nous avons utilise´es ne sont cependant pas directement
applicable aux plans de Moyal ge´ne´riques et/ou pour les de´formations courbes.
Le principe d’action spectrale est un principe unificateur en GNC. En de´finissant une fonc-
tionnelle d’action Tr
(
χ(D/ 2/Λ2)
)
a` partir du spectre de l’ope´rateur de Dirac, on dispose directe-
ment d’une action invariante sous le groupe de jauge du triplet (le groupe des automorphismes
de l’alge`bre), qui ge´ne`re par fluctuation de la me´trique le Lagrangien du MS couple´ avec la
gravitation d’Einstein–Weyl (dans le cas du triplet presque commutatif du MS). Pour calculer
cette action dans le cas des plans de Moyal ge´ne´riques, il a fallut e´tendre sa de´finition aux
triplets spectraux sans unite´. Ce programme n’a e´te´ que partiellement re´alise´, mais les techniques
de´veloppe´es, modulo une complexite´ calculatoire grandissante, sont directement applicables aux
de´formations isospectrales courbes. L’obstruction a` laquelle nous avons e´te´ confronte´ est due,
d’une part a` la re´gularisation supple´mentaire invoque´e, une forme de re´gularisation spatiale,
mais surtout a` la manifestation d’un phe´nome`ne caracte´ristique a` ce type d’espaces quantiques :
le me´lange UV/IR. Ce point est intrigant car ce phe´nome`ne se manifeste habituellement au
niveau quantique, or l’action spectrale est une action classique !
Dans la deuxie`me partie de ce travail de recherche, non pas celle de ce me´moire car la
pre´sentation ne suit pas l’ordre chronologique, nous avons e´tudie´ les aspects principaux pour la
construction de triplets spectraux a` partir des de´formations isospectrales courbes non compactes.
Ces varie´te´s non commutatives, ge´ne´ralisant les plan de Moyal et les tores NC en espace courbe,
s’inscrivent dans une the´orie des de´formations bien plus ge´ne´rale due a` Rieffel : la de´formation
des alge`bres de Fre´chet munies d’une action (isome´trique) de Rl.
A partir de techniques d’analyse sur les varie´te´s Riemannienne non compactes, principale-
ment une estimation du noyau du semi-groupe de la chaleur, nous avons obtenu des re´sultats
concernant l’appartenance aux classes de Schatten (ordinaires et faibles) pour les ope´rateurs
du type LΘf (1 + ∆)
−k. Ces estimations ont permis de montrer que la dimension spectrale de
ces de´formations (pe´riodiques ou non), est e´gale a` la dimension classique, i.e. la dimension de
la varie´te´ non de´forme´e. C’est le point central dans la construction de triplets spectraux sans
unite´.
Dans la dernie`re partie de cette the`se, nous nous sommes inte´resse´ aux the´ories quantiques
des champs sur les de´formations isospectrales courbes. Au travers d’une the´orie scalaire, nous
avons de´montre´ l’existence et le caracte`re intrinse`que du phe´nome`ne de me´lange UV/IR.
Pour les de´formations pe´riodiques, le me´lange ne concerne (au niveau de la fonction a` deux
points) que le mode ze´ro du champ, dans sa de´composition en sous-espaces spectraux. Dans ce
cas, le me´lange UV/IR n’est pas tellement proble´matique ; les modes affecte´s par le me´lange
UV/IR peuvent eˆtre traite´es pour la renormalisation avec le secteur planaire.
Dans le cas non pe´riodique, on obtient des fonctions de Green non planaires qui pre´sentent le
me´lange sous une forme tre`s proche de celle du paradigme qu’est le plan de Moyal.
De plus, notre approche donne une interpre´tation alge´brique de la pre´sence du secteur non
planaire de ces the´ories : il vient des produits d’ope´rateurs de repre´sentation re´gulie`re droite
et gauche. Nous avons aussi obtenu que le meilleur comportement du secteur non planaire est
une conse´quence de la pre´sence du noyau de la chaleur hors diagonale dans les inte´grales de
Feynman.
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Cependant, son caracte`re re´gularisant de´pend fortement des donne´es ge´ome´triques. Pour les
de´formations non pe´riodiques, la conclusion est que lorsque le rang de la matrice de de´formation
est e´gal a` deux, la singularite´ infrarouge (du me´lange UV/IR) n’est pas localement inte´grable. Il
s’ensuit que la fonction de Green 1PI non planaire a` deux points ne de´finit pas une distribution ;
la the´orie n’est alors pas renormalisable. Seules les actions de groupe de rang quatre donnent
lieu a` un secteur non planaire sans divergence.
Lorsque l’action est pe´riodique, nous avons montre´ qu’il est ne´cessaire que la matrice de
de´formation satisfasse a` une condition Diophantienne (relativement a` 2π) pour que les fonctions
de Green non planaires de´finissent des distributions. Des divergences additionnelles peuvent
exister a` cause des possibles points fixes de l’action du groupe.
Plusieurs autres directions de recherches sont envisageables.
• Construction de triplets spectraux pour les de´formations isospectrales non compactes
A partir de nos re´sultats sur la Dixmier-trac¸abilite´ (et sur la valeur de leurs traces de
Dixmier) des ope´rateurs LΘ(f)(1+D/ )−n/2 (corollaire 2.3.14, the´ore`me 2.3.15) nous avons
de´ja` une ve´rification de l’axiome de dimension. Pour terminer la construction, il reste a`
de´finir des ‘alge`bres lisses’ (pre´-C∗-alge`bres) a` partir du produit twiste´. Le point de passage
oblige´ est la construction de semi-normes, isome´trique pour l’action du groupe. L’arsenal
de´veloppe´ par Rieffel dans [92] pourra alors eˆtre pleinement employe´.
• Etude du me´lange UV/IR pour les the´ories de jauge
Notre traitement du comportement ge´ne´rique du me´lange UV/IR peut eˆtre ge´ne´ralise´ pour
les de´formations de varie´te´s de dimension supe´rieure et/ou pour les the´ories de jauge.
Nous nous sommes restreint au cas quadri-dimensionnel par souci de simplicite´ et pour
son inte´reˆt physique. Il est cependant clair que les techniques du noyau de la chaleur
s’appliquent aux the´ories scalaires de dimension supe´rieure.
Pour les the´ories de jauges sur de´formations isospectrales de dimensions quelconques, il
existe un moyen intrinse`que, ne passant ni par la construction de Connes–Lott ni par celle
de Chamseddine–Connes, de de´finir des fonctionnelles d’action de type Yang–Mills :
Pour toutes formes diffe´rentielles ω ∈ Ωp(M), η ∈ Ωq(M), a` supports compacts, on peut
de´finir un produit exte´rieur twiste´ par
ω ∧Θ η := (2π)−l
∫
R2l
dly dlz e−i<y,z> (α∗−12Θy
ω) ∧ (α∗zη),
ou` α∗z de´signe dore´navant le pull-back de l’action. En se donnant ensuite un fibre´ vectoriel
associe´ π : E → M de groupe de structure G ⊂ U(N), ainsi qu’une forme de connection
A ∈ Ω1(M,Lie(G)), on peut de´finir l’analogue non commutatif de l’action de Yang–Mills
SYM (A) :=
∫
M
tr(FΘ ∧Θ ∗HFΘ),
ou` FΘ := dA+A∧ΘA et ∗H est l’e´toile de Hodge. Dans ce contexte, on peut aussi e´tablir
une identite´ de ‘trace’ :∫
M
ω ∧Θ ∗Hη =
∫
M
ω ∧ ∗
H
η, ∀ω, η ∈ Ωp(M).
Ainsi, SYM (A) est e´gale a`
∫
M tr(FΘ ∧ ∗HFΘ). Pour entreprendre la quantification, on
peut une fois encore utiliser la me´thode du champ de ‘background’, dans la jauge de
132 CONCLUSION ET PERSPECTIVES
‘background’. Si on ignore l’ambigu¨ıte´ de Gribov, l’action effective a` une boucle se re´duit au
calcul de de´terminants d’ope´rateurs (partie quadratique en A de SYM+Sgf et de´terminant
de Faddeev–Popov) qui peuvent eˆtre exprime´s localement par
(∇µ + LAµ −RAµ)(∇µ + LAµ −RAµ) +B,
ou` B est borne´ et contient des sommes et produits d’ope´rateurs de multiplication twiste´e
a` gauche et a` droite. Il est alors clair que le phe´nome`ne de me´lange UV/IR se manifestera
identiquement aux situations plates (voir par exemple [69, 76, 79]) et que les phe´nome`nes
lie´s au proprie´te´s arithme´tiques, au rang de la matrice de de´formation ainsi qu’aux points
fixes de l’action seront eux aussi pre´sents.
• Calcul de l’action spectrale pour les de´formations isospectrales pe´riodiques compactes
Pour les de´formations isospectrales pe´riodiques compactes, les obstructions auquelles nous
nous sommes heurte´s lors du calcul de l’action spectrale pour les plans de Moyal, sont facile-
ment surmontables. En effet, il n’y a d’une part plus lieu d’introduire une re´gularisation
‘spatiale’ ; le spectre de l’ope´rateur de Dirac covariant D/A = D/ +L
Θ(A)+ǫJLΘ(A)J−1 est
discret et de multiplicite´ finie pour les varie´te´s Riemanniennes compactes. Les techniques
de de´veloppement asymptotique, via la formule BCH, sont aussi directement applicables
dans ces cas. D’autres de´veloppements sont envisageables, en particulier celui de Duhamel
(voir [48,49] pour des applications de la formule de Duhamel). D’autre part, le phe´nome`ne
de me´lange UV/IR est bien moins proble´matique pour les de´formations pe´riodiques : la
de´composition en sous-espaces spectraux des composantes du champs de jauge A ∈ Ω1D/ ,
la relation
Tr
(
Lfr Rgs e
−t∆) = Cte δr,−s e− i2 rΘs ∫
M
µg(p) fr(p)hs(p)Kt(Θr.p, p),
ainsi que la majoration du noyau de la chaleur hors diagonale (2.3.1), (2.3.2), montrent
que (si Θ satisfait a` une condition Diophantienne et si d−2g
(
αy(.), .
) ∈ L1loc(M,µg)) seule
certaines composantes du champs de jauge contribueront a` l’action spectrale. En d’autres
termes, les valeurs des re´sidus des poˆles de la fonction Ze´ta de l’ope´rateur D/ 2A sont haute-
ment modifie´es par la pre´sence du secteur non planaire dans l’action spectrale ; pre´sence
venant de la repre´sentation adjointe adΘ(.) := LΘ(.)−RΘ(.).
• Ge´ne´ralisation des re´sultats de Grosse et Wulkenhaar
Ce projet consiste a` appliquer nos techniques au mode`le de Grosse et Wulkenhaar et
d’essayer de ge´ne´raliser leurs re´sultats pour les de´formations isospectrales courbes non
pe´riodiques.
Dans la se´rie d’articles [57–59], il est de´montre´ que si on ajoute un couplage avec un
potentiel confinant (oscillateur harmonique dans leur travail) a` la the´orie ϕ⋆θ4 sur le plan
de Moyal quadri-dimensionnel, i.e. si l’on conside`re l’action de Grosse et Wulkenhaar
SGW [ϕ] :=
∫
d4x
[
1
2(∂µϕ⋆θ∂
µϕ)(x) + 2
Ω2
θ2
(xµϕ)⋆θ (x
µϕ)
+
m2
2
ϕ⋆
θ
ϕ(x) +
λ
4!
ϕ⋆
θ
ϕ⋆
θ
ϕ⋆
θ
ϕ(x)
]
,
alors la the´orie est perturbativement renormalisable a` tout les ordres en λ. Si la signification
profonde de ce re´sultat n’est pas encore entie`rement comprise, quelques explications peu-
vent toutefois eˆtre mentionne´es. Premie`rement, ajouter un potentiel effectif est e´quivalent
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a` une compactification du plan de Moyal ; on passe de spectre essentiel a` spectre purement
ponctuel. Aussi, le choix particulier du potentiel correspond a` une ‘Moyal-de´formation’
de l’espace des moments en meˆme temps que celui de configuration. Ceci peut eˆtre vu a`
partir de l’invariance (a` des changements d’e´chelle pre`s) de cette action sous transforme´e
de Fourier :
pµ ←→ 2(Θ−1)µνxν , et ϕ̂(p)←→ (πθ)2 ϕ(x).
On pourrait alors refaire notre analyse du comportement des fonctions de Green non
planaires de cette the´orie, en utilisant a` la place du noyau de la chaleur le noyau de
Mehler, i.e. celui du semi-groupe de l’oscillateur harmonique :
KM (t, x, y) = (2π)
−n/2 1(
sinh(4t)
)n/2 exp [ 1sinh(4t)x.y − 12 1tanh(4t) (|x|2 + |y|2)
]
.
La dernie`re e´tape consiste a` comprendre le degre´ de liberte´ existant dans le choix du
potentiel (tout en conservant la renormalisabilite´), afin de voir si ce re´sultat peut eˆtre
ge´ne´ralise´ aux de´formations isospectrales non pe´riodiques courbes.
• Sphe`res de Connes–Dubois-Violette
Il serait inte´ressant de comprendre si le phe´nome`ne UV/IR (ou un analogue) est une ca-
racte´ristique ge´ne´rale des the´ories des champs sur espace non commutatif (nous avons de´ja`
montre´ au paragraphe 4.1.1 que deux secteurs diffe´rents existent force´ment) ou si c’est une
particularite´ des de´formations isospectrales. Les sphe`res de Connes–Dubois-Violette [25],
une famille a` trois parame`tres de varie´te´s non commutatives sphe´riques ne rentrant pas
dans le cadre des de´formations de Rieffel, sont de bons exemples pour tester ce point. Pour
ce faire, il faudrait trouver une base particulie`re de leurs alge`bres, permettant de de´river
les re`gles de Feynman. Cette question est comple`tement ouverte.
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Annexe A
Traces de Dixmier
J. Dixmier a re´ussi a` disjoindre les notions de trace et de normalite´ dans les applications sur
les ope´rateurs d’un espace de Hilbert en construisant des traces non normales [33]. Ces traces
e´ponymes, Trα,ω, sont des fonctionnelles line´aires positives, invariantes sous conjugaison par des
unitaires, de´finies sur un domaine et s’annulant sur l’ide´al des ope´rateurs de rang fini.
L’ide´e est de de´finir une trace via le coefficient d’un certain type de divergence, en l’occurrence
logarithmique, de la trace usuelle : se donnant une suite {αn}n∈N, on veut de´finir une trace sur
un ide´al du coˆne positif des ope´rateurs compacts K+(H) d’un espace de Hilbert se´parable H par
lim
N→∞
σN (T )
αN
, T ∈ K+(H),
ou` les sommes partielles des valeurs singulie`res (qui sont e´gales aux valeurs propres car T ≥ 0)
sont de´finies par
σN (T ) :=
N−1∑
n=0
µn(T ).
En se restreignant aux ope´rateurs pour lesquels les sommes partielles re´gularise´es forment des
suites borne´es, {σN (T )/αN} ∈ l∞(N), deux proble`mes sont a` re´soudre : la line´arite´ et la conver-
gence.
L’invariance sous conjugaison par des unitaires est automatique, e´tant directement imple´mente´e
au niveau des valeurs singulie`res :
µn(uTu
∗) = µn(T ), ∀u ∈ U(H).
Pour obtenir la line´arite´, il va falloir de´finir un processus limite, limω, qui ait du sens lorsque
{βn} ∈ l∞(N) n’est pas convergente. Une condition ne´cessaire est qu’il soit invariant d’e´chelle :
limω(β˜) = limω(β) avec β˜ := (β1, β1, · · · , βn, βn, · · · ). On demandera aussi qu’il co¨ıncide avec la
limite usuelle lorsque la suite est convergente. En particulier, ceci impliquera que limω(β) = 0,
lorsque βn → 0, n→∞. Ces conditions pourront eˆtre satisfaites seulement pour des divergences
ve´rifiant les proprie´te´s suivantes :
Soit α une suite croissante positive, telle que
i) lim
n→∞αn =∞,
ii)α0 > α1 − α2, αn+1 − αn > αn+2 − αn+1, ∀n ∈ N,
iii) lim
n→∞α
−1
n α2n = 1.
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Soit ensuite Iα(H) l’ide´al des ope´rateurs compacts de´fini par :
Iα(H) :=
{
T ∈ K(H) : σN (T )
αN
∈ l∞(N)
}
.
La proprie´te´ d’ide´al de cette famille d’ope´rateurs compacts est une conse´quence de la sous-
multiplicativite´ des valeurs singulie`res (voir par exemple [100, the´ore`me 1.5]) :
µm+n(TS) ≤ µm(T )µn(S).
Cela implique alors
µn(TS) ≤ ‖T‖µn(S),
et donc
σN (TS) ≤ ‖T‖σN (S).
L’ide´al Iα(H) posse`de une structure naturelle d’alge`bre de Banach, pour la norme
‖T‖α := sup
N∈N
{
σN (T )
αN
}
.
Pour T appartenant au coˆne positif de Iα(H), on de´finit sa trace de Dixmier Trα,ω(T ) par
Trα,ω(T ) := lim
ω
(σN (T )
αN
)
,
ou` le processus de limite limω est donne´ par
lim
ω
(β) := ω
(
M(fβ)
)
, β ∈ l∞(N).
Ici, 0 ≤ ω ∈
(
Cb(R
∗
+)
)∗
est une forme line´aire positive sur l’espace des fonctions continues et
borne´es sur la demi-droite R∗+, dont le noyau contient C0(R∗+), l’ide´al des fonctions continues
s’annulant a` l’infini, i.e. ω(f) = 0 lorsque limx→∞ f(x) = 0. L’application M de´signe la moyenne
de Cesa`ro associe´e au groupe (multiplicatif) R∗+ avec mesure de Haar x−1dx :(
Mg
)
(x) :=
1
log x
∫ x
1
g(t)
dt
t
,
et fα est la fonction simple (constante par morceaux) associe´e a` la suite α :
f : l∞(N)→ L∞(R∗+), fα(x) := αn, pour x ∈]n, n+ 1], n ∈ N.
The´ore`me A.0.1 (Dixmier 1966 [33]). Trα,ω est une forme line´aire positive sur Iα(H) qui
est invariante sous conjugaison par les unitaires de L(H).
Esquisse de de´monstration. Que l’application I+α (H) ∋ T 7→ Trα,ω(T ), soit invariante par con-
jugaison sous unitaires, est une conse´quence de l’invariance des valeurs singulie`res. La positivite´
vient de la positivite´ de la fonctionnelle ω ainsi que de celle de la moyenne de Cesa`ro.
Nous allons montrer la line´arite´. A cette fin, notons tout d’abord que limω est invariante
d’e´chelle :
lim
ω
(β) = lim
ω
(β˜), avec β˜ := (β1, β1, · · · , βn, βn, · · · ).
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En effet, avec θa : C(R
∗
+) → C(R∗+) l’ope´rateur d’e´chelle
(
θag
)
(x) := g(ax), de´fini pour tout
a > 0, on a :
fβ˜(x) = fβ(
1
2x) =
(
θ1/2fβ
)
(x).
Puisque la moyenne de Cesa`ro est asymptotiquement invariante d’e´chelle, i.e. pour tout g ∈
L∞(R∗+), tout a > 0
lim
x→∞
∣∣M(θag)(x)−M(g)(x)∣∣ = 0,
on obtient en utilisant le fait que ω(g) = 0 lorsque limx→∞ g = 0 :
lim
ω
(β˜) = ω
(
M(fβ˜)
)
= ω
(
M(θ1/2fβ)
)
= ω
(
M(fβ)
)
= lim
ω
(β).
Posons pour T, S ∈ I+α (H) :
γN :=
1
αN
σN (T + S), βN :=
1
αN
σN (T ), δN :=
1
αN
σN (S).
On remarque que les sommes partielles σN (.) sont aussi des normes, car pouvant aussi eˆtre
exprime´es en termes de suprema sur des normes traces :
σN (T ) = sup
E
‖TE‖1, (A.0.1)
ou` E varie dans l’ensemble des ope´rateurs auto-adjoints de rang N . On obtient alors
σN (T + S) ≤ σN (T ) + σN (S),
et donc γN ≤ βN + δN . Ainsi, on a
Trω,α(T + S) ≤ Trω,α(T ) + Trω,α(S).
Pour obtenir l’ine´galite´ inverse, nous allons nous servir de la relation
σN (T ) + σM (S) ≤ σN+M (T + S).
Cette relation s’obtient en conside´rant E, F et G, projecteurs de rang n, m et n+m, qui soient
tels que l’image de E + F soit contenue dans celle de G. On a alors pour 0 ≤ T, S ∈ K(H)
Tr(ET ) + Tr(FS) ≤ Tr(GT ) + Tr(GS) = Tr(G(T + S)),
qui donne le re´sultat d’apre`s la caracte´risation (A.0.1) des sommes partielles. Il en re´sulte que
σN (T ) + σN (S) ≤ σ2N (T + S),
et donc βN + δN ≤ α2NαN γ2N . Ceci conclut la preuve, car par hyphothe`se
lim
N→∞
α2N
αN
= 1,
et d’apre`s l’invariance d’e´chelle du processus de limite, on a limω(γ2N ) = limω(γN ).
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Les fonctionnelles Trω,α s’e´tendent ensuite par line´arite´ a` tout Iα(H), en utilisant la
de´composition de tout ope´rateur borne´ en une somme a` coefficients complexe de (quatre)
e´le´ments positifs.
La proprie´te´ remarquable des traces de Dixmier, he´rite´e de celle de la fonctionnelle ω
de´finissant le processus de limite (ω(g) = 0 lorsque limx→∞ g = 0), est de posse´der un noyau
consistant en la fermeture en norme ‖.‖α de l’ide´al des ope´rateurs de rang fini, dans lequel est
inclus l’ide´al des ope´rateurs a` trace :
Ker(Trω,α) = O.R.F ‖.‖α ⊃ L1(H).
Les suites donnant lieu a` d’inte´ressantes traces de Dixmier sont typiquement les polyloga-
rithmes et les puissances de logarithme (voir par exemple [83]). Ces suites satisfont e´videmment
aux proprie´te´s requises.
En ge´ome´trie non commutative, c’est la divergence logarithmique qui est la plus pertinente :
αn = log n, Trω := Trω,log. En particulier, l’ide´al Ilog(H) co¨ıncide avec la premie`re classe de
Schatten faible L(1,∞)(H). Notons aussi que les classes de Schatten faibles ainsi que leurs duaux
L(∞,k)(H) := {T ∈ K(H);µm(T ) = o(m−1/k),∀m ∈ N}, k ≥ 1,
peuvent eˆtre alternativement de´finis a` partir des classes de Schatten ordinaires par interpolation
re´elle [13, IV.2.α]. Aussi, il existe une ine´galite´ de Ho¨lder pour les classes de Schatten faibles
avec la ‘trace de Dixmier logarithmique’ [55, proposition 7.16].
Les traces des Dixmier sont e´videmment tre`s difficiles a` calculer lorsque, comme dans la
majeure partie des cas, on ne connat pas explicitement les valeurs propres d’un ope´rateur.
Heureusement, les re´sidus des fonctions Ze´tas donnent, sous certaines conditions, un acce`s rapide
aux valeurs des ‘traces de Dixmier logarithmiques’.
The´ore`me A.0.2 (Connes [13]). Pour 0 ≤ T ∈ L(1,∞)(H), soit ζT (s) := Tr(T s) sa fonction
Ze´ta. Si lims→1+(s− 1)ζT (s) = L <∞ alors Trω(T ) = L, inde´pendamment de ω.
Ce re´sultat caracte´rise le fait que si la suite σN (T )/ logN converge, alors limω co¨ıncide avec
la limite ordinaire. Notons finalement que ce re´sultat a e´te´ ge´ne´ralise´ comme suit :
The´ore`me A.0.3 ( [4, 73]). Pour 0 ≤ T ∈ L(1,∞)(H) et S ∈ L(H), soit ζ˜T (s) := Tr(ST s). Si
lims→1+(s− 1)ζ˜T (s) = L <∞ alors Trω(ST ) = L, inde´pendamment de ω.
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Annexe B
Base de Wigner
B.1 Limite θ → 0
Rappelons que les e´le´ments de la base de Wigner de l’oscillateur harmonique ont e´te´ de´finis
par
fmn :=
1√
θ|m|+|n|m!n!
(a∗)m⋆
θ
f00⋆θa
n, (B.1.1)
ou` f00 est la Gaussienne
f00(x) := 2
N exp
(
−1
θ
2N∑
i=1
x2
i
)
,
et les fonctions de cre´ation et d’annihilation sont
al :=
1√
2
(x
l
+ i x
l+N
) et a∗l :=
1√
2
(x
l
− i x
l+N
).
Les produits ⋆
θ
et ponctuel sont relie´s par
al⋆θf = al.f +
θ
2
∂f
∂a∗l
f⋆
θ
al = al.f − θ
2
∂f
∂a∗l
a∗l ⋆θf = a
∗
l .f −
θ
2
∂f
∂al
f⋆
θ
a∗l = a
∗
l .f +
θ
2
∂f
∂al
,
ou`
∂
∂al
:=
1√
2
( ∂
∂x
l
− i ∂
∂x
l+N
)
et
∂
∂a∗l
:=
1√
2
( ∂
∂x
l
+ i
∂
x
l+N
)
.
Ainsi
(a∗l )
⋆θm⋆
θ
f00 = 2
ma∗l
mf00 et f00⋆θa
⋆θm
l = 2
maml f00.
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En dimension 2N , avec d’e´videntes notations multi-indicielle, il en re´sulte que
fmn =
1√
θ|m|+|n|m!n!
(
a∗m⋆
θ
f00
)
⋆
θ
an
=
1√
θ|m|+|n|m!n!
(
a− θ
2
∂
∂a∗
)n(
a∗m⋆
θ
f00
)
=
1√
θ|m|+|n|m!n!
(
a− θ
2
∂
∂a∗
)n(
2ma∗mf00
)
=
1√
θ|m|+|n|m!n!
((
2a− θ
2
∂
∂a∗
)n
2ma∗m
)
f00
=
1√
θ|m|+|n|m!n!
min(m,n)∑
NN∋p=0
(−1)|p|
(
m
p
)(
n
p
)
p! 2|n|+|m|−2|p| θ|p| a∗m−p an−p f00. (B.1.2)
En utilisant
lim
θ→0
(πθ)−N exp
(
− 1
θ
2N∑
µ=1
x2
µ
)
= δ2N (x),
on obtient que pour m et n fixe´s, seuls les termes de la somme (B.1.2) pour lesquels |p| =
1
2(|n| + |m|) − N donnent des contributions finies et non identiquement nulles dans la limite
θ → 0 (au sens des distributions). Lorsque |p| > 12(|n| + |m|) − N les contributions sont nulles
et lorsque |p| < 12(|n|+ |m|)−N elles sont infinies.
B.2 fmn et ope´rateur d’Euler
Nous allons voir un e´trange lien entre l’ope´rateur d’Euler
Êc := θ∂θ +
N∑
i=1
c xi∂xi + (1− c)xi+N ∂xi+N , avec c ∈ [0, 1],
agissant sur le champs continu de C∗-alge`bre
∏
θ∈R+ A
0
θ (A
0
θ est la C
∗-comple´tion de Aθ), et
l’exponentielle imaginaire quadratique
hβ(x) := exp
(
iβ
N∑
i=1
xixi+N
)
.
Nous avons vu au paragraphe 2.2.1.3, que cette exponentielle appartient a` Mθ (l’alge`bre des
multiplicateurs bilate`res de Aθ) si est seulement si |a| 6= 2/θ. Nous allons de´montrer que Êc est
une de´rivation sur
∏
θ∈R+ A
0
θ et qu’elle est “inte´rieure” sur une de ses sous-alge`bres. L’automor-
phisme correspondant sera justement donne´ par l’e´le´ment ‘pathologique’ h2/θ.
Montrons tout d’abord que Êc satisfait a` la re`gle de Leibniz. Par de´finition, la C∗-alge`bre∏
θ∈R+ A
0
θ consiste en les fonctions sur R
+ a` valeur dans A0θ, pour lesquelles la norme
‖f‖ := sup
θ∈R+
‖f(θ)‖A0θ ,
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est finie. Ici ‖.‖A0θ de´signe la norme ope´ratorielle de A
0
θ. Il suffit alors de ve´rifier que Êc satisfait
a` la re`gle de Leibniz pour le produit de Moyal de deux fonctions f et g de´pendant a priori de θ.
D’une part nous avons
θ∂θ
(
f⋆
θ
g
)
(x) = θ∂θ
∫
d2Ny
(πθ)N
d2Nz
(πθ)N
f(y) g(z) e
2i
θ
(x−y).S(x−z)
= −2N (f⋆
θ
g
)
(x) +
(
θ∂θf⋆θg
)
(x) +
(
f⋆
θ
θ∂θg
)
(x)
+
2i
θ
2N∑
µ=1
(
(xµ.f)⋆
θ
g
)
(x).(Sx)µ − (f⋆
θ
(xµ.g)
)
(x).(Sx)µ − ((xµ.f)⋆
θ
((Sx)µ.g)
)
(x).
Finalement, en utilisant la re`gle de ‘produit mixte’ (2.2.6) ainsi que le fait x.(Sx) = 0, on obtient
θ∂θ
(
f⋆
θ
g
)
(x) =
(
θ∂θf⋆θg
)
(x) +
(
f⋆
θ
θ∂θg
)
(x)− 2i
θ
2N∑
µ=1
(
∂(Sx)µf
)
⋆
θ
(
∂xµg
)
(x).
D’apre`s la re`gle de Leibniz pour le produit de Moyal (1.2.4) et encore (2.2.6), on a d’autre part
N∑
i=1
xi .∂xi
(
f⋆
θ
g
)
(x) =
N∑
i=1
xi .
((
∂xif
)
⋆
θ
g(x) + f⋆
θ
(
∂xig
)
(x)
)
=
N∑
i=1
((
xi .∂xif
)
⋆
θ
g(x) + f⋆
θ
(
xi .∂xig
)
(x)
)
+
2i
θ
2N∑
µ=1
(
∂(Sx)µf
)
⋆
θ
(
∂xµg
)
(x).
Par un calcul similaire
N∑
i=1
xi+N .∂xi+N
(
f⋆
θ
g
)
(x) =
N∑
i=1
((
xi+N .∂xi+N f
)
⋆
θ
g(x) + f⋆
θ
(
xi+N .∂xi+N g
)
(x)
)
+
2i
θ
2N∑
µ=1
(
∂(Sx)µf
)
⋆
θ
(
∂xµg
)
(x).
Ainsi, pour tout c ∈ [0, 1], Êc satisfait a` la re`gle de Leibniz :
Êc
(
f⋆
θ
g) =
(Êcf)⋆θg + f⋆θ(Êcg). (B.2.1)
Nous allons voir dans quel sens, et pour quelle sous-alge`bre de
∏
θ∈R+ A
0
θ, cette de´rivation
est inte´rieure. En utilisant l’e´criture (B.1.1) des fmn ainsi que la proprie´te´ de de´rivation, on va
e´tablir l’action de l’ope´rateur d’Euler sur les fmn (qui de´pendent de θ) :
Êc
(
fmn
)
= −|n|+ |m|
2
fmn + (θ
|n|+|m|m!n!)−1/2
{
(a∗)m⋆
θ
Êc
(
f00
)
⋆
θ
an
+
m∑
j=1
(a∗)m−j⋆
θ
Êc(a∗)⋆θ (a∗)j−1⋆θf00⋆θan
+
m∑
j=1
(a∗)m⋆
θ
f00⋆θa
m−j⋆
θ
Êc(a)⋆θaj−1
}
.
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Or,
Êc
(
f00
)
=
1− 2c
4θ
N∑
i=1
(a∗i )
2⋆
θ
f00 + f00⋆θa
2
i ,
Êc
(
ai
)
=
1
2
(
ai − (1− 2c)a∗i
)
,
Êc
(
a∗i
)
=
1
2
(
a∗i − (1− 2c)ai
)
.
Ainsi,
Êc
(
fmn
)
=
1− 2c
4
N∑
i=1
{√
(mi + 1)(mi + 2)fm+2ui,n +
√
(ni + 1)(ni + 2)fm,n+2ui
−
√
mi(mi − 1)fm−2ui,n −
√
ni(ni − 1)fm,n−2ui
}
,
ou` ui de´signe le i-ie`me vecteur de base de N
N . En utilisant la de´finition des fmn en termes de
produit de Moyal ite´re´ des fonctions de cre´ation et d’annihilation, cf. e´quations (3.1.1) et (3.1.2),
on identifie la dernie`re expression a` une action adjointe :
Êc
(
fmn
)
=
1− 2c
4θ
N∑
i=1
(
L(a∗i ⋆θa
∗
i − ai⋆θai)−R(a∗i ⋆θa∗i − ai⋆θai)
)
fmn.
Ainsi, sur la sous-alge`bre de
∏
θ∈R+ A
0
θ engendre´e par les combinaisons de fmn a` coefficients
constants (inde´pendants de θ), Êc est une de´rivation inte´rieure :
Êc = adb,
avec
b =
1− 2c
4θ
N∑
i=1
a∗i ⋆θa
∗
i − ai⋆θai =
−2i(1 − 2c)
θ
N∑
i=1
xi xi+N ,
qui est justement l’argument de l’exponentielle ‘pathologique’ h±2/θ, pour c = 0 ou c = 1.
Pour c = 1/2, les fmn sont dans le noyau de Êc et sont des points fixes pour l’automorphisme
associe´.
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