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Abstract— Urban models for testing UAV path-planning algo-
rithms commonly apply simple representations using cuboid or
cylinderical shapes which may not capture the characteristics
of a urban environment. To address this limitation of existing
urban models, this paper presents two urban modeling tech-
niques for an unmanned aircraft flight simulation in an urban
environment. The first proposed urban modeling technique is
an airborne LiDAR source-based approach that incorporates
machine learning algorithms to identify the number of buildings
and characterize them from the LiDAR information. The second
proposed urban modeling technique is an artificial urban
modeling technique without any airborne LiDAR resources that
applies an adaptive spacing method, an iterative algorithm
to define an artificial urban environment. Unlike the LiDAR
source-based approach that creates an approximated urban
model, the adaptive spacing-based urban modeling algorithm
generates an artificial urban environment that is visually differ-
ent from a reference city, but has similar the characteristics to
it. To demonstrate the two proposed urban modeling techniques,
numerical simulations are conducted using open-source datasets
to construct several realistic urban models.
I. INTRODUCTION
The operation of Unmanned Aircraft Systems (UAS) in
low-altitude airspace, especially in urban environments, has
become an essential research field due to the many critical
missions UAS can perform. For example, UAS can be used
for transportation infrastructure maintenance, goods delivery,
surveying and mapping (e.g., infrastructure, topography, dig-
ital terrain modeling), precision agriculture, and emergency
response. When UAS operates in urban environments, a
collision avoidance trajectory is used to ensure the aircraft
do not come too close to buildings or other objects. These
algorithms are often tested by numerical simulation. For a
realistic simulation, an appropriate representation of an urban
environment is needed for a realistic simulation.
For a flight control simulation, the urban model commonly
describes buildings through a priori knowledge about build-
ing shapes, such as a cuboid or cylindrical. The on-board
sensor in the flight controller receives building information
from the urban model based on the sensor FOV (Field of
View) specification and the vehicle state. The received build-
ing information is applied to update a collision avoidance
1Research Engineer, School of Aerospace Engineering, Georgia Institute
of Technology, ychoi95@gatech.edu
2Research Engineer, Georgia Tech Research Institute,
david.pate@gtri.gatech.edu
3Senior Research Engineer, School of Aerospace Engineering, Georgia
Institute of Technology, briceno@gatech.edu
4S.P. Langley Distinguished Regents Professor, School
of Aerospace Engineering, Georgia Institute of Technology,
dimitri.mavris@aerospace.gatech.edu
algorithm for the upcoming obstacle avoidance. For example,
Xu et al. employed a p-norm based model to describe
cuboid-shaped obstacles, such as tall buildings, to test a
helicopter obstacle avoidance algorithm [1]. Their simulation
environment includes three buildings, but our model of
interest has a more dense building environment. In the Wen
et al. collision avoidance research [2], a low-altitude obstacle
model is incorporated in a real-time path-planning algorithm.
The obstacle model comprises multiple cuboids, but they do
not explain that the obstacle environment is relevant to the
realistic obstacle environment. The urban model written by
Griffiths et al. has cubic and cylindrical buildings of an urban
model for obstacle and terrain avoidance of UAVs [3]. How-
ever, this paper also does not present the relationship between
the generated urban model and the actual urban environment.
Stastny et al. generates an urban model that is Midtown
Manhattan, New York [4]. The urban model includes three
simplified building models to verify their collision avoidance
algorithm, and shows the relationship between a simulation
urban model and real Manhattan buildings. However, despite
having a representative building model, the paper does not
refer to the urban modeling process.
Urban modeling is also an active domain of research
within the field of computer science. The traditional approach
to constructing an urban model is based on aerial images.
This image- and data-based approach is a computationally
expensive and time consuming manual process. To over-
come these difficulties, airborne LiDAR (Light Detection
and Ranging) sensors (or instruments) that collect high
fidelity information with centimeter precision are used. The
drawbacks of LiDAR data include uncertainties from inertial
navigation errors, sensor noise, and reflection errors from
ground object surfaces. These uncertainties degrade the qual-
ity of an urban model. On the other hand, unlike the image-
based urban modeling approach, a user can easily handle
the LiDAR sources to generate an urban model because the
LiDAR information consists of a point cloud with geometry
information. Therefore, additional image processing is not
required to obtain urban geometry information. Due to these
advantages, LiDAR sensors are often used to provide data for
the generation of a realistic urban model [5], [6], [7], [8].
You et al.[7] devised an automated process using LiDAR
information. This approach reconstructs LiDAR information
through re-sampling, hole filling, and tessellation. Then, the
reconstructed information is provided to a classification algo-
rithm to discriminate between buildings and bare ground. The
classified result is refined by building primitives, and then
the refined information is optimized by fitting and filtering
techniques. Based on this automated process, Hu et al. [6]
suggested an advanced urban modeling method combining
airborne LiDAR data and aerial imagery information. This
additional imagery information allows more precise edge
detection and improves computational complexity. Zhou et
al. [8] also introduced a building modeling method that
includes a classification algorithm to distinguish between
vegetation area and building area, a roof generation algorithm
from boundary detection, and creates polygon meshes to
construct a building model.
These urban modeling approaches in the computer science
domain may not be applicable to the urban modeling of
a UAS obstacle avoidance problem, since these methods
include detailed building/vegetation models, which are un-
necessary information. In addition, the polygon-based build-
ing models require high computational processing time in
a forward-looking LiDAR sensor model that collects point
cloud information from rays within its field of view. In
the sensor model, excessive numbers of polygons require
more computational resources to calculate cross sections
between the polygons and the rays for point-cloud informa-
tion. Depending on the UAV operation problem, an urban
environment may not require a detailed description near
the ground because the UAVs are required to fly above a
minimum altitude for operational safety.
This paper introduces a new rapid, data-driven, and grid-
based urban modeling methodology to generate a realistic
urban environment for a UAS flight simulation, specifically,
a virtual urban environment to test an obstacle avoidance
algorithm. This urban modeling could be possibly utilized
for urban operational research, such as on-demand mobility
and urban package delivery. This methodology entails five
steps: resampling/refining data, classification, principal com-
ponent analysis, grid generation, and building construction.
The result of the urban modeling of San Diego has been
successfully implemented to test a UAV obstacle avoidance
algorithm [9][10].
Unfortunately, aerial LiDAR data may not be available for
every city of interest, and collecting this data can be very
expensive. In UAS flight simulations, diverse and realistic
urban models are key to check the robustness of UAS
obstacle avoidance algorithms. To address this need for
generating more urban models, this paper also introduces
an alternative urban modeling approach that does not rely
on any airborne LiDAR resources and easily constructs an
artificial urban model.
In the remainder of the paper, we introduces the new rapid,
data-driven, and grid-based urban modeling methodology,
and shows several demonstrations with different cities. This
paper introduces the artificial urban modeling method, ex-
plains the details of the steps through a toy problem and
demonstrates this method through the San Diego model.
After that, this paper states concluding remarks.
II. RAPID, DATA-DRIVEN, AND GRID-BASED URBAN
MODELING
An urban model must balance the detailed representation
of the environment with computational cost, which depends
on the complexity of the urban model. For the purpose of
the simulation, the urban model does not need to be overly
detailed; items such as bridges, structures related to electric
power, and other infrastructure can be excluded.
To address the objectives of the urban modeling, we
propose a new rapid, data-driven, and grid-based urban mod-
eling method. The proposed method utilizes airborne LiDAR
sources that comprises five steps. The first step includes
collecting LiDAR data, resampling, and refining the original
data to reduce the amount of LiDAR information. The second
step is solving a clustering problem for the identification
of individual building components from unlabeled LiDAR
data. The third step specifies the principal directions of each
building to define its rotational angle. The fourth step is
grid generation that defines the fidelity of an urban model.
The final step is urban generation, which entails defining
the width, length, and height of all buildings. The following
subsections describe the details of each step.
A. Collecting/down-selecting/refining LiDAR data
The first step is collecting urban information from airborne
LiDAR sources and down-selecting the collected data. The
Open-source airborne LiDAR information is available from
multiple organizations: United States Interagency Elevation
Inventory (USIEI)1, Open-Topography2, USGS Earth Ex-
plore3, PAMAP LiDAR Elevation Data4, and Indiana Spatial
Data Portal5. In this paper, the LiDAR resources from
Open-Topography and PAMAP LiDAR Elevation Data are
employed for example case studies to test the proposed
urban modeling methodology. Open-Topography is a web-
based open-source database with high-resolution topographic
data. PAMAP is also a digital LiDAR database of Pennsyl-
vania, which is managed by the Pennsylvania Department of
Conservation and Natural Resources and the Pennsylvania
Bureau of Topographic & Geologic survey. The collected
LiDAR data is converted to a readable format using Rapid-
lasso tool, an open-source post-processing program 6.
We select the downtown region of San Diego, CA pre-
sented in Figure 1(a) as a working example. The size of
the selected area is approximately 6000 (feet) by 3000
(feet). To eliminate unnecessary point cloud information,
an altitude constraint is also considered. The reason of the
altitude constraint is that potential ’UAS operation scenarios
in an urban environment most high-speed transit in an urban
environment is not near the ground [11]. Moreover, many
objects near the ground exist, such as vegetation and complex







urban model. Hence, this elimination of the point cloud near
the ground improves the computational speed to generate
an urban model by reducing the amount of point cloud
information.
In an example study, we assume that the altitude constraint
is 200 (feet). According to UAS NASA project document,
’Unmanned Aircraft System (UAS) Traffic Management
(UTM)’, they proposed an UAS operation airspace for high-
speed transit drones between 200 (feet) and 400 (feet), and
a no-fly zone between 400 (feet) and 500 (feet) [11]. They
also define the airspace above 500 (feet) that is shared with
manned aircraft as the integrated airspace. The result of the
altitude constraint is 40,293 points presented in Figure 1(b),
which is approximately 1.60 percent of the original raw
LiDAR information.
(a) Raw LiDAR data (b) Resampled point cloud
Fig. 1: Result of resampled point cloud in a San Diego
example
B. Identification of building clusters
The second step is determining individual building infor-
mation from the resampled point cloud. Since the resampled
point cloud is unlabeled, to characterize individual building
dimensions, the data points need to be partitioned into
clusters corresponding to individual buildings.
The clustering algorithm, which is an unsupervised learn-
ing technique in the machine learning field, is a popular
technique to solve unlabeled problems such as clustering
and anomaly detection. The notable classical approaches are
the k-means and the k-medoids algorithms [12]. The main
notable weakness of these clustering methods is defining
the optimal number of clusters, k, a priori (See [13], [14]).
Another clustering method is the partitioning method using
algebraic graph theory that divides points into groups based
on similarity characteristics. The classical graph-based par-
titioning methods apply diverse methods such as normalized
cut, ratio cut, or graph cut with an optimization framework.
However, these classical graph-based methods are highly
computationally complex, considered an NP-hard problem
[14]. A spectral clustering method that is computationally
efficient is an alternative graph-based approach. A notable
spectral clustering algorithm is the NJW (Andrew Y. Ng,
Michael I. Jordan, and Yair Weiss) algorithm proposed by
Ng. et al [15]. This NJW algorithm solves the k-means
algorithm based on the eigenvector with top n eigenvalues of
the Laplacian matrix L. The Laplacian matrix L is computed
from the affinity matrix A defined by a similarity measure.
One common similarity measure is the Gaussian function.
The NJW algorithm, however, needs to specify the optimal
top n, and additionally define the optimal number of clusters
k a priori.
The density-based spatial clustering of applications with
noise (DBSCAN) method suggested by Ester et al. [16],
determines groups of points based on the user defined
minimum density. The robustness of the DBSCAN technique
is controlled by considering the maximum radius of a neigh-
borhood ε and the minimum number of points p in the group
to satisfy the maximum radius. The point density approach
is an ideal structure to group adjacent points and can also
eliminate noise data. This technique enables us to solve the
non-linear clustering problem and provide a robust solution
against uncertainties. Therefore, we opt to use the DBSCAN
technique on the clustering problem from the resampled
LiDAR point cloud.
Figure 2 is the clustering result from the DBSCAN tech-
nique. The parameters in the DBSCAN, the maximum radius
of a neighborhood ε and the minimum number of points p,
are chosen to be 50 feet and 50 points, respectively. We note
that these two parameters are determined by observing char-
acteristics based on the trade-off studies to capture precisely
individual clusters. We also note that if these parameters are
small values, the result is likely to have many clusters. On
the other hand, if the variables are set to high values, the
result is likely to have fewer clusters. This particular case
results in 37 identified clusters.
Fig. 2: Clustering result using the DBSCAN technique
C. Identification of rotational angle and construction of a
building
The third step is to identify the rotational angle of an indi-
vidual cluster using the clustering result. The rotational angle
produces a more accurate estimation of a building’s length-
/width/height in two local major axes of each building. To be
more specific, the result of the building always determined
based on the global axis regardless of the rotational angle.
Figure 3 presents the example of the issue, not considering
the rotational angle. The length and height are evaluated by
maximum/minimum values of point cloud, which is the red
line in the figure. The result of the length/height estimation
is not accurate. To obtain a more precise characterization of
the building, we should also consider the rotational angle of
the point cloud information.
The rotational angle of each cluster can be specified by
Principal Component Analysis (PCA) that provides domi-
nant direction from given point cloud information. In the
Fig. 3: Building shape without considering rotational angle
mathematical context, the PCA technique is an orthogonal
linear transformation method that changes the original coor-
dinate system into a new orthogonal coordinate system with
the highest variance. This PCA technique has been widely
implemented in various fields such as pattern recognition,
compressing data structure, and reduction of dimensions
minimizing the loss of the data information [17] [18] [19].
This paper will briefly discuss an overall concept of principal
component analysis based on the reference book written by
Jolliffe [20].
It is assumed that data D are D = {x1, x2, · · · , xm}.
From the given data, we can compute the mean and covari-
ance according to the following equations:






Σ = E[(x− µ)(x− µ)T ] (2)
The covariance matrix is represented by a linear transforma-
tion equation
Σ = AΛAT , (3)
where A is the orthogonal linear transformation matrix of
eigenvectors, and Λ is the diagonal matrix that includes
eigenvalues Λ = {λ1, λ2, ..., λn}. The covariance Σ can
also be written, Σ = λ1aT1 a1 + λ2a
T
2 a2 + · · · + λnaTnan.
Reducing the dimension of the given data can be defined by
introducing a transformation in a latent space. We select a
new transformation matrix Ak = {a1, a2, · · · , ak} ∈
Rn×k. The k eigenvectors, where k ≤ m, are specified from
the first k largest eigenvalues, λ1 ≥ λ2 ≥ · · · ≥ 0.
The physical meaning of this process is that we select a k-
dimensional latent space with the k largest variances. The
covariance matrix can be represented by a linear transforma-
tion equation
ν = ATkX, (4)
where the k-dimensional orthogonal transformation matrix is
Ak ∈ Rk×n and the result of the latent variable is ν ∈ Rn×k.
The inverse transformation onto the original space can be
defined as
X = Akν. (5)
Using the PCA technique, we compute the rotational angle of
each cluster. As a demonstration, we applied this PCA algo-
rithm to the group of data points representing the Manchester
Grand Hyatt San Diego building shown in Figure 4(a).
Since the rotational angle is defined in the z-axis of
the global coordinate system, all the points of the exam-
ple cluster are projected onto a ground plane presented in
Figure 4(b), x̄ ∈ R2. Using the projected point cloud, the
corresponding eigenvalues and eigenvectors are estimated.
The physical meaning of computing eigenvalues is to indicate
the variance of the point cloud information, and eigenvectors
describe the rotation angle. The computed two eigenvectors
are shown in Figure 5.
(a) 3D model (b) Raw point cloud information
Fig. 4: Point cloud of Manchester Grand Hyatt San Diego
Fig. 5: Problem of the PCA using raw LiDAR information
The visual inspection of the PCA result reveals that
the actual computed two principal axes are slightly shifted
from the axes with the most variance. The reason is for
these shifted principal axes is that the given point cloud
information has some irregular patterns. To be more specific,
the point cloud on the bottom of the left side is more sparse
than the point cloud in the top of the right side. To solve this,
some additional steps are proposed in this paper. The main
idea of the additional steps is using uniformly spread point
cloud data instead of the irregular point cloud information
to minimize bias resulting from the irregular point density.
The additional process of using the uniformly spread points
includes boundary points detection, addition of a uniformly
spread point cloud, and analysis of the principal axes. Figure
6 presents the results of the suggested PCA process. The
result visually presents that the estimated principal axes
detect the principal components more precisely. From this
result, we can conclude that the modified PCA algorithm
helps reduce the biased rotation caused by the irregular point
density. From the PCA result, we can transform the point
cloud data of the selected cluster into the principal axes
using Equation 4. The transformed point data in the principal
coordinate system is presented in Figure 7.
(a) Boundary points detection (b) Including uniformly spreaded
point cloud
(c) Result of the principal axes
Fig. 6: Modified PCA approach
Fig. 7: Point cloud data in the principal coordinate system
D. Grid generation
The next step is to characterize a composite rectangular
cuboid building configuration. It identifies width, length, and
height based on the transformed point cloud information.
In this step, we introduce a grid generation that enables
us to adjust the fidelity of a building. The grid generation
controls the resolution of building details. The resolution,
which is determined by generating a linearly-spaced grid,
is designed by the number of cells in each axis. Once the
linearly-spaced cells are defined, the occupied cells based on
the transformed point cloud data in the principal coordinate
system are specified. Figure 8 shows examples of the grid
generation. Figure 8(a) is a low-resolution case with a single
cell, and Figure 8(b) is a high-resolution case with multiple
cells.
(a) Low-resolution (a single cell) (b) High-resolution (multiple cells)
Fig. 8: Results of grid generation
Using the grid definition, the height of each individual
grid cell is computed. Simply, the height is computed by
estimating the average value of all the points located in each
cell. Based on the results of length, width, and height in
each cell, the cuboid shapes of all the cells can be fully
defined. Because the cuboid definition is in the principal
coordinate system, it requires a coordinate transform from
the principal axes system to the global coordinate system
using Equation 5. Figure 9 shows the results of a building
model. Figure 9(a) is the actual shape using the Delaunay
triangulation of the point cloud. Figure 9(b) is the urban
modeling result using the single cell approach, and Figure
9(c) is the result of the multiple cells approach. The example
studies show that a higher number of cells leads to a higher
resolution building. To generate an entire urban environment,
this process is repeated until we create building models for
all of the clusters.
(a) Example of a build-
ing
(b) Result of a building
model with a single cell
(Low fidelity model)
(c) Result of a build-
ing model with multi-
ple cells (High fidelity
model)
Fig. 9: Grid generation results in three dimensional space
E. Examples of urban construction
In this section, we demonstrate the proposed rapid, data-
driven, and grid-based urban modeling methodology. The ac-
curacy quantification of the urban models is not feasible since
we do not have the actual measurements of the selected cities.
Other literature sources have also reported the qualitative
analysis instead of a quantitative evaluation for the proposed
urban modeling accuracy because of the lack of actual
measurements [6][21]. For the comparison of the different
fidelities, we select single-grid and multiple-grid approaches,
and construct the San Diego urban model. Figures 10 are the
results of the urban modeling using multiple- and single-grid
approaches. The qualitative visual inspection shows that both
approaches can successfully construct the buildings that are
higher than the altitude constraint.
Using the proposed urban modeling methodology, we
generate seven different cities shown in Figure 11. The
results show that the buildings of all the seven cities are
successfully detected and characterized precisely. The results
also show that this technique could generate an urban model
in an automated manner. This proposed LiDAR source-based
urban modeling method has been successfully applied to test
a UAV collision avoidance algorithm in the literature [9].
III. ARTIFICIAL URBAN MODELING METHOD
Although the introduced rapid, data-driven and grid-based
urban modeling method can generate realistic urban models
with a different level of fidelity, it has some limitations.
The required airborne LiDAR may not exist or may be too
expensive to acquire. To overcome these limitations, this
paper introduces an alternative approach that does not rely on
any LiDAR information. The alternative approach generates
an artificial city model with similar characteristics of an
interesting urban area, but its outcome has different locations
and shapes of buildings. The main idea of this method is
applying key metrics that is number of buildings, minimum
(a) Result of dense urban model with multiple grid
cells
(b) Result of dense urban model with a single cell
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Fig. 11: Examples of realistic urban environments
separation distance, and the size of an interesting urban area.
These metrics are reference inputs to determine the shapes
and locations of buildings instead of using the actual LiDAR
information. We note that the minimum separation distance
is the shortest among the distances between all combination
of buildings. The proposed artificial urban modeling method
includes two main steps: adaptive spacing and force balanc-
ing. The following subsection describes two main steps with
simple examples, and then introduces the proposed artificial
urban modeling method with an actual implementation.
A. Adaptive spacing and force balancing algorithms
The artificial urban modeling method is an iterative ap-
proach. The initial positions of buildings are randomly de-
fined within the boundary constraints. Based on the initial
locations of the nodes, the connectivities between nodes are
specified, which is called adaptive spacing. Based on the
topological graph with the nodes and the connectivities, the
algorithm solves a force balance equation that defines the
internal forces of the flexible bars, connected edges, to reach
target lengths, which is called force balancing.
The adaptive spacing algorithm minimizes errors, the
difference between the lengths of edges and target lengths.
The core idea of the adaptive spacing technique is inspired
from an adaptive mesh refinement technique that has been
implemented in a finite element method. Persson et. al have
introduced an iterative mesh regeneration technique through
solving a force equilibrium equation to refine meshes [22].
Conceptually, the adaptive mesh refinement technique ap-
plies the Delaunay triangulation method to generate meshes
[23]. In each iteration, it solves a force-equilibrium equation
that updates the new locations of nodes. This process is
repeated until all the nodes reach the equilibrium states. This
adaptive mesh refinement algorithm is simple, and creates
robust and high quality meshes. Based on Persson’s adap-
tive mesh refinement method, many other techniques have
been introduced to handle more complex mesh refinement
techniques [24] [25].
Our proposed adaptive spacing method is slightly modified
from the adaptive mesh algorithm suggested by Persson et.
al. The adaptive spacing algorithm utilizes the connectivity
configuration resulting from the connectivity of nodes instead
of applying the Delaunay triangulation method in Persson’s
adaptive mesh refinement technique [22]. The connectivity
is defined by the closest node in the given topology. This
connecting closest node may create multiple networks in-
stead of one network. To circumvent this, if the closest node
is already connected with a node, the next closest node
is connected with the node. For the identification of the
connection between nodes, Euclidian distance is applied.
Figure 12 illustrates the free body diagram of an example
to explain the adaptive spacing method. It is assumed that the
example configuration includes four nodes and four edges.
For simplicity, the nodes are assumed to be the centers of
the buildings, and the building shapes are ignored. The edges
between the nodes are specified from the nearest node. In the
figure, ni = [xi yi], : (i = 1, 2, 3, 4) are nodes, and Fij are
forces computed by the global force-equilibrium equation.











Fig. 12: Free body diagram of adaptive spacing
Fni = Finternal,ni + Fexternal,ni , (6)
where Finternal,ni is the internal force, which is a function of
the edge length, and Fexternal,ni is the external force to sat-
isfy the boundary constraint. The internal force Finternal,ni
is
Finternal,ni = [Fni,x Fni,y] (7)
where Fni,x and Fni,y denote ith forces in x and y direction,
respectively. The equation of the force Finternal,ni is applied
as a inear spring force defined as
F (lj , lj,ref ) = β(lj,target − lj), (8)
where β is a spring coefficient, lj,target is the target length
of the jth bar, and lj is the length of the jth bar. In
Persson’s model, the linear force equation only includes
positive repulsive force, but not attractive force, since the
final mesh refinement does not follow a mesh reference
length [22][24] [25]. On the other hand, the adaptive spacing
algorithm employs the force function with both repulsive and
attractive forces so that each edge can converge to the desired
length.
Based on the topology, the algorithm solves force-
equilibrium equation to get bars’ lengths to reach the target
lengths ltarget. However, solving the force balance equation
is not a simple problem since the forces are discontinuous
functions resulting from the edge adaptation [22]. To solve
the discontinuity issue of the force-equilibrium equation,
we implement the following first-order ordinary differential




where the time t is artificial time, where t ≥ 0. For the
propagation of the equations of motion, we adopt a forward
Euler method in the discrete time domain.
nk+1 = nk + ∆tF(n), (10)
where ∆t is the artificial time step and the initial locations
of the nodes at time t0 are n0.
The details of the adaptive spacing algorithm are sum-
marized in Algorithm 1. In the algorithm, the minimum
distances of all the nodes are computed, and the algorithm
defines the connections between the nodes based on the
result of the shortest distance. We note that to prevent sub-
network clusters, once two nodes are already connected, the
nodes with the next shortest distance are connected to each
other. Based on the connectivity result, the force-equilibrium
equation is solved, and the node positions are displaced
according to the result of the ODE solver. This process is
repeated until the solution converges. In every iteration the
connectivity results can vary in response to the locations of
nodes.
To test the performance of this algorithm, we conduct a
numerical experiment with a simple example. The example
has four nodes, and the target lengths of the four edges are
L0 = [1 1.333 1.666 2]. In this example, boundary constraints
are not included, so the external force vector is Fexternal =
0. Figure 13 shows the results of the numerical simulation in
three different iterations. Figure 13(a) is the initial topology,
randomly populated. The other two figures 13(b) and 13(c)
are the 10th iteration, and the final iteration, respectively.
Figure 14 is the response of the lengths of the four edges
as the number of iterations increases. The solid lines are the
target lengths, and the dashed lines are the responses of the
edges’ lengths. The iteration response clearly shows that all
the lengths of the four edges converge to the target lengths
after 50th iterations.





















(b) Configuration at the
10th iteration











Fig. 13: Example of adaptive edge



















Fig. 14: Iteration profile of the edge lengths
In the urban modeling problem, all buildings must be
located within a boundary so that the generated urban
model can obtain the same density as the reference city.
The boundary constraint is imposed by a penalty function,
which has been applied to solve constrained optimization
problems [26]. The penalty function converts a constrained
problem into an unconstrained problem through introducing
an additional term as a penalty function. There are several
conventional penalty methods: exterior penalty function, an
interior penalty function, and an extended interior penalty
function methods. The exterior penalty function includes
a quadratic penalty term that drastically increases the cost
when the constraint is violated. The drawback of this method
is that the final solution may not be in a feasible region. On
the other hand, the interior penalty function always produces
a feasible solution. However, the initial starting point must be
in a feasible region. The extended interior penalty function
method combines the benefits of the other methods. The
solution of the extended interior method may be violating
a constraint, but the violation rate is less than the exterior
penalty function. Moreover, the initial starting point does
not need to be in the feasible area. Because of these benefits
of the extended interior penalty function method, this paper
implements this method to solve the boundary constraint
problem. To be more specific, using the extended interior
penalty function, the external forces help violated nodes to
keep moving back to the feasible region [26]. The external
forces resulting from the extended interior penalty function
can be written as
Fexternal,i =
{
−ri 1gm(ni) , if gm(ni) ≤ ε
−re 2ε−gm(ni)ε , if gm(ni) > ε,
(11)
where Fexternal,i is the external force on the ith node. ri
and re are multipliers for the internal and external penalty
functions that adjust the magnitudes of each force. In the
interior penalty function, the transition parameter is ε, which
is commonly a small negative number. The boundary con-
straints gm(ni) can be defined by
g1(ni) = −cxmin + nxi
g2(ni) = cxmax − nxi
g3(ni) = −cymin + nyi
g4(ni) = cymax − nyi, (12)
where cxmin and cxmax are the minimum and maximum val-
ues of the boundary constraints in the x coordinate system,
and cymin and cymax are the minimum and maximum values
of the boundary constraint in the y coordinate system. To
test the external penalty function, we conduct the numerical
simulation using the previous four nodes example. In the
example, it is assumed that the boundary constraints are
[cxmin cxmax cymin cymax] = [−2 2 − 2 2]. Figure 15 is
the result of the adaptive spacing algorithm with boundary
constraints. The results show that the final locations of all
the nodes are within the boundary constraints. Figure 16
shows more details of the node changes according to the
iteration number, these results show that the lengths of all
four edges converge to the target lengths after 100 itera-
tions. Compared to the adaptive spacing algorithm without
a boundary constraint, the adaptive spacing algorithm with
the boundary constraints requires more iterations because of
the penalty function. The result also reveals that unlike the
unconstrained adaptive spacing algorithm, the responses of
all the edge lengths yield discontinuous trends on the 34th
iteration because the external force by the boundary violation
changes all the connectivities.
B. Urban modeling method using adaptive spacing
The urban modeling model using the adaptive spacing
technique has a similar procedure to Algorithm 1. The main





















(b) Configuration at the
10th iteration











Fig. 15: Example of adaptive spacing algorithm with bound-
ary constraints



















Fig. 16: Iteration profile of the edge lengths
difference of the urban modeling method is that the adaptive
spacing algorithm measures the distance from a node, while
the urban modeling problem computes the minimum distance
from all four boundaries of a building. Algorithm 2 summa-
rizes the pseudo-code of the proposed adaptive spacing-based
urban modeling method.
In the algorithm, the input variables are the number of
buildings, building characteristics (length/width/height/rota-
tional angle), and boundary constraints. The number of
buildings and the building characteristics are defined from
the distribution of a given city. In this paper, the distribution
is computed from the result of the urban model shown in
Figure 11. Based on the distribution, the algorithm generates
random numbers to define the features of all the buildings.
Figure 17 is an example of the distributions of all the
buildings in San Diego. It is assumed that the distribution
Algorithm 1 Adaptive edging method
Inputs:
Number of nodes Nn
Artificial time step ∆t
Penalty parameters ri, re, ε
Target length vector L0
Boundary constraint g(x, y) ≤ 0
Initialization: Randomly populate all nodes
Initial location of nodes n = [nx ny], (nx, ny ∈ RNn)
1. Compute Euclidian distances with other nodes
2. Connect nodes with the shortest distance,
if the edges of two nodes are not connected to
each other
3. Compute internal force, external force and total
force according to Equations 7, 11, and 6
4. Forward propagate ODE function according to Equation
10 Converge
function is to be the gamma distribution, and the rotational
angle is the uniform distribution based on the initial obser-
vation of the data. Using these distributions, we generate
random numbers to determine the characteristics of all the
buildings. The minimum separation distance is also deter-
mined by the distribution. Figure 17(d) is the distribution
of the minimum separation distance in San Diego. From
the result of the fitted distribution, the minimum separation
distances, which are the target lengths L0 (L0 ∈ RNn), are
randomly generated. The total number of buildings, Nn is 37.
The boundary constraints are determined from the boundaries
of all the buildings in an area of interest.
In the initialization phase, the initial locations of all the
building are identified. The centers of the initial buildings are
randomly defined within the boundary constraints. Then, the
adaptive spacing algorithm is applied. To be more specific,
based on the target distances, which are the minimum sepa-
ration distances, it defines a new connectivity configuration,
and then solves the force balance equation. Using the results
of the force balance equation, the algorithm performs the
forward propagation based on the first order differential
equation. This process is repeated until it converges.
Algorithm 2 Urban modeling method using adaptive edging
method
Inputs:
Number of buildings Nn
Length, width, height of building, and rotational angle
Lb,Wb, Hb, θ
Artificial time step ∆t
Penalty parameters ri, re, ε
Target length vector L0
Boundary constraint g(x, y) ≤ 0
Initialization: Randomly populate the centers of all build-
ings
Initial location of nodes n = [nx ny], (nx, ny ∈ RNn )
1. Compute distances with other buildings
2. Connect the edges of the buildings
with a shortest distance, if the edges of two
buildings are not connected to each other
3. Compute internal force, external force and total
force according to Equations 7, 11, and 6
4. Forward propagate ODE function according to Equation
10 Converge
To test the proposed urban modeling algorithm with the
adaptive spacing technique, we select downtown San Diego
as an example study. Figure 18 shows the results of the urban
modeling method indicating the changes of the building
connectivities as the number of iterations increases. In the
initial urban configuration, all the buildings are close together
because we randomly populate all buildings around the
center of the boundary constraints. As the iteration number
increases, all the buildings are distributed over the entire
urban area.
Figure 20 depicts the distribution changes according to
the number of iterations. The results illustrate that the
(a) Length (b) Width
(c) Height (d) Min. separation length
Fig. 17: Reference distributions
initial distribution shape is significantly different from the
target distribution, but as the iteration number increases, the
distribution is close to the reference distribution. To compare
the two urban models (actual vs. artificial), the bar charts
are displaced in Figure 20. As expected, the two histograms
are slightly different, but the fitted distributions between
the two histograms are similar. In conclusion, the proposed
adaptive algorithm can generate an artificial urban area that
is visually different, but has a similar distribution of the
minimum separation distance.
(a) Initial urban model topology (b) Urban model topology at the
10th iteration
(c) Urban model topology at the
200th iteration
(d) Final urban model topology
Fig. 18: Urban modeling results
IV. CONCLUSION
Simulations for testing a UAV collision avoidance algo-
rithm use simple urban models featuring cuboid or cylin-
drical shapes. Most of these models did not report the
relevance to the actual urban environment and introduce a
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Fig. 19: Distribution changes as the number of iterations
increases
(a) Distribution of San Diego
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(b) Distribution of the artificial
urban model
Fig. 20: Distribution comparison
urban modeling process. To address these problems, this
paper introduces two urban modeling methods: a rapid,
data-driven, and grid-based urban modeling method, and an
artificial urban modeling method.
The rapid, data-driven and grid-based urban modeling
method is an airborne LiDAR information-based approach.
Using the LiDAR sensor information, this method introduces
five steps to generate an urban model: data resampling,
clustering, principal component analysis, grid-generation,
and construction of a building. Numerical simulations are
conducted to qualitatively assess the results of the proposed
urban modeling method. The results of the seven cities show
that the method successfully generates realistic urban models
and adjusts their fidelity based on the grid resolution.
The artificial urban modeling method can generate a
reference city without any LiDAR resources. This technique
uses the characteristics of urban models to determine the
references (i.e., urban characteristics, and minimum distance
between buildings) and applies the adaptive spacing method
to populate buildings. We demonstrated this artificial urban
modeling method using downtown the San Diego model.
Results of the proposed urban modeling method reveal that
it successfully generates an artificial San Diego model that
has a different shape, but similar characteristics.
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