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n Abstract Behavioral, anatomical, and physiological approaches can be integrated
in the study of sound localization in barn owls. Space representation in owls provides
a useful example for discussion of place and ensemble coding. Selectivity for space is
broad and ambiguous in low-order neurons. Parallel pathways for binaural cues and
for different frequency bands converge on high-order space-specific neurons, which
encode space more precisely. An ensemble of broadly tuned place-coding neurons may
converge on a single high-order neuron to create an improved labeled line. Thus, the
two coding schemes are not alternate methods. Owls can localize sounds by using either
the isomorphic map of auditory space in the midbrain or forebrain neural networks in
which space is not mapped.
INTRODUCTION
The barn owl (referred to as owl hereafter) emerged as an excellent model for
the study of sound localization because behavioral, anatomical, and physiological
approaches can be integrated in this species. The last general review on sound
localization in owls appeared in 1995 (Konishi 1995). The present review up-
dates the information, emphasizing the new developments since 1995, although
it cites older papers on owls for background information, as well as mammalian
examples for comparison. One of the two main goals of owl research has been to
find the anatomical and physiological mechanisms that confer on space-specific
neurons their selectivity for sound source directions. The second aim has been
to establish links between the response of space-specific neurons and the owl’s
sound-localizing behavior. The owl has also served as a model system for the
study of plasticity in neural coding. This subject is outside the scope of the present
article, and a recent review for this field is available (Knudsen 2002).
ITD AND ILD FOR SOUND LOCALIZATION
The interaural time difference (ITD) arises from a difference in the paths along
which sound signals travel from its source to the two ears. Temporal disparities
between the ears occur in different aspects of signals including onset time, phase of
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spectral components, and timing of amplitude modulation. The owl derives ITDs
from the spectral components of complex signals. The interaural level difference
(ILD) arises from differences in the amount of attenuation and amplification of
signals between the ears. ILDs vary not only with the direction of sound sources but
also with frequency. Frequency-dependent ILDs are referred to as spectral ILDs.
In the owl’s auditory space, ITD varies as a function of horizontal direction, or
azimuth. On the other hand, ILD varies as a function of elevation for frequencies
above about 4 kHz because the left and right ear openings are vertically displaced
from each other (Brainard et al. 1992, Moiseff 1989a). To show that owls use ITD
and ILD for localization, we use a sensitive behavioral response. Owls rapidly
turn their heads toward perceived sound sources in response to signals delivered
by earphones. Early studies obtained a good linear relationship between ITD and
the angle of head orientation in azimuth. The response of owls to ILD only in-
dicated that the owls interpreted sounds louder in the left ear as “downwards”
and those louder in the right ear as “upwards” (Moiseff & Konishi 1981, Moiseff
1989b). Recent studies have used head-related transfer functions (HRTFs), which
are based on signals recorded near the owl’s eardrum as they arrive from different
directions (Keller et al. 1998). These signals provide data for computation of ITDs
and ILDs in addition to monaural signals. HRTFs obtained from other individuals
under anesthesia are good enough to enable owls to localize sounds as predicted.
Egnor (2000) was the first to compare the accuracy of localization in elevation
between free-field (with a single speaker) and HRTF (with earphones) paradigms.
The two owls she tested localized HRTF signals as accurately as free-field sig-
nals. The parameters of HRTF can be varied to test which of them is essential
for localization in each coordinate. When ITD was set to a fixed value for all
frequencies without changing other properties of HRTF, owls turned their heads
in the direction predicted from the ITD (Pogoniatz et al. 2001). Comparison of
spectral ILDs and flat ILDs (without frequency-specific variations) showed small
differences in localization in elevation (Egnor 2000, Poganiatz & Wagner 2001).
Thus, the role of spectral ILDs in vertical localization appears to be minor, al-
though spectral ILDs were thought to resolve ambiguities in the distribution of
ILDs (Brainard et al. 1992). Early physiological studies indicated that the owl’s
auditory system processed ITD and ILD independently (Takahashi et al. 1984).
Owls can localize binaurally uncorrelated signals in elevation but not in azimuth
because owls can extract ILDs but not ITDs from such signals (Egnor 2001). On the
other hand, using HRTF signals, Poganiatz & Wagner (2001) found that the pattern
of localization in elevation varied with azimuthal sites, which suggests that ITDs
might influence localization by ILDs. This interpretation requires further studies.
Finally, the role of monaural signals for localization may be considered. The most
interesting of these signals is monaural spectral cues, which are attributable to
frequency-specific attenuation or amplification that varies with source directions.
Egnor (2000) used a method to alter monaural spectral cues without changing
binaural spectral cues to show that owls could not use monaural spectral cues for
localization.
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PARALLEL PATHWAYS FOR ITD AND ILD
This section outlines the owl’s brain pathways that process ITD and ILD. The
abbreviations for the names of different auditory areas of the owl vary somewhat
between different authors. Most of these differences are in the number and case of
characters in abbreviations such as ICx and ICX. This review uses a convention that
standardizes the case and number of characters for abbreviations. Thus, two-word
names such as nucleus angularis, nucleus magnocellularis, and inferior colliculus
are abbreviated as NA, NM, IC, respectively. The subdivisions of IC, the external
and central nuclei are represented by ICx and ICc, respectively. Different areas
within a subdivision such as the core and lateral shell of ICc are referred to as ICcc
and ICcl, respectively. Note that the same anatomical names do not necessarily
indicate homology between mammals and owls.
The primary auditory fiber divides into two branches, one of which innervates
NM and the other NA. These two nuclei constitute the starting points of separate
parallel pathways leading to the midbrain (Figure 1). NM axons and NL (nucleus
laminaris) cell bodies form circuits for processing ITDs. NL projects to two higher
stations, ICcc and the anterior part of the dorsal lateral lemniscal nucleus [LLDa,
previously known as nucleus ventralis lemnisci lateralis, pars anterior, or VLVa
(Wild et al. 2001)]. LLDa also projects to ICcc. NA neurons project to the posterior
part of the dorsal lateral lemniscal nucleus [LLDp, previously known as nucleus
ventralis lemnisci lateralis, pars posterior, or VLVp (Wild et al. 2001)] on the
contralateral side. This is the first site where ILDs are processed. NA, LLDp, and
ICcc project across the midline of the brainstem to ICcl. Thus, the ITD and ILD
processing pathways converge on each other in ICcl. All the nuclei mentioned so far
are tonotopically organized. ICcl projects to ICx, where different frequency bands
converge on single neurons. This station contains a map of auditory space in which
“space-specific” neurons respond to signals coming from particular directions.
This directionality is attributable to the neuron’s selectivity for combinations of
ITD and ILD. ICx projects to the optic tectum to form an auditory-visual bimodal
map of space. Another pathway, from ICcl to the thalamus and the forebrain, is
mentioned below.
PROCESSING OF ITDs
The Jeffress Model
Jeffress (1948) proposed a simple model for encoding ITDs for sound localization.
His model has had large impacts on hearing research (Joris et al. 1998). The model
consists of an array of neurons that receive input by systematically graded axonal
paths from the ipsi- and contralateral sides. The neurons act as coincidence detec-
tors and fire maximally when spikes from the two sides arrive simultaneously. A
coincidence occurs when the sum of acoustic and neural transmission delays on
one side equals that on the other side, i.e., Ai C NiDAc C Nc, where A indicates
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Figure 1 An outline of neural networks for processing ITD and ILD. See text for
explanation (based on Carr & Boudreau 1991; Takahashi & Konishi 1988a,b; Takahashi
et al. 1989; Wagner et al. 1987).
acoustic, N neural delays, and subscript i and c ipsilateral and contralateral, respec-
tively. Nc and Ni vary systematically so as to accommodate all biologically relevant
ITDs. These properties and relationships in the model circuits allow certain pre-
dictions to be made. The difference in the arrival time of sound between the ears
jAi¡Acj is jITDj, hence jITDj D jNc¡Nij. Thus, the ITD to which a coincidence
detector responds can be predicted from Nc and Ni.
Encoding ITD in the Brain
The brain area where coincidence detection for ITDs occurs is the medial superior
olive (MSO) in mammals and NL in birds. Isolating single neurons in vivo is
notoriously hard in these areas. Few studies obtained more than several neurons
per animal, making the discovery of internal organizations such as maps of ITDs
difficult. All studies of coincidence detectors in laboratory mammals and owls have
A
nn
u.
 R
ev
. N
eu
ro
sc
i. 
20
03
.2
6:
31
-5
5.
 D
ow
nl
oa
de
d 
fro
m
 ar
jou
rna
ls.
an
nu
alr
ev
iew
s.o
rg
by
 C
A
LI
FO
RN
IA
 IN
ST
IT
U
TE
 O
F 
TE
CH
N
O
LO
G
Y
 o
n 
09
/0
8/
05
. F
or
 p
er
so
na
l u
se
 o
nl
y.
2 Jun 2003 13:39 AR AR187-NE26-02.tex AR187-NE26-02.sgm LaTeX2e(2002/01/18) P1: IKH
CODING OF AUDITORY SPACE 35
reported the following properties: (a) They receive phase-locked spikes as input;
(b) they respond to monaural as well as binaural stimuli; (c) the spike rate of the
coincidence detectors is not all or nothing but continuously graded according to
the degree of coincidence (dog: Goldberg & Brown 1969; owl: Sullivan & Konishi
1984, Carr & Konishi 1990, Pen˜a et al. 1996, Viete et al. 1997; cat: Yin & Chan
1990; gerbil: Spitzer & Semple 1995; rabbit: Batra et al. 1997). The Jeffress model
did not include these three properties except to stipulate that a spike represented
each cycle of the stimulus tone. However, these properties turned out to be useful for
further understanding of coincidence detection. The graded nature of coincidence
detection and the use of phase-locked spikes give rise to periodic ITD response
curves. One can derive Nc and Ni, hence the most favorable ITD of the neuron,
from phase-locked spikes of the two sides because coincidence detectors respond
to monaural stimuli (Yin & Chan 1990).
The discovery of the anatomical substrates for delay lines and coincidence de-
tection required systems simpler than the mammalian cochlear nuclei and superior
olivary complex. Parks & Rubel (1975) were the first to suggest that the neural
circuits formed by axons from NM and cell bodies of NL in domestic chickens
might work like the Jeffress model. The axons and their collaterals from the ip-
silateral NM enter the dorsal surface of the monolayer (Jhaveri & Morest 1982,
Young & Rubel 1983). These axonal paths do not appear to provide variable de-
lays, whereas the axons from the contralateral NM contact NL neurons at different
points from medial to lateral along the ventral surface of the monolayer (Smith
1981). Subsequent studies with brain slices from chick embryos showed not only
coincidence detection by NL neurons but also the possible role of the contralateral
afferent fibers as delay lines (Overholt et al. 1992, Joseph & Hyson 1993).
The size and structure of NL vary between acoustic specialists like barn owls
and nonspecialists like chickens (Carr & Friedman 1999, Carr & Code 2000).
NL occupies a larger volume of tissue than any other nucleus in the medulla of
owls. The nucleus is approximately 1 mm thick, unlike the monolayer design of
the chicken (Carr & Boudreau 1993). The developing NL of barn owls resembles
that of chickens. Both the monolayer design and the bipolar arrangement of den-
drites in the chicken’s NL cell bodies are transformed into the owl pattern later
in development (Carr & Boudreau 1996, Kubke & Carr 2000, Kubke et al. 2002).
Tracing labeled axons, Carr & Konishi (1988, 1990) showed how the axons from
NM innervate NL neurons. Unlike the chicken’s NM, in which the axons from the
ipsilateral side do not seem to serve as variable delay lines, the homologous fibers
in the owl do. Single-unit recordings showed that the delay of spike transmission
along the dorsoventral axis varied systematically with the position of the recorded
axon for both the ipsilateral and contralateral fibers. The range of delays was con-
sistent with the range of ITDs (0–160 „s) that the owl uses. To accommodate this
range with 1-mm-long axons, the speed of spike transmission needs to be slow.
Spikes travel more slowly in thin axons than in large axons. Also, a short internodal
distance conveys spikes more slowly than a long one. The part of the NM axons
that is within NL is not only thin but also has short internodal distances (Carr &
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Konishi 1990). However, the measurement of depth-dependent transmission times
alone does not prove that NL neurons receive spikes by systematically graded
axonal paths.
A recent study recorded two NL neurons consecutively with the same electrode
to determine changes in ITDs with the depth of recording sites from the dorsal
border (Pen˜a et al. 2001). When the data were corrected for the difference in the
angle of electrode penetration, the delays calculated from the changes in ITD and
depth closely resembled those reported by Carr & Konishi (1990). These results
provide further evidence for the claim that ITDs are mapped along the dorsoventral
axis of the owl’s NL, which is orthogonal to the tonotopic axis. Delays in both
the ipsilateral and contralateral NM axons vary similarly as a function of distance
from the dorsal and ventral borders, respectively. This configuration resembles
the Jeffress model in which both Ni and Nc vary systematically. Yet, NL mostly
represents the contralateral hemifield with a small excursion into the ipsilateral
hemifield. Most neurons are tuned to ITDs in which the sound in the contralateral
ear leads that in the ipsilateral ear. Neurons tuned to ITDD 0 are closer to the
ventral border of the nucleus than to the midpoint between the two borders. If we
assume that spikes travel slower or over longer paths on the contralateral side, we
can explain the location of ITDD 0. We do not know whether stimulus-evoked
spikes arrive simultaneously at the dorsal and ventral borders of NL.
The neural circuits that contain delay lines and coincidence detectors have also
been studied in cats (Smith et al. 1993). MSO is a sheet of cells that is oriented
parallel to the mid-sagittal plane of the brain. Spherical bushy cells of the anterior
ventral cochlear nucleus (AVCN) provide delay lines for MSO neurons. Smith
et al. (1993) found that only the axonal paths from the contralateral AVCN varied
systematically. However, a more recent study by Beckius et al. (2000) reports
that both the contralateral and ipsilateral axons contact MSO neurons in a graded
manner. Statistical analyses of distributions of ITDs obtained from different cats
suggested that ITDs tended to vary systematically in MSO (Yin & Chan 1990).
The most favorable ITD of a neuron appears to change from 0 near the posterior
end of the nucleus to larger contralateral-leading ITDs as the recording site shifts
toward the anterior end (Joris et al. 1998).
The Role of Inhibition
The coincidence detectors in the Jeffress model receive only excitatory inputs.
However, the coincidence detectors in both MSO and NL receive inhibitory inputs
(Carr et al. 1989; Grothe & Sanes 1993, 1994; Bruckner & Hyson 1998; Funabiki
et al. 1998). Nucleus laminaris of both chickens and owls receives GABA (gamma-
aminobutyric acid) -mediated inhibitory input (Carr et al. 1989, Lachica et al.
1994). The source of the inhibitory input is known to be the superior olivary
nucleus (SO) in the chicken (Lachica et al. 1994, Bruckner & Hyson 1998, Yang
et al. 1999). In chicken embryos, electrical stimulation of the inhibitory fibers
from SO inhibits NL neurons in vitro. Since these fibers cannot follow electrical
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pulses separated by short intervals, the signals they convey are likely to have
no effect on the timing of the coincidence detectors (Yang et al. 1999). In the
owl’s NL, injection of GABA reduces the height of multi-unit ITD peaks without
affecting their temporal aspect. Thus, gain control is likely to be the main function
of GABA-mediated inhibition (Pen˜a et al. 1996, Takahashi & Konishi 2002). In
small mammals such as gerbils and some bats, inhibitory input to MSO appears to
do more than gain control (see Grothe 2000 for review). However, the inhibitory
synapses do not appear to receive phase-locked spikes (Spitzer & Semple 1995),
although a recent study claims otherwise (Brand et al. 2002). In an in vitro study,
MSO neurons of gerbils were sensitive for a specific interstimulus interval and
were selectively inhibited at other time differences (Grothe & Sanes 1994).
Temporal Resolution
NM and NL in chicks and owls show a number of morphological and physiolog-
ical adaptations for time coding such as end bulb–type terminals in NM, nonlin-
ear current-voltage relationships near the resting potential, and rapidly activating
and slowly inactivating potassium currents (Carr & Boudreau 1991; see Carr &
Friedman 1999, Trussel 1999 for review; Parameshwaran et al. 2001). Similar adap-
tations in the ventral cochlear nucleus are also known, from which spherical bushy
cells innervate MSO (see Oertel 1999 for review). Models such as those proposed
by Agmon-Snir et al. (1998) and Simon et al. (1999) may work for chickens that
operate in relatively low sound frequencies. Owls use relatively high frequencies
for sound localization. More than half of the length of the owl’s basilar membrane
is devoted to frequencies between 5 kHz and 10 kHz (Ko¨ppl et al. 1993). Also,
unlike the mammalian species studied so far, the owl’s primary auditory fibers
show phase-locking at frequencies as high as 9–10 kHz (Sullivan & Konishi 1984,
Ko¨ppl 1997b). For these frequencies, jitter in the cross-synaptic transmission of
phase-locked spikes alone can reduce the temporal resolution of the neural circuits
for coincidence detection. In the owl, a single NL neuron may receive as many
as 40–150 axons from each side, although we do not know whether these axons
come from a single neuron or multiple neurons (Carr & Boudreau 1993). If these
axons are from different NM neurons, an ensemble of neurons can represent all
stimulus cycles by phase-locked spikes. This condition further increases temporal
jitter.
Unlike the bipolar design of dendrites in the chicken’s NL, the dendrites are
short and not organized into two separate groups in the owl’s NL. The question is
how the owl’s NL neurons discriminate between coincidences of spikes from the
same side and those from the two sides. Reyes et al. (1996) suggested for chicks
a simple mechanism that might solve this problem. They injected currents into
NL neurons in vitro to vary the membrane potential so as to create a waveform
that results from the superposition of two sine waves. The spike rate was maximal
when the waveform simulated two sine waves in phase. When the two were out
of phase, the spike rate was smaller than that elicited by monaural stimulation.
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This experiment shows that separation of ipsilateral and contralateral postsynaptic
potentials is not necessary. However, currents elicited by tonal stimuli may or may
not behave like the current injected by the electrode.
Delay Lines—Coincidence Detectors as Cross-Correlators
The circuits formed by NM axons and NL cell bodies carry out a computation
similar to cross-correlation. For time-varying functions, cross-correlation mea-
sures how well the two functions match as a function of temporal disparity be-
tween them. The degree of match is represented by the sum of the products of
multiplication of the two functions for all sampling intervals and is largest when
the two functions are perfectly aligned. The spike rate of a neural coincidence
detector for the most favorable ITD tends to be greater than the sum of the spike
rates for the same monaural stimuli that were used to make the binaural stimuli. In
contrast, the spike rate for the least favorable ITD tends to be smaller than either
of the monaural spike rates (e.g., Goldberg & Brown 1969, Yin & Chan 1990,
Pen˜a et al. 1996). These relationships suggest multiplications of monaural inputs
by a factor larger than 1 for the response to the favorable ITD and less than 1 for
the response to the least favorable ITD. Whether the multiplication by less than 1
involves inhibition or not has been discussed, but computer models of coincidence
detection by MSO neurons could produce typical cyclical ITD responses without
any inhibition (Colburn et al. 1990; Han & Colburn 1993; see also Reyes et al.
1996).
The effects of cross-correlation by the primary coincidence detectors manifest
themselves in behavior and high-order neurons. Jeffress et al. (1962) carried out an
experiment to show that humans cross-correlated binaural signals to detect ITDs
for localization. Listening to broadband signals delivered by earphones, their sub-
jects perceived an acoustic “image” somewhere between the ears. The subjects’
task was to bring the image to the midpoint between the ears by controlling the
timing of the signals. For example, they changed the ITD by 100 „s to see if it
moved the image to the center. Repeated trials by each individual gave the data
for calculating the mean and standard deviation of the selected delays. The in-
vestigators varied the degree of correlation or similarity between the signals by
adding random noise (Jeffress & Robinson 1962). The image normally blurs as
the two signals are decorrelated, which makes it hard to localize precisely (Blauert
& Lindeman 1986). The subjects were remarkably good at localizing partially
correlated signals. The standard deviation remained small until the degree of cor-
relation declined to about 0.3. We conducted similar experiments in barn owls,
using their head-turning responses induced by broadband signals delivered by
earphones (Saberi et al. 1998b). The owls turned their heads toward the spatial
direction expected from the ITD contained in the signals. The standard deviation
of the mean spatial angles served as the measure of localization accuracy. As in hu-
mans, the standard deviation remained small until the degree of correlation declined
to 0.3.
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The main advantage of using owls in this type of experiment is the possibility
to look for the neural correlates of behavioral phenomena using the same stimuli.
Albeck & Konishi (1995) carried out systematic studies of neuronal responses to
partial correlations along the ascending ITD processing pathway. The responses of
space-specific neurons in ICx most closely resembled the behavioral observation.
These neurons responded maximally to a perfectly correlated pair of broadband
signals. Their spike rates declined as a function of decorrelation. Assuming that
the detection of an ITD depends on both the number of neurons tuned to it and the
amount of response, Saberi et al. (1998b) derived a relationship between signal
detectability and the degree of correlation for space-specific neurons in the optic
tectum that receive direct input from ICx neurons (Knudsen & Knudsen 1983).
The shape of the curves so obtained, when inverted, resembled the distribution of
standard deviations in the behavioral studies mentioned above. Cross-correlation
also facilitates the discrimination of different sound sources. Keller & Takahashi
(1996) studied the ability of space-specific neurons to discriminate between two
simultaneously active sound sources in free-field. The neurons responded sepa-
rately to the two speakers when they were emitting uncorrelated signals, whereas
they responded to phantom sources between the real sources when the two signals
were correlated.
Frequency Convergence in the Processing of ITD
Owls cannot localize single tones unambiguously because they cannot discrimi-
nate between ITDi and ITDi§ nT, where ITDi is a frequency-independent ITD,
n is an integer, and T is the period of the stimulus tone (Saberi et al. 1998a,
1999). The neuronal coincidence detectors also respond to ITDi and ITDi§ nT,
which appear as multiple peaks in ITD curves. This phenomenon is referred to as
phase-ambiguity in the owl literature or cyclicity in the mammalian literature. It
is attributable to the fact that these neurons selectively respond to interaural phase
differences (IPDs). Note that addition to or subtraction of T from an ITD does not
change the IPD. However, there must be an ITD that does not vary with frequency
because Ni and Nc are independent of frequency. The ITDi is also referred to as
the characteristic delay (CD) (Rose et al. 1966). Yin & Kuwada (1983) developed
a quantitative method to derive the CD from ITD curves for different frequencies.
In ITD curves, the peak at ITDi is referred to as the main or best peak, and the
peaks at ITDi§T are called the side peaks.
The space-specific neurons respond most strongly to the ITDi conveyed by
broadband signals (Figure 2). Thus, the transformation from the primary co-
incidence detectors to the space-specific neurons needs to be explained. This
derivation cannot be achieved without convergence of different frequency bands
(Mazer 1998). Cross-correlation of complex waveforms is the same as the sum
of cross-correlations performed on the separate frequency bands of the original
waveforms. Evidence indicates that the cat’s low-frequency MSO neurons sum
the results of cross-correlation for different frequency bands of complex signals
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Figure 2 Response of a space-specific neuron to ITD in different frequencies. The
top panel shows ITD curves for different frequencies. All five curves converge at the
frequency-independent ITDi of ¡60 „s. The side peaks are systematically separated
according to the stimulus frequency. Note that the width of ITD curves does not vary
much with frequency. The lower panel shows the response of the same neuron to the
same ITDi in a broadband signal (from Takahashi & Konishi 1986).
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(Yin & Chan 1990). A similar phenomenon also occurs in IC because it is re-
layed from MSO (Yin et al. 1986, 1987). Such summation can resolve the phase-
ambiguity, depending on the bandwidth of both neurons and signals. In MSO and
IC of cats, a broadband signal causes the main peak to become slightly higher than
the side peaks (Yin et al. 1986, 1987). However, the side peaks do not disappear
except at large ITDs because both MSO and IC neurons are narrowly tuned to
frequency. Few studies of the mammalian IC have analyzed ITD-sensitive neurons
that are broadly tuned to frequency. When a space-specific neuron’s ITD curves
for different frequencies are compared, the peaks align at ITDi, the side peaks
being misaligned (Figure 2) (Takahashi & Konishi 1986). When these ITD curves
are summed with respect to ITDi, the resulting curve has the highest peak at ITDi
(Figure 3).
Figure 3 Frequency convergence. ICx neurons receive ITD carrying input from ICcl
neurons tuned to different frequencies (F1, F2, etc.). The straight line connecting the
ITD curves of different frequencies indicates the frequency independent ITDi. Note that
addition of ITD responses (thick line) across frequency gives rise to a tall peak at ITDi
and smaller peaks at other ITDs. However, this process alone does not discriminate
between the peaks (from Pen˜a & Konishi 2000).
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The question is how to discriminate between the main and side peaks after sum-
ming ITD curves for different frequencies. Albeck & Konishi (1995) suggested
that setting the threshold of firing below the main peak but above the side peaks
should accomplish the task. This idea finds support in recent intracellular stud-
ies of these neurons (Pen˜a & Konishi 2002). Postsynaptic potentials induced by
broadband ITD-containing signals in these neurons showed multiple peaks cor-
responding to ITDi and ITDi§ nT. Here, the main peak was only slightly taller
than the side peaks. However, the spike output of the same neurons showed much
greater differences between the main and side peaks. Some neurons had only the
main peak and others had a large main peak and much smaller side peaks. These
differences are attributable to the setting of spiking thresholds (Figure 4). Local
injection of bicuculline in ICx exposes the side peaks and widens the ITD peaks
(Fujita & Konishi 1991, Mori 1997). The blocker presumably causes a rise in the
resting potential of the neurons, bringing it closer to the spike threshold. Thus, a
combination of frequency convergence, inhibition, and thresholding is responsible
for the resolution of phase ambiguity.
A phenomenon similar to the response of space-specific neurons to tones occurs
in human psychoacoustics. Humans cannot localize the source of low-frequency
tones unambiguously. Trahiotis & Stern (1994) proposed a model to account for
the ability of humans to localize broadband signals. They suggested that humans
align the results of cross-correlation on different frequency bands as in the owl’s
auditory system. If the results are aligned with respect to ITDi, then only the line
connecting the peaks at ITDi is straight, and all other lines connecting the peaks
at ITDi§ nT are curved. They argued that the straight line would distinguish ITDi
from ITDi§ nT (cf. Figure 3). Proximity to ITDD 0 was also suggested as an
additional criterion that helps discriminate between ITDi and ITDi§ nT.
Processing of ILDs
We originally thought that NM and NA neurons were completely different; the for-
mer phase-locking and insensitive to stimulus intensity and the latter poorly phase-
locking and sensitive to stimulus intensity (Sullivan & Konishi 1984, Sullivan
1985). NM neurons are apparently not as insensitive to variations in intensity as
we thought. The main difference between the two nuclei is in the rate of spon-
taneous discharge, which is low in NA and high in NM (Ko¨ppl 1997a). Also,
NA contains several morphologically and physiologically distinct neuron types
(C. Ko¨ppl and C.E. Carr, submitted). Some of these neurons phase-lock quite well
for frequencies below 5 kHz. Nevertheless, the pathway that starts in NA is for
ILD processing, although NA may also be the starting point of pathways for other
functions.
ILDs are initially processed in the lateral superior olivary nucleus (LSO) in
mammals and in the LLDp in the owl. LLDp receives excitatory input from the
contralateral NA and inhibitory input from the contralateral LLDp (Takahashi &
Keller 1992, Adolphs 1993). LLDp neurons respond best to contralateral input
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alone, and their spontaneous activities are reduced or extinguished by ipsilateral
input alone. The response of these neurons varies, therefore, as a function of ILDs.
However, the relationship between excitatory and inhibitory inputs is not constant
but varies systematically from dorsal to ventral in the nucleus (Manley et al. 1988,
Adolphs 1993, Mogdans & Knudsen 1994). Both the sensitivity for ipsilateral input
and the degree of inhibition decrease along this axis. This trend is also correlated
with the density of fiber terminals from the contralateral side (Takahashi et al.
1995). These physiological and anatomical attributes give rise to maps of ILD in
this nucleus. In higher centers such as ICcl and ICx, the neurons have pyramid-
shaped ILD curves. The transformation from the sigmoid ILD curve in LLDp
to the pyramid shape in ICx is partly understood. Both sides of the pyramid are
bounded by inhibition (cf. Figure 4) (Pen˜a & Konishi 2002). However, the exact
source of the inhibitory signal to ICx has not been identified. Unlike LLDp, LSO
receives excitatory input from the ipsilateral side and inhibitory input from the
contralateral side. The inhibitory input comes from the medial nucleus of the
trapezoid body, which receives from globular bushy cells phase-locked spikes by
end-bulb terminals. This arrangement makes LSO sensitive to both the amplitude
and temporal aspects of the stimulus, such as amplitude modulations (see Oertel
1999, Grothe 2000 for review).
INDEPENDENCE OF ITD AND ILD PROCESSING
Auditory systems of humans and laboratory mammals process ITD and ILD in
separate frequency ranges: low frequencies for ITD and high frequencies for ILD.
Many studies show that humans localize sounds in azimuth best by using the on-
going ITD in low-frequency bands and ILD in high-frequency bands (Wightman
1992, Macpherson & Middlebrooks 2002). Here, ongoing ITDs refers to the ITDs
derived from phase-locked spikes in the spectral components of the signal. Humans
can also use interaural temporal disparities in the envelope of amplitude-modulated
high-frequency signals. Interaural differences in the arrival time of the first wave
of signals or onset time are also usable for sound localization. However, given
all these potential cues at once, humans generally select the ongoing ITD in low-
frequency bands and ILD in high-frequency bands, although individual differences
occur (Macpherson & Middlebrooks 2002). The ongoing ITD is preferred perhaps
because (a) the signal provides the multiple cycles for interaural comparison of
phase-locked spikes, whereas it contains only one onset and offset time for com-
parison; (b) ILD has little influence on encoding of the ongoing ITD, especially
when the signal is broadband (cat IC: Caird & Klinke 1987; owl NL: Viete et al.
1997), whereas ILD affects the encoding of the onset time, owing to variation in
spike latency with sound level.
In the owl, the independence of ITD from ILD is particularly important because
ITD and ILD code for different coordinate axes. Also, the owl extracts both ITD
and ILD in the same frequency range. For high frequencies such as 7 kHz, the
maximal ILD can exceed 20 dB under free-field conditions (Moiseff 1989a, Keller
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et al. 1998). Viete et al. (1997) showed that the ITD selectivity of NL neurons
was relatively immune to ILDs, provided that the signal was either broadband or
tones matched to the neuron’s best frequency. Deviations from the neuron’s best
frequency caused systematic shifts in its preferred ITD. The causes for these shifts
appear to be in the inner ear where sound levels affect the propagation of phase-
locked spikes when the stimulus frequency is different from the neuron’s best
frequency (Andersen et al. 1971). Somehow, the advancing and delaying effects
of sound levels on phase-locked neurons cancel out each other when the signal is
broadband. Also, NL neurons do not saturate at high sound levels, thus maintaining
their ITD selectivity (Pen˜a et al. 1996).
AUDITORY SPATIAL RECEPTIVE FIELDS
Many recent papers describe auditory spatial receptive fields for both free-field
and virtual space in different brain areas of mammals (e.g., cat SOC: Tollin & Yin
2002a,b; cat IC: Delgutte et al. 1999; cat auditory cortex: Brugge et al. 2001; fer-
ret auditory cortex: Mrsic-Flogel et al. 2001; monkey auditory cortex: Recanzone
et al. 2000). Receptive fields in mammals are not as small and sharply bounded
as those of the owl’s space-specific neurons. Also, mammalian receptive fields,
particularly those in the cortex, expand in response to a rise in sound level. Nev-
ertheless, analyses of these receptive fields, particularly with HRTF, established
that the acoustical cues for their formation are ITDs in low frequencies, ILDs in
high frequencies, and monaural spectral cues (e.g., Delgutte et al. 1999). Although
mammals do not show conspicuous bilateral asymmetries in the position and struc-
ture of the ear opening and the pinna, monaural spectral cues confer elevational
boundaries on the receptive fields of IC and cortical neurons (e.g., Imig et al. 1997,
Xu et al. 1998, Schnupp et al. 2001).
The owl’s space-specific neurons also predominantly represent the contralateral
hemifield. However, both the left and right ICx and optic tectum contain neurons
with receptive fields on the ipsilateral hemifield near the midline where the owl
localizes sound most accurately (Knudsen et al. 1979, Knudsen & Konishi 1979).
The receptive field of a space-specific neuron in ICx, as studied by free-field meth-
ods of stimulation, consisted of an excitatory center and an inhibitory surround as
in the visual system (Knudsen & Konishi 1978b). An intracellular study of ICx
showed that the excitatory center was attributable to EPSPs (excitatory postsy-
naptic potentials) and the surround to IPSPs (inhibitory postsynaptic potentials)
and subthreshold EPSPs (Figure 5). The free-field study showed the strength of
inhibition to decline with distance from the excitatory center, whereas the intracel-
lular study showed an infinite extent of the inhibitory surrounds (Pen˜a & Konishi
2002). This difference is partly due to variances in the methods of stimulation.
Dichotic stimulation with earphones can generate any large ITD or ILD that no
free-field stimulation can produce. The apparent loss or weakening of inhibition
with distance in azimuth observed in the free-field study is due to the depolarization
corresponding to the first side peak, which the free-field study did not recognize.
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The location and dimensions of a neuron’s receptive field excitatory center is
determined by its selectivity for ITD-ILD pairs. ITD and ILD determines, respec-
tively, the horizontal and vertical directions and dimensions of receptive fields
(Moiseff & Konishi 1981, Olsen et al. 1989). A recent HRTF study also lends sup-
port to this view (Euston & Takahashi 2002). The intracellular study allowed us to
analyze the sensitivity of space-specific neurons in ICx to combinations of ITD and
ILD (Figure 5) (Pen˜a & Konishi 2001, 2002). Combination of the most favorable
ITD and ILD generated supra-threshold EPSPs. Departures of either cue from this
value reduced the EPSPs. ITDs or ILDs that were far from the best value caused
either IPSPs or subthreshold EPSPs. Large ILDs including monaural stimulation
always inhibited the neuron by hyperpolarization. Analysis of postsynaptic po-
tentials for various ITD-ILD pairs showed that ICx neurons multiply postsynaptic
potentials from the ITD and ILD pathways (Figure 6) (Pen˜a & Konishi 2001). It
is interesting that Stern & Colburn (1978) put forth the idea of multiplying neural
signals for ITD and ILD to explain how humans resolve the ambiguity of local-
izing tones. This model processes ITDs by cross-correlation in one pathway and
produces pyramid-shaped ILD functions in a separate pathway. Convergence of
the two pathways produces a function that uniquely defines spatial directions. The
similarity between the model and the owl is striking.
THE OWL MODEL AND PROBLEMS OF CODING
Place or Ensemble Coding
In the Jeffress model, a neuron’s place represents a sound source direction. This
scheme is the simplest form of place-coding or line-labeling. Population coding
in its purest form uses spatial or temporal distributions of neuronal activities to
encode different stimuli or stimulus features. Population coding in neurophysiol-
ogy usually refers to a set of neurons that are broadly tuned to a stimulus or to
one of its features with overlapping tuning curves. Examples include the trichro-
matic color system in the retina and the leeches’ sensory neurons that collectively
encode the position of tactile stimuli for evasive bending of the body (Lewis &
Kristan 1998). Recent papers argue that the Jeffress scheme does not apply to
gerbils and guinea pigs (Schnupp 2000, McAlpine et al. 2001, Brand et al. 2002).
The IC of guinea pigs and the MSO of gerbils contain low-frequency neurons
¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡¡!
Figure 6 Multiplication creates sensitivity for ITD-ILD pairs. Analysis of postsy-
naptic potentials by the method of single value decomposition shows that the space-
specific neuron multiplies the postsynaptic potentials from ITD and ILD inputs.
(B) The input functions identified by the method closely resemble the shapes of the
neuron’s ITD and ILD curves. (A) Multiplication of these functions produces a dis-
tribution of postsynaptic potentials similar to the original data (adapted from Pen˜a &
Konishi 2001).
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whose ITDi far exceeds the normal range of ITDs. In the guinea pig’s IC, the slopes
of ITD curves are steep across the midline and within the biologically relevant
range of ITD. McAlpine et al. (2001) argue that this population of neurons might
work like the color-coding system, in which the differential activities of the three
receptor types determine different hues. The sum of spike rates from overlapping
ITD tuning curves of neurons might encode azimuth.
Jeffress was aware of the simplicity of his model when he wrote,
“Obviously figure 1 is intended merely to illustrate a principle. Any such
center, if it does exist, must comprise a large number of secondary fibers, and
probably hundreds of tertiary fibers for each secondary. This means that a pure
tone of low frequency heard binaurally will innervate a considerable group of
tertiary fibers, and that a shift in the direction of the source will shift this mass
of activity.” (Jeffress 1948, p. 37)
The mass of activity comes from neurons tuned to the same or similar ITDs.
If so, this response is not fundamentally different from ensemble coding. Because
ITD appears to vary continuously along the dorsoventral axis in the owl’s NL,
one would expect a mass of activity peaked at the neuron population tuned to the
stimulus ITD. The center of activity can be wide or narrow depending on the degree
of ITD tuning of individual neurons. The width of ITD peaks in most tonotopically
organized nuclei of the owl is correlated with the period of the stimulus tone or the
neuron’s best frequency (Carr & Konishi 1990, Fujita & Konishi 1991, Wagner
et al. 2002). ITD tuning curves overlap each other more in low-frequency neurons
than in high-frequency neurons. Therefore, the owl’s auditory system might encode
ITDs by ensembles of neurons at the level of primary coincidence detectors and
in tonotopically organized nuclei.
Sensory coding is a synthetic process. We often do not know what the end prod-
uct of the synthesis is. Without this knowledge, we may not be able to appreciate
phenomena that occur in lower centers. The width of ITD peaks is independent of
frequency in some high-order neurons in rabbits and in all space-specific neurons
in owls (cf. Figure 2) (Fujita & Konishi 1991, Fitzpatrick et al. 1997, Fitzpatrick
& Kuwada 2001). In the owl, the ICcl neurons tuned to the same ITDi project to
single ICx neurons (cf. Figure 3). Thus, population activities in lower centers is
organized to create in higher centers new labeled lines that encode the stimulus
less ambiguously and more precisely than each member of the ensemble (Wagner
et al. 1987, Takahashi 1989, Fitzpatrick et al. 1997). Such a code transformation
occurs in other sensory modalities (e.g., Perez-Orive et al. 2002).
Maps or No Maps
Maps of auditory space, or their absence, also present an excellent example for
the unpredictability of coding schemes. The space-specific neurons form a map
of auditory space in ICx (Knudsen & Konishi 1978a). The map is isomorphic
because the relationships between spatial directions are maintained in the cellular
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arrays. However, neither the study of higher nor lower stations in the owl’s auditory
system could have predicted the presence of a map in ICx. We failed to find such
a map in Field L, a forebrain area, despite the presence of many space-specific
neurons (Knudsen et al. 1977). We could not have predicted a map in ICx had
we studied ITD-selective neurons in ICcc (Wagner et al. 2002). Similarly, many
attempts have failed to find maps of auditory space within the mammalian brain
with the exception of maps in the superior colliculus of ferrets, cats, guinea pigs
(Middlebrooks & Knudsen 1984, Withington 1994, King & Hutchings 1987), and
the external nucleus of the inferior colliculus of guinea pigs (Binns et al. 1992).
Therefore, some authors have suggested other methods of coding auditory space
such as direction-dependent changes in response latencies and direction-dependent
temporal patterns of spike discharge in the cat’s auditory cortex (e.g., Brugge et al.
2001, Furukawa & Middlebrooks 2002).
The example of the owl’s auditory space map is often cited without referring
to the fact that the owl can localize sounds without the map. Complete or partial
lesions of the map render the owl incapable of localizing sound, respectively, in the
contralateral hemifield and in the spatial coordinates encoded by the selectively
damaged areas. However, the owl’s ability to localize sounds returns after a while
(Wagner 1993, Knudsen et al. 1993). This mapped pathway mediates fast responses
in sound localization. When this pathway is disrupted, the owl appears to use a
second separate pathway that goes from ICcl to the forebrain by the thalamus
(Knudsen et al. 1993; Cohen & Knudsen 1994, 1995, 1998; Cohen et al. 1998).
This pathway contains separate clusters of space-specific neurons tuned to similar
spatial and dichotic coordinates, but no maps have been described to date. Lesions
of both pathways completely disable the owl to localize sounds in the contralateral
hemifield. Thus, the same animal and the same brain appear to be able to use either
the mapped or nonmapped neural systems to localize sounds.
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Figure 4 Thresholding for less ambiguous and smaller receptive fields. ITD and ILD
responses of single neurons are plotted in three dimensions. (a) Only the main peak
is present in spike rate data. (b) The first side peak (brown surface) is prominent in
postsynaptic potential data. The blue surface indicates the resting potential level and
buff surface the spiking threshold. Both ITD and ILD peaks are narrower in spike rates
than in postsynaptic potentials (adapted from Pen˜a & Konishi 2002).
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