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I. INTRODUCTION 
A sea breeze is a mesoscale atmospheric circulation occurring during 
the daytime near a coastal region. As a direct response to the differen­
tial heating effect between land and water surfaces due to the solar 
radiation, the surface wind blows from the sea to the land in such a cir­
culation. The nighttime counterpart is a land-breeze circulation that 
has a surface wind blowing from the land to the sea as a result of a 
cooler land surface due to radiative loss of heat. 
Mankind has long been aware of the existence of these local air 
circulations in the vicinity of shorelines of large water bodies. For 
instance, fishermen had learned to utilize the seaward-blowing wind to 
sail out before sunrise and the landward wind to sail back before sunset 
long before any scientific research on such a phenomenon was initiated. 
The different thermal responses to solar radiation by land and water 
surfaces induces a difference in surface temperature, which causes imme­
diate formation of a horizontal pressure gradient and hence motion. This 
simple concept suffices to provide a physical basis of a qualitative 
description of the sea breeze. However, when quantitative studies are of 
primary interest, it is necessary to use mathematical equations governing 
the evolution of the sea breeze. 
By using principles of thermodynamics and fluid mechanics, we can 
readily obtain the governing equations for the sea breeze. However, it 
is a difficult task to solve these differential equations, because no 
simple analytic solutions can be found except for very simplified cases. 
Thus, certain methods (often numerical ones) for finding approximate 
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solutions need be implemented. This usually means a large computational 
effort. 
In addition, the existence of nonlinear advection terms and the 
necessity of a suitable turbulence parameterization for the turbulent 
transport of momentum and heat fluxes in the planetary boundary layer 
(hereafter abbreviated PEL) both complicate this solution procedure. It 
is, therefore, apparent that quantitative sea-breeze studies heavily depend 
on modern digital computers and the associated theory and practice of the 
numerical methods for finding approximate solutions of the governing 
differential equations. It, also, is for this reason that a majority of 
the sea-breeze papers published in the past century were rather incomplete 
and qualitative. 
Presently, the most extensively used numerical method for finding 
approximate solutions of the governing differential equations for meteo­
rological flow problems is the finite-difference method (FDM). In princi­
ple, the FDM gives a pointwise approximation to the differential equations 
under consideration; i.e., difference equations based on series expansion 
about a point for a finite number of grid points are written in place of 
the original differential equations. The approximation Improves as 
more grid points are used. Despite its extensive applications to fluid 
and meteorology problems, it is not necessarily the most appropriate method 
to employ under certain circumstances. For instance, when complex geome­
tries and/or rapidly varying mesh size are involved, the FDM may appear 
to be more difficult to apply to the formation and solution of the approxi­
mate algebraic equations, because of the lack of generality of the 
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bookkeeping technique of the method. On the other hand, an alternative 
method known as the finite-element method (FEN) can handle these problems 
more easily due to its inherent ease of the (algebraic) equation-formation 
process and the ability to represent irregular and complex meshes and 
more arbitrary domain shapes. In the FDM, the domain is envisioned as an 
array of grid points, whereas in the FEM the domain is viewed as a collec­
tion of interconnected, nonoverlapping subrogions or elements. In other 
words, the FEM gives a piecewise analytic representation to the unknown 
variables, thereby converting the differential equations to approximate 
algebraic equations for a finite number of elements. The shapes and 
sizes of different elements are very flexible; consequently, these elements 
can easily be used to represent complex geometries. This property may make 
the FEM more flexible in handling flow problems with irregular boundaries 
and/or rapidly varying mesh sizes needed for resolution requirements. 
A sea-breeze circulation is a shallow atmospheric flow that is 
essentially confined in the lowest part of the atmosphere, or the PBL. 
Because of the rapid change of gradients of wind and/or temperature with 
height in the PBL, the simulation of a sea breeze almost always involves 
strongly graded grids in the vertical to achieve good resolution. Also, 
in order to better resolve regions of strong gradient of horizontal wind 
and temperature in a sea breeze such as in the coastal area and in the 
sea-breeze frontal zone, we may need graded grids in the horizontal, too. 
Furthermore, when the surface orography is considered, we will be faced 
with an irregular lower boundary. For these reasons, it is worthwhile to 
develop a FEM sea-breeze model and explore its applicability to the 
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atmospheric flow problems in the PBL. In fact, a major purpose of this 
dissertation is to bridge the science of meteorology and the FEM, because 
we feel that the FEM is more flexible for studying meteorological problems 
in the PBL. As a result, the FEM will be described in considerable 
detail. 
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II. THE FINITE-ELEMENT METHOD 
The FEM is an analytical procedure that has been actively developed 
during the past 20 years for finding approximate solutions to differential 
equations. The basic idea of this method is that any continuum can be 
modelled analytically by its subdivision into a finite number of smaller 
regions, in each of which the behavior of the continuum is described by 
a set of basis functions. Thus, if we proceed element by element, we can 
analytically approximate all the derivatives and convert the differential 
equations to algebraic equations for each element. By assembling all the 
element equations together, we then form a system of algebraic equations, 
whose solution is an approximation to the solution of the original 
differential equations. Appropriate numerical methods are then employed 
to solve the algebraic system of equations. 
A. A Brief History 
Before we discuss the FEM in detail, it is worthwhile to review the 
historical background of the method. The FEM stems from the so-called 
matrix methods of structural analysis in solid mechanics. The matrix 
methods are systematic methods of analyzing complex structures containing 
large numbers of components. A fundamental part of all the matrix 
structural analyses is the matrix expression of relations between dis­
placements and internal forces at the nodal points of individual struc­
tural components. The resultant system of algebraic equations is most 
conveniently written in matrix form, and the solution depends crucially 
upon the solvability of algebraic equations with a great number of 
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unknowns. Digital computers first appeared in the early 1950s, which 
made feasible the solution of a large system of algebraic equations. 
Thus, with the advent of digital computers, a strong impetus was given to 
the development of both theory and practice of the finite-element 
analysis. For this reason, the i950s are usually considered as the 
starting years of the FEM. 
The name 'finite-element method' was first introduced by Clough 
(1960), and has been used ever since. In his usage, the FEM implies a 
standard methodology directly applicable to discrete systems. An impor­
tant contribution was made by Melosh (1963), who showed that the FEM was 
really a variation of the well-known Rayleigh-Ritz method that produces 
a set of (algebraic) equilibrium equations by minimizing the potential 
energy of the system in structural analysis. Another important step 
forward was made when Szabo and Lee (1969) arrived at the finite-element 
solution of the plane elasticity problems by using the Galerkin method 
that is a special form of the more general methods of weighted residuals. 
This is a very significant contribution to the theory of the FEM, because 
it allows the application of the method to any differential-equation 
problems. The more general theoretical basis eliminates the need for the 
functional formulation of the physical problem as required by the classi­
cal variational approach. Zienkiewicz (1971) first applied the FEM to 
fluid problems, and the first application of this method to meteorological 
problems was made by Wang et al. (1972) in studying the solution of one-
dimensional primitive equations. Since then, Cullen (1973), Gresho, Lee 
and Sani (1976), Staniforth and Mitchell (1977), Manton (1978a, b), and 
Staniforth and Daley (1979) have described applications and advantages of 
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the FEN to various meteorological problems. Recently Lee and Kao (1979) 
have applied the Galerkin method with linear basis functions to the study 
of a neutral PBL flow. 
B. Fundamentals 
1. General description 
In the FEM, any continuum is analytically represented by a discrete 
model composed of a set of piecewise continuous functions called basis, 
shape, or interpolation functions defined over a finite number of sub-
domains called elements. These piecewise continuous shape functions are 
defined by using values of the continuous quantity being approximated at 
a finite number of points called nodes or nodal points in each element. 
Each set of shape functions may take on nonzero values only within a 
single element. Outside that element, all shape functions are identically 
zero. Because of this very nature of the shape functions employed by the 
FEM, we may also describe the FEM as being a technique of using local 
approximate solutions to build up a solution for the entire domain. This 
property also distinguishes the FEM from some other numerical methods 
that employ globally^distributed basis functions of expansion, such as 
the spectral analysis. 
The solution of a system of differential equations is achieved by 
the FEM by proceeding through the following steps (see Figure 1 for 
visualizing the terminology used below); 
a. The entire domain of the problem is first discretized into a 
finite number of Interconnected nonoverlapping elements that 
boundary elements interior elements 
corner nodes 
of an element 
boundary nodes 
interior nodes 
midside nodes 
of an element 
interelement 
2 boundaries 
central node 
of an element 
Figure 1. A schematic domain discretization using nine-node Lagrangian elements 
collectively approximate the shape of the domain. Each element 
contains several nodal points such that any two adjacent elements 
are connected at the nodes along their common boundaries. 
Inside an element, we may also define one or more points called 
interior nodal points. 
Having selected elements and their nodal points, we have effec­
tively determined the form of the shape functions to be used. 
Because of their simplicity and ease of manipulation, we restrict 
the shape functions to be polynomials unless otherwise specified. 
Different sets of polynomial shape functions may be defined for 
different choices of elements and nodal points, with the require­
ment that continuity be maintained along element boundaries. 
The value of a continuous quantity at a given node is either 
specified by a prescribed boundary condition if it is a boundary 
node, or denoted as an unknown variable for an interior node or 
a boundary node with a derivative-type boundary condition. A 
prescribed boundary condition is also called an essential or 
rigid boundary condition because of its 'forcing' nature to the 
solution of the equations. A derivative-type boundary condition, 
by contrast, may also be called a natural boundary condition. 
An appropriate weighted-residual method such as the Galerkin or 
the least-squares method is applied to the differential equations 
being solved to form the approximate algebraic equations for 
each element. For solid mechanical problems, this step usually 
is replaced by using a variational method to minimize the 
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potential energy of the system. Nevertheless, a weighted 
residual method can always be used regardless of whether or not 
a functional for the problem can be found. In the event that a 
time derivative shows up in the differential equations, we 
usually employ an appropriate finite-difference scheme to handle 
the time derivative. There have been transient problems solved 
by a special kind of FEM with time dimension included in the 
domain discretization. For example, Donea (1974) has shown 
that the time-involved domain discretization yields a less 
oscillatory solution than that obtained by the combination of a 
spatial discretization and a central time differencing technique 
in a heat-conduction problem. 
A systematic and desirably economical procedure is employed to 
assemble all the element algebraic equations together to obtain 
the global algebraic equations in matrix form. This is a very 
important step in the entire procedure, because it demonstrates 
that the FEM provides a systematic bookkeeping technique to aid 
the automation of the procedure of equation formation. 
Modify the raw form of the global matrix equation for the 
essential boundary conditions; i.e., those equations correspond­
ing to prescribed boundary nodes need be replaced by the 
specified boundary values of the variables before the solution 
of the global matrix equation. 
Employ a suitable solution technique to solve the final form of 
the global algebraic equations. 
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2. Local representation of the shape functions 
One advantage of the FEM Is that the entire domain is divided into 
a number of subdomains, within each of which a set of approximate alge­
braic equations is obtained to replace the differential equations. Thus, 
we only need to consider the problem in each individual element. After 
all the element equations have been constructed, we simply sum all of them 
to get the global matrix equation. In order to obtain the element equa­
tions for each element, we need to define a set of analytical shape func­
tions (j)^ to approximate the behavior of a continuous quantity T such that 
n 
T(x,y,t) S ^ T.(t)0 (x,y) (2.1) 
1=1 
where x and y are the two-dimensional spatial coordinates; t the time 
dimension; n the total number of nodes of the element; and the nodal 
value of T at node 1 of the element for time t. The key-points here are 
that the shape functions (j)^ are time-independent, and the time dependence 
of T is carried through by the nodal values T^. Also important is the 
fact that the approximation becomes exact at each node of the element. 
This justifies the use of the notation T^ as the i-th nodal value of T. 
As we mentioned before, polynomial shape functions will be exclusively 
used in this study; therefore, we will now demonstrate how to obtain a 
complete set of polynomial shape functions. For simplicity, we will use 
a rectangular element as an example. Suppose, as in Figure 2a, we have 
four nodes located at (-a,-b), (a,-b), (a,b) and (-a,b) with nodal values 
T^, Tg. Tg and T^ of a continuous variable T, respectively. For a given 
time t, the variable T is only a function of x and y. Therefore, T(x,y) 
12 
(-a,-b) 
*• X 
(a,-b) 
Figure 2a. A four-node rectangular element centered at (0,0) 
(Xj.y.) 
(Xg.yg) 
Figure 2b. A general four-node bilinear element. (x,y) and (Ç,n) 
represent global and local coordinates, respectively. Note 
that an element is always square-shaped in (Ç,r)) 
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can be approximated by a polynomial In x and y of four coefficients: 
T(x,y) = a^ + a^x + a^y + a^xy . (2.2) 
Since the approximation (2.1) becomes exact at each of the four nodes, we 
have the following set of four simultaneous equations: 
• "o Vi Vi + Vi"! 
T; - So + V2 + V2 + W2 
Tj = »o + *1*3 + *2^ 3 * 
T4 - *0 + Vi + + ''3V4 
(2.3) 
(2.4) 
Solving (2.3) for a's, we obtain 
a^ = 0.25 (T^ + Tg + + T^) 
a^ = 0.25 (Tg + Tg - - T^)/b 
ag = 0.25 (T3 + - T^i/a 
ag = 0.25 (T^ + Tg - Tg - T^)/(ab) . 
Substituting these values of a's into (2.2), expressing the right hand-
side terms in T^, Tg, and and comparing the resultant equation with 
(2.1), we may readily obtain expressions for the polynomial shape functions 
for a four-node rectangular element: 
(j)^(x,y) = 0.25 (b - x) (a - y)/(ab) 
4^(%,y) = 0.25 (b + x)(a - y)/(ab) 
4y(x,y) = 0.25 (b + x)(a + y)/(ab) 
4)/^(x,y) = 0.25 (b - x)(a + y)/(ab) 
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An important step of the FEM is the formation of element equations 
for each element. This usually involves integration of shape functions, 
their derivatives and combinations of both. For automation purposes, 
this must be done numerically. Because the basic operational unit of the 
FEM is an element, it is convenient and economical to employ a local 
coordinate system that can be used for any element. This allows more 
flexibility in constructing the global mesh in the physical domain, 
because any general quadrilateral element in the (x,y) coordinate system 
can be transformed into a square in the local (g,n) coordinate system. 
The element in Figure 2b is an example of such a general quadrilateral 
element. Hereafter, we will express the shape functions in local coordi­
nates (g,n). The four shape functions with local coordinates (-1,-1), 
(1,-1), (1,1) and (-1,1) now become 
= 0.25 (1 - Ç)(l - n) 
(f), = 0.25 (1 + G)(l - n) 
(2.5) 
(J)3 = 0.25 (1 + Ç)(l + n) 
(J)^  = 0.25 (1 - E)(l + n) 
The FEM shape functions have a distinguishing property that they are 
local in nature, in the sense that a given shape function takes on 
nonzero values only over a small span of node i of the element. Mathemat­
ically, this is reflected by the fact that 
^i 
1 at node i, 
0 at other nodes. 
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This can be readily corroborated by a direct substitution into (2.5). To 
help visualize this local nature, we plot in Figure 3 one of the four 
bilinear shape functions <()^(5,n). 
Because the nine-node biquadratic element is to be employed in the 
model, we also list expressions for the biquadratic shape functions below: 
= 0.25?n(n - l)(G - 1) 
Yg = 0.25Sn(n - 1)(C + 1) 
^3 = 0,25Çn(n + 1)(C + 1) 
= 0,25Çn(n + l)(ç - 1) 
5 
6 
7 
8 
9 
= 0.5n(n -  1 ) a  -  (2.6) 
= 0.5Ç(Ç + 1)(1 - n^) 
= 0.5n(n + l)(l - S^) 
Yq = 0.5Ç(Ç - 1)(1 - n^) 
= (1 - g^)(l - n^) 
A schematic plot of the shape functions for a corner node, a midside node 
and the middle node are given in Figure 4. See Zienkiewicz (1977) for 
shape functions of other elements. 
3. Convergence requirements 
In choosing shape functions for the FEM, we need to make sure that 
the solution of a problem will eventually converge to the exact solution, 
either when the number of nodes per element is increased to infinity with 
the element size fixed, or when the size of each element is shrunk to 
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( 1 , 1 )  (-1.1) 
d 
Q (0,0 
0.0 
(l.-l) (-1,-1)  
Figure 3a. Contour plot of the shape function (j)^(Ç,r|) of a four-node 
bilinear element 
4* = 1 plane 
1 — V - — —  
1 
Figure 3b. Stereographlcal plot of 4^(5,H) 
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Figure 4a. Contour plot of the corner shape function of the nine-
node biquadratic element. 
V=1 plane 
ane 
Figure 4b. Stereographical plot of 
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(0,-1) (1,-1) (-1,-1) 
Figure 4c. Contour plot of the midside shape function Yg(^,n) of a nine-
node biquadratic element 
W = 1 plane 
Figure 4d. Stereographical plot of Yg(S,n) 
19 
(-1,0) 8 
(-1,1) 
(0,-1) (1,-1) (-1,-1) 
6 (1,0) 
Figure 4e. Contour plot of the central shape function Yg(^,n) of a nine-
node biquadratic element 
Y 
Y = 1 plane. 
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L 
Figure 4f. Stereographlc plot of Yg(C,n) 
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zero with the number of nodes per element fixed. To guarantee the con­
vergence, we need to choose shape functions in such a way that the 
completeness and the compatibility requirements are both satisfied (see, 
for instance, Segerlind, 1976). It is desirable, although not necessary, 
that the shape functions chosen also meet the geometrical isotropy require­
ment. All three requirements will be explained below. 
The completeness requirement states that within an element the 
interpolation representation of a continuous variable and its derivatives 
up to the highest order appearing in the integro-differential equations 
must be continuous. In other words, the polynomial representation of 
each term of the integro-differential equations is required to be complete. 
Purely from the viewpoint of accuracy of the local representation, we 
would choose the polynomial that is complete to the highest order practical. 
A first-order-complete polynomial in x and y takes on the form 
T(x,y) = a-Q + a^x + agy , 
and a second-order-complete polynomial shape function looks like 
2 2 
T(x,y) = ag + a^x + a^y + a^xy + a^x + a^y . 
The previously mentioned bilinear shape functions are at most first-order 
complete, even though Eq. 2.2 contains the term a^xy. 
The compatibility requirement simply states that across interelement 
boundaries the polynomial representation of a variable and its derivatives 
up to one less than the highest order appearing in the integro-
differential equations must be continuous. Notice that continuity across 
Interelement boundaries of the highest-order derivative is not required. 
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The geometrical isotropy condition requires that the interpolation 
be independent of the orientation of the local coordinate system. The 
purpose of this requirement is to avoid having a preferred direction. The 
geometrical isotropy exists for polynomials if they are complete or incom­
plete but have only those terms missing, which occur in symmetrical pairs 
2 2 
such as X y and xy in a cubic. Although it is desirable to satisfy this 
condition, it is not always possible to do so. For Instance, when we use 
scalene elements or nonsquare rectangular elements, a preferable direction 
already exists. 
4. Methods of weighted residuals 
The classical procedure in arriving at a finite-element representa­
tion is through the approximate minimization of a functional—the familiar 
variational method. However, this procedure cannot be extended to 
problems for which a functional does not exist or has not been discovered. 
For such problems, there is a need for a more general approach to the 
formulation of the finite-element representation. Such an approach is 
usually given by the weighted-residual methods. 
The weighted-residual methods assume that the interpolation function 
chosen to approximate the Independent variables will not, in general, 
satisfy a differential equation exactly, but will result in a residual. 
For instance, if we substitute an approximate solution 
and (j)^ being the i-^th nodal value and the interpolation function, into 
the linear differential equation 
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L(T) - P = 0 , (2.7) 
we obtain a residual 
R = L(T) - P . 
To obtain the 'best' solution of (2.7), we seek to, somehow, minimize the 
Integral of the residual throughout the entire domain 0 of the problem. 
Thus 
/ ^  R dV = minimum 
becomes the mathematical statement of the weighted-residual methods. 
Still, we can make this procedure more general by requiring that a 
'weighted* Integral of the residual over the domain 0 be minimized. The 
introduction of the weighting function W enables the weighted integral of 
the residual to achieve a value of zero. Therefore, a more general 
mathematical statement of the weighted-residual methods is then 
/ ^  RW dV = 0. 
The weighting functions may be chosen in many different ways, each 
of which corresponds to a different criterion of minimization and bears 
a specific name under the category of the weighted-residual methods. Two 
specific methods of the category, the Galerkin and the least-squares 
methods, will be briefly explained because they are used in the current 
model. For a detailed discussion of the weighted-residual methods, see, 
for instance, Gallagher (1975). 
The criterion for the Galerkin method is that the shape functions 
themselves are used as weighting functions, when applied to an element 
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domain 0^. Thus, for a linear differential equation such as (2.7), the 
element equations are 
(j)^R dV = / (j)^(L(T) - P)dV = 0 (2.8) 
e e 
(1 — 1, 2, • . •, n), 
where 
/\ n 
T S T = I T J) , 
i=l ^ ^  
and L Is a linear differential operator. Although we use a single differ­
ential equation to Illustrate this method, it is very easy to extend the 
idea to a system of equations. 
For many applications, the Galerkin method yields element equations 
identical to those obtained by the commonly used variational approach, 
such as for elasticity studies (Szabo and Lee, 1969). 
The basic idea of the least-squares method is to minimize the square 
of the residual integrated over the domain of an element. In other 
words, for a given differential equation (2.7), we seek to minimize the 
quantity 
F = f ^ R^dV = / ^  (L(T) - P)^dV . 
e e 
This is done by requiring 
gij- = 0 (1 = 1, 2, . . ., n). 
Plugging in the definition of F we obtain 
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0 
2/ ^  RL((|)^) dV 
or 
f ^ RL(c()^)dV = 0 (1 = 1, 2 n) (2.9) 
By comparing (2.9) with (2.8), we see that the least-squares method, when 
applied to the linear differential equation (2.7), corresponds to using 
L(O^) as the weighting functions in the category of the weighted-residual 
Thus far, the weighted-residual methods have only been applied to 
individual elements of the entire domain. In other words, the integrals 
are carried out for each element domain Nevertheless, by adding all 
the element equations together, we actually apply the weighted-residual 
methods to the entire domain 0. Mathematically, this is represented by 
where the entire domain is discretized into m elements. 
To incorporate the boundary conditions, we may apply the technique of 
integration by parts to the weighted integral for the boundary elements. 
methods 
m 
f n R w dv a ,  33  j  
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Line integrals thus obtained will automatically include contribution from 
the boundaries. That the boundary conditions can be imposed quite natural­
ly, is another advantage of the FEM. 
5. Assemblage and restraining of the element matrices 
After the application of an appropriate weighted-residual method to 
the governing differential equations, we obtain, for each element, a set 
of algebraic equations that collectively describe the original differential 
equations in an approximate manner. For ease of demonstration, let us 
consider the case of one differential equation in one variable. 
Then for each element, we will get n element equations, n being the number 
of nodes per element. If the element equations are linear, i.e., if the 
differential equation is linear^, we can write them in matrix notation 
which represents a system of (m x n) linear algebraic equations, m being 
the total number of elements. Here a double under bar is employed to 
denote a matrix and a single under bar to denote a vector. This conven­
tion will be adopted hereafter. For ease of explanation, we will call 
We may not necessarily get a set of linear algebraic equations for 
nonlinear differential equations, unless some sort of linearization is 
done. For the Navier-Stokes equations, the advection terms cause nonlin-
earity. However, this nonlinearity may generally be removed by employing 
a suitable time-differencing scheme for transient problems, or by the 
iterative use of the most-updated advection velocity for steady-state 
problems. For strictly nonlinear cases, a set of nonlinear algebraic 
equations shall result, and iterative procedures must then be exploited to 
find the solutions. Nevertheless, the assemblage and restraining proce­
dures that will be discussed later are basically the same. 
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A., X. and B. the generalized element stiffness matrix, element load vec-
=J -J -J 
tor and element force vector, respectively, for the j-th element. Use of 
the words 'stiffness*, 'load' and 'force' is a carryover from structural 
mechanics. 
With all the element equations at hand, we need to assemble them 
together to obtain the global system of equations; i.e., the generalized 
global stiffness matrix and force vector are assembled from their element 
counterparts. The assemblage is nothing more than a summing procedure 
over each element. In general, there are two different ways to assemble 
the global equations from the individual element equations. The first 
employs the global numbers of the unknowns, also called the global num­
bers of degrees of freedom, as the summing indices. Contributions to a 
specific global number of degrees of freedom from all the associated ele­
ment equations are summed to give the desired values of the corresponding 
entries of the global stiffness matrix and the global force vector. Pro­
ceeding in this manner, the global system of equations will be obtained 
after a complete loop over all the global numbers of degrees of freedom. 
Here we must understand that the total number of the global degrees of 
freedom is, in general, greater than the total number of global nodes, 
because there may be more than one variable defined for a single node. 
The second way of assemblage, on the other hand, uses individual elements 
as the assembling unit. Individual entries of the element stiffness 
matrix and force vector of a specific element are assigned to proper 
locations of the global stiffness matrix and force vector, and are added 
to the partial suras stored at those locations. Thus, we will arrive at 
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the complete global stiffness matrix and force vector after one loop over 
all the elements. Since the element is the operational unit of the FEM, 
the second method would seem more convenient in actual practice. 
In the above discussion of the assemblage procedure, we can immedi­
ately appreciate the necessity of a bookkeeping technique that links the 
global and the local descriptions of a quantity. To be more specific, we 
need to have a mapping that for a given unknown variable at a local node 
of a specific element (local number of degree of freedom), gives us the 
concomitant global nodal number and the global number of degree of freedom. 
It is noteworthy that the mapping here is not one-to-one in the sense that 
for a given global nodal number, there is no unique pair of an element 
number and an element nodal number corresponding to it. 
The next step, after the raw form of the global stiffness matrix and 
force vector have been obtained, is the incorporation of the essential 
boundary conditions. In principle, this can be done by deleting equations 
corresponding to the prescribed variables for all the prescribed boundary 
nodes. However, this procedure would necessitate the renumbering of the 
remaining unprescribed variables, and result in the change of order of the 
global stiffness matrix, load and force vectors, which is very impractical. 
Consequently, we will describe an alternative procedure for introducing 
the essential boundary conditions into the raw form of the global system 
of equations, which does not require any renumbering and change in size of 
the system. 
For illustrating purposes, let us formally write the global system of 
equations in matrix form as 
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where the subscript g stands for the global system. Hereafter, capital 
letters will be reserved for matrices and vectors, and their entries will 
be represented,by the corresponding lower-case letters. Assume that a 
value is assigned as the boundary value of the j-th entry of 
the generalized global load vector X , then we need to replace the corre-
(i) 
spending algebraic equation for x ^  by 
x(j) . c(3) 
g 
in the entire global system of equations. In practice, this replacement 
is done by the following two steps: 
(1) Replace b^^^ by b^^^ - and by 0 if i f j. 
(2) Replace b^^^ by c^^^ and a/^^^ by 1 if i = j. 
g g 
It should be remarked here that the components of A^ and that are 
associated with an already restrained entry of X^ will not be changed in 
this process, because the rows of A that have been restrained are set 
equal to zero. This procedure is called the restraining of the global 
system of equations, because it introduces the constraint of the essential 
boundary conditions into the system. 
6. Computer solution of the global matrix equation 
The last step of the FEM is to solve the restrained global system of 
equations. Usually the total number of unknowns involved is very large, 
so that the computer solution of the system is almost inevitable. 
Accordingly, efficient use of computation time is the key to successful 
applications of the FEM. 
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There usually are two kinds of methods for solving a linear system of 
algebraic equations of large order, viz. the direct and the iterative 
methods. A direct method is one which, after a predeterminable number of 
operations, would lead to the true solution of the system if no round-off 
errors were present. By contrast, an iterative method requires an indeter­
minate number of iterations to obtain a solution with a specified error 
tolerance. At this stage, there is no obvious way of knowing which one is 
necessarily better than the other. It is problem-dependent. The rule of 
thumb, however, is that the iterative method is better if the global stiff­
ness matrix is large in order, highly sparse and diagonally dominant. If 
these conditions do not exist, then perhaps a direct method should be 
employed. Because the current sea-breeze model exploits a direct method, 
we will discuss the algorithm of the most well-known direct method, the 
Gauss elimination method. 
For a system of n equations, we use the first equation to eliminate 
the first variable from the last (n-1) equations. Then we use the second 
equation to eliminate the second variable from the remaining (n-2) equa­
tions. This procedure is repeated until the entire system has been 
handled. The resulting coefficient matrix (for our case, the global stiff­
ness matrix) becomes upper-triangular, and can easily be solved by back-
substitution. 
The Gauss elimination is very simple but, in some cases, not practi­
cal. For instance, it is often observed that the global stiffness matrix 
resulting from a FEM is banded and sparse. If we neglect this specific 
feature and apply the usual Gauss elimination method to such a system, we 
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will perform many useless operations such as multiplication by zero and 
addition to zero, which are rather uneconomical in computer usage. For 
this reason, it would be more desirable to employ an improved version of 
the ordinary Gauss elimination method, which only stores and operates on 
those entries within the band of the matrix. Even so, there may be many 
zero entries in the band of the global stiffness matrix. To make full 
utilization of this sparse property of the matrix, we may employ a tech­
nique that records only the 'profile' of the matrix, thereby allowing us 
to skip many more unnecessary null operations in the elimination procedure. 
Such a profile solution technique has been implemented into our sea-breeze 
model, A schematic illustration of the symmetric banded and profile 
solvers is given in Figure 5. For a more detailed discussion of the 
family of the Gauss elimination methods, see Tong and Rossettos (1977). 
C. Application of the Finite-Element Method to Meteorological Problems 
The FEM is a relatively new method in the field of meteorology. This 
section briefly outlines previous applications of the FEM to meteorological 
problems. 
Wang et al, (1972) have illustrated how the one-dimensional primitive 
equations can be solved by the Galerkin method with cubic Hermite poly­
nomials. Cullen (1973) has compared the accuracy and computational 
efficiency of the FEM and the FDM applied to a rotating-cone problem on 
a rectangular mesh. He reported that the FEM solution on a (16 x 16) 
mesh had an accuracy at least comparable to a second-order FDM solution 
on a (32 x 32) mesh, Beyond the initial degradation, the (16 x 16) mesh 
FEM solution compared favorably with the fourth-order (32 x 32) mesh FDM 
entries within 
the upper-
banded 
& half band­
width b triangular profile half bandwidth b solver 
band of the 
zero 
entries 
matrix 
non-zero 
entries 
symmetrical 
global stiffness matrix 
entries 
wiiUiin the 
upper-
triangular 
profile of 
the matrix 
profile 
(n X n) & bookkeeping of 
the profile solver 
< n X 
Figure 5, Schematic representation of the banded and profile elimination solvers for a symmetrical 
global stiffness matrix. Notice the different sizes of matrices given in parentheses 
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solution. Concerning the computational efficiency, he concluded for his 
experiment that the FEM solution was achieved with greater efficiency. 
He also pointed out that because of a better coupling among different 
nodes, the FEM tends to attain a better accuracy than the FDM of the same 
order. 
Gresho, Lee and Sani (1976) have shown that the FEM can be used to 
simulate the advection-diffusion process over an irregular boundary with­
out increasing the complexity of the model. They also have shown how to 
place more nodes in regions of high gradient and fewer nodes in regions 
of weak gradient to economize the total number of grid points without 
reducing the quality of the results. Also pointed out are the more 
natural way of imposing the boundary conditions and the more accurate 
approximation of irregular boundary shapes. Moreover, they claimed that 
their FEM solution satisfied global conservation laws leading to computa­
tionally well-behaved results. Their overall judgment is that the FEM 
is more favorable than the FDM for simulations of atmospheric motions, in 
the PEL. 
Staniforth and Mitchell (197 7) have used a variable-resolution FEM 
model for regional forecasting with the barotropic primitive equations. 
They observed that such a model using significantly less computer time 
can reproduce the results obtained from a uniform high-resolution mesh. 
They also reported for a 96-hr forecast that mass and energy were both 
accurate to at least five significant figures, 
Manton (1978a, b) has presented a one-dimensional FEM model of the 
moist atmospheric boundary layer. In that model, the finite-element 
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discretization included both time and space. The solution observed for an 
idealized mixed layer capped by an inversion was very stable and did not 
depend significantly on time step or mesh size. 
Staniforth and Daley (1979) have extended the work of Staniforth and 
Mitchell (1977) and Staniforth and Daley (1977) to accomplish a three-
dimensional baroclinic FEM model for regional forecasting. In the high 
resolution portion of the mesh, the model was shown to be fourth-order 
accurate as opposed to the second-order accuracy of most regional-forecast 
models. The finite-element formulation on the variable-resolution grid 
allows for a more efficient forecast while avoiding the mathematical and 
numerical problems of nested-grid models. 
Lee and Kao (1979) have employed the Galerkln method with linear 
triangular elements to study a horizontally homogeneous and neutrally 
stratified atmospheric flow in the planetary boundary layer. Since the 
mesoscale temperature and pressure are both left out, they are able to 
use linear elements for all variables. The specific feature about this 
model is that they employed a second-order closure scheme for the turbu­
lence parameterization. 
The above discussion suggests that the FEM can be employed to study 
a spectrum of meteorological problems. Because of the existence of 
irregular orography and the need for a finer mesh near the ground to 
resolve the strong wind and temperature shears due to the frictional and 
thermal effects of the ground, it seems that studies of PBL phenomena are 
especially appropriate for the application of the FEM. It should be 
emphasized here that an extended purpose of this research is to develop 
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a finite-element time-dependent diabatic model for the PBL. The sea-
breeze model we develop will serve as the initiation of such an attempt. 
A series of physical refinements of the model can be made in future 
studies of various meteorological phenomena of the PBL. 
The basic structure of the current model is an outgrowth of a 
constant-properties engineering finite-element code developed by S. Chan, 
P. Gresho and R.L. Lee at Lawrence Livermore Laboratory. A recent descrip­
tion and applications of the Livermore model are given in Chan, Gresho 
and Lee (1980). 
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III. THE SEA BREEZE 
A. General Review 
The frequent occurrence of a thermally driven shallow circulation on 
sunny days in the vicinity of sea or lake coasts, landward during the day 
and seaward during the evening hours, is known as the sea-breeze 
phenomenon. 
The formation of a sea-breeze circulation is essentially a direct 
result of differential heating between land and water surfaces on sunny 
days. During a sunny day, the solar radiation usually causes the land 
surface to attain a higher temperature than that of the water surface 
because of the following two reasons : 
1. Water has a higher specific heat capacity than sand, soil or 
rocks. 
2. A heated or cooled particle in a body of water is displaced deeper 
in the water, and replaced by another water particle due to the 
turbulent motion of the water body through wind and wave action. 
Thus after sunrise of a sunny day, the air over land is warmed up 
much faster than the sea air, and therefore rises. During its ascent, 
the land air cools adiabatically and eventually becomes denser than its 
surrounding air, consequently, it slows and diverges. This divergence of 
mass causes the surface pressure of that column of air to drop. Because 
of mass continuity, there must be an induced convergence of air and a 
concomitant surface pressure rise taking place over the nearby water sur­
face. A local pressure gradient is thus generated and encourages the 
development of a landward acceleration of air in the low level called a 
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sea breeze. 
One of two hours after sunset, the land surface becomes cooler than 
the water surface due to rapid radiative loss of heat. As a result, an 
opposing horizontal pressure gradient is formed and starts to decelerate 
the remaining sea-breeze circulation. This process will eventually produce 
a reversed circulation pattern with the surface flow blowing from land to 
sea, known as a land breeze. 
The growth in size and strength of a daytime sea-breeze circulation 
can be further explained as follows: A short period after sunrise, a 
horizontal temperature gradient is formed in the Immediate vicinity of the 
shoreline, therefore, the initial sea-breeze circulation is only of a 
very limited size. When the air over land warms, rises, slows down and 
diverges outward, the seaward lateral branch of the mini-circulation has 
a sinking motion. The associated adiabatic warming then causes the air to 
be less dense than the air further out to sea at the same elevation. The 
cooler and denser seaward air then moves in under the adiabatically 
warmed air and travels landward to join the circulation. On the landward 
lateral branch, the cooler sea air is advected in by the induced circula­
tion like a small-scale cold front gradually progressing inland. Thus as 
long as the land is warmer than the water, a sea-breeze circulation would 
extend both landward and seaward to reach its full strength if friction 
were not considered. Observations, however, show that sea breezes usually 
reach their maximum intensity some time after the occurrence of the maxi­
mum surface temperature differential between land and water. This sug­
gests that the frictional retardation plays a vital role in the 
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development of a sea-breeze circulation. In fact, a sea breeze may best 
be understood as a local atmospheric flow that is thermally driven and 
frictionally retarded. 
A sea-breeze front separates local air from the invading flow of the 
lake or the sea, and is characterized by a sudden shift of wind direction 
together with a considerably strong updraft ranging from a few tens of 
centimeters per second to over 1 m/s due to low level convergence of air. 
The scale of the inland penetration of a sea-breeze front may vary from a 
few to several tens of kilometers depending on whether or not there is 
an opposing synoptic-scale wind. In the vertical, the layer of the 
inflow air may extend for a height of 100 m for a weak sea breeze to 
about 1 km for a very strong sea breeze in the tropics. On top of this 
layer is a thicker layer of 'return flow' heading toward the sea. The 
depth of this layer ranges from 200 m to over 1 km. The horizontal wind-
speed of the inflow is, in general, a few meters per second, and it is 
usually weaker in the return flow. The lifetime of a sea breeze is about 
half a day because of the diurnal cycle of the surface temperature. This 
relatively long time-scale defines a Rossby number on the order of 0(1), 
implying that the rotation of the earth has a significant influence on a 
sea-breeze circulation. In the Northern Hemisphere, the Coriolis accelera­
tion causes the wind of a sea breeze to turn clockwise with time. 
By combining the foregoing descriptions together, we come up with 
the following four important factors that are vital in making quantitative 
studies of sea breezes: 
1. The representation of the surface heating and the horizontal 
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temperature contrast; 
2. A PBL turbulence parameterization to account for the vertical 
transport of momentum (the frictional retardation) and heat (the 
buoyant driving force); 
3. The inclusion of the Coriolis effect; and 
4. The implementation of a synoptic-scale wind field. 
The formation and growth of a land breeze is quite similar to that 
of a sea breeze except that the circulation has an opposite direction, 
and its size and intensity are considerably less than the counterparts 
of a sea breeze. The reasons for this are twofold: 
1, The temperature contrast between land and water is not as strong 
in the night; and 
2 .  The lower part of the atmosphere generally becomes less unstable 
or even very stable, and thereby becomes less turbulent at night, 
which tends to suppress the flow circulation. 
Thus, in making model simulations of a land breeze, a representation of 
the surface cooling and a totally different turbulence parameterization 
are needed. 
B, Literature Review 
It is clear from the previous section that a sea breeze is a three-
dimensional time-evolving phenomenon that Involves complicated physical 
processes. In an attempt to understand such a difficult phenomenon, we 
need to make both theoretical and observational studies. The following 
is a brief review of the literature on sea breeze. 
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1. Theoretical studies 
A simplified complete set of governing equations of a sea-breeze 
circulation contains at least five partial differential equations exclu­
sive of the equations for the turbulence parameterization. These equa­
tions are then solved to obtain temporal and spatial distribution of 
dependent variables u, v, w, p and T, (velocity components, pressure and 
temperature). Unfortunately, no simple analytical solution can, in 
general, be found for these equations except for a few especially simple 
cases. The nonlinear advectlon terms are one major difficulty in seeking 
analytical solutions. Therefore, if the advective velocity can be 
fixed, then together with other simplifications, the equations might be 
solved analytically. 
Back in the mid-1900s, Haurwitz (1947), Plerson (1950) and Defant 
(1951) had used linear theory to solve the sea-breeze equations, analyti­
cally. Their results showed general agreement with observations In some 
Important features of a sea breeze, such as the depth and distance of the 
inland penetration of the inflow, a clockwise turning of the wind with 
time in the Northern Hemisphere. However, despite the partial success, 
those linear models failed in identifying the existence and the associated 
features of a sea breeze front, which is essentially a nonlinear feature. 
To study the detailed structure of a sea breeze, it is necessary to 
construct nonlinear models. This is generally done by employing suitable 
numerical schemes to find approximate solutions of the sea-breeze governing 
equations. Because of the requirement on the speed and memory of digital 
computers, there had been few attempts to tackle the nonlinear features of 
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sea breezes before the advent of modern high-speed digital computers in 
the mid-1950s i With growing knowledge of the mathematical aspects of 
numerical methods and considerable improvements in the computer technology, 
much research on the nonlinear numerical simulation of sea breezes has 
been reported. Pioneers include Pearce (1955), Fisher (1961), and 
Estoque (1961, 1962). Among the early contributions, the model by 
Estoque was especially important, because it set the foundation of most 
of the later models. In his model, Estoque attempted to simulate the flow 
pattern for a specified surface heating, and a mechanism for the vertical 
exchange of heat and momentum. His model was used to study the initiation 
and evolution of a sea breeze under various velocities of a synoptic-scale 
flow. The results showed a remarkable agreement with a certain observed 
sea breeze features, especially the existence of a sea breeze front. A 
shortcoming of the model, as pointed out by Lyons and Olsson (1973), was 
the underprediction of the vertical velocity and a widespread frontal 
zone. Also, the model was criticized because of a violation of mass 
continuity due to the use of a differential form of the continuity equa­
tion (Neumann and Mahrer, 1971), McPherson (1970) extended Estoque's 
model to three dimensions and studied the effect of a coastal irregularity. 
He found that unless the coast was straight, there would be spatial 
deflections of the convergence zone of the sea breeze, depending on the 
coastline shape. His study reconfirmed the three dimensionality of a sea 
breeze. Therefore, except for a long and straight shoreline, three-
dimensional models are necessary to make practical sea-breeze simulations. 
Neumann and Mahrer (1971) pointed out that the hydrostatic assumption 
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was inaccurate and should be abandoned in a sea-breeze study. However, 
it was pointed out by Walsh (1974) that the scale analysis on which 
Neumann and Mahrer based their argument, was under the assumption of an 
adiabatic stratification. Furthermore, they had made an a priori assump-
2 tion that the pressure variation has a magnitude pW , where p is the 
density and W is the characteristic vertical velocity. To make consistent 
scale analysis, the horizontal equation of motion should be used to find 
the magnitude of the pressure variation, in which case any a priori con­
clusion about the hydrostatic balance would depend on a knowledge of the 
ratio of the horizontal to the vertical scale of the motion. He further 
stated that it was inconsistent to use a horizontal grid of 4 km and a 
total depth of 2 km, as Neumann and Mahrer did, if nonhydrostatic effects 
were thought to be significant. His model results showed that hydrostatic 
solutions differed very little from nonhydrostatic solutions. Pearson 
(1973), in a modeling study of sea breezes, also showed little difference 
between hydrostatic and nonhydrostatic results, and he concluded that the 
hydrostatic assumption is valid, 
Stamm (1976) adopted Neumann and Mahrer's model (1971) with a horizon­
tal grid spacing of 1 km, a vertical spacing of 50 m for the surface layer 
and 100 m above, and a seaward synoptic-scale wind of 5 m/s. At a local 
time of 1350 the magnitudes of terms in the x- and z-equations of motion 
were computed at 4 km inland, 1/2 km ahead of the sea-breeze front and 
250 m above the ground. By comparing magnitude of terms, he concluded 
two things of interest; 
1. The terms advected by the synoptic-scale wind were dominant. 
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Indicating the importance of the initial wind. 
2. The nonhydrostatic pressure terms were definitely important 
near the front. 
After reviewing these studies, it is our opinion that for a dry sea-
breeze model, unless the interest is in the very fine structure of the 
sea-breeze front and a very fine horizontal grid is used such that the 
vertical and the horizontal grid spacings are of the same order of magni­
tude, the hydrostatic approximation should suffice in giving reasonably 
good results because the aspect ratio of the vertical to the horizontal 
scales is, in general, very small for a sea breeze as a whole except in the 
immediate vicinity of the front, where the aspect ratio is not necessarily 
small. Another difficulty associated with the hydrostatic assumption in 
a model is that the vertical velocity is diagnosed from the incompressible 
continuity equation; hence, no upper boundary condition such as a vanishing 
vertical velocity can be applied to the upper boundary. If a rigid lid 
is applied to the upper boundary, then immediately after the initiation 
of the thermal contrast on the surface, the temperature above is still 
horizontally uniform. If the lid at the upper boundary could not support 
a horizontal pressure gradient to drive a return flow, there would be 
significant vertical accelerations through the upper boundary, the verti­
cal scale would be unlimited and the use of the hydrostatic approximation 
could not be justified. However, as vertical displacements develop, the 
return flow takes place at lower levels, and the vertical scale is then 
well defined and much less than the horizontal scale. (See Geisler and 
Bretherton, 1969.) 
43 
Lambert (1974) used a two-dimensional, nonhydrostatic fine-mesh 
model (Ax = 1 km, Az = 75 m) to study the movement of the sea-breeze front 
with and without a seaward synoptic-scale flow. From the hourly positions 
of the sea-breeze front (defined as the windshift line at the lowest 
tier of nodal points above the ground), the following were found: 
1. For the offshore synoptic-scale wind case, the sea-breeze front 
moves inland very fast in the morning, slows down in the early 
afternoon when the vertical velocity develops to its maximum, and 
surges inland again in the late afternoon when it dissipates. 
2. For the calm synoptic wind case the sea breeze will generate its 
own seaward flow in the early afternoon at some 20-30 km inland, 
thereby producing a well-defined sea-breeze front. After the 
front is formed, it moves inland with time. Its penetrating 
speed increases in the evening when it dissipates. 
3. The intensity of a sea-breeze front, as measured by its inland 
penetration and the maximum updraft generated, is less in the 
case of an opposing synoptic-scale flow. 
More recently, Pielke (1974a) constructed a three-dimensional model 
of sea breezes over southern Florida, The vertical exchange of momentum 
and heat is obtained by O'Brien's (1970) scheme of profiles of the eddy 
exchange coefficients. Another parameter crucial for the determination of 
the exchange-coefficient profiles, the PBL height, is governed by a semi-
empirical formula given by Deardorff (1974), A horizontal grid spacing 
of 11 km was used, and there were eight levels in the vertical spanning 
a depth of 3,6 km. Above this height, a layer of air with a material 
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surface as the upper boundary was employed to allow pressure adjustment 
due to heating from below. Because of the coarse resolution ability, 
detailed structures of sea breeze fronts were not shown. Emphasis was 
mainly laid on the formation and evolution of the low-level convergence 
zone. When compared with the cloud and shower patterns, it was found 
that the dry sea-breeze circulation was closely related to locations of 
afternoon showers over southern Florida. In the same study, it was also 
shown that the differential roughness could only influence the sea breeze 
indirectly through the vertical fluxes, and it was the differential heat­
ing that controlled the entire circulation in a more direct and effective 
manner. 
In another paper, Pielke (1974b) compared the results of a three-
dimensional and a two-dimensional model, and reconfirmed that only if the 
forcing of a sea breeze is two-dimensional, can we expect the circulation 
to be well simulated by a two-dimensional model. Also, in order to get 
comparable results with a three-dimensional model, the explicit horizontal 
diffusion must be increased in a two-dimensional model, 
2, Observational studies 
According to Baralt and Brown (1965), sea breezes have drawn people's 
attention for over two thousand years. With improved instrumentation and 
a better understanding of the basics of a sea breeze, more accurate and 
better designed experiments and observations have been obtained in the 
past century. Earlier observational studies were given by Hazen (1893), 
Miller (1939) and Wexler (1946), etc. General features of sea breezes 
were described in those studies. Fisher (1960) made an observation along 
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the New England coast using pibals and airplanes. Temperature, moisture 
and wind measurements were taken in four dimensions. Those observations 
showed a maximum vertical extension of about 1 km for a sea-breeze circu­
lation and a maximum low-level wind of about 14 m/s at a height of 200 m. 
Gliders are very useful for making observations of the strength and 
width of the convergence zone in sea breezes, because it is crucial for 
the glider pilots to find and utilize the organized updrafts to climb. 
Mackenzie (1956) and Simpson (1964, 1965) reported vertical velocities of 
2-6 m/s from glider observations, Wallington (1965), in a glider flight 
over the south coast of England, found a very narrow (about 100 m wide) 
turbulent mixing zone between the land- and sea-air. A maximum updraft 
of 2 m/s was estimated above this frontal zone. 
Observational and modeling studies of sea breezes have been made of 
the Texas coast under a big sea breeze project of University of Texas. 
Hsu (1967) studied and modeled characteristics of the surface temperature 
of the Texas sea breezes, Hsu (1969) showed passages of land- and sea-
breeze fronts as evidenced by the observed windshifts and temperature 
drops at 50 cm and 5 m above the ground. It was found that the temperature 
recovery after a frontal passage was faster at 50 cm than at 5 m because 
the former was strongly influenced by the rapid temperature increase of the 
ground due to insolation. Hsu C1970) performed a mesoanalysis of the 
surface temperature and the upper wind fields along the upper Texas coast, 
and observed a few complete cycles of the Texas coast sea-breeze phenomenon. 
By putting together all the observations he made, he developed a synthe­
sized (not numerical) model to describe the life history of the sea- and 
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land-breeze system on the Texas coast. 
Observations have also been made of the sea breezes over the Great 
Lakes area. Bellaire (1965) first measured the strong temperature inver­
sions over the Great Lakes by ship-towed wiresondes. Moroz (1967) 
presented observational and model studies of a lake breeze on the eastern 
shore of Lake Michigan. Hewson and Olsson (1967) gave a qualitative dis­
cussion of the deleterious effects of the mesoscale circulation caused by 
the Great Lakes on air quality. Lyons (1972) reported the climatology of 
the Chicago lake breeze, and established criteria for the occurrence of 
lake breezes in that area. He found that few lake breezes occurred when 
the synoptic-scale flow was on shore, Lyons and Olsson (1973) gave 
detailed mesometeorological studies of the Chicago lake breeze. The 
observational data were obtained from a surface network, photographs of 
clouds taken by the surface stations and by satellite, pibals and aircraft 
measurements. They reported that the lake-breeze circulation appeared to 
originate at or near the shoreline, spreading inland and offshore from 
that point. The inflows had a depth of 500 to 1000 m with peak inflow 
velocities of 6 to 7 m/s. A maximum inland penetration of 40 km was 
observed. From the observed horizontal velocity fields, an upward velocity 
of 125 cm/s was computed via the continuity equation. Selected hygro-
thermograph traces showed that when the lake breeze passed a given station, 
the temperature at low levels either fell slightly or generally leveled 
off. The advancing speed of the inland penetration of the front was 
observed to be more or less uniform in time at 1 to 1.5 m/s. Furthermore, 
it was evident from the estimated vertical velocity fields that gently 
47 
rising air was found at all levels in the overland portion of the rising 
cell, with subsidence restricted to over the lake. Also, they concluded 
that the capping inversion over land was not completely eroded away by 
the updraft except within a few kilometers of the convergence zone. In 
other words, thermals originating from the heated ground layer probably 
did not penetrate into the return flow region except near the front. 
A recent study by Simpson, Mansfield and Milford (1977) reported 
inland penetration of sea-breeze fronts along the south coast of England, 
based on measurements over a period of 12 years. They found that the 
initial advancing velocity of the sea-breeze front was about 2.5 m/s. 
However, the positions of the front at subsequent hours in the morning 
became difficult to define until after midday when the front became more 
clearly defined and advanced more steadily. The mean rate of advance of 
the front was gradually increased from 2.8 m/s at 1600 at a position of 
about 50 km.inland to a late evening speed of 3.5 m/s at about 100 km 
inland. A possible explanation for the acceleration of the front in the 
late afternoon was given in terms of the increased temperature contrast 
at the front due to the decrease in solar heating of the sea air. 
It was also shown that shortly after sunset, a cutoff sea-breeze 
vortex may be found into which no further sea air from the coast enters. 
This phenomenon had also been predicted theoretically by Clarke (1965, 
1973). 
In the same paper, Simpson et al. (1977) further stated that most of 
the sea breezes observed at Lasham (46 km inland) occurred when the synop­
tic scale wind was calm or very slight and offshore. When the offshore 
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wind was stronger, a sea-breeze front may cross the shore but could not 
reach Lasham. Several fronts which had advanced 20 or even 30 km inland 
were seen to move backwards toward the coast later in the day, maintaining 
a sharp leading edge. In another paper by Simpson (1967), a sea-breeze 
front was observed to have actually passed Lasham and then retreated 
toward the sea. Thus, under the influence of an opposing prevailing wind, 
sea-breeze fronts may show retrogression when the surface heating weakens 
later in the afternoon. 
C. Usefulness of Various Numerical Sea-Breeze Models 
To date, there have been many published numerical sea-breeze models. 
Although simplifying assumptions are made and the computer technology has 
been effectively improved, the expense to run a practical three-dimensional 
model is still way too high to afford. For this reason, most of the 
existing models are two dimensional, and use generally very coarse compu­
tational meshest Furthermore, the schemes for parameterizing the vertical 
transfer of momentum and heat, as well as the numerical methods for find­
ing approximate solutions in the governing equations, are quite diverse. 
In view of these facts, we may want to raise the following questions: 
1. First of all, is there a sound reason for having a numerical sea-
breeze model? What can we gain from such a model? 
2. If the answer to the first question is positive, why do we need 
so many models with different turbulence schemes and numerical 
methods? 
3. If a sea breeze is a three-dimensional feature, what makes it 
necessary to construct two-dimensional sea-breeze models? 
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The answer for the first questions is ' y e s ' ,  and the reasons are 
given below: 
1. When the synoptic-scale weather condition is steady, the local 
weather in the vicinity, of the shoreline of a big lake or a sea 
can well be dominated by the lake or sea breeze. For instance, 
Pielke (1974a, b) showed that the preferred locations of the 
cumulonimbus complexes over south Florida, on synoptically undis­
turbed days, are strongly controlled by the locations and move­
ments of the dry sea-breeze circulation. Consequently, a well-
developed operational sea-breeze model can become very useful for 
monitoring the possible development of strong shower activities 
near a big lake or sea. 
2. Various evaluations of the effects of weather modification have 
been attempted in recent years. However, if such effects are to 
be evaluated in a lake-shore or sea-shore area, possible involve­
ment of a sea-breeze circulation needs to be considered. The 
reason is that the sea-breeze circulation may modify the synoptic 
thermodynamic field, which, in turn, changes the dynamics and 
thermodynamics of the cumulus clouds that form in the presence of 
a sea-breeze regime. For an extended discussion on the possible 
role of the sea breeze in weather-modification evaluations, see 
Simpson and Woodley (1971). 
3. It is obvious that the entire world is getting more heavily 
industrialized. Many industrial plants are located by a lakeside 
or along a seashore. For instance. Keen and Lyons (1978) pointed 
50 
out that the area of the Great Lakes with a shoreline of 5700 km 
is a highly industrialized and populated region. The industrial 
output from this region accounts for almost a quarter of the 
nation's overall output. The gaseous and solid waste from 
industrial plants may produce very serious air pollution problems 
under certain meteorology conditions. In order to get a firm 
control of the air quality of this area, the most objective and 
reliable means is through the use of an operational sea-breeze 
model to predict the temporal and spatial distribution of the 
candidate pollutants. This may help prevent disastrous air pollu­
tion from happening. A more thorough discussion on this subject 
can be found in Pielke (1974a) and Sheih and Moroz (1973). 
4. A sea-breeze circulation is only a special feature of the more 
general PBL meteorology. Any successful sea-breeze simulation 
will contribute to a more thorough understanding of the atmo­
spheric processes in the PBL, It is not very difficult to convert 
a sea-breeze model to a general PBL model. Besides, many obser­
vations have been made of sea breezes, which can be used to verify 
model performance during the course of the development of a 
general PBL model. It is worthwhile to recall that after all, 
the PBL controls the transport of energy, momentum and moisture 
to the entire atmosphere. A better understanding of the atmo­
spheric processes in the PBL is crucial for all the other branches 
of meteorology. 
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After recognition of the value of a sea-breeze model, we are in a 
position to answer the remaining questions. It is clear that the concept 
of expressing any variable as the sum of a mean and an irregular deviation 
and doing Reynolds averaging is fundamental to almost all the existing 
turbulence parameterization schemes, which inevitably leads to assumptions 
of varying difficulty to provide enough constraints to close the system 
of equations. Schemes ranging from being conceptually and mathematically 
simple to complicated such as the K-theory, the turbulent kinetic energy 
formulation and schemes involving higher-order moments of turbulent quan­
tities, have found usefulness on different occasions. Because higher-order 
schemes involve more parameters, they are expected to be more flexible in 
adjusting model results. However, they generally require a considerable 
amount of computer storage and time, which are usually inaccessible to 
most modelers. Furthermore, simple turbulence schemes do not necessarily 
mean poor results. Consequently, a modeler should choose for himself the 
most appropriate turbulence scheme, depending on the purpose of the model 
and the accessibility of computer resources. Stated another way, both 
simple and complicated turbulence schemes can be very useful on different 
occasions. Based on a similar argument, no such thing as the 'best' 
numerical method seems to exist for all kinds of atmospheric flow problems. 
In choosing a suitable numerical method, a modeler needs to take into 
account the nature of the problem, the accuracy he wishes to obtain and 
the computer resources he can have access to. The same consideration also 
puts a practical limit on making three-dimensional sea-breeze models. 
Current three-dimensional sea-breeze models such as the ones by Moroz 
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(1967) and Plelke (1974a), both employed very coarse computational mesh. 
The horizontal grid spacings used were respectively 4 km and 11 km. As 
a result, any structure smaller than the grid spacings was not resolvable 
in those models. Also, if the full vertical equation of motion is to 
replace the hydrostatic approximation in a three-dimensional sea-breeze 
model, then the importance of the vertical acceleration cannot be made 
clear if the horizontal grid spacing is not of the same order of magnitude 
as the vertical spacing. In summary, there are many sea-breeze features 
that can currently be explored by two-dimensional but not three-dimensional 
models due to practical limitations. Besides, the experience in making 
two-dimensional modeling studies will be valuable in the future construc­
tion of three-dimensional sea-breeze models. Unless there is a big 
break-through in computer technology, the coexistence of two- and three-
dimensional models will last for quite a while in the near future. 
53 
IV. THE MODEL 
A. Governing Equations and Turbulence Parameterization 
The full set of equations that governs the atmospheric flows consists 
of three equations for conservation of momentum (the Navier-Stokes equa­
tions), an equation for conservation of mass (the continuity equation), a 
thermodynamic energy equation, and an equation of state (usually the ideal 
gas law). These six equations as a whole describe the spatial and temporal 
variation of six dependent variables u, v, w, P, T and p, which are, 
respectively, the three velocity components, the pressure, the temperature 
and the density of the atmospheric flow. 
Writing these equations in a curvilinear coordinate system originating 
at a fixed point on the earth's surface and rotating with the earth, we 
have 
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where f represents the Corlolis parameter, 2îïsin(J), ]i the molecular dynamic 
viscosity, the molecular heat conductivity, f.d. the molecular fric-
tional dissipation, the specific heat of air at constant pressure, 0 
the angular speed of earth's rotation, cj) the latitude, and R^, R^ and R^ 
the three components of the radiation heat flux. Notice that some smaller 
terms due to the curvature and rotation of the earth have been omitted 
from the momentum equation. See Hess (1950) for a detailed discussion on 
this subject. This is a complete set of governing equations, but it is 
not ideal for studying atmospheric motions in the PEL because of its 
complexity. In order to obtain a suitable set of equations governing the 
PBL motions, we will make simplifying assumptions and introduce the 
shallow-convection Boussinesq approximation in what follows. 
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1. Shallow-convection Bousslnesq approximation 
Through observations we realized that density changes of air in the 
PBL are small and result primarily from thermal rather than pressure 
effects, as was first pointed out by Boussinesq in 1903. He proposed an 
approximation that the PBL flow may be approximated as incompressible, yet 
with a temperature-dependent density variation. The deviation of the den­
sity is important only in the buoyancy term where it is multiplied by the 
acceleration of gravity. This concept has been widely accepted and is 
referred to as the shallow-convection Boussinesq approximation. The most 
striking feature of this approximation is the allowance of use of the in­
compressible continuity equation, which eliminates the existence of the 
high-frequency acoustic waves in the atmosphere. This is especially im­
portant in numerical simulations, because a significantly large time step 
can be used in the time integration. A more intensive discussion of this 
approximation can be found in Spiegel and Veronis (1960), and Button and 
Fichtl (1969). 
The basic assumptions necessary for the derivation of the shallow-
convection Boussinesq equations are given below to illustrate the physics 
involved: 
1. The molecular dynamic viscosity p and the molecular heat conduc­
tivity kj. are both assumed to be constant through the fluid. 
2. The dependent variables P, p and T are respectively decomposed 
into a reference state denoted by a subscript '0", and a devia­
tion state denoted by a prime. Thus, 
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P = Pq + P', 
p = pQ + p', 
T = Tq + T'. 
(4.7) 
The reference state Is assumed to have reached a steady state. 
For simplicity, it is chosen as being characterized by a hydro­
static pressure profile, a dry adiabatic temperature profile and 
the ideal gas law. Thus, 
3P 0 
9z 
3z 
- PQ g . 
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The actual state is allowed to deviate only slightly from the 
reference state, i.e. 
P' 
« 1 , I L  
"o 
« 1 , I L  
•^0 
« 1 (4.9) 
The heat generated by viscous stresses and the heating of the 
fluid due to motion are assumed to be negligible in the thermo­
dynamic energy equation, because we are concerned only with flows 
of very low Mach numbers, and these two types of heat generation 
are both proportional to the square of the Mach number, therefore. 
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6. The scale height of the vertical velocity 
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is assumed to be small compared with the scale height defined as 
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This assumption justifies the negligence of the divergence of the 
velocity field in the continuity equation. (See Dutton and 
Fichtl, 1969). Because of this specific constraint, the equations 
we will arrive at are only valid for shallow-convection problems. 
When is comparable with in magnitude, we deal with a deep-
convection case, and the 'anelastic' form of the continuity equa­
tion must be used instead. 
With the above six assumptions, the governing equations can be 
simplified to become 
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where the thermal diffuslvity and the kinematic viscosity 
= P,c 
Op 
and 
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have been used to replace the molecular thermal conductivity and the 
dynamic viscosity y. The last three terms of (4.15) represent the rate of 
increase of temperature due to divergence of the radiant heat transfer. 
Because the radiative transfer of the atmosphere is such a complicated 
process the solution of the transfer equation is beyond the scope of this 
study. We simply assume that these terms can be neglected from (4.15), 
while the surface air temperature over land is made a prescribed function 
of time and space after sunrise, and the surface temperature over water 
is not affected by the solar insolation. More details on this will be 
given in later sections. 
It is common practice for meteorologists to use two alternative 
dependent variables, the potential temperature 0 and the Exner's pressure 
function TT in place of the temperature T and the pressure P in handling 
many atmospheric flow problems. The apparent advantages of such a 
replacement are two fold; 
1. The adiabatic reference temperature profile can be simply repre­
sented by a constant potential temperature, 
2. The explicit appearance of the density can be eliminated in the 
governing equations. 
The mathematical definitions of 0 and TT are 
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where Pqq is a given reference pressure usually chosen as 1000 mb, and R 
is the specific gas constant for dry air. From the definitions of 6 and 
TT, we can readily show that 
T 
" ^p e 
which will be used to replace the equation of state if u, v, w, 0, ir, P 
and T are used as the dependent variables. The remaining five equations 
for an incompressible atmosphere are 
9^u 3^u , S^u 
ay^ 
+ fv (4.17) 
3v 9v , 3v , 
+ Vtt- + W 
9v 9^v 3^v 9^v 
3x^ 3y^ 3z^ 
- fu (4.18) 
3^w , 3^w , 3^w 
~~2 —2 "~2 3%"^  3y^  3zi . 
- g (4.19) 
3x 3y 3z 
(4.20) 
30. 30. 30 . , 30 
3t  ^  "3^+^37 +  ^ 3^ K. 
9 0 . 3 0 . 3 0 
~2 + ~2 + ~~2 
3/ 3z': 
(4.21) 
If we assume that 0 and IT are each composed of a steady z-dependent state 
subscripted by *0' and a small deviation state denoted by a prime as we 
did for T and P before, we end up with the following equations in dependent 
variables u, v, w, 6' and ir': 
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9TT 
- e 
0 3x 
STT-
0 _ g 3^' 
0 9x 
= - 0 
0 3y 
, 3TT  ^
 ^By 
+ V 
3^11 S^u 3 
V + o + 
By" 3 
, 3^v 
3x2 3y^ 3Z2 
+ fv (4.22) 
fu (4.23) 
3w . 9w , 3w , 3w 
3 F "  t a '  3 ?  "  a ;  -'o 
.2 .2 _2 
3 w , 3 w , 3 w 
—^ + — + —
By'^ 3z 3x 
(4.24) 
(4.25) 
317, 
'  9  9  9  
3 0' . 3 6' . 3 0' TT + ô~ + ; 
3x 3y 
3ir, 
3z 
(4.26) 
where terms - 0'-^, - 0 '  , - 9'-g~ ' etc., have been neglected compared 
3ïï g , 3ir„ 
to - 0_ir—, - 0^7;— , and - 0»-s— » and a steady state adlabatic reference 
0 3x 0 3y 0 3z 
temperature profile has, again, been employed. 
2. Equations for the mean quantities 
When a fluid of low viscosity (high Reynolds number) moves in the 
vicinity of a solid body, it generally will not follow a steady pattern 
of streamlines. In fact, it is usually impossible to recognize a regular 
pattern of streamlines, when the Reynolds number of a flow exceeds a 
certain critical value. This type of motion is called turbulent. Except 
in very few circumstances, the wind near the ground is observed to be 
highly turbulent, especially in the neighborhood of ground obstacles, and 
in the daytime of a sunny day when the ground is effectively heated by the 
insolation and thereby producing strong buoyancy. 
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Following Reynolds, a turbulent flow may be assumed to consist of a 
relatively simple mean motion, on which is superimposed an extremely 
complicated secondary or eddy motion of a fluctuating but not obviously 
periodic character. Thus, we split each dependent variable into a mean-
flow part, denoted by an overbar, and a fluctuating part indicated by a 
prime : 
u = u + u' 
V = v + V* 
w = w + w' (4.27) 
0' = F + 8" 
7r' = TP" + ir" . 
Mathematically, the overbar represents a suitable averaging process over 
ensembles. The mean value of a fluctuating quantity is, by definition, 
zero, but the mean value of a square or a product of two fluctuating 
quantities are not necessarily zero. 
Inserting (4.27) into (4.22) through (4.26) and averaging, with the 
radiant flux terms omitted in the energy equation, we obtain the following 
equations for the mean quantities u, v, w, 8^, and iF; 
Sir, 
3t " 3x ^ 9y " az " " 3x 
0 
- e 
0 3x 
3u'u' 
9x 
3u'v' 
3y 
3u w' 
32 
+ V 3^u 3^û 3^û ^ + W  + T 
3x 3y 3z 
+ fv (4.28) 
3TT, 3v'u' 
— _ Q — 
0 3y 0 3y 3% 
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9v'v' 
9y 
3v'w' 
9z 
+ V 3^v 
3x^ d z ^  
- fu (4.29) 
9w — 3w — 3w , — 3w 
3t " aï + "37 "3Ï 
3w'u' 
3x 
3w'v' 
3y 
3w'w' 
3z 
+ V 
^2— ^2— «2— 
3 w . 3 w . 3 w 
ô + Ô" + —o 
3x 3y 3z 
(4.30) 
# + § + # =  »  (4.31) 
39"u' _ 36'V _ 39"w' 
3x 3y 3z 
+ 
o— 2— 2—' 
3 6' . 3 0' 9 0' 
+ —R-— + 3x 3y 3z 
(4.32) 
where the following two relations, written in tensorial form, have been 
employed : 
. '"i 
3x. I  1  3  
"J C • sir 
Here, (x^, x^, x^, u^, u^, u^) and (x, y, z, u, v, w) are used inter­
changeably. Also, the Einstein summation convention that there is a 
suimnation upon a recurring subscript is Implied. 
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This averaged set of equations for the mean quantities takes the same 
form as the original set of equations except for the appearance of some 
new terms gj^^u^u^j and j ' Customarily, Pgu^u^ are referred to as 
Reynolds stresses, and c^Ppuj0" the turbulent heat flux. Their existence 
indicates that the velocity and temperature fluctuations, like the molecu­
lar agitation, cause transport of momentum and heat across a surface in 
the fluid. In general, the turbulent momentum and heat fluxes outweigh 
the purely viscous fluxes, which usually may be neglected in turbulent 
flows. 
Although the Reynolds averaging process identifies the mechanism of 
turbulence, it does not immediately relieve the mathematical difficulties 
in that no analytical method has been obtained whereby these turbulent 
stresses can be expressed in terms of the mean quantities and their 
derivatives. The common practice is to infer, through observations, 
certain plausible semi-empirical relations between the turbulent stresses 
and the mean quantities. The purpose of relating turbulent stresses with, 
mean quantities is to reduce the number of unknowns to the number of equa^ 
tions and thereby closing the mathematical system. Therefore, the procedure 
of parameterizing the turbulent stresses by the mean quantities and their 
derivatives is often referred to as the 'closure problem'. 
Before we explore the closure problem, let us further simplify the 
governing equations: 
1. It is observed that under almost all atmospheric stability condi­
tions and as close to the ground as 5-10 cm, the molecular contri­
butions are two or more orders of magnitude smaller than the 
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turbulent contributions. Consequently, the molecular effects 
will be neglected while keeping their turbulent counterparts. 
The vertical momentum equation for the mean motion is assumed 
to be well-approximated by the hydrostatic equation. 
37r' 8^ 
9z ~ ®0q2 
The partial derivative of any quantity with respect to y is 
assumed to be zero except for the large-scale pressure TT^, 
which is independent of time, and is determined from the 
geostrophic-wind equations. 
• % 
This slab-symmetrical assumption essentially restricts the equa­
tions to two dimensions, (x, z), even though a v-equation is 
retained in the governing set. 
The geostrophic wind is assumed not to vary with height, i.e. 
the thermal wind is assumed to be zero. 
If the mean value of a product such as u'v' does not vanish but 
is, say positive, then it implies that positive values of u' are 
more likely to be found with positive values of v', which, in 
turn, suggests that there is a preferred direction when a gust 
(a sudden stronger-than-mean wind) or a lull (a short weaker-than-
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mean wind) appears, if x is made the direction of the mean wind. 
There is no reason to associate either a gust or a lull with the 
tendency of the wind to swing in a particular direction, and the 
most likely result is that u'v' = 0. By this argument, we 
assume that u'v', u'6" and v'0" are all vanishingly small, where 
a similarity between the transport of momentum and heat fluxes 
is assumed. 
Because a steady state is often maintained against the effect of 
surface friction by fast-moving air from above being brought 
nearer than surface, along with a simultaneous transfer of 
retarded air from below to above, there is good reason to assume 
that gusts (positive u'), will be highly related with descending 
currents (negative w'), and vice versa. Therefore u'w' will be 
significantly different from zero. Similarly, we will also 
retain v'w' and 0"w'. 
It is common practice in numerical atmospheric modeling that a 
certain device such as an explicit horizontal diffusion or a 
horizontal filter be employed to damp computational noise to 
preserve computational stability in the integration process. 
For simplicity, we decide to exploit the former in our model with 
a fixed horizontal diffusion coefficient for smoothing 
the computation of the horizontal velocity components and the 
potential temperature. The numerical value of the diffusion 
coefficient K™ is determined by numerical experiments as the 
X 
smallest one that is able to damp unwanted noise to give the 
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required computational stability. It was shown by Zienkiewicz 
and Heinrich (1978) that in using the Galerkin FEM to solve the 
1-D advection-diffusion equation 
dT „ d^T 
" d x  =  ^ 7 2  '  
dx 
if the grid Peclet number, = (uAx)/K, is greater than 2, the 
solution can exhibit significant and spurious "wiggles". There­
fore, we use (u^2pAx)/2 as a rough guide for choosing K^, where 
u^^p is a representative horizontal velocity at the mature stage 
of the sea breeze. This value, however, only serves as an 
estimate of K™. Numerical experiments will be run to determine 
the smallest possible values of K™ for simulations under differ­
ent synoptic winds hence different horizontal spacings. More 
discussion about this will be given in a later section. We 
emphasize that the Inclusion of the horizontal diffusion terms 
in the momentum and energy equations is only for stablizing the 
computational procedure. It has nothing to do with the turbulence 
parameterization of the stress terms u'v', u'9", etc. 
After application of the above simplifying assumptions, the mean 
quantities are now described by the following equations: 
3u , - 8u . - 9u 
aF + " 9Ï + ^  Si" 
= - 8 37r' 
0 9x 
w 
d z  9x K 
m 9u 
X 9x 
+ f(v - Vg) (4.33) 
9v , - 9v , - 9v 
9t + + 
9v'w' . 9 
K 
m 9v 
X 9x 
+ f(u - u) (4.34) 
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8TT' (4.35) 
9z 
9u . 9w 0 (4.36) 
+ w Ml d z  
99'V ^ ^ 
9z 9x X 9x 
(4.37) 
3. Closure problem 
As was indicated earlier, the introduction of the turbulent stresses 
does not relieve the mathematical difficulties, unless these stresses 
somehow are parameterized by the mean quantities and their derivatives to 
close the system. Based on the nature of the problem to be solved and 
practical computational considerations, an appropriate turbulence closure 
scheme can be chosen among a spectrum of methods. Roughly speaking, the 
more complicated a method is, the more physics it can describe, but also 
more computation is implied. 
A natural first step toward a turbulence parameterization is to 
express the vertical transfer of momentum, heat and any other entity by 
means of virtual coefficients, defined in much the same way as their 
molecular counterparts, yet with a much larger magnitude. According to 
Sutton (1977), these virtual coefficients are called exchange coefficients, 
first used by Wilhelm Schmidt, a pioneer worker in the field of atmospheric 
turbulence. The method of employing the concept of exchange coefficients 
is sometimes known as the K-method, in which the vertical Reynolds stresses 
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u'w', v'w' and 6"w' are respectively modeled as -K™ -1^ , -K™ and 
z dz z dz 
-K^ . In practice, there are two ways to obtain the exchange coeffi­
cients for atmospheric flow problems. In the first method, for a given 
vertical column of grid points, we make the exchange coefficient an 
analytic function of z, appropriately matched to known behavior at the 
top and bottom of the model. In the later case, the exchange coefficients 
are assumed to be proportional to locally determined gradients of wind-
shear, buoyancy and/or turbulent kinetic energy, etc. For instance, 
Orlanski, Ross and Polinske (1974), in their two-dimensional mesoscale 
model, assume an exchange coefficient proportional to the local vertical 
gradient of the potential temperature. Deardorff (1975) exploits an 
exchange coefficient proportional only to the local turbulent energy in a 
PBL model. Manton (1978a, b) also exploits an exchange coefficient pro­
portional to the eddy kinetic energy and a scale length of eddies. 
Although the use of a locally derived exchange coefficient may lead 
to a more reasonable result because of its broader physical grounds, the 
requirement of the much higher computational cost could be prohibitive. 
Thus, it is a trade-off between the computational cost and a probably 
better representation of the physics. 
A more sophisticated class of turbulence parameterization scheme 
completely does away with the concept of exchange coefficients. Instead, 
it employs prognostic or diagnostic equations for the turbulent fluxes, 
together with some higher-order closure assumptions to close the system 
of equations. To illustrate, let us consider the quantity u'w'. We first 
subtract the equations for the mean variables u and w from those for the 
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unaveraged variables u and w to obtain dynamic equations for u' and w', 
respectively. Then by multiplying the u'-equation by w' and the w'-
equation by u', adding the resultant equations together, and averaging, 
we obtain a dynamic equation for u'w'. However, this procedure gives rise 
to some new unknown third-order covariance terms such as (u'w'w') in 
OZ 
the new equation. Consequently, unless these third-order covariances are 
expressed as functions of the mean variables, their derivatives and the 
turbulence fluxes, the system is not closed. Certainly, we may continue 
the procedure further to obtain dynamic equations for covariances of 
even higher orders, but still, we need to make closure assumptions for 
covariances of one-order higher to complete the system. Thus, somewhere 
in this procedure, we must make closure assumptions to get out of the 
infinite loop. The basic idea of this kind of method is that the higher 
order we choose, the more degrees of freedom we have in representing the 
real world. Therefore, this category of methods would be most desirable 
to use, were it not for practical considerations. As can be readily seen, 
when the order becomes higher, so is the total number of time-dependent 
equations, which, in turn, means a rapid increase in the required compu­
tation time and storage space for solving the mathematical system. In 
practice, this largely hinders the exploitation of this kind of turbulence 
schemes. 
Donaldson (1973) and Deardorff (1974) have employed explicit dynamic 
equations for the turbulent stresses by making closure assumptions for 
higher-order covariances. Because of the unaffordably high computation 
requirements, their models are not operational, but, rather, are standards 
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for comparison with which validity of other simpler models are checked. 
4. O'Brien scheme of exchange-coefficient profile 
The present model employs a turbulence parameterization that is an 
exchange-coefficient profile proposed by O'Brien (1970). We choose it 
because of its relative simplicity; yet it provides a reasonable repre­
sentation of the turbulence for the daytime convective PEL. The imple­
mentation of this scheme in our code will give us valuable experience for 
the development of a refined turbulence scheme in the future. 
The basic idea of the O'Brien profile scheme is stated as follows: 
1. The exchange coefficient of momentum K™ is well represented as 
K™ (z) = ku.z/^ (4.38) 
z * m 
in the surface (constant-flux) layer, where k is the von Karman 
constant (0.35), u^ the friction velocity, and the nondimen-
sional wind shear (kz/u*)(9u/9z). 
2. The top of the surface layer is expressed as 
z^ =. 0.01(u*/f) , (4.39) 
f being the Coriolis parameter. 
3. The value of K™ at the gradient-wind level z^ (usually defined by 
an inversion layer) and above, is required to be orders of 
magnitude smaller than K™ within the convective PBL to separate 
the significant turbulent mixing from the 'free' atmosphere above. 
4. The general shape of is described by the semi-empirical argu­
ment that it gradually increases to reach its maximum somewhere 
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above the top of the surface layer, and decreases from there on 
to a negligibly small value at z^. 
5. With the foregoing descriptions of K^, it seems reasonable to 
employ a cubic Hermite polynomial fitting the values of slopes 
of K™ at the two heights and to represent the profile of 
K™ between z, and z,. 
z b 1 
If we make z 
3z 
g zero, and let Az = z^ - z^, the complete 
expression for the exchange coefficient profile becomes 
K»(z) . 
ku^z/4)^ ; 
K*(zi) + (z - z^)^/(Az)^-
0 < z < z. 
K:(:b) - + (: " "b) 
K 
+ 2 K:(:b) - /Az 
(4.40) 
Zb < 2 < 
z^ < z 
when z » z, and k ' " ( z ,) » K™(z.) , which are usually true in the atmo-
±  d  z d  z  1  
sphere, it is easy to obtain the maximum value of K™ to be 
K 
m 
zj = 0.148 
max 
+ =1 
m 
K 
z  
z % 
(4.41) 
appearing at a height of 0.333 z^. 
As for the vertical exchange coefficient of heat K^, a stability-
dependent functional relation is assumed for the ratio K^/K™ (Businger, 
Wyngaard, Izumi and Bradley, 1971). We will present the mathematical form 
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of this function after appropriate stability parameters have been intro­
duced. A schematic plot of the profiles of K™ and is shown in Figure 
Expressions for the friction velocity u^ and the dimensionless wind 
profile (j)^ are given by Businger (1973) as 
and 
where 
u. 
m 
z + - d 
(1 - 15;) ; < 0 
1 + 4.75 Ç > 0 
(4.42) 
(4.43) 
Ç = z/L (4.44) 
is the dimensionless height. 
L = 
k 8* 8 
(4.45) 
is the Obukhov length; 
k[0'(z^) - 0'(O)] 
f  2  +  =0 -  d 1  
0.74[)ln ^ Vzj 
(4.46) 
is the friction potential temperature; z^ is the surface roughness length; 
d is the ground elevation; and z^ is the height of the first node above 
the ground for each vertical column. 
The two diabatic correction functions and are given by Businger 
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PBL height or 
base of inversion i 
constant-flux 
layer b 
K 
Figure 6. Schematic representation of the O'Brien profile for the verti­
cal exchange coefficients for momentum and heat 
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(1973) as 
and 
2&n 
^1 + * 
m 
-4.75 
,[o 
+ &n 
1 + (|) -2  
m 
- 2 tan"^ I + 1.5708 Ç < 0 
(4.47) 
Ç > 0 
2&n 0.5 + 0.5(1 - 9Ç) >] 
-6.35; 
; < 0 
(4.48) 
; > 0 
By putting the above expressions together, we see that for each 
vertical column, i.e. for given values of z^, d, z^, u(z^), v(z^), 8'(z^), 
u^ and 0^ occur recursively, and need to be determined by iterative 
methods. Kemper, Long and Shaffer (1979) have discussed direct approxi­
mations to u^ and 0^, based on asymptotic and Fade approximations. Their 
formulae will be employed to provide initial guesses of u^,^ and 0^^. 
Convergence of the iterative process is defined when the relative errors 
for u* and 0^ are both less than 5%. Because Businger's formulae were 
obtained for up to moderately stable and unstable cases, we will limit 
the value of Ç to be no greater than 20 and no less than -20. Except for 
extremely stable and unstable cases, the calculated values of nondimen-
sional height, Ç, should fall in the limit we set up. For the two extrema 
of atmospheric stability, such as the free convection and the nighttime 
stable layer, the applicability of Businger's formulas become uncertain. 
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and some other more flexible trubulence parameterization must be employed. 
The procedure for establishing the initial guesses of u^ and 6^ is 
now described as follows (Kemper, Long and Shaffer, 1979): 
1. The bulk Richardson number is calculated from 
R = g z A6/ 0.74 0 Au 
where A0 = 0' - 0' , 0 = the mean potential temperature at z., 
h ^0 
and Au = _2 .  -2  u + V 
^1 ^1 
1/2 
2. If R < 0, do the following to find u^ and 0^: 
a. Çq = R &n 
b. c. 1 - 8.126Çq + 3.843ÇQ 1 - 5.125Çq + 0.698ÇQ 
c. Ç = R &n 
d. 
Ct 
1 - 414.01; + 1643.iç' 
-2.69; + 1.69 
1 - 409.51Ç + 65.587Ç 
if ç > -1; 
if ç < -1 
e. 
m 
1^1 - 279.34; + 862.09; 1/ 
-0.338; + 2.64(-;)l/2 
1 - 275.59; + 110.89; 
if Ç > -1; 
if ; < -1 
f. u^ = kAu/&n 
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g. 9^ = kA6/iln ZI/CtZQ 
3. If R > 0, find and 6^ by; 
a. Ç = (10R)1'25 
b. (4.47) and (4.48) are used to find and for the stable 
stratification 
c. (4.42) and (4.46) are used to obtain u^ and 0^^. 
After the initial guesses of u^ and 0^ have been obtained, they are used 
to calculate the Obukhov length by (4.45), the nondimensional height by 
(4.44), the diabatic correction factors by (4.47) and (4.48), and then 
u^ and 0^ by (4.42) and (4.46). This procedure is repeated until the 
convergence criterion is met. 
After we have introduced the stability parameters, we now give the 
mathematical form of the functional dependence of the ratio (the 
reciprocal of the Pandtl number) on the nondimensional height Ç(=z/L): 
k /^K" . 
z  z  
1.35(1 - 9S)l/2/(i _ i5;)l/4 if Ç < 0 , 
(1 + 4.7ç)/(0.74 + 4.75) if ç > 0 . 
A plot of this function relation is given in Figure 7. 
The only remaining parameter to be specified for the profiles of 
K™ and is the PEL height that is characterized by a temperature inver­
sion base. The growth rate of this quantity is given by the formula pro­
posed by Deardorff (1974), based on numerical results from his highly 
sophisticated PBL model and laboratory studies: 
4 • • 
4 2 3 1 0 -1 2 4 -3 -5 
Non-dimensional height Ç(=z/L) 
Figure 7. A plot of the inverse Prandtl number K^/Kg as a function of the non-dimensional height 
Ç. Ç > 0 is for the stable PEL, and Ç < 0 the unstable PEL. The neutral value of the 
ratio at Ç = 0 is 1.35 
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!!i 
3t 
dz ,  1.8 
= - u 
3x •*" 
+ l.lu^ - 3.3u^fz 
IT inr + *"! + 7-2"' 
S 
j 
(4.49) 
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where is the mean vertical velocity at the inversion base z^, 
is the vertical gradient of the potential temperature right above the 
inversion, 8^ is the surface potential temperature, and is the diabatic 
turbulent scale of vertical velocity given as 
. 1/3 
= 
- f-
s 
8* < 0 
8* ^  0 
(4.50) 
It is noteworthy that in the limit of steady, neutral and horizontally 
homogeneous atmosphere, (4.49) reduces to 
=1 = F u*/f (4.51) 
with F = 0.33, which is of the same form as expressions used by others for 
a steady, neutral and horizontally homogeneous PBL. For instance, Monin 
(1970) found the value of F to be 0.4; Blackadar and Tennekes (1968) gave 
a value of 0.25 to this proportional constant; and Clarke (1970) used a 
value of 0.3. The key notion here is that (4.51) is only a crude estimate 
for the steady, neutral and horizontally homogeneous PBL, and should not 
be used for other conditions. 
Strictly speaking, equation (4.49) is specifically designed for a 
horizontally homogeneous unstable PBL. Therefore, when it is applied to 
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a sea breeze study, some constraints must be set up: 
1. At the beginning of the integration, the PBL height over land 
and water is assumed to be uniform. The initial value of this 
height is determined from synoptic observations such as an early 
morning inversion evidenced by a pibal or acoustic sounding. 
2. The PBL height over the water is assumed to stay steady for the 
entire lifetime of the sea breeze. 
3. An approximate horizontal location of the sea breeze front is 
dynamically determined from the position of the windshift line 
along the lowest tier of nodes above the ground, or by the 
horizontal location of the maximum draft. Equation (4.49) is 
then employed to govern the growth of the height of the PBL to 
the inland side of the front. The PBL height between the shore 
and the front is obtained by a fitting parabola that matches the 
values of the PBL height at the front and at the shore, and 
whose slope at the front is zero. 
The assumptions we make here are based on the sea-breeze observation 
analyzed by Lyons and Olsson (1973), who concluded, "The capping inversion 
is not completely eroded away until just a few kilometers before the con­
vergence zone is reached. Though thermals originate from the heated 
ground layer, they probably do not penetrate into the return flow region 
except near the front." 
In the model. Equation (4.49) is solved by an upstream finite-
difference scheme. Because of the numerical diffusive property of the 
scheme, the computed PBL height is expected to be relatively free of high-
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frequency oscillations. This is desirable because, otherwise, high-
frequency oscillations would be introduced into the computation of the 
exchange coefficients and indirectly influence the computation of the 
velocity and the temperature fields. 
Some remarks about the applicability of the Deardorff-O'Brien turbu­
lence parameterization scheme to the late afternoon hours are given below: 
1. It has been shown by Wyngaard (1973) that the characteristic 
response time of the turbulence for changing boundary conditions 
is fairly small compared to the time scales of the changing sur­
face heat flux and the convective PBL height during the day 
except near sunrise and sunset. Thus, there is little difficulty 
in employing a turbulence scheme together with a changing 
boundary condition for the surface heating. However, near sun­
set the time scales of the changing surface heat flux signifi­
cantly decrease and may no longer be large compared with the 
characteristic response time of the turbulence for changing 
boundary conditions. Consequently, the assumption of the 
stationarity for the turbulence becomes questionable in the late 
afternoon when the surface temperature has decreased from its 
peak, and the ground cools rapidly due to radiative loss of heat. 
2. During the period near sunset, the PBL loses its convective day­
time characteristics at the gradient-wind level, and a stable 
nighttime PBL begins to form near the surface because of radi­
ative cooling. Thus, the convective PBL loses its role as an 
important turbulence parameter when the surface temperature drops 
rapidly near sunset. 
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3. In the presence of a large-scale wind, the applicability of the 
Deardorff-O'Brien turbulence scheme is especially suspicious. 
The reason is as follows : The large-scale wind enters the model 
as a boundary condition at the top of the domain. Its influence 
can reach the low levels via a downward turbulent transfer of 
momentum, which crucially depends upon the exchange-coefficient 
profile in the current model. Near sunset, when the exchange-
coefficient profile obtained from the convective PBL height 
becomes less relevant, erroneous low-level winds are expected to 
result from the downward transfer of momentum of the large-scale 
wind at the top. This will significantly influence the movement 
of the sea-breeze front near the surface during the decaying 
stage of the sea-breeze circulation in the late afternoon. 
It becomes clear from the above discussions that if the simulation 
of the sea breeze at its dissipating stage near and after sunset is of 
primary interest, a turbulence scheme that takes into account the rapid 
transition from an unstable to a stable atmosphere and the structure of 
the stable nighttime PBL needs to be employed. In this regard, a 
parameterization such as the turbulence kinetic energy scheme may be of 
practical use. Also, with these considerations, the model will only be 
integrated to 10 hours after the initiation of the surface heating. 
B. Finite-Element Description 
1. Weighted-residual approximation of the governing equations 
In order to obtain the approximate governing equations by the 
weighted-residual approach, we first introduce the following expansion 
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approximations : 
9 
q(t,x,z) S q(t,x,z) = l  q.(c) V\(x,z) (4.52) 
i=l 
_ 4 . 
u'(t,x,z) = Tf'(t,x,z) = ^ m'(t) (J) (x,z) (4.53) 
i=l 
where q represents any of the four dependent variables u, v, w, and 9'; 
Y's represent the nine-node biquadratic shape functions; and (j)'s are the 
shape functions for the pressure, either nine-node biquadratic or four-
node bilinear functions. 
The choice of different-order shape functions was first brought up 
by Hood and Taylor (1974). They found difficulty in the pressure solution 
when the same shape functions were used to represent velocity and pressure 
in their numerical experiment of solving the Navier-Stokes equations. A 
better result was obtained when they tried a mixed interpolation such that 
the shape functions for pressure were an order lower than those for 
velocity. They then suggested that in setting up the shape functions for 
the solution of the Navier-Stokes equations, two criteria need to be 
satisfied: 
1. The maximum order of error associated with the residual of each 
variable must be equal. 
2. The residuals arising from each equation must be weighted accord­
ing to the maximum error occurring in each equation. 
An inspection of the Navier-Stokes equations reveals that there exist 
second-order derivatives of velocity but only first-order derivatives of 
pressure, which suggests that the shape functions for velocity need to be 
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an order higher than those for pressure. 
A later study by Sani, Gresho, Lee and Griffiths (1980) gave a more 
detailed discussion of this mixed-interpolation problem. It summarizes 
that spurious pressure modes can come from a redundancy of the constraint 
continuity equation arising from improperly imposed normal velocity 
boundary conditions. This redundancy then causes the algebraic system to 
be overspecified and consequently, gives rise to spurious pressure modes. 
Furthermore, if the imposed boundary conditions are such that strong 
violation of the continuity equation is implied, then the problem is ill-
posed and the algebraic system will be inconsistent, and no solution is 
possible. 
In the case of a hydrostatic model, the pressure field is no longer 
implicitly determined from the incompressible constraint (continuity 
equation). Rather, the pressure is now determined from the integration 
of the buoyancy force in the z-direction. Therefore, it is no longer 
necessary that the shape functions for pressure be an order less than 
those for velocity and temperature. 
Although we still supply the four-node bilinear shape functions in 
the element library, we prefer the use of the nine-node biquadratic shape 
functions for all the dependent variables in our hydrostatic code for 
accuracy considerations. In the following equation derivations, however, 
we still distinguish between the two sets of shape functions (j) and Y for 
generality. 
Two specific weighted-residual methods, the Galerkin and the least-
squares methods, are exploited to obtain a set of three ordinary differen­
tial equations and two algebraic equations to replace the original set of 
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five governing equations. The Galerkin method is applied to the three 
prognostic equations (4.33), (4.34) and (4.37), and the least-squares 
method to the two diagnostic equations (4.35) and (4.36). In the former 
method, errors are made orthogonal to the shape functions 4' , and in the 
latter method, errors of w and ir' are respectively orothogonallzed to 
and . The reason for handling the continuity and the hydrostatic 
3z 9z 
equations differently is to achieve symmetrical, positive-definite element 
matrices,"which is more desirable computationally. 
Because the advective terms are nonlinear, they need special treat­
ment. If we directly expand the advective velocities in nodal values and 
shape functions, we will end up with nonlinear algebraic equations that 
are more difficult to solve. To linearize the advection terms, we shall 
assume that the advective velocities are known from the previous iteration 
or time step, so that at any time, they are known quantities. 
Now, by substituting (4.52) and (4.53) into (4.33) through (4.37), 
multiplication by appropriate shape functions as weights, and integration 
over an element domain, we obtain the following element equations; 
9 
I 
1=1 
dt Y.Y. dA + u, 1 ] 1 ft 
3Y. 
Û m.  ~  + w m j OK 
9T. 9y. 
X , m 1 .1 . 
j 9z X 3x 8x z 9z 9z 
3Y, 3Y. 
m i l  
dA -
f /\ 
v\Y. f T.dA 
11 j = '"f: - âi'oK J 
^*k 
3x 
30 ] 
d£ (j = 1, 2, , 9) (4.54) 
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9 
I  
1=1 dt a 
TjVjdA + V, Q 
9T, aw. 
u W j 8x + w Y j 9z + K 
.m 
aw 
X 
1 
3x 
5 
9x 
+ K 
aw. 
.m 1 aWj 
z Bz az 
dA -
0 
u.W.f W.dA 
1 i J 
+ L - JiW 1 w. 
34). 
Q 
k 
ax 
dA 
an. 
"j K-^n +K°'|ï.n X ax X z 9z z d& (j = 1, 2, . . 9) (4.55) 
4 . 
1-1 
3*4 
9z 9z 
dA 'li g 0 ill. 9({)j 9z W ^ d A  (j = 1, 2, 3, 4) (4.56) 
1^ 1 aw^ aw. az az dA awj^ aw^ az 9x dA (j = 1, 2, . . ., 9) (4.57) 
1=1 
d e l  
dt 
0 
W^WjdA + 0^ 
aw. _ aw. 
^ ax ^ * Ti az ^ ^x ax ax ' '^^z az az 
,  aw. 9w. ,  aw, aw. 
•> 1 1 + 
dA 
- I J a n  r w. ~ n + n X 9x X z 9z z dA (j = 1, 2, . . ., 9) (4.58) 
Here, use has been made of Integration by parts to the diffusion terms 
(see Zlenklewlcz, 1977). ^ represents an element domain, and 0 and ^ 
e ej_ eg 
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are, respectively, those portions of the boundary of an element on which 
normal derivatives of velocity and potential temperature are defined. 
Notice that the reference potential temperature 9^ is chosen to be con­
stant in space. When this is not the case, either a mean value of 0^ 
should be used as an approximation, or, more precisely, 0^ should be 
expanded by the nodal values and shape functions to account for its 
spatial dependence. Also noteworthy is that in the integrand of the line 
integrals, n^, n^ and n^ . . . etc. , are not expanded in shape 
functions. This is because when derivative boundaries are employed, 
normal derivatives of variables are prescribed along the boundary, not 
nodal values of variables. 
These five governing equations are solved in an iterative manner in 
that for each iteration only one equation in one variable is solved. The 
other four variables are assumed known and take on their most-updated 
values. Convergence is defined when the relative errors are less than 
the specified error bounds. Thus, for each time step we iterate over the 
/V A A /S A 
five dependent variables u, v, w, 0' and IT'. The vertical exchange 
coefficients K™ and are calculated from the profiles of velocity and 
potential temperature of the previous time step. 
Obviously, we also could obtain the solution to the global algebraic 
equations simultaneously. However, the computer-storage requirement would 
then be considerably larger for a practical sea-breeze study. By solving 
one dependent variable at a time and looping over all five dependent 
variables, the required storage will be relieved to about 20% if the same 
shape functions are used for all five dependent variables. Moreover, 
since the global stiffness matrices for w and TT' are symmetric and 
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positive-definite, a symmetric Gauss-elimination solver can be utilized to 
increase the computational efficiency of the code. 
Because of the iterative solution process employed, it would seem 
more convenient to rewrite equations (4.54) and (4.55) so that each equa­
tion only contains terms pertaining to its own unknown variable on the 
left-hand side. The remaining terms are all cast to the right-hand side 
as known quantities. Thus 
9 
I  
i=l 
du 
"dt 
dA + 
ÇI 
u Y 
9Y. 9Y_, 3Y, 9Y. 9Y, 9Y. 
j-âr+ * dA 
= y ff v.Y.f Y.dA + 
1=1 JJo 1 1 J 9ft X 9x X 2 9z z 
d& — 
4 
I 
1=1 
ft 
3*1, 
ft 
f V WjdA g j (4.59) 
9 
I 
1=1 dt ft 
Y^YjdA + 
9Y. 9Y. 9Y. 9Y, 9Y, 9Y. 
dA 
1=1 ft 
u.Y.f YjdA + i i j Y. 9ft 
K-I^n + 
X 9x X 
dl  
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-1 y ^ - - II f u W.dA g ] (4.60) 
The set of five approximate governing equations can now be cast into 
a more compact form with the introduction of the following matrix nota­
tions : 
(u) 
(v) 
t (!') 
(W)' 
t (n') 
K v„ 
Wi Wg 
1 2 3 4 
®9 
w. 
(u)*" = {(Û: G)^ (w)t 
a = 
X = 
Û, V, or 
IT' or w . 
Using the above notations we can write equations (4.58), (4.59) and 
(4.60) as 
M g + ç (U) 1+ k S = F , (4.61) 
and equations (4.56), (4.57) as 
AX = B , 
where 
"ji- H'^dA ; Cji = Y. 
f_  3Y _  9^1  
dA ; 
(4 .62)  
90 
aw. 9Y. 3Y, BY. 
X 9x 3x z 3z 9z dA if ^  or V 
•9 Y  9 Y  3 Y  9 Y .  
(K): IkT IRT + K, IST dA I f  1 = 0 '  ;  
f Y. [K"* 1^ n + K' 
J e n  3  1  * 9 %  X  
,m 9u 
TT- n 
z 3z z 
dZ + I ff V Y fY dA 
1=1 JJn ^ 
4 f r 
- J, Vi Ibir - J 0 
f V Y. dA 
g J 
if i = Û , 
'  Y . K ^ ^ I ^ n  + K ™ | H n  
3 X 9x X z 9z z 
4 A r 
- il "o"^ ii 
Hi. 
9 
dZ + f 
1=1 ' 
IL '  Vj 
u^Y^f Yj dA 
dA 
90 
+ K ^ f . n  X 9x X z 9z z 
dA 
if 1 = V , 
if i = 0' ; 
9Y^ 9Y, 
9z 9z 
9<!>i 9<l>j 
9z 9z 
dA 
dA 
if X = w , 
if X = IT' ; 
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9 
Q 
ay. 3w, 
dA 
il e) ' % 
9c!) 
-âf Vk dA 
if X = w , 
if X = 7r '  ;  
and ft = A 
dt 
2. Numerical integration for determining the element matrices 
a. Coordinate transformation and isoparametric elements Following 
the discussion of the previous section, we see that partial derivatives 
of the shape functions Y and cj) with respect to the global coordinates 
X and z appear in some integrals for evaluating the element matrices. 
Because all the shape functions are expressed in the local coordinates 
Ç and n, we need to find expressions for and In terms of Ç and n. 
First of all, let us define the Jacoblan matrix (J) for the coordi­
nate transformation from (x,z) to (Ç,ri) by 
9Y. 
9x 9z 
3Y. 1 i 
9Ç W 9Ç 9x 
9Y^ 
9x 9z 9Tj^  
9n 9n 9n 9z 
< 
= (J) 
3Y. 
9x 
Tz" 
(4.63) 
If the global coordinates x and z of an element are expanded in a set of 
shape functions R^, R^, i.e. 
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f  
X Xi Xg 
%! Zg . . . 
R-, 
3x 9 z 
then, for instance, we may write and as 
and 
9x 
3Ç 
If 
9n 
5-.-
2 ^  
5... 
SR. 
"ân" ^ 2 
• • 4" 5, 9n * 
Because all R't: are given in Ç and n, their derivatives with respect to 
Ç and n can be readily obtained. For example, if R^, Rg, • • •» Rg 
represent the nine-node biquadratic shape functions, the Jacobian matrix 
then becomes 
x„ 2 
(J) = 
r 9R^ 9R2 9R3 9^ 9R3 3^6 9Ry 
^^8 9R9 
H 9Ç H 9Ç 9Ç 9Ç 9Ç 9Ç 9Ç 
3R^ 9Rg 9R3 3R^ 9Rg 9^ 6 9R7 9R8 9Rg 
I 9n 9n 9n 9n 9ri 9n 9n 9n an . 
X, 
X, 
x„ 
X. 
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o.25n(n - 1)(25 - ,1.) 1 0.25n(n - 1)(2Ç + 1) o.25n(n + i)(2Ç + 1) 1 
•f 1-
0.25S(S - l)(2ri - 1) 1 o.25E(G + i)(2n - 1) 1 0.25Ç(Ç + I)(2n + 1) 1 
o.25n(n + i)(2Ç - 1) I -n(n - i)ç | 0.5(1 - n )(2Ç + i) 
4- 1 1 
0.25C(G - i)(2n + 1) I 0.5(1 - r)(2n - 1) -S(G + i)n 
-n(n + i)C I 0.5(1 - n )(2Ç - i) 
0.5(1 - g )(2n + 1) -G(S - i)n 
-2S(i - n^) 
-2n(i - r) 
x -
X, 
x ,  
x -
X, 
x ,  
The shape functions used to relate the global and the local coordi­
nates in an element are not necessarily the same as the shape functions 
used to describe values of the dependent variables within the element. 
In case the two sets of shape functions are identical, the element is 
referred to as being isoparametric. When the number of nodes used to 
define the coordinate transformation (the element shape) is greater (less) 
than the number of nodes employed to define the interpolation of the 
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dependent variables, the element is said to be superparametric (subpara-
metric). The concept that the coordinate transformation does not have to 
be of the same order as the parameter interpolation is of practical 
Importance in that it enables us to describe the element geometry inde­
pendent of the parameter interpolation. It is this fact that makes 
feasible the aforementioned mixed-type interpolation, because when two 
different sets of shape functions are employed to interpolate different 
dependent variables, there remains no chance for elements to be completely 
isoparametric any more. In our current model, variables u, v, 6' and w 
are interpolated using nine-node biquadratic shape functions, TT', on the 
other hand, can be interpolated by the four-node bilinear element, or the 
nine-node quadratic element and the coordinate transformation is described 
by the nine-node biquadratic elements to (eventually) allow better 
representation of curved element boundaries. 
b. Numerical Integration by Gaussian quadrature To obtain element 
equations, we need to evaluate surface Integrals of shape functions and 
their derivatives. By performing a change of variables, all those 
Integrals can be cast into the following general type 
The four entries of the Jacoblan matrix (J) have been given in the pre­
vious discussions, so the determinant of (J) can be easily obtained as a 
function of Ç and r). This function can then be absorbed into f(Ç,ri) to 
form a new function g(Ç,ri) in the above equation. Thus, the most general 
type can be written as 
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1 
-1 
1 
g(ç,n) dÇ dn 
-1 
In practice, this type of integral is evaluated by numerical means because 
no general closed form can be obtained for an arbitrary function g(Ç,ri)» 
The numerical integration technique that is most often employed in 
the FEM is the Gauss-Legendre quadrature because it requires less sampling 
points than other frequently used methods to get the same or comparable 
accuracy. The basic idea of this method is to suitably locate the sam­
pling points (called Gauss points hereafter) such as to achieve 'best' 
accuracy. Values of the integrand g(Ç,ri) evaluated at the Gauss points 
are then multiplied by the corresponding weights allocated to the Gauss 
points to form a sum that approximates the value of the integral, i.e. 
fl rl n n 
g(ç,n) dç dn = I I W W g(5 ,n.) , 
J-1J-1 1=1 j=l ^ ^  ^ J 
where w^ and w^ are the weights for Gauss points i and j, assuming n x n 
Gauss points are used. These weights are zeros of the Legendre poly­
nomials so that for a single-variable integral, n Gauss points are 
necessary to yield an exact integration for a polynomial of degree 2n - 1. 
Based on this, we may infer that it takes 2x2 Gauss points to exactly 
integrate the integral //q ({>.({),dfî where <j)'s are the four-node bilinear 
"g 1 J e 
shape functions. Similarly, at least 3x3 Gauss points are necessary 
to make the same integration exact if (|)'s are the biquadratic shape 
functions. Locations and weights for the Gauss-Legendre quadrature to 
order 4 are given in Table 1. 
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Table 1. Weights and locations of Gauss quadrature 
Order Locat ions Weights 
1 Hj = ± 0.57735027 w.,  w. = 1.0 1 J 
2 
Ci» Hj = 0 ,  
± 0.77459677 
W j  = 5 / 9  
8/9 
3 
5^, nj = ± 0.86113631 
± 0.33998104 
w^, Wj = 0.34785485 
0.65214515 
4 
5^. ry = 0 ,  
± 0.53846931 
i- 0.90617985 
w^, Wj = 0.56888889 
0.47862867 
0.23692689 
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3. Modified Crank-Nicholson time-differing scheme 
After we have constructed the approximate weighted-residual governing 
equations, we need to employ an appropriate FDM to convert the ordinary 
differential equations in time to algebraic equations. The ordinary 
Crank-Nicholson method, or the trapezoidal rule, when applied to the 
matrix equation (4.61), requires 
s 4 , n+1 /\n q - ^  +  c | y ]:i+l/2j^ +l/2 + K ^ n+1/2  ^ pn+1/2 (4.64) 
where 
n+1/2 
_ 1 
~ 2 
n+1 
and the superscripts represent time levels. 
It is apparent that direct application of the Crank-Nicholson method 
will yield an implicit algebraic matrix equation that has to be solved 
using an iterative solution technique, which is undesirable. To overcome 
this difficulty, we introduce the 'modified Crank-Nicholson method', 
which when applied to equation (4.61) yields 
/^ n+l 
q - q + C unl^n+1/2 + ^  An+1/2 ^ ^n (4.65) 
This equation can be rewritten as 
U + K 
^n+1/2 (4.66) 
and used to solve for After has been obtained, we then 
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calculate from 
= 2q"*l/2 _ _ (4.67) 
Similarly, we solve equation (4.62) by first using the most updated 
^nH-1/2 ^,n+l/2 calculate the right-hand side vector Then, we 
find by solving 
^^n+1/2 ^ 3^+1/2 _ (4.68) 
Finally, we calculate from 
- x" (4.69) 
Notice that although we only have diagnostic equations for w and ïï', 
is, nevertheless, dependent on x". 
The ordinary Crank-Nicholson time-differencing scheme is absolutely 
stable. However, since we have massaged this method, the stability con­
dition becomes unclear. In practice, the best way to check the numerical 
stability is to compare results obtained using different time intervals 
of integration. 
4. Profile Gauss-elimination solver 
As we mentioned before, in dealing with fluid-flow problems by numer­
ical means, we almost always end up with the solution of a more or less 
sparse matrix equation. In doing finite-element analysis, the sparseness 
of the global stiffness matrix crucially depends on how the global nodal 
numbers are assigned. Generally speaking, if the global nodes are 
sequentially numbered going across the shortest dimension of the domain, 
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then the nonzero entries of the global stiffness matrix are closely 
packed near the diagonal of the matrix (Segerlind, 1976). In linear-
algebra terminology, the band-width of the matrix is minimized in such a 
numbering scheme. 
Nevertheless, it is not uncommon in finite-element analysis that 
there still exists a large number of zero entries within the band of the 
global stiffness matrix. To take full advantage of the Inband sparseness 
of the matrix, an economical version of the Gauss-elimination solver known 
as the profile solver is implemented in the code of the sea-breeze model. 
The working principles for establishing the profile of the global stiff­
ness matrix are discussed below: 
1. A two-dimensional identification array ID is first established 
according to the boundary-condition types. The first subscript 
of array ID refers to which dependent variable is concerned, 
i.e. the nodal degrees of freedom, and the second subscript 
indicates the global nodal numbers. If a nodal variable Is 
prescribed by an essential boundary condition, a nonzero value 
is assigned to the corresponding entry of ID. Otherwise, if the 
nodal value of a variable is to be determined, a value of zero 
is assigned to ID. 
2, The equation number of a fixed dependent variable at a given node 
is determined by sequentially going through all the global nodes. 
If the corresponding ID value is nonzero at a given node, change 
ID to zero for that specific node to represent a prescribed 
boundary condition, or else, equation numbers are sequentially 
assigned to all the nodes with nodal values to be computed. 
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After this procedure, both the positions of zero and nonzero 
entries of the global stiffness matrix and the total number of 
equations of each dependent variable are known. 
3. From the resultant array ID we are able to obtain the height of 
each column of the upper triangular part as well as the length of 
each row of the lower triangular part of the matrix. Because of 
its symmetry about the diagonal, we only have to deal with the 
upper triangular part exclusive of the diagonal terms of the 
matrix. 
4. The diagonal pointers for the profile are then computed from 
these column heights of the upper triangular matrix and thus 
complete the procedure for establishing the profile. 
To help visualize the above procedure, we give a simple example here. 
Consider a discretized domain as shown in Figure 8a. Suppose there is 
only one variable defined for each node. The unknowns x^ through Xg 
defined at global nodes 4 through 12 are depicted in Figure 8b. Essential 
boundary conditions are applied to the upper and lower boundaries, such 
that nodal values at nodes 1, 2, 3 and 13, 14, 15 are prescribed. For 
this simple example we can obtain the following information by following 
the above procedure; 
The total number of equations = 9 
The maximum length of the profile = 36 
The nodal equation numbers are: 
Nodal No. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
Eq. No. 0 0 0 1 2 3 4 5 6 7 8 9 0 0 0 
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13 14 15 
10 
- Il- 12 
-5-
(I) 
Figure 8a. The global nodal numbers for the example on p. 100. Roman 
numerals in parentheses represent element numbers 
X, 
(5 
.X, 
I) 
( ]  ) 
Xx 
Figure 8b. The sequential unknown numbers of the variable x. The other 
six nodes take on prescribed boundary values 
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The locations of the diagonal terms are 
1, 3, 6, 10, 15, 21, 25, 30, 36. 
Putting these pieces of information together, we expect the system of 
equations to take the following form: 
4 \ 4 \l 46 • 0 0 0 
A3 Ag ^8 ^2 4? ; 0 0 0 
^3 48 • 0 0 0 
4o ^4 49 42 46 4i 
45 4o 43 4? 42 
symmetric 4i 44 
45 
48 
49 
A33 
44 
4o 45 
46 
^1 ^1 
X2 ^2 
^3 "=3 
^4 "=4 
^5 
= 
<^5 
*6 "=6 
X7 "=7 
*8 ^8 
^"9 . 
Indeed, because only x^, x^, and Xg are common to both elements I 
and II, only those three equations corresponding to nodal numbers 7, 8 
and 9 have all nine nonvanishing coefficients. Also, because nodal num­
bers 4, 5 and 6 only appear in element I and nodes 10, 11 and 12 only 
show up in element II, there are nine vanishing entries in each of the 
upper and the lower triangular matrices. When there are more elements 
involved, it becomes extremely difficult to directly write down, the 
profile of the stiffness matrix and the automation of the procedure for 
establishing the profile must be employed. 
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C. Basic Structure of the Code 
The basic structure of the code is illustrated in Figure 9 to give 
an overall picture of the model. One of the most distinguishing features 
shown in this figure is the existence of the multi-fold EO-loops, which 
implies that a general code optimization inside and especially near the 
core of the nested loops would be fruitful in economizing the run-time 
of the model. 
Another possible code optimization is related to the vector proces­
sing of some newer computers. If the vector processing of arrays is 
available on the computer used, a recoding of the model within the nested 
DO-loops to utilize this feature is definitely advantageous because, in 
general, the vector processing is much faster than the usual scalar 
processing; and the efficiency of the vector processing increases con­
siderably as the array dimensions become large. For an introductive 
discussion of the vector processing, see Johnson (1975). 
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. Read input data such as the boundary and the initial values, the 
mesh, the Gaussian-quadrature weights and locations; and create 
the peripheral quantities such as the bookkeeping arrays, the 
Jacobian of the coordinate transformation, . . . 
. Read the order of solution of the dependent variables for the 
iterative procedure. 
—. Loop for advancing in time. 
. Use the most-recent velocity and potential temperature to calcu­
late the turbulence parameters u^, 0^ and the inversion height, 
thereby constructing the profiles of the vertical exchange 
coefficients and K 
z z 
Loop controlling the iterations toward convergence. 
Loop over the dependent variables u, v, w, 0' and ir' according to 
the designated solution order. 
—. Loop over elements. 
—. Loop over all the nodes of an element. 
p. Loop over the Gauss integration points to evaluate integrals. 
JL. Compute the nodal contributions to the element stiffness matrix 
and the right-hand-side vector. Also, assign the time-dependent 
surface heating to the involved boundary nodes. 
—. Add the element equations together to form the global matrix 
equation. 
—. Establish the profile of the global stiffness matrix, and solve 
the matrix equation for the dependent variable in process. Also, 
compute the relative error between the current and the past iter­
ations for the dependent variable in process. 
—. If the relative errors for all the designated variables fall 
below the prescribed limits, get out of the iteration loop. If 
the total number of iterations exceeds the limit, signify and end 
the computation. 
—. Print output for selected time-steps. 
Figure 9. An illustration of the basic structure of the code 
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V. PRELIMINARY STUDIES 
During the course of model development, two preliminary studies were 
done to corroborate the validity of the model performance. The first one 
is the replication of the classical Ekman spiral with a constant exchange 
coefficient. The model solution of the Ekman layer is compared with the 
analytic solution to evaluate the performance of the code. The other is 
the simulation of the wind profile for a 1-D, steady-state PEL under 
neutral stability, using the O'Brien turbulence scheme of the exchange-
coefficient profile. No analytical solution can be found for this problem, 
however, the general behavior of such a wind profile has been studied by 
other researchers such as Blackadar (1962), Shir (1973) and Wjmgaard et al. 
(1974), and can be used for comparison, 
A. Classical Ekman Spiral 
Many decades ago, when Ekman (1905) studied the vertical profile of 
the wind-driven current in sea, he ended up with obtaining a solution of 
the following governing equations: 
f  A ,  
f v  -  f v  +  k  — ^  = 0  ( 5 . 1 )  
® dz"^ 
, 2  
-fu + fu + k —J = 0 (5.2) 
[ s 
where u^ and v^ are the geostrophic wind components, f is the constant 
Corlolls parameter, and k is the constant exchange coefficient. By intro­
ducing the variables u and v defined as 
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u = u - u. 
V = V - , 
g 
we may rewrite (5.1) and (5.2) in u and v as 
d h  fv + k —X = 0 
dz 
-fu + = 0 
dz 
(5.3) 
(5.4) 
Eliminate v from (5.3) and (5.4); 
d u + 
dz 4 k 
= 0 (5.5) 
This is a fourth-order homogeneous differential equation, and the solution 
is of the form 
°1^ °3^ 
u = CqB + c^e + c^e + c^e , (5.6) 
where 
= /fTk COS + 1 2si+Ji , n = 0, 1, 2, 3. 
The two boundary conditions for u are 
u = 0 as z ->• 00 , 
u = - u  a t  z  =  0  
(5.7) 
(5.8) 
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By plugging (5.7) and (5.8) into (5.6), we get 
=0 " =3 - 0 ' 
=1 + =2 = - "g 
(5.9) 
(5.10) 
By (5.3) and (5.6) we have 
k dh . 
—1 + i 
/2k/f 
^ 2 ^  
-1 - i 
y/Wfi 
(5.11) 
The two boundary conditions for v are 
V = 0 at z 0» , 
v  =  - v  a t z  =  0 .  
g 
(5.12) 
(5.13) 
(5.12) is automatically satisfied by (5.11), and (5.13) gives 
- v_ - - cj 
Solving for (5.10) and (5.14) we get 
"1 " "g + 1 's) 
. '=2 - î(- "g - 1 'g) 
(5.14) 
Therefore, the solution for u and v is obtained to be 
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u = 
V = 
- u + i V 
I  g  ë )  
I- "s + ' "sj 
-1 + 1 
-1 + 1 
+ i 
+ 1  
- u - 1 V e 
8 g 
- 1 - 1  
/2k7f 
- U - 1 V. g 
- 1 - 1  
^ysk/f 
(5.15) 
(5.16) 
Substituting (5.15), (5.16) into the definitions of ù and v and rearrang­
ing terms, we get expressions for u and v: 
u = u_ cos 
,/2k7f 
- V e /5k7f sia 
S v®f 
(5.17) 
/2k7f , z 
V = u„e sin + v 
, /2Wf Z 
1 - e cos 
/2Ûf 
(5.18) 
When the x-axls is aligned with u , a plot of u/u versus v/u Is a 
6 So
curve as will be shown in Figure 11, called the Ekman spiral after W.F. 
Ekman. The surface cross-isobarlc angle is found to be arctan(v/u), 
or 45°. In general, this is too big an angle compared with observations, 
and it can possibly be made smaller by allowing variations of the exchange 
coefficient with height, as will be discussed in the second preliminary 
study. The indefinite boundary conditions (5.7) and (5.12) applied at 
z 4- 00 implies that the exchange coefficient remains constant throughout 
the entire atmosphere, which is unrealistic. To Interpret this situation 
on a practical basis, we notice that for v^ = 0, the v component vanishes 
for the first time at z = /2k/f ïï. And this height can be Interpreted to 
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be that level, at which the wind becomes geostrophic. 
In an attempt to simulate the Ekman spiral with our code, we employed 
a domain as depicted in Figure 10. Nine-node biquadratic shape functions 
are used for the velocity and potential temperature, and four-node 
bilinear shape functions for the pressure. The upper boundary conditions 
applied are u = u^ = 0.9586 m/s and v = v^ = 0. The bottom 
boundary conditions are the no-slip boundary conditions u = 0 and 
V = 0. The two lateral boundary conditions are the Neuman boundary 
conditions 3u/9x = Sv/dx = 0. Because the model also contains vari­
ables ïï', 0' and w, we also need to include them in the calculations, 
even though they are not directly related to the Ekman solution. The 
boundary conditions for these three variables are: 0' = l°k and 
IT' = 0 along the top boundary; 6' = w = 0 on the bottom; and 
98'/9x = 0 on the two lateral walls. This arrangement makes the 
analytic steady-state solutions for 6', w and ir' become 
where H is the height of the domain 628.32 m. Numerical values of the 
other parameters of this experiment are: 0^ = 300 "k, f = 0.00005/s and 
enough adjusting time is allowed for the code to approach a steady-state 
solution. A comparison of the computed and the analytical solutions Is 
given in both Table 2 and Figure 11. It is clear that the numerical and 
0 z/H in "k. 
w 0, 
2 kg = 1 m /s. The initial conditions are arbitrarily chosen, and long 
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6.10 
2.44 
0.00 
z (m) 
628.32 37 
417.25 3 i. 
-98- -39 
276.54 3:-
182.73 28-
120.20 25-
I 
(VI) 
1 
-29 
(V) 
-30 
-26-
78.50 22 
50.71 19 
32.18 16 
19.83 13 
11.59 1(-
"27 
(IV) 
•20 
17 
(III) 
--18 
-14- -15 
7-
1 
11 
- 8 -
-5 
(II) 
•12 
(I) 
-6 
X  ( m )  
0.0 40.0 80.0 
Figure 10. The domain discretization for the simulation of the constant-
K Ekman spiral. Notice that the z-scale is not linearly 
plotted. For each of the six nine-node elements indicated 
by Roman numerals, velocity and potential temperature are 
defined at all nine nodes, but pressure is only defined at 
the four corner nodes 
Table 2. Comparison of the computed and the analytic solutions for the simulation of the Ekman 
spiral. Units used are: ^ (ro)2for the height, (m/s) for the velocity, (°K) for the poten­
tial temperature, and 10 (m /s/°K ) for the Exner pressure function. Nine-node biqua­
dratic shape functions are used for the velocity and the potential temperature; and four-
node bilinear shape functions are for the pressure. See text for explanation of the 
computed pressure tr^ and 
HEIGHT 0.00 2.44 6.10 11.59 19.83 32.18 50.71 78.50 120.2 182.7 276.5 417.3 628.3 
Computed 
Computed 
Analytic 
u 
u/u 
.000 
.000 
.000 
.012 
.012 
.012 
.029 
.031 
.031 
.056 
.058 
.058 
.095 
.099 
.099 
.153 
.160 
.160 
.239 
.249 
.249 
.360 
.376 
.376 
.526 
.548 
.548 
.722 
.753 
.756 
.915 
.954 
.953 
1.019 
1.063 
1.061 
1.000 
1.043 
1.043 
Computed 
Computed 
Analytic k; 
.000 
.000 
.000 
.012 
.012 
.012 
.028 
.030 
.030 
.052 
.055 
.055 
.086 
.090 
.090 
.130 
.136 
.136 
.186 
.194 
,195 
.246 
.257 
.258 
.297 
.309 
.310 
.303 
.316 
.318 
.235 
.245 
.247 
.105 
.110 
.108 
.000 
.000 
.000 
Computed 
Analytic 
w 
w 
.000 
.000 
.000 
.000 
.000 
.000 
.000 
.000 
.000 
.000 
.000 
.000 
.000 
.000 
.000 
.000 
.000 
.000 
.000 
.000 
.000 
.000 
.000 
.000 
.000 
.000 
Computed 
Analytic 
0^ 
0' 
.000 
.000 
.004 
.004 
.010 
.010 
.018 
.019 
.032 
.032 
.051 
.051 
.081 
.081 
.125 
.125 
.191 
.191 
.291 
.291 
.440 
.440 
.664 
.664 
1.000 
1.000 
Computed ? -.3243 -.3242 -.3239 -.3222 -.3125 -.2615 0.000 
Computed -.3421 -.3420 -.3416 -.3399 -.3296 -.2759 0.000 
Analytic u* -.3421 -.3420 -.3417 -.3399 -.3296 -.2758 0.000 
0.80 
0.70 
0.60 
0.50 
_bO 
< 0.40 
l> 
0.30 
0.20 
0.10 
0.00 
0.00 0.20 0.40 0.60 !.80 
M hO 
1.00 1.20 
u/u 
Figure 11. Comparison of the computed and the analytical Ekman spirals. The solid curve represents 
the analytical solution, and the +'s give the computed result 
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the analytical solutions agree quite well, suggesting that the model is 
properly coded. 
Another interesting experiment was performed to illustrate the 
advantage of evenly placing the nodes in the physical domain of the ele­
ment. If the heights in Table 2 are used as the vertical computational 
levels, such that the three middle nodes in the z-direction of an element 
are placed in the 3:2-point in the vertical; then the computed pressure 
systematically deviates from the analytic solution, as shown by TT^ in 
Table 2. On the other hand, if these nodes are located at the, middle 
point in the vertical direction of an element, the computed pressure 
becomes very near the analytic solution, as shown by in Table 2. And 
the other dependent variables are also correctly computed as before. 
This comparison suggests that it is advantageous to place the nodes as 
evenly as possible in the physical domain of an element, and this is 
especially important in determining the pressure when a mixed interpola­
tion is employed as required, for instance, by a nonhydrostatic model. 
A review of the discretized hydrostatic equation. Equation (4.56), gives 
us some clue about why a biquadratic element with unevenly spaced nodes 
may influence the computation of the pressure: The pressure is determined 
by all nine nodal values and the nine shape functions of a nine-node 
element, not just the four corners. 
B. Steady-State Wind Profile for a Neutral Horizontally-
Homogeneous Planetary Boundary Layer 
Studies of the 1-D neutral PBL form the basis of the more complicated 
stable and unstable PBL studies and the effects of complex terrain. For 
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this reason, many studies have been done in the past to investigate the 
steady-state wind profile for a 1-D neutral PBL. 
As we mentioned in the previous section that the Ekman-spiral solu­
tion based on a constant exchange coefficient, in general, gives too large 
a cross-isobaric angle near the surface. A possible remedy to this prob­
lem is to relax the condition of a constant exchange coefficient. Thus, 
if we use a z-dependent exchange coefficient such as the O'Brien profile 
scheme, we may be able to make the surface cross-isobaric angle a func­
tion of other meteorological parameters, instead of the 45° angle given 
by the Ekman spiral. Because of the lack of general ways of finding 
analytical solutions to such problems, we must resort to numerical models 
to obtain approximate solutions. 
The computational domain used is essentially the same as the one 
depicted in Figure 10, except that the domain height and the discretiza­
tion are now different. The boundary conditions along the top are 
u = Ug = 10 m/s and v = v^ = 0. On the bottom, the no-slip bound­
ary conditions u = v = 0 are applied. Vanishing normal derivatives 
of u and v are employed as the lateral boundary conditions. Variables 
0*, IT' and w are disabled in this model test because of their irrelevance 
for the 1-D neutral case. 
In order to resolve the detailed structure of the wind profile, the 
domain in the vertical is discretized into two sets of very fine grids 
dependent on the roughness lengths used. The two roughness lengths 
employed are 0.05 m and 0.01 m, respectively. The vertical grids for the 
former are 0, 0.0357, 0.075, 0.1688, 0.2625, 0.4969, 0.7313, 1.3172, 
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1.9031, 3.3680, 4.8328, 8.4949, 12.16, 21.31, 30.47, 53.36, 76.24, 133, 
191, 334, 477, 738, 1000, 1250, 1500, 1750, 2000, 2200, 2400, 2600, 2800, 
2900 and 3000, all in meters. For the latter, vertical nodes are located 
at 0, 0.0075, 0.0150, 0.0338, 0.0525, 0.0994, 0.1463, 0.2634, 0.3806, 
0.6736, 0.9666, 1.6990, 2.4314, 4.2625, 6.0935, 10.67, 15.25, 26.70, 
38.14, 66.75, 95.36, 167, 238, 417, 596, 1043, 1490, 1795, 2100, 2400, 
2700, 2850 and 3000 in meters. Notice that the formula for the neutral 
logarithmic wind profile is 
JL = i 
u. k =0 
therefore, the surface is z = 0, not z = z^. 
A hodograph of the computed wind profiles is plotted in Figure 12. 
Note that the cross-isobaric angle now varies with the geostrophic wind, 
the roughness length and other meteorological parameters instead of being 
the 45° angle as dictated by the Ekman-spiral solution. Also noticeable 
is that with the same geostrophic wind but different roughness lengths, 
the larger surface cross-isobaric angle and the slower increase in wind 
with height are obtained for the rougher surface. This is an apparent 
improvement over the classical Ekman theory based on a constant exchange 
coefficient. 
In our model, the mean wind at the top of the domain is specified, 
and the surface friction velocity u^ is a dependent variable. For some 
other PBL models, however, the surface stress is regarded as input and the 
mean wind at the top of the PBL a dependent variable. In order to make 
comparisons of our model results with those using specified surface stress, 
Zq = 0.05 m 
= 0.01 
0.5 
0.4 
0.3 
0.2 
30.5m 76.3m iQim 12.2m 
0.1 66.8m 4.27m 781m 
109m 
—.01 
0.4 0.6 0 .1  0.2 0.3  0 0.8 0.5 0.7 0.9  1.0 
Figure 12. Hodograph of the computed wind profiles for roughness lengths 0.05 m and 0.01 m. Notice 
the larger surface cross-isobaric angle and the slower increase in wind with height for 
the rougher surface. Dots represent heights in real domain 
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we make the following transformation; 
u = u cosA + V sinA 
c 
V = - u sinA + V cosA 
c 
-1 -
A = tan (v/u)g2c 
where the first level above the ground is used to determine the surface 
cross-isobaric angle A, and u^ gives the surface wind and the direction 
of the surface stress. 
It has been shown by Shir (1973) that even though the height of the 
neutral, steady-state PBL is a controversial issue, and can be expressed 
as a product of u*/f and a multiplication factor, F, ranging from 0.25 
to 1.2, the computed wind profiles for different F values are very similar 
to one another except for regions very near the upper boundary of the com­
putational domain, where a slight distortion may appear. On the basis of 
this argument, we extend the computational domain to 4500 m. And together 
with a geostropbic wind of 10 m/s and a roughness length of 0.01 m, a 
steady-state wind profile is computed. The resultant velocity field is 
converted to u^ and v^ according to the above transformation, and a plot 
of u^ and v^, respectively normalized by u^/u* and v^/u^ evaluated at the 
nondimensional height (zf)/u^ = 1 are given in Figure 13. Also shown in 
this figure are the corresponding curves from model results of Zeman and 
Tennekes (1975) and Shir (1973) and Wyngaard et al. (1974). The general 
shape of these two curves agree reasonably well with other models' results 
using higher^order turbulence closure schemes. 
With profiles of u^ and v^ calculated, we may make estimates of the 
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- - - - Zeman and Tennekes (1975) 
* Wyngaard et al. (1974) 
A Shir (1973) 
Present Model 
. 0  
.8 
. 6 
»,Î4 
*'A 
.4 
0 . 2  
0 . 0  
0.4 0 . 0  
Normalized y-veloclty Normalized x-velocity 
Figure 13. Vertical profiles of horizontal velocities normalized by u^/u^ 
at (zf)/u* = 1 for the x-component and v^/u* at (zf)/u* = 1 
for the y-component 
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9u 9v 
,m c J ,,m c Reynolds stresses u w' and v'w' by computing and respec-
9u 9v 
Lively, where and are approximated by the central differencing 
m 9" 9v 
formula. Nondimensional vertical profiles of K -5-^ and K™ -5-^ , each 
z dz z dz 
normalized by its surface value, are shown in Figure 14. For comparison. 
the normalized stresses u'w'/u* and v'w'/u^ from the aforementioned models 
are also presented. Again, it is clear that our simple turbulence scheme 
gives reasonably good agreement with other more sophisticated models. 
Another interesting comparison is made for the nondimensional vertical 
profile of the exchange coefficient K™ normalized by the multiplication 
r _ 3u = 
factor f/ K ^ » as shown in Figure 15. It is seen that the O'Brien 
z 9z sfcJ 
profile scheme predicts a slightly higher bulge than the other turbulence 
models, but the general shapes of all the curves shown are much alike. 
From the above comparisons, we conclude that our finite-element model 
is well-coded, and is able to simulate general behavior of a 1-D neutral 
PBL reasonably well. 
In the model calculations, a steady-state solution is obtained by 
integrating the time evolution of the wind for a very long period. In 
this manner, a fundamental mode of vibration of horizontally moving 
particles on the rotating earth is allowed in the motion. Consider a 
frictionless horizontal flow, in which a fluid particle remains in motion 
because of inertia. The governing equations are 
120 
zf 
u. 
- - - - Zeman and Tennekes (1975) 
* Wyngaard et al. (1974) 
A Shir (1973) 
Present Model 
1.0 
0.8  
0.6 
0.4 
0.2 
0.0 
normal!zea 
K /,z; 
normalized 
- . 2  0.0 0.2 0.4 0.6 0 .8  1.0 
Figure 14 . Nondimensional profiles of the stresses K™ (9u /9z) and 
K™ (9v^/9z) normalized by their surface values, respectively 
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Wyngaard et al. (1974) 
Shir (1973) 
Present Model 
zf 
1.0  
0.8 
0.6 _ 
0.4 
0.2 
0.0 
0.0 .01 .02 
K™ f 
z 
K [K'\] 
.03 .04 
sf c 
Figure 15. Nondimensional profile of the vertical exchange coefficient 
Kg f normalized by the surface value of K^^Su^/Szj 
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Assuming f to be constant, we may integrate these two equations to give 
u = fy + 
V = - fx + Cg 
where and Cg are constants of integration. Since the Corlolls force 
2 2 2 does not change the total windspeed, we have u + v = c , where c is 
the constant windspeed. Consequently, the motion is described by a circle 
of radius c/f, centered at C2/f, c^/f 
= (c/f) 
2 
X - Cg/f + y + c^/f 
Because the only acceleration is due to the Coriolls effect, the inertial 
motion goes around in a clockwise sense in the Northern Hemisphere. The 
period of the motion is 2'iï/f. At the 45° latitude, f is 1.028 x 10 ^  s 
and the period Is approximately 17 hours. 
Now, if the friction is not negligible and is represented as 
3z K 
m 9u 
z 9z and 9z K 
.m 3v 
9z , then the circular inertial motion will be upset 
by this varying friction. And a shrinking quasi-circular motion will 
evolve with time. As we would expect by the foregoing argument that at a 
higher level near the surface, the total windspeed would be larger, and 
a larger Inertial circle would thus result. 
A plot of the model-computed u and v from another 1-D experiment with 
V A •*"1 
f = 1.0 X 10 s to indicate the evolution of the inertial motion is 
shown in Figure 16 for two different heights (10.68 m and 1000 m) for a 
time of 27,7 hours. The motion period is seen to be about 17 hours, and 
the size of the inertial circle gets larger at the higher level, as we 
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z <= 10.68 m 
z = 1043 m 
.M 
I  
0.02 r-
0.01 
0.00 ? 
—0 .01 
-0.02 
-0.02 -0.01 0.00 0.01 0.02 
(u-u^)/u 
Figure 16. Inertial circles at two different levels (10.68 m and 1043 m) 
in the calculation of a 1-D steady-state wind profile. The 
geostrophic windspeed is 10 m/s at the upper boundary, and the 
roughness length is 0.01 m. u and v represent characteris­
tic values of u and v at a given height. They are, respec­
tively, 6.490 m/s and 1.022 m/s for z = 10.68 m, and 10.096 
m/s and 0.500 m/s for z = 1043 m. The time interval between 
two successive points is approximately 2.52 hours 
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would expect. Also, the two inertial circles are seen to be in phase, 
which suggests that the motion in the entire vertical domain is well 
coupled, already. As we mentioned previously, the rate of convergence 
toward a steady state depends crucially upon the initial guess of the 
velocity profile. The closer it is to a logarithmic profile, the faster 
the rate of convergence. One possible way to speed up the convergence 
rate is to renew the initial guess and restart the computation by eye-
balling the 'centers' of the inertial circles at different height levels. 
This procedure, in general, may turn out to be useful. But chances are 
that the distortion in the phase relationship in the vertical thus intro­
duced may take the model a longer time to adjust itself, before a steady 
state is eventually reached. When this happens, we may have a temporary 
increase in size of the inertial circles. 
C. Vertical Motion Due to Pure Differential Roughness 
When wind blows from over one surface to another characterized by a 
different roughness length, acceleration or deceleration of the horizontal 
wind takes place. As a result of mass continuity, vertical velocity is 
induced simultaneously. In the case of a land or sea breeze, the horizon­
tal wind experiences a sharp change in roughness when it blows across the 
shoreline. Thus, except for differential heating that drives the motion, 
differential roughness also plays a role in influencing the vertical 
velocity field of a land or sea breeze circulation. 
Gentry and Moore (1954) suggested that both differential heating and 
differential roughness are important in causing showers along the Florida 
southeast coast. Pielke (1974a) argued, using his 3-D sea-breeze model. 
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that differential roughness between land and water does not by itself play 
an important role in the magnitudes of horizontal convergence in a sea 
breeze. It only indirectly influences the velocity convergence through 
the increased turbulent transfer of heat. In some other numerical sea-
breeze models such as Estoque (1961, 1962) and McPherson (1970), the 
effect of differential roughness was completely ignored. Therefore, it 
is relevant to assess the relative importance of differential roughness 
with our model. 
A good index of the strength of a sea breeze is its maximum updraft, 
therefore, we will use our model to study how strong a vertical velocity 
can be generated by pure differential roughness under the influence of a 
representative horizontal wind perpendicular to the shoreline. The 
roughness length Zq over land is taken to be 5 cm, corresponding to saw-
grass-covered surface, Following Clarke (1970), the roughness length 
over water is given by 
Zg = 0.032u*^/g 
with the requirement 
Zg 2 0.0015 cm, 
where u^ and g are, respectively, the friction velocity and the gravita­
tional acceleration. 
Since our goal is to make an estimate of the maximum possible vertical 
velocity due to pure differential roughness, we will simply take the 
minimum possible value, 0.0015 cm, as the roughness length over water. 
Similarly, the atmosphere will be assumed to posses a neutral stability 
because a stably stratified reference atmosphere, as is usually the case 
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for a sea breeze, tends to supress vertical motions. 
The computational domain is a rectangle, 24 km long and 2250 m deep. 
It is divided into 24 uniform horizontal spacings with Ax = 1 km and 11 
nonuniform vertical levels; 0, 25, 50, 150, 450, 650, 1050, 1450, 1850 
and 2250, all in meters. The shoreline is located at 8 km from the left 
boundary with the land to its right. And an intermediate value of 1 cm 
is assigned as the roughness length at the shoreline to make a smoother 
transition. Values of other parameters used in this experiment are; 
z. for determining the K™ profile = 77.5 m, 
K™ = 250 m^/s, 
X 
u = 5 m/s, 
g 
'g ' 
"A «-T 
f  =  I x l O  s  .  
The two dependent variables 0' and tt', irrelevant to this experiment, are 
disabled to economize the computation. 
The boundary conditions employed are; 
u  =  v  =  w  =  O a t  t h e  b o t t o m ,  
Û = Ug, V = 0 at the top, 
= 0 on the two lateral boundaries, 
9x 9x 
To obtain the initial velocity profile, we first run the 1-D model assum­
ing a uniform roughness length of 0.0015 cm until the inertial oscillation 
for all levels is no greater than 1% of relative error. 
After three hours of integration, the flow has virtually reached 
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a steady state. A sketch of the vertical velocity for the lowest 650 m 
at the steady state is given as Figure 17. When air flows across the 
shore from water to land, it experiences stronger retardation and deceler­
ates. A rising motion is henceforth induced. This rising motion that 
reflects the roughness change at the shore is felt in some distance 
upstream, as can be seen from Figure 17. Because a neutral atmosphere 
Is assumed, there is little change of the vertical velocity with height 
above 450 m. The most important information revealed by this plot is, 
however, the magnitude of the vertical velocity Induced from the pure 
differential roughness. As can be readily seen, the maximum updraft is 
only on the order of 0,1 cm/s, far less than the observed vertical 
velocity in a typical sea breeze, which is at least tens of centimeters 
per second. This result reconfirms the conclusion of Plelke C1974a) that 
pure differential roughness is relatively unimportant in influencing the 
vertical velocity in a sea breeze. 
A similar experiment is conducted for the case with the prevailing 
wind blowing offshore. The shoreline is still located at 8 km from the 
left boundary. This time, the land is placed on the left of the shoreline. 
The initial velocity profile Is obtained by assuming a uniform roughness 
length of 5 cm. Again, a steady state is obtained after three hours of 
integration. And this time, as wind blows across the shore from land to 
water, a sinking motion results due to a horizontal acceleration. This 
sinking motion is also felt in some distance upstream. As before, the 
magnitude of the maximum vertical velocity is no greater than 0.1 cm/s, 
much less than that observed for a sea breeze. 
.02^ .05 .075 0.1 0.1 .075 .05 .025 
650 
450 
250 
150 
50 
25 
0 
14 16 4 6 8 10 12 —8 2 
water shore land 
Horizontal Distance x(kin) 
Figure 17. The steady-state vertical velocity field in cm/s for the case of pure differential 
roughness in a neutrally stratified atmosphere. Because of the neutral atmospheric 
stability, the vertical velocity has little change with height above 450 m. 
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VI. SEA-BREEZE SIMULATION AND DISCUSSION 
The success of a numerical sea-breeze model can be evaluated by its 
capability of simulating the general large-scale aspects as well as the 
smaller-scale features near the front of a sea breeze. Consequently, the 
following items will be of major concern when we examine the model perfor­
mance of simulating the sea breeze: 
1. The generation of the sea-breeze inflow at low levels and the 
formation of a weaker return flow aloft. 
2. The depth and inland displacement of the sea-breeze inflow at 
the mature stage of the sea breeze. 
3. The intensity and the inland movement of the maximum updraft as 
a function of time. 
4. The evolution of the inland penetration of the sea-breeze front 
defined by the shear line u = 0 at low levels or by the horizon­
tal position of the maximum updraft. 
5. The upward warping pattern of the isentropes in the frontal zone. 
6. The change in wind direction and speed with time at a given sta­
tion on land due to frontal passage and Croiolis deflection 
effect. 
7. The evolution of the surface pressure pattern. 
8. The influence of an offshore synoptic wind on the strength and 
the frontal movement of the sea breeze. 
In what follows we will describe the domain discretization, the 
initial and boundary conditions for the simulations, and the determination 
of the horizontal diffusion coefficient before we present the results of 
130 
the model. 
A. Domain Discretization and the Initial and Boundary Conditions 
The computational domain, its finite-element discretization and the 
initial and boundary conditions for simulations of the sea breeze are 
described below: 
The domain of the model is a rectangle, 109 km long and 2500 m high. 
The size is so chosen because the maximum inland penetration of a sea-
breeze inflow is approximately 20 to 40 km for the calm synoptic wind 
case according to Lambert (1974); also, a typical depth of a sea-breeze 
circulation is no more than 2 km. In order to resolve the frontal move­
ment reasonably well, we discretize the domain into 17 x 6 rectangular 
biquadratic elements with an effective horizontal grid spacing of 2.5 km 
spanning a length of 30 km extending from 7.5 km offshore to 25 km inland. 
The location of the nodal points are shown in Figure 18a. 
With an effective horizontal grid spacing of 2.5 km, the resolution 
of the current mesh may be too coarse for the offshore synoptic wind case 
because the inland penetration is only about 5 to 10 km at the mature 
stage of the sea breeze in the presence of a light offshore synoptic wind 
according to Lambert (.1974) , Indeed, results of numerical experiments 
for the offshore synoptic wind case using the above mesh were unstable, 
suggesting the need for a refined horizontal grid spacing, When a finer 
mesh is required, we will use a grid spacing of 1 km to span a horizontal 
distance from 19 km inland to 5 km offshore (figure 18b), More details 
on this will be given later in terms of the horizontal diffusion coef­
ficient. 
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The initial conditions are illustrated below: 
1. If the synoptic wind is calm, the initial velocity field is 
simply u = V = w = 0 everywhere. For simulations of the sea-
breeze circulation in the presence of a light offshore synoptic 
wind, a fixed velocity is applied as a top boundary condition. 
To get initial velocity values at interior nodes, the 1-D (z 
only) version of the model is run with horizontally uniform 
roughness length for the land surface (5 cm), a fixed PEL height 
(200 m) obtained from the morning sounding, and the no-slip 
boundary condition (u = v = 0 at the bottom) until the relative 
error of the inertial oscillation at any vertical level between 
two successive time steps is no greater than 1%. The resultant 
"steady-state" velocity profile is used as the horizontally 
homogeneous Initial velocity field for the sea-breeze simulation. 
As a result of the horizontally homogeneity, the vertical 
velocity vanishes initially. The offshore synoptic wind is 
given by u^ = 2.5 m/s and v^ = 0 in our model. The initial 
velocity profile obtained from the 1-D model is listed below: 
z(m) u(m/s) v(m/s) 
0 0 0 
50 1.3752 0.8178 
100 1.8388 0.8593 
250 2.7858 0.1434 
400 2.2987 0.0107 
600 2.5255 0.0006 
800 2.4646 0.0010 
1050 2.5041 0 
1300 2.4949 0 
1600 2.5 0 
1900 2.5 0 
2200 2.5 0 
2500 2.5 0 
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The potential temperature is initially uniform in the horizontal. 
A neutrally stratified layer is assumed for the lowest 200 m, 
above which there lies a stable layer extending to the top of 
the domain. Notice that here the height 200 m is consistent with 
the value of the PEL height'used in the 1-D model for obtaining 
the initial profile of the velocity. The reference-state poten­
tial temperature 0^ is taken to be 298 °K, and the numerical 
values of 0' at the initial time are shown below: 
z(m) 0'(°K) 
0 0 
50 0 
100 0 
250 0.25 
400 1.0 
600 2.0 
800 3.0 
1050 4.875 
1300 7.0 
1600 10.0 
1900 13.0 
2200 16.0 
2500 19.0 
It is clear that the lapse rate of the potential temperature is 
5 °K/km between 200 m and 800 m, and it gradually increases to 
10 °K/km above 1300 m. This is slightly more stable a stratifi­
cation than that used by Pielke (1974a) in his three-dimensional 
Florida sea-breeze model with a potential temperature lapse 
rate of 3.5 increasing with height to 5.8 °K/km determined from 
a typical undisturbed 0700 EST summer Miami sounding. 
The initial profile of the pressure is automatically computed by 
the code from a downward integration of the hydrostatic equation 
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with the boundary condition IT' = 0 at the top. This procedure 
ensures a consistency between the initial pressure and the 
potential temperature profiles. 
The boundary conditions for the sea-breeze simulation are given as 
follows : 
1. At the bottom, the velocity vanishes because of the no-slip 
requirement; i.e., u = v = w = 0. The potential temperature that 
drives the sea-breeze circulation, following Pielke (1974a), is 
given by 
8^ = A(x)sln , 
where t is time and A(x) the amplitude function given by 
A(x) = 
0 over water, 
10 °K over land, 
linear decreasing from land to water 
in the transition zone. 
t = 0 represents the onset of the surface differential heating 
and corresponds to 8 a.m. of a simulated day. The transition 
zone is a horizontal area on the surface that separates regions 
characterized by fully land and fully water properties. It 
spans a length of one element (2Ax) unless otherwise specified. 
At the top of the domain, the horizontal velocity, the potential 
temperature and the pressure are all Invariant with time; i.e.. 
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Therefore, they can be written u = u^, v = v^, 0' = 19°K and 
TT' = 0 in view of their initial values. 
3. At the two lateral boundaries, the following conditions are 
applied to help decrease reflection of waves from the boundary: 
i • i f = 0 
Other parameters involv e d  a r e  f = 1 . 0 x 1 0  ^  s  g =  9 . 8  m/s^, 
5 cm over land, 
0.0015 cm over water, 
1 cm at the shore for a smooth transition; 
^0 
and At = 60 s, 
B. Determination of the Horizontal Diffusion Coefficient 
We have mentioned before that the horizontal diffusion terms are 
included in the momentum and the energy equations for stablizing the 
computation. Although a rough estimate of the horizontal diffusion 
coefficient can be obtained from (u^^pAx)/2, where u^^^ is a representa­
tive horizontal velocity at the mature stage of the sea breeze, numerical 
experiments must be performed to find the smallest possible value of K™ 
for different synoptic winds, We first find the most suitable value of 
K™ for the calm synoptic wind case with the current mesh that has an 
effective Ax of 2.5 km spanning an inland distance of 25 km. This same 
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value of will also be used for the 2.5 m/s offshore synoptic wind case 
on the current mesh. As we indicated before the inland displacement of 
the sea-breeze front at the mature stage is only 5 to 10 km in the 
presence of a light offshore wind. Therefore, this mesh very possibly 
is too coarse to resolve the sea breeze and may cause computational 
instability. If this indeed happens, then instead of Increasing the 
value of K™ to supress the computational noise at the expense of an 
oversmoothing of the major sea-breeze features, we will establish a new 
mesh with a shorter length of the domain in the x-direction but a finer 
resolution. Needless to say, numerical experiments, again, are necessary 
in determining a new K™ suitable for the new mesh and the 2.5 m/s off­
shore synoptic wind case. 
It would be desirable to use a small effective horizontal grid 
spacing for both the calm and the light offshore wind cases, but the 
horizontal sizes of the region of interest for these two cases are too 
different to compromise. Therefore, we will use different horizontal 
resolutions and hence different horizontal diffusion coefficients for 
these two cases. In this regard, a mesh with its finest resolution in 
the x-direction to be 1 km or less and moving with the sea-breeze frontal 
zone, despite its coding difficulty, deserves a serious consideration in 
future studies. 
Taking the representative horizontal velocity at the mature stage of 
the sea breeze to be 8 m/s (usually 5 to 10 m/s from observations) and 
Ax to be 2.5 km from the current mesh, we obtain an estimate of 1.0 x 
10^ m^/s from (u^^pAx)/2. This value will be used as a guide for picking 
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possible values of in making numerical experiments. 
Numerical experiments for the calm synoptic wind case with K™ of 
1.0 x 10^, 1.5 x 10^ and 2.5 x 10^ m^/s show that the smallest K™ suit­
able for the calm case with an effective Ax of 2.5 km is 1.5 x 10^ m^/s. 
A smaller value yields unstable computations, and a larger value gives 
an excessive smoothing of the sea-breeze circulation thereby causing a 
smaller maximum updraft, a broader frontal zone, and an extended time 
lag between the occurrences of the peak surface potential temperature 
and the maximum updraft. A comparison of the model results for the calm 
case with = 1.5 x 10^ and 2.5 x 10^ v?/s will be shown later to 
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demonstrate the oversmoothing effect of too large a horizontal diffusion 
coefficient. 
For the 2.5 m/s offshore synoptic wind case, it turns out that the 
current 2.5 km horizontal grid spacing is too coarse to resolve the 
sea-breeze structure; consequently the computation becomes unstable about 
seven hours after the initialization of the differential heating. To 
cure this problem, a new computational domain having a total length of 
52 km in the x-direction and an effective Ax of 1 km spanning a distance 
of 24 km from 19 km inland to 5 km offshore is employed. Numerical 
experiments on this new mesh with K™ = 1.0 x 10^, 1.5 x 10^ and 2.5 x 10^ 
2 4 2 
m / s  h a p p e n  t o  s h o w  t h a t  1 . 5  x  1 0  m  / s  i s  a l s o  t h e  s m a l l e s t  p o s s i b l e  
value of the horizontal diffusion coefficient for the 2.5 m/s offshore 
synoptic wind case. 
In his two-dimensional sea-breeze model, Pielke (1974b) used a hori­
zontal diffusion coefficient essentially proportional to Ax^ in our 
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notation; the factor of proportionality was determined by numerical 
experiments to be that value which helped eliminate computational noise 
but which did not significantly smear any of the fields of dependent 
variables. For a fixed Ax we can estimate ~ by the ratio of the 
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maximum u-velocity to the distance of the inland penetration at the 
mature stage of the sea breeze, then the facts that the maximum u-
velocity does not seem to depend significantly on the synoptic wind, 
whereas the distance of inland penetration of the front at the mature 
stage of the sea breeze is about to as large in the presence of 
a light offshore synoptic wind than in the calm case. This suggests that 
either a larger K® value or a finer horizontal resolution be used for 
studying the offshore synoptic wind case. To this end, we choose to 
use a refined mesh rather than increasing the diffusion coefficient to 
oversmooth the sea-breeze feature in suppressing the short-wave noise. 
It should be pointed out that runs with At = 30 s give essentially 
the same results as with At = 60 s, suggesting that the computational 
instability arising from too small a horizontal diffusion coefficient 
has little to do with the time-step size for the integration. 
C. Results of Simulation 
Results of the model simulation of the sea breeze under the influ­
ence of a calm or a light offshore synoptic wind will be presented in 
this section. We will use the calm synoptic wind case to examine the 
general characteristics of the model-simulated sea breeze because there 
is no distortion of the sea-breeze circulation resulting from the 
synoptic wind in this case. 
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1. Sea-breeze with a calm synoptic wind 
a. Characteristics of the flow velocity field Hourly plots of 
the x- and z-components of the velocity are given in Figure 19. Let us 
first examine the general characteristics of the velocity field of the 
simulated sea breeze using these plots. 
The plotted u and w fields for the first two hours suggest that soon 
after the onset of the surface differential heating, a weak sea-breeze 
circulation, approximately centered at the coast, is formed. In the 
lowest 200 m of the circulation the wind blows onshore, turning to an 
offshore direction aloft. The maximum offshore wind occurs at a height 
of 400 m at t = 2 hours. Because the driving force of the sea-breeze 
circulation originates at the surface, the inflow is initially confined 
to low levels with a deeper but weaker layer of return flow on top, as 
can be seen in Figure 19. In the vertical direction, the buoyancy effect 
forms a weak updraft over land and a weak downdraft over water. It is 
clear from Figure 19 that in the first two hours after the onset of the 
surface heating on land, the strength of the updraft is about the same as 
that of the downdraft; and the cells of the updraft and the downdraft 
are seen to be quite symmetrical about a vertical line near the shore. 
This symmetry between the updraft and the downdraft, however, gradually 
degenerates as the circulation intensifies. The updraft becomes more 
concentrated and intense as it moves inland. The center of the downdraft 
also moves inland, and the magnitude of the maximum downward velocity 
increases with time. However, the updraft intensifies much faster than 
does the downdraft, Consequently, a region of strong updraft is seen to 
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Figure 19d. Computed u (solid line and in m/s) and w (dashed line and in cm/s) at t = 4 hours for 
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move Inland with a much wider region of weak downdraft to its waterward 
side. 
A noticeable feature for the first few hours is the lack of a 
distinct frontal zone, in the sense that neither a clear wind-shear line 
nor a sharp horizontal gradient of velocity occurs anywhere. Therefore, 
if we define the sea-breeze front as the windshift line that separates 
the invading sea-breeze inflow from the local land air, then the front 
is not well-defined for the sea-breeze circulation in the first few hours 
of its development. For convenience, we may consider the horizontal 
location of the updraft center as the location of the front, because the 
sea-breeze front is closely related to a strong updraft. 
Sometime between t = 4 and 5 hours, the strong updraft has generated 
a region of seaward-blowing wind at low levels some 20 km to 40 km 
inland (this will be discussed in terms of the potential temperature 
and the pressure later), thereby forming a well-defined sea-breeze front. 
After the occurrence of the well-defined front, the updraft intensifies 
very fast and reaches its peak value of about 70 cm/s sometime between 
t = 7 and 8 hours. At the same time, the low-level onshore wind shows a 
maximum speed of about 7 m/s. 
Another important feature revealed by Figure 19 is the existence of 
a time lag of the order of one to one and a half hours between the 
occurrences of the maximum strength of the sea-breeze circulation 
designated by the appearance of the strongest updraft and the maximum 
surface potential temperature. The length for this delay is closely 
related to the slow rate of change of the surface potential temperature 
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near the occurrence of its peak value. The more rapid the rate of 
decrease of the surface potential temperature, the shorter is the lag. 
When the effect of the decreasing surface potential temperature 
becomes dominant, the strength of the sea-breeze circulation begins to 
diminish. The maximum low-level onshore wind decreases from 7 m/s to 
6 m/s at t = 9 hours, and to 5 m/s at t = 10 hours. The maximum vertical 
velocity also decreases from its peak value of about 70 cm/s to 42 cm/s 
at t = 9 hours, and to 30 cm/s at t = 10 hours. Because the current 
turbulence scheme is not specifically designed for the stable PEL in the 
evening and night, no further simulation of the sea breeze in its 
dissipation stage is done in the current study. 
A typical lake breeze at its mature stage, as measured by Lyons and 
Olsson (1973), is shown in Figure 20 in a streamline form to indicate the 
general flow field of a lake (sea) breeze. The darker line in this figure 
outlines the inflow boundary, the vertical part of which represents the 
sea-breeze front. By comparing Figure 20 with the two plots for t = 7 and 
8 hours of Figure ig, we find a reasonably good agreement on the flow 
characteristics, notably the following three: 
1. The region of significant updraft is closely associated with the 
frontal zone; and the maximum updraft appears at a height several 
hundred meters above the ground. 
2. The entire sea-breeze circulation is centered slightly to the 
inland side of the shore, spreading both land- and sea-ward. 
3. The inflow boundary has its highest point located near the 
frontal region because of the strong updraft there. 
1000. 
Figure 20. A typical lake-breeze flow pattern (Lyons and Olsson, 1972). The darker curve repre­
sents the inflow boundary; dashed curves are the wind profiles 
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b. Upward warping pattern of the isentropes near the front A 
specific feature of the potential temperature near the sea-breeze front 
is a strong horizontal gradient of potential temperature formed by an 
upward warping of the isentropes in that area. The formation of this 
warping pattern is a nonlinear process in the sense that the initial 
horizontal gradient of potential temperature near the shore generates a 
weak updraft, which, in turn, enhances both the intensity and the extent 
of reach of the horizontal gradient of the potential temperature by an 
upward convection of warmer air in the updraft region. Also, this 
warping of isentropes together with the center of the updraft is being 
carried inland by the sea-breeze inflow. 
Figure 21 shows the potential temperature field for t = 4, 6, 8 and 
10 hours. It is clear that the upward warping of isentropes is gentle 
for the first few hours, but it intensifies significantly after t = 5 
hours. As will be discussed in the next section, the strong upward 
warping of isentropes yields a low pressure center on the surface below. 
The pressure-gradient force in the offshore direction soon generates 
seaward-blowing winds some 20 km inland at low levels. Thus, the con-
vective instability eventually generates a well-defined front for the sea 
breeze with a calm synoptic wind. 
Because of this bulging pattern of the isentropes, the passage of 
the sea-breeze front is expected to show a decrease in potential tempera­
ture at low levels due to the horizontal advection. This drop of low-
level potential temperature, however, is not so obvious with the passage 
of the front because of the following property of the model: the model 
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is characterized by a fixed potential temperature of the water surface 
and a time-dependent surface potential temperature of the land. This 
specification of the land surface potential temperature implies that the 
air immediately above the ground has the same potential temperature. As 
a result, the inland advection of the cooler potential temperature is 
substantially reduced at low levels. Therefore, with the specification 
of the surface potential temperature, "The sea breeze is noticed as a 
change in wind although well aloft the temperature may change", as pointed 
out by Pearson (1980). 
An alternative to the specification of the surface potential temper­
ature of the land is to specify the lower-boundary heat flux so that only 
the specified flux is transferred. If no flux occurs, the surface poten­
tial temperature is that of the advected air. This is in contrast to 
the specified surface potential temperature, in which case the ground acts 
as if it had an infinite heat storage until the land temperature is in 
local equilibrium with the atmosphere above. The real land-atmosphere 
situation, as Indicated by Pearson (1980), lies somewhere between these 
extremes, and the modification of the air mass by stored heat may be an 
important aspect of local flows such as a sea breeze or a city heat island. 
About one to one and a half hours after the surface potential tem­
perature begins to drop, the sea-breeze circulation has reached its full 
strength and starts to dissipate. The strong upward warping of the 
isentropes also begins to level off as is clear from Figure 21. No fur­
ther simulation after t = 10 hours has been performed because the stable 
atmospheric stratification begins to set in as the surface temperature 
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keeps dropping. With the transition of the atmospheric stability going 
on, the height of the convective PBL loses its role as an appropriate 
turbulence parameter. Furthermore, the validity of using the friction 
velocity and the friction potential temperature, and 0^, obtained for 
the surface constant-flux layer to represent the turbulent transfer above 
is questionable. Consequently, the current Deardorff-O'Brien scheme that 
uses the potential-temperature stratification of the lowest 50 m and the 
height of the convective PBL to construct the entire profile of the 
exchange coefficients for heat and momentum should not be applied to 
simulate the dissipation stage of the sea breeze for late afternoon hours. 
c. General pressure pattern and evolution of the surface pressure 
As \7e mentioned before the intensification of the updraft, the bulging 
of Isentropes, the deepening of the surface pressure, and the generation 
of an opposing flow in the offshore direction are closely related to one 
another. In the current setting of the model, the vertical velocity w is 
obtained from the u-field; the u-velocity is associated with the horizon­
tal pressure gradient; the pressure is a function of the vertical distri­
bution of the potential temperature; and the potential temperature can be 
convected upward by the updraft. Therefore, the pressure pattern is also 
very constructive in illustrating the motion of the sea-breeze circula­
tion. In fact, the generation of a surface low pressure center and its 
subsequent development and displacement is most indicative of the forma­
tion and inland penetration of the sea-breeze front. 
The pressure field for t = 8 hours is shown in Figure 22 to illus­
trate the general pressure pattern of a sea breeze in the mature stage. 
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Figure 22, Computed pressure field in m /("K sec) at t = 8 hours for the calm synoptic wind case 
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It can be seen from this figure that a low pressure center on the surface 
is located near the frontal zone. The associated pressure gradient force 
accelerates air from both sides toward the center of the low pressure. 
Because of the rapid change of the u-velocity in the x-direction, a strong 
updraft appears above the low pressure center. At upper levels where a 
stable stratification exists, the rising air is adiabatically cooled and 
eventually becomes denser than the environmental air. As a result, the 
surface low pressure weakens with height and becomes a high pressure aloft. 
This kind of a pressure pattern is obvious in Figure 22, and it drives 
the sea-breeze circulation in the following way: at low levels horizontal 
convergence and hence upward acceleration are allowed to take place near 
the low pressure center; higher up, the low weakens to become a high pres­
sure causing horizontal divergence and hence deceleration of the updraft 
to confine the vertical size of the sea breeze. 
Now we will examine the evolution of the surface pressure. Because 
it is the horizontal pressure gradient that is essential for driving the 
sea-breeze circulation, we plot the deviation surface pressure ^  sub­
tracting the value of ir' at the far end of the water surface as a function 
of time and the horizontal distance from the shore in Figure 23. For 
convenience, the term "surface pressure" will be referred to as this 
adjusted surface pressure in the following discussion. It is clear from 
Figure 23 that the surface pressure is nearly uniformly low over the land 
before t = 4 hours. In the early afternoon, the upward motion becomes 
strong and causes a significant bulging of isentropes in the updraft area. 
The reflection of the bulging pattern of the potential temperature is a 
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pressure dip on the surface. This surface low pressure intensifies and 
deepens with time, as it moves inland. Some time between t = 7 and 8 
hours the surface low pressure reaches its maximum strength and begins to 
weaken and fill. The weakening of the low pressure system is because in 
the midafternoon the upward transport of heat falls off and is no longer 
sufficient to feed the circulation as pointed out by Neumann and Mahrer 
(1974). 
d. Coriolis effect in the sea breeze The Coriolis acceleration 
causes a clockwise rotation of wind in the Northern Hemisphere. In order 
to illustrate this effect in a sea-breeze circulation, we plot in Figure 
24 a time sequence of the two horizontal wind components as a function of 
the distance from the shore in the x-direction between 27.5 km inland and 
the shore. In this figure, a pair of numbers is plotted at each intersec­
tion point of X and t. The number in parentheses is v below which lies 
u. The doubly dashed line indicates the quick formation of the sea-breeze 
front near t = 5 hours; the singly dashed line denotes the passage of the 
front at subsequent hours. It can be easily seen that the Coriolis 
acceleration causes the wind to turn clockwise with time as expected; 
i.e., a positive (negative) u is associated with a negative (positive) v, 
and the stronger the velocity the stronger the Coriolis acceleration. 
When u suddenly changes its sign such as in the formation or the passage 
of the sea-breeze front, the Coriolis effect is substantially masked. The 
right sense of surface wind rotation in this case is only detectable for 
the time periods before and after the sudden windshift, respectively. To 
help visualize the turning of the surface wind with time at different 
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tal distance from the shore on land. See text for explanation 
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horizontal distances from the shore, hodographs of the surface wind for 
the shore, 20 and 30 km inland are given in Figure 25. At the shore, 
neither the formation nor the passage of the sea-breeze front takes place 
to give a sudden change of sign of u. The magnitude of u simply increases 
to a maximum near t = 8 hours, and then it decreases. As a result, the 
Coriolis force always accelerates the wind toward its right to give an 
increasing v with time. The hodograph in Figure 25a clearly shows the 
clockwise rotation of the surface wind with time. In Figure 25b for the 
surface wind at 20 km inland, both the formation and the passage of the 
front appear. An associated change of sign of u appears twicg between 
5 and 7 hours. The right sense of rotation is barely detectable during 
this period of time, but it is very obvious between 2 and 5 and between 
7 and 10 hours, respectively. Since the sea-breeze front has never 
passed the location 30 km inland, there is only a sign change of u due to 
the formation of the front between 4 and 5 hours. In Figure 25c, the 
clockwise rotation of the surface wind with time is obvious. Specifically, 
the right sense of the Coriolis acceleration is clearly shown: when u 
becomes more negative, v becomes more positive in the first three hours. 
When u becomes positive and increases due to the formation of the front, 
V is decelerated to become more and more negative. Later when u becomes 
less positive due to the approaching (but not passage) of the front, v 
becomes less negative, correspondingly. 
In summary, the Coriolis effect is correctly simulated by our sea-
breeze model. In the vicinity of the shore, the low-level wind above 
land turns clockwise with time. In the late afternoon, the along-shore 
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component may become more than 50% of the normal-to-shore component of 
the surface wind such that the afternoon low-level wind has a substan­
tially different direction from that of the morning wind. On the land, 
depending on the distance from the shore, the normal clockwise turning of 
the low-level winds may be considerably distorted by the formation and/or 
the passage of the sea-breeze front. Therefore, the clockwise turning 
of the low-level winds toward the along-shore direction is not as obvious 
at an inland location near the shore. 
e. Development and inland penetration of the sea-breeze front 
Recall that our definition for a sea-breeze front is a narrow horizontal 
area extending vertically from the surface, which separates the sea-breeze 
inflow from the land air. In a sea-breeze model, this can be conveniently 
represented by the windshift line between the land air and the invading 
sea air. Because of the rapid change of the u-velocity in the x-direction, 
a strong updraft is a characteristic of the sea-breeze front. 
When the synoptic wind is calm, the surface wind blows unidirec-
tionally from the water surface to the land surface across the shore in 
the first few hours after the onset of the surface differential heating. 
During this period, there is no sea-breeze front if our definition of the 
front is strictly followed. However, because of the tie between the sea-
breeze front and the updraft, we may consider the horizontal location of 
the updraft center as an indicator of the front. Still another indicator 
of the surface frontal position is the low pressure center on the surface, 
because of its direct correlation with the strong updraft. 
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As we mentioned in previous sections, with the strengthening of the 
updraft, a low pressure on the surface below the center of updraft is 
quickly formed at noon. The pressure gradient force soon generates low-
level winds in the offshore direction some 20 to 30 km inland. Thus a 
sea-breeze front now appears on land. Since the inland offshore winds 
are obtained by a deceleration of the original onshore flow, it takes a 
short while for the area of offshore flow to expand its size after the 
first appearance of such winds at low levels. For this reason, the sea-
breeze front may temporarily appear to move backward toward the shore in 
its formation stage. After this short period, a well-defined sea-breeze 
front begins to move inland with time. 
Hourly distances of the sea-breeze front from the shore on the sur­
face are givem below for the three definitions of the front we just 
mentioned; 
time (hours 6 7 8 9 10 
front defined 
7.5 9.5 12.5 15.5 18 20 21.5 24 27.5 
front defined 
by u = 0 (km) (20) 19 20 21.5 24 27.5 
front defined 
""'min (km) 
12.5 15 17.5 20 22.5 26 30 
The position of the front on the surface is not available in the 
first four hours using the shear line u = 0 at 50 m above the ground, 
or using the low pressure center on the surface because the "front" has 
not been well-defined before t = 5 hours. Also, the frontal position 
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given by the shear line of u at 5 hours is parenthesized because the 
front is forming at that time, and there is a temporary retrogression of 
the front between 5 and 6 hours. 
In order to better examine the inland movement of the sea-breeze 
front with time, the above tabulated values are plotted in Figure 26. As 
can be seen from this figure, the frontal positions defined by u = 0 and 
by w^^^ agree very well from t = 7 hours and on, meaning that in the 
mature stage of a sea breeze, the sea-breeze front is very well-defined. 
The first five hour segment of the curve for w is dashed to indicate 
° max 
that the front is not yet clearly defined. This entire curve shows that 
at t = 6 hours the inland movement of the front slows down a little as 
the circulation develops a very strong updraft. After the updraft has 
reached its peak value between 7 and 8 hours and begins to dissipate, 
the front regains an acceleration and moves faster inland. The other 
two curves in Figure 26 also show that near the mature stage of a sea 
breeze, the frontal movement is relatively slow; but as the dissipation 
begins, the movement of the front becomes faster. 
This specific pattern of movement of the sea-breeze front (slow in 
the early and midafternoon to build up the maximum updraft and faster 
later in the afternoon as the circulation dissipates) has also been 
observed by Simpson et al,(1977) in sea breezes of England. Lambert 
(1974) and Stamm (1976) have also demonstrated the same characteristic of 
the frontal movement in their numerical sea-breeze models. Simpson et al. 
(1977) compared the sea-breeze front to a gravity-current head, and pro­
posed that a possible explanation of the late afternoon acceleration of 
it' min 
DISTANCE OF INLAND FRONTAL PENETRATION (KM) 
Figure 26. Hourly inland-penetration distances of the sea-breeze front from the shore. Numbers 
in parentheses give the maximum vertical velocity in cm/s at each hour 
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the frontal movement is the increased temperature contrast at the front 
because of the decrease in solar heating of the air. However, it is our 
opinion that the decrease in low-level viscosity in the late afternoon 
due to the decrease of the surface temperature and hence a less turbulent 
transport of momentum and heat is probably another important factor. 
Other observations, such as Lyons and Olsson (1973), and model 
results such as Pearson (1973), suggest either no significant change in 
frontal speed, or show a gradual slowing of the frontal movement in the 
late afternoon. Further research is recommended to study the detailed 
dynamics of the sea-breeze front to provide a deeper insight into the 
atmospheric processes in the PBL. 
f. Oversmoothing effect of too large a horizontal diffusion 
coefficient Because the purpose of the horizontal diffusion terms in 
the horizontal momentum and the potential temperature equations is for 
damping the computational noise, we choose the horizontal diffusion 
coefficient by numerical experiments to be just large enough to maintain 
computational stability without significantly smearing fields of the 
dependent variables. 
If the simulation with a certain value of K™ on the current mesh 
becomes unstable, we first analyzed the results at a time step before the 
instability arose to see whether or not the current mesh was just too 
coarse, to reasonably resolve the simulated feature. If not, experiments 
with larger values of the horizontal diffusion coefficient were run to 
find the most appropriate value of K™. Otherwise, a refinement of the 
mesh is needed, and a set of numerical experiments will be performed to 
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determine the most appropriate horizontal diffusion coefficient on the 
new mesh. 
Numerical experiments show that with an effective horizontal grid 
spacing of 2.5 km, the value 1.5 x 10^ m^/s is most appropriate for the 
calm synoptic wind case. A smaller value causes numerical instability, 
and a larger value causes an oversmoothing of the sea-breeze phenomenon. 
To illustrate this oversmoothing effect of too large a horizontal dif­
fusion coefficient, we present the superimposed u- and w-fields for t = 7, 
8 and 9 hours for a K™ of 2.5 x 10^ m^/s in Figure 27. It is clear by 
comparing the counterparts in Figures 19 and 27 that the oversmoothed 
frontal zone is broader; the updraft is smaller; and the time lag between 
occurrences of the peak surface temperature and the maximum updraft is 
further extended. All these compare unfavorably with observations; 
therefore, in order to obtain a realistic sea-breeze simulation, we should 
not use too coarse a horizontal resolution with too large a horizontal 
diffusion coefficient. 
We emphasize here that besides the explicit horizontal diffusion 
terms in the equations fur u, v and w, no other smoothing process of the 
dependent variables is used. 
2. Sea breeze with a light offshore synoptic wind 
Having studied the general characteristics of the model-simulated 
sea breeze with a calm synoptic wind, we will now examine the effect of 
a light offshore synoptic wind on the features of the sea breeze. A 2.5 
m/s offshore synoptic wind is applied to the top of the computational 
domain as a boundary condition. The initial wind profile is obtained 
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with the same synoptic wind from the 1-D (z only) version of the model. 
In analyzing the results, emphasis will be laid on the intensity of the 
sea breeze and the characteristics of the front and its movement. Other 
general features of the sea breeze are expected to be similar to those 
for the calm synoptic wind case, and accordingly will be skipped. 
a. Velocity field The velocity field gives a good representation 
of the intensity of the sea breeze, hence it will be used to examine the 
flow pattern and characteristics for the offshore synoptic wind case. 
The X- and Z'-components of the velocity vector under the influence of 
a 2.5 m/s offshore synoptic wind are plotted in Figure 28 at one-hour 
intervals from t = 2 to 10 hours. It is clear from the plots for t = 2 
and 3 hours that the low-level offshore winds are weakened in the coastal 
area in response to the onset of the surface differential heating. The 
existence of an offshore synoptic wind apparently delays the formation of 
a layer of sea-breeze inflow at low levels. The subsequent growth in 
size and strength of the inflow layer is also retarded by the offshore 
synoptic wind as compared with the calm synoptic wind case. 
The onshore flow initiates over the water sometime between t = 2 and 
3 hours. It then moves inland with time before t = 5 hours. Unlike the 
calm case, the center of the maximum onshore flow never reaches the coast 
throughout the lifetime of the sea breeze. Symmetry in strength and 
shape of the updraft and the downdraft in the first three hours for the 
calm case is not obvious in the presence of an offshore synoptic wind. 
Also, the vertical extent of the inflow is not as deep in the current 
offshore wind case. All these indicate the retardation effect of the 
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offshore synoptic wind to the sea-breeze inflow. 
It is also clear from the plots of the first four hours in Figure 28 
that the sea-breeze circulation at its initial stage, lacks an apparent 
correlation between the horizontal position of the maximum updraft and 
the windshift line, u = 0. The horizontal gradient of the vertical 
velocity is very gentle for the central region of the updraft in the first 
four hours; consequently, it is difficult to clearly define the updraft 
center. Figure 28 shows that the strongest updraft seems to stay at 5 km 
inland in the initial development of the sea breeze. The height of the 
maximum updraft, however, grows with time in the same stage. During the 
same period of time, the windshift line shows a clear inland movement. 
Sometime between 2 and 3 hours after the onset of the surface heating 
it is formed near the coast, moving to 6 km inland at t = 3 hours, and 
8.5 km inland at t = 4 hours. This lack of connection between the shear 
line and the updraft implies that the frontal structure is not well 
developed in the initiation stage of the sea breeze. 
Another feature revealed by the u-plots in the first few hours is 
that the waterward branch of the windshift line, u = 0, of the sea-
breeze circulation moves away from the coast significantly faster than 
does the inland movement of the landward branch. Part of the reason for 
this is attributable to a smaller roughness length of the water surface, 
but more important is perhaps the existence of a retarding offshore wind 
over land. Moreover, the downdraft associated with the waterward branch 
of the windshift line, unlike the updraft, will not induce an upward 
bulging of isentropes near the windshift line. Therefore, no counter-
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pressure gradient will be generated to retard the movement of the wind-
shift line. 
At t = 5 hours in the calm case, a surface low pressure is induced 
by the updraft near the surface windshift line. The pressure gradient 
produces waterward blowing winds at low levels. A similar mechanism 
causes the offshore winds at low levels ahead of the front to increase 
in the current offshore synoptic wind case. As a result, the inland 
movement of the shear line is significantly retarded, and the updraft 
drastically increases to reach a maximum of about 40 cm/s sometime 
between t = 7 and 8 hours. Beyond this time, the decrease in the surface 
potential temperature begins to dominate and causes the vertical velocity 
to level off. 
By comparing Figures 19 and 28, we see that the horizontal extend 
of the inland penetration of the sea-breeze Inflow is considerably less 
than that for the calm case at any corresponding time. This is apparently 
further evidence of the retardation effect of the offshore synoptic 
wind. The maximum onshore wind in the inflow region at the mature stage 
of the sea breeze near t = 7 hours is, however, 6 m/s—only 1 m/s less 
than that for the calm case. These results are consistent with our 
previous argument of either using a larger horizontal diffusion coeffi­
cient to maintain computational stability or using a finer horizontal 
grid spacing to better resolve the simulated sea breeze, preferably the 
latter, for the case with a light offshore synoptic wind. 
In the calm synoptic wind case, the u-^-field shows a four-cell pattern 
in the mature stage: an inflow cell between the shore and the front at 
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low levels, a cell of return flow aloft, a low-level seaward-blowing cell 
to the inland side of the sea-breeze return flow. In the presence of a 
light offshore synoptic wind, it is clear from Figure 28 that the four-
cell pattern is significantly masked by the synoptic wind so that the 
upper-level winds almost always blow offshore. Near t = 7 and 8 hours, 
the upper-level offshore winds ahead of the front become very weak, but 
are still in the offshore direction. 
Sometime after t = 7 hours, the sea-breeze circulation begins to 
diminish as evidenced by a decrease in the maximum inflow velocity and 
a shrinking in depth of the inflow. Being aided by the offshore synoptic 
wind, the sea-breeze inflow region shows a slight recession with time 
from t = 7 to 10 hours. This is in contrast to the inland advance of the 
inflow in the late afternoon for the calm case. As we mentioned before, 
the height of the daytime PBL gradually loses its role as an appropriate 
turbulence parameter in the late afternoon hours. We suspect that when 
the atmospheric stability changes from being unstable to stable at low 
levels, the lower part of the atmosphere becomes isolated from that 
above. Consequently, the synoptic wind will be less influenced in the 
lowest 100 to 200 m. Thus, the remaining pressure gradient in the frontal 
zone may then drive the sea breeze inland near the surface. This possible 
explanation of the inland movement of the sea-breeze front in the 
dissipating stage of the sea breeze can only be studied with the aid of 
a more sophisticated turbulence parameterization, and that is beyond the 
scope of the current study. 
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It should be pointed out that although the resolved maximum updraft 
for the offshore synoptic wind case is less than that for the calm case, 
we should not jump to conclusions too quickly. Wallington (1965) 
observed a sea-breeze frontal zone of the order of 100 m. If this is 
representative, a much finer computational mesh is needed in modeling the 
real strength of the updraft under different synoptic winds. Therefore, 
whether the updraft is stronger under a calm synoptic wind is not known 
from the current study. 
b. Characteristics of the frontal movement Hourly frontal posi­
tions defined by the horizontal location of the maximum updraft and by 
the windshift line, u = 0, from t = 2 to 10 hours are plotted in Figure 
29 for the case with a 2,5 m/s offshore synoptic wind. The front has not 
reached the land until some time between t = 2 and 3 hours. The fact 
that the frontal positions given by the maximum updraft an3 by the wind-
shift line do not seem to be correlated in the first four hours suggests 
that the presence of an offshore synoptic wind only serves to better 
define a narrow windshift zone in the early development of the sea breeze. 
Just as in the calm synoptic wind case, the structure of the frontal zone 
is unclear before noon. 
After t = 5 hours, the frontal zone becomes more organized so that 
the windshift line and the horizontal position of the maximum updraft 
appear to be increasingly correlated. The offshore winds at low levels 
are seen to be enhanced as a result of the pressure gradient force in the 
offshore direction. The inland penetration speed of the front conse­
quently decreases. From t = 5 to 7 hours, the frontal zone becomes 
DISTANCE OF INLAND PENETRATION (KM) 
Figure 29. Hourly inland-penetration distances of the sea-breeze front from the shore for the 
2.5 m/s offshore synoptic wind case. Numbers in parentheses give the maximum ver­
tical velocity in cm/s at each hour 
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almost stationary and the updraft considerably increases. A similar 
slowing down of the frontal movement in the early afternoon when the 
updraft increases is also observed for the calm synoptic wind case. The 
frontal position defined by the windshift line starts to recede slowly 
after t = 7 hours, whereas the frontal position defined by the maximum 
updraft shows more of a stationarity. This seems to suggest that the 
frontal region becomes compressed in this period of time so that the 
center of the frontal zone designated by the maximum updraft remains 
fixed, while the shear line begins to retreat a little. This, in turn, 
suggests that the frontal zone at the mature stage in the presence of 
an offshore wind is more narrow, and it needs to be resolved on a finer 
mesh than for the calm case. According to Stamm (1976) through a 
personal communication with Lyons, "A synoptic wind opposing the lake 
breeze causes the frontal convergence zone to become more narrow", which 
seems to corroborate our result. 
Although an observation made by Simpson et al. (1977) in England 
on June 14, 1973, suggests a faster inland movement of the sea-breeze 
front in the late afternoon, the synoptic wind had a slight onshore 
component on that day. The sea-breeze models of Lambert (1974) and 
Stamm (1976) both show a faster frontal movement in the late afternoon 
for a light offshore synoptic wind case. Because their models also use 
a simple exchange-coefficient-profile scheme, we suspect that a more 
advanced turbulence parameterization scheme is needed to refine their 
results. A discussion of the difference between the Deardorff-O'Brien 
turbulence scheme employed by the current model and the turbulence 
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scheme used in the sea-breeze models of Lambert and Stamm will be 
presented in the next section. 
3. The PEL height and the profile of the vertical exchange coefficient 
A major difference between the current O'Brien turbulence scheme 
and the turbulence scheme originally proposed by Estoque (1961) and later 
adopted by Lambert (1974) and Stamm (1976) in their numerical sea-breeze 
models is the shape of the exchange-coefficient profile above the surface 
layer. In Estoque's scheme, the exchange coefficient decreases linearly 
with height from the top of the surface layer to the top of the computa­
tional domain; therefore, the exchange-coefficient profile is determined 
mainly by the turbulence parameters of the surface layer. In the O'Brien 
scheme, however, the profile of the exchange coefficient above the sur­
face layer is given by a third-degree polynomial that matches the slopes 
and values of the exchange coefficient at both the top of the surface 
layer and top of the PBL, Thus, the exchange coefficient in the O'Brien 
scheme depends not only on the surface layer turbulence parameters but 
on the predicted height of the PBL. Consequently, the two exchange-
coefficient profiles look very different, especially when the PBL height 
is much higher than the height of the surface layer. 
The growth of the PBL in the current model is governed by the semi-
empirical formula given by Deardorff (1974) as shown in Equation (4.49). 
In view of the vertical velocity and the horizontal advection terms in 
this formula, it is expected that the velocity field above the surface 
layer has a strong influence on the horizontal dependence of the PBL 
height. The pattern of a downdraft ahead of the sea-breeze front and an 
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updraft in the frontal zone suggests a strong horizontal gradient of the 
PBL height across the frontal region. This PEL height pattern will then 
cause the exchange-coefficient field to be more or less "in phase" with 
the frontal region in. the mature stage. An expected result is a more 
sharply defined frontal zone, which compares favorably with sea-breeze 
observations; however, the movement of the sea-breeze front in the after­
noon hours may appear to be too much related with the predicted PBL height 
and becomes unrealistic. In the presence of an offshore synoptic flow, 
the retrading effect of the synoptic wind may further advect the maximum 
PBL height toward the shore, thereby causing the front to recede slightly 
in the late afternoon. This effect does not appear when the Estoque 
scheme is used because there is no dependence of the vertical exchange 
coefficient on the PBL height. Since both the Deardorff-O'Brien scheme 
and the Estoque scheme are very simplified and do not necessarily repre­
sent the physics very well, it is recommended that a more advanced 
turbulence scheme be used in refined sea-breeze studies. 
For illustration, the PBL height computed by the current model for 
both the calm and the 2.5 m/s offshore synoptic wind cases are given in 
Figure 30 in two-hour intervals. Notice the close connection between the 
shape of the PBL height and the vertical velocity field across the frontal 
region. The vertical exchange coefficients for momentum and heat K™ and 
Kg at t = 6 hours are plotted in Figure 31 for both cases to give a 
general picture of the spatial distribution of the vertical exchange 
coefficients in the midafternoon. Note that the vertical exchange 
coefficient for heat is about twice the value of that for 
195 
2000 n 
1800 . 
1600 . 
1400 -
1200 _ 
1000 -
800 -
600 -
400 . 
200 . 
50 -40 -30 -20 -10 0 
X (km) shore 
Figure 30a. Spatial distribution of the computed PBL height at 2 hour 
intervals for the calm case 
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Figure 30b, Spatial distribution of the computed PBL height at 2 hour 
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momentum over land, where the atmosphere is unstable. See also Figure 7 
for the dependence of the ratio of K^/K^ on the nondimensional stability 
parameter ç ( = 2 / L ) .  
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VII. CONCLUDING REMARKS 
A 2-D finite-element primitive-equation PBL model has been developed. 
With the simple Deardorff-O'Brien turbulence parameterization scheme, the 
1-D (z only) version of the model was able to generate a wind profile in 
the PBL comparable to results of other second-order turbulence models. 
The model was also applied to the simulation of the sea-breeze phenomenon 
as a first test of the ability of the model as a general tool for studying 
the PBL flows. In the sea-breeze study, the general behavior of the sea 
breeze was successfully simulated on a graded mesh with a finer vertical 
resolution near the ground and a finer horizontal resolution over the land 
between the coast and the distance of the estimated maximum inland pene­
tration of the sea-breeze front at the mature stage. 
The simple Deardorff-O'Brien turbulence scheme was found to be useful 
in generating a realistic sea-breeze circulation to its mature stage in 
the mid-afternoon. After the peak of the surface temperature had passed, 
the results indicated that this simple turbulence scheme became inadequate 
in describing the transition of the atmospheric stability from being 
unstable to stable. This is directly related to the way the PBL height 
is computed for a strong convective atmospheric flow—the sea breeze and 
the loss of role of the daytime convective PBL height as an appropriate 
turbulence parameter In the late afternoon. In order to better understand 
the structure and behavior of the sea breeze in the late afternoon and 
evening when the circulation starts to diminish, an advanced turbulence 
scheme is recommended for further sea-breeze studies. However, for 
studying other PBL flow problems that are less convective, hence a less 
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varying PBL height is expected; the Deardorff-O'Brien scheme may still 
give reasonable results. 
The implications we see from the current study are three-fold: 
1. The model uses the primitive-equation approach; therefore, it 
should be relatively easy, compared to the vorticity-
streamfunction approach, to modify the model to include a third 
dimension. 
2. When a new computational mesh is desired to study other PBL flow 
problems, we can simply feed in the coordinates of the grid 
points without any code modifications. These grid points can be 
selected on the basis of expected flow characteristics to better 
resolve regions of strong gradients or other regions of interest. 
This also should apply to lower boundary nodes, thereby permit­
ting simulations over complex orography without changing the 
model. 
3. By employing different portable turbulence schemes, the model 
can be used to test the applicability of these schemes to differ­
ent PBL flows, including flows such as the sea breeze, or flow 
over mountains or valleys for which little or no guidance is 
available on parameterizing turbulence. 
In summary, there are several more challenging PBL flows that can be 
modeled quite easily with the model developed in this dissertation. The 
favorable comparison of this model's results with observations and results 
of other numerical models for the sea-breeze circulation gives us confi­
dence in the model's ability to simulate more complicated PBL flows. 
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provided that the turbulence is correctly parameterized. It is our 
opinion that these more complicated flows will demonstrate the advantages 
of the FEM over existing PBL models. 
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