Abstract. Formulas are obtained that express the Schur S-functions indexed by Young diagrams of rectangular shape as linear combinations of "mixed" products of Schur's S-and Q-functions. The proof is achieved by using representations of the affine Lie algebra of type A 2 "-type plays the central role.
Introduction
We derive formulas of combinatorial nature that express the Schur S-functions indexed by Young diagrams of rectangular shape, the rectangular S-functions for short, as linear combinations of "mixed" products of S-and Q-functions.
The rectangular S-functions are studied in [4, 7] from a viewpoint of representations of the affine Lie algebra of type A 1 (see [5] ). On the other hand, the Schur Q-functions arise naturally in the representation of D (2) ℓ+1 -type Lie algebras ( [8] ). In the subsequent pursuit of various realizations of L(Λ 0 ), our formula has come out as an application of the isomorphism D 1 . Roughly speaking, we can realize the space L(Λ 0 ) as a tensor product of the spaces of the Schur S-and Q-functions. We call such a "mixed" realization as the homogeneous realization of type D (2) 2 . Let us describe our main result in more detail. Let µ be a partition and S µ (t) be the corresponding Schur S-function, where t = (t 1 , t 2 , t 3 , . . .), and each t j (j = 1, 2, . . .) is the j-th power sum p j divided by j. Let Q λ (t) denote the Schur Q-function indexed by a strict partition λ, where t = (t 1 , t 3 , t 5 , . . .). Let (m, n) denote the Young diagram of the rectangular shape (n m ). Set also S µ (t (2) ) = S µ (t 2 , t 4 , t 6 , . . .). Note that the set {Q λ (t)S µ (t (2) ); λ is a strict partition and µ is a partition} forms a basis of the space of the symmetric functions. (For each strict partition µ, we associate a strict partition µ[0] and a partition µ [1] in a combinatorial manner (see Section 2).)
Let m, n be non-negative integers. Our formula (Theorem 3.1), called "mixed expansion formula", reads: µ δ(µ)Q µ[0] (t)S µ [1] (t (2) ) = S (m,n) (t), (1) where the summation runs over a certain finite set of strict partitions determined by m and n. Here δ(µ) = ±1 is a sign given in a combinatorial way. We prove the formula (1) by comparing two realizations of L(Λ 0 ) mentioned above. The left hand side stems from combinatorial descriptions of actions of Chevalley generators in the homogeneous realization of type D (2) 2 , whereas the right hand side is obtained via "vertex operator calculus" (as employed in [4] ) in the homogeneous realization of type A (1) 1 .
Here we explain the background of our study of rectangular Schur functions. As written in the above, our formula arose from a study of the homogeneous realization of the basic A 1 -module; one is described in terms of the 2-reduced Schur functions and is relevant to the KdV hierarchy; the other is the twisted version, which is best described by the Q-functions and is relevant to the 4-reduced BKP hierarchy. On the other hand, the homogeneous realization of that module is connected with the nonlinear Schrödinger (NLS) hierarchy. Using an intertwining operator between the (non twisted) principal and the homogeneous realizations, one can derive an expression of the rectangular Schur functions and certain τ -functions of the NLS hierarchy ( [4] ).
The paper is organized as follows. In Section 2 we recall some combinatorial materials related to partitions. In Section 3 we state our main theorem on rectangular Schur functions. In Section 4 we recall the spin representation of A (1) 1 and describe the action of A (1) 1 in terms of Young diagrams. In Section 5 through the boson-fermion correspondence, we obtain weight vectors as a sum of products of S-and Q-functions. In Section 6 we consider f i -action (i = 0, 1) and obtain rectangular Schur functions appearing in the right hand side of our formula through a vertex operator calculus. Section 7 is devoted to the proof of the main theorem.
Combinatorics of Partitions

Partition.
A partition is any non-increasing sequence of non-negative integers λ = (λ 1 , λ 2 , . . .) containing only finitely many non-zero terms. We regard two partitions as the same that differ only by a string of zeros at the end. The non-zero λ i are called the parts of λ. The number of parts is the length of λ, denoted by ℓ(λ). A partition is strict if all parts are distinct. Denote by P (resp. SP) the set of all partitions (resp. strict partitions).
2.2. i-addable node. Let λ ∈ SP. To each node x ∈ λ in the j-th column, we assign a color c(x) by the following rule: We say that a node x is i-addable to λ, if λ ∪ {x} is a strict partition and c(x) = i. The following nodes indicated by dots are the 1-addable nodes:
It is the set of strict partitions obtained from λ by adding i-nodes ℓ times in succession.
If m > 0, we have I (7, 4) , (7, 3, 1)}, (8, 4) , (8, 3, 1) , (7, 4, 1) , (7, 5) } and I 3 0 (c −2 ) = {(9, 4), (8, 5) , (9, 3, 1), (8, 4, 1), (7, 5, 1)}.
2.3. 4-bar quotient. Let us introduce the notion of 4-bar quotient. We shall give a bijection
For λ ∈ SP, the pair (λ[0], λ [1] ) is called the 4-bar quotient of λ. Let us identify the strict partition λ with the subset λ λ λ = {λ 1 , . . . , λ s } of N. For a = 0, 1, 2, 3, we set λ λ λ (a) = {λ j ∈ λ λ λ | λ j ≡ a mod 4}. Namely
and we have λ λ λ = ⊔
From the odd parts λ λ λ (1) , λ λ λ (3) , we define a partition λ [1] in the following way: First consider two bijections
of Z. This is a "Maya diagram" in the sense that, if we express M(λ) as an descending
The integer m is called the charge of M(λ).
is a bijection.
We can illustrate the above construction. Let us look at a particular example, λ = (11, 9, 6, 2, 1, 0). We draw a "4-bar abacus": Here we do not put a bead on 0. We can read λ λ λ . From the second and the third columns, we can read
Then we obtain
and draw a Maya diagram;
Finally we have λ We have δ(λ) = (−1) 1 = −1. In the case of i = 0, m = −4, ℓ = 5 and λ = (15, 13, 8, 5), we have to put a bead on 0. We have δ(λ) = (−1) 2+1 = −1.
Main Result
Define h n (t) by exp (
Let λ be a partition. The Schur S-function with shape λ is defined as
Define q n (t) by exp (
If m ≤ n we define Q m,n (t) = −Q n,m (t). Let λ = (λ 1 , . . . , λ 2n ) be a strict partition, where
We can now state our main result which we call the mixed expansion formulas.
Theorem 3.1. For non-negative integers m and n, we have
we agree that both sides are equal to 0. Example 3.2. For m = 3 and n = 2, we have
For m = −2 and n = 2, we have
4. The spin representation of A
We consider the associative C-algebra B defined by the generators β n (n ∈ Z) and the anti-commutation relations:
These generators are often called the neutral free fermions. Note that β 2 0 = 1/2. Let F be the Fock module which is a left B-module generated by the vacuum |∅ with
Similarly we consider the right B-module F † which is generated by the vacuum ∅| with ∅|β n = 0 (n > 0).
Elements of F and F † are sometimes called "states". We have a bilinear pairing
This pairing is called the vacuum expectation value. The vacuum expectation value is uniquely determined by putting ∅|∅ = 1 and ∅|β 0 |∅ = 0.
Definition 4.1. Let λ be a strict partition, which we may write in the form λ = (λ 1 , . . . , λ 2k ) where
Let |λ denote the state
For λ = ∅, we define |∅ = |∅ .
Set f
. They have the following combinatorial property whose proof is left to the reader. We shall use standard notation of the affine Lie algebra A 
where we define the normal ordering for the quadratic elements by : β n β m := β n β m − ∅|β n β m |∅ .
1 -submodule of F generated by |∅ . F 0 is isomorphic to the irreducible highest weight module L(Λ 0 ).
Note the following expressions:
We need the following combinatorial lemmas:
where
) with ε m = 1 if m is odd, and ε m = 0 if m is even.
Proof. Firstly we consider the case of i = 1. For
We compute
where we note that a(λ) counts a 0 if m ≡ 1 (mod 2). Then the coefficient of |λ is
Secondary we consider the case of i = 0. In this case we have to take β 1 β 0 -part into account. Let
A computation similar to the case i = 1 above
Here we divide our argument into two cases. First we assume that m is even. We have
Second we assume that m is odd. We have
By substituting these four results into (2) we obtain
Bosonization
In this section we will establish the bozon-fermion correspondence and see the states as the polynomials. In the course, products of Schur's S-and Q-functions arise naturally.
We introduce the operators φ n , ψ n , ψ * n (n ∈ Z) by
which satisfy the anti-commutation relations:
Let us introduce the bosonic current operators
These operators generate an infinite-dimensional Heisenberg algebra
where c denotes the central element of H. One has
We have a canonical H-module S[H − ], where H − = ⊕ n<0 CH n , and S stands for the symmetric algebra. Let t n = 2 n H −n (n > 0). Then we can identify S[H − ] with the ring C[ t ] = C[ t 1 , t 2 , t 3 , . . . ] of polynomials in infinitely many variables t n . The representation of H on C[ t ] is described as follows:
and c acts as identity.
If we introduce the space of highest weight vectors with respect to H by
then Ω has a basis {|σ, m ; m ∈ Z, σ = 0, 1}, where
.
Note that
φ n |σ, m = 0 (n < 0), ψ n |σ, m = 0 (n < m), ψ * n |σ, m = 0 (n ≥ m).
Lemma 5.1.
Proof. We can easily obtain the equation by direct calculation.
We introduce formal symbols θ and e mα which satisfies θ 2 = 1 and define
Proposition 5.2. [2, 3] There exists a canonical isomorphism of H-modules
We will see C[ t ] ⊗ Ω Ω Ω as an A
1 -module via Φ (cf. Proposition 6.1). When we write Φ(|v ) = m,σ P m,σ (t) θ σ e mα for |v ∈ F , the coefficient P m,σ (t) ∈ C[t] can be expressed in terms of the vacuum expectation value on B as follows:
Introduce the states m, σ| ∈ F † (m ∈ Z, σ = 0, 1) which are characterized by m, σ|σ ′ , n = δ m,n δ σ,σ ′ (m, n ∈ Z, σ, σ ′ = 0, 1) and
We denote by W φ the linear subspace of B spanned by φ n (n ∈ Z).
Lemma 5.3. If u| ∈ F † , |v ∈ F be such that u|φ n = 0 (n > 0), φ n |v = 0 (n < 0), then for w i ∈ W φ (i = 1, . . . , 2k) we have
Proof. A bilinear form on W φ is defined by (a, b) → u|ab|v , which has all the properties of vacuum expectation value on W φ except for the normalization condition. Obviously, the normalization factor is given by u|v . Hence the lemma follows.
Lemma 5.4. [2, 3] We have
where δ s = (s − 1, s − 2, . . . , 1, 0) and t (2) = (t 2 , t 4 , . . .).
Lemma 5.3 and 5.4 give us
Consequently we obtain the following proposition.
There exists a 4-th root of unity ζ m,ℓ,i (λ) such that
Vertex operators
In this section we realize f i on B in terms of vertex operators. We introduce the formal generating functions
For t = (t 1 , t 2 , t 3 , . . .), set
On the space Ω Ω Ω, we define the operators θ, e ±α and z 
Then we have
Due to Lemma 6.2, we can write the actions of f i on C[t] ⊗ C Ω Ω Ω in terms of formal contour integrals
where we set A(z)dz = A −1 for A(z) = n A n z n .
Lemma 6.3.
Here ∆(z) = det(z
Proof. By V 0 i (z), we denote the "zero mode" θe
Then by using the relations θe ±α = −e ±α θ, and z
On the other hand, by the standard calculus of vertex operators, we have
where we set
. Then the lemma follows immediately.
For λ ∈ P, we denote by
) the Schur function with respect to z = (z 1 , . . . , z ℓ ). We use the well-known orthogonality relation 1
where we denote by T ℓ = {z = (z j ) ∈ C ℓ ; |z j | = 1}, the ℓ-dimensional torus. Since
ℓ ) for z ∈ T ℓ , we can rewrite this relation as
We also utilize the following form of the Cauchy identity:
We remark
Here λ ′ is the conjugate of λ.
Similarly we have
Proof. In view of the relation e ℓα · θ m = (−1) ℓm θ m · e ℓα , we have by Lemma 6.3
Using this, we have
where we carried out the contour integral by using (4) and (5). Here we remark that
In a similar way, we have ζ ′ m,ℓ,1 = (−1) mℓ . We just note that S (2m−ℓ,ℓ) (−t) = (−1) ℓ(2m−ℓ) S (ℓ,2m−ℓ) (t). Detail of the calculation is left to the reader.
Proof of the main theorem
First we have
Second we have seen in the previous section that
for m > 0. Therefore all we have to show is the following:
We prove this lemma together with looking at some examples for help. We set
where λ 1 > · · · > λ 2s ≥ 0. If we ignore the factor √ −1 in (3), the set {β λ 1 , . . . , β λ 2s } is decomposed into the three parts
where a, N and N * the number of φ's, ψ's and ψ * 's respectively and
, and K = {k 1 , . . . , k a } corresponds to λ λ λ (0) ∪ λ λ λ (2) . According to the following operations, we shall rewrite |λ into its "normal form" such as in Lemma 5.5.
{OP. 0} Rewite β's into φ's, ψ's and ψ * 's according to (3) . {OP. 1} Rewrite the vacuum |∅ into ψ −1 ψ −2 · · · ψ j N * |0, j N * , i.e., 
We divide our argument into four cases.
Case 1: We consider the case of i = 1 and m = 2n > 0. We have
Our purpose is to rewrite |λ into its normal form and compute a factor ζ m,ℓ,i (λ). We employ the following example for our understanding; m = 6, ℓ = 6 and µ = (21, 19, 13, 10, 7, 2) ∈ I 6 0 (c 6 ).
In this case, since all elements of K are odd, {OP. 0} gives a factor √ −1 m . In our example, we have
We neglect the factor √ −1 m for the moment. In our example, we have
From the Definition 2.3, the factor occurred by {OP. 3} is δ(λ). We see this fact through our example. We compute
and obtain δ(µ) = (−1) 2+2 from 4-bar abacus of µ; 
In this example φ 0 causes a factor (−1) 2+3 . Therefore we have Let us first consider the subcase (a). We have
Here we remark the factor (−1) N * caused by φ 0 ({OP. 2}) and the factor (−1) N caused by φ 0 is included by δ(λ) ({OP. 3}). For example, set µ = (12, 9, 3, 0) ∈ I Consider λ ∈ I ℓ 0 (c −m ). We further divide this case into the subcases: (c) λ m+1 = 1 i.e., |λ ends with ψ 0 φ 0 (d) λ m+1 = 0 i.e., |λ does not contain φ 0 nor ψ 0 .
In the case (c), we remark, by the similar argument of the case 1, {OP. 2} does not cause any sign change and {OP. 3} causes δ(λ)(−1) N . We have The readers can check this fact by using an example µ = (15, 13, 9, 4) ∈ I 
