This paper investigates the optimal training duration and the optimal power allocation for the training and the data transmission that maximize the ergodic sum rate in single-cell uplink massive MIMO with MMSE receivers. Our channel model assumes that each user experiences the same spatial channel correlation. The expression for the ergodic sum rate is obtained in the large system regime where the number of antennas (N ) at the base station and the number of users (K ) tend to infinity with a fixed ratio. Interestingly, we show that the optimal training duration is equal to K and independent of the spatial correlation. We also derive the optimal power allocation that in facts depends on the spatial correlation, the channel coherence interval, and the uplink SNR. We show that more energy should be allocated for the training if the data transmission duration (t d ) is less than K , and vice versa. Moreover, equal power allocation is optimal when t d = K . We also obtain an approximation for the optimal power allocation that depends on the mean of the correlation matrix eigenvalues. Numerical simulations show that our results based on the large system approximation are accurate and applicable for finite-size systems. The simulations also show that (1) the resulting ergodic sum rates obtained by employing the optimal power allocation and its approximation are indistinguishable, and (2) the optimal power allocation obtained from the uncorrelated channel model can be applied to the cases involving the correlated channels with indiscernible penalties on the ergodic sum rates.
I. INTRODUCTION
Since its introduction in [1] , research on massive multipleinput multiple-output (MIMO) has been flourishing. Featuring a very large number of antennas at base stations, a massive MIMO system offers an aggressive spatial multiplexing and can reduce the uplink/downlink transmitted power [2] . Hence, it has been considered as one of the promising key technologies to achieve high spectral and energy efficiencies that are required by the 5G and future wireless communication standards [3] .
In multiuser MIMO systems, channel state information (CSI) plays an important role in the downlink/uplink data transmissions and to attain significant performance gains [4] . For example, at multi-antenna base stations, CSI is employed to construct a receive filter that decodes the uplink data symbols or to create a precoding matrix for the downlink data transmissions. The base station can also adapt its transmission The associate editor coordinating the review of this manuscript and approving it for publication was Hayder Al-Hraishawi . strategies, such as performing user selection and power allocation, based on the CSI of its users. Furthermore, if both base stations and users know the CSI perfectly, the sum-rate capacity of multi-user MIMO scales linearly as min(N , K ), where N and K are the number of antennas at the base station and the number of single-antenna users, respectively [4] . Note that perfect CSI is a piece of ideal information that is impossible to obtain. In practice, only imperfect or partial CSI can be acquired via a process called channel training or estimation. In the last fifteen years or so, there is a quite large body of literature discussing various channel training schemes and optimizations for multiuser MIMO systems, see e.g., [5] - [9] , to name a few.
In the canonical massive MIMO systems that operate in time division duplex (TDD) protocol, CSI at the base stations is acquired via uplink training [5] , [10] , [11] . Under this scenario, performance analysis for single-cell multiuser massive MIMO systems has been performed in e.g., [12] , [13] and for multi-cell systems in [13] - [15] . Moreover, the transmit-side channel correlation has been also considered in [14] for the uplink training and the performance analysis, see also [11] . It should be noted that the analysis in those references used fix values for the training duration, uplink training power, and uplink/downlink data transmission power. Hence, choosing optimal values for those parameters are importantly needed to improve the overall system performance.
Training optimization problems for base stations equipped with linear receivers and/or precoders have been addressed in several works, e.g., [8] , [16] - [19] for single-cell massive MIMO systems and in [20] for multi-cell massive MIMO networks. In [16] , [17] , the authors study the optimal training period and the optimal power allocation for the training and uplink data transmission that maximize the uplink sum rate with matched filter (MF) and zero-forcing (ZF) receivers. In [16] , the large scale fading coefficients are ignored in the channel model but lated accomodated in [17] . A similar scenario to [17] has been investigated previously in [19] but the authors consider both weighted sum rate and weighted minimum rate as the objective functions. Similar optimization problems with a more complex linear receiver, i.e., minimum mean square error (MMSE) receiver, have been considered in [8] , [18] . In [8] , by ignoring the large-scale fading components, the expression for the signal to interference plus noise ratio (SINR) or the corresponding sum-rate was obtained by performing the analysis in the large system regime where the number of antennas and the number of single antennas users go to infinity with a fixed ratio (also called as cell-loading). In this work, it has been shown that the optimal training duration is equal to the number of users. This agrees with the result in [19] ) for MF and ZF receivers. Reference [18] considers a similar problem but it includes the large scale fading and the channel variance profile in modeling the channels. The obtained optimal training duration could not be expressed explicitly and must be found by using the line search. In multi-cell uplink communications with MF receivers, the training duration and power allocation optimization have been investigated in [20] . In that work, although all users have different large scale fading coefficients, the power allocation strategy for the training and data transmission is assumed to be the same for all users.
1) CONTRIBUTIONS
The training optimizations in the aforementioned works were developed mainly for uncorrelated channel models. In practice, wireless channels, including for massive MIMO systems, are spatially correlated [11] . In [19] , it has been shown that the techniques developed to solve the max-min fairness problem for uncorrelated channel model can be extended to that for spatially correlated channels, particularly when the base station employs the MF receiver. To the best of our knowledge, training optimization problems that involve spatial correlation models in multi-user or multi-cell systems are largely unexplored.
This paper considers training optimization in spatially correlated fading channels of multi-user massive MIMO systems. Different from [19] , we particularly consider the uplink data transmissions with the MMSE receiver at the base station. It is well known that this receiver gives a better performance compared to that of MF or ZF receivers. Furthermore, to acquire some initial insights, we consider the case where each user in the cell observes the same spatial correlation matrix. A more general and challenging extension to different spatial correlation matrices for each user will be a subject of future work. In this work, we derive the optimal training duration and the optimal power allocation for the training and the uplink data transmission that maximize the uplink ergodic sum rate. The SINR in the uplink ergodic sum rate expression is obtained by performing the analysis in the large system regime. Our analysis and numerical results provide the following contributions:
1) We show that τ = K , where τ is the optimal training length. Hence, it is independent of the factors such as the channel spatial correlation matrix, the channel coherence interval (T ) and the uplink SNR. A similar result was also observed in [19] for MF and ZF receivers. 2) We obtain the expression for the optimal power allocation for the training and data transmission. We propose an approximation for the optimal power allocation and show that it depends on the mean of the spatial correlation matrix eigenvalues. 3) Our analysis describes how the duration of the training (τ ) and data transmission (t d = T − K ) affect the optimal power allocation strategy; (1) when t d = K , the equal power allocation is optimal, (2) if t d > K , the best strategy is to allocate more power or energy for the data transmission, and (3) otherwise, it is the best to administer more power for the training. 4) We also show that when the uplink SNR is very low or approaching zero, the equal power allocation is optimal. At moderate/high uplink SNR values, the optimal power allocation meets the limit governed by √ T /K − 1. 5) Our numerical simulations show that the ergodic sum rates obtained from the optimal power allocation coincide with those from its approximation. Moreover, the simulations also indicate that the optimal power allocation from the uncorrelated channel model can be used for the cases involving spatially correlated channels with negligible penalties on the ergodic sum rates.
2) ORGANIZATION
The remaining of this paper is structured as follows. The next section presents the system model and the achievable ergodic sum rate expression for the uplink data transmissions with MMSE receivers. The large system approximation for the ergodic sum rate is stated in Section III. This section also discusses the optimal training duration and power allocation that maximize the ergodic sum rate. Section IV provides some numerical simulations that verify the analytical results and show the effects of the spatial correlation on the optimal power allocation strategy. The conclusions are presented in Section V and the proofs are placed in the appendices.
3) NOTATION
Vectors and matrices are denoted by the capital and small case boldface letters, respectively. I N and 0 N denote an N × N identity matrix and an N zero entries vector, respectively. The trace, transpose, and Hermitian transpose of a matrix are denoted by Tr[·], (·) T and (·) H , respectively. E[·] denotes the expectation operator. A circularly symmetric complex Gaussian (CSCG) vector x with zero mean and covariance matrix is denoted by x ∼ CN (0, ). Finally, a.s.
−→ denotes the almost sure convergence.
II. SYSTEM MODEL
We consider a single-cell uplink multiuser MIMO system that consists of a base station (BS) with N antennas and K single-antenna users. The channel model between user k and the base stations is
where h k ∼ CN (0, I N ) are independent Rayleigh fast-fading channel vectors and R = R R H is the positive semi-definite spatial correlation matrix that models the correlation among the base station antennas. Note that R is also called as the covariance matrix for g k since from (1) we have g k ∼ CN (0, R). In this work, we assume that all users have the same spatial correlation matrix. A more general and versatile model where R is different for each user will be left for future work. Due to its slow varying nature, it is also assumed that R can be estimated perfectly by the BS and hence is known at the BS. On the other hand, the fast fading components of h k needs to be estimated by the BS to decode the users' data in the uplink data transmission. Using the block fading channel model and the TDD protocol, each channel coherence interval (T ) is divided into two phases: (i) uplink training and (ii) uplink data transmission.
A. UPLINK TRAINING
In the training phase, each user sends the orthogonal training sequence with length τ ≥ K to the BS. Consequently, the BS can estimate the channel for each user independently. Let us consider the user k with the training symbols represented by q k ∈ C τ . The received signal at the BS is
where p t is the training power per symbol and N ∈ C K ×τ is the training noise matrix where its elements are zero mean i.i.d. CSCG with variance σ 2 . Based on the observation (2), the MMSE estimate of g k is given by [21] 
where * is the complex conjugate operator. Note that g ∼ CN (0, ) where
By applying the orthogonality property of the MMSE estimate [21] , the channel g k can be modeled as g k =ĝ k +g k whereg k ∼ CN (0, C e ) with C e = R − is defined as the channel estimation error. Noted thatg k is also statistically independent ofĝ k . From (3), it can be seen that increasing the training duration τ or the training power p t will reduce the total mean square error (MSE), given by Tr[C e ], and thus improve the accuracy of the channel estimates.
B. UPLINK DATA TRANSMISSION
The uplink data transmission, where each user simultaneously sends the data to the BS, occupies T − τ symbols. Let d k be the data sent by user k with power p d . Also, let d = [d 1 , d 2 , . . . , d K ] T be generated from the Gaussian codebook such that d ∼ CN (0, p d I K ). The received signal at the base station is
where G = [g 1 g 2 · · · g K ] and n ∼ CN (0, σ 2 I N ) is the receiver noise vector at the BS. Considering user k, we can rewrite (5) as
where the subscript [k] denotes removing the k-th column of a matrix or k-th row of a vector. Focusing on linear receivers due to their low complexity implementation, the estimate for symbol d k at the BS is given byd k = f H k y, where f k is the receiver for user k. Note that this receiver is constructed based on the the knowledge of {ĝ k }, C e and σ 2 which are available at the BS. Without loss of generality, we assume that σ 2 = 1 for the rest of the paper. Hence, the instantaneous SINR for user k can be expressed by
Here, we consider the linear MMSE receiver where f k is
It is given by
It can be shown that the corresponding SINR is
Using (6), the effective rate R k = 1 − τ T log 2 (1 + γ k ) is achievable. Hence, the ergodic sum-rate is given by
Now let us consider three variables that are of our main interest, i.e., τ, p t , and p d . From (7) , it is obvious that τ affects the ergodic sum-rate through pre-log factor and γ k (via ). A longer training duration τ will improve the SINR but with the cost of reducing the pre-log factor or the uplink data transmission period. Similarly, under a fixed total uplink energy, there is a trade-off in choosing the uplink training power and data transmission power that will give an optimal SINR. Considering these facts, we are interested on the following optimization problem:
where E is the total uplink energy. Note that E/T = p u may represent the total uplink power during the coherence time T . Since σ 2 = 1, we also refer it as the uplink SNR. Obtaining simple or/and closed-form expressions of the optimal solutions (τ, p t , p d ) for the above problem in finite system dimensions (N , K ) can be difficult. Relying on the brute-force search to find the optimal solutions can be computationally prohibitive. This is because for each value of τ, p t , p d , we need the Monte-Carlo (MC) averaging over the realizations ofĜ to compute the ergodic sum-rate. Thus, we consider the large system regime where N , K → ∞ with a fixed ratio, α = K /N . The analysis in this regime will eliminate the randomness introduced by the fast fading. Consequently, the SINR or the ergodic sum-rate in the large system regime will depend on the slow fading components, e.g., the spatial correlation matrix.
III. LARGE SYSTEM ANALYSIS AND OPTIMIZATION A. LARGE SYSTEM SINR
The large system approximation for (7) can be obtained by deriving the SINR (6) in the large system limit of N , K → ∞ with a fixed ratio α = K N . The result is given in the theorem below. The proof, presented in Appendix A, involves some well-known results in random matrix theory [22] , [23] .
Theorem 1: Let r ≤ N be the rank of R and r ∈ R r be a diagonal matrix whose entries are the positive eigenvalues of R. Suppose that the empirical spectral distribution (e.s.d.) of r converges almost surely to its limiting spectral distribution (l.s.d.)F as r → ∞. In the large system regime where r, K → ∞ with β = K r , γ k converges almost surely toγ , which is the unique (non-negative) solution of the fixed-point equation
and R is a random variable with distributionF .
As mentioned previously, the limiting SINR (9) is independent of the particular realizations of the fast fading and depends on the eigenvalue distribution of the spatial correlation matrix R. We can also note that since all users experience the same R, the limiting SINR is also the same for all users. It is also obvious from (9) that, for a given number of antennas N , a lower rank of R or increasing the number of users K will reduce the limiting SINR. On the computational aspect, whenF is hard to obtain or the e.s.d. of r does not converge toF , we can compute (9) by heuristically approximate the limiting SINR, i.e.,γ ≈γ , whereγ is given bŷ
It should be noted thatγ is equal to the asymptotic SINR obtained by using the deterministic equivalent approach, see [9, Theorem 1] 1 .
Using the limiting SINR expression (9) and applying the continous mapping theorem [24] , we have
Since the limiting SINR is the same for all users, as shown in (9), it follows that 1
We refer this metric as the limiting sum-rate per antenna and we can have the approximation R sum ≈ NR sum .
B. OPTIMAL TRAINING DURATION AND POWER ALLOCATION
Now, letp • = Kp • ,t d =T −τ and E =p uT . Then, the optimization problem (8) can be written as
To simplify P1 (see also [8] ), letp tτ = µE andp dtd = (1 − µ)E. Here, µ defines the power allocation strategy that controls the fraction of the total energy that is allocated for the uplink training and the data transmission. Using the above notations, P1 reduces to
and ψ(R) in the limiting SINR (9) is given by
The formulation above implies that the optimal power allocation problem in P1 is equivalent to the energy splitting optimization in P2. Moreover, we can simplify P2 by performing the optimization forτ and µ separately.
In other words, we can decouple P2 into two separate one-dimensional optimization problems. Now, let us first consider the optimization forτ by observing the characteristics of the objective function w.r.t.τ . It is obvious thatγ is increasing withτ . On the other hand, the pre-log factor ofR sum is decreasing withτ . However, we can guess that the pre-log factor decreases faster than the log term. Hence, intuitivelyR sum is decreasing withτ and the optimalτ is equal to 1. This is justified in the following theorem. Theorem 2: The optimal training period that maximizes R sum isτ = 1.
Proof: See Appendix B. The theorem above implies that the optimal training duration scales with the number of users (τ = K ) and does not depend on the spatial correlation matrix and on the power allocation for the training or data transmission. A similar result is also obtained [19] for the MF and ZF receivers and in [8] for the MMSE receivers with the uncorrelated fading model.
Theorem 2 also suggests that we only need to find µ ∈ [0, 1] that maximizes the objective function evaluated atτ = 1 andt d =T − 1. Since µ does not affect the pre-log factor, thus maximizingR sum is equivalent to maximizingγ . Therefore, P2 becomes P3 : max
which is a one-dimensional optimization problem. It is also easy to check that the end points, µ = 0 or µ = 1, will give a zero sum-rate per antenna (R sum = 0). Thus, we can eliminate both points as the solution candidates. Therefore, the optimal µ should lie in the interval (0, 1). The solution for P3 is stated in the following theorem.
Theorem 3: The optimal µ for P3 is the solution of the following fixed point equation
where
andγ isγ evaluated at µ = µ .
Proof: See Appendix C. Remark 1: From the formulation of P2, the optimal p t and p d in terms of µ can be written as follows
From (12) and (14), we can see that the optimal power allocation depends on the function of the eigenvalues of the correlation matrix κ(µ ), the channel coherence interval T , and the total uplink energy E.
It can be observed from (12) that the effects of κ(µ ) on µ are also influenced by the length of the channel coherence intervalT . WhenT > 2, the value ofT − 2 in the numerator of the second term in (12) is positive. Hence, it follows that a larger κ(µ ) will decrease µ . In contrast, if 1 <T < 2, the value ofT − 2 in that numerator becomes negative. Consequently, µ is increasing with κ(µ ).
Note that the expression for κ(µ ) in (13) is somewhat complex and does not give a clear relation between µ and the eigenvalues of the spatial correlation matrix. To simplify this, we use the first order approximation,
for the numerator and for the denominator of (13). This yields
This approximation shows a simple relation between κ(µ ) and the first moment or mean of spatial correlation matrix eigenvalues. Furthermore, employingκ provides the approximation for µ that can be expressed in a closed form,
The numerical simulations in the next section show that the approximation for µ in (16) is quite accurate, particularly at moderate/high total uplink power p u . Now, let us consider the effects ofT on the optimal µ . Looking at (12) and knowing that κ(µ ) > 0, we have three cases for the optimal µ based on the value of T − 2 that presents in the second term on the right side of (12): 1)T = 2 or T = 2K : Here, the duration for the training τ = K is equal to that for the data transmission (t d ). Moreover,T − 2 = 0. Consequently,
This implies that in this case µ does not depend on the spatial correlation and the total uplink power/energy. Furthemore, this value of µ also implies that p t = p d = E/(2K ). In other words, the equal power allocation is optimal for this case. 2)T > 2 or T > 2K : This situation indicates that the duration for the uplink data transmission is longer than that for the training (t d > τ ). Here, we haveT − 2 > 0. Therefore, the following bound applies,
The bound suggests that we should allocate more energy for the uplink data transmission compared to that for the uplink training. 3) 1 <T < 2 or K < T < 2K : This case is in contrast to the previous one and the bound for the optimal µ is
This means that the energy allocation for the training should be higher than that for the data transmission. In the following discussions, let us have a look on the impact of the extreme values of the uplink SNR p u via E on µ . At very low SNR or when p u → 0 (E → 0) we have
This means that the equal power allocation is optimal for this limit. At the other extreme, it is easy to show that
It should be noted that this limit is applicable for high uplink power/SNR values. It is interesting to see that both limits above are not affected by the spatial correlation. Moreover, it can be also inferred that the limit (18) is less than 0.5 when T > 2 and is larger than 0.5 when 1 <T < 2. In the former case, we can also show that µ decreases with increasing uplink SNR. In the latter, a reverse situation occurs, i.e., µ is increasing with the uplink SNR.
C. EXAMPLES
The following examples are drawn from two simple channel models.
1) UNCORRELATED FADING CHANNEL
Let us consider the simplest scenario, i.e., the uncorrelated fading model, where R = I with is distance-dependent large-scale fading (see also, [8] ). This model implies that all users are in approximately the same distance from the base station, e.g., in a cluster. In this case, the limiting SINR, denoted byγ u , is given bȳ
The corresponding optimal power allocation follows (12) with κ(µ ) = −1 . Furthermore, we can also observe that µ u =μ whereμ is defined in (16) with δ(T , −1 , E). It should be noted that κ(µ ) = −1 indicates that κ(µ ) get bigger with increasing distance of the users from the base station. Hence, µ u also increases and this suggests that we should allocate more energy for the uplink training.
2) EXPONENTIAL CORRELATION MODEL (EXP)
This simple model can be obtained when the base station antennas have uniform linear array (ULA) configuration [25] . Moreover, the spatial correlation matrix has the Toeplitz structure. In this correlation model, the elements of the spatial correlation matrix can be written as
where ν ∈ [0, 1) is defined as the correlation coefficient. From (19) , it can be seen that R is symmetric. Now, let r k = ν |k| with k = i − j. The Fourier series for r k is defined by [26] f
where ω ∈ [0, 2π ]. Let {λ k } be the eigenvalues of R. Then, the Szego's theorem, see [26] , states that
where G is any function that is continous on the range of f (ω). Using this correlation model, the limiting SINR can be stated as follows. Corollary 1: Suppose that R has the model given by (19) . Then, the limiting SINR is the solution of the following fixed point equation
Proof: See Appendix D The optimal µ for this correlation model is difficult to express in closed form. Therefore, we can have its approximation,μ , which is easier to compute. Since E[R] = , it follows thatκ = −1 . Therefore, we haveμ = µ u . This suggests that we can use the optimal power allocation strategy from the uncorrelated fading model for the case of the exponential correlation model. Our simulations in the next section show that usingμ gives an almost zero penalty on the resulting ergodic sum rates.
IV. NUMERICAL RESULTS
In this section, let us first validate, by numerical simulations, the accuracy of the SINR approximation obtained from the large system analysis, given by (9), for finite system dimensions of K and N . We consider a single cell multiuser MIMO system with K = 20, the length of coherence interval T = 200, and the training duration τ = K = 20. Assuming an equal power allocation for the uplink training and data transmissions, we set p t = p d = 10 dB. Besides the exponential correlation model, in some simulations we also consider the physical channel model described in [14] , [27] , where the channel correlation matrix is rank-deficient. We refer this model as the finite dimensional (FD) channel model [27] . The correlation matrix is given by
The steering vector s(φ) is given by
where ι ι ι = √ −1, w is the antenna spacing in multiples of wavelength and φ n = π/2 + (n − 1)π/D are the angles of transmission which are uniformly distributed. In the simulations that employ this model, we set w = 0.3. Figure 1 depicts the per user ergodic rates for finite-size systems and their large-system approximations for the increasing number of antennas and for different correlation models. The ergodic rates are computed by averaging the sum-rates over 1000 independent channel realizations. Overall, we can observe that the ergodic rates obtained from the large system analysis can approximate those of finite-size systems accurately, even for small values of K and N . In our case where the users experience the same correlation matrix, we can see that the correlated channels degrade the system performance. In practical scenarios where each user has different correlation matrices, the correlations can provide advantages on the system performances [11] . Similarly, it is also evident that the rank-deficient correlation matrix of the FD model has a negative effect on the ergodic rate of the users. Figure 2 compares the optimal µ andτ which are the solutions of P2 to those obtained from the exhaustive search for various values of coherence intervalsT . It can be observed that µ and τ fit well with the results of the exhaustive search. This implies that the optimal solutions obtained from the large system approximation of the ergodic sum rate are applicable to practical system sizes. As predicted by Theorem 2, the optimal training length,τ = 1, is independent ofT . It can be also seen that µ is decreasing withT . When the duration for the uplink data transmission is shorter than that for the training (T < 2), the best choice is to allocate more energy for the training (µ > 1 2 ). WhenT = 2 (or T = 2K ), we have µ = 1 2 which agrees with (12) . This implies that the equal power allocation (p t = p d ) is optimal. The values of µ forT > 2 indicate that we should allocate more power for the uplink data transmission with increasingT . In other words, longer data transmission will require a higher energy allocation. The advantages of performing (optimal) power allocation in terms of the achievable ergodic sum-rates are shown in Figure 3 . For increasing uplink SNR (p u ), the ergodic sum rates also increase. For both numbers of antennas, N = 100 and N = 200, we observe a similar characteristic. In the uplink SNR interval [−10, 10] dB, the optimal power allocation increases the ergodic sum rate around 5-6 bits/s/Hz compared to that without power allocation. This increase is equivalent to the SNR gain of about 1 dB. Furthermore, it can be observed that this increase is almost constant across all uplink SNR values in that interval. When the uplink SNR gets lower than −15 dB, the advantages of having the optimal power allocation become less noticeable. Eventually, when p u → 0, the equal power allocation is optimal, see (17) , and the resulting ergodic sum rates are approaching zero. It should be noted that the scenario where different users have different spatial correlation matrices may boost the advantages of having the optimal power allocation at low uplink SNR values. This has been observed previously in [19] when the base station employs the MF receivers. Therefore, it is interesting to see that the same behavior can be obtained for the MMSE receivers.
The behavior of the optimal µ over the uplink SNR values and for different numbers of N is shown in Figure 4 . As mentioned previously in our analysis, for T = 200 > 2K , µ decreases with increasing SNR values. At very low SNR value of −40 dB, we can see that µ ≈ 0.5. This matches the prediction by (17) and the equal power allocation is optimal for this case. For moderate and high SNR values, e.g., p u ≥ 10 dB, µ reaches the limit 0.25 that can be computed by (18) for T = 200. We can also observe that varying N , hence changing the cell loading α, generally does not change the values of µ significantly. Only on the uplink SNR interval of [−15 dB, 5 dB], we can see that increasing N will slightly reduce the values of µ . For the sake of a clearer presentation in Figure 4 , the plot for the case of T < 2K is not displayed. For this case, we observe that µ has the behaviors as predicted by our analysis. Moreover, the gain of having the optimal power allocation becomes smaller. Figure 5 shows the optimal µ and the resulting ergodic sum rate as a function of the correlation coefficient (ν) of the exponential correlation model. We consider p u = −10 dB and p u = 10 dB that represent the low SNR regime and the moderate/high SNR regime, respectively. Furthermore, we also compare the optimal µ in (12), its approximation (μ ), see (16) , and µ u for the uncorrelated channel model. We define the relative difference for these optimal values of µ as follows
As stated in the previous section, we haveμ = µ u for this correlation model. In Figure 5 (a), we can see thatμ can approximate µ quite well for ν ∈ [0, 0.8]. It becomes evident that the highest (µ u , µ ) occurs when ν ≈ 1. It is about 4% for p u = 10 dB and about 10% for p u = −10 dB. Taking µ u as the referemce, the result implies that the correlation has relatively small effects on the µ , particularly at moderate/high uplink SNRs. Furthermore, despite the relative differences (µ u , µ ), Figure 5 (b) shows that for both values of p u , the resulting ergodic sum rates coincide, even at high values of ν, e.g. ν ≈ 1. This suggests that we can use the optimal µ from the approximation or from the uncorrelated channel model for the correlated channel case with negligible penalties on the ergodic sum rates. Similar to Figure 5 , in Figure 6 , we plot the optimal µ and the corresponding ergodic sum rate over different values of D of the FD channel model. Recall that D is related to the rank of the correlation matrix. As shown by 6(a),μ gives an accurate approximation for µ , even at low SNR of −10 dB and at low numbers of D. Now, let us consider (µ , µ u ). At high SNR of p u = 10 dB, the maximum (µ , µ u ) is about 0.03% which can be said negligible. Therefore, it is not surprising that the corresponding ergodic sum rates depicted in 6(b) are indistinguishable. For low SNR p u = −10 dB, the maximum (μ , µ u ) is approximately 9.8%. This occurs at small D = 20. As D increases, we can see that (µ , µ u ) gets smaller. When D = 200, (μ , µ u ) becomes about 3.4%. However, similar to the EXP model, the resulting ergodic sum rates are almost identical. In other words, the ergodic sum rates are quite insensitive to small (µ , µ u ). Therefore, the insights from these simulations are similar to those for the VOLUME 8, 2020 EXP model; (1) the effect of D or the rank of the correlation matrix on the optimal µ is quite small and is negligible for moderate/high uplink SNR values and (2) we can use the optimal µ from the approximation or the uncorrelated fading model to the scenarios involving rank-deficient spatial correlation matrices.
V. CONCLUSION
In this paper, we consider the optimal training duration and the optimal power allocation that maximize the ergodic sum rate of single-cell uplink massive MIMO systems where each user observes the same spatial channel correlation. The optimal solutions are obtained based on the approximation of the ergodic sum rate derived from the large system analysis. We show that the optimal training duration is equal to the number of the users and does not depend on the correlation matrix, the coherence intervals, and the uplink power/SNR. The expression for the optimal power allocation (µ ) involves a function of the eigenvalues of the correlation matrix. We show that the approximate power allocation depends on the mean of the correlation matrix eigenvalues. For any correlation matrices, we show that (1) when T = 2K , the equal power allocation is optimal, (2) For K < T < 2K , the optimal strategy is to allocate more power for the training and (3) otherwise, it is optimal to allocate more power for the uplink data transmissions. Furthermore, we also prove that when the uplink SNR is very low or approaching zero, it is optimal to have equal power allocation. For high uplink SNR values, the optimal power allocation settles on the limit controlled by √ T /K − 1.
Our numerical simulations show that our results that are based on the large system analysis are applicable to finite-size system scenarios. The simulations also suggest that the optimal power allocation is able to increase the ergodic sum rates. The numerical results also indicate that the correlation coefficient or the rank of the correlation matrix have small or even negligible effects on the optimal power allocation strategies and the resulting ergodic sum rates, particularly at moderate/high uplink SNRs. Moreover, the simulation results also imply that we can employ the optimal power allocation from uncorrelated fading model to the cases involving spatially correlated channels.
APPENDIXES APPENDIX A PROOF OF THEOREM 1
For the convenience in the derivation of the proof, we can rewrite (6) as follows
Moreover, we define that two infinite sequences a n and b n are asymptotically equivalent, denoted by a n b n , if and only if |a n − b n | a.s.
Consequently, γ k can be rewritten as follows
Note that v k is independent of 1 2 X −1 (k) 1 2 . When R has a bounded spectral norm, it can be checked that the spectral norm of is also bounded. It can be also shown that the spectral norm of X −1 (k) is upper-bounded by cα/p d , for some constant c. Therefore, the spectral norm of 1 2 X −1 (k) 1 2 is also bounded. Furthermore, since v k is independent of 1 2 X −1 (k) 1 2 , by using the result in [28, Lemma 1.] (see also [23] or [22] ), we have as N → ∞ 
and (a) is obtained by applying the rank-one perturbation result (see [29] , [23, Theorem 3.9, Lemma 14.3].
To simplify (23), we require that is invertible. If R is positive definite, we can perform the simplification directly. However, when R is positive semidefinite, is not invertible. To handle this issue, we use the eigenvalue decompositions for R and .
Since R is Hermitian, its eigen decomposition is R = U U H , where the elements of the diagonal matrix are the non-negative eigenvalues of R, and the columns of the unitary matrix U contain the eigenvectors of R. For defined in (4), it can be written as
The line (a) is obtained by using the properties of unitary matrices, U −1 = U H and UU H = I. It can be also noted that R and share the same eigenvectors. From these eigenvalue decompositions, we can write
and
In other words, the elements ofV are also i.i.d. CSCG with zero mean and unit variance. whereV r ∈ C r×K is obtained by taking r rows ofV. Then, 
Since r > 0 (and thus invertible) and by denoting β = K r , we can rewrite (25) 
Before continuing the large system analysis for m B r , let us consider the matrix A r . It is obvious that the diagonal elements of of A r are also its eigenvalues, denoted by η k , which can be expressed as follows
Let F A r be the e.s.d. of A r . The Stieltjes transform of F A r can be written as
where F r is the e.s.d. of r . It should be noted that m A r is analytic on the complementary support of F A r (or range of g(λ)) and the function g is continous and bounded. Suppose that F r converges almost surely to its l.s.d., denoted byF , as r → ∞. Then, m A r converges almost surely to (see [30] and [31, Ch. 4.4] )m
Now, let us looking back at (27) . As r → ∞, F B r converges almost surely to its deterministic l.s.d. F B whose Stieltjes transform is the unique solution of
.
By using the definition form A in (28), we can expressm B (z) as followsm
Then it follows from (27) that γ k converges almost surely tō m B (β) and is given by (9) . This completes the proof.
APPENDIX B PROOF OF THEOREM 2 -Optimal Training Length
Here, we only need to prove thatR sum is decreasing withτ (increasing witht d =T −τ ) for any choice of µ ∈ [0, 1]. Now, let us rewrite ψ(R) in (10) in terms of µ andτ as follows
For notational simplicity, let f (x) =R sumT and let us drop the argument R in a(R) and b(R). Hence, the objective function can be rewritten as
To complete the proof, we only need to show that f (x) is increasing with x.
The first derivative of f (x) is given by f (x) log(2) = log(1 +γ (x)) + xγ (x) 1 +γ (x) .
In the following derivations, we will show that f (x) > 0 for x ∈ [0, 1]. Let us rewrite the expression forγ (x) as follows
Taking the first derivatives for both sides will yield 0 = E R ∂ ∂x γ −1 (x) a + bx + Since Q < 1, it follows that f (x) > 0 and this completes the proof.
APPENDIX C PROOF OF THEOREM 3
The candidate solution for the optimal µ in (0,1) will be the stationary point ofγ . Let Z (µ) =γ ψ(R) + 1 1 +γ
Hence, we can express (9) as follows
Differentiating both sides w.r.t. µ yields Setting the above first derivate equal to zero gives the stationary point which is the solution of
By performing further algebraic manipulations for the condition (30) will give
Further simplifications yield
Thus, (12) follows and the proof is complete.
APPENDIX D PROOF OF COROLLARY 1
By using (21) , the limiting SINR expression in (9) can be written asγ Let χ 1 = νw 1 , χ 2 = νw 2 , ξ = νζ , and = νe. Substituting the values for a, b, and c gives (22) . This completes the proof. VOLUME 8, 2020
