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Performance of nite element solvers on parallel computers such as the Connection Machine CM-5
system is directly related to the eciency of the communication strategy. The objective of this work is
two-fold: First, we propose a data-parallel implementation of a partitioning algorithm used to decompose
unstructured meshes. The mesh partitions are then mapped to the vector units of the CM-5. Second, we
design gather and scatter operations taking advantage of data locality coming from the decomposition
to reduce the communication time. This new communication strategy is available in the CMSSL [8]. An
example illustrates the performance of the proposed strategy.
Partitioning algorithm
The recursive spectral bisection algorithm [3, 6] has been implemented on the CM-5 in a data-parallel
fashion. This implementation is an enhanced version of the one developed for the CM-2 [1]. In this
implementation, a two-level parallelization is applied both to the partitions generated at a given stage of
the recursive process and to the elements in each partition. This prevents any loss of performance during
the recursive process since the CM-5 always processes the same number of data, namely the number of
elements in the whole mesh.
The dual mesh connectivity is used to dene the Laplacian matrix of the graph. The smallest non-
zero eigenvalue of the Laplacian matrix and its associated eigenvector are then computed using the
Lanczos algorithm. A careful mapping of the arrays in the Lanczos inner loop restricts inter-processor
communication to dot-products and matrix-vector multiplications. The latter can be reduced to scatter
operations, and dot-products are expressed using a scatter followed by a gather. Both gather and scat-
ter operations are performed using the utility routines sparse util gather and sparse util scatter
provided by the CMSSL. Most of the algorithm has been implemented in CM Fortran and C. However,
the computation of the smallest eigenvalue of the tridiagonal matrix generated by the Lanczos process
has been written in CDPEAC (a macro-assembler) to achieve maximum performance for this critical
part of the algorithm.
Gather/scatter operations
The subdomains generated by the partitioning algorithm can be viewed as meshes independent of
one another. Each vector unit has its own mesh with local element and node numberings. The gather
operation is then performed in two steps:
1. A global (o-processor) gather operation is executed between the global set of nodes (i.e., the nodes
for the whole mesh) and the local sets of nodes (i.e., the nodes for each partition). The CMSSL
routines used for the implementation of the partitioning algorithm are also used for this operation.
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2. A local gather operation is then executed on each vector unit between the local sets of node and
elements. The local gather requires no inter-processor communication. It has been implemented in
C with calls to low-level library routines to take full advantage of indirect addressing available on
the vector units.
The scatter operation is performed in a similar fashion by having a local scatter followed by a global
scatter. It can be shown that, for tetrahedral meshes, this two-step procedure can reduce the number
of data to be sent to the network by up to a factor of 20 over a strategy not taking advantage of data
locality. Substantial speed-ups over the default communication scheme can therefore be expected.
Numerical example
The partitioning algorithm and associated gather/scatter routines were incorporated in a nite el-
ement program solving the 3-D compressible Euler and Navier-Stokes equations [2]. Convergence is
achieved using a fully implicit matrix-free solver based on the preconditioned GMRES algorithm [1, 4,
5]. In this example, the 3-D inviscid shock-shock interaction on a swept cylindrical leading edge is com-
puted [7]. The sweep angle is 15 degrees. Incoming ows at Mach 8.03 and Mach 5.25 are separated by
an impinging shock. The unstructured mesh has 16;707 nodes and 86;701 tetrahedra (see Figure 1). One
integration point per element is used and 100 time steps are performed, with an average of 10 residual e-
valuations per time step. This problem is solved on a 32-processing node CM-5 equipped with 128 vector
units. Two communication strategies are used: Strategy 1 calls the CMSSL communication primitives
sparse util vec gather and sparse util vec scatter which perform the gather/scatter operations
by simply sending all data to the network. On the other hand, Strategy 2 partitions the mesh and calls
the two-step CMSSL gather/scatter routines described in the previous section. The partitioning into 32
subdomains is shown in Figure 2 (128 partitions are actually needed for a 32-processing node CM-5).
Timings for both strategies are presented in Table 1. The reduction in communication time by taking
advantage of data locality is particularly striking. A factor of 2 speed-up for the overall code can be
achieved, even when including the partitioning time. In the case of Strategy 2, the eective bandwidths
per processing node for the gather and scatter are 7.2 Mbytes/s and 5.1 Mbytes/s, respectively. Note
that these bandwidths are weighted averages between memory bandwidth and network bandwidth.
Conclusions
We have shown that substantial improvements in the overall performance of nite element solvers
can be achieved by proper mapping of data to the vector units of the CM-5 and by taking advantage of
that mapping in the design of the communication routines. It is also important to note that, given a
mesh partitioner and a set of communication primitives, the nite element program can be architecture-
independent. We expect that additional improvements in the implementation will further reduce the
communication times in the near future. Finally, the scalability of this communication strategy is
currently under evaluation.
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Figure 1. Cylindrical leading edge.
Surface mesh.
Figure 2. Decomposition
into 32 partitions.
Table 1. Cylindrical leading edge. Timings on a 32-processing node CM-5 system.
Strategy 1 Strategy 2
Partitioning | 96 s
Gather 375 s 65 s
Scatter 509 s 125 s
Computation 363 s 353 s
Total 1247 s 639 s
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