We introduce a reverse engineering approach to drive a RC circuit. This technique is implemented experimentally 1) to reach a stationary regime associated to a sinusoidal driving in very short amount of time, 2) to ensure a fast discharge of the capacitor, and 3) to guarantee a fast change of stationary regime associated to different driving frequencies. This work can be used as a simple experimental project dedicated to the computer control of a voltage source. Besides the specific example addressed here, the proposed method provides an original use of simple linear differential equation to control the dynamical quantities of a physical system, and has therefore a certain pedagogical value.
In most basic textbooks in electricity, the use of time-dependent voltage source to drive a circuit is reduced to a sinusoidal driving 1 . This is of paramount importance to introduce the concept of filtering in Fourier space 2 , a technique that appears in many other fields of physics 3 including wave optics 4 . Such time-dependent circuits also provide an opportunity to train the students on solving linear differential equations, and gives the opportunity to discuss the mechanical equivalent of an inductance, a capacitor or a resistor.
In this article, we propose to revisit the standard RC series circuit subjected to a sinusoidal driving in order to present a reverse use of the differential equation that governs the time evolution of the capacitor charge. More precisely, we show explicitly how the proper shaping of the voltage enables one to reach the stationary regime associated to a sinusoidal driving in a time much shorter than the characteristic time of the circuit. Similarly, we explain how this technique can be extended to the fast discharge of a capacitor or to the sudden change of the driving frequency. Here, fast refers to a time scale, chosen a priori, that can be arbitrarily small. We detail the experimental implementation of those ideas that are well adapted to experimental classes involving a computer control of an instrument, a voltage source in this case.
The method is generic and is directly inspired by the reverse engineering technique developed in the growing field of Shortcuts To Adiabaticity 5, 6 with applications in classical mechanics 7-9 , optical devices 10 , quantum [11] [12] [13] [14] [15] [16] [17] [18] and statistical physics 19, 20 .
We consider the most simple electric circuit made of a resistor placed in series with a capacitor 21 driven by a time dependent voltage source (see Fig. 1a ). The charge obeys the first order differential equation:q
with τ = RC. For a sinusoidal driving,
the solution of Eq. (1) is given by the superposition of the response with the source V set to zero and the forced response: q(t) = q 0 (t) + q f (t). In mathematical language, we call these two responses the homogeneous and the particular solutions. The homogeneous solution reads q 0 (t) = A 0 exp(−t/τ ), while the particular solution can be searched in the form 
We readily find A 
The constant A 0 is determined by the initial condition on the full solution. Assuming that the charge is zero initially, q(0) = 0, we find :
The transient regime lasts over the time interval for which the term e −t/τ is not negligible with respect to one. The time required to reach the stationary regime is thus about six times the characteristic time τ = RC of the circuit. In the limit ωτ ≫ 1, the charge, and therefore the current, undergo a large number of oscillations before reaching the stationary regime. This transient towards the stationary regime is most conveniently observed in the so-called phase space (q,q) 22 : the system converges towards an elliptical attractor whose size is dictated by the driving and the characteristics of the circuit:
In Figure 1b , we have reconstructed such a phase space by plotting the voltage V 2 (t)
proportional to dq/dt as a function of V 1 (t) proportional to q(t) for the following experimental The dimensionless parameter ωτ = 20.5 has been chosen sufficiently large to ensure that the system undergoes a significant number of oscillations before reaching the stationary regime. The voltage V 1 (t) has been recorded using a LeCroy Wavesurfer44Xs oscilloscope (10000 data points are acquired) and averaged over 20 repetitions of the protocol. The voltage V 2 (t) cannot be obtained directly since both the voltage source and the oscilloscope that reads the V 1 (t) voltage are connected to the ground. We therefore inferred the voltage V 2 (t) by performing numerically the substraction: V 2 (t) = V (t) − V 1 (t). We observe also on the phase plot the well-known clockwise rotation of the trajectory together with the limit cycle (visible as the thick ellipse), that sets in at long time.
In the following, we propose to engineer the voltage source to reach the stationary regime on a much shorter amount of time t f ≪ τ . For t > t f , the voltage will be the driving 
voltage V (t) imposed to the RC circuit. Here, the target time t f is chosen to be t f = π/(2ω) = 25 µs. From t equal to zero to π/(2ω), the signal V (t) has been calculated to force the evolution of the charge towards the stationary regime, and to be continuously connected to the sinusoidal driving voltage for t ≥ t f . (b) Experimental evolution of the voltage V 2 (t) as a function of V 1 (t)
for the driving V (t) which ensures the discharge of the capacitor in t f =10 µs for an initial charge in the stationary regime associated to the driving frequency 10 kHz. The amplitude and frequency are the same as for Fig. 1 . Insets represent the voltages V (t) and V 1 (t) as a function of time.
voltage (2). Within our approach, t f can be chosen at will, in principle arbitrary small.
We adopt a reverse engineering approach. To this end, we first fix the boundary conditions that we would like on the charge q(t): q(0) = 0, and q(t f ) = q f (t f ),q(t f ) =q f (t f ) and
The last condition is important since the stationary trajectory we aim at reaching is solution of the second order linear differential equation (4) . We add the two following constraintsq(0) = 0,q(0) = 0 to ensure a smooth initial variation of the charge. As the motion of the charge is sinusoidal, the boundary conditions on the first and second derivative should be chosen consistently. The second step consists in choosing an interpolation function for the charge. In practice and for the sake of simplicity, we take a fifth order polynomial:
By plugging this time-dependent form for the charge into the equation (1), we infer the voltage V (t) that we should impose to the circuit to obtain the desired evolution of the charge. This is the essence of the reverse engineering technique.
As a concrete example, we propose to reach the stationary regime in a quarter of the driving period t f = π/(2ω) (see Fig. 2a ). As a result, we fix the final values for the charge
With such boundary conditions, we have found the following voltage for the time interval 0 ≤ t ≤ t f :
with
that meets all our boundary conditions requirements. For t ≥ t f , the voltage is simply the sinusoid of the voltage driving (see Eq. (2) In a similar manner, the reverse transformation from the stationary regime to the complete discharge of the capacitor can also be driven on a short amount of time. The calculation of the desired voltage is obtained in the very same manner using the proper boundary conditions for the charge. Figure 2b (lower panel) illustrates such an experimental realization with the same electrical circuit using V 0 = 10 V, ω/2π = 10 kHz and t f = 10 µs.
Combining the previous methods, one can readily extend the control of the circuit driving to connect two stationary states associated to two different frequency driving, going through the state of "rest" (vanishing V 1 and V 2 ) as an intermediate. We have realized this experiment by driving the system at 20 kHz and then at 10 kHz as explicitly shown in Fig. 3 . We present in the upper panel such a transformation performed with a sudden change of the frequency, and in the lower panel the reaching of the new stationary regime in t f = 35 µs thanks to a
proper shaping of the voltage source (see inset of Fig. 3b ).
In conclusion, we have shown both theoretically and experimentally the usefulness of reverse engineering to drive at will the current in a RC circuit. It can be easily implemented as a computer-interfacing project. From a pedagogical point of view, such studies also contribute to the renewal of the teaching of differential equations with application in the growing field of control in physics. This method can be readily generalized to other linear circuit such as the RLC circuit. Using the analogy between electricity and classical mechanics, the technique provides interesting and non trivial solutions in this latter domain.
For instance, the transport of a particle in a moving harmonic trap obeys the second order
where x denotes the position of the particle and x 0 that of the bottom (i.e. the center) of the potential. An optimal transport over a distance d of a particle initially at rest and that reaches its final position at rest imposes the following boundary conditions: x(0) = 0, can be further improved to take into account non harmonic traps 9 , or guarantee a robust transport 8 . Similarly, this idea has been used to drive at will a spin, or two spins to generate for instance entangled states 23 .
As presented here, reverse engineering is quite simple and does not require a sophisticated mathematical formalism. It is worth emphasizing that it differs from optimal control theory, which aims at extremalizing a given objective (or cost) function 24 , under some constraints 25, 26 . Here, the protocols we advocate are not meant to be optimal, but to perform a given task in a specific, and short, time span.
Other general methods to speed up quantum transformations have been put forward in the context of quantum mechanics such as the counterdiabatic method 27,28 , the LewisRiesenfeld invariant methods 29, 30 , the fast-forward method 32 or techniques relying on the Lie algebra 31 . Some of those techniques have been recently transposed in the classical world 6, 7 not only in mechanics but also in statistical physics 20, 33, 34 .
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