The aim of this paper is to continue our investigation of the Lebesgue function of weighted Lagrange interpolation by considering Erdős weights on R and weights on [ 1; 1]. The main results give lower bounds for the Lebesgue function on large subsets of the relevant domains.
Introduction, notations and preliminary results

1.1.
In [15] it was proved that the weighted Lebesgue function is 'big' on a 'large' subset of [ a n ; a n ] for arbitrary fixed interpolatory matrix X considering a class of Freud-type weights on R. The aim of the present work is to extend this result for Erdős weights on R and for weights defined on [ 1; 1] . [2] is increasing in .0; 1/, with T .x/ > 1: (1.2)
1A. Erdős weights on
Moreover we assume that for some C 1 ; C 2 ; C 3 > 0
(see [5, p. 201] ).
The prototype of w 2 .Ê/ is the case when Q.x/ D Q k;Þ .x/ D exp k .jxj Þ /, k ½ 1, Þ > 1 where exp k : D exp.exp.: : :// denotes the kth iterated exponential. The corresponding w will be denoted by w k;Þ . One can see that in that case
(see [9, (1.8 
)]).
REMARK. We use the differentiability of Q on the whole (open) line when we apply a result of Lubinsky [7, Lemma and Theorem 1] (see the 'Proof of Lemma 3.2' and 'Statement 3.5' of the present paper). Otherwise, evenness and conditions on the interval .0; 1/ would be enough.
If X ² R is an interpolatory matrix, that is
1 < x nn < x n 1;n < Ð Ð Ð < x 2n < x 1n < 1; n 2 N; (1. The polynomials l k of degree exactly n 1 (that is l k 2 È n 1 n È n 2 ) are the fundamental functions of the (usual) Lagrange interpolation while functions t k are the fundamental functions of the weighted Lagrange interpolation.
The classical Lebesgue estimation now has the form
where the (weighted) Lebesgue function is
Here jjÐjj is the sup norm on R. If w 2 .R/ then it is well-known that E n 1 . f; w/ ! 0 if n ! 1 and f 2 C.w; R/.
Relation (1.9) and its immediate consequence jjL n . f; w; X/ f wjj Ä f3 n .w; X/ C 1gE n 1 . f; w/; (1.12) where 3 n .w; X/ : D jj½ n .w; X; x/jj (1.13) show that the investigation of ½ n .w; X; x/ and 3 n .w; X/ (weighted Lebesgue constant) are fundamental. (For further motivations, see [15, Ü1] .)
1.4.
To get estimations for 3 n .w; X/, at least for certain X, we consider the n different roots 1 < y nn .w 2 / < y n 1;n .w 2 / < Ð Ð Ð < y 2n .w 2 / < y 1n .w 2 / < 1 (1.14)
of the nth orthonormal polynomial p n .w 2 ; x/ 2 È n nÈ n 1 with respect to w
where T n ! 1 as n ! 1. (Here, and later, A n ¾ B n means that 0 < c 1 Ä A n =B n Ä c 2 where c 1 and c 2 do not depend on n, but may depend on other, previously fixed parameters.)
To be more precise about T n , we introduce the corresponding Mhaskar-RahmanovSaff (MRS) number a u .w/, the positive root of the equation
As an important application we mention the relations 8 < :
jjr n wjj D max jx jÄan .w/ jr n .x/w.x/j jjr n wjj > jr n .x/w.x/j for jxj > a n .w/ (1.17) valid for r n 2 È n and w 2 .R/.
where log . j/ D log.log.: : : //, is the j th iterated logarithm. Using a n , T n can be written as
log . j/ n (see [9, (1.13 
is increasing in [0; 1/, moreover 8 > < > : 
. That means, w .Þ/ 6 2 W even for nonnegative values of Þ. However, they are very similar (at least from our point of view) to weights in W , so we can deal with them (see subsections 1.9 -1.10).
1.7.
Now the interpolatory matrix 
Again, if w 2 W , E n 1 . f; w/ ! 0 whenever f 2 C.w; I /, that is the Lebesgue estimation (1.12) holds true (now jj Ð jj D max 1Äx Ä1 j Ð j). As one can prove
(see [2] ) where T n D T .a n / and a n D a n .w/, w 2 W , is defined by (1.16) . By [4, (1.16) , (1.17)], 1 a n .w 0Þ / ¾ n 1=.ÞC 1 2 / and 1 a n .w k;Þ / ¾ .log k n/ 1=Þ whence, by (1.23) (iii), T n ! 1. On the other hand, by (1.23) (i) and [4, (3.8 
1.8. As in subsection 1.5, using some additional points 'close' to a n .w/, for the corresponding matrix V .w 2 / we get (see [2] ) 3 n .w; V .w 2 // ¾ log n; w 2 W: (1.25) 1.9. In subsections 1.9-1.10 we deal with Jacobi weights and their generalizations. First we give the rather general definition (see [10] ; the present paper uses only a special case of [10;
In what follows,
is finite. If p ½ 1 it is a norm; for 0 < p < 1 its pth power defines a metric in
By a modulus of continuity we mean a nondecreasing, continuous semiadditive function
then !.Ž/ is a concave modulus of continuity, in which case Ž=!.Ž/ is nondecreasing for
and with l r 2 N (r D 0; 1; : : : ; m C 1)
where ! rs .Ž/ are concave moduli of continuity with Þ.r; s/ > 0 (s D 1; 2; : : : ; l r ; r D 0; 1; : : : ; m C 1).
DEFINITION. The function
is a generalized Jacobi weight .w 2 G J /, with singularities u r (0 Ä r Ä m C 1).
in [10, Definition 1.10] where Þ.r; s/ might be negative, this important inequality had to be assumed (see [10, ; mg denotes the set containing the inner singularities of w 2 G J , a natural condition for an interpolatory X ² .1; 1/ is that X \ S D ;.
As above, one can define matrices V .w 2 / ² . 1; 1/ n S, w 2 G J , with
(see [8] , [11] , [16] ).
New results
2.1.
It is natural to seek to prove that the order of the estimations 3.w; V .w 2 // ¾ log n (see (1.21), (1.25) and (1.29)) is the best amongst the interpolatory matrices. We can get much more. THEOREM 2.1. Let w 2 .R/ and 0 < " < 1 be fixed. Then for any fixed interpolatory matrix X ² R there exist sets H n D H n .w; "; X/ with jH n j Ä "a n .w/ such that ½ n .w; X; x/ > 1 3840 " log n if x 2 [ a n .w/; a n .w/] n H n ; (2.1)
REMARK. Here (and later) n 1 depends on " and w but not on X.
2.2.
Similarly on . 1; 1/ (see (1.25) and (1.29)), we state (with S D ; when w 2 W ) the following theorem. THEOREM 2.2. Let w 2 W [ G J and 0 < " < 1 be fixed. Then for any X ² . 1; 1/ n S there exist sets H n D H n .w; "; X/ with jH n j Ä " such that
3. Proofs 3.1. PROOF OF THEOREM 2.1 (subsections 3.1-3.10). First we state some properties of p n D p n .w 2 / and p n w, w 2 .Ê/. Let 0 < " < 1 be fixed and consider the interval
. By definition j[ a n ; a n ] n I n j D 2"a n =5. First we deal with the interval I n .
.x y kn .w 2 //. Using the notation y kn D y kn .w 2 /, we have STATEMENT 3.1. Let w 2 .R/. Then uniformly in k and n 2 N e c 1 a n n Ä y kn y kC1;n Ä c 1 a n n ; y k;n ; y kC1;n 2 I n ; (3.1)
y kn 2 I n :
Moreover, uniformly in k, x and n 2 N j p n .x/w.x/j Ä cjx y kn j n a 3=2 n ; x; y kn 2 I n :
See [5, (1.24) 
further, using (3.7) we get j− k .x/w.x/j Ä c for any k, n and x 2 R. Then, applying a Markov-Bernstein inequality in [6, (1.26)],
(¾ between x and y k , x; y k 2 I n ), whenever we choose Á > 0, fixed, properly small.
Notice that Á > 0 does not depend on k and n. Now, relations (3.7) and (3.8) give (3.6) at least for x satisfying relations jx y j j Ä Á a n =n, x 2 I n .
We can finish the proof of the lemma as follows. For a fixed l, denote by z the unique maximum point in .y l ; y l 1 / of j p n .x/w.x/j, 2 Ä l Ä n (for uniqueness consult Lubinsky [7, Lemma] ). Using (3.3) if x 2 .y l ; y l 1 / ² I n and k D l, gives that j p n .z/w.z/j Ä c a n n 1 n a
. On the other hand if z 1 D y l C Á a n =n, z 2 D y l 1 Á a n =n, we get relations j p n .z i /w.z i /j ¾ a n n 1 n a 3=2 n D a 1=2 n (see (3.6)), whence y l 1 z ¾ z y l ¾ a n =n is obvious. Then, we can choose Á > 0 so that z z 1 ¾ z 2 z ¾ a n =n. Now, if x 2 .z 1 ; z 2 /, by the monotonicity of p n w (see [7, Lemma] ), a 1=2 n ¾ jp n .z/w.z/j ½ jp n .x/w.x/j > min.j p n .z 1 /w.z 1 /j; j p n .z 2 /w.z 2 /j/ ¾ a 1=2 n which, using that now jx y j j ¾ a n =n, gives relation (3.6).
3.2.
Next, we prove Theorem 2.1 for x 2 I n D I n ."/. Fix n and let K n D fk : x kn 2 I n g. First suppose that jK n j : D N D N n > 0 and denote the corresponding nodes fx kn g ² I n by z 1n ; z 2n ; : : : ; z N n . We order them as
We introduce some other notations and definitions. Let 8 > < > :
and 0 Ä k Ä N :
The interval J k is called short if and only if j J k j Ä a n Ž n , where Ž n D n 1=6 , say; the others are called long. (Actually, arbitrary Ž n D n Þ , 0 < Þ < 1, works.)
3.3.
For the long intervals we prove (see [15, Lemma 3.3] and the references there).
and define
. Then for a proper h kn ² J k we have ½ n .w; X; x/ > c 2 3
Here jh kn j Ä 4q k j J k j, 0 Ä k Ä N , n ½ n 0 ; the constants n 0 and c 0 are properly chosen.
PROOF. Let us consider those roots y in of p n .x/ which are in J k .q k /. By (3.1), their number is not less than
Let us define the set h k D h kn by
; 
roots of p n .x/ if c 0 > 0 is properly chosen.
Consider the polynomial r .x/ D Q yi 6 2M.y/ .x y i /. Since
we have
Here, if
jw.x/ p n .x/j Ä c a 
On the other hand, since % ½ 1, r .x/ 2 È n 1 whence, using Lagrange interpolation,
w.x i /r .x i /t i .y/: (3.14)
Using x i 6 2 .J k /, (3.13) and (3.14) yield
whence as w.y/r .y/ 6 D 0, we get (3.11) with a constant c 2 > 0, actually for every 0 < Ž n Ä 1=2 (say).
3.4.
Let us apply Lemma 3.3 for every long interval J k with q k D 1= log n, say. By (3.12), we get the relation %.k; n/ > nŽ n = log 2 n × n 2=3 , whence by (3.11) and
where the summations are over k : J k ² D 1n ² I n . That is (2.1) holds for the long intervals in I n , apart from a set of measure Ä 4a n = log n. If jK n j D 0, the same argument works for the whole interval J kn D I n .
3.5.
Next, we consider the short intervals (subsections 3.5-3.9). Let ' n denote the number of short intervals J kn , 1 Ä k Ä N 1. If ' n Ä n , then their total measure Ä n a n Ž n D o.a n /, whenever 0 < < 1=6, which we suppose from now on. So adding them to the exceptional set H n , we get, using (3.16) and (3.11), jH n j Ä jH 1n j C o.a n / C 2a n Ž n C 2.a n b n / < "a n that is we would get the theorem (the third term, 2a n Ž n , estimates the measure of the (possibly) short interval(s) J N n and (or) J 0n ; the fourth one measures the set [ a n ; a n ] n I n ).
3.6.
So from now on we can suppose ' n > n . First we introduce some further notations.
We prove (see [15, Lemma 3.4 and its references]) the following lemma.
whenever x 2 J r .q r /, %.J r ; J k / ½ a n Ž n and j J r j Ä a n Ž n . Here t k and t kC1 are the fundamental functions corresponding to z k and z kC1 , respectively.
PROOF. The proof of this lemma is similar to the one in [15] . We include it for sake of completeness. First we verify relation
which gives (3.18). So we can write if r < k, say,
To obtain (3.17), we use [7, Theorem 1] which is stated as follows. 
3.7.
The following statement gives a result of Vértesi [14, Lemma 3.3] in a slightly different form. Here the definitions of F k D F k .q k /, jF s ; F k j and %.F s ; F k / correspond to the previous ones; ¼; Ž and ¾ are fixed positive real numbers. 
Now we define q k for the short intervals. Let
Using ½ n .w; x k / D 1,we obtain that q k > 0. Further by definition, (2.1) holds true whenever x is from the interior of
Clearly, we can suppose that n 2 fn i g D N 1 for which ¼ n > "=2. Now we can apply Statement 3.6 with the cast
and n 2 N 1 . We get the accumulation interval and we denote it by M 1 D M 1n (1st step). Dropping M 1n we apply Statement 3.6 again, for the intervals
and with the same A; ¾; Ž; R and N 1 . We get the accumulation interval M 2n (2nd step). At the i th step (3 Ä i Ä n ) we drop M 1n ; M 2n ; : : : ; M i 1;n and apply Statement 3.6 again for the intervals fF r g D
jM tn j=a n and with the same A; ¾; Ž; R and N 1 . Here n denotes the first index for which
Denoting by M n C1;n , M n C2;n , : : :, M 'n;n the remaining (that is not accumulation) intervals of D 2n , from relation (3.21) we get, if n 1 is big enough,
Here and later the dash on the summation indicates that we omit those indices k for which %.M r ; M k / < a n Ž n .
3.9.
By (3.22), we can choose the 'bad' points
If for a fixed n 2 N 1 there exists an index t (1 Ä t Ä ' n ) such that
(where c > 0 will be determined later), then, using (2.1), we get relation c " log n ½ ½ n .w; v tn ), whence by (3.26), 2¼ n Ä ". That means, we obtained (3.23). We shall verify On the other hand, applying (3.17) with q kn .M kn /=2 we can write (with the same jM i j, as above)
for arbitrary n 2 N 1 (here j .u i /j D min x 2Mi .qi =2/ j .x/j). Then, using relation a C a 1 ½ 2, (3.24) and (3.25), we get for n 2 N But this contradicts (3.28) , that is (3.26) must hold for any n 2 N 1 with a proper t D t .n/. So (3.23) has been proved.
3.10.
Finally, we estimate H n . If J 0n is short, it should belong to H n ; the same holds for J N n . So by (3.16) and (3.23) (see subsection 3.5)
jH n j Ä 4 a n log n C a n " 2 C 2a n Ž n C 2.a n b n / Ä "a n which gives the theorem if n ½ n 1 ."/.
3.11. PROOF OF THEOREM 2.2. The proof is analogous to the previous one after establishing the corresponding formula, so we only sketch it (subsections 3.11-3.14).
First let w 2 W:
The fact is that we have the same relations as before (for example, again y kn .w 2 / y kC1;n .w 2 / ¾ a n =n, y kn 2 I n ), but of course, now I n , y kn .w 2 /, a n .w/, and so on, are defined for w 2 W .
To be more precise, let I n D [ b n ; b n ] where, with 0 < " < 1, b n D a n .1 "=5/. As we know a n ! 1 (see [4, The relation corresponding to (3.6) can be proved as in the proof of Lemma 3.2: the relation corresponding to (3.7) is [4, (12.5) ]; the corresponding Markov-Bernstein inequality is now [4, (12.16) ].
Moreover, the definition of the class W (see subsection 1.6) ensures that [7, Lemma] and [7, Theorem 1] hold true, whence, among others, Statement 3.5 can be applied.
Other details, which are based on the previously mentioned relations, can be left to the reader.
