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Abstract
The rapid-neutron capture process (r -process) is thought to be responsible for
the production of around half the elements heavier than iron. Despite first
being proposed almost six decades ago, the astrophysical site of the r-process
remains an open question. The multi-messenger observation of gravitational
waves originating from a binary neutron star merger (GW170817) and its
electromagnetic counterpart provided evidence indicating that a possible r-
process had occurred, providing a possible answer to this question. The accurate
modelling of the nucleosynthesis processes taking place in such mergers requires
precise nuclear input data, including nuclear masses, β-decay half-lives, and β-
delayed neutron emission probabilities. A challenge here is that for the exotic
neutron-rich nuclei that are of importance to the r-process, relatively few values
are known experimentally. There is, therefore, high demand for experimental
measurements along the r-process path which can be used as inputs in r-process
calculations. In addition to being used as inputs in nucleosynthesis calculations,
experimentally measured values act as reference points for the development of
theoretical models in regions far from stability.
This thesis presents the first measurement of the β-delayed neutron emission
probabilities of 21 neutron-rich isotopes and improves upon the precision of a
further four. In addition to this, measurements of the half-lives of 31 neutron-
rich isotopes are presented. These neutron-rich isotopes are located along the
N = 82 shell closure, a region that has been highlighted as being important in
the production of the r-process A = 130 peak. These values, therefore, represent
a significant contribution to the experimental data available for use in r-process
calculations. The measurements were carried out at the Radioactive Ion Beam
Factory in Japan, where the β-decays of neutron-rich ions were measured using
the Advanced Implantation Detector Array in coincidence with their β-delayed
neutrons that were measured using the BRIKEN neutron counter array.
i
Lay Summary
Elements are identified by the number of protons they have. Each element can
have multiple configurations depending on the number of neutrons; these are
known as isotopes. Isotopes can be either stable or unstable. Unstable nuclei
will decay to stability by changing their configurations of protons and neutrons
through different decay mechanisms. One of these decay mechanisms is β−-
decay, in which isotopes change their configuration by converting a proton into
a neutron and in the process release an electron and an anti-neutrino. If nuclei
are very unstable, there is a chance that this decay can cause further changes to
the configuration of the element, commonly in the form of the emission of either
a further proton or neutron. If a neutron is emitted, the process is known as
β-delayed neutron emission.
The rapid neutron capture process, or r-process, is thought to be responsible
for the production of around half the elements heavier than iron. Despite
being first proposed over 60 years ago, our understanding of the process is
still lacking. Currently the r-process is understood to take place in explosive
scenarios, with binary neutron star mergers being one of the most compelling
astrophysical sites. In these explosive scenarios, highly exotic unstable nuclei are
produced, which exist far from stability. Our ability to computationally model
the process is limited by a lack of knowledge of the nuclear properties of these
highly unstable nuclei. Of particular interest are the β-decay half-lives, β-delayed
neutron emission probabilities and nuclear masses of isotopes along the r-process
path.
This thesis details the measurement of β-delayed neutron emission probabilities
of unstable nuclei along the r-process path. The values presented in this thesis
provide crucial reference points for the development of future theoretical models
in a region where the predictions of models are often not in agreement. The direct
impact of these newly measured values on predicted r-process abundances is also
ii
investigated by performing r-process calculations with and without them.
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Other than hydrogen, helium and lithium produced during the Big Bang [2, 3],
all of the elements that make up the universe were synthesised in stars and stellar
environments. Within our solar system the relative abundances of the different
elements form the solar abundance distribution, shown in Figure 1.1. The shape
of the distribution is influenced by the nucleosynthesis processes that form the
nuclides. Each process contributes different amounts to the total observed solar
distribution; some processes produce characteristic features that stand out when
looking at the distribution’s shape. One of the most apparent features of the solar
abundances is the “iron peak”, spanning from A ≈ 40 to A ≈ 60 and peaking at
56Fe [4]. The peak splits the solar abundance distribution into two regions. To the
left of the peak, the production of nuclei is thought to predominantly take place
in stars during their quiescent phase of stellar evolution. During this stage of a
stars life-cycle successive burning stages take place, as fusion reactions produce
gradually more massive elements. The most massive of stars, greater than 11
solar masses (M), are capable of producing elements up to and including the
iron peak elements [4]. To the right is the region beyond the iron peak, where
nucleosynthesis is no longer due to fusion reactions.
1.1 Nucleosynthesis beyond the iron peak
Much of the work done to study the nucleosynthesis of elements beyond the iron





































Figure 1.1 Abundance distribution of the solar abundances N as a function of
nucleon number A. Figure taken from [1].
[6] in their 1957 papers on the nucleosynthesis of elements. One of the main
conclusions of these works was that the production of the elements beyond the
iron peak requires an abundance of free neutrons. The processes they proposed
were informed by the shape of the abundance distribution beyond A ∼ 60 and
explained how features in the distribution were produced. The notable features
they explained were a series of sharp peaks located at A = 89, 138 and 208
and broader peaks at A = 80, 130 and 194. Two processes were proposed to
explain the development of these features. One of the processes proposed was
the slow neutron-capture process, or s-process. The s-process was characterised
by neutron-captures onto nuclei over timescales much longer than the β-decay
half-lives of the majority of the unstable nuclei produced. For example, for nuclei
with neutron-capture cross sections of ∼ 100 mb a neutron capture time scale
of a few tens of years is predicted [7]. The effect of neutron-captures followed
by β-decays before further neutron-captures occur is a path that follows close
to stability, with nuclei never capturing more than a couple of neutrons before
decaying to stability. The second process presented was the rapid neutron-capture
process, or r-process. The r-process differs from the s-process in that it is instead
characterised by neutron-captures occurring over much shorter timescales than
















Figure 1.2 Figure showing how s and r-process only nuclides can form. Stable
nuclides are shaded in grey and labelled with either a ‘p’, ‘s’, ‘r’ or
‘s,r’ indicating whether they are produced by the p process, the s-
process, the r-process or a combination of both the s and r processes
respectively. Taken from [8].
are able to occur before the unstable nuclei decay, leading to the production of
increasingly neutron-rich isotopes. The path of the r-process, therefore, flows
far from stability. Once the source of free neutrons is exhausted and neutron-
captures cease, the unstable neutron-rich nuclei β-decay back to stability. More
detailed discussions of the s-process and r-process can be found in sections 2.1
and 2.2 respectively.
While many of the nuclides produced by the s-process are also produced by the
r-process, there exist some specific nuclides whose production can be attributed
to a single process. The production of these s- and r-only nuclides is caused by
stable nuclides that are separated from the s-process path by an unstable nuclide.
An example of this is visible in Figure 1.2, where it can be seen that the stable
nuclide 160Gd is separated from the stable nuclides 156−158Gd by the unstable
nuclide 159Gd. Following the s-process path from 156Gd, successive neutron-
captures lead to the production of 159Gd. If the half-life of unstable nuclei is
comparable to or slower than the neutron capture time scale, branching can occur
as the unstable nuclide either captures another neutron or β-decays, forming a
competition between the two. In this example 159Gd has a half-life of 18.479
3
hours [9], much shorter than the neutron capture timescale; therefore, 159Gd β-
decays before capturing additional neutrons. The s-process is, therefore, unable
to bridge the gap to the stable nuclide 160Gd and is unable to contribute to its
abundance. Following the s-process path on from 159Gd, its β-decay produces
the nuclide 159Tb, a nuclide that is produced in both the s and r-processes. The
next stable nuclide encountered along the s-process path is 160Dy, this nuclide
is shielded from the β-decays of the r-process path by the stable, r-only nuclide
160Gd. The production of 160Dy can, therefore, be entirely attributed to the s-
process and the production of 160Gd entirely to the r-process. The presence of
these s- and r-only nuclides are indicated in Figure 1.2 by the presence of “s” or
“r” under the nuclide.
In Figure 1.2 we also see the isolated stable nuclide 158Dy that does not lie on
the s-process path and is also shielded from the influence of the r-process. The
production of the nuclide 158Dy and other isolated stable nuclides on the neutron-
deficient side of stability cannot be attributed to neutron capture processes. A
third process, the p-process, describes their production. The p-process occurs in
the supernova of stars [10], where in these explosive events peak temperatures
are reached in the range of 2.0 to 3.0 GK [10]. Under these conditions, the p-only
nuclides, such as 158Dy, can be produced by photo-disintegration reactions. In the
hot conditions present in supernovae, highly energetic photons are able to remove
nucleons from a nucleus through (γ,p), (γ,n) and (γ,α) photo-disintegration
reactions. Photo-disintegration reactions acting on neutron-capture nuclei along
the s-process path, present in a star prior to the supernova, can lead to the
production of the isolated, neutron-deficient nuclides. For example, it can be
seen in Figure 1.2 that successive (γ,n) reactions on Dy nuclides could produce
the p-only nuclide of 158Dy.
When comparing the distribution in abundances for isotopes of a specific element,
it is found that p-only isotopes contribute little to the total abundances of an
element and that no element has the majority of its abundance in a p-only
isotope [11, 12]. Almost all of the abundances of elements heavier than iron
is attributed to the s and r-processes. For nuclides that have contributions from
both s- and r-processes, separating the contributions of each process poses a
challenge. Separating the contributions from each process to the solar abundances
requires that the contributions of one of the processes be accurately known.
As the s-process follows a path close to stability, the nuclear properties and































Figure 1.3 Individual contributions to the solar abundances from the s-process
(solid line), r-process (circles) and p-process contributions (squares).
The contributions are taken from [13] and the figure is adapted from
[14].
Phenomenological models, described in more detail in Section 2.1, can then be
used to calculate the s-process contributions to the solar abundances. The solar
r-process abundances (r) are then found by subtracting the solar s-process
abundances (s) from the total observed solar abundances (Y), such that:
r = Y − s. (1.1)
The separated solar abundances from each of the three processes are shown in
Figure 1.3, where it is seen that the p-process accounts for only a small percentage
of the nuclei heavier than iron. The majority of the abundances are, as previously
stated, a result of the s- and r-processes. From Figure 1.3 it can be seen that
the s- and r-processes are each responsible for the production of just under half
of the nuclei heavier than iron in the solar system.
1.2 r -process elements in old, metal-poor stars
Identification of large neutron-capture element abundances relative to iron in
comparison with the Sun, in old, metal-poor stars began with the observation
of an overabundance of neutron-capture elements in HD 115444 by Griffin et al.
in 1982 [15]. In this star an enhancement in abundance of Eu was observed,
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an element whose production is attributed primarily to the r -process†. Stars of
extreme low metallicity ([Fe/H] < −2.5), like HD115444, are presumed to have
been formed during the very earliest times of the galaxy, at a time and place
where the environment had not been significantly enriched by the products of
nuclear burning [15, 16]. This is backed up by estimates of the age of HD115444,
which have been given at 15.6 ± 4 Gyr [17]. The composition of HD115444 and
other metal-poor stars like it can, therefore, offer an insight into the composition
of the very early galaxy.
When trying to measure the abundance distributions of stars, it is essential to
measure as many elements as possible across the entire range of elements [16].
This is typically done by measuring absorption lines in stellar spectra that are
caused as photons passing through the stellar-material are absorbed. Photons
are absorbed as they interact with atoms in the stellar material, exciting the
atoms present [18]. Each element has a selection of characteristic wavelengths
that it is excited by, allowing the wavelengths absorbed to act as an identifier
for the elements present. By fitting models to the intensity of the lines, the
lines’ wavelengths and the illuminating spectra, individual elements and their
respective abundances can be determined. Low metallicity stars provide an
excellent opportunity to measure the abundances of neutron-capture elements
as there is little blending in the lines from lighter elements commonly present in
higher metallicity stars [16].
Since the first observation by Griffin et al., there has been a growing number of
metal-poor stars exhibiting an overabundance of r -process elements discovered.
The newly identified stars are given classification of either r -I or r -II, dependent
on their [Eu/Fe] and [Ba/Eu] ratios [20]. Comprehensive studies of these stars
have shown similarities between the relative abundances of neutron-capture
elements in the stars and in the solar r -process abundances. The measured
abundances of the observed neutron-capture elements in some of these metal-
poor stars are plotted over the solar r-process abundances in Figure 1.4. For
elements Z > 56, excellent agreement is seen between the stellar abundances and
solar r-process abundances for all of the stars [21]. The lower panel of the figure
highlights this agreement, showing the averaged residual between the stellar and
solar abundances. For atomic numbers greater than 56, almost all of the values
show agreement within uncertainties.
†While Eu is produced via both the s and r -processes, Figure 1.3 indicates the r -process is
responsible for almost an order of magnitude more abundance in the A = 160 region where Eu
is found.
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Figure 1.4 The top panel shown neutron-capture abundances for 12 r-II stars
(points) and then the scaled solar system r-process abundances
(lines). Solar abundances were scaled to match at Eu (Z = 63)
with a vertical offset applied for ease of visualising the data. The
bottom panel shows the difference between the mean abundances of
the 12 r-II stars and the solar system abundance. Adapted from [19]
and references therein.
While good agreements are seen between the stellar and solar abundances above
Z = 56, the abundances of the lighter elements do not show the same excellent
agreement. Instead, a greater spread in abundances is seen, with many of the
residuals not agreeing with the solar r-process abundances. The fact that these
old, metal-poor stars seem to match solar r-process abundances in one mass
region but not another has been long used as evidence for the need for at least
two different r -process sites [22–24]. One site would primarily be responsible for
the production of the heavier r -process elements [16] and the second responsible
for the lighter elements, with several theories attempting to explain this [22, 25].
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1.3 r -process nucleosynthesis in core-collapse
supernovae
The early works of Burbidge et al. [5] and Cameron [6] sought to associate the
r -process with neutron-rich material in an exploding supernova. In particular,
core-collapse supernovae were highlighted as a possible site of the r -process. First
attempts at explaining the possibly occurring r-process nucleosynthesis were
localised to the He burning layers surrounding the core of these massive stars
following the supernova. The starting point of these explosive events is a massive
star, about eight times more massive than the Sun, that has passed through
successive burning stages at its core. By the time burning at the core ends, the
core is predominantly comprised of iron, and fusion reactions no longer take place
[26]. Lacking the outward pressure that was previously provided by the fusion
reactions, the core begins to contract, undergoing rapid free-fall. The core falls
at a speed of nearly a quarter of the speed of light, collapsing from about the
size of the Earth to a hot, dense, neutron-rich proto-neutron star about 30 km in
radius [26]. The core’s collapse is eventually halted by the repulsion of the strong
nuclear force, causing the inner core to rebound, sending a shockwave out through
the star [27]. Early calculations of nucleosynthesis in the shock-heated layers
surrounding the core showed promise in reproducing the abundance distribution
of the r-process elements [28]. However, it is now known that the shockwave
does not propagate through the whole star and, instead, the shockwave stalls
due to photo-disintegration and neutrino losses dissipating the energy [26]. The
rebounding shockwave then lacks the required energy to eject any matter from
the inner layers of the star, where the conditions for a r-process are met [27]. The
inner layers of core-collapse supernova can, therefore, be ruled out as a location
for the r-process.
Another possible site that still involves core-collapse supernovae is in the neutrino-
driven ejecta that follows the shockwave [29]. Following the shockwave the newly
formed proto-neutron star releases a large flux of neutrinos over a few seconds,
radiating around 10% of the proto-neutron stars rest mass (about 3×1053 erg) [26,
30]. The emitted neutrinos drive the ejection of matter, forming what is known
as a neutrino-driven wind [31]. When modelling the possible nucleosynthesis that
can occur in this environment, modellers find that the entropy of the expanding
matter (S) and the electron fraction of the matter (Ye) to be useful parameters
[30, 32]. Under these conditions, the entropy of the environment represents the
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number of macroscopic and microscopic states in the system. It is a function of
the energy, volume and the number of particles of each species present [33]. As
the entropy scales with the size of the system, it is commonly given in terms of
per baryon and is denoted as s with units of kB baryon−1. By placing the entropy
in units of per baryon comparisons can be made between systems containing
different numbers of baryons, helpful for simulations involving different amounts
of ejecta. The electron fraction of matter gives the number of electrons per
baryon. For neutrally charged matter the electron fraction is equivalent to the
proton fraction of the matter as the number of electrons equals the number of
protons, allowing the ratio of protons to neutrons to be calculated. For example
neutron-rich matter is defined as having Ye < 0.5. This is an important quantity
as the r-process requires an abundance of neutrons. For more information on
how these parameters are used in nucleosynthesis models, refer to section 2.2.2.
Early calculations of nucleosynthesis in the conditions provided by a neutrino-
driven wind showed promising results, reproducing the solar r -process abundances
[34, 35].
While initial calculations of nucleosynthesis in the environment have been
promising, they have not been without challenges. Hydrodynamical models of
the neutrino-driven wind have shown that the ejecta are likely only moderately
neutron-rich, with electron fractions of Ye ∼ 0.45 [36]. In order for a robust r-
process, where a robust r-process is described as an event capable of producing
the solar r-process abundances, occurring under these conditions, entropies well
in excess of those provided by the hydrodynamical models are required [37].
The low entropy conditions presented lead to a neutron to seed ratio that is
not sufficient to support a robust r-process capable of producing the heaviest
elements. Other calculations that have been able to produce heavy r-process
elements have only been able to do so by artificially increasing the entropy of the
wind [38]. Nucleosynthesis calculations, however, do point to the neutrino-driven
winds as a likely site for the production of lighter r-process elements, such as
Sr, Y and Zr [39, 40]. These are elements for which disagreements in abundance
were seen between old, metal-poor stars and the solar r-process abundances,
supporting claims of the possible existence of more than one r-process site.
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1.4 r -process nucleosynthesis in binary neutron
star mergers
The merger of two neutron stars has long been held as another possible site of the
r -process. The idea was first proposed in 1974 by Lattimer and Schramm, who
calculated that the mass of ejecta expected to be released in neutron-star black-
hole mergers could account for the mass of r -process material in the galaxy [41].
The idea was later expanded to binary neutron-star mergers by Symbalisty and
Schramm in 1982 [42]. In addition to the ejection of neutron-rich matter, a binary
neutron star merger was theorised to release two forms of radiation that would be
detectable on Earth. The first being gravitational waves [43]; predicted by general
relativity to be released by the inspiral and coalescence of two compact objects
[44]. Gravitational waves are detectable on Earth at facilities such as LIGO [45]
and VIRGO [46]. The second source of radiation are bright gamma-ray bursts,
which originate as matter from the stars is ejected at sub- and mildly relativistic
speeds with prompt radio flares being detectable on Earth following the merger
[47, 48].
General-relativistic simulations of mergers have identified two main mechanisms
in which matter is ejected. First, an amount of matter can be ejected during
the neutron-star merger. As the stars’ surfaces approach one another, tidal
forces peel away matter, ejecting it from the system [49]. Following this, as the
surfaces come into contact, shock heating can lead to the further ejection of matter
from the system [50]. The second mechanism for the ejection of matter occurs
roughly a second following the merger, as a neutrino-driven wind forms. The
wind forms as neutrinos, released during the merger, blow through an accretion
disk that forms surrounding the merger remnant [51]. Depending on the masses
of the two neutron stars and the properties of their orbit as they coalesce, the
merger remnant can take on two forms. The merger remnant either collapses
into a black hole if the masses of the neutron-stars is suitably large; or forms
a metastable hypermassive neutron-star, supported by differential rotation and
thermal pressure [52]. It should be noted that as the hypermassive neutron-star
is only metastable, it will most likely eventually collapse, forming a black hole
[53].
In the ejecta r -process nucleosynthesis is believed to occur as the ejected matter,
no longer constrained by the gravitational force of the neutron stars, rapidly
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expands and decompresses. The composition of the dynamically ejected matter
is highly neutron-rich, with neutrons making up around ∼ 70% of the baryons
in the matter [52]. As the density decreases, unstable nuclei in the matter will
undergo rapid β-decays, quickly heating the matter up to temperatures in excess
of 109 K [54]. Initially, the ejecta will be optically opaque to the thermal radiation,
and no radiation will be emitted. However, as the ejecta expands and the density
decreases, the ejecta become optically transparent, allowing radiation to escape
[53]. The ejecta continues to emit thermal radiation over a period of weeks, as
continual heating is provided by the β-decays of the r-process nuclei [53]. The
intensity and energy of the emitted radiation will change as the ejecta develops,
producing a characteristic lightcurve that is dependent on the composition and
density of the environment. Simulations of the lightcurves produced in the
environment are around 1000 times brighter than novae events, giving them the
term kilonovae [55]. These radioactively powered transient events are visible from
Earth [56] and will continue to be visible over the days and weeks following the
merger as the ejecta cool.
In August 2017 the LIGO and VIRGO detectors observed for the first time the
gravitational wave signals of a binary neutron-star system inspiral, GW170817.
Accompanying the observation of the gravitational waves was the independent
detection of a gamma ray burst by the FermiGBM. Rapid sky localisation was
carried out through analysis of the signals measured at each location, narrowing
the signals’ origin to a region of sky 31 deg2 in area. The reduced search area,
in turn, led to the discovery of SSS17a, an electromagnetic source not present
in previous sky surveys. SSS17a was later confirmed to be the electromagnetic
counterpart of the merger. The first detection of SSS17a occurred within 11 hours
of the initial gravitational-wave measurement [44, 57]. Early identification of the
kilonova allowed subsequent observations to be carried out over the following
days. In doing this, the development of the spectra was measured as a function
of time, allowing comparisons of the measured light curve to be made against
various models [58–61]. The models compared calculated light curves, based on
the estimated mass of the ejecta from the neutron-star merger and its opacity to
determine the ejecta’s composition.
The results of these models indicated the production of two groups of r -process
nuclei, one lighter group of predominantly mass number A ≤ 130 and one more
massive group of A ≥ 130 [62], or as some groups refer to it “lanthanide poor” and
“lanthanide rich” [63–65]. Most recently groups have published results reporting
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the identification of the neutron-capture element strontium in the ejecta [66].
The identification comes from the observation of absorption lines, present in the
observed light curve, consistent with the presence of strontium in the matter.
From these observations, the authors make the case that this establishes the
origin of the r-process in the merger of two neutron stars. With the wealth of
data provided by GW170817, a compelling case is made for some form of r-
process to be taking place in neutron-star mergers. The amount of data available
is expected to grow as further mergers are identified by LIGO and VIRGO, such
as the event GW190425 which, although not accompanied by an electromagnetic
counterpart, shows we can expect to observe more of these events [67]. Despite
the growing wealth of data, questions still remain about the ability of neutron-
star mergers to account for all of the r-process elements we observe. In our
current understanding of neutron stars, they are one of the possible end products
of core-collapse supernovae. The production of neutron stars and binary neutron-
star mergers, therefore, requires supernovae to have previously taken place, which
would enrich the surrounding environment with the products of stellar burning.
This poses a problem for neutron stars being the dominant source of r-process
nuclei, as it does not agree with the observed enrichment of r-process elements in
old, metal-poor stars. If the r-process enrichment of these stars was the result of
neutron-star mergers, an enrichment of iron elements released by the preceding
supernovae would also be expected [68–70]. However, the metallicity of these
stars points to their origin being at a time prior to any significant iron enrichment
taking place. The origin of the r-process elements in these old metal-poor stars
remains little understood. It can be seen then while significant progress has been
made in narrowing down the site of the r-process, the exact process(es) that
produced the solar r-process abundances remain an open question. Answering
this question will require experimentalists, modellers and astronomers to work





For the obtained solar r-process abundances to be accurate, the solar s-process
abundances must be accurate, and the mechanisms behind them well understood.
This section focuses on the s-process and how our understanding of the process
is used to obtain the solar s-process abundances.
In the works of Burbidge of et al. [5] and Cameron [6] the slow neutron-
capture process (s-process) was proposed as a process capable of producing
features evident in the solar system abundance distribution beyond the iron peak.
Direct observational evidence for ongoing s-process nucleosynthesis in the galaxy
has existed since 1952, with the detection of the radioactive element Tc in the
spectrum of an Asymptotic Giant Branch (AGB) star of spectral type S by Merrill
[71]. The half-life of 99Tc is 2×105 yr [72], much less than the age of the star. The
observation of this element is proof of ongoing nucleosynthesis, as for it to still
exist in the stellar spectra it must have been produced since the star’s formation.
Identification of Tc in stellar spectra allowed the astrophysical site of the s-process
to be identified, attributing it to the He burning layers of low mass AGB stars
[4, 73, 74], stars that are at late stages in their evolutionary life-cycle. In these
stars the conditions for the s-process to take place are reached, with neutron
densities, nn, of around 108 cm−3 and temperatures of 0.1 - 0.2 GK persisting for
∼ 104 years [75]. Neutrons are provided in AGB stars via carbon burning [76] in
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the reaction of:
13C + α→ 16O + n. (2.1)
When originally discussing the solar s-process abundance characteristics, Bur-
bidge et al. noted that their ability to draw detailed conclusions was limited
by the lack of reliable neutron-capture cross section information. Since then the
number of experimentally measured neutron-capture cross sections has increased
massively, with comprehensive evaluations of the known cross sections available
[77]. The number of and precision to which neutron-capture cross sections
are known also continues to improve, with collaborations such as n_TOF at
CERN [78] continuing to measure these properties. Using these properties the
classical approach to modelling the s-process abundances was to assume that
a fraction G of the solar 56Fe was irradiated by an exponential distribution of
neutron exposures, τ0 [79]. In these calculations, it is assumed that both the
temperature and neutron density, nn, are maintained at constant values. Under
these conditions, the product of the neutron-capture cross section, the relative
probability of a neutron incident on a nucleus being captured averaged over the













where the two parameters G and τ0 are found by fitting the abundances of the
solar s-only nuclei. This just leaves the neutron-capture cross sections of the
nuclides along the s-process path as the required inputs [81]. This classical
approach gives a surprisingly good description of the s-process in the solar system.
From it, one finds that equilibrium exists between neighbouring isotopes, such
that
σA−1NA−1 = σANA, (2.3)
with the product of cross sections and abundances remaining almost constant.
It is also possible to explain the features observed in the abundance distribution
such as the peaks at A = 89, 138 and 209, relating them to the closed neutron
shells. Nuclides located at the closed neutron shells, at N = 50, 82 and 126,
have reduced neutron capture cross sections. These small cross sections act
as bottlenecks causing a build-up in abundances, generating the peaks of the
abundance distribution [74].
Since the first classical calculations were performed, the availability of accurate
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neutron-capture cross sections has shown inconsistencies with the classical model.
These inconsistencies appear most clearly in the classical model’s inability to
account for s-process branching. These branchings occur when the half-life of
nuclei becomes comparable to the neutron-capture cross section and competition
forms between neutron captures and β-decays. The replacement of the classical
model with the first generation of stellar models meant that these problems could
be avoided [73]. These stellar models give a more accurate picture of the neutron
exposures within the star and allow for the competition of neutron captures and
β-decays. These stellar models also highlighted a region in which AGB stars
could not account for all of the s-process abundances, a small region of nuclei
with A < 90. A second weak s-process, complementary to the main s-process
occurring in AGB stars, was found to occur in massive stars (M > 8M), which
distribute the s-process material as they explode as supernovae [74]. In these
massive stars, slow neutron captures are driven by the alpha capture of 22Ne [82]
in the reaction:
22Ne + α→ 25Mg + n. (2.4)
In contrast to the main s-process, the neutron flux is too low for reaction flow
equilibrium to be achieved [83]. When this is combined with the very low neutron-
capture cross sections of the elements of Fe to Sr, these elements act as bottlenecks
to the flow of the weak s-process. The abundance of a nuclide, therefore, depends
on how long the process spends at each bottleneck before it [84]. The abundances
of the weak s-process, therefore, show great sensitivity to the neutron-capture
cross sections of nuclei A < 90.
When calculating the solar r-process abundances, the main s-process plays the
most significant role in determining the s-process abundances. The main s-
process stretches from A = 90 up to A = 209 where 20983 Bi is reached. At this
point, the s-process is no longer capable of producing more massive nuclei as
nuclei produced by neutron-capture decay via alpha-particle emission, decreasing
in mass number. The s-process is then not able to accrue nucleons and bridge the
gap to the next stable element 23290 Th†, marking 20983 Bi as the upper limit of the s-
process path. The abundances of the s-process nuclei can be calculated through
either stellar nucleosynthesis models or the classical approach and subtracted
from the total solar abundances to obtain the solar r-process abundances.
Despite neglecting the contributions of the weak s-process, figure 2.1 shows
† 232
90 Th is not truly stable, but its half-life is multiple times the age of the Earth so is often
treated as if it was.
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Figure 2.1 Solar r-process abundances obtained via the residual method,
r = Y − s, from classical s-process calculations and stellar s-
process models [73]. Open squares are nuclei that are produced by both
s and r-processes and closed squares indicate r-only nuclei. Figure
taken from [74].
that remarkable agreement in the solar r-process abundances obtained is found
between the two methods.
2.2 The r -process
The rapid neutron-capture process, or r-process, was introduced in the previous
chapter, where it was characterised by neutron-captures occurring at a much
faster rate than the β-decays of unstable nuclei along its path. Successive neutron-
captures are then able to occur before the unstable nuclei can β-decay, taking the
path of the r -process through exotic, neutron-rich nuclei. The conditions required
to support the high capture rates involve neutron densities of nn > 1020 cm−3 and
temperatures greater than 1 GK [85]. While the neutron-flux that facilitates the
s-process lasts for tens of thousands of years, the neutron-flux for the r -process
is believed to be present on the scale of a few seconds [86]. During this time
unstable neutron-rich nuclei are produced through successive neutron-captures
on seed nuclei, forming nuclei with progressively larger nucleon numbers.
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Burbidge et al. proposed the r-process as the process that produces the broad
peaks at N = 80, 130 and 194 [5]. The formation of the peaks was explained as
an effect caused as the r-process path meets the closed neutron shells at N = 50,
82 and 126. For nuclides at the closed shells, a decrease in neutron-capture cross
section is expected, this can cause a build-up in abundance as nuclei are unable to
accrue more neutrons and must wait to β-decay before continuing the r-process
path. The difference in location for the s- and r-process peaks can be explained
by the different regions in which their paths meet the closed shells. While the
s-process path meets the closed shells near stability, the r -process path meets
these closed shells further from stability, where the proton to neutron ratio is
small. As the proton to neutron ratio far from stability is lower than at stability,
the nucleon number of the nuclei where the r-process meets the closed shells at
N = 82 is lower than for the s-process.
Once the neutron-flux driving the captures ceases, a “freeze-out” occurs and the
neutron-rich nuclei produced β-decay back towards stability. The abundance
distribution of the r -process at freeze-out is then further modified by the
occurrence of β-delayed neutron emission, which is when the β-decay of an nuclide
also results in the prompt emission of one or more neutrons from the daughter
nuclide. The conditions required to support such a high rate of neutron-captures
are not found during a stars’ quiescent lifetime, limiting the r -process to explosive,
high-energy environments.
2.2.1 The canonical r-process approximation
Early methods of modelling the nucleosynthesis made use of what is now referred
to as the canonical r-process approximation, first introduced by Seeger et al. in
1965 [79]. For the approximation, it is assumed that 56Fe seed nuclei are subjected
to neutron densities and temperatures that remain constant over the neutron
irradiation time [87–89]. The temperatures and neutron densities are large enough
such that neutron-captures and electromagnetic reactions occur at much greater
rates than the β-decays. Under these conditions, a set of approximations can be
used to obtain the r-process path and the relative abundances of the r-process
elements along the path. Before these approximations are discussed, it is worth
describing the properties used in these approximations. One of the key properties
made use of in the approximations is the neutron separation energy of a nuclide,
Sn. The neutron separation is the minimum energy required to remove a neutron
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binding energy of nuclide AZX. Another property that is used is the electron
fraction of the matter (Ye). This property was introduced in chapter one as the
number of electrons per baryon. It was also stated that for neutrally charged
matter, the electron fraction is equal to the proton fraction and can be used to
calculate the neutron fraction by:
Yp = Ye (2.6)
Yn = 1− Yp = 1− Ye. (2.7)
A final important property is the β-decay rate of a nuclide, it is most commonly
used in the form of the decay constant (λ), where λ represents the probability of
a single nucleus β-decaying in a unit of time. It is related to the half-life of an
element (t1/2), the amount of time taken for half of the nuclei present in a sample





The total rate of decay, or activity A, of a sample is then given by λiYi, where Yi
is the number of nuclei of nuclide i present.
As stated previously, models of the canonical r-process begin with a seed nucleus
of 56Fe and a rate of neutron-captures much greater than the β-decay rate. The
conditions required to necessitate this are high temperatures, T ≥ 2 GK, and
large neutron densities, nn ≥ 1020 cm−3, [90] which are kept constant through
the calculation. Neutron-capture reactions act to increase the mass number
of nuclei by one; these are directly opposed by photo-disintegration reactions
which remove a neutron from a nucleus. Photo-disintegration can occur when a
photon interacts with a nucleus exciting it to a state above its neutron separation
energy, Sn. The nucleus can then de-excite through the emission of one or more
γ-rays or a neutron, reducing its nucleon number by one. The rate at which
photo-disintegration reactions occur depends strongly on the temperature of the
environment. To excite a nucleus to a state above its neutron separation energy
requires a photon of energy greater than Sn. For photons originating from black
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body radiation, a higher temperature environment will produce higher energy
photons. A higher temperature environment or a lower Sn will, therefore, lead to
an increased photo-disintegration rate.
When both neutron-captures and photo-disintegrations occur at a much faster
rate than β-decays, a statistical equilibrium can be achieved between the (n,γ)
and (γ,n) reactions of two neighbouring isotopes. When this occurs, a state of
quasi-equilibrium known as (n,γ) 
 (γ,n) equilibrium occurs along each of the
isotopic chains where the abundance distribution for neighbouring isotopes is












































〉 is the velocity averaged neutron-capture cross section, λγ,n
is the photo-disintegration rate, T is temperature, ~ is the Planck constant,
kB is the Boltzmann constant and G(Z,A) is the nuclear partition function
[91]. When the small differences in partition functions between neighbouring
isotopes are neglected, and taking into account that at high nucleon numbers
[(A + 1)/A]3/2 tends to 1, it is seen that Eq. 2.9 only depends on the neutron
density, temperature and neutron separation energy. For a given neutron density
and temperature, it can be seen that the isotope of maximum abundance along
each isotopic chain will depend only on the neutron separation energy. This value
will be the same for all isotopic chains, during the r -process this typically occurs
at around 2 MeV [92]. The isotopes of maximum abundance along each isotopic
chain are known as waiting point isotopes where the r -process must “wait” for a β-
decay to progress to higher atomic numbers and link up to form the approximated
path of the canonical r-process.
In order for matter in the r -process to reach larger atomic numbers it must β−-
decay, changing a neutron to a proton, such that (Z,A) → (Z + 1, A) + e + ν̄e.
When (n,γ)
 (γ,n) has been established, the majority of an element’s abundance
is held in a single “waiting-point” isotope. The flow of nuclei out of the isotopic
chain is dependent on the β-decay rate of the “waiting-point” isotope. Likewise,
the flow of matter into an isotopic chain will be established by the waiting-point

























Figure 2.2 Frame a) shows the balance between (n,γ) and (γ,n) along an isotopic
chain. Frame b) shows that an increase in Z occurs from the β-decay
of waiting point nuclei. Frame c) shows that when the r-process path
reaches a closed neutron shell it ascends it like a ladder. Figure from
[8]
will form where the flow of matter into an isotopic chain will equal the flow out
of it, such that
dY (Z,A)
dt
= 0 = λ(Z − 1)Y (Z − 1)− λ(Z)Y (Z). (2.10)
By rearranging Eq. 2.10 to be of the form:
Y (Z) =
λ(Z − 1)Y (Z − 1)
λ(Z)
, (2.11)
it can be seen that the abundance of a nuclide is inversely proportional to its
decay constant λ. This equation can be solved for all of the waiting-point nuclides
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along the r-process path, allowing their relative abundances to be calculated. The
waiting point approximation holds best when the β-decay rates of isotopes are
low in comparison to their neutron capture and photo-disintegration rates [90].
Therefore, the waiting point approximation is best achieved for high temperatures
where the photo-disintegration rate pushes the waiting point to stability [90],
where the half-lives of isotopes are longest. The benefit of this approximation is
that the r -process abundances can be calculated using only the β-decay half-lives
of the waiting point nuclides, limiting the amount of nuclear data required to
perform calculations.
While the canonical r-process models make use of approximations, it is able
to reproduce the features of the r -process abundances that we observe. The
characteristic r -process peaks at A ∼ 130 and A ∼ 195 can be explained by the
properties of nuclei with magic numbers of N = 82 and N = 126. A build-up
of nuclei in these regions can be attributed to the rapid drop off in Sn beyond
the magic numbers and the small β-decay rates of the nuclei with closed neutron
shells causing a build-up in the abundance of nuclei.
2.2.2 Dynamic calculations of the r-process
While the canonical r-process has been used to model the nucleosynthesis of
the r-process previously, it is limited in its application. The assumptions
made to simplify the calculations and reduce the number of nuclear properties
needed mean there is no flexibility in the model to account for changes in the
environment’s conditions. The requirement for neutron-captures to occur at a
much greater rate than β-decays also places limitations on the scenarios in which
it can be used. When performing calculations where the required conditions are
not met the approximations begin to break down as competition forms between
neutron-captures and β-decays, causing a “leakage” of matter from an isotopic
chain through β-decays not at the waiting point [90]. As computational power has
increased, and a more extensive range of nuclear properties have become available,
more complex models of r-process nucleosynthesis have been made possible.
These models are able to calculate the path of the r-process dynamically and
do not require assumptions to be made about the path taken. The probabilities
of reactions occurring are calculated as functions of nuclides’ abundances, the
temperature of the environment, and the free neutron density of the matter
[93]. By calculating the probabilities of the reactions occurring over time, the
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change in abundance of a nuclide can be propagated through the model. For
r-process reactions networks, the abundance of a nuclide will be most heavily
impacted by neutron-capture reactions, photo-disintegrations and β-decays, with
the possibility of fission occurring at higher proton numbers. Each of these
processes can either add to or subtract from the abundance of a nuclide. The
rate of change in an nuclide’s abundance is then given as the summation of all of
































































































constant for β-decays followed by the emission of i neutrons. The full reaction
network is obtained by solving Eq. 2.12 for all nuclides present in the r-process.
Before the reaction network can be propagated, the initial abundances of the
nuclides present in the matter must be known. While early calculations assumed
an initial seed of 56Fe [87–89], modern calculations calculate the initial abundance
distribution based upon the composition of the matter and the conditions present
in the environment. A common property of many of the possible sites for the r-
process is their origin in explosive or high-energy environments. Most calculations
of the r-process, therefore, begin under very high initial temperatures. Under
these conditions, reactions that were not energetically favourable and unlikely
to occur in a star become more likely. At very high temperatures, in excess of
2 GK [94], almost all reactions are energetically favourable. When this occurs,
a balance can be achieved between the rates of a reaction progressing in one
direction and its reverse direction. When the reverse reaction rates balance all of
the forward strong and electromagnetic reaction rates in the system, the system is
said to be in Nuclear Statistical Equilibrium (NSE) [90]. Weak processes such as
β-decay are commonly ignored from NSE as their reverse reactions are extremely
improbable, as neutrinos produced by the forward process are effectively lost from
the system due to their low interaction cross sections.
One of the outcomes of NSE is that, given enough time, any nucleus can be
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transformed into any other nucleus under the conditions present [94]. Another
way of thinking about this is that a nucleus can be formed out of its constituent
protons and neutrons such that:
A
ZX 
 Zp + (A− Z)n (2.13)
Under the conditions of NSE the system will tend towards its lowest energy
configuration, which may change with temperature and density [94]. For example,
for densities of less than 107 g/cm3, the iron group nuclei are the most stable due
to their large binding energies per nucleon. However, when the temperature is
raised to 7 GK, iron nuclei are converted into helium nuclei. While the iron
group nuclei still have the greatest binding energy per nucleon, the He nuclei are
formed in conditions in which electrons present in the system form a degenerate
gas with a high Fermi energy. The system can then maintain its minimum energy
by minimising the energy of the nuclei and electrons together [94]. For systems
under NSE, it is therefore beneficial to specify a relationship between the total
number of neutrons and protons present in the system, the conditions of the









































is the nuclear binding energy of the nucleus AZX [91] and Yp and
Yn are again the proton and neutron fractions of the system and are defined as
they were in Eqs. 2.6 and 2.7. Considering Eqs. 2.14, 2.6 and 2.7 together it
can be seen that the final yield of an nuclide in NSE depends only on its binding
energy and the temperature, density and Ye of the environment and not any
reaction rates.
For NSE occurring under r-process conditions (T > 6 GK), clusters of nuclei
form in two major groups: a lighter group formed of protons, neutrons and alpha
particles; and a more massive group of 12C nuclei and heavier [92]. As the matter
that makes up the system expands, it begins to cool, causing the system to drop
out of NSE. As the system drops out of NSE the temperature is still high enough
that charged particle reactions are still favourable. Matter is then able to flow
from the lighter group to the heavier group through reactions such as 3α→ 12C+γ
and α+α+n→ 9Be followed by α+9Be→ 12C+n and also back along the inverse
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reactions. As the matter continues to cool, charged particle reactions freeze out,
becoming energetically unlikely, and the r -process begins from the resulting seed
abundance distribution.
In addition to the increased computational cost of performing dynamic reaction
network calculations, there is an increased data requirement. This increased
data requirement takes the form of the nuclear properties that must be known
for all nuclides in the network. Whereas calculations based on the canonical
approximation may only involve a few hundred nuclei, some of the very first
dynamic calculations carried out included a total of 6033 nuclei [90]. These
nuclei ranged from stability to the neutron drip line, the point at which the
neutron separation energy of nuclides becomes less than zero. For each of these
nuclides, their masses, β-decay Q-values, β-decay half-lives, β-delayed neutron
emission probabilities, and neutron capture cross sections must be known.
2.3 Obtaining the nuclear properties for
r -process calculations
Whether a r -process is being calculated using the canonical waiting point
approximation method or with a full dynamic reaction network, a large number of
nuclear properties are required. This amount can vary from a few hundred nuclei
used in the canonical r-process to the thousands used in dynamic calculations.
The values of most importance for r -process calculations are nuclear masses and
β-decay properties. Near stability these properties are relatively well known for
nuclei, however, for nuclei far from stability there exist far fewer measurements.
Currently the sheer number of values needed to perform r-process calculations
outmeasures the extent of experimentally measured values. For large amounts
of the values used in r -process calculations, theoretical predictions are used. For
values near to stability, there is a wealth of nuclear data to base models on and
optimise their outputs. However, as the models extend away from stability to
regions where fewer measurements are available, the values predicted by different
models diverge sometimes giving drastically different results [95].
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2.3.1 β-decay properties for use in r-process calculations
β-decay properties play an important role throughout the r -process, with β-decay
rates determining the rate at which the r -process path proceeds under (n,γ) 

(γ,n) equilibrium. The energy given off by β-decays also plays a significant role
in the heating of the matter and is believed to contribute significantly to the
radiation emitted by kilonova [53]. β-delayed neutron emission also plays a key
role in the r -process through two mechanisms. The first is that as the neutron-
flux powering the r -process stops and β-decays start to occur, delayed neutron
emission acts as an important secondary source of free neutrons, allowing delayed
neutron capture after the primary source of neutrons has ceased. Secondly,
during freeze-out, as matter decays to stability, the delayed emission of neutrons
continues to shape the r -process abundance distributions, determining the final
abundances.
At present, only a small amount of the β-decay lifetimes that are required
for r -process calculations are known. The amount of β-delayed neutron
emission probabilities currently known is even smaller in comparison. Where
experimentally measured values are not available, r -process calculations must
make use of theoretical models. In recent years shell-model calculations,
performed using the diagonalisation shell model code nathan [96, 97], have been
able to reproduce experimentally measured half-lives with reasonable accuracy
[98]. However, these calculations are limited to nuclides near to, or at, neutron
shell closures where an inert core can be used to simplify calculations. The limited
nuclides for which these calculations can be currently be performed means they
are not ideal for providing values for use in r-process calculations. Instead, global
models capable of producing half-lives for a wide range of nuclei are used.
The Quasiparticle Random Phase Approximation (QRPA) employed by Moller
et al. [99] is one of the most commonly used models for calculating nuclear
properties for use in r-process calculations. The starting point for the QRPA
calculations is the ground-state properties of nuclei, which are calculated using
the Finite Range Droplet Model (FRDM) that is discussed in more detail in
Section 2.3.2. Moller et al. have used the QRPA to perform calculations of
gross β-decay properties, which have been released in three iterations. The first
iteration was released in 1997 and included the β-decay properties of 8979 nuclei
ranging from 16O to 339136 [100]. In 2003 a new revision of the data table was
released, FRDM+QRPA2003 [99], which had the inclusion of the gross theory for
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the first-forbidden (ff) part of the β-decay. In first-forbidden decays, the parities
of the initial and final states are different. For the parity of the nucleus to change
the electron or neutrino must be emitted with an odd value of the orbital angular
momentum relative to the nucleus [75]. In 2019 a new revision of the data table
was again released [101], the methods used to calculate the half-lives remained the
same, however, a new version of the FRDM was used to determine the ground-
state properties of the nuclei. The most commonly used version of the model is
FRDM+QRPA2003, which is commonly used to provide the nuclear properties
for r-process calculations.
In the QRPA half-lives are calculated using the β-strength function (Sβ(Ei)) of
nuclei. The β-strength function is determined by the level density of excited
states in the daughter nucleus [102] and describes the probability of β-decay to
states in the vicinity of excitation energy Ei [75]. The half-life is calculated as a






Sβ (Ei)× f (Z,R,Qβ − Ei) , (2.15)
where Sβ (Ei) is the β-strength function and f is the Fermi function which
depends on Z, the nuclear radius R, and Qβ − Ei the energy difference between
the β-decay Q-value, which is defined as and the energy of the excited state the
















whereme is the mass of an electron. The Fermi function is included to incorporate
the influence of the nuclear Coulomb field during the decay process [75]. For
models using the QRPA, wave functions describing the parent and daughter nuclei
are used as the starting point for calculating Sβ [103, 104].
Figure 2.3 shows the ratio of experimentally measured half-lives to those
predicted by FRDM+QRPA2003. In the figure, the two panels show the ratio
of the calculated and experimental β-decay half-lives are plotted against the
experimental β-decay half-life. The top panel is produced using calculated
half-lives that do not include the first-forbidden term, whereas, the bottom
panel uses half-lives calculated with the inclusion of the first-forbidden term.
It is observed that across the range of half-lives plotted, the ratio between the
measured half-lives and the calculated half-lives typically falls within an order of
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β−decay (Theory: GT + ff) 
Total Error = 4.82 for 546 nuclei, Tβ,exp < 1000 s 
Total Error = 3.08 for 184 nuclei, Tβ,exp < 1 s 
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Total Error = 21.16 for 546 nuclei (13 clipped), Tβ,exp < 1000 s 









Figure 2.3 Ratio of experimentally measured β-decay half-lives to theoretical
values calculated using the QRPA, for nuclei including and above
16O in size. Figure adapted from [99].
magnitude shown by the lines running across from 101 and 10−1 on Figure 2.3.
A narrower distribution in the ratio is also seen for calculations including the ff
term, indicating an improvement in the calculated half-lives.
In addition to calculating half-lives, the QRPA is used to calculate the β-delayed
neutron emission probabilities (Pn) of nuclei. In the FRDM+QRPA2003 models,
the Pn value is calculated as the probability of a β-decay proceeding to a state
above the neutron separation energy of the daughter. Under this method of
calculating the P1n value, the possibility of a nucleus excited to a state above its
single neutron separation energy de-exciting via γ-emission is neglected, and all
de-excitations are assumed to occur via particle emission. The P1n value can then
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Sβ (Ei)× f (Z,R,Qβ − Ei)∑Qβ
Ei=0
Sβ (Ei)× f (Z,R,Qβ − Ei)
. (2.17)
In the 2019 revision of FRDM+QRPA, the model was updated to include a
Hauser-Feshbach (HF) framework to handle the de-excitation of excited states
statistically. Within the framework de-excitation via γ-emission is no longer
neglected and competition is allowed between γ-decay and neutron emission. The
overall effect that the inclusion of the HF framework has on the predicted Pn
values is a decrease in emission probability for most nuclides, in particular those
that can emit more than one neutron [105].
A second theory that has been used to produce a data table of β-decay
properties utilises a fully self-consistent model to calculate the properties. In this
model, the ground state of all nuclei is calculated with the relativistic Hartree-
Bogoliubov (RHB) model, and excited states are obtained within the proton-
neutron relativistic quasiparticle random phase approximation (pn-RQRPA)
[106]. The author has highlighted two key differences between this model and
the FRDM+QRPA model of Moller et al.. The first is that the model used
by Moller et al. uses QRPA calculations based on a schematic interaction on
top of the FRDM, making it hard to maintain consistency between the models
used. Conversely, in the model employed for the RHB+pnRQRPA model, the
residual interaction used for the pnRQRPA calculations is derived from the
same density functional that is used for the ground state calculations. In this
method, consistency is ensured between the properties used in the calculations.
The second key difference is in the treatment of first-forbidden decays, whereas
FRDM+QRPA2003 only treats the first-forbidden term macroscopically, using
the statistical gross theory model to obtain contributions. The method employed
by RHB+pnRQRPA treats the decays fully microscopically, treating them equally
to Gamow-Teller transitions.
A final theory that has only been used in the calculation of β-delayed neutron
emission probabilities, and not in the calculation of half-lives, is the effective
density model [107]. It is based on the assumption that the β-strength function
is proportional to the effective level density,










where ad is a phenomenological effective parameter. The systematics of the
ad parameter are obtained from experimental measurements of Pn values and
extrapolated to nuclei for which this has not been measured. The total β-delayed










E)E−3/2f(Z + 1, Qβ − E)dE
(2.19)
where Z is the parent nuclide’s atomic number and f is again a Fermi function.
The model used masses calculated using the HFB-21 mass model [108] to obtain
Q-values and Sn values for use in its calculation. The HFB mass model is
described in more detail in the following section.
2.3.2 Nuclear masses for use in r-process calculations
While this thesis is focused on the β-decay properties of neutron-rich nuclei,
it has been shown above that these values depend strongly on nuclear masses
and as such a discussion on the models used for calculating nuclear masses is
included. Nuclear masses are one of the most fundamental properties of nuclei.
They are used extensively in the determination of almost all quantities of interest
for r -process calculations, where they are used to calculate neutron separation
energies and reaction Q-values. Neutron separation energies are crucial in the
determination of neutron capture and photo-disintegration rates and Q-values
play a large role in the determination of β-decay rates and the heating it produces,
and also in β-delayed neutron emission probabilities. The importance of accurate
nuclear masses can be seen in Eq. 2.14, which shows an exponential dependence
on the binding energy of nuclei in the determination of NSE yields. The need for
accurate masses continues throughout the r -process through to the determination
of (n,γ) 
 (γ,n) equilibrium points where Eq. 2.9 includes an exponential
dependence on the Sn values of nuclei.
At present around 2353 masses have been measured and published in the atomic
mass evaluation [109, 110], a number which is short of the many thousands needed
for r -process calculations. Almost all of the masses used in a r -process calculation
must then be obtained from theoretical predictions. Two examples of methods
in which nuclear masses are calculated are described here: i) a combination
of macroscopic and microscopic terms and ii) a fully microscopic treatment of
the system. The Finite-Range Droplet Model (FRDM) [111, 112] is one of the
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most commonly used macroscopic-microscopic hybrid models in the calculation
of nuclear masses. In the macroscopic-microscopic method, the total potential
energy of the nucleus is calculated as a function of shape, proton number Z,
and neutron number N . It is calculated as the sum of a macroscopic term
and a microscopic term, which represents the shell-plus-pairing correction [111].
The parameters used in the model are determined from an optimised fit of the
experimentally measured ground-state masses of 2149 nuclei ranging from 16O to
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106Sg and 264108Hs. The model has a RMS error of 0.56 MeV when reproducing the
masses of the data it is optimised using. The Hartree-Fock-Bogoliubov (HFB)
model [113] is the leading example of a model that uses a fully microscopic method
for calculating nuclear masses, using density functionals based on Skyrme-type or
Gogny-type effective interactions to determine the potential of the nucleus. The
parameters used in the model are optimised through the fit of experimentally
measured values, similarly to the FRDM approach, with the most recent models
achieving a RMS error of less than 0.5 MeV [113] when reproducing the range
of fitted masses. As new data becomes available, further revisions are made to
these models, and the parameters are changed as new data is included in the
optimisation. A range of different data sets can, therefore, be found for the HFB
model ranging from the first revision HFB-1 [114, 115] to more recent revisions
HFB-26 [113, 116].
While many of the models are able to reproduce experimental data with RMS
errors of less than 1 MeV for most nuclei, this does not necessarily mean that they
are able to predict unknown values accurately. Reference [117] investigates the
predictive power of mass models by comparing the masses predicted by models
optimised using the AME2003 to newly measured masses in AME2012. No strong
correlations were found between a model’s error in reproducing measured values
and its predictive powers; this makes it hard to determine the true uncertainty in
masses for nuclei far from stability. It was also found that the predictive powers of
any single model are not uniform across its entire range but varies across regions
of the nuclear chart.
2.4 Uncertainties in r -process predictions
As the previous section outlines, it has been shown that theoretical values
can be calculated for the nuclear properties used in r -process calculations.
However, these calculations often have large uncertainties associated with them,
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Figure 2.4 Uncertainty bands on calculated r-process abundances with rates from
FRDM-QRPA and Q-values from three mass models. Figure adapted
from [119].
especially in regions lacking experimental data. When using these values to
calculate r -process abundances, the effects of these uncertainties should be
considered. Monte-Carlo studies performed in recent years by Mumpower,
Surman and Aprahamian [95, 118–120], have sought to investigate the effects
these uncertainties can have on calculated r-process abundances. To test the
uncertainties of calculated r -process abundances that can be attributed to
the uncertainties associated with β-decay rates, they performed Monte-Carlo
variations of the β-decay rates in the calculations. For each run, the initial
trajectory of the r -process calculation was fixed to ensure all differences came
from the change in rate. For each run, each of the β-decay rates present in the
reaction network were varied by a multiplicative factor with a variation that was
motivated by the standard deviation shown in Figure 2.3, these multiplicative
factors varied over a range of 10−1 and 101.
The results of the calculations are shown in Figure 2.4 in which the uncertainty
bands are plotted alongside solar r -process abundances. It is worth noting that
the three models referred to in the plot – HFB-17, DZ and FRDM1995 – were
only used for the prediction of masses and that for all three tests the rates were
obtained from FRDM+QRPA 2003 [99]. For each of the plots, the isotopic
abundances are scaled to the rare Earth region. It can be seen that for all of the
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plots, most of the rare Earth region and much of the structure around A ∼ 130
lie within the uncertainty bands. The authors noted that the magnitude of the
uncertainty bands are all of the same order of magnitude and that the current
error bars on the models are all too large to distinguish between the predictions
of different nuclear models. They also noted that that in order to improve the
predictability of r-process simulations, advances in the description of neutron-rich
nuclei must be achieved [95].
2.5 Sensitivity studies and the need for
experimental data
As shown in the previous section, much of our ability to make predictions about
the r -process is hindered by the uncertainties attributed to theoretical values used
as inputs in calculations. There has recently been an increased demand for precise
experimental data of r -process nuclei, in an effort to reduce these uncertainties
[119, 121, 122]. The benefits of increased measurements in the region are twofold:
i) the measured values can be used as direct inputs in r -process calculations
where they are available and ii) measurements out from stability allow for further
reference points in the optimisation of theoretical models in the region.
With such a large amount of nuclear properties currently not experimentally
measured, it can be challenging for experimentalists to know in which regions of
the nuclear chart to focus their measurements. To aid in this modellers carry
out sensitivity studies in which the sensitivity of the final abundance distribution
to the properties of specific nuclei is gauged [123–125]. These studies highlight
the nuclear properties and nuclides, which play the largest roles in determining
the final abundances of the r-process. Experimentalists can then perform
measurements targeting these highlighted nuclei and properties, constraining the
uncertainties associated with them and improving the predictability of r-process
calculations.
Mumpower et al. performed sensitivity studies, investigating which nuclides’ β-
decay rates and β-delayed neutron emission probabilities have the greatest impact
on the final r-process abundances. The sensitivity studies were performed by
first carrying out a r-process calculation, using nuclear masses from FRDM95
[111], β-decay rates from FRDM+QRPA 2003 [99] and neutron capture rates
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Figure 2.5 Impact of individual β-decay rates on calculated r-process abundances
in four astrophysical environments (a) low entropy hot wind, (b) high
entropy hot wind, (c) cold wind and (d) neutron-star merger. Black
line represents the estimated region accessible to FRIB. Figure from
[95] based on data from [123]
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Figure 2.6 Impact of individual β-delayed neutron emission probabilities on
calculated r-process abundances in four astrophysical environments
(a) low entropy hot wind, (b) high entropy hot wind, (c) cold wind
and (d) neutron-star merger. Black line represents the estimated
region accessible to FRIB. Figure from [95] based on data from [125]
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from NON-SMOKER [126]. The calculation was used to obtain a base version
of the r-process distribution, against which further calculations can be compared
in order to determine changes in abundance. The calculation was then repeated
with either the half-life or Pn value of a single nuclide’s value changed. For half-
lives, individual rates were varied by a factor of 10. For Pn values, the delayed
neutron emission channel was removed by setting the Pn = 0. The difference
in abundances between the two runs was used to calculate an impact factor F ,





where X(A) represents the final mass fraction of an isobar A from the varied run
and Xbaseline(A) is the final mass fraction of isobar A in the baseline calculation.
Impact factors were measured for the half-lives and Pn values of nuclides in the
region of 40 ≤ Z ≤ 75 and 70 ≤ N ≤ 130. The sensitivity studies were performed
for four different trajectories of initial r-process conditions (a, b, c and d), relating
to different astrophysical environments. Trajectories a and b represent low and
high entropy hot neutrino driven winds respectively, conditions which could be
found in core-collapse supernovae. Trajectory c represents cold neutrino driven
wind and trajectory d represents the trajectory set by a binary neutron star
merger.
The results of the β-decay rate investigation are presented in Figure 2.5. The
greatest impact factors are observed for nuclides at the closed neutron shells at
N = 82 and N = 126, followed by the nuclides that fall along the early r -
process path. This is seen to be the case for all four sets of initial conditions
and is attributed to the fact that at early stages in the r -process the steady flow
condition holds well. Sensitivity to β-decay rates are observed to a lesser extent
closer to stability, indicating the continued importance of β-decay rates during
freeze-out as matter decays back to stability.
The results of the β-delayed neutron emission study are shown in Figure 2.6. In
section 2.3.1 it was stated that β-delayed neutron emission plays two key roles
in late stages of the r -process: i) acting as a source of additional free neutrons
and ii) shaping the final abundance distributions. Turning off just a single β-
delayed neutron emitter is unlikely to affect the total number of free neutrons
available, and so any effects that were seen in the study are going to be due to
the shaping during freeze-out. The effects of individual Pn values were found by
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Figure 2.7 Calculated r-process paths for different neutrino luminosities in a
neutron-star black hole merger. Figure adapted from [36]
systematically setting the Pn of each nuclide to zero. It should be noted that the
scale of Figure 2.6 is different from Figure 2.5 and the impact factor F tends to
be much smaller. This is expected as Pn values are expected only to vary the
local abundance distributions. The global measure used in the study, therefore, is
a poor measure of any effective change. The location of maximum impact being
observed at the closed neutron shells atN = 82 andN = 126 is also expected, this
can be attributed to the build-up in abundances that occurs as the r -process path
meets them. Little impact is seen for nuclides near to stability, as the Qβ value
of these nuclei is unlikely to be larger than their daughter’s neutron separation
energy. The population of states above the daughter’s neutron separation is,
therefore, very unlikely; making β-delayed neutron emission very unlikely in these
nuclei.
2.6 The region around the N = 82 shell closure
In the previous section, the sensitivity of r -process calculations to nuclear
properties was shown as a method of determining individual nuclides that have
a large impact on the final r-process abundances. Of particular importance were
the half-lives and β-delayed neutron emission probabilities of nuclides around the
closed neutron shells at N = 82, and 126. In section 2.2 it was explained that the
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production of the r-process abundance peaks at A = 80, 130 and, 194 are related
to the r-process path meeting the closed shells and that the reduced neutron-
capture cross sections of nuclides along these closed shells caused a build-up in
abundance. Figure 2.7 shows calculated r-process paths, differing only in the
neutrino luminosity, for a black hole neutron-star merger. A common feature of
all the paths is that they become trapped at the closed neutron shells and forced
to β-decay before further neutrons can be captured. The paths are only able to
break out of the neutron shells once the neutron-capture rate can compete with
the β-decay rate. Accurate measurements of the nuclear properties for the nuclei
along these closed neutron shells will help to drastically reduce the uncertainties
associated with r-process calculations.
In recent years the number of half-lives published for nuclei near the closed
neutron shells has increased, with experiments performed using the EURICA
[127] and Griffin [128, 129] setups. There have also been a growing number of
masses measured for these nuclei, with measurements carried out at facilities
such as Jyväskylä [130] and CARIBU [131]. However, there are still very few
measurements of the β-delayed neutron emission probabilities of these nuclei.
Without accurate measurements of the β-delayed neutron emission probabilities
of nuclei near the closed neutron shells, r-process calculations will be unable to
reproduce the shaping of the final abundances and also the late-stage neutron-
captures facilitated by delayed neutron emission. The experiment presented in
this thesis provides much needed nuclear data on the β-delayed neutron emission
probabilities of nuclei around the closed neutron shell at N = 82. For many
of the nuclei studied, only the half-lives were previously known. This work,
therefore, represents a significant contribution to the available neutron emission
probabilities for use in r-process calculations.
The experiment presented in this thesis was performed in 2017 by the BRIKEN
collaboration [132] at the Radioactive Ion Beam Factory (RIBF). The elements
measured in the experiment ranged from Ru (Z = 44) to Ba (Z = 56) including
nuclides along the N = 82 shell closure and then higher mass nuclei beyond
N = 82 that are of importance when the r -process path escapes the N = 82
closed shell and neutron-captures dominate. The half-lives and β-delayed neutron
emission probabilities presented in this thesis are of the nuclides that are in
the range of Z < 50 and N ≤82. Nuclides with Z > 50 and N > 82, also
measured in the experiment, have been analysed by other PhD students. The
β-delayed neutron emission probabilities of the nuclides included in this thesis, in
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particular of 125−126Rh and 127−128Pd, have a direct impact on the final abundances




Exotic Beam Production at the
Radioactive Ion Beam Facility
3.1 Radioactive ion production
The production of exotic nuclei, for use in experiments, is commonly achieved
through the break up of massive nuclei such as uranium or through fusion
reactions involving lighter nuclei. Projectile fragmentation and in-flight fission
are two of the primary break-up methods used. Both methods are capable
of producing a wide range of unstable nuclei. Before these nuclei are used in
experiments, it is common to separate and focus the nuclei, restricting the large
range of nuclides produced to a group centred on a region of interest.
3.1.1 Projectile fragmentation
Projectile-fragmentation reactions were first pioneered as a method of producing
light neutron-rich nuclei in the 1970s. The work carried out at the Lawrence
Berkeley Laboratory used highly energetic (212 MeV/u) medium mass nuclei
(48Ca) to create light nuclei close to the limit of stability [133–135]. The reaction
mechanism involves the bombardment of relativistic heavy nuclei onto lighter
target nuclei. During the interaction, a small amount of excitation is imparted to
the projectile, which is enough to cause nucleons to be emitted from the nucleus


































Figure 3.1 Diagram showing three methods of radioactive beam production
commonly employed. In all three methods, 238U is used as the
primary beam ion. In projectile fragmentation and Abrasion-Fission
the uranium ion is incident on a light target nuclei such as beryllium.
Whereas, in Coulomb fission, the uranium is incident on a heavy
target nuclei such as lead. In projectile fragmentation A3 ≤ A2 < 238
and Z3 ≤ Z2 ≤ 88. In Coulomb Fission A3 + A4 = 238. Finally, in
abrasion-fission A3 +A4 < 238.
One of the first models developed to describe this phenomenon is that of
“Abrasion - Ablation” [136], where the production of the forward-focused
fragments occurs in a two-step process. As the heavy ion collides with the target
nuclei the overlapping volume of the heavy ion is sheared away in the process
of “abrasion”. The remaining part of the heavy ion, known as the spectator,
remains unchanged in its direction. The amount of material sheared off in the
abrasion process is determined by an impact parameter, which describes the
overlapping volume of the heavy ion and target nuclei. The spectator nucleus
is left in an excited state after the “abrasion”, and this excitation energy is lost
through particle emission in the process of “ablation”. The excitation energy the
spectator nucleus gains is determined by the change in the shape of its surface
term as it is left deformed after the abrasion [136]. The top panel of Figure 3.1
shows a diagram of how the Abrasion-Ablation model works, in the example a
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uranium ion impinges upon a beryllium target. After interacting with the target,
the uranium ion has had part sheared away and de-excites by the emission of
nucleons. The combination of the impact parameter and the amount of excitation
energy determines the final isotopic distribution of produced ions. Fragmentation
cross sections are largest for fragments that are just below the mass of the initial
nucleus and decrease exponentially with smaller atomic mass numbers.
3.1.2 In-flight fission
While projectile fragmentation is used in the study of neutron-rich light mass
nuclei, it is not as well suited to the study of heavy neutron-rich nuclei. For
high mass nuclei, the fragmentation yield is largest for neutron-deficient nuclei
[137]. Nuclear fission is instead used as a source of neutron-rich nuclei. The first
in-flight fission reactions were performed in GSI by Bernas et al. in the 1990s,
and across their first two studies a total of 117 new nuclides were discovered
[138–140]. While fission had previously been used in the production of neutron-
rich nuclei [141], there are many challenges when using it to study nuclei of
higher masses. One of the most significant challenges is that at the low energies
involved it becomes challenging to separate nuclides due to the limitations in
resolving power of Z [138]. The limitation is a result of the relatively low energies
given to the fission products, making it hard to observe them without stopping
them in a detector. In addition to this, broad charge state distributions of the
fission products and their isotropic production make the identification and study
of nuclei in the high-mass regime almost impossible [142]. In-flight fission helps
to alleviate a number of these issues. While the fission products are emitted
isotropically in the centre of mass frame of the fissile nucleus, fission products via
in-flight fission are observed to be emitted in a tight cone around the beam axis in
the laboratory frame. This cone forms as the energies given to the fission products
in the fission process are small in comparison to the beam energy. Another benefit
is that by using the fissile nucleus as the primary beam ion, the primary ion can
have all, or almost all, electrons removed before interacting with the production
target. By removing all, or most of, the electrons before the fission process occurs,
products are, consequently, more likely to be produced with no, or few, electrons.
The charge state distributions of the products are therefore drastically reduced,
making identification of the fission products easier than if there was a broad
charge state distribution.
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Figure 3.2 Comparison between the double-humped velocity distribution of
fission products and the centrally peaking velocity distribution of
fragmentation products. Figure taken from [143].
In contrast to projectile fragmentation, where the velocities of the fragmentation
products are centred around the primary beam velocity, the velocity distribution
of fission products shows a double-humped structure above and below the primary
beam velocity. A comparison of the two distributions is shown in Figure 3.2. This
results from the combination of the isotropic distribution of products emitted
by fission and the momentum acceptances of the separators used to identify
them. The momentum acceptance of separators limits the nuclei observed to
those emitted either forwards or backwards with respect to the beam axis. The
kinetic energy, given to the nuclei by the fission process, then either adds to or
subtracts from the beam energy, leading to the double-humped structure.
Two different interaction mechanisms between the projectile ion and target ion
can cause the projectile ion to undergo fission. The first is via Coulomb fission
of the uranium projectile. In Coulomb fission, there is a large impact parameter
between the projectile ion and target ion, meaning a large overlapping volume.
The long-range Coulomb interaction dominates between the projectile and target,
and a virtual photon is exchanged between the target and projectile ion, exciting
the uranium projectile to an excited state [144, 145]. The excited uranium then
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Figure 3.3 Nuclei produced during the 238U+208Pb reaction gated on different
product momenta. Two groups are present at each momentum, a
high mass group on the right and a lower mass group on the left.
Figure taken from [143].
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has the possibility of undergoing fission to de-excite. A second fission process is
through abrasion induced fission. Here, a small impact parameter exists between
the uranium projectile and the target. As the uranium passes through the target
a small amount of the uranium is sheared away, leaving the projectile in a highly
excited state. As the abraded and excited nuclei de-excite through particle
emission, it has the chance to undergo fission with a finite probability. Figure 3.1
shows a step by step breakdown of how each of the two fission processes proceeds.
It has been found that Coulomb induced fission dominates the excitation at lower
energies and that Abrasion-Fission leads to higher excitation energies [139, 146].
The different velocity distributions of in-flight fission and projectile fragmentation
products allow for the separation of products from each of the processes. Figure
3.3 shows particle identification plots produced using different momentum cuts on
the fission products, obtained from the in-flight fission of uranium [143]. The top
two panels in the figure show two groups of nuclei attributed to fission, with the
group on the left comprises high-energy fission products emitted in the forward
direction, and the left-hand side comprises backwards emitted low-energy fission.
The lower plots also include fragmentation products with backwards high-energy
fission on the right and the fragmentation products on the left.
3.2 Particle identification methods
Both projectile fragmentation and in-flight fission produce RI beams made up of
multiple species of nuclei. This can be seen in the panels on Figure 3.3, where
each of the blobs on a panel represents a different nuclide. For most experiments,
it is desired that the nuclei produced are identified before being used in the
experiment. Nuclei are identified by their atomic number, Z, and their mass
number, A. Determination of these quantities is commonly achieved through a
combination of energy loss measurements and measurements of the momentum
of the ions.
The atomic number, Z, of a nuclide can be determined by measuring the amount
of energy lost as it passes through matter [147, 148]. The rate at which a high-
energy heavy-ion loses energy as it interacts with matter is given by a relativistic




















Here Z is the ion’s atomic number, v is its velocity (which is related to β and γ
by v = βc and γ = 1/
√
1− β2 with c being the speed of light), me is the mass
of an electron and e is the elementary charge. z is the atomic number of the
material, N is its atomic density and I is its mean excitation potential. From Eq.
3.1 it can be seen that for ions travelling through the same material their energy
loss relative to each other will depend only on their atomic number, Z, and their
velocity. Therefore, for ions where their velocities are known the relative atomic
numbers of each ion can easily be determined from energy loss measurements.
The velocity of ion is often determined by measuring its Time-Of-Flight (TOF)
over a known track length L. If both the TOF and track length are known, the
velocity is given to be:




In fragment separators used in the identification of fission and fragmentation
products, the track that is taken by the ions is not a straight line but often
involves multiple bends that are created by large dipole magnets. The bending
radius of an ion in a magnetic field depends on its magnetic rigidity (Bρ), which
is defined to be the momentum of a particle divided by its charge Q. Ions
travelling with different momentum will, therefore, travel over different paths.
By determining the path that an ion takes through a separator, its magnetic
rigidity and momentum can thus be found. If both the Bρ and velocity of an ion
are measured simultaneously, they can be combined to calculate the mass of an









For fully stripped ions, which have no electrons remaining, Q = Z and this can be
combined with the values obtained from the energy loss measurements to identify
ions. Identification of ions is then performed using a plot of the atomic number
Z against the mass/charge ratio A/Q, an example particle identfication plot is
shown in Figure 3.3.
3.3 The Radioactive Ion Beam Factory
The Radioactive Ion Beam Factory, or more simply RIBF, is a world-leading
facility for the production of RI beams [150, 151]. Run by the Nishina Centre,
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Figure 3.4 Schematic layout of the RI Beam Factory. Adapted from [152].
at RIKEN Japan, this world-leading facility came online in 2007 and underwent
further upgrades that were carried out until 2012. With primary beam energies of
up to 440 MeV/u for light ions and 350 MeV/u for very heavy ions, near relativistic
energies are available for the production of RI beams using a wide range of primary
beam nuclei. The RI beams produced at the facility are separated, focused and
identified using the superconducting fragment separator, BigRIPS, before being
delivered to experimental setups located within the factory.
3.3.1 Primary beam production
For the production of heavy neutron-rich nuclei, a high primary beam intensity
is wanted as the production cross sections of exotic nuclei are often small. At
the RIBF 238U is chosen as the primary beam nucleus for the production of
the heaviest beams. Intense primary beam currents are produced via a 28 GHz
superconducting electron cyclotron resonance ion source (SC-ECRIS), which is
capable of producing 238U35+ ion beams of a few pµA [153, 154]. After being
extracted from the SC-ECRIS the highly charged uranium ion beam is injected
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into the RIKEN ring cyclotron (RRC), where it is accelerated to an energy of
11 MeV/u [155]. Upon extraction from the RRC, the beam passes through a
stripper foil, removing electrons, taking the charge state of the uranium ions
from 35+ to 71+. In order to further accelerate the uranium ions to the
350 MeV/u relativistic energy needed for particle identification, a high-power
heavy-ion booster system is used. The high-power heavy-ion booster system
comprises three ring cyclotrons. The first cyclotron in the system is the fixed
frequency cyclotron (fRC), from which uranium ions are extracted at an energy
50.7 MeV/u. Following the fRC the ions are passed through a stripper foil,
leaving the uranium ions with just four electrons taking them to a charge state
to 88+. The second cyclotron is the Intermediate stage Ring Cyclotron (IRC),
which accelerates 238U88+ to 127 MeV/u before being extracted. The third and
final cyclotron is the superconducting ring cyclotron (SRC) [156], the first of its
kind, capable of accelerating the 238U88+ to the final beam energy of 350 MeV/u.
3.3.2 Radioactive ion production
To create the radioactive ions in-flight fission through the abrasion-fission process
is utilised. The uranium ions impinge upon a 740 mg/cm2 (4 mm) thick beryllium
target. Beryllium is chosen as the target element as it has a small impact
parameter associated with it. This minimises the chances of Coulomb induced
fission occurring, allowing Abrasion-fission to dominate. In addition to having
a low impact parameter, Beryllium is a good choice of target material as it has
a large heat capacity [163, 164]. This allows it to dissipate the large amounts
of heat deposited into the target as a result of the high primary beam intensity.
To further aid in heat dissipation, a rotating target is used. The rotating target
stops the intense primary beams impinging on a single location, spreading the
heat across the surface of the target [164].
As the uranium ions pass through the target, small amounts of nuclei are abraded
from the uranium ion, leaving it in an excited state. The abraded ions then de-
excite via fission processes, producing a wide range of radioactive nuclei. The
large forward momentum of the primary beam causes the fission products to
travel forwards in a tight cone once through the target. The resulting fission
products will have a range of Z and A values, with a distribution given by their
fission cross sections. A plot of fission cross sections measured at BigRIPS for
238U + 9Be is shown in Fig. 3.5. In the figure, the upper panel is for even Z
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Figure 3.5 Fission cross sections for 238U+Be measured at BigRIPS. The top
panel shows the cross sections of even Z nuclei and the bottom panel
odd Z nuclei. Adapted from [157] which includes data from [158–162]
nuclei, and the bottom panel is for odd Z nuclei. The cross sections can be seen
to drop for increasing mass number for each nuclide. This is one of the reasons
intense primary beam currents are required for the production of neutron-rich
nuclei.
3.4 The radioactive ion beam separator
After passing through the production target, the resulting beam is a mixture
of radioactive nuclei produced via fission and fragmentation and the remaining
unreacted primary beam. The intensity of this beam is still considerable, with an
intensity close to the primary beam intensity, much larger than is feasible for use
in experiments. The broad distribution of nuclear species produced means that
for experiments only looking to study a few different nuclei, there is a significant
background. By separating the beam and focusing solely on a small selection of
nuclides, more usable rates can be achieved while also allowing identification of
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the nuclei to be carried out.
The Radioactive-Isotope beam Separator BigRIPS is part of a new generation
of in-flight particle separators. BigRIPS is characterised by its large acceptances
and its two-stage design [165]. The large acceptances ensure that BigRIPS has
high collection efficiencies not just for fragmentation processes but also for fission
processes, where products are created with a large momentum spread. The
collection efficiency for fission products is around 50% [152]. Its two-stage design
allows for excellent separation of particles and the delivery of tagged radioactive
ion beams with identification of individual ions.
The two-stage design of BigRIPS utilises six room-temperature dipole magnets
and fourteen Superconducting Triplet Quadrupoles (STQs) to separate and focus
the beam. The dipole magnets have a bending angle of 30 deg and a mean bending
radius of 6m [166]. Along the length of the separator there are six intermediary
focus points before the final focus at F7. Figure 3.4 shows a schematic of BigRIPS
with the dipole magnets labelled as D1-6, the STQs labelled as STQ1-14 and the
focal points F1-7. The total length of the separator is 78.2m [152]. The large
acceptances of BigRIPS are achieved through the use of large apertures in the
STQs. The acceptances of ±40mr horizontally and ±50mr vertically, and the
momentum acceptance of ±3%, are comparable to the spreads of fission fragments
in the energy region, allowing BigRIPS to achieve its high collection efficiency.
Each of the stages in BigRIPS is designed as a mirror-symmetric achromatic
system. Mirror-symmetric means that an ion’s trajectory is a mirror about the
symmetry axis of each stage and achromatic means that the focus point of the ions
does not depend on an ion’s momentum. The first stage of BigRIPS is designed
to carry out the production and separation of nuclides between the production
target and the intermediate focus F2, forming a two bend achromatic system
with a momentum dispersive focus at F2. The second stage, which is used for the
identification of ions, runs from F2-F7 forming a four bend system with dispersive
focal points at F4, F5 and F6 [152].
3.4.1 Particle separation
In the first stage, fragments are separated by a combination of magnetic analysis
and energy loss techniques. The first stage of the selection is carried out by
the first dipole after the production target, which selects ions by their magnetic
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rigidity, reducing the number of nuclei transported to nuclides around a specific
A/Q value. Wanted A/Q values are steered onto a wedge-shaped degrader, while
unwanted fragments are steered into a beam dump. A wedge-shaped degrader
is used so that the system remains achromatic. To do this, the dispersive
coefficient of the ions must remain constant before and after the degrader. This
is achieved as higher energy ions are steered onto the thicker portion of the
degrader, and so they lose the same amount of energy as lower energy ions
travelling through the thinner part [152]. The wedge-shaped degrader causes the
momentum distribution between different values of Z to broaden. Another stage
of separation is then carried out by the second dipole magnet, further refining
the A/Q selection of the fission products. The combined use of both techniques
is known as momentum-loss achromat [167]. A telescopic matching system, made
up of STQ4 and STQ5 between D2 and D3, transports the separated beam from
the first stage to the second stage.
3.4.2 Particle identification
The identification of ions is carried out in the second stage of BigRIPS. The
reduced rate in the second stage, achieved by the separation carried out in the
first stage, allows for individual ions to be identified as they pass through the
second stage. Identified ions are said to be “tagged”, indicating that their Z and
A/Q values have been measured. Particle identification in BigRIPS is carried
out via the implementation of the TOF − Bρ − ∆E method. During particle
identification, each of these quantities is measured as an ion passes through the
separator. Precise measurement of each of these quantities is essential for the
accurate identification of high Z RI beams.
Determination of A/Q in BigRIPS
The determination of an ion’s A/Q is carried out by the simultaneous measure-
ments of the ion’s TOF and also its Bρ, which, when combined, can be related to
the absolute value of A/Q by Eq. 3.3. Measurement of an ion’s TOF is carried
out over the full length of the second stage of BigRIPS. The long path length of
the ions, 46.6m, allows for high resolution TOF measurements to be performed.
This is a requirement for high resolution A/Q determination, needed in the
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Figure 3.6 Schematic layout of the beamlime detectors in BigRIPS. Adapted
from [149]
isotopes. The start and stop signals for the measurements are produced by thin
plastic scintillators, located at the focal points of F3 and F7 [149]. From the
TOF the velocity of an ion can be determined if its path through the separator
is known. The reconstruction of an ion’s path through the separator is also
used in the determination of the ion’s magnetic rigidity. The path of the ion is
reconstructed from measurements of its position and trajectory at each of the
focal points of along the second stage. The measurements of the ion’s position
and trajectory are performed using position-sensitive plate avalanche counters
(PPACs) [149]. The measurements from the PPACs are used in combination with
experimentally determined third-order ion-optical transfer matrices to determine
the exact path taken by ions through the separator. Ions that travel along the
central path of the accelerator are defined to have the central Bρ of the setting,
which is determined from measurements of the magnetic fields in each of the
dipoles using NMR probes. From the central Bρ value, the magnetic rigidities of
the other ions can be determined.
The identification methods employed in BigRIPS are also designed to determine
if nuclei undergo nuclear reactions as they travel through the separator. Ions
that undergo reactions as they pass through the separator are unwanted as the
particle identification of these ions can no longer be relied upon to be accurate.
Identification of these events is achieved by carrying out two independent
measurements of an ion’s magnetic rigidity, and thus its A/Q, as it passes through
the separator. By determining the A/Q of an ion as it passes from F3 to F5,
and then again as it passes from F5 to F7, the two values can be checked for
consistency. If there is a change in an ion’s A/Q between the two regions, it




The determination of an ion’s atomic number as it passes through BigRIPS is
achieved through energy loss measurements carried out in the separator. The
Bethe-Bloch equation, given in Eq. 3.1, shows the energy loss of an ion as it
interacts with matter is proportional to both the atomic number and velocity
of the ion. The measurements of ions’ velocities are achieved through the TOF
measurements mentioned previously. Energy loss measurements are carried out at
F7 after the TOF has been measured to avoid interfering with the measurement.
The energy loss measurements are sometimes performed using a silicon detector
telescope, but most commonly a multi-sampling ionisation chamber (MUSIC)
[168] is used. The MUSIC detector comprises twelve anodes and thirteen cathodes
that are aligned alternatively. The anodes are connected in pairs with each of the
six signals being read out individually, providing energy loss measurements across
the six regions that make up the anode pairs [168]. The ∆E measurements are
combined with the velocity measured from the TOF to determine the relative Z
values of ions in the separator.
The particle identification is produced in the form of a plot of Z against A/Q
for each of the ions through the separator. At this stage, it is important to
verify the particle identification assigned to ions. This is achieved through the
use of Germanium detectors, located at F7. By stopping ions at the detector,
characteristic γ rays can be identified. Nuclei that have a relatively long-lived
isomer, with half-lives on the order of a few µs, are well suited for this and
often chosen. The verification of a single nuclide’s identification allows all of the
surrounding nuclei in the PID to be also verified.
3.5 The ZeroDegree spectrometer
Transportation of the tagged beam, from the focal point at F7 to the experimental
area at F11, is carried out by the ZeroDegree spectrometer. The ZeroDegree
spectrometer consists of two dipole magnets and six STQs, indicated as D7-D8
and STQ17-22 in Figure 3.4 are of the same design as those used in BigRIPS.
The ZeroDegree spectrometer makes up a two bend achromatic system with anti-
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mirror symmetry. A telescopic matching section, between F7 and F8, joins the
spectrometer to the second stage of BigRIPS. For experiments that are carried
out at F11 and F12, the ZeroDegree spectrometer is used to transport and focus
the beam onto the experimental setups. In addition to being able to transport the
beam, the spectrometer can be used in the study of nuclear reaction measurements
with RI beams. When this is done, a target is placed at F8 and surrounded with
γ ray detectors. The spectrometer can then be used to identify ions, using the





Many of the nuclei involved in the r -process have short half-lives, ranging from
tens of milliseconds to a few seconds. In order to study the β-decay properties
of these short-lived nuclei, they must be measured as soon as they are created.
The Advanced Implantation Detector Array (AIDA) is a state of the art silicon
semiconductor array designed to study the β-decay properties of these short-lived
nuclei at RI beam facilities.
4.1 β-decay spectroscopy measurements
Decay spectroscopy measurements allow the determination of a nuclides’s half-life
and provide the opportunity to study the excited states of the daughter nucleus.
For the case of half-life measurements, a radioactive ion will be identified as
it passes through a fragment separator before being implanted into a detector.
The measurement of an implant in the detector provides a start time from
which the time taken for the subsequent decays to take place can be measured.
By combining the time differences between implants of a specific nuclide and
its decays, a time distribution is formed which represents the half-life of the
implanted nuclide.
The silicon detectors used in AIDA are sensitive to charged particles, and as such
are well suited to the measurement of both implanted ions and the β-electrons
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emitted in decays. They are also sensitive to any charged particle emission
that may accompany a β-decay, such as β-delayed proton emission or β-delayed
alpha emission. In order to measure non-charged particle/radiation emission, in
coincidence with β-decays, the AIDA setup can be paired with other detector
systems such as γ-ray and neutron detectors. By carrying out measurements
of these emissions in coincidence with the β-decay measurements in AIDA, it is
possible to calculate the probabilities of the various emission types occurring with
a decay.
4.1.1 Experimental requirements
When carrying out decay measurements at RI beam facilities, the exotic nuclei
are often delivered directly from a fragment separator to the silicon detector. This
has the benefit of allowing the study of short half-lives that would otherwise decay
between the time they were created and transported to a detector system. The
energies of ions leaving the fragment separator are in the range of tens of GeV,
most of which will be deposited in the silicon as they are implanted, whereas the
subsequent decays of the nuclei will be much lower in energy, on the range of a
few keV to several MeV. In order to be sensitive to both the high-energy implant
events and the low-energy decays, the system must have a broad dynamic range
spanning several orders of magnitude. The short-lifetimes and high energies of
the implanted ions also place a second requirement on the system: the electronics
used must be able to recover from a multi-GeV implant in time to be sensitive to
the subsequent decay.
When using AIDA in conjunction with other detection systems, the emitted
radiation measured is likely to be distributed isotropically in 4π around the
implantation detectors. To obtain the highest detection efficiency for the
radiation emitted, it is necessary to have detectors surrounding the implantation
location. The compact design of the AIDA system is therefore crucial in allowing
for the maximum solid angle coverage of the other detector systems. In addition
to the compact design, the chances of the emitted radiation/particles scattering





Figure 4.1 Photograph of the full AIDA assembly. a) Shows the snout, inside
which the 6 DSSDs are located (See Section 4.2.1). b) Shows an
adapter card, to which the DSSD cabling gets connected (See Section
4.2.4). c) Shows a aluminium water cooling crate, for temperature
control of the FEE modules (See Section 4.2.3).
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Figure 4.2 Implantation range of different nuclides in AIDA from experiment
RIBF128. High Z elements are stopped nearer to the front of the
stack than lower Z elements.
4.2 Design of the array
4.2.1 Double-sided Silicon Strip Detectors
As the energies of ions leaving the fragment separator can be up to several GeV,
detectors with a high stopping power are needed in order to stop the ion within
their bulk. Silicon detectors are well suited to this task. The fact that they can be
produced in a range of thicknesses provides a flexible amount of stopping power
while maintaining a good energy resolution for the study of β-decay properties.
The detectors used in AIDA have a nominal thickness of 1 mm, which alone
is not enough to stop the multi-GeV implants. However, the detectors can be
combined in a stack to allow a flexible amount of stopping power, depending on
the experimental requirements. The amount of energy implanted by an ion in
a detector is proportional to the ion’s atomic number; for RI beams containing
multiple elements the stopping power of each detector will vary depending on
the nuclide. This allows for the implanted ions to be spread among the layers of
detectors, with high Z ions stopping near the front and lower Z ions stopping
further back. An example of this is shown in Figure 4.2, where it can be seen that
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Figure 4.3 The implantation profile over the surface of a detector in the AIDA
detector stack.
138Sb (Z = 51) stops predominantly in the second detector and 118Rh (Z = 45)
stops across the fourth and fifth detectors.
The silicon detectors are used to perform implant-decay correlations, which are
carried out by detecting both the implanted ions and their subsequent decays.
Implant and decay events can be clearly distinguished by the different amounts of
energy deposited in the silicon, with implants depositing substantial amounts of
energy and decays comparatively depositing much smaller amounts. For half-life
measurements, the time between the implants and their decays is of interest. It is
therefore required to be able to attribute a decay to its parent ion. If the average
rate of implantation events in the detector is similar to the rate of decays, it
can become challenging to identify which decays are correlated to which implant,
limiting the implantation rate. Double-Sided Silicon Strip Detectors (DSSDs)
[170, 171] can be used to allow large implantation rates across the detector. Each
side of a DSSD is separated into individual strips, arranged orthogonally to one
another on each side. In this layout, one side forms the x-plane and one side the y-




Figure 4.4 a) Rendering of a single BB18 DSSD design used in AIDA, produced
by Micron Semiconductors Ltd. Image from [169]. b) Photo of an
assembled detector stack with no cabling connected.
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on the detector by pairing the front and back events. An example implantation
profile across the detector is shown in Figure 4.3, where it can be seen that much
of the detector’s surface is used. By spreading an implantation profile across the
surface of the detector, implants need only be correlated with decays occurring
at the same location on the detector. This allows for an increased implantation
rate across the detector while still being able to correlate decays to their parent
implants.
Micron Semiconductors Ltd produces the detectors used in AIDA. Built upon
6′′ wafer technology each detector has an active area of 7.63 cm × 7.63 cm and
a nominal thickness of 1 mm. The detectors are segmented into 128 strips per
side of the detector, with a strip pitch of 560 µm and an inter-strip separation
of 50 µm. Signals from strips are read out individually from the detector over
high-density connectors. There are four 68-pin connectors located on the DSSD,
one at each corner. Each connector is responsible for the collection of 64 channels
of data, with the four remaining pins providing a high-voltage connection to the
bias ring and optional grounding connectors. The stack of detectors, as shown
in Figure 4.4b, are mounted on titanium rods with a spacing of 10 mm between
detector faces. The assembled stack is placed within a protective aluminium
“snout”, which can be seen labelled “a” in Figure 4.1, that has outer dimensions
of 10.6 cm × 10.6 cm.
4.2.2 Application Specific Integrated Circuits (ASICs)
The maximum amount of energy that can be deposited in a single detector
corresponds to the amount of energy deposited as a 238U ion is stopped in 1
mm of silicon, which is 17 GeV. For lighter ions, this energy is less with ions
such as 120Sn depositing 7 GeV max per detector. The upper limit of the energy
deposition by uranium sets the full-scale energy range required to ensure that all
energies of implants are recorded during an experiment. As the energy deposited
per implant is much greater than the energy expected to occur from decays, which
can range from 25 keV to 20 MeV, a scale where the minimum energy expected
is almost one-millionth the maximum energy deposited is needed. To provide a
good energy resolution across the broad range of expected energies presents a
challenge in the electronic handling of signals within AIDA.
In order to meet these requirements, a 16-channel Application Specific Integrated
Circuit (ASIC) was designed to handle the readout of the detectors. The ASIC
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Figure 4.5 Simplified block diagram of the ASIC circuitry. Adapted from [172].
has been optimised to achieve a high dynamic range, with fast recovery from
implant signals, excellent linearity and good noise performance [172]. One of
the characteristic features of the AIDA ASIC is in its front end, where each of
the sixteen input channels has two dedicated preamplifiers. The first of these
preamplifiers has a selectable gain for the processing of low/medium energy
signals (< 20MeV/< 1 GeV), and is directly connected to the channel input.
The second preamplifier has much lower gain and is for the processing of implant
signals (< 20 GeV). Connection to the input node is achieved via a bypass link.
The bypass link ensures that for low-energy signals, only the low-energy/high-
gain preamplifier is connected to the channel input. However, when a high-energy
signal is deposited in the channel, the high-gain preamplifier saturates, causing
a rapid change of the input node voltage. The voltage fluctuation is sensed by
a comparator that operates a CMOS bypass switch, providing a low impedance
path for the input charge into the high-energy/low-gain preamplifier. Once the
charge has been integrated with the high-energy/low-gain preamplifier, the path
is disconnected by the CMOS bypass switch, and a reset signal is sent to the
low-energy/high-gain preamplifier. This speeds up recovery from the implant
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Figure 4.6 A photograph of a prototype FEE64 module. The green dot is the
location of the Field Programmable Gate Array. Each of the eight red
dots is a 14-bit, eight-channel 50 × 106 samples per second ADCs.
The ASICs are located on a mezzanine board which covered by a
copper heat sink with aluminium cooling fins on the left-hand side of
the board.
signal and allows the low-energy channel to be sensitive to decays within a few
microseconds of an implant event. This allows for fast implant-decay correlations
for short-lived nuclei.
A simplified block diagram of the ASIC design is shown in Figure 4.5. Here it is
seen that for both high and low gain channels after the preamplifier the signals
are passed into a CR-RC filter shaper before being fed into a peak-hold. The
shaper has a selectable shaping time that ranges from 0.5 µs to 8 µs in 16 steps,
allowing the shaping time to be tailored to the experimental demands and the
quality of the detectors as they deteriorate through radiation damage. Both the
high and low energy peak-hold circuits are connected to a 32:1 multiplexer which
links the peak-hold to the analogue output of the ASIC. The multiplexer has a
readout time of 2µs meaning that adjacent channels will have a 2 µs increment
in the times at which they are recorded.
4.2.3 Front End Electronics (FEE) Modules
The electronics that handle the data output of the AIDA ASIC are mounted on a
module that is known as the Front End Electronics (FEE) module. Each FEE64
card is responsible for handling the signals from 64 channels of instrumentation,
half the number of strips per side of the detector. The FEE64 modules contain
all of the electronics used in the processing of the signals and act as their own
independent data acquisition systems.
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Mounted to the front of each FEE64 card is a small mezzanine board, on which
four ASICs are located, providing inputs for 64 channels of instrumentation. On
the FEE64 card, each ASIC module has its own dedicated 16 bit ADC, responsible
for its multiplexed readout. In addition to this, there are eight 14-bit eight-
channel 50 × 106 samples per second ADCs for the readout of the low energy
channel preamplifiers. Between the ADCs and the analogue outputs of the ASICs
are groups of op-amps (operational amplifiers), which work to process the signal
such that the voltages and impedances of the ASIC analogue outputs match the
FADC inputs. A photograph of a prototype FEE card is shown in Figure 4.6
though the mezzanine board is below a copper heat sink and fan.
The data processing, the building of events, and the control of the FEE64
is handled by a Field Programmable Gate Array (FPGA). Running custom
firmware, developed by STFC Daresbury Laboratory (STFC-DL), each FEE64
module acts as its own independent data acquisition system. The remainder of
the card is used for the input and output of data, and power for the FEE64. The
delivery of external clock, reset and synchronisation signals are provided to the
FEE64 by a mini-HDMI (High-Definition Multimedia Interface) cable connection.
Power is delivered to the FEE64 over a six-pin connector. Data is output, as
a data stream, from the FEE64 over a gigabit Ethernet connection. Finally, a
JTAG connection is included for optional monitoring of the FEE64 system console
through an external device.
FEE64 cards are sandwiched in pairs between two aluminium heat sinks, shown
in Figure 4.7, that cover the length of the FEE card. The mezzanine boards
are mounted and have a separate copper heat sink for each card. The fully
assembled FEE64 modules, shown in Figure 4.7b, are placed into aluminium
crates housed in the AIDA support frame. Heat is dissipated from the heat-sinks
via a water-cooling loop running through the aluminium crates, that is maintained
at a constant 20◦C by a chiller.
4.2.4 Adapter board
Adapter boards act as an interface between the detector cabling and the FEE64
modules. In addition to connecting the detector’s cabling to the electronics, they
provide a useful location for the placement of grounding, bias and test input
connections to the system. Each adapter board supports up to two detectors




Figure 4.7 Rendering and photograph of the complete FEE64 assembly.
and J4 on Figure 4.8) on the back, onto which the FEE64 cards are connected
in pairs. Biasing can be applied to detectors via two LEMO connectors (J9 and
J10), which can be seen in the lower left and lower right of the adapter boards.
Two additional LEMO connectors (J7 and J8) are found in the lower middle
of the board, which allows for the input and output of a test signal for easy
daisy-chaining between adapter boards.
Grounding between the FEE64 assembly and the adapter boards is achieved
through the use of gold plated through-holes, located in the four corners of
the card, that are used to house the bolts securing the board to the FEE. An
additional ground connection is located in the top middle of the board, allowing
grounding connections to be made to other components such as DSSD cable
sleeves. Early revisions of the board provided this ground via a plated through-
hole with a bolt through it. In later revisions, this has been replaced with a
LEMO connector. Jumper pins (LK-1 through LK-6) provide optional ground
connections between the PCB and DSSD and also the front and back field plates.
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Figure 4.8 Photograph of an AIDA adapter board from Revision D
4.2.5 Timestamp distribution and data handling
As each FEE64 card acts as an independent DAQ-system, synchronicity must be
maintained between all of the FEE64 for the duration of the experiment. This
ensures that when the datastreams of the various FEE64 cards are merged, time
ordering of the data is maintained and correlations can be made between the
various FEE64 cards. This is important as it allows the localisation of events
across the detector. To ensure this synchronicity is maintained, MACB modules
designed by STFC-DL are used to distribute a common clock between all of the
FEE64s. This clock can either be a 50 MHz clock generated by a MACB module
in stand-alone operation or an external clock provided to the MACB module.
Each MACB module can be connected up to a maximum of four FEE64 modules.
When distributing timestamps to more than four FEE64 modules, a hierarchical
system of MACB modules must be used. Each MACB module has on it 5 HDMI
Type-C ports numbered 0 through 4. The first port, 0, connects to the next
level up in the hierarchy and the following four connect to either FEE64 cards






























Figure 4.9 Diagram showing the hierarchical distribution of timestamps between
FEEs using the MACB modules
hierarchy can be extended multiple times to allow for large amounts of FEE64
cards to be connected i.e. one level for up to four cards, two levels for up to
sixteen cards, three levels for up to sixty-four cards etc.. The cabling between
MACB modules and the FEE64 modules will produce small amounts of delay in
the signal. It is, therefore, necessary that all FEE64 modules in the system are
on the same level of the hierarchy, such that any signal delay is the same for all
FEE64. The FEE64 modules will then always be connected to MACB modules
in the lowest level of the hierarchy.
Depending on its role and position in the hierarchy, a MACB can be configured in
several different ways with different terms used to describe them. To explain the
terms, it is useful to do so in the context of a hierarchy of two levels involving 5
MACBmodules and 16 FEE64 cards. The module in the top-level of the hierarchy
is known as the root module; it is responsible for distributing the clock, whether
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from its own internal clock or an externally connected one. HDMI connectors 1-4
will be connected to connector 0 on the next level of MACB modules; as these
modules are not the top-level, they are known as branch connections. Branch
connections will receive and pass on all clock and sync signals that they receive.
When multiple FEE64 cards are being used, one will be defined as the master card.
The master FEE64 card will generate sync pulses, used to maintain synchronicity
between the FEE64, which are sent out via the Sync return line. The Sync pulse
will be received by the master MACB module which will then redistribute it to
all of the FEE64, the master FEE64 will then receive the sync pulse again at
the same time as all other cards, via the Sync Line. The Master FEE64 is also
responsible for generating the Correlation Scaler, a 25 MHz clock that can be
externally distributed, allowing AIDA to be synchronised with external systems.
Requests for the correlation scaler are made through the Master/Root MACB
module and handled by the Master FEE64. The master FEE64 will always be
connected to port 1 on a MACB module, and if the MACB module is not the top-
level of the hierarchy all the MACB modules along the chain will be connected to
port 1 of the next level up branch. All MACB modules in this chain are known
as master modules. If a MACB has no connection to the master FEE64, it is
said to be operating as a slave. In this mode, all four HDMI output ports on the
MACB behave the same in that they receive sync pulses but never generate them
and only receive the FEE64 clock.
4.2.6 Hardware control and data merging
Hardware control for each of the FEE64s is carried out over a gigabit network
connection. While each FEE64 can be individually controlled via telnet/RSH
(Remote Shell) protocols; for ease of use, a GUI (Graphical User Interface) has
been developed by STFC-DL for interacting with all FEE64s at once. The GUI
itself is the front end of a server program, running on the embedded CPU of the
FEE64 FPGA, based on the MIDAS data acquisition system [173]. Through the
GUI, the user is able to adjust the hardware parameters of the ASICs, view live
histograms from each of the FEE64s and start and stop data acquisition.
A separate server, called the TapeServer, is used for the writing of the data to
disk. One of the primary roles of this server is taking the individual data streams,
from each of the FEE64s, and merging them into one single data stream that can
be written to file. The merging of the data is kept synchronised by aligning sync
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Figure 4.10 Depth calculations performed in Lise++ of ions, expected in
experiment RIBF128, that will be implanted into the silicon detector
stack. The penetration depth shown here is with the addition of
6mm of aluminium degrader placed before AIDA at F11.
statements in each data stream, which are generated when a FEE64 receives a
sync pulse. The time period between sync pulses is 2.62144 ms (218 ns). Having
the sync items repeat at such a short timescale ensures that even with low data
rates synchronicity between the data streams is maintained. The TapeServer runs
on a high-performance workstation operating on Scientific Linux 6. The high core
count of the CPU inside the workstation ensures there is enough processing power
not to cause bottlenecks in the writing of data to file. To ensure a high-speed
connection between the FEEs and the workstation gigabit Ethernet connections
are used between the FEE64s and the workstation.
4.3 AIDA configuration for experiment RIBF128
Before running the experiment, Lise++ simulations were carried out to determine
the expected rates of fragments at F11, the last focal point of the separator before
AIDA. Another outcome of these simulations is that the energy of the ions as
they leave F11 is calculated. From the simulations, it was decided that for the
experiment, six silicon detectors would be used in the AIDA detector stack. This
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is based on the range distribution of ions in AIDA, calculated using Lise++ and is
shown in Figure 4.10. The shape of the stopping distribution is dependent on the
energy distribution of the implanted ions, which is determined by the setting and
acceptance of the fragment separator. In this experiment the slits of the fragment
separator were set to remove low-energy ions from the beam, which resulted in the
implanted ions having an energy distribution that resembles a tail pulse, with a
steep rise on the low-energy side of the peak and a long decay beyond the peak to
higher energies. This energy distribution is reflected in the stopping range of the
ions, where a sharp peak is seen in the range distribution as ions in the peak stop,
with a decreasing distribution to deeper implantation depths/higher energies. As
the low-energy ions are cut before reaching the detector stack, few ions stop in
the first couple of mm of the detector stack and fragments are implanted across
the central four detectors. The first detector can then be used as a confirmation
of an implant and the last detector to be used as a veto, for ions that are of high
enough energy to traverse the stack without stopping.
In addition to the stopping power of the detectors, additional aluminium
degraders can be used to fine-tune the implantation depth of the ions. By using
aluminium degraders (less than 1 mm thick), the depth over which implanted ions
penetrate can be carefully controlled. This is particularly useful when the Lise++
simulations show that most of the ions will be stopping in a single detector. By
adding in a degrader of 0.5 mm it is possible to spread the implantation of ions
over two detectors which lowers the beta rate in the individual stopping detectors
or centre the implantation profile of an individual ion in a single detector. For
the initial running of the experiment, it was decided that an initial degrader
thickness of 6 mm would be used. As can be seen in Figure 4.10 this thickness
results in the central nuclide of 130Ag being deposited in the centre of the stack,
while maintaining enough stopping power to ensure that even the lighter nuclides,
such as 118Ru, are stopped in the final detector. If further fine-tuning was needed
during the experiment, additional degraders were located on motor arms, allowing
degraders to be added or removed from the beam path remotely without having
to interrupt the beam.
Light ions that are produced by the fragmentation of 238U will often accompany
the beam through to F11 and will be incident on the detector stack. These
ions will typically be elements such as carbon and oxygen, which when travelling
through the detector stack will not deposit enough energy to trigger an implant
event due to their low Z and large energies. Instead, these ions will deposit
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energies in the range of 3-20 MeV, triggering as events in the low energy ADCs
as they pass through the detector stack. In order to determine when these events
occur, a scintillator detector is placed behind the AIDA detectors which can be
used as a veto for these high energy ions passing through the detector stack.
The settings used for the ASICs during the experiment are defined in a settings
folder on the server. Almost all of the ASIC settings are kept the same between
experiments, but the two that are most likely to be changed are the shaping time
and threshold of the low-energy channels. The shaping time of the AIDA ASICs
was chosen to be 8 µs. This value was chosen based on previous experience
from commissioning experiments that showed an 8 µs shaping time gave the
best noise performance. The ASIC thresholds used for the low-energy channels
in the experiment were set to values that corresponded to energies of around
100 keV. This value was chosen as it provides a good β-detection efficiency while
not saturating the data rate with detector noise.
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Chapter 5
Neutron Detection with the
BRIKEN Array
The energies of neutrons released via β-delayed neutron emission can range from
hundreds of keV to several MeV. To measure the percentage of β-decays that result
in the emission of a neutron requires a neutron detector with a high, constant
neutron detection efficiency over this broad energy range. This chapter focuses
on the design of the BRIKEN neutron detector array, which was carried out by
members of the BRIKEN collaboration and detailed in the paper Tarifeño et al.
[174].
5.1 Neutron detection for β-delayed neutron
measurements
As neutrons are neutral particles, their interactions with matter are not governed
by Coulombic interactions, and as such, they do not produce primary ionisation
as they pass through matter. Consequently, neutrons are not detected directly
and are instead detected through indirect methods. Often this is done through
the use of a nuclear reaction involving the neutron, which produces a charged
particle that can be directly detected.
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5.1.1 Detection of neutrons through the 3He(n,p)3H
reaction
The reaction of 3He(n,p)3H is often used as an indirect method of detecting
neutrons. The positive Q-value of 0.764 MeV allows the reaction to take
place with no minimum threshold energy, allowing sensitivity to very low-energy
neutrons. The Q-value is released during the reaction and shared between the
emitted proton and triton, both of which can be directly detected. Another
reaction that is sometimes used is 10B(n,α)7Li; it is less favoured than that of
3He for multiple reasons. For thermal neutrons the conversion cross section for
3He is large at 5333 barn, whereas 10B has a conversion cross section of 3840
barn, just 75% of the value for 3He [75]. Secondly, 3He can be used at a much
higher pressure, up to 1500 kPa, whereas the maximum pressure obtainable for
10B is 200 kPa [175], allowing for a much larger density of atoms. Both of
these factors together lead to 3He detectors having a much greater detection
efficiency of thermal neutrons than similarly sized 10B detectors. For both the
conversion of neutrons by 3He and by 10B, the cross section drops off with E−
1
2
dependence [176]. Therefore, while providing high conversion efficiencies for low-
energy neutrons, the efficiency quickly drops with increasing neutron energy. To
have high conversion efficiencies for high-energy neutrons, it is then necessary to
lower their energies through the use of moderators.
As 3He is a noble gas it cannot be formed into a solid compound and as such is
used as a gas. Detectors conventionally achieve this by using 3He as the fill gas in
a proportional counter. As the energy of the neutron is likely negligible, owing to
the low cross section at higher energies, the maximum energy deposition seen in
a counter will be equal to the Q-value of the reaction. If both reaction products
are detected, the full Q-value will be detected. However, one of the two products
may not be detected, allowing for a range in energies to be deposited. If the
size of the chamber is short in comparison to the range of the proton or triton,
some events will not deposit their full energy in the gas. When this happens, the
particle will strike the wall of the chamber, producing a small pulse of charge.




When carrying out measurements of β-delayed neutron probabilities a common
method of extracting the P1n is to compare the number of observed neutrons with







where ε̄β and ε̄n are β and neutron-detection efficiencies that are averaged over
all beta and neutron energies respectively [174].
This simple method only holds for cases where the neutron background is low.
When the neutron background rate becomes comparable to or greater than
the beta-delayed neutron rate, it becomes necessary to observe neutrons in







where ε̄ ′β is the β detection efficiency averaged only over the neutron unbound
energies and Nβn is the number of neutrons observed in coincidence with a β-
decay. Here the number of neutrons observed accompanying a β depends not
only on the neutron detection efficiency but also the β-detection efficiency.
As the neutron energy distributions for most of the nuclei are a priori unknown,
it is desirable to have a flat, or constant, neutron detection efficiency across their
expected energy range. A constant neutron detection efficiency can then be used
when extracting the P1n value, allowing the application of Eq. 5.2 in its simple
form without needing an energy dependence. β-delayed neutrons can be released
with energies spanning a range up to the Qβn of the nuclei studied. This can
range from 100s of keV to several MeV for the most exotic of nuclei, a range over
which it can be challenging to maintain a flat efficiency.
The total detection efficiency of a system does not just depend on a detector’s
ability to detect incident neutrons, but also on the geometry of the detectors.
Ideally, a system would be made up with a solid angle covering all of 4π, such
that particles released in any direction will be incident on a detector. However,
this is unfeasible as gaps must be left in the system for entry of the beam and
other detector systems. These openings place a maximum limit on the achievable
detection efficiency.
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Figure 5.1 Technical drawing of the combined BRIKEN and AIDA setup,
showing the layout of cutouts in the HDPE moderator for the 3He
counters and the central cutout for the beam/AIDA. On the sides
cutouts can be seen which will house the Clover detectors.
5.2 BRIKEN neutron counter array
BRIKEN is an international collaboration formed with the aim of studying β-
delayed neutrons at RIKEN (BRIKEN). Neutron detection is carried out using
a large number of 3He counters, housed inside a large High-Density Polyethylene
(HDPE) moderator. The β-delayed neutrons are detected in coincidence with
β-decays in the AIDA detector system.
5.2.1 Optimisation of design
The 3He tubes used in the BRIKEN neutron detector array come from different
parts of the collaboration. This has meant a number of different tube types have
been used, with different dimensions and pressures of 3He inside. A summary of
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the properties of the tubes is provided in Table 5.1. When planning the layout of
counters in BRIKEN, the properties of each counter must be taken into account,
as the efficiencies of counters will vary with their pressure and dimensions.
In addition to the 3He counters, two Clover detectors were made available to the
collaboration. Each detector comprises four High Purity Germanium (HPGe)
crystals, which can be used to measure γ-rays in coincidence with observed β-
decays and neutrons. By having gamma measurements in coincidence with the
decays, gamma-ray spectroscopy physics is possible [182].
The HDPE moderator has outer dimensions of 90 × 90 × 90 cm3 and is made
up of HDPE slices, each 5cm thick. The moderator has cutouts along the beam
axis which allow the insertion of AIDA, enabling the double-sided silicon strip
detectors to be located at the centre of the moderator. The cutout is just larger
than the outer dimensions of the AIDA detector housing. By minimising this
distance, losses in geometric efficiency are limited.
The design of an array with such a large number of counters of different sizes
and properties is a time-consuming task. Extensive Monte-Carlo (MC) studies
were carried out by Tarifeño et al. [174] to aid in the design process. The
results of these MC studies informed the design process of the BRIKEN neutron
detector array. To carry out the MC studies Geant4 [185] simulations were used.
The simulations made use of passive and active volumes available in Geant4 to
represent the parts of the BRIKEN array. The customisation of Geant4 allowed
the moderator density to be 0.95 g/cm3 and the dimensions and properties of the
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Figure 5.2 Outcome of a MC simulation showing the positions of neutrons within
the HDPE volume at the point they are moderated to below 1 eV.
Adapted from [174]
counters to be those provided by their manufacturers.
Neutrons are moderated as they pass through the HDPE in a series of scattering
reactions. It is important to understand the positions of the neutrons within
the moderator at the point that their energy has reduced to an amount such
that the 3He cross section is large; this informs where counters should be placed
for the highest neutron detection efficiency. In order to do this, the particle
tracking functionality of Geant4 was used. By setting up a simulation with an
empty moderator; neutrons of discrete energies were then tracked from the centre
and through the moderator until they either escaped or were captured via (n,γ)
reactions with nuclei in the moderator. Moderated neutron energies of less than
1 eV were then computed, and a neutron density plot throughout the moderator
was produced, see Figure 5.2.
The neutron density plots show that along the central beam axis, there is a region
of zero neutron density; this corresponds to the cutouts for AIDA and additional
γ-ray detectors. Neutrons can escape without moderation through these cutouts,
having the effect of reducing the symmetry of the neutron density. In both
the XY-projection and the ZY-projection an oval distribution is seen. A wider
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distribution of neutrons is seen in the X and Z planes than in the Y plane. For
neutrons at 100 eV, the neutron density is shown to be at its peak up to around
4 cm from the edge of the AIDA entrance holes whereas at 5.0 MeV this region
is shown to extend out to around 15 cm from the edge. The regions beyond this
peak area drop off to an almost constant density. As a result of this, counters
placed near the central holes will be necessary to reach a high neutron efficiency,
but counters are also needed further away to maintain a flat efficiency out to 5.0
MeV.
Based on the outcome of the simulations, the following was assumed for the
parametrisation of the counter array distribution [174]:
1. All counters will be placed along the Z-axis (Parallel to the AIDA axis)
2. The counters will be distributed in an oval shape around the AIDA detector
stack
3. Counters will be closely packed around the AIDA snout hole, with the
2.54 cm diameter counters making up the innermost rings and the 5.08 cm
diameter counters making up the outer rings. This has the added benefit
that the sudden failure on an inner ring has a minimal cost on the overall
efficiency.
With a set of general assumptions about how the counters should be arranged
throughout, the moderator simulations were set up with the counters in place to
test the various configurations. As a way of comparing the different layouts to
one another, a set of parameters of merit were defined:
1. Average neutron detection efficiency
2. Efficiency flatness as a function of reduced number of geometric variables.
The simulations were carried out by defining a source of monoenergetic neutrons
at the centre of the moderator, active volumes of 3He were placed around the
moderator in which the moderated neutrons could be converted. A detected
neutron was defined to be a deposition of between 150 keV and 900 keV, a typical
energy range for a 3He counter. The neutron detection efficiency of a given
detector layout could then be taken to be the number of neutrons observed as a
fraction of the number of neutrons emitted. By repeating this process for multiple
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Figure 5.3 Schematic layout of the 3He counters in the HDPE moderator
surrounding the AIDA hole. The colour indicates the counter type:
Small red dots - Type B; Small blue dots - Type I; Large pink dots -
Type K; Small green dots - Type E. Properties of tubes are shown in
Table 5.1. Adapted from [186]
neutron energies, a measure of the efficiency as a function of neutron energy could
be gained.
5.2.2 Hybrid BRIKEN array
A hybrid design using both neutron and γ-ray detectors was settled upon for
use in experiments, with the two γ-ray detectors placed perpendicular to the
beam in alignment with the centre of the AIDA detector stack. The small loss
in neutron efficiency over a system with no γ-ray detectors, ∼7% at 1 MeV
[174], is outweighed by the ability to perform simultaneous γ-ray spectroscopy
measurements such as the identification of short-lived isomeric states in nuclei
[187]. The γ-ray detectors used were Clover-detectors which comprise four
germanium crystals per detector that can be individually read out [188].
With the addition of the Clover detectors, the choice of counter that can be used
around the Clover is limited to those counters short enough that they can be
inserted fully and not interfere with the placement or operation of the Clover.
Type E counters are used as their short length allows them to be inserted from
the front and back of the moderator, either side of the Clover. The finalised
counter distribution for the hybrid model can be seen in Figure 5.3.
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Figure 5.4 Total efficiency and the efficiency of each ring of 3He counters as
a function of energy. With 1 being the innermost and 7 being the
outermost, in the hybrid detector array setup. Adapted from [186]
The finalised design has an average neutron detection efficiency of 66.8% for single
neutrons up to 5 MeV in energy. The total efficiency as a function of energy is
shown in Figure 5.4, where the contributions of each counter ring are also shown.
At lower neutron energies the innermost rings are shown to be responsible for
contributing most to the neutron efficiency of the array with the innermost ring
having an efficiency of around 30%. Whereas with increasing neutron energies,
the efficiency of the outer rings increases and the inner rings decrease in efficiency





In order to extract the half-lives and β-delayed neutron emission probabilities
of nuclei, the production of individual decay curves for each of the nuclides
is required. Production of the decay curves requires that the data from the
three detector systems are synchronised and the events correlated in time. The
produced decay curves can then be fit, and the values of interest extracted from
the fits. This chapter discusses the production of the decay curves and the fitting
method used to obtain the final results.
6.1 AIDASort - Sorting the AIDA raw data
Traditional DAQs, used in nuclear physics experiments, run on a trigger which
signals the start of data taking across all channels. This trigger is usually
generated when a signal in a channel is recorded above a defined threshold.
An event is then created when the information in all channels is recorded at
the same time. While this method is useful for allowing correlations between
multiple channels to be easily formed, it has the effect of increasing the dead
time as the entire system must wait for the event window (data taking) to end
before it can trigger again.
A method to reduce the dead time of the system, first introduced by the Gamma
Recoil Electron Alpha Tagging (GREAT) spectrometer, is to use what is known
as a triggerless DAQ [189]. In this mode of operation rather than a global trigger
signalling data acquisition to take place across all channels, each ADC is instead
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self-triggered. This reduces the dead time as ADCs will now only process data
when a signal in the channel is above the threshold. The downside of this method
is that any correlations between ADCs that would be recorded in a single event are
now lost. However, by pairing the ADC data with a timestamp, these correlations
can be reconstructed in post-processing by comparing timestamps.
As each FEE64 in AIDA acts as a triggerless DAQ, the merged data stream
produced by the TapeServer consists of a time-ordered list of ADC data items.
Each item includes information on its FEE64 and channel of origin and the
timestamp at which it was recorded. AIDASort is a program, written by the
author, which takes the raw data stream and builds it into full events representing
the decays and implants taking place within the detector. The processes carried
out in the program can be split into four main sections: unpacking and event
building, calibration, clustering, and writing to file.
6.1.1 AIDA raw data
The raw data from AIDA is recorded in the GREAT data format [190]. Originally
designed to be used as part of the first triggerless DAQ [189], the structure of
the data format has been updated over the years to accommodate the features
needed for the running of AIDA. The raw data files form a time-ordered list of
data items which are stored in 64 kB blocks. These blocks are formed from a
series of 32-bit data word pairs, that together form one 64-bit data item. These
data items can be of the form of an ADC data item or an information data item,
such as a correlation scaler. ADC data items contain the data output from the
ADCs. The first 32-bit word is split into multiple parts and contains the ADC
value, a flag indicating whether it is a high or low-energy event, the channel
and the FEE64 from which the data originated. The second word then contains
information on the timestamp at which the event was recorded.
Information data items are used to keep track of the status of each of the FEE64s
and also in keeping the full timestamp updated. The 48-bit timestamp used by
the MIDAS DAQ, to stamp data items, would take up too large a portion of the
data in a single 64-bit data item. It is therefore split into two components: the
bottom 28 bits, or least significant bit, which is included with every data item
and the upper 20 bits, the most significant bit, which is regularly updated via
an information data item. The AIDA clock runs at a rate of 100 MHz which
will cycle through the lower 28-bits every 2.68435 seconds; the most significant
81
Table 6.1 Bit positions of the data contained in the two 32 bit words of an ADC
data item.
Word 1
Bit Position 31 30 29 28 27 to 16 15 to 0
Field Value 1 1 Fail Veto Channel Identification ADC data
Word 2
Bit Position 31 to 28 27 to 0
Field Value Empty Timestamp 27:0
part of the timestamp must, therefore, be updated at a rate faster than this. In
order to ensure that the upper part of the timestamp is kept up to date in the
data stream SYNC100 items, containing the upper 20 bits, are sent every 218
clock cycles such that 1024 SYNC100 pulses are sent in the time it takes for the
lower 28 bits to rollover. Another information data item that is of importance
to the analysis of the data is the correlation scaler. Sent as three 16-bit words
the correlation scaler is a 48-bit timestamp on a common clock across all data
acquisition systems used in the experiment. By working out the offset between
the internal AIDA timestamp and that of the correlation scaler, it is possible to
synchronise events across multiple systems.
6.1.2 Unpacking and event building
During the unpacking and event building stage, the raw time-ordered data is read
into the program and grouped into events based on the time structure of the data
items. The unpacker sorts the data blocks, separating the 64-bit data words from
one another and forming them into the two 32-bit words that make up a full
data item. A list of paired unsigned integers stores the unpacked data words. An
unpacker class then receives the paired 32-bit words. Each 32-bit word contains
multiple pieces of information, assigned to different bit positions, the unpacker
separates these pieces of information and stores them as variables in a C++ class.
Table 6.1 shows the data structure of the two 32 bit words that make up an ADC
data item. Two types of classes are used to store the data items; one for ADC
data items and one for information data items. Both classes are created in the
same method taking the two 32-bit words as input in addition to the upper 20
bits of the timestamp. The 32-bit words are then broken up inside the class and
assigned to variables that are accessible in the analysis, and the full timestamp
of the item is formed from the two parts.
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An event builder function takes the list of time-ordered data items from the
unpacker and forms these into discrete events. For the program, an event is
defined as all the ADC data items that fall within 2 µs of the previous data item.
The separation time of 2µs was chosen as this is the time between successive
readouts of the multiplexer in the AIDA ASICs.
After an event has been formed the timestamps of the items that make up the
event undergo two corrections. First, a correction is applied to correct for the
multiplexed output of the ASIC. The amount corrected is determined from the
number of items originating from the ADC and subtracting integer multiples of 2
µs from the timestamp depending on how many events have come before it. For
example, the first event has no time removed; the second has 2 µs subtracted;
the third 4 µs and so on up to a maximum of 30 µs for the sixteenth item. The
effect the multiplexer has on the time distribution of outputs is best observed in
a time difference plot between implantation times in AIDA and the time of the
ion in BigRIPS. An example plot of the uncorrected data is shown in Figure 6.1a
where it is seen that after a sharp peak at 13.7 µs there are a series of following
peaks each separated by 2 µs decaying in amplitude. A corrected plot is also
shown in Figure 6.1b where it can be seen that the initial location of the peak
does not change at 13.7 µs but all implants now occur in the following 4 µs. The
second correction aligns the item timestamp to the correlation scaler by applying
an offset calculated as the difference between the two clocks.
After a data item has been formed and has had its timestamp corrected, the item
is inserted into one of two lists depending on whether the data item has a high-
energy flag present or not. The type of event is then categorised depending on the
contents of the two lists when closing the event window. Firstly, if there is more
than one item in the high-energy list, the event is categorised as an implantation
event, and only the high-energy list is passed on to be calibrated. If this condition
is not met, and the low-energy list contains more items than half the number of
strips in the system, the event is identified as a pulser event and histograms are
filled with the data. Finally, if neither condition is met the event is identified as
a low-energy event, and the low-energy list is passed on to the calibrator.
6.1.3 Energy calibration and geometry
During the energy calibration, the ADC data is taken from units of ADC channel
and put into units of keV for items using the high-gain channels and MeV for items
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Figure 6.1 a) Shows the time difference plot between uncorrected implant events
being registered in AIDA and ions being detected in BigRIPS. A peak
at 13 µs is observed with further peaks of lessening amplitudes being
separated by 2 µs out to 45 µs. b) Shows a similar time difference
plot but this time the implant timestamps have been corrected for the
multiplexed output. A single peak is now observed at 13 µs with all
implants being contained within 4 µs.
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Figure 6.2 Example channel spectra for a pulser walk-through. Red triangles are
placed at the fitted centres of the six pulser peaks. The peaks, from
right to left, relate to pulser amplitudes of 12000, 10000, 8000, 6000,
4000 and 2000 arbitrary units. The peak visible at 200 is noise above
the ASIC threshold and not related to the pulser.
using the low-gain preamplifiers. A constant gain is applied to each strip, which
is determined by the charge sensitive preamplifier feedback capacitors used that
can vary in capacitance by around ∼ 3%. A correction for the ADC offset is then
applied which varies per channel in each FEE64. The ADC offset represents the
difference between the ADC zero point and the ADC value obtained when there
is no input signal. The zero point offset of each channel is found by performing a
pulser walk-through. In a pulser walk-through, multiple signals of known relative
amplitudes are fed into the individual channels, generating a spectrum of peaks
for each channel, an example of which is shown in Figure 6.2. A linear ADC
response over the region of interest is assumed, and a straight-line fit is applied to
the measured positions of the pulser signals. The offset returned by the straight-
line fit is the ADC offset.
During the calibration, the geometry of the system is applied to the data. The
FEE64 and channel that the data is recorded with are mapped to information
describing DSSD, side and strip of origin. The values of which are assigned from
a FEE64 to DSSD and side map. After calibration the data items are stored in
a list with a multi-tiered sort; first sorting by DSSD, then by detector side and
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finally by strip, such that adjacent strips are located next to each other in the
list.
6.1.4 Event clustering and localisation
As a β-electron can have a range in silicon greater than that of the strip pitch of
the detector, for example, a 1 MeV electron has a range of 2.3 mm in Si [191],
a decay event will likely not be confined to a single strip and instead deposit
energy over multiple adjacent strips. In this instance, to obtain the total amount
of energy deposited into the detector by the β-electron the energy deposited across
each of the strips needs to be summed. The strips that are summed together are
grouped in a cluster. Nominally a cluster is defined as a group of adjacent strips
in a single side of a DSSD that all fire within the same event window. The
requirement for all of the strips to be adjacent comes from the fact that it is
not physical for a β-electron to cross a strip without depositing enough energy
to trigger the channel. To reduce the chances of noise items being added to the
cluster, a time window requiring all strips to be within 4000 ns of each other is
applied.
The position of events is then determined by matching clusters from the front
side of the detector with clusters from the back, such that the front provides a
x position and the back provides a y. Clusters are matched on the condition of
an equal energy cut, restricting the clusters to be within 150 keV energy of one
another. The width of the window is determined by the resolution of the front
and back sides of the detector, which is estimated using the locus that forms as
high-energy light ions pass through the silicon. Figure 6.3 shows an example of
this where a locus is seen along y = x. These ions are typically single strip events
of low intensity that deposit a range of energies in the silicon from < 1 MeV up
to 10 MeV as they pass through the detector stack.
For event windows containing low-energy events, clusters are paired in every
DSSD in which data items are present, whereas for high-energy event windows
clustering is only carried out in the stopping layer of an implant as only the final
position of the implant is required for performing implant-β correlations. The
stopping layer of an implantation event is defined to be the last detector in which
there are no downstream high-energy data items and at least one high-energy data
item in each upstream layers. Also, for the requirement of obtaining a position,
the stopping layer must contain a high-energy data item in each side. Once the
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Figure 6.3 Energy of x clusters against the energy of y clusters. The locus
stretching from ∼400 keV to 5000 keV is caused by light ions passing
through the detector.
stopping layer of an implant event has been determined, clustering is carried out
using the same method as described above. In the case of high-energy events, the
window on the equal energy condition is much larger than that for low-energy
events, for example, during this experiment a width of ±3000 MeV was used.
6.1.5 Writing to file
The paired front and back clusters are combined to form the final data item
that will be written to file. The final output event contains information on the
energies, positions, multiplicities and sizes of the clusters that are combined to
produce it. The inclusion of these pieces of energy allows for selective conditions
to be applied to the data during the later stages of the analysis.
The CERN ROOT [192] data format, used as the output file format of the sort,
is a standard format used in nuclear physics experiments owing to its flexibility
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in output structure. As part of the ROOT framework, a large number of libraries
are available that allow the visualisation of data through histogram production
and the analysis of data through dedicated analysis tools such as fitting functions.
These features make the ROOT data format a well-suited choice for the storing
of the sorted data.
6.2 BRIKEN Sort - Sorting the raw BRIKEN
data
The BRIKEN DAQ is responsible for the collection of data from multiple detector
systems. The data collected is split into three groups: i) neutron, for data
originating in any of the 148 neutron counters, ii) gamma, for data from the
8 Clover channels and iii) ancillary, for data from any of the beamline detectors
used in the analysis. The BRIKEN DAQ used is a triggerless system known as
GasificTL [193], which makes use of SIS3302 VME digitisers [194] instead of the
FEE64 modules used in AIDA. Each digitiser module has eight self-triggering
channels which run at a 100 MHz sampling rate and are coupled with a 16-bit
ADC. A triggerless DAQ is crucial in reducing dead time in the counter array,
owing to the long moderation time of neutrons. As a result of the moderation
time, neutrons are not observed simultaneously with a decay. Instead, they show
a decreasing distribution over the 200 µs following a decay, as seen in Figure 6.4.
For cases in which two neutrons are expected to be observed this would require an
event window of 200 µs in length to reliably measure both during the same event
window. In addition to a long window causing considerable dead time per neutron
event [178], the number of random neutrons detected from background sources,
also included within the event windows, would be larger making correlations
harder to perform later in the analysis.
When a channel registers a signal above the threshold, the signal is processed.
The amplitude of the signal is then is stored with the timestamp at which it was
recorded. This information is stored in the 64 MB of onboard memory that each
channel has in the digitiser. In order to allow the digitisers to continue writing to
their memory banks while data is being simultaneously read, the memory banks
are split in two. The split memory bank allows one bank to be available for
writing while the other is available for reading. The effect of this is a reduction
in dead time as there are no losses in writing time while data is read from the
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Figure 6.4 Histogram showing the time difference between decay events being
measured in AIDA and neutrons being recorded in the BRIKEN
neutron counters
system. Data is read from the modules by a PC over an optical link. The DAQ
system, running on the PC, is responsible for determining when a bank will be
read. The data stored in the swapped banks is read out in blocks, where each
block is a time-ordered list of data from a single channel. While each block is in
time order, the timestamps from block to block will not necessarily be in order,
destroying any event information.
The time structure of events in the BRIKEN DAQ is reconstructed when the list
mode data files are analysed using the BRIKEN Sort program. As the blocks
of data are read in from each channel, they are broken up and constructed into
events containing information on which detector channel the event took place in,
the calibrated energy of the signal and also the timestamp the event was recorded.
The processed events are then placed in a time-ordered list before being written
to an output file. The timestamp of events written to file is aligned to the same
correlation scaler used in AIDA.
The CERN ROOT data format is once again used for the storing of the final
data. The structure of the TTree is more complicated than in the case of AIDA
though as at this stage events are split into three categories: neutrons for events
recorded within the 3He counters, gamma for events recorded in the Clover and
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ancillary for events recorded in the beamline plastic detectors. The final time-
ordered ROOT file is then ready for further analysis and correlations with the
other detector systems.
6.3 BigRIPS ANAROOT - Sorting the raw
BigRIPS data
The output of the BigRIPS DAQ is a file containing the information from each of
the beamline detectors used to carry out the identification of particles. A separate
program ANAROOT [195], produced by RIBF, is then used to process the raw
files and carry out the particle identification. The output of the ANAROOT
program is a ROOT file in which each event represents an ion that has passed
through BigRIPS. Each entry contains information on the ion’s A/Q and Z value
which are calculated using the procedures discussed in section 3.4.2. Information
on the ion’s velocity, which is given as β = v/c, and the timestamp as it passed
through BigRIPS is also included. The timestamp given is also aligned to the
correlation scaler.
6.4 Data merging
The outputs of the three detector systems are merged to produce a single data
file which contains the events from all three systems as a single time-ordered
list. During the merging process, correlations are performed between the various
detector systems in both time and space. The correlations performed, and the
criteria that define them, are user-defined in a configuration file. The merger
program takes the configuration file as an input, in addition to the files to
be merged. The merger program was developed by members of the BRIKEN
collaboration [196], based at IFIC (Instituto de Física Corpuscular), with input
from the author on required features and bug fixes. The program, written in
C++, makes use of multi-threaded functions to handle the simultaneous data
reading of the files and an additional thread for writing the final output to file.
The ROOT file format is used as the final output of the program allowing for the
use of the ROOT libraries in the analysis of the merged data. The merger allows




Figure 6.5 Comparison between the old correlation method of performing
correlations within a 7 × 7 square (a) and the new method (b). In
both images the red circle indicates an implant particle, the orange
circle a beta particle and the blue circles as noise events.
that make up the combined data streams, these being: implant, beta, neutron,
gamma, ancillary and BigRIPS events. The correlation methods employed will
now be discussed.
6.4.1 Implant-β correlations
Decay events are assigned to nuclides by correlating the low-energy decay event
with an identified high-energy implant. The correlations performed, use the
position data of both the implants and decays to restrict the areas over which
correlations are carried out. Implantation events have a well-defined location
with most implantation events forming clusters of 2 × 2 strips in area or less.
However, the position of decays is often less well defined, with β-particles having
a range of up to a few millimetres in silicon. The area over which correlations
need to be carried out can thus be drastically reduced from the entire surface of
the detector to just a few millimetres surrounding an implant.
The previous method used to perform these correlations involved assigning the
locations of both the implant and the decay events to single points. These points
were calculated based on the energy depositions in each of the strips forming a
cluster, with the largest energy depositions having the most weighting on the
calculated position of the event. Decay events would then be correlated with an
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implant if their position fell within a specific area around the implant, typically a
7×7 pixel square centred on the implant. This method, while providing a high β-
detection efficiency, the percentage of implants which have a decay associated, has
the downside that it also includes large amounts of background in the correlations.
Noise events are typically low-energy events occurring just above the hardware
threshold of the ASICs. As they require a random event in each side of the
detector to pass an equal energy cut they are most commonly single-pixel events,
i.e. made up of a single strip from each side of the detector. A correlation method
sensitive to noise events will produce decay curves with a significant background
underneath the decay signal, which can cause issues when trying to fit decay
curves with low statistics as the signal to noise ratio becomes low. An example
of the old method is shown in Figure 6.5a. Here it is observed that a red implant
centred in the square emits a single beta particle which has its position calculated
to be one pixel away. Also included in the area around the implant are two noise
events which are localised to single pixels. These noise events are separated from
the implant but still fall inside the 7× 7 area, correlating them to the implant.
A new methodology was developed to reduce the amount of background correlated
with implants [197]. Based on physical assumptions about the energy depositions
of β-particles in the detector, the new methodology makes full use of the location
data available for both the implants and decays. Instead of being assigned to
single points, implants and decays are confined to areas defined by the strips that
fire. For example, if three x strips fire and two y strips fire the resulting area
will be a 3×2 rectangle. Next, it is reasoned that the area of an implant should
be overlapping or adjacent to the area of the decay. This implies that there can
be no gaps between the two events as a β-particle traversing the width of a pixel
should deposit enough energy to register above the hardware threshold of the slow
comparators. This has the effect of rejecting correlations with noise events that
are separated from the implant pixel that would have been previously correlated,
which can be seen in Figure 6.5b where the β-particle is still correlated but the
noise events are now rejected. Tests carried out have shown that this methodology
has the effect of increasing the signal to noise ratio when producing decay curves
in comparison to the previous method.
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6.4.2 Time based correlations
The common timestamp used in the output of the sorting programs for each
system allows for correlations between the systems in time to be carried out. It
is only in the case of implant-β correlations that spatial correlations need to be
taken into account. For the other types of correlations performed, conditions are
only placed on the time between the events taking place in each of the systems.
The time range over which correlations are performed will vary depending on the
intended application for the correlated data. For example, when identifying an
implant, a prompt correlation between an event in BigRIPS and the implant
will be expected. Therefore, a short correlation window is used. However,
when assigning a decay to an implant, the time at which it will occur cannot
be determined so a much longer correlation window will be used.
In addition to the wanted correlations, some random correlations may also be
included. An example of this would be a β-decay being correlated with a
neutron originating from the decay of a different ion. The rate at which random
correlations are made can be estimated by performing correlations both after and
before an event. As any correlations that are made before the event cannot be
as a consequence of the event, they can be identified as a random correlation.
Assuming a constant rate of randoms, the rate of correlations performed before
an event, or backwards in time, can be taken to be the random rate following the
event. A case where this can be easily justified is the detection of a decay event
before an implant has been detected. The decay event here must be randomly
correlated as it cannot be of the ion that is yet to be implanted. Therefore any
decays that are seen backwards in time are random correlations.
6.4.3 Time windows used for correlations
Implant-BigRIPS - Particle identification
The correlation plot between implants and particle identification events in
BigRIPS is one of the most well-constrained plots in terms of event windows.
As all ions typically tend to be travelling with a velocity of around 0.64 c, the
time difference between events in BigRIPS and AIDA is negligible, and implants
appear instantaneously. However, this is not seen in the correlation plot where a
delay of 13.7 µs appears, as seen in Figure 6.1b. This difference can be put down
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Figure 6.6 Decay curve of 135Sn one of the longest half-lives in the setting,
showing that after 10 s the activity has reached the background rate
to a combination of the shaping time of the AIDA ASICs and the delay in signals
being read out by the ASIC multiplexers. A correlation window of ±100 µs is
used between implant events and BigRIPS events. While this is much larger than
the anticipated time difference between implant events and BigRIPS events, it
does not have a significant background component as the mean time difference
between implants is much larger than this window size.
β-Implant
The time windows used for the correlations between implant events and β
events are the longest used in the analysis of this experimental data. They
were decided upon by looking at the half-lives of the nuclei expected in the
experiment. In addition to the parent’s half-life, the half-lives of the daughters
and granddaughters must be taken into account. This is done as the decays of the
daughters and granddaughters will also correlate to the parent nuclide. A time
window of ±10 seconds was chosen as the region out to −10 seconds allows for
an accurate determination of the random background, and by +10 seconds the
activity will have decayed back to the random background rate as can be seen in
Figure 6.6.
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Figure 6.7 Time difference plot between β detection time and AIDA_Plastic
detection time. The 13.4µs delay between the two events is caused
by the shaping and signal processing time of the ASICs in AIDA.
β-neutron
The time window used in the correlation of β and neutron events needs to take
into account the moderation time of the neutrons. A correlation plot showing the
distribution of times between β and neutron events is shown in Figure 6.4. From
the figure, a peak in the neutron-beta time difference can be seen at −13.7 µs,
again caused by the shaping time of the AIDA ASICs. The peak then decays
until it has mostly recovered to the random rate at +200 µs indicating that most
neutrons are detected within 200 µs of the decay from which they originate. The
window used is again symmetrical about 0s, allowing the determination of the
random neutron rate by looking at neutrons that are detected before a decay.
In order to allow correlations between neutrons and other data structures also
correlated with β-events, a larger window of ±1000 µs is used to ensure that the
events in the neutron and ancillary detectors both fall within the correlation plots
in the time region of interest surrounding a beta event.
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β-Ancillary
The ancillary detectors mainly comprise beamline detectors that are used to
produce vetoes for events in AIDA and BRIKEN. They are typically scintillator
detectors that produce a signal as an ion passes through them, making them
useful for determining whether an ion was present at a given time. An example
of an ancillary detector is the AIDA Plastic, a thick (10mm) scintillator that is
located behind the AIDA detector stack. It is commonly used to determine if
an event passes through the detector stack or is stopped within its bulk. The
correlation plots between low-energy events in AIDA and the ancillary detectors
often show a prompt coincidence indicating the presence of beam-induced events
in AIDA. This is evidenced in the correlation plot of β-events and the AIDA
Plastic, shown in Figure 6.7, where a narrow peak is observed at 13.7µs showing
events that have passed through the detector stack depositing energy in each layer
but not stopped. To allow correlations between ancillary detectors and neutron
events to be performed, the same long ±1000 µs correlation window that is used
for β-neutron correlations is used again.
6.5 Analysis methodology for the extraction of
half-lives and β-delayed neutron emission
probabilities
The extraction of half-lives, t1/2, and β-delayed neutron emission probabilities,
P1n, from the data is achieved by fitting decay curves generated for each ion.
By measuring not just the total number of decays, but also those that come in
coincidence with a β-delayed neutron, accurate P1n values can be obtained for
the nuclei that are studied.
6.5.1 Particle identification of implants
Decay events are assigned to nuclei based upon the particle identification of their
correlated implant. This particle identification comes from the correlation of
implantation events in AIDA with identified ions in BigRIPS. As both of these
data-types are low noise the correlations are simple to produce as an implant
96



















Figure 6.8 Particle identification plot for all of the ions implanted in the AIDA
detector stack during the high intensity run.
will only be correlated with one BigRIPS event with a very narrow correlation
distribution, as seen in Figure 6.1b. A particle identification plot of the implants
detected in AIDA is produced in terms of the A/Q and Z values measured by
BigRIPS. The final particle identification plot, for the experiment, is shown in
Figure 6.8. The PID shows good resolution in both A/Q and Z, allowing clear
identification of ions in AIDA. At this stage, the PID has been calibrated and
verified through isomer tagging at F7 by the BigRIPS group. With the particle
identification confirmed, cuts can be placed onto the data assigning implant events
to their respective nuclides.
6.5.2 Determination of beam-induced background events
In addition to the nuclei of interest, the RI beam is often accompanied by many
light ions produced in the fragmentation/fission processes and reactions occurring
along the beamline. As these ions are typically light, they do not deposit enough
energy in the silicon to register as an implantation event and instead register as
low-energy events. The effect of these events is in the contribution of background
to the decay curves and an increase in the neutron background rate, as neutrons
often accompany them. In order to be able to reject these background events
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Figure 6.9 Time difference between events being detected in a neutron counter
and ions being registered at F11 by the F11 scintillator.
from the final data, it is desirable to be able to identify when these beam induced
events have occurred. Beamline detectors are used to achieve this by performing
correlations between the beamline detectors and betas or neutrons. The two
primary ancillary detectors used to determine beam-induced events are the plastic
scintillator at F11 and the plastic scintillator located behind the AIDA detector
stack.
F11 vetoes
The F11 plastic scintillator is a thin (1 mm) plastic scintillator, located at F11 just
as ions leave the zero-degree spectrometer. Signals registered from the scintillator
are read out by two photomultiplier tubes (PMTs), one on the left and one on
the right side. Signals in the scintillator will be produced whenever a charged
particle passes through depositing energy.
By looking at neutrons in coincidence with signals in the F11 scintillator, shown
in Figure 6.9, a clear coincidence is seen with a peak at 0 µs followed by the
exponential decay of counts out to 200 µs caused by the moderation time of the
neutrons. From this, it can be seen that in addition to ions coming down the
beamline there are neutrons, likely caused during the fragmentation of the 238U
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Figure 6.10 Time difference between low-energy events detected in AIDA and
ions being registered at F11 by the F11 scintillator.
primary beam or nuclear reactions occurring along the beamline. As a result of
this, a veto of 200 µs is placed on neutrons following an F11 event to reject these
beam induced events. This has the effect of artificially increasing the dead time
on the neutron system by 4%, but is required to be able to correlate neutrons
with β events accurately.
For the correlation plot of β events and the F11 scintillator, shown in Figure
6.10, three processes are occurring that produce features in the correlation plot.
The first feature is evidenced by the dip in events from −40µs to 50µs, this is
caused by the AIDASort software rejecting low-energy events when a high-energy
event is present within the event window. The second feature caused by implants
is the two peaks at 60µs and 170µs, which are spurious decay events caused
by the repeat triggering of ASICs. The final feature results in the sharp peak
of events at 17µs, which is caused by light ions accompanying the beam. As
mentioned previously, these do not trigger implantation events in AIDA, so there
is no rejection of these events from the sort program. To reject all of these events
in coincidence with the F11 signal a veto on beta events is placed from −20µs




The correlation plot between events in the neutron counters and events in the
AIDA plastic takes on the same distribution as the neutron-F11 scintillator
correlation plot but with fewer events. The decrease in events is expected as
the rate in the AIDA plastic is less than the rate at F11, as implants are stopped
within the detector stack and do not produce signals in the plastic.
The correlation plot between low-energy events in AIDA and the AIDA Plastic,
shown in Figure 6.7, shows the same sharp peak at 13.7 µs that is observed in
the F11 scintillator correlation plot. This gives further evidence to the fact that
this peak is the result of light ions, such as carbon and oxygen the accompany
the fission fragments, passing through the detector stack. There is, however, no
decrease in events or broad secondary peaks as the ions that cause these are
stopped within the detector bulk.
6.5.3 Decay curves
The half-life of an nuclide implanted in AIDA can be found by measuring the
activity, A, of decays following an implant using the relationship between the
number of nuclei implanted of that nuclide, N , and its decay constant, λ, such
that the activity is given by A = Nλ. By forming histograms of the time difference
between implants and their correlated decays, a measure of the activity as a
function of time can be obtained. If the number of implanted ions is also known






To determine the P1n value of the nuclide, we are also interested in the number of
decays that are accompanied by the detection of a β-delayed neutron. A second
decay curve can then be defined such that all β events must be in coincidence with
a single β-delayed neutron. The difference in activity between the two defined
histograms can be used to determine the number of decays that result in a neutron
emission and the total number of decays, allowing the P1n value of an nuclide to
be calculated.
In total to obtain the t1/2, P1n and P2n values of an nuclide, three histograms are
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Figure 6.11 a) Decay curve for 127Ag produced from the time differences between
127Ag implants and their correlated decays. b) Decay curve gated on
decays accompanied by a single neutron within 200µs of the decay.
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Figure 6.11 c) Decay curve for 127Ag produced from the time differences between
127Ag implants and their correlated decays; gated on decays that
have two neutrons within 200µs of the decay.
created. Firstly, an implant-β correlation plot with only the cuts coming from the
vetoes of the beam-induced background. Secondly, an implant-β correlation plot
but with a single-neutron cut applied, here β-events are required to be measured
with a single neutron occurring within 200µs of the decay. Finally, a decay
curve with the requirement of two neutrons occurring within 200µs of the decay.
Examples of these three decay curves are shown in Figures 6.11a, 6.11b and 6.11c
respectively.
While all of the information, needed to extract the t1/2, P1n and P2n values, is
contained within the three decay curves mentioned previously, additional factors
need to be considered. In addition to the decays of the parent nuclide, decays of
daughter nuclides and from background sources will also contribute to the decay































Figure 6.12 The full decay path that is implemented in the Bateman Equations
that are used in the fitting of 122Ru where each arrow represents
a permitted decay path according to literature. Half-lives and Pn
values of nuclei other than 122Ru are fixed to their literature values.
6.5.4 Bateman equations
The correlated implant-β decay curves, when gated on an individual nuclide,
comprise all of the decays associated with an implant. As these nuclei are far
from stability, the daughter nuclei will undergo successive decays until stability
is reached. These decays are all localised to the same region of the detector, and
will all correlate with the original implant. Fitting the activity of the resulting
curves requires the activity of all the contributions to be calculated as a function
of time. The Bateman equations are used to calculate this.
The equations were devised by Henry Bateman and presented as “The solution
of a system of differential equations occurring in the theory of radioactive
transformations.” [198]. They begin from the starting point that the rate of
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change in the number of a particular species, dN1
dt
, is the combination of its
production rate and its destruction rate. For a species undergoing radioactive
decay, its destruction rate is given by its activity, A. A nuclide’s activity is
calculated as the product of its decay constant, λ, and its abundance at a time, t.







= −λi−1Ni−1 − λiNi (i = 2, n)
(6.2)
Where the subscript 1 indicates the parent nuclide and i indicates nuclides along
a decay chain. In order to solve these equations for an entire decay chain the
amount of each species, Ni, present at each time, t, must be known. The solution
provided by Bateman assumes a non-zero abundance of the parent species and
zero abundance of nuclides along the decay chain at time t = 0 such that
N1(0) 6= 0 and Ni(0) = 0 when i > 1 (6.3)















This equation however assumes that all decays progress along the same linear
decay chain with no branching points. In order to account for the branching that
occurs when a nuclide has multiple decay products, e.g. β-decay and β-delayed
neutron emission, the probability of each product being produced need to be
















2n or 1− P i1n − P i2n (6.7)
dependent on whether the decay is a β-event accompanied by a single, two or no
β-delayed neutrons. The functions that describe the activity of the decay chains
104





















where fβ(t) is the function for all betas correlated with an implant, fβ1n(t) is the
function for all betas accompanied by a single delayed neutron correlated with
an implant and fβ2n(t) is the same but for betas accompanied by two delayed
neutrons.
6.5.5 Background correction
The Bateman equations describe the activity just from the decays originating
from nuclides along the parent’s decay path back to stability. The histograms
produced also have contributions from randomly correlated events which serve
to act as a background in the decay curve. To accurately fit the data, this
background must be understood. The fitting of which is discussed in this section.
Random β background
Low-energy events that are correlated with an implant but do not originate from
the decay of an implanted ion form a significant source of background in the decay
curves. These events come from several sources: i) β-decays originating from the
decays of other ions implanted in the same region, ii) light ions that pass through
the detectors accompanying the beam and iii) detector noise. The effect of these
unwanted correlations is a steady source of background which limits the lowest
level of activities to which AIDA is sensitive. In order to reduce the contributions
to the histograms from these background sources, a robust correlation method
with good noise rejection is needed for implants and β-events such as the method
described in Sec 6.4.1. The random background component is determined by
performing correlations backwards in time. In this region, the only contributions
to the histogram are from β-events and noise that are unrelated to the implanted
ion. The time distribution of events backwards in time can then be studied to
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Figure 6.13 The measure background using backward correlations for the decay
curve for 128Ag is shown in red along with the extrapolated
background at forward times in green.
determine the background rate, an example of this for the case of 128Ag is shown
in Figure 6.13.
From Figure 6.13 it is observed that this background rate is not constant and
in fact shows a slight positive slope at negative times, t < 0. It has been
determined that this is due to interruptions in the beam intensity throughout
the experiment. During all experiments at RIKEN-RIBF, it has been observed
that there are frequent beam interruptions. During the interruptions, the beam
drops for times ranging from less than a second to many minutes. These losses
of beam cause the β activity in the detector to decrease, while the beam is
absent, resulting in fewer correlations occurring between implants and betas than
when the beam is on. When the beam returns the β activity in the detectors
increases causing an increased rate of correlations, the increased correlations
first occur at short time differences from an implant and then move to longer
times as time progresses. Frequent beam interruptions result in times closer
to 0 s seeing more correlations than those further out as this process repeats.
As a result of this, the fitted background rate at negative times is taken to be
symmetrical about t = 0 s and a mirror function is applied at positive times.
Monte-Carlo simulations carried out, by the BRIKEN group, following the initial
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commissioning experiment have verified that a mirror function is suitable [199].
Another method of verification also taken was to investigate the production of
decay curves where beam interruptions had been removed from the data stream
with 10s either side. When this was done a flat background was obtained at
the cost of a significant reduction in statistics. Results obtained using the
reduced data were in statistical agreement with those obtained using a mirrored
background. As such, a mirrored background was employed in the analysis of
this thesis data.
Neutron background
Neutrons not originating from the decays of nuclides along the implanted ion’s
decay chain can also form a significant source of background. These neutrons
come from several sources: i) decays of other nuclei, ii) beam induced neutrons, iii)
background neutrons in the environment and iv) detector noise, such as gamma-
like events in the counters. The number of these background events can be
minimised through the use of proper shielding of detectors, determination of
beam-induced neutrons and proper detector noise reduction.
While these steps can be taken to minimise the number of unwanted neutron
correlations, they cannot be completely removed from the data. An accurate
method of determining the contributions of random neutrons to the decays that
make up the histograms is then essential in determining the precise number of
neutrons measured in coincidence with the decay of the parent nuclide [199].
The method presented here and used in the analysis of the data makes use
of the assumption that the number of random neutrons that come in a time
window ∆tβn before a β is on average the same as the number that come in the
window ∆tβn afterwards. In order for this assumption to hold true, the random
neutron background rate must be flat over a period of a few hundred microseconds
surrounding a decay. Looking at times t < 0 in Figure 6.4 shows this to be true.
To determine the contribution of random neutrons to one neutron gated decay
curves, a new implant-β histogram, hiβ1nBW, can be produced with the condition
that a single neutron must arrive within the time window ∆tβn before the decay,
where ∆tβn = 200µs. This histogram shown in Figure 6.14a can be seen to take
the same shape as the ungated implant-β histogram, hiβ, scaled by a factor r1.
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Figure 6.14 a) Decay curve for 127Ag produced from the time differences
between 127Ag implants and their correlated decays, gated on decays
accompanied by a single neutron occurring within 200µs prior to
the decay with the scaled 127Ag histogram overlayed. b) Decay curve
gated on two neutrons occurring within 200µs prior to the decay.
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Where r1 is given by:
r1 =
∫ +10 s
−10 s hiβ1nBW(t) dt∫ +10 s
−10 s hiβ(t) dt
(6.9)
and represents the probability of a single random neutron being correlated with
a β event. The value of r1 is determined with high precision as the full amount
of statistics available per nuclide are used. The value is nuclide dependent and
will shift by a few percent for each nuclide, depending on both the implantation
rate and Pn value of the parent nuclide.
The probability of two random neutron coincidences occurring is determined using
the same method, but with the condition of two neutrons coming within the
window ∆tβn. The new histogram hiβ2nBW is shown in Figure 6.14b. The shape
of this histogram is also seen to take the form of a scaled implant-β histogram,
with a scaling factor of r2. Similarly to r1 the factor r2 is given by
r2 =
∫ +10 s
−10 s hiiβ2nBW(t) dt∫ +10 s
−10 s hiβ(t) dt
(6.10)
and represents the probability of two random neutrons being correlated with a
β event. It can be seen that the probability of having two randomly correlated
neutrons is much smaller than that of one random neutron as in the present
example r2 is around seven times smaller. It can also be taken that the total
probability of any amount of random neutrons being correlated is given by r =
r1 + r2.
The probabilities of random single- and two-neutron correlations can then be
included in the fit function applied to the histograms. For the case of decays
followed by the release of a single neutron, the correlation of random neutrons
will have two effects on the histogram hiβ1n. The first being that it will lead to
an increase in counts in the implant-β1n histograms caused by random neutrons
correlating with β events that do not directly result in the emission of a β-delayed
neutron. These events take on a time distribution which is given as the difference
between all events that make up the decay chain, fiβ, and those that result in the
emission of a neutron, fiβ1n, scaled by the factor r1. The second effect is a loss
of counts caused by the addition of a random neutron to β events that already
correlate to the delayed emission of a single neutron. This causes a reduction
in the number of correlated neutrons by a factor of r, the total random neutron
rate, reducing the number of truly correlated neutrons by a factor of (1− r)fiβ1n.
The measured histogram can then be given as the sum of both these effects plus
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the uncorrelated β background, hiuβ1n, and after rearrangement can be written
as:
hiβ1n(t) = (1− r − r1)fiβ1n(t) + r1fiβ(t) + huiβ1n(t). (6.11)
The case for the detection of two neutrons is treated in much the same way.
Random neutrons cause both an increase in random counts in the implant-β2n
histogram and a decrease in the number of true correlations. The corrections
needed for the two-neutron case becomes slightly more complicated as the increase
in counts comes from two sources: β events that do not result in the emission
of any neutrons but correlate with two random neutrons and also β events that
result in the emission of one neutron but also correlate with a single random
neutron. The full derivation of the correction terms is given in Appendix A of
reference [199], but here the final histogram terms are given as:
hiβ1n(t) =(1− r − r1)fiβ1n(t) + r1fiβ(t)
+ (2re(1− r − r1)− r1)fiβ2n(t) + huiβ1n(t)
(6.12)
hiβ2n(t) =(1− r − r2 + 2re(r1 − r2))fiβ2n(t)
+ (r1 − r2)fiβ1n(t) + r2fiβ(t) + huiβ2n(t)
(6.13)
where re = (1− ε̄2n)/ε̄2n.
6.5.6 Fitting procedure
In order to simplify the equations that are fit to the data, the fiβxn terms are
substituted for the data held in the histograms apart from the histogram being
fit. With these terms substituted the functions can be written as:






















with h̃uiβ1n(t) and h̃uiβ2n(t) being the uncorrelated background remaining after
applying corrections. The full derivation of the equations and definitions of the
dν and eν coefficients can be found in Appendix A of reference [199].
110
A global fit is then carried out on the three histograms using a shared set of
parameters. From this global fit, the half-life and β-delayed neutron emission
probability of the parent nuclide is obtained.
Fitting Parameters
In order to fully implement the Bateman equations, as they are in Eq. 6.8,
accurate information is needed on the half-lives and Pn values for all nuclides
that make up the parent’s decay chain. The values used in the decay chain were
adopted from evaluated reference sources such as ENSDF [200] for both half-lives
and Pn values. In the cases where the latest evaluation had not been updated in
many years, other sources such as NDS [201], which are updated more frequently,
were also checked. If a nuclide along a decay chain was also included as a parent
nuclide in this experiment, the half-life and P1n value obtained in this thesis was
used. The reason for this is that often any measurement of a Pn value was the first
measurement; therefore, to accurately model the branching ratio of the decay, the
new measurement should be used.
In addition to the parameters relating to the daughters an accurate understanding
of the neutron detection efficiency is needed as this has a direct link on both the
P1n and P2n values obtained from the Bateman equations (Eq. 6.8). While
we have a nominal neutron detection efficiency of 66.8(20)%, obtained from
simulations of the array [199], this needs to be normalised to take into account
losses in efficiency from multiple sources. The first is the effect of a finite window
on the correlation time of the neutrons. As a result of the moderation time of
neutrons, not all neutrons will be detected within 200µs of a decay. In total,
the 200µs window will catch only 98.9% of the neutrons following the decay
resulting in a decrease in the effective neutron efficiency of the system. While
the window can be widened to increase the percentage of neutrons measured this
also increases the amount of randomly correlated neutrons, an effect that must
be minimised.
The second effect is caused by the dead time of the neutron counters themselves.
As each channel runs as a triggerless system the dead time of the counter is
greatly reduced, though an effect is still observed as each channel will have its
own independent dead time. In order to determine the dead time of the entire
system, a weighted average of the dead time in each channel was performed,
treating the counter array as a non-paralysable system. The dead time of each
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channel can be determined by comparing the number of pulser events observed
in each channel to a reference channel in which only the pulser is present which
is taken to have zero dead time. The correction factor for the dead time of the









where ni is the number of neutrons detected in counter i, pi is the number of
pulser events observed in tube i, pm is the number of pulser events in the master
pulser channel and nTotal is the total number of neutrons in all tubes. This value
is dependent on the rate of neutrons in the counters and as such two values were
obtained: 0.9983 for the high intensity run and 0.9979 for the low intensity run.
The last source of change in the neutron efficiency comes from the veto applied
to neutrons in coincidence with signals in the F11 scintillator. The 200µs veto
applied with every F11 scintillator event has the effect of increasing the dead time
of the neutron detectors. This reduction takes the form of:
Cveto = exp (−RF11∆F11) (6.16)
where RF11 is the F11 scintillator rate and ∆F11 is the length of time the veto
applied for following an event in the F11 scintillator. For the high-intensity
setting, this produces a correction factor of 0.961. Combining all of these sources
of reduction to the neutron efficiency gives a final average neutron efficiency of
63.3(18)% for the high-intensity setting.
The β-detection efficiency, while included in the fit function, is fixed at a value
of 1.0 during the fit. The reason for this is that it can instead be obtained
from the value of N0 returned from the fit. When this is done, the returned
N0 by the fit equation will be the number of decays attributed to the parent
nuclide. The β-detection efficiency can then be calculated as N0 divided by the
total number of implants. While the fit function has the ability to use different
β detection efficiencies for each nuclide in the decay chain, this feature is not
utilised and all efficiencies are taken to be that of the parent. The reason for
this is the distribution of β energies for each nuclide are mostly unknown so
efficiencies would end up being based on theoretical β strength functions which
are not guaranteed to describe the energies of the β-events well.
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Fitting range of the decay curves
As the rate of decays is highest immediately following the implant, at time t = 0
in the implant-β correlations, it is desirable to start the fit as close to this point
in time as possible to make the most of the available statistics. Unfortunately for
many of the fits carried out the initial time at which it is possible to carry out a fit
is often tβ−tImp ≥ 50ms. During the analysis of the experimental data, it became
apparent that at times of around 40ms after an implant an amount of noise was
seen in the implant-β decay curves which caused issues with the fitting. The
cause of this noise was later determined to be due to the AC coupling capacitors
on the adapter boards responding to high-energy deposits in the silicon causing a
retriggering of ADCs. With no way of removing this noise through cuts or vetoes,
it meant that for some nuclei the fits had to be started after 40ms. New adaptor
boards have been fitted and tested, and this issue is no longer seen. As large
depositions of energy cause this problem, it was not seen for all ions. Depending
on their implantation depth into the silicon and the amount of energy deposited
in the final layer, not all nuclei were susceptible to this problem. For these nuclei,
shorter timescales could be used in the fit. The limiting time range for these
nuclei then became a shortage of events at times close to zero seconds. This lack
of events is possibly caused by the effects of the vetoes applied to data following
an implantation event. An example of the fits returned during the simultaneous
fitting of the three decay curves is shown in Figure 6.15, where the fits are shown
for 127Ag. Also included in the figures are the contributions of the individual
nuclides to the fit. The yellow line relating to 126Cd in the single-neutron and
two-neutron gated histograms shows the contributions of random neutrons to the
fit as 126Cd has no neutron emission probability itself.
6.6 Uncertainties associated with the extracted
results
Owing to the complex nature of the fitting functions used to extract the half-lives
and neutron emission probabilities of the nuclei care must be taken when assigning
uncertainties to the final values. In addition to the statistical uncertainty
associated with the fit, systematic uncertainties must be taken into account.
These systematic uncertainties come from values used in the fitting function,
which are not definitive in value and have uncertainty in themselves. They can be
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Figure 6.15 Fits obtained from the simultaneous fitting of ungated (previous page
top), single-neutron gated (previous page bottom) and two neutron
gated (this page) 127Ag decay curves. Below each of the fits are
reduced residuals, which are calculated as the function subtracted
divided by the value of the function at each point.
split into two groups, the uncertainty that is attributed to the neutron efficiency
and the uncertainty that is associated with the half-lives and neutron emission
probabilities of the nuclides included in the decay chain.
The impact of these uncertainties on the final extracted values was accessed
through the use of a Monte Carlo fitting method that was carried out for the
groups of systematic uncertainties. In the first group, the neutron-efficiency
used in the fit was randomly varied over a Gaussian distribution using the
previously calculated central value and width corresponding to a 3% uncertainty.
In the second group, each of the daughter values was simultaneously varied over
Gaussian distributions centred on their reported values with a width equal to the
uncertainty associated with the literature measurements. The fits were run 1000
times for each of the groups, and the results were placed in a histogram.
The results of the Monte Carlo fitting method often produced an approximate
Gaussian centred on a mean value. By fitting the resulting Gaussian and
obtaining the standard deviation, an uncertainty was attributed to both the
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neutron detection efficiency and the decay chain parameters. These uncertainties
are combined in quadrature with the statistical uncertainty of the fit using the
central values of each parameter to give the final uncertainty associated with the
measurement. For most cases, it was found that the uncertainties were dominated
by the statistical uncertainty followed by the uncertainties in the decay chain and
finally the neutron efficiency.
6.7 Verification of the fitting procedure
It is crucial to verify that the methodology, used to extract the t1/2 and P1n
values, is accurate and consistent in the values that are obtained. Two tests were
performed to ensure that the results obtained were accurate.
6.7.1 Comparison to known P1n emitters
One of the first methods used to verify the results was the comparison of values
obtained to previously measured values. A nuclide was identified that was present
in both the literature and the experimental data. The nuclide of 135Sn was
identified as a good choice for several reasons: i) two previous measurements have
published simultaneous measurements of t1/2 and P1n values with good precision,
ii) it is present in the data with good statistics and iii) there are no isomers that
exist along the decay chain. The half-lives and P1n values found in literature and
those obtained during this test are shown in Table 6.2, it can be seen that there
is excellent agreement between the previously reported values and those obtained
here. The uncertainties given alongside the values obtained here represent only
the statistical error as the full uncertainty study, detailed in the previous section,
was not performed for this nuclide.
t1/2 [ms] P1n [%] Source
450(50) 25(7) [202]
525(25) 21(3) [203]
517(3)Stat 19(2)Stat This Work
Table 6.2 Comparison of measurements of the t1/2 and P1n value of 135Sn from
previous literature and those obtained using the analysis methodology
laid out in this chapter.
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Figure 6.16 Fits of the 135Sn decay curves obtained to verify the analysis
methodology. Top panel is the ungated decay curve and the bottom
panel is the single-neutron gated. Below each of the fits the reduced
residuals are shown. The residuals are calculated as the function
subtracted from the data, divided by the value of the function at
each point.
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6.7.2 Monte Carlo simulation studies
Another method used in the verification of the fit program was through the
fitting of simulated data. A simple Monte Carlo program was written that would
propagate the decay chain of a nuclide and produce the histograms used in the
analysis. This allowed every parameter used in the decay chain to be set at
a known fixed value. The method used to propagate the decay chain in the
simulation was capable of branching when β-delayed neutron emission occurs.
The branching ratio was set as a probability equal to the P1n of the decaying
nuclide. In addition to this, effects such as the neutron detection efficiency, a
random neutron rate and continuous β background were also included.
The nuclide of 127Ag was chosen to be the parent nuclide and the decay chain
calculated back to stability. Values of 89 ms and 8.5% were used as the inputs
for the half-life and β-delayed neutron emission probability, respectively. The
simulation was run for a total number of 100,000 127Ag nuclei. The rate of single
random neutrons was set by a probability of 0.0098 per decay event, and for two
random neutrons, the probability was 0.0015. Three decay curves were produced
for fitting: the ungated decay curve, a single-neutron gated curve and the two-
neutron gated curve. Also produced were histograms gated on single random
and two random neutrons, so that r1 and r2 could be determined by the fitting
function. The fit function was then used to extract the half-life and β-delayed
neutron emission probability from the simulated curves. The values obtained by
the fit were 90(1) ms and 8.6(3)% where the uncertainties on the values are purely
statistical from the fit. These values are in excellent agreement with those used
in the input of the simulation, with the input values falling within the statistical
uncertainties of the fit.
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Figure 6.17 Fits of the simulated 127Ag decay curves. Top panel is the ungated
decay curve and the bottom panel is the single-neutron gated. Below
each of the fits the reduced residuals are shown. The reduced
residuals are calculated as the function subtracted from the data,




The main scientific aim of experiment RIBF128 and this thesis was the
measurement of the β-delayed neutron emission probabilities of nuclides around
the N = 82 shell closure. In addition to obtaining the delayed neutron
emission probabilities, the half-lives of the nuclides are also obtained and included
here. Results from this experiment form part of a more extensive experimental
campaign, performed by the BRIKEN collaboration, to study these β-decay
properties for nuclides across the nuclear chart that have been highlighted to
be of importance to the r -process. Presented in this chapter are the half-lives
and β-delayed neutron emission probabilities for nuclides of Ruthenium (Z = 44)
to Cadmium (Z = 48). The values were obtained using the analysis methodology
discussed in the previous chapter.
7.1 Final results
The half-lives, t1/2, and β-delayed neutron emission probabilities, P1n obtained
in the analysis of experiment RIBF128 are presented below in Table 7.1. Also
recorded in the table are literature values, where they exist, that have been
taken from peer-reviewed journals. The uncertainties presented alongside the
data are the combined statistical and systematic uncertainties. A small number of
measurements that overlap with the nuclides presented here have been presented
in earlier theses [204, 205]. The measurements have not been included in the
table below as they have not been peer-reviewed. Instead, these measurements
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have been presented and discussed in comparisson with the results of this work
in Appendix A.
Table 7.1 Half-lives and P1n values measured in RIBF128 alongside literature
values. ♦ indicates values for which a long-lived isomeric state has
been measured previously in the parent nuclide, the state information
is given in the nuclide column.
T1/2 [ms] P1n [%]
Nuclide This Work Literature This Work Literature Ref.
116Ru 200(11) 204(6) 0 - [127]
204+32−29 - [206]
117Ru 162(9) 151(3) 2.4(10) - [127]
142+18−17 - [206]
118Ru 98(10) 99(3) 1.5(19) - [127]
123+48−35 - [206]
119Ru 57(13) 69.5(20) 6(5) - [127]
120Ru 48(17) 45(2) 6(3) - [127]
121Ru 37(5) 29(2) 13(4) - [127]
118Rh 294(17) 285(10) 2.1(9) - [127]
266+22−21 3.1(14) [206]
300(60) - [207]
119Rh 192(12) 190(6) 3.4(9) - [127]
171(18) 6.4(16) [206]
120Rh 150(15) 131(5) 7.2(16) - [127]
136+14−13 ≤ 5.4 [206]
120(10) - [208]
121Rh 73(2) 76(5) 13.4(8) - [127]
151+67−58 - [206]
122Rh 52.4(15) 51(6) 11.3(7) - [127]
123Rh 42.2(18) 42(4) 24.2(14) - [127]
124Rh 35(3) 40(2) 28(5) - [127]
121Pd 290(20) 290(1) 0 - [127]
285(24) ≤ 0.8 [206]
122Pd 203(12) 195(5) 0.7(8) - [127]
175(16) ≤ 2.5 [206]
123Pd 114(2) 108(1) 1.4(3) - [127]
174+38−34 - [206]
Continued on next page
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T1/2 [ms] P1n [%]
Nuclide This Work Literature This Work Literature Ref.
124Pd 94(3) 88(15) 0.89(3) - [127]
38+38−19 - [206]
125Pd 64.4(17) 57(10) 3.7(4) - [127]
126Pd 51(3) 48.6(12) 4.9(9) - [127]
48.6(12) - [209]
127Pd 39(5) 38(2) 9(3) - [127]
128Pd 53(10) 35(3) 10(7) - [127]






125Ag 146(11) 150(8) 2.2(11) - [127]
166(7) - [213]




127Ag 89.1(9) 89(2) 5.5(2) - [127]
109(25) - [213]
128Ag 67.4(16) 59(5) 9.3(5) - [127]
129Ag 57(3) 52(4) 17.7(15) - [127]
46+5−9 - [215]
127Cd 340(30) 330(20) 0.2(6) - [127]
430(3) - [216]
300(30) - [217]




129Cd 160.1(13) 154.5(20) 1.65(13) [127]
♦ 3/2+ 157(8) - [128]
Continued on next page
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T1/2 [ms] P1n [%]
Nuclide This Work Literature This Work Literature Ref.
♦ 11/2+ 147(3) - [128]
155(3) - [218]




7.2 Discussion of half-lives
From looking at the data in Table 7.1 it is clear that on average, the half-
lives obtained during the experiment are in excellent in agreement with previous
measurements. A notable source of comparison is the half-lives published by
Lorusso et al. [127] in 2015 on an experiment also performed at RIKEN, as
comparisons can be made for all nuclei measured in this work. For many of the
half-lives measured in this work, Lorusso et al. forms the only other measurement
making this work a good validation of these previously published results. In order
to more easily compare the half-lives presented in this work and those in Lorusso et
al., the half-lives have been plotted next to each other with their respective error
bars in Figure 7.1. From the figure, it can be seen that there is good agreement
between the data sets with no discernible systematic differences between the two.
The agreement between these two sets gives confidence to these measurements of
very neutron-rich nuclei.
7.2.1 Systematic evolution of half-lives
It is often of interest to see how the half-lives of an element’s isotopes evolve with
increasing neutron number. To do this, Figure 7.2 shows the half-lives measured
in this thesis against their isotope’s neutron number. When looking at the figure,
a similar trend can be seen across all the isotopic chains, with the half-lives
showing a steep decrease in the half-life at first but then a more gradual change
in the rate as they become more neutron-rich. 12846 Pd82 appears as an exception









































































Figure 7.1 Comparison between measured half-lives in this work and those
published in Lorusso 2015 [127]. Errors bars are the combined
statistical and systematic errors.
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Figure 7.2 The development of the half-life measured in this work with increasing
neutron number for each of the isotopic chains.
location of this increase is at the closed, N = 82, neutron shell. When looking
at the literature half-lives reported for 12645 Rh81 and 12745 Rh82, the neighbouring
element to Pd, a similar increase in half-life is observed [127] upon reaching the
N = 82 shell closure. The behaviour in 12846 Pd82 could then be a structure effect
that is observed at lower atomic numbers but disappears when approaching the
Z = 50 closed proton shell. In addition to 12846 Pd82 two other N = 82 nuclides
are included in this data set, them being 12947 Ag82 and 13048 Cd82, neither of which
appear to show any deviations in the trend of decreasing half-life.
When looking at the half-lives presented in Table 7.1, the half-lives of this work
and Lorusso et al. are often the two most precise values. A weighted average of
the half-lives measured in this work and those of Lorusso et al. is included in
Figure 7.3. The same downward trend continues to be observed for all elements.
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Figure 7.3 Weighted averages of half-lives measured in this work and of Lorusso
et al. plotted as a function of neutron number.
Performing a weighted average also has the effect of bringing the half-life of 128Pd
down such that it is less than 127Pd. While the half-life no longer increases
between 128Pd and 127Pd, a change in the trend is still observed. The smooth
decreasing half-life that was previously observed begins to level out as the rate
of change in the half-life decreases.
7.2.2 Comparisons to theory
By comparing the half-lives and trends in the half-lives predicted by theoretical
models to the half-lives measured in this thesis, the ability of the models to
predict values in this region can be tested. This is of importance as in some
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Figure 7.4 Comparison of the measured beta-decay half-lives alongside a
selection of theoretical predictions. References for the models can
be found as: Möller 1997 [100], Möller 2003 [99], Möller 2019 [101]
and Marketin 2016 [106].
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cases the half-lives presented here are at, or near, the limits of experimentally
measured values. Calculations involving nuclides beyond those presented here
will have to use predicted values. In Figure 7.4, the half-lives measured in this
work are plotted alongside half-lives predicted from four models. The first three
models chosen were based on the FRDM+QRPA produced by Möller et al.. The
FRDM+QRPA models included are the original model from 1997 [100], the 2003
revision [99] and the most recent revision released in 2019 [101]. Of these three
data sets, the 2003 revision is of particular interest as the half-lives calculated
in it are commonly used as the base values for r -process calculations. The final
half-life model included is the RHB+pn-RQRPA, produced by Marketin [106],
and introduced in section 2.3.1. From section 2.3.1 it can be recalled that the key
differences between the FRDM+QRPA and RHB+pn-RQRPA models are that
the FRDM+QRPA uses a hybrid macroscopic-microscopic approach to determine
the ground state properties of the nuclei, whereas, the RHB+pn-RQRPA model
uses a fully self-consistent microscopic approach.
From Figure 7.4, it can be seen that the values predicted by FRDM+QRPA
appear to show a better agreement for odd values of Z than for even values. This
is especially seen to be the case for Pd, Z = 46, where the half-lives predicted are
on average five times larger in FRDM+QRPA 2019 than those measured here.
It is also interesting to note that with each new version of the FRDM+QRPA
model, the model better reproduces the experimentally measured data, barring
a couple of extreme cases such as Rh N = 78. Another feature common to the
model is odd-even fluctuations which are not observed to the same extent in the
data. This has previously been put down to the neglecting of particle-particle
(pp) interactions, which results in the destruction of odd-even symmetry in the
QRPA [221]. In contrast, the half-lives predicted by Marketin et al. show no
evidence of odd-even staggering and instead show a smooth decrease in the half-
life. However, the smoothness predicted by the model means that it is not able
to replicate steps in the half-life, examples of this can be seen for Ru N=74 and
Rh N = 75. On average, the half-lives predicted using the RHB+pn-RQRPA
method show a much better agreement to the measured values for all values of Z
than those predicted using FRDM+QRPA.
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7.3 β-delayed neutron emission probabilities
Many of the P1n values presented in this work are presented for the first time,
with 23 of the P1n values shown here not appearing previously in peer-reviewed
sources. Previously published P1n values are primarily found for some of the less
neutron-rich Rh and Pd nuclides, where comparisons can be made with the work
of Montes et al. [206]. For these nuclides, a good agreement can be seen between
the two experiments with the majority of P1n values being within uncertainties of
one another. The good agreement found with these previous measurements, along
with the tests carried out in section 6.7 give confidence to the values presented
here for the more neutron-rich nuclides.
7.3.1 Systematic evolution of β-delayed neutron emission
probabilities
Figure 7.5 shows the measured P1n values as a function of neutron number. It can
be seen that along all the isotopic chains, a gradual increase in P1n is observed with
increasing neutron number. However, there are nuclides where deviations from
this trend are observed, such as Rh at Z = 77 and Ru at Z = 74. Another trend
observed is that elements that have a higher proton number have a smaller P1n
value at a given neutron number than those with fewer protons, this is expected
as the elements with a higher Z are likely less far from stability. Groupings in
the P1n values can also be seen between elements at each neutron number. For
example, at N = 77, it is observed that the values presented for Ru and Rh are
very close to one another and separated from these are the values for Pd and
Ag which again show similarities. These pairings are observed at all neutron
numbers with the only points where it is not observed occurring at the deviations
mentioned previously of Rh and Ru. The P1n values predicted by Möller in [101]
also reproduce these pairing patterns.
7.3.2 Comparisons to theory
In section 2.3.1, it was shown that the models used to calculate the half-lives
of nuclei could also be used to calculate the P1n value of nuclei too. In the
case of the FRDM+QRPA model, it was shown that this was calculated as the
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Figure 7.5 The development of the P1n values measured in this thesis with
increasing neutron number for each of the isotopic chains.
percentage of decays populating an excited state above the daughter’s neutron
separation energy, and the effects of de-excitation via emission of γ-rays were
ignored. In this section the calculated P1n values of the models discussed in
section 2.3.1 will be compared to the P1n values measured in this thesis. In
addition to the four models that were used in the comparison of half-lives, a
fifth model is included. This model is the effective density model (EDM), of
Miernik [107], that was also introduced in section 2.3.1. This model differs from
both FRDM+QRPA and RHB+pn-RQRPA, as it is a phenomenological model
and was optimised by fitting parameters to experimentally measured Pn values
and extending it to nuclei that there were no experimental measurements of at
the time of creation. The comparison with theoretical predictions is split across
two figures to try to limit them from being too dense. The first figure, Figure
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Figure 7.6 Comparison of the measured β-delayed neutron emission probabilities
alongside a selection of theoretical predictions. References for the
models are: Möller 1997 [100], Möller 2003 [99], Möller 2019 [101]
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Figure 7.7 Comparison of the measured β-delayed neutron emission probabilities
alongside a selection of theoretical predictions. References for the
models are: Möller 2019 [101], Marketin 2016 [106], Miernik 2014
[107].
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7.6, shows the P1n values measured in this thesis along with those calculated
in each of the three FRDM+QRPA models, to show the development of the
model with each revision. The second figure, Figure 7.7, shows the P1n values
measured in this thesis alongside P1n values calculated using the newest revision
of the FRDM+QRPA models, the RHB+pn-RQRPA model and the EDM. This
figure allows comparisons to be made among the three approaches of: hybrid
macroscopic-microscopic, fully microscopic and phenomenological in calculating
the P1n values of nuclei.
When comparing the P1n values measured in this work to those predicted by
FRDM+QRPA in Figure 7.6, good agreement is seen for most nuclei, with the
values predicted by FRDM+QRPA reproducing the trend of the half-lives well. It
is also seen that typically with each new revision of FRDM+QRPA the half-lives
predicted are closer to the measured values, with the 2019 revision reproducing
the measured values best. The P1n values predicted by RHB+pn-RQRPA, shown
in Figure 7.7, show little agreement to the measured values; this is a stark contrast
to how it performed in predicting the half-lives where it was seen to perform best
out of the models compared. The P1n values calculated are consistently less than
the values measured. The values calculated using the EDM are seen to be in
better agreement with the measured values than those calculated by RHB+pn-
RQRPA.
Also included in the figure are the calculations for the P1n values of nuclides with
neutron number greater than N = 82, the limit of values measured in this work.
Beyond N = 82 a sharp increase in the P1n is predicted immediately at N = 83, a
feature common to all models, this is of interest as these are nuclides that β-decay
into the closed neutron shell at N = 82. This increase could be as a result of the
increase in the Q-value for β-decay beyond N = 82, for example, the predicted
Qβ of 13047 Ag83 is over 4 MeV larger than that of 12947 Ag82 in FRDM+QRPA 2019
[101]. A larger Qβ could also make the population of states above the Sn of nuclei
more probable, leading to an increased P1n value.
7.3.3 Dependence on Qβn
As shown in Eq. 2.17, the Pn value of a nuclide in the FRDM+QRPA model
is defined as the probability of a decay populating a state above the neutron
separation energy of its daughter. For this to occur, the Q-value of the β-decay
must be larger than the neutron separation energy of the daughter. Using the
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Figure 7.8 Pn values measured during RIBF128 plotted as a function of
experimentally measured Qβn values obtained from the 2016 Atomic
Mass Evaluation [109]. Colouring of points is the same as was used
for P1n vs N .
definition of neutron separation energy in Eq. 2.5 the Qβn-value of an nuclide





















where me is the mass of an electron. Even though the FRDM+QRPA model does
not take into account possible de-excitation through γ-ray emission, it might be
expected then that larger Qβn-values may lead to larger Pn values, as there is
a greater range of states available above the neutron separation energy. This
section investigates if any correlation between these quantities may exist for the
P1n values measured in this thesis.
134
























Figure 7.9 Evolution of experimentally measured P1n values against theoretically
calculated Qβn values using a FRDM based mass model [101].
Also included are theoretically predicted P1n values from the same
reference.
Atomic masses have been previously measured for a small number of the nuclei
presented in Table 7.1, allowing the calculation of the Qβn-value for each of these
isotopes. The P1n values of these nuclides have then been plotted against the
nuclides’s Qβn-value to investigate any correlation between the two, this is shown
in figure 7.8. From the figure, it is observed that for all of the nuclei plotted β-
delayed neutron emission is energetically possible as all nuclides have a positive
Qβn. Despite this, no significant P1n is observed until a Qβn of 2.5 MeV is reached
at which point 123Pd has a P1n of 1.4%. Beyond this point, a smooth trend of
increasing P1n with increasing Qβn is observed up to the extent of the currently
measured experimental masses.
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To test whether this relationship extends to higher Qβn-values the masses of
more neutron-rich nuclides are needed. As these are currently beyond the limit
of experimentally measured masses, theoretical predictions are used instead.
Figure 7.9 shows the P1n values measured in this work as a function of Qβn
calculated using the FRDM2015 mass model [112]. Also included in the figure
are the theoretical calculations of P1n from FRDM+QRPA2019 [101], which are
calculated using the masses from FRDM2015, for comparison. The trend observed
using the experimentally measured masses is once again observed at lower Qβn-
values, showing an increase in P1n as the Qβn increases. Going beyond 4.5 MeV,
the highest experimentally measured Qβn-value, the trend appears to continue
with the rate of increase in P1n increasing at large Qβn-values for the measured
P1n. It is also observed that for small Qβn-values, the FRDM+QRPA predictions
show good agreement with the measured P1n values. However, at larger values
of Qβn, it is observed that the calculated P1n values are often much lower than




In addition to providing reference points for the optimisation of future theoretical
models, the half-lives and β-delayed neutron emission probabilities presented in
this thesis can be used as direct inputs in r -process reaction network calculations.
In this chapter, the impact of these new values on calculated r -process abundances
is investigated.
8.1 SkyNet : Nuclear reaction network
SkyNet is an open-source nuclear reaction network that evolves the abundances
of nuclear species as they undergo nuclear reactions [222]. Multiple astrophysical
scenarios can be evolved using the code such as X-ray bursts, hydrostatic carbon-
oxygen burning and neutron-rich r -process calculations [223]. Object-orientated
C++ is employed to make the program highly modular; this allows the code to
perform well under the many astrophysical scenarios. The modularity allows the
fine-tuning of physical behaviour to match the required conditions for the various
scenarios.
In this thesis SkyNet is used to evolve a reaction network for a neutron-rich
r -process. The evolution of the network is carried out from a starting point
obtained from Nuclear Static Equilibrium (NSE), which is calculated from a user-
provided set of initial parameters. Following on from NSE as the temperature
drops, the program begins to evolve the reaction network. After the neutron
flux powering the r -process ceases, the program follows the decay chains back to
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stability, including branching caused by β-delayed neutron emission. The output
of the calculations is a list of abundances matched to mass numbers A, which can
be compared to the solar r -process abundances.
8.1.1 Input rates
In order to propagate the reaction network, a list of all possible reactions and
their accompanying rates is required. The version of SkyNet used in this work
obtains the reaction rates from the REACLIB [224] database provided by the
Joint Institute for Nuclear Astrophysics (JINA). In the database, reaction rates
are given as parameters that are used in a parametric fitting formula that depends
on temperature. This allows the determination of a reaction rate at a given
temperature. To model the heating that is produced by the reactions, the Q-
values of the reactions are also included.
In the case of a r -process network calculation, the most significant rates will be the
β-decay rates and any β-delayed neutron emission probabilities for exotic nuclei
along the r -process path. The β-decay rates will play a key role in determining
the path of the r -process during the process, and the β-delayed neutrons will
continue to shape the distribution of final abundances after freeze-out. In the
base version of REACLIB, these rates and probabilities are obtained from the
Möller 2003 [99] gross calculations.
The parameters provided by REACLIB can be converted into a temperature-









9 + a6 lnT9
]
(8.1)
where T9 is the temperature in GK and ai is each of the seven parameters, with i
running from 0 to 6. From the equation it can be seen that all of the parameters
except a0 have a temperature dependence associated with them. For the case of
β-decay, Eq. 8.1 can be simplified to:
λ = exp [a0] (8.2)
where λ now only depends on the term a0 as β-decay is temperature independent.
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The parameter a0 can then be calculated as:
a0 = lnλ. (8.3)
For β-decay we can recall that λ, the decay constant, is given by λ = ln 2/t1/2. In
REACLIB β-decay and β-delayed neutron emission are treated as two separate
decay processes, therefore the total β-decay rate must be split between the two
processes. Consequently, a value of λ calculated in this way cannot be used
directly in Eq. 8.3 as the branching that occurs during β-delayed neutron emission
needs to be accounted for. For example in the case of 127Ag, a half-life of 89.1 ms
was measured corresponding to a decay constant of λ = 7.78 s−1. However the
P1n value of 127Ag was measured to be 5.5%, therefore, only 94.5% of β-decays
produce 126Cd and the rest produce 125Cd. The two values of λ needed can be
calculated as:








where λβ is the decay constant for β-decay with no neutron emission and λβn
is the decay constant for β-decay followed by a single neutron emission. These
values can then be used in Eq. 8.3 to calculate the parameters a0, for each decay
process, that will be included in the REACLIB database file.
8.1.2 Input parameters
In addition to the reaction library, four input parameters are required by SkyNet
to calculate the initial NSE from which the abundances are evolved. For r -process
calculations the four parameters required are: the initial electron fraction, Ye; the
initial entropy, s; the expansion timescale, texp and the initial temperature, T .
The electron fraction, initial entropy and initial temperature are the same as
those discussed in Chapter 2. The expansion timescale is a parameter which
determines how fast the density decreases during nuclear burning [121].
Of these values, it has been shown that the final abundance distribution of the
r -process is most sensitive to the electron fraction [223, 225]. This is easily
understood as this is equivalent to the proton fraction if the matter is neutrally
charged. A low electron fraction, therefore, indicates a considerable fraction of
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neutrons which is needed to push the r -process to higher masses.
8.2 Sensitivity study
To test the impact of the newly measured β-decay rates and β-delayed neutron
emission probabilities on the final r -process abundance distributions, reaction
network calculations were carried out. The calculations were performed using
both the newly measured and existing theoretical rates to allow any changes in
the final abundance distributions to be compared.
Rather than running the calculations for a single astrophysical environment,
multiple calculations were performed covering a wide range of initial parameters.
Changes in abundance were calculated for each set of initial conditions. An impact
factor was used to quantify the changes in abundance observed across all mass
numbers. The impact factor used was the same as defined in Eq. 2.20, allowing
for comparisons to be made to the sensitivity studies shown in the introduction.
8.2.1 Choice of values
The final abundances produced by the r -process depend heavily on the initial
electron fraction, Ye as this sets the neutron density that drives the process out
to neutron-rich nuclei. While the initial electron fraction has the most impact
on the final abundance distribution, under certain conditions the initial entropy
(s0) and expansion timescales (texp) can play a role in determining the abundance
distribution [121].
The initial electron fraction was varied over a range of 0.01 ≤ Ye ≤ 0.35 , with
0.01 being the most neutron-rich of initial conditions. The upper limit of 0.35 was
chosen as it was previously found that for electron fractions greater than 0.35, at
the entropies being studied, the A ∼ 130 peak is not produced and therefore the
new values will have no effect on the final r -process abundances.
The range of initial specific entropies was varied between 10 and 100 kB baryon−1,
at values of 10, 20, 50 and 100 kB baryon−1. This range was chosen as it is similar
to the range used by the creators of SkyNet when benchmarking the program
against other reaction networks [121]. The largest effect the initial entropy has
on the calculations occurs during NSE, where it determines the initial atomic
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Figure 8.1 Impact factor F showing the effect of the new β-decay rates and β-
delayed neutron probabilities presented in this thesis.
numbers of the seeds and the availability of free neutrons. Lower entropies
will have initial seed nuclei with large atomic numbers but will have fewer free
neutrons than are available at higher entropies where the initial seeds are lighter
in comparison.
For the current calculations, the initial temperature was the same for all runs at
T0 = 6.0 GK. This temperature is high enough that fusion reactions are balanced
by their inverse disintegration reactions allowing NSE to form. The expansion
timescale was left at its default value of 7.1 ms for all of the runs.
8.2.2 Results
The results of the sensitivity study are shown in Figure 8.1, where the impact
factor F is plotted for each of the initial conditions. It can be noted that the
overall impact factor F calculated based on these simulations is seen to have less
of an impact than in the sensitivity studies shown in Figures 2.5 and 2.6. A
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much smaller impact is somewhat expected as the sensitivity studies performed
in [95] varied the half-lives by a factor of 10 and tested the complete removal of β-
delayed neutron emission for individual nuclides. The changes made to the decay
rates and emission probabilities in these calculations were not as significant, as
can be seen from Figures 7.4 and 7.6 where the new values are compared to the
FRDM2003 rates and probabilities used during the calculations.
For low values of entropy, the maximum impact is seen at Ye = 0.24. The low
entropy will mean that the composition of the matter coming out of NSE is
predominantly iron-rich; this will limit the neutron to seed ratio available for the
r-process. This value of Ye corresponds to around the maximum electron fraction
that the r -process is still capable of reaching the A ∼ 130 peak before the neutrons
are exhausted at this entropy. As the majority of the r -process abundance builds
up in the peak when this occurs, a significant impact is seen in the comparison
of abundances using the new and baseline rates. At low values of entropy above
Ye = 0.25, the impact of the new values is seen to diminish quickly; this can be
explained by the r -process path no longer reaching the second r -process peak,
and thus the new rates are not encountered. At higher entropies, however, the
most substantial impact is observed for Ye = 0.30, this occurs for the same reasons
as the peak at Ye =0.25 at lower entropies. The reason for the shift in Ye value
between entropies can be described by the initial composition of matter, at larger
entropies smaller seed nuclei are present, and a more prominent density of free
neutrons is available. The greater density of free neutrons enables the second
r -process peak to be reached at larger values of Ye for higher entropies.
8.2.3 Calculated r-process abundances
In this section, the r -process abundances calculated during the sensitivity study
are shown. Rather than showing the abundances calculated for all of the runs in
the sensitivity study, a few select trajectories are shown in Figure 8.2. The first
trajectory shown has initial conditions of Ye=0.24 and s = 10; this trajectory was
highlighted during the sensitivity study as showing the most impact for the new
rates. It can be seen that for this trajectory, most of the abundance is held within
the A = 130 peak, and the third r -process peak is no longer formed. The build-
up in abundance was expected and given as a possible reason why a significant
impact is observed for these conditions. A significant impact is also seen for
the initial conditions of Ye = 0.30 and s = 100, where the greatest abundance
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observed is in the A = 130 peak. The main difference between the second and
first trajectories is the maximum location of the peak. For the first trajectory,
this peak is located at A = 129 whereas in the second it is located at A = 126. It
should be noted that for all of the calculations, the abundances were normalised
to the solar r-process abundances presented by Goriely et al. [13] at A = 129.
For both trajectories that the new rates were shown to have maximum impact
on, it has been seen that the abundance distributions were dominated by the
production of the second r -process peak and unable to produce the third peak at
A = 194. In order to better reproduce the full r -process abundance distribution,
a third trajectory is shown. This trajectory starts with a more neutron-rich
electron fraction of Ye = 0.14 and a moderate entropy of s = 20 kB/b, these are
conditions similar to those predicted by models of binary neutron-star mergers
[226]. The more neutron-rich initial conditions allow the production of both the
A = 130 r -process peak and the third peak at A = 194. For this trajectory,
the isobars just beyond A = 130 are shown to be overproduced as the peak is
shifted to the right from the solar r -process abundances. This result appears
typical of current r -process calculations performed using SkyNet and is observed
in references [36, 226]. It has been noted in papers that this shifting of the
peaks could be as a result of the β-decay rates predicted by FRDM+QRPA
[227], and that faster β-decay rates will help in producing the r -process peaks
in their correct locations. It is worth noting then that the maximum impact
of β-delayed neutron emission probabilities observed in Figure 2.6 are beyond
N = 82, where nuclei predominantly have A ≥ 130, as these studies were also
carried out using FRDM+QRPA2003. A build-up of abundance in this region
would cause individual P1n values to have a large impact factor as the impact
factor used does not take into account the relative abundances of the nuclei. In
their paper, the authors note that the global measure F used is not well suited
to this kind of sensitivity study, and stated that future works would examine
alternative local sensitivity measures to Pn values [95]. To fully investigate the
effects of the new half-lives and β-delayed neutron probabilities measured by
the BRIKEN collaboration, it will likely require all of the measured rates to be
































































































Figure 8.2 Calculated r-process abundances using SkyNet, updated to include
the new rates from this thesis. Three initial trajectories are shown:
two highlighted by the sensitivity study performed as being the most




The rapid neutron-capture process, or r -process, is thought to be responsible
for the production of around half the elements heavier than iron. The main
ideas of the r -process were first proposed in 1957, yet our understanding of
how and where the process occurs is still lacking. Our ability to model the
process computationally is hindered by a lack of experimental data on the nuclear
properties of isotopes far from stability, primarily half-lives, β-delayed neutron
emission probabilities, and nuclear masses.
This thesis provides much-needed reference data for the β-delayed neutron
emission probabilities of isotopes at, or near, the N = 82 neutron shell closure.
It provides 23 P1n values that have not previously been published in peer-
reviewed sources and improves upon the precision of a further four. The analysis
methodology employed also allowed the extraction of an isotope’s half-life, which
resulted in the measurement of 32 half-lives. The half-lives and β-delayed neutron
emission probabilities were obtained by measuring β-decay events using the AIDA
system in correlation with neutrons measured by the BRIKEN neutron counter
array. The experiment was performed at the Radioactive Ion Beam Factory at
RIKEN.
The half-lives measured in this thesis are in excellent agreement with literature
values, providing a second validation measurement for several isotopes that
previously only had one measurement. The new P1n values presented, push out
the range of measured values towards much more neutron-rich isotopes than
had previously been studied. Comparisons made between the t1/2 presented
in this thesis and values calculated using theoretical models showed that all
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models were able to reproduce the overall trend of a smoothly decreasing half-
live with increasing neutron number. However, the half-lives predicted using
FRDM+QRPA were seen to show significant discrepancies for isotopes with an
even Z, where the calculated half-lives were many times to large. The half-
lives calculated using the RHB+pn-RQRPA model were shown to have the best
agreement with the measured half-lives across all isotopes studied. However, the
P1n values calculated by the RHB+pn-RQRPA model were unable to reproduce
the measured P1n values, where the values calculated by the FRDM+QRPA
model were seen to be in much better agreement. When plotting β-delayed
neutron emission probability against experimentally measured Qβn-values, a
strong dependence was observed between the two values. This dependence was
also observed for Qβn-values calculated using the FRDM2012 mass model.
Calculations of r-process nucleosynthesis were performed using rates obtained
from the t1/2 and P1n values measured in this thesis, carrying out a sensitivity
study to determine initial conditions for the r -process that showed the most
sensitivity to these new rates. The initial conditions highlighted by the
sensitivity were shown to result in a build-up of abundance in the second r -
process abundance peak and were unable to produce the full range of r -process
abundances. A third more neutron-rich trajectory was also included, here the
abundances were seen to be in much better agreement with the solar r -process
abundances, but discrepancies were seen around the A = 130 peak. It is expected
that the inclusion of rates from the other regions measured in the experiment may
improve the shape of the peak, primarily for isotopes with N > 82 which analysis
is being carried out on.
The t1/2 and P1n values measured in this thesis are some of the first values
presented using the AIDA and BRIKEN detector systems. Since carrying out
this experiment in 2017, further experiments have been performed, covering a
wide range of the nuclear chart. As results from these experiments are also
published, the list of known Pxn emitters will continue to grow, improving the
accuracy of r -process calculations.
In addition to the continued work on r -process isotopes as part of the BRIKEN
collaboration, AIDA is being used in nuclear structure studies as part of the
Digital Total Absorption Spectrometer (DTAS) [228] group at RIBF. A second
AIDA assembly is also in commissioning at GSI, as part of the Decay Spectroscopy
(DeSpec) group. It is well placed to begin scientific research at the start of 2020
with the coming online of FAIR phase 0.
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Appendix A
Previous values from non
peer-reviewed sources
While performing a search of the literature, a few sources of previous measure-
ments were found that were not published in peer-reviewed journals. The sources
of these measurements were most commonly theses. While the table in Chapter 7
only included previous work that had been peer-reviewed, values from non-peer-
reviewed sources are listed here for completeness.
The majority of the values included in this table come from the thesis of Dr
Smith, that is on an experiment performed at GSI in 2013. The experiment
was performed using a similar setup to the experiment reported in this thesis, in
that ions were implanted into a detector stack that was surrounded by 3He tubes
located in a HDPE moderator. The ions were supplied as a bunched beam to
the experimental setup. The β-background of the silicon detectors is, therefore,
not constant and different analysis techniques must be used to subtract the β-
background. A different methodology was also used to extract the β-delayed
neutron emission probabilities of these nuclides. The experiment was performed
alongside another experiment, which has since published the Pn values of nuclides
above N = 126 [181, 229, 230].
The overlap in nuclides measured by Smith and those measured in this thesis
covers several nuclides of the elements Rh, Pd and Ag. When comparing the
half-lives measured in the Smith experiment to those presented in this thesis, the
values measured in this thesis are often the most precise. For some of the less
exotic nuclides such as 119Rh and 124−125Ag agreements in half-life are observed.
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However, the differences between the two experiments are seen to increase as the
nuclides become more neutron-rich. While there is some agreement between the
half-lives, there exists almost no agreement on the β-delayed neutron emission
probabilities reported by Smith and those measured in this thesis. The Pn values
reported by Smith are all larger than the values reported in this thesis, with the
increases ranging from a factor of 2 to a factor of 10. One possible explanation
for discrepancies between the two experiments is in the statistics available; for
example, the number of implants observed for each nuclide were much greater
in RIBF128 than is reported by Smith for their experiment. A much larger
number of neutrons were then observed in RIBF128, reducing the uncertainty
in our measurement and providing a much better ratio of delayed neutrons to
background neutrons.
Table A.1 Half-lives and β-delayed neutron emission probabilities measured in
RIBF128 alongside non peer-reviewed literature values.
T1/2 [ms] P1n [%]
Nuclide This Work Literature This Work Literature Ref.
119Rh 192(12) 190(10) 3.4(9) - [205]
120Rh 150(15) 120(10) 7.2(16) - [205]
123Pd 114(2) 170+49−52 1.4(3) 10(6) [204]
124Pd 94(3) 144+17−18 0.89(3) 17(5) [204]
125Pd 64.4(17) 61+24−23 3.7(4) 12(4) [204]
126Pd 51(3) 45+11−9 4.9(9) 22(9) [204]
127Pd 39(5) 73+24−23 9(3) < 19 [204]
128Pd 53(10) < 262 10(7) - [204]
124Ag 205(17) 230+28−25 2.3(11) < 9 [204]
125Ag 146(11) 163+11−9 2.2(11) 11.8(10) [204]
126Ag 103.2(14) 114(3) 3.8(2) 13.7(11) [204]
127Ag 89.1(9) 102(5) 5.5(2) 14.6(15) [204]
128Ag 67.4(16) 73+10−9 9.3(5) 20(5) [204]
129Ag 57(3) 95+35−29 17.7(15) < 20 [204]
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