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Abstract
An independent transversal (IT) in a graph with a given vertex partition is an independent
set consisting of one vertex in each partition class. Several sufficient conditions are known for
the existence of an IT in a given graph with a given vertex partition, which have been used
over the years to solve many combinatorial problems. Some of these IT existence theorems have
algorithmic proofs, but there remains a gap between the best bounds given by nonconstructive
results, and those obtainable by efficient algorithms.
Recently, Graf and Haxell (2018) described a new (deterministic) algorithm that asymptot-
ically closes this gap, but there are limitations on its applicability. In this paper we develop a
randomized version of this algorithm that is much more widely applicable, and demonstrate its
use by giving efficient algorithms for two problems concerning the strong chromatic number of
graphs.
1 Introduction
Let G be a graph with a partition V of its vertices. The elements of V are non-empty subsets
of V (G), which we refer to as blocks. We say that an independent set I of G is an independent
transversal (IT) of G with respect to V if |I ∩ U | = 1 for all U ∈ V; likewise, we say that I is a
partial independent transversal (PIT) of G with respect to V if |I ∩ U | ≤ 1 for all U ∈ V.
Many combinatorial problems can be formulated in terms of the existence of an IT in a graph
with respect to a given vertex partition (see e.g. [23]). Various known results give sufficient condi-
tions for the existence of an IT (e.g. [2, 9, 19, 20, 5, 8]). Furthermore, some of these results have
algorithmic versions, mostly relying on algorithmic versions of the Lova´sz Local Lemma (LLL),
that can efficiently return an IT given a graph G and vertex partition V (see [6, 16, 17]). However,
the IT existence theorems (in particular [19, 20]) that give the best possible bounds do not give
efficient algorithms for finding an IT.
Recently, a new algorithm, called FindITorBD [11], has been shown to find (for a large class
of graphs) either an IT or a set of blocks with a small dominating set in G. The algorithm
uses ideas from the original (non-algorithmic) proof of the corresponding existence result due to
∗Partially supported by NSERC.
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Haxell [19, 20] and modifications of several key notions (including “lazy updates”) from Annamalai
[6]. The bounds given by FindITorBD are asymptotically best possible, but it applies only in
certain restricted circumstances. The aim of this paper is to obtain a new randomized algorithm
that is more widely applicable and removes some of the technical limitations.
To describe FindITorBD, we require a few definitions. A graph G is r-claw-free with respect to
vertex partition V if no vertex of G has r independent neighbours in distinct blocks. We say that
a subset D ⊆ V (G) dominates a vertex set W in G if for all w ∈ W , there exists uw ∈ E(G) for
some u ∈ D. (This is often referred to as strong domination or total domination, but it is the only
notion of domination that we will refer to and so we use the simpler term.) For a subset B ⊆ V
of the vertex partition, we write VB =
⋃
U∈B U . For U ⊆ V (G), we let G[U ] denote the induced
subgraph on U .
In [11], it was that FindITorBD either finds an IT in G or a set of blocks B and small set of
vertices D such that D dominates VB, and the induced graph G[D] contains a nice structure. To
describe this formally, a constellation K for B is a pair of disjoint vertex sets Kcentre,K leaf ⊆ VB
with the following properties:
• |K leaf| = |B| − 1
• K leaf is a PIT of G[VB] with respect to B
• Each vertex v ∈ Kcentre has no neighbors in Kcentre and at least one neighbor in K leaf
• Each vertex v ∈ K leaf has exactly one neighbor in Kcentre and no neighbors in K leaf
We write V (K) for the vertex set Kcentre ∪K leaf. Thus, G[V (K)] is a collection of non-trivial
stars, with centres and leaves in Kcentre and K leaf respectively.
Theorem 1 ([11]). The algorithm FindITorBD takes as input parameters r ∈ N, ǫ ∈ (0, 1), and a
graph G with vertex partition V such that G is r-claw-free with respect to V and finds either:
1. an IT in G, or
2. a non-empty set B ⊆ V and a vertex set D ⊆ V (G) such that D dominates VB in G and
|D| < (2 + ǫ)(|B| − 1). Moreover D contains a constellation K for some B0 ⊇ B, and
|D \ V (K)| < ǫ(|B| − 1).
For fixed values of r and ǫ, the runtime is poly(|V (G)|).
The maximum degree ∆(G) of a graph G is the maximum number of neighbors of any vertex.
The minimum blocksize bmin(V) of partition V is minU∈V |U |. We say that a vertex partition V is
regular with blocksize b if every block U has size exactly b. Note that a graph G is r-claw-free with
respect to any partition for r = ∆(G) + 1. It is easy to show that if bmin(V) ≥ 2∆(G) + 1, there
cannot be a set B of blocks such that VB is dominated by a set of size less than (2+ 1∆(G))(|B|− 1).
This leads to the following result.
Corollary 2 ([11]). The algorithm FindITorBD takes as input a graph G and a vertex partition V
with bmin(V) ≥ 2∆(G) + 1 and returns an IT in G. If ∆(G) ≤ O(1), the runtime is poly(|V (G)|).
From a combinatorial point of view, this is within one of being best possible, since [29] showed
that blocks of size 2∆(G) − 1 are not sufficient to guarantee the existence of an IT while [19, 20]
showed that blocks of size 2∆(G) are always sufficient. The IT existence theorems of [19, 20]
have been used to solve many combinatorial problems. Thus Theorem 1 and Corollary 2 offer the
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possibility of obtaining new algorithmic proofs for these results. Some example applications were
outlined in [11], with further details and more applications described in [12].
From an algorithmic point of view, however, the effectiveness of the algorithm FindITorBD is
limited by its dependence on r and ǫ (or on ∆ˆ in the case of Corollary 2), making it efficient only
when these parameters are constant. Many of the LLL-based algorithms give an IT under the
condition that bmin(V) ≥ c∆(G), where c is a constant strictly larger than 2. The construction of
[16] has the condition bmin ≥ 4∆(G)−1, which is the strongest known criterion of this form. These
algorithms are polynomial time even for unbounded ∆(G).
The aim of this paper is to give a new (randomized) algorithm that overcomes this limitation of
FindITorBD in the case of Corollary 2. In addition, we will strengthen it combinatorially by showing
results for weighted ITs in the setting of vertex-weighted graphs. A number of constructions depend
on such weighted ITs, and Corollary 2 (which merely shows the existence of an IT without regard
to weight) is not sufficient for these applications.
For a weight function w : V (G) → R and a subset U ⊆ V (G), we write w(U) = ∑u∈U w(u).
We also write w(G) = w(V (G)) =
∑
v∈V (G) w(v). Our main theorem is as follows.
Theorem 3. There is a randomized algorithm A∗ which takes as inputs a parameter ǫ > 0, a graph
G with a regular vertex partition of blocksize b ≥ (2+ǫ)∆(G), and a weight function w : V (G)→ R,
and finds an IT in G with weight at least w(G)b . For fixed ǫ, the expected runtime is poly(|V (G)|).
If we disregard vertex weights, this gives the immediate corollary:
Corollary 4. There is a randomized algorithm which takes as inputs a parameter ǫ > 0 and a
graph G with vertex partition V satisfying bmin(V) ≥ (2 + ǫ)∆(G), and finds an IT of G. For fixed
ǫ, the expected runtime is poly(|V (G)|).
In particular, Corollary 4 has Corollary 2 as a special case (for constant ∆(G), we can take
ǫ = 1∆(G)), and is also stronger than all the previous LLL-based constructions (since we can also
take ǫ to be an arbitrary fixed constant and allow ∆(G) to vary freely).
The three principal ingredients in the proof of Theorem 3 are the algorithm FindITorBD, a
theorem of Aharoni, Berger, and Ziv [1] on PITs in weighted graphs, and an algorithmic version of
the LLL from [27]. In the first phase, in Section 2, we develop an algorithm FindWeightPIT which
gives an algorithmic version of the Aharoni, Berger, Ziv result for weighted PITs. This requires
a number of technical modifications, since the types of constellations provided by the algorithm
FindITorBD only approximately dominate parts of the graph G, where by contrast the analysis of
Aharoni, Berger, Ziv assumes perfect domination. This algorithm has two severe limitations: it
only works for fixed blocksize b and it is only pseudo-polynomial-time, i.e. its runtime is polynomial
in V (G) but exponential in the number of bits of precision used to specify w.
In the second phase, discussed in Section 3, we use the LLL to sparsify the graph. Given a graph
with a regular vertex partition with blocksize b ≥ (2 + ǫ)∆(G), where ǫ is an arbitrary constant,
this effectively reduces the blocksize b and the degree ∆(G) to constant values (depending on ǫ), at
which point FindWeightPIT can be used. Unfortunately, a number of error terms accumulate in
this process, including concentration losses from the degree reduction and quantization errors due
to the pseudo-polynomial FindWeightPIT algorithm. As a consequence, this only gives an IT of
weight (1− λ)w(G)/b, where λ is some arbitrarily small constant.
In the third phase, carried out in Section 4, we overcome this limitation by “oversampling” the
high-weight vertices, giving the final result of Theorem 3. For maximum generality, we analyse this
in terms of a linear programming (LP) formulation of weighted PITs considered in [1]. This also
gives an efficient version of an LP rounding result of [1].
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In Section 5, we demonstrate the use of Theorem 3 by providing algorithms for finding ITs
which avoid a given set of vertices L as long as |L| < bmin(V). Such ITs are used in a number
of constructions [28, 24]. Our algorithms for weighted independent ITs lead themselves almost
immediately to efficient algorithms. Notably, these constructions do not themselves overtly involve
the use of weighted ITs.
In Section 6, we provide algorithms for strong colourings of graphs. For a positive integer k, we
say that a graph G is strongly k-colourable with respect to a vertex partition V if there is a proper
vertex colouring of G with k colours so that no two vertices in the same block receive the same
colour. If G is strongly k-colourable with respect to every vertex partition of V (G) into blocks of
size k, we say that G is strongly k-colourable. The strong chromatic number of G, denoted sχ(G),
is the minimum k such that G is strongly k-colourable. This notion was introduced independently
by Alon [2, 4] and Fellows [9] and has been widely studied [10, 26, 21, 7, 1, 25, 22, 24].
The best explicit bound for the strong chromatic number in terms of the maximum degree ∆(G)
that is currently known is sχ(G) ≤ 3∆(G) − 1, proved in [21]. (See also [22] for an asymptotically
better bound.) In [1], Aharoni, Berger, and Ziv give a simpler proof showing the bound sχ(G) ≤
3∆(G). However, none of these results give an efficient algorithm. It is conjectured (see e.g. [1])
that the correct general bound is sχ(G) ≤ 2∆(G), which would be best possible if true [29].
Using the algorithm FindITorBD, an algorithm for strong colouring with 3∆(G)+1 colours was
given in [11], but, as before, this algorithm is efficient only when ∆(G) is constant. In Section 6
we use Theorem 3 to give an efficient algorithm for strong colouring with (3 + ǫ)∆(G) colours for
any fixed ǫ, with no restrictions on ∆(G).
There is a natural notion of fractional strong chromatic number (see Section 6.1), for which the
corresponding fractional version of the above conjecture was proven in [1]. Again this proof is not
algorithmic. We use Theorem 3 to give an algorithmic version of this result, with asymptotically
the same upper bound.
We remark that if our goal was solely to show Corollary 4, then the first and third phase of the
proof of Theorem 3 could be completely omitted, and the second phase could use a much simpler
version of the LLL. However, Corollary 4 would not be enough for our applications such as strong
coloring.
1.1 Notation
Given a graph G = (V (G), E(G)) partitioned into blocks V and a vertex v ∈ V (G), we let V(v)
denote the unique block U ∈ V with v ∈ U . We let N(v) denote the set of neighbours of v in G,
i.e. the set of vertices u ∈ V (G) with uv ∈ E(G), and let n = |V (G)|.
For a weight function w : V (G) → R, we define |w| = ∑v∈V (G) |w(v)|, where |w(v)| is the
absolute value of w(v). For a vertex set U ⊆ V (G), we define wmax(U) = maxu∈U w(u).
2 FindWeightPIT
The starting point for our algorithms is a procedure to find a weighted PIT in a graph. This uses
the main ideas from a construction of Aharoni, Berger, and Ziv [1], and includes FindITorBD as
a subroutine. As we have discussed, this procedure to find a weighted PIT is quite limited on its
own. The main result we will show for this algorithm is the following:
Theorem 5. The algorithm FindWeightPIT takes as input a graph G with a regular vertex partition
V of blocksize b > 2∆(G) and a weight function w : V (G) → Z and finds a PIT in G of weight at
least w(G)b . For fixed b, the runtime is poly(n, |w|).
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The procedure FindWeightPIT is defined as follows:
1: function FindWeightPIT(G,V, w)
2: Set W := {v ∈ V (G) : w(v) = wmax(V(v)) > 0} and W := {U ∩W : U ∈ V, wmax(U) > 0}.
3: Apply FindITorBD to graph G[W ], vertex partition W and params r = ∆(G) + 1, ǫ = 1
8b2
.
4: if FindITorBD(G[W ];W) returns an IT M ′ then
5: return M :=M ′
6: else FindITorBD(G[W ];W) returns B ⊆ W and D ⊆W containing constellation K
7: for all v ∈ V (G) do w′(v) := w(v)− |N(v) ∩D|
8: Recursively call M := FindWeightPIT(G,V, w′).
9: Y := {v ∈ K leaf :W(v) ∈ B, |N(v) ∩D| = 1}.
10: while there is some vertex v ∈ Y \M with N(v) ∩M = ∅ do
11: Choose such a vertex v arbitrarily.
12: Update M ← (M ∪ {v}) \ {x ∈M : V(x) = V(v)}.
13: return M
In the next section, we will analyse FindWeightPIT to show that it satisfies Theorem 5.
2.1 Analysis of FindWeightPIT
When we call FindWeightPIT(G,V, w), it will generate a series of recursive calls. These calls all use
the same graph G and vertex partition V, but use different weight functions w′. Thus, to simplify
our notation, we assume that G,V are fixed throughout, such that B is regular with blocksize
b > 2∆(G). We let V = V (G) and ∆ = ∆(G). We define ǫ = 1
8b2
, which is the parameter used for
FindITorBD.
For a weight function w, let us also define the index of w to be Ind(w) =
∑
U∈V max(0, w
max(U)).
Proposition 6. In line 8 we have Ind(w′) < Ind(w).
Proof. In order to reach line 8, FindITorBD(G[W ];W) must return a non-empty set B ⊆ W of
blocks and vertex set D dominatingWB. Line 2 ensures that w(v) = w
max(V(v)) > 0 for all v ∈W .
As D dominates WB, each vertex v ∈ U for U ∈ B has N(v) ∩D 6= ∅. Hence w′(v) ≤ w(v) − 1
for all such v (line 7). Since w(v) = wmax(U), this implies that
w′
max
(U) = max
u∈U
w′(u) ≤ max
u∈U
w(u) − 1 < wmax(U).
Thus w′max(U) < wmax(U) for all U ∈ B. As B 6= ∅ and wmax(U) > 0 for U ∈ B, this implies
Ind(w′) =
∑
U∈V
max(0, w′
max
(U)) <
∑
U∈V
max(0, wmax(U)) = Ind(w).
Lemma 7. For fixed b, FindWeightPIT terminates in time poly(n, |w|).
Proof. By Proposition 6, each call generates a recursive subproblem with Ind(w′) < Ind(w) strictly.
Since Ind(w′) ≥ 0, the total number of recursive subproblems is at most Ind(w) ≤ |w|.
In line 7, the entries of w′ are changed by an additive factor of at most b2 . There are at
most Ind(w) subproblems, and so each subproblem w˜ encountered has its entries polynomially
bounded compared to the original weights. All the lines of FindWeightPIT, except the loop at
line 10, are clearly poly(n) time and all the arithmetic operations on w˜ can also be easily done in
polylog(|w˜|) = polylog(w) time. Note that G[W ] is r-claw-free with respect to W for r = ∆ + 1.
Also, since ∆ < b/2 and ǫ = 18b2 and b is bounded a constant, FindITorBD runs in poly(n) time.
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The only non-trivial thing to check is that the loop at line 10 terminates after poly(n) iterations.
Each execution of line 12 moves a vertex of Y into M , and the vertex x of M that is removed (if
any) is not in Y because Y is a PIT (and hence each block contains at most one element of Y ). Thus
each iteration of the loop increases |Y ∩M | by one, so it terminates after at most n iterations.
Lemma 8. The set M returned by FindWeightPIT is a PIT of G with respect to V.
Proof. If FindITorBD(G[W ];W) returns an IT, then M is defined in line 5 to be the IT returned
by FindITorBD. Since G[W ] is an induced subgraph of G and the blocks of W are subsets of the
blocks of V, this set M is a PIT of G with respect to V.
When FindITorBD(G[W ];W) returns a set B of blocks and a set D of vertices, FindWeightPIT
is recursively applied to obtain a set M (line 8). By Proposition 6 and induction on the index, we
know that M is a PIT with respect to W and hence also V.
The set M remains a partial transversal throughout the loop at line 10 because line 12 adds a
vertex v ∈ Y \M to M and removes the vertex x of M in the same block as v (if it exists).
To check that M is independent, note that each time M is modified in line 12, the new vertex
v satisfies N(v) ∩M = ∅. Thus M is a PIT of G with respect to V.
Thus FindWeightPIT terminates quickly and returns a PIT. It remains to show that the result-
ing PIT M has high weight. We first show a few preliminary results.
Proposition 9. The value of w′(M) does not decrease during any iteration of the loop at line 10.
Proof. Let v be the vertex chosen in line 11, and let a = wmax(V(v)). By the definition of Y
(line 9), we know that v ∈ W and that v has exactly one neighbour in D. Thus w(v) = a > 0 and
w′(v) = w(v) − 1 = a− 1. Since w is integer-valued, we must have a ≥ 1 and w′(v) ≥ 0.
In line 12, we update M by adding v and removing the vertex set X = {x ∈M : V(v) = V(x)}.
We need to show that a− 1 ≥ w′(X). Since M is a PIT, we know that |X| ≤ 1.
Suppose that X = ∅. In this case, we immediately have w′(X) = 0 ≤ a− 1.
Suppose that X = {x} for x ∈ W . In this case, since V(v) = V(x) = U , we also have
W(x) = W(v) ∈ B. Since D dominates WB, this means that x has at least one neighbour in D,
which implies that w′(X) = w′(x) ≤ w(x)− 1 ≤ a− 1.
Suppose finally that X = {x} for x /∈ W . So w(x) < a. Since w is integer-valued, this implies
that w(x) ≤ a− 1, and so w′(x) ≤ w(x) ≤ a− 1.
Proposition 10. Suppose that FindWeightPIT reaches line 6, and let B and D be the resulting
sets. Then the output M of FindWeightPIT satisfies∑
v∈M
|N(v) ∩D| > (1− 116b) (|B| − 1).
Proof. Let Y be the set generated in line 9. Because of the termination condition of the loop at
line 10, we know that each vertex of v ∈ Y \M has an edge to some vertex u ∈M . Since Y ⊆ K leaf,
we know that Y is independent and so u ∈ M \ Y . This implies that there are at least |Y \M |
edges from M \ Y to Y \M . Since Y ⊆ D, this in turn shows that ∑
v∈M\Y
|N(v) ∩D| ≥ |Y \M |.
Next, consider some vertex v ∈ M ∩ Y . Since D dominates WB and Y ⊆ WB, there is at least
one vertex in N(v)∩D, and hence |N(v)∩D| ≥ 1. This implies that ∑
v∈M∩Y
|N(v)∩D| ≥ |M ∩Y |.
Putting these bounds together, we have∑
v∈M
|N(v) ∩D| =
∑
v∈M\Y
|N(v) ∩D|+
∑
v∈M∩Y
|N(v) ∩D| ≥ |Y \M |+ |Y ∩M | = |Y |.
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To complete the proof, we will show that |Y | > (1− 116b) (|B| − 1). To see this, note that
|Y | ≥ |K leaf| − |{v ∈ K leaf :W(v) /∈ B}| − |{v ∈ K leaf ∩WB : N(v) ∩D| 6= 1}|
By Theorem 1, K is a constellation for some B0 ⊇ B and thus |K leaf| = |B0| − 1. Since K leaf is
a PIT, the set {v ∈ K leaf :W(v) /∈ B} has size at most |B0| − |B|.
Each vertex in K leaf has exactly one neighbour in Kcentre. Thus, if y ∈ K leaf ∩WB has more
than one neighbour in D, then it has a neighbour in J = D \ V (K). (Since D dominates WB, it
must have at least one neighbour in D.) Theorem 1 ensures that |J | < ǫ(|B| − 1). Since ∆ < b/2,
there are fewer than bǫ2 (|B|−1) edges from J to K leaf. Thus, there are fewer than bǫ2 (|B|−1) vertices
v ∈ K leaf ∩WB with |N(v) ∩D| 6= 1.
Recall ǫ = 1
8b2
. Thus, we have
|Y | > (|B0| − 1)− (|B0| − |B|)− bǫ2 (|B| − 1) = (1− 116b )(|B| − 1).
We are now ready to prove that the PIT returned by FindWeightPIT has the desired weight.
Lemma 11. For M = FindWeightPIT(G,V, w), we have w(M) ≥ w(G)/b.
Proof: We prove the statement by induction on Ind(w).
If Ind(w) = 0, then W = ∅ and so FindWeightPIT returns M = ∅ as its PIT. Hence w(M) = 0.
However, Ind(w) = 0 implies that w(v) ≤ 0 for all v ∈ V and so w(G) ≤ 0. Thus w(M) = 0 ≥
w(G)/b.
For the inductive step, suppose Ind(w) > 0. In line 6, FindWeightPIT runs FindITorBD on
inputs G[W ],W. There are two cases.
Case 1. FindITorBD returns a PIT M ′.
Then we have
w(G)
b
=
∑
v∈V (G)
w(v)
b
=
1
b
∑
U∈V
∑
v∈U
w(v) ≤ 1
b
∑
U∈V
|U |wmax(U) ≤
∑
U∈V
wmax(U).
M ′ is an IT on the subgraph G[W ] with vertex partition W. The blocks of W precisely
correspond to the blocks U ∈ V with wmax(U) > 0. Hence w(M ′) =∑U∈V max(0, wmax(U)). Thus
M ′, which is returned by FindWeightPIT, is a PIT of G of weight at least w(G)/b.
Case 2. FindITorBD returns B and D (i.e. lines 6-12 are executed).
Then D dominates WB and D contains the vertices of some constellation K for B0, where
B ⊆ B0 ⊆ W. Let w′ be the weight vector defined in line 7. By Lemma 8, the recursive call
FindWeightPIT(G,V, w′) returns a PIT M at line 8. By Proposition 6, we have Ind(w′) < Ind(w).
Hence, by the induction hypothesis, we have w′(M) ≥ w′(G)/b. By Proposition 9, the value of
w′(M) does not decrease during the loop at line 10. So the final output M also satisfies w′(M) ≥
w′(G)/b. Now note that we have
w′(G) =
∑
v
w′(v) =
∑
v
w(v) −
∑
v
|N(v) ∩D| = w(G)−
∑
v
|N(v) ∩D|.
As |D| < (2 + ǫ)(|B| − 1) and |N(v)| ≤ ∆ for all v, we have∑
v
|N(v) ∩D| =
∑
u∈D
|N(u)| ≤ ∆|D| < (2 + ǫ)∆(|B| − 1)
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Since b ≥ 2∆ + 1, we thus have
w′(M) ≥ w
′(G)
b
>
w(G)
b
− (2 + ǫ)(
b−1
2 )(|B| − 1)
b
=
w(G)
b
− (1 + 1
16b2
) (
1− 1b
)
(|B| − 1).
Also, we have w(M)− w′(M) = ∑
v∈M
(w(v) − w′(v)) = ∑
v∈M
|N(v) ∩D|. By Proposition 10, this
is at least
(
1− 116b
)
(|B| − 1). Thus,
w(M) = w′(M) + (w(M) − w′(M))
>
(
w(G)
b
− (1 + 1
16b2
) (
1− 1b
)
(|B| − 1)
)
+
(
1− 116b
)
(|B| − 1)
=
w(G)
b
+ (|B| − 1) ((1− 116b)− (1 + 116b2 ) (1− 1b)) .
A simple calculation shows that
(
1− 116b
)− (1 + 1
16b2
) (
1− 1b
) ≥ 0 and so w(M) ≥ w(G)/b.
Theorem 5 follows from Lemmas 7, 8, and 11.
2.2 Finding an Independent Transversal
With a few preprocessing steps and quantization steps, we can use FindWeightPIT to find full ITs.
Proposition 12. There is an algorithm that takes as inputs a graph with regular vertex partition
with blocksize b > 2∆(G), and weight function w : V (G)→ Z≥0, and finds an IT in G of weight at
least w(G)b . For fixed b, the runtime is poly(n, |w|).
Proof. Let m = |V|. We apply FindWeightPIT(G,V, w′) for the weight function w′ defined by
w′(v) = w(v) +m|w|. This returns a PIT T of weight at least w′(G)b . For fixed b the runtime is
poly(n, |w′|) and note that |w′| = poly(n, |w|).
We claim that T is in fact a full transversal. If not, then
w′(T ) ≤ (m− 1)(max
u
w′(u)) ≤ (m− 1)(|w| +m|w|) = (m2 − 1)|w|.
On the other hand, we have w
′(G)
b =
w(G)
b +m
2|w| ≥ m2|w|.
Thus T must be a full transversal. So we have w(T ) = w′(T ) − m(m|w|). We have w′(T ) ≥
w′(G)
b =
w(G)
b +m
2|w|, and so w(T ) ≥ w(G)b as desired.
Lemma 13. There is an algorithm that takes as inputs a parameter η > 0, any graph G with
regular vertex partition of blocksize b > 2∆(G) and weight function w : V (G)→ R≥0, and finds an
IT in G of weight at least (1− η)w(G)b . For fixed b, the runtime is poly(n, 1/η).
Proof. If w(G) = 0, then w(v) = 0 for all vertices v and so w is integral; in this case we can apply
Proposition 12 directly. So suppose that w(G) > 0. Now define α = nηw(G) . We define a new weight
function w′ : V (G)→ Z≥0 by w′(v) = ⌊αw(v)⌋ for each v. We apply the algorithm of Lemma 12 to
G with the weight function w′. Note that |w′| ≤ αw(G) = poly(n, 1/η). So for fixed b, the runtime
is polynomial in n and 1/η.
This algorithm generates an IT M of G with w′(M) ≥ w′(G)/b. Here
w′(G) =
∑
v∈V (G)
⌊αw(v)⌋ >
∑
v∈V (G)
(αw(v) − 1) = αw(G) − n.
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Therefore
w(M) =
∑
v∈M
w(v) ≥
∑
v∈M
w′(v)
α
=
w′(M)
α
≥ w
′(G)
bα
>
w(G)
b
− n
bα
=
w(G)
b
(1− η).
Note that the algorithm of Lemma 13 takes as input a real-valued weight function. To be more
rigorous, the weight function should be discretized to some finite precision, and the algorithm would
have some dependence on the number of bits of precision used. We ignore such numerical issues
here and in the remainder of the paper for simplicity of exposition.
3 Degree Reduction
The next step in the proof is to remove the condition that b is constant. Our main tool for this is
the LLL, in particular the constructive LLL algorithm of Moser and Tardos [27]. The basic idea
is to use the LLL for a “degree-splitting” algorithm: we reduce the degree, the block-size, and the
total vertex weight of G by a factor of approximately half. At the end, we scale down the original
graph to a graph with constant degree, at which point we use FindWeightPIT to find an IT.
Let us begin by reviewing the algorithm of Moser and Tardos.
Theorem 14 ([27]). There is a randomized algorithm which takes as input a probability space Ω in
k independent variables X1, ...,Xk along with a collection of “bad” events B in that space, wherein
each bad-event B ∈ B is a Boolean function of a subset of the variables var(B).
If epd ≤ 1, where p = maxB∈B PrΩ(B) and d = maxB∈B |{B′ ∈ B : var(B) ∩ var(B′) 6= ∅}|,
then the algorithm has expected runtime polynomial in |B| and k and outputs a configuration X =
(X1, . . . ,Xk) such that all bad-events B ∈ B are false on X.
One additional feature of this algorithm is critical for our application to weighted ITs. The
Moser-Tardos algorithm is a randomized process which terminates in some configuration X. The
probability distribution on X was analyzed in [13], with additional bounds shown in [18]. One
result of [18], which we present in a simplified form, is the following.
Theorem 15 ([18]). Suppose that Ω,B satisfy the conditions of Theorem 14. Let E be an event in
the probability space Ω which is a Boolean function of a subset of variables var(E), for which there
are r bad-events B ∈ B with the property that var(E) ∩ var(B) 6= ∅. Then the probability that the
output configuration X of the Moser-Tardos algorithm satisfies event E is at most eepr PrΩ(E).
Previous algorithms for ITs were based on applying the Moser-Tardos algorithm for a simple
probabilistic process, in which each block chooses a vertex v and there is a bad-event corresponding
to every edge of G. Even with advanced variants of the LLL, this is not enough to obtain Theorem 3.
Using the Moser-Tardos algorithm, we get the following degree-splitting algorithm.
Lemma 16. There is a randomized algorithm that takes as input a parameter ∆ˆ ≥ 5000, a graph
G satisfying ∆(G) ≤ ∆ˆ, a weight function w : V (G) → R≥0, and a regular vertex partition V with
blocksize b such that 2∆ˆ ≤ b ≤ 3∆ˆ.
It generates a vertex set V ′ ⊆ V (G) and a regular vertex partition V ′ of the induced subgraph
G′ = G[V ′] with blocksize b′ = ⌈b/2⌉, and ∆(G′) ≤ ∆ˆ2 + 10
√
∆ˆ log ∆ˆ, and w(G
′)
b′ ≥ w(G)b (1− ∆ˆ−10).
The expected runtime is poly(n).
Proof. We will use Theorem 14 for this construction. The probability space Ω has a variable XU
for each block U ∈ V; the distribution of XU is to select a uniformly random subset U ′ ⊆ U of
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size exactly b′. We will set V ′ =
⋃
U∈V XU and V ′ = {XU | U ∈ V}. For each vertex v, we have a
bad-event Bv that v has more than t =
∆ˆ
2 + 10
√
∆ˆ log ∆ˆ neighbours in V ′.
We need to calculate the parameters p and d. Consider some vertex v and bad-event Bv. This
bad-event Bv is affected by the choice of XV(u) for each neighbour u of v. Each choice of XU , in
turn, affects Bw for any vertex w with a neighbour in U . In total, Bv can affect at most b∆(G)
2
other vertices. Hence b ≤ 3∆ˆ and ∆(G) ≤ ∆ˆ ensure that this is at most 3∆ˆ3.
Next, we examine the probability of Bv. If N(v) = {y1, . . . , yk}, then the degree of v in V ′ is the
sum Y =
∑k
j=1 Yj, where Yj is the indicator that yj ∈ V ′. The random variables Yj are negatively
correlated and Y has mean µ = kb
′
b ≤ ∆ˆ2 + ∆ˆb . Thus b ≥ 2∆ˆ ensures that this is at most µˆ = ∆ˆ+12 .
We will apply Chernoff’s bound (which applies to sums of negatively correlated random vari-
ables), to compute the probability that Y ≥ t. Note that µˆ is an upper bound on the true mean µ
of Y , and value t represents a multiplicative deviation of δ = tµˆ −1 = 20
√
∆ˆ log ∆ˆ−1
∆ˆ+1
over the value µˆ.
One can easily verify that δ ∈ (0, 1) for ∆ˆ ≥ 5000, so we use the cruder Chernoff bound formula:
Pr(Y ≥ µˆ(1 + δ)) ≤ e−µˆδ2/3,
where µˆ is an upper bound on µ. Here, simple analysis shows that for ∆ˆ ≥ 5000, we have µˆδ2/3 ≥
66 log ∆ˆ, and so overall, the bad-event Bv has probability at most ∆ˆ
−66.
Thus p ≤ ∆ˆ−66 and d ≤ 3∆ˆ3, and so epd ≤ 1. By Theorem 14, then, the Moser-Tardos algorithm
generates, in polynomial time, a configuration avoiding all such bad-events Bv. By construction,
the graph G′ = G[V ′] is partitioned into blocks of size exactly b′ and has maximum degree at most
t = ∆ˆ2 + 10
√
∆ˆ log ∆ˆ.
It remains to analyse w(G′). By Theorem 15, for any block U ∈ V and fixed set A ⊆ U ,
the probability of an event XU = A in the output of the MT algorithm is at most e
epr times its
probability in the original probability space Ω, where r is the number of bad-events affecting event
XU = A. The original sampling probability is 1/
(
b
b′
)
from the uniform distribution and we have
already seen that the number of events affecting XU is at most r = 3∆ˆ
3. Thus,
Pr(XU = A) ≤ e
e∆ˆ−66×3∆ˆ3(
b
b′
) .
Simple analysis shows that for ∆ˆ ≥ 5000, we have ee∆ˆ−66×3∆ˆ3 ≤ 1 + ∆ˆ−11. Therefore, we have
E[w(XU )] = w(U)−
∑
A⊆U
|A|=b′
Pr(XU = A)w(U \A) ≥ w(U)− 1 + ∆ˆ
−11(
b
b′
) ∑
A⊆U
|A|=b′
w(U \ A)
= w(U)− 1 + ∆ˆ
−11( b
b′
) ∑
u∈U
w(u)
∑
A⊆U,|A|=b′,u/∈A
1 = w(U) − 1 + ∆ˆ
−11( b
b′
) w(U)(b−1b′ )
= w(U)
(
1− (1− b′b )(1 + ∆ˆ−11)) ≥ w(U)( b′b − ∆ˆ−11).
Summing over all blocks U ∈ V, and noting b′ ≥ b/2, this gives
E[w(G′)] ≥ w(G)( b′b − ∆ˆ−11) ≥ b
′
b w(G)(1 − 2∆ˆ−11).
We can repeat this process until we get a configuration with the desired weight b
′
b w(G)(1−∆ˆ−10).
Since w(G′) ≤ w(G), the number of repetitions of this process needed until this occurs is O(∆ˆ10) =
poly(n). Each iteration of this procedure has expected runtime poly(n).
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Lemma 17. There is a randomized algorithm that takes as input parameters ǫ, λ ∈ (0, 1), a graph
G with a regular partition of blocksize b ≥ (2 + ǫ)∆(G), and a weight function w : V (G)→ R≥0. It
generates an IT M of G with
w(M) ≥ w(G)
b
(1− λ).
For fixed ǫ and λ, the expected runtime is poly(n).
Proof. Let us define ∆ˆ = b2+ǫ . Our strategy will be to repeatedly apply Lemma 16 for t =
max
(
0,
⌊
log2
∆ˆǫ3λ3
C
⌋)
rounds, where C is a constant to be specified. This generates a series of
graphs Gi for i = 0, . . . , t where G = G0 ⊇ G1 ⊇ · · · ⊇ Gt. At the end of this process, we will finish
by applying Lemma 13 to the graph G′ = Gt to get M . We need to check that the preconditions
are satisfied for every iteration of Lemma 16 and for the final application of Lemma 13.
As we apply Lemma 16, we ensure that each graph Gi has a regular vertex partition of blocksize
bi and has maximum degree bounded by a certain parameter ∆ˆi. The parameters bi, ∆ˆi will be
given initially by
b0 = b, ∆ˆ0 = ∆ˆ =
b
2 + ǫ
and, assuming that the preconditions of Lemma 16 remained satisfied, thereafter by
bi+1 = ⌈bi/2⌉ , ∆ˆi+1 = ∆ˆi2 + 10
√
∆ˆi log ∆ˆi
Let us first estimate the values ∆ˆi. It is clear that ∆ˆi ≥ ∆ˆ2−i and so, by our choice of t, we
have that ∆ˆi ≥ ∆ˆt ≥ Cǫ3λ3 ≥ C for all i. For an upper bound, we claim that
∆ˆi ≤ ∆ˆ2−i + (∆ˆ2−i)2/3. (1)
Note that, as ∆ˆi ≥ ∆ˆ2−i ≥ C, this implies that for C sufficiently large, we have
∆ˆi ≤ 21−i∆ˆ. (2)
We show Eq. (1) by induction on i. The base case i = 0 is clear. For the induction step, we
have ∆ˆi+1 =
∆ˆi
2 + 10
√
∆ˆi log ∆ˆi; applying the induction hypothesis and using Eq. (2) gives
∆ˆi+1 ≤ ∆2−i−1 + (∆ˆ2
−i)2/3
2 + 10
√
21−i∆ˆ log(21−i∆ˆ)
≤ ∆ˆ2−i−1 + (∆ˆ2−i−1)2/3 − 0.1(∆ˆ2−i)2/3 + 10
√
21−i∆ˆ log(21−i∆ˆ).
Note that ∆ˆ2−i ≥ C, and so for C sufficiently large, this is at most ∆ˆ2−i−1 + (∆ˆ2−i−1)2/3.
In order to apply Lemma 16, we need to show that 2∆ˆi ≤ bi ≤ 3∆ˆi for i < t. This holds at
i = 0 by definition of ∆ˆ0. To show that the upper bound is maintained, we have
bi+1
∆ˆi+1
≤ bi/2 + 1/2
∆ˆi/2 + 10
√
∆ˆi log ∆ˆi
.
Simple calculations show that this is less than bi
∆ˆi
for ∆ˆi ≥ C and C sufficiently large. Thus, an
induction on i shows that bi ≤ 3∆ˆi for all i.
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For the lower bound, note that bi ≥ 2−ib. For i ≤ t we have ∆ˆ2−i ≥ ∆ˆ2−t ≥ Cǫ3λ3 , and so
Eq. (1) implies that ∆ˆi ≤ ∆ˆ2−i
(
1 + C
ǫ3λ3
)−1/3
. This implies that
bi − 2∆ˆi ≥ 2−ib− 2× 2−i∆ˆ
(
1 + ǫλ
C1/3
)
= 2−i
(
b− 2∆ˆ − 2∆ˆǫλ
C1/3
)
= 2−i
(
ǫλ∆ˆ− ǫλ∆ˆ
C1/3
)
,
which is positive for C > 1. This shows that bi > 2∆ˆi as needed.
Since ∆ˆi ≥ C for i ≤ t, by choosing C ≥ 5000 we also ensure that ∆ˆi ≥ 5000 as needed. Thus,
we can apply Lemma 16 for all t rounds, in poly(n) expected time.
Finally, let us check the preconditions of Lemma 13 applied to the graph G′ with parameter
η = λ/2. To show that bt > 2∆(G
′), we observe that ∆(G′) ≤ ∆ˆt and we have already shown that
bt > 2∆ˆt. The bound of Eq. (2) and the definition of t imply that ∆ˆt ≤ 21−t∆ˆ ≤ 4Cǫ3λ3 , and we know
that bt ≤ 3∆ˆt. So, for fixed ǫ, λ, and with our choice of η, the runtime of Lemma 13 is poly(n).
It remains to analyse the value w(G′). Let us define Wi = w(Gi), and note that W0 = w(G).
Since the conditions of Lemma 16 hold at each iteration, we have
Wi+1
bi+1
≥ Wi
bi
(1− ∆ˆ−10i ).
for i = 0, . . . , t− 1. So we can compute:
Wt
bt
≥ w(G)
b
t∏
i=0
(1− ∆ˆ−10i ) ≥
w(G)
b
t∏
i=0
e−∆ˆ
−10
i /2 =
w(G)
b
e−
∑t
i=0 ∆ˆ
−10
i
2 .
Noting that ∆ˆi ≥ ∆ˆ2−i for each i, the sum here is bounded by 2× (2−t∆ˆ)−10. By our choice of
t, this is at most 2× ( Cǫ3λ3 )−10, which is at most λ/10 for C ≥ 2 and ǫ, λ < 1. Thus
Wt
bt
≥ w(G)
b
e−λ/10 ≥ w(G)
b
(1− λ/2).
Thus, applying Lemma 13 to graph G′ with parameter η produces an IT M of weight
w(M) ≥ w(Gt)
bt
(1− η) ≥ w(G)
b
(1− λ2 )(1− λ2 ) ≥
w(G)
b
(1− λ).
We remark that the construction in this section is the only place this algorithm requires ran-
domization. It is possible to derandomize the Moser-Tardos algorithm in this setting, obtaining
deterministic algorithms for weighted independent transversals. This requires significant technical
analysis of the Moser-Tardos algorithm, beyond the scope of this paper; see [15] for further details.
4 An LP for Weighted PITs
To finish the proof of Theorem 3, we need to remove the undesirable term 1 − λ from Lemma 17.
For maximum generality, we use an LP formulation of [1] for the existence of weighted PITs, which
relaxes the condition b ≥ (2 + ǫ)∆ to allow the vertices to be taken with a fractional multiplicity
γv ∈ [0, 1]. This fractional multiplicity is taken into account both for the vertex degrees and for
the block sizes.
Formally, given a graph G, vertex partition V, weight function w : V (G) → R, and a value
δ ∈ R≥0, we define τG,w,δ to be the largest objective function value to the following LP which we
denote PG,δ. (Here, δ here plays the role of 12+ǫ .)
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max
∑
v∈V (G)
w(v)γv
subject to
∑
u∈N(v)
γu ≤ δ ∀v ∈ V (G)∑
v∈U
γv ≤ 1 ∀U ∈ V
0 ≤ γv ≤ 1 ∀v ∈ V (G).
Aharoni, Berger, and Ziv [1] proved the following.
Theorem 18 ([1]). For any vertex weight function w, there is a PIT of G of weight at least τG,w,1/2.
In [1] it is shown how Theorem 18 generalizes [19, 20] (i.e. the non-algorithmic version of
Corollary 2), and how it implies that every graph G is fractionally strongly 2∆(G)-colourable (see
Section 6.1). In fact, the definition used in [1] is formulated in terms of the dual LP, but our
definition will be more convenient algorithmically.
A closely related LP is used for weighted ITs instead of weighted PITs; we define τ∗G,w,δ to be
the largest objective function value to the following LP, which we denote P∗G,δ.
max
∑
v∈V (G)
w(v)γv
subject to
∑
u∈N(v)
γu ≤ δ ∀v ∈ V (G)∑
v∈U
γv = 1 ∀U ∈ V
0 ≤ γv ≤ 1 ∀v ∈ V (G).
If this LP is not feasible, we have P∗G,δ = ∅ and we define τ∗G,w,δ = −∞. We get the following
algorithmic version of Theorem 18 by discretization followed by applying Lemma 17.
Proposition 19. There is a randomized algorithm which takes as input parameters δ, λ ∈ (0, 1/2),
a graph G partitioned into blocks V, a vector γ in P∗G,δ, and a weight function w : V (G) → R≥0,
and returns an IT M of G with
w(M) ≥ (1− λ)
∑
v∈V (G)
γvw(v).
For fixed δ and λ, the expected runtime is poly(n).
Proof. Let ǫ = 1/2 − δ. We form a new graph G′ which is a blow-up of G by independent sets
as follows: for each vertex v ∈ V (G), create ⌈tγv⌉ new vertices in V (G′) where t =
⌈
2n
ǫλ
⌉
. Corre-
spondingly, define a map f : V (G′) → V (G) by setting f(u) to be the unique vertex v ∈ V (G)
such that u is created from v ∈ V (G). The edge set E(G′) is defined by having an edge u1u2 iff
f(u1)f(u2) ∈ E(G). We partition V (G′) into blocks V ′ = {f−1(U) : U ∈ V}. We also define a
weight function w′ : V (G′)→ R≥0 by w′(u) = w(f(u)).
Consider some vertex u ∈ V (G′) with f(u) = v ∈ V (G). Since γ satisfies the LP, we have
deg(u) =
∑
x∈N(v)
⌈tγx⌉ ≤
∑
x∈N(v)
(tγx + 1) ≤ n+ t
∑
x∈N(v)
γx ≤ n+ tδ.
Similarly, the size of each block U ′ = f−1(U) ∈ V ′ can be bounded as:
|U ′| =
∑
x∈U
⌈tγx⌉ ≤
∑
x∈U
(tγx + 1) ≤ n+ t, |U ′| =
∑
x∈U
⌈tγx⌉ ≥
∑
x∈U
tγx = t.
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Let us form a new graph G′′ by discarding the lowest-weight |U ′| − t vertices in each block
U ′ ∈ V ′. In light of the above bounds, this is well-defined and causes the remaining blocks to have
size exactly b = t. Also, since we are only discarding vertices, we have ∆(G′′) ≤ ∆(G′) ≤ n+ tδ.
For ǫ′ = ǫ1−ǫ > 0 and ǫ < 1/2, we can calculate:
b
∆(G′′)
≥ t
n+ tδ
=
1
n/t+ δ
≥ 1ǫ
2 + (1/2 − ǫ)
= 2(1 + ǫ′).
Let λ′ = λ/2, and apply Lemma 17 to the graph G′′ with parameters ǫ′, λ′ in place of ǫ, λ. This
gives an IT M ′′ of G′′ with w′(M ′′) ≥ w′(G′′)b (1− λ2 ). The corresponding set M = f(M ′′) is an IT
of G with weight w(M) = w′(M ′′).
Since the blocks U ′ ∈ V ′ had original size at most n+ t, discarding the excess vertices from each
block U ′ can only reduce the weight by a factor of nn+t , and so w
′(G′′) ≥ tn+tw′(G′). We calculate
w′(G′) =
∑
u∈V (G)
w′(u) =
∑
v∈V (G)
⌈tγv⌉w(v) ≥ t
∑
v∈V (G)
γvw(v).
Thus, we have
w(M) ≥ w
′(G′′)
b
(1− λ2 ) ≥
t
n+ t
× (1− λ2 )
∑
v∈V (G)
γvw(v).
By our choice of t, we have n/t ≤ λ/2, and so this is at least (1− λ)∑v∈V (G) γvw(v).
For fixed δ and λ, we have t ≤ poly(n) and hence |V (G′′)| ≤ poly(n); furthermore, ǫ′, λ′ are
fixed if δ, λ are. So in this case the expected runtime is poly(n).
We can now finish by removing the undesired factor of 1− λ.
Theorem 20. There is a randomized algorithm which takes as input a parameter δ ∈ (0, 1/2), a
graph G partitioned into blocks V with P∗G,δ 6= ∅, and a weight function w : V (G)→ R, and returns
an IT M of G with w(M) ≥ τ∗G,w,δ. For fixed δ, the expected runtime is poly(n).
Proof. Let ǫ = 1/2 − δ. We begin by sorting the vertices in each block in non-increasing order of
weight; the vertices in block U ∈ V are labeled as vU,1, vU,2, . . . , vU,tU with w(vU,1) ≥ w(vU,2) ≥
· · · ≥ w(vU,tU ). To simplify the notation, let us write wU,j as short-hand for w(vU,j).
Next, we solve the LP to obtain a solution γ ∈ P∗G,δ with
∑
v∈V (G) γvw(v) = τ
∗
G,w,δ. This takes
poly(n) time since P∗G,δ has poly(n) constraints. To simplify the notation, let us write γU,j instead
of γvU,j for a vertex vU,j.
Since
∑
v∈U γv = 1, each block U has a smallest index sU such that
sU∑
k=1
γU,k ≥ 1− ǫ.
Let us form a new graph G′ by discarding from G all the vertices vU,j with j > sU in each block
U ∈ V. Define now a new weight function w′ : V (G′) → R≥0 by setting w′(v) = w(v) − wU,sU for
v ∈ U . (Because of the sorted order of the vertices, we have w′(v) ≥ 0 for each vertex v ∈ V (G′))
We also define a vector γ′ ∈ [0, 1]V (G′); again, to simplify the notation we write γ′U,j instead of
γ′vU,j . The vector γ
′ is defined by
γ′U,j =
{γU,j
1−ǫ if j < sU
1−
∑sU−1
k=1 γU,k
1−ǫ if j = sU .
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Note that γ′U,sU ≥ 0 by definition of sU . Let us first observe that for all U, j it holds that
γ′U,j ≤
γU,j
1− ǫ . (3)
This is clear for j < sU . To see it holds for j = sU , we have
γ′U,j
γU,j
=
1− ǫ−∑sU−1k=1 γU,k
(1− ǫ)γU,sU
=
1− ǫ−∑sUk=1 γU,k + γU,sU
(1− ǫ)γU,sU
≤ γU,sU
(1− ǫ)γU,sU
=
1
1− ǫ .
Next, we claim that γ′ ∈ P∗G′,δ′ where δ′ = 1/2−ǫ1−ǫ ∈ (0, 1/2). To see this, note that the
constraint
∑
k γ
′
U,k = 1 follows from the definition of γ
′
U,sU
. The constraint
∑
u∈N(v) γ
′
u ≤ δ′ follows
from Eq. (3) and the fact that γ ∈ P∗G,δ.
Let us set λ′ = ǫ and apply Proposition 19 to G′, w′, γ′, δ′, λ′ to get an IT M of G′ with
w′(M) ≥ (1− λ′)
∑
v∈V (G′)
γ′vw
′(v) =
1− λ′
1− ǫ
∑
U∈V
sU−1∑
j=1
γU,j(wU,j −wU,sU ) =
∑
U∈V
sU−1∑
j=1
γU,j(wU,j −wU,sU ),
where note that we omit the summand j = sU since w
′(vU,sU ) = 0. When δ is fixed, then so are
δ′, λ′ so this runs in expected poly(n) time.
Since M is an IT of G′, we thus have
w(M) =
∑
U∈V
∑
v∈M∩U
w(v) =
∑
U
wU,sU +
∑
v∈M∩U
w′(v) = w′(M) +
∑
U
wU,sU
≥
∑
U
(
wU,sU +
sU−1∑
j=1
γU,j(wU,j − wU,sU )
)
=
∑
U
(
wU,sU +
tU∑
j=1
γU,j(wU,j − wU,sU )−
tU∑
j=sU
γU,j(wU,j − wU,sU )
)
.
Since
∑tU
j=1 γU,j = 1 and
∑
U
∑tU
j=1 γU,jwU,j = τ
∗
G,w,δ, this is equal to
τ∗G,w,δ −
∑
U∈V
tU∑
j=sU
γU,j(wU,j − wU,sU ).
Furthermore, since wU,j ≤ wU,sU for j > sU , this in turn is at least τ∗G,w,δ.
As a simple corollary, this gives Theorem 3 (stated again here for convenience).
Theorem 3. There is a randomized algorithm A∗ which takes as inputs a parameter ǫ > 0, a
graph G with regular vertex partition V with blocksize b ≥ (2 + ǫ)∆(G), and a weight function
w : V (G) → R, and finds an IT in G with weight at least w(G)b . For fixed ǫ, the expected runtime
is poly(n).
Proof. Let δ = 12+ǫ and observe that γv =
1
b is a solution to P∗G,δ, since every vertex v has∑
u∈N(v)
γu =
∑
u∈N(v)
1
b
≤ ∆(G)
b
≤ 1
2 + ǫ
= δ,
and clearly
∑
v∈U γv = 1 for each block U ∈ V. We thus have τ∗G,w,δ ≥
∑
v γvw(v) = w(G)/b. Now
apply Theorem 20 with parameter δ; note that if ǫ is fixed then so is δ.
15
This can also be used to show an analogue of Theorem 18:
Corollary 21. There is a randomized algorithm which takes as inputs a parameter δ ∈ (0, 1/2), a
graph G with a vertex partition V and a weight function w : V (G)→ R, and finds a PIT in G with
weight at least τG,w,δ. For fixed δ, the expected runtime is poly(n).
Proof. For each block U , add a dummy vertex xU which has no edges and has weight zero. Let G
′
be the resulting graph. Observe that any solution to PG,δ corresponds a solution to P∗G′,δ (we can
simply set γxU = 1 −
∑
v∈U γv). Thus, applying Theorem 20 to graph G
′, we get an IT M ′ with
weight τ∗G′,w,δ = τG,w,δ. After removing the dummy vertices from M
′, we get a PIT M of G with
w(M) = w(M ′) ≥ τG,w,δ.
5 Independent Transversals with Vertex Restrictions
A number of combinatorial constructions use independent transversals, but require additional con-
straints on the vertices. One common type of restriction is that the IT must be disjoint to a given
set L ⊆ V (G), for example, this is required in the construction of [24] as well as our later appli-
cations to strong colouring. Some of the LLL-based constructions for ITs give efficient algorithms
which accomodate this restriction, sometimes with additional slack in the parameters [14].
Using our results on weighted independent transversals, we can obtain the following crisp char-
acterization of this:
Theorem 22. There is a randomized algorithm which takes as inputs a parameter ǫ > 0, a graph
G with vertex partition V satisying bmin(V) ≥ (2 + ǫ)∆(G), and a vertex set L ⊆ V (G) of size
|L| < bmin(V). It returns an IT M with M ∩ L = ∅. For fixed ǫ, the expected runtime is poly(n).
Proof. Define a weight function on V (G) by w(v) = −1 for v ∈ L and w(v) = 0 for v /∈ L. We
claim that τ∗G,w,δ > −1 for δ = 12+ǫ . To see this, observe that setting γv = 1/|V(v)| for each vertex v
defines a feasible solution to P∗G,δ, and it has
∑
v∈V (G) γvw(v) ≥
∑
v∈L
−1
|V(v)| ≥ −|L|/bmin(V) > −1.
Now run the algorithm of Theorem 20 with respect to graph G and weight function w. This
generates an IT M with w(M) ≥ τ∗G,w,δ > −1. Since w takes only the values −1 and 0, it must be
that w(M) = 0 and hence M ∩ L = ∅.
We remark that Theorem 22 demonstrates the power of weighted independent transversals, even
in contexts where there is no overt weight function. As a simple corollary of Theorem 22, we can
also get ITs which include certain given vertices.
Corollary 23. There is a randomized algorithm which takes as inputs a parameter ǫ > 0, a graph
G with vertex partition V satisfying bmin(V) ≥ (2 + ǫ)∆(G), and a pair of vertices v1, v2 ∈ V (G)
with V(v1) = V(v2). It returns a pair of ITs M1 and M2 of G such that v1 ∈ M1, v2 ∈ M2 and
M1 \ {v1} =M2 \ {v2}. For fixed ǫ, the expected runtime is poly(n).
Proof. Let U = V(v1) = V(v2). Consider the graph G′ = G[V (G) − U ] with associated partition
V−{U}. Now apply Theorem 22 to graph G′ with L = N(v1)∪N(v2). Here |L| ≤ 2∆(G) < bmin(V)
as required. This generates an IT M ′ of G′; now set Mi =M
′ ∪ {vi} for i = 1, 2.
By applying Corollary 23 with v1 = v2, we get the following even simpler corollary:
Corollary 24. There is a randomized algorithm which takes as inputs a parameter ǫ > 0, a graph
G with vertex partition V satisfying bmin(V) ≥ (2 + ǫ)∆(G), and a vertex v ∈ V (G), and returns
an IT M ∋ v. For fixed ǫ, the expected runtime is poly(n).
We note that the result of [24] uses a (non-constructive) version of Corollary 23. It is obtained
there from a (non-algorithmic) analogue of FindITorBD, without using weighted ITs.
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6 Strong Colouring
The proof in [1] that the strong chromatic number sχ(G) satisfies sχ(G) ≤ 3∆(G) uses a modifica-
tion of the result of [19, 20], that gives a sufficient condition for the existence of an IT containing
a specified vertex. Using Corollary 24 for this instead, we obtain the following algorithmic result
for strong colouring.
Corollary 25. There is a randomized algorithm that takes as input a parameter ǫ > 0 and a graph
G with a regular vertex partition of blocksize b ≥ (3 + ǫ)∆(G), and returns a strong b-colouring of
G with respect to the given partition. For fixed ǫ, the expected runtime is poly(n).
Since the proof of Corollary 25 is essentially the same as that of [1], here we just give a sketch.
We begin with a partial strong b-colouring c of G with respect to the given vertex partition V, an
uncoloured vertex v, and a colour α not used by c on the block V(v). Define a new graph G′ by
removing from each U ∈ V the vertices whose colour appears on the neighbourhood of the vertex
wU in U coloured α (if it exists). This reduces the size of each class by at most ∆(G). Then
we apply Corollary 24 to find an IT Y of G′ containing v. As shown in [1], the modification of
c obtained by giving each yU ∈ Y ∩ U colour α, and each wU colour c(yU ), is a partial strong
b-colouring that colours more vertices than c did (in particular it colours v). Hence in at most n
such steps we construct a strong b-colouring of G.
6.1 Fractional Strong Colouring
Analogous to the connection between chromatic number and fractional chromatic number, there is
a fractional version of strong colouring for a graph G with a regular vertex partition of blocksize b.
By LP duality, this has two equivalent definitions:
(Primal) For all weight functions w : V (G)→ R, there exists an IT M of G with w(M) ≥ w(G)/b.
(Dual) There exists a function f mapping each IT M of G to a real number f(M) ∈ [0, 1] such that∑
M f(M) = b and for all vertices v ∈ V (G) it holds
∑
M∋v f(M) = 1.
Observe that if the function f in the dual definition takes values in the range f(M) ∈ {0, 1},
then f is a strong colouring with respect to the vertex partition.
Using Theorem 18, Aharoni, Berger, and Ziv [1] proved the fractional version of the strong
colouring conjecture mentioned in Section 1.
Theorem 26 ([1]). Every graph G is fractionally strongly 2∆(G)-colourable.
While the primal and dual properties are equivalent from a combinatorial point of view, they
are quite different algorithmically. Theorem 3 can be viewed as an algorithmic counterpart to the
primal definition of fractional strong colouring. Using Theorem 3 with a Multiplicative Weights
Update (MWU) framework, we also get an algorithmic counterpart to the dual.
Theorem 27. There is a randomized algorithm that takes as input parameters η, ǫ ∈ (0, 1) and a
graph G with a regular vertex partition of blocksize b ≥ (2 + ǫ)∆(G), and returns a collection of
ITs M of G such that each vertex of G appears in at least (1−η)|M|b and at most (1+η)|M|b of the
elements of M. For fixed ǫ, the expected runtime is poly(n, 1/η),
To see the connection with dual strong colouring, let f(M) = b|M| for each M ∈ M and
f(M) = 0 for all other ITs M . This satisfies
∑
M f(M) = b and for every v ∈ V (G) we have∑
M∋v f(M) ∈ [1− η, 1 + η].
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Proof of Theorem 27. Let us define α = η2b and k = ⌈2b
2 logn
αη ⌉, and execute the following procedure.
1: for i = 1, . . . , k + 1 do
2: Define the weight function wi by wi(v) = (1 + α)
# indices j < i with v /∈Mj
3: Apply A∗ to (G;wi;V) to obtain an IT Mi with wi(Mi) ≥ wi(G)/b.
4: return M = {M1, . . . ,Mk}
By Theorem 3, each iteration runs in expected time poly(n), and the total number of iterations
is k + 1 ≤ poly(n, 1/η).
Fix v ∈ V (G) and let j denote the number of indices i with v ∈Mi. We need to show that j is
close to kb . To see this, first note that wk+1(G) ≥ wk+1(v) = (1 + α)k−j . On the other hand, for
each 1 ≤ i ≤ k we have
wi+1(G) = (1 + α)wi(G) − αwi(Mi) ≤ (1 + α)wi(G)− αwi(G)b = wi(G)(1 + α− αb ).
As w1(G) = n, this shows that wk+1(G) ≤ n
(
1 + α− αb
)k
. Hence we find
(1 + α)k−j ≤ wk+1(G) ≤ n
(
1 + α− αb
)k
,
which, after cross-multiplying and using the bound 1 + x ≤ ex, implies that
1 ≤ (1 + α)jn
(
1− α
b(1 + α)
)k ≤ neαj− αkb(1+α) .
Taking logarithms, this implies that jk ≥ 1b(1+α) − lognkα . By choice of α and k we get that 11+α ≥
1− α = 1− η2b , and that lognkα ≤ η2b2 . Therefore
j
k
≥ 1−
η
2b
b
− η
2b2
=
1− η/b
b
,
which is even stronger than our claim.
To show the upper bound on j, note the other b − 1 vertices in the block of v appear k − j
times, which implies that one of these vertices appears at most (k− j)/(b− 1) times. But, we have
already shown that each vertex appears at least k(1− η/b)/b times, and so
k − j
b− 1 ≥
k(1− η/b)
b
,
which further implies
j
k
≤ bη + b− η
b2
≤ 1 + η
b
.
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