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Abstract
We will study some modifications to the notion of an exact C∗-algebra by replacing the minimal tensor
product with the reduced free product. First we will demonstrate how the reduced free product of a
short exact sequence of C∗-algebras with another C∗-algebra may be taken. It will then be demonstrated
that this operation preserves exact sequences. We will also establish that adjoining arbitrary k-tuples of
operators in a free way behaves well with respect to taking ultrapowers.
1 Introduction
The notion of an exact C∗-algebra has played a fundamental role in the theory of C∗-algebras and has
been well-studied by Kirchberg, Wassermann, and others (see [7] and [17]). Exact C∗-algebras are generally
well-behaved and many of the common and interesting examples of C∗-algebras are exact. In addition, the
property that a C∗-algebra is exact is preserved under many common operations such as taking subalgebras,
taking direct sums, taking minimal tensor products, and taking reduced free products (for example, see [3]
and the references therein).
Over the years many equivalent definitions of an exact C∗-algebra have been developed and the most
common are listed in the following theorem. In this theorem (and for the rest of this paper) B(H) will denote
the space of bounded linear maps on a Hilbert space H,Mn(C) will denote the n×n matrices with complex
entries, A⊙ B will denote the algebraic tensor product of two algebras A and B, and A⊗min B will denote
the minimal tensor product of two C∗-algebras A and B.
Theorem 1.1 (Due to Kirchberg, Wassermann, and others; see [3] for the proof of the first four equivalences).
Let B be a C∗-algebra. Then the following are equivalent:
1. There exists a Hilbert space H, a faithful representation σ : B→ B(H), and nets (ϕλ : B→Mnλ(C))Λ
and (ψλ :Mnλ(C)→ B(H))Λ of contractive, completely positive maps such that
lim
Λ
‖σ(B)− ψλ(ϕλ(B))‖ = 0
for all B ∈ B.
2. For every Hilbert space H and faithful representation σ : B → B(H) there exists nets (ϕλ : B →
Mnλ(C))Λ and (ψλ :Mnλ(C)→ B(H))Λ of contractive, completely positive maps such that
lim
Λ
‖σ(B)− ψλ(ϕλ(B))‖ = 0
for all B ∈ B.
3. For every exact sequence of C∗-algebras 0→ J i→ A q→ (A/J)→ 0 the sequence
0→ J⊗min B i⊗IdB→ A⊗min B q⊗IdB→ (A/J)⊗min B→ 0
is exact.
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4. For any sequence (An)n≥1 of unital C∗-algebras the ∗-homomorphism(∏
n≥1 An⊕
n≥1 An
)
⊙B→
(∏
n≥1 An
)
⊗min B(⊕
n≥1 An
)
⊗min B
defined by (An)n≥1 +⊕
n≥1
An
 ⊗B 7→ (An)n≥1 ⊗ B +
⊕
n≥1
An
⊗min B
is continuous with respect to the minimal tensor norm on
(∏
n≥1 An⊕
n≥1 An
)
⊙B.
5. If An and A are unital C
∗-algebras, k ∈ N, A1, . . . , Ak ∈ A, and {Ai,n}ki=1 ⊆ An are such that
‖p(A1, . . . , Ak)‖A = lim supn→∞ ‖p(A1,n, . . . , Ak,n)‖An for every polynomials p in k non-commutating
variables and their complex conjugates, then for all B1, . . . , Bk ∈ B∥∥∥∥∥
k∑
i=1
Ai ⊗Bi
∥∥∥∥∥
A⊗minB
= lim sup
n→∞
∥∥∥∥∥
k∑
i=1
Ai,n ⊗Bi
∥∥∥∥∥
An⊗minB
.
If any of the above conditions hold then B is said to be an exact C∗-algebra.
As the proof that the fifth statement of Theorem 1.1 is equivalent to the others is not standard, we
present the proof here.
Proof that the fifth statement of Theorem 1.1 is equivalent to the fourth statement. Let (An)n≥1 be a sequence
of unital C∗-algebras and let
T =
k∑
i=1
Ai ⊗Bi ∈
(∏
n≥1 An⊕
n≥1 An
)
⊙B
be arbitrary. For all i ∈ {1, . . . , k} there exists Ai,n ∈ An such that
‖p(A1, . . . , Ak)‖A = lim sup
n→∞
‖p(A1,n, . . . , Ak,n)‖An
for every polynomials p in k non-commutating variables and their complex conjugates (that is, choose a
lifting of each Ai). If B satisfies the fifth statement of Theorem 1.1 then
‖T ‖( ∏
n≥1 An⊕
n≥1 An
)
⊗minB
= lim sup
n→∞
∥∥∥∥∥
k∑
i=1
Ai,n ⊗Bi
∥∥∥∥∥
An⊗minB
=
∥∥∥∥∥∥
(
k∑
i=1
Ai,n ⊗Bi
)
n≥1
+
⊕
n≥1
(An ⊗min B)
∥∥∥∥∥∥ ∏
n≥1(An⊗minB)⊕
n≥1(An⊗minB)
=
∥∥∥∥∥∥
k∑
i=1
(Ai,n)n≥1 ⊗Bi +
⊕
n≥1
An
 ⊗min B
∥∥∥∥∥∥ (∏n≥1 An)⊗minB
(⊕n≥1 An)⊗minB
where the last equality follows from Lemma 1.2. Thus the fifth statement of Theorem 1.1 implies the fourth
statement.
For the other direction, suppose B satisfies the fourth statement in Theorem 1.1. Let An and A be unital
C∗-algebras, let k ∈ N, let A1, . . . , Ak ∈ A, and let {Ai,n}ki=1 ⊆ An be such that
‖p(A1, . . . , Ak)‖A = lim sup
n→∞
‖p(A1,n, . . . , Ak,n)‖An
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for every non-commutative polynomials p in k-variables and their complex conjugates. We may assume that
A = ∗-Alg(A1, . . . , Ak) by properties of the minimal tensor product.
Fix B1, . . . , Bk ∈ B. The fourth equivalence in Theorem 1.1 implies that the canonical inclusion(∏
n≥1 An⊕
n≥1 An
)
⊙B→
(∏
n≥1 An
)
⊗min B(⊕
n≥1 An
)
⊗min B
is continuous with respect to the minimal tensor product and extends to an injective inclusion on the
minimal tensor product. By the assumptions on A, A ⊆ (∏n≥1 An)/(⊕n≥1 An) via the identification of Ai
with (Ai,n)n≥1 +
⊕
n≥1 An. Thus∥∥∥∥∥
k∑
i=1
Ai ⊗Bi
∥∥∥∥∥
A⊗minB
=
∥∥∥∥∥∥
k∑
i=1
(Ai,n)n≥1 +
⊕
n≥1
An
⊗Bi
∥∥∥∥∥∥( ∏
n≥1 An⊕
n≥1 An
)
⊗minB
=
∥∥∥∥∥∥
k∑
i=1
(Ai,n)n≥1 ⊗Bi +
⊕
n≥1
An
⊗min B
∥∥∥∥∥∥ (∏n≥1 An)⊗minB
(⊕n≥1 An)⊗minB
=
∥∥∥∥∥∥
k∑
i=1
(Ai,n)n≥1 ⊗Bi +
⊕
n≥1
(An ⊗min B)
∥∥∥∥∥∥ ∏
n≥1(An⊗minB)⊕
n≥1(An⊗minB)
(where the last equality follows from Lemma 1.2) so∥∥∥∥∥
k∑
i=1
Ai ⊗Bi
∥∥∥∥∥
A⊗minB
= lim sup
n→∞
∥∥∥∥∥
k∑
i=1
Ai,n ⊗Bi
∥∥∥∥∥
An⊗minB
as desired.
Lemma 1.2. For any C∗-algebra B and any sequence of unital C∗-algebras (An)n≥1 there exists an injective
∗-homomorphism
Φ :
(∏
n≥1 An
)
⊗min B(⊕
n≥1 An
)
⊗min B
→
∏
n≥1(An ⊗min B)⊕
n≥1(An ⊗min B)
defined by
Φ
(An)n≥1 ⊗B +
⊕
n≥1
An
⊗min B
 = (An ⊗B)n≥1 +⊕
n≥1
(An ⊗min B)
for all (An)n≥1 ∈
∏
n≥1 An and B ∈ B.
Proof. Consider the map π0 :
(∏
n≥1 An
)
⊙B→∏n≥1(An ⊗min B) defined by
π0((An)n≥1 ⊗B) = (An ⊗B)n≥1.
It is easy to verify that π0 is well-defined, continuous, and isometric with respect to the minimal tensor
products and thus induces a injective ∗-homomorphism
π :
∏
n≥1
An
⊗min B→ ∏
n≥1
(An ⊗min B).
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Notice
π
⊕
n≥1
An
⊗min B
 ⊆⊕
n≥1
(An ⊗min B)
(as this is clearly true of elementary tensors and thus the closure of the span of elementary tensors). Therefore
the ∗-homomorphism
Φ :
(∏
n≥1 An
)
⊗min B(⊕
n≥1 An
)
⊗min B
→
∏
n≥1(An ⊗min B)⊕
n≥1(An ⊗min B)
as described in the statement of the lemma exists.
To see Φ is injective, suppose T ∈
(∏
n≥1 An
)
⊗min B and π(T ) ∈
⊕
n≥1(An ⊗min B). Let (Bλ)Λ be a
C∗-bounded approximate identity for B. For each n ∈ N and λ ∈ Λ let
En,λ := (IA1 , IA2 , · · · , IAn , 0, 0, · · · )⊗Bλ ∈
⊕
n≥1
An
⊗min B.
Define a partial ordering on N×Λ by (n, λ) ≤ (m,λ′) if and only if n ≤ m and λ ≤ λ′. It is easy to verify that
(En,λ)N×Λ is a C∗-bounded approximate identity for
(⊕
n≥1 An
)
⊗minB and (π(En,λ))N×Λ is a C∗-bounded
approximate identity for
⊕
n≥1(An ⊗min B). Whence
lim
N×Λ
‖π(TEn,λ − T )‖ = lim
N×Λ
‖π(T )π(En,λ)− π(T )‖ = 0.
Since π is isometric, limN×Λ ‖TEn,λ − T ‖ = 0 so
T = lim
N×Λ
TEn,λ ∈
⊕
n≥1
An
⊗min B.
Thus ker(π) =
(⊕
n≥1 An
)
⊗min B so Φ is injective.
In this paper we will analyze how the third and fifth equivalences in Theorem 1.1 can be adapted to
the context of reduced free products. In Section 2 we will modify the third equivalence in Theorem 1.1 by
replacing the minimal tensor product with the reduced free product. First we will demonstrate a way to take
the reduced free product of a short exact sequence of C∗-algebras against a fixed C∗-algebra. Our main result
is that every C∗-algebra is ‘freely exact’; that is, taking the reduced free product of a short exact sequence of
C∗-algebras against a fixed C∗-algebra preserves exactness. This will be accomplished by embedding these
short sequences into a short exact sequence involving Toeplitz-Pimsner algebras and restricting back to our
original sequence.
In Section 3 of this paper we will analyze how the fifth equivalence of Theorem 1.1 can be adapted
to the context of reduced free products. It will be demonstrated that the conclusion of fifth equivalence
of Theorem 1.1 holds when the minimal tensor product is replaced with the reduced free product for any
C∗-algebra. This will be accomplished by first proving the result for the C∗-algebra generated by a finite
number of free creation operators (previously proven in the appendix of [10] due to Shlyakhtenko), then for
exact C∗-algebras, and finally for arbitrary C∗-algebras.
In Section 4 we will show if the nuclear embeddings in the second equivalence of Theorem 1.1 are required
to be state-preserving, then nothing new is gained. This will be accomplished by showing that if a unital,
completely positive maps on a C∗-subalgebra A of B preserves a state then it can be extended in a state-
preserving way to a unital, completely positive map on B and by using arguments similar to those found in
[11].
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2 Short Sequences of Reduced Free Products
2.1 Notation and a Construction
The purpose of this section is to replace the tensor products with reduced free products in the third equiv-
alence in Theorem 1.1 and examine the result. We begin by describing a reduced free product analog of
taking the tensor product of an exact sequence with a fixed C∗-algebra. Most typical results for the reduced
free product of C∗-algebras requires the states used in the construction to have faithful GNS representations
and thus hinders the consideration of quotient maps. The solutions is to go straight to the construction of
the reduced free product of two C∗-algebras.
Notation 2.1.1. For i ∈ {1, 2} let Ai be unital C∗-algebras, let πi : Ai → B(Hi) be faithful, unital
representations, and let ξi ∈ Hi be unit vectors. We define the free product (H1, ξ1) ∗ (H2, ξ2) of the Hilbert
spaces (H1, ξ1) and (H2, ξ2) in the standard way: if H0i = Hi ⊖ Cξi then
(H1, ξ1) ∗ (H2, ξ2) := Cξ0 ⊕

⊕
n≥1

⊕
{ik}nk=1 ⊆ {1, 2},
ik 6= ik+1 for k ∈ {1, . . . , n− 1}
H0i1 ⊗H0i2 ⊗ · · · ⊗ H0in

 .
The vector ξ0 is called the distinguished unit vector (and may be denoted ξ1 ∗ ξ2).
There is a canonical action of each Ai on (H1, ξ1) ∗ (H2, ξ2). To define this action let
H(i) := Cξ0 ⊕

⊕
n≥1

⊕
{ik}nk=1 ⊆ {1, 2}, i1 6= i,
ik 6= ik+1 for k ∈ {1, . . . , n− 1}
H0i1 ⊗H0i2 ⊗ · · · ⊗ H0in


for i ∈ {1, 2}. Then there exists a canonical isomorphism Ui : Hi ⊗H(i)→ (H1, ξ1) ∗ (H2, ξ2) defined by
Ui :

Cξi ⊗ Cξ0
H0i ⊗ Cξ0
Cξi ⊗H0i1 ⊗H0i2 ⊗ · · · ⊗ H0inH0i ⊗H0i1 ⊗H0i2 ⊗ · · · ⊗ H0in
≃→
Cξ0
H0i
H0i1 ⊗H0i2 ⊗ · · · ⊗ H0inH0i ⊗H0i1 ⊗H0i2 ⊗ · · · ⊗ H0in
where Ui is the canonical isomorphism in each of the four parts listed. We define the action of Ai on
(H1, ξ1)∗ (H2, ξ2) by Aζ := U(πi(A)⊗ Id)U∗ζ for all A ∈ Ai and for all ζ ∈ (H1, ξ1)∗ (H2, ξ2). In particular,
the action of an element A ∈ Ai on (H1, ξ1) ∗ (H2, ξ2) is given by
A(ξ0) = 〈πi(A)ξi, ξi〉Hiξ0 ⊕ (πi(A)ξi − 〈πi(A)ξi, ξi〉Hiξi) ∈ Cξ0 ⊕H0i ,
for all ζ1 ⊗ ζ2 ⊗ · · · ⊗ ζn ∈ H0i1 ⊗H0i2 ⊗ · · · ⊗ H0in where i1 = i
A(ζ1 ⊗ ζ2 ⊗ · · · ⊗ ζn) = (〈πi(A)ζ1, ξi〉Hiζ2 ⊗ · · · ⊗ ζn)⊕ ((πi(A)ζ1 − 〈πi(A)ζ1, ξi〉Hiξi)⊗ ζ2 ⊗ · · · ⊗ ζn)
which is an element of (H0i2⊗· · ·⊗H0in)⊕(H0i1⊗H0i2⊗· · ·⊗H0in), and for all ζ1⊗ζ2⊗· · ·⊗ζn ∈ H0i1⊗H0i2⊗· · ·⊗H0in
where i1 6= i
A(ζ1 ⊗ ζ2 ⊗ · · · ⊗ ζn) = (〈πi(A)ξi, ξi〉Hiζ1 ⊗ · · · ⊗ ζn)⊕ ((πi(A)ξi − 〈πi(A)ξi, ξi〉Hiξi)⊗ ζ1 ⊗ · · · ⊗ ζn)
which is an element of (H0i1 ⊗ · · · ⊗ H0in) ⊕ (H0i ⊗ H0i1 ⊗ · · · ⊗ H0in). We denote the C∗-subalgebra ofB((H1, ξ1) ∗ (H2, ξ2)) generated by A1 and A2 by (A1, π1, ξ1) ∗ (A2, π2, ξ2).
As previously mentioned, when dealing with reduced free products of C∗-algebras, it is typical that
the representations πi are faithful GNS representations with unit cyclic vectors ξi. We will not make this
restriction.
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Construction 2.1.2. Let A1 and A2 be unital C
∗-algebras, let J be an ideal of A1, let π1,0 : A1/J→ B(H1,0),
π1,1 : A1 → B(H1,1), and π2 : A2 → B(H2) be unital representations such that π1,0 and π2 are faithful and,
if H1 := H1,0⊕H1,1 and q : A1 → A1/J is the canonical quotient map, π1 := (π1,0 ◦ q)⊕π1,1 : A1 → B(H1) is
faithful, and let ξ1 ∈ H1,0 and ξ2 ∈ H2 be unit vectors. Consider the reduced free products (A1/J, π1,0, ξ1) ∗
(A2, π2, ξ2) and (A1, π1, ξ1) ∗ (A2, π2, ξ2). Let 〈J〉A1∗A2 denote the closed ideal of (A1, π1, ξ1) ∗ (A2, π2, ξ2)
generated by J.
Notice (A1, π1, ξ1)∗(A2, π2, ξ2) acts on (H1, ξ1)∗(H2, ξ2) and (A1/J, π1,0, ξ1)∗(A2, π2, ξ2) acts on (H1,0, ξ1)∗
(H2, ξ2). By the construction of the free product of Hilbert spaces, (H1,0, ξ1) ∗ (H2, ξ2) can be viewed
canonically as a Hilbert subspace of (H1, ξ1) ∗ (H2, ξ2). Moreover, by considering the action of (A1, π1, ξ1) ∗
(A2, π2, ξ2) on (H1,0, ξ1)∗(H2, ξ2) ⊆ (H1, ξ1)∗(H2, ξ2), it is easily seen that (H1,0, ξ1)∗(H2, ξ2) is an invariant
subspace of (A1, π1, ξ1) ∗ (A2, π2, ξ2) and the compression of (A1, π1, ξ1) ∗ (A2, π2, ξ2) to this subspace is
(A1/J, π1,0, ξ1) ∗ (A2, π2, ξ2). Thus there is a well-defined ∗-homomorphism
π : (A1, π1, ξ1) ∗ (A2, π2, ξ2)→ (A1/J, π1,0, ξ1) ∗ (A2, π2, ξ2)
defined by
π(T ) := P(H1,0,ξ1)∗(H2,ξ2)T |(H1,0,ξ1)∗(H2,ξ2)
where P(H1,0,ξ1)∗(H2,ξ2) is the orthogonal projection of (H1, ξ1) ∗ (H2, ξ2) onto (H1,0, ξ1) ∗ (H2, ξ2).
If J ∈ J then it is easily seen that J |(H1,0,ξ1)∗(H2,ξ2) = 0 as π1,0(q(J)) = π1,0(0) = 0. Therefore the
algebraic ideal generated by J in (A1, π1, ξ1) ∗ (A2, π2, ξ2) is in the kernel of π and thus 〈J〉A1∗A2 ⊆ ker(π).
Hence we can consider the sequence of C∗-algebras
0→ 〈J〉A1∗A2 i→ (A1, π1, ξ1) ∗ (A2, π2, ξ2) π→ (A1/J, π1,0, ξ1) ∗ (A2, π2, ξ2)→ 0
where i is the inclusion map. Clearly i is injective, π is surjective, and 〈J〉A1∗A2 ⊆ ker(π). Hence the sequence
is exact if and only if ker(π) ⊆ 〈J〉A1∗A2 ; that is there is no element of (A1, π1, ξ1) ∗ (A2, π2, ξ2) \ 〈J〉A1∗A2
that is zero on the copy of (H1,0, ξ1) ∗ (H2, ξ2) inside (H1, ξ1) ∗ (H2, ξ2).
The requirements on π1,0, π1, and π2 are necessary to ensure we are considering objects related directly
to A1/J, A1, and A2. The conditions on π1,0, π1, π2, ξ1, and ξ2 are also designed so the vectors ξ1 and ξ2
give rise to vector states on our C∗-algebras. Moreover π1,0, π1, and π2 are assumed to be unital so the
C∗-algebras under consideration are truly reduced free products of C∗-algebras. Finally the consideration of
(A1, π1, ξ1) ∗ (A2, π2, ξ2) was necessary to ensure the ∗-homomorphism π existed.
Our main goal is to prove the following result.
Theorem 2.1.3. Let A1 and A2 be unital C
∗-algebras, let J be an ideal of A1, let π1,0 : A1/J → B(H1,0),
π1,1 : A1 → B(H1,1), and π2 : A2 → B(H2) be unital representations such that π1,0 and π2 are faithful and, if
H1 := H1,0 ⊕H1,1 and q : A1 → A1/J is the canonical quotient map, π1 := (π1,0 ◦ q)⊕ π1,1 : A1 → B(H1) is
faithful, and let ξ1 ∈ H1,0 and ξ2 ∈ H2 be unit vectors. Under these assumptions, the sequence of C∗-algebras
0→ 〈J〉A1∗A2 i→ (A1, π1, ξ1) ∗ (A2, π2, ξ2) π→ (A1/J, π1,0, ξ1) ∗ (A2, π2, ξ2)→ 0
is exact.
Remarks 2.1.4. By the above discussion there exists a ∗-homomorphism
(A1, π1, ξ1) ∗ (A2, π2, ξ2)
〈J〉A1∗A2
→ (A1/J, π1,0, ξ1) ∗ (A2, π2, ξ2)
and the question of whether or not the above sequence is exact is equivalent to this ∗-homomorphism
being injective. Thus to prove the sequence is exact it would suffice to construct an inverse map. It
is tempting to believe that such an inverse map exists due to the universal property of the reduced free
products of C∗-algebras (see Theorem 4.7.2 of [3]). However, to apply said property, we would need to
know the vector states defined by ξ1 and ξ2 on A1/J and A2 respectively had faithful GNS representations
and we would need to know the state on ((A1, π1, ξ1) ∗ (A2, π2, ξ2))/〈J〉A1∗A2 induced by the vector state
on (A1, π1, ξ1) ∗ (A2, π2, ξ2) from the distinguished vector has a faithful GNS representation. It is this later
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condition that appears to provide the greatest obstacle. Thus, once Theorem 2.1.3 has been established, the
state on ((A1, π1, ξ1)∗ (A2, π2, ξ2))/〈J〉A1∗A2 induced by the vector state on (A1, π1, ξ1)∗ (A2, π2, ξ2) from the
distinguished vector has a faithful GNS representation whenever the vector states defined by ξ1 and ξ2 on
A1/J and A2 respectively have faithful GNS representations.
The proof of Theorem 2.1.3 will be demonstrated over the next three sections. In Section 2.2 we will
examine the ideal 〈J〉A1∗A2 by describing a set of operators with dense span. In Section 2.3 we will construct
short exact sequence of C∗-algebras involving Toeplitz-Pimsner algebras. In Section 2.4 we will embed each
sequence under consideration from Theorem 2.1.3 into a sequence from Section 2.3 and, with a little work,
this will complete the proof of Theorem 2.1.3.
2.2 Structure of the Ideal
In our goal to prove Theorem 2.1.3 we will begin by analyzing the structure of the ideals 〈J〉A1∗A2 under
consideration. A set of operators consisting of products of elements from J, A1, and A2 will be shown to be
dense in 〈J〉A1∗A2 using common arguments pertaining to reduced free products. We will then analyze the
action of each of these operators on (H1, ξ1) ∗ (H2, ξ2).
Discussion 2.2.1. Let A1 and A2 be unital C
∗-algebras, let J be an ideal of A1, let π1,0 : A1/J→ B(H1,0),
π1,1 : A1 → B(H1,1), and π2 : A2 → B(H2) be unital representations such that π1,0 and π2 are faithful and,
if H1 := H1,0 ⊕H1,1 and q : A1 → A1/J is the canonical quotient map, π1 := (π1,0 ◦ q)⊕ π1,1 : A1 → B(H1)
is faithful, and let ξ1 ∈ H1,0 and ξ2 ∈ H2 be unit vectors. To determine the structure of 〈J〉A1∗A2 inside
(A1, π1, ξ1) ∗ (A2, π2, ξ2), note that
span{A1B1 · · ·AnBnJB′1A′1 · · ·B′mA′m | n,m ≥ 0, Ai, A′j ∈ A1, Bi, B′j ∈ A2, J ∈ J}
(where we can alway begin and end with an element of A1 as A1 is unital and π1 is unital) is dense in
〈J〉A1∗A2 . For i ∈ {1, 2} let
A
0
i := {A ∈ Ai | 〈Aξi, ξi〉Hi = 0}
so Ai = CIAi +A
0
i . Using the fact that J is an ideal of A1 and the fact that IAi are the identity elements of
(A1, π1, ξ1) ∗ (A2, π2, ξ2),
span

A1B1 · · ·AnBnJB′mA′m · · ·B′1A′1,
B1A2 · · ·AnBnJB′mA′m · · ·B′1A′1,
A1B1 · · ·AnBnJB′mA′m · · ·A′2B′1,
B1A2 · · ·AnBnJB′mA′m · · ·A′2B′1
∣∣∣∣∣∣∣∣ n,m ≥ 0, Ai, A
′
j ∈ A01, Bi, B′j ∈ A02, J ∈ J

is dense in 〈J〉A1∗A2 . Notice J ⊆ A01.
Discussion 2.2.2. To begin the analysis of 〈J〉A1∗A2 , for i ∈ {1, 2} let H0i := Hi ⊖ Cξi and recall that
(A1, π1, ξ1) ∗ (A2, π2, ξ2) acts on
(H1, ξ1) ∗ (H2, ξ2) = Cξ0 ⊕

⊕
n≥1

⊕
{ik}nk=1 ⊆ {1, 2},
ik 6= ik+1 for k ∈ {1, . . . , n− 1}
H0i1 ⊗H0i2 ⊗ · · · ⊗ H0in


as described in Notation 2.1.1.
Fix n,m ≥ 0, {Ai}ni=1, {A′j}mj=1 ⊆ A01, {Bi}ni=1, {B′j}mj=1 ⊆ A02, and J ∈ J. Let
T = A1B1 · · ·AnBnJB′mA′m · · ·B′1A′1 and R = B1A2 · · ·AnBnJB′mA′m · · ·B′1A′1.
We desire to describe the actions of T and R on (H1, ξ1) ∗ (H2, ξ2). First we claim that T and R are zero on
Cξ0 ⊕
⊕
k≥1
(H02 ⊗H01)⊗k
⊕
⊕
k≥0
(H02 ⊗H01)⊗k ⊗H02
 ⊆ (H1, ξ1) ∗ (H2, ξ2).
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To see this, notice for all k ≥ 1 that
A′1((H02 ⊗H01)⊗k) ⊆ H01 ⊗ (H02 ⊗H01)⊗k
(as A′1ξ1 ∈ H01 by the assumption that A′1 ∈ A01),
B′1(H01 ⊗ (H02 ⊗H01)⊗k) ⊆ H02 ⊗H01 ⊗ (H02 ⊗H01)⊗k
(as B′1 ∈ A02), and thus, by continuing the pattern, J will act on (H02 ⊗ H01)⊗m+k. However, as Jξ1 = 0, J
acts as the zero operator on (H02 ⊗H01)⊗m+k and thus T and R are zero on (H02 ⊗H01)⊗k. The arguments
for the other terms in the direct sum are similar.
Thus it remains to describe the actions of T and R on⊕
k≥1
(H01 ⊗H02)⊗k
⊕
⊕
k≥0
(H01 ⊗H02)⊗k ⊗H01
 ⊆ (H1, ξ1) ∗ (H2, ξ2).
We claim that T and R are non-zero only on the direct summand ⊕
k≥m+1
(H01 ⊗H02)⊗k
⊕
⊕
k≥m
(H01 ⊗H02)⊗k ⊗H01
 ⊆ (H1, ξ1) ∗ (H2, ξ2),
if k ≥ m and
η1 ⊗ ζ1 ⊗ · · · ⊗ ηm ⊗ ζm ⊗ ηm+1 ⊗ ζm+1 ⊗ · · · ⊗ ζk ⊗ ηk+1 ∈ (H01 ⊗H02)⊗k ⊗H01
then
S(η1⊗ζ1⊗· · ·⊗ηm⊗ζm⊗ηm+1⊗ζm+1⊗· · ·⊗ζk⊗ηk+1) = S(η1⊗ζ1⊗· · ·⊗ηm⊗ζm⊗ηm+1)⊗ζm+1⊗· · ·⊗ζk⊗ηk+1
for S = T and S = R, and if k ≥ m+ 1 and
η1 ⊗ ζ1 ⊗ · · · ⊗ ηm ⊗ ζm ⊗ ηm+1 ⊗ ζm+1 ⊗ · · · ⊗ ηk ⊗ ζk ∈ (H01 ⊗H02)⊗k
then
S(η1⊗ζ1⊗· · ·⊗ηm⊗ζm⊗ηm+1⊗ζm+1⊗· · ·⊗ηk+1⊗ζk+1) = S(η1⊗ζ1⊗· · ·⊗ηm⊗ζm⊗ηm+1)⊗ζm+1⊗· · ·⊗ηk⊗ζk
for S = T and S = R. To prove this result we will proceed by induction on m. For m = 0 notice if k ≥ 1
then for all
η1 ⊗ ζ1 ⊗ · · · ⊗ ηk ⊗ ζk ∈ (H01 ⊗H02)⊗k
we have
J(η1 ⊗ ζ1 ⊗ · · · ⊗ ηk ⊗ ζk) = (Jη1)⊗ ζ1 ⊗ · · · ⊗ ηk ⊗ ζk ∈ (H01 ⊗H02)⊗k
as J(H01) ⊆ H01. As Bn ∈ A02
Bn((Jη1)⊗ ζ1 ⊗ · · · ⊗ ηk ⊗ ζk) = Bnξ2 ⊗ (Jη1)⊗ ζ1 ⊗ · · · ⊗ ηk ⊗ ζk ∈ H02 ⊗ (H01 ⊗H02)⊗k.
Similarly An ∈ A01 so
An(Bnξ2⊗ (Jη1)⊗ ζ1⊗ · · · ⊗ ηk ⊗ ζk) = Anξ1⊗Bnξ2⊗ (Jη1)⊗ ζ1⊗ · · · ⊗ ηk ⊗ ζk ∈ H01 ⊗H02⊗ (H01 ⊗H02)⊗k.
By repetition
T (η1 ⊗ ζ1 ⊗ · · · ⊗ ηk ⊗ ζk) = A1ξ1 ⊗B1ξ2 ⊗ · · · ⊗Anξ1 ⊗Bnξ2 ⊗ (Jη1)⊗ ζ1 ⊗ · · · ⊗ ηk ⊗ ζk
and
R(η1 ⊗ ζ1 ⊗ · · · ⊗ ηk ⊗ ζk) = B1ξ2 ⊗A2ξ1 ⊗ · · · ⊗Anξ1 ⊗Bnξ2 ⊗ (Jη1)⊗ ζ1 ⊗ · · · ⊗ ηk ⊗ ζk.
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Similar arguments show for all k ≥ 0 and
η1 ⊗ ζ1 ⊗ · · · ⊗ ζk ⊗ ηk+1 ∈ (H01 ⊗H02)⊗k ⊗H01
that
T (η1 ⊗ ζ1 ⊗ · · · ⊗ ζk ⊗ ηk+1) = A1ξ1 ⊗B1ξ2 ⊗ · · · ⊗Anξ1 ⊗Bnξ2 ⊗ (Jη1)⊗ ζ1 ⊗ · · · ⊗ ζk ⊗ ηk+1
and
R(η1 ⊗ ζ1 ⊗ · · · ⊗ ζk ⊗ ηk+1) = B1ξ2 ⊗A2ξ1 ⊗ · · · ⊗Anξ1 ⊗Bnξ2 ⊗ (Jη1)⊗ ζ1 ⊗ · · · ⊗ ζk ⊗ ηk+1.
Hence the base case is complete.
Suppose m ≥ 1 and the result is true for m− 1. Consider the action of B′1A′1. If η1 ∈ H01 then
B′1A
′
1(η1) = B
′
1(〈A′1η1, ξ1〉H1ξ1 + (A′1η1 − 〈A′1η1, ξ1〉H1ξ1))
= 〈A′1η1, ξ1〉H1B′1ξ2 +B′1ξ2 ⊗ (A′1η1 − 〈A′1η1, ξ1〉H1ξ1)
which is an element of H02 ⊕ (H02 ⊗H01) as B′1 ∈ A02. Since JB′mA′m · · ·B′2A′2 is zero on H02 ⊕ (H02 ⊗H01) by
earlier discussions, T and R are zero on H01. In addition, if η1 ∈ H01 and ζ1 ∈ H02 then
B′1A
′
1(η1 ⊗ ζ1) = B′1(〈A′1η1, ξ1〉H1ζ1 + (A′1η1 − 〈A′1η1, ξ1〉H1ξ1)⊗ ζ1)
= 〈A′1η1, ξ1〉H1〈B′1ζ1, ξ2〉H2ξ0 + 〈A′1η, ξ1〉H1(B′1ζ1 − 〈B′1ζ1, ξ2〉H2ξ2)
+B′1ξ2 ⊗ (A′1η1 − 〈A′1η1, ξ1〉H1ξ1)⊗ ζ1
which is an element of Cξ0 ⊕ H02 ⊕ (H02 ⊗ H01 ⊗ H02) as B′1 ∈ A02. Since JB′mA′m · · ·B′2A′2 is zero on Cξ0 ⊕
H02 ⊕ (H02 ⊗H01 ⊗H02) by earlier discussions, T and R are zero on H01 ⊗H02.
Now suppose η1 ∈ H01, ζ1 ∈ H02, and
θ ∈
⊕
k≥1
(H01 ⊗H02)⊗k
⊕
⊕
k≥0
(H01 ⊗H02)⊗k ⊗H01
 .
Then
B′1A
′
1(η1 ⊗ ζ1 ⊗ θ) = B′1(〈A′1η1, ξ1〉H1ζ1 ⊗ θ + (A′1η1 − 〈A′1η1, ξ1〉H1ξ1)⊗ ζ1 ⊗ θ)
= 〈A′1η1, ξ1〉H1〈B′1ζ1, ξ2〉H2θ + 〈A′1η1, ξ1〉H1(B′1ζ1 − 〈B′1ζ1, ξ2〉H2ξ2)⊗ θ
+B′1ξ2 ⊗ (A′1η1 − 〈A′1η1, ξ1〉H1ξ1)⊗ ζ1 ⊗ θ.
Therefore, since JB′mA
′
m · · ·B′2A′2 is zero on
Cξ0 ⊕
⊕
k≥1
(H02 ⊗H01)⊗k
⊕
⊕
k≥0
(H02 ⊗H01)⊗k ⊗H02
 ,
we obtain that
T (η1 ⊗ ζ1 ⊗ θ) = 〈A′1η1, ξ1〉H1〈B′1ζ1, ξ2〉H2A1B1 · · ·AnBnJB′mA′m · · ·B′2A′2(θ)
and
R(η1 ⊗ ζ1 ⊗ θ) = 〈A′1η1, ξ1〉H1〈B′1ζ1, ξ2〉H2B1A2 · · ·AnBnJB′mA′m · · ·B′2A′2(θ).
Hence the result follows easily by the induction hypothesis.
The above proof shows that if
η1 ⊗ ζ1 ⊗ · · · ⊗ ηm ⊗ ζm ⊗ η ∈ (H01 ⊗H02)⊗m ⊗H01
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then
T (η1 ⊗ ζ1 ⊗ · · · ⊗ ηm ⊗ ζm ⊗ η)
=
(
m∏
k=1
〈ηk, (A′k)∗ξ1〉H1
)(
m∏
k=1
〈ζk, (B′k)∗ξ2〉H2
)
(A1ξ1)⊗ (B1ξ2)⊗ · · · ⊗ (Anξ1)⊗ (Bnξ2)⊗ Jη
and
R(η1 ⊗ ζ1 ⊗ · · · ⊗ ηm ⊗ ζm ⊗ η)
=
(
m∏
k=1
〈ηk, (A′k)∗ξ1〉H1
)(
m∏
k=1
〈ζk, (B′k)∗ξ2〉H2
)
(B1ξ2)⊗ (A2ξ1)⊗ · · · ⊗ (Anξ1)⊗ (Bnξ2)⊗ Jη.
Discussion 2.2.3. Similarly if n ≥ 0, m ≥ 1, {Ai}ni=1, {A′j}mj=1 ⊆ A01, {Bi}ni=1, {B′j}mj=1 ⊆ A02, and J ∈ J
then
T = A1B1 · · ·AnBnJB′mA′m · · ·A′2B′1 and R = B1A2 · · ·AnBnJB′mA′m · · ·A′2B′1
are non-zero only on the direct summand⊕
k≥m
(H02 ⊗H01)⊗k
⊕
⊕
k≥m
(H02 ⊗H01)⊗k ⊗H02
 ⊆ (H1, ξ1) ∗ (H2, ξ2),
if k ≥ m and
ζ1 ⊗ η1 ⊗ · · · ⊗ ζm ⊗ ηm ⊗ ζm+1 ⊗ ηm+1 ⊗ · · · ⊗ ηk ⊗ ζk+1 ∈ (H02 ⊗H01)⊗k ⊗H02
then
S(ζ1⊗η1⊗· · ·⊗ζm⊗ηm⊗ζm+1⊗ηm+1⊗· · ·⊗ηk⊗ζk+1) = S(ζ1⊗η1⊗· · ·⊗ζm⊗ηm)⊗ζm+1⊗ηm+1⊗· · ·⊗ηk⊗ζk+1
for S = T and S = R, if k ≥ m and
ζ1 ⊗ η1 ⊗ · · · ⊗ ζm ⊗ ηm ⊗ ζm+1 ⊗ ηm+1 ⊗ · · · ⊗ ζk ⊗ ηk ∈ (H02 ⊗H01)⊗k
then
S(ζ1⊗η1⊗· · ·⊗ζm⊗ηm⊗ζm+1⊗ηm+1⊗· · ·⊗ζk+1⊗ηk+1) = S(ζ1⊗η1⊗· · ·⊗ζm⊗ηm)⊗ζm+1⊗ηm+1⊗· · ·⊗ζk⊗ηk
for S = T and S = R, and if
ζ1 ⊗ η2 ⊗ · · · ⊗ ηm ⊗ ζm ⊗ η ∈ (H02 ⊗H01)⊗m
then
T (ζ1 ⊗ η1 ⊗ · · · ⊗ ζm ⊗ ηm)
=
(
m∏
k=2
〈ηk, (A′k)∗ξ1〉H1
)(
m∏
k=1
〈ζk, (B′k)∗ξ2〉H2
)
(A1ξ1)⊗ (B1ξ2)⊗ · · · ⊗ (Anξ1)⊗ (Bnξ2)⊗ Jη.
and
R(ζ1 ⊗ η1 ⊗ · · · ⊗ ζm ⊗ ηm)
=
(
m∏
k=2
〈ηk, (A′k)∗ξ1〉H1
)(
m∏
k=1
〈ζk, (B′k)∗ξ2〉H2
)
(B1ξ2)⊗ (A2ξ1)⊗ · · · ⊗ (Anξ1)⊗ (Bnξ2)⊗ Jη.
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2.3 Another Exact Sequence
In this section we will examine a short exact sequence of C∗-algebras involving Toeplitz-Pimsner algebras.
An outline of the proof will be given after the following construction.
Construction 2.3.1. Let A1 and A2 be unital C
∗-algebras, let J be an ideal of A1, let π1,0 : A1/J→ B(H1,0),
π1,1 : A1 → B(H1,1), and π2 : A2 → B(H2) be unital representations such that π1,0 and π2 are faithful and,
if H1 := H1,0 ⊕H1,1 and q : A1 → A1/J is the canonical quotient map, π1 := (π1,0 ◦ q)⊕ π1,1 : A1 → B(H1)
is faithful, and let ξ1 ∈ H1,0 and ξ2 ∈ H2 be unit vectors. For notational purposes let H2,0 := H2 and let
π2,0 := π2 : A2 → B(H2,0).
Consider the Hilbert space K := K1 ⊕K2 where
Ki :=
⊕
n≥1
⊕
{ik}nk=1 ⊆ {1, 2}, i1 = i
ik 6= ik+1 for k ∈ {1, . . . , n}
Hi1 ⊗ · · · ⊗ Hin
for i ∈ {1, 2}. To simplify notation, for all i ∈ {1, 2} and n ∈ N let
Li,n := Hi1 ⊗ · · · ⊗ Hin
where {ik}nk=1 ⊆ {1, 2}, i1 = i, and ik 6= ik+1 for k ∈ {1, . . . , n}. Thus
K =
⊕
n∈N,i∈{1,2}
Li,n.
Let S ∈ B(K) be the isometry defined by
S(η1 ⊗ · · · ⊗ ηn) = ξ1 ⊗ η1 ⊗ · · · ⊗ ηn ∈ L1,n+1
for all η1 ⊗ · · · ⊗ ηn ∈ L2,n,
S(η1 ⊗ · · · ⊗ ηn) = ξ2 ⊗ η1 ⊗ · · · ⊗ ηn ∈ L2,n+1
for all η1⊗· · ·⊗ηn ∈ L1,n, and by extending by linearity and density. It is clear that the action of S∗ ∈ B(K)
is given by S∗(η) = 0 for all η ∈ L1,1 ⊕ L2,1 and
S∗(η1 ⊗ · · · ⊗ ηn) = 〈η1, ξi〉Hiη2 ⊗ · · · ⊗ ηn
for all η1 ⊗ · · · ⊗ ηn ∈ Li,n and i ∈ {1, 2}.
Notice that A1 ⊕ A2 has a faithful representation on K given by
(A1 ⊕A2)(η1 ⊗ · · · ⊗ ηn) = πi(Ai)η1 ⊗ · · · ⊗ ηn
for all η1 ⊗ · · · ⊗ ηn ∈ Li,n, Aj ∈ Aj, and i ∈ {1, 2}. Let C∗(A1 ⊕ A2, S) denote the C∗-subalgebra of B(K)
generated by A1 ⊕ A2 and S. From this point onward we will suppress the representations πi and view
Ai ⊆ A1 ⊕ A2 ⊆ C∗(A1 ⊕ A2, S) canonically. The C∗-algebra C∗(A1 ⊕ A2, S) is called a Toeplitz-Pimsner
C∗-algebra (usually it is required that π1 and π2 are faithful GNS representations).
Similarly consider the Hilbert space K0 := K1,0 ⊕K2,0 where
Ki,0 :=
⊕
n≥1
⊕
{ik}nk=1 ⊆ {1, 2}, i1 = i
ik 6= ik+1 for k ∈ {1, . . . , n}
Hi1,0 ⊗ · · · ⊗ Hin,0
for i ∈ {1, 2}. Let S0 ∈ B(K) be the isometry defined by
S0(η1 ⊗ · · · ⊗ ηn) = ξ1 ⊗ η1 ⊗ · · · ⊗ ηn
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for all η1 ⊗ · · · ⊗ ηn ∈ K2,0,
S0(η1 ⊗ · · · ⊗ ηn) = ξ2 ⊗ η1 ⊗ · · · ⊗ ηn
for all η1 ⊗ · · · ⊗ ηn ∈ K1,0, and by extending by linearity and density.
Notice that (A1/J)⊕ A2 has a faithful representation on K0 given by
(A1 ⊕A2)(η1 ⊗ · · · ⊗ ηn) = πi,0(Ai)η1 ⊗ · · · ⊗ ηn
for all η1 ⊗ · · · ⊗ ηn ∈ Ki, A1 ∈ A1/J, A2 ∈ A2, and i ∈ {1, 2}. Let C∗((A1/J) ⊕ A2, S0) denote the
C∗-subalgebra of B(K0) generated by (A1/J) ⊕ A2 and S0. From this point onward, we will suppress the
representations πi,0 and view A1/J,A2 ⊆ C∗((A1/J)⊕ A2, S0) canonically.
Notice K0 may be viewed canonically as a Hilbert subspace of K since H1,0 ⊆ H1 and H2,0 = H2. By
considering the actions of A1, A2, S, and S
∗, it is easy to see that K0 is a reducing subspace of C∗(A1⊕A2, S)
since ξ1 ∈ H1,0 and ξ2 ∈ H2,0.
Let π′ : B(K)→ B(K0) be the compression of B(K) onto B(K0); that is, if PK0 is the orthogonal projection
of K onto K0,
π′(T ) = PK0T |K0
for all T ∈ B(K). It is trivial to verify that
π′(S) = S0
and
π′(A1 ⊕A2) = (A1 + J)⊕A2 ∈ C∗((A1/J)⊕ A2, S0)
for all A1 ⊕ A2 ∈ A1 ⊕ A2. Since K0 ⊆ K is a reducing subspace of C∗(A1 ⊕ A2, S), π′|C∗(A1⊕A2,S) is a
surjective ∗-homomorphism.
Let 〈J〉C∗(A1⊕A2,S) be the ideal of C∗(A1 ⊕ A2, S) generated by J ⊆ A1. Since π1,0(J) = 0 for all J ∈ J,
it is clear that
〈J〉C∗(A1⊕A2,S) ⊆ ker(π′).
The main result of this section is the following.
Theorem 2.3.2. With the notation as in Construction 2.3.1, the sequence
0→ 〈J〉C∗(A1⊕A2,S) → C∗(A1 ⊕ A2, S) π
′→ C∗((A1/J)⊕ A2, S0)→ 0
is exact.
To prove Theorem 2.3.2 we will split the proof into several smaller results. The proof begins by examining
some basic structural facts about C∗(A1 ⊕ A2, S). Next an action of the unit circle on C∗(A1 ⊕ A2, S) is
defined which enables us to create a ‘Fourier series’ for C∗(A1 ⊕ A2, S). It is then easy to see that the
sequence is exact if and only if the possible ‘Fourier coefficients’ of elements from ker(π′) and 〈J〉C∗(A1⊕A2,S)
agree. This fact that the Fourier coefficients agree is proved by directly analyzing the structure of these
‘Fourier coefficients’.
Lemma 2.3.3. For all i ∈ {1, 2} and A ∈ Ai
S∗AS = 〈Aξi, ξi〉HiPKj
where j ∈ {1, 2} \ {i} and PKj is the orthogonal projection of K onto Kj. In addition, for all i ∈ {1, 2},
j ∈ {1, 2} \ {i}, and A,B ∈ Ai
ASB = 0, AS∗B = 0, PKjSA = SA, and AS
∗PKj = AS
∗.
Whence
span
{
(A1S)(A2S) · · · (AnS)An+1(S∗An+2) · · · (S∗An+m+1)
∣∣∣∣ n,m ≥ 0, {ik}n+m+1k=1 ⊆ {1, 2},ik 6= ik+1 for k ∈ {1, . . . , n}, Ak ∈ Aik
}
is dense in C∗(A1 ⊕ A2, S).
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Proof. Fix i ∈ {1, 2}, let j ∈ {1, 2} \ {i}, and let A ∈ Ai. If ζ ∈ Ki then Sζ ∈ K2 so S∗ASζ = 0. However,
if η1 ⊗ · · · ⊗ ηn ∈ Lj,n then
S∗AS(η1 ⊗ · · · ⊗ ηn) = S∗A(ξi ⊗ η1 ⊗ · · · ⊗ ηn)
= S∗((Aξi)⊗ η1 ⊗ · · · ⊗ ηn)
= 〈Aξi, ξi〉Hiη1 ⊗ · · · ⊗ ηn
Whence, by linearity and density, S∗AS = 〈Aξi, ξi〉HiPKj .
Fix i ∈ {1, 2}, j ∈ {1, 2} \ {i}, and A,B ∈ Ai. To see ASB = 0 notice A(Lj,n) = {0} and B(Lj,n) = {0}
for all n. However S(B(Li,n)) ⊆ Lj,n+1 and thus ASB = 0. Similarly AS∗B = 0. To see PKjSA = SA
notice SA(Lj,n) = {0} and SA(Li,n) ⊆ Lj,n+1 ⊆ Kj . Hence PKjSA = SA. Similarly AS∗PKj = AS∗.
Using the fact that Alg(A1,A2, S, S
∗) is dense in C∗(A1⊕A2, S), A1⊕A2 is unital, the fact that PKj ∈ Aj
for all j ∈ {1, 2}, and the above results, we obtain that the desired span is dense in C∗(A1 ⊕ A2, S).
The next step in the proof is to define a action of the unit circle T on B(K). For each θ ∈ [0, 2π) define
Uθ ∈ B(K) by
Uθ(η1 ⊗ · · · ⊗ ηn) = e−nθ
√−1η1 ⊗ · · · ⊗ ηn
(where we use
√−1 instead of i as we commonly use i as an index) for all η1 ⊗ · · · ⊗ ηn ∈ Li,n and extend
by linearity and density (that is, Uθ is multiplication by e
−nθ√−1 on tensors of K of length n). It is clear
that Uθ is a unitary operator with U
∗
θ = U−θ and UθUβ = Uθ+β (where we view θ+ β mod 2π). Define the∗-homomorphisms αθ : B(K)→ B(K) by αθ(T ) = U∗θ TUθ for all T ∈ B(K).
Lemma 2.3.4. If T ∈ C∗(A1 ⊕ A2, S) and αθ(T ) = T for all θ ∈ [0, 2π) then
T (Li,n) ⊆ Li,n
for all i ∈ {1, 2} and for all n ∈ N.
Proof. First it is clear that ( ⊕
n=1 mod 2
L1,n
)
⊕
( ⊕
n=2 mod 2
L2,n
)
and ( ⊕
n=1 mod 2
L2,n
)
⊕
( ⊕
n=2 mod 2
L1,n
)
are reducing subspaces of C∗(A1 ⊕ A2, S) since each is invariant under A1, A2, S, and S∗.
Suppose otherwise that there exists an i ∈ {1, 2}, an m ∈ N, and an h ∈ Li,m so that T (h) /∈ Li,m.
Without loss of generality suppose
Li,m ⊆
( ⊕
n=1 mod 2
L1,n
)
⊕
( ⊕
n=2 mod 2
L2,n
)
.
Thus T (h) ∈ (⊕n=1 mod 2 L1,n)⊕ (⊕n=2 mod 2 L2,n). Write
T (h) =
⊕
j≥1
hj
where hj ∈ L1,j if j is odd and hj ∈ L2,j when j is even. Since T (h) /∈ Li,m, there exists a k ∈ N \ {m} such
that hk 6= 0. However
⊕
j≥1
hj = T (h) = αθ(T )h = U−θTUθh = U−θTe−mθ
√−1h = e−mθ
√−1U−θ
⊕
j≥1
hj
 =⊕
j≥1
(e−(m−j)θ
√−1)hj
for all θ ∈ [0, 2π). Therefore hk = e−(m−k)θ
√−1hk for all θ ∈ [0, 2π). As k 6= m and hk 6= 0, this is an
impossibility.
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Next we obtain some important results by considering the action of αθ on C
∗(A1 ⊕ A2, S).
Lemma 2.3.5. For all θ ∈ [0, 2π) and all A ∈ A1 ⊕ A2
αθ(S) = e
θ
√−1S and αθ(A) = A.
Therefore θ 7→ αθ(T ) is a continuous map for all T ∈ C∗(A1 ⊕ A2, S). Hence the map
E : C∗(A1 ⊕ A2, S)→ C∗(A1 ⊕ A2, S)
given by
E(T ) := 1
2π
∫ 2π
0
αθ(T )dθ
is a well-defined, contractive linear map with the property that αθ(E(T )) = E(T ) for all T ∈ C∗(A1 ⊕A2, S)
and θ ∈ [0, 2π).
Proof. The fact that αθ(A) = A for all θ ∈ [0, 2π) and A ∈ A1 ⊕ A2 comes from the fact that each Li,n is
an invariant subspace of A1 ⊕ A2 and thus Uθ ∈ (A1 ⊕ A2)′ (the commutant of A1 ⊕ A2). Notice for each
i ∈ {1, 2} and each η1 ⊗ · · · ⊗ ηn ∈ Li,n that
αθ(S)(η1 ⊗ · · · ⊗ ηn) = U−θS
(
e−nθ
√−1η1 ⊗ · · · ⊗ ηn
)
= U−θ
(
e−nθ
√−1ξj ⊗ η1 ⊗ · · · ⊗ ηn
)
= e(n+1)θ
√−1e−nθ
√−1ξj ⊗ η1 ⊗ · · · ⊗ ηn
= eθ
√−1S(η1 ⊗ · · · ⊗ ηn)
where j ∈ {1, 2} \ {i}. Whence αθ(S) = eθ
√−1S by linearity and density.
To see θ 7→ αθ(T ) is a continuous map for all T ∈ C∗(A1 ⊕ A2, S), notice the result holds for all
T ∈ Alg(A1⊕A2, S, S∗) by the above results. Since each αθ is a contraction and Alg(A1⊕A2, S, S∗) is dense
in C∗(A1 ⊕ A2, S), the result follows.
The fact that E is a well-defined, contractive linear map is then trivial and the fact that αθ(E(T )) = E(T )
for all T ∈ C∗(A1 ⊕ A2, S) follows from the fact that αθ ◦ αβ = αθ+β (as UθUβ = Uθ+β) and the fact that
the Lebesgue measure on the unit circle is translation invariant.
The map E has many other properties (e.g. it is positive and faithful) that will not be needed. What
will be needed is the fact that E allows us to create a ‘Fourier series’ for elements of C∗(A1 ⊕ A2, S).
Lemma 2.3.6. For all T ∈ C∗(A1 ⊕ A2, S) and n ∈ N define
Σn(T ) :=
n∑
j=0
(
1− j
n+ 1
)
(S∗)jE(SjT ) +
n∑
j=1
(
1− j
n+ 1
)
E(T (S∗)j)Sj.
Then limn→∞ ‖T − Σn(T )‖ = 0.
Proof. Notice for all T ∈ C∗(A1 ⊕ A2, S) that
Σn(T ) =
1
2π
∫ 2π
0
 n∑
j=0
(
1− j
n+ 1
)
(S∗)jαθ(SjT ) +
n∑
j=1
(
1− j
n+ 1
)
αθ(T (S
∗)j)Sj
 dθ
=
1
2π
∫ 2π
0
 n∑
j=0
(
1− j
n+ 1
)
ejθ
√−1(S∗)jSjαθ(T ) +
n∑
j=1
(
1− j
n+ 1
)
e−jθ
√−1αθ(T )(S∗)jSj
 dθ
=
1
2π
∫ 2π
0
 n∑
j=−n
(
1− |j|
n+ 1
)
ejθ
√−1
αθ(T )dθ
=
1
2π
∫ 2π
0
σn(θ)αθ(T )dθ
14
2.3 Another Exact Sequence 2 SHORT SEQUENCES OF REDUCED FREE PRODUCTS
where σn(θ) :=
∑n
j=−n
(
1− |j|n+1
)
ejθ
√−1 is Feje´r’s kernel. Recall
{
1
2πσn(θ)dθ
}
n≥1 define probability mea-
sures on T that converge weak∗ (from C(T)) to the point mass at 0. Thus
‖Σn(T )‖ ≤ 1
2π
∫ 2π
0
σn(θ) ‖αθ(T )‖ dθ = ‖T ‖
for all n ∈ N. Since E and thus Σn is linear for all n ∈ N and each Σn is a contraction, it suffices to prove
the result on a set whose span is dense; namely {A1SA2S · · ·AnSBS∗C1S∗ · · ·S∗Bm | n,m ≥ 0, Ai, B, Cj ∈
A1 ⊕ A2} by Lemma 2.3.3.
To complete the proof, notice if T = A1SA2S · · ·AnSBS∗C1S∗ · · ·S∗Bm where n,m ≥ 0 and Ai, B, Cj ∈
A1 ⊕ A2 then
E(SkT ) =
{
SkT if k + n = m
0 otherwise
and
E(T (S∗)k) =
{
T (S∗)k if n = m+ k
0 otherwise
Whence Σk(T ) =
(
1− |n−m|k+1
)
T for all k ≥ |n−m| which clearly converges to T as k →∞.
Discussion 2.3.7. Let π′ : C∗(A1 ⊕ A2, S) → C∗((A1/J) ⊕ A2, S0) be the compression map under con-
sideration in Theorem 2.3.2. To prove Theorem 2.3.2 it suffices to prove ker(π′) ⊆ 〈J〉C∗(A1⊕A2,S). Notice
each element of J is fixed by each αθ. Thus E maps the algebraic ideal generated by J in Alg(A, S, S∗) into
〈J〉C∗(A1⊕A2,S) and thus E
(〈J〉C∗(A1⊕A2,S)) ⊆ 〈J〉C∗(A1⊕A2,S).
Recall from Construction 2.3.1 that T ∈ C∗(A1⊕A2, S)∩ker(π′) if and only if T acts as the zero operator
on K0 ⊆ K. As K0 ⊆ K is an invariant subspace for each Uθ, we see T ∈ ker(π′) if and only if αθ(T ) ∈ ker(π′)
for all θ ∈ [0, 2π). Hence E(ker(π′)) ⊆ ker(π′). Moreover we notice E (〈J〉C∗(A1⊕A2,S)) ⊆ E(ker(π′)). The
conclusion of the proof will be obtain by showing E (〈J〉C∗(A1⊕A2,S)) = E(ker(π′)) due to the following
lemma.
Lemma 2.3.8. If E (〈J〉C∗(A1⊕A2,S)) = E(ker(π′)) then ker(π′) = 〈J〉C∗(A1⊕A2,S).
Proof. By Construction 2.3.1 it suffices to show that ker(π′) ⊆ 〈J〉C∗(A1⊕A2,S). Let T ∈ ker(π′). Recall
T = limn→∞ Σn(T ) by Lemma 2.3.6. Moreover SkT ∈ ker(π′) and T (S∗)k ∈ ker(π′) for all k ≥ 0 as
T ∈ ker(π′). Whence E(SkT ), E(T (S∗)k) ∈ E(ker(π′)) = E (〈J〉C∗(A1⊕A2,S)) ⊆ 〈J〉C∗(A1⊕A2,S) for all k ≥ 0.
This implies that Σn(T ) ∈ 〈J〉C∗(A1⊕A2,S) for all n and thus T ∈ 〈J〉C∗(A1⊕A2,S).
Discussion 2.3.9. To begin the process of showing E (〈J〉C∗(A1⊕A2,S)) = E(ker(π′)) we will examine the
structure of 〈J〉C∗(A1⊕A2,S). Notice if J ∈ J then JS = 0 as Jξ1 = 0. Whence S∗J = 0 for all J ∈ J.
Therefore, using the properties that the algebraic ideal generated by J in Alg(A1,A2, S, S
∗) is dense in
〈J〉C∗(A1⊕A2,S) and the results and ideas from Lemma 2.3.3, the span of(AnS)(An−1S) · · · (A1S)J(S∗B1)(S∗B2) · · · (S∗Bm)
∣∣∣∣∣∣
n,m ≥ 0, J ∈ J,
Ai, Bj ∈ A1 if i, j = 0 mod 2,
Ai, Bj ∈ A2 if i, j = 1 mod 2

is dense in 〈J〉C∗(A1⊕A2,S).
Notation 2.3.10. For each n ≥ 0 let
J(n) := span
(AnS)(An−1S) · · · (A1S)J(S∗B1)(S∗B2) · · · (S∗Bn)
∣∣∣∣∣∣
J ∈ J,
Ai, Bj ∈ A1 if i, j = 0 mod 2,
Ai, Bj ∈ A2 if i, j = 1 mod 2

and
A1,(n) := span
(AnS)(An−1S) · · · (A1S)A(S∗B1)(S∗B2) · · · (S∗Bn)
∣∣∣∣∣∣
A ∈ A1,
Ai, Bj ∈ A1 if i, j = 0 mod 2,
Ai, Bj ∈ A2 if i, j = 1 mod 2

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and
A2,(n) := span
(AnS)(An−1S) · · · (A1S)A(S∗B1)(S∗B2) · · · (S∗Bn)
∣∣∣∣∣∣
A ∈ A2,
Ai, Bj ∈ A2 if i, j = 0 mod 2,
Ai, Bj ∈ A1 if i, j = 1 mod 2
 .
Lemma 2.3.11. The span of
⋃
n≥0 J(n) is dense in E
(〈J〉C∗(A1⊕A2,S)) and the span of ⋃n≥0(A1,(n)∪A2,(n))
is dense in E(C∗(A1 ⊕ A2, S)).
Proof. We will only prove the first claim as the second follows verbatim with the aid of Lemma 2.3.3. It is
clear
⋃
n≥0 J(n) ⊆ E
(〈J〉C∗(A1⊕A2,S)).
Let T ∈ E (〈J〉C∗(A1⊕A2,S)) and let ǫ > 0. As T ∈ 〈J〉C∗(A1⊕A2,S) there exists an
R ∈ span
(AnS)(An−1S) · · · (A1S)J(S∗B1)(S∗B2) · · · (S∗Bm)
∣∣∣∣∣∣
n,m ≥ 0, J ∈ J,
Ai, Bj ∈ A1 if i, j = 0 mod 2,
Ai, Bj ∈ A2 if i, j = 1 mod 2

such that ‖T −R‖ < ǫ. Then E(T ) = T since T ∈ E (〈J〉C∗(A1⊕A2,S)) and thus
‖T − E(R)‖ = ‖E(T −R)‖ ≤ ‖T −R‖ < ǫ.
Clearly
E
span
(AnS)(An−1S) · · · (A1S)J(S∗B1)(S∗B2) · · · (S∗Bm)
∣∣∣∣∣∣
n,m ≥ 0, J ∈ J,
Ai, Bj ∈ A1 if i, j = 0 mod 2,
Ai, Bj ∈ A2 if i, j = 1 mod 2


= span
(AnS)(An−1S) · · · (A1S)J(S∗B1)(S∗B2) · · · (S∗Bn)
∣∣∣∣∣∣
n ≥ 0, J ∈ J,
Ai, Bj ∈ A1 if i, j = 0 mod 2,
Ai, Bj ∈ A2 if i, j = 1 mod 2

= span
⋃
n≥0
J(n)
 .
Thus E(R) ∈ span
(⋃
n≥0 J(n)
)
which completes the claim.
Discussion 2.3.12. Now we will examine how A1,(n), A2,(n), and J(n) act on K. We will begin with the
analysis of A1,(n) and J(n) as the analysis of A2,(n) will be similar.
Since E(T ) = T for all T ∈ A1,(n) (T ∈ J(n)), T (Li,m) ⊆ Li,m for all i ∈ {1, 2} and m ∈ N by Lemma
2.3.4. Fix
T = (AnS)(An−1S) · · · (A1S)A(S∗B1)(S∗B2) · · · (S∗Bn)
where Ai, Bj ∈ A1 if i, j = 0 mod 2, Ai, Bj ∈ A2 if i, j = 1 mod 2, and A ∈ A1 (A ∈ J). If k ∈ {1, 2} and
k = n mod 2 then T (Lk,m) = {0} for all m ∈ N. Fix k ∈ {1, 2} with k 6= n mod 2 and let ℓ ∈ {1, 2} \ {k}.
Then for all η1 ⊗ · · · ⊗ ηn+1 ∈ Lk,n+1
T (η1 ⊗ · · · ⊗ ηn+1)
= 〈Bnη1, ξk〉Hk((AnS)(An−1S) · · · (A1S)A(S∗B1)(S∗B2) · · · (S∗Bn−1))(η2 ⊗ · · · ⊗ ηn+1)
...
=

∏
j ∈ {1, . . . , n}
j even
〈Bjηn−j+1, ξ1〉H1


∏
j ∈ {1, . . . , n}
j odd
〈Bjηn−j+1, ξ2〉H2
 (AnS)(An−1S) · · · (A1S)Aηn+1
= 〈η1 ⊗ · · · ⊗ ηn, B∗nξk ⊗B∗n−1ξℓ ⊗ · · · ⊗B∗2ξ1 ⊗B∗1ξ2〉Lk,n(AnS)(An−1S) · · · (A2S)(A1ξ2 ⊗Aηn+1)
...
= 〈η1 ⊗ · · · ⊗ ηn, B∗nξk ⊗B∗n−1ξℓ ⊗ · · · ⊗B∗2ξ1 ⊗B∗1ξ2〉Lk,n(Anξk ⊗An−1ξℓ ⊗ · · · ⊗A2ξ1 ⊗A1ξ2 ⊗Aηn+1).
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Moreover T acts as the zero operator on elements of Lk,m for all m ≤ n since the mth S∗ will act on
an element of L1,1 ⊕ L2,1. Finally if m ≥ n + 1 notice Lk,m = Lk,n+1 ⊗ Lk,m−n−1 if n + 1 is even and
Lk,m = Lk,n+1 ⊗ Lℓ,m−n−1 if n+ 1 is odd. Therefore, if R = T |Lk,n+1, it is easy to see that T acts on Lk,m
as R⊗ ILk,m−n−1 when n+1 is even and m ≥ n+ 1 and T acts on Lk,m as R⊗ ILℓ,m−n−1 when n+ 1 is odd
and m ≥ n+ 1.
For i ∈ {1, 2} let Ni = Aiξi which is a Hilbert subspace of Hi,0 ⊆ Hi containing ξi. Thus, for a fixed
k ∈ {1, 2} with k 6= n mod 2 and with ℓ ∈ {1, 2} \ {k}, by restricting to Lk,n and taking limits of elements
of A1,(n) (J(n)) over A1, . . . , An, B1, . . . , Bn where Ai, Bj ∈ A1 if i, j = 0 mod 2 and Ai, Bj ∈ A2 if i, j = 1
mod 2, every operator in B(Lk,n) of the form
η1 ⊗ · · · ⊗ ηn+1 7→ 〈η1 ⊗ · · · ⊗ ηn, ζ1 ⊗ · · · ⊗ ζn〉Lk,n(ζ′1 ⊗ · · · ⊗ ζ′n ⊗Aηn+1)
where ζi, ζ
′
j ∈ Nk if i, j = 1 mod 2, ζi, ζ′j ∈ Nℓ if i, j = 0 mod 2, and A ∈ A1 (A ∈ J) may be obtained.
For completion we will describe the action of A2,(n) on K. Since E(T ) = T for all T ∈ A2,(n), T (Li,m) ⊆
Li,m for all i ∈ {1, 2} and m ∈ N by Lemma 2.3.4. Fix
T = (AnS)(An−1S) · · · (A1S)A(S∗B1)(S∗B2) · · · (S∗Bn)
where Ai, Bj ∈ A2 if i, j = 0 mod 2, Ai, Bj ∈ A1 if i, j = 1 mod 2, and A ∈ A2. If k ∈ {1, 2} and k 6= n
mod 2 then T (Lk,m) = {0} for all m ∈ N. Fix k ∈ {1, 2} with k = n mod 2 and let ℓ ∈ {1, 2} \ {k}. Then
for all η1 ⊗ · · · ⊗ ηn+1 ∈ Lk,n+1
T (η1 ⊗ · · · ⊗ ηn+1)
= 〈η1 ⊗ · · · ⊗ ηn, B∗nξk ⊗B∗n−1ξℓ ⊗ · · · ⊗B∗2ξ2 ⊗B∗1ξ1〉Lk,n(Anξk ⊗An−1ξℓ ⊗ · · · ⊗A2ξ2 ⊗A1ξ1 ⊗Aηn+1).
Moreover T acts as the zero operator on elements of Lk,m for all m ≤ n since the mth S∗ will act on an
element of L1,1 ⊕ L2,1. Finally, if R = T |Lk,n+1 it is easy to see that T acts on Lk,m as R⊗ ILk,m−n−1 when
n+ 1 is even and m ≥ n+ 1 and T acts on Lk,m as R⊗ ILℓ,m−n−1 when n+ 1 is odd and m ≥ n+ 1.
Lastly notice if T ∈ A1,(n), R ∈ A2,(n), k, ℓ ∈ {1, 2}, k = n mod 2, and ℓ 6= n mod 2 then the actions of
T and R are completely determined by their actions on L1,n+1 ⊕L2,n+1 with T (Lk,m) = {0} for all m ∈ N,
R(Lℓ,m) = {0} for all m ∈ N, and
‖T +R‖ = max{∥∥T |Lℓ,n+1∥∥ , ∥∥R|Lk,n+1∥∥}.
The above structure will be important as we will consider the restriction of E (〈J〉C∗(A1⊕A2,S)) and
E(ker(π′)) to the subspaces L1,n ⊕ L2,n of K. For m,n ∈ N and i ∈ {1, 2} let Pi,m be the orthogonal
projection of K onto Li,m, let Pm be the orthogonal projection of K onto L1,m⊕L2,m (so Pm = P1,m+P2,m),
and let Qn =
∑n
j=1 Pj which is the orthogonal projection of K onto
⊕n
k=1(L1,k ⊕ L2,k). Therefore, using
the above discussion, A1,(n)Pm = {0} and A2,(n)Pm = {0} for all m ≤ n and if m > n+1 then each element
T ∈ A1,(n) ∪ A2,(n) acts on L1,m by (P1,n+1TP1,n+1) ⊗ I where I is the appropriate identity and acts on
L2,m by (P2,n+1TP2,n+1)⊗ I where I is the appropriate identity. Using the Pn’s and the above information
about the actions of A1,(n), A2,(n), and J(n) on L1,n ⊕ L2,n, we obtain the following.
Lemma 2.3.13. The set Qn
(
span
(⋃
m<n J(m)
))
Qn is dense in QnE(ker(π′))Qn for all n ∈ N.
Proof. Clearly Qn
(
span
(⋃
m<n J(m)
))
Qn ⊆ QnE(ker(π′))Qn for all n ∈ N. Thus it suffices to show that
each element of E(ker(π′)) can be approximated uniformly on QmK by an element of span
(⋃
m<n J(m)
)
. We
proceed by induction on n.
Let T ∈ E(ker(π′)) and let ǫ > 0. As T ∈ E(C∗(A1 ⊕ A2, S)) Lemma 2.3.11 implies that there exists an
m ∈ N, T1,j ∈ A1,(j), and T2,j ∈ A2,(j) such that
∥∥∥T −∑2i=1∑mj=0 Ti,j∥∥∥ < ǫ. Therefore
‖P1TP1 − P1T1,0P1 − P1T2,0P1‖ =
∥∥∥∥∥∥P1
T − 2∑
i=1
m∑
j=0
Ti,j
P1
∥∥∥∥∥∥ < ǫ
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as Ai,(j)P1 = {0} for all j ≥ 1 and i ∈ {1, 2}. Note T1,0 ∈ A1,(0) = A1 and T2,0 ∈ A2,(0) = A2. However
P1TP1(H1,0) = {0} as T ∈ ker(π′) and P1T2,0P1(H1,0) = {0} as T2,0 ∈ A2. Whence
‖T1,0h‖ = ‖P1TP1h− P1T1,0P1h− P1T2,0P1h‖ ≤ ǫ ‖h‖
for all h ∈ H1,0. Since A1 act onH1,0 via π1,0◦q, ‖π1,0(q(T0))‖ < ǫ. Thus ‖q(T0)‖A1/J < ǫ as π1,0 is a faithful
representation of A1/J. Hence there exists a J ∈ J such that ‖T1,0 − J‖ < ǫ. Similarly P1TP1(H2) = {0} as
T ∈ ker(π′) and T1,0(H2) = {0} as T1,0 ∈ A1. Hence, as π2 was a faithful representation, ‖T2,0‖ < ǫ. Thus
J ∈ J(0) and
‖P1TP1 − P1JP1‖ ≤ ‖P1TP1 − P1T1,0P1 − P1T2,0P1‖+ ‖T2,0‖+ ‖T1,0 − J‖ < 3ǫ
as desired.
Suppose the result is true for some n ≥ 1. Let T ∈ E(ker(π′)) and let ǫ > 0. As T ∈ E(C∗(A1 ⊕
A2, S)) Lemma 2.3.11 implies that there exists an m ∈ N, T1,j ∈ A1,(j), and T2,j ∈ A1,(j) such that∥∥∥T −∑2i=1∑mj=0 Ti,j∥∥∥ < ǫ. Therefore∥∥∥∥∥∥QnTQn −Qn
 2∑
i=1
n−1∑
j=0
Ti,j
Qn
∥∥∥∥∥∥ =
∥∥∥∥∥∥Qn
T − 2∑
i=1
m∑
j=0
Ti,j
Qn
∥∥∥∥∥∥ < ǫ
as Ai,(j)Pk = {0} for all j ≥ k and all i ∈ {1, 2}. By the inductive hypothesis there exists an R ∈
span
(⋃
m<n J(m)
)
such that
‖QnTQn −QnRQn‖ < ǫ
and thus ∥∥∥∥∥∥QnRQn −Qn
 2∑
i=1
n−1∑
j=0
Ti,j
Qn
∥∥∥∥∥∥ < 2ǫ.
However, as R ∈ span (⋃m<n J(m)) and ∑2i=1∑n−1j=0 Ti,j ∈ span (⋃m<n(A1,(m) ∪A2,(m))),∥∥∥∥∥∥Pn+1RPn+1 − Pn+1
 2∑
i=1
n−1∑
j=0
Ti,j
Pn+1
∥∥∥∥∥∥ =
∥∥∥∥∥∥PnRPn − Pn
 2∑
i=1
n−1∑
j=0
Ti,j
Pn
∥∥∥∥∥∥ < 2ǫ
by Discussion 2.3.12. Therefore, by considering direct sums,∥∥∥∥∥∥Qn+1RQn+1 −Qn+1
 2∑
i=1
n−1∑
j=0
Ti,j
Qn+1
∥∥∥∥∥∥ < 2ǫ.
Hence
‖Qn+1TQn+1 −Qn+1RQn+1 −Qn+1T1,nQn+1 −Qn+1T2,nQn+1‖ < 3ǫ (∗).
Thus it suffices to approximate T1,n+T2,n ∈ A1,(n)+A2,(n) uniformly onQn+1K with an element of J(n). Since
elements of A1,(n), A2,(n) and J(n) are zero when restricted to QnK, it suffices to perform the approximation
on L1,n+1 ⊕ L2,n+1.
First we claim that ‖T2,n‖ < 3ǫ. Fix k ∈ {1, 2} with k = n mod 2 and let ℓ ∈ {1, 2} \ {k}. By the
description of the action of T2,n on K it suffices to show that
∥∥Pk,n+1T2,n|Lk,n+1∥∥ < 3ǫ. However, by the
description of the action of T2,n on K as given in Discussion 2.3.12, Pk,n+1T2,n|Lk,n+1 is supported on
Hi1,0 ⊗Hi2,0 ⊗ · · · ⊗ Hin,0 ⊗Hin+1
(since Aiξi ⊆ Hi,0 for all i ∈ {1, 2}) where ij = k if j is odd and ij = ℓ if j is even (and automatically
in+1 = 2). However T and R vanish on the above Hilbert space as they are elements of ker(π
′) and T1,n
vanishes on the above Hilbert space by Discussion 2.3.12. Hence ‖T2,n‖ < 3ǫ as claimed.
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Next we desire to approximate T1,n with an element of J(n). To begin fix k ∈ {1, 2} with k 6= n mod 2
and let ℓ ∈ {1, 2} \ {k}. Hence T1,n is completely determined by its action on Lk,n+1 and
‖Pk,n+1TPk,n+1 − Pk,n+1RPk,n+1 − Pk,n+1T1,nPk,n+1‖ < 3ǫ (∗∗)
by (∗) and the fact that Pk,n+1T2,nPk,n+1 = 0 by Discussion 2.3.12.
Write
T1,n =
p∑
q=1
A(q)n SA
(q)
n−1S . . . A
(q)
1 SA
(q)S∗B(q)1 S
∗B(q)2 · · ·S∗B(q)n
where A
(q)
i , B
(q)
j ∈ A1 if i, j = 0 mod 2, A(q)i , B(q)j ∈ A2 if i, j = 1 mod 2, and A(q) ∈ A1 for all q ∈
{1, . . . , p}. By earlier discussion T1,n acts on Lk,n+1 by
T1,n(η1 ⊗ · · · ⊗ ηn+1)
=
p∑
q=1
〈
η1 ⊗ · · · ⊗ ηn,
(
B(q)n
)∗
ξk ⊗ · · · ⊗
(
B
(q)
1
)∗
ξ2
〉
Lk,n
(
A(q)n ξk ⊗ · · · ⊗A(q)1 ξ2 ⊗Aηn+1
)
.
By viewing T1,n ∈ B(Lk,n+1) and by applying the Gram-Schmidt Orthogonalization Process, we can write
T1,n as the map
T1,n : η1 ⊗ · · · ⊗ ηn+1 7→
ℓ∑
i=1
ℓ∑
j=1
〈η1 ⊗ · · · ⊗ ηn, ζj〉(ωi ⊗Ai,jηn+1)
where {Ai,j}pi,j=1 ⊆ span({A(q) | q ∈ {1, . . . , p}}) ⊆ A1 and
ζj , ωi ∈ Ni1 ⊗Ni2 ⊗ · · · ⊗ Nin
(where for i ∈ {1, 2} Ni = Aiξi, ij = k if j is odd, and ij = ℓ if j is even (and automatically in = 2)) are
such that {ζj}pj=1 and {ωi}pi=1 are orthonormal sets.
Suppose ζ ∈ Lk,n+1 is such that ‖ζ‖ ≤ 1. Then we can write ζ =
∑p
j=1 ζj ⊗ ηj +
∑
γ∈Γ ζγ ⊗ ηγ where
{ζγ}γ∈Γ ⊆ Lk,n extends {ζj}pj=1 to an orthonormal basis of Lk,n and ηj , ηγ ∈ H1. Thus
∑p
j=1 ‖ηj‖2 ≤
‖ζ‖2 ≤ 1 and
‖T1,nζ‖Lk,n+1 =
∥∥∥∥∥∥
p∑
j=1
p∑
i=1
‖ζj‖2 ωi ⊗Ai,jηj
∥∥∥∥∥∥
Lk,n+1
=
∥∥∥∥∥∥
p∑
i=1
ωi ⊗
 p∑
j=1
Ai,jηj
∥∥∥∥∥∥
Lk,n+1
=
 p∑
i=1
∥∥∥∥∥∥
p∑
j=1
Ai,jηj
∥∥∥∥∥∥
2
H1

1
2
(∗ ∗ ∗).
This final expression is directly related to the norm of [Ai,j ] ∈ Mp(A1). Indeed recall that A1 is acting on
H1 = H1,0 ⊕H1,1 via (π1,0 ◦ q)⊕ π1,1 and define σp :Mp(A1)→ B(H⊕p1 ) by
σp([A
′
i,j ])(h1 ⊕ · · · ⊕ hℓ) =
p⊕
i=1
 p∑
j=1
A′i,jhj

for all [A′i,j ] ∈Mp(A1). Clearly σp is a faithful representation of Mp(A1) since (π1,0 ◦ q)⊕ π1,1 is a faithful
representation of A1. Notice σp([A
′
i,j ]) is zero on H⊕p1,0 ⊆ H⊕p1 if and only if each A′i,j is zero on H1,0 if and
only if [A′i,j ] ∈ Mp(J). SinceMp(J) is an ideal ofMp(A1), H⊕p1,0 is a reducing subspace for σp(Mp(A1)), and
Mp(J) = ker
(
σp|H⊕p1,0
)
, we obtain that σp|H⊕p1,0 is a faithful representation ofMp(A1)/Mp(J) ≃Mp(A1/J).
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Using (∗∗) and the fact that Pk,n+1TPk,n+1 − Pk,n+1RPk,n+1 is zero on
Hi1,0 ⊗Hi2,0 ⊗ · · · ⊗ Hin,0 ⊗Hin+1,0
where ij = k if j is odd and ij = ℓ if j is even (and automatically in+1 = 1) (as T ∈ E(ker(π′)) and
R ∈ span (⋃m<n J(m))), ∥∥∥Pn+1T1,nPn+1|Hi1,0⊗Hi2,0⊗···⊗Hin,0⊗Hin+1,0∥∥∥ < 3ǫ.
As ωi, ζj ∈ Hi1,0 ⊗Hi2,0 ⊗ · · · ⊗ Hin,0 for all i, j ∈ {1, . . . , p}, using (∗ ∗ ∗) we see that p∑
i=1
∥∥∥∥∥∥
p∑
j=1
Ai,jηj
∥∥∥∥∥∥
2
H1,0

1
2
< 3ǫ
for all η1, . . . , ηp ∈ H1,0 with
∑p
j=1 ‖ηj‖2 ≤ 1. Whence
∥∥∥σp([Ai,j ])|H⊕p1,0∥∥∥ < 3ǫ. Since σp|H⊕p1,0 is a faithful rep-
resentation ofMp(A1)/Mp(J) ≃Mp(A1/J), there exists a [Ji,j ] ∈ Mp(J) such that ‖[Ai,j ]− [Ji,j ]‖Mp(A1) <
3ǫ. Thus  p∑
i=1
∥∥∥∥∥∥
p∑
j=1
(Ai,j − Ji,j)ηj
∥∥∥∥∥∥
2
H1

1
2
< 3ǫ
for all η1, . . . , ηℓ ∈ H1 with
∑p
j=1 ‖ηj‖2 ≤ 1.
Define R′ ∈ B(Lk,n+1) by
R′ : η1 ⊗ · · · ⊗ ηn+1 7→
p∑
i=1
p∑
j=1
〈η1 ⊗ · · · ⊗ ηn, ζj〉(ωi ⊗ Ji,jηn+1)
and extend by linearity and density. Note that repeating (∗ ∗ ∗) twice shows R′ is indeed a bounded linear
map and
‖R′ − Pk,n+1T1,nPk,n+1‖B(Lk,n+1) < 3ǫ.
As
ζj , ωi ∈ Ni1 ⊗Ni2 ⊗ · · · ⊗ Nin ,
Discussion 2.3.12 implies that there exists a R0 ∈ J(n) such that
‖R′ − Pk,n+1R0Pk,n+1‖B(Lk,n+1) < ǫ.
Whence
‖Pk,n+1R0Pk,n+1 − Pk,n+1T1,nPk,n+1‖ < 4ǫ.
Since R0 ∈ J(n) and T1,n ∈ A1,(n),
‖Qn+1R0Qn+1 −Qn+1T1,nQn+1‖ = ‖Pk,n+1R0Pk,n+1 − Pk,n+1T1,nPk,n+1‖ < 4ǫ.
By combining all of our approximations
‖Qn+1TQn+1 −Qn+1(R+R0)Qn+1‖ < 10ǫ
and, as R +R0 ∈ span
(⋃
m<n+1 J(m)
)
, the result follows.
The above result shows we can approximate elements of E(ker(π′)) uniformly on QnK by elements of
span
(⋃
m<n J(m)
)
. The following result shows that this is enough to prove the assumptions of Lemma 2.3.8.
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Lemma 2.3.14. Let T ∈ E(C∗(A1 ⊕ A2, S)) and let ǫ > 0. There exists an n ∈ 2N such that∥∥Pj,mTPj,m − Pj,nTPj,n ⊗ ILj,m−n∥∥B(Lj,m) < ǫ
for all m ≥ n and j ∈ {1, 2} (where Lj,m ≃ Lj,n ⊗ Lj,m−n canonically as n is even).
Proof. Fix ǫ > 0. By Lemma 2.3.11 there exists an n ∈ 2N and a R ∈ span (⋃m<2n(A1,(m) ∪ A2,(m))) such
that ‖T −R‖ < ǫ. Fix m ≥ n. Then for all j ∈ {1, 2} R acts on Lj,m as Pj,nRPj,n ⊗ ILj,m−n and thus∥∥Pj,mTPj,m − Pj,nRPj,n ⊗ ILj,m−n∥∥B(Lj,m) ≤ ‖T −R‖ < ǫ.
However ‖Pj,nTPj,n − Pj,nRPj,n‖ ≤ ‖T −R‖ < ǫ for all j ∈ {1, 2} so∥∥Pj,mTPj,m − Pj,nTPj,n ⊗ ILj,m−n∥∥B(Lj,m) < 2ǫ
as desired.
Proof of Theorem 2.3.2. Recall E (〈J〉C∗(A1⊕A2,S)) ⊆ E(ker(π′)) by Discussion 2.3.7. Let T ∈ E(ker(π′))
and let ǫ > 0. By Lemma 2.3.14 there exists an n ∈ 2N so that∥∥Pj,mTPj,m − Pj,nTPj,n ⊗ ILj,m−n∥∥B(Lj,m) < ǫ
for all m ≥ n and j ∈ {1, 2}. By Lemma 2.3.13 there exists an R ∈ span (⋃m<n J(m)) so that
‖Qn(T −R)Qn‖ < ǫ.
As T,R ∈ E(C∗(A1 ⊕ A2, S))
‖T −R‖ = sup
m≥1
max
j∈{1,2}
‖Pj,m(T −R)Pj,m‖
by Lemma 2.3.4 and the above inequality implies
‖Pj,m(T −R)Pj,m‖Lj,m < ǫ
for all m ≤ n and j ∈ {1, 2}. Thus ‖Pj,nTPj,n − Pj,nRPj,n‖ < ǫ for all j ∈ {1, 2}. However, since
R ∈ span (⋃m<n J(m)), Pj,mRPj,m = Pj,nRPj,n ⊗ ILj,m−n for all m ≥ n and j ∈ {1, 2} (as n is even) and
thus
‖Pj,mTPj,m − Pj,mRPj,m‖ ≤ ǫ+
∥∥Pj,nTPj,n ⊗ ILj,m−n − Pj,nRPj,n ⊗ ILj,m−n∥∥Lj,m ≤ 2ǫ
for all m ≥ n and j ∈ {1, 2}. Whence ‖T −R‖ ≤ 2ǫ. As R ∈ E (〈J〉C∗(A1⊕A2,S)) ⊆ 〈J〉C∗(A1⊕A2,S), we
obtain that T ∈ 〈J〉C∗(A1⊕A2,S) and thus T ∈ E
(〈J〉C∗(A1⊕A2,S)). Hence E(ker(π′)) = E (〈J〉C∗(A1⊕A2,S)).
Therefore ker(π′) = 〈J〉C∗(A1⊕A2,S) by Lemma 2.3.8 as desired.
2.4 Proof of Theorem 2.1.3
In this section we will complete the proof of Theorem 2.1.3. By Theorem 2.3.2 we know certain short se-
quences of C∗-algebras are exact and we will use the proof of Theorem 4.8.2 in [3] to construct a commutative
diagram of short sequences. The proof of Theorem 4.8.2 in [3] is concrete and allows us to demonstrate that
the compression of 〈J〉C∗(A1⊕A2,S) corresponds with the description of 〈J〉A1∗A2 given in Section 2.2. The
remainder of the proof is then trivial. We start the proof by re-describing the context.
Discussion 2.4.1. Let A1 and A2 be unital C
∗-algebras, let J be an ideal of A1, let π1,0 : A1/J→ B(H1,0),
π1,1 : A1 → B(H1,1), and π2 : A2 → B(H2) be unital representations such that π1,0 and π2 are faithful and,
if H1 := H1,0 ⊕H1,1 and q : A1 → A1/J is the canonical quotient map, π1 := (π1,0 ◦ q)⊕ π1,1 : A1 → B(H1)
is faithful, and let ξ1 ∈ H1,0 and ξ2 ∈ H2 be unit vectors. For notational purposes let H2,0 := H2 and let
π2,0 := π2 : A2 → B(H2,0).
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Using the notation of Discussion 2.3.1, the sequence
0→ 〈J〉C∗(A1⊕A2,S) → C∗(A1 ⊕ A2, S) π
′→ C∗((A1/J)⊕ A2, S0)→ 0
is exact by Theorem 2.3.2. In order to show that the sequence
0→ 〈J〉A1∗A2 i→ (A1, π1, ξ1) ∗ (A2, π2, ξ2) π→ (A1/J, π1,0, ξ1) ∗ (A2, π2, ξ2)→ 0
as described in Construction 2.1.2 is exact, we desire to embed the later sequence into the first.
Notation 2.4.2. Let A1,0 = A1/J and let A2,0 = A2. Using the notation of Discussion 2.3.1, let
P = I − S2(S∗)2 ∈ C∗(A1 ⊕ A2, S)
and let
U = P (S + S∗)P ∈ C∗(A1 ⊕ A2, S).
Define the unital, completely positive maps ψi : Ai → PC∗(A1 ⊕ A2, S)P by
ψi(A) = PAP + UAU
for all A ∈ Ai. Similarly let
P0 = I − S20(S∗0 )2 ∈ C∗(A1,0 ⊕ A2,0, S0)
and let
U0 = P0(S0 + S
∗
0 )P0 ∈ C∗(A1,0 ⊕ A2,0, S0).
Define the unital, completely positive maps ψi,0 : Ai,0 → P0C∗(A1,0 ⊕ A2,0, S0)P0 by
ψi,0(A) = P0AP0 + U0AU0
for all A ∈ Ai,0.
For all i ∈ {1, 2} let
A0i := {A ∈ Ai | 〈Aξi, ξi〉Hi = 0} and let A0i,0 := {A ∈ Ai,0 | 〈Aξi, ξi〉Hi,0 = 0}.
Thus Ai = CIAi + A
0
i and Ai,0 = CIAi,0 + A
0
i,0 for all i ∈ {1, 2}.
Lemma 2.4.3. There exists a unital, completely positive map
Ψ : (A1, π1, ξ1) ∗ (A2, π2, ξ2)→ PC∗(A1 ⊕ A2, S)P
such that
Ψ(A1 · · ·An) = ψi1(A1) · · ·ψin(An)
whenever Ak ∈ A0ik , {ik}nk=1 ⊆ {1, 2}, and ik 6= ik+1 for all k ∈ {1, . . . , n − 1}. Moreover there exists a∗-homomorphism
σ : C∗(Ψ((A1, π1, ξ1) ∗ (A2, π2, ξ2)))→ (A1, π1, ξ1) ∗ (A2, π2, ξ2)
such that σ ◦Ψ = Id(A1,π1,ξ1)∗(A2,π2,ξ2). In fact σ is the compression map of B(K) to B(K1,1) where K1,1 ⊆ K
is a Hilbert space isomorphic to (H1, ξ1) ∗ (H2, ξ2).
Similarly there exists a unital, completely positive map
Ψ0 : (A1,0, π1,0, ξ1) ∗ (A2,0, π2,0, ξ2)→ P0C∗(A1,0 ⊕ A2,0, S0)P0
such that
Ψ0(A1 · · ·An) = ψi1,0(A1) · · ·ψin,0(An)
whenever Ak ∈ A0ik,0, {ik}nk=1 ⊆ {1, 2}, and ik 6= ik+1 for all k ∈ {1, . . . , n− 1}.
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Proof. The proof of the above result is contained in Theorem 4.8.2 of [3]. Note that the proof in [3] is
done under the assumptions that π1, π2, and π1,0 are the faithful representations corresponding to a GNS
construction. However these assumptions are not used in the proof.
For later purposes we remark that the Hilbert subspace K1,1 of K is the subspace
H1 ⊕
⊕
n≥0
H1 ⊗ (H02 ⊗H01)⊗n ⊗H02 ⊗H1

and is isomorphic to (H1, ξ1)∗(H2, ξ2) via the standard identifications Cξ1⊗H02 ≃ H02 andH02⊗Cξ1 ≃ H02.
Lemma 2.4.4. With Ψ and Ψ0 as in Lemma 2.4.3, the diagram
(A1, π1, ξ1) ∗ (A2, π2, ξ2) π→ (A1/J, π1,0, ξ1) ∗ (A2, π2, ξ2)
↓ Ψ ↓ Ψ0
C∗(A1 ⊕ A2, S) π
′→ C∗((A1/J)⊕ A2, S0)
commutes.
Proof. Recall that the span of I(A1,π1,ξ1)∗(A2,π2,ξ2) and
{A1A2 · · ·An | Ak ∈ A0ik , {ik}nk=1 ⊆ {1, 2}, ik 6= ik+1 for all k ∈ {1, . . . , n− 1}} (∗)
is dense in (A1, π1, ξ1) ∗ (A2, π2, ξ2). Therefore, to prove the diagram commutes, it suffices by linearity and
density to verify that Ψ0
(
π
(
I(A1,π1,ξ1)∗(A2,π2,ξ2)
))
= π′
(
Ψ
(
I(A1,π1,ξ1)∗(A2,π2,ξ2)
))
and Ψ0(π(T )) = π
′(Ψ0(T ))
for all T in the set given in (∗). However Ψ0
(
π
(
I(A1,π1,ξ1)∗(A2,π2,ξ2)
))
= π′
(
Ψ
(
I(A1,π1,ξ1)∗(A2,π2,ξ2)
))
is
trivial as Ψ, Ψ0, π, and π
′ are unital. If Ak ∈ A0ik for k ∈ {1, . . . , n}, {ik}nk=1 ⊆ {1, 2}, and ik 6= ik+1 for all
k ∈ {1, . . . , n− 1} then
Ψ0(π(A1A2 · · ·An)) = Ψ0(π(A1)π(A2) · · ·π(An)) = ψi1,0(π(A1))ψi2,0(π(A2)) · · ·ψin,0(π(An))
since π is a ∗-homomorphism, π(Ak) is an element of A0ik,0 for all k ∈ {1, . . . , n}, and by the properties of
Ψ0 from Lemma 2.4.3, and
π′(Ψ(A1A2 · · ·An)) = π′(ψi1(A1)ψi2 (A2) · · ·ψin(An)) = π′(ψi1 (A1))π′(ψi2(A2)) · · ·π′(ψin(An))
by the properties of Ψ from Lemma 2.4.3 and since π′ is a ∗-homomorphism. However, for all i ∈ {1, 2} and
A ∈ Ai,
ψi,0(π(A)) = P0π(A)P0 + U0π(A)U0 = π
′(PAP + UAU) = π′(ψi(A)).
Hence Ψ0 ◦ π = π′ ◦ Ψ on a set with dense span in (A1, π1, ξ1) ∗ (A2, π2, ξ2) and thus the result follows by
linearity and density.
The final technical challenge of the proof of Theorem 2.1.3 is the following.
Lemma 2.4.5. Let σ : B(K) → B((H1, ξ1) ∗ (H2, ξ2)) be the compression map from Lemma 2.4.3. If
T ∈ 〈J〉C∗(A1⊕A2,S) then σ(T ) ∈ 〈J〉A1∗A2 .
Proof. By Discussion 2.3.9 and the notation in 2.4.2, it is easy to see that the span of
(A1S)(B1S) · · · (AnS)(BnS)J(S∗B′m)(S∗A′m) · · · (S∗B′1)(S∗A′1)
(B1S)(A2S) · · · (AnS)(BnS)J(S∗B′m)(S∗A′m) · · · (S∗B′1)(S∗A′1)
(A1S)(B1S) · · · (AnS)(BnS)J(S∗B′m)(S∗A′m) · · · (S∗A′2)(S∗B′1)
(B1S)(A2S) · · · (AnS)(BnS)J(S∗B′m)(S∗A′m) · · · (S∗A′2)(S∗B′1)
∣∣∣∣∣∣∣∣
n,m ≥ 0, J ∈ J,
Ai, A
′
j ∈ A01 ∪ {IA1},
Bi, B
′
j ∈ A02 ∪ {IA2}
 (∗)
is dense in 〈J〉C∗(A1⊕A2,S). Recall that σ was the compression of K onto
K1,1 = H1 ⊕
⊕
n≥0
H1 ⊗ (H02 ⊗H01)⊗n ⊗H02 ⊗H1
 ⊆ K
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andK1,1 is isomorphic to (H1, ξ1)∗(H2, ξ2) via the standard identifications Cξ1⊗H02 ≃ H02 andH02⊗Cξ1 ≃ H02.
Therefore it suffices to show that the compression of each element in (∗) to K corresponds to an element in
〈J〉A1∗A2 as described in Section 2.2.
Notice B(K1,1) = {0} for all B ∈ A2. Therefore it suffices to consider only the set (A1S)(B1S) · · · (AnS)(BnS)J(S∗B′m)(S∗A′m) · · · (S∗B′1)(S∗A′1)(B1S)(A2S) · · · (AnS)(BnS)J(S∗B′m)(S∗A′m) · · · (S∗B′1)(S∗A′1)
∣∣∣∣∣∣
n,m ≥ 0, J ∈ J,
Ai, A
′
j ∈ A01 ∪ {IA1},
Bi, B
′
j ∈ A02 ∪ {IA2}
 (∗∗).
Fix n ≥ 0, m ≥ 1, J ∈ J, {Ai}ni=1, {A′j}mj=1 ⊆ A01 ∪ {IA1}, and {Bi}ni=1, {B′j}mj=1 ⊆ A02 ∪ {IA2} and let
T = (A1S)(B1S) · · · (AnS)(BnS)J(S∗B′m)(S∗A′m) · · · (S∗B′1)(S∗A′1).
If
η1 ⊗ ζ1 ⊗ · · · ⊗ ηm ⊗ ζm ⊗ η ∈ H1 ⊗ (H02 ⊗H01)⊗m−1 ⊗H02 ⊗H1
then
T (η1 ⊗ ζ1 ⊗ · · · ⊗ ηm ⊗ ζm ⊗ η)
= 〈A′1η1, ξ1〉H1(A1S)(B1S) · · · (AnS)(BnS)J(S∗B′m)(S∗A′m) · · · (S∗B′1)(ζ1 ⊗ · · · ⊗ ηm ⊗ ζm ⊗ η)
...
=
(
m∏
k=1
〈A′kηk, ξ1〉H1
)(
m∏
k=1
〈B′kζk, ξ2〉H2
)
(A1S)(B1S) · · · (AnS)(BnS)Jη
=
(
m∏
k=1
〈ηk, (A′k)∗ξ1〉H1
)(
m∏
k=1
〈ζk, (B′k)∗ξ2〉H2
)
(A1S)(B1S) · · · (AnS)(Bnξ2 ⊗ Jη)
...
=
(
m∏
k=1
〈ηk, (A′k)∗ξ1〉H1
)(
m∏
k=1
〈ζk, (B′k)∗ξ2〉H2
)
(A1ξ1)⊗ (B1ξ2)⊗ · · · ⊗ (Anξ1)⊗ (Bnξ2)⊗ Jη.
It is easy to see that T is zero on H1 ⊗ (H02 ⊗H01)⊗k ⊗H02 ⊗H1 for all k ≤ m− 1 and if k ≥ m− 1 and
η1 ⊗ ζ1 ⊗ · · · ⊗ ηm ⊗ ζm ⊗ ηm+1 ⊗ ζm+1 ⊗ · · · ⊗ ηk+2 ∈ H1 ⊗ (H02 ⊗H01)⊗k ⊗H02 ⊗H1
then
T (η1⊗ζ1⊗· · ·⊗ηm⊗ζm⊗ηm+1⊗ζm+1⊗· · ·⊗ηk+2) = T (η1⊗ζ1⊗· · ·⊗ηm⊗ζm⊗ηm+1)⊗ζm+1⊗· · ·⊗ηk+2.
If Bj = IA2 for some j ∈ {1, . . . , n} then Bjξ2 is orthogonal to H02 and thus the image of T |K1,1 is
orthogonal to K1,1 so σ(T ) = 0. Similarly if B′j = IA2 for some j ∈ {1, . . . ,m} then 〈ζj , (B′j)∗ξ2〉H2 = 0 for
all ζj ∈ H02 so T is zero on K1,1 and thus σ(T ) = 0. Therefore we may assume that {Bi}ni=1, {B′j}mj=1 ⊆ A02.
If Aj = IA1 for some j ∈ {2, . . . , n} then Ajξ1 is orthogonal to H01 and thus the image of T |K1,1 is
orthogonal to K1,1 so σ(T ) = 0. Similarly if A′j = IA1 for some j ∈ {2, . . . ,m} then 〈ηj , (A′j)∗ξ1〉H1 = 0 for
all ηj ∈ H01 so T is zero on K1,1 and thus σ(T ) = 0. Therefore we may assume that {Ai}ni=2, {A′j}mj=2 ⊆ A01.
By examining Discussion 2.2.2 and Discussion 2.2.3, notice if A1, A
′
1 ∈ A01 then σ(T ) corresponds to the
operator
A1B1 · · ·AnBnJB′mA′m · · ·B′1A′1 ∈ 〈J〉A1∗A2 .
If A1 ∈ A01 and A′1 = IA1 then σ(T ) corresponds to the operator
A1B1 · · ·AnBnJB′mA′m · · ·A′2B′1 ∈ 〈J〉A1∗A2 .
If A′1 ∈ A01 and A1 = IA1 then σ(T ) corresponds to the operator
B1A2 · · ·AnBnJB′mA′m · · ·B′1A′1 ∈ 〈J〉A1∗A2 .
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Finally if A1, A
′
1 = IA1 then σ(T ) corresponds to the operator
B1A2 · · ·AnBnJB′mA′m · · ·A′2B′1 ∈ 〈J〉A1∗A2 .
Hence σ(T ) ∈ 〈J〉A1∗A2 for all T of this form. The case where m = 0 is identical (as Jξ1 = 0 for all J ∈ J).
Using similar arguments to those listed above, the image of K1,1 under
(B1S)(A2S) · · · (AnS)(BnS)J(S∗B′m)(S∗A′m) · · · (S∗B′1)(S∗A′1)
is in the orthogonal complement of K1,1 and thus these operators have zero compression for all n,m ≥ 0,
J ∈ J, {Ai}ni=1, {A′j}mj=1 ⊆ A01 ∪ {IA1}, and {Bi}ni=1, {B′j}mj=1 ⊆ A02 ∪ {IA2}.
As the span of (∗) is dense in 〈J〉C∗(A1⊕A2,S), the result follows.
Proof of Theorem 2.1.3. Suppose T ∈ ((A1, π1, ξ1) ∗ (A2, π2, ξ2)) ∩ ker(π). Therefore
π′(Ψ(T )) = Ψ0(π(T )) = 0
by Lemma 2.4.4. By Theorem 2.3.2
Ψ(T ) ∈ 〈J〉C∗(A1⊕A2,S).
Therefore
σ(Ψ(T )) ∈ 〈J〉(A1,π1,ξ1)∗(A2,π2,ξ2)
by Lemma 2.4.5. However T = σ(Ψ(T )) by Lemma 2.4.3 so
T ∈ 〈J〉(A1,π1,ξ1)∗(A2,π2,ξ2)
as desired.
3 Limits of Free Products
With the modification to the third equivalence of Theorem 1.1 complete, we turn our attention to developing
the analog of the fifth equivalence of Theorem 1.1 in the context of reduced free products. The following is
the adaptation of the fifth equivalence of Theorem 1.1 to reduced free products and is a generalization of the
appendix of [10] due to Shlyakhtenko (where, if Ai are C
∗-algebras with states ϕi that have faithful GNS
representations, (A1, ϕ1)∗(A2, ϕ2) is the reduced free product, ϕ1∗ϕ2 is the vector state on (A1, ϕ1)∗(A2, ϕ2)
corresponding to the distinguished vector, C〈t1, . . . , tn〉 denotes set of all complex polynomials in n non-
commuting variables and their complex conjugates, and a pair (A, τ) is said to be a non-commutative
probability space if A is a unital C∗-algebra and τ is a state on A with a faithful GNS representation):
Theorem 3.1. For each k ∈ N let
{
X
(k)
i
}n
i=1
be generators for a non-commutative probability space (Ak, τk).
Let {Xi}ni=1 be generators for a non-commutative probability space (A, τ) and let {Yi}mi=1 be generators for
a non-commutative probability space (B, ϕ). Suppose that
1. lim supk→∞
∥∥∥q (X(k)1 , . . . , X(k)n )∥∥∥
Ak
= ‖q(X1, . . . , Xn)‖A for all q ∈ C〈t1, . . . , tn〉, and
2. limk→∞ τk
(
q
((
X
(k)
1 , . . . , X
(k)
n
)))
= τ(q(X1, . . . , Xn)) for all q ∈ C〈t1, . . . , tn〉.
Then
lim
k→∞
∥∥∥p(X(k)1 , . . . , X(k)n , Y1, . . . , Ym)∥∥∥
(Ak,τk)∗(B,ϕ)
= ‖p(X1, . . . , Xn, Y1, . . . , Ym)‖(A,τ)∗(B,ϕ)
for all p ∈ C〈t1, . . . , tn+m〉.
By examining the fifth equivalence of Theorem 1.1, it can easily be seen that the above question is
connected with the notion of an exact C∗-algebra by replacing tensor products with reduced free products.
To begin the proof of Theorem 3.1, we note one inequality is trivially implied.
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Lemma 3.2. With the assumptions and notation of Theorem 3.1,
lim inf
k→∞
∥∥∥p(X(k)1 , . . . , X(k)n , Y1, . . . , Ym)∥∥∥
(Ak,τk)∗(B,ϕ)
≥ ‖p(X1, . . . , Xn, Y1, . . . , Ym)‖(A,τ)∗(B,ϕ)
for all p ∈ C〈t1, . . . , tn+m〉.
Proof. First we claim if p ∈ C〈t1, . . . , tn+m〉 is arbitrary then
(τ ∗ ϕ)(p(X1, . . . , Xn, Y1, . . . , Ym)) = lim
k→∞
(τk ∗ ϕ)
(
p
(
X
(k)
1 , . . . , X
(k)
n , Y1, . . . , Ym
))
.
To see this, notice p(t1, . . . , tn+m) can be written as
p(t1, . . . , tn+m) =
N∑
ℓ=1
zℓ∏
w=1
pℓ,w(t1, . . . , tn)qℓ,w(tn+1, . . . , tn+m)
where τ(pℓ,w(X1, . . . , Xn)) = 0 and ϕ(qℓ,w(Y1, . . . , Ym)) = 0 for all ℓ ∈ {1, . . . , N} and w ∈ {1, . . . , zℓ} except
possible for possible pℓ,1 and qℓ,zℓ which can be constant functions. Thus
(τ ∗ ϕ)(p(X1, . . . , Xn, Y1, . . . , Ym)) =
N∑
ℓ=1
zℓ∏
w=1
τ(pℓ,w(X1, . . . , Xn))ϕ(qℓ,w(Y1, . . . , Ym))
by freeness. Moreover
(τk ∗ ϕ)
(
p
(
X
(k)
1 , . . . , X
(k)
n , Y1, . . . , Ym
))
=
N∑
ℓ=1
(τk ∗ ϕ)
(
zℓ∏
w=1
pℓ,w
(
X
(k)
1 , . . . , X
(k)
n
)
qℓ,w(Y1, . . . , Ym)
)
by linearity. Thus it suffices to show
zℓ∏
w=1
τ(pℓ,w(X1, . . . , Xn))ϕ(qℓ,w(Y1, . . . , Ym)) = lim
k→∞
(τk ∗ ϕ)
(
zℓ∏
w=1
pℓ,w
(
X
(k)
1 , . . . , X
(k)
n
)
qℓ,w(Y1, . . . , Ym)
)
for all ℓ ∈ {1, . . . , N}. However, in the case that τ(pℓ,w(X1, . . . , Xn)) = 0 and ϕ(qℓ,w(Y1, . . . , Ym)) = 0 for
all w ∈ {1, . . . , zℓ}, notice
zℓ∏
w=1
(
pℓ,w
(
X
(k)
1 , . . . , X
(k)
n
)
− τk
(
pℓ,w
(
X
(k)
1 , . . . , X
(k)
n
))
IAk
)
qℓ,w(Y1, . . . , Ym)
=
(
zℓ∏
w=1
pℓ,w
(
X
(k)
1 , . . . , X
(k)
n
)
qℓ,w(Y1, . . . , Ym)
)
+ Tk
where Tk is the sum of products of terms in{
pℓ,w
(
X
(k)
1 , . . . , X
(k)
n
)
, τk
(
pℓ,w
(
X
(k)
1 , . . . , X
(k)
n
))
, qℓ,w(Y1, . . . , Ym) | w ∈ {1, . . . , zℓ}
}
(∗)
where each product contains at least one τk
(
pℓ,w
(
X
(k)
1 , . . . , X
(k)
n
))
and Tk′ can be obtained from Tk by
exchanging the index k with k′. Hence
(τk ∗ ϕ)
(
zℓ∏
w=1
pℓ,w
(
X
(k)
1 , . . . , X
(k)
n
)
qℓ,w(Y1, . . . , Ym)
)
+ (τk ∗ ϕ)(Tk)
= (τk ∗ ϕ)
(
zℓ∏
w=1
(
pℓ,w
(
X
(k)
1 , . . . , X
(k)
n
)
− τk
(
pℓ,w
(
X
(k)
1 , . . . , X
(k)
n
))
IAk
)
qℓ,w(Y1, . . . , Ym)
)
=
zℓ∏
w=1
τk
(
pℓ,w
(
X
(k)
1 , . . . , X
(k)
n
)
− τk
(
pℓ,w
(
X
(k)
1 , . . . , X
(k)
n
))
IAk
)
ϕ(qℓ,w(Y1, . . . , Ym))
= 0
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by freeness. Since τ(pℓ,w(X1, . . . , Xn)) = 0 and ϕ(qℓ,w(Y1, . . . , Ym)) = 0 for all w ∈ {1, . . . , zℓ}, the assump-
tions of the lemma imply
lim
k→∞
(τk ∗ ϕ)(Tk) = 0
as every term in (∗) is bounded by the first assumption of the lemma and
lim
k→∞
τk
(
pℓ,w
(
X
(k)
1 , . . . , X
(k)
n
))
= τ(pℓ,w(X1, . . . , Xn)) = 0
for all w ∈ {1, . . . , zℓ} by the second assumption of the lemma. Hence
lim
k→∞
(τk∗ϕ)
(
zℓ∏
w=1
pℓ,w
(
X
(k)
1 , . . . , X
(k)
n
)
qℓ,w(Y1, . . . , Ym)
)
= 0 =
zℓ∏
w=1
τ(pℓ,w(X1, . . . , Xn))ϕ(qℓ,w(Y1, . . . , Ym)).
As similar computations hold when pℓ,1 and/or qℓ,zℓ are constants, the claim has been proven.
For each k ∈ N let ‖T ‖2,τk∗ϕ = (τk∗ϕ)(T ∗T )
1
2 for all T ∈ (Ak, τk)∗(B, ϕ) and let ‖T ‖2,τ∗ϕ = (τ∗ϕ)(T ∗T )
1
2
for all T ∈ (A, τ) ∗ (B, ϕ). Notice the above implies that
lim
k→∞
∥∥∥p(X(k)1 , . . . , X(k)n , Y1, . . . , Ym)∥∥∥
2,τk∗ϕ
= ‖p(X1, . . . , Xn, Y1, . . . , Ym)‖2,τ∗ϕ
for all polynomials p ∈ C〈t1, . . . , tn+m〉. However, by considering the construction of the reduced free
product, for a fixed polynomial p ∈ C〈t1, . . . , tn+m〉
‖p(X1, . . . , Xn, Y1, . . . , Ym)‖
= sup
{
|(τ ∗ ϕ)((p · p1 · p2)(X1, . . . , Xn, Y1, . . . , Ym))|
∣∣∣∣ pi ∈ C〈t1, . . . , tn+m〉,‖pi(X1, . . . , Xn, Y1, . . . , Ym)‖2,τ∗ϕ < 1
}
.
However, for all p, p1, p2 ∈ C〈t1, . . . , tn+m〉,
|(τ ∗ ϕ)((p · p1 · p2)(X1, . . . , Xn, Y1, . . . , Ym))|
= lim
k→∞
∣∣∣(τk ∗ ϕ)((p · p1 · p2)(X(k)1 , . . . , X(k)n , Y1, . . . , Ym))∣∣∣
≤ lim inf
k→∞
 ∏
i=1,2
∥∥∥pi (X(k)1 , . . . , X(k)n , Y1, . . . , Ym)∥∥∥
2,τk∗ϕ
∥∥∥p(X(k)1 , . . . , X(k)n , Y1, . . . , Ym)∥∥∥
(A,τk)∗(B,ϕ)
=
 ∏
i=1,2
‖pi(X1, . . . , Xn, Y1, . . . , Ym)‖2,τ∗ϕ
 lim inf
k→∞
∥∥∥p(X(k)1 , . . . , X(k)n , Y1, . . . , Ym)∥∥∥
(A,τk)∗(B,ϕ)
Hence, as the above holds for all p1, p2 ∈ C〈t1, . . . , tn+m〉, the result follows.
Remarks 3.3. Using the notation in Theorem 3.1, consider the C∗-subalgebra C of∏
k≥1 ((Ak, τk) ∗ (B, ϕ))⊕
k≥1 ((Ak, τk) ∗ (B, ϕ))
generated by (X(k)j )k≥1 +⊕
k≥1
((Ak, τk) ∗ (B, ϕ)) | j ∈ {1, . . . , n}

and (Yj)k≥1 +⊕
k≥1
((Ak, τk) ∗ (B, ϕ)) | j ∈ {1, . . . ,m}
 .
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Lemma 3.2 tells us that there exists a map
Ψ : C→ (A, τ) ∗ (B, ϕ)
defined by
Ψ
(X(k)j )
k≥1
+
⊕
k≥1
((Ak, τk) ∗ (B, ϕ))
 = Xj
for all j ∈ {1, . . . , n} and
Ψ
(Yj)k≥1 +⊕
k≥1
((Ak, τk) ∗ (B, ϕ))
 = Yj
for all j ∈ {1, . . . ,m}. Moreover Ψ is an isomorphism if and only if
lim sup
k→∞
∥∥∥p(X(k)1 , . . . , X(k)n , Y1, . . . , Ym)∥∥∥
(Ak,τk)∗(B,ϕ)
≤ ‖p(X1, . . . , Xn, Y1, . . . , Ym)‖(A,τ)∗(B,ϕ)
for all polynomials p ∈ C〈t1, . . . , tn+m〉. Thus Theorem 3.1 is true if and only if Ψ is an isomorphism. The
question of whether Ψ is an isomorphism can be considered as a modification of the fourth equivalence of
Theorem 1.1.
Our next goal is to prove Theorem 3.1 provided that B is an exact C∗-algebra. To do this we reprove
the following known results from the appendix of [10] that prove Theorem 3.1 when the Yj are free creation
operators on a Fock space.
Lemma 3.4. Let A be a unital C∗-algebra with a state τ with a faithful GNS representation and let B be
the universal C∗-algebra generated by A and elements L1, . . . , Ln satisfying L∗iALj = δi,jτ(A) for all A ∈ A
(where δi,j is the Kronecker delta function). Let ψ be the linear functional on
∗-Alg(A, {Lj}nj=1) defined by
ψ|A = τ and
ψ(A0Li1A1 · · ·Ak−1LikAkA′0L∗j1A′1 · · ·A′ℓ−1L∗jℓA′ℓ) = 0
whenever A1, . . . , Ak, A
′
1, . . . , A
′
ℓ ∈ A and at least one of k and ℓ is non-zero. Then ψ extends to a state on
B having a faithful GNS representation. Moreover, if (A, τ) ∗ (E , φ) where (E , φ) is the C∗-algebra generated
by n free creation operators ℓ1, . . . , ℓn on the full Fock space F(Cn) and φ is the vacuum expectation, there
exists an isomorphism Φ : (B, ψ)→ (A, τ) ∗ (E , φ) such that Φ(A) = A for all A ∈ A and Φ(Lj) = ℓj for all
j ∈ {1, . . . ,m}.
Proof. Let
(
B̂, ψ̂
)
be the reduced free product (A, τ) ∗ (E , φ). By Corollary 2.5 of [16] ℓiAℓ∗j = δi,jτ(A) for
all A ∈ A and
ψ̂(A0ℓi1A1 · · ·Ak−1ℓikAkA′0ℓ∗j1A′1 · · ·A′ℓ−1ℓ∗jℓA′ℓ) = 0
whenever A1, . . . , Ak, A
′
1, . . . , A
′
ℓ ∈ A and at least one of k and ℓ is non-zero. Hence, by the universal property
of B, there exists a ∗-homomorphism Φ : B→ B̂ such that ψ = ψ̂ ◦ Φ.
To complete the lemma it suffices to prove Φ is injective. However, by [13] (and by applying the same
‘Fourier series’-like argument as in Section 2.3), it suffices to check that the linear span of {AL∗iBLjC |
i, j ∈ {1, . . . , n}, A,B,C ∈ A} is dense in A and that there exists a homomorphism α : {z ∈ C | |z| = 1} →
Hom(B̂) such that αz(A) = A for all A ∈ A and αz(ℓj) = zℓj for all j ∈ {1, . . . , n}. However the first
claim is trivial by taking i = j, B = IA = C. Since it is trivial to verify that there exists a homomorphism
α : {z ∈ C | |z| = 1} → Hom(B̂) such that αz(ℓj) = zℓj for all j ∈ {1, . . . , n}, taking the free product with
the identity map on A will complete the lemma.
Lemma 3.5. Theorem 3.1 is true with the additional assumptions that B is the C∗-algebra generated by m
creation operators ℓ1, . . . , ℓm on a Fock space and ϕ is the vector state of the vacuum vector.
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Proof. Consider the C∗-algebra
D :=
∏
k≥1 ((Ak, τk) ∗ (C∗(ℓ1, . . . , ℓm), ϕ))⊕
k≥1 ((Ak, τk) ∗ (C∗(ℓ1, . . . , ℓn), ϕ))
.
Let
X ′j :=
(
X
(k)
j
)
k≥1
+
⊕
k≥1
((Ak, τk) ∗ (C∗(ℓ1, . . . , ℓn), ϕ))
for j ∈ {1, . . . , n} and
Lj := (ℓj)k≥1 +
⊕
k≥1
((Ak, τk) ∗ (C∗(ℓ1, . . . , ℓn), ϕ))
for j ∈ {1, . . . ,m}. Notice, by the first assumption of the theorem, A is isomorphic to the C∗-subalgebra of D
generated by {X ′j}nj=1. Let C be the C∗-subalgebra of D generated by A and {Lj}mj=1. By Remarks 3.3 there
exists a ∗-homomorphism Ψ : C → (A, τ) ∗ (C∗(ℓ1, . . . , ℓm), ϕ) such that Ψ(X ′j) = Xj for all j ∈ {1, . . . , n}
and Ψ(Lj) = ℓj for all j ∈ {1, . . . ,m}.
We claim that Ψ is an isomorphism. To see this, notice for all polynomials p ∈ C〈t1, . . . , tn〉 that
L∗i p(X
′
1, . . . , X
′
n)Lj =
(
ℓ∗i p
(
x
(k)
1 , . . . , x
(k)
n
)
ℓj
)
k≥1
+
⊕
k≥1
((Ak, τk) ∗ (C∗(ℓ1, . . . , ℓn), ϕ))
= δi,j
(
τk
(
p
(
x
(k)
1 , . . . , x
(k)
n
)))
k≥1
+
⊕
k≥1
((Ak, τk) ∗ (C∗(ℓ1, . . . , ℓn), ϕ))
= δi,jτ(p(X
′
1, . . . , X
′
n))
(
I(Ak,τk)∗(C∗(ℓ1,...,ℓn),ϕ)
)
k≥1 +
⊕
k≥1
((Ak, τk) ∗ (C∗(ℓ1, . . . , ℓn), ϕ))
= δi,jτ(p(X
′
1, . . . , X
′
n))IA
by the second assumption of the theorem. Hence, by Lemma 3.4 and by universality, there exists a ∗-
homomorphism Φ : (A, τ) ∗ (C∗(ℓ1, . . . , ℓm), ϕ) → C such that Φ(Xj) = X ′j for all j ∈ {1, . . . , n} and
Φ(ℓj) = Lj for all j ∈ {1, . . . ,m}. Hence Ψ is invertible with inverse Φ. Thus the result follows from
Remarks 3.3.
Our next goal is to prove Theorem 3.1 provided C∗(Y1, . . . , Ym) is exact. To do this we desire an
embedding of the reduced free product of two C∗-algebras A and B into a reduced free product involving
A⊗min B.
Lemma 3.6. Let A and B be unital C∗-algebras, let ϕ and ψ be states on A and B respectively with faithful
GNS representations. Let ℓ1 be the unilateral forward shift on ℓ2(N), let {en}n≥1 be the standard orthonormal
basis for ℓ2(N), and let φ : C
∗(ℓ1)→ C be defined by φ(T ) = 〈Te1, e1〉 for all T ∈ C∗(ℓ1). Then there exists
a unitary U ∈ C∗(ℓ1) (independent of A and B) and an injective ∗-homomorphism
Ψ : (A, ϕ) ∗ (B, ψ)→ (A ⊗min B, ϕ⊗ ψ) ∗ (C∗(ℓ1), φ)
such that Ψ(A) = A⊗ IB and Ψ(B) = U∗(IA ⊗B)U for all A ∈ A and B ∈ B.
Proof. See Proposition 4.2 of [5]. Alternatively a (not necessarily injective) ∗-homomorphism can be con-
structed by Theorem 4.7.2 of [3] and by showing that A⊗ IB and U∗(IA ⊗B)U are free with respect to any
self-adjoint unitary U such that Ue1 = e2 and Ue2 = e1. The proof that Ψ is then injective can be done by
constructing a compression map from the Hilbert space that (A ⊗min B, ϕ ⊗ ψ) ∗ (C∗(ℓ1), φ) acts on to an
isomorphic copy of the Hilbert space (A, ϕ) ∗ (B, ψ) acts on.
Lemma 3.7. Theorem 3.1 is true under the additional assumption that B is an exact C∗-algebra.
Proof. Since B is exact, by the fifth equivalence of Theorem 1.1 and by the first assumption of the lemma,
we obtain that
lim sup
k→∞
∥∥∥p(X(k)1 ⊗ I, . . . , X(k)n ⊗ I, I ⊗ Y1, . . . , I ⊗ Ym)∥∥∥
Ak⊗minB
= ‖p(X1 ⊗ I, . . . , Xn ⊗ I, I ⊗ Y1, . . . , I ⊗ Ym)‖A⊗B
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for all p ∈ C〈t1, . . . , tn+m〉. By the structure of the states on the tensor products and by the second
assumption of the lemma,
lim
k→∞
(τk⊗ϕ)
(
p
(
X
(k)
1 ⊗ I, . . . , X(k)n ⊗ I, I ⊗ Y1, . . . , I ⊗ Ym
))
= (τ⊗ϕ)(p(X1⊗I, . . . , Xn⊗I, I⊗Y1, . . . , I⊗Ym))
for all p ∈ C〈t1, . . . , tn+m〉. Therefore Lemma 3.5 implies
lim
k→∞
∥∥∥p(X(k)1 ⊗ I, . . . , X(k)n ⊗ I, I ⊗ Y1, . . . , I ⊗ Ym, T)∥∥∥
(Ak⊗minB,τk⊗ϕ)∗(C∗(ℓ1),e1)
= ‖p(X1 ⊗ I, . . . , Xn ⊗ I, I ⊗ Y1, . . . , I ⊗ Ym, T )‖(A⊗minB,τ⊗ϕ)∗(C∗(ℓ1),e1)
for all p ∈ C〈t1, . . . , tn+m+1〉 and for all T ∈ C∗(ℓ1). By using T = U where U is a unitary as in Lemma 3.6
and by viewing (Ak, τk) ∗ (B, ϕ) and (A, τ) ∗ (B, ϕ) in (Ak ⊗minB, τk ⊗ϕ) ∗ (C∗(ℓ1), e1) and (A⊗minB, τ ⊗
ϕ) ∗ (C∗(ℓ1), e1) respectively, the result follows.
Just as Lemma 3.7 upgraded Lemma 3.5 to exact C∗-algebras by use of Lemma 3.6 and tensor products,
we will use Lemma 3.7 along with the following lemma involving direct sums to prove Theorem 3.1.
Lemma 3.8. For i ∈ {1, 2} let (Ai, τi) be non-commutative probability space. Let τ : A1 ⊕ A2 → C be the
state given by
τ(A1 ⊕A2) = 1
2
(τ1(A1) + τ2(A2))
for all A1 ∈ A1 and A2 ∈ A2.
Let O2 be the Cuntz algebra, let F2 be the canonical CAR C∗-subalgebra of O2, let τ ′ : F2 → C be the
unique normalized trace on F2, let E : O2 → F2 be the canonical conditional expectation of O2 onto F2, and
let σ := τ ′ ◦ E : O2 → C. Note σ is a faithful state.
Let C be any C∗-algebra with a state ρ such that there exists a unitary U ∈ C such that ρ|C∗(U) is faithful,
ρ(U) = 0, and the GNS representation of C with respect to ρ is faithful.
Then there exists an injective ∗-homomorphism π : (A1, τ1) ∗ (A2, τ2)→ ((A1 ⊕ A2) ⊗O2, τ ⊗ σ) ∗ (C, ρ)
such that there exists elements X,Y, Z,W ∈ C∗(I ⊗O2,C) ⊆ ((A1 ⊕A2)⊗O2, τ ⊗ σ) ∗ (C, ρ) independent of
the choice of A1 and A2 such that π(A1) = X(A1 ⊕ 0)Y for all A1 ∈ A1 and π(A2) = Z(0 ⊕ A2)W for all
A2 ∈ A2.
Proof. See Lemma 5.6 of [2].
Proof of Theorem 3.1. For each k ∈ N define the state ψk : Ak ⊕B→ C by ψk(A ⊕B) = 12 (τk(A) + ϕ(B))
for all A ∈ Ak and B ∈ B and define the state ψ : A⊕B→ C by ψ(A⊕B) = 12 (τ(A) +ϕ(B)) for all A ∈ A
and B ∈ B. By the first assumption of the theorem, it is clear that
lim sup
k→∞
∥∥∥p(X(k)1 ⊕ 0, . . . , X(k)n ⊕ 0, 0⊕ Y1, . . . , 0⊕ Ym)∥∥∥
Ak⊕B
is
‖p(X1 ⊕ 0, . . . , Xn ⊕ 0, 0⊕ Y1, . . . , 0⊕ Ym)‖A⊕B
for all p ∈ C〈t1, . . . , tn+m〉.
Let ℓ1 and ℓ2 be two isometries that generated the Cuntz algebra. Since O2 is exact, the fifth equivalence
of Theorem 1.1 implies that the lim supk→∞ of∥∥∥p((X(k)1 ⊕ 0)⊗ I, . . . ,(X(k)n ⊕ 0)⊗ I, (0⊕ Y1)⊗ I, . . . , (0⊕ Ym)⊗ I, (I ⊕ I)⊗ ℓ1, (I ⊕ I)⊗ ℓ2)∥∥∥
(Ak⊕B)⊗minO2
is
‖p ((X1 ⊕ 0)⊗ I, . . . , (Xn ⊕ 0)⊗ I, (0⊕ Y1)⊗ I, . . . , (0⊕ Ym)⊗ I, (I ⊕ I)⊗ ℓ1, (I ⊕ I)⊗ ℓ2)‖(A⊕B)⊗minO2
for all p ∈ C〈t1, . . . , tn+m+2〉.
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Let σ be the faithful state from Lemma 3.8. Therefore
(ψk⊗σ)
(
p
((
X
(k)
1 ⊕ 0
)
⊗ I, . . . ,
(
X(k)n ⊕ 0
)
⊗ I, (0⊕ Y1)⊗ I, . . . , (0⊕ Ym)⊗ I, (I ⊕ I)⊗ ℓ1, (I ⊕ I)⊗ ℓ2
))
converges to
(ψ ⊗ σ) (p ((X1 ⊕ 0)⊗ I, . . . , (Xn ⊕ 0)⊗ I, (0 ⊕ Y1)⊗ I, . . . , (0 ⊕ Ym)⊗ I, (I ⊕ I)⊗ ℓ1, (I ⊕ I)⊗ ℓ2))
as k→∞ for all p ∈ C〈t1, . . . , tn+m+2〉 by the second assumption of the theorem, the structure of the ψk’s,
and the structure of the tensor products of states.
Let C =M2(C), let ρ be the faithful normalized trace on C, and let
U :=
[
0 1
1 0
]
.
Since C can be generated by a single operator free from ρ, Lemma 3.7 implies if p ∈ C〈t1, . . . , tn+m+3〉,
T ∈ M2(C),
qp := p ((X1 ⊕ 0)⊗ I, . . . , (Xn ⊕ 0)⊗ I, (0⊕ Y1)⊗ I, . . . , (0⊕ Ym)⊗ I, (I ⊕ I)⊗ ℓ1, (I ⊕ I)⊗ ℓ2, T )
∈ ((A ⊕B)⊗min O2, ψ ⊗ σ) ∗ (M2(C), ρ),
and
qp,k := p
((
X
(k)
1 ⊕ 0
)
⊗ I, . . . ,
(
X(k)n ⊕ 0
)
⊗ I, (0 ⊕ Y1)⊗ I, . . . , (0 ⊕ Ym)⊗ I, (I ⊕ I)⊗ ℓ1, (I ⊕ I)⊗ ℓ2, T
)
∈ ((Ak ⊕B)⊗min O2, ψk ⊗ σ) ∗ (M2(C), ρ)
for all k ∈ N then
lim
k→∞
‖qp,k‖((Ak⊕B)⊗minO2,ψk⊗σ)∗(M2(C),ρ) = ‖qp‖((A⊕B)⊗minO2,ψ⊗σ)∗(M2(C),ρ) .
Therefore the result clearly follows by the embedding properties given by Lemma 3.8.
Combining Theorem 2.1.3, Theorem 3.1, and Remarks 3.3, we have the following analog of Lemma 1.2
for reduced free products.
Corollary 3.9. For each k ∈ N let
{
X
(k)
i
}n
i=1
be generators for a non-commutative probability space (Ak, τk).
Let {Xi}ni=1 be generators for a non-commutative probability space (A, τ) and let {Yi}mi=1 be generators for
a non-commutative probability space (B, ϕ). Suppose that
1. lim supk→∞
∥∥∥q (X(k)1 , . . . , X(k)n )∥∥∥
Ak
= ‖q(X1, . . . , Xn)‖A for all q ∈ C〈t1, . . . , tn〉, and
2. limk→∞ τk
(
q
((
X
(k)
1 , . . . , X
(k)
n
)))
= τ(q(X1, . . . , Xn)) for all q ∈ C〈t1, . . . , tn〉.
Let D be the unital C∗-subalgebra of
∏
k≥1 Ak generated by
{(
X
(k)
i
)
k≥1
}n
i=1
and let J := D ∩
(⊕
k≥1 Ak
)
.
Then J is an ideal of D such that D/J ≃ A.
Let σ : B → B(K) be the GNS representation of ϕ with unit cyclic vector η, let π0 : A → B(H0) be the
GNS representation of τ with unit cyclic vector ξ, let π1 : D→ B(H1) be a faithful, unital representation, let
q : D → A be the canonical quotient map, and let π := (π0 ◦ q)⊕ π1 : D → B(H0 ⊕H1) which is a faithful,
unital representation. Then there exists an injective ∗-homomorphism
Φ :
(D, π, ξ) ∗ (B, σ, η)
〈J〉D∗B →
∏
k≥1((Ak, τk) ∗ (B, ϕ))⊕
k≥1((Ak, τk) ∗ (B, ϕ))
such that
Φ
((
X
(k)
i
)
k≥1
+ 〈J〉D∗B
)
=
(
X
(k)
i
)
k≥1
+
⊕
k≥1
((Ak, τk) ∗ (B, ϕ))
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for all i ∈ {1, . . . , n} and
Φ(B + 〈J〉D∗B) = (B)k≥1 +
⊕
k≥1
((Ak, τk) ∗ (B, ϕ))
for all B ∈ B.
Recently in [14], Pisier has developed a direct proof of Theorem 3.1 using the non-commutative Khintchine
inequalities developed in [15]. In fact, Pisier’s result holds when the Y variables are allowed to vary (see
below). We remark that the proof of Theorem 3.1 generalizes to this setting as well.
Theorem 3.10 (Pisier). For each k ∈ N let
{
X
(k)
i
}n
i=1
be generators for a non-commutative probabil-
ity space (Ak, τk) and let
{
Y
(k)
i
}m
i=1
be generators for a non-commutative probability space (Bk, ϕk). Let
{Xi}ni=1 be generators for a non-commutative probability space (A, τ) and let {Yi}mi=1 be generators for a
non-commutative probability space (B, ϕ). Suppose that
1. lim supk→∞
∥∥∥q (X(k)1 , . . . , X(k)n )∥∥∥
Ak
= ‖q(X1, . . . , Xn)‖A for all q ∈ C〈t1, . . . , tn〉,
2. lim supk→∞
∥∥∥q (Y (k)1 , . . . , Y (k)m )∥∥∥
Bk
= ‖q(Y1, . . . , Ym)‖B for all q ∈ C〈t1, . . . , tm〉,
3. limk→∞ τk
(
q
((
X
(k)
1 , . . . , X
(k)
n
)))
= τ(q(X1, . . . , Xn)) for all q ∈ C〈t1, . . . , tn〉, and
4. limk→∞ ϕk
(
q
((
Y
(k)
1 , . . . , Y
(k)
m
)))
= ϕ(q(Y1, . . . , Ym)) for all q ∈ C〈t1, . . . , tm〉.
Then
lim
k→∞
∥∥∥p(X(k)1 , . . . , X(k)n , Y (k)1 , . . . , Y (k)m )∥∥∥
(Ak,τk)∗(Bk,ϕk)
= ‖p(X1, . . . , Xn, Y1, . . . , Ym)‖(A,τ)∗(B,ϕ)
for all p ∈ C〈t1, . . . , tn+m〉.
Proof. For each k ∈ N define the state ψk : Ak ⊕Bk → C by ψk(A⊕B) = 12 (τk(A) + ϕk(B)) for all A ∈ Ak
and B ∈ Bk and define the state ψ : A⊕B→ C by ψ(A⊕B) = 12 (τ(A) + ϕ(B)) for all A ∈ A and B ∈ B.
By the first assumption of the theorem, it is clear that
lim sup
k→∞
∥∥∥p(X(k)1 ⊕ 0, . . . , X(k)n ⊕ 0, 0⊕ Y (k)1 , . . . , 0⊕ Y (k)m )∥∥∥
Ak⊕Bk
is
‖p(X1 ⊕ 0, . . . , Xn ⊕ 0, 0⊕ Y1, . . . , 0⊕ Ym)‖A⊕B
for all p ∈ C〈t1, . . . , tn+m〉. Since
lim
k→∞
ψk
(
p
(
X
(k)
1 ⊕ 0, . . . , X(k)n ⊕ 0, 0⊕ Y (k)1 , . . . , 0⊕ Y (k)m
))
is
ψ(p(X1 ⊕ 0, . . . , Xn ⊕ 0, 0⊕ Y1, . . . , 0⊕ Ym))
for all p ∈ C〈t1, . . . , tn+m〉, the proof now follows the remainder of the proof of Theorem 3.1.
We note that Lemma 3.2 and Remarks 3.3 generalize trivially to the above setting.
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4 Nuclearly Embeddings with States
4.1 Extending Completely Positive Maps with States
In this section we will develop the ability to extend unital, completely positive maps on C∗-algebras in a
state-preserving manner. This will enable us to extend the classical result that the free product of unital,
completely positive maps can be taken when the GNS representations of the C∗-algebras are faithful. This
will allow us to show (A1, π1, ξ1)∗ (A2, π2, ξ2) ≃ (A1, π′1, ξ′1)∗ (A2, π′2, ξ′2) provided that πi and π′i are faithful,
unital representations and the vector state defined by ξi equals the vector state defined by ξ
′
i for all i ∈ {1, 2}.
The ability to extend unital, completely positive maps in a state-preserving manner will be of use in the
next section where the modification of the second equivalence of Theorem 1.1 to reduced free products is
obtained.
First we state the commonly known result for unital, completely positive maps between the reduced free
products of C∗-algebra with faithful GNS representations (where the reduced free product of more than two
C∗-algebras can be taken recursively as the process is associative).
Theorem 4.1.1 (Blanchard, Dykema). For i ∈ {1, . . . , n} let Hi and H′i be Hilbert spaces and let ξi ∈ Hi
and ξ′i ∈ H′i be unit vectors. Suppose that there exists unital, completely positive ψi : B(H′i) → B(Hi) such
that
〈ψi(T )ξi, ξi〉Hi = 〈Tξ′i, ξ′i〉H′i
for all T ∈ B(H′i). Then there exists a unital, completely positive map
Ψ : ∗ni=1(B(H′i), Id, ξ′i)→ ∗ni=1(B(Hi), Id, ξi)
such that Ψ(T ′i ) = ψi(T
′
i ) for all T
′
i ∈ B(H′i) and
Ψ(T ′1T
′
2 · · ·T ′m) = Ψ(T ′1)Ψ(T ′2) · · ·Ψ(T ′m)
whenever m ≥ 1, T ′j ∈ B(H′ij ), 〈T ′jξ′ij , ξ′ij 〉H′ij = 0 for all j ∈ {1, . . . ,m}, and ij 6= ij+1 for all j ∈
{1, . . . ,m− 1}. We denote Ψ by ∗ni=1ψi.
Proof. See Theorem 2.2 of [1].
Next we endeavour to extend the above result to the reduced free products of C∗-algebras where we do
not require that the states have faithful GNS constructions. To do this, we will apply Theorem 4.1.3 to the
above result. We begin the proof of Theorem 4.1.3 in the case that ϕ is a ∗-homomorphism and then appeal
to Stinespring’s Theorem.
Lemma 4.1.2. Let A ⊆ B(H) be a C∗-algebra, let K be a Hilbert space, let ξ ∈ H and η ∈ K be unit vectors,
and let π : A → B(K) be a ∗-homomorphism. Suppose further that ξ ∈ AH and 〈Aξ, ξ〉H = 〈π(A)η, η〉K for
all A ∈ A. Then there exists a contractive, completely positive map ψ : B(H) → B(K) that extends π such
that 〈Tξ, ξ〉H = 〈ψ(T )η, η〉K for all T ∈ B(H). More specifically ψ : B(H)→ B(K0) ⊕ B(K⊥0 ) ⊆ B(K) where
K0 = π(A)η.
Proof. Let H0 := Aξ and let K0 := π(A)η. Define V0 : Aξ → K0 by V0(Aξ) = π(A)η for all A ∈ A. To see
that V0 is well-defined, notice
‖π(A)η‖2K = 〈π(A∗A)η, η〉K = 〈A∗Aξ, ξ〉H = ‖Aξ‖2H .
Hence V0 is well-defined and extends to a unitary map V : H0 → K0.
We claim V ξ = η. To see this, recall if (Eλ)Λ is a C
∗-bounded approximate identity for A then Eλξ
converges to the projection of ξ onto Aξ and similarly π(Eλ)η converges to the projection of η onto π(A)η.
Since ξ ∈ Aξ, limΛ Eλξ = ξ. Therefore V ξ = limΛ V (Eλξ) = limΛ π(Eλ)η. However, since V is isometric, ξ
and η are both unit vectors, and π(Eλ)η converges to the projection of η onto π(A)η, η ∈ π(A)η and V ξ = η.
Since K0 is a reducing subspace for π(A), there exists ∗-homomorphisms π0 : A→ B(K0) and π⊥0 : A→
B(K⊥0 ) such that, with respect to the Hilbert space decomposition K = K0 ⊕K⊥0 ,
π(A) =
[
π0(A) 0
0 π⊥0 (A)
]
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for all A ∈ A.
Let P ∈ B(H0,H) be the canonical inclusion. By Arveson’s Extension Theorem (see Theorem 7.5 of [12])
π⊥0 extends to a contractive, completely positive map ψ
⊥
0 : B(H)→ B(K⊥0 ). Define ψ : B(H)→ B(K) by
ψ(T ) =
[
V P ∗TPV ∗ 0
0 ψ⊥0 (A)
]
(with respect to the Hilbert space decomposition K = K0⊕K⊥0 ) for all T ∈ B(H). Clearly ψ is a contractive,
completely positive being the direct sum of contractive, completely positive maps. To see ψ(A) = π(A) for
all A ∈ A notice ψ⊥0 (A) = π⊥0 (A) for all A ∈ A by construction. Moreover
V P ∗APV ∗(π(A0)η) = V P ∗AP (A0ξ) = V P ∗((AA0)ξ) = π(AA0)η = π0(A)(π(A0)η)
for all A0 ∈ A. Therefore, as π(A)η is dense in K0, V P ∗APV ∗ = π0(A) for all A ∈ A so ψ extends π.
Lastly
〈ψ(T )η, η〉K = 〈TPV ∗η, PV ∗η〉H = 〈TPξ, Pξ〉H = 〈Tξ, ξ〉H
for all T ∈ B(H) as desired.
Theorem 4.1.3. Let A ⊆ B(H) be a unital C∗-algebra (not necessarily with the same unit as B(H)), let
K be a Hilbert space, let ξ ∈ H and η ∈ K be unit vectors, and let ϕ : A → B(K) be a unital, completely
positive map. Suppose further that ξ ∈ AH and 〈Aξ, ξ〉H = 〈ϕ(A)η, η〉K for all A ∈ A. Then there exists a
unital, completely positive map ψ : B(H) → B(K) that extends ϕ such that 〈Tξ, ξ〉H = 〈ψ(T )η, η〉K for all
T ∈ B(H).
Proof. By Stinespring’s Representation Theorem (see Theorem 4.1 of [12]) there exists a Hilbert space K′,
a unital ∗-homomorphism π : A → B(K′), and an isometry V : K → K′ such that ϕ(A) = V ∗π(A)V for all
A ∈ A. Let η′ = V η ∈ K′. Since V is an isometry η′ ∈ K′ is a unit vector. Moreover for all A ∈ A
〈π(A)η′, η′〉K′ = 〈V ∗π(A)V η, η〉K = 〈ϕ(A)η, η〉K = 〈Aξ, ξ〉H.
Therefore, by Lemma 4.1.2, there exists a contractive, completely positive map ψ′ : B(H)→ B(K′) extending
π such that 〈ψ′(T )η′, η′〉K′ = 〈Tξ, ξ〉H for all T ∈ B(H).
Define ψ : B(H)→ B(K) by ψ(T ) = V ∗ψ′(T )V for all T ∈ B(H). Clearly ψ is a contractive, completely
positive map being the composition of contractive, completely positive maps. Moreover
ψ(A) = V ∗ψ′(A)V = V ∗π(A)V = ϕ(A)
for all A ∈ A so ψ extends ϕ. Hence
IK = ϕ(IA) = ψ(IA) ≤ ψ(IH) ≤ ‖ψ‖ IK ≤ IK
so ψ(IH) = IK. Lastly
〈ψ(T )η, η〉K = 〈ψ′(T )V η, V η〉K′ = 〈ψ′(T )η′, η′〉K′ = 〈Tξ, ξ〉H
for all T ∈ B(H).
By using Theorem 4.1.3 we are able to extend Theorem 4.1.1.
Theorem 4.1.4. For i ∈ {1, . . . , n} let A′i and Ai be unital C∗-algebras, let π′i : A′i → B(H′i) and πi : Ai →
B(Hi) be faithful, unital representations, and let ξ′i ∈ H′i and ξi ∈ Hi be unit vectors. Suppose that there
exists unital, completely positive maps ϕi : A
′
i → Ai such that
〈πi(ϕi(A))ξi, ξi〉Hi = 〈π′i(A)ξ′i, ξ′i〉H′i
for all A ∈ A′i. Then there exists a unital, completely positive map
Φ : ∗ni=1(A′i, π′i, ξ′i)→ ∗ni=1(Ai, πi, ξi)
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such that Φ(A′i) = ϕi(A
′
i) for all A
′
i ∈ A′i and
Φ(A′1A
′
2 · · ·A′m) = Φ(A′1)Φ(A′2) · · ·Φ(A′m)
whenever m ≥ 1, A′j ∈ A′ij , 〈π′ij (Aj)ξ′ij , ξ′ij 〉H′ij = 0 for all j ∈ {1, . . . ,m}, and ij 6= ij+1 for all j ∈
{1, . . . ,m− 1}. We denote Φ by ∗ni=1ϕi.
Proof. By Theorem 4.1.3 each ϕi extends to a unital, completely positive map ψi : B(H′i)→ B(Hi) such that
〈ψi(T )ξi, ξi〉Hi = 〈Tξ′i, ξ′i〉H′i for all T ∈ B(H′i). By Theorem 4.1.1 there exists a unital, completely positive
map
Ψ : ∗ni=1(B(H′i), Id, ξ′i)→ ∗ni=1(B(Hi), Id, ξi)
such that Ψ(T ′i ) = ψi(T
′
i ) for all T
′
i ∈ B(H′i) and
Ψ(T ′1T
′
2 · · ·T ′m) = Ψ(T ′1)Ψ(T ′2) · · ·Ψ(T ′m)
whenever m ≥ 1, T ′j ∈ B(H′ij ), 〈T ′jξ′ij , ξ′ij 〉H′ij = 0 for all j ∈ {1, . . . ,m}, and ij 6= ij+1 for all j ∈
{1, . . . ,m− 1}. Since ∗ni=1(A′i, π′i, ξ′i) ⊆ ∗ni=1(B(H′i), Id, ξ′i), let Φ be the restriction of Ψ to ∗ni=1(A′i, π′i, ξ′i).
Clearly Φ(A′i) = ϕi(A
′
i) for all A
′
i ∈ A′i and
Φ(A′1A
′
2 · · ·A′n) = Φ(A′1)Φ(A′2) · · ·Φ(A′m)
whenever m ≥ 1, A′j ∈ A′ij , 〈π′ij (Aj)ξ′ij , ξ′ij 〉H′ij = 0 for all j ∈ {1, . . . ,m}, and ij 6= ij+1 for all j ∈
{1, . . . ,m− 1}.
To show that the image of Φ lies in ∗ni=1(Ai, πi, ξi), it suffices to show that Φ maps a dense subset of
∗ni=1(A′i, π′i, ξ′i) into ∗ni=1(Ai, πi, ξi). Recall that ∗-Alg (
⋃n
i=1 A
′
i) is dense in ∗ni=1(A′i, π′i, ξ′i). Moreover for all
j ∈ {1, . . . , n} A′j = CIA′j + (A′j)0 where
(A′j)
0 :=
{
A ∈ A′j | 〈π′j(A)ξ′j , ξ′j〉H′j = 0
}
.
Therefore, since IA′
j
is the unit of ∗ni=1(A′i, π′i, ξ′i) for all j ∈ {1, . . . , n}, it is easy to see that the span of
I∗n
i=1(A
′
i
,π′
i
,ξ′
i
) with {
A′1A
′
2 · · ·A′m | m ≥ 1, A′j ∈ (A′ij )0, ij 6= ij+1
}
is dense in ∗ni=1(A′i, π′i, ξ′i). Since Ψ is unital and each π′i and πi is unital,
Φ
(
I∗n
i=1(A
′
i
,π′
i
,ξ′
i
)
)
= Ψ
(
I∗n
i=1(B(H′i),Id,ξ′i)
)
= I∗n
i=1(B(Hi),Id,ξi) = I∗ni=1(Ai,πi,ξi) ∈ ∗ni=1(Ai, πi, ξi).
If m ≥ 1, A′j ∈ (A′ij )0, and ij 6= ij+1 for all j ∈ {1, . . . ,m− 1} then
Φ(A′1A
′
2 · · ·A′m) = Φ(A′1)Φ(A′2) · · ·Φ(A′m) = ϕi1 (A′1)ϕi2 (A′2) · · ·ϕim(A′m) ∈ ∗ni=1(Ai, πi, ξi).
Hence Φ maps a set whose span is dense in ∗ni=1(A′i, π′i, ξ′i) to a subset of ∗ni=1(Ai, πi, ξi). Thus the result
follows by the linearity and continuity of Φ.
In [1] an example was given of unital C∗-algebrasAi, states ϕi : Ai → C with faithful GNS representations,
a unital C∗-algebra D with a state ψ that was not faithful but had a faithful GNS representation, and unital
∗-homomorphism πi : Ai → D such that the family {πi(Ai)}i∈{1,2} was free with respect to ψ, ψ ◦ πi = ϕi
for all i ∈ {1, 2}, and yet no ∗-homomorphism π : (A1, ϕ1) ∗ (A2, ϕ2) → D existed with the property that
π(A) = πi(A) for all A ∈ Ai. However, when D is a C∗-algebra as described in Construction 2.1.1, Theorem
4.1.4 will allow us to construct such a ∗-homomorphism.
Theorem 4.1.5. If the unital, completely positive maps ϕi : A
′
i → Ai in Theorem 4.1.4 are ∗-homomorphism,
the resulting map Ψ is a ∗-homomorphism.
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Proof. Since Φ is a unital, completely positive map, it suffices to show that Φ is multiplicative on a set with
dense span in ∗ni=1(A′i, π′i, ξ′i). Recall the span of I∗ni=1(A′i,π′i,ξ′i) with{
A1A2 · · ·Am | m ≥ 1, A′j ∈ (A′ij )0, ij 6= ij+1
}
is dense in ∗ni=1(A′i, π′i, ξ′i). Hence, to show that Φ is multiplicative, it suffices to show that
Φ(A1A2 · · ·AmB1B2 · · ·Bk) = Φ(A1A2 · · ·Am)Φ(B1B2 · · ·Bk)
whenever m, k ≥ 1, Aj ∈ (A′ij )0, Bj ∈ (A′i′j )
0, ij 6= ij+1 for all j ∈ {1, . . . ,m − 1}, and i′j 6= i′j+1 for all
j ∈ {1, . . . , k − 1}. However if im 6= i′1 then
Φ(A1A2 · · ·AmB1B2 · · ·Bk) = Φ(A1)Φ(A2) · · ·Φ(Am)Φ(B1)Φ(B2) · · ·Φ(Bk) = Φ(A1A2 · · ·Am)Φ(B1B2 · · ·Bk)
by the properties of Φ. Hence we may assume that im = i
′
1. To complete the proof, we will proceed by
induction on k.
If k = 1 then we can write AmB1 = λIA′
im
+ C where λ ∈ C and C ∈ (A′im)0. Thus
Φ(A1A2 · · ·Am−1AmB1) = λΦ(A1A2 · · ·Am−1) + Φ(A1A2 · · ·Am−1C)
= λΦ(A1)Φ(A2) · · ·Φ(Am−1) + Φ(A1)Φ(A2) · · ·Φ(Am−1)Φ(C)
= Φ(A1)Φ(A2) · · ·Φ(Am−1)(λI +Φ(C))
= Φ(A1)Φ(A2) · · ·Φ(Am−1)ϕim(AmB1)
= Φ(A1)Φ(A2) · · ·Φ(Am−1)ϕim(Am)ϕim(B1)
= Φ(A1A2 · · ·Am)Φ(B1)
by the properties of Φ and the fact that ϕim is a
∗-homomorphism on A′im . Thus the base case is complete.
Suppose the result holds for some k ≥ 1. Write AmB1 = λIA′
im
+C where λ ∈ C and C ∈ (A′im)0. Thus
Φ(A1A2 · · ·Am−1AmB1B2 · · ·Bk+1)
= λΦ(A1A2 · · ·Am−1B2 · · ·Bk+1) + Φ(A1A2 · · ·Am−1CB2 · · ·Bk+1)
= λΦ(A1A2 · · ·Am−1)Φ(B2 · · ·Bk+1) + Φ(A1)Φ(A2) · · ·Φ(Am−1)Φ(C)Φ(B2) · · ·Φ(Bk+1)
= λΦ(A1)Φ(A2) · · ·Φ(Am−1)Φ(B2) · · ·Φ(Bk+1) + Φ(A1)Φ(A2) · · ·Φ(Am−1)Φ(C)Φ(B2) · · ·Φ(Bk+1)
= Φ(A1)Φ(A2) · · ·Φ(Am−1)(λI +Φ(C))Φ(B2) · · ·Φ(Bk+1)
= Φ(A1)Φ(A2) · · ·Φ(Am−1)(ϕim(AmB1))Φ(B2) · · ·Φ(Bk+1)
= Φ(A1)Φ(A2) · · ·Φ(Am−1)ϕim(Am)ϕim(B1)Φ(B2) · · ·Φ(Bk+1)
= Φ(A1A2 · · ·Am)Φ(B1B2 · · ·Bk+1)
by the properties of Φ and the fact that ϕim is a
∗-homomorphism on A′im . Hence, by the Principle of
Mathematical Induction, the proof is complete.
Corollary 4.1.6. For i ∈ {1, . . . , n} let Ai be a unital C∗-algebra, let πi : Ai → B(Hi) and let π′i : Ai →
B(H′i) be faithful, unital representations, and let ξi ∈ Hi and ξ′i ∈ H′i be unit vectors. Suppose
〈πi(A)ξi, ξi〉Hi = 〈π′i(A)ξ′i, ξ′i〉H′i
for all A ∈ Ai and all i ∈ {1, . . . , n}. Then there exists a ∗-isomorphism
Φ : ∗ni=1(Ai, π′i, ξ′i)→ ∗ni=1(Ai, πi, ξi)
such that Φ(A) = A for all A ∈ A′i.
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4.2 Nuclear Embeddings with States
Before we obtained Theorem 2.1.3 and Theorem 3.1, one natural guess could have been that these theorems
would hold only if there existed a state-preserving nuclear embedding into B(H). Thus it is natural to ask if
such an embedding always exists. A similar but stricter property has already been studied in free probability.
Definition 4.2.1 (Eckhardt). Let A be a unital, nuclear C∗-algebra and let ϕ a state on A. We say that
ϕ is CP-approximable if there exists a net (Tλ)Λ of finite-rank, unital, completely positive maps on A such
that Tλ converges to the identity pointwise and ϕ ◦ Tλ = ϕ for all λ ∈ Λ.
Some notatble results relating to this definition are:
Proposition 4.2.2 (Proposition 4.5 of [15]). Let A be a nuclear, unital C∗-algebra and ϕ a faithful state on
A∗∗. Then there is a net of finite rank, unital, completely positive maps (Tλ : A→ A)Λ converging pointwise
to the identity in norm such that ϕ ◦ Tλ = ϕ for all λ ∈ Λ.
Proposition 4.2.3 (Corollary 4.3 of [6]). Let A be the CAR algebra. Then there is a state ψ on A that is
not CP-approximable.
However by relaxing the conditions of CP-approximability, we obtain the following result.
Theorem 4.2.4. Let A be a unital C∗-algebra. Then the following are equivalent:
1. A is exact.
2. If ϕ is a state on A then for every Hilbert space K, every faithful, unital representation σ : A →
B(K), and every unit vector ξ ∈ K such that ϕ(A) = 〈σ(A)ξ, ξ〉K for all A ∈ A there exists a net
of matrix algebras (Mnλ(C))Λ, nets of unital, completely positive maps (φλ : A → Mnλ(C))Λ and
(ψλ : Mnλ(C) → B(K))Λ, and unit vectors (ξλ ∈ Cnλ)Λ such that 〈φλ(A)ξλ, ξλ〉Cnλ = ϕ(A) for all
A ∈ A, 〈ψλ(T )ξ, ξ〉K = 〈Tξλ, ξλ〉Cnλ for all T ∈ Mnλ(C), and limΛ ‖σ(A)− ψλ(φλ(A))‖ = 0 for all
A ∈ A.
The condition that A is unital is trivial to remove in the above theorem (with the replacement of unital,
completely positive maps with contractive, completely positive maps). Moreover it can be easily shown using
Theorem 4.1.3 that it suffices to prove the above for one fixed representation σ : A→ B(K) and unit vector
ξ ∈ K such that ϕ(A) = 〈σ(A)ξ, ξ〉K for all A ∈ A. Similarly it can be show that if the matrix algebras with
vector states are replaced with finite dimensional C∗-algebras with arbitrary states in the above definition,
then the two statements are equivalent. Although the above result is essentially implied in Lemma 2.4 of
[11], we include a proof for completeness. We begin with a simple lemma.
Lemma 4.2.5. Let A be a unital, nuclear C∗-algebra and let ϕ be a pure state on A. Then there exists
nets of unital, completely positive maps (φλ : A → Mnλ(C))λ and (ψλ : Mnλ(C) → A)Λ and unit vec-
tors (ξλ ∈ Cnλ)Λ such that the net (ψλ ◦ φλ)Λ converges to the identity on A in the point-norm topology,
〈φλ(A)ξλ, ξλ〉Cnλ = ϕ(A) for all A ∈ A and all λ ∈ Λ, and ϕ(ψn(T )) = 〈Tξλ, ξλ〉Cnλ for all T ∈ Mnλ(C)
and all λ ∈ Λ. Thus ϕ is CP-approximable.
Proof. Let (π,H, ξ) be the GNS representation of A given by ϕ and let K = Cξ. Since ϕ is a pure state,
π is an irreducible representation. By Lemma 3.4 of [9] (or see Lemma 4.8.6 in [3]) there exists nets
of unital, completely positive maps (φλ : A → Mnλ(C))Λ and (ψλ : Mnλ(C) → A)Λ and isometries
(Vλ : K → Cnλ)Λ such that the net (ψλ ◦ φλ)Λ converges to the identity on A in the point-norm topology,
V ∗λ φλ(A)Vλ = PKπ(A)PK for all A ∈ A and all λ ∈ Λ, and Vλπ(ψλ(T ))V ∗λ = VλV ∗λ TVλV ∗λ for all T ∈ Mnλ(C)
and all λ ∈ Λ. For each λ ∈ Λ let ξλ = Vλξ ∈ Cnλ . Then each ξλ is a unit vector and VλV ∗λ ξλ = ξλ. Moreover
〈φλ(A)ξλ, ξλ〉Cnλ = 〈V ∗λ φλ(A)Vλξ, ξ〉H = 〈PKπ(A)PKξ, ξ〉H = 〈π(A)ξ, ξ〉H = ϕ(A)
for all A ∈ A and
ϕ(ψλ(T )) = 〈π(ψλ(T ))ξ, ξ〉K = 〈Vλπ(ψλ(T ))V ∗λ ξλ, ξλ〉Cnλ = 〈VλV ∗λ TVλV ∗λ ξλ, ξλ〉Cnλ = 〈Tξλ, ξλ〉Cnλ
for all T ∈ Mnλ(C).
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Note that Lemma 4.2.5 is related to Proposition 4.2.2. Moreover Proposition 4.2.3 says we cannot drop
the assumption of ϕ being a pure state.
Proof of Theorem 4.2.4. As every unital, exact C∗-algebra embeds into a unital, nuclear C∗-algebra (specif-
ically the Cuntz algebra O2 by Theorem 2.8 of [8] in the separable case), it is trivial to verify that A may
be assumed to be nuclear.
Let π : A → B(Hu) be the universal representation of A. Therefore there exists a unit vector ξ ∈ Hu
such that ϕ(A) = 〈π(A)ξ, ξ〉 for all A ∈ A. Let K be the compact operators in B(Hu) and let B = π(A) + K
which is a C∗-algebra containing A and K.
We claim that B is nuclear. To see this notice
0→ K→ B→ B/K→ 0
is an exact sequence of C∗-algebra. Since K is nuclear, B will be nuclear provided that B/K is nuclear (see
Proposition 10.1.3 of [3]). However, by the Second Isomorphism Theorem of C∗-Algebras,
B/K = (π(A) + K)/K ≃ π(A)/(π(A) ∩ K).
Since A is nuclear and π(A) ∩ K is an ideal in π(A), π(A)/(π(A) ∩ K) is nuclear (see Corollary 9.4.4 of [3]).
Hence B is nuclear.
To show that ϕ is weakly CP-approximable it suffices to show that the vector state ψ : B → C defined
by ψ(T ) = 〈Tξ, ξ〉 for all T ∈ B is weakly CP-approximable. Let K := Bξ. Then K is an invariant subspace
of B with cyclic vector ξ. By the uniqueness of the GNS construction, the restriction of B to K is the GNS
representation of ψ. However, since B contains the compact operators, K has no non-trivial B-invariant
subspaces. Hence the GNS representation of ψ is irreducible and thus ψ is a pure state on B (see Theorem
I.9.8 of [4]). Thus ψ is weakly CP-approximable by Lemma 4.2.5 and hence ϕ is weakly CP-approximable.
5 Open Questions
In this section we will brief discuss three questions pertaining to the material presented in this paper along
with their difficulties. Our first question is whether or not Theorem 4.1.3 can be extended to operator systems.
Question 1) Let A be a unital C∗-algebra, let S be an operator system, let ϕ : A → C be a state, let
φ : S → B(H) be a unital, completely positive map, and let ξ ∈ H be a unit vector such that ϕ(A) =
〈φ(A)ξ, ξ〉H for all A ∈ S. Does there exists a unital, completely positive map ψ : A → B(H) extending φ
such that ϕ(A) = 〈ψ(A)ξ, ξ〉H for all A ∈ A?
Clearly the proof of Theorem 4.1.3 cannot be modified to solve the above question.
Question 2) Clearly Theorem 2.1.3 and Theorem 3.1 are equivalent statements. Can this be seen directly
as in the tensor product case?
In order to use Theorem 2.1.3 to prove Theorem 3.1, it would suffice to prove Corollary 3.9 directly.
However, due to the differences in the structures of the norms of the objects in Corollary 3.9, it appears
difficult to directly prove such a map exists.
Question 3) The concepts of Theorem 2.1.3 and Theorem 3.1 can be generalized to free products with
amalgamation. Do these theorems still hold in this more general setting?
The only issue in the proof of Theorem 2.1.3 given above when applied to reduced free products with
amalgamation appears to be in the inductive step of Lemma 2.3.13 where the Gram-Schmidt Orthogonal-
ization process was used to approximate the norm of an operator by the norm of a matrix of operators.
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