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Abstract—In this paper, an intelligent reflecting surface (IRS)-
aided large-scale MIMO system is investigated in which constant
envelope precoding (CEP) is utilized at each base station (BS).
It is both cost-effective and energy-efficient to implement CEP
in a large-scale antenna array. We aim to optimize the discrete
phase shifts at both the BS and the IRS to minimize the sum
power of multi-user interference (MUI) in the system via our
proposed three algorithms. For the sake of simplicity, a simple
single-cell scenario is considered, where the optimization of the
BS and IRS phase shifts is solved by a low-complexity trellis-
based algorithm. Then, this algorithm is extended to a multi-cell
scenario, where the precoding operation in each BS is performed
individually. With the aid of stochastic optimization method, a
low-overhead trellis-based solution is proposed which has better
performance than the first one. Finally, we solve the optimization
problem via the semi-definite relaxation (SDR) scheme, to serve
as a performance benchmark for the proposed algorithms.
Meanwhile, interference and complexity analysis is provided for
the proposed algorithms. Numerical results demonstrate that
while the performance of the trellis-based algorithms is negligibly
lower than that of the continuous-phase SDR-based solution, the
computational complexity and the implementation cost of the
former is much lower than the latter, which is appealing for
practical applications.
Index Terms—Large-Scale MIMO, Intelligent Reflecting Sur-
face, Reconfigurable Intelligent Surface, Constant Envelope Pre-
coding, Massive MIMO.
I. INTRODUCTION
THE grand requirement for data traffic in the next gener-ation of wireless communications necessitates innovative
technologies to be developed. To address this issue, several
energy-efficient wireless solutions have been presented, among
which large-scale multiple input multiple output (MIMO)
systems are widely known to be effective in providing high
throughput, reliability as well as energy-efficiency [1], [2]. The
primary idea of large-scale MIMO systems is to equip the base
station (BS) with very large antenna arrays to simultaneously
serve multiple user terminals in the same time/frequency
resources.
Even though various advantages have been enumerated for
the large-scale MIMO systems, their practical implementation
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faces certain challenges. On one hand, the power amplifiers
(PA) used at the BS are expected to be highly power effi-
cient. Due to the trade-off between a PA’s efficiency and its
linearity, it is preferred that a non-linear highly power efficient
PA should be employed. On the other hand, the hardware
complexity of such systems is high, since each antenna is
connected to a radio frequency (RF) chain with a power-
consuming PA. Exploiting the concept of constant envelope
precoding (CEP) [3], both these issues could be thoroughly
addressed. Firstly, as the efficiency of a PA depends upon
the amount of required back-off caused by the value of peak-
to-average power ratio (PAPR) to compensate for the non-
linear distortions, constant envelope (CE) input signals could
be utilized to achieve the minimum back-off and thus the
maximum efficiency. Secondly, the number of PAs at a BS
using CEP is reduced to merely one, as the outgoing amplitude
of all signals from all BS antennas is the same.
The CEP structure was initially introduced in [3] for a
single-cell MIMO system. The authors in [4] considered a
more practical realization for the single-cell CEP by assuming
that the antenna phases are selected from a discrete set of
angles through a trellis-based algorithm. This low-complexity
method gives comparable performance to that of the non-
linear optimization method by the mesh adaptive direct search
(NOMAD). In [5]–[7], the multi-cell scenario for CEP was
considered and various algorithms were proposed to minimize
the system overhead as well as the power of the interference
terms caused by channel estimation error and pilot contamina-
tion. In addition, in order to reduce the hardware complexity,
a mean square error (MSE)-based linear hybrid precoding and
equalization design is employed in a full duplex (FD) massive
MIMO system in [8], where the number of RF chains is
smaller than the number of the BS antennas. Inspired by this
work, the authors in [9] presented a CEP-based FD massive
MIMO system in which the precoding design not only requires
minimal number of RF chains, but also maintains a tolerable
interference level.
Another promising technique which has been proposed
recently is the intelligent reflecting surface (IRS) which is
a low-cost spectrum and energy efficient wireless solution
that achieves high performance by reconfiguring the wireless
propagation environment [10]. Specifically, an IRS is a meta-
surface with artificial passive radio elements that reflect the
RF waves towards a specific direction via passive reflection
beamforming. Hence, deploying such a structure only requires
a large number of passive phase shifters (PS) without any
PAs, which makes it a power efficient technology. In addition,
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2IRSs are cheap and easily integrated into the communication
environment such as buildings facades and ceilings, laptop
cases, and so on [11]. Motivated by these beneficial features,
the topic of IRS-aided large-scale MIMO systems has seen a
significant surge in popularity among researchers in the field
of 5G communications and beyond.
As the IRS has become one of the hottest topics in wireless
communications, various passive beamforming schemes have
been studied in the literature for different IRS-aided systems.
[12], a MISO system was considered, in which an IRS is
applied to assist the communication from the multi-antenna
access point (AP) to multiple single-antenna users. Specif-
ically, a single-user case was considered and two solutions
for IRS phase optimization problem were proposed based on
semi-definite relaxation (SDR) and alternate optimization tech-
niques. Then, the single-user scenario was extended to a multi-
user scenario. In [13], the high beamforming gain brought by
IRS was used for simultaneous wireless information and power
transfer (SWIPT)-aided system. To maximize the weighted
sum-rate, the authors used the block coordinate descend (BCD)
algorithm to decouple the main optimization problem into
several sub-problems, and they provided low-complexity iter-
ative algorithms with guaranteed convergence to the Karush-
Kuhn-Tucker (KKT) point. The authors in [14] studied the
the IRS-aided downlink multi-group multicast communication
system, where the sum-rate of all the multicasting groups were
maximized by joint optimization of BS precoding matrices
and the phase shifts of the IRS. In [15], the authors studied
the application of IRS in mobile edge computing systems,
where the latency was minimized through joint optimization
of IRS phase shifts, offloading selections and decoding vectors
at the BS. The BCD technique was used to decouple the
main optimization problem into two sub-problems, and then
low-complexity iterative algorithms were provided that could
achieve KKT-optimal point. The authors in [16] considered an
IRS-aided MISO downlink communication system, and they
aimed to maximize the weighted sum-rate (WSR) of all users
by jointly optimizing the active beamforming at the BS and
the passive beamforming at the IRS subject to the transmit
power constraint at the BS. The active beamforming at the
BS was solved via the fractional programming method and
then three different approaches with closed-form expressions
were proposed for the IRS passive beamforming. In [10], an
IRS was employed for aiding the transmission of cell-edge
users in a multiple-cell MIMO system as well as alleviating
the inter-cell interference. In [17], the authors considered the
joint active and passive discrete beamforming optimization
problem. In [18], the energy efficiency maximization problem
was studied through the joint power allocation and discrete
phase optimization. It was shown that the system performance
is enhanced immensely in terms of energy efficiency compared
to the conventional relay-assisted communications. Further
research on IRS can be found in [19], [20], [21] and [22].
It is noteworthy that all the existing papers considered active
beamforming at the BSs. Digital precoding at the large-scale
MIMO system is not practical since it requires a huge number
of RF chains which increases the system power consumption
and hardware complexity. Against this background, this paper
aims to propose a cost-efficient method, in which a CEP
method with passive PSs is employed at the BS. We aim
to minimize the power of multi-user interference (MUI) by
jointly optimizing the discrete phases of the BS antennas
and the IRS reflective phases. This optimization problem is
first addressed by using the trellis-based method to guarantee
the unit modulus constraint of phase shifters at both the
BS and the IRS. Then, semi-definite relaxation (SDR)-based
method was provided to serve as the performance benchmark
method for the proposed trellis-based method. Specifically, the
contributions of this paper are summarized as follows:
• In this paper, an IRS-aided multi-cell large-scale MIMO
system using the passive constant envelope precoding is
proposed, where discrete PSs are utilized in both the IRS
and the BS.
• For the sake of reducing the sum power of MUI terms,
an effective approach is devised by jointly optimizing
the discrete phase shifts at both the BS and the IRS. At
first, a trellis-based algorithm is proposed for a single-cell
scenario, and then it is extended to a multi-cell scenario,
where the precoding operation in each cell is performed
individually and simultaneously.
• Employing stochastic optimization, a low-overhead
trellis-based solution is presented where the precoding
vectors of all cells are calculated simultaneously, such
that they minimize the inter-cell interference as well as
the intra-cell MUI, to further enhance the overall system
throughput.
• An SDR-based solution to the optimization problem is
also presented, which serves as the performance bench-
mark for the low-complexity trellis-based solutions.
• We provide overall analysis for computational complex-
ity, overhead and interference robustness of the proposed
schemes.
The remainder of the paper is organized as follows: the
system model and the problem formulation are presented in
Section II. Section III and IV are dedicated to the trellis-based
algorithm for joint BS precoding and IRS beamforming for
single-cell scenario and multi-cell scenario, respectively. In
Section V, the SDR-based solution is provided, and interfer-
ence and complexity analysis for the presented schemes are
given in Sections VI and VII, respectively. Numerical results
are given in Section VIII, and finally Section IX concludes
this paper.
Notations : lower case italic letters (e.g. i) represent vari-
ables, lower case boldface letters (e.g. x) represent vectors,
upper case italic letters (e.g. M ) are constants and upper case
boldface letters (e.g. H) denote matrices. The operators |.|
(.)H , (.)∗ and (.)T respectively stand for the first order norm,
Hermitian, conjugate and transpose of a vector or matrix.
Given a matrix with complex entries and the dimension of
N × N , e.g. M ∈ CN×N , Rank (M), Tr (M), and Mij
respectively stand for the rank of this matrix, its trace, and the
(i, j)th entry of M. When M is a positive semi-definite matrix,
the notation M  0 is used. Also, diag (M), is an N × 1
vector with all the entries from the diagonal elements of M,
while diag (x), x being an N×1 vector, is an N×N diagonal
3Fig. 1. Single-cell system model with K = 3 single-antenna users. The
available channels to a specific user are also demonstrated.
matrix with x being its diagonal elements. The symbols 0 and
1 denote all zero and all one matrices with appropriate sizes.
A random vector with complex normal distribution is denoted
by r ∼ CN (v,Σ) where v and Σ are its mean and covariance
matrix, and rj is the j-th element of this vector. Finally, E{.}
represents the expectation operator.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this paper, we consider the downlink transmission of a
multi-user large-scale MIMO system aided by an IRS. For
convenience, we first consider the application of the IRS in a
single-cell scenario, and then extend to a multi-cell scenario.
It is assumed that CEP is utilized as the precoding scheme at
the BSs, where each BS has NT PSs and one PA with transmit
power PT . In this case, the signal transmitted by each antenna
has the same amplitude, but different phases. In addition, the
IRS is composed of M PSs, which assists the BSs to transmit
their signals to K single-antenna users. For a single-cell model
with an NT -antenna BS, an M -antenna IRS and K single-
antenna users, as shown in Fig. 1, the received signal at the
i-th user can be written as
y[i] = g
[i]
BUx + g
[i]
IUΨIGBIx + w
[i], (1)
in which g[i]BU is the 1 × NT channel vector between the
BS and the i-th user terminal, x stands for the vector of
the CE transmitted signals from the BS, g[i]IU denotes the
1 × M channel vector between the IRS and the i-th user
terminal, ΨI = diag [ψ1, . . . ψM ] denotes the M×M diagonal
matrix of the phase shifters of the IRS, GBI represents the
M × NT channel matrix between the BS and the IRS, and
w[i] ∼ CN (0, σw) is the additive noise at the i-th user. The
channel coefficients are modeled as in [1] in which each
channel comprises the small-scale fading and the large-scale
fading coefficients, e.g.
g
[i]
BU = h
[i]β[i]
1
2 , (2)
where h[i] ∼ CN (0,1NT ) denotes the small-scale fading
coefficients and β[i] is the large-scale fading coefficient. Note
that all the other channel coefficients, i.e. GBI and g
[i]
IU , are
modeled similarly. Assuming that the desired symbol for the
i-th user is represented by s[i], the MUI at this terminal is
given by
e[i] = g
[i]
BUx + g
[i]
IUΨIGBIx− s[i]. (3)
Hence, the received signal in (1) is rewritten as a superposition
of the desired symbol, the MUI and the receiver noise as
follows
y[i] = s[i] + e[i] + w[i]. (4)
In order to evaluate the impact of the interference in (3), the
total power of MUI for all users is calculated as follows
P sie =
K∑
i=1
∣∣∣e[i]∣∣∣2 = K∑
i=1
∣∣∣g[i]BUx + g[i]IUΨIGBIx− s[i]∣∣∣2 . (5)
The main idea behind designing an IRS-aided precoding is to
optimize the phases of the BS antennas and the IRS reflectors
such that the power of MUI is minimized.
In this paper, we aim to jointly design the PSs at both the
BS and IRS with the aim of minimizing the power of MUI.
Then for the single-cell scenario, the optimization problem can
be reformulated
min
x,ΨI
P sie
s. t. x = PTNT
[
ejθ1 , ejθ2 , . . . , ejθNT
]T
,
diag (ΨI) =
[
ejφ1 , ejφ2 , . . . , ejφM
]T
.
(6)
Expanding the objective function in (5) leads to:
P sie =
K∑
i=1
[
xHg
[i] H
BU g
[i]
BUx
+ xHGHBIΨ
H
I g
[i] H
IU g
[i]
IUΨIGBIx
+ 2 Re
{
xHGHBIΨ
H
I g
[i] H
IU g
[i]
BUx
}
− 2 Re
{
g
[i]
BUxs
[i]∗
}
− 2 Re
{
g
[i]
IUΨIGBIxs
[i]∗
}
+
∣∣∣s[i]∣∣∣2 ]. (7)
Note that it is challenging to solve Problem (7) as two
optimization variables (x and ΨI ) are coupled. Thus, to make
it tractable, it is divided into two separate sub-problems, one
optimizes x while fixing ΨI , and vice versa. In the following,
the main problem is reformulated into sub-problems.
A. Optimize x with fixed ΨI
In the first stage, by denoting the fixed value of the phase
shifts of the IRS as ΨI = ΨInitialI and ignoring the terms
independent of x, the optimization problem in (6) can be
rewritten as
min
x
Px
s. t. x = PTNT
[
ejθ1 , ejθ2 , . . . , ejθNT
]T
,
(8)
4where
Px =
NT∑
j=1
Re
{
j−1∑
i=1
[
x∗jxiHBUj,i + x
∗
jxiTj,i
+ x∗jxi
(
Zj,i + Z
∗
i,j
) ]− sHGBUjxj − sHFjxj
}
,
(9)
with
HBU , GHBUGBU , (10)
F , GIUΨInitialI GBI , (11)
T , FHF, (12)
Z , GHBIΨInitial HI GHIUGBU . (13)
Since digital PSs are more advantageous than analog ones
in terms of power efficiency and implementation cost, it is
more appealing to deploy discrete-phase PSs, especially in the
cases with a large number of PSs. The power consumption of
a PS depends on its type and resolution. In [23], the consumed
power for 3-, 4-, 5- and 6-bit phase shift is 15, 45, 60, and
78mW, respectively. Also, in [24] it is assumed that a 1-, 2-
and infinite-bit resolution PS consumes 5, 15 and 45 dBm
of power. As a result, we aim to solve discrete optimization
problems. In this case, the optimization problem in (8) is
replaced by
min
x
Px
s. t. xj ∈ XNBS , j = 1, . . . , NT ,
(14)
where XNBS =
{
PT
NT
e
j2pinj
NBS , nj = 1, . . . NBS
}
and NBS is
the number of possible phases that can be selected by each BS
antenna.
B. Optimize ΨI with fixed x
In the second stage, by denoting the fixed value of x at
x = xopt, and ignoring the terms independent of ΨI , the
optimization problem in (6) can be rewritten as
min
ΨI
PΨI
s. t. diag (ΨI) =
[
ejφ1 , . . . , ejφM
]T
,
(15)
where
PΨI =
M∑
j=1
Re
{
j−1∑
i=1
[
v∗jψ
∗
j viψiQIUj,i
]
− sHGIUjvjψj + v∗jψ∗juj
}
, (16)
with
QIU = G
H
IUGIU , (17)
v = [v1, . . . , vM ]
T
= GBIx
opt, (18)
u = [u1, . . . , uM ]
T
= GHIUGBUx
opt. (19)
Fig. 2. Trellis-based design for determination of x.
Similar to Section II-A, the optimization problem in (15)
can be rewritten as
min
ΨI
PΨI
s. t. ψj ∈ DNIRS , j = 1, . . . ,M,
(20)
in which DNIRS =
{
e
j2pimj
NIRS , mj = 1, . . . NIRS
}
and
NIRS denotes the number of possible phases that can be
selected by each phase shifter of the IRS. Note that the
optimization problems in (14) and (20) are challenging to
solve, as they are non-convex NP-hard problems with dis-
crete optimization variables. In the following, we aim to find
tractable low-complexity solutions for these problems.
III. TRELLIS-BASED SOLUTION FOR THE SINGLE-CELL
SCENARIO
This section aims to devise a low complexity scheme to
solve the optimization problems in (14) and (20). It is noted
that the objective function in (14) is the sum of NT real terms,
where the j-th term is a function of the first j variables. Also,
the objective functions in (20) is the sum of M real terms
as well. Hence, these problems can be treated by utilizing a
sequential structure.
For the sake of solving Problem (14), let T be the number
of variables (xi) as the memory, each having NBS possible
choices. Therefore, as depicted in Fig. 2, we construct a trellis
with (NBS)T states, each having NBS outgoing branches with
labels selected from XNBS .
We describe the details of the proposed algorithm as fol-
lows. At first, the initial T variables are taken as initial memory
values and their (NBS)T possible permutations form the trellis
states. Initial benchmarks are calculated by inserting the values
of each state in the first T terms of the objective function of
(14). At the n-th stage, the branch labels imply the (n+T )-th
variable (xn+T ), and the branch benchmark is the (n + T )-
th term of the objective function of (14). At each stage, the
cumulative benchmark of branches are calculated by adding
5Fig. 3. Trellis-based design for determination of ΨI
the branch benchmarks to the cumulative benchmark of their
originating paths. After that, among the branches entering the
same state, the branch with the least cumulative benchmark is
kept and the others are removed. The algorithm is terminated
after NT−T stages and the path with the minimum cumulative
benchmark is selected as the final solution. The labels on the
selected path represent the latter NT − T variables, and the
initial state associated with the selected path stands for the
first T variables.
The same procedure could be adopted for solving the
optimization problem in (20) and (29) by replacing NBS and
XNBS with NIRS and DNIRS as illustrated in Fig. 3. To this
end, at first, the initial B variables are taken as initial memory
values and their (NIRS)B possible combinations form the
trellis states. Initial benchmarks are calculated by inserting
the values of each state in the first B terms of the objective
function of (20). At the m-th stage, the branch labels imply
the (m+B)-th variable (ψm+B), and the branch benchmark is
the (m+B)-th term of the objective function of (20). At each
stage, the cumulative benchmark of branches are calculated by
adding the branch benchmarks to the cumulative benchmark of
their originating paths. After that, among the branches entering
the same state, the branch with the least cumulative benchmark
is kept and the others are removed. The algorithm is terminated
after M−B stages and the path with the minimum cumulative
benchmark is selected as the final solution. The labels on the
selected path represent the latter M − B variables, and the
initial state corresponding to the selected path stands for the
first B variables.
In order to solve the main optimization problem in (6), at
first, assuming a fixed ΨI (by selecting an initial value for ΨI )
and a variant x, the optimization problem in (14) is solved
according to the proposed algorithm. In the following, based
on the optimum value of x obtained in the previous stage, the
optimization problem in (20) is solved by assuming a fixed
x and a variant ΨI . The overall algorithm is presented in
Algorithm 1.
Algorithm 1 Trellis-based joint BS precoding and IRS beam-
forming design for a single-cell scenario
Input : XNBS ,DNIRS ,ΨInitialI
Output : ΨI ,x
Initialize all possible permutations of x1, . . . , xT
for i = T + 1, . . . , NT do
for j = 1, . . . , NBS do
xi = XNBS (j);
calculate (9) as the benchmark;
end for
eliminate all paths except the one with the minimum
benchmark value;
end for
Choose xi, . . . , xNT , such that they lead to the minimum
cumulative benchmark value.
Initialize all possible permutations of ψ1, . . . , ψB
for i = B + 1, . . . ,M do
for j = 1, . . . , NIRS do
ψj = DNIRS (j);
calculate (16) as the benchmark;
end for
eliminate all paths except the one with the minimum
benchmark value;
end for
Choose ψ1, . . . , ψM , such that they lead to the minimum
cumulative benchmark value.
Fig. 4. Multi-cell system model with L = 5 cells each containing a BS and
K = 3 single-antenna users. The interfering and the desirable links for a
specific user are also illustrated.
IV. TRELLIS-BASED SOLUTION FOR THE MULTI-CELL
SCENARIO
Here, we extend our work to the multi-cell scenario shown
in Fig. 4 where there are L cells, each of which is equipped
with an IRS with M PSs. Then, the received signal at the i-th
user of the j-th cell (referred to as the target user) is given by
y[i,j] =
L∑
l=1
g
[i,j]
BUl
xl +
L∑
l=1
g
[i,j]
IU ΨIGBIlxl + w
[i,j], (21)
where g[i,j]BUl is the 1 × NT channel vector between the l-th
BS and the i-th user in the j-th cell, xl denotes the precoding
6vector of the l-th BS, g[i,j]IU stands for the 1 × M channel
vector between the IRS and the target user, GBIl ∈ CM×NT
is the channel matrix between the l-th BS and the IRS and
w[i,j] ∼ CN (0, σw) represents the additive noise at the target
user. The MUI term for the target user in this case is written
as
e[i,j] =
L∑
l=1
g
[i,j]
BUl
xl +
L∑
l=1
g
[i,j]
IU ΨIGBIlxl − s[i,j], (22)
where s[i,j] is the desired symbol for the target user. Similarly,
the power of MUI for the multi-cell scenario is given by
Pmue =
L∑
j=1
K∑
i=1
∣∣∣e[i,j]∣∣∣2
=
L∑
j=1
K∑
i=1
∣∣∣∣∣
L∑
l=1
g
[i,j]
BUl
xl +
L∑
l=1
g
[i,j]
IU ΨIGBIlxl − s[i,j]
∣∣∣∣∣
2
.
(23)
Hence, the corresponding optimization problem is formulated
as
min
ΨI ,xl
Pmue
s. t. xl =
PT
NT
[
ejθ1 , ejθ2 , . . . , ejθNT
]T
,
l = 1, . . . , L
ΨI = diag
([
ejφ1 , ejφ2 , . . . , ejφM
]T)
,
(24)
Expanding the objective function in (23) leads to:
Pmue =
L∑
j=1
K∑
i=1
[
L∑
l=1
L∑
l′=1
xHl g
[i,i] H
BUl
g
[i,j]
BUl′
xl′
+
L∑
l=1
L∑
l′=1
xHl G
H
BIl
ΨHI g
[i,j] H
IU g
[i,j]
IU ΨIGBIl′xl′
+ 2 Re
{
L∑
l=1
L∑
l′=1
xHl G
H
BIl
ΨHI g
[i,j] H
IU g
[i,j]
BUl′
xl′
}
− 2 Re
{
L∑
l=1
g
[i,j]
BUl
xls
[i,j]∗
}
− 2 Re
{
L∑
l=1
g
[i,j]
IU ΨIGBIlxls
[i,j]∗
}
+
∣∣∣s[i,j]∣∣∣2 ].
(25)
A. Main trellis-based solution
For the multi-cell scenario with L cells sharing one IRS, we
first assume that each cell performs its precoding separately
as in the single-cell scenario. In other words, each BS solves
(8) independently to determine its precoding vector. However,
the phase shift optimization of the IRS is completely different.
The IRS requires the precoding vectors of all cells and all the
inter-cell channel coefficients to determine its phase shifts. The
phase shifts of the IRS are designed to minimize the power
of MUI in (25). To this end, by considering xl, l = 1, . . . , L,
to be constant and ΨI to be variables, and by removing the
terms independent of ΨI , (25) can be rewritten as
PmuΨI =
M∑
s=1
Re
{
s−1∑
s′=1
[a∗sψ
∗
sas′ψs′ωss′ ]
− ψsas Tr
{
HsS
H
}
+ a∗sψ
∗
s Tr
{
HHs B
}}
, (26)
in which Hs and B denote L × K matrices comprising the
following entries, respectively
hsj,i , g
[i,j]
IUs
, (27)
bj,i ,
L∑
l=1
g
[i,j]
BUl
xl, i = 1, . . . ,K, j = 1, . . . L. (28)
In (26), ai is the i-th element of the M × 1 vector a =∑L
l=1 GBIlxl, ωij is the element in the i-th row and the j-th
column of the matrix W =
∑L
j=1
∑K
i=1 g
[i,j] H
IU g
[i,j]
IU , and S
is the L×K matrix of all desired symbols.
Considering a set of discrete phases for the IRS reflectors,
the optimization problem for the multi-cell scenario can be
formulated as
min
ΨI
PmuΨI
s. t. ψj ∈ DNIRS , j = 1, . . . ,M.
(29)
As mentioned before, it is evident that the optimization prob-
lem in (29) is available once all BSs have computed their
precoding operations.
Note that all channel coefficients are required in this sce-
nario, which incurs high CSI exchange or estimation overhead.
In the following section, we attempt to reduce the imposed
overhead on the system, while using all of the available CSI
in the BS precoding.
B. Low-overhead trellis-based solution
Here, we aim to reduce the amount of imposed overhead on
the system. To this end, we adopt the following assumptions:
• The intra-cell channel coefficients between each BS and
its users are known, i.e. g[i,j]BUj , i = 1, ...,K.
• The channel coefficients between each BS and the IRS
are known, i.e. GBIl , l = 1, ..., L.
• The channel coefficients between the IRS and the users
are known, i.e. g[i,j]IU , for all i, j.
• The channel coefficients between a BS and the users in
other cells, i.e. g[i,j]BUl , l 6= j , are not available, but their
first and second order statistical information is available.
Hence, the overhead is reduced by L×(L−1)×K×NT , which
is a considerable amount, especially in large-scale MIMO
systems.
Now by adopting the stochastic optimization method [25],
we aim to derive the power of the MUI term in (26), based
on which we formulate the following optimization problem
min
x
f0(x, g1, . . . , gN )
s. t. fi(x, g1, . . . , gN ) = 0, i = 1, . . . ,M.
(30)
7As g1, . . . , gN are random variables, the optimization problem
in (30) can be approximated as
min
x
Eg1,... gN [f0(x, g1, . . . , gN )]
s. t. Eg1,... gN [fi(x, g1, . . . , gN )] = 0, i = 1, . . . ,M.
(31)
Now, employing the stochastic optimization and assuming
g
[i,j]
BUl
≈ E
{
g
[i,j]
BU
}
= 0, (32)
g
[i,j] H
BUl
g
[i,j]
BUl
≈ E
{
g
[i,j] H
BUl
g
[i,j]
BUl
}
≈ β[i,j]BUlINT , (33)
in which β[i,j]BUl is the large-scale fading component of g
[i,j]
BUl
,
the power of MUI for the IRS is determined as
PmuΨI ≈
M∑
s=1
Re
{
s−1∑
s′=1
[a∗sψ
∗
sas′ψs′ωss′ ]
− ψsas Tr
{
HsS
H
}
+ a∗sψ
∗
s Tr
{
HHs B
′}}, (34)
where B′ denotes an L × K matrix with the entries b′j,i =
g
[i,j]
BUj
xj , i = 1, . . .K and j = 1 . . . L. By solving the
optimization problem in (29), the phase shifts of the IRS are
determined.
Now, to achieve better performance, a new precoding algo-
rithm is presented for the BSs, where each BS considers not
only the MUI term but also the inter-cell interference terms.
To this end, motivated by [5], multiplying the MUI term in
(22) by 1NT x
H
j xj = 1 leads to the following expression for
the MUI term of the i-th user in the j-th cell (referred to as
the target user)
e[i,j] =g
[i,j]
BUj
xj +
1
NT
L∑
l=1
l 6=j
g
[i,j]
BUl
Γljxj + g
[i,j]
IU ΨIGBIjxj
+
1
NT
L∑
l=1
l 6=j
g
[i,j]
IU ΨIGBIlΓljxj − s[i,j], (35)
where
Γlj = xlx
H
j =
 e
j(θ1,l−θ1,j) . . . ej(θ1,l−θNT ,j)
...
. . .
...
ej(θNT ,l−θ1,j) . . . ej(θNT ,l−θNT ,j)
 .
(36)
By adopting the stochastic optimization, we derive the
power of the MUI term in (35). The power of MUI for the
target cell is determined as
P jMUI =
K∑
i=1
(
xHj g
[i,j] H
BUj
g
[i,j]
BUj
xj + 2 Re
{
xHj g
[i,j] H
BUj
s[i,j]
}
+ 2 Re
{
xHj g
[i,j] H
BUj
g
[i,j]
IU ΨIGBIjxj
}
+
1
N2T
L∑
l=1
l 6=j
xHj 1NTE
{
g
[i,j] H
BUl
g
[i,j]
BUl
}
1NT xj
+
1
N2T
L∑
l=1
l 6=j
xHj 1NTG
H
BIl
ΨHI g
[i,j] H
IU g
[i,j]
IU ΨIGBIl1NT xj
+ xHj G
H
BIjΨ
H
I g
[i,j] H
IU g
[i,j]
IU ΨIGBIjxj
− 2 Re
{
xHj G
H
BIjΨ
H
I g
[i,j] H
IU s
[i,j]
}
+
∣∣∣s[i,j]∣∣∣2).
(37)
Note that Γlj is estimated by an all-one NT × NT matrix,
represented by 1NT . Based on our extensive experiments,
θm′l − θmj is a random variable with uniform distribution
within [−pi, pi), and it can be approximated by its zero mean.
By expanding (37) and removing the terms that are indepen-
dent of xj , the optimization problem that the target BS needs
to solve can be formulated as
min
xj
P jMUIx
s. t. xj ∈ XNBS , j = 1, . . . , NT ,
(38)
where
P jMUIx =
NT∑
s=1
Re
{
s−1∑
s′=1
x∗jsxjs′
(
Dss′ + Es′s + E
∗
ss′
+ Nss′ +
Jss′ + Rss′
N2T
)
+ x∗js (qs −ms)
}
, (39)
D =
K∑
i=1
g
[i,j] H
BUj
g
[i,j]
BUj
, (40)
E =
K∑
i=1
g
[i,j] H
BUj
g
[i,j]
IU ΨIGBIj , (41)
N =
K∑
i=1
GHBIjΨ
H
I g
[i,j] H
IU g
[i,j]
IU ΨIGBIj , (42)
J =
K∑
i=1
L∑
l=1
l 6=j
ΓHljE
{
g
[i,j] H
BUl
g
[i,j]
BUl
}
Γlj , (43)
R =
K∑
i=1
L∑
l=1
l 6=j
ΓHljG
H
BIl
ΨHI g
[i,j] H
IU g
[i,j]
IU ΨIGBIlΓlj . (44)
q =
K∑
i=1
g
[i,j] H
BUj
s[i,j] (45)
8m =
K∑
i=1
GHBIjΨ
H
I g
[i,j] H
IU s
[i,j]. (46)
Note that in this optimization problem, not only the imposed
overhead is reduced , but also the interference from other cells
is minimized, which leads to better performance.
V. SDR-BASED JOINT BS PRECODING AND IRS
BEAMFORMING DESIGN
In this section, the SDR method is used for joint BS
precoding and IRS beamforming with discrete-phase PSs. The
purposes of this study are twofold; firstly, the SDR algorithm
has not been used for joint discrete IRS beamforming and BS
CEP; secondly, the SDR algorithm can serve as the perfor-
mance benchmark for the proposed trellis-based algorithms.
To this end, we utilize the SDR method to first find the BS
precoding vectors by solving the optimization problem in (14),
and then determine the IRS phase shifts. By reformulating (22)
in a vector form and assuming s[j] to be the vector of desired
symbols in the j-th cell, the vector of MUI terms for the users
in the j-th cell is written as
e[j] = λ[j]xj − s[j], (47)
λ[j] =G
[j]
BUj
+ G
[j]
IUΨIGBIj
+
L∑
l=1
l 6=j
(
G
[j]
BUl
+ G
[j]
IUΨIGBIl
)
Ξlj , (48)
where
G
[j]
BU =
[
g
[1j]
BU
T
, . . . ,g
[Kj]
BU
T
]T
, (49)
G
[j]
IU =
[
g
[1j]
IU
T
, . . . ,g
[Kj]
IU
T
]T
, (50)
and Ξlj =
xlx
H
j
NT
can be estimated by 1NT 1NT . In this case,
the power of MUI for the j-th cell can be represented by
P
[j]
MUI =
∣∣∣∣∣∣e[j]∣∣∣∣∣∣2 = xHj Λ[j]xj − ξ[j] Hxj − xHj ξ[j] + E[j]s ,
(51)
where
Λ[j] = λ[j] Hλ[j], (52)
ξ[j] = λ[j] Hs[j], (53)
E[j]s =
∣∣∣∣∣∣s[j]∣∣∣∣∣∣2 , (54)
and the main optimization problem for the j-th BS to optimize
its transmission phases becomes
min
xj
xHj Λ
[j]xj − ξ[j] Hxj − xHj ξ[j]
s. t. diag (xjx
H
j ) =
PT
NT
1NT×1.
(55)
The optimization problem in (55) is non-convex; however,
by adopting the SDR method it can be approximated as a
convex problem. By defining
x′j = [x
T
j ,
PT
NT
]T , (56)
and
Υ[j] =
[
Λ[j] −ξ[j]
−ξ[j] H 0
]
, (57)
the equivalent optimization problem can be written as
min
x′j
Tr
(
Υ[j]x′jx
′ H
j
)
s. t. diag (x′jx
′ H
j ) =
PT
NT
1(NT+1)×1.
(58)
Now by defining a new variable X′j = x
′
jx
′ H
j , the optimiza-
tion problem can be rewritten as
min
X′j
Tr
(
Υ[j]X′j
)
s. t. diag (X′j) =
PT
NT
1(NT+1)×1
Rank(X′j) = 1,
X′j  0.
(59)
If we relax the optimization problem in (59) by removing the
rank one constraint, the following problem is obtained
min
X′j
Tr
(
Υ[j]X′j
)
s. t. X′jj =
PT
NT
, j = 1, . . . NT + 1
X′j  0.
(60)
The resultant optimization problem in (60) is linear and can be
readily solved by the CVX toolbox in Matlab. After obtaining
the solution, X′ optj , if it is a rank-one matrix, the optimum
BS precoding vector can be found as
x′ optj =
√
µk, (61)
where k and µ are the eigenvector and the eigenvalue
of X′ optj , respectively. Afterwards, the obtained X
′ opt
j is
mapped into the discrete-phase space. However, if the rank
of this matrix is r > 1, X′ optj only gives a lower bound
on the objective function. Hence, it must be projected into
the constraint space. To this end, the following method is
presented based on the algorithm of Goemans and Williamson
[26].
1) Solve the SDP relaxation problem in (60) to obtain the
optimal solution X′ optj . Since X
′ opt
j is a positive semi-
definite matrix, the Cholesky decomposition could be
utilized as X′ optj = ZjZ
H
j .
2) Generate a random vector r with the distribution of r ∼
CN (0, INT+1).
3) For s = 1, 2, . . . , NT + 1, let xˆj,s = f(zj,s × r), where
zj,s denotes the s-th row of Zj and the function f(.) is
defined as follows
9f(x) =
PT
NT
, arg(x) ∈ [ −piNBS , piNBS )
PT
NT
e
j2pi
NBS , arg(x) ∈ [ piNBS , 3piNBS )
...
PT
NT
e
j2pi(NBS−1)
NBS , arg(x) ∈ [ (2NBS−3)piNBS ,
(2NBS−1)pi
NBS
).
(62)
Note that xˆj,s ∈ XNBS , for s = 1, . . . , NT + 1, satisfies the
constraint of the optimization problem in (58). In this case,
xˆj = [xˆj,1, . . . , xˆj,NT ] would be the final solution. It is worth
noting that repeating the algorithm for different values of r and
selecting the corresponding xˆj vector with the lowest objective
function value in (58) can result in a more accurate solution. It
can be shown that this algorithm results in an
(NBS sin(
pi
NBS
))2
2NBS
-
approximation error [27].
Now, the same method can be applied for the IRS beam-
forming as well. To this end, assuming that the obtained values
of xj are known at the IRS, the vector of MUI terms for the
users in the j-th cell is represented by
e[j] = Π[j]ΨvectI − η[j], (63)
in which
η[j] = s[j] −
L∑
l=1
G
[j]
BUl
xl, (64)
Π[j] = G
[j]
IU diag
(
L∑
l=1
GBIlxl
)
, (65)
ΨvectI = diag(ΨI). (66)
In addition, the vector of MUI terms for all users is written
as
e =
[
e[1]
T
, . . . , e[L]
T
]T
= ΠΨvectI − η, (67)
where
Π =
[
Π[1]
T
, . . . ,Π[L]
T
]T
, (68)
η =
[
η[1]
T
, . . . ,η[L]
T
]T
. (69)
Thus, the power of MUI terms is formulated as follows
P IRSMUI = ||e||2
= Ψvect
H
I AΨ
vect
I − bHΨvectI −Ψvect
H
I b + E
′
s,
(70)
where
A = ΠHΠ, (71)
b = ΠHη, (72)
E′s = ||η||2 . (73)
As a consequence, in order to optimize the IRS, the following
optimization problem should be solved
min
ΨI
Ψvect
H
I AΨ
vect
I − bHΨvectI −Ψvect
H
I b
s. t. diag (ΨvectI Ψ
vectH
I ) = 1M×1
ψj ∈ DNIRS , j = 1, . . . ,M.
(74)
By defining Ψ′I = [Ψ
vectT
I , 1]
T and Ω =
[
A −b
−bH 0
]
the
equivalent optimization problem can be written as
min
Ψ′
Tr (ΩΨ′)
s. t. diag (Ψ′) = 1(M+1)×1
Rank(Ψ′) = 1,
Ψ′  0,
ψj ∈ DNIRS , j = 1, . . . ,M,
(75)
where Ψ′ = Ψ′IΨ
′ H
I . If we relax the optimization problem
in (75) by ignoring the rank-one constraint, the following
problem is obtained
min
Ψ′
Tr (ΩΨ′)
s. t. diag (Ψ′) = 1(M+1)×1
Ψ′  0.
(76)
As before, if Ψ′ is a rank-one matrix, Ψ′I and Ψ
vect
I are
directly recovered from Ψ′ and mapped into the discrete phase
space. However, if the rank of this matrix is r > 1, the
following steps should be conducted:
1) Solve the SDP relaxation problem in (76) to obtain an
optimal solution Ψ′ opt. Since Ψ′ opt is a positive semi-
definite matrix, the Cholesky decomposition could be
utilized as Ψ′ opt = RRH .
2) Generate a random vector v with the distribution of v ∼
CN (0, IM+1).
3) For s = 1, 2, . . . ,M + 1, let ψˆs = g(rsv), where rs
denotes the s-th row of R and the function g(.) is
defined as follows
g(x) =
1, arg(x) ∈ [ −piNIRS , piNIRS )
e
j2pi
NIRS , arg(x) ∈ [ piNIRS , 3piNIRS )
...
e
j2pi(NIRS−1)
NIRS , arg(x) ∈ [ (2NIRS−3)piNIRS ,
(2NIRS−1)pi
NIRS
).
(77)
Note that ψˆs ∈ DNIRS , for s = 1, . . . ,M satisfies the
constraint of the optimization problem in (74). In this case,
ΨˆI = diag([ψˆ1, . . . , ψˆM ]) would be the final solution.
As before, repeating the randomization stage improves the
accuracy of the solution. Also, this algorithm leads to an
(NIRS sin(
pi
NIRS
))2
2NIRS
-approximation error.
VI. INTERFERENCE ANALYSIS
In this section, the performance of the IRS is investigated
in terms of imposed MUI. To this end, the interference term
in (63) is considered. For the sake of inducing the minimum
of MUI, the following term should be minimized∣∣∣∣∣∣e[j]∣∣∣∣∣∣2 = ∣∣∣∣∣∣Π[j]ΨvectI − η[j]∣∣∣∣∣∣2 . (78)
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Note that if the number of users (K) is smaller than the number
of IRS antennas (M ), the equation in (63) would be under-
determined. As a consequence, if Π[j] is a full-rank matrix,
an interference-free precoder is achieved by
ΨvectI,opt = µ
[j]Π[j] H
(
Π[j]Π[j] H
)−1
η[j], (79)
in which the scaling factor µ[j] is set to fulfill the unit-power
constraint as follows
µ[j]
2
=
1
Tr
(
Π[j] HΠ[j]
)−1 . (80)
Nonetheless, in practical scenarios, the matrix Π[j] may not
be necessarily full-rank. As a result, the interference term in
(78) would be non-zero and consequently the corresponding
precoder undergoes inevitable MUI.
Now, we aim to investigate the impact of the presence of
the IRS from the achievable rate point of view. To this end,
the power of MUI for the i-th user in the j-th cell is calculated
as follows
P
IRS [i,j]
MUI =
∣∣∣∣∣∣e[i,j]∣∣∣∣∣∣2
= Ψvect
H
I Π
[i,j] HΠ[i,j]ΨvectI
− b[i,j] HΨvectI −Ψvect
H
I b
[i,j] +
∣∣∣η[i,j]∣∣∣2 , (81)
where Π[i,j] and η[i,j] are the i-th row of Π[j] and the i-th
entry of η[j], respectively and b[i,j] = η[i,j]Π[i,j] H . For the
sake of brevity, the equation in (81) is rewritten by
P
IRS [i,j]
MUI = J
[i,j](ΨvectI ) + P
[i,j]
MUI , (82)
in which, P [i,j]MUI = |η[i,j]|2 is the power of MUI for the i-th
user of the j-th cell in absence of the IRS and
J [i,j](ΨvectI ) = Ψ
vectH
I Π
[i,j] HΠ[i,j]ΨvectI
− b[i,j] HΨvectI −Ψvect
H
I b
[i,j]. (83)
It is worth noting that, the presence of the IRS would result
in either a constructive impact or a destructive impact on
the system performance based on the value of (83). To be
specific, since P [i,j]MUI is a positive value, in order to achieve a
constructive impact, J [i,j](ΨvectI ) in (82) should be negative.
On the other hand, due to the positive value of P IRS [i,j]MUI ,
it can be concluded that |J [i,j](ΨvectI )| < P [i,j]MUI . According
to the analysis conducted in [3], it can be shown that for
an interference-dominant environment (P IRS [i,j]MUI  σ2w), the
achievable rate for the i-th user in the j-cell is obtained as
follows
r
[i,j]
IRS = log2
 ∣∣s[i,j]∣∣2
Eg
[
P
IRS [i,j]
MUI
]

= log2
 ∣∣s[i,j]∣∣2
Eg
[
J [i,j](ΨvectI )
]
+ Eg
[
P
[i,j]
MUI
]
 . (84)
In order to derive a lower bound for the achievable
rate, a limited impact for the IRS is considered, i.e,
|Eg
[
J [i,j](ΨvectI )
] |  Eg[P [i,j]MUI ]. In this case, assuming
ε = |Eg
[
J [i,j](ΨvectI )
] |/Eg[P [i,j]MUI ] and utilizing the approx-
imation 1/(1− ε) ≈ 1 + ε, ε 1, the achievable rate in (84)
can be approximated by
r
[i,j]
IRS ≈ log2
 ∣∣s[i,j]∣∣2
Eg
[
P
[i,j]
MUI
]
+ ∣∣Eg [J [i,j](ΨvectI )]∣∣
Eg
[
P
[i,j]
MUI
] log2(e)
= r
[i,j]
IRS−free +
∣∣Eg [J [i,j](ΨvectI )]∣∣
Eg
[
P
[i,j]
MUI
] log2(e), (85)
where r[i,j]IRS−free is the achievable rate for the i-th user of
the j-th cell in the absence of the IRS. Thanks to the positive
value of Eg[P [i,j]MUI ], it is obvious that r
[i,j]
IRS > r
[i,j]
IRS−free.
Hence, it can be concluded that, in presence of the IRS, the
lower bound of the achievable rate would be greater than the
absolute achievable rate of the IRS-free scenario.
VII. COMPLEXITY ANALYSIS
This section is dedicated to analyzing the computational
complexity of each scheme. The proposed trellis-based algo-
rithms consist of NT − T and M − B stages, respectively.
The optimization for xj consists of (NBS)T states with
NBS branches entering each state. Similarly, the optimiza-
tion for ΨI contains (NIRS)B states with NIRS branches
entering each state. Hence, a total of (NT − T )(NBS)T+1 +
(M − B)(NIRS)B+1 comparisons are needed. This number
is negligible compared with an exhaustive search method
with (NBS)NT + (NIRS)M comparisons, especially for large
numbers of NT and M . Note that, utilizing the interior point
algorithm and assuming a solution accuracy  > 0, the
computational complexity of the SDR method is of the order
O(((NT + 1)3.5 + (M + 1)3.5) log(1/))) [28] which is not
scalable for cases with large dimensions.
To better understand the complexity issue, consider a sce-
nario where NT = 50, M = 70, and T = B = 2. Based
on these assumptions, we consider two cases: Case 1 with
NBS = NIRS = 4; and Case 2 with NBS = NIRS = 8. The
computational complexity of the various schemes is presented
in Table I.
TABLE I
COMPLEXITY OF THE ALGORITHMS
Case Trellis-based scheme SDR-based scheme Exhaustive search
1 7.42 ∗ 103 3.96 ∗ 106 1.39 ∗ 1042
2 5.94 ∗ 104 3.96 ∗ 106 1.64 ∗ 1063
VIII. NUMERICAL EVALUATIONS
In this section, the simulation results are performed to
evaluate the performance of all of the proposed schemes.
The performance metric is the average data rate per cell, and
the results are obtained by averaging over 100 independent
channel generations. Unless otherwise stated, it is assumed that
the system model consists of L = 5 cells, each of which has a
BS with NT = 50 antennas and K = 15 single-antenna users.
In addition, an IRS with M = 70 discrete 3-bit PSs is used
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Fig. 5. CPU time versus number of IRS phase shifters, in case of a single-cell
system with NT = 7 BS antennas and K = 5 single-antenna users.
to assist the downlink transmission of BSs. The total transmit
power of each BS is set to PT = 3W and the noise power in
all scenarios is −30dB. The desired symbol is modulated by
the quadratic phase shift keying (QPSK), and the memory of
the trellis structures in both the IRS and the BSs is assumed to
be T = B = 2. Also, the desired symbols are assumed to be
with unit power, i.e.
∣∣s[i,j]∣∣2 = 1, i = 1, . . . ,K, j = 1, . . . , L.
Fig. 5 depicts the complexity of the presented algorithms
for a simple single-cell scenario in which an IRS aids the
downlink transmission of a BS with NT = 7 antennas to
K = 5 single-antenna users. It is assumed that the resolution
of the PSs is 2 bits. The results are obtained by using a
computer with a 1.60 GHz i5-8265U CPU and 8 GB RAM.
The dimension of the system is very small since for higher
dimensions, the exhaustive search algorithm would take a
long time to run. In Fig. 5, the CPU time for performing the
algorithms is shown based on the number of elements in either
the BS or the IRS. If NT is variant, M = 7 is constant and
if M is variant NT = 7 is constant. As described in this
figure, as the number of elements grows, the complexity of
the exhaustive search algorithm increases dramatically, while
the complexity of trellis-based and SDR-based algorithms
rises with a much slower speed. Also, the CPU time for
the trellis-based algorithm is much lower than the SDR-based
method. Moreover, it is depicted that adding one IRS into the
system and using the trellis-based method for its beamforming
operation does not add much to the computational complexity.
Fig. 6 depicts the average data rate versus the number of IRS
PSs (M ), while using different methods of joint IRS beam-
forming and BS precoding. In this figure, the system is single-
cell with NT = 7 antennas at the BS and K = 10 single-
antenna users. The dimension of the system is small since
we aim to compare the performance to the exhaustive search
algorithm. The SDR-based method with infinite-resolution PSs
is also presented to determine an upper bound for the proposed
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Fig. 6. Average data rate versus the number of IRS reflectors, in case of a
single cell system with a NT = 7 antenna BS and K = 10 single-antenna
users.
algorithms. The trellis-based method with 2-bit PSs is realized
once with an IRS and once without an IRS in the system, and
it is shown that by increasing M , the average data rate is
increased due to the provided degrees of freedom. As shown
in this figure, the performance of the trellis-based method is
close to that of the exhaustive search algorithm. It is also
demonstrated that the SDR-based method does not perform
well when low-resolution PSs are utilized. Hence, it can be
concluded that the trellis-based method is concurrently the
best solution for systems with discrete PSs, in terms of both
performance and complexity.
In Fig. 7, a multi-cell IRS-aided large-scale MIMO system
is considered where an IRS aids the downlink transmission
of L = 5 BSs and mitigates the inter-cell interference. It is
assumed that each cell contains K = 15 single-antenna users
and a BS with NT = 50 CE antennas. The resolution of IRS
and BS PSs is once set to 2 and once again set to 3 bits in
the case of using trellis based approaches. In the SDR-based
method, continuous PSs are used to provide an upper bound for
the presented schemes. In this figure, the average data rate for
four scenarios is plotted versus the number of IRS reflectors.
As shown in this figure, in the case when there is no IRS in
the system, the average data rate is low, while by deploying
an IRS into our 5-cell system model, the performance is
greatly enhanced, and as the number of PSs increases, due
to availability of more degrees of freedom, the data rate rises.
For the low-overhead trellis-based algorithm, the performance
is higher than that of the main trellis-based scheme, which
is due to the minimization of inter-cell interference terms by
each BS. It is interesting to observe that, by comparing the
results of 2-bit PSs to that of 3-bit PSs, it can be found that
adding only 1 bit to the resolution of PSs can significantly
enhance the system performance. The SDR-based algorithm,
on the other hand, is presented as a benchmark method to be
compared. This method, which can only provide acceptable
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Fig. 7. Average data rate per cell versus number of IRS reflectors, a
comparison between different schemes with different resolutions of PSs.
solutions in the case of high resolution PSs, can only achieve
slightly higher data rate than the trellis-based schemes at the
expense of high implementation cost.
Fig. 8 investigates the effect of number of users on the
system performance. Here, it is assumed that there are L =
5 cells in the system, each containing a BS with NT = 50
antennas and different numbers of users. An IRS equipped
with M = 70 phase shifters, serves all cells. The SDR-based
approach, as before, uses continuous PSs in the IRS and BSs,
while other methods are realized with 2- and 3-bit PSs. As
shown in this figure, by increasing the number of users in
the system, the performance is degraded, since the available
degrees of freedom are reduced. The use of IRS in the system
is appealing for larger number of users in the system as the
data rate for K > 7 is higher, in case the multi-cell system
is enabled with the IRS. For lower values of K, as discussed
in Section VI, the systems does not suffer much MUI; hence,
despite the degrees of freedom caused by the IRS, the imposed
interference component would be dominant. In addition, as
depicted in this figure, by increasing the resolution of the PSs
in IRS and BSs, the average data rate is much enhanced.
In Fig. 9, the effect of the number of BS antennas is studied
on the average data rate. It is assumed that there are L = 5
cells in the system, each containing a BS and K = 15 users,
and an IRS with M = 70 PSs serves all cells. The first thing
to notice, is that the performance is enhanced as we increase
NT , which is obviously a result of the provided degrees of
freedom by massive MIMO. Secondly, the effect of IRS is
justified especially in a lower number of BS antennas, where
MUI is dominant. Last but not the least, as it is demonstrated,
the difference between the achieved average data rate of the
SDR-based scheme and that of the trellis-based algorithms
decreases, in higher values of NT . This is due to the fact
that the SDR-based method relies upon finding the rank-one
solution, and if the solution is not rank-one, then, through
randomization, it achieves a result that is suboptimal.ffffff
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Fig. 8. Average data rate per cell versus number of users per cell, a
comparison between different schemes with different resolutions of PSs.
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Fig. 9. Average data rate per cell versus number of BS antennas, a comparison
between different schemes with different resolutions of PSs.
Based on our simulations, when the number of BS antennas
is high, the probability of obtaining rank-1 solution decreases.
Hence, when NT = 60 or NT = 70, the SDR-based scheme
has higher probability to use the randomization method. It
can be concluded that, the proposed trellis-based schemes, not
only benefit from lower consumed power and computational
and hardware complexity, but also result in more convenient
results in higher number of BS antennas, specially when 3-bit
PSs are utilized in the BSs and the IRS.
IX. CONCLUSION
In this paper, a large-scale MIMO system is considered
where a discrete-phase IRS aids the downlink transmission.
Here, for the first time, passive precoding methods are used
for both BSs and IRS. The purpose is to minimize the sum
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power of MUI by jointly optimizing the IRS beamforming and
the BS precoding vectors. As the BSs use CEP, the problem
is to select the best phase shifts for the BSs as well as the
IRS to reach the minimum MUI. To this end, at first a trellis-
based joint IRS and BS precoding design is introduced, where
the BS precoding operation in each cell is performed indi-
vidually. Afterwards, by applying stochastic optimization, a
low-overhead trellis-based optimization technique is presented,
in which by minimizing inter-cell and intra-cell interference
terms, a higher performance is achieved. Finally, for the sake
of having a comparison benchmark, the SDR is applied to
solve the problem. Moreover, an interference and complexity
analysis is presented for all of the schemes, and the algorithms
are compared to one another in terms of their achieved average
data rate and CPU time.
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