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Abstract Very forward (VF) detectors in hadron collid-
ers, having unique sensitivity to diffractive processes, can
be a powerful tool for studying diffractive dissociation by
combining them with central detectors. Several Monte Carlo
simulation samples in p–p collisions at
√
s = 13 TeV were
analyzed, and different nondiffractive and diffractive contri-
butions were clarified through differential cross sections of
forward neutral particles. Diffraction selection criteria in the
VF-triggered-event samples were determined by using the
central track information. The corresponding selection appli-
cable in real experiments has ≈100% purity and 30–70% effi-
ciency. Consequently, the central information enables clas-
sification of the forward productions into diffraction and
nondiffraction categories; in particular, most of the surviv-
ing events from the selection belong to low-mass diffraction
events at log10(ξx ) < −5.5. Therefore, the combined method
can uniquely access the low-mass diffraction regime experi-
mentally.
1 Introduction
Inelastic hadronic collisions are usually classified into soft
processes and hard processes. Most of the hard processes can
be treated within a theoretical framework based on perturba-
tive quantum chromodynamics (QCD) owing to the large
momentum transfer. However, perturbative QCD is inade-
quate for describing soft processes such as diffractive dissoci-
ation. Instead, the phenomenology of soft hadronic processes
based on Gribov–Regge theory [1,2] has been employed
to describe these processes at high energies. Therefore, it
is extremely important to constrain the phenomenological
parameters based on measurement data to obtain a correct
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understanding of the various diffractive processes and their
accurate contribution to the total inelastic cross section.
An adequate understanding of diffractive processes can
help to improve Monte Carlo (MC) hadronic interaction
models and event generators. Hadronic interaction models
are widely used to simulate cosmic-ray interactions in the
atmosphere. In experimental studies of high-energy cos-
mic rays (HECRs), the properties of primary HECRs are
reconstructed from the measured characteristics of nuclear-
electro-magnetic cascades induced in the atmosphere (so-
called extensive air showers). Determining the primary mass
composition and reconstructing the primary energy depend
strongly on the MC procedures used for numerical simula-
tions of air showers. Limitations in the modeling of hadronic
interactions and the largely unknown model uncertainties
lead to large uncertainties in interpreting the measurement
data [3,4].
Partial cross sections of high-mass diffractive dissoci-
ations were measured by ATLAS [5,6], CMS [7,8], and
ALICE [9] Collaborations at Large Hadron Collider (LHC)
energies. In contrast, for obtaining the overall inelastic cross
section, the cross section of low-mass diffractive dissocia-
tion is estimated by extrapolation based on MC simulations.
The cross section of low-mass diffraction (MX < 3.4 GeV)
was reported by the TOTEM collaboration, 2.62 ± 2.17 mb
[10], at √s = 7 TeV. This invisible cross section was esti-
mated based on the difference between the overall inelas-
tic cross section and the cross section for inelastic events
at MX ≥ 3.4 GeV. Though the total inelastic cross section
is precisely measured by the TOTEM and ATLAS ALFA
experiments using the Roman Pot (RP) technique [11,12],
the cross section fractions among nondiffractive, high-mass
diffractive, and low-mass diffractive dissociations is still an
open question in the hadronic process. Very forward (VF)
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Fig. 1 Illustration of a single
diffraction, b double diffraction,
and c central diffraction with the
pomeron exchanged in a
proton–proton collision. MX
and MY are the invariant masses

















detectors, covering zero-degree collision angles, have unique
sensitivity to low-mass diffractive processes as visible events.
Accordingly, applying the rapidity gap measurement based
on central rapidity information makes it possible to access
pure low-mass diffractive processes. Therefore, forward par-
ticle cross sections derived from such pure low-mass diffrac-
tive cases identified by central information can provide an
opportunity for constraining hadronic interaction models.
In this paper, parts of the ATLAS detector [12] and the
LHCf detectors [13] located at interaction point 1 (IP1) of
the LHC are considered to be representatives of the central
detectors and VF detectors, respectively. The ATLAS inner
detector (ID) measures particle momentum and vertex infor-
mation with full azimuthal (φ) and |η| < 2.5 pseudorapidity
coverage. For studies of minimum-bias measurements, this
detector can provide information on charged tracks with a
pT threshold as low as 100 MeV. The LHCf detectors were
installed in the target neutral absorber (TAN) located ±140
m from IP1. The detectors were designed to measure for-
ward neutral particles (e.g., neutrons, photons, and π0s) over
a pseudorapidity range |η| > 8.4. The photon and hadron
energy thresholds are 200 and 500 GeV, respectively. The
ATLAS–LHCf common data acquisition experiment is ded-
icated to measuring and classifying diffractive dissociation.
Since ATLAS and LHCf have totally different detector accep-
tances, this common experiment not only enhances the trig-
ger efficiency for inelastic processes but also addresses some
specific processes with each other’s tagging information.
In the present work, three subjects were investigated based
on MC simulation. We first investigated the different contri-
butions of nondiffractive and diffractive components to the
forward neutral particle cross sections and the differences
among models. Then, we evaluated the performance to iden-
tify the diffractive dissociation on the corresponding cross
sections of neutral particles expected by the VF detector by
applying a simple selection based on central detector infor-
mation. Finally, we studied the sensitivity range in diffractive
mass of the common experiment using VF and central detec-
tors.
2 Diffractive dissociation
In high-energy proton interactions, Regge theory describes
diffractive processes as a t-channel reaction, which is dom-
inated by the exchange of an object with vacuum quantum
numbers called pomerons [14,15]. It is usually recognized
that diffractive processes are composed of single-diffraction
(SD; Fig. 1a), double-diffraction (DD; Fig. 1b), and central-
diffraction (CD; Fig. 1c) terms. An operational characteris-
tic of diffractive interactions is the large angular separation
between the final state systems called the rapidity gap η.
The size and location of η in pseudorapidity phase space
can be used to determine the type of diffraction. In the SD
case, it is known that the relationship between the observ-
ables η and ξX is
η  − ln(ξX ), (1)
where ξX = M2X/s with
√
s being the total energy in the
center-of-momentum frame.
3 Monte Carlo simulation
In this analysis, MC simulation samples were produced using
four interaction models for comparison. p–p collision events
at
√
s = 13 TeV were simulated by each model, and trigger
conditions of a VF detector were applied based on the energy,
particle type, and η according to the LHCf case. Four MC
generators are extensively used in cosmic-ray observations
and high-energy experiments: EPOS-LHC [16], QGSJET-II-
04 [17], SYBILL 2.3 [18,19], and PYTHIA 8212 [20,21].
All these models are post-LHC generators tuned by using
the LHC Run1 data. The first three simulation samples were
generated by using the integrated interface tool CRMC v1.6.0
[22], whereas for PHYHIA, its own front-end was used.
For the PYTHIA8 generator, Monash event tuning [23]
was employed in this analysis. Minimum-bias data and
underlying event data from the LHC were used for con-
straining the parameters. The new NNPDF2.3 LO PDF set
was adopted in the event tuning. By default, PYTHIA8 uses
the Schuler and Sjöstrand (SS) parameterization [24] of the
pomeron flux. In addition, an alternative pomeron flux model,
the Donnachie and Landshoff (DL) [25] model, with a linear
pomeron trajectory αP (t) = 1++α′ t is also implemented.
The default value of variable parameters  and α′ are 0.085
and 0.25 GeV−2 [26], respectively. According to the ATLAS






























































Fig. 2 SD (pp → pX ; blue) cross section shown as a function of
log10 ξX . MC predictions with EPOS-LHC (magenta), QGSJET-II-
04 (blue dashed), SIBYLL2.3 (green), PYTHIA8212-SS (red dotted-
dashed), and PYTHIA8212-DL (cyan) compared with each other. The
comparison of low-MX SD cross section predicted by models is shown
in the inset
TeV, the PYTHIA8212DL model gives the best description
of the number of hits detected by the minimum-bias trigger
scintillators [27]. Therefore, the PYTHIA8212DL model was
employed in this analysis. The total inelastic cross sections
in p–p collisions at
√
s = 13 TeV implemented in each
model were 78.984, 80.167, 78.420, and 79.865 mb, corre-
sponding to EPOS-LHC, QGSJET-II-04, PYTHIA8212DL,
and SIBYLL2.3, respectively.
Given the model differences in the treatments of diffractive
components, not only the predicted diffraction cross sections
but also the diffractive mass distributions are important. Fig-
ure 2 shows the SD (pp → pX ) cross sections in each ξX
interval predicted by several models. The different spectral
shapes come from the different approaches to the diffraction
treatment implemented in the models. There are large dif-
ferences among models in both the high and low diffractive
mass regions. The flat distribution of SD cross section of the
SIBYLL2.3 model, which corresponds to a diffractive mass
distribution described as d M2X/M2X [26]. The PYTHIA8212
model (SS pomeron flux) uses a treatment similar to that of
SIBYLL2.3 for the diffractive mass distribution [24]. In the
high diffractive mass regions, EPOS-LHC tuned dσ SD/dη
[16] by comparing with the data of the ATLAS rapidity gap
distribution shown in [6]. The inset of Fig. 2 shows the low-
mass SD cross sections of each model in the ξX interval
−8.5 < log10(ξx ) < −5.5. The QGSJET-II-04 model uses
different transverse profiles for pomeron emission vertices
by different elastic scattering eigenstates [17,28]. This leads
to the larger cross sections in the low-mass regions at very
high energies.
4 Diffractive and nondiffractive contributions to the VF
photon, neutron, and π0 spectra
The LHCf collaboration has published several forward neu-
tral particle spectra at different collision energies, but no
hadronic interaction model can describe the LHCf results
perfectly [29–32]. To address the origin of the differences
between the experimental data and the model predictions,
separating the VF-triggered events to diffractive and non-
diffractive contributions is important.
In this analysis, all the events from each simulation are
classified into nondiffractive and diffractive collisions by
using MC flags, where the SD, DD, and CD events are
together treated as diffraction. It is noted that the SIBYLL2.3
model does not implement CD processes. The simulated VF
photon and neutron spectra are shown in the top four pan-
els of Figs. 3 and 4 for two fiducial areas, |η| > 10.94
(left) and 8.81 < η < 8.99 (right), respectively. Mean-
while, Fig. 5 shows the π0 pz spectra at the fiducial pT phase
spaces of 0 < pT < 0.2 GeV (left) and 1.2 < PT < 1.4
GeV (right), respectively. The spectra of total, nondiffractive,
and diffractive components of four MC samples are com-
pared with each other. In the bottom three panels of Figs.
3, 4, and 5, the ratios of the spectra divided by the EPOS-
LHC results are plotted separately for total, nondiffractive,
and diffractive components. Clearly, the nondiffraction and
diffraction implemented in each model are very different.
Especially, PYTHIA8212DL predicts the largest diffractive
contribution at high photon energies at |η| > 10.94 and in
the π0 pz spectrum at 0 < pT < 0.2 GeV. There is no
large difference between models of the neutron total spectra
at |η| > 10.94. In contrast, comparing the individual contri-
bution of nondiffractive and diffractive components, one sees
that the neutron spectra of EPOS-LHC and PYTHIA8212DL
are dominated by diffraction, but those of QGSJET-II-04 and
SIBYLL2.3 are dominated by nondiffraction at high ener-
gies. As shown in Fig. 5, SIBYLL2.3 predicts a larger con-
tribution for all components at 1.2 < pT < 1.4 GeV. It is
also found that the larger the value of pT is, the larger is the
contribution from all components predicted by SIBYLL2.3.
Additionally, in Figs. 4 and 5, neutron and π0 spectra of
EPOS-LHC and QGSJET-II-04 exhibit a bump or kink struc-
ture at ∼3 TeV. In the EPOS-LHC model, this structure is due
to the simple approach used for the pion-exchange process,
whereas in QGSJET-II-04 it is due to the selected kinematics,
the contribution to which is mainly from low-mass diffrac-
tion.
5 Identification of diffraction with central track
information
Because of the large differences found among different
hadronic interaction models, it is important to classify the
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Fig. 3 Photon spectra at η > 10.94 (left) and 8.81 < η < 8.99
(right) (top four panels in each set). These are generated by EPOS-LHC,
QGSJET-II-04, SYBILL 2.3, and PYTHIA 8212DL, respectively. The
total photon spectra (black) were classified by nondiffraction (red) and
diffraction (blue) according to MC true flags. The bottom three plots
show the ratios of the spectra of EPOS-LHC (black markers), QGSJET-
II-04 (blue lines), SYBILL 2.3 (green lines), and PYTHIA8212DL
(orange lines) to the spectrum of EPOS-LHC. The top, middle, and
bottom plots correspond to total, nondiffraction, and diffraction, respec-
tively
observed VF spectra into nondiffraction or diffraction by
using experimental data. Although, in principle, diffractive
collisions can be identified by measuring the rapidity gap
of the final state, it is experimentally difficult to measure
rapidity gaps precisely because of the limited pseudorapid-
ity coverage and energy threshold of the detectors. However,
improved experimental techniques have helped in reaching
lower pT thresholds and larger rapidity ranges. The results
from measurements of rapidity gaps over limited pseudora-
pidity ranges have been reported by ATLAS [6], CMS [8],
and ALICE [9] Collaborations. Similarly, such rapidity gap
techniques can be adopted for diffractive event identification.
5.1 Diffraction selection criteria
The identification of the type of diffraction requires detec-
tion of a large rapidity gap because small rapidity gaps may
be produced by fluctuations in nondiffractive particle pro-
duction [33]. Consequently, a small number of particles is
expected in the central detector, for instance, the ATLAS
detector. If an event has a small number of tracks, Ntrack , it
is more likely to be a diffractive event. This is the basic idea
in this analysis used to identify diffractive events. In other
words, having a small number of charged tracks in the central
region is used to veto nondiffractive events. It is assumed that
the central detector can count Ntrack with pT > 100 MeV
at |η| < 2.5. The performance of central-veto event selec-
tion was studied for different criteria of Ntrack , Ntrack = 0,
Ntrack ≤ 1, Ntrack ≤ 2, and Ntrack ≤ 5 in [34]. If the event
survives central-veto selection, it is classified as a diffractive-
like event; otherwise, it is classified as a nondiffractive-like
event. According to MC true flags, events can be classified as
nondiffraction (ND), CD, SD, and DD. By applying central-
veto selection to each event, the selection efficiency (ε) and
purity (κ) of diffractive event selection are defined as
ε = (NC D + NSD + NDD)central veto
NC D + NSD + NDD , (2)
κ = (NC D + NSD + NDD)central veto
(NN D + NC D + NSD + NDD)central veto , (3)
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Fig. 4 Neutron spectra at η > 10.94 (left) and 8.81 < η < 8.99
(right) (top four panels in each set). These are generated by EPOS-
LHC, QGSJET-II-04, SYBILL 2.3, and PYTHIA 8212DL, respec-
tively. The total neutron spectra (black) were classified by nondiffrac-
tion (red) and diffraction (blue) according to MC true flags. The bot-
tom three plots show the ratios of the spectrum of EPOS-LHC (black
markers), QGSJET-II-04 (blue lines), SYBILL 2.3 (green lines), and
PYTHIA8212DL (orange lines) to the spectrum of EPOS-LHC. The
top, middle, and bottom plots correspond to total, nondiffraction, and
diffraction, respectively
where NN D , NC D , NSD , and NDD indicate the number of
events triggered by a VF detector in each event category. The
suffix central veto signifies number of events after applying
central-veto event selection.
Figure 6 shows a comparison of the central-veto selection
efficiency with the four criteria, which are calculated by using
the EPOS-LHC simulation samples. It is clear that the effi-
ciency rises as the Ntrack threshold increases. SD selection
efficiency, for instance, increases from about 70 to 80% as
Ntrack = 0 changes to Ntrack ≤ 5. The efficiency and purity
of the central-veto selection for the four criteria are summa-
rized in Table 1. High selection purity (99.5%) is achieved
when the criterion is Ntrack = 0 while it decreases only
by 5% when Ntrack ≤ 5 is applied. To aid our discussion
using a simple analysis, we adopt the following criterion for
the central veto (diffraction selection): There are no charged
particles (Ntrack = 0) in the kinematic range |η| < 2.5 and
pT > 100 MeV.
5.2 Performance of central-veto selection
To evaluate the performance of central-veto selection based
on the VF spectra, the VF spectra were classified as
nondiffractive-like and diffractive-like. A comparison of the
VF neutron and π0 spectra in the VF regions is shown in
Figs. 7 and 9, respectively. They indicate that the spec-
tra corresponding to events surviving central-veto selection
keep almost the same shapes as the VF true diffractive spec-
tra. Moreover, the number of misidentified diffractive-like
events is very small, as shown by the red histograms. Com-
parisons of the differential cross sections of surviving events
from central-veto selection are shown in the bottom plots of
Figs. 8 and 10. The differences among models are expected
to be constrained directly by using experimental data. The
efficiency and purity of central-veto selection as function of
energy were calculated with Eqs. (2) and (3), as shown in
Figs. 8 and 10. It is clear that selection purity stays con-
stantly high (at≈100%), independent of particle type, energy,
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Fig. 5 π0 spectra shown with 0 < PT < 0.2 GeV (left) and 1.2 <
PT < 1.4 GeV (right) for comparison. In each PT phase region, the top
four panels show π0 spectra generated by EPOS-LHC, QGSJET-II-04,
SYBILL 2.3, and PYTHIA 8212DL, respectively. The total π0 spec-
tra (black) were classified by nondiffraction (red) and diffraction (blue)
according to MC true flags. The bottom three plots show the ratios of the
spectrum of EPOS-LHC (black markers), QGSJET-II-04 (blue lines),
SYBILL 2.3 (green lines), and PYTHIA8212DL (orange lines) to the
spectrum of EPOS-LHC. The top, middle, and bottom plots correspond
to total, nondiffraction, and diffraction, respectively
and MC simulation model, whereas selection efficiency has
a tendency to increase with increasing energy. In contrast
to selection purity, selection efficiency exhibits differences
among MC simulation models. In particular, the bump struc-
ture in EPOS-LHC and QGSJET-II-04 mentioned above still
remains on the efficiency spectra. In such a case, comparing
measured data with the MC samples as shown in Figs. 7 and
9 can not only constrain the diffraction cross sections in the
VF region but also help in identifying the inherent problems
in the model.
5.3 Low-mass diffraction
The high-mass diffraction cross sections dσ SD/dη at LHC
energies were measured by ATLAS [5,6], CMS [7,8], and
ALICE [9]. Typically, owing to the limited acceptance of
these detectors, the rapidity gap signatures of events at around
−6 < log10(ξx ) < −2 can be identified in the case of











1 EPOS-LHC  = 13 TeVsp-p,
>100MeV
T












Fig. 6 Diffraction selection efficiency with different central-veto
selection conditions: Ntrack = 0 (red), Ntrack ≤ 1 (blue), Ntrack ≤ 2
(brown), and Ntrack ≤ 5 (cyan) charged particles at |η| < 2.5 with
pT > 100 MeV
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Table 1 Efficiency and purity
of central-veto selection with
different track conditions
Parameter Ntrack = 0 Ntrack ≤ 1 Ntrack ≤ 2 Ntrack ≤ 5
Efficiency (ε) 0.493 0.556 0.619 0.691
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Fig. 7 Neutron spectra at η > 10.94 generated by EPOS-LHC,
QGSJET-II-04, SYBILL 2.3, and PYTHIA 8212DL. The top four pan-
els show the spectra of true diffraction (black lines) and diffractive-
like events corresponding to central-veto selection (filled gray areas),
which are defined as events without any PT > 100 MeV charged par-
ticles at |η| < 2.5; in addition, the central-veto events were classified
by nondiffraction (red) and diffraction (blue) again according to MC
true information. The bottom plot shows the ratios of the central-veto
spectrum of each model to the central-veto spectrum of EPOS-LHC
MX of ∼13 and 1300 GeV at √s = 13 TeV, respectively.
This fiducial region excludes the measurement of low-mass
diffraction for determination of the total inelastic cross sec-
tions. As mentioned, low-mass diffraction is the main source
of systematic uncertainties [5,7] in the determination of
inelastic cross sections.
Roman Pot detectors and VF detectors have sensitivities to
low-mass diffractive processes. To evaluate the performance
of VF detectors for the detection of low-mass diffraction, the
LHCf detector is considered as representative. The accep-
tances of the LHCf detector for the forward neutral particles
predicted by MC interaction models are shown in Fig. 11. In
the region of log10(ξx ) > −5.5, the SD detection efficiency
of the LHCf detector is only a few percent. The detection
efficiency, however, increases below ≈ log10(ξx ) = −6 and
reaches a maximum of ∼40% at log10(ξx ) = −8. In con-
trast, central detectors exhibit a totally opposite tendency
















Fig. 8 Efficiency (top) and purity (bottom) of diffraction selection for
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Fig. 9 π0 spectra at 0 < pT < 0.2 GeV generated by EPOS-LHC,
QGSJET-II-04, SYBILL 2.3, and PYTHIA 8212DL. The top four pan-
els show the spectra of true diffraction (black lines) and diffractive-
like events corresponding to central-veto selection (filled gray areas),
which are defined as events without any pT > 100 MeV charged par-
ticles at |η| < 2.5; in addition, the central-veto events were classified
by nondiffraction (red) and diffraction (blue) again according to MC
true information. The bottom plots show the ratios of the central-veto
spectrum of each model to the central-veto spectrum of EPOS-LHC
has almost 100% SD detection efficiency in the region of
log10(ξx ) > −5 but decreases rapidly to 0 at log10(ξx ) = −7
[35]. Therefore, the common experiment using central and
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Fig. 10 Efficiency (top) and purity (bottom) of diffraction selection























Fig. 11 LHCf detection efficiency as a function of log10 ξX , which is
simulated by four MC simulation samples. The trigger conditions for
LHCf detectors at
√
s = 13 TeV are Eγ > 200 GeV and Eh > 500
GeV. Only the SD (pp → pX ) component is used for this calculation
VF detectors can enhance detection efficiency, especially for
low-mass processes.
According to QGSJET-II-04 simulation predictions, most
of the events survived from the central-veto selection are
from the low-mass diffraction as shown in Fig. 12. In par-
ticular, all the low-mass diffractive events at log10(ξx ) <
−5.5 detected by VF detector survived from the central-
veto selection, whereas all the high-mass diffractive events at
log10(ξx ) > −4 were excluded. In the other word, the filled
histogram in Figs. 7 and 9 are mostly derived from the low-
mass diffractive processes at log10(ξx ) < −5.5. Therefore,
the common experiment using VF and central detectors can
provide a chance to verify the results of low-mass diffrac-
tion reported by TOTEM [10] and impose a constraint on
the treatment of low-mass diffraction implemented in MC


























QGSJET-II-04  = 13 TeVsp-p,
Fig. 12 SD (pp → pX ; blue) cross section as a function of log10 ξX
predicted by using QGSJET-II-04 MC samples. This is compared with
the SD cross section after applying the central-veto selection (red)
6 Conclusion
We studied the nondiffractive and diffractive contributions
to VF particle production using MC predictions in p–p
collisions at
√
s = 13 TeV. For the forward photon and
π0 energy spectra, PYTHIA8212DL predicts the largest
diffractive contributions at high energies. In the cases of
neutron differential cross sections at high energies, EPOS-
LHC and PYTHIA8212DL are dominated by diffraction at
|η| > 10.94 while QGSJET-II-04 and SIYBLL2.3 are dom-
inated by nondiffraction.
The identification of diffraction based on the rapidity
gap technique has been investigated. We studied the per-
formance of an effective selection criterion for diffractive
events (central-veto selection): “There are no charged par-
ticles (Ntrack = 0) in the kinematic range |η| < 2.5 and
pT > 100 MeV”. Such a selection has ≈100% purity,
independent of particle type, energy, and interaction model
whereas selection efficiency increases from ∼30 to 70% with
increasing energy. The surviving events from central-veto
selection are mostly low-mass diffraction events in the phase
space of log10(ξx ) < −5.5. This indicates that the combined
experiment can purify the detection of low-mass diffraction.
Such mass range was not accessible by the experiments using
the changed particle tracker.
Clearly, nondiffraction and diffraction have different con-
tributions in the VF regions, while hadronic interaction mod-
els also exhibit big differences among each other. The rapid-
ity gap measurement (central-veto technique) using central
information is an effective way to identify diffractive events
and classify the forward productions to nondiffraction and
diffraction. Furthermore, using the observed events, it is
capable of both constraining the differential cross sections
(dσ/d E , dσ/dη) of low-mass diffraction and helping to
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identify the inherent problems in the models corresponding
to low-mass diffraction.
In this study, we focus on the diffraction issues by using the
combinations of VF observables and central tagging infor-
mation. Such apparatus is also capable of contributing to
several unique measurements, for instance, the p–π+ and
π+–π+ cross sections [36,37] by tagging the leading neu-
trons derived from the pion–exchange processes in VF detec-
tor. The coincidence analysis of data from two arm detectors
will be a possibility to identify the type of diffraction. Fur-
thermore, the common experiment of central-VF-RP detec-
tors could be a more powerful apparatus for diffraction study.
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