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ON THE GLOBAL LIMITING ABSORPTION PRINCIPLE
FOR MASSLESS DIRAC OPERATORS
ALAN CAREY, FRITZ GESZTESY, JENS KAAD, GALINA LEVITINA, ROGER NICHOLS,
DENIS POTAPOV, AND FEDOR SUKOCHEV
Abstract. We prove a global limiting absorption principle on the entire real
line for free, massless Dirac operators H0 = α · (−i∇) for all space dimensions
n ∈ N, n > 2. This is a new result for all dimensions other than three, in
particular, it applies to the two-dimensional case which is known to be of
some relevance in applications to graphene.
We also prove an essential self-adjointness result for first-order matrix-
valued differential operators with Lipschitz coefficients.
1. Introduction
This paper was motivated by recent investigations of the Witten index (a possible
substitute for the Fredholm index) for classes of non-Fredholm operators, a prime
example of which being the massless Dirac operator, see, for instance, [13]–[15].
The first result on a global limiting absorption principle on the entire real line
for free, massive Dirac operators H0(m) = α · (−i∇) +mβ (cf. (3.4) for details),
in the case of dimensions n = 3, is due to Iftimovici and Ma˘ntoiu [28] in 1999.
The first such result for free, massless Dirac operators H0 = α · (−i∇) (cf. (3.2)),
again in dimensions n = 3, was proved by Saito¯ and Umeda [42] in 2008 upon
relying on quite different methods as part of their study of zero-energy eigenvalues
and resonances. Since, apparently, no other results are available in the massless
case, we now fill this gap, and by suitably modifying the approach of Iftimovici and
Ma˘ntoiu, we prove a global limiting absorption principle on Rn for free, massless
Dirac operators in all dimensions n ∈ N, n > 2.
It is gratifying that the new results in dimensions n ∈ N\{3}, n > 2, include, in
particular, the two-dimensional case n = 2 which is known to have some relevance
in applications to graphene.
We emphasize that proving a limiting absorption principle for free (usually, con-
stant coefficient) operators H0 (resp., H0(m)) is always a first step in proving
similar statements (typically, away from essential spectrum thresholds, though) for
interacting Hamiltonians H = H0 + V (resp., H(m) = H0(m) + V ) on the basis of
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a sophisticated perturbative approach. The strategy behind such an approach has
been spelled out in great detail, for instance, by Yafaev in [45, Sect. 4.6, 4.7].
While we follow the broad contours outlined in the approach employed by Ifti-
movici and Ma˘ntoiu [28] in the massive case, m > 0, there are notable differences
in our treatment of the massless case, m = 0; of these we note, in particular, the
following:
• First, we do not rely on Nelson’s commutator theorem in proving essential selfa-
djointness of the conjugate operator A introduced in (3.8). Instead, we employ an
extension of an essential self-adjointness result for general first-order matrix-valued
differential operators (such as, A, upon applying the Fourier transform) going back
to Chernoff, [16], but see also [27] for a more modern treatment. Here, we treat
only the flat case but permit Lipschitz coefficients instead of the more restrictive
(and more common) smoothness assumption. We expect this topic, to be treated
in detail in Section 2, to be of independent interest.
• Second, given our focus on massless Dirac operators in all dimensions n > 2,
we were led to a new conjugate operator A in (3.8) when compared to the massive
case discussed in [28]. This causes a variety of additional technical difficulties in
Section 3 briefly outlined in the paragraph following (3.10).
• Third, rather than applying Hardy’s inequality as in [28], which is only appli-
cable in dimensions n > 3 (a restriction we wanted to avoid by all means), we now
apply Kato’s inequality (cf. (3.23), and especially, (3.25)).
Our principal result, the global limiting absorption principle on the real line for
H0 is presented in Section 3 (see Theorem 3.13). This is followed by a standard
application to scattering theory for the pair of self-adjoint operators (H = H0 +
V,H0), with sufficiently weak interactions V (cf. Theorem 3.15), and some remarks
that put our results in proper perspective.
We conclude this introduction by briefly summarizing some of the notation used
throughout this paper: Vectors in Rn are denoted by x = (x1, . . . , xn) ∈ Rn or
p = (p1, . . . , pn) ∈ Rn, n ∈ N. For x = (x1, . . . , xn) ∈ Rn we abbreviate
〈x〉 = (1 + |x|2)1/2, (1.1)
where |x| =
(
x21 + · · · + x
2
n
)1/2
denotes the standard Euclidean norm of x ∈ Rn,
n ∈ N.
The dot symbol, “ · ”, is used in three different ways: First, it denotes the stan-
dard scalar product in Rn,
x · y =
n∑
j=1
xjyj , x = (x1, . . . , xn), y = (y1, . . . , yn) ∈ R
n. (1.2)
Second, we will also use it for n-vectors of operators, A = (A1, . . . , An) and B =
(B1, . . . , Bn) acting in the same Hilbert space in the form
A ·B =
n∑
j=1
AjBj , (1.3)
whenever it is obvious how to resolve the domain issues of the possibly unbounded
operators involved. Moreover, for T an operator in some Hilbert space H and
A = (aj,k)16j,k6N ∈ CN×N an N ×N matrix with constant complex-valued entries
acting in CN , N ∈ N, we will avoid tensor product notation in
T ⊗A in H⊗ CN (1.4)
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such that
H⊗ CN is identified with HN =
H...
H
 , (1.5)
and
T ⊗A is identified with TA = (Taj,k)16j,k6N = (aj,kT )16j,k6N = AT. (1.6)
That is, we interpret T ⊗ A as entrywise multiplication, resulting in an N × N
block operator matrix TA = AT . Thus, if T = (T1, . . . , Tn), with Tj , 1 6 j 6 n,
operators in H, and A = (A1, . . . , An), with Aj ∈ CN×N , 1 6 j 6 n, N × N
matrices in CN , we will finally employ the dot symbol also in the form
T · A =
n∑
j=1
TjAj =
n∑
j=1
AjTj = A · T , (1.7)
where TjAj = AjTj , 1 6 j 6 n, are defined as in (1.6). In the interest of clar-
ity we temporarily underlined vectors of operators (and matrices) such as T =
(T1, . . . , Tn); we will refrain from doing so in the bulk of this manuscript.
For X a given set, A ∈ XN×N , N ∈ N, represents an N × N matrix A with
entries in X .
Let H, K be separable complex Hilbert spaces, ( · , · )H the scalar product in H
(linear in the second argument), ‖ · ‖H the norm onH, and IH the identity operator
inH. If T is a linear operator mapping (a subspace of) a Hilbert space into another,
then dom(T ) and ker(T ) denote the domain and kernel (i.e., null space) of T . The
closure of a closable operator A is denoted by A.
The resolvent set and spectrum of a closed operator T are denoted by ρ(T ) and
σ(T ), respectively.
The Banach space of bounded linear operators on a separable complex Hilbert
space H is denoted by B(H).
For a densely defined closed operator S in H we employ the abbreviation 〈S〉 :=(
IH+|S|2
)1/2
, and similarly, if T = (T1, . . . , Tn), with Tj densely defined and closed
in H, 1 6 j 6 n,
〈T 〉 = (IH + |T |
2)1/2, |T | =
(
|T1|
2 + · · ·+ |Tn|
2
)1/2
, (1.8)
whenever it is obvious how to define |T1|2+ · · ·+ |Tn|2 as a nonnegative self-adjoint
operator.
To simplify notation, we will frequently omit Lebesgue measure whenever possi-
ble and simply use L2(Rn) instead of L2(Rn; dnx), etc. If no confusion can arise, the
identity operator in L2(Rn) is simply denoted by I, and IN represents the identity
operator in CN , N ∈ N.
The symbol F is used to denote the Fourier transform and f̂ := Ff . For N ∈ N,
the Fourier transform of functions in
[
L2(Rn)
]N
is taken component-wise, that is,
if f = (f1, . . . , fN)
⊤ ∈
[
L2(Rn)
]N
, then f̂ = (f̂1, . . . , f̂N)
⊤.
If Ω ⊆ Rn is open, then C∞0 (Ω) denotes the set of infinitely differentiable func-
tions on Rn with compact support in Ω. In addition, S(Rn) denotes the Schwartz
space of rapidly decreasing functions on Rn, S′(Rn) the space of tempered distri-
butions, and W k,p(Rn), k ∈ N, p > 1, the standard Lp-based Sobolev spaces.
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We abbreviate C± = {z ∈ C | ± Im(z) > 0}. The symbol ⌊ · ⌋ denotes the floor
function on R, that is, ⌊x⌋ characterizes the largest integer less than or equal to
x ∈ R.
Following a standard practice in Mathematical Physics, we will simplify the
notation of operators of multiplication by a scalar or matrix-valued function V and
hence use V rather than the more elaborate symbolMV throughout this manuscript.
2. Essential Self-Adjointness of First-Order Differential Operators
With Lipschitz Coefficients
We start with a general self-adjointness result for first-order differential expres-
sions which we believe is of independent interest. It will be applied in the subsequent
section in connection with the operator A in (3.8).
Let n,N ∈ N be fixed. We consider N ×N block operator matrices of bounded
operators of multiplication
Fj ∈ B
(
L2(Rn)
)N×N
, j ∈ N, 1 6 j 6 n, (2.1)
(e.g., Fj can be N × N matrix-valued operators of multiplication satisfying Fj =
(Fj,k,ℓ)16k,ℓ6N , Fj,k,ℓ ∈ L∞(Rn), 1 6 j 6 n, 1 6 k, ℓ 6 N) together with the
unbounded, closable operators
− i∂j :
[
W 1,2(Rn)
]N
→
[
L2(Rn)
]N
, j ∈ N, 1 6 j 6 n. (2.2)
where ∂j = ∂/∂xj , 1 6 j 6 n. We put
∇ :=
 ∂1...
∂n
 : [W 1,2(Rn)]N → ([L2(Rn)]N)n =

[
L2(Rn)
]N
...[
L2(Rn)
]N
 , (2.3)
where
([
L2(Rn)
]N)n
denotes the n-fold direct sum of
[
L2(Rn)
]N
with itself. One
notes that ∇ is, in fact, densely defined and closed. Define
−∆ := ∇∗∇ = −
n∑
j=1
∂2j :
[
W 2,2(Rn)
]N
→
[
L2(Rn)
]N
. (2.4)
The main goal of this section is to prove the essential self-adjointness of a class
of first-order differential operators. To make the result precise, we introduce the
following set of assumptions, which will remain in effect throughout the remainder
of this section.
Hypothesis 2.1. (i) Suppose Fj, 1 6 j 6 n satisfy (2.1).
(ii) Let D ⊆
[
L2(Rn)
]N
be a core for ∇ with the property that
Fj(D) ⊆ D, F
∗
j (D) ⊆ D, j ∈ N, 1 6 j 6 n. (2.5)
(iii) Suppose that the commutators[
− i∂k, Fj
]
,
[
− i∂k, F
∗
j
]
: D →
[
L2(Rn)
]N
, j, k ∈ N, 1 6 j, k 6 n, (2.6)
extend to bounded operators
dk(Fj), dk(F
∗
j ) ∈ B
([
L2(Rn)
]N)
, j, k ∈ N, 1 6 j, k 6 n, (2.7)
respectively.
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(iv) Define the symmetric unbounded first-order differential operator
L := −i
n∑
j=1
Fj∂j − i
n∑
j=1
∂jF
∗
j : D →
[
L2(Rn)
]N
. (2.8)
Proposition 2.2. Assume Hypothesis 2.1. Then items (ii) and (iii) in Hypothesis
2.1 hold with D replaced by
[
W 1,2(Rn)
]N
. Moreover,
[W 1,2(Rn)]N ⊆ dom
(
L
)
. (2.9)
Proof. The proof that items (ii) and (iii) in Hypothesis 2.1 hold with the choice
D =
[
W 1,2(Rn)
]N
is standard (cf., e.g., [22, Proposition 2.1]).
One notices that L is symmetric by construction. In particular, L is closable and
hence L is well-defined. To show that [W 1,2(Rn)]N ⊆ dom
(
L
)
, define the bounded
operators
F = (F1, . . . , Fn) :
([
L2(Rn)
]N)n
→
[
L2(Rn)
]N
, (2.10)
and
(F ∗)⊤ = (F ∗1 , . . . , F
∗
n) :
([
L2(Rn)
]N)n
→
[
L2(Rn)
]N
. (2.11)
Using matrix multiplication one verifies that
L = F · (−i∇) + (F ∗)⊤ · (−i∇) +
n∑
j=1
dj(F
∗
j ) : D →
[
L2(Rn)
]N
. (2.12)
Since F, (F ∗)⊤, and dj(F
∗
j ), 1 6 j 6 n, are all bounded and D is a core for ∇, one
infers [
W 1,2(Rn)
]N
= dom(∇) ⊆ dom(L), (2.13)
establishing (2.9). 
The proof of the main result of this section relies on the following lemma which
yields a useful resolvent-type identity.
Lemma 2.3. Assume Hypothesis 2.1 and set
Rm :=
(
I[L2(Rn)]N −m
−1∆
)−1
:
[
L2(Rn)
]N
→
[
L2(Rn)
]N
, m ∈ N. (2.14)
Then the following resolvent identity holds:(
LRm −RmL
∗
)
g = −
1
m
n∑
j,k=1
(
∂kRmdk(Fj) +Rmdk(Fj)∂k
)
∂jRmg
−
1
m
n∑
j,k=1
∂j
(
∂kRmdk(F
∗
j ) +Rmdk(F
∗
j )∂k
)
Rmg
(2.15)
for all g ∈ dom(L∗) and all m ∈ N. In particular, the commutator
L
(
I[L2(Rn)]N −m
−1∆
)−1
−
(
I[L2(Rn)]N −m
−1∆
)−1
L∗ : dom(L∗)→
[
L2(Rn)
]N
(2.16)
extends to a bounded operator Xm :
[
L2(Rn)
]N
→
[
L2(Rn)
]N
for all m ∈ N and
sup
m∈N
‖Xm‖B([L2(Rn)]N ) <∞. (2.17)
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Proof. The second claim of the lemma follows from the estimate∥∥∥∥∂j∂kRm∥∥∥∥
B([L2(Rn)]N )
6 m, m ∈ N, (2.18)
and from our assumption that
dk(F
∗
j ), dk(Fj) :
[
L2(Rn)
]N
→
[
L2(Rn)
]N
, 1 6 j, k 6 n, j, k ∈ N, (2.19)
are bounded. One notes also that
X∗m = −Xm, m ∈ N. (2.20)
Therefore, we focus on proving identity (2.15).
We first prove identity (2.15) for f ∈ dom(L) = D. To this end, let f ∈ D
be given. The desired identity is a result of the following computation (applying
Proposition 2.2 to take care of domain issues):
LRmf −RmLf = −i
n∑
j=1
(FjRm −RmFj)∂jf − i
n∑
j=1
∂j(F
∗
j Rm −RmF
∗
j )f
=
i
m
n∑
j=1
(∆RmFjRm −RmFj∆Rm)(∂jf)
+
i
m
n∑
j=1
∂j(∆RmF
∗
j Rm −RmF
∗
j ∆Rm)f
= −
1
m
n∑
j,k=1
(
∂kRmdk(Fj)Rm +Rmdk(Fj)∂kRm
)
(∂jf)
−
1
m
n∑
j,k=1
∂j
(
∂kRmdk(F
∗
j )Rm +Rmdk(F
∗
j )∂kRm
)
f.
(2.21)
We have now shown that identity (2.15) holds for all f ∈ dom(L), that is,(
LRm −RmL
)
f = Xmf, f ∈ dom(L). (2.22)
For g ∈ dom(L∗) one then computes((
LRm −RmL
∗
)
g, f
)
[L2(Rn)]N
= (g, (RmL− LRm)f)[L2(Rn)]N
= −(g,Xmf)[L2(Rn)]N
= (Xmg, f)[L2(Rn)]N , f ∈ dom(L), (2.23)
where the last equality makes use of (2.20). Since dom(L) is dense in
[
L2(Rn)
]N
,
this proves identity (2.15). 
Lemma 2.3, in particular (2.15), is essentially a restatement of the resolvent
identity. The slightly complicated form of this identity is due to our assumptions on
the coefficients Fj , F
∗
j , 1 6 j 6 n. Indeed, we do not assume that these operators
preserve the domain of the Laplacian ∆ :
[
W 2,2(Rn)
]N
→
[
L2(Rn)
]N
. In fact,
they are only assumed to preserve the domain of the gradient ∇ :
[
W 1,2(Rn)
]N
→([
L2(Rn)
]N)n
.
With these preparations in place, we are now ready to state and prove the main
result of this section.
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Theorem 2.4. Assume Hypothesis 2.1. Then L : D → [L2(Rn)]N is essentially
self-adjoint.
Proof. The operator L is symmetric by construction. To prove that L is essentially
self-adjoint it suffices to show that
dom(L∗) ⊆ dom(L). (2.24)
To this end, let g ∈ dom(L∗). One notes that
lim
m→∞
(
I[L2(Rn)]N −m
−1∆
)−1
g = g, (2.25)
and, moreover, (
I[L2(Rn)]N −m
−1∆
)−1
g ∈ dom(L), (2.26)
since
[
W 2,2(Rn)
]N
= dom(−∆) ⊆
[
W 1,2(Rn)
]N
⊆ dom(L). By Lemma 2.3 one
infers
L
(
I[L2(Rn)]N −m
−1∆
)−1
g =
(
I[L2(Rn)]N −m
−1∆
)−1
L∗g +Xmg, m ∈ N, (2.27)
so that the sequence {
L
(
I[L2(Rn)]N −m
−1∆
)−1
g
}
m∈N
(2.28)
is bounded in the norm of
[
L2(Rn)
]N
, implying g ∈ dom(L). 
Remark 2.5. Theorem 2.4 extends Proposition 10.2.11 in Higson and Roe [27] (see
also [16]) in the smooth context, while we now permit Lipschitz coefficients Fj in
the differential expression L in (2.8). More precisely, assuming smooth coefficients,
Higson and Roe prove that any first-order, symmetric differential operator of finite
propagation speed acting on the smooth compactly supported sections of a smooth
hermitian vector bundle on any complete manifold (without boundary) is essentially
self-adjoint. While the results proved here are very similar in nature (although
restricted to the flat case), the actual strategy of proof in Theorem 2.4 differs from
the one employed in [27] and is inspired by ideas appearing in [29] and [30], [36]
in the context of Hilbert C∗-modules. In a broader picture our methods relate
to the noncommutative geometry program [17], since our proof is in some sense
coordinate-free and can therefore be readily generalized to a much wider array of
unbounded operators of the form
∑
j Aj · Dj + B (with Dj and Dk commuting
for all 1 6 j, k 6 n), provided that an appropriate reference operator, for example∑
j D
2
j , is already well-understood.
For a very recent approach to essential self-adjointness of first-order differential
operators with applications to Dirac-type operators we refer to [6] (the approach
in [6] is quite different, relying on ellipticity conditions which are not used in our
setup).
Needless to stress, self-adjointness is one of the single most important properties
of an unbounded operator, because of its implications to the spectrum and to the
Borel functional calculus. ⋄
3. A Global Limiting Absorption Principle for
Free, Massless Dirac Operators
In 1999, Iftimovici and Ma˘ntoiu [28] proved a global limiting absorption principle,
that is, one on the entire real axis and hence including threshold energies ±m for
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the free, massive Dirac operator H0(m) with mass m > 0 in three dimensions. The
first proof of a global limiting absorption principle for massless Dirac operators H0
in three dimensions is due to Saito¯ and Umeda [42] in 2008. As no other result on a
global limiting absorption principle in the massless case is known to us, we now fill
this gap and upon modifying the approach by Iftimovici and Ma˘ntoiu for m > 0,
we treat free, massless (m = 0) Dirac operators H0 in all dimensions n ∈ N, n > 2.
This includes, in particular, a new result for the case n = 2 which is known to be
connected to applications to graphene.
Here the notion “free” Dirac operator refers to a particular constant coefficient
first-order matrix-valued differential operator with vanishing electric (and mag-
netic) potentials, see (3.2).
To rigorously define the free massless n-dimensional Dirac operators to be studied
in this manuscript, we introduce the following basic assumption.
Hypothesis 3.1. Let n ∈ N, n > 2, set N = 2⌊(n+1)/2⌋, and denote by αj,
1 6 j 6 n, αn+1 := β, n + 1 anti-commuting self-adjoint N × N matrices with
squares equal to IN , that is,
α∗j = αj , αjαk + αkαj = 2δj,kIN , 1 6 j, k 6 n+ 1. (3.1)
Given Hypothesis 3.1, we introduce in
[
L2(Rn)
]N
the free massless Dirac oper-
ator as follows,
H0 = α · (−i∇) =
n∑
j=1
αj(−i∂j), dom(H0) =
[
W 1,2(Rn)
]N
. (3.2)
Employing the relations (3.1), one observes that
H20 = −IN∆, dom
(
H20
)
=
[
W 2,2(Rn)
]N
. (3.3)
For completeness we also recall that the massive free Dirac operator in
[
L2(Rn)
]N
associated with the mass parameter m > 0 then would be of the form
H0(m) = H0 +mβ, dom(H0(m)) =
[
W 1,2(Rn)
]N
, m > 0, β = αn+1, (3.4)
but we will primarily study the massless case m = 0 in this paper.
In the special one-dimensional case n = 1, one can choose α1 to be one of the
three Pauli matrices. Similarly, in the massive case, β would typically be a second
Pauli matrix (different from α1).
The main goal of this section is to obtain a uniform limiting absorption principle
for the free n-dimensional massless Dirac operator in dimensions n > 2. The method
of proof employed relies on Kato’s inequality (cf. (3.23), not to be confused with
his distributional inequality) and the construction of an auxiliary operator A that
has a positive commutator with the free massless Dirac operator H0.
To set the stage for the definition of A we introduce the following assumption:
Hypothesis 3.2. Let η : Rn → R denote a radial function of the form
η(p) = h(|p|), p ∈ Rn, (3.5)
where h : [0,∞)→ [0, 1] is defined by
h(r) :=

r, r ∈ [0, 1/2),
k(r), r ∈ [1/2, 1),
1, r ∈ [1,∞),
(3.6)
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and the function k : [1/2, 1) → [0,∞) is nondecreasing and chosen so that η ∈
C∞(Rn\{0}).
The operator of multiplication by the independent variable xj in
[
L2(Rn)
]N
will
be denoted by Qj and we shall write
Q = (Q1, . . . , Qn). (3.7)
Given Hypotheses 3.1 and 3.2, we introduce in
[
L2(Rn)
]N
the operator
A =
1
2
[
(α · (−i∇))(−∆)−1η(−i∇)((−i∇) ·Q)
+ (Q · (−i∇))(−∆)−1η(−i∇)(α · (−i∇))
]
, (3.8)
dom(A) = D0(R
n),
where
D0(R
n) = F−1
(
[C∞0 (R
n\{0})]N
)
⊂ [S(Rn)]N . (3.9)
That is, D0(Rn) consists of functions whose Fourier transforms have compact sup-
port and no support in a neighborhood of p = 0.
In addition, we introduce
B = η(−i∇) ∈ B
([
L2(Rn)
]N)
, (3.10)
defined via the spectral theorem.
We emphasize that the necessity of including the factor η(−i∇) in the definition
(3.8) of A considerably complicates matters as at various occasions we will have
to consider B−1 in combination with other operators. The corresponding massive
case, m > 0, as treated by Iftimovici and Ma˘ntoiu [28], corresponds to the bounded
operator
(
−∆+m2I
)−1
instead of (−∆)−1 in A, and hence does not require the
introduction of the term η(−i∇) in (3.8). Naturally, this considerably influences
some technical aspects in the proofs of this section.
For any n ∈ N, we also introduce the scale of weighted L2-spaces,
L2s(R
n) =
{
f ∈ L2(Rn) | 〈Q〉sf ∈ L2(Rn)
}
, L2−s(R
n) =
[
L2s(R
n)
]∗
, s > 0.
(3.11)
Proposition 3.3. Assume Hypotheses 3.1 and 3.2. Then the operator A is essen-
tially self-adjoint on D0(Rn) and[
L21(R
n)
]N
⊆ dom
(
A
)
. (3.12)
Proof. Considering Â = FAF−1, Â reads
Â =
1
2
[
(α ·Q)|Q|−2η(Q)(Q · (−i∇)) + ((−i∇) ·Q)|Q|−2η(Q)(α ·Q)
]
,
dom
(
Â
)
= [C∞0 (R
n\{0})]N .
(3.13)
In this context we note that C∞0 (R
n\{0}), n ∈ N, n > 2, is a core for ∇ (see, e.g.,
[21, p. 97]). Therefore, the operator Â is a first-order differential operator of the
form introduced in (2.8) with Fj , 1 6 j 6 n, defined by
Fj(p) =
1
2
(α · p)|p|−2η(p)pj , p ∈ R
n\{0}, 1 6 j 6 n. (3.14)
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Given Hypothesis 3.2 on η, one can check that Fj leaves the core C
∞
0 (R
n\{0})
invariant (in particular, the |x|-behavior of η(Q) near x = 0 is not felt by func-
tions in C∞0 (R
n\{0})). Moreover, Hypothesis 3.2 also guarantees that the partial
derivatives of Fj are bounded functions, and therefore[
− i∂k, Fj
]
∈ B
([
L2(Rn)
]N)
, 1 6 j, k 6 n. (3.15)
Thus, the assumptions of Hypothesis 2.1 are satisfied, and therefore, Theorem 2.4
implies that the operator Â is essentially self-adjoint. The inclusion (3.12) then
follows from (2.9). 
In the next result, we compute the commutator of H0 with A.
Proposition 3.4. Assume Hypotheses 3.1 and 3.2, then
i[A,H0]ψ = Bψ, ψ ∈ D0(R
n). (3.16)
Therefore, for each ψ1, ψ2 ∈
[
L21(R
n)
]N
∩
[
W 1,2(Rn)
]N
,
(ψ1, Bψ2)[L2(Rn)]N =
(
iH0ψ1, Aψ2
)
[L2(Rn)]N
−
(
iAψ1, H0ψ2
)
[L2(Rn)]N
. (3.17)
Proof. We compute the commutator of Ĥ0 = α ·Q and
Â =
1
2
(
Ĥ0|Q|
−2h(|Q|)(Q · (−i∇)) + ((−i∇) ·Q)Ĥ0|Q|
−2h(|Q|)
)
(3.18)
on [C∞0 (R
n\{0})]N . To this end, one observes that[
Ĥ0, Q · (−i∇)
]
=
[
Ĥ0, (−i∇) ·Q
]
=
n∑
j,k=1
[αjQj , Qk(−i∂k)]
= −i
n∑
j=1
Qjαj [Qj , ∂j ]
= iĤ0 (3.19)
on [C∞0 (R
n\{0})]N . As a result, one obtains[
Ĥ0, Â
]
= 2−1Ĥ0|Q|
−2h(|Q|)
[
Ĥ0, Q · (−i∇)
]
+ 2−1
[
Ĥ0, (−i∇) ·Q
]
Ĥ0|Q|
−2h(|Q|)
= (i/2)Ĥ0|Q|
−2h(|Q|)Ĥ0 + (i/2)Ĥ0Ĥ0|Q|
−2h(|Q|)
= ih(|Q|)
= iB̂ (3.20)
on [C∞0 (R
n\{0})]N , where
B̂ := h(|Q|). (3.21)

Assuming Hypothesis 3.2, the square rootB1/2 is defined by the spectral theorem
via
B1/2 = η(−i∇)1/2 ∈ B
([
L2(Rn)
]N)
. (3.22)
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The next result requires Kato’s inequality in Rn, n > 2, which is of the form
(cf., e.g., [4, p. 19], [26])
Kn
ˆ
Rn
dnx |x|−1|f(x)|2 6
ˆ
Rn
dnp |p|
∣∣f̂(p)∣∣2, f ∈ dom((−∆)1/4), n ∈ N, n > 2,
(3.23)
for some constants Kn > 0. In particular,
Kn
ˆ
Rn
dnx |x|−1|f(x)|2 6
ˆ
Rn
dnp 〈p〉
∣∣f̂(p)∣∣2, f̂ ∈ L21/2(Rn), n ∈ N, n > 2,
(3.24)
equivalently, and in the form to be used below,
Kn
ˆ
Rn
dnp |p|−1
∣∣f̂(p)∣∣2 6 ˆ
Rn
dnx 〈x〉|f(x)|2, f ∈ L21/2(R
n), n ∈ N, n > 2.
(3.25)
Proposition 3.5. Assume Hypothesis 3.2. Then
B−1/2 ∈ B
([
L21/2(R
n)
]N
,
[
L2(Rn)
]N)
, (3.26)
that is, there exists C1 > 0 such that
‖B−1/2ψ‖[L2(Rn)]N 6 C1‖ψ‖[L2
1/2
(Rn)]N , ψ ∈
[
L21/2(R
n)
]N
. (3.27)
Proof. The nonnegative function η(p)−1/2 of p = (p1, . . . , pn) satisfies
η(p)−1/2 6 21/2 +
1
|p|1/2
, p 6= 0, (3.28)
so it suffices to note that
| − i∇|−1/2 ∈ B
([
L21/2(R
n)
]N
,
[
L2(Rn)
]N)
, (3.29)
which follows from Kato’s inequality in the form of (3.25),∥∥| − i∇|−1/2ψ∥∥
[L2(Rn)]N
=
∥∥|p|−1/2ψ̂∥∥
[L2(Rn)]N
6 K−1/2n ‖ψ‖[L21/2(Rn)]N ,
ψ ∈
[
L21/2(R
n)
]N
, n > 2.
(3.30)

Proposition 3.6. Assume Hypotheses 3.1 and 3.2. Then there exists a constant
C2 > 0 such that∥∥B−1/2Aψ∥∥
[L2(Rn)]N
6 C2‖ψ‖[L21(Rn)]N , ψ ∈ dom(A) = D0(R
n). (3.31)
Thus, the operator B−1/2A : D0(Rn)→
[
L2(Rn)
]N
extends to an element
B−1/2A ∈ B
([
L21(R
n)
]N
,
[
L2(Rn)
]N)
. (3.32)
Proof. With Â defined by (3.18), write
Â =
1
2
(
Âℓ + Âr
)
, (3.33)
where
Âℓ = Ĥ0|Q|
−2h(|Q|)(Q · (−i∇)), (3.34)
Âr = ((−i∇) ·Q)Ĥ0|Q|
−2h(|Q|), (3.35)
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on [C∞0 (R
n\{0})]N . Then one observes that
Âr = −i
n∑
j=1
∂jQjĤ0|Q|
−2h(|Q|)
= −i
n∑
j=1
[
∂j , QjĤ0|Q|
−2h(|Q|)
]
+ Âℓ. (3.36)
One notes that the operatorQjĤ0|Q|−2h(|Q|) represents the operator Fj(Q), where
Fj is defined according to (3.14). Hence, by (3.15) it follows that the commuta-
tor [∂j , QjĤ0|Q|−2h(|Q|)] extends to a bounded operator for every j = 1, . . . , n.
Therefore, the operator Â0 defined by
Â0 := −i
n∑
j=1
[
∂j , QjĤ0|Q|
−2h(|Q|)
]
, dom(Â0) = [C
∞
0 (R
n\{0})]N , (3.37)
extends to a bounded operator
Â0 : [L
2(Rn)]N → [L2(Rn)]N (3.38)
commuting with B̂ = h(|Q|). In particular, one infers that
Â = Âℓ +
1
2
Â0 : [C
∞
0 (R
n\{0})]N → [L2(Rn)]N . (3.39)
Writing
Aℓ = (α · (−i∇))(−∆)
−1η(−i∇)((−i∇) ·Q), (3.40)
one obtains∥∥B−1/2Aℓψ∥∥[L2(Rn)]N = ∥∥(α · (−i∇))(−∆)−1η(−i∇)1/2((−i∇) ·Q)ψ∥∥[L2(Rn)]N
6 Cℓ‖ψ‖[L21(Rn)]N , ψ ∈ D0(R
n), (3.41)
for an appropriate constant Cℓ > 0, by the (bounded) functional calculus for self-
adjoint operators. Finally, one uses (3.41), the fact that Â0 commutes with B̂,
boundedness of Â0, and Proposition 3.5, to obtain∥∥B−1/2Aψ∥∥
[L2(Rn)]N
6
∥∥B−1/2Aℓψ∥∥[L2(Rn)]N + 2−1∥∥∥Â0B̂−1/2ψ̂∥∥∥[L2(Rn)]N
6 C2‖ψ‖[L21(Rn)]N , ψ ∈ dom(A), (3.42)
for an appropriate constant C2 > 0. 
Next, we investigate the commutator of A with B.
Proposition 3.7. Assume Hypotheses 3.1 and 3.2. Then B leaves the domain of
A invariant, and there exists K ∈ B
([
L2(Rn)
]N)
, which commutes with B, such
that
i[B,A]ψ = KBψ, ψ ∈ dom(A). (3.43)
Thus, i[B,A] extends to a bounded operator in B
([
L2(Rn)
]N)
.
Moreover, if ψ1, ψ2 ∈
[
L21(R
n)
]N
, then
(ψ1,KBψ2)[L2(Rn)]N = (iAψ1, Bψ2)[L2(Rn)]N − (iBψ1, Aψ2)[L2(Rn)]N . (3.44)
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Proof. Using (3.39), one computes
i
[
B̂, Â
]
= i
[
B̂, Âℓ + (1/2)Â0
]
= i
[
B̂, Âℓ
]
= −Ĥ0|Q|
−2h(|Q|)
n∑
j=1
Qj[∂j , h(|Q|)]
= −Ĥ0h(|Q|)h
′(|Q|)|Q|−1 (3.45)
on [C∞0 (R
n\{0})]N . The claim now follows as
− Ĥ0h
′(|Q|)|Q|−1 : [C∞0 (R
n\{0})]N →
[
L2(Rn)
]N
(3.46)
extends to a bounded operator on
[
L2(Rn)
]N
by Hypothesis 3.2 and since the set
[C∞0 (R
n\{0})]N is a core for Â by definition. 
Assuming Hypotheses 3.1 and 3.2, define
T±ε (λ, µ) = H0 − (λ± iµ)I[L2(Rn)]N ∓ iεB, λ ∈ R, µ > 0, ε ∈ [0, 1). (3.47)
Proposition 3.8. Assume Hypotheses 3.1 and 3.2. For each λ ∈ R, µ ∈ (0,∞),
ε ∈ [0, 1), T±ε (λ, µ) is a linear homeomorphism from
[
W 1,2(Rn)
]N
to
[
L2(Rn)
]N
satisfying
‖T±ε (λ, µ)ψ‖
2
[L2(Rn)]N > µ
2‖ψ‖2[L2(Rn)]N , ψ ∈
[
W 1,2(Rn)
]N
. (3.48)
Proof. Let λ ∈ R, µ ∈ (0,∞), and ε ∈ [0, 1). The claim is evident if ε = 0, so
we assume from now on that ε 6= 0. To obtain the lower bound in (3.48), let
ψ ∈
[
W 1,2(Rn)
]N
. Since H0 is self-adjoint and B is nonnegative,
Re
{(
[H0 − λI[L2(Rn)]N ∓ iεB]ψ,∓iµψ
)
[L2(Rn)]N
}
= Re
{
∓ iµ
(
[H0 − λI[L2(Rn)]N ]ψ, ψ
)
[L2(Rn)]N
}
+Re
{
εµ
(
Bψ,ψ
)
[L2(Rn)]N
}
= εµ(ψ,Bψ)[L2(Rn)]N > 0, ψ ∈
[
W 1,2(Rn)
]N
, (3.49)
and therefore,
‖T±ε (λ, µ)ψ‖
2
[L2(Rn)]N
= ‖[H0 − λI[L2(Rn)]N ∓ iεB]ψ‖
2
[L2(Rn)]N + µ
2‖ψ‖2[L2(Rn)]N
+ 2Re
{(
[H0 − λI[L2(Rn)]N ∓ iεB]ψ,∓iµψ
)
[L2(Rn)]N
}
> µ2‖ψ‖2[L2(Rn)]N , ψ ∈
[
W 1,2(Rn)
]N
. (3.50)
It is clear that
T±ε (λ, µ) ∈ B
([
W 1,2(Rn)
]N
,
[
L2(Rn)
]N)
(3.51)
for each λ ∈ R and µ ∈ (0,∞), since the operator iεB is bounded. Moreover,
T±ε (λ, µ) is a closed bijection. In fact, (3.48) immediately implies that T
±
ε (λ, µ)
is an injection with a closed range. In addition, since [T±ε (λ, µ)]
∗ = T∓ε (λ, µ),
T±ε (λ, µ) is a surjection. 
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By Proposition 3.8, T±ε (λ, µ) is a linear homeomorphism from
[
W 1,2(Rn)
]N
to[
L2(Rn)
]N
for each λ ∈ R, µ ∈ (0,∞), ε ∈ [0, 1). Therefore, we define
G±ε (λ, µ) := (T
±
ε (λ, µ))
−1 ∈ B
([
L2(Rn)
]N
,
[
W 1,2(Rn)
]N)
⊂ B
([
L2(Rn)
]N)
,
λ ∈ R, µ ∈ (0,∞), ε ∈ [0, 1), (3.52)
noting that G±ε (λ, µ) are adjoint to one another,
(G±ε (λ, µ))
∗ = G∓ε (λ, µ), λ ∈ R, µ ∈ (0,∞), ε ∈ [0, 1). (3.53)
We also define the scalar-valued function
F±ε (λ, µ;ψ) := (ψ,G
±
ε (λ, µ)ψ)[L2(Rn)]N , (3.54)
λ ∈ R, µ ∈ (0,∞), ε ∈ [0, 1), ψ ∈
[
L2(Rn)
]N
.
The following result is a standard application of the second resolvent identity, so
we omit the details of its proof.
Proposition 3.9. Assume Hypotheses 3.1 and 3.2. For each ψ ∈
[
L2(Rn)
]N
,
λ ∈ R, µ ∈ (0,∞), the function
F±· (λ, µ;ψ) :
{
[0, 1)→ C,
ε 7→ F±ε (λ, µ;ψ),
(3.55)
is smooth on [0, 1) and
dF±ε (λ, µ;ψ)
dε
= ±(ψ, iG±ε (λ, µ)BG
±
ε (λ, µ)ψ)[L2(Rn)]N , ε ∈ [0, 1). (3.56)
Proposition 3.10. Assume Hypotheses 3.1 and 3.2. G±ε (λ, µ) leaves
[
L21(R
n)
]N
invariant:
G±ε (λ, µ)
[
L21(R
n)
]N
⊂
[
L21(R
n)
]N
. (3.57)
In addition, the following estimates hold:∥∥B1/2G±ε (λ, µ)ψ∥∥2[L2(Rn)]N 6 ε−1|F±ε (λ, µ;ψ)|, ψ ∈ [L2(Rn)]N , (3.58)∥∥B1/2G±ε (λ, µ)φ∥∥[L2(Rn)]N 6 C1ε−1‖φ‖[L21/2(Rn)]N , φ ∈ [L21/2(Rn)]N , (3.59)
λ ∈ R, µ ∈ (0,∞), ε ∈ (0, 1),
where C1 is the same constant as in (3.27).
Proof. To prove the invariance claim, it suffices to show that G±ε (λ, µ) preserves
the domain of the unbounded self-adjoint operator Qj for all 1 6 j 6 n. Thus, let
j ∈ N, with 1 6 j 6 n, be fixed. Note that the sequence of bounded operators{
i
(
iI[L2(Rn)]N +m
−1Qj
)−1}∞
m=1
(3.60)
converges strongly to the identity operator in
[
L2(Rn)
]N
. One computes[
iQj
(
iI[L2(Rn)]N +m
−1Qj
)−1
, G±ε (λ, µ)
]
= G±ε (λ, µ)
[
H0 ∓ iεB, iQj
(
iI[L2(Rn)]N +m
−1Qj
)−1]
G±ε (λ, µ)
= G±ε (λ, µ)
[
H0 ∓ iεB,m
(
iI[L2(Rn)]N +m
−1Qj
)−1]
G±ε (λ, µ). (3.61)
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In addition, the operator B preserves the domain of Qj and [Qj, B] : dom(Qj) →[
L2(Rn)
]N
extends to a bounded operator qj(B) ∈ B
([
L2(Rn)
]N)
. Therefore,
m
[
H0 ∓ iεB,
(
iI[L2(Rn)]N +m
−1Qj
)−1]
= iαj
(
iI[L2(Rn)]N +m
−1Qj
)−1
∓ iε
(
iI[L2(Rn)]N +m
−1Qj
)−1
qj(B)
(
iI[L2(Rn)]N +m
−1Qj
)−1
, (3.62)
which converges strongly as m→∞ to
− iαj ± iεqj(B). (3.63)
The fact that G±ε (λ, µ) preserves the domain of Qj now follows since the righthand
side of (3.61) converges strongly to
−G±ε (λ, µ)[iαj ∓ iεqj(B)]G
±
ε (λ, µ). (3.64)
To prove (3.58), let ψ ∈
[
L2(Rn)
]N
, λ ∈ R, and µ ∈ (0,∞) be fixed. Then∣∣F±ε (λ, µ;ψ)∣∣ > ±Im[(ψ,G±ε (λ, µ)ψ)[L2(Rn)]N ]
= ±Im
[(
(H0 − (λ ± iµ)I[L2(Rn)]N ∓ iεB)G
±
ε (λ, µ)ψ,G
±
ε (λ, µ)ψ
)
[L2(Rn)]N
]
= µ
∥∥G±ε (λ, µ)ψ∥∥2[L2(Rn)]N + ε∥∥B1/2G±ε (λ, µ)ψ∥∥2[L2(Rn)]N
> ε
∥∥B1/2G±ε (λ, µ)ψ∥∥2[L2(Rn)]N , (3.65)
which yields (3.58). Next,∣∣F±ε (λ, µ, φ)∣∣ = ∣∣(φ,G±ε (λ, µ)φ)[L2(Rn)]N ∣∣
6
∥∥B−1/2φ∥∥
[L2(Rn)]N
∥∥B1/2G±ε (λ, µ)φ∥∥[L2(Rn)]N
6 C1‖φ‖[L2
1/2
(Rn)]N
∥∥B1/2G±ε (λ, µ)φ∥∥[L2(Rn)]N , φ ∈ [L21/2(Rn)]N . (3.66)
where the last estimate makes use of Proposition 3.5. Upon combining (3.65) and
(3.66), one obtains
ε
∥∥B1/2G±ε (λ, µ)φ∥∥2[L2(Rn)]N 6 ∣∣F±ε (λ, µ;φ)∣∣
6 C1‖φ‖[L2
1/2
(Rn)]N
∥∥B1/2G±ε (λ, µ)φ∥∥[L2(Rn)]N , (3.67)
which then implies∥∥B1/2G±ε (λ, µ)φ∥∥[L2(Rn)]N 6 C1ε−1‖φ‖[L21/2(Rn)]N , φ ∈ [L21/2(Rn)]N . (3.68)
and (3.59) follows. 
The main goal of this section is to prove a uniform limiting absorption principle
for H0, namely, given λ ∈ R, µ ∈ (0,∞), there exists a C ∈ (0,∞) (independent of
λ ∈ R, µ ∈ (0,∞)), such that∥∥(H0 − (λ± iµ)I[L2(Rn)]N )−1∥∥B([L21(Rn)]N ,[L2−1(Rn)]N ) 6 C, (3.69)
λ ∈ R, µ ∈ (0,∞).
To accomplish this, it actually suffices to prove∣∣F±0 (λ, µ;ψ)∣∣ 6 C′‖ψ‖2[L21(Rn)]N , ψ ∈ [L21(Rn)]N , λ ∈ R, µ ∈ (0,∞), (3.70)
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for some constant C′ ∈ (0,∞) (independent of λ ∈ R, µ ∈ (0,∞)), by the next
lemma. The latter is surely well-known, but we include a proof for completeness.
Lemma 3.11. Suppose that H+ is a Banach space that embeds continuously and
densely into the Hilbert space H so that H embeds continuously and densely into
H− := H∗+. If H : dom(H) ⊂ H → H is a self-adjoint operator, then∥∥(H − (λ± iµ)IH)−1∥∥B(H+,H−) 6 C1, λ ∈ R, µ ∈ (0,∞), (3.71)
for some constant C1 ∈ (0,∞) (independent of λ ∈ R, µ ∈ (0,∞)) if and only if∣∣(ψ, (H − (λ± iµ)IH)−1ψ)H∣∣ 6 C2‖ψ‖2H+ , ψ ∈ H+, λ ∈ R, µ ∈ (0,∞), (3.72)
for some constant C2 ∈ (0,∞) (independent of λ ∈ R, µ ∈ (0,∞)).
Proof. The equivalence of (3.71) and (3.72) follows from the estimates
sup
ψ∈H+,‖ψ‖H+=1
|(ψ, Tψ)H| 6 ‖T ‖B(H+,H−) 6 4 sup
ψ∈H+,‖ψ‖H+=1
|(ψ, Tψ)H|, (3.73)
which hold for any T ∈ B(H+,H). In fact, for T ∈ B(H+,H), one obtains
‖T ‖B(H+,H−) = sup
ψ∈H+,‖ψ‖H+=1
‖Tψ‖H−
= sup
ψ∈H+,‖ψ‖H+=1
(
sup
φ∈H+,‖φ‖H+=1
|(Tψ)(φ)|
)
= sup
ψ,φ∈H+,‖ψ‖H+=‖φ‖H+=1
|(φ, Tψ)H|, (3.74)
and (3.73) follows by the polarization principle. 
The following lemma will be used in the proof of the global limiting absorption
principle for H0.
Lemma 3.12 (Lemma 7.A.1 in [3]). Let (a, b) ⊂ R be an open interval and let f ,
φ, and ψ be nonnegative real functions on (a, b) with f bounded and measurable and
φ, ψ ∈ L1((a, b); dx). Assume there exist constants ω ∈ [0,∞) and θ ∈ [0, 1) with
f(λ) 6 ω +
ˆ b
λ
dt [φ(t)f(t)θ + ψ(t)f(t)], λ ∈ (a, b). (3.75)
Then
f(λ) 6 e
´ b
λ
dtψ(t) ·
[
ω1−θ + (1− θ)
ˆ b
λ
ds φ(s)e(θ−1)
´ b
s
dtψ(t)
]1/(1−θ)
, λ ∈ (a, b).
(3.76)
Given these preparations, everything is finally in place to state and prove the
principal result of this section, a global limiting absorption principle for H0 in all
dimensions n ∈ N, n > 2:
Theorem 3.13. Assume Hypotheses 3.1 and 3.2 and let λ ∈ R, µ ∈ (0,∞). Then∥∥(H0 − (λ± iµ)I[L2(Rn)]N )−1∥∥B([L21(Rn)]N ,[L2−1(Rn)]N ) 6 C (3.77)
for some constant C ∈ (0,∞), independent of λ ∈ R, µ ∈ (0,∞). Equivalently,∥∥〈Q〉−1(H0 − (λ± iµ)I[L2(Rn)]N )−1〈Q〉−1∥∥B([L2(Rn)]N ) 6 C, λ ∈ R, µ ∈ (0,∞).
(3.78)
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Consequently, 〈Q〉−1 is H0-Kato-smooth, that is, given ε0 > 0, for each f ∈[
L2(Rn)
]N
,
sup
ε∈(0,ε0), ‖f‖[L2(Rn)]N=1
1
4π2
ˆ
R
dλ
[∥∥〈Q〉−1(H0 − (λ+ iε)I[L2(Rn)]N )−1f∥∥2[L2(Rn)]N
+
∥∥〈Q〉−1(H0 − (λ− iε)I[L2(Rn)]N )−1f∥∥2[L2(Rn)]N ] <∞. (3.79)
Proof. By Lemma 3.11, it suffices to show∣∣F±0 (λ, µ;ψ)∣∣ 6 C‖ψ‖2[L21(Rn)]N , ψ ∈ [L21(Rn)]N , λ ∈ R, µ ∈ (0,∞), (3.80)
for some constant C > 0.
Choose ψ1 = G
±
ε (λ, µ)
∗ψ and ψ2 = G
±
ε (λ, µ)ψ. On one hand, since ψ ∈
[L21(R
n)]N , Proposition 3.10 guarantees that ψ1, ψ2 ∈ [L21(R
n)]N . On the other
hand, ψ1, ψ2 ∈
[
W 1,2(Rn)
]N
since
G±ε (λ, µ) ∈ B
([
L2(Rn)
]N
,
[
W 1,2(Rn)
]N)
. (3.81)
Therefore, combining the results of Propositions 3.4 and 3.7, one obtains
d
dε
F±ε (λ, µ;ψ)
(3.56)
= ±i(G∓ε (λ, µ)ψ,BG
±
ε (λ, µ)ψ)[L2(Rn)]N
(3.17)
= ±(H0G
∓
ε (λ, µ)ψ,AG
±
ε (λ, µ)ψ)[L2(Rn)]N
∓ (AG∓ε (λ, µ)ψ,H0G
±
ε (λ, µ)ψ)[L2(Rn)]N
= ±(ψ,AG±ε (λ, µ)ψ)[L2(Rn)]N ∓ (AG
∓
ε (λ, µ)ψ, ψ)[L2(Rn)]N
− (iεBG∓ε (λ, µ)ψ,AG
±
ε (λ, µ)ψ)[L2(Rn)]N
− (AG∓ε (λ, µ)ψ, iεBG
±
ε (λ, µ)ψ)[L2(Rn)]N
(3.44)
= ±(Aψ,G±ε (λ, µ)ψ)[L2(Rn)]N ∓ (G
∓
ε (λ, µ)ψ,Aψ)[L2(Rn)]N
+ ε
(
KB1/2G∓ε (λ, µ)ψ,B
1/2G±ε (λ, µ)ψ
)
[L2(Rn)]N
, (3.82)
ψ ∈
[
L21(R
n)
]N
, λ ∈ R, µ ∈ (0,∞), ε ∈ (0, 1).
Hence,∣∣∣∣ ddεFε(λ, µ;ψ)
∣∣∣∣ 6 ∥∥B−1/2Aψ∥∥[L2(Rn)]N [∥∥B1/2G±ε (λ, µ)∗ψ∥∥[L2(Rn)]N
+
∥∥B1/2G±ε (λ, µ)ψ∥∥[L2(Rn)]N ]
+ ‖K‖B([L2(Rn)]N ) ε
∥∥B1/2G±ε (λ, µ)∗ψ∥∥[L2(Rn)]N∥∥B1/2G±ε (λ, µ)ψ∥∥[L2(Rn)]N
6 C4ε
−1/2
∣∣F±ε (λ, µ;ψ)∣∣1/2‖ψ‖[L21(Rn)]N , (3.83)
ψ ∈
[
L21(R
n)
]N
, λ ∈ R, µ ∈ (0,∞), ε ∈ (0, 1),
where we applied Propositions 3.6 and 3.10, and C4 ∈ (0,∞) is a constant inde-
pendent of λ ∈ R, µ ∈ (0,∞), and ε ∈ (0, 1).
Next, fix r0 ∈ (0, 1), and integrate over [r, r0] ⊂ (0, 1) in (3.83) to obtain for
arbitrary ψ ∈
[
L21(R
n)
]N
,
C4‖ψ‖[L21(Rn)]N
ˆ r0
r
dε ε−1/2|F±ε (λ, µ;ψ)|
1/2 (3.84)
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>
ˆ r0
r
dε
∣∣∣∣ ddεF±ε (λ, µ;ψ)
∣∣∣∣
>
∣∣∣∣∣
ˆ r0
r
dε
d
dε
F±ε (λ, µ;ψ)
∣∣∣∣∣
=
∣∣F±r0(λ, µ;ψ)− F±r (λ, µ;ψ)∣∣
>
∣∣∣∣F±r (λ, µ;ψ)∣∣ − ∣∣F±r0(λ, µ;ψ)∣∣∣∣, λ ∈ R, µ ∈ (0,∞), r ∈ (0, r0),
which yields∣∣F±r (λ, µ;ψ)∣∣ 6 ∣∣F±r0(λ, µ;ψ)∣∣+ C4‖ψ‖[L21(Rn)]N ˆ r0
r
dε ε−1/2
∣∣F±ε (λ, µ;ψ)∣∣1/2,
ψ ∈
[
L21(R
n)
]N
, λ ∈ R, µ ∈ (0,∞), r ∈ (0, r0). (3.85)
By Lemma 3.12 with θ = 1/2,∣∣F±r (λ, µ;ψ)∣∣ 6 [∣∣F±r0(λ, µ;ψ)∣∣1/2 + C4‖ψ‖[L21(Rn)]N (r1/20 − r1/2)]2, (3.86)
ψ ∈
[
L21(R
n)
]N
, λ ∈ R, µ ∈ (0,∞), r ∈ (0, r0).
In addition, by Propositions 3.5 and 3.10,∣∣F±r0(λ, µ;ψ)∣∣1/2 = |(ψ,G±r0(λ, µ)ψ)[L2(Rn)]N |1/2
6
∥∥B−1/2ψ∥∥1/2
[L2(Rn)]N
∥∥B1/2G±r0(λ, µ)ψ∥∥1/2[L2(Rn)]N (3.87)
6 C1r
−1/2
0 ‖ψ‖[L21/2(Rn)]N , ψ ∈
[
L21/2(R
n)
]N
, λ ∈ R, µ ∈ (0,∞).
Therefore,∣∣F±r (λ, µ;ψ)∣∣ 6 [C1r−1/20 ‖ψ‖[L21/2(Rn)]N + C4‖ψ‖[L21(Rn)]N (r1/20 − r1/2)]2,
ψ ∈
[
L21(R
n)
]N
, λ ∈ R, µ ∈ (0,∞), r ∈ (0, r0).
(3.88)
Finally, taking the limit r→ 0+ and applying Proposition 3.9, one obtains∣∣F±0 (λ, µ;ψ)∣∣ 6 [C1r−1/20 + C4r1/20 ]2‖ψ‖2[L21(Rn)]N , (3.89)
which yields the desired inequality with C =
[
C1r
−1/2
0 + C4r
1/2
0
]2
.
The claim (3.78) is clear from the fact that 〈Q〉−s is an isometric isomorphism
from L2t (R
n) onto L2s+t(R
n), s, t ∈ R. That 〈Q〉−1 is H0-Kato-smooth follows from
(3.78) (cf., e.g., [39, p. 148], [45, p. 134]). 
Of course, Theorem 3.13 implies the absence of any singular spectrum (i.e., the
absence of eigenvalues and singular continuous spectrum) of H0,
σs(H0) = ∅, (3.90)
but since H0 is unitarily equivalent, via Fourier transform, to the operator of multi-
plication by α ·p, p ∈ Rn, purely absolutely continuous spectrum of H0 was obvious
from the outset.
Remark 3.14. In the massive case, where H0(m) = H0 +mβ, m > 0, a global lim-
iting absorption principle for H0(m) was proved in dimension n = 3 by Iftimovici
and Ma˘ntoiu [28] in 1999. The corresponding massless case (i.e., for the operator
H0) in dimension n = 3 was settled in 2008 by Saito¯ and Umeda [42] employing
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entirely different methods in their study of zero eigenvalues and zero-energy reso-
nances of massless Dirac operators. Our result, Theorem 3.13, appears to be new
for n ∈ N\{3}, n > 2. ⋄
Theorem 3.13 implies existence and completeness (in fact, unitarity) of wave
operators for the pair of self-adjoint operators (H = H0 + V,H0) for sufficiently
“weak” perturbations V of H0 in the following standard manner (we refer to [45,
Ch. 4], especially, [45, Theorem 4.6.1], for details): Consider the self-adjoint matrix-
valued potential V = {Vℓ,m}16ℓ,m6N satisfying for some C ∈ (0,∞),
V ∈
[
L∞(Rn)
]N×N
, ‖V (x)‖CN×N 6 C〈x〉
−2 for a.e. x ∈ Rn, (3.91)
and define the interacting massless Dirac operator H via
H = H0 + V, dom(H) = dom(H0) =
[
W 1,2(Rn)
]N
. (3.92)
One infers that
‖〈x〉V 〈x〉‖CN×N 6 C for a.e. x ∈ R
n, (3.93)
and
〈Q〉−1
(
H − zI[L2(Rn)]N
)−1
〈Q〉−1 = 〈Q〉−1
(
H0 − zI[L2(Rn)]N
)−1
〈Q〉−1
×
[
I + 〈Q〉V
(
H0 − zI[L2(Rn)]N
)−1
〈Q〉−1
]−1
, z ∈ C\R.
(3.94)
Theorem 3.15. Assume Hypotheses 3.1 and 3.2, (3.91), and define the operator
H as in (3.92). If in addition,
sup
λ∈R, µ∈(0,∞)
∥∥〈Q〉V (H0 − (λ± iµ)I[L2(Rn)]N )−1〈Q〉−1∥∥B([L2(Rn)]N ) < 1, (3.95)
then the wave operators
W±(H,H0) = s-lim
t→±∞
eitHe−itH0 , W±(H0, H) = s-lim
t→±∞
eitH0e−itH , (3.96)
exist and are complete, that is,
ker(W±(H,H0)) = ker(W±(H0, H)) = {0},
ran(W±(H,H0)) = ran(W±(H0, H)) =
[
L2(Rn)
]N
.
(3.97)
In fact, they are unitary and adjoint to each other, W±(H,H0)
∗ = W±(H0, H).
In particular, H and H0 are unitarily equivalent and hence H is spectrally purely
absolutely continuous.
Remark 3.16. Since we permit a (sufficiently decaying) matrix-valued potential V in
H , this includes, in particular, the case of electromagnetic interactions introduced
via minimal coupling, that is, V describes also special cases of the form,
H(q, A) := α·(−i∇−A)+qIN = H0+[qIN−α·A], dom(H(q, A)) =
[
W 1,2(Rn)
]N
,
(3.98)
where (q, A) represent the electromagnetic potentials on Rn, with q : Rn → R,
q ∈ L∞(Rn), A = (A1, . . . , An), Aj : Rn → R, Aj ∈ L∞(Rn), 1 6 j 6 n, and for
some C ∈ (0,∞),
|q(x)|+ |Aj(x)| 6 C〈x〉
−2 for a.e. x ∈ Rn, 1 6 j 6 n. (3.99)
⋄
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Remark 3.17. Using the notion of (local) strong operator smoothness as described
in detail in [46, Sects. 4.4–4.7], the decay rate 〈 · 〉−2 in (3.91), (3.99) can be relaxed
to 〈 · 〉−ρ for some ρ > 1 (cf. [12]) and this then permits situations where H has
eigenvalues and hence H is no longer unitarily equivalent to H0 and spectrally
purely absolutely continuous. ⋄
For additional (and more general) references in the context of smooth operator
theory, limiting absorption principles, completeness of wave operators, and absence
of singular continuous spectra, see, for instance, [2], [3], [5], [9], [10], [11], [7, Ch. 17],
[8], [18], [19], [20], [23], [24], [25], [32], [33], [35], [37], [38], [39, Sect. XIII.7], [40],
[41], [42], [44], [45, Ch. 4], [46, Chs. 0–2], [47]–[49], in particular, global limiting
absorption principles for Schro¨dinger operators can be found in [19], [20], [41].
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