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Abstract. It is a well-known fact that on a bounded spectral interval the Dirac spec-
trum can be described locally by a non-decreasing sequence of continuous functions
of the Riemannian metric. In the present article we extend this result to a global
version. We think of the spectrum of a Dirac operator as a function Z → R and
endow the space of all spectra with an arsinh-uniform metric. We prove that the
spectrum of the Dirac operator depends continuously on the Riemannian metric. As
a corollary, we obtain the existence of a non-decreasing family of functions on the
space of all Riemannian metrics, which represents the entire Dirac spectrum at any
metric. We also show that in general these functions do not descend to the space of
Riemannian metrics modulo spin diffeomorphisms due to spectral flow.
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2 Nikolai Nowaczyk
1 Introduction and Statement of the Results
For this entire article let Mm be a smooth compact oriented spin manifold. Sticking to
[4, sec. 2] we fix a topological spin structure Θ : G˜L
+
M → GL+M on M . We denote
by R(M) the space of all Riemannian metrics on M endowed with C1-topology. For
any metric g ∈ R(M) one obtains a metric spin structure Θg : SpingM → SOgM
and an associated spinor bundle ΣgM . The Dirac operator /D
g
can be thought of as
an unbounded operator ΓL2(Σ
gM)→ ΓL2(ΣgM) with domain ΓH1(ΣgM), where H1
denotes the first order Sobolev space. For a more comprehensive introduction to spin
geometry see [12], [8].
Unfortunately one cannot directly compare the Dirac operators /D
g
and /D
h
for dif-
ferent metrics g, h ∈ R(M), because they are not defined on the same spaces. This
problem has been discussed at length and solved in various other articles before, c.f.
[4], [5], [14]. The idea is to construct an isometry β¯g,h : ΓL2(Σ
gM) → ΓL2(ΣhM)
between the different spinor bundles and pull back the operator /D
h
to an operator
/D
h
g on the domain of /D
g
. This enables us to think of the Dirac operators as op-
erators that depend continuously on the metric g (the precise results are cited in
Theorem 2.1 later). It is therefore natural to ask, if and in what sense the spectrum
of the Dirac operator also depends continuously on the metric. In the present article
we will investigate this problem and present a solution.
Every Dirac operator /D
g
is a self-adjoint elliptic first order differential operator. It
is a well-known fact (see for instance [12, Thm. 5.8]) that the spectrum spec /D
g
is a
subset of the real line that is closed, discrete and unbounded from both sides. The
elements of spec /D
g
consist entirely of eigenvalues of finite multiplicity. Intuitively we
would like to enumerate the eigenvalues from −∞ to +∞ using Z as an index set by
a non-decreasing sequence (in the entire paper we will always count eigenvalues with
their geometric multiplicity). The problem is that this is not well-defined, because
it is unclear which eigenvalue should be the ”first” one. Formally we can avoid this
problem as follows.
1.1 Definition. For any g ∈ R(M) let sg : Z → R be the unique non-decreasing
function such that sg(Z ) = spec /Dg,
∀λ ∈ R : dim ker( /Dg − λ) = ](sg)−1(λ),
and sg(0) is the first eigenvalue ≥ 0 of /Dg.
Then sg is well-defined, but as it will turn out, the requirement that sg(0) is the first
eigenvalue ≥ 0 has some drawbacks. Namely, the map g 7→ sg(j), j ∈ Z , will not be
continuous in general, see Remark 1.4. To obtain a more natural notion, we define
the following.
1.2 Definition (Mon and Conf). Define
Mon := {u : Z → R | u is non-decreasing and proper} ⊂ R Z .
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The group (Z ,+) acts canonically on Mon via shifts, i.e.
τ : Mon×Z → Mon
(u, z) 7→ (j 7→ (u.z)(j) := u(j + z)) (1.1)
and the quotient
Conf := Mon /Z
is called the configuration space. Let pi : Mon→ Conf, u 7→ u¯, be the quotient map.
By construction sg ∈ Mon and sg := pi(sg) ∈ Conf. This defines maps
s : R(M)→ Mon, s : R(M)→ Conf .
We would like to claim that s is continuous. To make formal sense of this, we introduce
a topology on Mon and Conf.
1.3 Definition (arsinh-topology). The topology induced by the metric da defined by
∀u, v ∈ R Z : da(u, v) := sup
j∈Z
| arsinh(u(j))− arsinh(v(j))| ∈ [0,∞]
on R Z is called arsinh-topology. The group action τ acts by isometries with respect
to da and the quotient topology on Conf is induced by the metric d¯a described by
∀u ∈ u¯, v ∈ v¯ ∈ Conf : d¯a(u¯, v¯) = inf
j∈Z
da(u, v.j). (1.2)
Using this metric on the quotient is common in metric geometry, c.f. [6, Lemma
3.3.6].
This allows us to formulate our main result.
Main Theorem 1. The map s = pi ◦ s admits a lift ŝ against pi such that
(Mon, da)
pi

(R(M), C1) s //
ŝ
77
(Conf, d¯a)
(1.3)
is a commutative diagram of topological spaces.
From this one can quickly conclude the following claim, which is maybe a little more
intuitive.
Main Theorem 2. There exists a family of functions {λj ∈ C0(R(M),R )}j∈Z such
that for all g ∈ R(M) the sequence (λj(g))j∈Z represents all the eigenvalues of /Dg
(counted with multiplicities). In addition the sequence arsinh(λj) is equicontinuous
and non-decreasing, i.e. all g ∈ R(M) satisfy λj(g) ≤ λk(g), if j ≤ k.
Proof of Main Theorem 2. Clearly the evaluation evj : (Mon, da) → R , u 7→
u(j), is a continuous map for any j ∈ Z . Consequently, by Main Theorem 1 the
functions {λj := evj ◦ŝ}j∈Z are continuous and satisfy the assertion of Main Theo-
rem 2.
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Figure 1: A null of ρ−1 at t0 can cause discontinuities at t0 in all ρj .
1.4 Remark (intuitive explanation). A choice of {λj}j∈Z of functions representing all
the Dirac eigenvalues that depends continuosly on g ∈ R(M) is a more subtle problem
than one might think. The functions induced by s (let’s call these ρj := evj ◦s for
the moment) are not continuous in general. To see this imagine a continuous path of
metrics (gt)t∈R and consider ρj : R → R as functions of t, see Figure 1. Since ρ0(t)
is the first eigenvalue ≥ 0 of /Dgt , this function will have a jump at point t0 where
ρ0(t0) > 1 and ρ−1(t0) = 0. This can cause discontinuities in all the other functions
ρj as well.
However for any k ∈ Z the sequence ρ′j := ρj+k, j ∈ Z , gives another enumeration of
the spectrum. Intuitively Main Theorem 1 states that if one uses this freedom in the
enumeration of the eigenvalues at each metric in the ”right” way, one obtains a globally
well-defined family of continuous functions representing all the Dirac eigenvalues.
The rest of this paper is organized as follows: After a short review of some fundamental
results in Section 2 and a slight generalization of our notation in Section 3 the main
part of the paper will be Section 4, which is devoted to build up technical results that
are needed for the proof of Main Theorem 1. Finally in Section 5 we will investigate to
what extent the functions ŝ and s descend to certain quotients of R(M) called moduli
spaces. Our central result will be that there exists an obstruction, the spectral flow,
for ŝ to descend onto R(M)/Diffspin(M). This will be made precise in Definition 5.1
and Lemma 5.7 and the cetral result will be stated in Main Theorem 3.
Using these results the actual proof of Main Theorem 1 becomes very short.
Proof of Main Theorem 1. By Theorem 4.11 the map s¯ : (R(M), C1)→ (Conf, d¯a)
is continuous. By Theorem 4.12 the map pi : (Mon, da) → (Conf, d¯a) is a covering
map. Since R(M) is path-connected, locally path-connected and simply connected,
the claim follows from the Lifting Theorem of Algebraic Topology.
1.5 Remark (uniqueness). From this proof we conclude that the lift ŝ is not unique.
In fact there are Z possibilities of how to lift s against pi. One can use this freedom
to arrange that ŝg0 = sg0 for one fixed g0 ∈ R(M).
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2 Fundamental Results
2.1 Theorem (identification of spinor bundles, c.f. [14]). Let g ∈ R(M) be a
fixed metric. For every h ∈ R(M) there exists an isometry of Hilbert spaces β¯hg :
ΓL2(Σ
gM)→ ΓL2(ΣhM) such that the operator
/D
h
g := β¯
g
h ◦ /D
h ◦ β¯hg : ΓL2(ΣgM)→ ΓL2(ΣgM)
is closed, densely defined on ΓH1(Σ
gM), isospectral to /D
h
, and the map
/Dg : R(M)→ B(ΓH1(ΣgM),ΓL2(ΣgM)), h 7→ /Dhg ,
is continuous. (Here B( ) denotes the space of bounded linear operators endowed
with the operator norm.)
The following theorem is formally not needed for the proof of Main Theorem 1. It
is nevertheless worth mentioning to give an impression of what is already well-known
about the continuity of Dirac spectra. It implies that a bounded spectral interval of
the Dirac operator can be described locally by continuous functions. Consequently
Main Theorem 1 can be thought of as a global analogue of this local result.
2.2 Theorem ([2, Prop. 7.1]). Let (M, g) be a closed Riemannian spin manifold with
Dirac operator /D
g
having spectrum spec /D
g
. Let Λ > 0 such that −Λ,Λ /∈ spec /Dg
and enumerate
spec /D
g ∩ ]−Λ,Λ[ = {λ1 ≤ λ2 ≤ . . . ≤ λn}.
For any ε > 0 there exists a C1-neighbourhood U of g such that for any g′ ∈ U
(i) spec /D
g′ ∩ ]−Λ,Λ[ = {λ′1 ≤ . . . ≤ λ′n},
(ii) ∀1 ≤ i ≤ n : |λi − λ′i| < ε.
3 Families of Discrete Operators
For the proof of Main Theorem 1 we need the notion of the function sg for operators
that are slightly more general than Dirac operators. In this section we introduce the
necessary definitions and notation conventions. Let X,Y be complex Banach spaces.
We denote by C(X,Y ) the space of unbounded operators T : X ⊃ dom(T ) → Y .
Let B(X,Y ) denote the bounded operators X → Y . We set C(X) := C(X,X) and
B(X) := B(X,X). The spectrum of T is denoted by specT ⊂ C .
3.1 Definition (discrete operator). An operator T ∈ C(X) is discrete, if specT ⊂ R
is a closed discrete subset that is unbounded from both sides and consists solely of
eigenvalues that are of finite multiplicity.
3.2 Definition (ordered spectral function). Let T ∈ C(X) be discrete. The sequence
sT ∈ R Z uniquely defined by the properties
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(i) sT (0) = min{λ ∈ specT | λ ≥ 0}.
(ii) ∀i, j ∈ Z : i ≤ j =⇒ sT (i) ≤ sT (j).
(iii) ∀λ ∈ R : ](sT )−1(λ) = dim ker(T − λ).
is the ordered spectral function of T .
3.3 Definition (spectral parts). Let T ∈ C(X) be discrete. To denote parts of the
ordered spectrum, we introduce the following notation: If I ⊂ R is an interval, then
(sT )
−1(I) = {k, k + 1, . . . , l} for some k, l ∈ Z , k ≤ l. The sequence
spT (I) := (sT (i))k≤i≤l,
is the spectral part of T in I.
3.4 Definition (discrete family). Let E be any set. A map T : E → C(X) is a
discrete family, if for any e ∈ E the operator Te is discrete in the sense of Definition 3.1.
We obtain a function
sT : E → R Z
e 7→ seT := sT (e).
Analogously, we set speT := spT (e).
3.5 Remark (family of Dirac operators). In view of Theorem 2.1 we can apply
the above in particular to Dirac operators. Namely, we fix any g ∈ R(M) and set
X := L2(ΣgM) and E := R(M). Then h 7→ /Dhg is a discrete family. We will suppress
its name in notation and just write shg for the ordered spectral function of /D
h
g . Since
/D
h
and /D
h
g are isospectral, we can ignore the reference metric entirely and just write
sh.
4 Proof of Main Theorem 2
In this section we carry out the details of the proof of Main Theorem 1. The idea
to construct the arsinh-topology in the first place is inspired by a paper from John
Lott, c.f. [13, Theorem 2]. The arguments require some basic notions from analytic
pertubation theory. We cite and slightly modify some results by Kato, c.f. [11].
Applying analytic pertubation theory to families of Dirac operators is a technique
that is also used in other contexts, c.f. [4], [5], [10].
Let X,Y be complex Banach spaces and let X ′ be the topological dual space of X.
For any operator T we denote its adjoint by T ∗. Let Ω ⊂ C be an open and connected
subset. Recall that a function f : Ω→ X is holomorphic, if for all ζ0 ∈ Ω
f ′(ζ0) := lim
ζ→ζ0
f(ζ)−f(ζ0)
ζ−ζ0
exists in (X, ‖ ‖X). A family of operators T : Ω→ B(X,Y ) is bounded holomorphic,
if T is a holomorphic map in the sense above. To treat the unbounded case, the
following notions are crucial.
Continuity of Dirac Spectra 7
4.1 Definition (holomorphic family of type (A)). A family of operators T : Ω →
C(X,Y ), ζ 7→ Tζ , is holomorphic of type (A), if the domain dom(Tζ) =: dom(T ) is
independent of ζ and for any x ∈ X the map Ω→ Y , ζ 7→ Tζx, is holomorphic.
4.2 Definition (self-adjoint holomorphic family of type(A)). A family T : Ω→ C(H)
is self-adjoint holomorphic of type (A), if it is holomorphic of type (A), H is a Hilbert
space, Ω is symmetric with respect to complex conjugation and
∀ζ ∈ Ω : T ∗ζ = Tζ¯ .
These families are particularly important for our purposes due to the following useful
theorem.
4.3 Theorem ([11, VII.S3.5, Thm. 3.9]). Let T : Ω → C(H) be a self-adjoint holo-
morphic family of type (A) and let I ⊂ Ω ∩ R be an interval. Assume that T has
compact resolvent. Then there exists a family of functions {λn ∈ Cω(I,R )}n∈N and
a family functions {un ∈ Cω(I,H)} such that for all t ∈ I, the (λn(t))n∈N represent
all the eigenvalues of Tt counted with multiplicity, Ttun(t) = λn(t)un(t), and the
(un(t))n∈N form a complete orthonormal system of H.
Derivatives of holomorphic families can be estimated using the following theorem.
4.4 Theorem ([11, VII.S2.1, p.375f]). Let T : Ω→ C(X,Y ) be a holomorphic family
of type (A). For any ζ ∈ Ω define the operator
T ′ζ : dom(T )→ Y, u 7→ T ′ζu := ddζ (Tζu).
Then T ′ is a map from Ω to the unbounded operators X → Y (but T ′ζ is in general
not closed). For any compact K ⊂ Ω there exists CK > 0 such that
∀ζ ∈ K : ∀u ∈ dom(T ) : ‖T ′ζu‖Y ≤ CK(‖u‖X + ‖Tζu‖Y ).
If ζ0 ∈ K is arbitrary, Z := dom(T ) and ‖u‖Z := ‖u‖X+‖Tζ0u‖Y , then CK := α−1K βK
does the job, where
αK := inf
ζ∈K
inf
‖u‖Z=1
‖u‖X + ‖Tζu‖Y , βK := sup
ζ∈K
‖T ′ζ‖B(Z,Y ). (4.1)
This can be used to prove the following about the growth of eigenvalues.
4.5 Theorem ([11, VII.S3.4, Thm. 3.6]). Let T : Ω → C(H) be a self-adjoint holo-
morphic family of type (A). Let I ⊂ Ω ∩ R be a compact interval and let J ⊂ I be
open. Assume that λ ∈ Cω(J,R ) is an eigenvalue function, i.e. for all t ∈ J the value
λ(t) is an eigenvalue of Tt. Then
∀t, t0 ∈ J : |λ(t)− λ(t0)| ≤ (1 + |λ(t0)|)(exp(CI |t− t0|)− 1), (4.2)
where CI is the constant from Theorem 4.4.
The important consequence is that (4.2) can be reformulated in terms of the arsinh-
topology. This is the first of the three main parts of the technical work towards
Theorem 4.11.
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4.6 Corollary (Growth of eigenvalues). In the situation of Theorem 4.5 the following
holds in addition: For any t0 ∈ I and ε > 0 there exists δ > 0 such that for all
t ∈ Iδ(t0) ∩ J and all eigenvalue functions λ ∈ Cω(J,R )
| arsinh(λ(t))− arsinh(λ(t0))| < ε. (4.3)
There exist universal constants (i.e. independent of the family T ) C1, C2 > 0 such
that
δ := C−1I ln(min(C1, εC2) + 1) (4.4)
does the job.
Proof.
Step 1: The function α : R → R , t 7→ exp(CI |t− t0|)− 1, is continuous and satisfies
α(t0) = 0. Notice that for b > 0
|α(t)| < b⇐⇒ |t− t0| < C−1I ln(b+ 1). (4.5)
In particular there exists δ1 > 0 such that
∀t ∈ Iδ1(t0) : |α(t)| < 14 (4.6)
So let t ∈ Iδ1(t0).
Step 2: Setting λ0 := λ(t0) we can reformulate (4.2) by
λ0 − (1 + |λ0|)α(t) < λ(t) < λ0 + (1 + |λ0|)α(t). (4.7)
Since
lim
|R|→∞
|R|
1+|R| = 1,
and the convergence is monotonously increasing, there exists R > 0 such that
∀|η| ≥ R : 12 < |η|1+|η| . (4.8)
Now assume |λ0| ≥ R. In case λ0 ≥ R > 0, we calculate
λ0
1+λ0
> 12
(4.6)
≥ 2α(t) =⇒ 12λ0 ≥ α(t)(1 + λ0) =⇒ λ0 − α(t)(1 + |λ0|) ≥ 12λ0. (4.9)
Analogously, if λ0 ≤ −R < 0, we calculate
λ0 + α(t)(1 + |λ0|) < 12λ0. (4.10)
Step 3: Define the constants
C0 := sup
t∈R
1+|t|√
1+t2
, C1 :=
1
4 , C2 := min
(
1
R+1 ,
1
2C0
)
and set
δ2 := C
−1
I ln(min(C1, εC2) + 1).
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By (4.5) this implies
∀t ∈ Iδ2(t0) : α(t) < min(C1, εC2) ≤ εC2. (4.11)
So let t ∈ Iδ2(t0) be arbitrary and set c± := λ0 ± (1 + |λ0|)α(t). It follows from the
Taylor series expansion of arsinh that there exists ξ ∈ [λ0, c+] such that
arsinh(c+)− arsinh(λ0) = arsinh′(ξ)(1 + |λ0|)α(t) = (1 + |λ0|)√
1 + ξ2
α(t). (4.12)
Now in case |λ0| ≤ R, we continue this estimate by
(4.12) ≤ (1 + |λ0|)α(t) ≤ (1 +R)α(t)
(4.11)
< ε
In case λ0 ≥ R, we continue this estimate by
(4.12) ≤ (1 + |λ0|)√
1 + λ20
α(t) ≤ C0α(t)
(4.11)
< ε.
In case λ0 ≤ −R, we continue this estimate by
(4.12) ≤ (1 + |λ0|)√
1 + c2+
α(t)
(4.10)
≤ (1 + |λ0|)√
1 + 14λ
2
0
α(t) ≤ 2C0α(t)
(4.11)
< ε.
Consequently, since arsinh is strictly increasing, in all cases we obtain
arsinh(λ(t))
(4.7)
< arsinh(λ0 + (1 + |λ0|)α(t)) < arsinh(λ0) + ε.
By a completely analogous argument, we obtain
arsinh(λ(t)) > arsinh(λ0 − (1 + |λ0|)α(t)) ≥ arsinh(λ0)− ε.
This proves the claim.
Now, the second step is to apply the preceeding result to discrete families.
4.7 Notation. Since the following proof is a little technical, we abbreviate
a := arsinh
and set da(x, y) := | a(x)− a(y)| for x, y ∈ R . For any ε > 0 the ε-neighbourhoods of
x ∈ R and ε-hulls of a set S ⊂ R will be denoted by
Iε(x) := {t ∈ R | |t− x| < ε}, Iε(S) :=
⋃
x∈S
Iε(x), I
a
ε (S) := Iε(a(S)).
For any k, l ∈ Z , k ≤ l, we define [k, l]Z := [k, l] ∩ Z .
4.8 Corollary (Spectral Growth). Let Ω ⊂ C be open, I ⊂ Ω ∩ R be an interval,
T : Ω → C(H) be a discrete self-adjoint holomorphic family of type (A). For any
t0 ∈ I and ε > 0 there exists δ > 0 such that
∀t ∈ Iδ(t0) ∩ I : ∃k ∈ Z : ∀j ∈ Z : da(st0T (j), stT (j + k)) < ε. (4.13)
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Proof.
Step 1: Certainly the family of eigenfunctions from Theorem 4.3 can be Z -reindexed
to a family {λj ∈ Cω(I,R )}j∈Z satisfying λj(t0) = st0T (j), j ∈ Z . By Corollary 4.6
∃δ > 0 : ∀t ∈ Iδ(t0) ∩ I : ∀j ∈ Z : | a(λj(t0))− a(λj(t))| < ε.
Fix any t ∈ Iδ(t0)∩ I and let σ : Z → Z be the bijection satisfying stT (σ(j)) = λj(t).
This implies
∀j ∈ Z : da(st0T (j), stT (σ(j)) < ε, (4.14)
which ist almost (4.13), except that σ might not be given by a translation. In the
next steps we will show that we may replace the bijection σ by an increasing bijection
τ that still satisfies (4.14). Since every increasing bijection Z → Z is given by a
translation τ (k) : Z → Z , z 7→ z + k, for some k ∈ Z , this implies the claim.
Step 2: For any n ∈ N consider the function σn := σ|[−n,n]Z : [−n, n]Z → Z . This
function is injective and satisfies (4.14) for all −n ≤ j ≤ n. Furthermore setting
spTt0([λ−n(t0), λn(t0)]) =: (λ−n, . . . , λn)
we obtain numbers n′,m′ ∈ Z such that the eigenvalues µj := stT (j) satisfy
Iaε (sp
T
t ([λ−n, λn])) = (a(µn′), . . . , a(µm′)), (4.15)
and we have the estimate
∀ − n ≤ j ≤ n :| a(λj)− a(µσn(j))| < ε. (4.16)
We will show that σn can be modified to an increasing injection σ˜n which satisfies
im(σn) = im(σ˜n) and (4.16). To that end choose any −n ≤ i < j ≤ n and assume
that σn(j) < σn(i). Notice that by construction
i < j =⇒ λi ≤ λj , σn(j) < σn(i) =⇒ µσn(j) ≤ µσn(i). (4.17)
Define the function σ˜n by setting
σ˜n|{−n,...,n}\{i,j} := σn, σ˜n(i) = σn(j), σ˜n(j) = σn(i).
It is clear that σ˜n is still injective and im(σ˜n) = im(σn). To show that it still satisfies
(4.16) we distinguish two cases, see figure Figure 2. First consider the case that
λi = λj . Then it follows automatically that
| a(λi)− a(µσ˜n(i))| = | a(λj)− a(µσn(j))| < ε
and the same for j. In case λi 6= λj it follows that λi < λj . This implies
a(λi)− ε < a(λj)− ε < a(µσn(j))
(4.17)
≤ a(µσn(i)) < a(λi) + ε < a(λj) + ε,
hence
µσn(i), µσn(j) ∈ Iaε (λi) ∩ Iaε (λj).
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t0
t
a(λi) = a(λj) a(λi) a(λj)
a(µσn(j)) a(µσn(i)) a(µσn(j)) a(µσn(i))
Figure 2: The two Possibilities for λj .
In particular, this intersection is not empty. Consequently σ˜n satisfies (4.16). By
repeating this procedure for all index pairs (i, j), −n ≤ i ≤ n, i < j ≤ n, it follows
that σn can be modified finitely many times in this manner to obtain an increasing
injection having the same image that still satisfies (4.16). For simplicity denote this
function still by σ˜n and define
τ˜n : Z → Z
j 7→
{
σ˜n(j), −n ≤ j ≤ n,
σ(j), otherwise.
This function is still bijective, still satisfies (4.14) and is increasing on [−n, n]Z =: In.
Define Jn := τ˜n(In).
Step 3: Unfortunately it might happen that τ˜n+1|In 6= τ˜n. But due to (4.16) there
exists n1 such that all n ≥ n1 satisfy τ˜n(I1) ⊂ Jn1 . Since there are only finitely many
functions I1 → Jn1 , there has to be at least one such function that occurs infinitely
often in the sequence {τ˜n|I1}n∈N . So there exists an infinite subset N 1 ⊂ N 0 := N
such that τ˜n|I1 is the same for all n ∈ N 1.
Now, the same holds for I2: There exists n2 ≥ n1 such that all n ≥ n2 satisfy
τn(I2) ⊂ Jn2 . Again since there are only finitely many functions I2 → Jn2 , one of
them has to occur infinitely often in the sequence {τn|I2}n∈N 1 . Consequently there
exists an infinite subset N 2 ⊂ N 1 such that τn|I2 is the same for all n ∈ N 2. This
process can be continued indefinitely for all the intervals Iν , ν ∈ N . Finally the
function
τ : Z → Z
j 7→ τ˜n(j), j ∈ Iν , n ∈ N ν
does the job: It is well-defined, satisfies (4.14), it remains injective and it is surjective:
Since the sets {In}n∈N exhaust all of Z and since the τ˜n are bijective and increasing
on In it follows that the Jn are also a set of subsequent numbers in Z . Thus by
injectivity of the τ˜n, the {Jn}n∈N exhaust all of Z .
In a last step we provide a framework, which allows us to pass from a path of metrics
to the space of all metrics.
4.9 Definition (discrete family of type (A)). Let H be a Hilbert space. A discrete
family T : E → C(H) is self-adjoint of type (A), if
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(i) There exists a dense subspace Z ⊂ H such that all e ∈ E satisfy domTe = Z.
We set domT := Z.
(ii) For all e ∈ E the operator Te is self-adjoint.
(iii) There exists a norm | | on Z such that for all e ∈ E the operator Te : (Z, | |)→
(H, ‖ ‖H) is bounded and the graph norm of Te is equivalent to | |.
(iv) E is a topological space.
(v) The map E → B(Z,H), e 7→ Te, is continuous.
4.10 Theorem. Let T : E → C(H) be a discrete self-adjoint family of type (A). For
any e0 ∈ E and any ε > 0 there exists an open neighbourhood U ⊂ E of e0 such that
∀e ∈ U : ∃k ∈ Z : ∀j ∈ Z : da(se0T (j), seT (j + k)) < ε.
Proof. Let ε > 0 and e0 ∈ E be arbitrary. As in Definition 4.9 let ‖ ‖H be the norm
in H, Z := domT , and let ‖ ‖Z be the graph norm of Te0 on Z. Finally, let ‖ ‖ be the
associated operator norm in B(Z,H) (which is then also equivalent to the operator
norm induced by | |).
Step 1 (setup and strategy): By construction for any e1 ∈ E
De1(ζ) := ζTe1 + (1− ζ)Te0 = Te0 + ζ(Te1 − Te0), ζ ∈ C ,
defines a discrete self-adjoint holomorphic family De1 : C → C(H) of type (A) with
domain Z. The idea is to prove the claim using Corollary 4.8. The only problem is
that formally for any two e1, e2, the families De1 and De2 are different. Hence their
constants CI,e1 , CI,e2 from Theorem 4.4 for the interval I could differ. Consequently
their associated deltas δe1 , δe2 from Corollary 4.8 could also differ. We will show that
there exists an open neighbourhood U around e0 sufficiently small such that for all
e1 ∈ U the δ = δe1 is ≥ 1 , if ζ0 is always set to ζ0 := t0 := 0. This will prove the
claim.
Step 2: Recall that by (4.4) there are C1, C2 > 0 such that
δe1 = C
−1
I,e1
ln(min(C1, εC2) + 1).
Since limt→0 et = 1, there exists ε1 > 0 such that
∀|t| ≤ 2ε1 : exp(t)− 1 ≤ min(C1, εC2). (4.18)
Step 3: Since T is discrete of type (A), the map E → B(Z,H), e 7→ Te is continuous.
Consequently, there exists an open neighbourhood U of e0 such that
∀e1 ∈ U : ‖Te1 − Te0‖ < min
(
1
2 , ε1
)
. (4.19)
Step 4: Now for any e1 ∈ U , t ∈ [0, 1], ϕ ∈ Z
‖De1(t)ϕ‖H ≥ ‖Te0ϕ‖H − ‖Te1 − Te0‖‖ϕ‖Z .
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Therefore applying (4.1) to De1 , we obtain
αI,e1 = inf
t∈I
inf
‖ϕ‖Z=1
‖ϕ‖H + ‖De1(t)ϕ‖H ≥ 1− ‖Te0 − Te0‖
(4.19)
> 12 .
Furthermore
βI,e1 = sup
t∈I
‖D′e1(t)‖ = ‖Te1 − Te0‖ < ε1.
Altogether we achieved for any e1 ∈ U
CI,e1 = α
−1
I,e1
βI,e1 < 2ε1.
By (4.18) this implies
exp(CI,e1)− 1 ≤ min(C1, εC2) =⇒ δe1 = C−1I,e1 ln(min(C1, εC2) + 1) ≥ 1.
This implies the claim.
Finally, we apply all our results to Dirac operators.
4.11 Theorem. The map
s¯ : (R(M), C1)→ (Conf, d¯a), g 7→ sg,
is continous.
Proof. Let g0 ∈ R(M) and ε > 0 be arbitrary. By Definition of d¯a, c.f. (1.2), it
suffices to find an open neighbourhood U ⊂ R(M) such that
∀g′ ∈ U : ∃k ∈ Z : ∀j ∈ Z : da(sg(j), sg′(j + k)) < ε. (4.20)
By Theorem 2.1 the map R(M)→ B(H1(Σg0M), L2(Σg0M)), h 7→ /Dhg0 , is a discrete
family of type (A). Consequently, by Theorem 4.10 there exists U such that (4.20)
holds.
In order to apply the Lifting Theorem, we quickly verify that pi is a covering map.
4.12 Theorem. The map pi : (Mon, da)→ (Conf, d¯a) is a covering map with fibre Z .
Proof. In this proof we also use Notation 4.7. By definition of τ , see (1.1), Z acts on
Mon by isometries. In particular τ is continuous. We will show that for each u ∈ Mon
there exists an open neighbourhood V such that
pi−1(pi(V )) =
⋃˙
j∈Z V.j. (4.21)
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Z
R
a(u)
a−1 a0 − 1 a0 b0 b0 + 1 b1
K−1 K0 K1
a(u(−1)) a(u(0)) a(u(1))
U−1 U0 U1
Figure 3: An evenly covered neighbourhood for u.
To see this note that the function a ◦u is non-decreasing and proper. The set K0 :=
(a ◦u)−1(a(u(0))) is of the form K0 = [a0, b0]Z for some a0 ≤ b0, a0, b0 ∈ Z . For the
same reason there exist b1, a−1 ∈ Z such that all in all (see also Figure 3)
(a ◦u)−1(a(u(0))) = [a0, b0]Z = K0,
(a ◦u)−1(a(u(b0 + 1))) = [b0 + 1, b1]Z =: K1,
(a ◦u)−1(a(u(a0 − 1))) = [a−1, a0 − 1]Z =: K−1.
Since a(u(Z )) is discrete, there exists ε > 0 such that
Iε(a(u(0))) ∩ Iε(a(u(b0 + 1))) = ∅, Iε(a(u(0))) ∩ Iε(a(u(a0 − 1))) = ∅,
So we obtain open sets
U0 := Iε(a(u(0))), U1 := Iε(a(u(b0 + 1))), U−1 := Iε(a(u(a0 − 1))),
which are mutually disjoint. To see that V := Bε(u) satisfies (4.21) suppose to the
contrary that there exists v ∈ V and j ∈ Z such that v.j ∈ V . Assume j > 0 (the
proof for j < 0 is entirely analogous). By hypothesis, this implies that a(v(b0)) ∈ U0
and a(v(b0 + j)) = a((v.j(b0))) ∈ U0. But a ◦v is non-decreasing, so a(v(b0 + j)) ≥
a(v(b0 + 1)) ∈ U1. This implies that a(v(b0 + j)) /∈ U0. Contradiction!
Finally, to see that pi is a covering map let u ∈ [u] ∈ (Conf, d¯a) be arbitrary. Let V
be an open neighbourhood of u satisfying (4.21). Then V¯ := pi(V ) is evenly covered.
Thus pi is a covering map.
5 Moduli Spaces and Spectral Flow
In this section M is still a compact spin manifold with a fixed topological spin
structure Θ and I := [0, 1] denotes the unit interval. Let Diff(M) be the diffeo-
morphism group of M . This group acts canonically on the Riemannian metrics via
R(M)×Diff(M)→ R(M), (g, f) 7→ f∗g. For any subgroup G ⊂ Diff(M) the quotient
space R(M)/G is called a moduli space. We investigate when the map s¯ resp. ŝ from
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Main Theorem 1 (and hence the family of functions (λj)j∈Z from Main Theorem 2)
descends to the moduli spaces, where G is one of the groups
Diff+(M), Diffspin(M), Diff0(M).
Here Diff+(M) denotes the subgroup of orientation-preserving diffeomorphisms and
Diff0(M) are the diffeomorphisms that are isotopic to the identity. The group Diffspin(M)
is defined as follows.
5.1 Definition (spin diffeomorphism). A diffeomorphism f ∈ Diff+(M) is a spin
diffeomorphism, if there exists a morphism F of G˜L
+
m-fibre bundles such that
G˜L
+
M
Θ

F // G˜L
+
M
Θ

GL+M

f∗ // GL+M

M
f
// M
(5.1)
commutes. We say F is a spin lift of f and define
Diffspin(M) := {f ∈ Diff+(M) | f is a spin diffeomorphism}.
Notice that if f is a spin diffeomorphism and M is connected, there are precisely two
spin lifts F± of f related by F+.(−1) = F−, where −1 ∈ G˜L+m.
5.2 Remark (spin isometries). If f ∈ Diffspin(M), h ∈ R(M) we can set g := f∗h.
In this case (5.1) restricts to the analogous diagram
SpingM
Θg

F // SpinhM
Θh

SOgM

f∗ // SOhM

(M, g)
f
// (M,h)
(5.2)
of metric spin structures. We say that f is a spin isometry in this case. Notice
that this implies that (M, g) and (M,h) are Dirac-isospectral, i.e. their sets of Dirac
eigenvalues are equal as well as the multiplicities of the eigenvalues. Rephrased in the
terminology of the previous chapters, this implies s¯g = s¯h.
These considerations immediately imply the following.
5.3 Theorem. There exists a commutative diagram
R(M)

s // (Conf, da)
R(M)/Diffspin(M)
∃sspin
66
(5.3)
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With only a little more work, we get an even stronger statement for Diff0(M).
5.4 Theorem. There exists a commutative diagram
R(M)

ŝ // (Mon, da)
R(M)/Diff0(M)
∃s0
66
(5.4)
Proof. The claim will follow from the universal property of the topological quotient,
if we can show that
∀g0 ∈ R(M) : ∀f ∈ Diff0(M) : ŝg0 = ŝf∗g0 .
Let H : M × I → M be an isotopy from H0 = id to H1 = f , let t ∈ I be arbitrary
and set gt := H
∗
t g0. Since det((Ht)∗) 6= 0 and H0 = id, we obtain Ht ∈ Diff+(M) for
all t ∈ I. Consequently, we obtain a diagram
G˜L
+
M × I
Θ

∃H˜ // G˜L
+
M
Θ

GL+M × I

H∗ // GL+M

M × I H // M.
(5.5)
To be precise, the map H∗ is defined by
∀B ∈ GL+M : ∀t ∈ I : H∗(B, t) := (Ht)∗B.
To show the existence of H˜, we notice that since H is an isotopy, it is in particular
a homotopy. Consequently H∗ ◦ Θ is also a homotopy between (H0)∗ ◦ Θ = Θ and
(H1)∗ ◦ Θ = f∗ ◦ Θ. Clearly i˜d : G˜L
+
M → G˜L+M satisfies Θ ◦ i˜d = Θ = (H0)∗ ◦ Θ.
Since covering spaces have the homotopy lifting property, there exists H˜ such that
Θ ◦ H˜ = H∗ ◦Θ. We conclude from (5.5) that for any t ∈ I
Spingt M
Θgt

H˜t // Sping0 M
Θg0

SOgt M

(Ht)∗
// SOg0 M

(M, gt)
Ht // (M, g0)
commutes as well. Consequently, for all t ∈ I, the map Ht is a spin isometry in the
sense of (5.2). Therefore (M, gt) and (M, g0) are Dirac isospectral for all t ∈ I. This
implies ŝg0 = ŝg1 .
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5.5 Remark (a counter-example on the torus). It remains to discuss the group
Diff+(M) and one might ask if (5.3) still holds, if Diffspin(M) is replaced by Diff+(M).
This is wrong in general. A counter-example can be provided by the standard torus
T 3 = R 3/Z 3 with the induced Euclidean metric g¯. It is a well-known fact that the
(equivalence classes of) spin structures on T 3 stand in one-to-one correspondence
with tuples δ ∈ Z 32, see for instance [7]. We denote by Sping¯δ T 3 the spin structure
associated to δ. The map
f :=
1 1 00 1 0
0 0 1
 : R 3 → R 3
preserves Z 3 and satisfies det(f) = 1. Hence it induces a diffeomorphism f¯ ∈
Diff+(T 3). One checks that there is a commutative diagram
Sping¯(1,1,0) T
3 F //
Θg¯

Spinf¯
∗g¯
(1,0,0) T
3 @ //
Θf¯
∗g¯

Sping¯(1,0,0) T
3
Θg¯

SOg¯ T 3
f¯−1∗ //

SOf¯
∗g¯ T 3
f¯∗ //

SOg¯ T 3

(T 3, g¯)
f¯−1
// (T 3, f¯∗g¯)
f¯
// (T 3, g¯)
The map in the right upper row cannot exist, because otherwise the spin structures
corresponding to (1, 1, 0) and (1, 0, 0) would be equivalent. The left part of the above
diagram is a spin isometry analogous to (5.2). Therefore /D
f∗g¯
(1,0,0) and /D
g¯
(1,1,0) are
isospectral, but the spectra of /D
g¯
(1,1,0) and /D
g¯
(1,0,0) are already different as a set. This
follows from the explicit computation of the spectra of Euclidean tori, see also [7].
Consequently spec /D
f¯∗g
(1,0,0) 6= spec /Dg¯(1,0,0) and no diagram analogous to (5.3) can exist
for Diff+(T 3).
5.6 Remark. Notice that in (5.4) the map s0 goes from the moduli space for Diff0(M)
to Mon, where in (5.3) the corresponding map sspin goes to Conf. Therefore one might
ask, if one could improve (5.3) by lifting sspin up to a map ŝspin such that
Mon

R(M)/Diffspin(M) sspin //
ŝspin
77
Conf
(5.6)
commutes. This question is not so easy to answer and the rest of this section is
devoted to the proof that this is not possible in general. To see where the problem is
it will be convenient to introduce the following terminology.
5.7 Lemma (spectral flow).
(i) For any f ∈ Diffspin(M) and g ∈ R(M) there exists a unique sfg(f) ∈ Z such
that
∀j ∈ Z : ŝg(j) = ŝf∗g(j − sfg(f)). (5.7)
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The induced map sf(f) : R(M)→ Z is called the spectral flow of f .
(ii) Let g : [0, 1]→ R(M), t 7→ gt, be a continuous path of metrics. Let s : R(M)→
Mon be the ordered spectral function for the associated Dirac operators. Take a
lift sˆ : R(M)→ Mon of s such that ŝg0 = sg0 as in (1.3). There exists a unique
integer sf(g) ∈ Z such that
∀j ∈ Z : ŝg1(j) = sg1(j + sf(g)).
The integer sf(g) is called the (Dirac) spectral flow along g.
(iii) For any f ∈ Diffspin(M) and any family g joining g0 and f∗g0, sfg0(f) = sf(g).
Proof.
(i) By Theorem 5.3 the map s : R(M) → Conf descends to a quotient map sspin :
R(M)/Diffspin(M) → Conf. This precisely means that ŝg and ŝf∗g are equal
in Conf. By definition of Conf, this implies the existence of sfg(f) as required.
(ii) This follows directly from (1.3) and the fact that s and ŝ are equal in Conf.
(iii) Set g1 := f
∗g0 and let g be a family of metrics joining g0 and g1. By Theo-
rem 5.3, we obtain sg0 = sg1 . Take a lift ŝ satisfying ŝg0 = sg0 . This implies for
all j ∈ Z
sg0(j) = ŝg0(j) = ŝg1(j − sfg0(f)) = sg1(j − sfg0(f) + sf(g))
= sg0(j − sfg0(f) + sf(g)),
which implies sf(g) − sfg0(f) = 0, since sg0 is monotonous and all eigenvalues
are of finite multiplicity.
5.8 Remark (spectral flow). Intuitively the spectral flow sf(g) of a path g : [0, 1]→
R(M) counts the signed number of eigenvalues of the associated path /Dgt of Dirac
operators that cross 0 from below when t runs from 0 to 1. The sign is positive, if
the crossing is from below, and negative, if it is from above.
The concept of spectral flow is well-known in other contexts. A good introduction
can be found in a paper by Phillips, see [15]. Phillips introduces the spectral flow for
continuous paths [0, 1] → F sa∗ , where F sa∗ is the non-trivial component of the space
of self-adjoint Fredholm operators on a complex separable Hilbert space H. In this
general setup the definition of spectral flow is a little tricky, see [15, Prop. 2]. But for
paths of Dirac operators it coincides with the definition given in Lemma 5.7 above
(by Theorem 2.1 we can think of all Dirac operators /D
gt , t ∈ [0, 1], of a path g as
defined on the same Hilbert space). Therefore we have found a convenient alternative
to describe the spectral flow in this case using the continuous function ŝ.
By [15, Prop. 3] the spectral flow of a path of operators depends only on the homotopy
class of the path. Consequently, since R(M) is simply-connected, sf(g) depends only
on g0 and g1. It follows that sf : Diff
spin(M)→ Z is a group homomorphism.
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5.9 Remark. The map ŝ certainly descends to
R(M) ŝ //

Mon
R(M)/ ker sf
∃
88
and ker sf is the largest subgroup of Diffspin(M) with this property. Rephrased in
these terms we conclude that the map sspin from (5.3) lifts to a map ŝspin as in (5.6)
if and only if sf(f) = 0 for all f ∈ Diffspin(M). Consequently, we have to show the
following theorem.
Main Theorem 3. There exists a spin manifold (M,Θ) and a diffeomorphism f ∈
Diffspin(M) such that sf(f) 6= 0.
Proof. This proof relies on several other theorems, which are collected in the ap-
pendix after this proof for convenient reference (one might want to take a look at
these first). The general idea is to obtain M as a fibre M = P0 of a fibre bundle
P → S1 such that P is spin and Â(P ) 6= 0. This bundle will be isomorphic to a
bundle Pf obtained from the trivial bundle [0, 1] ×M → [0, 1] by identifying (1, x)
with (0, f(x)), x ∈ M , for a suitable diffeomorphism f ∈ Diffspin(M). Using various
index theorems, we will show that Â(P ) = sf(f).
Step 1 (construct a bundle): Apply Theorem A.1 to (k, l) = (1, 2) and obtain a fibre
bundle P → S1 with some fibre type M , where dimP = 4n, n odd, and
Â(P ) 6= 0. (5.8)
Since M is 2-connected, M has a unique spin structure. It follows that m := dimM =
4n − 1 ≡ 3 mod 4 and also m ≡ 3 mod 8, since n is odd. Therefore by The-
orem A.2 there exists a metric g0 on M such that the associated Dirac Operator
/D
M
is invertible. By Lemma A.3, P is isomorphic to Pf = [0, 1] ×M/f for some
f ∈ Diffspin(M). Define g1 := f∗g0 and connect g0 with g1 in R(M) by the linear
path gt := tg1 + (1 − t)g0, t ∈ [0, 1]. Endow [0, 1] ×M with the generalized cylinder
metric dt2 + gt. Denote by pi : [0, 1] → S1 the canonical projection. We obtain a
commutative diagram
[0, 1]×M //

Pf
∼= //

P

[0, 1]
pi // S1
id // S1
By construction we can push forward the metric dt2 + gt on [0, 1]×M to a metric on
Pf and then further to P such that the above row consists of local isometries. The
right map is actually an isometry along which we can pull back the spin structure on
P to Pf . This map is a spin isometry then and therefore we will no longer distinguish
between P and Pf . The left map is an isometry except that it identifies {0} ×M
with {1}×M . Notice that since [0, 1]×M is simply-connected, the spin structure on
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[0, 1]×M obtained by pulling back the spin structure on Pf along pi is equivalent to
the canonical product spin structure on [0, 1]×M .
Step 2 (trivialize): The Riemannian manifold P ′ := ([0, 1] ×M,dt2 + gt) has two
isometric boundary components. Geometrically P ′ is obtained from P by cuttingM =
P[0] out of P and adding two boundaries P
′
0 and P
′
1, i.e. P
′ = (P \ P[0])
∐
P ′0
∐
P ′1,
where P ′0, P
′
1 are two isometric copies of P[0]. By Theorem A.4, we obtain
index( /D
P
+) = index( /D
P ′
+ ). (5.9)
Step 3 (index of half-cylinders): Now, set
Z ′0 := (]−∞, 0]×M,dt2 + g0), Z ′1 := ([1,∞[×M,dt2 + g1),
Z ′′1 := ([0,∞[×M,dt2 + g0), Z := (R ×M,dt2 + g0),
Z ′ := Z ′0
∐
Z ′1, Z
′′ := Z ′0
∐
Z ′′1 .
Since Z is a Riemannian product, it follows that
∀ψ ∈ Γc(ΣZ) : ‖ /DZψ‖2L2(ΣZ) ≥ λ2min‖ψ‖2L2(ΣZ), (5.10)
where λmin is the eigenvalue of /D
g0 of minimal absolute magnitude. By construction
/D
g0 is invertible, thus λmin > 0. Therefore /D
Z
is invertible and coercive at infinity
(see Theorem A.4 for the definition). By Theorem A.4, this implies
0 = index( /D
Z
+) = index( /D
Z′′
+ ) = index( /D
Z′0
+ ) + index( /D
Z′′1
+ )
= index( /D
Z′0
+ ) + index( /D
Z′1
+ ) = index( /D
Z′
+ ),
(5.11)
where we used the fact that Z ′1 and Z
′′
1 are spin isometric.
Step 4 (glue in the half-cylinders): Now glue Z ′ on P ′ (Z ′0 at {0} ×M and Z ′1 at
{1} ×M) and obtain a bundle Q = (R ×M,dt2 + gt) where gt = g0 for t ≤ 0 and
gt = g1 for t ≥ 1. Since /Dg1 is invertible as well, we obtain that /DZ
′
satisfies an
estimate analogous to (5.10). We obtain that /D
Q
is also coercive at infinity (take
K := P ′ as the compact subset). By Theorem A.4 we obtain
index( /D
Q
+) = index( /D
P ′
+ ) + index( /D
Z′
+ )
(5.11)
= index( /D
P ′
+ ). (5.12)
Step 5 (apply hypersurface theory): Each Qt = {t} ×M is a hypersurface in Q and
∂˜t ∈ T (Q) (horizontal lift of ∂t) provides a unit normal field for all Qt. Therefore we
can apply some standard results about the Dirac operator on hypersurfaces, see [4]:
Since m is odd
ΣQ|Qt = Σ+Q|Qt ⊕ Σ−Q|Qt = Σ+Mt ⊕ Σ−Mt, Mt := (M, gt),
where Σ+Mt = Σ
−Mt = ΣMt as hermitian vector bundles. The Clifford multiplica-
tion · in ΣQ is related to the Clifford multiplication •±t in Σ±Mt byX•±t ψ = ±∂˜t·X ·ψ.
Setting
/˜D
Mt
:= ( /D
Mt ⊕ (− /DMt)), (5.13)
we obtain the Dirac equation on hypersurfaces
∂˜t · /DQ = /˜D
Mt
+ m2 Ht −∇ΣQ∂˜t : Γ(ΣQ|Qt)→ Γ(ΣQ|Qt) (5.14)
for all t ∈ R .
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Step 6 (Identification of the Spinor spaces): Let ψ ∈ Γ(ΣQ) be a spinor field. For
any t ∈ R this defines a section a section ψt ∈ Γ(ΣQ|Qt). Therefore, we can also
think of ψ as a ”section” in ⋃
t∈R
Γ(ΣQ|Qt)→ R .
and (5.14) tells us how ∂˜t · /DQ acts on these sections under this identifcation. We
would like to apply Theorem A.5 and therefore have to solve the problem that for
various t the Hilbert spaces ΓL2(ΣQ|Qt) are different. As discussed in [4], we will use
the following identification: For any x ∈ M , consider the curve γx : R → R ×M ,
t 7→ (t, x). Each spinor ψ ∈ Γ(ΣQ) determines a section ψx in ΣQ along γx. Using
the connection ∇ΣQ, we obtain a parallel translation τ t0 : ΣxMt → ΣxM0. Notice
that the Clifford multiplication ”·”, the vector field ∂˜t and the volume form ω that
determines the splitting ΣQ = Σ+Q ⊕ Σ−Q are all parallel. Identifying M with M0
we obtain a map
τ(ψ) := ψ¯ : R → Γ(Σ+M)⊕ Γ(Σ−M)
t 7→ (x 7→ τ0t (ψ+(t,x)) + τ0t (ψ−(t,x)))
This identification defines an isometry τ : ΓL2(ΣQ) → L2(R ,ΓL2(Σ+M ⊕ Σ−M)).
The operator in (5.14) can be pulled back via a commutative diagram
ΓL2(ΣQ) //
τ

ΓL2(ΣQ)
τ

L2(R ,ΓL2(Σ+M ⊕ Σ−M)) // L2(R ,ΓL2(Σ+M ⊕ Σ−M))
and the upper row is given by (5.14). We calculate how this equation looks like in
the lower row: Since Clifford multiplication and ∂˜t are parallel
τ ◦ (∂˜t · /DQ) ◦ τ−1 = ∂˜t · (τ ◦ /DQ ◦ τ−1) =: ∂˜t · /DQM .
Since there is a splitting (ΣQ,∇Q) = (Σ+Q,∇+⊕∇−) it suffices to check the following
for a ψ ∈ Γ(Σ+Q): Let x ∈ M be arbitrary and let Dx be the covariant derivative
induced by ∇ΣQ along γx. For any t0 ∈ R
∇ΣQ
∂˜t
ψ|(t0,x) = Dx(ψx)(t0) = limt→t0
τ t0t (ψ
x(t))− ψx(t0)
t− t0
and consequently
∇ΣQ
∂˜t
ψ(t0)|x =τ0t0(∇ΣQ∂˜t ψ|(t0,x)) = τ
0
t0
(
lim
t→t0
τ t0t (ψ
x(t))− ψx(t0)
t− t0
)
= lim
t→t0
τ0t0(τ
t0
t (ψ
x(t)))− τ0t0(ψx(t0))
t− t0 = limt→t0
τ0t (ψ(t,x))− τ0t0(ψ|(t0,x))
t− t0
= lim
t→t0
ψ¯(t)|x − ψ¯(t0)|x
t− t0 =
dψ¯
dt (t0)|x.
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This implies for any ψ¯ ∈ L2(R ,ΓH1(Σ+M ⊕ Σ−M))
(τ ◦ ∇ΣQ
∂˜t
◦ τ−1)(ψ¯) = ddt ψ¯.
All in all (5.14) transforms under τ ◦ ◦ τ−1 into
∂˜t · /DQM = /˜D
Q
M +
m
2 H − ddt , (5.15)
where H : R → R , t 7→ Ht and /˜D
Q
M : R → Γ(ΣM ⊕ ΣM) is given by /˜D
Q
M (t) =
/¯D(t)⊕ (− /¯D(t)), /¯D(t) = τ ◦ /DMt ◦ τ−1.
Step 7 (apply Salamon): Set H := L2(R ,ΓL2(ΣM)), W := L2(R ,ΓH1(ΣM)) and
A(t) = /¯D(t). Using Theorem A.5, we obtain
index( /D
Q
+) = index((∂˜t · /DQM − m2 H)+)
(5.15)
= index(( /D
Q
M − ddt )+)
= index(( /¯D − ddt )+) = index( ddt − /¯D) = sf( /¯D).
(5.16)
Now the spectral flow sf( /¯D) in the sense of Salamon, c.f. [16], coincides with the
spectral flow in the sense of Lemma 5.7.
Step 8 (final argument): By the classical Atiyah-Singer Index theorem, c.f. [12,
Thm. III.13.10], we obtain
Â(P ) = index( /D
P
+). (5.17)
Consequently, we can put all the steps together to obtain
0
(5.8)
6= Â(P ) (5.17)= index( /DP+)
(5.9)
= index( /D
P ′
+ )
(5.12)
= index( /D
Q
+)
(5.16)
= sf( /¯D) = sfg0(f).
A Appendix
Here we collect some results for convenient reference.
A.1 Theorem ([9, Thm. 1.3]). Given k, l ≥ 0 there is an N = N(k, l) ∈ N≥0 with
the following property: For all n ≥ N , there is a 4n-dimensional smooth closed spin
manifold P with non-vanishing Â-genus and which fits into a smooth fibre bundle
X → P → Sk.
In addition we can assume that the following conditions are satisfied:
(i) The fibre X is l-connected.
(ii) The bundle P → Sk has a smooth section s : Sk → P with trivial normal
bundle.
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A.2 Theorem ([1, Thm 1.1]). Let M be a compact spin manifold of dimension m.
Assume m 6≡ 0 mod 4 and m 6≡ 1, 2 mod 8. Then there exists a metric g ∈ R(M)
such that /D
g
is invertible.
A.3 Lemma (Classification of fibre bundles over S1). LetM be any smooth manifold.
(i) For any f ∈ Diff(M) the space obtained by setting
Pf := [0, 1]×M/ ∼, ∀(t, x) ∈ [0, 1]×M : (1, x) ∼ (0, f(x))
is a smooth M -bundle over S1 = [0, 1]/(0 ∼ 1).
(ii) Let I denote the isotopy classes of Diff(M) and P the isomorphism classes of
M -bundles over S1. The map
I → P
[f ] 7→ [Pf ]
is well-defined, surjective and if [Pf ] = [Pf ′ ], then f is isotopic to a conjugate
of f ′.
(iii) Let M be oriented. Then Pf is orientable if and only if f ∈ Diff+(M).
(iv) Let M be spin and simply-connected. Then Pf is spin if and only if f ∈
Diffspin(M).
The proof of this is elementary.
A.4 Theorem ([3, Thm. 8.17, Rem. 8.18a)]). Let (M, g) be an even-dimensional
smooth complete spin manifold with volume element µ and a fixed spin structure.
Let N be a closed and two-sided hypersurface in M . Cut M open along N to obtain
a manifold M ′ with two isometric boundary components N1 and N2. Consider the
pullbacks µ′, ΣM ′, /D′ of µ, ΣM and /D. Let /D be coercive at infinity, i.e. there exists
a compact subset K ⊂M and a C > 0 such that
‖ψ‖L2(ΣM) ≤ C‖ /Dψ‖L2(ΣM)
for all ψ ∈ Γ(ΣM), which are compactly supported in M \K. Then /D′ is Fredholm
and
index /D
′
+ = index /D+.
Here /D
′
is to be understood as the Dirac operator with APS-boundary conditions,
i.e.
dom( /D
′
) = {ψ ∈ H1(ΣM ′) | ψ|N1 ∈ H1/2]−∞,0]( /˜D), ψ|N2 ∈ H1/2[0,∞[( /˜D)},
where /˜D is the Dirac operator on the boundary (resp. its two-fold copy as in (5.13)).
A.5 Theorem ([16, Thm A]). Assume we are given the following data.
(i) (H, ‖ ‖H) be a complex separable Hilbert space.
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(ii) Let W ⊂ H be a dense subspace, ‖ ‖W be a norm on W such that W is also a
Hilbert space and the injection W ↪→ H is compact.
(iii) {A(t)t∈R } is a family of unbounded self-adjoint operators on H with time inde-
pendent domain W such that for each t ∈ R the graph norm of A(t) is equivalent
to ‖ ‖W .
(iv) The map R → L(W,H), t 7→ A(t), is continuously differentiable with respect
to the weak operator topology.
(v) There exist invertible operators A± ∈ L(W,H) such that limt→±∞A(t) = A±
in norm topology.
Then the operator
DA :=
d
dt −A(t) : W 1,2(R , H) ∩ L2(R ,W )→ L2(R , H)
is Fredholm and its Fredholm index is equal to the spectral flow sf(A) of the operator
family A = (A(t))t∈R .
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