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DIRECT CONSTRUCTION OF CODE LOOPS
GA´BOR P. NAGY
Abstract. Code loops were introduced by R. L. Griess. Griess
[5] and Hsu [7] gave methods to construct the corresponding code
loop from any given doubly even binary code; both these methods
used some kind of induction. In this paper, we present a global con-
struction of the loop, where we apply the correspondance between
the concepts of Moufang loops and groups with triality.
1. Introduction
For a doubly even binary code, one can introduce three operation in
a combinatorial way. These operations are related by polarization. Hsu
[7] called vector spaces over F2 with such operations symplectic cubic
spaces. In [5], R. L. Griess has introduced the notion of code loops;
these are Moufang loops L such that L/A is an elementary Abelian 2-
group for some central subgroup A of order 2. In code loops, the power,
the commutator and the associator maps define a symplectic cubic
space on L/A. The fact that any symplectic cubic space corresponds
to a code loop was shown by Griess [5]; he constructed the factor set of
the loop extension by induction on the dimension. Hsu [7] gave more
explicit method to construct the loops as centrally twisted products.
However, also Hsu’s method uses some inductive argument, since he
puts together the loop from smaller parts using a clever product rule.
In this paper, we present a global construction for the loop. There-
fore, we use that Moufang loops can be equivalently given by the spe-
cific group theoretical concept of groups with triality. Hence, starting
from the symplectic cubic space, we first define a group G and auto-
morphisms σ, ρ of G. Then, we prove that G is a group with triality
with respect to these automorphisms. Finally, we show that the Mo-
ufang loop L corresponding to G is a code loop, which gives rise to the
symplectic cubic space we started with. This global approach made
possible to implement our method using the GAP [4] computer alge-
bra package by Nagy and Vojteˇchovsky´ [9].
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For completeness, we mention Kitazume [8] where the author gives
another explicit construction of the code loop for some special cases
of doubly even codes. Also, the work of Chein and Goodaire [2] is
important, where they showed the reverse impliciation, namely they
constructed doubly even binary codes from a given symplectic cubic
space. Unfortunately, this code is by far not unique; the one in the
general construction has parameters [s, n], where n is the dimension of
the symplectic cubic space and s = O(2
3
n3). Finally, we mention the
paper Vojteˇchovsky´ [11], where the author generalizes the notions of
symplectic cubic spaces and doubly even codes and the construction of
Chein and Goodaire.
2. Preliminaries
The subspace C ≤ Fn2 is a doubly even binary code, if 4|w(x) for all
x ∈ C, where the weight w(x) of x is the number of nonzero coordinates
of x. We can identify C with a set of subsets of {1, . . . , n}. In this
manner, w(x) = |x|. Moreover, if C is doubly even, we have 2|w(x∩ y)
and the functions σ : C → F2, κ : C × C → F2, α : C × C × C → F2,
σ(x) =
1
4
w(x) (mod 2),
κ(x, y) =
1
2
w(x ∩ y) (mod 2),
α(x, y, z) = w(x ∩ y ∩ z) (mod 2).
are well defined. Clearly, κ and α are alternating and they satify the
relations
σ(x+ y) = σ(x) + σ(y) + κ(x, y),(1)
κ(x+ y, z) = κ(x, z) + κ(y, z) + α(x, y, z),(2)
α(x+ y, z, t) = α(x, z, t) + α(y, z, t).(3)
With other words, α is trilinear and κ and α is obtained from σ and κ
by polarization, respectively.
The set L together with a binary operation (x, y) 7→ x · y = xy
is a quasigroup if the equation xy = z can be uniquely solved if two
of the three indeterminants is given. A quasigroup with a neutral
element is a loop. Every element x of a loop L determines left and
right multiplication maps Lx, Rx : L → L, yLx = xy and yRx =
yx. (As the reader can see, we write group actions on the right hand
side.) The maps Rx, Lx are clearly permutations of L. The permutation
group Mlt(L) generated by all left and right multiplications is called
the multiplication group of L. The permutations Lx,y = LxLyL
−1
yx ,
Rx,y = RxRyR
−1
xy are called inner maps of L.
Moufang loops are defined by the Moufang identity
x(y(xz)) = ((xy)x)z.
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Recall that Moufang loops are diassociative, which means that every
subloop generated by two elements is a subgroup. In particular, the
power xn, n ∈ N, the inverse x−1 and the commutator [x, y] = x−1y−1xy
are well-defined for every x, y ∈ L.
The associator of x, y, z ∈ L is the element (x, y, z) = (xy · z)−1(x ·
yz). The center Z(L) of L consists of the elements z ∈ L satisfying
[x, z] = (x, y, z) = (x, z, y) = (z, x, y) = 1 for all x, y ∈ L. One sees
easily that every subloop A ≤ Z(L) is a normal subloop of L, that is,
the factor loop L/A is well defined. (See Bruck [1] for basic concepts
on quasigroups and Moufang loops.)
The Moufang loop L is called a small Frattini Moufang loop, if L/A
is an elementary Abelian p-group for some A ≤ Z(L) with |A| = p.
By Hsu [7], for p > 3, any small Frattini Moufang loop is associative.
Assume L to be a small Frattini Moufang 2-loop which is not an ele-
mentary Abelian 2-group. Let us identify the vector space V over F2
with the factor loop L/A and the subloop A with the field F2 of order
2. We can introduce the following operations on V :
σ(xA) = x2, κ(xA, yA) = [x, y], α(xA, yA, zA) = (x, y, z).
Then, the equations (1), (2) and (3) hold for σ, α, κ.
Definition 2.1. Let V be a vector space over F2. Let σ : V → F2,
κ : V × V → F2 and σ : V × V × V → F2 be maps satisfying (1), (2)
and (3). Then, (V, σ, κ, α) is called a symplectic cubic space.
We mention that (1), (2) and (3) imply
κ(x, x) = 0,
κ(x, y) = κ(y, x),
α(x, y, z) = σ(x+ y + z) + σ(x+ y) + σ(y + z) + σ(x+ z) +
σ(x) + σ(y) + σ(z).
Hence, α is a trilinear alternating form on V .
Let Sn be the symmetric group on {1, . . . , n}. We have the following
definition due to Doro [3].
Definition 2.2. The pair (G, S) is called a group with triality, if G is
a group, S ≤ AutG, S = 〈σ, ρ | σ2 = ρ3 = (σρ)2 = 1〉 ∼= S3, and for
all g ∈ G the triality identity
[g, σ] [g, σ]ρ [g, σ]ρ
2
= 1
holds.
The following equivalent formulation of the concept of a group with
trialitiy is well known.
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Lemma 2.3 (Parker). Let G be a group and let σ1, σ2, σ3 be involu-
torial automorphisms of G. Let us denote by Ci the conjugacy class
σGi ⊆ Aut(G). Then, (G, 〈σ1, σ2〉) is a group with triality if and only if
(τiτj)
3 = id for all τi ∈ Ci, τj ∈ Cj, i, j ∈ {1, 2, 3}, i 6= j.
The next lemma characterizes a special class of groups with triality.
Lemma 2.4. Let G be a group and let S ≤ Aut(G) be isomorphic to
the symmetric group S3 on 3 elements. Let us denote by σ1, σ2, σ3 the
involutions of S and put Hi = CG(σi) and Ci = σ
G
i . Then, if Hi acts
transitively on Cj for some i 6= j, then (G, S) is a group with triality.
In particular, if |G : Hj| = |Hi : Hi ∩Hj| < ∞ for i 6= j, then (G, S)
is a group with triality.
Proof. Choose arbitrary τi = σ
g
i ∈ Ci and τj = σ
h
j ∈ Cj with i 6= j. By
the assumption, there is f ∈ Hi such that σ
f
j = σ
hg−1
j . Then,
τiτj = (σiσ
hg−1
j )
g = (σiσj)
fg,
which implies (τiτj)
3 = ((σiσj)
3)fg = id. By Lemma 2.3, (G, S) is a
group with triality.

3. Constructing the group with triality
Let V = (V, σ, κ, α) be a symplectic cubic space. Let us choose a
basis B = {b1, . . . , bn} of V and denote by σi, κij and αijk the structure
constants of V with respect to B.
We define the group G with gerenators gi, fi, hi, i ∈ {1, . . . , n}, u
and v by the following relations:
g2i = u
σi, f 2i = v
σi , h2i = u
2 = v2 = 1,(4)
[gi, gj] = u
κij , [fi, fj] = v
κij ,(5)
[gi, fj] = (uv)
κij
n∏
k=1
h
αijk
k ,(6)
[gi, hj] = u
δij , [fi, hj ] = v
δij ,(7)
[hi, hj] = [gi, u] = [fi, u] = [hi, u] = [gi, v] = [fi, v] = [hi, v] = 1.(8)
Lemma 3.1. The group G is well defined. Any element of G is of
the form gx11 · · · g
xn
n f
y1
1 · · · f
yn
n h
z1
1 · · ·h
zn
n u
t1vt2 with xi, yi, zi, ti ∈ Z2. In
particular, the order of G is 23n+2.
Proof. In order to show that G is well defined, we prove the following.
(i) E = 〈f1, . . . , fn, h1, . . . , hn, v〉 is an extraspecial 2-group of type
+ and order 22n+1.
(ii) The commutator and power relations for the gi’s are consistent.
In particular, modulo 〈u〉, the group 〈g1, . . . , gn〉 is an elementary
Abelian group of order 2n.
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(iii) The map γi induced on E × 〈u〉 by gi is an automorphism.
(iv) The γi’s induce an automorphism group A of E × Z2 which is an
elementary Abelian 2-group.
On the one hand, in E, 〈h1, . . . , hn, v〉 is a maximal elementary Abelian
2-group of order 2n+1. On the other hand, with
f˜i = fi h
σi
i
∏
k>i
hκikk ,
we have
[f˜i, f˜j] = [fi, fj][h
σi
i
∏
k>i h
κik
k , fj ][fi, h
σj
j
∏
k>j h
κjk
k ]
= vκijvκij
= 1
and
f˜ 2i = f
2
i [fi, h
σi
i
∏
k>i
hκikk ] = v
σivσi = 1.
This means that 〈f˜1, . . . , f˜n〉 is elementary Abelian. Finally, [f˜i, hj] =
[fi, hj ] = v
δij , hence E is as stated in (i).
Let κ∗ be the anternating bilinear form on V with structure constants
κij and q be the quadratic form obtained by the quadratic extension
of σ with respect to κ∗. Then, q determines a central extension of V ,
isomorphic to 〈g1, . . . , gn, u〉. This proves (ii).
(iii) follows from the fact that γi preserves the relations of E〈u〉.
Indeed, putting
f ′j = γi(fj) = fj (
∏
k
h
αijk
k )(uv)
κij , h′j = γi(hj) = hju
δij ,
we have
[f ′ℓ, f
′
j] = [fℓ, fj ][fℓ,
∏
k
h
αijk
k ][fj ,
∏
k
hαiℓkk ]
= vκijvαijℓvαiℓj
= γi([fℓ, fj]),
[f ′ℓ, h
′
j] = [fℓ, h
′
j ][
∏
k
hαiℓkk , h
′
j]
= [fℓ, hj ] = γi([fℓ, hj]),
(f ′j)
2 = f 2j [fj ,
∏
k
h
αijk
k ] = f
2
j = γi(f
2
j ).
To show (iv), we calculate the action of γi1 ◦ γi2. One obtains
fj 7→ fj (
∏
k
h
αi1jk+αi2jk
k ) (uv)
κi1j+κi2j uαi1ji2 ,
hj 7→ hj u
δi1j+δi2j .
This means γi1 ◦γi2 = γi2 ◦γi1 and γ
2
i = id, hence (iv) holds. The other
statements are trivial. 
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Lemma 3.2. The maps
σ : gi ↔ fi, hi 7→ hi, u↔ v(9)
ρ : gi 7→ fi, fi 7→ (gifi)
−1, hi 7→ hi, u 7→ v, v 7→ uv(10)
extend to automorphisms of G. Moreover, σ2 = ρ3 = (σρ)2 = id, hence,
S = 〈σ, ρ〉 is isomorphic to the symmetric group S3 on 3 elements.
Proof. The fact that σ is an involutorial automorphism is trivial. Also,
ρ preserves the relations of G; we only present the calculations in the
two most complex cases. We first observe that gi and fi commute,
therefore (gifi)
2 ∈ Z(G). Moreover, [gi, fj] = [fi, gj] commutes with
fi, fj, gi, gj. Thus,
[ρ(fi), ρ(fj)] = [(gifi)
−1, (gjfj)
−1]
= [gifi, gjfj ]
= [fi, gj][fi, fj]
gjgi[gi, gj][gi, fj]
gj
= [fi, fj ][gi, gj]
= (uv)κij
= ρ([fi, fj ]).
Similarly,
[ρ(gi), ρ(fj)] = [fi, (gjfj)
−1]
= [fi, gjfj]
= [fi, fj][fi, gj]
fj
= [fi, fj][fi, gj]
= vκij (
∏
k
h
αijk
k ) (uv)
κij
= ρ([gi, fj]).
Finally, the relations for σ and ρ hold, since σ2, ρ3 and (σρ)2 leave the
generators of G invariant. 
Lemma 3.3. Let us define the subgroups
H1 = 〈gi, hi, u | i = 1, . . . , n〉,
H2 = 〈fi, hi, v | i = 1, . . . , n〉,
H3 = 〈gifi, hi, uv | i = 1, . . . , n〉
of G. Then, H3 = CG(σ), H
σ
1 = H2, H
ρ
1 = H2, H
ρ
2 = H3.
Proof. Clearly, H3 ≤ CG(σ). For the converse, let us write the element
a ∈ G in the form
a = gx11 f
y1
1 · · · g
xn
n f
yn
n h
z1
1 · · ·h
zn
n u
t1vt2 .
One immediately has that σ(a) = a only if xi = yi and t1 = t2, that is,
a ∈ H3. This proves H3 = CG(σ), the rest is trivial. 
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Proposition 3.4. Let (V, σ, κ, ρ) be a symplectic cubic space and let
us define the group G by (4)–(8). Moreover, define the automorphisms
σ and ρ by (9) and (10), respectively. Then, (G, 〈σ, ρ〉) is a group with
triality.
Proof. We have H1 ∩H2 = H1 ∩ H3 = H2 ∩H3 = 〈hq, . . . , hn〉, hence
|G : H3| = |H2 : H2∩H3| = 2
n+1. By Lemma 2.4, (G, 〈σ, ρ〉) is a group
with triality. 
4. Some properties of Moufang loops given by groups
with triality
In the 3-net, the lines X = a, Y = a and XY = a−1 are permuted by
ρ. Indeed, let σ1, σ2, σ3 denote the Bol reflections with respect to the
Y -axis X = 1, X-axis Y = 1 and transversal line XY = 1, respectively.
Then,
σ1 :


X = a ↔ X = a−1,
Y = a ↔ XY = a,
Y = a−1 ↔ XY = a−1,
σ2 :


X = a ↔ XY = a,
Y = a ↔ Y = a−1,
X = a−1 ↔ XY = a−1,
σ3 :


X = a ↔ Y = a−1,
Y = a ↔ X = a−1,
XY = a ↔ XY = a−1,
and ρ = σ2σ1 acts as claimed.
Moreover, in the coordinate loop, ab = c holds if and only if the lines
X = a, Y = b, XY = c are concurrent. Let us denote by τa the Bol
reflection with respect to the axis X = a. Then, τρa and τ
ρ2
a are the Bol
reflectiosn with respect to the lines Y = a and XY = a−1, respectively.
The equation ab = c holds if and only if 〈τa, τ
ρ
b , τ
ρ2
c−1
〉 ∼= S3, that is, if
and only if
τc−1 = (τaτ
ρ
b τa)
ρ = τρτaρb .
Since τc−1 = τ1τcτ1 and τ1 = σ1 = σ, we have
(11) ab = c ⇔ τc = τ
ρτaρσ
b .
Let (G, S) be a group with triality, S = 〈σ, ρ | σ2 = ρ3 = (σρ)2 = id〉.
As before, we denote by σ = σ1, σ2, σ3 the involutions of S. The
conjugacy class σGi be Ci. In Hall and Nagy [6], we showed how to
construct a (dual) 3-net from (G, S): C1 ∪ C2 ∪ C3 are the lines and
τi ∈ Ci, i = 1, 2, 3 are concurrent if and only if 〈τ1, τ2, τ3〉 ∼= S3.
Proposition 4.1. Let (G, S) be a group with triality and use the no-
tation σ = σ1, ρ, C1 = σ
G as before. Let us define the binary operation
(12) α ◦ β = βραρσ = αρ
−1βρ−1σ
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on C1. Then,
(i) The operation is well defined, σ is a two sided unit element. (C1, ◦)
is a isomorphic to the Moufang loop associated to (G, S).
(ii) Put α = σg and γ = [g, σ]ρ. Using the natural bijection between
C1 = σ
G and the set of right cosets X = G/CG(σ), the right action
of γ on X is equivalent with the right multipliation Rα of the loop.
Similarly, the right action of γρ on X is equivalent with the left
multiplication Lα.
(iii) Let N be the largest normal subgroup of G, contained in CG(σ).
Then, the multiplication group of the Moufang loop associated to
(G, S) is a subgroup of G/N .
Proof. Clearly, (11) implies (i), and (ii) implies (iii). Furthermore, on
the one hand,
ρ−1αρ−1σ = ρ−1σgσρ = [g, σ]ρ = γ.
On the other hand,
βRα = β ◦ α = β
ρ−1αρ−1σ = βγ.
hence (ii) follows. 
The next lemma will make possible to calculate the structure con-
stants of small Frattini Moufang loops which are given by their groups
with triality.
Lemma 4.2. Let L be a Moufang loop satisfying x2 ∈ Z(L) for all
x ∈ L. Then
(i) [Rx, Ry] = R[x,y],
(ii) [Ry, Lz] = Ry−1,z = Ly,z−1,
(iii) [[Rx, Ly], Rz] = R(x,y,z)
hold for all x, y, z ∈ L.
Proof. On the one hand, by P. T. Nagy and K. Strambach [10, Theorem
1.1.6], Moufang loops satisfying x2 ∈ Z(L) for all x ∈ L are conjugacy
closed loops, hence R−1y RxRy = Ry−1xy. On the other hand, L/Z(L)
has exponent 2, therefore [x, y] ∈ Z(L) for all x, y ∈ L.
R−1x R
−1
y RxRy = R
−1
x Ry−1xy = R
−1
x Rx[x,y] = R[x,y],
hence (i) holds. Using the Moufang identities, one obtains
a[Ry, Lz] = z((z
−1 · ay−1)y)
= z((z−1(ay−1 · z)z−1)y)
= z(z−1((ay−1 · z)(z−1y)))
= (ay−1 · z)(z−1y)
= aRy−1,z.
This shows (ii), since Ry−1,z = Ly,z−1 is well known from Bruck [1,
Lemma VII.5.4.]. The inner map Rx,y = RxRyR
−1
xy is also known to be a
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pseudo-automorphism with companion [x, y]. Since L/Z(L) is Abelian,
Rx,y turns out to be an automorphism. Moreover, z
−1 (zRy,x) ∈ Z(L)
for all z ∈ L. We have
[Rx, [Ry, Lz]] = [Rx, Ry−1,z]
= R−1x RxRy−1,z
= Rx−1 (xR
y−1,z
)
and
x−1 (xRy−1,z) = (x, z
−1, y)−1
by Bruck [1, Lemma VII.5.4.]. Using the fact that L/Z(L) elementary
Abelian, we get (iii). 
5. Structure constants of the triality group
Let (V, σ, κ, α) be a symplectic cubic space and let us construct the
group with triality (G, S) as in Section 3. Write (L = σG, ◦) for the
Moufang loop associated to (G, S). Since the elements of H3 = CG(σ)
are
{(g1f1)
x1 · · · (gnfn)
xn hy11 · · ·h
yn
n (uv)
z}.
The largest normal subgroup N of G contained in CG(σ) contains the
element uv. Let a be an arbitrary element of G and let us denote by
a¯ the right action of a on L = σG. (This action is naturally equivalent
with the right action on the right cosets of CG(σ).) Put G¯ = G/N =
{a¯ | a ∈ G}. Clearly, u¯ = v¯ ∈ Z(G¯). Moreover, the group A =
〈g¯1, . . . , g¯n, u¯〉 acts sharply transitively on L.
As we saw in Proposition 4.1, for the element x = σg ∈ L, one has
Rx = γ¯ with γ = [g, σ]
ρ and Lx = γρ. Put s = σ
u, then Rs = Ls = u¯
and s ∈ Z(L). For the element x = σg
x1
1
···g
xn
n , Rx = γ¯ with
γ = [gx11 · · · g
xn
n , σ]
ρ
= f−xnn · · · f
−x1
1 (g1f1)
−x1 · · · (gnfn)
−xn
= gx11 · · · g
xn
n (
∏
k;i<j
h
αijkxixj
k ) u
avb
for some a, b ∈ Z2, that is,
Rx = γ¯ = g¯
x1
1 · · · g¯
xn
n (
∏
k;i<j
h¯
αijkxixj
k ) u¯
z
for some z ∈ Z2. In particular, the set of right multiplications of L is
{g¯x11 · · · g¯
xn
n (
∏
k;i<j
h¯
αijkxixj
k ) u¯
z | x1, . . . , xn, z ∈ Z2}.
A consequence of this is R2x ∈ 〈u¯〉, or equivalently x
2 ∈ 〈s〉 for all
x ∈ L. This means that L/〈s〉 is an elementary Abelian 2-group and
L is a small Frattini Moufang loop.
We are now able to prove our main result.
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Theorem 5.1. Let (V, σ, κ, α) be a symplectic cubic space and let us
construct the group with triality (G, S) using the relations (4)–(8) and
(9)–(10). Let L be the Moufang loop associated to (G, S). Then, L is
a small Frattini Moufang loops and the symplectic cubic space corre-
sponding to L is V .
Proof. It only remained to show that the structure constants of L and
V are the same. Let us put xi = σ
gi ∈ L and define A = 〈g1, . . . , gn, u〉
as before. The set {g1, . . . , gn} is independent in A, that is, no proper
subset of it generates A. This implies that the set {x1, . . . , xn} is
independent in L. With other words, {x1〈s〉, . . . , xn〈s〉} is a basis for
the vector space L/〈s〉.
Then, by Proposition 4.1(ii),
Rxi = g¯i (g¯if¯i)
−2
= g¯i and Lxi = f¯iu¯
σi.
By Lemma 4.2,
R2xi = g¯
2
i = u¯
σi ,
R[xi,xj ] = [g¯i, g¯j] = u¯
κij ,
R(xi,xj ,xk) = [[g¯i, f¯j ], g¯k] = u¯
αijk .
This means
xi
2 = sσi , [xi, xj ] = s
κij , and (xi, xj , xk) = s
αijk ,
hence the symplectic cubic space of L is indeed V . 
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