Abstract. We show that there is a unique Markov trace on the tower of TemperleyLieb type quotients of Hecke algebras of Coxeter type E n (for all n ≥ 6). We explain in detail how this trace may be computed easily using tom Dieck's calculus of diagrams. As applications, we show how to use the trace to show that the diagram representation is faithful, and to compute leading coefficients of certain KazhdanLusztig polynomials.
Introduction
In the paper [17] , Jones introduced a certain Markov trace on the tower of Hecke algebras H(A n−1 ) associated to the Coxeter groups S n = W (A n−1 ), which are the symmetric groups. When Jones' trace is restricted to one of the algebras H = H(A n−1 ), it is degenerate, but its radical is an ideal, J, of H and so we obtain a generically nondegenerate trace on the algebra H/J, which is the Temperley-Lieb algebra T L n occurring in statistical mechanics [25] (the trace is the matrix trace of a transfer matrix algebra).
In [19] , Kazhdan and Lusztig introduced a remarkable polynomial P x,w (q) for any elements x, w in a Coxeter group W . These polynomials have important applications in representation theory. Although the polynomials have an elementary 1991 Mathematics Subject Classification. 20C08, 20F55, 57M15.
Typeset by A M S-T E X 1 definition, the only obvious way to compute them is using a rather complicated recurrence relation. One of the main obstructions to computing the polynomials efficiently is a fast way to compute the integer µ(x, w), which is the coefficient of q (ℓ(w)−ℓ(x)−1)/2 in P x,w (q). In [12] , the author showed how Jones' trace can be used to compute the leading coefficients µ(x, w) ∈ Z in the case where x and w are fully commutative elements of W (in the sense of [24] ). In this paper, we will investigate the analogous phenomenon in Coxeter type E n . This includes Coxeter groups of types A and D as special cases.
The algebras T L n may be defined in terms of generators and relations in a way that generalizes readily to Coxeter systems of other types. These generalized
Temperley-Lieb algebras have been studied for Coxeter type E n by a number of people [2, 3, 7] . Although the Coxeter groups of type E n are infinite for n > 8, the
Hecke algebra quotient T L(E n ) in this case is still finite dimensional. In [2] , tom
Dieck constructed a diagrammatic representation of T L(E n ), although the question of whether this is a realisation-a faithful representation-is not tackled. In §9, we will prove Theorem 1.1. The diagrammatic representation of T L(E n ) given in [2] is injective.
The closing remarks of [2] state without proof that this representation can be used to define a Markov trace on the tower of algebras T L(E n ). In Theorem 8.11, we will prove this claim and furthermore we will show that there is a unique such This trace is also remarkable for other reasons: after suitable rescaling, it is a tabular trace in the sense of [10] , and a generalized Jones trace in the sense of [12] .
The fact that the trace is tabular implies that it is (generically) nondegenerate on the algebras T L(E n ). The fact that we have a generalized Jones trace will lead to the following theorem (proved in §9) where the monomial basis elements b w are defined in §3. is the integer defined in [19] .
We will also show in §9 howμ(x, y) may be evaluated non-recursively using the diagram calculus.
Traces and Markov traces
By a trace on an R-algebra A, we mean an R-linear map t : A −→ R such that t(ab) = t(ba) for all a, b ∈ A. The radical of the trace is the set of all a ∈ A such that t(ab) = 0 for all b ∈ A. The radical is always an ideal of A, and if it is trivial, the trace is said to be nondegenerate. In any case, if I is the radical of t, then t induces a nondegenerate trace on the quotient algebra R/I.
The set of traces on an R-algebra A has a natural R-module structure. In the special case where ρ is a representation of an R-algebra A, then the matrix trace associated to ρ is a trace in the above sense, which means that, if A is semisimple, the Grothendieck group of A gives a Z-lattice in the space of traces, generated by the traces of the simple modules.
We will be particularly concerned with algebras where the base ring R is obtained by extending scalars from the ring of Laurent polynomials A = Z[v, v −1 ] to some ring F ⊗ A. This has the effect of specializing the parameter v to an invertible element of F . In this situation, a trace is called generically nondegenerate if it is nondegenerate as a trace over A, and if it also remains nondegenerate as a trace over F ⊗ A for all but finitely many specializations of v.
Suppose now that R is an integral domain and {A n : n ≥ N } is a family of unital R-algebras such that A n is a subalgebra of A n+1 for all n ≥ N . Let A ∞ be the associated direct limit. Suppose also that there is a set of elements {g n : n ∈ N} such that g n+1 ∈ A n+1 \A n for all n and such that {g n : n ≤ M } is an algebra generating set for A M . Following [5, §4] , we may now introduce the notion of Markov trace.
Definition 2.1. Maintain the above notation, and let F be a field containing R.
A Markov trace on A ∞ with parameter z ∈ F is an F -linear map τ : A ∞ −→ F satisfying the following conditions:
Jones [17] proved that there is a unique Markov trace with parameter z on the tower of Hecke algebras of type A n , and that the only one of these traces that passes to the Temperley-Lieb quotient is the one with parameter z = (v + v
This is an important observation in the construction of the Jones polynomial, because conditions (ii) and (iii) for the trace are what is needed to ensure that the polynomial is invariant under the two types of "Markov move".
Some other notable work on Markov traces includes that of Geck and Lambropoulou [4] , who classified the Markov traces in Coxeter types B and D, using a suitable extension of the above definition. Lambropoulou [20] extended this work (in type B) to generalized and cyclotomic Hecke algebras of type B.
For the purposes of studying Temperley-Lieb type quotients of Hecke algebras, a better definition of Markov traces seems to be one that appears in work of Seifert [22] and recent work of Gomi [6, Definition 3.7] . In this case, one retains conditions (i) and (iii) of Definition 2.1 and replaces condition (ii) by the requirement that
whenever we have a ∈ H(W I ) for some parabolic subgroup W I corresponding to I ⊆ S\{s}. (In other words, we require condition (ii) to hold for all generators of A n+1 , not just one particular generator.) Here, z s is an indeterminate depending on the conjugacy class of s in W .
In this paper, we will restrict our attention to the tower of algebras T L(E n ), and in this case, the above definitions happen to agree; however, they do not agree in the corresponding question for type D n . In the latter case, it can be shown that the Seifert-Gomi formulation produces a unique Markov trace, and Definition 2.1 does not.
The algebras T L(E n )
Let X = X(E n ) be a Coxeter graph of type E n , where n ≥ 6. Following [3] , we label the vertices of X by 0, 1, . . . , n − 1 in such a way that 1, 2, 3, . . . , n − 1 lie in a straight line, and such that 3 is the unique vertex of degree 3, which is adjacent to 2, 4 and 0. Figure 1 shows the case n = 6. Let W (E n ) be the associated Coxeter group with distinguished set of generating involutions S(E n ) = {s i : i is a vertex of X(E n )}.
In other words, W = W (E n ) is given by the presentation
where m(s, s) = 1, m(s, t) = 2 if s and t are not adjacent in X, and m(s, t) = 3 if s and t are adjacent in X. The elements of S = S(E n ) are distinct as group elements, and m(s, t) is the order of st. Denote by H q = H q (E n ) the Hecke algebra associated to W . This is a Z[q, q −1 ]-algebra with a basis consisting of (invertible) elements T w , with w ranging over W , satisfying
where ℓ is the length function on the Coxeter group W , w ∈ W , and s ∈ S. If n > 8, the group W is infinite and H q has infinite rank as an A-algebra.
For the applications we have in mind, it is convenient to extend the scalars of H q to produce an A-algebra H, where A = Z[v, v −1 ] and v 2 = q, and to define a scaled version of the T -basis, { T w : w ∈ W }, where T w := v −ℓ(w) T w . We will write
We reserve the terminology reduced expression for reduced products w 1 w 2 · · · w n in which every w i ∈ S. We write L(w) = {s ∈ S : ℓ(sw) < ℓ(w)} and R(w) = {s ∈ S : ℓ(ws) < ℓ(w)}.
The set L(w) (respectively, R(w)) is called the left (respectively, right) descent set of w.
Call an element w ∈ W complex if it can be written as a reduced product x 1 w ss ′ x 2 , where x 1 , x 2 ∈ W and w ss ′ is the longest element of some rank 2 parabolic subgroup s, s ′ such that s and s ′ correspond to adjacent vertices in the Coxeter graph E n . Denote by W c (E n ) the set of all elements of W that are not complex.
The elements of W c = W c (E n ) are the fully commutative elements of [24] ; they are characterized by the property that any two of their reduced expressions may be obtained from each other by repeated commutation of adjacent generators.
Let J(E n ) be the two-sided ideal of H generated by the elements
where (s, t) runs over all pairs of elements of S for which m(s, t) = 3. Following Graham [7, Definition 6 .1], we define the generalized Temperley-Lieb algebra T L(E n ) to be the quotient A-algebra H(E n )/J(E n ). We denote the corresponding epimorphism of algebras by θ : 
The following basis theorem will be used freely in the sequel.
Theorem 3.2 [3, 7] .
(ii) If w ∈ W c and w = s i 1 s i 2 · · · s i r is reduced, then the element If n is odd, we define P ′ = P ′ (n) to be the subset of P (n) consisting of the sets
together with the set
and the empty set.
If n is even, we define P ′ = P ′ (n) be the subset of P (n) consisting of the sets
together with the empty set.
Example 3.6. In type E 6 , we have
In type E 7 , we have
The importance of the set P ′ comes from the following 
Cells and the a-function
In §4, we recall the definitions of the a-function and cells arising from the monomial basis. Most of this material comes from the papers [3] and [10] , or is implicit in them. (i) The structure constant g x,y,z is either zero or a nonnegative power of δ, and, given x and y, we have g x,y,z = 0 for a unique z.
(ii) If s ∈ S and g s,y,z ∈ Z, then g s,y,z = δ, ℓ(sy) < ℓ(y) and y = z. Similarly, if
Proof. Parts 
for some d ∈ W c , so taking x = w −1 and y = d, we find that
which completes the proof of (iv). For any w, w
where g is as in Proposition 4.2.
For any w, w ′ ∈ W c , we say that w ′ ≤ R w if there exists b x such that g w,x,w ′ = 0.
For any w, w ′ ∈ W c , we say that w ′ ≤ LR w if there exist b x and b y such that
We write w ∼ L w ′ to mean that both (ii) The a-function is constant on left, right, and two-sided cells. Although it is not true that each of the monomial cells studied above is a cell in the sense of Kazhdan-Lusztig [19] , it can be shown fairly easily that each left (respectively, right, two-sided) monomial cell is a subset of some left (respectively, right, two-sided) Kazhdan-Lusztig cell.
Traces on the algebras T L(E n )
In §5, we will extend scalars and deal with a K-form of T L(E n ), where K is a field containing A and a square root of δ. (The existence of √ δ is needed for compatibility with [3] , but can ultimately be removed; see Remark 6.4.) We write
that is, linear functions τ with the property that
(dependent in principle on K and δ). The main result of §5 is that there is a basis for this vector space in natural bijection with the set P ′ of §3.
The next result shows how τ naturally induces a function P/ ∼ −→ K. 
Proof. The proof immediately reduces to the case where A and B are neighbours.
Let s (respectively, t) be the element of S corresponding to the unique element of A\B (respectively, B\A). It is immediate from the definitions that i(A) =
as required.
Proof. Suppose the values of τ (i(A)) are known for each A ∈ P . We will show how to compute the value of τ (b w ), where w ∈ W c is arbitrary.
Let us write w = xi(A)y reduced as in Proposition 4.4 (i). Using a reverse induction, we will assume that the values of τ (b w ′ ) for a(w ′ ) > a(w) = #A, if such w ′ exist, have been determined. By the defining relations of T L(E n ), we have
, and so we have shows that a(w) = a(xi(A)). By Proposition 4.2 (i), we have
for some z ∈ W c , and it is clear from the definitions that z ≤ L xi(A). By Proposition 4.4 (ii) and (iii), we see that
If a(z) > #A then our inductive hypothesis determines the value of τ (δ c b z ), which in turn determines the value of τ (b w ). We may therefore assume that a(z) = #A. To complete the proof, it is enough to show that z = i(A), because the value of τ (b z ) will then have been determined by our assumptions. 
Proof. It is clear from the definition of trace that the traces from T L K (E n ) to K form a K-vector space. Lemmas 5.1 and 5.2 show that this space has dimension at most the size ofP .
Fan [3, Theorem 5.6 .1] shows that T L K (E n ) is semisimple and that is then a direct sum of |P | matrix rings. This proves that the dimension of the space of traces is at least the size ofP , and thus that the space has the claimed dimension.
A dimension count, together with another application of lemmas 5.1 and 5.2, then shows that there are unique traces τĀ with the properties claimed, and that they form a basis.
We now come to the central definition of the paper.
where τĀ is as in Theorem 5.3.
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Corollary 5.5. Any trace τ :
Proof. It follows from Proposition 3.1 that there is a unique A-linear antiautomorphism * : T L(E n ) −→ T L(E n ) fixing the generators b s . We may extend this to a
is a product of commuting generators b s .
Given a trace τ :
is also a trace. Since τ and τ ′ agree on all elements i(A)
for A ∈ P , Lemma 5.2 shows that τ = τ ′ , and the assertion follows. 
Cellular structure and the a-funtion
In §6, we explain how the trace tr is particularly compatible with the structure of T L(E n ) as a cellular algebra, in the sense of [8] . We will not recall the complete definition of a cellular algebra here, but we summarize below the properties of the cellular structure that are important for our purposes. (
In particular, we have w 2 = 1 if and only if
(iii) Suppose that C P,Q and C R,S are arbitrary monomial basis elements, and define C T,U by the condition
(which makes sense by Proposition 4.2 (i)). If P, Q, R, S, T and U all belong
to the same two-sided cell, then P = T and S = U ; if, furthermore, we have
If it is not the case that P = T , S = U and Q = R, then we have a < a(C T,U ).
Proof. Parts (i) and (ii), which are originally due to Graham [7] , are proved in [10, Proof. Let λ be the two-sided cell containing w. We will prove the statement by induction on the partial order on two-sided cells given in Definition 6.1. Writing w = C T,U for T, U ∈ M (λ), as in Proposition 6.2 (i), and applying Proposition 6.2
(ii), we see that the condition w 2 = 1 is equivalent to T = U .
By Proposition 4.4, there exists a product of a(w) commuting generators, i(A), in
Since tr is a trace, Proposition
By Proposition 4.2 (i), we have
for some b ≥ 0 and some basis element C X,Y . There are now two cases to consider.
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The first possibility is that C X,Y comes from the two-sided cell λ. (ii), we have b ≤ a(w), and thus tr(C T,U ) = δ a for a < −a(w), as required.
Remark 6.4. The above proposition shows that we do not actually need √ δ ∈ k to define tr. From now on, we need only assume that K is a field containing A.
Proposition 6.5. If K is the field of fractions of the power series ring
then tr is a nondegenerate trace on T L K (E n ), and
where δ QR and δ P S are the Kronecker delta.
Proof. An element x of K is uniquely representable in the form We will now show that for any nonzero a ∈ T L K (E n ), we have tr(aa * ) = 0, from which the assertion follows. We have
and by clearing denominators (thus multiplying a by a nonzero scalar), we may assume that we have λ w ∈ A for all w ∈ W c . Choose w ′ with λ w ′ = 0 and N (w ′ ) := deg λ w ′ maximal, and let c w ′ be the (integer) coefficient of v
If λ w ′′ = 0 but deg λ w ′′ is not maximal, we may again define
Since the integers c 2 are strictly positive, it follows that
which completes the proof. (i) The field T L K (E n ) has a unique structure as a Z 2 -graded algebra over K ′ in which v n has degree n mod 2 and K ′ is precisely the set of elements of degree 0 mod 2.
(ii) The algebra T L K (E n ) has a unique structure as a Z 2 -graded algebra over K ′ in which v n has degree n mod 2 and the generators b s have degree 1 mod 2.
We denote the even subalgebra consisting of elements of degree 0 mod 2 by 
, and furthermore, τ (0) and τ (1) are themselves traces.
Proof. Recall from the proof of Proposition 6.5 that
so that each element x ∈ K has a unique expression of the form
where q i ∈ Q and N ∈ Z depends on x. Similar reasoning shows that the subfield K ′ of K then consists precisely of those elements for which q i = 0 whenever i is odd. Part (i) is a consequence of this construction.
The assertion of (ii) is immediate from the observation that the defining relations of Proposition 3.1 respect the given grading.
where
Our description of K ′ shows that π is a K ′ -linear map. Denoting the restriction of τ
and τ (1) are also traces, completing the proof of (iii).
Note that any trace from T L K ′ (E n ) to K ′ extends uniquely to a trace from
Lemma 6.7. The trace tr :
Proof. We use the notation of §5. Note that if A ∈ P , then i(A) is an element of T L K (E n ) of degree #A mod 2. We also have tr(i(A)) = δ #A , which is an element of K of degree #A mod 2. where for eachĀ ∈P , we have λĀ(i(A)) ∈ T L K ′ (E n ). By the first paragraph of the proof, λĀ must be homogeneous of degree #A mod 2, and tr(λĀi(A)) ∈ K ′ .
The proof is completed by the observation that any x ∈ T L K (E n ) is uniquely expressible as Proof. By Lemma 6.7, we have deg tr(b w ) = ℓ(w) mod 2, so the assertion follows from the fact that deg δ = 1. §7. tom Dieck's diagram calculus
In [2], tom Dieck introduced a diagram calculus for the algebras T L(E n ). To
give a rigorous definition of tom Dieck's diagram calculus, as we do here, we first need to recall the graphical definition of the Temperley-Lieb algebra. We start by recalling Jones' formalism of k-boxes [18] , following the approach of Martin and the author in [15] . For further details and references, the reader is referred to [11, §2] .
Definition 7.1. Let k be a nonnegative integer. The standard k-box, B k , is the set {(x, y) ∈ R 2 : 0 ≤ x ≤ k + 1, 0 ≤ y ≤ 1}, together with the 2k marked points 1 = (1, 1), 2 = (2, 1), 3 = (3, 1) , . . . , k = (k, 1), There is an obvious map from the set of concrete diagrams to the set of pair partitions of the 2k marked points. It will be evident that the image under this map is an invariant of concrete diagram equivalence. It will be evident that P B n (∅) has a subalgebra with basis the subset T k (∅). (That is to say, the disjointness property is preserved under multiplication.) We denote this subalgebra P n (∅) Because of the disjointness property there is, for each element of T k (∅), a unique assignment of orientation to its curves that satisfies the following two conditions.
(i) A curve meeting the r-th marked point of the standard k-box, where r is odd, must exit the box at that point. On the diagram D, we indicate the values of f on the clockwise connected components either by writing in the appropriate integer, or by inserting k disjoint discs (the "pillars" of [2] ).
The set of pillar diagrams arising from the set T k (∅) will be denoted T k (•).
is shown in Figure 2 . Note that there are 10 connected components, precisely 7 of which inherit a clockwise orientation. The values of f on these 7 components are 3, 2, 2, 1, 0, 0, 0.
We define an algebra P n (•), analogous to P n (∅), with the set T k (•) as a basis.
The multiplication is k-box multiplication with the added convention that function values on the connected components are additive. (This is natural if one represents the function values with pillars as in Figure 2 .)
For our purposes, we need to apply an equivalence relation on the concrete diagrams of T k (•). Locally, this is given by the relation shown in Figure 3 . (ii) for each closed loop L whose immediate interior is labelled 0 and whose immediate exterior is labelled k, relabel the immediate interior of L by k, remove L and multiply by δ; (iii) for each region R labelled by k ≥ 2 (whether or not R is a closed loop), decrease the label of R by 1 and multiply by δ.
A basis for P E n (•) may be obtained by using the notion of "reduced" diagrams given in [2, §2] and Bergman's diamond lemma [1] . However, we do not pursue this because we do not need it for our purposes.
Definition 7.7. Suppose n > 1 and 1 ≤ k < n.
The diagram E Proof. This is a routine (but important) exercise using the presentation of Proposition 3.1, and is essentially the same as the proof of [2, Theorem 2.5].
We shall see later that ρ is in fact a faithful representation. We will not determine the image of ρ, but this can be done by an inductive combinatorial argument similar to those in [9, §5] 
. §8. Existence and uniqueness of the Markov trace
There is a well-known embedding ι n : [3, §6.3] ). This means that the tower of algebras T L(E n ), equipped with the generators b s , fits into the framework of Markov traces defined in §2. We recall the definition in order to fix some notation. 
proving the assertion about the parameter.
To prove the other assertions, it suffices to show that, regarding T L K (E n ) as a subalgebra of T L K (E ∞ ), we have τ (i(A)) = δ −#A for A ∈ P = P (n). Choose Lemma 8.9. There is a well-defined K-linear map It is not hard to see that there is an algebra embedding ι
obtained by adding a vertical line on the right of the diagram. A short calculation involving diagrams shows that the trace diagrams D and ι n (D)E n are equivalent, from which part (ii) follows.
The family of traces {τ n : n ≥ 6} is compatible with the direct limit of algebras 
Proofs and applications
Proof of Theorem 1.1. We need to show that the homomorphism ρ of Proposition 7.8 is injective, and there is no loss in passing to the field of fractions
In this case, Proposition 6.5 and Theorem 8.11 show that the unique Markov trace on T L K (E n ), which can be defined on Im(ρ), is nondegenerate on T L K (E n ). The conclusion follows.
Proposition 9.1. The linear map
It is a tabular trace in the sense of [10] , and a positive generalized Jones trace in the sense of [12] .
Proof. The first assertion comes from the fact that τ
• n evaluated on a diagram (such as an element of the form ρ(b w ) for w ∈ W c ) yields a nonnegative integer power of δ.
To check that (1+v −2 ) n τ n is a tabular trace, we need to check that axiom (A5) of 
for all x ∈ T L(E n ). All that remains to check is that τ (v a(C S,T ) C S,T ) = δ S,T mod v −1 A − .
This follows from propositions 6.2 (ii) and 6.3 once we observe that we have To show that (1 + v −2 ) n τ n is a generalized Jones trace (see [12, Definition 2.9] ), two further conditions must be checked. One of these is precisely that established by Lemma 6.7; the other is that, for x, y ∈ W c , we should have
where {c w : w ∈ W c } is the canonical basis of T L(E n ) defined by J. Losonczy and the author in [14] . By [14, Theorem 3.6] , this is nothing other than the basis {b w : w ∈ W c } in this case. The corresponding property for tr (instead of (1+v −2 ) n τ n ) follows from Proposition 6.5, and the assertion for (1+v To complete the proof, we simply have to transfer the result from (1+v −2 ) n τ n to the Markov trace, which follows from the fact that (1+v −2 ) n = 1 mod v −2 A − .
The next result is an easier to use version of Theorem 1.2. Kazhdan-Lusztig basis elements, without evaluating the product (which would be difficult). Another noteworthy property of these results is that they give nonrecursive formulae for certain of the integers µ(x, y).
Remark 9.5. In [7, §9] , Graham showed that if x, w ∈ W c for T L(E n ) then µ(x, y) ∈ {0, 1}, and also produced a nonrecursive method of finding all the x with µ(x, y) = 1 for a fixed y. (In [7] , x and y are said to be "close" ifμ(x, y) = 1.) However, unlike the results above, this does not give an efficient way to compute µ(x, y) when both of x and y are specified. Corollary 9.3 can therefore be regarded as a quick way to tell if two elements are close or not.
Remark 9.6. It is possible to modify Theorem 1.2 and Corollary 9.3 so that they provide a nonrecursive way to test whether two diagrams represent the same algebra element. However, we do not pursue this here for reasons of space. 
