HRTEM Analysis
Two representative high resolution images of the Ag NPs are shown in Figure S1 . Typical reflections from (111) and (200) planes are visible, as expected from multiply twinned NPs with polyhedral shape, already observed in NPs grown with the same method. 1 In Figure S1a the Ag NP is oriented along the two-fold axis (FFT in the inset) and it is compatible with the McKay icosahedron with n = 9 (simulation of the HRTEM image and the model at the bottom, n is the number of shells around the central atom). Figure S1b reports an Ag NP with a n = 12 decahedral shape oriented along the fivefold axis (FFT in the inset) with the corresponding HRTEM simulation and the three-dimensional model at the bottom. The simulations were done using STEM_CELL, 2 with a defocus value of -60 nm, after generating the atomic positions in the polyhedron with a script in MATLAB®. An amorphous ~3 nm thick slab of amorphous carbon (brown atoms in the models) was added below the Ag NPs (gray atoms) to take into account the ultrathin support film of the TEM grid. 
UV-Vis spectrophotometry measurements
Transmittance (T), reflectance (R) and absorbance (A) curves for the quartz substrate (green lines), for the CeO2 film (blue lines) and for the Ag@CeO2 sample (red lines) are shown in Figure   S1 . T(R) represents the ratio of the light intensity transmitted through (reflected from) the sample and the incident intensity, while A is obtained by the formula A=1-T-R. The quartz substrate does not absorb up to 275 nm. The 10 nm CeO2 film spectrum shows a peak of absorbance at 300 nm 
XPS
The ceria surface stoichiometry for the CeO2 film and Ag@CeO2 sample was evaluated by fitting Ce 3d XPS spectra using Ce 3+ -and Ce 4+ -related components, following Skala et al. 3 The Ce 3d spectra of the two samples and the fitting curves are shown in Figure S4 . The concentration of Ce 3+ in the Ag@CeO2 sample is 9 % while the concentration of Ce 3+ in the 10 nm CeO2 film, is 5%, giving a stoichiometry close to CeO2 for both samples.
Boundary element simulations
In order to explain the double plasmon resonance peak originating from the Ag NPs, we performed calculations using the MNPBEM, a toolbox developed by Hohenester and coworkers. 4 This computational instrument is based on the boundary element method (BEM) approach developed by Garcia de Abajo and A. Howie 5 and it allows calculation of the absorption, scattering and extinction coefficients of metal NPs embedded in and sitting on dielectric materials. The dielectric constants for the specific photon energies were obtained from tabulated n and k values obtained by Palik (Ag) 6 and Kim (CeO2). 7 Different geometries were implemented including nanorods, spheroids and ellipsoidal The plasmonic feature at higher wavelengths compared to the dominant resonance may also originate from a collective plasmonic resonance, involving two or more NPs with mutual distance of the order of a few nm. 8 For two adjacent metallic spheres a lower-energy resonance is generated by two longitudinally aligned dipoles and it gives rise to a strongly red-shifted absorption peak in the optical spectrum. 9 To test this hypothesis, we performed some BEM simulations of two NPs with 10 nm diameter embedded in 11 nm of ceria using variable distances from 0.5 to 3.5 nm. The results, reported in Figure S6 , show that the interparticle distance needs to be smaller than 2 nm to obtain a peak with a wavelength above 550 nm ( Figure S6 ). In our sample the equivalent thickness of the Ag NP layer -5 nm, i.e. one half of a closed layer -is not compatible with such a small interparticle distance. If, for example, we hypothesize a hexagonal packing at a similar coverage, we obtain a distance between the NPs of 3.5 nm. We therefore consider unlikely for collective plasmonic resonances to significantly contribute to the absorbance peak at 550 nm.
Transient absorbance spectra at short delay times
At short delay times between the pump and the probe the Ag@CeO2 transient absorbance (TA) spectra pumped above ( Figure S7a ) and below ( Figure S7b The coefficients which gave the best fit for the different samples and the different pump energies are summarized in Table S1 . Table S1 . Parameters obtained from the fitting of the time evolution of the photoinduced absorption signal.
Injection efficiency evaluation
Figure 7a of the main text reports the density of electrons injected in the 4f levels (proportional to A(t)•t in the temporal range [50;250] ps) as a function of the incident photon density at the different pump fluences and energies. The proportionality constant  obtained from the linear fits of the data using formula (S1), fixing the intercept to 0 mOD⋅ps and using the error on the fluence as the weight of the fit, are reported in Table S2 .
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