The complementary operators method (COM) has recently been introduced as a meshtruncation technique for open-domain radiation problems in electromagnetics. The COM entails the construction of two solutions that employ absorbing boundary conditions (ABCs) with complementary behavior, i.e., the reflection coefficients associated with the two ABCs are exactly opposite each other. The average of these solutions then yields a new solution in which the errors caused by artificial reflections from the termination of grid are nearly eliminated.
Introduction
The finite-difference time-domain (FDTD) method was first introduced by Yee in 1966 [1] for the study of electromagnetic scattering problems. A similar method has been developed for simulation of acoustic and elastic wave propagation (e.g., [2] and [3] ). The method is simple, both conceptually and in terms of implementation. It is robust and can be used to study accurately a wide range of complex phenomena. Since the FDTD method can be computationally expensive, a great deal of research has been, and continues to be, concerned with finding ways to decrease computational cost, both in memory and run time, while preserving or increasing accuracy. Arguably the most active area of this research is concerned with grid termination techniques for open-domain problem. The way in which the grid is terminated, i.e., the absorbing boundary condition (ABC), often dictates the size of the grid needed to obtain an accurate solution and hence is intimately tied to computational cost. This a consequence of the fact that a simulation employing an ABC of lower accuracy generally requires a larger grid than one employing an ABC of higher accuracy to obtain results of comparable quality.
Most open-domain problems require that the FDTD grid be terminated with an ABC. Opendomain problems need not be terminated with an ABC if a grid can be constructed that is so large that the boundaries of the computational domain are causally isolated from all regions of interest. Unfortunately, this approach is infeasible for nearly all realistic simulations. Global ABCs do exist which are nominally exact (e.g., [4] ). However, these ABCs require, for each terminal point of the grid, an integration over a surface which bounds the interior of the computational domain. Therefore, global ABCs are exceeding costly for time-domain simulations and have not proven to be useful in practical applications. Alternatively, local ABCs merely depend upon the field in the immediate vicinity of each terminal node and are far less costly than global ABCs.
However, local ABCs are inherently imperfect and always reflect some spurious energy back into the computational domain. Typically the closer a local ABC is brought to the source of outgoing fields, whether an active element or a scatterer, the greater is the reflected energy (moving the ABC "closer" to the source of fields implies decreasing the size of the grid). This a consequence of the inability of traditional local ABCs to absorb evanescent energy and the fact that local ABCs typically perform poorly at grazing incidence. Nevertheless, the computational savings afforded by local ABCs outweigh their disadvantages and thus local ABCs are the ones most commonly used today. (In the remainder of the paper only local ABCs are discussed so that the "local" adjective will be dropped.)
There is another distinct approach to the termination of the FDTD grid that relies upon the use of an absorbing material. In such an approach, the absorbing material is placed adjacent to the terminal boundaries. The material is designed to absorb the energy from outgoing waves so that the amount of energy that reenters the interior of the grid via reflection from the grid termination is small. Straightforward material-based termination techniques have been available for several years (see, for example, [5, 6] ). An improved technique, employing a nonphysical splitfield formulation, was recently presented by Bérenger [7] . This technique, known as the perfectly matched layer (PML) method, was presented in the context of electromagnetic problems, but it has been adapted for acoustic and elastic modeling [8, 9, 10, 11, 12] . The performance of the PML method is such that it has attracted the attention of several researchers. Unfortunately, the quest to improve the PML method has led many researchers to put aside the search for further improvements in differential equation-based ABCs. Nevertheless, as shown here, there are still tremendous improvements that can be made in the application of such ABCs. Thus, it is nearly certain that the full potential of both differential equation-based and material-based grid truncation schemes has not yet been realized.
In this paper we provide the theoretical foundation for a new grid truncation technique known as the complementary operators method (COM) and show its application to problems in acoustics.
The superiority of the technique over other differential equation-based ABCs is demonstrated via two-and three-dimensional examples. The COM requires that two simulations be performed. In one simulation an ABC is used that reflects energy in a known manner. In the other simulation, the complement of the ABC is used so that the energy reflected by the ABC has the same magnitude but opposite phase. Then, the results of the two simulations are averaged to obtain a solution that is free of most of the energy introduced by ABC reflections. The COM was first presented in the electromagnetics literature where it was shown to yield excellent results even when using a much smaller grid than required by other traditional ABCs [13, 14, 15] . Because of the ease with which the COM can be implemented and the significant impact it can have on accuracy and computational cost, this method has the potential to increase greatly the class of acoustics problems to which FDTD can successfully be applied.
The complementary ABCs (or boundary operators) required by the COM can be formulated from a general class of boundary operators [15] ; however, in this paper we present the method specifically in terms of the Higdon ABC [16, 17] . Section 1 provides a review of Higdon's boundary operators in their differential form and demonstrates the construction of complementary operators of arbitrary order. Section 2 details the implementation of the COM in the FDTD scheme.
Section 3 provides results from two-and three-dimensional simulations that demonstrate the efficacy of the COM.
Our primary goals here are to present the theory behind the COM and to show the significant advantages it has over other differential equation-based grid truncation methods. Comparison of the COM with other grid termination techniques, such as the PML method, has been investigated elsewhere. The results presented in [18] and [19] show that the COM can yield results that are superior to the PML method while at the same time being less computationally costly. It should be noted that there is no "best" test with which to compare material-based and differential equationbased grid termination techniques. Instead, many different tests are required to isolate specific aspects of the techniques (e.g., performance at grazing angles, absorption of evanescent energy, and broad-band behavior).
Finally, we note that there is an alternative implementation of the COM method to the one presented here [20] . The scheme presented in [20] , named the concurrent complementary operators method or C-COM, does not require two separate simulations, i.e., the complementary boundary operators are realized using a single simulation. The cost associated with this implementation is an increase in memory usage (but that cost "buys" a decrease in total run time). The implementation of a C-COM solution is a straightforward extension to a COM solution and thus this paper concentrates on the basic formulation of COM for acoustic simulations. The reader interested in a concurrent formulation is referred to [20] . We further note that programs that cur rently employ a Higdon (or Higdon-like) ABC can be modified to use the COM by making changes that are trivial (a simple change of coefficients is all that is required of the existing code and then results must be averaged). To realize a C-COM solution, more substantial changes must be made to the existing code.
Differential Form of Boundary Operator
The first-order, coupled, differential equations governing linear acoustics are @ṽ @t = ? 1 rp (1) @p @t = ?c 2 r ṽ (2) whereṽ is velocity, p is pressure, is density, and c is the speed of sound. The standard FDTD algorithm is obtained by approximating the derivatives in (1) and (2) by second-order accurate central differences. The evaluation points for pressure and velocity are spatially and temporally offset from each other so that a leap-frog scheme can be constructed to express future fields in terms of past fields (see, for example, [2] or [8] for details). The usual leap-frog update equations cannot be applied to pressure nodes on the terminal boundary of the computational domain since not all of the needed adjacent fields are available there (i.e., a velocity node is needed that is outside of the grid). Instead, to update these pressure nodes, an auxiliary equation must be used and m and m are parameters. For arbitrary boundaries, the first partial derivative i n (4) should be taken with respect to the outward normal to the boundary, but the x direction is used here to be consistent with subsequent analysis. Superscripts will be used for the overall order of a boundary operator while a subscript will be used to indicate the constituent components. Thus, an individual term B m is a first-order operator whereas the operator B M is the Mth-order operator obtained from the product B 1 B 2 B M . When m is zero, B m will yield perfect absorption of plane waves incident at an angle m such that m = cos( m ). The parameter m was proposed by
Higdon as a means of controlling stability of the operator [17] . Additionally, as discussed in [21] , the m parameters can be used to absorb evanescent energy (which would otherwise experience unimodular reflection).
Assume that a plane is incident, perhaps obliquely, on a boundary corresponding to a constant x plane. Further assume, without loss of generality, that this boundary corresponds to x = 0 and over this boundary the Higdon ABC operates on the pressure as given in (3). The plane wave has unit magnitude and its x component of propagation is in the positive direction. The total pressure in the computational domain will be the superposition of the incident wave and the wave reflected from the boundary p(x; y; z; t) = e (j!t?jkxx?jkyy?jkzz) + R M e (j!t+jkxx?jkyy?jkzz) (5) where k x , k y , and k z (which may be complex) are the x, y, and z components of the wave vector, respectively, ! is frequency, and R M is the reflection coefficient of the M-th order boundary operator.
The reflection coefficient is obtained by applying (3) to (5) As before, the superscript indicates the overall order of the ABC and the subscript indicates constituent components. If the first-order operator B m were to operate by itself, R m would be the resulting reflection coefficient. The total reflection coefficient R M can be obtained from the product of the individual R m 's (with a sign correction as shown in (6)).
Consider the reflection coefficient R M associated with the first-order operator B M when M is zero and when M either is zero or approaching infinity:
The operator B M corresponding to (8) is functionally equivalent to differentiation with respect to x as is evident from inspection of (4) with and set to zero. Similarly, the operator corresponding to (9) is equivalent to differentiation with respect to t. This is clearly seen in the context of (3) if both sides are divided by M prior to taking the limit.
We define Mth-order complementary boundary operators as operators whose corresponding 
Finite Difference Implementation
Here we consider the discrete form of the boundary operators described in the previous section.
The pressure is assumed to be available at discrete points in space-time and we adopt the standard FDTD notation for those points:
p n i;j;k = p(i x; j y; k z; n t) (12) where x, y, and z, are the spatial step sizes and t is the temporal step size. The operators I, S, and T are defined to be the identity, spatial shift, and temporal shift operators, respectively.
Functionally, they perform as follows:
Ip n i;j;k = p n i;j;k
Sp n i;j;k = p n i+1;j;k
Tp n i;j;k = p n+1 i;j;k
Assuming the last grid point in the x direction is i max , the discrete form of (3) imax;j;k = 0 (16) This equation is used to obtain p n+1 imax;j;k in terms of pressures interior to the grid and previous values of the pressure on the boundary. In order to employ central differences, the discrete form of the boundary operator incorporates spatial and temporal averaging. The reader is ref erred to [16] and [17] for further details concerning the implementation of the discrete form of the boundary operator. Carrying out the multiplications and regrouping in terms of the I, S, and T operators, 
The finite-difference equivalent of (3) and (4) 
The tildes distinguish the discrete operators from the continuous ones. Now consider the discrete from of (5) 
A prime has been added to the spatial index in the y direction to distinguish it from the symbol j 
As was the case for the continuous operators (ref. (8) and (9)), these two reflection coefficients are exactly complementary. The discrete form of (10) and (11) 
It is important to note, as is clear from (30) and (31), that these two discrete boundary operators are, as were the continuous operators, exactly complementary. The fact that complementarity is also preserved numerically (i.e., when implemented using finite-precision arithmetic) will be shown in the next section.
Numerical Results
In this section two problems are considered to study the behavior of the ABCs. The first is simply propagation in a homogeneous region while the second is propagation about a pressure-release (Dirichlet boundary condition) sphere. Although analytic solutions are available for both these problems, comparisons are made to reference solutions also obtained from FDTD simulations. If results were compared to analytic solutions, numerical artifacts inherent in the FDTD technique other than those caused by the grid termination (e.g., grid dispersion) could make meaningful interpretation difficult. Hence, the FDTD reference solutions, which use large grids to eliminate boundary errors over the duration of the simulations, permit the ABC errors to be se parated from any other numeric artifacts.
First we demonstrate that the numerical implementation ofB M 0 andB M 1 yields complementary results even when the error associated with the individual operators is large. Consider the two-dimensional problem depicted in Fig. 1 which is, ideally, the equivalent of a point source (three-dimensional line source) radiating in a homogeneous medium. The source is realized by adding a Ricker wavelet to the update equations for the source node. (This yields a transparent source that introduces fields into the computational domain without scattering them. See [22] for further discussion of the implementation of transparent sources.) The maximum value of the source function is unity (arbitrary units). The discretization is such that the peak frequency of the wavelet is sampled at 32 points per wavelength. The Courant number (c t= x) is 0.95 times the two-dimensional limit of 1= p 2 and the spatial step size is the same throughout the grid. Three simulations were performed. In the first, the boundary operator wasB 2 0 with 1 = 1 and 1 = 0 (these parameters will provide perfect absorption for a plane wave normally incident on the boundary);
in the second, the boundary operator wasB 2 1 with, again, 1 = 1 and 1 = 0; the third simulation was a reference solution in which all the boundaries of the computational domain were causally isolated from the observation point over the duration of the simulation. We label the results from these three simulations COM 2 0 , COM 2 1 , and REF. show that the error in the two ABC-terminated solutions are complementary, Figure 3 shows plots of the difference between the reference solution and the complementary solutions, i.e., plots of the error in the two solutions. Note that these error plots appear to be exactly opposite each other.
The ultimate COM solution for this problem, which we label COM 2 , is the average of the two complementary run; thus, at each time step COM 2 = (COM 2 0 + COM 2 1 )=2. A plot of COM 2 is indistinguishable from the reference solution and does not warrant a separate figure. Instead, it is instructive to plot the error in COM 2 . Figure 4 shows the logarithm (base 10) of the absolute value of the difference between REF and COM 2 as a function of time. The significance of this plot is that the difference between the two solutions hovers around the numeric noise floor for double precision numbers. (Double precision arithmetic yields between fourteen and fifteen digits of precision. Given that the peak value of the observed pressure has a magnitude of approximately 10 ?2 , the numeric noise floor should be in the range of 10 ?16 to 10 ?17 . This is precisely the range of errors seen in Fig. 4 .) We must add, however, that this problem was constructed so that there are no multiple reflections. As was mentioned at the end of Sec. 1, the ABC-induced errors associated with an even numbers of multiple reflections add rather then cancel.
To demonstrate the performance of the COM in three dimensions, we consider the pressure about a pressure-release sphere (i.e., the Dirichlet boundary condition is enforced over the surface of the sphere) that is insonified by an isotropic point source. This problem is designed to provide a stringent environment for testing the performance of ABCs and is not, per se, designed to provide a realistic model of any particular physical system. Thus, this study was performed all in terms of non-dimensional units, e.g., the number of points per wavelength and the Courant number. The source node is a pressure node where the pressure is given by a Ricker wavelet. However, unlike before, the usual update equation does not apply at this one node. In that sense the source node itself is "hard," i.e., it will scatter any field incident upon it. The discretization is such that there are 20 points per wavelength at the peak spectral content of the wavelet. Hence, the diameter of the sphere corresponds to one wavelength of the most energetic portion of the insonification. The locations of the source and observation points are as shown in Fig. 5 . Since the observation point is on the opposite side of the sphere from the source and the boundary of the computational domain is, at its closest point, only nine cells away from the sphere, the quality of the ABC significantly influences the observed field. Since the fields at the observation point are small relative to the peak amplitude of the source pulse, the source function was scaled by a factor of 5000. This was done solely to facility plotting and, since the units of pressure can be chosen arbitrarily, has no effect on the interpretation of the results.
The boundary is terminated either usingB 4 0 1 ). Thus, no attempt was made to "tune" the ABC parameters to the particular problem at hand or optimize the coefficient for a general problem. However, it should be noted that if a set of parameters can be found that improves the performance of the Higdon ABC, the benefit realized by using the same set of parameters in a COM formulation should be even greater (i.e., the square of that realized using an un-complemented formulation).
Note that the reflection coefficients, and hence the ABC-induced errors, for the COM 4 0 and 
Conclusions
By averaging the results obtained from two simulations in which complementary boundary operators are used, ABC-related errors can be significantly reduced. The final result is superior to that which can be obtained using a higher-order ABC by itself. The construction of complementary operators is relatively simple. In fact, any acoustic code which currently employs a Higdon ABC can be modified with little effort to use complementary operators. One merely has to employ different sets of coefficients for the boundary update equations (i.e., other than a change of constants, no other modifications are needed). The cost of using the COM is that two simulations must be performed. However, given the quality of the results obtained, this cost can be more than offset by the use of a smaller computational domain (see [15] for a discussion of this point). Additionally, in situtations where one is willing to trade an increase in memory for a reduction in total computation time, a concurrent-COM scheme has been presented elsewhere [20] .
As demonstrated here, the COM applies equally well to two-and three-dimensional acoustics problems. It is further anticipated that the complementary operators method can be applied to Coordinates are relative to the center of the sphere. The boundary is terminated using eitherB 4 0 orB 4
Boundary of
1 . The reference solution is obtained using a large grid that causally isolated the boundaries from the observation point over the duration of the simulation. 
