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Abstract
Following the main ideas of X.H. Wang [Remarks on some quadrature formulas, Math. Numer. Sin. 3 (1978)
76–84 (in Chinese)], we give a unified treatment of error estimates for a general quadrature rule satisfying a natural
condition with integrand or its derivatives being of bounded variation or absolutely continuous. We also generalize
theorems concerning Ostrowski’s inequality in N. Ujevic´ [A generalization of Ostrowski’s inequality and applica-
tions in numerical integration, Appl. Math. Lett. 17 (2004) 133–137] with the differentiability conditions weakened.
© 2004 Elsevier Ltd. All rights reserved.
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1. Introduction
Recently, Ujevic´ [2] proved the following generalization of Ostrowski’s inequality.
Theorem 1. Let I ⊂ R be an open interval and a, b ∈ I, a < b. If f : I → R is a differentiable function
such that m ≤ f ′(t) ≤ M,∀ t ∈ [a, b], for some constants m, M ∈ R, then we have∣∣∣∣∫ b
a
f (t) dt −
[
λ
2
( f (a) + f (b)) + (1 − λ) f (y) − m + M
2
(1 − λ)
(
y − a + b
2
)]
(b − a)
∣∣∣∣
≤ M − m
2
[
(b − a)2
4
(λ2 + (1 − λ)2) +
(
y − a + b
2
)2]
, (1.1)
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where a + λ(b − a)/2 ≤ y ≤ b − λ(b − a)/2 and λ ∈ [0, 1].
The inequality (1.1) is a perturbed generalization of an inequality obtained in [3]. Using (1.1), Ujevic´
further obtained the following error estimation for the composite trapezoidal rule.
Theorem 2. Let f ∈ C1[a, b] and a = t0 < t1 < · · · < tn = b be an equidistant subdivision of the
interval [a, b] such that ti+1 − ti = h = (b − a)/n, i = 0, 1, . . . , n − 1. Then there holds
lim
n→∞ n R( f ; Tn) = 0, (1.2)
where Tn denotes the trapezoidal rule and
R( f ; Tn) :=
∫ b
a
f (t) dt − Tn ≡
∫ b
a
f (t) dt − h
[
1
2
f (a) +
n−1∑
i=1
f (ti) + 12 f (b)
]
.
Using an elementary proof, Cruz-Uribe and Neugebauer in [4] proved among others that (1.2) is valid for
both the trapezoidal and Simpson’s rules if f is absolutely continuous on [a, b]. Further, they gave error
estimates for the trapezoidal and Simpson’s rules when f ′ is absolutely continuous on [a, b]. Specifically,
they proved the following result (we make a slight modification to fit into our purpose here).
Theorem 3. Let f : [a, b] → R be such that f ′ is absolutely continuous on [a, b]. Then there holds
lim
n→∞ n
2 R( f ; Tn) = −(b − a)
2
12
( f ′(b) − f ′(a)),
lim
n→∞ n
2 R( f ; Sn) = 0,
(1.3)
where Sn denotes Simpson’s rule, that is,
Sn = h6
{
f (a) + 2
n−1∑
i=1
f (ti) + 4
n−1∑
i=0
f
(
ti + ti+1
2
)
+ f (b)
}
.
They further suspected that the asymptotic behavior of R( f ; Tn) and R( f ; Sn) for absolutely continuous
functions is the same as that for continuous functions of bounded variation.
In this short note, following the main ideas of Wang [1], we give a unified analysis of this question.
Roughly speaking, the error R( f ; Tn) for an absolutely continuous function assumes the same order
as that for a function of bounded variation but with a different constant. The error R( f ; Sn) behaves
similarly. Actually, the asymptotic behavior of the error of a general quadrature rule is described and
includes that of R( f ; Tn) and R( f ; Sn) as a special case. Also, we provide an alternative approach to the
results of the types (1.1)–(1.3).
2. A perturbed Ostrowski’s inequality
We begin with the Euler–Maclaurin formula in the spirit of Wang [1].
Theorem 4. Let f : [a, b] → R be continuous functions of bounded variation on [a, b] and n be a
positive integer. Then∫ b
a
f (t) dt = h
{
n−1∑
i=0
f (ti + xh) − ( f (b) − f (a))B1(x)
}
+ R(1)n ( f ; x), (2.1)
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where x ∈ [0, 1] and
R(1)n ( f ; x) = h
∫ b
a
B˜1
(
x − n t − a
b − a
)
d f (t), (2.2)
B˜1(t) = B1(t − 
t), B1(t) = t − 12 , and 
t is the integer part of t .
We give the proof using the technique of Wang [1].
Proof.
R(1)n ( f ; x) = h
∫ b
a
B˜1
(
x − n t − a
b − a
)
d f (t)
= h
n−1∑
i=0
∫ ti+1
ti
B˜1
(
x − n t − a
b − a
)
d f (t)
= h
n−1∑
i=0
∫ 1
0
B˜1(x − t) d f (ti + th)
= h
n−1∑
i=0
{∫ x
0
B1(x − t) d f (ti + th) +
∫ 1
x
B1(x + 1 − t) d f (ti + th)
}
= h
n−1∑
i=0
{
f (ti + th)B1(x − t)
∣∣∣∣t=x
t=0
+ f (ti + th)B1(x + 1 − t)
∣∣∣∣t=1
t=x
+
∫ x
0
f (ti + th) dt +
∫ 1
x
f (ti + th) dt
}
= ( f (b) − f (a))B1(x)h − h
n−1∑
i=0
f (ti + xh) +
∫ b
a
f (t) dt,
which is equivalent to (2.1) in view of (2.2). 
It is worth mentioning that the highlight of (2.1) is the freedom to choose x ∈ [0, 1] compared to the
classical Euler–Maclaurin formula as can be found in [5].
Now we state our first result.
Theorem 5. Let f : [a, b] → R be absolutely continuous on [a, b] such that | f ′(t)| ≤ K, a.e. t ∈ [a, b].
Then for all λ, x ∈ [0, 1], we have∣∣∣∣∫ b
a
f (t) dt −
[
λ
2
( f (a) + f (b)) + (1 − λ) f (a + x(b − a))
]
(b − a)
∣∣∣∣
≤ K (b − a)2C(λ, x), (2.3)
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where
C(λ, x) =

1
2
(
λ2 − λ + 1
2
)
+
(
x − 1
2
)2
, 0 ≤ x ≤ 1
2
λ,(
1 − 1
2
λ
)2
− (1 − λ)x + 1
2
(λ − 1), 1
2
λ ≤ x ≤ 1 − 1
2
λ,
1
4
(λ2 + 2λ) + (1 − λ)x − 1
2
, 1 ≥ x ≥ 1 − 1
2
λ.
(2.4)
Remark 6. The advantage of this theorem is that we have two parameters λ, x to choose.
Proof. An absolutely continuous function is certainly of bounded variation, so Theorem 4 applies.
Choosing x = 0 and n = 1 in (2.1), we have in this case∫ b
a
f (t) dt = b − a
2
( f (a) + f (b)) + (b − a)
∫ b
a
B˜1
(
− t − a
b − a
)
f ′(t) dt. (2.5)
Choosing n = 1 in (2.1), we have∫ b
a
f (t) dt = (b − a)( f (a + x(b − a)) − ( f (b) − f (a))B1(x))
+ (b − a)
∫ b
a
B˜1
(
x − t − a
b − a
)
f ′(t) dt
= (b − a)
{
f (a + x(b − a)) −
∫ b
a
(
B˜1
(
x − t − a
b − a
)
− B1(x)
)
f ′(t) dt
}
. (2.6)
Multiplying both sides of (2.5) and (2.6) by λ and 1 − λ, respectively, and simplifying yield∫ b
a
f (t) dt = (b − a)
[
λ
2
( f (a) + f (b)) + (1 − λ) f (a + x(b − a))
]
+ (b − a)2
∫ 1
0
[λB˜1(−t) + (1 − λ)(B˜1(x − t) − B1(x))] f ′(a + (b − a)t) dt.
Thus, a straightforward calculation gives∣∣∣∣∫ b
a
f (t) dt − (b − a)
[
λ
2
( f (a) + f (b)) + (1 − λ) f (a + x(b − a))
]∣∣∣∣
≤ K (b − a)2
∫ 1
0
∣∣−λB˜1(t) + (1 − λ) (B˜1(x − t) − B1(x))∣∣ dt
= K (b − a)2
∫ x
0
∣∣∣∣t − 12λ
∣∣∣∣ dt + ∫ 1
x
∣∣∣∣t + 12λ − 1
∣∣∣∣ dt
= K (b − a)2C(λ, x).
This completes the proof. 
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Corollary 7. Let f : [a, b] → R be absolutely continuous on [a, b] such that m ≤ f ′(t) ≤ M,
a.e. t ∈ [a, b]. Then,∣∣∣∣∫ b
a
f (t) −
[
λ
2
( f (a) + f (b)) + (1 − λ) f (y) − M + m
2
(1 − λ)
(
y − a + b
2
)
(b − a)
]∣∣∣∣
≤ M − m
2
C(λ, x)(b − a)2, (2.7)
for all λ, x ∈ [0, 1] and y = a + x(b − a).
Remark 8. If f ∈ C1[a, b] and m ≤ f ′(t) ≤ M,∀ t ∈ [a, b], then f is of course absolutely
continuous. And if a + λ(b − a)/2 ≤ y ≤ b − λ(b − a)/2, then (1/2)λ ≤ x ≤ 1 − (1/2)λ and
thus C(λ, x) = (1/4)(λ2 + (1 − λ)2) + (x − 1/2)2. This indicates that Theorem 1 holds under a weaker
assumption.
Remark 9. Setting λ = 1/3, x = 11/12 in (2.7), we have
C
(
1
3
,
11
12
)
= 11
36
,
and thus∣∣∣∣∫ b
a
f (t) dt − b − a
6
[
f (a) + 4 f
(
a + 11b
12
)
+ f (b)
]
+ 5(M + m)
36
(b − a)2
∣∣∣∣
≤ 11
72
(M − m)(b − a)2. (2.8)
Estimates, such as (2.8), do not follow from (1.1) in general, however, Corollaries 1–4 in [2] are valid if
f is merely absolutely continuous on [a, b] such that m ≤ f ′(t) ≤ M , a.e. t ∈ [a, b].
Proof. Let g(t) = f (t) − ((M + m)/2)t . Then g : [a, b] → R is also absolutely continuous on [a, b]
and |g′(t)| ≤ (M − m)/2, a.e. t ∈ [a, b]. It is easy to verify that∫ b
a
g(t) dt −
[
λ
2
(g(a) + g(b)) + (1 − λ)g(y)
]
(b − a)
=
∫ b
a
f (t) dt −
[
λ
2
( f (a) + f (b)) + (1 − λ) f (y) − M + m
2
(1 − λ)
(
y − a + b
2
)]
(b − a).
Applying Theorem 5 to g with K replaced by (M − m)/2 leads to the desired conclusion. 
3. Error estimates for numerical integration
Theorem 4 can be generalized to the following (cf. [1]).
Theorem 10. Let f : [a, b] → R be such that its (r − 1)th derivative f (r−1) is of continuous bounded
variation for some positive integer r. Then for any x ∈ [0, 1], we have∫ b
a
f (t) dt = h
n−1∑
i=0
f (ti + xh) −
r∑
ν=1
f (ν−1)(b) − f (ν−1)(a)
ν! Bν(x)h
ν + R(r)n ( f ; x), (3.1)
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where
R(r)n ( f ; x) =
hr
r !
∫ b
a
B˜r
(
x − n t − a
b − a
)
d f (r−1)(t), (3.2)
and B˜r(t) := Br(t − 
t) while Br(t) is the rth Bernoulli polynomial.
Proof. The proof is based on the main ideas of Wang [1]. The main idea is to use induction on r and
integration by parts. The part of r = 1 is proved in Theorem 4. Integration by parts in the sense of
Riemann–Stieltjes, we have for r ≥ 2 that
R(r)n ( f ; x) =
hr
r ! f
(r−1)(t)B˜r
(
x − n t − a
b − a
)∣∣∣∣t=b
t=a
+ h
r−1
(r − 1)!
∫ b
a
f (r−1)(t)B˜r−1
(
x − n t − a
b − a
)
dt.
= f
(r−1)(b) − f (r−1)(a)
r ! Br(x)h
r + R(r−1)n ( f ; x),
since B˜ ′r(t) = r B˜r−1(t). The proof is complete. 
Now we turn to consider a general quadrature rule and discuss the asymptotic behavior of its error which
we promise to do.
Theorem 11 (cf. [1]). Suppose that the following quadrature rule∫ 1
0
f (t) dt =
m−1∑
j=0
p j f (x j ) (3.3)
is exact for any polynomial of degree ≤ r − 1 for some positive integer r. Let f : [a, b] → R be such
that its (r − 1)th derivative f (r−1) is continuous of bounded variation for some positive integer r. Then
we have∫ b
a
f (t) dt = h
n−1∑
i=0
m−1∑
j=0
p j f (ti + x j h) + R(r)n ( f ), (3.4)
where
R(r)n ( f ) = hr
∫ b
a
Gr
(
n
t − a
b − a
)
d f (r−1)(t), (3.5)
and
Gr (t) = 1
r !
m−1∑
j=0
p j (B˜r(x j − t) − Br(x j )). (3.6)
Proof. We first note
m−1∑
j=0
p j Bν(x j ) =
∫ 1
0
Bν(x) dx = 0, 1 ≤ ν ≤ r − 1. (3.7)
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The first equality holds due to (3.3) being exact for any polynomial of degree ≤ r − 1 and the second is
a well known property of the Bernoulli polynomials. Now setting x = x j in (3.1), multiplying both sides
of (3.1) by p j , summing from j = 0 to m − 1, from (3.1), (3.7) and the following readily checked fact
f (r−1)(b) − f (r−1)(a)
r ! Br(x)h
r = hr
∫ b
a
Br(x) d f (r−1)(t),
we obtain∫ b
a
f (t) dt = h
n−1∑
i=0
m−1∑
j=0
p j f (ti + x j h)
+ h
r
r !
∫ b
a
m−1∑
j=0
p j
(
B˜r
(
x j − n t − ab − a
)
− Br(x j )
)
d f (r−1)(t),
which is equivalent to (3.4) in view of (3.5) and (3.6). 
Theorem 12 (cf. [1]). Let (3.3) be exact for any polynomial of degree ≤ r − 1 for some positive integer
r. If f : [a, b] → R is such that its (r − 1)th derivative f (r−1) is a continuous function of bounded
variation on [a, b], we then have
|nr R(r)n ( f )| ≤ Cr(b − a)r
b∨
a
( f (r−1)), (3.8)
where
Cr := 1
r ! sup0<t<1
∣∣∣∣∣m−1∑j=0 p j (B˜r(x j − t) − Br(x j ))
∣∣∣∣∣ .
If further f (r−1) is absolutely continuous on [a, b], we then have
lim
n→∞ n
r R(r)n ( f ) = Kr (b − a)r
∫ b
a
f (r)(t) dt, (3.9)
where
Kr := − 1
r !
m−1∑
j=0
p j Br(x j ).
Remark 13. The constants Cr and Kr are independent of n and (3.8) is sharp in the sense that there
exists a function such that the equality in (3.8) holds true but we refer the interested readers to [6] and
leave the details here. The error order in (3.8) and (3.9) are the same, however, the constants Cr and Kr
are different in general. This can be seen by a straightforward calculation (see examples below).
Proof. It follows from (3.5), (3.6) and the periodicity of B˜r(t) (with period 1) that
|R(r)n ( f )| ≤ hr sup
a<t<b
∣∣∣∣Gr (n t − ab − a
)∣∣∣∣
b∫
a
|d f (r−1)(t)|
= hr sup
0<t<1
∣∣∣∣∣m−1∑j=0 p j (B˜r(x j − nt) − Br(x j ))
∣∣∣∣∣ b∨
a
( f (r−1))
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= hr sup
0<t<1
∣∣∣∣∣m−1∑j=0 p j (B˜r(x j − t) − Br(x j ))
∣∣∣∣∣ b∨
a
( f (r−1))
= Cr
(
b − a
n
)r b∨
a
( f (r−1)).
This proves (3.8). If f (r−1) is absolutely continuous, we have from Theorem 11 that
nr R(r)n ( f ) =
(b − a)r
r !
m−1∑
j=0
p j
∫ b
a
(
B˜r
(
x j − n t − ab − a
)
− Br(x j )
)
f (r)(t) dt
= (b − a)
r+1
r !
m−1∑
j=0
p j
∫ 1
0
(B˜r(x j − nt) − Br(x j )) f (r)(a + (b − a)t) dt.
We obtain on using Fejér’s Lemma (see, e.g. [7, p.49]) and the periodicity of B˜r(t),∫ 1
0
B˜r(x − nt) f (r)(a + (b − a)t) dt →
∫ 1
0
B˜r(x − t) dt
∫ 1
0
f (r)(a + (b − a)t) dt = 0.
Now (3.9) follows immediately. 
We finally remark that if (3.3) has degree of precision r − 1 then Cν and Kν exist for all 1 ≤ ν ≤ r since
in this case (3.3) is exact for any polynomial of degree ≤ ν − 1. We obtain from (3.7) and the definition
of Kν that
Kν = 0, if 1 ≤ ν < r,
which implies
lim
n→∞ n
ν R(ν)n ( f ) = 0, if 1 ≤ ν < r. (3.10)
It is well known that Simpson’s rule has degree of precision 3 (r = 4). From (3.10), we have for any
function f such that f (ν−1) is absolutely continuous
lim
n→∞ n
ν R( f ; Sn) = lim
n→∞ n
ν R(ν)n ( f ) = 0, for 1 ≤ ν ≤ 3, (3.11)
and we have from (3.9) if f ′′′ is absolutely continuous
lim
n→∞ n
4 R( f ; Sn) = lim
n→∞ n
4 R(4)n ( f ) = −
1
2880
(b − a)4
∫ b
a
f (4)(t) dt. (3.12)
Similarly, we have for the trapezoidal rule
lim
n→∞ n R( f ; Tn) = limn→∞ n R
(1)
n ( f ) = 0, if f is absolutely continuous; (3.13)
lim
n→∞ n
2 R( f ; Tn) = lim
n→∞ n
2 R(2)n ( f ) = −
1
12
(b − a)2
∫ b
a
f ′′(t) dt, (3.14)
provided that f ′ is absolutely continuous. These indicate that Theorems 2 and 3 are consequences of
(3.9) and (3.10).
We end this section with some examples of Cν (cf. [1]).
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The trapezoidal rule:
C1 = 12 , C2 =
1
8
(
cf. K2 = − 112
)
.
Simpson’s rule:
C1 = 13 , C2 =
1
24
, C3 = 1324 , C4 =
1
1152
(
cf. K4 = − 12880
)
.
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