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0. Introduction 
The graph rewriting systems with priorities (PGRSs) have been defined in [3,4], 
where some illustrating examples show how the PGRSs allow one to describe and 
prove some classical algorithms on graphs and distributed systems. Let us recall the 
features of this model: A PGRS is a finite set of rewriting rules; these rewriting rules do 
not change the underlying graph but only the labels of vertices or the labels of edges; 
there is a partial order (called priority) on the set of rules which works as follows: it 
occurs in the case where two occurrences of rewriting rules are overlapping, and then 
the rule (if any) with minor priority may not be applied whereas, in the case of 
nonoverlapping occurrences, anyone may freely be applied. That is, this priority is 
purely local (which is a natural feature for expressing distributed computations), 
unlike many other models where the priority is global (see, for example, the Markov 
algorithms [17] or the ordered grammars [lo]). Hence, the priority allows one to 
control locally the order in which rules are applied and to have invariants during the 
computing process, which is very useful to construct proofs. 
In this paper we study the computational power of the noetherian PGRSs. First we 
are interested in the effect of the priority: Are the PGRSs strictly more powerful than 
the GRSs (i.e. the PGRSs without priority)? We prove, on the one hand, that the 
priority is necessary in the general case (i.e. the PGRSs are strictly more powerful than 
the GRSs) and, on the other hand, that it is useless whenever, working with bounded- 
degree graphs, the degree of the vertices is known (i.e., in this case, the priority does 
not add expressive power). 
Next we introduce the notion of safe PGRS with respect to a given property P. AS the 
PGRSs code algorithms on graphs, in many cases, the requirement of confluence is 
not needed. For example, if we want to construct a spanning tree for a given graph, it 
is not forbidden that two computations produce two different spanning trees: the 
requirement is to obtain always a spanning tree, but not necessarily the same for two 
computations; the confluence is not for the graph obtained but for the property “to be 
a spanning tree”. In this way, we consider the PGRSs as recognizers for sets of graphs 
and we say that a PGRS is a sufe recognizer, when, for a given graph, any computation 
decides whether the graph is recognized or not. Then the class of sets of graphs safely 
recognizable by some PGRS is a boolean algebra. As the class of graphs so recognized 
does not seem to be very large, we consider graphs which have exactly one vertex 
distinguished (they are called l-graphs, as in [S]). First we show that one cannot 
obtain a l-graph from a graph and we prove that there is a gap between the 
recognizing power for graphs and the recognizing power for l-graphs: each set of 
1 -graphs definable in first-order logic is safely recognized by a PGRS; this is not so for 
graphs. Moreover, some sets of l-graphs safely recognizable by PGRSs are not 
definable in first-order logic. 
When one deals with computations on graphs, it is useful to have an ordering 
relation on the vertices (see [6, 7, 151). So, l-graphs on which linear order is safely 
constructible by a PGRS are considered. Then, in this case, it is proved that every set 
of 1 -graphs definable in monadic second-order logic is safely recognizable by a PGRS 
and that the converse does not hold. In the general case of l-graphs, no answer is 
given about the monadic second-order logic. 
Next we are interested in some particular graphs: trees and words. First, for the 
trees, there is no difference between trees and rooted trees in so far as the computation 
power of the PGRSs. Concerning the bounded-degree trees, the PGRSs are strictly 
more powerful than the usual tree automata (cf. [12]). Finally, the case of words is 
investigated; we show that the PGRSs recognize exactly the class of context-sensitive 
languages, which is not surprising by workspace considerations. 
The paper is organized as follows. Section 1 contains definitions and notations. In 
Section 2, we discuss the concept of priority. Section 3 introduces the notion of safety. 
Section 4 concerns the PGRSs as recognizers. Sections 557 deal with l-graphs. In 
Section 8 we investigate the possibility of coding the orientation. Section 9 discusses 
the trees and Section 10 the words. 
1. Definitions and notations 
In this paper a (simple) nonoriented yroph G( r/,, E,) is defined as a finite set V, of 
vertices and a set EG of edges (an rdye is a subset, of cardinality 2 or 1, of Vc). An 
oriented yruph G( V,, A,) is defined as a finite set Vc of vertices and a set A, of arcs (an 
arc is an element of the Cartesian product VG x VG). As much as possible, we shall treat 
nonoriented graphs and oriented graphs simultaneously: so, yruph means nonoriented 
graph or oriented graph. Graphs are often denoted by G. 
Let e= (I., I,‘) be an edge of a graph G; e and 2‘ are said to be incident. The deyree of 
a vertex 1‘ in G is the number of edges incident to 1’. Let k be an integer; a graph G is 
a k-hounded-deywe yruph if every vertex of G has a degree less than or equal to k. 
A puth in an oriented graph G( VG, A,) is a sequence of vertices uo, . . . . vk, where 
each (ri, vi+, ) is in AG, k is the /myth of the path. A path is sinlple if the sequence is 
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injective. In a nonoriented graph, the paths are called chains. The distance between 
two vertices u, v’ in a graph G is the length of the shortest path (or chain) between v and 
v’. The diameter of a graph G is the greatest integer which is equal to the distance of 
some pair of vertices of G. A cycle is a simple path such that the edge {vk,vO} is in EG. 
A graph G is connected if there is a path between any two vertices. A nonoriented 
graph is a tree if it is connected and acyclic. 
A 1-sourced graph (or simply a l-graph) is a graph G which has a distinguished 
vertex called the source of G (cf. [S]). We consider, in what follows, that the source is 
characterized by a special label. 
In the sequel E, denotes a set of edges or a set of arcs. A lube/led graph G( V,, Ea, A) 
(or (G, 2) for short) is a graph G( Vc, E,) where /z =(&, j.E) is a pair of mappings from 
VG (Ea) into a finite set of label CV (C,). The mapping 3. is a labellingfinction and 
G( V,, E,) is the underlying graph. Let L be a label; 1 LIa denotes the number of 
L-labelled vertices in G. Let us note that all graphs may be considered as labelled 
graphs. The set of all labelled graphs is denoted by SG. 
A labelled graph G( V,, E,, 2) is isomorphic to a labelled graph G’( VG,, EG,, A’) if 
there is a pair cp =((p,,, (Pi) of one-to-one mappings cpV: V,+ VGs, cpE: EG+EGS such 
that (P~((s, t))=( q+(s), q”(t)) for every (s, t) in EG and &, 0 ‘pV and j+, 0 qE=AE. 
A labelled graph G( VG, EG, 1.) is a subgraph of G’( V,., Ear, A’) if V, is included in 
Va. and EG is included in E,. and 2 is equal to A’ on Vc and on EG. If a subgraph G of 
G’ is isomorphic to a labelled graph G”, G is called an occurrence of G” in G’. Two 
occurrences 0( Vo, Eo, I.) and O’( Vo,, Eo,, I’) are overlapping in G if the set of vertices 
Van Vo, is not empty. 
A subgraph G of a graph G’ is a connected subgraph if there is a chain between any 
pair of vertices of G. A spanning tree of a connected graph G is a subgraph of G which 
is a tree and which contains all the vertices of G. Let L be any label; a subgraph G is 
L-connected if G is a connected subgraph and all the vertices of G have an L-label. 
1.2. Graph rewriting systems with priorities 
A graph rewriting rule r is a pair ((G,, I), (G,, I’)) of two labelled connected graphs 
having the same underlying graph G,; we write (G,,l)-;t(G,,I’). If (G,,I,) is an 
occurrence of (G,, 1) in any graph (G, A), (G, 3.) may be rewritten in (G, 2’) by r, which 
will be denoted by (G, 1.)~ (G, j”‘), where 2’ is equal to 2 except on G,, where A’ is 
equal to I’. 
A graph rewriting system with priority (PGRS) is a finite set R of graph rewriting 
rules equipped with a partial order <, called priority, which works as follows: one 
may apply in (G, i_) a rule r on an occurrence 0, of (G,, 1) if 0, is not overlapping with 
an occurrence of a more priority rule of R. One writes (G, 1.)~ (G, 1’); then we 
consider in the reflexive-transitive closure of -;; denoted by a. In the following, we 
consider only the sequential behaviour of the PGRSs, i.e. at each rewriting step, 
among all the occurrences which may be rewritten (w.r.t. the priority), one of them is 
chosen and the corresponding rewriting rule is applied. 
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A graph (G, 1”) is said to be irreducible with respect to a PGRS R if (G, A) contains no 
occurrence of any rule of R. Then each PGRS R induces a function Irred,, from SG 
(the set of all labelled graphs to P(SG) (the power-set of SG), defined by 
V(G,L)sSG, Irred,((G,E.))={(G,/1’)i(G,i)$(G,1’) and 
(G, 3.‘) is irreducible w.r.t. R >. 
A PGRS R works only on graphs in some subset of SG, the domain of Irred,, which 
is denoted by D(R). 
In the following, all the PGRSs will be assumed to be noetherian; hence, the set 
Irred,((G, 3.)) is not empty for every graph G in D(R). To prove that a given PGRS is 
noetherian, the usual way is to produce a noetherian order which is compatible with 
the given PGRS (see [3,4]); this method is illustrated in the following. 
1.3. Logic for espressing graph properties 
We recall here a few definitions about sets of graphs definable by logic formulas, 
which may be found in [S]. Any labelled graph may be defined as a logical structure 
(~G,&,(lab,,.),Ec,, (edg,,,),,eF), where Vc is the set of vertices, EG the set of edges, 
CV a set of vertex labels and CE is a set of edge labels. Moreover, the meaning of the 
predicates is the following: 
lab,,,(v) is true iff the vertex v has an u-label in G, 
edg,, c(e, u, v’) is true iff e is the edge (a, L”) in G and has a b-label in G. 
To define sets of graphs, one considers formulas built by using individual variables 
(vertex variables or edge variables), set variables (sets of vertices or sets of edges) and 
binary-relation variables (subsets of VG x VG or Ec; x EG or Vc x E, or V, x E,). 
Atomic formulas are the following: 
(1) x=x’, where x,x’ are two vertices or two edges, 
(2) lab,(a), where v is a vertex, 
(3) edg,(e, 21, z:‘), where e is an edge and U, U’ are two vertices, 
(4) XEX, where X is a set of vertices or a set of edges, 
(5) (x, y)cR, where R is a binary relation included in a Cartesian product X x Y with 
X, which is a set of vertices or a set of edges; the same for Y. 
Ajrst-orderformulu is a formula formed with the atomic formulas (l))(3) together 
with the boolean connectives OR, AND, NOT and the individual quantifications 
Vx, 3x (where x is a vertex or an edge). 
A monadic second-order formula is a formula formed with the atomic formulas 
(l))(4) together with the boolean connectives OR, AND, NOT, the individual quan- 
tifications V’x, 3x (where x is a vertex or an edge) and the set quantifications VX, 3X 
(where X is a set of vertices or a set of edges) 
A second-order ,formula is a formula formed with the atomic formulas (l)-(5) 
together with the boolean connectives OR, AND, NOT, the individual quantifications 
Vx, 3x (where x is a vertex or an edge), the set quantifications VX, 3X (where X is a set 
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of vertices or a set of edges) and the binary-relation quantifications VR, 3 R (where R is 
a binary relation). 
Let X be F or MS or S, a set 9 of labelled graphs is dejinable in XOL if there is 
a closed XOL-formula F (i.e. a formula without free variable) such that (G, R) belongs 
to .Y iff (G,i,) satisfies F. 
2. PGRSs versus GRSs 
Here we compare the powers of PGRS and GRS (where the GRSs are PGRSs 
whose priority is the empty set). By the following example, the intuition that the 
PGRSs are strictly more powerful than the GRSs is confirmed. 
Example 2.1. There exists a PGRS which does not rewrite the edges and is such that 
the following property (P) holds: 
(P) For each graph G and for each graph (G, A’) in Irred( G), j_‘( V,) = {L} ifSG is a tree. 
It is not possible with a GRS. 
First we give a PGRS which realizes (P). This PGRS works by a leaf-removing 
simulation (Fig. 1). Initially, all vertices are labelled N. The rules are given with 
a decreasing priority. I means interior, N means neutral, L means leaf; X and Y denote 
any label in (N,I). The termination argument is the strict decreasing of the tuple of 
integers (1 N I, III). The invariants are: 
l each L-connected subgraph is a tree, 
l each N-vertex has at most one neighbour in an L-connected component, 
l each I-vertex has at most one neighbour in an L-connected component, 
l each I-vertex has at least two N- or I-neighbours. 
Furthermore, the PGRS halts after at most 2n - 3 rewriting steps (where n denotes the 
cardinality of Vc). The proof of these properties may be found in [16]. 
N 
A 
X Y 
X 
I 
N 
N* 
I 
-A 
/ 
X 
\ 
\ 
Y 
N 
I 
L 
l L 
Fig. 1. 
On the other hand, it is not possible with a GRS: indeed, such a GRS could not 
distinguish a chain of length y1 (which is a tree) and a cycle of length y1 (which is not 
a tree) whenever y1 is large enough. 
However, we will see that, for the bounded-degree graphs, whenever the degree of 
each vertex is computed, each PGRS may be simulated by a GRS. First we state that 
one can compute, by a GRS, the degree of each vertex, when it is less than a given 
integer. 
Proposition 2.2. For eack integer k, there is a GRS R, which, from every graph, 
computes the degree qf each vertex qf degree k, and gives CCI otherwise. 
Proof. It is easy to see that the following GRS gives the result. The set of vertex labels 
is 10, 1, . .., k}u(xl} and the edges are marked or not marked. Initially, all the vertex 
labels are 0, and the edges are not marked. The rules are shown in Fig. 2, for each 
integer i and j in the set {O, 1, . . . . k}u{x}, with k+l=x and ~+l=m. 0 
Remark. One could compute the degree of each vertex with a GRS having infinitely 
many labels and rules. 
Now we consider any PGRS R, working only on k-bounded-degree graphs. 
Proposition 2.3. With the assumption that one starts with k-bounded-degree graphs 
G suck tkat,for euck vertex x of G, the degree of x in G is a component of the label of x, 
each PGRS may be simulated by a GRS. 
Proof. Let R be a PGRS and let d be the greater diameter of the rules of R. We 
construct a GRS called R’. For each rule L+.C’ in R, one considers all k-bounded- 
degree graphs G such that 
l there is an occurrence 0 of L in G, 
l the diameter of G is at most 3(d+ l), 
l each vertex has a degree less than or equal to k as a component of its label, and 
l VXEO and V~EG, the degree label of y is less than the degree of y in G implies that 
the distance between s and y is greater than d. 
Then such a graph G gives a rewriting rule in R’, G-+G’ (where 0 in G is substituted by 
an occurrence of L’ in G’) iff L can be rewritten (by R) in G. So, every computation 
with R can be simulated by a computation with R’ and vice versa. 0 
i i+l 
Fig. 2 
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Hence, we have a decomposition of any PGRS. 
Proposition 2.4. Let R be a PGRS working on k-bounded-degree graphs; then R is equal 
to R’uRk, where R’ and Rk are two GRSs and the single priority is r’ =C r for each r in Rk 
and each r’ in R’. 
The previous priority means that the PGRS R’ works only on vertices with 
computed degree. 
3. Safe PGRSs 
The PGRSs are a tool to code and to prove algorithms on graphs or on distributed 
systems. From any input graph G, a PGRS R gives an output graph G’ such that 
G and G’ are linked by some relation P( G, G’) (for example, G’ is a spanning tree of G, 
or G’ is an independent set of G). Very often, there are many graphs G’ satisfying 
P(G, G’) (for example, G may have many spanning trees, or may have many indepen- 
dent sets); however, we obtain only one of these. In this way, the confluence of the 
PGRS R is not needed, but we want only that all irreducible graphs G’ obtained from 
G satisfy P(G, G’). This leads us to the notion of safe PGRS with respect to a property P. 
Definition 3.1. Let R be a PGRS and P be a relation on SG. The system R is a safe 
PGRS with respect to P if VGcD(R), 3G’eSG 1 P(G,G’) * VG’EIrred(G), P(G, G’). 
That is, each irreducible graph obtained from G gives a “good graph in the sense 
of P”. 
Example 3.2 (The spanning trees [3,4]). We give a PGRS R which works from 
labelled graphs (G, 2) such that the edges are not labelled (Fig. 3); exactly one vertex uR 
A W 
I - 1 t 
N A 
W A 
t 
I 
- 
I 
t 
A F 
A= - l R 
Fig. 3 
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has a label R (root) and the other vertices have a label N. Furthermore, R is safe w.r.t. 
P((G, 3-k (G, 1.‘)) defined by 
P((G,1_),(G,i’)) iff ~‘(V,)={R,F},~‘-‘(R)={u,},3.‘-‘(E,)={ ,t} 
and the t-edges make a spanning tree of the underlying graph. 
The set of vertex labels is {A, F, N, W} and the edges have no labels. The rules are 
given with a decreasing priority and A means active, W means waiting, N means 
neutral, F means finished. It is proved in [3] that this PGRS is safe w.r.t. 
P((G, A), (G, j.‘)). 
This notion of safe computation with respect to some property is used in Section 
4 to define a safe recognizing mode (Definition 4.12) which is a natural extension of 
the deterministic recognizing modes for words or trees. 
4. PGRSs as recognizers 
Here we are interested in how sets of graphs or the sets of labelled graphs are 
recognized using PGRSs. As every rewriting system, a PGRS can be considered as 
a recognizer by specifying a set of recognizing graphs. We are going to give two 
definitions of recognizing: the first one (Definition 4.1) may be viewed as a nondeter- 
ministic recognizing, in the sense that a graph is recognized when the answer “the 
graph is recognized” is given for some computation; the second one (Definition 4.12), 
called safe according to the previous section, is deterministic in the sense that any 
computation decides whether the graph is recognized or not. 
Definition 4.1. Let R be a PGRS and T a set of graphs. A graph G is recognized by 
(R, T) if Ga G’, where G’ is irreducible and belongs to T. Then the set of graphs 
recognized by (R,T) is L(R,T)={GED(R)JI~~~~(G)~T#~}. 
Let us note that T must have a “simple” structure; otherwise, every set of graphs 
may be recognized. We use the following two criteria: (1) the B(uchi)-recognizing 
criterion, where T= {G’ 1 lab(G’)nL#0} for some set of labels L, and (2) the M(uller)- 
recognizing criterion, where T= {G’ 1 lab(G’)EF} for some family of sets of labels F. 
Let us give four examples which will be used in the sequel, but first a notation is 
introduced and a lemma is proved. 
Notation 4.2. Let C be any labelled cycle of length n. We denote by CC the labelled 
cycle of length 2n defined as follows: let x 1, . . ,x, be a labelled hamiltonian path in C, 
and let y,, . . ..y. be a copy; then x 1, . ., x,,,yl,. . . , y, is a labelled hamiltonian path 
in CC and there is an edge (y,, xi) in CC which has the same label as the edge (x,, x1) 
in C. 
It is important to note that CC depends only on C but not on the choice of xi. 
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Lemma 4.3. Let R be a PGRS, and let d be the diameter of R. Let C be a labelled cycle of 
length 2d + 1 at least. Then C $ C’ implies CC $ C’C’;furthermore, if C’ is irreducible, 
C’C’ is too. 
Proof. Let 
be a rewriting chain from C to C’. Then 
cc~c,c,$+c2cz ...+c&+c~ 
is, by construction of CC, a correct rewriting chain from CC to C’C’. 
Furthermore, C’ is irreducible iff CC’ is irreducible. 0 
Example 4.4. The set of trees is B-recognizable. 
The PGRS shown in Fig. 4 B-recognizes the trees with the set of labels L = {R}. This 
PGRS works by a leaf-removing simulation as in Example 2.1. The set of vertex labels is 
{I, L, N, R) (I means interior, N means neutral, L means leaf, R means root) and the 
edges have no labels. Initially, all vertices are N. The rules are given with a decreasing 
priority. With the same arguments as in Example 2.1, one proves that this PGRS works. 
Example 4.5. The set of graphs having exactly one vertex with label “a” (say) is not 
M-recognizable by a PGRS. 
Let us assume that the previous set is M-recognized by some PGRS R with some 
family F. Starting from a cycle C with one label “a”, we obtain a cycle C’ where lab(C’) 
belongs to F. But, starting from CC, we can obtain (according to Lemma 4.3) C’C’ 
and, as lab(C’C’) = lab(C’), the graph CC is M-recognized: a contradiction, since the 
graph CC has two a’s. 
N- - l R 
Fig. 4. X, Y are in (N, I) 
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Example 4.6. The set of graphs having an odd number of vertices is not M-recogniz- 
able by a PGRS. 
As in Example 4.5, one shows that a PGRS cannot recognize the set of graphs 
having an odd number of vertices. 
Example 4.7. The set of graphs having an even number of vertices is M-recognizable. 
The set of vertex labels is {E, N} (N means neutral and E means even) and the edges 
have no labels. Initially, all vertices are labelled N. Figure 5 shows a GRS with 2 rules. 
Here the family of sets of labels F is ( ( E} }; then one can verify that L( R, F) is the set of 
graphs having an even number of vertices. 
Lemma 4.8. The cluss of sets qf graphs B-recoynizahle by the noetherian PGRSs is 
closed under union. 
Proof. Let (R,, L,) and (R2, L,) be two B-recognizer PGRSs which, recognize, 
respectively, S1 and S2. The closure under union is obtained by considering a PGRS 
R which works on pair of labels; on the first component it works as RI and, on the 
second one, it works as R2. Then the set B-recognized by (R, L) is S1 us2 if L is the set 
of labels such that the first component is in L, or the second one is in L2. 0 
Of course, the B-recognizing mode is a particular case of the M-recognizing mode. 
Moreover, the converse holds. 
Proposition 4.9. A set qf graphs is B-recognizable by u noetherian PGRS ifs it is 
M-recoynizuble by a noetheriun PGRS. 
Proof. Let (R, F) be an M-recognizer PGRS; according to the previous lemma, one 
can assume that F is a singleton {L}. 
Then we construct a new PGRS R’ from R. Let L = (II,. , lk}. We add to each label 
the component (x1, , xk), where each xi is 0 or 1; initially, all xi’s are 0. R’ works as 
R without removing .Yi’s on labels for which every .~i is 0. 
Fig. 5. 
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The following rules are added with a minor priority: 
0 V/1i6{1r, ...,lk}: 
li,(O, . . ..O)’ - ‘li,(O, . . ..O. l,O, ...) 0) (1 at the ith component) 
0 v’1iC{/1, ..../,} and for every (x1, . . . . xk)#(y,, . . . . yk): 
li, tx 1, . . ..%A li2tx1 or YI , . . . , xk or yk) 
I 
- I lj2 (Y l,...>yk) lj,txl Or Yl, . . ..Xk or yk). 
Ii,(l, . ..) l)* - l Y (Y means yes) 
Y 
Next, the following rules are added with the major priority. 
l v/i~{11,...,Ik) and vI’${Ir,...,Ik}: 
Ii, (x 1, . . ..xk) or Y N 
I 
- 
I 
l’,(O, . . , 0) N 
N 
I - 
X 
where N means not recognized and X is any label except E. 
Finally, error(E) rules are added with the major priority: for each rule of R, G+G’, 
where a label of L occurs in G, we add rules 9-+9?’ where the graph 9 is the graph 
G but where components (x1, . . . , xk) are different from (0, . . . ,O) and the graph 9’ has 
only E-vertices; moreover, error propagation rules are defined as in Fig. 6. Then 
a graph is B-recognized by (R’, {Y}) iff it is M-recognized by (R, {L}). 0 
Now we return to the need of the priority and we only consider the sets of 
k-bounded-degree graphs. We obtain the following result which is stronger than 
Proposition 2.4. 
Computing with graph rewriting systems with priorities 203 
E 
1-I 
Anything E 
Fig. 6 
Proposition 4.10. Let L be a language of k-bounded-degree graphs. L is recognizable by 
a PGRS ifSit is recognizable by a GRS. 
Proof. Let (R, T) be a PGRS-recognizer. As in Proposition 2.4, we take the GRS Rk 
which computes the degrees, and the GRS R’ which simulates R. Next we consider the 
GRS R,uR’. We add a new component to each label: initially, this component is CD 
(computing degree) and only Rk can work. We add the following rules (only the 
removed label component is written): 
CD* - *DC (DC means degree computed), 
when the component is DC, then only R’ can work. 
Furthermore, we have error cases (when a vertex has a label DC and has an incident 
edge which has not been marked by the GRS Rk) as shown in Fig. 7. Then a computa- 
tion does not give E iff R’ works only on vertices with a correct degree; the result 
follows from Proposition 3.3. 0 
The closure properties of the class of languages recognized by noetherian PGRSs 
are stated below. 
Proposition 4.11. The class of graph languages recognizable by the noetherian 
PGRSs is 
_ closed under union, 
_ closed under intersection, 
~ not closed under complement. 
Proof. The closure under union is proved in Lemma 4.2. 
Let (RI, F1 ) and (R2, F2) be two M-recognizer PGRSs which, recognize, respect- 
ively, S1 and S2. The closure under union is obtained by considering a PGRS R which 
works on a pair of labels: on the first component it works as RI and, on the second 
DC or E E 
I - I 
Anything E 
Fig. 7. 
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one, it works as RZ. Then the set M-recognized by (R, F) is S,nS,, if F is the family of 
sets of labels S such that Projection,(S) belongs to F, and Projection,(s) belongs to F1. 
To verify the nonclosure under complement, it is sufficient to consider Examples 4.6 
and 4.7. 0 
The nonclosure under complement leads us to the second definition of recognizing 
mode, which has two advantages: first the recognized class makes a boolean algebra 
and, second, it is more efficient since any irreducible graph computed from a graph 
G decides whether G is recognized or not. 
Definition 4.12. Let (R, T) be a noetherian PGRS-recognizer. The system (R, T) is 
a safe recognizer if R is safe with respect to the Cartesian product L(R, T) x T, i.e. 
VGED(R), Irred(G)c T or Irred(G)nT=@ 
Hence, we have the following immediate result. 
Proposition 4.13. The class qf languages syfely M-recognized by the noetherian PGRSs 
is a boolean algebra. 
This implies the following corollary. 
Corollary 4.14. Let L be a language. That L is recognized by a PGRS does not imply 
that it is safely M-recognized by a PGRS. 
If we consider the class of sets of graphs recognizable (or safely recognizable) by 
a PGRS with respect to the class of sets definable in first-order logic, monadic 
second-order logic or second-order logic, we note that it is not comparable, as shown 
in Table 1. That is the reason why we now consider graphs which have one distin- 
guished vertex, which enables us to give more positive results. 
Table 1 
Properties of graphs 
FOL 
Exactly one u-label 
Simple 
k-regular 
MSOL 
Connected 
2-colourable 
Tree 
SOL 
Even number of vertices 
Odd number of vertices 
Recognized by a PGRS 
No 
Yes 
Yes 
No 
Yes 
Yes 
Yes 
No 
Safely M-recognized by a PGRS 
No 
Yes 
Yes 
No 
No 
Yes 
No 
No 
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5. Graphs versus l-graphs 
As in [S], we use sourced graphs, that is, graphs which have distinguished vertices. 
Here we consider only graphs with one source, which enables one to have a unique 
starting point for the rewriting process. The first question is: Starting from graphs, is it 
possible to obtain l-graphs? We prove, starting from trees, that it is possible with 
a PGRS to distinguish exactly one source (which one can call the root); however, in 
the general case, starting from a graph, it is not possible with a PGRS to distinguish 
exactly one vertex, i.e., starting from a graph, one cannot obtain a l-graph. Further- 
more, we will see that the power of PGRSs is weaker on graphs than on l-graphs. 
Proposition 5.1. There exists a PGRS which safely marks one root to any tree. No 
PGRS sgfely marks one source to any graph. 
Proof. Starting from trees, the PGRS of Example 4.4 gives the result. 
Let us assume that a PGRS gives a l-graph from any graph. Then, starting from 
a cycle C, we obtain a cycle with one source. Hence, starting from the cycle CC 
(cf. Notation 4.2), we can obtain (according to Lemma 4.3) a cycle CC with two source 
labels: a contradiction. 3 
An important difference between graphs and l-graphs is the following. 
Proposition 5.2. There exists a PGRS which safely constructs un oriented rooted 
spanning tree ,from any l-graph. No PGRS sqfely constructs a spanning tree from 
a graph. 
Proof. In Example 2.1, a PGRS which constructs a rooted spanning tree from any 
l-graph is given. It is proved in [3,4] that, by using a modulo-3 numbering for 
successive layers in the tree, one obtains an oriented rooted spanning tree. 
Let us assume that a PGRS gives a spanning tree from any graph; then, starting 
from a cycle C, we obtain a spanning tree. Hence, starting from a cycle CC 
(cf. Notation 4.2), we can obtain (according to Lemma 4.3) two nonconnected trees: 
a contradiction. 0 
Furthermore, the PGRS used to construct an oriented rooted spanning tree has the 
following main property: The label R appears only once and it is during the last 
rewriting step; hence, this label can be the starting point of another PGRS. This fact is 
often used in the sequel to compute with PGRSs in l-graphs. 
In a l-graph, the source may control the computing process and centralize the 
results; hence, it is not surprising that the following result holds. 
Proposition 5.3. Let L he a set of’ lgaphs. L is safely B-recognizable $ it is safely 
M-recognizable. 
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Proof. Let (R, F) be a safe M-recognizer PGRS working on l-graphs. We can assume 
that the family F is reduced to one set L and construct a new PGRS R’. First, R’ 
computes a spanning tree, then R’ works as R and sends a boolean Continue to the 
root for each rewriting-rule application. Moreover, with a minor priority, a “finder” 
searches the spanning tree and memorizes the set of labels encountered. When it 
returns to the root, if Continue is true in the root, the finder makes another search, 
otherwise it compares the set of labels encountered with L, and, next, gives 
the result. 0 
6. l-graphs and FOL 
Like the class of sets of graphs safely recognizable by the PGRSs (Proposi- 
tion 4.13), the class of sets of l-graphs safely recognizable by the PGRSs is a 
boolean algebra. So, we are interested in FOL-definable sets of graphs. First-order 
formulas express local properties of graphs, as shown in [ 111; hence, one may expect 
to recognize, by PGRSs (which work locally), the FOL-definable sets of graphs. 
Unfortunately, we have stated that the graphs which have exactly one vertex with 
label “a” (say) are not recognizable by a PGRS (cf. Example 4.5); hence, all the 
FOL-definable sets of graphs are not PGRS-recognizable. However, starting from 
l-graphs, we have the following result. 
Proposition 6.1. Every FOL-definable set of l-graphs is safely recognizable by a PGRS. 
Furthermore, the number of rewriting steps is polynomial in the size of the graphs. 
To prove Proposition 6.1, we state some intermediate results. 
Proposition 6.2. Let s be an integer and P a label. There is a PGRS which, for every 
oriented rooted tree T, can enumerate all subsets of s P-vertices of VT. Furthermore, the 
number of rewriting steps is polynomial in the size of T. 
Proof. Each computation consists of a sequence of depth-first tree traversals where 
two types of tree traversals are alternating: Search traversal (Fig. 8) and backtrack 
traversal (Fig. 9). The rules in these figures are written with a decreasing priority; 
moreover, R means root, A means active, N means neutral, W means waiting and 
F means finished. 
The PGRS works on labels which are 4-tuples (x, y, z, t), where 
l x is P or _ (_ stands for not P), 
l y is the traversal label (R, A, W, N, F and the same ones with ‘), 
l z is an integer (or an integer with ‘) in [s], 
l t notes the running action (search (SH) an ith P-vertex, or Backtrack (BK) the ith 
P-vertex). 
Then the following “action” rules have a major priority: 
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- *A R’* - *A’ 
A’ W’ 
__t 
i Jc 
- 
I 
A F A’ 
W’ A’ 
- 
; f 
- 
t 
F A’ N 
- l R’ A’* d l R 
Fig. 8. Fig. 9. 
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(I’, A,O, SH i)= - l (P,A,i,SHi+l) for each i<s 
{one has found i- 1 P-vertices, a new P-vertex is met, then it becomes i and one 
searches the (i + 1) th P-vertex] 
(P,A,O, SHs)* - l (p,A,s,-) 
(s P-vertices are found} 
(P,A,s,-)* - l (P, A,s’, SHs) 
{one memorizes by s’ that the vertex has been seen as an sth P-vertex and one searches 
another nonmarked P-vertex) 
(P, A’,i, BK i)* - l (P, A’, i’, BK i) 
(P,A’,(i+l)‘, BKi)* - l (P, A’,_, BK i) 
{one backtracks on the ith P-vertex} 
(x, R’, z, SH i). - l (x,R’,z, BK(i- 1)) for each i>2 
{all s-parts which contain the P-vertices numbered 1, . . , i - 1 have been enumerated; 
then one backtracks on the (i - 1)th P-vertex; if i = 1, all s-parts have been enumerated 
and the computation stops) 
(x, R, z, BK i) l - l (x, R, z, SH i) 
{a backtrack traversal is finished; a new search traversal must start}. 
This PG.RS halts since each tree traversal halts in the root, and the sequence of 
integers (11’1, .. . , Is/I) taken at the end of each backtrack traversal is strictly increasing. 
It is correct since at each step, all s-parts which contain the P-vertices numbered 
1,. ., k- 1, k’ for each k in [s] have been enumerated. 
208 
For each traversal, at most 3n rewriting steps are made. As (1 1’1, . . ,I ~‘1) is less than 
(InI, . . ..lnl). the complexity is of the order of nS+‘. Cl 
Proposition 6.3. Let PO be a closed FOL formula in disjunctive prenex normal form, and 
let d be an integer. There is a PGRS which, for every l-graph B of diameter d, decides 
whether B satisfies PO or not. Furthermore, the number of rewriting steps is polynomial in 
the size of B. 
Proof. In this proof, to shorten the notations, every stippled edge stands for any 
simple chain of length less than or equal to d. 
Let PO be equal to Qlxl . ..Qmx.P,(xl , . .., x,), where Qis are quantifiers and 
P,,(xI, . , x,) is a quantifier-free disjunctive formula. 
The labels are tuples (X1, . , x,), where each xi will be 
l -i for nothing (index i stands for the ith component), 
l li when the vertex is considered as vertex Xi, 
l Ti if Pi(xl, . . ..xi) is true, 
l Fi if Pi(xl, . . ..xi) is false. 
Furthermore, the root has an added label (R, y,z), where 
l R means root, 
l y is SH Xi, or compute (CO) Pi, or end of compute (ECO) Pi, or delete (DE) 
marks Pi, 
l z is true (T) or false (F) whenever PO is T or F. 
The rules are the following (only the useful label components are written). 
l For each i<m: 
R, SHi 
? 
I 
I d I 
1 
t-4 
l 
R, SH m 
- 
ml 
R, SH (i + 1) Priority 0 
A 
(li) {a vertex Xi is chosen; one now searches xi+,}. 
R, CO P, Priority 0 
{a vertex x, is chosen; one now computes 
P,(X,,...,X,)}. 
The formula P,(x 1, . . . . x,) is a disjunction of formulas Ci(xl, . . . . x,) which are 
conjunctions of atomic formulas and negations of atomic formulas. Then, for each 
Ci(X 1, . . . , xm), a rewriting rule can write EC0 T,,, in place of CO P,,, (with a priority 
1) if Ci(X1, . . . . xm), and (with a priority 0) COP, becomes EC0 F, (it is the case 
where no Ci(X r, . . ..x.) is true). 
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l 
R, EC0 Y,,, R, SHm 
T . 
I I I - ; I * i 
(1,) (Ym) 
{where Y is T or F} Priority 0 
{ Pm(xl, , s,) is computed; one searches another x,) 
0 
R, SH i* - l R, CO,Pi~, Priority - 1 
{for the current vertices x1, ...,. Yi_ 1, all vertices are xi; then one computes 
Pin 1 (X 1, . . . . . Yi-1);. 
l For each i>l; 
If p,-l(xj3 ...>Si+l)=VXi Pi(.U,, . . ..Xi). 
R, CO Pi_ 1 R,DEi 
/* 
I’ \ '\ 
XA\ 
I' 
/' '\ 
'1 
- 
/' 
/' '\ 
'. d' 
\ 
, 
(Ii) F,) (Fi-1) 
R, COPi_, R,DEi 
: 
t 
I 
1 - 
I I 
4 
(Ii) 
If Pj~l(X,, ...,Sj-,)=3.Ui Pi(Sl. . . . ..Ui). 
R, CO Pi- 1 R, DEi 
/R 
’ ‘\ 
,‘. \ 
, / \ , \ + I’ 
1’ ‘\ 
\ I \ \ \ (’ ‘. 
(li) (Ti) (Ti-1) 
R, COPi_, R, DEi 
t . 
I 
1 0 
- I 
I 
* : 
(Ii) (Fi-1). 
Priority 0 
Priority -1 
Priority 0 
Priority -1 
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a 
R, DEi R, DEi Priority 0 
* 
/’ \\ /Ax 
/’ i 
, \ 
, - 
I’ ‘\ 
I ‘\ 
6’ \ 
,I’ ‘\ 
. , . 
tyi) tzi) tyi) t-1 {where Y, Z are T or F} 
{one deletes the marks Tcs and Fcs}. 
R, DEi R, SHi-1 Priority - 1 
tyi) (-) {all Y;s are deleted and 
another vertex xi- 1 is searched}. 
0 If p()=vxi Pi(xi): 
R, CO PO R,Fo Priority 0 
T 
. 
I 
- I I I 
I i 
FI) (F, 1 
R,COP,,* - ‘R,T, 
0 If Po=3x, P,(x,): 
Priority 0 R, CO P,, R,T, 
t t 
1 I I - I 
I 
A ; 
VI ) (TI) 
R, COP,* - *RF,, Priority - 1 
Priority - I 
Furthermore, the number of rewriting steps is proportional to the number of total 
mapping from [m] to the vertices of B, then it is in n”‘. 0 
Let us recall now the following result due to Gaifman [ll]. 
Theorem 6.4 (Gaifman [ 111). A property of graphs is expressible by a closedfirst-order 
formula @it is equivalent to a boolean combination of properties of the form: 
(F,) 3v, . ..v.[AND{P(B(ai,r), where iE[s]) and AND{d(Ui,Uj)>2r, 
with 1 <i<j<sj], 
where B(vi,r) is the subgraph of G (the graph under consideration) of centre vi and of 
radius r, and P is a first-order formula. 
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As the family of sets of graphs safely recognizable by the noetherian PGRSs is 
a boolean algebra, to prove Proposition 6.1, it is sufficient to prove that every set 
definable by a formula of the form ( F1 ) is safely recognizable by a noetherian PGRS. 
Proof of Proposition 6.1. Let F be a formula of the form (F,) and G be any l-graph. By 
using the same PGRS as in the proof of Proposition 6.2, one enumerates all s-parts of 
vertices of G. 
- Whenever an s-part, vi . . . us, is constructed, a PGRS (easy to write) verifies whether 
condition C,, i.e. AND { d(Ui, “j) > 2r, with 1 <i <j d s}, is satisfied. 
If yes, for each vertex Vi, the subgraph B(vi,r) is marked. Next, by using the same 
PGRS as in the proof of Proposition 6.3, condition P(B(Ui, r)) is evaluated. Next, by 
a spanning tree traversal, condition C1, i.e. AND { P(B(Ui, r)), where in [s] }, is evalu- 
ated in the source of G. 
If C2, formula F is true and one stops the computation. 
If not Ci or not CZ, a new s-part of Vc is enumerated. 
If not C, and all s-parts are enumerated, formula F is false. 0 
Moreover, the converse does not hold, as shown by the examples in Table 2. 
l-graphs with linear order 
Now we investigate the MSOL definable sets of l-graphs in the case where a linear 
order on the set of vertices is definable by some PGRS. When one computes in graphs, 
the fact that they are linearly ordered is crucial, as shown in [7,15]. Two classes of 
graphs are proved to be linearly orderable in [S]: the class of hamiltonian graphs and 
the class of graphs having a spanning tree of k-bounded degree. Here we consider the 
Table 2 
Properties of graphs Graphs I-sourced graphs 
FOL 
Exactly one a-vertex 
Simple 
k-regular 
MSOL 
Connected 
2-colourable 
k-colourable (k > 2) 
Hamiltonian 
Tree 
SOL 
Even number of vertices 
As many a’s as b’s 
No 
Yes 
Yes 
No 
No 
No 
No 
Yes 
No 
No 
Yes 
Yes 
Yes 
Yes 
Yes 
? 
Yes 
Yes 
Yes 
Yes 
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class of hamiltonian graphs and the class of graphs of k-bounded degree. We prove 
that both classes are safely recognizable by a PGRS and, furthermore, that one can 
construct, by some PGRS, a linear order for every graph in these classes. Next we 
prove that any MSOL-definable set of linear-orderable l-graphs is safely recognizable 
by a PGRS. 
Definition 7.1. Let R be a PGRS working on DR and let G be a graph of D,. R defines 
a traversal in G if each vertex of G gets a given label exactly once during any rewriting 
process G+ G’, where G’ is an irreducible graph. 
Furthermore, when the PGRS is deterministic (i.e. when exactly one rewriting rule 
may be applied at each step), DR is said to be linearly ordered by R. 
Let 0 be a PGRS working on Do. D, is said to be linearly orderable by 0 if Irred,(D,,) 
is a linearly ordered set of graphs. 
Example 7.2. The PGRS given in Example 3.2 is a depth-first traversal of l-graphs, 
but it is not deterministic. 
Let us state a result due to Billaud [l]. 
Proposition 7.3. (Billaud Cl]). The class qf hamiltonian l-graphs is safely recognizable 
by a PGRS. Furthermore, ijit is possible, hamiltonian path is marked in the graph. 
On the other hand, starting from any graph having a hamiltonian path marked, it is 
easy to construct a deterministic PGRS which is a traversal of the graph, i.e. the set of 
hamiltonian 1 -graphs is linearly orderable. 
The class of k-bounded-degree graphs is easily safely recognizable by a PGRS. We 
will see that the class of k-bounded-degree l-graphs is linearly orderable by a PGRS. 
Proposition 7.4. There is a PGRS which constructs an ordered rooted spanning tree from 
any k-bounded-degree l-graph. 
Furthermore, there is a deterministic PGRS which is a traversal for all these trees. 
Proof. By a slight modification of the PGRS of Example 3.2, the edges starting from 
each vertex can be numbered in [k]; hence, we obtain an ordered spanning tree: 
R* - *A,1 
For each i in [k - 1] and each j in [k]: 
A, i W,i+l 
I - I 
i 
N A, 1 
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W,i+l A,i+l 
I 
i 
d I 
i 
A,j F 
AJ l - l R 
Now the traversal is made by the label F according to the following rules: 
R* + *A 
For each i in [k]: 
A W 
I 
i 
- I i 
F A 
with the following priority: Prio(rule(l))> Prio(rule(Z))> ... > Prio(rule(k))= 1, 
W A 
I i - I i 
A F 
with priority 0 for each i. 
And, with a priority - 1, the last rule is 
A* - l F 
Then the PGRS is deterministic and makes a fixed traversal in the tree. 0 
Remark. With the priority: 1 = Prio(rule( l))< Prio(rule(2))< ... < Prio(rule(k)), the 
label A makes a traversal in the inverse order as the previous one. 
Now we can state the following result. 
Proposition 7.5. Let S be a set of hamiltonian graphs or a set of k-bounded-degree 
graphs. Then, whenever S is definable in MSOL, S is syfely recognizable by a PGRS. 
To prove this proposition, we assume that we start with l-graphs provided with 
a deterministic PGRS which is a traversal (that is possible according to the previous 
results). Then, such a l-graph can be viewed as a path v, v2 . . . u,, where vr, v2, ., v, is 
the order of the vertices in the graph. So, in the following, the considered PGRSs work 
on paths. We now prove the following result. 
Lemma 7.6. There is a deterministic PGRS which, for every path C with ends labelled 
by L (as left) and R (as right), enumerates all subsets qf the set of vertices of C. 
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Proof. Let P be any path where the left-hand side is labelled L and the right-hand side 
is labelled R. The following PGRS enumerates all subsets of VP. First, ail parts with 
cardinality 1 are enumerated, next all parts with cardinality 2 are enumerated, and so 
on. The current enumerated part is characterized always as the set of vertices with 
label M (marked) or SH (searcher): 
l - 
L L, SH 
{a searcher is created} 
Priority 1 
.-pp--. - .pp---. 
Y,SH Z Y Z, SH 
where Y is L or nothing, and Z is R or nothing. 
(the searcher advances) 
Priority 1 
. - l 
R, SH R, RN 
{the right-hand side is reached, then the searcher and all the marked vertices on the 
right hand side return (RN) to the left-hand side} 
.-----. - .-----. 
M R, RN W R, RN 
(one makes a “train” of wagons (W) with the marked vertices} 
. d ’ 
R, RN R, Lot 
{no marked vertices are on the right-hand side (Lot means locomotive)} 
.p----0 __f .-p---. 
M W W W 
{constructing the train} 
.ppp--. - .p--pp. 
Y W Y Lot 
where Y is L or nothing 
{the train is finished} 
.~~--~.----~ .__~~_. _. __~__.~__~~.__~__. 
Y Lot W Y Lot Link W 
where Y is L or nothing 
{the train advances] 
.pp---. - .---p-. 
Link W W Link 
Priority 1 
Priority 0 
Priority 1 
Priority 1 
Priority 1 
Priority 1 
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{the train advances) 
.-----. - .-----. 
Link Y, RN RN Y 
where Y is R or nothing 
{the train advances} 
.-----.-----. - .-----.-----. 
Y Z, Lot Y Lot Z 
where Y is L or nothing, and Z is R or nothing 
{the case where the train is only the locomotive} 
Priority 1 
Priority 0 
.-----.-----a - .-----.-----. 
M Y, Lot M Y, co1 Priority 1 
{a marked vertex on the left-hand side is reached; then it is translated from 1 to the 
right and new parts (with the same cardinality) are going to be enumerated} 
.-----. - .-----. 
M Y, Lot M,L Y, co1 Priority 0 
where Y is R or nothing 
{the case where no marked vertices are on the left-hand side; then a new mark is 
created and new parts (with an incremented cardinality) are going to be enumerated} 
.---p-0 - .-----. 
co1 w M, co1 Priority 1 
{the marks are rewritten} 
.-----. - .-----. 
co1 Y, RN M Y, SH Priority 1 
where Y is R or nothing 
{the last mark becomes the searcher} 
. - l 
co1 SH Priority 0 
(the case where the train is only the locomotive} 
If we denote by k the number of M-vertices plus one, then the following is an invariant: 
all parts with a cardinality less than k have been enumerated and all parts with 
a cardinality equal to k and “preceding in the path” the current part have been 
enumerated. 0 
Remark. It is not possible to enumerate all the permutations of the vertices of a path. 
Indeed, the number of all the permutations is of order n! (where n is the number of 
vertices). 
Now we describe informally a PGRS which proves Proposition 7.5. 
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Proof of Proposition 7.5. Let PO be a closed MSOL-formula, we can assume that PO is 
in disjunctive prenex normal form with all set quantifiers preceding individual quan- 
tifiers [20], i.e. 
Po=Q,S, ...Q,spQ~x, . ..Qm~mP~.rn(S~,...,Sp,~~,...,~rn), 
where Q;s are quantifiers and Pps,(S1, . . . . &x1, . . . . x,) is a quantifier-free disjunctive 
formula. 
To evaluate PO, one uses a label on the right-hand side of the path which is a p-tuple 
of boolean values Bi which works as follows. 
Step p: S, , . , S,_ 1 being fixed, all subsets S, are enumerated. For each one, the 
formula Q1 S1 . . . QPSPPp(S1, . . . . S,) is evaluated by enumerating all the mappings 
from [m] to VG: 
if Q, is a universal quantifier, B, is the boolean AND {Q1 S1 . . . QPSpPP(S1, . . , S,)}, 
which is updated when enumerating the subsets S,, 
if Q, is an existential quantifier, B, is the boolean OR { Q1 S1 . . . QpSPPP(S1, . , S,)}, 
which is updated when enumerating the subsets S,. 
when all parts S, have been enumerated (i.e. a step p is finished), the boolean BP_ 1 is 
updated, a new part S,_ 1 is enumerated, and one returns to a new step p. 
when all parts S,_ 1 have been enumerated (i.e. a step p- 1 is finished), then the 
boolean Bp-2 is updated and a new step p- 1 is called; 
. . and so on. 0 
Lemma 7.6 states that for a given orderable set of l-graphs S, one can enumerate all 
the subsets of vertices of every l-graph of S. Let us note that, in the general case, one can- 
not enumerate all subsets of vertices of a l-graph, as shown by the following example. 
Example 7.7. Let G, be the following graph: 
vo 
There are 2”+’ subsets of vertices in G, and, with k label types, one can obtain 
C”,;:_ ,-labelled graph G,. As Cf: ;:_ 1 is polynomial in n, one cannot enumerate all 
the subsets of G,. 
8. Simulating orientation in nonoriented graphs 
In this section we are interested in the possibility of coding the orientation of an 
oriented graph in the underlying nonoriented graph, a problem investigated in [6,7]. 
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Here we prove only that one can simply code the orientation when the graphs are of 
bounded degree or, more generally, the graphs having a k-colouring; similarly, the 
orientation may be coded in linearly orderable graphs. 
First let us recall that the k-bounded-degree graphs have a (k+ I)-colouring [19]. 
Moreover, it is easy to see that the following PGRS safely constructs a (k+ l)- 
colouring from any k-bounded-degree graph. 
For each l<i,<i,< ... <ij_r<ij<k+l, withjdk, there are rules: 
. 
‘1 12 lj- 1 ij 11 i2 lj_ 1 Zj 
where i is any integer in [k+ l] different from iI, i2, . . . . ij- l>lj. 
The priorities of the rules is increasing with the degree of the nonlabelled vertex in the 
rule; on the other hand, the orientation is unimportant. 
Now the following rewriting rules allow one to code the orientation: 
Vi,j in [k+ l] 
i 
j-I 
s 
where s= sgn(j- i). 
Hence, more generally, we have the following result. 
Proposition 8.1. For the graphs having a k-colouring, there is a PGRS which, starting 
from oriented graphs, codes every arc (x, y) in a labelling of the vertices x, y and of the 
edge {x, Y). 
For example, in the trees (i.e. in the oriented graphs such that the underlying 
nonoriented graph is a tree), one can code the orientation with two labels for the 
vertices and two labels for the edges. Of course, such a coding PGRS, using two 
adjacent vertices and the associated edge, does not work for any graph; indeed, two 
adjacent vertices may have the same label. However, whenever the set of graphs is 
linearly orderable by a PGRS, using the order defined by the traversal in place of the 
order of the labels, one can code the orientation in a same way; for example, in the 
complete graphs, the orientation may be coded by a PGRS. 
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9. PGRSs on trees 
In this section we consider that the PGRSs work only on trees. In fact, in the 
previous sections, the trees have been used mostly via the spanning trees of the graphs; 
so, many results may be found there. First let us recall that the set of trees is safely 
recognizable by some PGRS (Example 4.4). Moreover, from any tree T, any vertex 
may be elected as a root for T(Proposition 4.1). Hence, the PGRS power on trees and 
on rooted trees is the same. On the other hand, every orientation may be coded by 
a PGRS. Now, for k-bounded-degree trees, we have the following result. 
Proposition 9.1. The class of MSOL-dejinahle sets of k-bounded-degree trees is strictly 
included in the class of safely recognizable sets of k-bounded-degree trees. 
The previous inclusion comes from Proposition 7.3, and the strict inclusion is 
shown by the following example. 
Example 9.2. We consider a set of binary trees F, which is safely recognizable by 
a PGRS R, but such that the frontier of F is not a context-free language, i.e., according 
to a result of [9], F is not MSOL-definable. 
We consider F to be the set of labelled binary trees such that the internal nodes have 
an n-label, the leaves have labels in the set {a, b, c> and the frontier of T satisfies the 
condition 
It is easy to see that a PGRS which makes tree traversals by removing, during each 
traversal, an u-label, a b-label and a c-label safely recognizes the set F. 
Remark. In the case of ordered k-bounded rooted trees, the MSOL-definable sets 
of trees are the sets of trees recognizable by the frontier-to-root automata [9]. 
As the frontier-to-root automata are clearly particular PGRSs, one finds again 
Proposition 9.1. 
We end this section by giving an example of a set of rooted trees, of any degree, 
nontrivially recognizable by a PGRS. 
Proposition 9.3. The set of rooted tree such that all the leaves have the same depth is 
safely recognizable by a PGRS. 
Proof. The PGRS works as follows: 
l From the root of the input tree, successive waves are started. 
l Each wave reaches the level following the level reached by the previous wave. 
l Next, it returns to the root and indicates whether the nodes of its level are 
~ all leaves, then the tree is recognized; 
~ all internal nodes, then a new wave is started; 
_ otherwise, the tree is not recognized. 
Computing wirh qruph rewritiny systems with priorities 219 
We assume that the root has both of its labels and an extra label Roof, which 
identifies it. The meaning of this extra label is quite simple: it enables the root to create 
a wave. The set of vertex labels is {N, D, C, H, Q, Wave, Wait, WaitC, WaitH, No}. The 
set of edge labels is the empty set. Initially, the root is labelled D (discovered) and any 
other vertex is labelled N (not visited). In the following, X denotes any label in 
{D, C, H, Wave, Wait, WaitC, WaitH), Y denotes a label in the same set plus No, and 
Z denotes any label. 
The rewriting system is presented as a set of clusters. Each one encodes a part of the 
algorithm. 
The first cluster describes what happens when a node is discovered, i.e. when it is 
labelled D. If it has at least a son, it echoes the signal C (continue): it needs at least one 
wave. If it is a leaf, it echoes an halting signal H. 
D* - l H Priority 8 
D C 
1-t 
N N 
Priority 9 
The second cluster computes the echo signal. A vertex is labelled Q (quiet) when it has 
been visited and it does not wait for an echo signal and it does not propagate a wave. 
When a vertex is labelled Wait, it is waiting for an echo signal and it has received 
nothing. If it has already received an echo signal C (H) and it is still waiting for at least 
one other echo signal then it is labelled WaitC (WaitH). The last label No encodes 
a node which has received both a halting signal and a continue signal. 
Wait WaitC Wait WaitH Priority 3 
A-A A-A 
C X Q X H X Q X 
Wait C Wait H Priority 2 
t - t t-t 
C Q H Q 
WaitC WaitC WaitH WaitH 
A-A A--A 
Priority 1 
C X Q X H X Q X 
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WaitC C 
I - I 
C Q 
WaitC No 
A-A 
H Y H Y 
H H 
Z 
1 - 
No 
No 
1 
No 
WaitH H 
1-t 
H Q 
WaitH No 
A-A 
c Y c Y 
Priority 0 
Priority 11 
WaitH No Priority 11 
t-1 
C C 
Priority 11 
The last cluster contains rules for creation and propagation of a wave. The root 
creates a wave when it has received, from all its sons, a continue signal. When a node 
has sent a wave to all its sons, it waits for the echo signals. If the wave reaches a new 
vertex, the wave stops and labels the discovered vertex D. 
C,Root* - l Wave, Root Priority 10 
Wave Wave Priority 7 
Q Q Wave Q 
Wave Wait 
I 
- 
1 
Q Wave 
Priority 6 
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Wave Wave 
/I-A 
d 
N 
Wave 
1 
N 
L d \ 
N D N 
Wait 
- I 
D 
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Priority 5 
Priority 4 
In [16] it is proved that this PGRS works well. 0 
10. PGRSs on words 
In this section we study PGRSs working on words. Let us note that the set of 
all words is safely M-recognizable in the set of all graphs. On the other 
hand, considering that the workspace for the PGRSs is the length of the words, it 
is not surprising that one is led to the CSLs. More precisely, we will see that the 
class of languages recognizable by the PGRSs is the class CSL, and that the class 
of languages safely recognizable by the PGRSs is the class of the deterministic 
CSLS. 
First we recall the definition of the linear bounded automata (LBA). 
Definition 10.1 (Salomuu [lS]). A rewriting system (on words) _X is a LBA if the 
rewriting rules are of the free forms (where A is an input alphabet and Q is a state 
alphabet): 
(i) a - 4 
4 4 
q, q’sQ and a, bcz A 
{,I# changes the current state and the current input letter}, 
a 
(ii) ~ b 
b 
q 
+ a- q,q’EQ and a,bEA 
4’ 
(the head moves to the right and changes the current state), 
a 
(iii) b- 
b 
4 
- _a q,q’EQ and a,bEA 
4 
{the head moves to the left and changes the current state}. 
Furthermore, for each a, q and q’, .k’ contains either no production (ii) ((iii)) or 
contains productions (ii) ((iii)) for every b in A. 
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Definition 10.2. Let J&’ be a LBA on A, Q; let qO be a state of Q and T a subset of Q. 
The language recognized by (J?‘, qO, T) is defined by 
L(&‘,q,, T)= UUEA+ 
i 1 
b 
au - v ;, where v is in A* and t is in T . 
40 I 
It is well known that the class of languages recognized by the LBAs is the class of 
context-sensitive languages [ 14, 791. 
Lemma 10.3. There exists a PGRS which safely marks the end of any word. 
Proof. The following PGRS gives the result (initially, all the labels are N (neutral); 
then the internal nodes become I, the left-hand side node becomes L and the 
right-hand side node becomes R): 
.-. -* Priority 2 
NNN NIN 
.-. __f .-. Priority 1 
N I L I 
.--. - .-. Priority 1. 0 
I N I R 
Proposition 10.4. The CSLs are exactly the languages recognized by the PGRSs. 
Proof. As the LBAs are particular PGRSs which start on the left-hand side of the 
words, according to the previous lemma, every CSL is recognizable by a PGRS. 
Now let R be any PGRS; we give an informal description of an LBA simulating R. 
The read-write head makes runs from left to right on the input word. 
Each rule Ri, wi + w; is associated with a run Yi (we assume that the rules are 
numbered with respect to the priority on R). 
The runs are performed by the LBA with respect to the numbering. 
During each run ri, when an occurrence Oi of Wi is reached, 
_ if one letter of Oi is marked with an integer j such that Ri is less prioritary than 
Rj then, for each letter of Oi, the mark i is concatenated to its previous marks; 
~ else, nondeterministically, 
_ either, for each letter of oi, the mark i is concatenated to its previous marks, 
_ or rule Rj is applied; all the marks are removed and, next, the first run is called. 
After each run with the minor number, 
_ if no letter is marked, then (the word is irreducible) a final run tests whether the 
word labelling is accepted or not; 
_ else all the marks are removed and, next, the first run is called and then the first 
applicable rule is applied. 0 
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Remark. One cannot systematically apply the most prioritary rule, unlike the 
Markov algorithms [17] or the ordered grammars [lo]. 
Let us recall that the deterministic CSLs are the CSLs which are recognized by some 
deterministic LBA [ 141. Now, as, for every deterministic LBA, there is an equivalent 
deterministic LBA that halts on every input (see [13]), every deterministic CSL is 
safely recognizable by a PGRS. On the other hand, every safe PGRS-recognizer may 
be easily simulated by a deterministic LBA as in the proof of Proposition 10.4, but 
here the most prioritary rule may be systematically applied. That is, safe recognizing 
by the PGRSs is equivalent to recognizing by the deterministic LBAs. 
Proposition 10.5. Let L be a language. L is a deterministic CSL ifs it is safely 
recognizable by a PGRS. 
As a corollary of Proposition 4.10, every language recognized by a PGRS is 
recognizable by a GRS. Now we are interested in the recognizing by GRSs, but we do 
not require the recognizing words to be irreducible, i.e., given a GRS R and a language 
T, the language recognized is 
&r(R, T)= =D(R) R 
i 1 
u -2; v for some v in T 
i 
Then, unlike in the previous cases, the ends of the input words cannot be found. To 
study this recognizing mode, we first state an elementary lemma (which does not hold 
for the PGRSs). 
Lemma 10.6. Let R be a GRS. If u 2 u’ then cuw a vu’w for all words v, w. 
Now we consider the languages LN,(R, T) together with the B-recognizing mode. 
Proposition 10.7. Let L be a CSL. L is an ideal tJ’L is BNI-recognized by some GRS. 
Proof. According to Lemma 10.6, every language BNI-recognized by a GRS is 
an ideal. 
Now let I be a context-sensitive ideal. I is recognized by (J,qo, T), where ~2’ is 
a LBA, q,, is the initial state and T is the set of recognizing states. By a GRS R, from 
every input word U, any (may be many) letter x is nondeterministically rewritten in 
x/qO. Next, the LBA ~2’ works from x/qo; so, u belongs to I iff u is BNI-recognized by 
(RuA?, T’), where T’ is the set {x/t, where x is in A and t is in T}. 0 
Next we consider the languages Ln,(R, T) together with the M-recognizing mode. 
Proposition 10.8. Let L be a CSL. L is a monoid $fL is MNI-recognized by some GRS 
(R, F) such that the family F of sets of labels is closed under union. 
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Proof. According to Lemma 10.6, every language MNI-recognized by (R, F), where 
R is a GRS and F is a family of set labels which is closed under union, is a monoid. 
Let M be a context-sensitive monoid. M is recognized by (&,q,,, T), where JZ is 
a LBA. By a GRS R, from every input word u, some letters X, y, . . . are nondeterminis- 
tically rewritten in x/q,, y/q,, . . .; next on all factors starting from a qO-letter, the LBA 
4’ works. When a factor is recognized by .&‘, a letter f is propagated in the whole 
factor. So u belongs to M iff u is rewritten in f *. 0 
Remark. If, as for the LBAs, the computations must start on the left-hand side and 
must stop on the right-hand side, all CSLs are again recognized. 
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