The relative entropy of entanglement is defined in terms of the relative entropy between an entangled state and its closest separable state (CSS). Given a multipartite-state on the boundary of the set of separable states, we find a closed formula for all the entangled states for which this state is a CSS. Our formula holds for multipartite states in all dimensions. For the bipartite case of two qubits our formula reduce to the one given in Phys. Rev. A 78, 032310 (2008).
I. INTRODUCTION
Immediately with the emergence of quantum information science (QIS), entanglement was recognized as the key resource for many tasks such as teleportation, super dense coding and more recently measurement based quantum computation (for review, see e.g. [1, 2] ). This recognition sparked an enormous stream of work in an effort to quantify entanglement in both bipartite and multipartite settings. Despite the huge effort, except the negativity [3] (and the logarithmic negativity [4] ) closed formulas for the calculation of different measures of entanglement exist only in two qubits systems and, to our knowledge, only for the entanglement of formation [5] . Moreover, the discovery that several measures of entanglement and quantum channel capacities are not additive [6, 7] , made it clear that formulas in lower dimensional systems, in general, can not be used to determine the asymptotic rates of different quantum information tasks. Hence, formulas in higher dimensional systems are quite essential for the development of QIS.
Among the different measures of entanglement, the relative entropy of entanglement (REE) is of a particular importance. The REE is defined by [8] :
where D is the set of separable states or positive partial transpose (PPT) states, and S(ρ σ) ≡ Tr (ρ log ρ − ρ log σ). It quantifies to what extent a given state can be operationally distinguished from the closest state which is either separable or has a positive partial transpose (PPT). Besides of being an entanglement monotone it also has nice properties such as being asymptotically continuous. The importance of the REE comes from the fact that its asymptotic version provides the * Electronic address: friedlan@uic.edu † Electronic address: gour@math.ucalgary.ca unique rate for reversible transformations [9] . This property was demonstrated recently with the discovery that the regularized REE is the unique function that quantify the rate of interconversion between states in a reversible theory of entanglement, where all types of non-entangling operations are allowed [10] . The state σ = σ(ρ) in Eq. (1) is called the closest separable state (CSS) or the closest PPT state. Recently, the inverse problem to the long standing problem [11] of finding the formula for the CSS σ(ρ) was solved in [12] for the case of two qubits. In [12] the authors found a closed formula for the inverse problem. That is, for a given state 0 < σ on the boundary of 2-qubits separable states, ∂D, the authors found an explicit formula describing all entangled states for which σ is the CSS. Quite astonishingly, we show here that this inverse problem can be solved analytically not only for the case of two qubits, but in fact in all dimensions and for any number of parties.
We now describe briefly this formula. Denote by H n the Hilbert space of n × n hermitian matrices, where the inner product of X, Y ∈ H n is given by Tr XY . Denote by H n,+,1 ⊂ H n,+ ⊂ H n the convex set of positive hermitian matrices of trace one, and the cone of positive hermitian matrices, respectively. Here n = n 1 n 2 · · · n s so that the multi-partite density matrix ρ ∈ H n,+,1 can be viewed as acting on the s-parties Hilbert space C n1 ⊗C n2 ⊗· · ·⊗C ns . Let 0 < σ ∈ H n,+ (i.e. σ is full rank). Then for any σ ∈ H n and a small real ε we have the Taylor expansion of
Here L σ : H n → H n is a self-adjoint operator (defined in the next section), which is invertible, and satisfies L σ (σ) = I. Assume now that 0 < σ ∈ ∂D (later we will extend the results for all σ ∈ ∂D; i.e. not necessarily full rank). Then, from the supporting hyperplane theorem, σ has at least one supporting hyperplane, φ ∈ H n , of the following form:
arXiv:1007.4544v2 [quant-ph] 6 Oct 2010 where φ is normalized; i.e. Tr φ 2 = 1. For each such φ, we define the family of all entangled states, ρ(x, σ), for which σ is the CSS:
Here, x max is defined such that ρ(x max , σ) ∈ H n,+,1 and ρ(x max , σ) has at least one zero eigenvalue. We also note that Tr L −1 σ (φ) = 0. Moreover, for the case of two qubits, φ is unique and is given by φ = (|ϕ ϕ|) Γ , where Γ is the partial transpose, and |ϕ is the unique normalized state that satisfies σ Γ |ϕ = 0. Hence, for the case of two qubits our formula is reduced to the one given in [12] , by recognizing that for this case, the self-adjoint operator L −1 σ is given by the function G(σ) of Ref. [12] . This paper is organized as follows. In the next section we discuss the definition of L σ . In section III we find necessary and sufficient conditions for the CSS and in section IV we prove the main result for the case were the CSS is full rank. To illustrate how the formula can be applied, in section V we discuss the qubit-qudit 2 × m case. In section VI we discuss how to apply the formula for tensor products. In section VII we discuss the singular case, and show that the CSS state can be described in a similar way to the non-singular case. We end in section VIII with conclusions.
II. DEFINITION OF Lσ
Let 0 < α ∈ H n,+ . Fix β ∈ H n . Let t ∈ (−ε, ε) for some small ε = ε(α) > 0. Rellich's theorem, , e.g. [15] , yields that log(α + tβ) is analytic for t ∈ (−ε, ε). So
Here L α : H n → H n is the following linear operator. In the eigenbasis of α, α = diag(a 1 , . . . , a n ) is a diagonal matrix, where a 1 , . . . , a n > 0. Then for
Here we assume that for a positive a,
log a−log a = a. Equivalently, for a real diagonal matrix α = (a 1 , . . . , a n ) > 0 define the real symmetric matrix
Then, The point E is the CCS of all the points in the shaded green area. Some points on the boundary, like the points A and B, can not be a CSS; for example, separable states of rank 1 (i.e. product states) are on the boundary of separable states, but can never be the CSS of some entangled state.
III. A NECESSARY AND SUFFICIENT CONDITION FOR σ(ρ)
We start with a necessary and sufficient condition the CSS, σ(ρ), must satisfy.
Remark. We will see later that the assumptions that 0 < ρ and 0 < σ are not necessary.
Thus, applying Rellich's theorem for a small t > 0 gives
If σ is a solution to Eq.(1), we must have Tr ρ log σ ≥ Tr ρ log [σ + t(σ − σ)] which together with Eq.(8) implies that for a small positive t, t Tr ρL σ (σ − σ) ≤ 0. Dividing by t gives Tr ρL σ (σ ) ≤ Tr ρL σ (σ) = 1. This completes the necessary part of the proof since L σ is selfadjoint. The sufficient part of the proof follows directly from the construction of ρ(x, σ) in Theorem 3.
The proposition above leads to the following intuitive corollary:
Corollary 2. Let 0 < σ be a CSS of an entangled state ρ. Then, σ ∈ ∂D.
Proof. Assume that the CSS σ is an interior point of D. Thus, for each σ separable (1 − t)σ + tσ is separable for all small |t|, where t is either positive or negative. Hence, instead of Eq. (7) we get the identity Tr L σ (ρ)σ = 1 for all separable states σ ∈ D. This yields that L σ (ρ) = I n . Hence ρ = σ which is impossible since ρ was assumed not to be separable.
IV. MAIN THEOREM
In the following we prove the main theorem for the case where the CSS, σ, is full rank. Note that if ρ is full rank then σ also must be full rank.
Theorem 3. (a) Let 0 < σ ∈ ∂D, and let ρ ∈ H n,+,1 . Then,
Proof. (a) We first assume that σ is a CSS of ρ. Recall that any linear functional Φ on H n is of the form Φ(X) = Tr(φX) for some φ ∈ H n . Now, since D is a closed convex subset of H n,+,1 it follows (from the supporting hyperplane theorem) that for each boundary point σ ∈ ∂D there exists a nonzero linear functional on Φ : H n → R, represented by φ ∈ H n , satisfying the following condition:
Note that the equation above holds true if φ is replaced by φ − aI (this is because Tr σ = Tr σ = 1). Moreover, since φ = 0 we can normalize it. Therefore, there exists φ ∈ H n satisfying (2) and the normalization
For most σ on the boundary ∂D, the supporting hyperplane of D at σ is unique (see Fig. 1 ). This is equivalent to say that φ ∈ H n satisfying the conditions in Eq. (2) and (10) is unique. However, for some special boundary points σ ∈ ∂D, there is a cone of such φ of dimension greater than one satisfying (2) (see Fig. 1 ). Now, denote φ := −(L σ (ρ) − I). Since we assume that σ is a CSS of ρ we get from Eq. (7) the condition
Since ρ = σ and L σ is invertible, it follows that φ = 0. Hence, φ can be normalized such that φ = xφ, where φ satisfies Eq. (10) and x > 0. Apply L 
Assume now that 0 < σ ∈ ∂D, and let φ be a supporting hyperplane at σ, satisfying Eq. (2) and (10) . Set ρ ≡ ρ(x, σ) as in Eq.(3). We want to show that for this ρ, E R (ρ) = S(ρ σ). Recall first that the relative entropy S(ρ σ ) := Tr(ρ log ρ)−Tr(ρ log σ ) is jointly convex in its arguments [16, Thm 11.12] . By fixing the first variable ρ we deduce that Tr(ρ log σ ) is concave on D. Consider the function
where ρ ≥ 0 is given by Eq. (3) and x > 0. The joint convexity of the relative entropy implies that f (t) is concave. Now, to show that the minimum of S(ρ σ ) is obtained at σ = σ, it is enough to show that f (0) ≥ f (1) for each σ ∈ D. To see that, we first show show that f (0) ≤ 0, which then, combined with concavity of f , implies that
Hence,
This completes the proof of part (a). Moreover, E R (ρ) = Tr(ρ log ρ) − Tr(ρ log σ) > 0, since ρ = σ. Hence ρ is entangled.
(b) This part follows from the strong concavity of log σ (see appendix A). Therefore, from Corollary 11 of appendix A, it follows that for a fixed entangled state ρ > 0, the function Tr ρ log σ is a strict concave function on the open set of all strictly positive Hermitian matrices in H n . Hence, if both σ and σ are CSS of ρ, then both are full rank and we have Tr ρ log σ = Tr ρ log σ . Hence, for t ∈ (0, 1) we set σ ≡ tσ + (1 − t)σ and from the strong concavity Tr ρ log σ > t Tr ρ log σ + (1 − t) Tr ρ log σ = Tr ρ log σ , in contradiction with the assumption that σ is a CSS.
Corollary 4. Let 0 < ρ ∈ H n,+,1 be entangled state and let σ be a CSS of ρ. Then, σ is also the CSS of ρ(t) ≡ tρ + (1 − t)σ for all t ∈ [0, t max ], where t max > 1 is the maximum t such that ρ(t) ≥ 0.
Proof. Since σ is the CSS of ρ, from theorem 3 we have ρ = ρ(x, σ) for some x. Hence ρ(t) = ρ(tx, σ) is of the same form. From theorem 3 σ is a CSS of ρ(t).
Remark. A weaker version of the corollary above was proved in [8] ; note that here t can be greater than one.
V. BIPARTITE PARTIAL TRANSPOSE ANALYSIS
In the following we show how to apply Theorem 3 to specific examples. In particular, we focus on the bipartite case (i.e. n = n 1 n 2 ) and we will assume that D in Eq. (1) is the set of PPT states. In the 2 × 2 and 2 × 3 case, D is also the set of separable states [17] . The boundary of the PPT states is simple to characterize. If σ ∈ D satisfies σ > 0 and also σ Γ > 0, where Γ is the partial transpose, then σ must be an interior point of D. If on the other hand σ or σ Γ are singular, then σ must be on the boundary of D. We therefore have:
Suppose now that 0 < σ ∈ ∂D. Hence, σ Γ has at least one zero eigenvalue. Let |ϕ be a normalized eigenstate corresponding to an eigenvalue zero and define an Hermitian matrix φ = (|ϕ ϕ|)
Γ . Since the partial transpose is self-adjoint with respect to the inner product ρ, ρ = Tr(ρρ ), it follows that φ satisfies Eq.(2) and is normalized (i.e. Tr φ 2 = 1). That is, φ represents the supporting hyperplane at σ. Note that if σ Γ has more than one zero eigenvalue than clearly φ is not unique and in fact there is a cone of supporting hyperplanes of D at σ (see points C and E in Fig.1 ). To illustrate this point in more details, we discuss now the case where n 1 = 2 (i.e. the first system is a qubit) and n 2 ≡ m.
In the 2 × m case, we can write any state σ ∈ H 2m,+,1 using the block representation of
and A † = A, C † = C. The partial transpose of σ is given by (here the partial transpose corresponds to the transpose on the first qubit system; i.e. it is the left par- Proof. Recall that since σ ∈ H 2m,+,1 is strictly positive definite we have A > 0. Hence, σ and σ Γ are equivalent to the following block diagonal hermitian matriceŝ
respectively. Hence Next, let E ≥ 0. Then to satisfy the condition σ Γ ≥ 0 of the above inequality we define C by
With the above identity the condition that σ > 0 is equivalent to
We first show that one can choose A > 0 and B and E ≥ 0 such that rank E = 1 and Eq. (14) hold. For this purpose, we will see that it is enough to find A > 0 and B such that G := BA −1 B † − B † A −1 B has exactly m − 1 strictly positive eigenvalues and one negative eigenvalue.
Let F ≥ 0 given. Then F has the spectral decomposition F = U ΛU † , where U is unitary and Λ ≥ 0 is a diagonal matrix with the diagonal entries equal to the nonnegative eigenvalues of F . Choose B = U Λ 
since H has zero diagonal, (see e.g. [15] ). By choosing F = H(t), t 1 we deduce that G(t) := H(t) − Λ(t) = H + O( 
Note that from Theorem 3 it follows that we can rewrite the expression of the relative entropy of ρ similar to the formula (7) of Ref. [12] . That is,
(16) From the theorem above it follows that for the case m = 2, if σ > 0 then σ Γ can have at most one zero eigenvalue. Hence, for this case φ is unique as pointed out in [12] . For m = 3 it follows from the theorem that there exists σ > 0 such that σ Γ has two independent eigenstates corresponding to zero eigenvalue. Here is an example of such a state σ of the form ( 
VI. TENSOR PRODUCTS
We now show briefly how to extend the results presented in this paper to tensor product of separable states. For this purpose we denote by D A and D B the set of separable states in Alice's lab and Bob's lab, respectively. We also denote by D AB the set of separable states of the composite system. First observe that if σ a ∈ ∂D A then for any separable state σ b ∈ D B the state σ a ⊗ σ b ∈ ∂D AB . Furthermore, let φ a ∈ H A n be a supporting hyperplane of D A at σ a of the form given in Eq. (2) 2 ) = 1. Then it is straightforward to show that φ := φ a ⊗ φ b satisfies Eq. (2) and (10) 
VII. THE CASE OF SINGULAR CSS
If the entangled state ρ is not full rank then the CSS σ can be singular (i.e. not full rank). More precisely, if x is an eigenvector of σ corresponding to zero eigenvalue then x must also be an eigenvector of ρ corresponding to zero eigenvector. For the singular σ we work below with the basis where σ is diagonal
where s 1 ≥ . . . ≥ s r > 0 = s r+1 = . . . = s n and 1 ≤ r < n. Here r = rank σ < n since σ is singular. Note that in this basis ρ has the following block diagonal form ρ = ρ 11 0 0 0 , where ρ 11 ∈ H r,+,1 .
With this eigen-basis of σ, we define the matrices T (σ), S(σ) on the support of σ just as in Eq. (6), and zero outside the support (i.e. the last n − r rows and columns of T (α), S(α) are set to zero). Note that with this definition
where P σ the projection to the support of σ. Define now the linear operators
Then L σ and L ‡ σ are selfadjoint and
Note that L ‡ σ is the Moore-Penrose inverse of L σ , and
With the above definition for L σ , Eq. (4) can be generalized to the singular case:
Lemma 6. Let σ ∈ H n,+ be a nonzero singular matrix. Let ξ ∈ H n be positive on the eigenvector subspace of σ corresponding to the zero eigenvalue. (x † ξx > 0 if σx = 0 and x = 0.) Assume that ρ ∈ H n is nonzero and ρx = 0 if σx = 0. Then there exists ε > 0 such that for any t ∈ (0, ε) the following hold.
Tr(ρ log(σ+tξ)) = Tr(ρ log σ)+t Tr(ρL σ (ξ))+O(t 2 | log t|).
Proof. Without a loss of generality we may assume that σ and ρ of the form (17) and (18). (However we do not need the assumption that ρ 11 ≥ 0.) Then there exists ε > 0 such that for σ(t) > 0 for t ∈ (0, ε). Rellich's theorem yields that the eigenvalues and the eigenvectors σ(t) := σ + tξ are analytic in t for |t| < ε. Let s 1 (t), . . . , s n (t) be the analytic eigenvalues of σ(t) such that
The positivity assumption on ξ implies that b i > 0 for i = r + 1, . . . , n. (Note that s i = 0 for i > r.) Rellich's theorem also claims that the eigenvectors of σ(t) can parameterized analytically. So there exists a unitary U (t), t ∈ [0, ε), depending analytically on t, for |t| < ε, such that the following conditions hold.
Note that the last term in this expression in analytic it t for |t| < ε. Clearly, log s i (t) = log(b i t) + analytic term. Observe next that
Using the standard fact that Tr XY = Tr Y X and the form of ρ given by (18) we deduce that
Hence Tr(ρ log(σ + tξ)) = Tr(ρU (t) diag(log s 1 (t), . . . , log s r (t), 0, . . . , 0)U † (t))
Similar expansion result hold when we replace σ by a a diagonal α > 0 as in the beginning of this section. Combine these results to deduce the validity of (21).
From the lemma above it follows that Proposition 1 holds true also for singular ρ and singular CSS σ. To see that, let σ be singular CSS of an entangled state ρ, and suppose first that σ > 0. Define also σ(t) ≡ (1 − t)σ + tσ = σ + t(σ − σ). Note that ξ := σ − σ satisfies the assumptions of Lemma 6. Thus, the arguments in Proposition 1 yield that Tr ρL σ (σ ) ≤ Tr ρL σ (σ) = 1. Using the continuity argument, we deduce that this inequality hold for any σ ∈ D.
In Eq. (2) we defined the supporting hyperplane in terms of Hermitian matrix φ satisfying that Tr σφ = 0. As we will see below, it will be more convenient to represent the supporting hyperplane of D at σ in terms of ψ ≡ I − φ. That is, the supporting hyperplane will be described by the linear functional Ψ : H n → R, defined by Ψ(ξ) = Tr(ψξ), where ψ satisfies:
Note also that Tr P σ σ ≤ 1 and therefore for any x ∈ [0, 1], ψ(x) ≡ xψ + (1 − x)P σ also satisfies the same condition Tr(ψ(x)σ ) ≤ Tr(ψ(x)σ) = 1. We now ready to prove the main theorem for the case of singular CSS.
Theorem 7. Let σ ∈ ∂D be a singular matrix in the boundary of D, and let ρ ∈ H n,+,1 be an entangled state. Here x max ≤ 1 is the maximum value of x not greater than 1 such that ρ(x, σ) ∈ H n,+,1 . The supporting hyperplane of D at σ is represented by ψ = P σ , that satisfies the conditions in Eq. (22) and is zero outside the support of σ (i.e. if σx = 0 then ψx = 0).
Proof. Suppose first that ρ = ρ(x, σ). We want to prove that σ is the CSS of ρ. First, observe that Tr(L ‡ σ (ψ)) = Tr(L ‡ σ (ψ)P σ ) = Tr(ψL ‡ σ (P σ )) = Tr(ψσ) = 1.
Hence ρ(x, σ) ∈ H n,+,1 for x ∈ [0, x max ], where we assume that x max ≤ 1.
It is left to show that Tr(ρ(x, σ) log σ ) ≤ Tr(ρ(x, σ) log σ) for any σ ∈ D. From the continuity argument, it is enough to show this inequality for all σ > 0. Let σ(t) = (1 − t)σ + σ t. Let f (t) = Tr(ρ(x, σ) log σ(t)). Using the equality (21), similar to Eq. (11), we get for ρ = ρ(x, σ): where we have used that L σ (ρ) = (1 − x)P σ + xψ and x ∈ (0, 1]. (Note that Tr σ P σ ≤ Tr σ = 1.) Hence f (0) ≤ 0, and since f (t) is concave we have f (0) ≥ f (1), which implies that Tr [ρ(x, σ) log σ] ≥ Tr [ρ(x, σ) log σ ]. This completes the second direction of the theorem. Moreover, note that E R (ρ) = Tr(ρ log ρ) − Tr(ρ log σ) > 0, since ρ = σ. Hence ρ is entangled.
Assume now that σ is a singular CSS of an entangled state ρ . Without a loss of generality we may assume that σ and ρ of the form (17) and (18). Hence, from Proposition 1, when applied to the singular case (see the discussion above), we get 
