Abstract-Inferring trust relations between social media users is critical for a number of applications wherein users seek credible information. The fact that available trust relations are scarce and skewed makes trust prediction a challenging task. To the best of our knowledge, this is the first work on exploring representation learning for trust prediction. We propose an approach that uses only a small amount of binary user-user trust relations to simultaneously learn user embeddings and a model to predict trust between user pairs. We empirically demonstrate that for trust prediction, our approach outperforms classifier-based approaches which use state-of-the-art representation learning methods like DeepWalk and LINE as features. We also conduct experiments which use embeddings pre-trained with DeepWalk and LINE each as an input to our model, resulting in further performance improvement. Experiments with a dataset of ∼356K user pairs show that the proposed method can obtain a high Fscore of 92.65%.
I. INTRODUCTION
With the rising popularity of social media, it is vital to enable users to tackle challenges such as information overload and information reliability by predicting and utilizing trust. Trust prediction involves estimating the degrees of trust between pairs of social network users. Real world applications of trust inference include trust-aware recommendation systems [1] , [2] , viral marketing [3] and review quality prediction [4] .
The trust inference problem can be defined as follows. Given a network composed of a set of user pairs u, v such that u trusts v, infer the binary trust relationship between any ordered user pair in the network. Trust relations are directional; u trusting v does not necessarily imply v trusting u. What makes trust inference challenging is that explicit trust relations are usually available only for a small percentage of the user pairs in a social network. Moreover, a small number of users have many trustees (users whom they trust), and the rest of the users specify much fewer trust relations.
Owing to the above-mentioned challenges, trust prediction is a hot area of research. The prior work can be divided into unsupervised [5] , [6] , [7] and supervised [8] , [9] , [10] approaches. Many of the unsupervised approaches are based on trust propagation. Matrix factorization based approaches such as [6] , inspired by their efficacy in collaborative filtering based recommendation systems, have also been proposed for inferring trust. Supervised approaches typically involve training a classifier to obtain a discrete (mostly binary) trust value for a pair of users. The trust information available for a small number of user pairs is used as positive labels. Features based on the network topology and contextual information such as user's ratings and reviews for products have been explored for such classifiers [8] , [9] .
Another area of research that has attracted considerable attention recently is representation learning. Unsupervised methods based on representation learning have proven to be successful in a variety of data mining tasks [11] . Popular representation learning methods for graphs are graph embedding methods like DeepWalk [12] and LINE [13] , which find lowdimensional representation of nodes in the graph such that network properties are preserved in the low-dimensional space.
In this paper, to perform trust prediction, we propose a neural network based method, which learns trust-specific embeddings. Our approach requires only the network information, namely the trust information for a small percentage of user pairs. No content information such as user profiles, product ratings or reviews is assumed to be known. Our main contributions are as follows.
• We propose a method that simultaneously learns user embeddings and a classification model that uses those embeddings for trust prediction.
• We also explore using user embeddings pre-trained through DeepWalk and LINE each for seeding our model.
• Experiments with a dataset of ∼356K user pairs show that the proposed method can obtain an average F-score (with negative test data) of 92.65% and accuracy (without negative test data) of 97.43%.
II. RELATED WORK
In this section, we review existing approaches in two broad areas: trust prediction and representation learning for graph nodes.
A. Trust Prediction
The literature on trust prediction can be split into two categories: supervised [8] , [9] , [10] and unsupervised [5] , [6] , [7] .
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Supervised Trust Prediction:
The binary trust prediction problem can be posed as a classification problem using features derived from structural (network) information, content (user profiles, etc.) [9] , and context (users' product ratings, etc.) [14] . Zolfaghar et al. [8] proposed features pertaining to knowledge, similarity, propensity, reputation and relationship. In [10] , quantitative trust prediction models are proposed on the basis of the Trust Antecedent Framework from organizational behavior research. Unsupervised Trust Prediction: Several unsupervised approaches have been proposed in the literature for trust prediction using trust propagation. Guha et al. [5] propose four atomic propagation mechanisms, namely direct propagation, co-citation propagation, transpose propagation and trust coupling propagation. TidalTrust [15] also performs trust propagation over paths connecting user pairs. In [6] , a low-rank matrix factorization based optimization framework involving homophily regularization is formulated to predict trust. Wang et al. [7] utilize the notion of social status for trust prediction by modeling status theory.
Compared to these previously proposed trust prediction approaches, we differ in the following ways: (1) Our focus is two-fold: we are interested in learning user representations as well as a trust model, simultaneously. (2) Unlike some of the previous approaches which use the ratings of users for items, our work only requires the availability of binary trust relations for a small percentage of user pairs. Our approach has no dependency on content information such as user profiles, product reviews or ratings.
B. Representation Learning for Graph Nodes
Traditional graph embedding methods [16] construct a graph matrix through manual feature engineering for the nodes of the graph, and then embed the matrix into a low-dimensional space. There are two major drawbacks of these methods. First, they require manual feature design which is not efficient and may not capture interesting network properties. Secondly, it requires some form of a matrix factorization method which is not scalable for large graphs.
More recent methods based on representation learning [11] can overcome these drawbacks. Since these methods are designed to learn features, there is no need for manual feature engineering. And, these methods are scalable for large datasets. Some recent work in representation learning for graphs includes DeepWalk [12] and LINE [13] . DeepWalk learns embeddings in the graph using language modeling on truncated sequences generated through random walks on graph. LINE learns embeddings by optimizing an objective that preserves both the local and global network structures. In [17] , node embeddings are learned by defining a flexible notion of a nodes network neighborhood and developing a biased random walk procedure that efficiently explores diverse neighborhoods. In this work, we explore the applicability of representation learning methods for trust prediction. 
III. THE PROPOSED APPROACH
Consider a set U of n users U = {u 1 , u 2 , ..., u n } and a directed network G = (V, E), where each vertex represents a user and each edge represents a binary trust relation between users. Given this information, our objective is to learn a model to predict the presence or absence of a trust relation between an ordered user pair using the sparsely available (positive) binary trust information while simultaneously inferring user representations. Our model involves the neural network delineated in Figure 1 , comprising an input layer, feature extraction and the output (softmax) layer which generates the probabilities for the two trust labels. For training our model, for each positive ordered user pair, we randomly sample one for which no trust relation is specified and treat it as a negative sample.
The relatively simple architecture helps ensure that the number of parameters to be estimated is not very high, contributing to the efficiency of the optimization process. A similar, simple network involving the same distance and angle features that we employ has been used to great effect in [18] for a different task (estimation of the semantic similarity between pairs of sentence representations).
Formally, given a user r (trustor) with representation vector v r and another user s (trustee) with representation vector v s , we use the angle (Eq. 1) and distance (Eq. 2) between v r and v s as features in our neural network.
where v r , v s , h * rs , h + rs ∈ R d , and d is the dimensionality of each user representation. The initial values of the embedding vectors can be chosen randomly or through pre-training using a state-of-the-art representation learning approach.
Our hidden layer is an affine transformation of the above features followed by a non-linearity.
where W * , W + ∈ R n h * d are the affine transformation matrices, n h defines the hidden layer size and b 1 ∈ R n h is the bias vector. The value of n h is determined through experimentation.
The hidden layer is followed by the output layer, which is an affine transformation of the hidden layer's output, followed by a softmax layer. The output (softmax) layer gives a probability distribution over the trust labels. In this case, there are two labels, indicating the presence and absence of a trust relation from the trustor r to the trustee s.
where U ∈ R 2 * n h is the output layer parameter matrix and b 2 ∈ R 2 is the output bias. The cost function for this network is the negative loglikelihood of p over a training batch of size N .
where y i is the ground truth label of the i th example. The parameters of the model are [W * , W + , U, b 1 , b 2 ]. They are learned through back-propagation and stochastic gradient descent using Equations 1 to 4.
IV. EXPERIMENTS

A. Dataset
We use the Epinions dataset [2] , a publicly available realworld dataset, for experimentally validating the efficacy of our approach. The dataset consists of 22K users, and 356K ordered user pairs corresponding to (positive) trust relations. 80% (284K) of these user pairs are used for training, and the rest (20%) is set aside for testing.
B. Baselines
We compare against the following baseline methods.
(1) Network features: We use classifiers learned using network-based features [8] as a baseline. For a fair comparison, we avoid features based on contextual information such as ratings and reviews, since our method requires and uses only network information. (2) DeepWalk and LINE: Since learning embeddings in the trust prediction context is a key part of the proposed work, we provide comparisons with two popular network embedding approaches, namely DeepWalk [12] and LINE [13] . Embeddings obtained using DeepWalk and LINE are used as features for various classifiers to infer trust. (3) Simple NN: This is a simpler variant of the proposed approach. It computes the dot product between the two embeddings and applies softmax on the output.
C. Metrics
The dataset provides only positive ordered user pairs. The non-positive user pairs may or may not be negative. This motivated us to use two complementary metrics to evaluate the trust prediction performance.
• Accuracy without negative test data: The rationale for choosing this metric is to limit ourselves completely to the explicitly provided ground truth data. Since the data has no negative samples, accuracy amounts to recall in this case.
• F-score with negative test data: To be able to also measure precision (and F-score), negative data is required. We generate negative test samples by randomly picking user pairs for which no trust relation exists in the dataset. Table I compares the accuracy of the proposed method versus various baselines. Four different classifiers, namely logistic regression, SVM, random forest and gradient boosting, are used with each of those approaches. The experiments for the proposed approach were carried out using the following tuned hyper-parameters: learning rate of 0.4, user representation size of 64, hidden unit size of 32 and batch size of 64. For each approach, an average over 10 runs is reported for F-score with negative test data (because the negative data is randomly sampled). For each method, we observed a standard deviation less than 0.001.
D. Results
Besides the baselines and the proposed approach, we also experiment with a combination of DeepWalk and LINE each with the proposed approach. Specifically, we seed our model with the embeddings pre-trained using DeepWalk and LINE each. We also report results for simple NN with pre-training using DeepWalk and Line each. As shown in Table I , the proposed approach significantly outperforms all the baselines in terms of both the metrics. When we use embeddings pretrained using DeepWalk and LINE each, the results are expectedly superior to those obtained using randomly initialized embeddings.
To drill down further, we segment trustor, trustee user pairs in the test set based on each user's in-degree (the number of trustors) and out-degree (the number of trustees). The mean degree for users is ∼5. We consider users with degree <5 as low-degree users and others as high-degree users. Counts of low in-degree, low out-degree, high in-degree and high outdegree users are 10.5K, 9.7K, 2.6K, 3.4K respectively. Table II shows the statistics for various segments of user pairs.
In Tables III to VI , we report the performance for DeepWalk, LINE, network features [8] and our approach after segmenting the user pairs on the users' indegrees and outdegrees. For comparison, we take each method along with the best performing classifier for each metric. For instance, in tables III and V, we choose SVM for the network features baseline and gradient boosting for DeepWalk as well as LINE. For the proposed approach, we choose the variant using embeddings pre-trained with DeepWalk. Our approach performs well across most of the user pair segments. In terms of F-score, the performance is quite good in all segments except those wherein both users have low degrees. This is in line with the intuition that sparse neighborhood connectivity for low degree users makes it hard to achieve good performance. However, note that for the low-low outdegree case, our approach outperforms the others. Finally, unlike the proposed approach, the baseline methods show high fluctuation in accuracy across user segments. Overall, the proposed approach not just outperforms the baselines, but it is also robust across various user segments.
V. CONCLUSION AND FUTURE WORK
In this paper, we proposed an integrated approach for inferring user representations and learning a model to predict trust relations simultaneously. The only input requirement assumed is the availability of binary trust information for a small percentage of the user pairs. Empirical results show that our approach produces a better trust prediction accuracy than the two-step approaches where representations using state-ofthe-art methods such as DeepWalk and LINE are used as features for popular classifiers. The performance gets enhanced further when our model is used with embeddings pre-trained with DeepWalk and LINE each. An interesting direction for future work is to use the embeddings learned through this approach in an optimization setting that extends the standard matrix factorization based trust prediction approach. The idea is to use an objective function similar to [6] involving regularization based on useruser similarities, and express those similarities in terms of the embeddings derived using the approach presented in this paper.
