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Abstract
In this article, we introduce a numerical technique for solving a general form of the
fractional optimal control problem. Fractional derivatives are described in the Caputo
sense. Using the properties of the shifted Jacobi orthonormal polynomials together
with the operational matrix of fractional integrals (described in the Riemann-Liouville
sense), we transform the fractional optimal control problem into an equivalent
variational problem that can be reduced to a problem consisting of solving a system
of algebraic equations by using the Legendre-Gauss quadrature formula with the
Rayleigh-Ritz method. This system can be solved by any standard iteration method.
For conﬁrming the eﬃciency and accuracy of the proposed scheme, we introduce
some numerical examples with their approximate solutions and compare our results
with those achieved using other methods.
Keywords: fractional optimal control problem; Jacobi polynomials; operational
matrix; Gauss quadrature; Rayleigh-Ritz method
1 Introduction
In recent past, there has been a remarkable development in the areas of fractional and
functional diﬀerential equations and their applications. Many physical and engineering
phenomena are modeled by fractional diﬀerential equations. Much progress has been
made by implementing several numerical methods to approximate the solutions of such
problems since most fractional and functional diﬀerential equations have no exact solu-
tions, see [–].
In recent decades, many scientists in diﬀerent ﬁelds of mathematics, physics and engi-
neering have been interested in studying the fractional calculus (theories of derivatives
and integrals with any non-integer arbitrary order) for its several applications in various
areas of real life such as thermodynamics [], modeling of viscoelastic dampers [], bio-
engineering [], psychology [], ﬁnance [] and others [–].
The operational matrix of fractional derivatives has been derived for some types of or-
thogonal polynomials, such as Chebyshev polynomials [], Jacobi polynomials [] and
Bernstein polynomials [], and it has been used to solve distinct types of fractional dif-
ferential equations, see [–]. On the other hand, the operational matrix of fractional
integrals has been derived for many types of orthogonal polynomials such as Legendre
polynomials [, ], Jacobi polynomials [] and Laguerre polynomials [].
© 2015 Doha et al.; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons Attribu-
tion License (http://creativecommons.org/licenses/by/4.0), which permits unrestricted use, distribution, and reproduction in any
medium, provided the original work is properly credited.
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The optimal control problem refers to the minimization of a performance index sub-
ject to dynamic constraints on the state variable and the control variable. If the fractional
diﬀerential equations are used as the dynamic constraints, this leads to the fractional opti-
mal control problem. In recent years,many researchers have studied the fractional optimal
control problems and have found numerical solutions for them, for instance, [–].
In this paper, we investigate and develop a direct numerical technique to solve the frac-















D(i)x(t) = xi, i = , , . . . ,n – ,
()
where n –  < ν ≤ n and b(t) = .
The introduced scheme here consists of expanding the fractional derivative of the state
variableDνx(t) with the Jacobi orthonormal polynomials with unknown coeﬃcients using
the operationalmatrix of fractional integrals. Then the equation derived from the dynamic
constraint () is coupled to the performance index () to construct an equivalent varia-
tional problem. The integration in the result variational problem may be more diﬃcult to
be computed exactly. In this case, the Legendre-Gauss quadrature’s formula is used for
this purpose. Using the Rayleigh-Ritz method, the given fractional optimal control prob-
lem ()-() is reduced to a problem of solving a system of algebraic equations that can be
approximated by any iterative method.
This article is organized as follows. In Section , we introduce some deﬁnitions and no-
tations of fractional calculus and some properties of the shifted orthonormal polynomials.
In Section , we derive the operational matrix of fractional integrals based on the shifted
Jacobi orthonormal polynomials. In Section , the operational matrix of fractional inte-
grals and the properties of the shifted Jacobi orthonormal polynomials are used together
with the help of the Legendre-Gauss quadrature formula and the Rayleigh-Ritz method
to introduce an approximate solution for the fractional optimal control problem ()-().
In Section , several numerical examples and comparisons between the results achieved
using the presented scheme with those achieved using other methods are introduced.
2 Preliminaries and notations
2.1 Fractional calculus deﬁnitions
Riemann-Liouville and Caputo fractional deﬁnitions are the two most used from other
deﬁnitions of fractional derivatives which have been introduced recently.
Deﬁnition . The integral of order γ ≥  (fractional) according to Riemann-Liouville is
given by




(t – y)γ–f (y)dy, γ > , t > ,
If (t) = f (t),
()






is a gamma function.
The operator Iν satisﬁes the following properties:
Iγ Iδ f (t) = Iγ+δf (t),
Iγ Iδ f (t) = IδIγ f (t), ()
Iγ tβ = (β + )
(β +  + γ ) t
β+γ .
Deﬁnition . The Caputo fractional derivative of order γ is deﬁned by
Dγ f (t) = 
(m – γ )
∫ t

(t – y)m–γ– d
m
dym f (y)dy, m –  < γ ≤m, t > , ()
wherem is the upper limit of γ .
The operator Dγ satisﬁes the following properties:
DγC =  (C is constant),








Dγ tβ = (β + )






= λDγ f (t) +μDγ g(t).
()
2.2 Shifted Jacobi orthonormal polynomials
The Jacobi polynomial of degree j, denoted by P(α,β)j (z); α ≥ –, β ≥ – and deﬁned on
the interval [–, ], constitutes an orthogonal system with respect to the weight function





k (z)w(α,β)(z)dz = δjkγ
(α,β)
k , ()




α+β+(k + α + )(k + β + )
(k + α + β + )k!(k + α + β + ) .
The shifted Jacobi polynomial of degree j, denoted by P(α,β)T ,j (t); α ≥ –, β ≥ – and de-
ﬁned on the interval [,T], is generated by introducing the change of variable z = tT – ,
i.e., P(α,β)j ( tT – )≡ P(α,β)T ,j (t). Then the shifted Jacobi polynomials constitute an orthogonal








T (t)dt = h
(α,β)
T ,k δjk , ()









Tα+β+(k + α + )(k + β + )
(k + α + β + )k!(k + α + β + ) .












T (t)dt = δjk . ()
The shifted Jacobi orthonormal polynomials are generated from the three-term recur-
rence relations
P`(α,β)T ,j+(t) = (μjt – ξj)P`
(α,β)
T ,j (t) – ζjP`
(α,β)
T ,j–(t), j ≥ , ()
with
P`(α,β)T , (t) =
√
(α + β + )√
Tα+β+(α + )(β + )
,
P`(α,β)T , (t) =
√
(α + β + )(α + β + )√
Tα+β+(α + )(β + )
(






(j + α + β + )
√
(j + α + β + )(j + α + β + )
T
√
(j + α + )(j + β + )(j + )(j + α + β + )
,
ξj =
(j + ( + β)(α + β) + j(α + β + ))
√
(j + α + β + )(j + α + β + )
(j + α + β)
√
(j + α + )(j + β + )(j + )(j + α + β + )
,
ζj =
(j + α + β + )
√
(j + α + β + )j(j + α + β)(j + α)(j + β)
(j + α + β)
√
(j + α + β – )(j + α + )(j + β + )(j + )(j + α + β + )
.
The explicit analytic form of the shifted orthonormal Jacobi polynomials P`(α,β)T ,j (t) of de-
gree j is given by





(j + α + β + )j!(j + β + )(j + k + α + β + )√
Tk+α+β+(j + α + )(j + α + β + )(k + β + )(j – k)!k!
tk , ()
and this in turn implies
P`(α,β)T ,j () =
(–)j
√
(j + α + β + )(j + β + )(j + α + β + )√
Tα+β+(j + α + )j!(β + )
,
DqP`(α,β)T ,j () =
(–)j–q
√
(j + α + β + )j!(j + β + )(j + q + α + β + )√
Tq+α+β+(j + α + )(j + α + β + )(q + β + )(j – q)!
,
()
which will be of important use later.
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Assume that y(t) is a square integrable function with respect to the Jacobi weight func-












T ,j (t)dt, j = , , . . . . ()




yjP`(α,β)T ,j (t), ()
which alternatively may be written in a matrix form



















3 Operational matrix for fractional integrals
Themain objective of this section is to derive the operational matrix of fractional integrals
based on the shifted Jacobi orthonormal polynomials.
Theorem . The fractional integral of order ν (in the sense of Riemann-Liouville) of the
shifted Jacobi orthonormal polynomial vector T ,N (t) is given by
IνT ,N (t) = I(ν)T ,N (t), ()





ϑν(, ,α,β) ϑν(, ,α,β) · · · ϑν(, j,α,β) · · · ϑν(,N ,α,β)
ϑν(, ,α,β) ϑν(, ,α,β) · · · ϑν(, j,α,β) · · · ϑν(,N ,α,β)
...
... . . .
... . . .
...
ϑν(i, ,α,β) ϑν(i, ,α,β) · · · ϑν(i, j,α,β) · · · ϑν(i,N ,α,β)
...
... . . .
... . . .
...















(i + α + β + )i!(i + β + )(i + k + α + β + )√






(j + α + β + )j!(j + β + )(j + l + α + β + )√
(j + α + )(j + α + β + )(l + β + )(j – l)!l!(l + k + ν + )
. ()
Proof Using () and (), the fractional integral of order ν for the shifted Jacobi polyno-
mials P`(α,β)T ,i (t) is given by






(i + α + β + )i!(i + β + )(i + k + α + β + )√







(i + α + β + )i!(i + β + )(i + k + α + β + )tk+ν√
Tk+α+β+(i + α + )(i + α + β + )(k + β + )(i – k)!(k + ν + )
. ()
Now we approximate tk+ν by N +  terms of shifted Jacobi orthonormal polynomials




θkjP`(α,β)T ,j (t), ()










(j + α + β + )j!(j + β + )(j + l + α + β + )√









Tk+ν–α–β+(j + α + β + )j!(j + β + )(j + l + α + β + )√
(j + α + )(j + α + β + )(l + β + )(j – l)!l!(l + k + ν + )
. ()
Employing Eqs. ()-(), we have







(i + α + β + )i!(i + β + )√
Tk+α+β+(i + α + )(i + α + β + )
× (i + k + α + β + )






ϑν(i, j,α,β)P`(α,β)T ,j (t), ()
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where ϑν(i, j,α,β) is given by
ν(i, j,k,α,β)
= (–)
i–k√(i + α + β + )i!(i + β + )(i + k + α + β + )√






Tk+ν–α–β+(j + α + β + )j!(j + β + )(j + l + α + β + )√
(j + α + )(j + α + β + )(l + β + )(j – l)!l!(l + k + ν + )
. ()
Finally, we can rewrite Eq. () in a vector form as
Iν P`(α,β)T ,i (t)
[
ϑν(i, ,α,β),ϑν(i, ,α,β), . . . ,ϑν(i,N ,α,β)
]
T ,N (t). ()
Equation () completes the proof. 
4 The numerical scheme
In this section, we use the properties of the shifted Jacobi orthonormal polynomials to-
gether with the operational matrix of fractional integrals in order to solve the following















D(i)x(t) = xi, i = , , . . . ,n – ,
()
where n –  < ν ≤ n and b(t) = .
4.1 Shifted Jacobi orthonormal approximation
First, we approximate Dνx(t) by the shifted Jacobi orthonormal polynomials P`(α,β)T ,j (t) as
Dνx(t)CTT ,N (t), ()










Using (), we have
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from Eq. () together with Eq. (), it is easy to write
IνDνx(t)CT I(ν)T ,N (t). ()
In virtue of Eqs. ()-(), we get






Using (), we can write the dynamic constraint () in the form
CTT ,N (t) = g
(








The previous equation leads to
u(t) = b(t)
(
CTT ,N (t) – g
(








Using Eqs. () and (), the performance index () may be written in the form














CTT ,N (t) – g
(









In general, it is more diﬃcult to compute the previous integral exactly, so we use the
Legendre-Gauss quadrature formula for this purpose.
First, we suppose the change of variable
t = t – tT
(
t` + Ttt – t
)
, ()
and for simplifying we show
x
( t – t
T
(




( t – t
T
(




( t – t
T
(















CTT ,N (t) – g
(
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Then Eq. () is equivalent to
JN [c, c, . . . , cN ] =





Using the Legendre-Gauss quadrature formula, we can write
JN [c, c, . . . , cN ]




f` (t`T ,N ,r)T ,N ,r , ()
where tT ,N ,r , ≤ r ≤N , are the zeros of Legendre-Gauss quadrature in the interval (,T),
with T ,N ,r , ≤ r ≤N , being the corresponding Christoﬀel numbers.






= , . . . , ∂JN
∂cN
= . ()
The system of algebraic equations introduced above can be solved by using any standard
iteration method for the unknown coeﬃcients cj, j = , , . . . ,N . Consequently, C given in
() can be calculated.
5 Numerical experiments
In order to show the eﬃciency and accuracy of the numerical scheme introduced, we ap-
plied it to solve some examples and compared the results obtained using our scheme with
those obtained using other schemes.
5.1 Example 1
As the ﬁrst example, we consider the following fractional optimal control problem studied
in []:







subjected to the dynamic constraints
Dνx(t) = –x(t) + u(t), ≤ ν ≤ ,
x() = .
()
The exact solution of this problem for ν =  is
x(t) = cosh(
√
t) + β sinh(
√
t),
























Baleanu et al. [] approximated the fractional derivative by the modiﬁed Grünwald-
Letnikov approach and divided the entire time domain into several subdomains for intro-
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ducing approximate solutions of the control variable u(t) and the state variable x(t) and
did not achieve reasonable results for the approximate values of u(t) and x(t) unless a large
number of N (N is increased up to ) is used, see Figures - in [].
In Figures  and , we plot the absolute errors of the state variable x(t) and the control
variable u(t) at N = , α = β =  and ν = , while Figures  and  present the approximate
values of x(t) and u(t) as functions of time at N = , α = β =  and various choices of ν ,
ν = ., ., ., . and . Also, in Tables  and , we list the absolute errors of x(t)
and u(t) at α = β = , ν =  and various choices of N .
Figure 1 Absolute errors of x(t) at α = β = 0, N = 10 with ν = 1 for Example 1.
Figure 2 Absolute errors of u(t) at α = β = 0, N = 10 with ν = 1 for Example 1.
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Figure 3 Approximate solution of x(t) at α = β = 0, N = 8 and ν = 1,0.99, 0.90, 0.70 and 0.50 for
Example 1.
Figure 4 Approximate solution of u(t) at α = β = 0, N = 8 and ν = 1,0.99, 0.90, 0.70 and 0.50 for
Example 1.
Table 1 Absolute errors of x(t) at ν = 1, α = β = 0 and various choices of N for Example 1
t N = 3 N = 5 N = 7 N = 9 N = 11
0.0 1.00212 · 10–3 5.05995 · 10–6 1.29671 · 10–8 2.01182 · 10–11 1.05293 · 10–12
0.1 5.07200 · 10–4 2.21852 · 10–6 1.20766 · 10–9 7.68471 · 10–12 2.41667 · 10–13
0.2 5.79556 · 10–4 1.73459 · 10–6 2.80427 · 10–9 7.20090 · 10–12 1.28452 · 10–13
0.3 8.89184 · 10–5 2.00164 · 10–6 5.29753 · 10–9 3.82827 · 10–12 1.27342 · 10–13
0.4 3.95506 · 10–4 8.36831 · 10–7 2.67200 · 10–10 3.21442 · 10–12 3.17301 · 10–13
0.5 5.70607 · 10–4 2.37092 · 10–6 5.25044 · 10–9 7.24365 · 10–12 2.22155 · 10–13
0.6 3.66024 · 10–4 6.99321 · 10–7 5.15504 · 10–10 3.46145 · 10–12 7.74935 · 10–14
0.7 8.45293 · 10–5 1.89552 · 10–6 4.89480 · 10–9 3.29469 · 10–12 2.95985 · 10–13
0.8 4.67865 · 10–4 1.36038 · 10–6 2.92884 · 10–9 6.64379 · 10–12 3.31734 · 10–13
0.9 3.12315 · 10–4 2.12016 · 10–6 5.80711 · 10–10 7.22222 · 10–12 3.55715 · 10–13
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Table 2 Absolute errors of u(t) at ν = 1, α = β = 0 and various choices of N for Example 1
t N = 3 N = 5 N = 7 N = 9 N = 11
0.0 5.99596 · 10–3 3.31436 · 10–5 1.06056 · 10–7 1.94284 · 10–10 7.13040 · 10–11
0.1 7.51125 · 10–4 1.22022 · 10–5 2.60870 · 10–8 3.37162 · 10–11 2.04354 · 10–11
0.2 1.25759 · 10–3 5.65726 · 10–6 3.14903 · 10–8 5.96878 · 10–12 1.63595 · 10–11
0.3 1.73337 · 10–3 6.86205 · 10–6 9.63204 · 10–10 3.56038 · 10–11 1.29785 · 10–11
0.4 1.26827 · 10–3 8.78068 · 10–6 2.68687 · 10–8 4.16801 · 10–11 4.81653 · 10–12
0.5 3.61562 · 10–4 1.20483 · 10–6 2.35946 · 10–9 2.76856 · 10–12 5.15820 · 10–12
0.6 5.63850 · 10–4 6.87902 · 10–6 2.46132 · 10–8 4.11042 · 10–11 1.03742 · 10–11
0.7 1.14646 · 10–3 6.87564 · 10–6 3.36810 · 10–9 2.80858 · 10–11 9.13957 · 10–12
0.8 1.07250 · 10–3 2.37780 · 10–6 2.54434 · 10–8 9.49562 · 10–12 6.05004 · 10–12
0.9 6.31665 · 10–5 8.52662 · 10–6 1.66859 · 10–8 2.98424 · 10–11 7.39019 · 10–12
Table 3 Optimal value of J at different choices of ν





Figure 5 Approximate solution of x(t) at α = β = 0, N = 8 and ν = 1,0.99, 0.90, 0.70 and 0.50 for
Example 2.
From Figures  and  and Tables  and , it is clear that adding few terms of shifted
Jacobi orthonormal polynomials, good approximations of the exact state and control vari-
ables were achieved, and from the observation of Figures  and  we conclude that as ν
approaches to , the solution for the integer order system is recovered.
5.2 Example 2
Consider the following fractional optimal control problem studied in []:
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Figure 6 Approximate solution of u(t) at α = β = 0, N = 8 and ν = 1,0.99, 0.90, 0.70 and 0.50 for
Example 2.
Table 4 MAEs of x(t) at ν = 1.9 for Example 3
N α = β = 0 α = β = 1 α = β = 12 –α = β =
1
2 α = –β =
1
2
2 9.18332 · 10–2 1.28493 · 10–1 1.12969 · 10–1 2.08594 · 10–1 1.86858 · 10–1
4 9.49903 · 10–5 1.06218 · 10–4 1.00982 · 10–4 8.21136 · 10–5 1.31015 · 10–4
6 7.49087 · 10–6 8.89075 · 10–6 8.17665 · 10–6 6.48240 · 10–6 1.13547 · 10–5
8 1.28702 · 10–6 1.57985 · 10–6 1.42115 · 10–6 1.13022 · 10–6 2.03692 · 10–6
10 3.29371 · 10–7 4.12868 · 10–7 3.65559 · 10–7 2.93441 · 10–7 5.32931 · 10–7
12 1.08092 · 10–7 1.37396 · 10–7 1.20205 · 10–7 9.74985 · 10–8 1.76861 · 10–7
14 4.20937 · 10–8 5.40342 · 10–8 4.68274 · 10–8 3.83620 · 10–8 6.92167 · 10–8
16 1.85795 · 10–8 2.40235 · 10–8 2.06582 · 10–8 1.70785 · 10–8 3.05888 · 10–8
18 9.02630 · 10–9 1.17344 · 10–8 1.00262 · 10–8 8.35794 · 10–9 1.48413 · 10–8
20 4.70400 · 10–9 6.12870 · 10–9 5.16233 · 10–9 4.30767 · 10–9 7.79998 · 10–9
22 3.35847 · 10–9 3.79853 · 10–9 4.10957 · 10–9 3.45753 · 10–9 3.86255 · 10–9
subjected to the dynamic constraints
Dνx(t) = tx(t) + u(t), ≤ ν ≤ ,
x() = .
()
In [], the authors applied the parameterizationmethod togetherwith the perturbation
homotopymethod to present a numerical approach to solve this problem. In order to show
that our proposed numerical scheme is better than the one introduced in [], in Table 
we compare the results of the optimal value of the cost function J obtained using our
numerical approach at α = β =  with those obtained in []. Figures  and , present the
approximate values of the state variable x(t) and the control variable u(t) as functions of
time at N = , α = β =  and various choices of ν,ν = ., ., ., . and .
5.3 Example 3
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Table 5 Absolute errors of x(t) at ν = 1.1, α = β = 1 and various choices of N for Example 3
t N = 5 N = 10 N = 15 N = 20
0.0 1.00422 · 10–5 8.29649 · 10–8 4.23110 · 10–9 4.50878 · 10–10
0.1 7.49108 · 10–6 3.01896 · 10–8 1.68037 · 10–9 1.31765 · 10–10
0.2 3.42018 · 10–6 3.13243 · 10–8 6.73807 · 10–10 7.12029 · 10–11
0.3 3.35072 · 10–6 6.43527 · 10–10 5.68312 · 10–10 1.09513 · 10–10
0.4 5.03449 · 10–6 1.60609 · 10–8 1.78891 · 10–10 4.67566 · 10–11
0.5 1.46457 · 10–6 2.65655 · 10–8 5.18689 · 10–10 6.49534 · 10–11
0.6 3.40168 · 10–6 2.74590 · 10–9 2.41793 · 10–10 9.48547 · 10–11
0.7 4.97962 · 10–6 1.00729 · 10–8 4.07278 · 10–10 3.64302 · 10–11
0.8 1.55387 · 10–6 2.19671 · 10–8 2.53742 · 10–10 3.72208 · 10–11
0.9 2.22496 · 10–6 8.30311 · 10–9 4.31625 · 10–10 3.08854 · 10–11
1.0 8.15620 · 10–6 9.66660 · 10–8 7.88301 · 10–9 1.15540 · 10–9
Table 6 Absolute errors of x(t) at ν = 1.5, α = β = 12 and various choices of N for Example 3
t N = 4 N = 10 N = 16 N = 22
0.0 1.13192 · 10–4 1.86786 · 10–7 7.44341 · 10–9 1.01186 · 10–9
0.1 2.45811 · 10–3 6.45089 · 10–6 6.90277 · 10–7 2.16398 · 10–7
0.2 9.66465 · 10–4 7.50668 · 10–6 9.82496 · 10–7 1.40870 · 10–7
0.3 2.68892 · 10–3 1.29656 · 10–5 3.88810 · 10–7 1.83159 · 10–8
0.4 1.96520 · 10–3 9.83725 · 10–6 1.09755 · 10–7 8.51409 · 10–8
0.5 3.29263 · 10–5 5.83252 · 10–8 2.35275 · 10–9 3.42690 · 10–10
0.6 1.55184 · 10–3 7.11610 · 10–6 7.93627 · 10–8 5.59315 · 10–8
0.7 1.73873 · 10–3 6.37706 · 10–6 1.76019 · 10–7 9.73570 · 10–9
0.8 4.65342 · 10–4 2.51867 · 10–6 2.82821 · 10–7 3.60377 · 10–8
0.9 1.03093 · 10–3 1.18107 · 10–6 1.00283 · 10–7 3.81833 · 10–8
1.0 2.59284 · 10–6 1.15299 · 10–9 2.09681 · 10–11 1.33315 · 10–12
Figure 7 Absolute errors of x(t) at –α = β = 12 , ν = 1.3 and N = 20 for Example 3.
subjected to the dynamic constraints




Doha et al. Advances in Diﬀerence Equations  (2015) 2015:15 Page 15 of 17
Figure 8 Absolute errors of u(t) at α = –β = 12 , ν = 1.7 and N = 20 for Example 3.
Figure 9 log10MAE of x(t) at α = β = 1 for Example 3.
The exact solutions of x(t) and u(t) for this problem are
x(t) =  – t + t,
u(t) = t – t –  + t
–ν
( – ν) .
()
In Table , we introduce the maximum absolute errors (MAEs) of the state variable x(t)
at ν = . and diﬀerent values of α, β andN while in Table  (Table ), the absolute errors of
the state (control) variable are introduced at ν = ., α = β =  (ν = ., α = β =  ) at various
choices ofN . In Figure  (Figure )we plot the absolute errors of the state (control) variable
at –α = β =  , ν = . (α = –β =

 , ν = .) atN = . Finally in Figure  (Figure ) we plot
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Figure 10 log10MAE of u(t) at α = β = 0 for Example 3.
the logarithmic graphs of MAEs (log error) of the state (control) variable at α = β = 
(α = β = ) at ν = ., ., ., ., . and various choices of N .
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