We present the key ideas in the design and implementation of Beaver, an SMT solver for quantifierfree finite-precision bit-vector logic (QF BV). Beaver uses an eager approach, encoding the original SMT problem into a Boolean satisfiability (SAT) problem using a series of word-level and bit-level transformations. In this paper, we describe the most effective transformations, such as propagating constants and equalities at the word-level, and using and-inverter graph rewriting techniques at the bit-level. We highlight the implementation details of these transformations that distinguishes Beaver from other solvers. We present an experimental evaluation and analysis of the effectiveness of Beaver's techniques on both hardware and software benchmarks with a selection of back-end SAT solvers.
Introduction
Decision procedures for quantifier-free fragments of first-order theories, also known as satisfiability modulo theories (SMT) solvers, find widespread use in hardware and software verification. Of the many first-order theories for which SMT solvers are available, one of the most useful is the theory of finite-precision bitvector arithmetic, abbreviated as QF BV [15] . This theory is useful for reasoning about low-level system descriptions in languages such as C and Verilog which use finite-precision integer arithmetic and bit-wise operations on bit-vectors. Recently, there has been a resurgence of work on new QF BV SMT solvers such as BAT [10] , Boolector [3] , MathSAT [4] , Spear [9] , STP [8] , UCLID [5] and Z3 [6] .
In this article, we describe the design and implementation of BEAVER, a new open-source SMT solver for QF BV that placed third in SMTCOMP'08. The novelty in Beaver is in its application-driven engineering of a small set of simplification methods that yield high performance. This set is: online forward/backward constant and equality propagation using event queues, offline optimization of Boolean circuit templates for operators, and the use of and-inverter graph (AIG) as back-end to perform problem specific bit-level simplifications. Additionally, we have done a systematic study of different Boolean encoding techniques for non-linear operations.
The goal in creating BEAVER was to engineer an efficient and extensible SMT solver around a small core of word-level and bit-level simplification techniques. One aim in writing this article is to succinctly describe the techniques we employed and evaluate them on the SMT-LIB benchmarks. We believe this paper could be useful to both users and designers of solvers. For example, our experiments suggest that constraint propagation is critical to software benchmarks while Boolean rewrites are needed for hardware benchmarks. For developers of SMT solvers, we present a comparison of Beaver with different SAT solvers as backend. Our main observation is that the only available non-clausal SAT solver NFLSAT performs significantly better than other SAT solvers.
Related Work
We briefly review the state of the art in SMT solvers for bit-vector arithmetic. A more complete survey of current and past bit-vector decision procedures can be found in recent articles (e.g. [5] ) and the SMT-COMP'08 results [14] .
Most current approaches are based on bit-blasting, meaning that the input formula is encoded to a SAT problem by representing bit-vector variables as a string of Boolean variables and encoding bit-vector operations using their corresponding Boolean circuits. The differences are in the simplifications employed before bit-blasting.
STP [8] is a decision procedure for both bit-vector arithmetic and the theory of arrays that is especially geared towards solving path feasibility queries in software verification and testing. The bit-vector component of STP is mainly comprised of an online solver for linear constraints modulo a power of two. Our experience with Beaver on such path feasibility queries indicates that the full power of linear constraint solving is unnecessary for practically all queries. Spear [9] is based on bit-blasting using several word-level simplification rules and a fast SAT solver with numerous optimization parameters. Boolector [3] uses bitblasting to PicoSAT with the use of under-approximation techniques that rely strongly on the connection to PicoSAT. BAT [10] also uses bit-blasting, but to an internal Boolean DAG format called NICE, from which efficient CNF generation is employed. In contrast with BAT, BEAVER uses an and-inverter graph back-end with circuit optimization techniques drawn from the logic synthesis literature, as well as offline template optimizations (described in the following section), which is an automated optimization, distinct from the use of user-defined functions in BAT. MathSAT [4] and Z3 [6] are based on bit-blasting using several wordlevel simplifications; we were unable to find a detailed exposition of which of these simplifications were the most useful. Finally, UCLID [5] uses an abstraction-refinement approach to solving bit-vector formulas, into which any model-generating SMT solver for QF BV, including BEAVER, can be easily integrated.
Outline
The remainder of this article is organized as follows. The BEAVER approach is described in Section 2, followed by an experimental evaluation of various hypotheses and solvers in Section 3.
Approach
BEAVER is a satisfiability solver for formulas in the quantifier-free fragment of the theory of bit-vector arithmetic (QF BV). We omit a detailed presentation of the logic and instead direct the reader to the SMT-LIB website [15] for the detailed syntax and semantics.
BEAVER operates by performing a series of rewrites and simplifications that transform the starting bitvector arithmetic formula into a Boolean circuit and then into a Boolean satisfiability (SAT) problem. This approach is termed the eager approach to SMT solving [1] . A major design decision was to be able to use any off-the-shelf SAT solver so as to benefit from the continuing improvements in SAT solving. BEAVER can generate models for satisfiable formulas.
The transformations employed by BEAVER are guided by the following observations about characteristics of formulas generated in verification and testing.
• Software verification and testing: Formulas generated during program analysis are typically queries about the feasibility of individual program paths. They tend to be conjunctions of atomic constraints generated from an intermediate representation such as static single assignment (SSA). There are often multiple variables in the formula representing values of the same program variable. Linear constraints abound, and they tend to be mostly equalities. Thus, a major characteristic of software benchmarks tends to be the presence of many redundant variables, a simple Boolean structure comprising mostly of conjunctions, and an abundance of equalities amongst the atomic constraints.
• Hardware verification: SMT formulas generated in hardware verification arise in bounded model checking (BMC), equivalence checking, and simulation checking. These formulas tend to have a complicated Boolean structure, with several alternations of conjunctions and disjunctions. Many of the variables are Boolean. However, there are often several syntactically different sub-formulas which are nevertheless logically equivalent. These arise from structural repetitions in the formula, such as across multiple timeframes in BMC, or in the intrinsic similarities between two slightly different copies of a circuit being checked for equivalence. Word-level and bit-level rewrite rules are crucial to simplifying the formula and identifying equivalences. Thus, efficient solving of formulas from hardware verification requires word-level and bit-level simplification techniques.
• Non-linear operations: Non-linear operations such as multiplication and division are known to be difficult for SAT solvers. While many formulas arising in verification and testing do not contain these operators (or in a manner that makes the problem hard), every SMT solver needs efficient techniques to deal with hard non-linear constraints when they do arise.
How BEAVER works:
BEAVER performs a sequence of simplifications starting from the original bit-vector formula F bv and ending in a Boolean formula F bool which is handed off to an external SAT engine. Currently BEAVER supports both clausal and non-clausal SAT solvers.
We briefly sketch the transformations performed by BEAVER below. (The first three bit-vector transformations are not necessarily performed in the sequence listed below). They transform F bv to an intermediate Boolean formula F ′ bool . Bit-level simplifications are then performed on F ′ bool to yield the final formula F bool .
• Event-driven constraint propagation: BEAVER uses an online event-driven approach to propagate constants and equality constraints through the formula in order to simplify it. In particular, a simple form of constraint that appears in many software benchmarks is an equality that uses a fresh variable to name an expression, often of constant value. Both backward (from root of the formula to its leaves) and forward constraint propagation are performed. The event-driven approach, similar to event-driven simulation, allows the simplifications to be performed as a succession of rewrite events. Potential applications of a constant/constraint propagation rewrite are put in a queue and execution of each rewrite rule can potentially generate more avenues of rewriting which are also queued. The rewriting continues till the queue is empty and no further constant/constraint propagation is possible. This propagation is in addition to preliminary simplifications using structural hashing. We analyze the impact of this simplification in Section 3.3.
• Bit-vector rewrite rules: BEAVER also uses a small set of bit-vector rewrite rules to simplify the formula.
These interact with the above step by creating new opportunities for constraint propagation. For the current SMTCOMP benchmark suite, an example of a very useful rewrite is the removal of redundant extractions from bit-vectors that enables methods such as constraint propagation to further simplify the formula.
• Non-linear operations: In BEAVER, we have experimented with a range of techniques to translate nonlinear arithmetic operations such as multiplication, division, and remainder into SAT. These include: (1) Using magic numbers when one of the arguments is a constant [19] ; (2) decomposing a large bit-width operation into a set of smaller bit-width operations by computing residues modulo a set of primes and using the Chinese remainder theorem; and (3) bit-blasting using standard arithmetic circuits for multiplication by expressing a÷b as q where a = q * b + r ∧ r < b and * and + must not overflow.
Of the three approaches, our experience has been that the third approach performs the best on most of the current SMT-LIB benchmarks. Thus, while all three options are available, we set the third approach to be the default option.
• Boolean simplifications -offline and online: After performing the above bit-vector simplifications, the resulting formula F ′ bv is encoded into a Boolean formula F ′ bool that is represented as an And-Inverter Graph (AIG). The translation is straightforward except for one novelty: we pre-synthesize optimized netlists from Verilog for different arithmetic operators for various bit-widths. These pre-synthesized template circuits are stored as AIGs and can be optimized offline using logic synthesis tools such as the ABC logic synthesis engine [17] . We explore the impact of logic optimization on template circuits in Section 3.4. When the solver runs on a specific benchmark, it can further perform bit-level rewrites on the AIG obtained after all operators have been instantiated with template circuits. The resulting formula is F bool . F bool can be solved using clausal (CNF-based) or non-clausal SAT engines. We have experimented with different CNF generation options from the ABC engine and also with a non-clausal SAT solver. Our results are presented in Section 3.2.
A more detailed description of the above transformations with examples is available from the following URL: http : //uclid.eecs.berkeley.edu/beaver/rules.html BEAVER is implemented in OCaml (linked with the ABC library) and uses an external SAT engine. A source-code release of BEAVER has been publicly available since July 2008; the latest version can be downloaded from the URL http : //uclid.eecs.berkeley.edu/beaver/. The portion of a bar above 0 represents the number of benchmarks where the first solver is faster than the second solver and the part below represents benchmarks on which first is slower than second.
Experimental Evaluation

Setup
Experiments were conducted with a selection of benchmarks from all families in the QF BV section of the publicly available SMT-LIB benchmark suite [16] . A cluster of machines was used for experiments, with each workstation having an Intel(R) Xeon(TM) 3.00 GHz CPU, 3 GB RAM, and running 64-bit Linux 2.6.18. We enforced a memory limit of 1 GB on all runs and the timeout was set to 1 hour.
Impact of SAT solvers
First, we evaluate the impact of the choice of SAT solver on performance. For this purpose, we used the default setting of bit-vector transformations.
We used five SAT solvers in our study: Picosat v. 846 compiled in optimized mode [2] , Minisat 2.0 [7] , Rsat [12] , ABC's version of Minisat 1.14 [17] , and NFLSAT [11] . Of the five, NFLSAT is the only nonclausal SAT solver. Figure 1 summarizes the comparison of the five SAT solvers. From Fig. 1(a) , we can see that NFLSAT exhibits the smallest aggregate run-time over all benchmarks. Fig. 1(b) compares solvers in terms of the degree of speed-up obtained. Overall, we see that NFLSAT is the best performing SAT engine, indicating that the use of a non-clausal SAT solver might be beneficial for bit-vector formulas. from 10 to above 1000 sec. These benchmarks are almost all from the spear family, where formulas are verification conditions with arbitrary Boolean structure and several kinds of arithmetic operations. On the other hand, there is also a set of benchmarks on which Minisat's run-time stays under 0.1 sec while NFLSAT's run-time ranges from 1 to 100 seconds. These benchmarks were from mostly from the catchconv family, with a few crafted benchmarks. Since the catchconv family comprises path feasibility queries that are conjunctions of relatively simple constraints (mostly equalities), it appears that the Boolean structure and form of atomic constraints could determine whether non-clausal solving is beneficial.
Similarly, if we examine the Minisat vs. Picosat data, we see that using Minisat is faster than using Picosat by 10X on the catchconv benchmarks which are all path feasibility queries, while the majority of benchmarks for which Picosat is faster by 10X than Minisat are from the spear family. Figure 3(b) shows the impact of constraint propagation. Overall, constraint propagation helps, as can be seen by the big cluster of benchmarks above the diagonal. On a closer examination of the data, we noticed that all path feasibility queries (catchconv) benchmarks (indicated in plot using ×) benefited greatly from the use of constraint propagation, with a typical speed-up for the solver of 5-100X on these formulas.
Impact of word-level simplifications
Impact of circuit synthesis techniques
We evaluated two CNF generation techniques available in ABC -1) standard Tseitin encoding, with some minimal optimizations like detection of multi-input ANDs, ORs and muxes, and 2) technology mapping based CNF generation [18] , which uses optimization techniques commonly found in the technology mapping phase of logic synthesis to produce more compact CNF. Comparison of these two techniques using ABC's internal Minisat 1.14 is shown in Fig. 3(c) ). The TM-based CNF generation significantly reduced the SAT run-time for the spear benchmarks, but actually increased the run-time for the brummayerbiere family of benchmarks. For other SAT solvers, the two techniques didn't result in appreciable difference. Also, neither CNF generation technique improved much on NFLSAT.
The use of logic optimization techniques on the template circuits for arithmetic operators was beneficial in general, as can be seen from Fig. 3(d) . The speed-up obtained from optimizing the templates was especially large for the spear benchmarks. We hypothesize that this is because that family of benchmarks has a wide variety of arithmetic operations, including several non-linear operations, which are the ones for which template optimization helps the most.
Comparison with other SMT solvers
Finally we compare the performance of Beaver against other SMT solvers for QF BV logic -Spear, Z3 and Boolector. Fig. 4 shows the scatter plots of run-times of Beaver vs. each of these solvers. In this comparison, Beaver is run using NFLSAT as the backend. The other solvers are run using their default options.
As evident from the scatter plots, Beaver performs much better than Spear, which was the winner of QF BV category of SMTCOMP 2007 [13] . It performs comparably with Z3 and Boolector, though there is definitely a room for improvement on some benchmarks. Boolector and Z3 were the top two solvers in the QF BV category of SMTCOMP 2008 [14] . Beaver placed third in the competition, and was the top-ranking open source solver. 
Discussion
A complete set of experimental data is available at the following URL:http : //uclid.eecs.berkeley.edu/beaver/exp.html
Overall, from our analysis of the different options in BEAVER, it seems that different settings of options will benefit different families, which indicates that some form of family-specific auto-tuning might be worth performing. It would also be interesting to understand the reasons for the better performance of the nonclausal solver NFLSAT over the CNF-based solvers used in this study.
