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Abstract
In this paper, we examine the boundary L2 term of the sharp Sobolev trace inequal-
ity ‖u‖2
Lq(∂M) ≤ S‖∇gu‖
2
L2(M) +A(M, g)‖u‖
2
L2(∂M) on Riemannian manifolds (M, g)
with boundaries ∂M , where q = 2(n−1)
n−2 , S is the best constant and A(M, g) is some posi-
tive constant depending only on M and g. We obtain a sharp trace inequality involving the
mean curvature in a remainder term, which would fail in general once the mean curvature
is replaced by any smaller function.
1 Introduction
Recall that the sharp Sobolev trace inequality in the upper half space asserts
(∫
∂Rn+
|u|
2(n−1)
n−2 dx′
)n−2
n−1
≤ S
∫
R
n
+
|∇u|2 dx ∀ u ∈ C1c (R
n
+ ∪ ∂R
n
+), (1)
where S = 2n−2ω
−1/(n−1)
n , x = (x′, xn), and ωn is the volume of the unit sphere in Rn, n ≥ 3.
The best constant and the extremal functions of (1) were found by Escobar [13] and Beckner
[5] independently. Indeed, as pointed out in [5], (1) follows from the sharp fractional Sobolev
inequality, because (∫
Rn−1
v
2(n−1)
n−2 dx′
)n−2
n−1
≤ S‖v‖2
H˙1/2(Rn−1)
(2)
and
‖v‖2
H˙1/2(Rn−1)
=
∫
R
n
+
|∇u|2 dx,
1
where u is the harmonic extension of v in the upper half space, and the equality of (2) holds if
and only if v(x′) takes the form
v(x′) = c
(
λ
1 + λ2|x′ − x′0|
)n−2
2
for some c ∈ R, λ > 0 and x′0 ∈ Rn−1, which is proved by Lieb [25].
For any bounded smooth domain Ω ⊂ Rn, the sharp trace inequality
‖u‖2
L
2(n−1)
n−2 (∂Ω)
≤ S‖∇u‖2L2(Ω) +A(Ω)‖u‖
2
L2(∂Ω) ∀ u ∈ H
1(Ω), (3)
where A(Ω) > 0 depends only on Ω, was established by Adimurthi-Yadava [1] for n ≥ 5
and by Li-Zhu [23] on Riemannian manifolds in all dimensions. The following sharp Sobolev
inequality
‖u‖2
L
2n
n−2 (Ω)
≤ 2
2
nSn‖∇u‖
2
L2(Ω) +A(Ω)‖u‖
2
L2(∂Ω) ∀ u ∈ H
1(Ω), (4)
where Sn is the best Sobolev constant, was initially proved by Brezis-Lieb [6] for Ω being the
unit ball, and later by Adimurthi-Yadava [1] for n ≥ 5 and by Li-Zhu [24] on Riemannian
manifolds in all dimensions. We also obtained a similar sharp weighted trace inequalities in
[20], and some remainder terms in sharp fractional Sobolev inequalities in [19].
In this and a forthcoming paper, we would like to examine the boundary L2 term in (3) and
(4) further. The main result of the present paper is as follows.
Theorem 1.1. Let Ω be a bounded smooth domain in Rn with n ≥ 5. There exists a positive
constant A(Ω) depending only on Ω such that for all u ∈ H1(Ω),(∫
∂Ω
|u|q ds
)2/q
≤ S
(∫
Ω
|∇u|2 dx+
n− 2
2
∫
∂Ω
hu2 ds
)
+A(Ω)‖u‖2Lr(∂Ω), (5)
where q = 2(n−1)n−2 , r = q
′ = 2(n−1)n and h(x) is the mean curvature of ∂Ω at x.
The inequality (5) also holds on Riemannian manifolds with boundaries. Namely,
Theorem 1.2. Let (M,g) be a smooth compact n-dimensional Riemannian manifold with
smooth boundary ∂M for n ≥ 5. Then there exists a positive constant A(M,g) depending
only on M,g such that for all u ∈ H1(M),(∫
∂M
|u|q dsg
)2/q
≤ S
(∫
M
|∇gu|
2 dvg +
n− 2
2
∫
∂M
hgu
2 dsg
)
+A‖u‖2Lr(∂M), (6)
where hg is the mean curvature of ∂M with respect to the metric g, dvg is the volume form of
(M,g) and dsg is the induced volume form on ∂M .
2
The inequality (6) is sharp in the following sense. It would fail if S is replaced by a smaller
constant. In general, h can not be replaced by any function which is smaller than h at some
point on ∂M , and r can not be replaced by any smaller number.
The best constant S has been demonstrated to be crucial in study of the Yamabe prob-
lem on manifolds with boundaries, see, e.g., Escobar [12]. The effect of mean curvatures
in sharp Hardy-Sobolev inequality with a singularity on the boundary has been studied by
Ghoussoub-Robert [14]. In [20], we proved a sharp weighted Sobolev trace inequality on Rie-
mannian manifolds which would fail if the mean curvature is positive somewhere. The effect
of scalar curvatures for sharp Sobolev inequalities on compact manifolds has been studied by
Li-Ricciardi [21], Hebey [17] and references therein.
The sharp Sobolev inequality (6) is in the same spirit of a conjecture posed by Aubin [2],
which has been confirmed through the work of Hebey-Vaugon [18], Aubin-Li [3] and Druet
[9], [10], see also Druet-Hebey [11] and Hebey [16]. The procedure to prove those types of
inequalities is by contradiction. A key point is to derive the asymptotical behavior of extremal
functions near their energy concentration points. However, in order to establish (6) it requires
more precise estimates, in particular the error estimates between the extremal functions and
some properly chosen bubbles.
Acknowledgements: Both authors would like to thank Professor YanYan Li for his interest in
the work and constant encouragement. Jingang Xiong was supported in part by the First Class
Postdoctoral Science Foundation of China (No. 2012M520002).
2 Preliminaries
We prove inequality (6) by contradiction. Suppose that for every large α > 1, there exists
u˜ ∈ H1(M) such that(∫
∂M
|u˜|q dsg
)2/q
> S
(∫
M
|∇gu˜|
2 dvg +
n− 2
2
∫
∂M
hgu˜
2
)
+ α‖u˜‖2Lr(∂M,g).
Define
Iα(u) =
∫
M |∇gu|
2 dvg +
n−2
2
∫
∂M hgu
2 + α‖u‖2Lr(∂M,g)
‖u‖2Lq(∂M)
, ∀ u ∈ H1(M) \H10 (M).
It follows from the contradiction hypothesis that for all large α,
ℓα := inf
H1(M)\H10 (M)
Iα <
1
S
. (7)
Even though the functional Iα involves critical Sobolev exponent, the above strict inequality
implies the existence of a minimizer, namely,
3
Proposition 2.1. For every α > 0, ℓα is achieved by a nonnegative uα ∈ H1(M) \ H10 (M)
with ∫
∂M
uqα dsg = 1.
Consequently, uα ∈ C∞(M) ∩ C1,r−1(M ) satisfies the Euler-Lagrange equation{
−∆guα = 0 on M,
∂guα
∂ν +
n−2
2 hguα + α‖uα‖
2−r
Lr(∂M)u
r−1
α = ℓαu
q−1
α on ∂M,
(8)
where ∂g/∂ν denotes the differentiation in the direction of the unit outer normal of ∂M with
respect to g.
Proof. The existence of minimizer follows from the standard subcritical exponent approximat-
ing method and Moser’s iteration argument, see, e.g., Proposition 2.1 of [12]. A calculus of
variations argument shows that uα is a weak solution of Euler-Lagrange equation (8). Finally,
that uα ∈ C∞(M) ∩C1,r−1(M) follows from the regularity theory in [7].
Lemma 2.1. For every ε > 0, there exists a constant B(ε) > 0 depending on ε such that
(∫
∂M
|u|q dsg
)2/q
≤ (S + ε)
∫
M
|∇gu|
2 dvg +B(ε)‖u‖
2
Lr(∂M,g),
for all u ∈ H1(M).
Proof. By the compactness, we have that for every ε > 0 there exists a positive constant B˜(ε)
such that ∫
∂M
u2 dsg ≤ ε
∫
M
|∇gu|
2 dvg + B˜(ε)‖u‖
2
Lr(∂M,g). (9)
Hence, the proposition follows from the sharp trace inequality in Theorem 0.1 in [23].
Note that
Iα(uα) =
∫
M
|∇guα|
2 dvg +
n− 2
2
∫
∂M
hgu
2
α + α‖uα‖
2
Lr(∂M,g)
≥ (1− εmax
∂M
|hg|)
∫
M
|∇guα|
2 dvg + (α−B(ε))‖uα‖
2
Lr(∂M,g).
This implies ∫
M
|∇guα|
2 dvg ≤
2
S
and
‖uα‖Lr(∂M,g) → 0 as α→∞.
4
It follows that uα ⇀ u¯ in H1(M) for some u¯ ∈ H10 (M). In fact, u¯ = 0, a.e. on M . This is
because uα is harmonic on M and thus it satisfies (see Proposition 2.1 in [15])
‖uα‖L
nr
n−r (M,g)
≤ C(M,g, n)‖uα‖Lr(∂M,g),
and uα → u¯ in L
nr
n−r (M)
.
We claim that, as α→∞,
ℓα →
1
S
(10)
and
α‖uα‖
2
Lr(∂M,g) → 0. (11)
Indeed, by Lemma 2.1 and (9) for every ε > 0
1 ≤ (S +
ε
2
)
∫
M
|∇guα|
2 dvg +B(ε)‖uα‖
2
Lr(∂M,g)
≤ (S + ε)ℓα + (2B(ε) − αS)‖uα‖
2
Lr(∂M,g).
Thus
1
S + ε
≤ ℓα <
1
S
,
1
2
αS‖uα‖
2
Lr(∂M,g) ≤ (S + ε)
1
S
− 1 =
ε
S
,
if αS > 4B(ε). Hence, the claim follows.
By the maximum principle, there exists a point xα ∈ ∂M such that
uα(xα) = max
M
uα > 0.
In view of (11) and
1 =
∫
∂M
uqα ≤ uα(xα)
q−r
∫
∂M
urα,
we have uα(xα)→∞. Set µα := uα(xα)−2/(n−2). Then µα → 0 as α→∞.
Let x = (x1, · · · , xn−1, xn) = (x′, xn) be Fermi coordinate (see, e.g., [12]) at xα, where
(x1, · · · , xn−1) are normal coordinates on ∂M at xα and γ(xn) is the geodesic leaving from
(x1, ·, xn−1) in the orthogonal direction to ∂M and parameterized by arc length. In this coor-
dinate system, ∑
1≤i,j≤n
gij(x)dxidxj = dx
2
n +
∑
1≤i,j≤n−1
gij(x)dxidxj.
Moreover, gij has the following Taylor expansion near ∂M :
5
Lemma 2.2 (Lemma 3.2 in [12]). For {xk}k=1,··· ,n are small,
gij(x) = δij + 2hij(x′, 0)xn +O(|x|
2), (12a)
gijΓkij = O(|x|). (12b)
where i, j = 1, · · · , n− 1 and hij is the second fundamental form of ∂M .
To proceed, we introduce some notations.
• For a domain D ⊂ Rn with boundary ∂D, we denote ∂′D as the interior of D ∩ ∂Rn+ in
R
n−1 = ∂Rn+ and ∂′′D = ∂D \ ∂′D.
• For x¯ ∈ Rn, Br(x¯) := {x ∈ Rn : |x − x¯| < r} and B+r (x¯) := Br(x¯) ∩ Rn+, where | · |
is the Euclidean distance. We will not keep writing the center x¯ if x¯ = 0.
For suitably small δ0 > 0 (independent of α), we define vα in a neighborhood of xα = 0 by
vα(y) = µ
(n−2)/2
α uα(µαy), x ∈ B
+
δ0/µα
,
in the Fermi coordinate mentioned above. Then vα satisfies

∆gαvα = 0, in B+δ0/µα
∂gαvα
∂ν +
n−2
2 hαvα + ǫαv
r−1
α = ℓαv
q−1
α , on ∂′B
+
δ0/µα
vα(0) = 1, 0 ≤ vα ≤ 1,
(13)
where gα(x) = gij(µαx)dxidxj , hα is the mean curvature of ∂′Bδ0/µα with respect to the
metric gα and
ǫα := αµ
n−1−n−2
2
r
α ‖uα‖
2−r
Lr(∂M). (14)
Note that
ǫα =
α‖uα‖
2
Lr(∂M)
(maxM uα)
q−r
∫
∂M u
r
α dsg
≤ α‖uα‖
2
Lr(∂M) → 0 as α→∞, (15)
because 1 =
∫
∂M u
q
α dsg ≤ (maxM uα)
q−r
∫
∂M u
r
α dsg. By the standard elliptic equations
theory, for all R > 1,
‖vα‖C1,r−1(B+R)
≤ C(R) for all sufficiently large α. (16)
Therefore, vα → U in C1loc(Rn+) for some U ∈ C
1,r−1
loc (R
n
+) ∩ C
∞(Rn+) which satisfies

−∆U = 0, in Rn+,
−∂ynU =
1
SU
q−1, on ∂Rn+,
U(0) = 1, 0 ≤ U ≤ 1.
(17)
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By the Liouville type theorem in [22],
U(y′, yn) =
(
(n− 2)2S2
|y′|2 + (yn + (n − 2)S)2
)n−2
2
, (18)
where y′ = (y1, · · · , yn−1). Denote λ0 = (n− 2)S and
Ux0,λ(x
′, xn) := λ
−n−2
2 U((x′ − x′0)/λ, xn/λ) = λ
n−2
2
0
(
λλ0
|x′ − x′0|
2 + (xn + λλ0)2
)n−2
2
,
where x0 ∈ ∂Rn, λ > 0. For brevity, we write Uλ as U0,λ. Hence, U1 = U .
Proposition 2.2. For every δ > 0,
lim
α→∞
(∫
B+δ
|∇g(uα − Uµα)|
2 dvg +
∫
∂′B+δ
|uα − Uµα |
q dsg
)
= 0.
Proof. We only prove that
lim
α→∞
∫
B+δ
|∇g(uα − Uµα)|
2 dvg = 0,
and the other can be proved similarly.
For every given ε > 0, one can find α0 > 0 such that for all α ≥ α0,∫
M
|∇guα|
2 dvg ≤
1
S
+ ε,
because limα→∞
∫
M |∇guα|
2 dvg =
1
S . Since
∫
R
n
+
|∇U |2 = 1/S, we can choose R > 0 such
that ∫
R
n
+\B
+
R
|∇U |2 ≤ ε.
Note that ∫
B+
δ/µα
|∇gαvα|
2 dvgα =
∫
B+δ
|∇guα|
2 dvg ≤
1
S
+ ε.
Hence∫
B+δ
|∇g(uα − Uµα)|
2 dvg =
∫
B+
δ/µα
|∇gα(vα − U)|
2 dvgα
=
∫
B+R
|∇gα(vα − U)|
2 dvgα +
∫
B+
δ/µα
\B
+
R
|∇gα(vα − U)|
2 dvgα
≤ 2ε+ 2
∫
B+
δ/µα
\B
+
R
|∇gαvα|
2 dvgα + 2
∫
B+
δ/µα
\B
+
R
|∇gαU |
2 dvgα
≤ 10ε,
7
where we used ‖vα − U‖C1(B+R) ≤ ε for large α and∫
B+
δ/µα
\B
+
R
|∇gαvα|
2 dvgα +
∫
B+
δ/µα
\B
+
R
|∇gαU |
2 dvgα
≤
1
S
+ ε−
∫
B+R
|∇gαvα|
2 dvgα +
1
S
+ ε−
∫
B+R
|∇gαUα|
2 dvgα
≤ 4ε.
Proposition 2.3. For all large α,
uα(x) ≤ Cµ
n−2
2
α distg(x, xα)
2−n for all x ∈M,
where C > 0 depends only on M,g.
Let
bα :=

min{
n−2
2 hg + α
(
‖uα‖Lr
uα
)2−r
, 1}, if uα 6= 0,
1, if uα = 0.
To prove Proposition 2.3, we need the following lemma about Neumann functions.
Lemma 2.3. There exists a unique weak solution Gα of{
−∆gGα = 0, on M,
∂gGα
∂ν + bαGα = δxα , on ∂M,
(19)
where δxα is the delta measure centered at xα. Moreover, Gα ∈ C1loc(M \ {xα}) and
C−1distg(x, xα)
2−n ≤ Gα(x) ≤ Cdistg(x, xα)
2−n, for all x ∈M, (20)
where C > 0 depends only on M,g.
Proof. We claim that
lim
α→∞
volg{bα <
1
2
} = 0. (21)
Indeed, for every measurable set E ⊂⊂ ∂M ∩ {uα > 0}, we have
volg(E) =
∫
E
dsg =
∫
E
ur/2α u
−r/2
α dsg ≤ ‖uα‖
r/2
Lr(E)‖u
−1
α ‖
r/2
Lr(E).
8
It follows that
‖(‖uα‖Lr(∂M)u
−1
α )
2−r‖Lr/(2−r)(E) = ‖uα‖
2−r
Lr(∂M)‖u
−1
α ‖
2−r
Lr(E)
≥ (volg(E))
2(2−r)/r .
Note that
α(‖uα‖Lr(∂M)u
−1
α )
2−r <
1
2
(1 + (n− 2)|hg|),
if bα < 1/2. Since {bα < 12} ⊂⊂ ∂M ∩ {uα > 0},
(volg{bα <
1
2
})2(2−r)/r ≤
C
α
.
We verified the claim.
Notice that bα is uniformly bounded and Lipschitz. Thus,∫
M
|∇gu|
2dvg +
∫
∂M
bαu
2dsg
≥
∫
M
|∇gu|
2dvg +
1
2
∫
∂M
u2dsg −
∫
∂M
(bα −
1
2
)−u2dsg
≥
∫
M
|∇gu|
2dvg +
1
2
∫
∂M
u2dsg − ‖(bα −
1
2
)−‖Ln−1(∂M)‖u‖
2
Lq(∂M)
≥
∫
M
|∇gu|
2dvg +
1
2
∫
∂M
u2dsg − C‖(bα −
1
2
)−‖Ln−1(∂M)(
∫
M
|∇gu|
2dvg +
∫
∂M
u2dsg)
≥
1
4
∫
M
|∇gu|
2dvg +
1
4
∫
∂M
u2dsg,
where we have used Theorem 0.1 in [23] and (21). It follows that the first eigenvalue λ1,α of{
−∆gf = 0, on M,
∂gf
∂ν + bαf = λ1,αf, on ∂M
(22)
is uniformly lower bounded by a positive number. Thus, by standard elliptic equation theory
there exists a solution of (19) satisfying (20).
Proof of Proposition 2.3. Set ϕα = µ(n−2)/2α Gα, wα = uα/ϕα and gˆ = ϕ
4
n−2
α g. By the
conformal invariance (see, e.g., (1.8) in [12]), it is direct to verify that for α large, wα satisfies{
∆gˆwα = 0 on M,
∂gˆwα
∂ν = ℓαw
q−1
α − wαϕ
− n
n−2
α (
∂gϕα
∂ν +
n−2
2 hgϕα + α‖uα‖
2−r
Lr u
r−2
α ϕα) on ∂M \ {xα}.
9
By our choice of Gα, we have{
∆gˆwα = 0 on M,
∂gˆwα
∂ν ≤ ℓαw
q−1
α on ∂M \ {xα}.
Then the Moser iterations procedure on page 465-471 of [23] implies that
‖wα‖L∞(M\Bµα (xα)) ≤ C.
Recall that vα → U in C2loc, from which we also have ‖wα‖L∞(Bµα (xα)) ≤ C . Proposition 2.3
follows immediately.
Corollary 2.1. For any small δ > 0, there exists a constant C > 0 depending only on M,g, δ
such that ∫
M\Bδ/2(xα)
|∇guα|
2 ≤ Cµn−2α ,
where Bδ/2(xα) centered at xα with radius δ/2. Consequently, we can select δα ∈ [δ/2, δ]
such that ∫
∂Bδα (xα)
|∇guα|
2 ≤ Cµn−2α .
Proof. Let η be a cut-off function satisfying Supp(η) ⊂ M \ Bδ/2(xα) and η ≡ 1 in M \
Bδ(xα). Multiplying the Euler-Lagrange equation (8) by η2uα and integrating by parts, we
have ∫
M
∇guα∇g(η
2uα) dvg ≤ −
n− 2
2
∫
∂M
hη2u2α dsg + ℓα
∫
∂M
η2uqα dsg.
It follows that∫
M
η2|∇guα|
2 dvg ≤ C
∫
∂M
(
η2u2α + η
2uqα
)
dsg + C
∫
M
|∇gη|
2u2α dvg.
Therefore, this corollary follows immediately from Proposition 2.3.
3 Energy estimates and proof of Theorem 1.2
For some small δ0 to be determined in Lemma 3.4, let ψα ∈ C∞(M) satisfy ψα(xα) = 1,
1
2 ≤ ψα ≤ 2, ‖ψα‖C2(M) ≤ C , and{
∆gψα = 0, in B+2δ0 ,
∂gψα
∂ν +
n−2
2 hgψα = 0, on ∂
′B+2δ0 .
10
As in the previous section, here we used the Fermi coordinate with respect to metric g centered
at xα. Set gˆ = ψ4/(n−2)α g. It is easy to see that hgˆ = 0 on ∂′B+δ0 . Hence, uα/ψα satisfies{
∆gˆ
uα
ψα
= 0, in B+2δ0 ,
∂gˆ
∂ν
uα
ψα
+ α‖uα‖
2−r
Lr(∂M)ψ
1−q
α ur−1α = ℓα(
uα
ψα
)q−1, on ∂′B+2δ0 .
(23)
It follows that the maximum of uα/ψα onM is achieved at some point on ∂M which is denoted
as xˆα. In view of the fact uα(xα)→∞ and Proposition 2.3, we have |xˆα − xα| → 0 and thus
uα(xˆα)
ϕα(xˆα)uα(xα)
→ 1 as α → ∞. From now on, we use the Fermi coordinate with respect to
metric gˆ centered at xα. Since ψα(xα) = 1, by simple blow-up argument and the same proof
of Proposition 2.2 we can establish
lim
α→∞
(∫
B+δ
|∇gˆ(
uα
ψα
− Uµα)|
2 dvgˆ +
∫
∂′B+δ
|
uα
ψα
− Uµα |
q dsgˆ
)
= 0. (24)
As in Corollary 2.1, we can select δα ∈ [δ0/2, δ0] such that∫
∂′′Bδα
|∇gˆ(
uα
ψα
)|2 dvgˆ ≤ Cµ
n−2
α , (25)
where C > 0 is independent of α. Let us focus on the upper-half ball B+δα(0), which is
equipped with the Riemannian metric gˆ.
Let hξ,λ(z), z ∈ B
+
δα(0), be the classical solution of

∆gˆhξ,λ = 0 in B+δα ,
hξ,λ = Uξ,λ on ∂
′′B+δα ,
∂gˆhξ,λ
∂ν = 0 on ∂
′B+δα ,
with parameters ξ ∈ ∂′B+δαµα/2 and λ > 0, while let χα(z) be the solution of

∆gˆχα = 0 in B+δα ,
χα =
uα
ψα
on ∂′′Bδα ,
∂gˆχα
∂ν = 0 on ∂
′B+δα .
Then uα/ψα − χα ∈ H0,L(B+δα), Uξ,λ − hξ,λ ∈ H0,L(B
+
δα
) are the projections of uα/ψα and
Uξ,λ on H0,L(Bδα), respectively. Here
H0,L(B
+
δα
) := {u ∈ H1(B+δα) : u = 0 on ∂
′′B+δα in trace sense}
11
is a Hilbert space with the inner product
〈u, v〉gˆ :=
∫
B+δα
∇gˆu∇gˆv dvgˆ.
Denote ‖u‖ =
√
〈u, u〉gˆ , which is a norm for u ∈ H0,L(B+δα).
Set
σξ,λ = Uξ,λ − hξ,λ,
which satisfies σξ,λ ≤ Uξ,λ and

∆gˆσξ,λ = ∆gˆUξ,λ, in B+δα ,
σξ,λ = 0, on ∂
′′B+δα ,
∂gˆσξ,λ
∂ν =
∂gˆUξ,λ
∂ν on ∂
′B+δα .
Let (tα, ξα, λα) ∈ [12 ,
3
2 ]× ∂
′B+δαµα/2 × [
µα
2 ,
3µα
2 ] be such that
‖
uα
ψα
− χα − tασξα,λα‖
= min
{
‖
uα
ψα
− χα − tσξ,λ‖ : (t, ξ, λ) ∈ [
1
2
,
3
2
]× ∂′B+δαµα/2 × [
µα
2
,
3µα
2
]
}
,
and
wα =
uα
ψα
− χα − tασξα,λα .
Define
Wα = {w ∈ H0,L(B
+
δα
) : 〈σξα,λα , w〉gˆ = 0 and 〈u,w〉gˆ = 0 for all u ∈ Eα},
where Eα ⊂ H0,L(B+δα) is the tangent space at σξα,λα of the n-dimensional surface {σξ,λ : ξ ∈
∂′Bµαδα , λ > 0} ⊂ H0,L(B
+
δα
). More explicitly,
Eα = span{
∂σξ,λα
∂ξ
∣∣∣
ξ=ξα
,
∂σξα,λ
∂λ
∣∣∣
λ=λα
}.
For brevity, we denote hα = hξα,λα and σα = σξα,λα
Lemma 3.1. We have,
1) ‖∇gˆhα‖L2(Bδα ) + ‖hα‖L∞(Bδα ) ≤ Cµ
(n−2)/2
α ,
2) ‖∇gˆχα‖L2(Bδα ) + ‖χα‖L∞(Bδα ) ≤ Cµ
(n−2)/2
α ,
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for some positive constant C independent of α, and
3) ‖wα‖ → 0,
4) tα → 1,
5) µ−1α |ξα| → 0,
6) µ−1α λα → 1,
as α→∞. Furthermore, wα ∈Wα.
Proof. Let η ∈ H1(Bδα) be an extension of Uξα,λα |∂′′B+δα such that
‖η‖2H1(Bδα )
≤ C
(∫
∂′′B+δα
|∇Uξα,λα |
2 + U2ξα,λα
)
, (26)
where C > 0 is independent of α. Multiplying the equation of hα by hα− η ∈ H0,L(Bδα) and
integrating by parts we have
0 =
∫
Bδα
∇gˆhα∇gˆ(hα − η) dvgˆ ≥
1
2
(‖∇gˆhα‖
2
L2 − ‖∇gˆη‖
2
L2).
Thus we obtained the L2 estimate for ∇gˆhα. The L∞ estimates for hα follows easily from the
maximum principle. Hence, we verified 1). Similarly, we can verify 2) by taking into account
Proposition 2.3 and (25).
By the definition of tα and σα,
‖tασα − σ0,µα‖ ≤ ‖
uα
ψα
− χα − tασα‖+ ‖
uα
ψα
− χα − σ0,µα‖
≤ 2‖
uα
ψα
− χα − σ0,µα‖
≤ 2‖
uα
ψα
− Uµα‖+ Cµ
(n−2)/2
α → 0
as α→∞, where we used 1), 2) and (24). It follows that ‖wα‖ → 0, i.e., 3) holds, and
‖tαUξα,λα − Uµα‖ ≤ ‖tασα − σ0,µα‖+ ‖tαhξα,λα‖+ ‖h0,µα‖ → 0
as α → ∞. A simple calculation yields 4), 5) and 6). Once we have 4), 5) and 6), the
minimum of the norm is attained in the interior of [12 ,
3
2 ] × ∂
′B+δαµα/2 × [
µα
2 ,
3µα
2 ]. Hence, an
variational argument gives wα ∈Wα.
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Proposition 3.1. Assume as the above, we have
‖wα‖+ |t
q−2
α ℓα − S
−1| ≤ C
{
µα‖U
n−1
n−2
1 ‖L2∗
′
(B+
µ−1α
)
+ ǫα‖U
r−1
1 ‖Lr(∂′B+
µ−1α
) + µ
n−2
α ‖U
q−2
1 ‖Lr(∂′B+
µ−1α
)
}
,
where ǫα is given in (14).
We postpone the proof of Proposition 3.1 to the end of this section, and use it to prove
Theorem 1.2 first.
Let
Y (g, uα) =
∫
M |∇guα|
2 dvg +
n−2
2
∫
∂M hgu
2
α dsg( ∫
∂M u
q
α dsg
)2/q .
It follows from Proposition 2.3 that
Y (g, uα) =
∫
B+δα
|∇guα|
2 dvg +
n−2
2
∫
∂′B+δα
hgu
2
α dsg( ∫
∂′B+δα
uqα dsg
)2/q +O(µn−2α ).
Since 
∆guα − c(n)Rguα = ϕ
n+2
n−2
α (∆gˆ
uα
ϕα
− c(n)Rgˆ
uα
ϕα
) on M,
∂guα
∂ν +
n−2
2 hguα = ϕ
n
n−2
α (
∂gˆ
∂ν
uα
ϕα
+ n−22 hgˆ
uα
ϕα
) on ∂M,
and hgˆ = 0 on ∂′B+δα , we have
Y (g, uα) =
∫
B+δα
|∇gˆ(
uα
ϕα
)|2 dvgˆ( ∫
∂′B+δα
( uαϕα )
q dsgˆ
)2/q +O(µn−2α ).
In view of uα/ϕα = tαUξα,λα − tαhα + χα + wα,∫
B+δα
∇gˆχα∇gˆwα dvgˆ =
∫
B+δα
∇gˆhα∇gˆwα dvgˆ = 0,
and the estimates in Lemma 3.1, we have
Y (g, uα) = F (wα) +O(µ
n−2
α ), (27)
where
F (w) :=
∫
B+δα
|∇gˆ(tαUξα,λα + w)|
2 dvgˆ( ∫
∂′B+δα
|tαUξα,λα + w|
q dsgˆ
)2/q .
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By a direct computation,
F ′(0)wα =
2( ∫
∂′B+δα
|tαUξα,λα |
q dsgˆ
)2/q
{∫
B+δα
tα∇gˆUξα,λα∇gˆwα dvgˆ
−
∫
B+δα
|tα∇gˆUξα,λα |
2 dvgˆ∫
∂′B+δα
|tαUξα,λα |
q dsgˆ
∫
∂′B+δα
|tαUξα,λα |
q−1wα dsgˆ
}
.
Recall that σα = Uξα,λα − hα and
∫
B+δα
∇gˆσα∇gˆwα =
∫
B+δα
∇gˆhα∇gˆwα = 0. It follows that∫
B+δα
∇gˆUξα,λα∇gˆwα = 0. Hence, (recall that we are in the Fermi coordinates of gˆ),
|F ′(0)wα| ≤ C
∣∣∣ ∫
∂′B+δα
|Uξα,λα |
q−1wα dsgˆ
∣∣∣ = CS∣∣∣ ∫
∂′B+δα
∂gˆ
∂ν
Uξα,λαwα dsgˆ
∣∣∣
= CS
∣∣∣ ∫
B+δα
∆gˆUξα,λαwα dvgˆ
∣∣∣
≤ C‖∆gˆUξα,λα‖L2∗
′
(B+δα )
‖wα‖,
where 2∗ = 2nn−2 and 2
∗′ = 2nn+2 . By (31) we have
|F ′(0)wα| ≤ Cµα‖U
n−1
n−2
1 ‖L2∗
′
(B+
µ−1α
)
‖wα‖.
Similarly,
〈F ′′(0)wα, wα〉 =
2( ∫
∂′B+δα
|tαUξα,λα |
q dsgˆ
)2/q
{∫
B+δα
|∇gˆwα|
2 dvgˆ
− (q − 1)
∫
B+δα
|tα∇gˆUξα,λα |
2 dvgˆ∫
∂′B+δα
|tαUξα,λα |
q dsgˆ
∫
∂′B+δα
|tαUξα,λα |
q−2w2α dsgˆ
}
+O
((∫
∂′B+δα
|Uξα,λα |
q−1wα dsgˆ
)2)
.
By Lemma 3.6, we have
∫
B+δα
|∇gˆwα|
2 dvgˆ −
(q − 1)
∫
B+δα
|tα∇gˆUξα,λα |
2 dvgˆ∫
∂′B+δα
|tαUξα,λα |
q dsgˆ
∫
∂′B+δα
|tαUξα,λα |
q−2w2α dsgˆ
≥
c1
2
‖wα‖
2,
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for large α. It follows that
〈F ′′(0)wα, wα〉 ≥
c1
2
‖wα‖
2 +O(µ2α)‖U
n−1
n−2
1 ‖
2
L2∗
′
(B+
µ
−1
α
)
‖wα‖
2.
Noticing that µα‖U
n−1
n−2
1 ‖
2
L2∗
′
(B+
µ−1α
)
→ 0 as α→∞, we have
F (wα) = F (0) + F
′(0)wα +
1
2
〈F ′′(0)wα, wα〉+ o(‖wα‖
2)
≥ F (0) +O
(
µα‖U
n−1
n−2
1 ‖L2∗
′
(B+
µ−1α
)
‖wα‖
)
.
By (27), we conclude that
Y (g, uα) ≥
∫
B+δα
|∇gˆUξα,λα |
2 dvgˆ( ∫
∂′B+δα
U qξα,λα dsgˆ
)2/q +O
(
µα‖U
n−1
n−2
1 ‖L2∗
′
(B+
µ−1α
)
‖wα‖+ µ
n−2
α
)
. (28)
Lemma 3.2. We have∫
B+δα
|∇gˆUξα,λα |
2 dvgˆ( ∫
∂′B+δα
U qξα,λα dsgˆ
)2/q =


1
S +O(µ
2
α), n ≥ 5,
1
S +O(µ
2
α log µ
−1
α ), n = 4.
Proof. Let π = hˆijdzidzj , 1 ≤ i, j ≤ n − 1, be the second fundamental form of ∂′B+δα with
respect to the metric gˆij . Since
√
det gˆij = 1 +O(|z|
2) on ∂′B+δα , we have(∫
∂′B+δα
U qξα,λα dsgˆ
)2/q
=
( ∫
∂′B+δα
U qξα,λα(1 +O(|z
′|2)) dz
)2/q
=
( ∫
∂′B+δα
U qξα,λα dz
)2/q
+O(
∫
∂′B+δα
U qξα,λα |z
′|2 dz)
=
( ∫
∂Rn+
U qξα,λα dz
)2/q
+O(λn−2α )
+O(λ2α
∫
∂′B+
λ−1α
(1 + |z′|2)1−n|z′|2 dz)
= 1 +O(λn−2α ) +O(λ
2
α
∫
∂′B+
λ−1α
(1 + |z′|2)1−n|z′|2 dz).
where we used λ−1α |ξα| → 0 as α→∞ in the last equality.
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In addition, by Lemma 2.2, we have∫
B+δα
|∇gˆUξα,λα |
2 dvgˆ =
∫
B+δα
|∇Uξα,λα |
2 dz + 2hˆij(0)
∫
B+δα
∂iUξα,λα∂jUξα,λαzn dz
+O(
∫
B+δα
|∇Uξα,λα |
2|z|2 dz).
It is easy to see that∫
B+δα
|∇Uξα,λα |
2 dz =
∫
R
n
+
|∇Uξα,λα |
2 dz +O(λn−2α ) =
1
S
+O(λn−2α )
and ∫
B+δα
|∇Uξα,λα |
2|z|2 dz
= C(n)λ2α
∫
B+
λ−1α
(|z′|2 + (zn + 1)
2)1−n|z + λ−1α ξα|
2 dz +O(λn−2α ).
By symmetry, we have
n−1∑
i,j=1
hˆij(0)
∫
B+δα
∂iUξα,λα∂jUξα,λαzn dz
=
n−1∑
i,j=1
hˆij(0)
∫
B+
δα/2
(ξα)
∂iUξα,λα∂jUξα,λαzn dz +O(µ
n−2
α )
=
n−1∑
i=1
hˆii(0)
∫
B+
δα/2
(ξα)
|∂1Uξα,λα |
2zn dz +O(µ
n−2
α ) = O(µ
n−2
α ),
where we used
∑n−1
i=1 hˆ
ii(0) = 0 since the mean curvature of gˆ is vanishing at xα. The lemma
follows immediately from Lemma 3.1.
Proof of Theorem 1.2. Notice that
1
S
> Iα(uα) = Y (g, uα) + α‖uα‖
2
Lr(∂M).
By (28) and Lemma 3.2, we have
α‖uα‖
2
Lr(∂M) = O(µ
2
α) +O
(
µα‖U
n−1
n−2
1 ‖L2∗
′
(B+
µ−1α
)
‖wα‖+ µ
n−2
α
)
.
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By Proposition 3.1, we find
α‖uα‖
2
Lr(∂M) ≤ C
{
µα‖U
n−1
n−2
1 ‖L2∗
′
(B+
µ−1α
)
(
µα‖U
n−1
n−2
1 ‖L2∗
′
(B+
µ−1α
)
+ ǫα‖U
r−1
1 ‖Lr(∂′B+
µ−1α
) + µ
n−2
α ‖U
q−2
1 ‖Lr(∂′B+
µ−1α
)
)
+ µ2α
}
.
(29)
Due to n ≥ 5, we have
‖U
n−1
n−2
1 ‖L2∗
′
(B+
µ−1α
)
≤ C
µα‖U
r−1
1 ‖Lr(∂′B+
µ−1α
) ≤ Cµα(1 + µ
n2−8n+8
2n
α ) = o(1)
‖U q−21 ‖Lr(∂′B+
µ−1α
) ≤ C(1 + µ
(4−n)/2
α ).
From (15), i.e., ǫα ≤ α‖uα‖2Lr(∂M), it follows that
α‖uα‖
2
Lr(∂M) ≤ Cµ
2
α.
On the other hand,
‖uα‖Lr(∂M) ≥ ‖uα‖Lr(B+µα (xα)∩∂M)
≥ C−1µα‖vα‖Lr(∂′B+1 )
≥ C−1µα,
where vα is as in (13). Hence
α ≤ C.
This is a contradiction.
3.1 Proof of Proposition 3.1
The rest of the paper is devoted to the proof of Proposition 3.1. We start with the equation
which wα satisfies.
Lemma 3.3. wα satisfies

−∆gˆwα = tα∆gˆUξα,λα , in B
+
δα
,
∂gˆw
∂ν − ℓα(q − 1)|Θα|
q−3Θαwα + b
′|Θα|
q−3w2α + b
′′|wα|
q−1 = fα, on ∂
′B+δα ,
(30)
where
Θα = tασα + χα
fα = tα(ℓαt
q−2
α −
1
S
)U q−1ξα,λα − α‖uα‖
2−r
Lr(∂M)ψ
1−q
α u
r−1
α +O(µ
(n−2)/2
α )U
q−2
ξα,λα
,
and b′, b′′ are bounded functions with b′ ≡ 0 if n ≥ 4.
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Proof. The proof follows from straightforward computations. First of all, by the definition of
wα and by the equation (23) of uα/ψα, we have
−∆gˆwα = −∆gˆ(
uα
ψα
− χα − tασα) = tα∆gˆσα = tα∆gˆUξα,λα in B+δα ,
and
∂gˆwα
∂ν
= ℓα(Θα + wα)
q−1 − α‖uα‖
2−r
Lr(∂M)ψ
1−q
α u
r−1
α − tα
∂gˆσα
∂ν
= ℓα(Θα + wα)
q−1 − α‖uα‖
2−r
Lr(∂M)ψ
1−q
α u
r−1
α − tα
∂gˆUξα,λα
∂ν
= ℓα(Θα + wα)
q−1 − α‖uα‖
2−r
Lr(∂M)
ψ1−qα u
r−1
α −
tα
S
U q−1ξα,λα ,
where we used that ∂gˆUξα,λα∂ν =
∂Uξα,λα
∂xn
= U q−1ξα,λα in Fermi coordinate systems. Note that we
have the following elementary expansion
(k + l)q−1 = |k|q−2k + (q − 1)|k|q−3kl + b′(k, l)|k|q−3l2 + b′′(k, l)|l|q−1,
for all k, l such that k + l > 0, where b′, b′′ are bounded and b′ ≡ 0 if n ≥ 4. For k = Θα,
l = wα, we obtain
(Θα + wα)
q−1 =|Θα|
q−2Θα + (q − 1)|Θα|
q−3Θαwα
+ b′|Θα|
q−3w2α + b
′′|wα|
q−1,
And Lemma 3.3 follows from
|Θα|
q−2Θα = |tαUξα,λα − tαhα + χα|
q−2(tαUξα,λα − tαhα + χα)
= (tαUξα,λα)
q−1 − (tαUξα,λα)
q−2(tαhα − χα)
+ |tαUξα,λα − θ(tαhα + χα)|
q−3(tαhα + χα)(tαUξα,λα − tαhα + χα)
= (tαUξα,λα)
q−1 +O(µ(n−2)/2α U
q−2
ξα,λα
),
where θ ∈ (0, 1) and we have used 1) and 2) in Lemma 3.1.
Define
Qα(ϕ, φ) =
∫
B+δα
∇gˆϕ∇gˆφdvgˆ − ℓα(q − 1)
∫
∂′B+δα
|Θα|
q−3Θαϕφdsgˆ,
for all ϕ, φ ∈ H0,L(B+δα).
Lemma 3.4. There exist 0 < δ0 << 1, α0 ≥ 1 and c0 > 0 independent of α such that
Qα(w,w) ≥ c0
∫
B+δα
|∇gˆw|
2 dvgˆ, ∀ w ∈Wα, α ≥ α0.
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Proof. It will follow from Lemma 3.1 and Lemma 3.6.
Proof of Proposition 3.1. Multiplying the both sides of (30) by wα, we arrive at
Qα(wα, wα) + o(‖wα‖
2) = tα
∫
B+δα
wα∆gˆUξα,λα dvgˆ +
∫
∂′B+δα
wαfα dsgˆ,
where we used ∫
∂′B+δα
b′′|wα|
q dsgˆ ≤ C‖∇gˆwα‖
q
L2(B+δα )
= C‖wα‖
2‖wα‖
q−2,
and ∫
∂′B+δα
b′|Θα|
q−3|wα|
3 ≤ C‖wα‖
3
if n = 3 and using Lemma 3.1. By the Ho¨lder inequality, Sobolev inequality, and Lemma 3.4,
we have
‖w‖ ≤ C
{
‖∆gˆUξα,λα‖L2∗
′
(B+δα )
+α‖uα‖
2−r
Lr(∂M)‖u
r−1
α ‖Lq′ (∂′B+δα )
+µ
n−2
2
α ‖U
q−2
ξα,λα
‖Lq′ (∂′B+δα )
}
with q′ = r = q/(q−1). Since ∆Uξα,λα = 0, a direct computation in Fermi coordinate system
yields
‖∆gˆUξα,λα‖L2∗
′
(B+δα )
= ‖∆gˆUξα,λα −∆Uξα,λα‖L2∗
′
(B+δα )
≤ ‖(gˆij − δij)
∂2Uξα,λα
∂zi∂zj
− gˆijΓˆkij
∂u
∂zk
‖
L2∗
′
(B+δα )
≤ C
(∫
B+δα
(
|z|λ(n−2)/2α (|z
′ − ξ′α|
2 + (zn + λ0λα)
2)−n/2
)2∗′
dz
)1/2∗′
+ C
(∫
B+δα
(
λ(n−2)/2α (|z
′ − ξ′α|
2 + (zn + λ0λα)
2)−(n−1)/2
)2∗′
dz
)1/2∗′
≤ Cλα
(∫
B+
λ−1α
(
|y + λ−1α ξα|(|y
′|2 + (yn + λ0)
2)−n/2
)2∗′
dy
)1/2∗′
+ Cλα
(∫
B+
λ−1α
(
(|y′ − λ−1α ξα|
2 + (yn + λ0)
2)−(n−1)/2
)2∗′
dy
)1/2∗′
≤ Cλα‖U
n−1
n−2
1 ‖L2∗
′
(B+
λ−1α
)
,
(31)
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where 2∗ = 2nn−2 , 2
∗′ = 2nn+2 and we used the variables transformation y = λ
−1
α (z − ξα) and
the fact λ−1α |ξα| → 0 as α→∞. By Proposition 2.3, we have uα ≤ CUµα . Hence
‖ur−1α ‖Lq′ (∂′B+δα )
≤ C‖U r−1µα ‖Lq′ (∂′B+δα )
≤ µ
n−1−n−2
2
r
α ‖U
r−1
1 ‖Lq′ (∂′B+
µ−1α
).
Finally, it is clear that
‖U q−2ξα,λα‖Lq′ (∂′B+δα)
≤ Cµ
n−2
2
α ‖U
q−2
1 ‖Lq′ (∂′B+
µ−1α
).
Therefore, we obtained the estimate for ‖wα‖.
Multiplying (30) by σα and integrating over B+δα , we find that
|tα(ℓαt
q−2
α −
1
S
)|
∫
∂′B+δα
U q−1ξα,λασα dsgˆ
≤C
(∫
B+δα
|∆gˆUξα,λασα|dvgˆ +
∫
∂′B+δα
U q−1ξα,λα |wα|dsgˆ
+ α‖uα‖
2−r
Lr(∂M)
∫
∂′B+δα
U rξα,λα dsgˆ + µ
(n−2)/2
α
∫
∂′B+δα
U q−1ξα,λα dsgˆ
)
,
where we used |σα|+ |Θα|+ |wα|+ uα ≤ CUξα,λα . Since
∫
∂′B+δα
U q−1ξα,λασα dsgˆ ≥ C
−1 > 0,
the estimate of |ℓαtq−2α − 1S | follows by Ho¨lder inequality and the estimate for ‖wα‖.
3.2 Proof of Lemma 3.4
Let D1,2(Rn+) be the closure of C∞c (Rn+ ∪ ∂Rn+) under the norm
‖u‖D1,2(Rn+) =
(∫
R
n
+
|∇u|2 dy
)1/2
.
In fact, D1,2(Rn+) is a Hilbert space with the inner product
〈ϕ, φ〉1 :=
∫
Rn+
∇ϕ∇φdy
for any ϕ, φ ∈ D1,2(Rn+). Define the functional
Q1(ϕ, φ) :=
∫
R
n
+
∇ϕ∇φdy −
q − 1
S
∫
∂Rn+
U q−21 ϕφdy
′
21
for all ϕ, φ ∈ E0, where y = (y′, 0) and
E1 =
{
w ∈ D1,2(Rn+) : 〈
∂Uξ,1
∂ξi
∣∣∣
ξ=0
, w〉1 = 〈
∂U0,λ
∂λ
∣∣∣
λ=1
, w〉1 = 〈U0,1, w〉1 = 0,
i = 1, 2, · · · , n− 1
}
.
Then we have
Lemma 3.5. There exists a constant c1 > 0 depending only n such that
Q1(w,w) ≥ c1‖w‖
2
D1,2(Rn+)
,
for all w ∈ E1.
Lemma 3.5 follows from an analysis of the eigenvalues of{
∆v = 0, in B1,
∂v
∂ν = λv, on ∂B1.
The details can be found in, e.g., [8].
Lemma 3.6. For R > 0, x ∈ ∂Rn with |x| ≤ R/10, let hij be a Riemannian metric on B+R (x),
k > 0 and Θ ∈ Lq(∂′BR). Denote Q2 as the continuous bilinear form on H0,L(B+R (x)) ×
H0,L(B
+
R (x))
Q2(ϕ, φ) =
∫
B+R (x)
∇hϕ∇hφdvh − k
∫
∂′B+R (x)
|Θ|q−3Θϕφ,dsh.
There exists a small positive ε0 depending only n such that if
‖Θ− U1‖Lq(∂′B+R(x))
+ |k −
q − 1
S
|+ ‖hij − δij‖L∞(B+R (x))
≤ ε0,
then
Q2(w,w) ≥
c1
2
∫
B+R (x)
|∇hw|
2 dvh,
for all w ∈ E2, where
E2 =
{
w ∈ H0,L(B
+
R (x)) : 〈U0,1, w〉1 ≤ ε0‖w‖h, 〈
∂U0,λ
∂λ
∣∣∣
λ=1
, w〉1 ≤ ε0‖w‖h
〈
∂Uξ,1
∂ξi
∣∣∣
ξ=0
, w〉1 ≤ ε0‖w‖h, , i = 1, 2, · · · , n − 1
}
.
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Proof. From the assumptions, there exist δ1, · · · , δn+1 satisfying |δj | = O(ε0‖w‖h) for every
j such that
w˜ = w −
n−1∑
j=1
δj
∂Uξ,1
∂ξi
∣∣∣
ξ=0
− δn
∂U0,λ
∂λ
∣∣∣
λ=1
− δn+1U0,1
belongs to E1. It follows from Lemma 3.5 that
Q1(w˜, w˜) ≥ c1‖w˜‖D1,2(Rn+).
The lemma follows by choosing sufficiently small ε0 and making use of the Sobolev trace
inequality.
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