Multiple objective genetic algorithms (MOGAs) simultaneously optimize a control law and geometrical features of a set of homopolar magnetic bearings (HOMB) supporting a generic flexible, spinning shaft. The minimization objectives include shaft dynamic response (vibration), actuator mass and total actuator power losses. Levitation of the spinning rotor and dynamic stability are constraint conditions for the control law search. Nonlinearities include magnetic flux saturation, and current and voltage limits. Pareto frontiers were applied to identify the best-compromised solution. Mass and vibration reductions improve with a two control law approach.
Introduction
Generally, radial magnetic bearings are classified into two groups based on the structural configurations: heteropolar magnetic bearings (HEMB) and HOMB. In the HEMB bearings, the magnetic poles alternate in polarity in the plane perpendicular to the rotor axis, while in the HOMB, all the poles in the given rotational plane have the same polarity. The homopolar configurations result in less field variation around the circumference of the rotor, which reduces the eddy current loss caused by the rotor rotation [1] . HOMB bearings are mostly used with permanent magnets to supply bias flux and this reduces the coil loss significantly.
The genetic algorithms (GAs) have been used in the optimization design of the HEMB. Carlson-Skalak and Maslen et al. [2] presented the single objective optimization design of HEMB actuator using GAs. The concept of catalog selection was used, which made the optimization more amenable to commercial design. Shelke and Chalam [3] used MOGAs to optimize both the actuator weight and the copper power loss in the coil of the HEMB actuator. They included only the ohmic loss in the coil as the power loss and set it as one of the two optimization goals. Chang and Chung [4] designed the HEMBs with minimum volume according to the static load, dynamic load and the equivalent stiffness with GAs. In the research of active magnetic bearing supported systems, GAs have also been applied to optimize the control strategies of the systems. Schroder et al. [5] used the GAs to optimize the robust control strategy of the five-axis controlled HEMBs supported rotordynamic system with both radial bearing and axial bearing. Chen and Chang et al. [6] [7] [8] optimized the PID controller of the HEMBs system. Jastrze R bski and Pollanen [9] discussed a closed-loop centralized optimal position control strategy for a multi-input multi-output HEMBs system. The controller parameters were optimized with GAs and the system performance was compared with the one controlled by the classical PID controller. However, these optimizations of the controllers did not address the design of the magnetic bearing actuator. Other than GAs, Hsiao et al. [10] used the goal programming as the search method and finite difference to calculate the objectives and constraints in the optimization design of the HEMB supported rotor-bearing system controlled with a PD controller.
In the optimization design of HOMB, Lee et al. [11] studied the performance limits of the permanent magnet biased HOMB, including the maximum static bearing force, the force slew rate, and the displacement sensitivity. Fan et al. [12] proposed design procedures for a type of permanent magnet biased HOMB in the rotor-bearing system. However, the procedure simply searches for feasible solutions without minimizing any objective functions. Optimization of the HOMB design remains a novelty due to the complexity of the HOMB actuator construction, the additional flux circuit due to the permanent magnet bias flux and the more complex flux path of the electromagnetic induced flux relative to a HEMB design.
Various MOGAs techniques have been developed by previous researchers. Knowles and Corne [13] proposed a simple MOGA strategy using binary strings and bitwise mutations to create offspring. The offspring is compared with the parent and is accepted as the next parent to continue the iteration if it dominates the parent. Nondominated Sorting Genetic Algorithm-II (NSGA-II) developed by Deb et al. [14] is one of the most widely used MOGAs [15] [16] [17] [18] . Deb et al. compared the NSGA-II with other recent genetic algorithm approaches on nine complex problems from literature. The result demonstrated that NSGA-II was able to maintain a better spread of solutions and converge better. The NSGA-II code implemented a constrained-domination principle in the constraint-handling, and the definition of domination was modified in the procedures of NSGA-II. In this modified definition of domination, an infeasible solution with a larger overall constraint-violation is classified as members of a larger nondomination level, which generate less new generations. This approach does not use any penalty function, so that either the value of the objective function or the measure of the constraint violation is sufficiently reduced in each iteration.
The present work is designed to be the first to apply the NSGA-II algorithms into the optimization design of homopolar type magnetic bearing actuator supported rotordynamic system. The optimization is applied to achieve three objectives simultaneously: the minimum actuator mass, the best steady state vibration performance of the rotor, and the least actuator power losses. Controllers, sensors, power amplifiers, and actuators are modeled with transfer functions with finite bandwidths. Saturation of current and voltage in the power amplifier is taken into consideration. Also, the optimization in this paper includes consideration of two dynamic stages: the levitation stage at zero spin speed and the steady state stage with rotor unbalance. To better demonstrate the benefits of two stage control, the two stage control strategy, which has two different sets of controller gains for the levitation stage and the steady state stage, is conducted and compared with the single control strategy, which has the same controller parameters for the two stages. The present findings demonstrate that by varying the actuator parameters and the controller gains simultaneously, the best tradeoffs among the actuator mass, the steady state vibration amplitude, and the power losses can be achieved. Such tradeoffs are displayed in the form of Pareto frontier, which determines the best-compromised solution. Summarizing the original contributions include application of MOGAs to the homopolar magnetic bearing design, simultaneous optimization of the controller and magnetic bearing actuator designs, and optimization using two separate control configurations, one for levitation and one for steady, high speed operation of the machine.
Model Description
The HOMB are controlled by PD controllers, and the simplified closed-loop is shown in Fig. 1 . A sensor measures the displacement of the rotor from its reference position, a controller derives a control signal from the measurement, a power amplifier transforms this control signal into a control current, and the control current generates magnetic forces in the magnetic actuator to suspend the rotor.
Magnetic Circuit of HOMB. The permanent magnet biased 4 poles HOMB actuator and the exaggerated coils are displayed in Fig. 2 . Stator A is an active plane with coils on each of the 4 active poles, including pole 1 in y-axis direction, pole 2 in z-axis direction, pole 3 in negative y-axis direction, and pole 4 in negative z-axis direction. The y-axis control current i cy goes through the coils on pole 1 and pole 3, and the z-axis control current i cz goes through the coils on pole 2 and pole 4. Control currents on the stator A generate control flux that conducts radially. Stator B is a dead plane without coils, thus there is no control flux in the radial directions on stator B. There are also 4 poles on the stator B, including pole 5 in y-axis direction, pole 6 in z-axis direction, pole 7 in negative y-axis direction, and pole 8 in negative z-axis direction. A back iron ring that conducts the bias flux axially is used. In the Cartesian coordinate system, the x-axis direction indicates the axial direction of the rotor, and the negative z-axis direction indicates the direction of the static load induced by weight. The radial magnetic bearings generate radial forces in y-axis and z-axis directions. The definitions of the variables in Fig. 2 are as follows: l g is the air gap length, t c is the thickness of the coil, l c is the radial length of the coil, r c is the coil space radius,r s is the radius of the stator, r r is the radius of the rotor, r p is the pole tip radius, t bi is the thickness of the back iron, w p is the width of the pole, t m is the thickness of permanent magnet, L r is the length of the rotor under the magnetic bearing, l p is the length of the pole along the rotor axis, L a is the length of the gap between two stators. The thickness of the coil is
where n p is the number of poles on each of the stator. In this case, n p ¼ 4. The length of rotor under the bearing L r is expressed by
where c a is the ratio of the length of empty space to length of rotor under the bearing. In this model,
The equivalent electric circuit of the HOMB bearing is shown in Fig. 3 . The model is based on the following assumptions: (1) no flux leakage; (2) the permeability of the pole, the rotor, the stator, and the back iron is much bigger compared with the air, thus the reluctances from the pole, rotor and the back iron can be ignored compared with the air reluctance; and (3) the cross-sectional area of the flux path in the pole is the same with the air gap area. According to the Ampere's Law
where H gi is the magnetic field intensity of the ith air gap for i ¼ 1-6; l gi is the air gap length of the ith pole with the rotor centered for i ¼ 1-6; R gi is the air gap length of the ith pole with the rotor centered; i is the flux in the ith air gap; i cy is the control current in the y-axis coils, and i cz is the control current in the z-axis coils; H c is the coercive field intensity of permanent magnet; t m is the thickness of the permanent magnets, R pm is the total reluctances of the two magnets in a flux loop. In the linear range
for i ¼ 1; 2; 3; …; 8. The equation can be written into the matrix form as 
and
where l pm is the permeability of the permanent magnet,A m is the cross-sectional area of the permanent magnet, 2t m indicates the total thickness of the two permanent magnets in one flux loop. By solving Eq. (6), the flux / i in each pole can be obtained and (y, z) is the displacement of the rotor. Then the flux intensity in each pole ignoring the leakage can be determined in the form of
The Maxwell stress tensor formula determines the force exerted by the magnetic field in the form of
The total magnetic bearing force in Fig. 3 is obtained from Eqs. (6), (9) , and (10) as Linearize the force and expression for the centered rotor case and define the position stiffness K p and current stiffness K i as
In this case, due to the symmetry of the actuator,
The linearized force expression for the centered rotor case is
where the position and current stiffness are
The terms in Eqs. (11) and (12) that are varied as design variables in the Genetic Algorithm based optimization include length and cross-sectional area of the permanent magnet in the R pm term (t m and A m ), pole area (A p ), air gap length (l g ), and coil turn (N).
Other design variables will be listed later in Table 1 .
Finite Element Rotordynamic Model. The mechanical system of a spinning shaft can be described by Eq. [19] 
where Timoshenko beam is used and for each node there are 6 degree of freedom (6DOF), as is shown in Fig. 4 . For each of the radial bearing, there are two displacement sensors, one for each of the y-component and z-component. The nodal displacement vector U has the form
where n is the number of nodes. The M, C, K, G are the mass, damping, stiffness, and gyroscopic matrices, respectively, of the rotor and bearing system, which can be obtained from the finite element. F ext is the external force exerted on the rotor, including gravity force, force from magnetic bearing, rotor unbalance force (in the unbalance analysis), and other possible forces induced by sensor runout. In rotordynamic system, Eq. (17) is generally written as first-order ordinary differential equation (ODE) expressions as
The optimization is based on the FEM rotor model which has 23 nodes resulting in 138 states in U, as is shown in Fig. 4 . Simulations verified that 23 nodes yielded converged natural frequencies and responses. The blue circles on the rotor indicate the nodes for the magnetic bearings and their respective sensors. The bearings are located symmetrically with respect to the mid cross section of the rotor (Node 11). Assemble the controllers, power amplifiers, sensors, filters, and compensators of the closed-loop controlled system into Eq. (19) , then the total system can be summarized as a first-order ODE with 332 dimensions _ W sys ¼ A sys W sys þ B sys u sys (19) where A sys is the system matrix that includes the structural stiffness matrix, the mass matrix, the gyroscopic matrix, the damping matrix, and the controller dynamic parameters. B sys is the input matrix. u sys is the input of the system. W sys is a system vector composed of structural variables and states of controllers, power amplifiers, sensors, filters, and compensators in the form of
where W sen includes the state variables of the sensors, which are modeled as a DC gain with a first-order filter. W con includes the state variables of the PD controllers. W pa includes the state variables of the power amplifiers modeled as a DC gain with a first order filter with an output current and voltage limit. W act includes the state variables of the actuator with second-order filters. W filter includes the state variables of the additional low pass filters (5 Â 4), lead compensators (1 Â 4) and lag compensators (1 Â 4). The stability is obtained by the eigenvalues of the system matrix A sys : the system is stable if all eigenvalues of A sys are in the left half plane, i.e., all eigenvalues k i have negative real parts, for i ¼ 1, 2, 3,…, 332. The levitation simulation is to simulate the process of lifting the rotor from a set initial position under the centered position by solving the first-order ordinary Eq. (16) . Unbalance transient analysis is obtained by adding an external force induced by the unbalance into the first-order ordinary equation (Eq. (16)).
Multi-Objective Optimization. In multi-objective optimization problems, because of the incommensurability and confliction among multiple objectives, there does not necessarily exist a solution that is best for all objectives. A solution might be the best in one objective but the worst in other objectives. Therefore for the multi-objective optimization cases, there usually exists a set of solutions that none of the objective functions can be improved in value without impairment in some of the other objective values. Such solutions are called Pareto-optimal solutions or nondominated solutions [20] .
GAs are adaptive heuristic search algorithms based on the evolutionary ideas of natural selection and genetics [21] . In GAs, the evolution starts from a generation of randomly generated populations which is called initial generation. The fitness of every population in the generation, which is usually the objective function value, is evaluated in each generation. The more fit populations are stochastically selected from the current generation as parents and mutate to reproduce offspring as a new generation. The new generation is then used in the next algorithm iteration. The iteration terminates when either a maximum number of generations has been produced or a satisfactory level of fitness is reached for the population.
The NSGA-II is used in this optimization design of HOMB supported and PD controlled closed-loop rotordynamic system to find Pareto-optimal solutions. The NSGA-II algorithm uses the simulated binary crossover (SBX) and the polynomial mutation for real coded variables. The penalty-parameter-less method is used in handling constraints. In this optimization, the iteration is terminated when the number of maximum generations is reached. The maximum number of generations should be large enough to ensure the convergence of the solutions from the last generation.
If the solutions are not convergent at the final generation, the number of the maximum generation should be increased. The flowchart of the code is shown in Fig. 5 . As can be seen from the flowchart, the good design should be able to: (1) stabilize the rotor system; (2) levitate the rotor from the initial position; (3) minimize the three objectives including the actuator mass, the steady state vibration amplitude, and the power losses simultaneously.
Objective Functions
The actuator mass, the steady state vibration amplitude, and the power loss are evaluated and set as three minimization type objectives.
Objective 1: Actuator mass.
One of the main concerns in the designing of the HOMB is to reduce the actuator mass, especially in the application of air space area. So minimizing the total actuator mass is set as the first optimization goal. The total actuator mass includes the mass of the stator, mass of the coil, mass of the permanent magnet, and mass of the back iron. The actuator mass can be expressed as
where W s is the mass of the stator, W coil is the mass of the coil, W PM is the mass of the permanent magnet, W BI is the mass of the back iron and
where r s is the outer diameter of the stator, l p is the length of pole along the rotor axis, A p is the cross-sectional area of the pole. The weight of the coil is
where V c is the volume of the coil and g is the coil packing factor
The weight of the permanent magnet is
where q pm is the mass density of the permanent magnet, A m is the cross-sectional area of the permanent magnet, and L m is the length of the permanent magnet. The weight of the back iron is
where q bi is the mass density of the back iron. Objective 2: Steady state vibration amplitude. The steady state vibration amplitude from unbalance response indicates the rotor sensitivity and the effectiveness of the bearing damping, thus is selected as the second objective of optimization design. Steady state vibration amplitude is obtained from the unbalance transient analysis. Unbalance transient analysis is conducted when the mass center of the rotor (G) is shifted away from the spin (geometric) center (P) by the imbalance eccentricity distance e, as is shown in Fig. 6 . The spin speed of the rotor is x and the phase angle of the rotor unbalance is /. The induced amount of the unbalance force is mew 2 cosð/Þ in y-axis direction and mew 2 sinð/Þ in z-axis direction, where me is the unbalance amount in terms of mass and eccentricity. The transient analysis of rotor unbalance is conducted by solving Eq. (17) with the unbalance forces assembled into the right-hand side as external forces. Figure 7 shows an example of the unbalance transient analysis plot and the vibration amplitude taken at the steady state. In this study, the rotor unbalance is defined at node 11, which is the center of the rotor that excites the first mode most, with a phase angle of 90 deg.
Objective 3: Power loss.
The main losses in the actuator of the magnetic bearings system include: eddy current loss, windage loss, ohmic loss, and hysteresis loss including both alternating hysteresis loss and rotational hysteresis loss [22] . The total loss of the system is expressed by
where P Total is the total system power loss and P core is the core loss of the actuator consisting of eddy current loss and hysteresis loss.
Windage losses are dominant in high speed machineries, for example, in compressors and expanders where the gas is under high pressure. Basically, the air losses are proportional to the cube of the circumferential speed. Here windage losses were calculated based on the drag force on a turbulent boundary layer as developed by von Karman, which is approximated by 
where q g is the air density in kg=m 3 , x is the shaft rotating speed in rad/s, and is the air kinematic viscosity in m 2 =s. The ohmic loss is also called copper loss, which is caused by the current in the coils. The ohmic loss is in the form of
where I max is the maximum current in the coil and R coil is the total resistance of the coil.
where l coil is the average length of the coil per turn, which is the circumferential length of the blue centerline in Fig. 2(b) . The equation for the average length of the coil per turn is written as
The eddy current loss and hysteresis loss are summed up as core loss and approximated from Carpenter's catalog [23] as shown in Fig. 8 . Transactions of the ASME
Design Variables
The 10 design variables and their respective bounds are listed in Table 1 . The sensor used in the system is modeled as a DC gain of 1181 V/m with a first-order filter of high bandwidth (cut-off frequency set to be 15.9 kHz). The resulting transfer function of the sensor is
The power amplifier is modeled as a DC gain of 1 A/V with a first-order filter of 100 Hz cut-off frequency and is limit to output current and voltage saturation. In the linear range while the output current and voltage are less than the limits, the transfer function of the power amplifiers is The transfer function of the PD controller is written as
where s P and s D are the time constants of the proportional gain and derivative gain, respectively and are both set to be small as 1eÀ5 to ensure high bandwidth of the PD controller. Other system constant parameters are listed in Table 2 .
Constraints
In this MOGAs optimization of HOMB supported rotordynamic system, 11 constraints were applied in the NSGA-II code, considering the physical configuration, power amplifier limits, material properties, etc.
(1) The closed-loop controlled system should be stable, with all eigenvalues of the characteristic matrix A sys in the left half plane, which can be written as
where k is the eigenvalue of the closed-loop system characteristic matrix A sys , real k ð Þ is the real parts of the eigenvalues, and ðreal k ð ÞÞ max represents its maximum value. (2) The power amplifier current is limited by its saturation value and can be expressed by
where i max is the maximum power amplifier current in the levitation simulation and unbalance analysis, which is extracted from the transient analysis. (39) where B sat is the saturation flux intensity and B max is the maximum flux intensity. The maximum flux density B max is obtained through solving the circuit equation with the control current and the respective rotor displacement when the control current is the maximum throughout the levitation and rotor unbalance analyses, i.e.,
(5) The current density in the coils is limited and can be expressed by
where gA c J max ¼ n p i max , and n p is the number of poles, n p ¼ 4 in this case. A c is the cross-sectional area of the coil bulk and A c ¼ t c l c . (6) The space of the total actuator is limited in the radial direction by the maximum outer diameter of the back iron
where D bi ¼ 2ðr s þ t bi þ t m Þ and D max is the maximum outer diameter of the back iron defined. (7) The length of the coil bulk is limited by the stator and can be expressed as
where
Width of the coil bulk is defined five times bigger than the diameter of the coil
where d w is the diameter of the coil, and t c is the width of the coil bulk. For this 4-poles case
(9) The space of the permanent magnet is limited. The area of the permanent magnet can be expressed by
where h is the angle of arc of the permanent magnet, and the angle h is limited
where n p is the number of poles on each stator and n p ¼ 4 in this case. (10) According to the API 617 [24] , the maximum allowable amplification factor (AF) is typically less than 5
The amplification factor is directly related to the damping ratio of the closed-loop system in the form of AF i ¼ ð1=2n i Þ, where n i is the damping ratio of the system defined by the eigenvalues in the form of n i ¼ Àðrealðk i Þ=jk i jÞ, i ¼ 1, 2, 3,…, 332. This amplification factor constraint is to ensure that the closed-loop controlled system should be able to supply sufficient damping. (11) The actuator length is limited by L rmax , which is the maximum actuator length defined
Results and Discussions
The optimization design results of the HOMB supported rotordynamic system under different rotor spin speeds are displayed in this part. Different control strategies will also be compared and discussed. The multiple objective optimization result is presented in the form of Pareto frontier. For the solutions on the Pareto frontier, which is called Pareto optimal solutions or nondominated solutions, no improvement is possible in any objective function without sacrificing the other objectives. Thus on the Pareto frontier, all the solutions are optimal compromises among the conflicting objectives.
HOMB Optimization With MOGAs Under Different Spin
Speed. The spin speed of the rotor affects the windage loss and the unbalance of the rotor system. Optimizations were conducted at multiple speeds in order to illustrate the design process which includes accounting for variations in vibration behavior with speed. Speeds of 3600 rpm, 7200 rpm, and 9000 rpm were selected to be representative of those occurring in industrial rotors for this size and weight class. The optimization starts with a random generated initial generation with 60 populations, and the optimization is convergent after 150 generations. The initial rotor positions are set to be 40% of the air gap clearance under the centered position. In each generation and each population, it varies with the air gap clearance, which is one of the design variables.
The Pareto frontiers in the final generation of the three objective HOMB optimization when the rotor spin speed is 3600 rpm, 7200 rpm, and 9000 rpm are shown in Figs. 9-11 . The unbalances are set at node 11, which is the center of the rotor and excites the first mode most. The unbalances are 1.45 kg/mm, 0.36 kg/mm, and 0.3 kg/mm for the spin speed at 3600 rpm, 7200 rpm, and 9000 rpm, respectively. The Pareto frontiers in all the three plots clearly show the tradeoff between the vibration amplitude and the actuator mass under different spin speeds, namely, decrease in the vibration amplitude causes an increase in the actuator mass and vice versa.
The Fig. 10 shows that in the Pareto-optimal solution on the Pareto frontier, the smaller actuator mass and power loss will result in high steady state vibration amplitude and vice versa. When both the actuator mass and the vibration amplitude approximate the minimum values, which is at the left corner of the Pareto frontier, the power loss approached the maximum.
The Fig. 11 shows that to get less vibration amplitude, either the power loss or the actuator mass is increased. Also, the red dots at the left corner of the Pareto frontier show that when both the vibration amplitude and actuator mass are close to the minimum, the power loss is about the maximum.
The general trends shown in the Pareto front plots in Figs. 9-11 are a reduction of vibration with increased actuator mass, a "threshold actuator mass" below which the vibrations rise sharply, and increasing power loss with increasing actuator mass. The peak vibration amplitude depends somewhat inversely with actuator mass. A second, and more subtle trend, is that the minimum achievable vibration on the Pareto front increases by approximately 25% as rotor speed increase from 7200 rpm to 9000 rpm.
Two points A and B on Fig. 9 representing two sets of different designs are compared. The values of the 10 design variables at the two points are listed in the Table 3 . The values of the three Table 4 . Figure 12 shows the levitation simulation and rotor unbalance transient analysis of Point A on Fig. 9 . Figure  13 shows the levitation simulation and rotor unbalance transient analysis of Point B on Fig. 9 . At point A, the optimization design result in an HOMB system which has an actuator of 3.81 kg, and the steady state vibration amplitude with rotor unbalance is 0.016 mm, and the power loss from the actuator is 24.7 watts. At point B, the optimization design result in an HOMB system which has an actuator of 13.3 kg, and the steady state vibration amplitude with rotor unbalance is 0.007 mm, and the power loss from the actuator is 18.1 W. At both points, the rotor is successfully levitated from the catcher bearing positions and show good unbalance transient performance. As is clearly shown on the figures, the optimization design at point B has much smaller vibration amplitude than at point A in the sacrifice of the actuator mass and power loss.
HOMB Optimization Design With MOGAs Using Two
Stage Control. The transient analysis includes two stages: the levitation stage where the actuator lifts the rotor from an initial position at zero speed, and the steady state stage where the rotor is spinning at a constant speed with an unbalance applied. In the levitation stage, due to the rapid change of displacement, the required magnetic force is large. So the voltage and current of the power amplifier, and the flux intensity in the poles, are very easily saturated. In the levitation stage, the controller needs to be carefully designed to avoid heavily saturated operation. Figure 14 shows the HOMB optimization design with MOGAs using different PD controllers for the levitation stage and the steady state stage. The code is run when the spin speed is 3600 rpm, with all the other parameters staying the same with the optimization using the same controller throughout the two stages. To use different PD controllers for the levitation stage and the steady state stage, two extra PD controller gains are introduced as two additional design variables, resulting in 12 design variables. Compared with Fig. 9 , it clearly shows a significant reduction of the steady state vibration amplitude and the actuator mass without too much increase in the power loss when using the two stage control.
To better demonstrate the benefits from the two stage control, Fig. 15 is presented with the top views of the Pareto frontiers of the multi-objective HOMB optimization with single controller and two stage control under 3600 rpm spin speed. Compared with the single controller control, at the left corner on the Pareto frontier of the two stage control, the optimization comes with designs that the systems have much smaller actuator mass, lower vibration amplitude without much increase in the power loss. Figure 16 is the top view of the Pareto frontier of the multiobjective HOMB optimization with single controller and two stage control under 7200 rpm spin speed. It also shows that the two stage control strategy reduces the actuator mass and vibration amplitude simultaneously compared with the single stage control. Figure 17 is the top view of the Pareto frontier of the multiobjective HOMB optimization with single controller and two stage control under 9000 rpm spin speed. It shows that at high spin speed (9000 rpm), the benefit from the two stage control is less than at the low spin speeds. However, the two stage control is still better than the single controller strategy in the optimization of the HOMB with the designs that comes with smaller steady state vibration amplitude with same amount of unbalance.
Conclusions
MOGAs were used to simultaneously optimize the actuator and the PD controller of the homopolar magnetic bearing supported rotordynamic system, aiming to achieve the best tradeoffs among the actuator mass, the unbalanced rotor induced steady state vibration amplitude, and the power losses from the actuator. Eight actuator and coil related parameters and two PD controller gains were selected as design variables. Eleven (11) constraints were handled with the NSGA-II code using the penalty-parameter-less method. Closed-loop control of the rotordynamic system was simulated including both the levitation stage at zero spin speed and the steady state stage of the spinning, unbalanced rotor. The steady state response was obtained via numerical integration of the transient response in order to include nonlinear effects. Analysis of power losses at the steady state including ohmic losses, core losses, and windage losses was presented. The result shows a set of solutions with optimized actuator dimensions and controller gains which can stabilize the system, levitate the rotor from a set position, and achieve the best tradeoffs among the actuator mass, the steady state vibration amplitude, and the power losses.
A two stage control approach was utilized, which used different PD controllers for the levitation stage at zero speed, and at a steady state operating speed with unbalance. The two stage control optimization design of the homopolar magnetic bearing supported rotordynamic system had 12 design variables, with eight actuator and coil related parameters and four PD controller gains. The two stage control approach is demonstrated to be better than the single control strategy in further minimizing one or more of the optimization objectives simultaneously.
Future Work
This HOMB actuator configuration attempts to conserve area in each section of the biasing path. However, it is common practice to intentionally choke the flux in a section of the biasing path where control flux doesn't travel to ensure that the bias flux density in the control air gap is relatively insensitive to the size and magnetization of the permanent magnets. This makes the performance of serially produced homopolar AMBs more consistent and less sensitive to manufacturing variability and also substantially reduces the negative stiffness associated with the biasing field. To approach this with this optimization approach, there are several ways, one being to add a constraint specifying a high (near saturation) flux density in the axial return path (back iron), and a second to add an additional objective function that maximizes the back iron flux density.
The multiple objective optimization design approach is not limited to this particular homopolar magnetic bearing but also can be applied on any type of magnetic bearings, optimizing and designing magnetic bearing actuator and controllers simultaneously and taking into account the rotordynamic performance, the power loss, and the actuator mass. Moreover, the finite element model thermal analysis will be added to check the hot spot temperature in the near future since high temperature magnetic bearing has been a hot topic. The commercial levitation processes either by ensuring that a linear control is robust to variations in position stiffness and current stiffness [25] during the levitation process or by using a trajectory planning approach [26] that explicitly considers the actual nonlinearity can be folded into our approach since they require parameter selections that could be performed by the GAs.
