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Abstract
This paper studies the distributed average tracking problem for multiple time-varying signals generated by linear dynamics,
whose reference inputs are nonzero and not available to any agent in the network. In the edge-based framework, a pair of
continuous algorithms with, respectively, static and adaptive coupling strengths are designed. Based on the boundary layer
concept, the proposed continuous algorithm with static coupling strengths can asymptotically track the average of multiple
reference signals without the chattering phenomenon. Furthermore, for the case of algorithms with adaptive coupling strengths,
average tracking errors are uniformly ultimately bounded and exponentially converge to a small adjustable bounded set.
Finally, a simulation example is presented to show the validity of theoretical results.
Key words: Distributed control, average tracking, linear dynamics, continuous algorithm.
1 Introduction
In the past two decades, there have been lots of in-
terests in the distributed cooperative control [1], [2],
[3], [4], [5], [6], [7], [8], [9], [10], [11], [12], and [13], for
multi-agent systems due to its potential applications in
formation flying, path planning and so forth. Besides,
the clock synchronization problems were also discussed
in [31,32,33,34,35], which are very important to design
distributed algorithms. Distributed average tracking,
as a generalization of consensus and cooperative track-
ing problems, has received increasing attentions and
been applied in many different perspectives, such as
distributed sensor networks [14], [15] and distributed
coordination [16], [17]. For practical applications, dis-
tributed average tracking should be investigated for
signals modeled by more and more complex dynamical
systems.
The objective of distributed average tracking problems is
to design a distributed algorithm formulti-agent systems
to track the average of multiple reference signals. The
motivation of this problem comes from the coordinated
tracking for multiple camera systems. Spurred by the pi-
oneering works in [18], and [19] on the distributed aver-
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age tracking via linear algorithms, real applications of
related results can be found in distributed sensor fusion
[14], [15], and formation control [16]. In [20], distributed
average tracking problems were investigated by consid-
ering the robustness to initial errors in algorithms. The
above-mentioned results are important for scientific re-
searchers to build up a general framework to investigate
this topic. However, a common assumption in the above
works is that the multiple reference signals are constants
[19] or achieving to values [18]. In practical applications,
reference signals may be produced by more general dy-
namics. For this reason, a class of nonlinear algorithms
were designed in [21] to track multiple reference signals
with bounded deviations. Then, based on non-smooth
control approaches, a couple of distributed algorithms
were proposed in [22] and [23] for agents to track arbi-
trary time-varying reference signals with bounded devi-
ations and bounded second deviations, respectively. Us-
ing discontinuous algorithms, further, [24] studied the
distributed average tracking problems for multiple sig-
nals generated by linear dynamics.
Motivated by the above mentioned observations, this
paper is devoted to solving the distributed average
tracking problem with continuous algorithms, for mul-
tiple time-varying signals generated by general linear
dynamical systems, whose reference inputs are assumed
to be nonzero and not available to any agent in net-
works. First of all, based on relative states of neigh-
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boring agents, a class of distributed continuous control
algorithms are proposed and analyzed. Then, a novel
class of distributed algorithms with adaptive coupling
strengths are designed by utilizing an adaptive control
technique. Different from [4] and [5], where the nonlinear
signum function was applied to the whole neighborhood
(node-based algorithm), the proposed algorithms in this
paper are designed along the edge-based framework as
in [22], [23] and [24]. Compared with the above existing
results, the contributions of this paper are three-fold.
First, main results of this paper extend the reference
signals which were generated by first and second-order
integrators in [22] and [23], respectively, to signals gen-
erated by linear dynamical systems, which can describe
more complex signals. An advantage of edge-based
algorithms designed here is that they have a certain
symmetry, which is very important to get the average
value of multiple signals under an undirected topology.
By utilizing this property, the edge-based algorithms
obtained in this paper successfully solve distributed
average tracking problems for multiple signals gener-
ated by general linear systems with bounded inputs.
Second, by using adaptive control approaches, the re-
quirements of all global information are removed, which
greatly reduce the computational complexity for large-
scale networks. Third, compared with existing results
in [24], new continuous algorithms are redesigned via
the boundary layer concept with clock synchronization
devices. Since there exist differences between the local
times of the agents, which may effect the distributed
average tracking result, the clock synchronization is in-
troduced in this paper. The clock synchronization prob-
lem has been solved in many existing papers such as
[31,32,33,34,35]. With the help of the existing results on
clock synchronization in [31,32,33,34,35], the first step
before beginning computation is to set the local clock to
synchronize the local times. Thus, the boundary layer
concept with clock synchronization devices plays a vital
role to reduce the chattering phenomenon. Continuous
algorithms in this paper is more appropriate for real
engineering applications.
Notations : Let Rn and Rn×n be sets of real num-
bers and real matrices, respectively. In represents
the identity matrix of dimension n. Denote by 1
a column vector with all entries equal to one. The
matrix inequality A > (≥)B means that A − B is
positive (semi-) definite. Denote by A ⊗ B the Kro-
necker product of matrices A and B. For a vector
x = (x1, x2, · · · , xn)T ∈ Rn, let ‖x‖ denote the 2-norm
of x, sig
1
2 (x) = (sig
1
2 (x1), sig
1
2 (x2), · · · , sig 12 (xn))T . For
a set V , |V | represents the number of elements in V .
2 Preliminaries
2.1 Graph Theory
An undirected (simple) graph G is specified by a vertex
set V and an edge set E whose elements characterize
the incidence relations between distinct pairs of V . The
notation i ∼ j is used to denote that node i is connected
to node j, or equivalently, (i, j) ∈ E . We make use of
the |V| × |E| incidence matrix, D(G), for a graph with
an arbitrary orientation, i.e., a graph whose edges have
a head (a terminal node) and a tail (an initial node).
The columns of D(G) are then indexed by the edge set,
and the ith row entry takes the value 1 if it is the initial
node of the corresponding edge, −1 if it is the terminal
node, and zero otherwise. The diagonal matrix ∆(G)
of the graph contains the degree of each vertex on its
diagonal. The adjacency matrix, A(G), is the |V| × |V|
symmetric matrix with zero in the diagonal and one in
the (i, j)th position if node i is adjacent to node j. The
graph Laplacian [25] of G, L := 12D(G)D(G)T = ∆(G)−
A(G), is a rank deficient positive semi-definite matrix.
An undirected path between node i1 and node is on undi-
rected graph means a sequence of ordered undirected
edges with the form (ik; ik+1), k = 1, · · · , s− 1. A graph
G is said to be connected if there exists a path between
each pair of distinct nodes.
Assumption 1 Graph G is undirected and connected.
Lemma 1 [25] Under Assumption 1, zero is a simple
eigenvalue of L with 1 as an eigenvector and all the other
eigenvalues are positive. Moreover, the smallest nonzero
eigenvalue λ2 of L satisfies λ2 = min
x 6=0,1Tx=0
xTLx
xTx
.
Define M = IN − 1N 11T . Then M satisfies following
properties: Firstly, it is easy to see that 0 is a sim-
ple eigenvalue of M with 1 as the corresponding right
eigenvector and 1 is the other eigenvalue with multi-
plicity N − 1, i.e., M1 = 1TM = 0. Secondly, since
LT = L, one has LM = L(IN− 1N 11T ) = L− 1NL11T =
L = L − 1
N
11TL = (IN − 1N 11T )L = ML. Finally,
M2 = M(IN − 1N 11T ) =M − 1NM11T =M .
3 Distributed average tracking for multiple ref-
erence signals with general linear dynamics
Suppose that there areN time-varying reference signals,
ri(t) ∈ Rn, i = 1, 2, · · · , N , which generated by the fol-
lowing linear dynamical systems:
r˙i(t) = Ari(t) +Bfi(t), (1)
where A ∈ Rn×n and B ∈ Rn×p both are constant ma-
trices with compatible dimensions, ri(t) ∈ Rn is the
state of the ith signal, and fi(t) ∈ Rp represents the
reference input of the ith signal. Here, we assume that
fi(t) is continuous and bounded, i.e., ‖fi(t)‖ ≤ f0, for
i = 1, 2, · · · , N , where f0 is a positive constant. Suppose
that there are N agents with xi ∈ Rn being the state
of the ith agent in distributed algorithms. It is assumed
that agent i has access to ri(t), and agent i can obtain
the relative information from its neighbors denoted by
Ni. Besides, let |Ni| represent the number of elements
in the set Ni, i = 1, 2, · · · , N .
2
Assumption 2 (A,B) is stabilizable.
The main objective of this paper is to design a class of
distributed algorithms for agents to track the average
of multiple signals ri(t) generated by the general linear
dynamics (1) with bounded reference inputs fi(t), i =
1, 2, · · · , N .
Therefore, a distributed algorithm is proposed as follows:
s˙i(t) =Asi(t) +Bui(t),
ui(t) = c1
∑
j∈Ni
[K(xi(t)− xj(t))]
+c2
∑
j∈Ni
hi[K(xi(t)− xj(t)), ti],
xi(t) = si(t) + ri(t), (2)
where si(t), i = 1, 2, · · · , N , are internal states of the
distributed filter (2), c1, c2 andK are coupling strengths
and feedback gain matrix, respectively, to be deter-
mined. Besides, the nonlinear function hi(·) is defined
as follows: for ω ∈ Rn,
hi(ω, ti) =
ω
‖ω‖+ εe−ϕti , (3)
with a finite-time clock synchronization device:
dti
dt
= 1 +
∑
j∈Ni
sig
1
2 (ti − tj), i = 1, 2, · · · , N, (4)
where ε and ϕ are positive constants, ti is a local time
of the local clock in agent i.
Remark 1 Besides (4), there exist many algorithms on
designing clock synchronization device in [31,32,33,34,35],
where the robust finite-time clock synchronization de-
vice is considered in [33]. Thus, by using the nonlinear
function as given in (3) with (4), the first step before be-
ginning computation is to set the local clock by using the
clock synchronization device (4) such that all local times
ti to be identical in a finite settling time t0. Then, the
Algorithm (2) can solve the distributed average tracking
problem without errors.
Remark 2 In practice, there exists external distur-
bance, which may result the failure of the clock synchro-
nization device (4). For this case, we can use the non-
linear function (3) with ϕ = 0. Then, the Algorithm (2)
can solve the distributed average tracking problems with
a uniformly ultimately bounded error. As well known,
the bounded result is significant in real application.
Note that the nonlinear function hi(ω, ti) in (3) is con-
tinuous, which is actually continuous approximations,
via the boundary layer concept [26], of the discontinuous
function
ĥi(ω) =
{
ω
‖ω‖ if ω 6= 0,
0 if ω = 0.
The item εe−ϕti in (3) defines the size of the boundary
layer. As ti → ∞, the continuous function hi(ω, ti) ap-
proaches the discontinuous function ĥi(ω).
It follows from (1) and (2) that the closed-loop system
is described by
x˙i(t) =Axi(t) + c1B
∑
j∈Ni
[K(xi(t)− xj(t))]
+c2B
∑
j∈Ni
hi[K(xi(t)− xj(t)), ti] +Bfi(t). (5)
Before moving on, an important lemma is proposed.
Lemma 2 Under Assumption 1, states xi(t) in (2) with
si(t0) = 0 will track the average of multiple signals, i.e.,
‖xi(t)− 1N
∑N
k=1 rk(t)‖ = 0, if the closed-loop system (5)
achieves consensus, i.e., limt→∞ ‖xi − 1N
∑N
k=1 xk‖ = 0
for i = 1, 2, · · · , N .
Proof : It follows from Assumption 1 and Remark 1 that
N∑
i=1
∑
j∈Ni
[K(xi(t)− xj(t))] = 0,
N∑
i=1
∑
j∈Ni
hi[K(xi(t)− xj(t)), ti] = 0, t ≥ t0. (6)
Let s(t) =
∑N
i=1 xi(t) −
∑N
i=1 ri(t). From (1), (5) and
(6), we have
s˙(t) = As(t), t ≥ t0, (7)
with s(t0) = 0. By solving the differential equa-
tion (7) with initial condition above, we always have
limt→∞ s(t) = limt→∞ e
A(t−t0)s(t0) = 0. Thus, we
obtain
lim
t→∞
N∑
i=1
xi(t) = lim
t→∞
N∑
i=1
ri(t). (8)
According to Assumption 1, if xi(t) in (5) achieves con-
sensus, i.e., limt→∞ ‖xi(t)− 1N
∑N
k=1 xk(t)‖ = 0 for i =
1, 2, · · · , N , then, it follows from (8) that limt→∞ ‖xi −
1
N
∑N
k=1 rk(t)‖ = 0, for i = 1, 2, · · · , N . This completes
the proof.
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Remark 3 In the proof of Lemma 2, it requires that
si(t0) = 0, which is a necessary condition to draw con-
clusions, when A is not asymptotically stable. In the case
that A is asymptotically stable, without requiring the ini-
tial condition si(t0) = 0, we can still reach the same con-
clusions as shown in Lemma 2, since the solution of (7)
will converge to the origin for any initial condition.
Let x(t) = (xT1 (t), x
T
2 (t), · · · , xTN (t))T , and F (t) =
(fT1 (t), f
T
2 (t), · · · , fTN (t))T . Define ξ(t) = (M ⊗ I)x(t),
where ξ(t) = (ξT1 (t), ξ
T
2 (t), · · · , ξTN (t))T . Then, it follows
that ξ(t) = 0 if and only if x1(t) = x2(t) = · · · = xN (t).
Therefore, the consensus problem of (5) is solved if and
only if ξ(t) asymptotically converges to zero. Hereafter,
we refer to ξ(t) as the consensus error. By noting that
LM = L and MD(G) = D(G), it is not difficult to
obtain from (5) that the consensus error ξ(t) satisfies
ξ˙(t) = (I ⊗A)ξ(t) + c1(L⊗BK)ξ(t)
+c2

B
∑
j∈N1
h1[K(ξ1(t)− ξj(t)), t1]
...
B
∑
j∈NN
hN [K(ξN (t)− ξj(t)), tN ]

+(M ⊗B)F (t). (9)
Algorithm 1: Under Assumptions 1 and 2, for multiple
reference signals in (1), the distributed average tracking
algorithm (2) can be constructed as follows
(1) Set the local clock such that the synchronization of
the local time ti in finite time by using the clock
synchronization device (4).
(2) Solve the algebraic Ricatti equation (ARE):
PA+ATP − PBBTP +Q = 0, (10)
with Q > 0 to obtain a matrix P > 0. Then, choose
K = −BTP .
(3) Select the first coupling strength c1 ≥ 12λ2 , where λ2
is the smallest nonzero eigenvalue of the Laplacian
L of G.
(4) Choose the second coupling strength c2 ≥ f0(N −
1), where f0 is defined as in (1).
It is worthwhile to mention that the originality of the
Riccati based approach in step (2) in Algorithm 1 for
the design of matrix K can be found in [6] and [7].
Theorem 1 Under Assumptions 1 and 2, the state xi(t)
in (2) will track the average of multiple reference signals
ri(t), i = 1, 2, · · · , N , generated by the general linear
dynamics (1) with bounded reference inputs if coupling
strengths c1, c2 and the feedback gain K are designed by
Algorithm 1.
Proof : Consider the Lyapunov function candidate
V1(t) = ξ
T (M ⊗ P )ξ. (11)
By the definition of ξ(t), it is easy to see that (1T ⊗
I)ξ = 0. For the connected graph G, it then follows from
Lemma 1 that
V1(t) ≥ λmin(P )‖ξ‖2, (12)
where λmin(P ) is the smallest eigenvalue of the positive
matrix P . The time derivative of V1 along (9) can be
obtained as follows
V˙1 = ξ˙
T (M ⊗ P )ξ + ξT (M ⊗ P )ξ˙
= ξT (I ⊗AT + c1L⊗KTBT )(M ⊗ P )ξ
+ξT (M ⊗ P )(I ⊗A+ c1L⊗BK)ξ
+2c2ξ
T

PB
∑
j∈N1
h1[K(ξ1(t)− ξj(t)), t1]
...
PB
∑
j∈NN
hN [K(ξN (t)− ξj(t)), tN ]

+2ξT (M ⊗ PB)F (t). (13)
Substituting K = −BTP into (13), it follows from the
fact LM =ML = L that
V˙1 = ξ
T (M ⊗ (PA+ATP )− 2c1L⊗ PBBTP )ξ
−2c2ξT

PB
∑
j∈N1
h1[B
TP (ξ1(t)− ξj(t)), t1]
...
PB
∑
j∈NN
hN [B
TP (ξN (t)− ξj(t)), tN ]

+2ξT (M ⊗ PB)F (t). (14)
Since ‖F‖ ≤ √Nf0, we have
ξT (M ⊗ PB)F (t)
≤ ‖(M ⊗BTP )ξ‖‖F (t)‖
≤ f0√
N
N∑
i=1
N∑
j=1,j 6=i
‖BTP (ξi − ξj)‖
≤ f0√
N
N∑
i=1
max
i
{ N∑
j=1,j 6=i
‖BTP (ξi − ξj)‖
}
=
√
Nf0max
i
{ N∑
j=1,j 6=i
‖BTP (ξi − ξj)‖
}
≤ f0
2
(N − 1)
√
N
N∑
i=1
∑
j∈Ni
‖BTP (ξi − ξj)‖. (15)
Then, because of the fact that ωThi(ω, ti) =
‖ω‖2
‖ω‖+εe−ϕti
,
4
we get
−2c2ξT

PB
∑
j∈N1
h1[B
TP (ξ1(t)− ξj(t)), t1]
...
PB
∑
j∈NN
hN [B
TP (ξN (t)− ξj(t)), tN ]

=−c2
N∑
i=1
∑
j∈Ni
‖BTP (ξi − ξj)‖2
‖BTP (ξi − ξj)‖+ εe−ϕti . (16)
By combining with (15) and (16), it follows from (14)
that
V˙1 ≤ ξT (M⊗(PA+ATP )−2c1L⊗PBBTP )ξ
+f0(N − 1)
√
N
N∑
i=1
∑
j∈Ni
‖BTP (ξi − ξj)‖
−c2
N∑
i=1
∑
j∈Ni
‖BTP (ξi − ξj)‖2
‖BTP (ξi − ξj)‖ + εe−ϕti . (17)
Choose c2 ≥ f0(N − 1)
√
N . We have
V˙1 ≤ ξT (M⊗(PA+ATP )−2c1L⊗PBBTP )ξ
+c2
N∑
i=1
∑
j∈Ni
(
‖BTP (ξi − ξj)‖
− ‖B
TP (ξi − ξj)‖2
‖BTP (ξi − ξj)‖+ εe−ϕti
)
≤ ξT (M⊗(PA+ATP )−2c1L⊗PBBTP )ξ
+c2
N∑
i=1
|Ni|εe−ϕti . (18)
By Assumption 1, there exists an unitary matrix U such
thatL = UTΛU , where Λ = diag(λ1, λ2, · · · , λN ). With-
out loss of generality, assume that 0 = λ1 < λ2 ≤ · · · ≤
λN . Thereby, following from the fact that M
2 = M , we
obtain
ξT (M⊗(PA+ATP )−2c1L⊗PBBTP )ξ
= ξT (MUT ⊗ I)[I ⊗ (PA+ATP )
−2c1Λ⊗ PBBTP ](UM ⊗ I)ξ
≤ ξT (M ⊗ (PA+ATP − 2c1λ2PBBTP ))ξ. (19)
Select c1 ≥ 12λ2 . It follows from (10) that PA+ATP −
2c1λ2PBB
TP ≤ −Q. Therefore, we have
V˙1 <−γV1 + c2
N∑
i=1
|Ni|εe−ϕti , (20)
where γ = λmin(Q)
λmax(P )
. Thus, we obtain that
0≤V1(t)≤e−γtV1(t0)+c2
N∑
i=1
|Ni|
t∫
t0
εe−γ(t−τ)−ϕ(τ+η)dτ,
where η = π(t0) is a constant. By noting that
t∫
t0
εe−γ(t−τ)−ϕτdτ
=
{
ε(t− t0)e−γt if γ = ϕ,
ε
γ−ϕ(e
−(ϕ+γ)t − e−γt−ϕt0) if γ 6= ϕ,
we have that V1(t) will converge to the origin as t→∞,
which means that states of (5) will achieve consensus.
Then, according to Lemma 2, we have that track-
ing errors ξi, i = 1, 2, · · · , N satisfy limt→∞ ξi(t) =
limt→∞
(
xi(t) − 1N
∑N
k=1 xk(t)
)
= limt→∞
(
xi(t) −
1
N
∑N
k=1 rk(t)
)
= 0. Therefore, the distributed average
tracking problem is solved. This completes the proof.
Remark 4 As mentioned in Remark 1, for the case with
external disturbance, let ϕ = 0. Therefore, the nonlinear
function (3) is reduced to hi(ω) =
ω
‖ω‖+ε . From the (20),
one has V˙1 < −γV1 + c2
∑N
i=1 |Ni|ε. Then, the tracking
error ξ given in (9) uniformly ultimately bounded. Ac-
cording to (12), ξ will exponentially converge to the fol-
lowing set Ω0 ,
{
ξ : ‖ξ‖ <
(
c2
γλmin(P )
∑N
i=1 |Ni|ε
) 1
2
}
.
The bounded result is meaningful in real application.
In distributed algorithm (2), it requires the initial state
of si(t) satisfying xi(t0) = ri(t0). In order to remove the
initial condition xi(t0) = ri(t0), a modified algorithm is
proposed as follows:
s˙i(t) =Asi(t) +Bui(t),
ui(t) =Kxi(t) + c2
∑
j∈Ni
hi[K(xi(t)− xj(t)), ti],
xi(t) = si(t) + ri(t). (21)
Corollary 1 By using the modified robust algorithm
(21) with steps (1), (2) and (4) in Algorithm 1, the
distributed average tracking can be achieved without
requiring the initial condition xi(t0) = ri(t0).
Proof : First of all, let xi(t) = si(t) + ri(t). From (21),
one has the closed-loop system of (1) and (21) is de-
scribed by
x˙i(t) = (A+BK)xi(t)
5
+c2B
∑
j∈Ni
hi[K(xi(t)− xj(t)), ti] +Bfi(t). (22)
Then, in the matrix form, let ξ = (M ⊗ I)x. The error
system is given as follows:
ξ˙(t) = [I ⊗ (A+BK)]ξ(t)
−c2

B
∑
j∈N1
h1[K(ξ1(t)− ξj(t)), t1]
...
B
∑
j∈NN
hN [K(ξN (t)− ξj(t)), tN ]

+(M ⊗B)F (t). (23)
Consider the same Lyapunov function candidate in (11).
One has
V˙1 = ξ
T [M ⊗ (PA+ATP − PBBTP )]ξ
−2c2ξT

PB
∑
j∈N1
h1[B
TP (ξ1(t)− ξj(t)), t1]
...
PB
∑
j∈NN
hN [B
TP (ξN (t)− ξj(t)), tN ]

+2ξT (M ⊗ PB)F (t). (24)
Similar to the proof of (15)-(18) in Theorem 1, one has
V˙1 = ξ
T [M ⊗ (PA+ATP − PBBTP )]ξ
+c2
N∑
i=1
|Ni|εe−ϕti . (25)
From (10), one obtains the same result in Theorem
1. Thus, limt→∞ ‖xi(t) − 1N
∑N
k=1 xk(t)‖ = 0 for
i = 1, 2, · · · , N .
Second, let s(t) =
∑N
i=1 xi(t)−
∑N
i=1 ri(t). We have
s˙(t) = (A+BK)s(t), t > t0. (26)
By solving the differential equation (26) withA+BK be-
ing asymptotically stable, we always have limt→∞ s(t) =
0. Thus, we obtain limt→∞
∑N
i=1
xi(t) = limt→∞
∑N
i=1 ri(t). It follows that limt→∞ ‖xi(t)−
1
N
∑N
k=1 rk(t)‖ = limt→∞ ‖xi(t) − 1N
∑N
k=1 xk(t)‖ = 0,
for i = 1, 2, · · · , N . This completes the proof.
Remark 5 It is worth mentioning that, different from
the consensus problem in existing papers [3]-[7], where
algorithms were designed in node-based viewpoints, one
advantage of edge-based algorithms designed here is that
they have a certain symmetry in networks, which are very
important to get the average value of the multiple signals
under an undirected topology. By utilizing the symme-
try in the edge-based framework, the algorithm (2) is de-
signed. Different from node-based algorithms in [3]-[7],
which can not solve average tracking problems, the edge-
based algorithm in this paper can ensure the state of each
agent to track the average value of multiple signals. Be-
sides, in [5], it studied consensus problems of multiple
linear systems with discontinuous algorithms. The dis-
continuous algorithm can not be realized in practical ap-
plications for its large chattering. In order to reduce the
chattering effect, by using the boundary layer approxima-
tion, continuous algorithms are proposed in this paper.
Compared with the result in [5], the main contribution of
this paper lies to the feasibility of continuous algorithms
in practical applications.
4 Distributed average tracking with distributed
adaptive coupling strengths
Note that in the above section, the first coupling strength
c1, designed as c1 >
1
2λ2
, depends on the communication
topology. The second coupling strength c2, designed as
c2 > f0(N − 1)
√
N , requires f0 and N . Generally, the
smallest nonzero eigenvalue λ2, the number N of vertex
set V and the upper bound f0 of fi(t) all are global infor-
mation, which are difficult to be obtained by agents when
the scale of the network is very large. Therefore, to over-
come these restrictions, a distributed average tracking
algorithm with distributed adaptive coupling strengths
is proposed as follows:
s˙i(t) =Asi(t) +Bui(t),
ui(t) =
∑
j∈Ni
αij(t)[K(xi(t)− xj(t))]
+B
∑
j∈Ni
βij(t)hi[K(xi(t)− xj(t)), ti],
xi(t) = si(t) + ri(t), si(t0) = 0, (27)
with distributed adaptive laws
α˙ij(t) = µ[−ϑαij(t)
+(xi(t)− xj(t))TΓ(xi(t)− xj(t))],
β˙ij(t) = ν
[
− χβij(t)
+
‖K(xi(t)− xj(t))‖2
‖K(xi(t)− xj(t))‖ + εe−ϕti
]
, (28)
where αij(t) and βij(t) are two adaptive coupling
strengths satisfying αij(t0) = 0 and βij(t0) = 0,
Γ ∈ Rn×n is a constant gain matrix, µ, ν, ϑ and χ are
positive constants.
It follows from (1) and (27) that the closed-loop system
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is described by
x˙i(t) =Axi(t) +B
∑
j∈Ni
αij(t)[K(xi(t)− xj(t))]
+B
∑
j∈Ni
βij(t)hi[K(xi(t)−xj(t)), ti]+Bfi(t),
(29)
where αij(t) and βij(t) are given by (28).
Similarly as in the above section, the following lemma is
firstly given.
Lemma 3 Under Assumption 1, for the algorithm
(27) with (28), if limt→0 ‖xi − 1N
∑N
k=1 xk‖ = 0, i =
1, 2, · · · , N , then limt→∞ ‖xi − 1N
∑N
k=1 rk‖ = 0, i =
1, 2, · · · , N .
Proof : Since αij(t0) = 0 and βij(t0) = 0, it follows
from (28) that αij(t) = αji(t) and βij(t) = βji(t). From
Assumption 1, we have
N∑
i=1
∑
j∈Ni
αij(t)[K(xi(t)− xj(t))] = 0,
N∑
i=1
∑
j∈Ni
βij(t)hi[K(xi(t)− xj(t)), ti] = 0, t > t0.
Similar to the proof of Lemma 2, we can draw the con-
clusion in (8). This completes the proof.
Algorithm 2: For multiple reference signals in (1), the
distributed average tracking algorithm (27) with adap-
tive laws (28) can be constructed as follows
(1) Set the local clock such that the synchronization of
the local time ti in finite time by using the clock
synchronization device (4).
(2) Solve the ARE (10) with Q > 0 to obtain a ma-
trix P > 0. Then, choose Γ = PBBTP and K =
−BTP , respectively.
(3) Select µ and ν small enough, respectively, such that
̺ , max{µϑ, νχ} < γ, where γ = λmin(Q)
λmax(P )
.
The following theorem shows the ultimate boundedness
of tracking errors and adaptive coupling strengths.
Theorem 2 Under the Assumption 1, the fully dis-
tributed average tracking problem is solved by (27) with
(28) if feedback gains Γ and K are designed as given
in Algorithm 2. The tracking error ξ defined in (9) and
adaptive gains αij(t) and βij(t) are uniformly ultimately
bounded and following statements are hold:
(1) For any ϑ and χ, ξ, α˜ij and β˜ij exponentially con-
verge to the following bounded set
Ω1 ,
{
ξ, α˜ij(t), β˜ij(t) :
V2 <
1
δ
N∑
i=1
∑
j∈Ni
(
ϑ
α2
2
+ χ
β
2
2
)}
, (30)
where δ ≤ min{γ, µϑ, νχ}, α and β are two con-
stants,
V2 = ξ
T (M ⊗ P )ξ
+
N∑
i=1
∑
j∈Ni
(
α˜ij(t)
2
2µ
+
β˜ij(t)
2
2ν
)
, (31)
α˜ij(t) = αij(t)−α, β˜ij(t) = βij(t)−β, α ≥ 12λ2 and
β ≥ f0(N − 1).
(2) If select ϑ and χ small enough, such that ̺ ,
max{µϑ, νχ} < γ, tracking errors ξ will expo-
nentially converge to the bounded set Ω2 given as
follows:
Ω2 ,
{
ξ : ‖ξ‖ ≤( N∑
i=1
|Ni| ϑα
2 + χβ
2
2λmin(P )(γ − ̺)
) 1
2
}
, (32)
where γ is defined in (20).
Proof : Consider the Lyapunov function candidate V2
in (31). As shown in the proof of Theorem 1, the time
derivation of V2 along (28) and (29) satisfies
V˙2 ≤ ξT [M ⊗ (PA+ATP )]ξ
−
N∑
i=1
∑
j∈Ni
αij(t)(ξi − ξj)TPBBTP (ξi − ξj)
+
N∑
i=1
∑
j∈Ni
(
f0(N − 1)
√
N‖BTP (ξi − ξj)‖
−βij(t) ‖B
TP (xi(t)−xj(t))‖2
‖BTP (xi(t)−xj(t))‖+εe−ϕti
)
+
1
µ
N∑
i=1
∑
j∈Ni
α˜ij(t)α˙ij(t)
+
1
ν
N∑
i=1
∑
j∈Ni
β˜ij(t)β˙ij(t). (33)
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By using Γ = PBBTP , it follows from (28) that
−
N∑
i=1
∑
j∈Ni
αij(t)(ξi − ξj)TPBBTP (ξi − ξj)
+
1
µ
N∑
i=1
∑
j∈Ni
α˜ij(t)α˙ij(t)
=−2αξT (L⊗PBBTP )ξ−ϑ
N∑
i=1
∑
j∈Ni
(α˜ij(t)
2+α˜ij(t)α)
≤−2αξT (L⊗PBBTP )ξ
+ϑ
N∑
i=1
∑
j∈Ni
(α2
2
− α˜ij(t)
2
2
)
, (34)
and
−
N∑
i=1
∑
j∈Ni
βij(t)
‖BTP (xi(t)− xj(t))‖2
‖BTP (xi(t)− xj(t))‖ + εe−ϕti
+
1
ν
N∑
i=1
∑
j∈Ni
β˜ij(t)β˙ij(t)
=−β
N∑
i=1
∑
j∈Ni
‖BTP (xi(t)− xj(t))‖2
‖BTP (xi(t)− xj(t))‖ + εe−ϕti
−χ
N∑
i=1
∑
j∈Ni
(β˜ij(t)
2 + β˜ij(t)β)
≤−β
N∑
i=1
∑
j∈Ni
‖BTP (xi(t)− xj(t))‖2
‖BTP (xi(t)− xj(t))‖ + εe−ϕti
+χ
N∑
i=1
∑
j∈Ni
(
− β˜ij(t)
2
2
+
β
2
2
)
. (35)
Substituting (34) and (35) into (33), we have
V˙2 ≤ ξT (M⊗(PA+ATP )−2αL⊗PBBTP )ξ
+f0(N − 1)
√
N
N∑
i=1
∑
j∈Ni
‖BTP (ξi − ξj)‖
−β
N∑
i=1
∑
j∈Ni
‖BTP (xi(t)− xj(t))‖2
‖BTP (xi(t)− xj(t))‖ + εe−ϕti
+
N∑
i=1
∑
j∈Ni
[
ϑ
(
− α˜ij(t)
2
2
+
α2
2
)
+χ
(
− β˜ij(t)
2
2
+
β
2
2
)]
. (36)
As shown in the proof of Theorem 1, by choosing α and
β sufficiently large such that α ≥ 12λ2 and β ≥ f0(N −
1)
√
N , we have
V˙2 ≤−ξT (M⊗(PA+ATP−PBBTP ))ξ
+β
N∑
i=1
|Ni|εe−ϕti +
N∑
i=1
|Ni|
(
ϑ
α2
2
+ χ
β
2
2
)
−
N∑
i=1
∑
j∈Ni
(
ϑ
α˜ij(t)
2
2
+ χ
β˜ij(t)
2
2
)
. (37)
Since δ ≤ min{γ, µϑ, νχ}, we obtain that
V˙2 ≤−δV2+
N∑
i=1
∑
j∈Ni
(δ−µϑ)α˜ij(t)2
2µ
+
(δ−νχ)β˜ij(t)2
2ν
+β
N∑
i=1
|Ni|εe−ϕti +
N∑
i=1
|Ni|
(
ϑ
α2
2
+ χ
β
2
2
)
≤−δV2 + β
N∑
i=1
|Ni|εe−ϕti
+
N∑
i=1
|Ni|
(
ϑ
α2
2
+ χ
β
2
2
)
. (38)
In light of the well-known Comparison lemma in [27], we
can obtain from (38) that
V2(t)≤ e−δ(t−t0)
[
V2(t0) +
1
δ
N∑
i=1
∑
j∈Ni
(
ϑ
α2
2
+ χ
β
2
2
)]
+β
N∑
i=1
∑
j∈Ni
t∫
t0
εe−δ(t−τ)−ϕ(τ+η)dτ
+
1
δ
N∑
i=1
|Ni|
(
ϑ
α2
2
+ χ
β
2
2
)
. (39)
Therefore, V2(t) exponentially converges to the bounded
set Ω1 as given in (30). It implies that ξ(t), αij(t) and
βij(t) are uniformly ultimately bounded.
Next, if ̺ , max{µϑ, νχ} < γ, we can obtain a smaller
set for ξ by rewriting (37) into
V˙2 ≤−̺V2 − λmin(P )(γ − ̺)‖ξ‖2
+
N∑
i=1
|Ni|
[
βεe−ϕti+
(
ϑ
α2
2
+χ
β
2
2
)]
. (40)
Obviously, it follows from (40) that V˙2(t) ≤ −̺V2(t) +∑N
i=1 |Ni|βεe−ϕti, if ‖ξ‖2>
∑
N
i=1
|Ni|
2λmin(P )(γ−̺)
(
ϑα2 + χβ
2
)
.
Then, in light of V2(t) ≥ λmin(P )‖ξ‖2, we can get
that if ̺ < γ then ξ exponentially converges to the
bounded set Ω2 in (32). Therefore, we obtain from
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Lemma 3 that distributed average tracking errors
ξi = xi − 1N
∑N
k=1 rk, i = 1, 2, · · · , N , converge to the
bounded set Ω2 as t→∞. This completes the proof.
Remark 6 The adaptive scheme of the algorithm (28)
for updating coupling gains is partly borrowed from adap-
tive strategies in [5], [28], [29], and [30]. In Algorithm 1,
it requires the smallest nonzero eigenvalue λ2 of L, the
upper bound f0 of fi(t) and the number N of nodes in
the network. Note that λ2, f0 and N are global informa-
tion for each agent in the network and might not be ob-
tained in real applications. By using adaptive strategies
(27) with (28) in Theorem 2, the limitation of all these
global information can be removed.
Remark 7 Note that related works in [22], [23], and
[24] studied the distributed average tracking problem for
integrator-type and linear signals by using non-smooth
algorithms, which inevitably produces the chattering phe-
nomenon. Compared with above results, the contribution
of this paper is three-fold. First, main results of this pa-
per extend the dynamics from integrator-type signals in
[22], [23] to linear signals. The proposed algorithms (2)
and (27) successfully solve the distributed average track-
ing problem for reference signals generated by the more
general linear dynamics. Second, by using adaptive con-
trol approaches, the limitation of all these global infor-
mation is removed. Third, compared with existing results
in [24], new continuous algorithms are redesigned via the
boundary layer concept, which plays a vital role to reduce
the chattering phenomenon in real applications.
5 Simulations
In this section, we will give an example to verify The-
orem 2. The dynamics of multiple reference signals are
given by (1) with ri =
(
r1i
r2i
)
, A =
(
0 1
−1 −2
)
, B =(
0
1
)
, and fi(t) =
i+1
2 sin(t), where i = 1, 2, · · · , 6. The
communication topology is shown in Fig. 1. Solving the
ARE (10) with Q = I gives the gain matrices K and Γ
asK=
(
−1.5728 −4.3293
)
, Γ=
(
2.4738 6.8092
6.8092 18.7428
)
.
The state trajectories xi, i = 1, 2, · · · , 6, of six agents
under Algorithm 2 with µ = 10, ν = 10, ϑ = 0.01, χ =
0.01, ε = 5, ϕ = 0.5, K and Γ given above are de-
picted in Fig. 2, which shows that states achieve a small
bounded neighborhood of the average value of all sig-
nals. It follows from Fig. 3 that tracking errors ξi ,
xi − 16
∑6
k=1 rk convergent to a small bounded neigh-
borhood of the origin as t→∞. The adaptive coupling
gains αij(t) and βij(t) are also drawn in Fig. 4, respec-
tively. As a comparison, the discontinuous algorithm in
[24] and continuous algorithms (27) are also shown with
the same parameters in Fig. 5, where we can see that the
Fig. 1. The communication topology.
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Fig. 2. State trajectories xi of six agents in networks.
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Fig. 4. Adaptive coupling strengths αij(t) and βij(t) in (28).
chattering effect with discontinuous algorithm in [24] is
greatly reduced by using the continuous algorithm (27).
6 Conclusions
In this paper, we have studied the distributed average
tracking problem of multiple time-varying signals gen-
erated by general linear dynamical systems, whose ref-
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Fig. 5. Discontinuous algorithm in [24] and the continuous
algorithm (27).
erence inputs are nonzero, bounded and not available
to any agents in networks. In the distributed fashion, a
pair of continuous algorithms with static and adaptive
coupling strengths have been developed in light of the
boundary layer concept. Besides, sufficient conditions for
the existence of distributed algorithms are given if each
agent is stabilizable. The future topic will be focused
on the distributed average tracking problem for the case
with only the relative output information of neighboring
agents.
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