Abstract: A data-driven approach for development of a virtual wind-speed sensor for wind turbines is presented. The virtual wind-speed sensor is built from historical wind-farm data by data-mining algorithms. Four different data-mining algorithms are used to develop models using wind-speed data collected by anemometers of various wind turbines on a wind farm. The computational results produced by different algorithms are discussed. The neural network (NN) with the multilayer perceptron (MLP) algorithm produced the most accurate wind-speed prediction among all the algorithms tested. Wavelets are employed to denoise the high-frequency wind-speed data measured by anemometers. The models built with data-mining algorithms on the basis of the wavelet-transformed data are to serve as virtual wind-speed sensors for wind turbines. The wind speed generated by a virtual sensor can be used for different purposes, including online monitoring and calibration of the wind-speed sensors, as well as providing reliable wind-speed input to a turbine controller. The approach presented in this paper is applicable to utility-scale wind turbines of any type.
Introduction
Wind power has become a leading source of renewable energy and is undergoing a remarkable expansion (U.S. Department of Energy 2008). Wind velocity is one of the key parameters determining the performance of a wind turbine. Beside the turbine control application, wind speed is widely used in wind-farm siting, power scheduling, and grid management. The fast-growing wind energy industry strongly depends on the accuracy and robustness of wind-speed measurements.
Wind speed is usually measured by a mechanical anemometer installed at the nacelle top of a wind turbine. Prior research has considered wind-speed measurement, sensor calibration, prediction of wind speed, and control optimization on the basis of the estimated wind speed. Freilich and Vanhoff (2006) compared the accuracy of measurements by Windsat (satellite-based wind velocity measurement), National Buoy Data Center (NDBC) buoys, and quick scatterometer (QuikSCAT). Hsu et al. (2007) modeled wind over the central and southern California coasts and showed the importance of high-resolution wind in coastal ocean modeling. Louka et al. (2008) improved wind-speed forecasts by using Kalman filtering. Qiao et al. (2008) developed a power maximization control method for a double fed induction generator (DFIG) wind turbine on the basis of wind-speed estimation. This approach allowed a turbine to produce more power without installing a mechanical anemometer.
Soft sensing applications have been reported in the literature. Pena and Duro (2003) developed a virtual instrument for automatic anemometer calibration using a neural network model. Charfi et al. (2006) developed a soft sensor to estimate the atmospheric parameters (temperature and humidity) on the basis of the data from the ambient air monitoring station. Different typologies of neural networks were studied. Aminian and Aminian (2007) developed a modular analog circuit fault-diagnostic system. Wavelet decomposition and principal component analysis were integrated with neural networks. Chella et al. (2006) presented an approach for fault detection and diagnosis in power systems to detect, identify, and classify faults.
The wind-speed data measured by an anemometer is seldom analyzed for noise. Like other parameters of the wind turbine, windspeed measurements are recorded at different time intervals (e.g., 10 s and 10 min), thus forming a time series. Wavelets are widely used in signal processing (Kobayashi 1998; Medina et al. 2003; Tang et al. 2000; Walker 1999 ). Zhang and Ulrych (2002) argued that a wavelet used in signal denoising should be designed on the basis of the characteristics of the signal. However, most research has focused on methods of the threshold selection. Dash et al. (2003) used a modified wavelet transform called the "Multiresolution S-transform" to detect the transient features of the electric power signals.
Dynamic modeling is widely used in control and engineering systems, chemistry, economics, and ecology (Hannon and Ruth 2001; Kulalowski et al. 2007) . A process can be abstractly considered as a dynamic multi-input-single-output (MISO) system. The dynamic MISO model could be extracted from the historical process data by data-mining algorithms. Developing an accurate and robust virtual wind-speed sensor is a challenge in the wind energy industry. Data mining and dynamic modeling are promising venues. Numerous applications of data mining in manufacturing (Backus et al. 2006; Kusiak 2006) , marketing (Berry and Linoff 2004; Tan et al. 2006 ), medical informatics (Kusiak et al. 2005; Seidel et al. 2007 ), and energy (Kusiak and Song 2006; Kusiak et al. 2009a ) have proven to be effective.
Control charts are used in process monitoring to determine and eliminate the sources of process variation. They have been widely studied in the statistical quality and process control literature (Woodall et al. 2004) . Recent advances in profile monitoring have led to applications in manufacturing, calibration, logistics, service, marketing, finance, and accounting (Kang and Albin 2000; Mestek et al. 1994; Mitra 1998; Montgomery 2005; Wheeler 2000) .
In this paper, data-mining algorithms are used to develop a dynamic model of a wind-speed sensor. The model is built using historical data collected by the Supervisory Control and Data Acquisition (SCADA) system. For enhancement of the model performance, wavelets are used to denoise the wind-speed data. The constructed model provides reliable input to the turbine controller and can be used to monitor the performance of the turbine anemometers.
Data Description and Development of a Virtual Wind-Speed Sensor

Data Characteristics
The data used in this research were generated at a wind farm with more than 100 turbines. Though the data was sampled at high frequency, e.g., every 2 s, it was usually averaged and stored at 10-s or 10-min intervals (referred to as the 10-min or the 10-s average data) in the wind industry. The 10-s (high-frequency) SCADA data show the dynamic nature of the wind turbine, while the 10-min data reflect the steady state of the turbine. The data used in this research are high-frequency (10-s average) SCADA data collected over a period of one week on the wind farm.
The parameters collected at each turbine are shown in Table 1 . In this paper, one turbine was selected for in-depth analysis, and two additional turbines were selected to validate the proposed methodology and conception. However, the approach presented in this paper can be applied to a wind turbine of any type.
The data set used for the development of a wind-speed sensor was divided into two independent subsets: a training data set and a test data set. The training data set was used to develop models of the wind-speed sensor, while the test data set was used to validate the performance of the models from the training data set. Figs. 1(a) and 1(b) illustrate typical plots of 10-min wind-speed data and 10-s wind-speed data, respectively. It can be observed that the lowfrequency (10-min) wind-speed plot is smoother than the highfrequency wind-speed plot. The turbine control application calls 10-s rather than 10-min wind-speed data; however, the noisy wind-speed 10-s data usually make the control inefficient.
The wind-speed plot in Fig. 1(b) shows frequent, steep speed changes. There could be various reasons for the spikes, including the degraded performance of the sensors and unexpected operational conditions around sensors. Such spikes could input noisy signals to the turbine controller, leading to inferior performance of the wind turbine. An accurate and robust wind-speed sensor model providing reliable input to the turbine controller is necessary.
Dynamic Modeling
The dynamics of the relationships between the wind speed measured at a turbine and its other SCADA parameters are complex. Development of a quality model for wind-speed prediction on the basis of high-dimensional SCADA data can be accomplished with data-mining algorithms.
A process can be considered as a dynamic system changing over time. The concept of dynamic modeling is used to build a virtual sensor of wind speed. Assume system parameter yðtÞ can be determined on the basis of the previous system status:
The positive integers d y ; d x 1 ; …; d x k are the maximum possible time delays to be considered for the corresponding variables. Here, y is the response (or dependent) variable, e.g., wind speed, and x 1 ; x 2 ; …; x k are the predictors (input variables) of y. The dynamic model of the wind-speed sensor will be extracted from the historical process data by data-mining algorithms.
Selecting appropriate predictors for the dynamic model is of critical importance to the performance of the wind-speed sensor model, and data-mining algorithms can perform feature selection. The boosting tree (Friedman 2002; Friedman 2001 ) algorithm can compute relative importance of a predictor and select important variables for modeling, whereas the wrapper approach (Kohavi and John 1997) combined with a genetic random search (Espinosa et al. 2005) could select the best predictor sets. Based on this definition , the response variable y can be expressed as the following dynamic model:
where ½yðt À dÞ d∈D y ; ½x 1 ðt À dÞ d∈D x 1 ; …; ½x k ðt À dÞ d∈D x k involves all possible elements in the corresponding sets. In Eq. (1), y is the dependent (response) variable wind speed, and x are the SCADA parameters used in this dynamic model as predictors. The x parameters (e.g., generator torque and rotor speed) are listed in Table 1 . The function f ð·Þ is learned from the historical SCADA data by data-mining algorithms.
Metrics for Algorithm Selection and Model Performance
The selection of an appropriate data-mining algorithm for building a dynamic model [Eq. (1)]of the wind-speed sensor is critical. Two basic metrics, the mean absolute error (MAE) and standard deviation of absolute error (Std) are used to compare the performance of various data-mining algorithms and models. The absolute error (AE), MAE , and Std are expressed in Eqs. (2)-(4):
whereŷ = predicted wind speed; y = observed (measured by mechanical anemometer) wind-speed value; and N = number of test data points used to validate the performance of the wind-speed sensor model. The small value of the MAE and Std implies a superior prediction performance of the wind-speed sensor model.
Dynamic Modeling of the Wind Speed Sensor: Industrial Case Study
The high-frequency (10-s) SCADA data collected over a period of 7 days on the wind farm are used to validate the methodology presented in this paper. The data set description is shown in Table 2 . The runtime of data set 1 in Table 2 considered for analysis begins at "8/8/2007 0:00:00" and ends at "8/15/2007 0:00:00". During this time period, the overall wind-farm performance was considered normal. Data set 1 was divided into two subsets, data set 2 and data set 3. Data set 2 contains 42,336 time-consecutive data points and was used to develop a wind-speed sensor model with data-mining algorithms. Data set 3 includes 18,145 time-consecutive data points and was used to test the prediction performance of the dynamic model learned from data set 2.
Feature Selection for Dynamic Model of Wind Speed Sensor
Because of the high dimensionality of the predictors of the dynamic wind-speed model, the number of inputs needs to be reduced. Important predictors are determined by the boosting tree algorithm. The basic idea of the boosting tree algorithm (Friedman 2002; Friedman 2001 ) is to build a number of trees (e.g., binary trees) splitting the data set and approximating the underlying function. The importance of each predictor is measured by its contribution to the prediction accuracy of the training data set (Kusiak et al. 2009b ).
The basic steps for computing the predictor importance are as follows:
1. During the building of each tree, for each split, predictor statistics (sums of squares regression) are computed for every predictor variable. The best predictor variable (yielding the best split at the respective node) is selected for the actual split. 2. The averages of the predictor statistics for all variables over all splits and over all trees in the boosting sequence are computed. 3. The final predictor importance values are computed by normalizing those averages so that the highest average is assigned the value of 1. The importance of all other predictors is expressed in terms of the relative magnitudes of the average values of the predictor statistics, relative to the most important predictor. There are two ways to build a virtual sensor; one is to predict the wind speed without WS as input, and the other is to build a dynamic model with WS as input. The latter one is shown in Eq. (1), whereas the former one is expressed in Eq. (5):
where y = dependent (response) variable wind speed; and x = predictors in the dynamic model and are the SCADA parameters with WS excluded. The 10 parameters with WS excluded in Table 1 were selected by a boosting tree algorithm, and thus the final predictors x 1 ; …; x k were determined. Table 3 and Fig. 2 show the importance of 10 predictors computed by the boosting tree algorithm on the basis of data set 2 of Table 2 . Variable rank is the scaled value (multiplied by 100%) of the importance computed by the boosting tree algorithm.
It is important to select predictors x 1 ; …; x k with the highest information content among fT; P; GS; GBTA; GBTB; BPA1; BPA2; BPA3; YE; RSg to maximize the prediction accuracy of the wind-speed sensor. A threshold value of 0.90 has been established heuristically to select the predictors for the wind-speed sensor model, as 0.9 used in computation has produced good quality results. A lower threshold value leads to more predictors and greater complexity of the dynamic model. A large number of predictors could result in an inferior performance of the extracted models because of "the course of dimensionality" principle. Three predictors fT; P; RSg have been selected from the parameters listed in Table 1 , as only these three predictors have values of relative importance larger than the threshold value 0.9. The second step is to select the specific predictors for the k þ 1 individual sets for y: D y ; D x 1 ; …; D x k . In this research, the maximum time delay of response variable y and the predictors is assumed to be 30 s. As the sampling time of SCADA data is 10 s, the three previous values of predictors fT; P; RSg are taken into account and selected by the boosting tree algorithm for dynamic modeling. Important predictors are selected from the following three predictor sets: fTðtÞ; Tðt À 1Þ; …; Tðt À 3Þg, fPðtÞ; Pðt À 1Þ; …; Pðt À 3Þg, fRSðtÞ; RSðt À 1Þ; …; RSðt À 3Þg. Table 4 and Fig. 3 show the importance of the three predictor sets fT; P; RSg computed by the boosting tree algorithm on the basis of the data set 2 in Table 2 . The threshold is set as 0.9, and the predictors for dynamic modeling are reduced from 12 to 5. The final sets of predictors for the dynamic model of the wind-speed sensor are: fTðtÞ; Tðt À 1Þg, fPðtÞ; Pðt À 1Þg, fRSðtÞg.
Algorithm Selection for Modeling Wind-Speed Sensor
Four different algorithms were used to learn (identify) the dynamic model of wind speed [Eq. (5)]. They are the multilayer perceptron neural network (MLP NN) (Bishop 1995; Espinosa et al. 2005) , random forest (Breiman 2001) , support vector machine regression (SVMreg) (Shevade et al. 2000; Smola and Schoelkopf 2004) , and classification and regression (C&R) tree (Breiman et al. 1984; Tan et al. 2006) . The MLP NN algorithms are usually used in nonlinear regression and classification modeling because of their ability to capture complex relationships between parameters. The random forest algorithm grows many classification trees to classify a new object from an input vector. Each tree "votes" for every class, and finally the forest chooses the classification having the most votes over all the trees in the forest. The SVM is a supervised learning algorithm used in classification and regression. It constructs a linear discriminant function, separating instances (examples) as widely as possible. A C&R tree builds a decision tree to predict either classes (classification) or Gaussians (regression).
In this research, 35 MLP NN models with different kernels and structures were built, and the most accurate and robust model was selected. Five different activation functions were used for the hidden and output neurons, namely, the logistic, identity, tanh, exponential, and sine functions. The number of hidden units was set from 3 to 11, and the weight decay for both the hidden and output layer varied from 0.0001 to 0.001. The best trained MLP NN has the 5-11-1 three-layer structure, i.e., 5 inputs and 11 hidden units, and 1 output. It has the logistic and identity activation function for the hidden and output neurons, respectively.
The MAE in Eq. (3) and Std in Eq. (4) were used as two main metrics to select the most suitable algorithm for building the dynamic model [Eq. (5)]. The small values of the MAE and Std indicate a satisfactory prediction performance. Table 5 summarizes the prediction accuracy of the models learned from different data-mining algorithms using data set 3 of Table 2 . Fig. 4 illustrates the bar chart of absolute error statistics of wind-speed sensor models learned from different data-mining algorithms. The MLP algorithm performed best among the four data-mining algorithms because of its smallest MAE and Std, whereas the SVMreg performed the worst, as indicated by the large values of the MAE and Std. The MLP algorithm provided high-quality predictions for the test data set of Table 2 and captured the wind dynamics with high fidelity. Fig. 5 shows the first 305 data points of wind speed predicted by the MLP algorithm and the observed wind speed for the test data set of Table 2 . The observed and predicted wind speeds are almost identical, and the predicted wind speed follows exactly the trend of the observed wind speed. The virtual wind-speed sensor, on the basis of dynamic modeling and built by the MLP algorithm, accurately predicts wind velocity in data set 3 of Table 2 .
Extended Validation of the Proposed Sensor Development Concept
The MLP NN algorithm performed best among the four different data-mining algorithms, and thus it was selected for further investigation in the data set of another two turbines. The methodology of a virtual wind-sensor developed on the basis of dynamic modeling will be validated using SCADA data from two additional wind turbines, which were randomly selected from 100 turbines on the wind farm. Table 6 shows the data set of turbines 2 and 3, with the same beginning time stamp of "8/8/2007 0:00:00" and the same ending time stamp of "8/15/2007 0:00:00" as that of the data set in Table 2 . Both data set 1 of turbine 2 and data set 4 of turbine 3 were divided into two separate data subsets, data sets 2 and 3 and data sets 5 and 6, respectively. All the data sets contain consecutive data points drawn in a time sequence. The SCADA data for turbines operating in abnormal conditions were removed, and therefore the number of data points of different turbines varies. Abnormal conditions include turbine maintenance, low wind speed, turbine shutdown because of high wind speed, and sensor malfunctions. Data set 2 of turbine 2, containing 42,305 time-consecutive data points, and data set 5 of turbine 3, containing 42,050 time-consecutive data points, were used to develop a model f ð·Þ estimating the wind speed. Data set 4 of turbine 2, containing 18,078 time-consecutive data points, and data set 6 of turbine 3, including 18,124 time-consecutive data points, were used to test the performance of the models f ð·Þ learned from data set 2 and data set 5.
Figs. 6(a) and 6(b) show the predicted (by MLP) and observed wind speed of turbines 2 and 3 for the test data set of Table 6 , respectively. The observed and predicted values of wind speed match quite well. Table 7 summarizes the prediction accuracy of wind-speed models built by the MLP algorithm. The results in Table 7 produced by the MLP algorithm for turbines 2 and 3 are consistent with the results for turbine 1 shown in Table 5 . A large prediction error (MAE and Std) indicates that the model built on historical data needs to be updated. The update time is impacted by various factors, e.g., seasonal and rapid change of weather conditions.
The sensitivity (Berry and Linoff 2004) of a neural network's output to its input perturbation is of importance to virtual sensor development. The sums of the squares' residuals are computed for the model when the respective predictor is eliminated from the neural net; ratios (of the full model versus the reduced model) are also reported, and the predictors can be sorted by their importance or relevance for the particular neural net. The sensitivity analysis (Zheng and Yeung 2001) identifies input variables that are important and those that can be safely ignored. Table 8 and Fig. 7 show the sensitivity analysis results of the wind-speed models of two turbines built by the MLP. The same predictors have different sensitivity ranks in the wind-speed models for different turbines. The sensitivity analysis offers insight into the nonlinear relationship between various SCADA parameters of a utility-scale wind turbine.
Virtual Sensor Based on Wavelet-Transformed Data
Though the virtual wind-speed sensor developed on the basis of dynamic modeling and data mining presented in the section "Dynamic Modeling of the Wind Speed Sensor: Industrial Case Study" performs well, the noisiness of the data deserves attention.
Wavelet Transformation of Wind Speed
Data quality impacts the accuracy of the models built on the basis of a data-driven approach. In many practical applications, for example, medical and energy, the data may not be of the desired quality for various reasons: nonstandard data collection processes, sensor reading errors, missing values, and system breakdowns.
To deal with the noisy data, various methods need to be selected on the basis of the properties of the data set. In this case, all SCADA parameters are continuous and recorded every 10 s, which form a set of time series (signals). An example signal of wind speed is shown in Fig. 8 . The wind speed oscillates around some values, and those oscillations can be regarded as noise of the signal. Moving average and wavelets are widely used in signal processing. The moving average method is easy to implement, but it leads to the "lagging" phenomenon. Wavelets usually perform better than the moving average in signal processing.
The selection of a suitable wavelet and the threshold setting for signal denoising are two important elements for wavelet applications. Although there are numerous wavelets, the most frequently used wavelets are the Haar and Daubechies (Daub) series (Kobayashi 1998) . Meng et al. (2008) presented a search method for the optimal threshold by minimizing the minimum square error. Table 6 Medina et al. (2003) applied a neural network for selecting the suitable threshold. Chen and Bui (2003) claimed to achieve good denoising results by using multiwavelets and considering the neighbor coefficients. Minimizing the square error between the denoised signal and the clean signal is the most widely used criterion in denoising. The ultimate goal of denoising signals in this paper is to improve the accuracy and robustness of the wind-speed sensor model. The threshold scheme of wavelets should be selected on the basis of the final application goal. Different threshold schemes of Daub4 wavelets with 12 levels have been applied in this research. Two issues emerge; one is how to choose the threshold, and the other is how to perform the thresholding. Hard and soft thresholding (Kobayashi 1998; Tang et al. 2000) could produce different denoising results. Hard thresholding is the usual process of setting to zero the elements whose absolute values are lower than the threshold. Soft thresholding is an extension of hard thresholding, first setting to zero the elements whose absolute values are lower than the threshold, and then shrinking the nonzero coefficients toward zero. Various threshold selection rules exist; the three most widely used ones are Fix, Rigrsure and Heursure (Kobayashi 1998) . Fix uses a fixed threshold multiplied by a small factor; Rigrsure is the threshold selection based on the principle of Stein's unbiased risk estimate (SURE) (Stein 1981) ; Heursure is a mixture of the rules of Rigrsure and Fix. In this paper, three threshold selection rules and two thresholding methods are combined to yield six different threshold settings, namely Fix_Soft, Fix_Hard, Rigrsure_Soft, Rigrsure_Hard, Heursure_Soft, and Heursure_Hard.
The wind-speed data after wavelet transformation should maintain the high fidelity of the original data. In this research, MAE and Std are used as main metrics to measure the fidelity of the wavelets with different threshold settings. Table 9 shows the statistics of the denoising results of different wavelet transformation schemes. Fig. 9 shows the first 800 denoised (by wavelet with HeurSure_ Soft thresholding method) and the observed (by mechanical anemometer) wind speed of data set 2 in Table 2 . The denoised wind speed is continuously changing without steep changes. The denoised wind speed follows the observed wind speed accurately without the "lag" phenomenon.
Wavelet-Based Virtual Sensor Model
The wavelet transformation can denoise the wind speed and maintain high fidelity; however, wavelets cannot be used in an online mode, because of their computational complexity and the requirement of a large volume of data for wavelet analysis. If the denoised wind speed could be generated in an online mode, the turbine control system would be the major beneficiary.
To cope with this online problem, data mining could be used to build a wind-speed sensor model on the basis of the wavelettransformed data. The wavelet-based model is shown in Eq. (6):
where y w = dependent variable wind speed after wavelet transformation; y = current or past WS collected by SCADA system; and x = predictors (with WS excluded) in the dynamic modeling. The basic steps to implement the wavelet-based wind-speed sensor model are as follows: 1. Preprocess current SCADA data of a certain period, e.g., one week, into a suitable format. 2. Transform the wind-speed data by the Daub4 wavelet. 3. Learn the dynamic model (Eq. (6)) of wavelet-transformed wind speed by data-mining algorithms from the training data set. In this case, the final predictors selected by the boosting tree algorithm are fWSðt À 1Þ; WSðt À 2Þg, fTðtÞ; Tðt À 1Þg, fPðtÞ; Pðt À 1Þg, and fRSðtÞg. The target and output of the wavelet-based virtual sensor model is the wavelet-transformed wind speed, rather than the original wind speed measured by the anemometer. However, the input of the model is still the original SCADA data (without transformation). The MLP NN algorithm performing well in "Dynamic Modeling of the Wind Speed Sensor: Industrial Case Study" is selected to model the wavelet-based wind-speed sensor from the training data set in Table 2 . The performance of the trained model on the test data set is reported in Table 10 . Fig. 10 shows the first 400 values of the wavelet denoised wind speed and the wind speed predicted by model Eq. (6) (learned from MLP NN algorithms) of data set 3 of Table 2. Table 10 shows the statistics of the wavelet-based model on the test data set of Table 2 . The wavelet-based wind-speed model accurately and robustly predicted the denoised wind speed. The model learned from the MLP NN algorithm could generate denoised wind speed in an online mode. The target of the dynamic wind-speed model in the section Table 2 JOURNAL OF ENERGY ENGINEERING © ASCE / JUNE 2011 / 65 "Dynamic Modeling of the Wind Speed Sensor: Industrial Case Study" is the original SCADA wind speed with noise, whereas that of the wavelet-based wind-speed model is the denoised and wavelettransformed wind speed. For this reason, the accuracy of the wavelet-based virtual wind-speed sensor has significantly improved.
Wind Speed Sensor Monitoring
Control Chart-Based Monitoring
The anemometer installed on a wind turbine degrades over time. This leads to inferior turbine performance and poor power quality attributable to incorrect wind-speed input to the turbine controller. A formal approach for online monitoring of wind-speed sensors is necessary. The wavelet-based models of wind-speed sensors and control charts borrowed from statistical process control theory can be used to detect and remedy performance anomalies. Fig. 11 illustrates the basic concept of wind-speed sensor modeling and online monitoring presented in this paper. A data-mining algorithm is used to identify a dynamic sensor model from the historical wavelet-transformed SCADA data. The model can be updated to reflect the process changing over time or refreshed once the model performance has degraded. The update frequency could be, for example, one month. The operational update frequency depends on the wind turbine operational conditions and the accuracy requirements. At the same time, a control chart is generated from the wavelet-transformed SCADA data and the dynamic model of the wind-speed sensor and can be further used for online monitoring of a mechanical anemometer. The virtual wind-speed sensor and control chart monitor the anemometer performance at a certain time interval, e.g., every 20 s.
The residual control chart approach (statistical quality control) (Kang and Albin 2000; Mitra 1998 ) is used to analyze residuals between the virtual sensor value and the observed value of the wind speed (measured by the sensor). The residual ε is expressed in Eq. (7) (Kang and Albin 2000) :
where y = observed wind speed; andŷ = reference value predicted by the wind-speed sensor model. The control chart approach (Kusiak et al. 2009a; Mitra 1998; Montgomery 2005) allows the residuals and their variations to be monitored, and thus can detect abnormal conditions and the anemometer fault. A training data set of N train observations with outliers removed was selected to build a control chart. The training data set is represented as y TrainSet ¼ ½yðiÞ;ŷðiÞ, i ¼ 1; …; N train .
Using the training data set, the residual ε for each point is computed, as well as the mean and the standard deviation of ε. The mean residual μ train and the standard deviation σ train are shown in Eq. (8) (Montgomery 2005) :
The test data set y TestSet ¼ ½yðiÞ;ŷðiÞ includes N test consecutive data points drawn in time sequence from the test data set.
Similarly, the mean residual μ test and the standard deviation σ test of the test data set are expressed in Eq. (9) (Montgomery 2005) :
½ŷðiÞ À yðiÞ Fig. 10 . Denoised and predicted wind speed of data set 3 from Table 2 Fig. 11. Framework for modeling and online monitoring of wind-speed sensors
Once μ train and σ train are known, the upper and lower control limits of the control chart are computed and used to detect anomalies. On the basis of Eq. (8), the control limits of the control chart are derived from Eq. (10) (Montgomery 2005) :
N test = number of points in y TestSet; η (usually fixed as 3) is the integer multiple for the control limits and can be adjusted to make the control chart less sensitive to the data variability and thus reduce the risk of false alarms. If μ test is higher than UCL 1 or lower than LCL 1 , the wind speed at the sampling time y TestSet is considered to be deficient, and this type of fault is defined as fault type I in this paper.
Similarly, the control limits for σ 2 test are calculated from Eq. (11) (Montgomery 2005) :
where χ 2 α=2;N test À1 denotes the right α=2 percentage points of the chi-square distribution; and N test À 1 = degree of freedom of the chi-square distribution. The parameter α needs to be adjusted to make the control chart less sensitive to the variability of the data. Table 2 LCL 2 is set to 0 to indicate that the variation of residuals in the test data is 0, so that the measured mechanical anemometer matches the reference virtual sensor value in the normal status. If σ 2 test is higher than UCL 2 , the wind-speed value at the sampling time y TestSet is considered as deficient, and this type of fault is defined as fault type II in this paper.
On-Line Monitoring: Industrial Example
The wavelet-based virtual wind-speed sensor was discussed in "Wavelet-Based Virtual Sensor Model." Online monitoring simulation of the wind-speed sensor models is performed and validated using the test data set of Table 2 . Table 11 shows the control chart parameters of the wind-speed sensor models generated from the training data set of Table 2 . The parameter α in Eq. (11) is fixed at 2, and η of Eq. (10) is set to 3 to enhance the confidence of detecting anomalies in the mechanical anemometer. However, these two important parameters α and η can be adjusted according to the specific application scenario to reduce the risk of false alarms. A control chart monitors both the residual mean and the residual variation of the sampling data at the same time.
Figs. 12(a) and 12(b) show the results of the online monitoring simulation of the wind-speed sensor model [Eq. (6)]learned from the MLP NN algorithm. The observed wind-speed plot and the upper and lower limit plots were constructed from the test data set of Table 2 . The simulation results of the test data set over different periods in Table 2 The values of UCL 1 and LCL 1 , calculated from Eq. (10), monitor the residual mean of the test data set of Table 2 , and the sensor fault detected because of the abnormal residual mean is defined as fault type I. The value of UCL 2 , calculated from Eq. (11), monitors the residual variation of the test data set of Table 2 , and the sensor fault detected because of the abnormal residual variation is defined as fault type II. Table 12 shows the statistics of the online monitoring simulation results of the wind-speed sensor control charts on the basis of data set 3 of Table 2 . It shows the number of type I faults and type II faults and their percentage among the entire test data set (18,145 data points) of Table 2 .
Conclusion
In this paper, a wind-speed sensor model for wind turbines was built by data-mining algorithms. Four data-mining algorithms were used to construct a wind-speed sensor model. The MLP algorithm outperformed other data-mining algorithms. The performance of the selected MLP algorithm was validated in the data sets of two additional wind turbines. Data-mining algorithms identified dynamic models of the wind-speed sensor from the actual SCADA data and captured relationships between various SCADA parameters of wind turbines. The variables necessary for building the wind-speed sensor model were selected by the boosting tree algorithm. Wavelet transformation was used to denoise the wind speed measured by the anemometer. The wind-speed sensor model developed from the wavelet-transformed data provides robust and accurate wind-speed input to turbine controllers.
More stable and reliable setting values for the controllable variables of the wind turbine system could be generated on the basis of the wind-speed input of the wavelet-based wind-speed sensor model, offering improved power quality and an extended lifetime of mechanical and electrical components. The wind-speed sensor models were used as the reference wind-speed sensors (online profile) for monitoring the performance of anemometers. The control chart approach can be used to monitor the residuals between the observed and the reference wind speed and their variation.
Constructing data-driven models with data-mining algorithms is applicable to sensors in a wide range of processes in other domains. Control charts can detect the sensor faults; however, they cannot identify the specific reasons or factors causing these faults. Further research is needed to implement the online fault detection and diagnosis of wind turbines. The virtual wind-speed sensor could be used for online monitoring and calibration of anemometers. It could also conceivably replace the mechanical anemometer. 
