Abstract-
INTRODUCTION
Evolutionary algorithms (EAs) are stochastic search methods that mimic evolutionary processes encountered in nature. The common conceptual base of these methods is to evolve a population of candidate solutions by simulating the processes involved in the evolution of genetic material of organisms', such as natural selection and biological evolution. EAs can be characterized as global optimization algorithms because of their ability to obtain the global optimal. Their population-based nature allows them to find global optimal solutions with more probability in comparison to classical gradient based methods. EAs have been successfully applied to a wide range of optimization problems, such as image processing, pattern recognition, scheduling, and engineering design [1] , [2] . The most prominent EAs proposed in the literature are genetic algorithms [1] , evolutionary programming [3] , evolution strategies [4] , genetic programming [5] and differential evolution [6] , [7] .
In this research, we have concentrated our work on DE, introduced by Storn and Price for the real parameter optimization [7] . DE is a novel evolutionary approach capable of handling non-differentiable, non-linear and multimodal objective functions. DE has been designed as a stochastic parallel direct search method, which utilizes concepts borrowed from the broad class of EAs. It typically requires few, easily chosen control parameters. Experimental results have shown that performance of DE is better than many other well-known EAs [8] , [9] . While DE shares similarities with other EAs, it differs significantly in the sense that in DE, distance and direction information is used to guide the search process [10] . With the advantage of faster convergence speed, less adjustable parameters, better robustness and simpler algorithm, the DE algorithm has been achieved fine application effects in neural network training, filter design, cluster analysis etc.
However, it has been observed that despite having several attractive features, DE sometimes does not perform as good as the expectations. Empirical analysis of DE has shown that it may stop proceeding towards a global optimum though the population has not converged even to a local optimum [11] . The situation when the algorithm does not show any improvement though it accepts new individuals in the population is known as stagnation. Besides this, DE also suffers from the problem of premature convergence. This situation arises when there is a loss of diversity in the population. It generally takes place when the objective function is multi modal having several local and global optima. Further, like other EA, the performance of DE deteriorates with the increase in dimensionality of the objective function. Consequently, several modifications have been made in the structure of DE to improve its performance [12 -15] .
In continuation to the techniques of improving the performance of DE, in this paper, we present a modified version of DE called Opposition based Chaotic Differential Evolution (OCDE) algorithm.
The proposed OCDE algorithm is different from basic DE in two aspects. Firstly, in OCDE, the population of individuals is initialized using Opposition Based Learning (OBL) rule; and secondly, it dynamically adapts the scale factor F using chaotic sequence.
The structure of the paper is as follows: in Section II, we briefly explain the Differential Evolution Algorithm, in Section III; we have defined and explained the proposed OCDE algorithm. Section IV deals with experimental settings, Section V gives the benchmark problems and their numerical results and finally the paper concludes with Section VI.
II. DIFFERENTIAL EVOLUTION ALGORITHM
DE shares a common terminology of selection, crossover and mutation operators with GA however it is the application of these operators that make DE different from GA; while, in GA crossover plays a significant role, it is the mutation operator which affects the working of DE [16] . Also DE has a unique selection strategy that makes it different from GA and other EAs. . In order to increase the diversity of the perturbed parameter vectors, crossover is introduced. The parent vector is mixed with the mutated vector to produce a trial vector 
III. OPPOSITION BASED CHAOTIC DIFFERENTIAL EVOLUTION ALGORITHM
Before explaining the proposed OCDE algorithm in detail, we explain the concept of OBL and chaos which are used in OCDE algorithms.
A. Opposition based learning
The concept of opposition-based learning (OBL) was introduced by Tizhoosh [17] and has thus far been applied to accelerate reinforcement learning, backpropagation learning and DE [12] . The main idea behind OBL is the simultaneous consideration of an estimate and its corresponding opposite estimate in order to to achieve a better approximation of the current candidate solution. • Evaluate the fitness of both points f(X )and
, then replace X with X ; otherwise , continue with X.
Thus, the point and its opposite point are evaluated simultaneously in order to continue with the fitter one.
B. Chaotic sequence
Chaos is a phenomenon that can appear in solutions for nonlinear differential equations. An essential feature of chaotic systems is that small changes in the parameters or the starting values for the data lead to vastly different future behaviors, such as stable fixed points, periodic oscillations, bifurcations, and ergodicity. These behaviors can be analyzed based on Lyapunov exponents and the attractor theory.
Logistic mapping, which is used to generate chaotic sequence is the most commonly used generator [18] is defined as follows:
where η is the chaos attractor, and the chaos space is [0,1]. The behavior of the system of (3) is greatly changed with the variation of η. The value of η determines whether z stabilizes at a constant size, oscillates between a limited sequence of sizes, or behaves chaotically in an unpredictable pattern. A very small difference in the initial value of z causes substantial differences in its long-time behavior [19] . Equation (3) is deterministic, displaying chaotic dynamics when η = 4 and
C. OCDE algorithms
The OCDE algorithm is the simple extension of basic DE algorithms. The basic operators of OCDE algorithms are same as of basic DE except for two points which are: (1) Population initialization: According to the literature review about population initialization [12] , random number generation, in absence of an a priori knowledge, is a widely used choice to create an initial population. However, the computation time and the convergence speed are affected by the choice of initial individuals. Therefore, as mentioned in section III.A, by utilizing OBL we can obtain fitter starting candidate solutions even when there is no knowledge about the solution(s).
In OCDE, the initial population is generated using OBL, which is in contrast to basic DE where the population is generated using uniformly distributed random numbers. Generate scale factor using equation (4) Set i = 1
Generate trial vector Ui, using equation (2) Evaluate the fitness value of Ui , f(Ui) In OCDE, a population of 2N individu using uniform random distribution and individuals, out of which N best individuals (2) Chaos scale factor: The scaling fa significant role in the generation of perturbe Its role is to guide the individuals towards careful choice of F, helps in maintaining a exploration and exploitation. In the initia taken as a constant. As the researchers obs role of F, dynamic and adaptive scaling f proposed [13] - [15] , [20] etc. In OCDE, follows:
, where η = The use of chaos makes the scaling fac more random in nature, which helps in bette exploitation of the search space.
A combination of OBL and chaotic expected to find better fitness values while diversity. The flowchart of OCDE algori Figure 1 . The sample points generated sequence for different chaos attractor are giv
IV. EXPERIMENTAL SETTIN
The parameter settings of DE and OCDE given in Table I . The benchmark of eight given in Table II 
For f 18 , [ ] 
V. RESULTS ANALYSIS
In order to compare the proposed OCDE schemes with basic DE we considered various performance metrics like average fitness function value and standard deviation (STD) to check the efficiency and reliability of the algorithm. To compare the convergence speed of algorithms we considered the average number of function evaluations (NFE) and the acceleration rate (AR NFE ). The speed of the algorithm is also measured by recording the total CPU time. Besides this we have measured the success rate (SR). Where, a run is considered to be a success if the algorithm successfully reaches the value VTR. The definition of the performance measure AR NFE used in Table III and IV is given below: Table III lists the experimental results in terms of the performance metrics mentioned above for the test bed given in Table I for DE and OCDE.
From the results of Table III , it can be seen that the convergence precision (reflected in terms of Fitness) of OCDE is significantly superior to DE for all the test problems especially for f 4 . Compared with DE, the mean fitness values of OCDE are smallest on all the test functions. In case of f 4 , there is an improvement of 99.99% in the function value while using the OCDE algorithm. Thus, the global search ability of OCDE outperforms the basic DE. We can also see that the stability (reflected in terms of STD) of OCDE is better than DE. OCDE has smallest STD on all the test functions. Thus, we can conclude that OCDE is more stable and thus more robust than the DE algorithm. Furthermore, we can see that the convergence speed (reflected in terms of NFE and Time) of OCDE algorithm is much better than that of DE algorithm.
In Table IV , the OCDE algorithm is compared with ODE (opposition based DE) [12] 
VI. CONCLUSION
In this paper, a opposition based chaotic differential evolution algorithm is presented, which uses the concept of OBL for initializing the population and uses chaotic sequence to for the scaling factor F. The performance of the proposed OCDE algorithm is validated on a test suit of eighteen benchmark problems taken from literature. Numerical results show that the proposed approach improves the global search ability, stability as well as the convergence speed of the basic DE and maintains a quality of solution. The efficiency of the OCDE algorithm is further compared with the ODE algorithm. In this comparison also, the OCDE algorithm gave a better performance in comparison to ODE.
