ABSTRACT
INTRODUCTION

Cancer is one of the most potent killers of humanity. A common form of bone cancer is osteosarcoma
1 which is a condition where malignant cancer cells are found in the bone. The probability of recovering from such a cancer is dependent on the stage at which the cancer is diagnosed. Therefore early detection could be a matter of life and death. Optical microscope images of (a) Human osteosarcoma cells (b) Normal human bone cells. These images are of cells grown on a petri dish, and can be visually distinguished. However, optical discrimination is not so clear 6 during surgery where there is a need to ensure all cancerous regions are truly removed. T-rays are a possible modality that may allow a surface scan during the process of surgical removal.
In the early stages of cancer, malignant cells are hard to distinguish from normal cells. Common diagnosis techniques in practice now are X-Rays, Magnetic Resonance Imaging (MRI), and Computerized Tomography (CT) scans. Using these imaging methods, a biopsy of suspected cancer cells is then performed. Biopsy is an invasive technique where surgery is performed to obtain suspected bone cells or tissues for further analysis. Current treatments for bone cancer are chemotherapy or complete surgical removal of cancerous cells. For an effective treatment using both these methods, cancerous cells need to be detected in the early stages and a clear distinction from normal cells is required. Therefore, an accurate and quick method of detecting cancerous cells is required to increase the patients chances of survival.
THz-TDS is an emerging technology, which gives rise to a whole range of applications and still has huge potential to be further explored and improved. 2 T-rays generated and detected by THz-TDS are unique in biosensing applications due to the information they provide on a macromolecular level as compared to the individual stretching of atomic bonds and does not suffer much from Rayleigh scattering as compared to infrared. Hence, these qualities form the motivation for applying THz-TDS to classify between human osteosarcoma cells (HOS) and normal human bone (NHB) cells. Through T-ray imaging, it is possible to be able to detect the existence of these malignant cancer cells. T-rays provide a more precise level of image differentiation than X-rays at shallow depths. T-rays are also non-ionizing, therefore making it appealing for a non-invasive diagnostic technique.
PREVIOUS WORK
The application of T-rays as a cancer detection modality has been explored mainly on bulk tissue samples.
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CELL PREPARATION AND MEASUREMENT
The NHB cells were cultured from small pieces of trabecular bone, which is the spongy interior of a bone for [4] [5] [6] 
m-band Discete Wavelet Transform (DWT)
Forh (s) = (h 0 (s) , . . . , h (s) N f ) where N f = m(q +
1). A choice of q determines the length of the filters, which relates to the smoothness of the wavelets. The filtering operations from level l to l + 1 are given by
The m-band DWT can be expressed in matrix form by
where W is the block-Toeplitz structure of the low and high pass filter coefficients.
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The low and high pass filters can be represented by the wavelet matrix, A. For example m = 3, q = 1, N f = 6 the wavelet matrix has the form
Filter Coefficient Conditions
For a MRA and wavelet basis to exist, the following conditions must be satisfied
Shifted Orthogonality
where the M has to have an eigenvalue and its multiplicity equal to 1.
Parameterization of the Filter Coefficient Matrix
Optimizing over all filters coefficients (mN f parameters) would be a computationaly demanding task. Therefore, the wavelet matrix A can be parameterized so that the optimization parameters are reduced to (N f − 1).
Given that the condition stated in Section 4.1.2 are satisfied, the wavelet matrix can be factorized into
where denotes the 'polynomial product'. Here, 
where the symmetric projection matrix
R i = u i u T i . The orthogonal matrix Q is composed of Q = ⎛ ⎝ 1/ √ m1 (I − 2vv T )T.D ⎞ ⎠ ,(5)
Discriminant Criterion
The adaptive wavelets are used to represent the signal such that the discriminatory information is optimized. Therefore the adaptive wavelets are optimized relative to a measure which reflects differences among classes.
The criterion is based on posterior probabilities known as the Cross Validated Quadratic Probability Measure (CVQPM) which can be computed by
where
where P (r|X [l] i(r) (t)) is the posterior probability for the true class of X i (t) and P /i (r|X [l] i (t)) is the posterior probability for X 
Rational Wavelets
The classical Multiresolution Analysis (MRA) introduced by Mallat
12 is a special case of the rational MRA, whereby the scaling factor used was 2, and thus called dyadic scaling. However dyadic MRA may not provide a good enough separation of signal components for certain cases. This motivates the need to explore the application of rational wavelets in classification processes, where rational MRA may be used to allow a better adaptation of the scale factor according to the signal. 13 The scaling factor of rational wavelets is p/q. The dyadic case is when p = 2, q = 1. By having a fractional dilation factor, it may provide a sharper frequency localization.
14 As classical MRA is a specific case of the rational MRA, thus the same theorems that govern classical dyadic MRA apply to rational MRA too.
Algorithm
The section briefly covers the main algorithms used in this project which are based on the work by Baussard et al.. 13 For analysis (i.e. decomposition of the signal), a pyramidal scheme is used. Figure 4 shows that the signal is decomposed into its approximate and detail coefficients. For each level, the number of detailed coefficients is (1 − p/q) of the approximate signal. Note that the original signal is treated as an approximate coefficient at level 0, (i.e. cA0).
To obtain the approximate coefficients of the other levels, the following equation is used, To practically implement rational wavelets, the filters need to be appropriately designed. This is because the filters used determine the shape of the wavelets that are used. As will be seen later, that rational orthogonal wavelet bases are defined in the Fourier domain, therefore it would be good to define the filters in the Fourier domain instead. Furthermore, implementation in the Fourier domain avoids truncation.
These rational wavelet bases are based on Meyer construction extended to the rational case, as proposed by Auscher 15 and
it requires to fulfil certain conditions to be considered as an Auscher basis for the rational case. The scaling function Φ(t) and wavelet function Ψ(t) used is
3 ) is the construction function.
CLASSIFICATION AND VALIDATION
The problem of classification is a complex one because of the No Free Lunch theorem. 17 
This theorem states that, given an ideal general set of data, no classifier is better than another. A highly accurate result from a particular classification algorithm is due to the physical properties of the problem that include data distribution, prior knowledge, and size of training data, rather than the classification algorithm itself. The main focus of this project is the utilization of good feature extraction techniques, which result in low dimensions. Hence, low dimensional Bayesian classifiers are explored.
Bayesian Classification
Bayesian classifiers present a statistical viewpoint to solving classification problems. 18 The main approach relies on the Bayes decision rule with assigns test features to a corresponding target or class such that it maximizes the posterior probability. Using Bayes theorem, the posterior probability is written as
p(x|ω i ) is the class conditional probability which is the probability density function for x given that it belongs to class ω i . Here, P (ω i ) is the prior probability of each class, and it is usually assumed to be distributed uniformly. Here, p(x) is the probability density of x.
The ideal Bayes classifier relies on the full knowledge of the probability density functions for each class, which results in maximal theoretical classification accuracy. However, this is usually not the common case, and therefore it relies on estimates based on the finite training features. Consequently, in order to further improve accuracy, explicit assumptions are made on the class conditional probability densities. A common assumption is that the class probability densities are from a multivariate normal distribution and expressed as
where S ω andx ω are the covariance matrices and class mean vectors respectively and calculated using maximum likelihood estimates.
The Bayesian classifier is a simple and robust classifier suited for low dimensional data relative to the data set size. However, it relies heavily on estimates and assumptions on the class conditional probabilities. Thus, good estimates require an ample amount of training data and the validity of the assumptions made are vital for the classifier's performance.
Bayesian Linear Discriminant Analysis
Assuming that the covariance matrices, S ω from the previous section are equal, the Bayesian Classifier can be described as a Bayesian Linear classifier. Then S ω is replaced with a pooled covariance matrix. From Equation 13 , replacing S ω with S pooled , taking the logarithmic scale and ignoring the constants, it becomes
Consequently, the decision boundaries that separate the classes are linear.
Bayesian Quadratic Discriminant Analysis
If the assumption of equal covariance matrices, S ω is not valid, the Bayesian Classifier can be described as a Bayesian Quadratic classifier. From equation 13, taking the logarithmic scale and ignoring the constants, it becomes
Consequently, the decision boundaries that separate the classes are non-linear (quadratic). 
Leave-one-out cross validation
OSTEOSARCOMA CLASSIFICATION RESULTS
Adaptive Wavelet Features Classification
DWT entails choosing a specific wavelet family and by using adaptive wavelets, this step can be circumvented. The linear and quadratic discriminant criterion were explored in this work. 
where µ Table 3 shows that most of the discriminant information is within the cD5 band. A frequency plot of the cD3 band is shown in Figure 9 . Rational wavelets provide a finer resolution compared to dyadic wavelets and therefore capture relevant discriminant information while removing redundant information. 
Rational Wavelet Features Classification
