An effect modifier is a pretreatment covariate that affects the magnitude of the treatment effect or its stability. When there is effect modification, an overall test that ignores an effect modifier may be more sensitive to unmeasured bias than a test that combines results from subgroups defined by the effect modifier. If there is effect modification, one would like to identify specific subgroups for which there is evidence of effect that is insensitive to small or moderate biases. In this paper, we propose an exploratory method for discovering effect modification, and combine it with a confirmatory method of simultaneous inference that strongly controls the familywise error rate in a sensitivity analysis, despite the fact that the groups being compared are defined empirically. A new form of matching, strength-k matching, permits a search through more than k covariates for effect modifiers, in such a way that no pairs are lost, provided at most k covariates are selected to group the pairs. In a strength-k match, each set of k covariates is exactly balanced, although a set of more than k covariates may exhibit imbalance. We apply the proposed method to study the effects of the earthquake that struck Chile in 2010.
INTRODUCTION

1·1. Subgroups suggested by the data
In experiments and observational studies, effect modification refers to the possibility that the magnitude or stability of a treatment effect changes with the observed covariates. There is Fig. 1 . Regression tree built from the ranks of the absolute differences |Y i | in changes in work income predicted from x i . The ranks were divided by 1978, so that they fall in [0, 1] . The tree was constructed using the 1978 pairs that were exactly matched for the basic covariates, and it produced three groups: all people with positive work income, females with zero work income, and males with zero work income.
used here are described in § 6. Although matched individuals were similar in the ways just mentioned, people and jobs in regions remote from the earthquake may differ in other ways from those in the severely shaken centre of Chile. We considered six covariates as possible effect modifiers: gender (male or female); health problems (yes or no); self-rated health (poor, fair, or good); quartile of individual work income in 2009; number of persons in household (1, 2, 3, 4 or 5, or 6 or more); and marital status (married/cohabiting or other). Because most people, especially many women and elderly individuals, did not have individual work income in 2009, the quartiles of work income defined only three groups. The six basic covariates define 2 × 2 × 3 × 3 × 5 × 2 = 360 types of individuals. A total of I = 2106 matched pairs were formed, so many of the 360 types are represented by only a few pairs. Here, Y is the exposed-minus-control difference in the after-minus-before change in work income. The regression tree method of Breiman et al. (1984) was used to predict the rank of |Y | from x, and reduced the 360 types of individuals to the three subgroups shown in Fig. 1 , defined in terms of gender and work income prior to the earthquake: all people with positive work income, females with zero work income, and males with zero work income. The tree with three subgroups in Fig. 1 was constructed using only the 1978 pairs that are exactly matched for the basic covariates, but all 2106 pairs will be used in making inferences about treatment effects; see § 6 for details. Given that we discovered these three subgroups by using the current data, what can be said about which subgroups were affected by the earthquake?
NOTATION AND REVIEW
2·1. Notation
There are I matched pairs, indexed by i = 1, . . . , I , of two subjects, j = 1, 2, one in the treatment group with Z i j = 1 and the other in the control group with Z i j = 0, so that Z i1 + Z i2 = 1 for each i. Pairs are matched for an observed covariate x, so that x i1 = x i2 for all i; but we assume that there is concern about an unmeasured covariate u not controlled by the matching, where 0 u 1, so that quite possibly u i1 | = u i2 for many or all i. Write Z = (Z 11 , . . . , Z I 2 ) T for the 2I -dimensional vector containing the Z i j , and write Z for the set containing the 2 I possible values z of Z , so z ∈ Z if z = (z 11 , . . . , z I 2 )
T with z i1 + z i2 = 1 and z i j = 0 or z i j = 1 for each (i, j) . Conditioning on the event Z ∈ Z is abbreviated as conditioning on Z. Write |A| for the number of elements of a finite set A; for instance, |Z| = 2 I .
Each subject has a potential response r Ti j if treated with Z i j = 1, a potential response r Ci j if assigned to control with Z i j = 0, and an observed response R i j = Z i j r Ti j + (1 − Z i j )r Ci j under the treatment actually received, whereas the effect of the treatment, namely r Ti j − r Ci j , is not observed for any subject; see Neyman (1923) and Rubin (1974) . The sharp null hypothesis of no treatment effect (Fisher, 1935 ) is H 0 : r Ti j = r Ci j for all i, j. Importantly, if H 0 is true, then R i j = r Ci j does not change with the treatment assignment Z i j ; but if H 0 is false, then at least some of the R i j do change with Z i j . Write F = {(r Ti j , r Ci j , x i j , u i j ) : i = 1, . . . , I ; j = 1, 2}. The treatedminus-control pair difference in observed responses for pair i is Y i = (Z i1 − Z i2 )(R i1 − R i2 ), and it equals (Z i1 − Z i2 )(r Ci1 − r Ci2 ) if H 0 is true. Also, write r C = (r C11 , r C12 , . . . , r CI 2 )
T and R = (R 11 , . . . , R I 2 )
T for the vectors of dimension 2I , and write Y = (Y 1 , . . . , Y I ) T for the vector of dimension I .
2·2. Randomization inference in experiments
In a paired randomized experiment, subjects are paired on the basis of observed covariates, x i j , and then a fair coin is flipped independently I times to determine the treatment assignments Z i1 and Z i2 = 1 − Z i1 ; that is, pr(Z i j = 1 | F, Z) = 1/2 for each (i, j) and pr(Z = z | F, Z) = 2 −I for each z ∈ Z. The null distribution of a test statistic t (Z , R) under Fisher's H 0 is its permutation distribution, namely
because R = r C if H 0 is true, where r C is fixed by conditioning on F, and the distribution of Z is uniform on Z in a randomized experiment. For instance, if t (Z , R) is Wilcoxon's signed rank statistic, then (1) would be its usual exact null distribution. Similarly, Maritz (1979) tested H 0 using (1) and a suitably defined M-statistic, the quantity that is equated to zero in defining Huber's M-estimates, specifically,
where a is a quantile of the |Y i | and ψ(·) is a monotone increasing odd function (i.e., ψ(d) = −ψ(−d), so ψ(0) = 0). We will use a version of Maritz's test statistic to analyse the earthquake data in § 4. Under H 0 , the pair difference is
| is fixed by conditioning on F in (1), and hence a is also fixed; then,
is fixed by conditioning on F and sign(Y i ) = 1, 0 or −1 according to whether Y i > 0, Y i = 0 or Y i < 0, respectively. As a consequence, under H 0 , (1) is the distribution of the sum of I independent random variables taking the values ±ψ(|r Ci1 − r Ci2 |/a) with equal probabilities 1/2 if |r Ci1 − r Ci2 | > 0 or taking the value 0 with probability 1 if |r Ci1 − r Ci2 | = 0.
2·3. Sensitivity analysis in observational studies
A sensitivity analysis in an observational study supposes that, in the population prior to matching, individuals are independently assigned to the treatment or control groups with unknown probabilities, π i j = pr(Z i j = 1 | F), that may depend on both the observed covariates x i j and the unobserved covariate u i j as recorded in F. The sensitivity analysis assumes that two subjects i j and i j with the same observed covariates, x i j = x i j , may differ in their odds of treatment by at most a factor of 1; that is,
It is easy to show that this is equivalent to assuming that log{π i j /(1 − π i j )} = κ(x i j ) + γ u i j with γ = log( ) and 0 u i j 1 for some unknown function κ(·); see Rosenbaum (2002, § 4) , where the proof consists in constructing u i j from π i j and conversely. Therefore, as u i j is effectively a transformation of π i j , u i j may reflect the combined impact on treatment assignment of several unmeasured variables. The distribution of Z is then restricted to Z by conditioning on Z ∈ Z. If pairs are matched for observed covariates x i j so that κ(
for some u = (u 11 , . . . ,
, where U is the 2I -dimensional unit cube. When = 1 so that γ = 0, expression (2) equals the randomization distribution, pr(Z = z | F, Z) = 2 −I . Using (2), if γ and u were known, then under H 0 the distribution of the test statistic T = t (Z , R) = t (Z , r C ) would be the sum of the probabilities in (2) over the z in {z ∈ Z : t (z, r C ) k}. The sensitivity analysis asks: how large a departure from randomization must be present to materially alter inferences based on the naive model which claims that adjustments for observed covariates x i j suffice to remove all bias? Each value of 1 yields an interval of possible p-values or point estimates or endpoints of confidence intervals, and the question is: how large must be if this interval is to be so long as to be uninformative, say permitting both acceptance and rejection of H 0 ?
The present paper considers analyses of subsets of the I pairs. Let s ⊆ {1, . . . , I } be a fixed nonempty subset of the I pairs, with |s| 1. Much of our concern later on will be with sets of pairs selected on the basis of the data, but the complications introduced by a data-dependent set of pairs are deferred to § 2·4 and after. In the current paragraph, s is a set of pairs determined a priori, such as in a planned subgroup analysis for pairs of women. A vector Z appended with a subscript s, as in Z s , means the vector of dimension 2 × |s| containing those coordinates of Z that correspond to pairs i ∈ s. Notation such as R s , F s and U s is interpreted similarly; moreover, H 0s denotes the hypothesis of no treatment effect for all pairs i ∈ s, that is, H 0s : r Ti j = r Ci j for i ∈ s and j = 1, 2.
If, as in § 2·2, the test statistic is of the form T s = t (Z s , R s ) = i∈s q si sign(Y i ) where q si 0 is a function of F s under H 0s , then T s is a function of aspects of just the pairs in s, and we can provide a sharp bound on the distribution of interest, pr(T s k | F, Z). DefineT s to be the sum of |s| independent random variables, the ith random variable being q si with probability /(1 + ) and −q si with probability 1/(1 + ), provided q si > 0; otherwise, the ith random variable is 0 with probability 1 if q si = 0. DefineT s analogously but with /(1 + ) and 1/(1 + ) interchanged. Then it is not difficult to show that for each fixed = exp(γ ), as u s ranges over U s , the unknown distribution pr(T s k | F, Z) of T s under H 0s and (2) is sharply bounded by two known distributions,
see Rosenbaum (2002, § 4; 2007) . When 0 = γ = log( ), there is equality in (3), and both bounds in (3) equal the randomization distribution (1). The bounds in (3) are sharp, being attained for particular u s in U s , so they cannot be improved except with additional information about the unobserved u s . The bounds (3) yield bounds on p-values, point estimates and confidence intervals. An unobserved covariate u that produces a -fold increase in the odds of a positive outcome difference, Y i > 0, and a -fold increase in the odds of treatment, Z i1 − Z i2 > 0, is the same as one with = ( + 1)/( + ) (Rosenbaum & Silber, 2009a) . Other methods of sensitivity analysis in observational studies are discussed by, for instance, Cornfield et al. (1959) , Egleston et al. (2009 ), Gastwirth (1992 , Hosman et al. (2010) , Imbens (2003) , Lin et al. (1998) , Liu et al. (2013) , McCandless et al. (2007) , Wang & Krieger (2006) , Yanagawa (1984) and Yu & Gastwirth (2005) .
2·4. Effect modifiers when testing for no effect Hsu et al. (2013, § 4 ) tested Fisher's null hypothesis H 0 of no effect by first dividing the pairs i ∈ {1, . . . , I } into several groups based on, say, x i1 = x i2 = x i , looking for possible effect modification, i.e., larger or more stable treatment effects in some groups than in others. More precisely, G 1 mutually exclusive and exhaustive groups G = {s 1 , . . . , s G } of the pairs i = 1, . . . , I were formed, where each s g ⊆ {1, . . . , I }. These groups are formed by regressing a function of the absolute differences |Y i | on x i in some fashion that yields non-overlapping groups, for instance by using a regression tree as in Fig. 1 , in which G = 3 groups of pairs were formed. Under Fisher's H 0 , the absolute difference in responses |Y i | = |r Ci1 − r Ci2 | is fixed by conditioning on F, as discussed in § 2·2, so the grouping produced by the regression of |Y i | on x i is also fixed. Under model (2), when H 0 is true, a test statistic T s = t (Z s , R s ) = i∈s q si sign(Y i ) for s ∈ G has the usual bounds on its null distribution, namely (3), because these bounds refer to the conditional distribution given (F, Z) when H 0 is true. In particular, in a randomized experiment, model (2) holds with 0 = γ = log( ), so that under H 0 , the group-specific statistic T s has its usual randomization distribution despite the data-dependent nature of the groups G.
There is a reason to hope that a grouping based on the regression of |Y i | on x i will construct useful groups. If H 0 is false with Y i = ρ(x i ) + ξ i , where ρ(·) 0 and ξ i are independent and identically distributed with a continuous unimodal distribution symmetric about zero, then |Y i | is stochastically larger than (Jogdeo, 1977, Theorem 2.2) . Therefore, the regression of |Y i | on x i may form groups with different typical effects under this simple model. Hsu et al. (2013, § 4) test H 0 by computing G different p-values of the form (1) or p-value bounds of the form (3), using just the pairs i ∈ s g (g = 1, . . . , G), and combining these p-values using a generalization of Fisher's method for combining independent p-values, namely the truncated product of p-values of Zaykin et al. (2002) . The truncated product uses as its test statistic the product of those p-values that are no larger than a prespecified cut-offα with 0 <α 1, and forα = 1 it is equivalent to Fisher's procedure; see Benjamini & Heller (2008) for simultaneous inference using Fisher's procedure. Hsu et al. (2013) showed that in the presence of even a small amount of effect modification, this procedure has higher power in a sensitivity analysis and larger design sensitivity than a test that ignores the groups.
In large samples, the power of a sensitivity analysis is determined by the design sensitivity (Rosenbaum, 2004) , and a formula for the design sensitivity of the M-test of Maritz (1979) is given in Rosenbaum (2013a, Corollary 1). Other things being equal, the design sensitivity is larger, and hence the sensitivity analysis has greater power in large samples, when the effect is larger, for example if the typical Y i is larger, or when the dispersion of the Y i is smaller for a given typical size (Rosenbaum, 2004; 2010, § 15; 2013a) . Combining separate p-values within groups G can increase the power of a sensitivity analysis when either the size or the dispersion of the Y i vary from group to group (Hsu et al., 2013, § 3.3) .
So far, the discussion has focused on testing the null hypothesis H 0 of no effect at all, and that hypothesis played a key role in permitting the groups G to be determined from the data by regressing a function of |Y i | on x i . A more interesting question not addressed by Hsu et al. (2013) is whether subhypotheses H 0s of no effect for pairs i ∈ s with s ∈ G can be tested using (3) H 0 may be false. If H 0 is false, then there is at least one pair i for which r T i1 | = r Ci1 or r T i2 | = r Ci2 or both, and in this case G is not a function of (F, Z) because R | = r C in the sense that r C is determined by F but R varies with Z . If we reject the null hypothesis H 0 of no effect on anyone, it is not clear from the argument of this section that we can say anything about just one of the groups, e.g., about H 0s . If H 0 is false in a randomized experiment, then the grouping G depends on Z : had randomization yielded a different treatment assignment Z , it might easily have yielded different groups G, and the hypothesis H 0s is not even a hypothesis in any conventional sense, because the hypotheses change as the treatment assignments Z change. This issue is central to the current paper and is explored in § 3.
FAMILYWISE ERROR RATE WITH GROUPS CONSTRUCTED FROM THE DATA
3·1. Consequences of data-dependent grouping for null distributions
To address the issue raised at the end of § 2·4, the following conditions are assumed to hold.
Condition 2. Mutually exclusive and exhaustive groups G = {s 1 , . . . , s G } are formed as a function of |Y i | and
Condition 2 says that Z was not explicitly used in constructing the groups but that R was used. Here, G and G are random quantities given F and Z because H 0 may be false and, if so, R | = r C depends on Z and hence the groups in Condition 2 may also depend indirectly on Z through the dependence of R on Z . If the groups G are random quantities depending indirectly on Z , then taking the groups to be fixed, conditioning on G, may alter the distribution of Z . Propositions 1 and 2 say that this genuine problem can be kept under control.
Let h ⊆ {1, . . . , I } be the union of all the groups s g for which there is no treatment effect, i.e., the union of those s g such that r T i1 = r Ci1 and r T i2 = r Ci2 for all i ∈ s g ; possibly, h = ∅. Obviously, the investigator does not know h.
As G is a random quantity, h is also a random quantity because it is a union of some of the s g . Indeed, the set h is a function of (F, Z, G). Conditionally given (F, Z, G) , the set h is fixed. Conditionally given (F, Z, G), if h = ∅ then there are affected pairs in every group s ∈ G, so every H 0s is false, and false rejection of a true H 0s cannot occur. Conversely, conditionally given (F, Z, G), if h | = ∅ then some group or groups s ∈ G contain no affected individuals, and false rejection of a true H 0s is possible. Proposition 1 and its corollary concern the distribution of the test statistic
where the pairs i ∈ h are all unaffected by the treatment but the grouping G itself, and hence also h, may have been affected by the treatment. Stated informally, Proposition 1 says that the data-dependent grouping G does not alter the null distribution of T h even when H 0 is false so that G changes with Z : the null distribution of T h is still bounded by (3) with s = h. To emphasize this point, T h is computed from the union h of all groups s g for which there is no treatment effect, and because the investigator does not know h, she cannot know when she has computed T h . Proposition 1 is a step in the development of a multiple inference procedure that strongly controls false rejections, as discussed in § 3·2. Although the proof of Proposition 1 requires some attention to detail, the idea is not difficult: Z affects the groups G only indirectly by affecting R, but for i ∈ h the treatment assignment Z i j does not affect R, so the distribution of Z i j for i ∈ h is unchanged by conditioning on (F, Z, G 
. . , I } be the set of pairs with no treatment effect, so r T i1 = r Ci1 and r T i2 = r Ci2 if and only if i ∈ N ; let E ⊆{1, . . . , I } be the complementary set of affected pairs. Of course,
T with z j = 1 or z j = 0 and z 1 + z 2 = 1 for each . Write D for the combination of the data {(r Ci1 , r Ci2 , x i ), i ∈ N } and the data
because (i) G is a function of D, and (ii) the Z i1 for i ∈ N are conditionally independent of the Z i 1 for i ∈ E and, apart from Z i j for i ∈ E, the rest of
fixed by conditioning on (F, Z). Using (2) again together with the fact that h is fixed by conditioning on (G, F, Z) yields pr(Z
The right-hand side of (4) depends on Z, G) , and hence also the distribution pr(T h k | F, Z, G), is identical to the distribution that produced the bounds in (3) with s = h, proving the result.
3·2. Closed testing with groups built from the data Let K ⊆ {1, . . . , G} be a nonempty subset of the groups. If the groups G were fixed a priori, then the hypothesis H K could be defined to say that there is no treatment effect in the pairs i ∈ g∈K s g ; that is, H K asserts that r Ti j = r Ci j for j = 1, 2 for all i ∈ s g for all g ∈ K. A test of the a priori hypothesis H K with a priori groups G could be based on T s in § 2·3 with s = g∈K s g and, in particular, for each fixed = exp(γ ) 1 a level-α test could be constructed using the upper bound in (3), and this would be a conventional randomization test if = 1. With a priori groups G, the closed testing procedure of Marcus et al. (1976) would reject H K at level α if and only if it had rejected at level α all H L with K ⊆ L ⊆ {1, . . . , G}, and it would strongly control the familywise error rate, i.e., it would falsely reject at least one true H K with probability at most α no matter which hypotheses H M are true for M ⊆ {1, . . . , G}. See Hochberg & Tamhane (1987, ch. 1) for discussion of the familywise error rate, and see Rosenbaum & Silber (2009b) for discussion in the context of a sensitivity analysis. Weak control of the familywise error rate is no longer regarded as adequate, so we do not discuss it further; it says that the chance of falsely rejecting H K is at most α if H 0 is true, but if H 0 is false then there are no promises about false rejection of H K . Does a similar result hold when the groups G are built using the data subject to Condition 2?
Proposition 2 says that we may apply closed testing using groups constructed from the data at hand, yet strongly control the familywise error rate in a sensitivity analysis. Setting = 1 yields the corollary to Proposition 2. 
PROPOSITION 2. Assume that Condition 1 holds with the specified . If the bias is no larger than , then the conditional probability given (F, Z, G) that Algorithm 1 makes at least one false rejection is at most α.
Proof. The proof adapts the reasoning in Marcus et al. (1976 
COROLLARY 2. In a randomized paired experiment, the conditional probability given (F, Z, G) that Algorithm 1 makes at least one false rejection is at most α.
To summarize, Proposition 2 and Corollary 2 would be relatively straightforward applications of closed testing if the groups G had been specified a priori; see Hsu et al. (2013, § 3.4) . However, in § 1·2, I = 2106 pairs of exposed and control individuals were collapsed to G = 3 groups G = {s 1 , s 2 , s 3 } using a regression of |Y i | on x i = x i1 = x i2 , so these groups are not specified a priori. Conditioning on G to fix the groups, and hence also fix the null hypotheses, distorts the distributions of some of the Z i j when some of the H 0s are true and others are false. Proposition 1 says that under Condition 2, the distortion of the distribution of Z i j is confined to groups s such that H 0s is false, and then Proposition 2 and Corollary 2 tell us that closed testing strongly controls the familywise error rate among groups selected on the basis of the data. Table 1 compares two sensitivity analyses for the example described in § 1·2 and Fig. 1 . The values in Table 1 are 100 times the upper bounds on one-sided p-values for various tests, and Algorithm 1 is applied to some of these. The combined sensitivity analysis in Table 1 uses all I = 2106 pair differences Y i in an M-test of the type suggested by Maritz (1979) , which is similar to a lightly trimmed mean, with Huber's ψ-function ψ(d) = max{−1, min(1, d)} applied to Y i /a where a is the upper 1% quantile of |Y i |. The second sensitivity analysis uses the same statistic 
CHANGE IN WORK INCOME FOLLOWING THE CHILEAN EARTHQUAKE
Combined, a single M-test using all I = 2106 pairs with no attempt to discover effect modification; p, subgroup in Fig. 1 consisting of all people with positive work income; zm, subgroup of males with zero work income; zf, subgroup of females with zero work income; zf × zm × p, pooling of all three subgroup p-values; zf × zm, pooling of the p-values for the two groups with zero work income; zf × p, pooling of the p-values for the zero-incomefemale group and the positive-income group; zm × p, pooling of the p-values for the zero-income-male group and the positive-income group.
but computes three p-value bounds, one for each subgroup in Fig. 1 (denoted by 'p', 'zm' and 'zf' in the table), and then pools the p-value bounds using the truncated product of p-values due to Zaykin et al. (2002) 
The second sensitivity analysis in Table 1 tests for no effect at all in any of the subgroups, i.e., H 0 , as suggested in Hsu et al. (2013) , and if H 0 is rejected it then tests hypotheses about subgroups using Algorithm 1. The three tests within groups use the same test in each of the groups defined by the regression tree, namely 'zf' for zero-work-income females, 'zm' for zerowork-income males, and 'p' for positive-work-income individuals. These individual p-values are combined using the truncated product of p-values truncated at 0·1; for example, zf × zm combines the two p-values for the pairs with zero work income before the earthquake. Closed testing starts with zf × zm × p, continuing to subhypotheses only if certain rejections take place. When testing the null hypothesis H 0 of no effect at all, the combined test is sensitive at = 1·3, while the truncated product zf × zm × p is insensitive at = 1·45. Although the null hypothesis of no effect is rejected for all groups at = 1, at = 1·45 the null hypothesis of no effect is rejected only for men with no work income prior to the earthquake.
In Table 1 , the truncated product test of no effect at all in any of the subgroups is less sensitive to bias than the combined test, the former being insensitive to = 1·45 and the latter being sensitive to = 1·25. There is a substantial difference between = 1·45 and = 1·25, as can be seen using the device in Rosenbaum & Silber (2009a) ; specifically, an unobserved covariate that doubled the odds of exposure to the treatment (i.e., doubled the odds of Z i1 − Z i2 = 1) and doubled the odds of a positive pair difference in outcomes (i.e., doubled the odds of Y i > 0) corresponds to = 1·25, whereas an unobserved covariate that doubled the odds of exposure to the treatment and tripled the odds of a positive pair difference in outcomes corresponds to = 1·4. Proposition 2 permits more to be said. In the absence of bias in exposure to the earthquake, = 1, the hypothesis of no effect on change in work income is rejected in all three subgroups . 483  484  485  486  487  488  489  490  491  492  493  494  495  496  497  498  499  500  501  502  503  504  505  506  507  508  509  510  511  512  513  514  515  516  517  518  519  520  521  522  523  524  525  526  527  528 For people with work income prior to the earthquake, this rejection is sensitive to a small bias of = 1·1; for women without work income it is insensitive to a bias of = 1·25; and for men without work income it is insensitive to a bias of = 1·45. Although the p-value bound is 0·026 for women without work income at = 1·3, Algorithm 1 never performs this test, as it is stopped by the p-value bound of 0·051 for the group consisting of women without work income as well as for the group of all people with positive income. The strongest evidence of an effect of the earthquake on work income is among men without work income prior to the earthquake: those exposed to the earthquake were less likely to find jobs and have work income after the earthquake than similar men located far from the earthquake.
A novel aspect of Table 1 is that the three groups G = {s 1 , s 2 , s 3 } were constructed using the data at hand, yet Proposition 2 implies that the familywise error rate has been controlled with datadependent groups and multiple tests in a sensitivity analysis that allows for a bias of = 1·45. In this specific sense, we can discover groups exhibiting effect modification using the data, yet act as if those groups were specified a priori in closed testing of subgroup hypotheses, while strongly controlling the familywise error rate.
SIMULATION
5·1. Structure of the simulation
This simulation checks the claims of Propositions 1 and 2, investigates the ability of a regression tree (Breiman et al., 1984) of |Y i | on x i to identify relevant subgroups, and examines various concepts of power. We would like to be able to report insensitivity to bias when the association between treatment Z i j and response R i j is produced by an actual treatment effect, and not by bias in assigning treatments. Therefore, the power of a sensitivity analysis is evaluated when, unknown to the investigator, the treatment is effective and there is no unmeasured bias. In this situation, the power of a level-α sensitivity analysis performed with a specific value of 1 is the probability that the upper bound on the p-value will be less than or equal to α when computed with this ; see Rosenbaum (2004; 2010, Part III; 2013a) .
The simulation has two versions, a limited version presented in the main article and a more extensive version reported in the Supplementary Material. A description of the limited version follows. In parallel with the example in § 1·2, the simulation considers six covariates x as potential effect modifiers, and there are I = 2000 pair differences Y i . Each of these covariates is binary, and they are six independent Bernoulli trials with probability of success 1/2. Of these, at most two of the covariates interact with the treatment to modify the effect on the pair differences Y i , but it is left to the regression tree to discover which covariates matter. For the two levels of the two active covariates, a = 0, 1 and b = 0, 1, the pair differences are distributed as Y i ∼ N (μ ab , 1). In the null case, μ ab = 0 for all a and b. In all other cases, the expected effect or the average of the four μ ab is 1/2. In the case of a constant effect without effect modification, μ ab = 1/2 for all a and b, and in this case it is a mistake to split the pairs into groups. How frequently does this mistake occur and how harmful is it when it does occur? In the case of slight effect modification, μ 00 = μ 01 = 0·6 and μ 10 = μ 11 = 0·4. Are there benefits to grouping when the effect modification is so slight? In the case of complex effect modification, μ 00 = 1·5, μ 01 = μ 10 = 0 and μ 11 = 0·5, so a tree-based procedure must split on both covariates to succeed in separating all pairs with different expectations. In this case, the null hypothesis of no effect is false, but there are subgroups with no effect, so falsely rejecting a true subgroup hypothesis is now possible. While σ 2 ab = 1 for all a and b in the simulation presented here in the main article, the extensive simulation in the Supplementary Material varies both μ ab and σ 2 ab in a variety of other patterns . 530  531  532  533  534  535  536  537  538  539  540  541  542  543  544  545  546  547  548  549  550  551  552  553  554  555  556  557  558  559  560  561  562  563  564  565  566  567  568  569  570  571  572  573  574  575  576 As in Hsu et al. (2013) , the tree is built from the regression tree fit of the ranks of 2000 absolute pair differences |Y i | on the x i . The R package 'rpart' (R Development Core Team, 2015) was used with complexity parameter set to 0·005. Each sampling situation was replicated 5000 times, so an estimated power or error rate has standard error of at most √ (0·5 × 0·5/5000) = 0·0071.
5·2. Evaluating the groups How can we judge whether groups G constructed by the regression tree are in fact good groups? In each sampling situation, let μ i = E(Y i ) and σ 2 i = var(Y i ), and of course in a simulation we know μ i and σ 2 i . In all simulated cases, μ i and σ 2 i vary with at most two of the binary covariates, so there are at most four values of each, and we take σ 2 i = 1 except in the Supplementary Material. Writeμ g = |s g | −1 i∈s g μ i for the average expectation in group g. We say that a tree is perfect if μ i =μ g for every i ∈ s g for every g, that is, if the groups always separate pair differences with different expectations. We quantify departures from perfection by
, which is the fractional increase in the mean squared error from grouping by G rather than by a perfect grouping. A perfect tree has ι G = 1. For comparison, we also compute ι A where A is a single group of all the pairs, A = {s 1 } with s 1 = {1, . . . , I }.
In Table 2 we report the mean of ι G and ι A for four sampling situations, each replicated 5000 times. The grouping by the regression tree shows only small departures from perfection in all four situations, with mean squared error ι G ranging from 1 to 1·03. Not grouping had mean squared error ι A ranging from 1 to 1·38. Not grouping in the complex effect modification setting had a much higher mean squared error than grouping by the regression tree: an ι A of 1·38 compared with an ι G of 1·03. Table 2 also records the number of trees out of 5000 that had a single leaf, so that the regression tree produced just one group consisting of all 2000 pairs. In the case of no effect or a constant effect, more than 4939 of the 5000 trees had a single leaf; that is, the regression tree rarely created groups when there was no reason to create groups.
5·3. Level of the tests
Propositions 1 and 2 make assertions about the level of certain tests or testing procedures. Specifically, Proposition 1 says that whenever a group of pairs is entirely unaffected, a test with nominal level α will falsely reject with probability at most α, despite the fact that the groups were constructed using the data. Proposition 2 says that when closed testing is applied with component testing having nominal level α, the familywise error rate is strongly controlled at α: the chance of falsely rejecting at least one true hypothesis is at most α. Do the simulation results agree with these assertions?
In Table 2 , the column headed 'False rejections, All' is the proportion of null leaves in which the hypothesis of no effect was falsely rejected, and for = 1 it is consistently near 0·05. Table 2 also records the number of null leaves. A false rejection cannot occur when every individual is affected by the treatment, and in these cases the false rejections section of the table is blank. When there is no unmeasured bias, as in all the simulated examples, but the sensitivity analysis entertains the possibility of such bias (i.e., > 1), the chance of false rejection is much less than 0·05. The column headed 'False rejections, Family' is the proportion of applications of closed testing that resulted in at least one false rejection, that is, a null leaf declared to have been affected. Perfect MSE, fractional increase in mean squared error compared with a perfect grouping; # 1-leaf trees, the number of single-leaf trees among 5000 replicates; Leaves, Null (Total), the averaged null (total) leaves over 5000 replicates; False rejections, All, the proportion of null leaves in which the hypothesis of no effect was falsely rejected; False rejections, Family, the proportion of applications of closed testing that issued at least one false rejection; Power to reject H 0 , the power of two sensitivity analyses when testing H 0 of no effect at all; One, the combined test; Trunc, the truncated product; Reject false H 0 , the proportion of pairs in a group for which the hypothesis of no effect is rejected by closed testing using the truncated product, averaging over affected pairs and then 5000 replicates.
Here too, the 0·05 familywise level appears to have been preserved, consistent with the claim of Proposition 2. In brief, building the groups by the regression tree method of regressing |Y i | on x i does not appear to have increased the probability of falsely rejecting a true null hypothesis, which is consistent with Propositions 1 and 2.
5·4. Power of the tests
The two columns in Table 2 headed 'Power to reject H 0 ' give the power of two sensitivity analyses when testing for no effect at all, H 0 . Here, the column labelled 'One' is for the combined test in Table 1 , which performs a single test using all I = 2000 pairs. In contrast, the column labelled 'Trunc' performs a separate test for each subgroup and combines their p-values using the truncated product of Zaykin et al. (2002) Hsu et al. (2013) about design sensitivity and the limiting power of a sensitivity analysis, the combined method has worse power than the truncated product method except when the effect is constant.
The final column of Table 2 requires some explanation. There are I = 2000 pairs in each simulated sample, but only some of these are affected by the treatment. For a pair that is affected, we assign the score 1 if that pair is in a group for which the hypothesis of no effect is rejected by closed testing using the truncated product, and we assign the score 0 otherwise. The final column, 'Reject false H 0 ', is the average over 5000 replicates of the proportion of '1' scores among the affected pairs. In general, comparing the last column with the 'Power to reject H 0 , One' column, it is seen that the truncated product will often identify specific affected groups by closed testing at values of for which the combined test has virtually no power to detect anything.
In brief, a single test for all pairs is inferior in terms of power in all simulated cases of effect modification, and it has only slightly higher power than the other methods when the effect is constant. Closed testing using the truncated product will often identify affected groups when a single test would accept the null hypothesis of no effect at all.
STRENGTH-k MATCHING: NEAR-EXACT MATCHING
In the earthquake data in § 1·2, there were V = 6 candidate covariates defining 2 × 2 × 3 × 3 × 5 × 2 = 360 types of individuals, but the final branchings in Fig. 1 had only three groups formed from just two covariates. It is often difficult to match exactly for many covariates x i j , but not so difficult to match for two covariates and simply balance the rest. However, before we examined the matched pairs, we did not know which two covariates would be suggested as possible effect modifiers in Fig. 1 , so we did not know which two covariates should be exactly matched and which other covariates could merely be balanced. In this section we propose a new and strong form of matching, strength-k matching, and show how it can aid in the study of effect modification.
Strength-k balance means that every subset of k covariates is exactly balanced. Here, balance refers to the distributions of covariates in exposed and control groups, not to who is paired with whom. In § 1·2, each of the C(6, 3) = 20 subsets of k = 3 of the V = 6 covariates is exactly balanced. For example, one of the 20 subsets had 3 × 3 × 5 = 45 categories, and the exposed and control groups had exactly the same frequencies in each of these 45 categories. The term 'strength-k matching' is intended to suggest a limited analogy with the orthogonal arrays used to construct fractional factorial designs; see Hedayat et al. (1999) . Matching V covariates with strength k is fairly straightforward to implement with the R package 'mipmatch' (Zubizarreta, , 2015 : essentially, one requests balance for C(V, k) = 20 covariates formed as direct products of k of the V covariates, ignoring the origin of these 20 covariates as built from six covariates.
By definition, strength-k matching means that, in addition to the constraint of strength-k balance, all V = 6 covariates should be exactly matched in the maximum number of pairs. This turned out to be 1978/2106 = 94% of the pairs. The match used several additional but standard matching techniques that are described in the Supplementary Material.
The tree in Fig. 1 was built using the 1978 exactly matched pairs. Once Fig. 1 had selected 2 k covariates as candidates for effect modification, the 128 = 2106 − 1978 inexactly matched pairs were rematched to be exact for the two covariates and to be exact for as many as possible of the V = 6 covariates. Clearly, in a strength-k match of V covariates, one can always rematch the inexact pairs to be exact for k or fewer covariates. Also, this rematching does not alter the fact that all I rematched pairs constitute a strength-k match of V covariates, because that property is unaffected by who is matched to whom. So we built the groups using the 1978 exactly matched 1. SPECIFICS OF STRENGTH k MATCHING 1·1. Strength k matching for studying effect modification In studying effect modification, it is convenient to have treatment-control pairs matched to have the same values of the effect modifiers. If a covariate is not exactly matched, if men are sometimes matched to women, then the treated-minus-control pair difference in outcomes Y i may 20 be associated with gender because of the mismatch on gender rather than because the treatment effect is different for men than for women. Expressed in familiar if imprecise terms, gender may have a main effect and an interaction with the treatment, and when pairs are exactly matched for gender the main effect is removed so the interaction can be seen clearly. In the example of the Chilean earthquake, it was not possible to match exactly for all V = 6 candidate effect modifiers 25 v ij , yet we did not want to lose any pairs because of this.
It is easy to match to balance many covariates, perhaps by matching on the propensity score (Rosenbaum and Rubin 1985) , or perhaps using fine balance ), but even with nominal covariates, it is not possible to match everyone exactly for more than a few covariates because the number of combinations grows exponentially with the number of covariates. 30 This is a common problem when more than a few covariates are candidates as effect modifiers.
In the earthquake example, there were V = 6 candidate covariates v ij that were plausible effect modifiers, yielding |V| = 2 × 2 × 3 × 3 × 5 × 2 = 360 types of individuals, yet there were only I = 2106 pairs of an exposed and an unexposed individual. In fact, only 1978/2106 = 94% of the pairs are exactly matched for all six basic covariates. However, by design, the six co-35 variates exhibit strength 3 balance. In a strength 3 match, each of the C(V, 3) = C(6, 3) = 20 combinations of 3 of the V covariates is exactly balanced: the marginal distribution is the same in treated and control matched pairs. Table 1 illustrates this in the case of gender, marital status and self-rated health, but the same balance occurs for all 20 groups of three of the V = 6 basic covariates. One of these 20 choices of 3 covariates had 3 × 3 × 5 = 45 categories, where all six 40 covariates had 2 × 2 × 3 × 3 × 5 × 2 = 360 categories.
How can the marginal distributions be identical with pairs that are not perfectly matched? A mismatch in one pair counterbalances a mismatch in another. Subject to the requirement (or constraint) of strength k balance, plus balance requirements on x ij , the matching algorithm maximized the number of pairs that were exactly matched for v, so v i1 = v i2 as often as possible.
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Specifically, 1978/2106 = 94% of the pairs are exactly matched for all V = 6 basic covariates v ij , although 128 pairs could be balanced but not exactly matched. Because the six covariates are exactly balanced, whenever an inexact match does occur in the 128 inexact pairs, the mismatch is counterbalanced in another inexact pair. For example, there were 15/2106 = 0·007 pairs in which a treated individual with a health problem was paired to a control without a health problem, 50 but this was counterbalanced by 15/2106 = 0·007 pairs in which a control with a health problem was paired to a treated individual without one.
With a strength k match, we build groups using just the exactly matched pairs, say the pairs
. . , I} where |I| = 1978. If the resulting groups end up being defined using k or fewer variables, then the I − |I| = 128 inexactly matched pairs can be re-55 arranged to be exactly matched for all of the k or fewer variables that define the groups. In the example, the three groups were defined by two covariates, gender and income quartile, and the match was strength 3, so it was possible to break the original pairing of the 128 inexactly matched pairs, and pair these 2 × 128 individuals again to be exactly matched for the groups defined by the regression tree, with the consequence that all of the individuals in the original 60 2106 pairs were retained. The marginal distributions showing covariate balance in Figure 1 are unchanged because they do not depend upon who is paired with whom.
1·2. Implementing strength k matching Implementing strength k matching is straightforward using Zubizarreta (2012)'s mipmatch package in R. First, the C(V, k) nominal variables formed from k of the V basic variables v ij are determined, and the match is constrained to perfectly balance all of these. Second, additional balance constraints are imposed on the remaining observed covariates x ij . At this stage, the problem becomes an integer program, a constrained combinatorial optimization problem that mipmatch solves. The match maximizes the number of pairs subject to covariate balance constraints. Optionally, one may also use other standard matching techniques also available in 70 mipmatch. In the current paper, as in Zubizarreta et al. (2014) , we view matching and pairing as separate tasks: matching selects treated and control groups that exhibit covariate balance, whereas in the current paper the pairing in §4·2 focuses attention on the V nominal candidate effect modifiers.
The remainder of §1 describes the construction of the matched earthquake data; however, this 75 material is not used later in the paper and may be skipped. The match was the largest possible match that exhibited certain stipulated and desired properties of covariate balance, a process called "cardinality matching" (Zubizarreta et al., 2014 ). We matched:
(i) with exact pair matching for age groups, using 6 age groups, namely [15, 25) , [25, 35) , [35, 45) , [45, 55) , [55, 65) , and [65, );
(ii) to exactly balance the 20 possible 3-way interactions of sex, married or cohabitant, number of persons in the household (1, 2, 3, 4 or 5, 6 or more), health problem, health perception (poor, fair, good), and quartile of work income {0, (0, 150000], (150000, ∞)};
(iii) to force very similar means or proportions for age, marital status (divorced or widow, single), health problem, hospitalized, psychological problem, disability (self sufficient or low, 85 moderate or severe, no, unknown), health insurance (public, private, other, no, unknown), years of education, employment status (employed, unemployed, inactive), work income, total income, poverty status, housing status (own housing or paying to own it, rented housing, ceded housing, irregular use of housing), housing structure (acceptable, reparable, irreparable), overcrowding (no, medium, critical), and an estimated propensity score. Here, 90 we constrained the differences in means or proportions to be at most 0.1 times their standard deviations before matching; see Rosenbaum and Rubin (1985) . This produced 2106 matched pairs meeting the covariate balance properties.
The re-pairing of the 2 × 128 = 2 × (I − |I|) individuals inexactly matched for v ij used a distance that severely penalized mismatches for the three groups defined by Figure 1 , but other-95 wise simply counted the number of mismatches, 0 to 6, on coordinates of v ij ; see Rosenbaum (2010, §9.2) . Among these 128 re-paired inexact pairs, none differed on the groups in Figure 1 , 126 pairs differed on exactly one of the six basic covariates in v ij , and 2 pairs differed on two of the basic covariates. Now, all I = 2106 pairs are exactly matched for the variables that define the groups, G = {s 1 , s 2 , s 3 }. 
SIMULATION: AN EXTENSIVE VERSION
In this more extensive version of the simulation, we consider (1) the effect of not being able to exactly match all pairs for all of the candidate effect modifiers and building the regression tree using only those pairs that can be exactly matched; (2) the effect of both the mean and variance differing among groups; and (3) different patterns of variation among the groups. A description 105 of the extensive version of the simulation follows the notation and definitions in §5 of the paper. (i) Six potential effect modifiers: Each of these covariates is binary and independently follows six Bernoulli trials with probability of success 1/2. Of these, at most two of the covariates interact with the treatment to affect the responses, affecting either the mean or the variance of the pair differences Y i , but it is left to the regression tree to discover which covariates affect the response. 110 (ii) Building trees: In the limited version, all I = 2000 pairs are used to build the regression tree. In this extensive version, only |I| = 1000 pairs are used to build the tree. In comparison with the earthquake data in §1, i.e., among I = 2106 pairs, |I| = 1978 exactly matched pairs were used to build the tree. The tree is built from the CART regression to the ranks of 1,000 absolute pair differences |Y i | on x i for the 1,000 exact matched pairs. The remaining 1,000 pairs of the 115 I = 2000 pairs were classified using the tree constructed from the first 1,000 pairs. (iii) Sampling situations: Table 2 describes eight sampling situations with Normal errors and constant variance of matched pair differences, Y i , whereas Table 3 permits the variance of Y i to change with the covariates among eleven sampling situations. In Table 2 , cases A, B, C, and D are the same scenarios as in Table 2 of the paper, except (ii) above. We also include four scenarios for strong 120 effect modification, E-1 to E-4. In Table 3 , the means for the different cases are the same as for the cases in Table 2 , but the variances vary across four cells defined by the first two covariates and the average variance over the active cases is 1. For example, in case G in Table 3 , which is analogous to case B in Table 2 , the expected effect is constant but the variance changes.
To evaluate the groups, we quantify departures from perfection by ι G , the fractional increase 125 in the mean square error from grouping by G = {s 1 , . . . , s G }. A perfect tree has ι G = 1. We also compute ι A where A is a single group of all the pairs, A = {s 1 } with s 1 = {1, . . . , I}. In Tables  2 and 3 , the mean of ι G and ι A is reported for nineteen sampling scenarios, each replicated 5,000 tree ι G are typically much better; i.e., 1 ≈ ι G ≪ ι A . Tables 2 and 3 also record the number of trees, out of 5,000 trees, that had a single leaf, so CART produced just one group consisting of all I pairs. For instance, in cases of A and B, the pairs are homogeneous, and more than 4,000 of the 5,000 trees had a single leaf. The good power of CART groups in homogeneous cases like B partly reflects CART's typical decision not to form subgroups in homogeneous cases.
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In Tables 2 and 3 , the column 'False rejections, All' is the proportion of null leaves in which the hypothesis of no effect was falsely rejected and for Γ = 1 it is consistently near 0.05. The column 'Null rejects, family' is the proportion of applications of closed testing that issued in at least one false rejection, that is, a null leaf declared to have been affected. Here too, the 0·05 family-wise level appears to have been preserved. In addition to the two columns 'one' 140 and 'trunc' under 'Rejecting H 0 ', which appeared in Table 2 of the paper, the columns 'Fisher' and 'Simes' were added. 'Fisher' is Fisher's combination of P -values used in place of the truncated product. 'Simes' is the Simes method for combining independent P -values, and it is, by definition, a uniform improvement on use of the Bonferroni inequality. The truncated product and Simes method are similar and often best in terms of power, but they are not uniformly best; 145 see, for instance, the homogeneous case B where the combined method and Fisher's method win by a small margin.
The final column, 'Reject false H 0 ', is the average over 5,000 replicates of the proportion of 1's among the affected pairs. For example, if this number were 0·5, then we expect half of the affected pairs to be in groups successfully identified by closed testing as 'non-null groups'. This 150 section is blank when there is no expected effect, as in cases A, F-1, and F-2. In case E-4, at Γ = 9, 56·2% of affected pairs were in groups where an effect was found, whereas the combined test found no evidence of an effect.
Particularly interesting is case G. In case G, the first two covariates affect the variance of Y i but not its mean. Despite this, and consistent with results in Rosenbaum (2010, §15) and 155 Zubizarreta et al. (2014) , the single test has inferior power when compare to all of the tree-based methods that focus on subgroups.
As in Table 2 in the paper, Tables 2 and 3 of this supplementary materials shows that a single test for all pairs is substantially inferior in terms of power in all simulated cases of effect modification, and it has only slightly higher power than the other methods when the effect is constant 160 in case B. Closed testing using the truncated product will often identify affected groups when a single test would accept the null hypothesis of no effect at all. Fig. 1 . Balance for three continuous covariates in 2009, before the earthquake, in I = 2016 matched pairs containing one individual from a severely shaken region of Chile and one control from a region barely touched by the earthquake.
