Dynamics for the stochastic Kuramoto-Sivashinsky equation with a nonlocal term is studied. We prove that the stochastic equation has a finite-dimensional random attractor.
Introduction
The deterministic one-dimensional Kuramoto-Sivashinsky (K-S) equation with periodic boundary conditions, first introduced in [15] , has been used to model cellular instabilities in flame fronts, thin liquid films on planes and various turbulence phenomena in chemistry and combustion. It is given by u t + u xxxx + u xx + uu x = 0, x ∈ G, u is periodic on G, (1.1) where G = (−L, L), L > 0. It has been regarded as a paradigm of low-dimensional dynamics in infinite-dimensional systems and the global dynamical properties of the equation have been studied by many authors. As is well known, a finite-dimensional global attractor for odd initial conditions was obtained in [17] , and the existence of the attractor for all initial conditions was known in [4] .
The impact of a dispersive term u xxx on the standard K-S equation (1.1) was first considered by Ercolani et al. [13] . In particular, the impact of a nonlocal term on the dynamics of Eq. (1.1) was studied by Duan and Ervin [11] . The Hilbert transform H of the third spatial derivative of the function u under the periodic conditions was introduced as a nonlocal term of the standard K-S equation (1.1), which models the thin flow films falling down an inclined plane, subject to an applied electric field [14] . Equation (1.1) can be rewritten as u t + u xxxx + u xx + uu x + αH (u xxx ) = 0, in G, u is periodic on G, (1.2) where α is a positive constant and the Hilbert transform has the form:
which possesses the following properties [11] :
where D := ∂ ∂x and integrals are with respect to x ∈ G. In the sequel we will always understand integrals are taken over G, unless specified otherwise.
The present paper is concerned with the stochastic version of the nonlocal K-S equation (1.2) . This equation is given by du + u xxxx + u xx + uu x + αH (u xxx ) dt = σ dW(t), in G, u is periodic on G, (1.4) where the constant σ > 0 and the noise term W (t) is an infinite-dimensional Wiener process which will be explained in detail later. The stochastic partial differential equation without the nonlocal term (i.e., α = 0) was considered in some papers, for example [12, 16] . The random term models the fluctuations generated by microscopic effects in the flux of the bombarding particles. The existence and uniqueness of solutions to the stochastic K-S equation with homogeneous Dirichlet boundary conditions and without nonlocal term in L 4 (0, T ; L 4 (G)) are known in [12] .
Before considering the stochastic K-S equation (1.4) with nonlocal term, combined the noise and the Hilbert transform of the dispersive term, we recall two important facts of the problem (1.2) with the initial value u 0 : it preserves the spatial average of u in time 1 2L
which is shown by integration of Eq. (1.2) over the domain G and the properties of the Hilbert transform. It implies the impossibility of constructing a compact set to absorb the trajectories of solutions. In order to study dynamics of the solution, we can shift (1.2) by considerinḡ
Thus, without loss of generality, we will assumeū 0 = 0 in the following and work in the space defined by which gives an exponential growth for t → ∞,
In order to overcome the difficulty of the stability problem for Eq. (1.2), Duan et al. [11] introduced a gauge transform to establish a coercive estimate and proved the existence of a global attractor which has finite fractal and Hausdorff dimensions.
The present paper is devoted to showing the stochastic nonlocal K-S equation (1.4) possesses a finite-dimensional global attractor, known as the random attractor. However, this has to be worked in the completely different framework, that is, so-called random dynamical systems. Recently, Crauel and Flandoli [5] and Schmalfuss [19] obtained the existence of global random attractors by incorporating the white noise in deterministic dynamical systems. Using the framework of random dynamical systems developed by Arnold and his collaborators ( [1] , etc.), they generalized the concept of global attractor to the stochastic case. The random attractor is regarded as an appropriate extension [3] , from which some important informations can be used to understand the long-time behavior of stochastic partial differential equations.
Debussche [10] proved the Hausdorff dimension of the random attractor has a precise bound under general assumptions satisfied by many stochastic dynamical systems. He generalized the particular cases originated by Crauel and Flandoli [6] where the restrictive assumptions are imposed and by Schmalfuss [20] where the results can only be applied to special stochastic systems.
The fundamental difficulty for the generalization of theory of the deterministic dynamical systems to the stochastic cases lies in the fact that there is no chance that bounded sets in the phase space remain invariant. In fact, the white noise pushes the system out of every bounded set with probability one. Essentially, relatively narrow white noises such as additive noise and linear multiplicative noise can be considered. In these situations, stochastic partial differential equations can be reduced to a random ones without the noise term explicitly, and so, some deterministic techniques can be used.
Let us now return to the discussion of the stochastic nonlocal K-S equation (1.4). The important fact is that the noise is added into the deterministic nonlocal K-S equation (1.2) . Due to the additive noise, we can define a cocycle by a unique solution to Eq. (1.4). By the introduction of a gauge function [11] , we proved the existence of a absorbing set in H and obtain that the cocycle corresponding to the stochastic system (1.4) has a random attractor. Moreover, we prove the differentiability of the cocycle, and so, Debussche's results are used to deduce the Hausdorff dimension of the random attractor is finite. It is pointed out that due to the existence of the nonlocal term and the absent of regularity of the stochastic convolution, the existence of the solution to Eq. (1.4) and the compactness of the random absorbing set are obtained by the Galerkin approximation approach and the classical sequence convergence, respectively, not by introducing the stochastic convolution to reduce the equation considered to the one with random coefficients and the Sobolev compact embedding theorem. This paper is organized as follows. In Section 2, some preliminaries are presented. We introduce some basic function spaces, inequalities, the framework of the theory of random dynamical systems and random attractors. In Section 3, we define a stochastic flow and give a cocycle to model the associated stochastic nonlocal K-S equation. Then, the existence of a random attractor is proved in Section 4. Finally, we prove the Hausdorff dimension of the random attractor is finite.
Throughout the paper, the letters C and C i (i ∈ N) denote some generic constants, which may change from one line to another, sometimes even within one line.
Preliminaries
We first give some basic function spaces, inequalities and characterization of the noise. Then random dynamical systems and random attractors are introduced.
Function spaces and noise
We denote by H k per (G), k ∈ N, the usual Sobolev spaces of periodic functions on G and seṫ We define an unbounded self-adjoint linear operator A = −D 2 on H with domain V . It is well known that the eigenvalues of A are
, k ∈ N, and the corresponding eigenvectors are the functions:
which form a complete orthonormal basis in H . Consider the linear operator R :
Then the operator R is positive, self-adjoint and sectorial on the space D(A 2 ). The spectrum of R consists of eigenvalues μ k := λ 2 k − λ k + 1 and the corresponding eigenfunctions {e k ,ê k }. Furthermore, by spectral theory, we may define the fractional powers A s of A, s ∈ R, by 
We will use the following Poincaré type inequality:
1 |u| t , s t, u ∈ V t , and the interpolatory inequality:
As usual, we define a trilinear form by
is the space of continuous functions onḠ. The space-periodicity boundary condition implies b(u, u, u) = 0, for u ∈ V . We also define the bilinear continuous operator B :
and write B(u) = B(u, u).
The stochastic nonlocal K-S equation (1.4) is now equivalent to the following abstract form:
For the additive stochastic term, we assume the following.
Assumption 2.1. The noise process W (t), defined on a filtered probability space (Ω, F, {F t } t∈R , P ), is a two-sided in time Q-Wiener process on H given as the expansion
where ω i = e i +ê i and {e i ,ê i } i∈N are the orthonormal basis of H from the eigenvectors of the operator A and {β i } i∈N are independent two-sided standard Brownian motions on (Ω, F, P ). The Hilbert-Schmidt operator Q, called as the covariance of W , is of trace class, i.e., tr
The specific case Q = I , or equivalently, α i = 1, for all i ∈ N, corresponds to the case of a cylindrical white noise. Notice also that due to the definition of W (t), like the deterministic case, the white noise process conserves mass, i.e., G W (x) dx = 0.
Under Assumption 2.1, the linear equation
has a unique stationary solution given by the Itô integral and Fourier series expansion
which is also called as stochastic convolution. As is well known, z(t) is a continuous Gaussian process in the space H . Moreover, we can prove the process Dz(t, x) is also Hölder continuous. That is,
Proposition 2.2. Under Assumption 2.1, the process Dz(t, x) has a version which is ν-Hölder continuous with respect to
Proof. From the representation (2.4), we can write Dz as the following expansion:
Therefore, using the inequality
where we have used λ 2 k 2μ k . Moreover, fixing t > s, we have
Writing C β = sup x 0, y 0 e −x −e −y |x−y| 2β , we get for β ∈ [0,
Consequently, for β ∈ [0, 4 ], by (2.5) and (2.6), there exists a positive constant C such that
Since the random variable Dz(t, x) − Dz(s, y) is Gaussian, then for all m ∈ N, we obtain
and so, the conclusion follows from Kolmogorov theorem [18] . 2
Random dynamical systems
Let (Ω, F, P ) be a probability space and {θ t : Ω → Ω, t ∈ R} a family of measure-preserving transformations such that θ 0 = I , and θ t+s = θ t • θ s , for all t, s ∈ R. {θ t } is called a metric dynamical system on (Ω, F, P ). We always assume that θ is ergodic under P .
is called a random dynamical system (RDS) if ϕ satisfies cocycle property:
A RDS is said to be continuous if ϕ(t, ω) : X → X is continuous P-a.s. for every t ∈ R. Notice that the RDS ϕ defined above is two-sided, which is invertible, and ϕ(t, ω) −1 = ϕ(−t, θ t ω). As random attractors are characterized by random sets, we have to deal with some new concepts such as absorption, attraction and invariance. Specially the pull-back approach, starting from −∞ and observing time 0, has been extensively explored in the theory of random dynamical systems. Before characterizing the absorption and attraction, we define a compact random set as follows.
Definition 2.4. A set-valued map
Definition 2.5. Let A(ω) and B(ω) be two random sets. We say
It is clear that a random absorbing set is attracting. We call an invariant compact attracting set as a random attractor, formally, [5, 19] . Definition 2.6. A random set A(ω) is said to be a random attractor for the RDS ϕ if P-a.s.,
Similar to the deterministic theory, the existence result of random attractors can be stated as follows ( [5, 7] , etc.).
Theorem 2.7. If there exists a random compact set absorbing every bounded nonrandom set B ⊂ X, the RDS ϕ possesses a random attractor A(ω):
where Λ B (ω) := s 0 t s ϕ(t, θ −t ω)B is the omega-limit set of B.
Remark 2.8.
(1) We have defined a global random set attractor which is uniquely determined by a attracting compact set [6] . (2) ϕ(t, θ −t ω)x can be interpreted as the position at t = 0 of the trajectory which was at x at time −t, that is, while time t is moving, the trajectory ϕ(t, θ −t ω)x is always at the position at time zero. Therefore, the random attractor in Definition 2.6 is also called as the "pullback attractor."
As we know, one of the most important results in the theory of global attractors for deterministic systems is that the dimension of the attractor is finite. The attractor A with a finite Hausdorff dimension is homeomorphic to a subset of R n and the asymptotic behavior can be described by a finite number of coordinates. Although the random attractor is not uniformly bounded, it is expected that the theory on the Hausdorff dimension of a global attractor of a deterministic system can be generalized to the stochastic case under some assumptions ( [10, 19] , etc.). Based on Lyapunov exponents, Debussche obtains that the Hausdorff dimension of the random attractor is finite if the corresponding cocycle ϕ(t, ω) satisfies some properties, especially uniformly differentiability. The following conclusion is due to Debussche [10] .
Theorem 2.9. Let A(ω) be a compact measurable set which is invariant under a random map S(ω), ω ∈ Ω, for some ergodic metric dynamical system (Ω, F, P , (θ t ) t∈R ). Assume that (1) S(ω) is almost surely uniformly differentiable on A(ω), that is, for every u, u + h ∈ A(ω), there exists D(S(ω, u)) in L(H ), the space of bounded linear operator from H to H , such that
S(ω)(u + h) − S(ω)u − DS(ω, u)h k (ω)|h| 1+μ , where μ > 0,k(ω) is a random variable satisfyingk(ω) 1, E(logk) < ∞. (2) ω d (DS(ω, u)) ω d (ω) for u ∈ A(ω) and some random variableω d (ω) satisfying E(log(ω d )) < 0, where ω d (L) = α 1 (L) · · · α d (L), α i (L) = inf F ⊂H dim F i−1 sup ϕ∈F ⊥ |ϕ| H =1 |Lϕ| H for L ∈ L(H ). (3) α 1 (DS(ω, u)) ᾱ 1 (ω), for u ∈ A(ω) and a random variableᾱ 1 (ω) 1 with E(logᾱ 1 ) < ∞.
Then the Hausdorff dimension d H (A(ω)) of A(ω) is less than d almost surely.

Stochastic flow
For the stochastic nonlocal K-S equation (1.4) , it is nonautonomous, and so it is impossible to define a semigroup on the phase space H . Thus, a solution of Eq. (1.4) gives a stochastic flow instead of a semigroup. Let u(t, ω; s, u s ) be its solution with the initial value u(s) = u s . The corresponding stochastic flow can be defined by
where we have used the notation W (t, ω) = ω(t).
We now construct an RDS by the stochastic flow ϕ. Consider the set of continuous function with value 0 at 0:
Let F be the Borel sigma-algebra induced by the compact-open topology of Ω, and P a Wiener measure on (Ω, F). We define
which satisfies θ t • θ s = θ t+s . Then (Ω, F, P , (θ t ) t∈R ) is an ergodic metric dynamical system which models white noise.
Writing S(t, s; ω)u s = u(t, ω; s, u s ), s r t, we have P-a.s.,
S(t, s; ω) = S(t, r; ω)S(r, s; ω), S(t, s; ω) = S(t − s, 0; θ s ω),
which implies that ϕ satisfies cocycle properties. Finally, if the stochastic flow ϕ(t, ω) : H → H is measurable in ω and continuous P-a.s. for every t ∈ R, which will be guaranteed by Theorem 3.3 below, then ϕ gives a continuous random dynamical system on H over (Ω, F, P , (θ t ) t∈R ) associated with the stochastic KuramotoSivashinsky equation with nonlocal term.
In the end, we have to prove the global existence and uniqueness of solution to Eq. (1.4). First, we give the definition of a weak solution to the stochastic nonlocal K-S equation. Definition 3.1. A stochastic process u(t), t 0, is said to be a weak solution of the stochastic nonlocal K-S equation (1.4) if it satisfies the following:
holds P-a.s. in V , the dual space of V .
Uniqueness is standard by estimating the difference of two solutions of Eq. (1.4). Indeed, let u i (t) (i = 1, 2) be two solutions of Eq. (1.4) with u i (0) = u 0 i , u 0 i ∈ H , and denote
Taking the scalar product in H of the above equation with f , we get 1 2 The Gronwall's lemma gives
which shows uniqueness. In order to obtain the existence of a weak solution, we will work pathwise (i.e., ω ∈ Ω is fixed) and use the Galerkin method. A finite-dimensional Galerkin approximation of Eq. (1.4) can be given as follows. For m ∈ N, let P m be the orthogonal projector in H over the subspace H m , spanned by the first m eigenvectors of A, and set B m (u) = P m B(P m u), for u ∈ H . Then we write the following approximation: 
Proposition 3.2 (Energy estimate). Under Assumption 2.1, let u m be a solution of the stochastic ODE (3.2). Then we have the energy equality
1 2 d u m 2 + D 2 u m 2 − Du m 2 + α u m H D 3 u m dt = 1 2 σ 2 tr P m Q dt + σ ∞ k=1 √ α k e k , u m dβ k (t),(3.
3)
which yields the following a priori estimate: The above inequality and the energy equality (3.3) give
We apply the interpolation inequality (and then the Cauchy-Schwarz inequality) to give
Therefore, by integrating over [0, t], we have
where M is the Itô integral
For any T > 0, taking supremum and then expectations in (3.6), we have
Moreover, we take expectations in (3.6) and apply Gronwall's lemma with E|u m (t)| 2 to give
Also, the Burkholde-Davis-Gundy inequality leads to .7), we obtain the energy inequality (3.4). 2
The passage to the limit in Eq. (3.2) is classical, and so, the stochastic nonlocal K-S equation (1.4) has a unique weak solution. Similar questions on the existence of weak solutions of stochastic differential equations were studied by many authors [2, 8, 9, 12] , etc. Also notice that the weak solution can belong to a better space [8, 12] . In conclusion, we obtain the following theorem. 
The random attractor
In this section, we prove the stochastic nonlocal K-S equation (1.4) possesses a random attractor. From Theorem 2.7, we have to prove the existence of a random compact absorbing set. Notice that the difficulty of the stability problem for this stochastic equation is the same as the deterministic case. By applying the Itô formula to the function |u| 2 , where u is a solution of Eq. (1.4), we get
dW (t) .
Using the inequality |u| 2 
which indeed shows an exponential growth in mean square for t → ∞,
Thus, we introduce a time dependent gauge function to yield an important coercive estimate, and so to obtain the existence of a random absorbing set in H . In order to prove the random absorbing set is compact, it suffices to show that any bounded sequence in the random absorbing set contains a convergent subsequence.
We begin with introducing a bi-linear form inḢ 4 per :
where the weighted function φ ∈Ċ 4 per anḋ
The bilinear form enjoys the following estimate by an appropriate choice of the weighted function [11] . Let us introduce the change of variable
per , and b(t) is to be determined later. If u(t) is a solution of Eq. (1.4) with the initial value u(s) = u s , the resulting equation for v reads
It satisfies the same space-periodicity boundary conditions as u and the initial condition:
We begin to prove the existence of a compact absorbing set which will be furnished by the next two lemmas. The following lemma describes the absorption in the space H .
Lemma 4.2. Given any ball of H , B(0, ρ) centered at 0 of radius ρ, for any −1 t 1, there exist random variables R t (ω) and t (ρ; ω) < −1 such that for any s t (ρ; ω), u s ∈ B(0, ρ), S(t, s; ω)u s R t (ω), (4.2)
holds P-a.s. 
where we have used the orthogonality (B(v), v) = 0. It is not difficult to lead to
Using these inequalities, form (4.3), we have
Denote by C g b ,z the right side of the above inequality, which is a finite positive function dependent on t in terms of Proposition 2.2 and g b ∈Ċ per . Using the estimate | v 2 Dz| |Dz| L ∞ (G) |v| 2 , (4.4) can be rewritten as
We also write
which is positive and continuous with respect to t. For β = β 0 , Lemma 4.1 implies that there exists a gauge function g b ∈Ċ per such that
Therefore, from (4.5), we obtain 
holds P-a.s. Indeed, it is enough to choose t (ρ; ω) < −1 such that for s < t(ρ; ω), t ∈ [−1, 1],
holds P-a.s. Denote by r 2 t (ω) the right side of the inequality (4.7). Writing Proof. We only verify that the random absorbing set B(ω) is compact. Let {u n 0 : n ∈ N} be a sequence in B(ω) and v n a solution of the following equation 8) such that v n (0) = u n 0 − z(0). Taking the scalar product in H of Eq. (4.8) with v, we obtain 1 2
The terms on the right side of (4.9) can be estimated as follows: Putting these estimates above into (4.9), we have
where we have used the notations |z| ∞ = |z| L ∞ (G) and
Applying the Gronwall inequality to (4.10), we get that for t ∈ [−1, 0],
Denoting by C 3 the right side of the above inequality and integrating (4.10) over
Since
, and so, it is compact in L 2 (−1, 0; H ). Hence, there exists a subsequence
, it is easy to yield
We now prove the subsequence {u
Substituting these estimates above into (4.12), we obtain 
Integrating the above inequality on [−1, 0], we obtain
, which implies that the sequence u n k 0 converges to u 0 , and thus, B(ω) is compact. 2
In the end, applying Theorem 2.7, we conclude 
) possesses a random attractor A(ω).
A compact absorbing set with the ω-wise attraction property guarantees the existence of the random attractor, but the union in ω of A(ω) is not compact in general. Since P is invariant under θ t , the forward attraction property from 0 to ∞ can be obtained w.r.t. convergence in probability, that is,
holds for any ε > 0 and all deterministic bounded set B ⊂ H 0 . This means the trajectories starting at B at time 0 are always attracted by the moving compact set A(θ t ω).
Hausdorff dimension of the random attractor
We continue study of the Hausdorff dimension of the random attractor associated with the stochastic nonlocal K-S equation (1.4). We hope to find an upper bound of the Hausdorff dimension of the random attractor A by using Theorem 2.9.
Define a random map S in H by
and an ergodic transformation θ = θ 1 . Then the random attractor A(ω), ω ∈ Ω, is a compact measurable set invariant by S. In order to apply Theorem 2.9, we need to check that the three assumptions of the theorem hold. We first establish the uniformly differentiability of the random map S by the following lemma. In conclusion, we have the following result. 
Lemma 5.1. S(ω) is almost surely uniformly differentiable on
