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Résumé de la thèse
Cette thèse s'articule autour de deux thèmes : une transformation
de B(H) introduite par Aluthge et la méthode d'Ansari-Eno.
La première partie fait l'objet de l'étude de la transformation de
Aluthge qui a eu un impact important ces dernières années en théo-
rie des opérateurs. Des résultats optimaux sur la stabilité d'un certain
nombre de classes d'opérateurs, telles que la classe des isométries par-
tielles et les classes associées au comportement asymptotique d'un opé-
rateur, sont fournis. Nous étudions également l'évolution d'invariants
opératoriels, tels que le polynôme minimal, la fonction minimum, l'as-
cente et la descente, sous l'action de la transformation ; nous compa-
rons plus précisément les suites des noyaux et images relatives aux
itérés d'un opérateur et de sa transformée de Aluthge.
La deuxième partie est l'occasion d'étudier la théorie d'Ansari-
Eno, qui a permis de gros progrès pour le problème du sous-espace
hyper-invariant. Nous développons plus particulièrement la notion fon-
datrice de la méthode, celle de vecteur extrémal. La localisation et une
nouvelle caractérisation de ces vecteurs sont données. Leur régularité
et leur robustesse, au regard de diérents paramètres, sont éprouvées.
Enn, nous comparons les vecteurs extrémaux d'un shift à poids
et ceux associés à sa transformée de Aluthge. Cette étude aboutit à la
construction d'une suite de vecteurs extrémaux associés aux itérés de
la transformation de Aluthge, pour laquelle certaines propriétés sont
mises en évidence.
Mots-clés
Transformation de Aluthge, méthode d'Ansari-Eno, vecteur extré-
mal, vecteur minimal, shift à poids, isométrie partielle, co-isométrie,
opérateur stable, C0,·, opéraeur à composante asymptotique non nulle,
C1,·, ascente, descente, polynôme minimal, fonction minimum, pseudo-
inverse de Moore-Penrose.
Aluthge Transform and Extremal Vectors
Thesis Summary
This thesis is based on two topics : a transformation of B(H) in-
troduced by Aluthge and the Ansari-Eno method.
In the rst part, we study the Aluthge transformation which really
had an impact on operator theory in the past ten years. Some optimal
results about stability for several operators classes, such as isometries
class and classes of operators dened by their asymptotic behaviour,
are given. We also study changes generated by Aluthge transform about
some usual tools in operator theory like minimum polynomial, mini-
mum function, ascent and descent ; precisely, we compare iterated ker-
nels and iterated ranges sequences related to an operator and to its
Aluthge transform.
The second part is devoted to the study of the Ansari-Eno theory,
which allowed to make progress in the hyper-invariant subspace pro-
blem. We develop the notion of extremal vectors which is the funda-
mental point of the theory. We clarify their spatial localization and a
new caracterisation for these vectors is given. Regularity and robust-
ness with regard to dierent parameters are tried and tested.
Finally, we compare extremal vectors associated with weighted shifts
and the one corresponding to their Aluthge transform. This study leads
to build a sequence of extremal vectors associated with the iterated
Aluthge transform, for which we highlight several properties.
Keywords
Aluthge transform, Ansari-Eno method, extremal vector, minimal
vector, weighted shift, partial isometry, co-isometry, stable operator,
C0,·, asymptotically non-vanishing, C1,·, ascent, descent, minimal poly-
nomial, minimum function, Moore-Penrose pseudo-inverse.
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Notations
Le but de cette partie est d'indiquer clairement la signication des
notations que l'on utilisera dans cette thèse. Le lecteur pourra ainsi
facilement s'y référer en cas de doute concernant une notation.
 Ensembles classiques :
N, Z Ensemble des entiers naturels / relatifs ;
R, C Ensemble des nombres réels / complexes ;
D Disque unité ouvert de C, i.e. {z ∈ C; |z| < 1} ;
T Tore de C, i.e. {z ∈ C; |z| = 1} ;
A(D) Algèbre des fonctions continues sur D, analytiques sur D ;
H Désigne un espace de Hilbert complexe ;
Vect(F ) Sous-espace vectoriel engendré par une famille F de vec-
teurs ;
B(x, r[ Boule ouverte de centre x et de rayon r ;
B(x, r] Boule fermée de centre x et de rayon r ;
∂B(x, r) Sphère de centre x et de rayon r.
 Principaux objets associés d'un opérateur T ∈ B(H) :
〈x|y〉 Désigne le produit scalaire des vecteurs x et y ;
[x|y] Partie réelle de 〈x|y〉 ;
‖ · ‖ Désigne, sans distinction, la norme ‖x‖ d'un vecteur x de
H ou la norme ‖T‖ d'un opérateur de B(H) ;
σ(T ) Désigne le spectre de T ;
r(T ) Désigne le rayon spectral de T ;
yT,x,ε Désigne le vecteur extrémal associé à un triplet (T, x, ε),
déni dans la section 2.2.1 ;
cT,x,ε Désigne le coecient de colinéarité (cf. section 2.2.1).
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 Opérateurs agissant sur un espace de Hilbert :
PK Désigne, lorsque K est un sous-espace vectoriel de H, la pro-
jection orthogonale de H sur K ;
a⊗ b Désigne, lorsque a, b ∈ H, le produit tensoriel de a par b, déni
par ∀x ∈ H, a⊗ b(x) = 〈b|x〉a ;
ST Désigne, lorsque T ∈ B(H), la limite de la suite (T ∗nT n)n∈N∗ .
Sn Désigne le shift sur un espace de dimension n ∈ N∗ (cf. p. 28) ;
Su Désigne le shift sur Eu = H2 ⊖ uH2 où H2 est l'espace de
Hardy classique et u une fonction intérieure (cf. p. 31) ;
∆(T ) Transformation de Aluthge d'un opérateur T de B(H) (p.12) ;
∆λ(T ) Transformation de Aluthge généralisée d'un opérateur T de
B(H) (p.12).
 Classes d'opérateurs :
B(H) Ensemble des opérateurs bornés sur H ;
C0 Ensemble des contractions de B(H), i.e. des opéra-
teurs vériant ‖T‖ 6 1 ;
PBabs(H) Ensemble des opérateurs de B(H) polynomialement
bornés et absolument continus ;
C0,· Ensemble des opérateurs T de B(H) vériant ST = 0,
également caractérisé par : ∀x ∈ H, lim
n→+∞
‖T nx‖ = 0 ;
C1,· Ensemble des opérateurs T de B(H) dont l'applica-
tion ST est injective.
 Polynômes et fonctions associés à un opérateur :
X Désigne l'application identité sur C ;
mT Désigne, lorsqu'il est déni et notamment si H est de di-
mension nie, le polynôme minimal associé à l'opérateur
T ∈ B(H) ;
m˜T Désigne, lorsque mT est déni et possède 0 comme racine
d'ordre n ∈ N, le polynôme mT
Xn
;
ωT Désigne la fonction minimale associée à un opérateur T de
PBabs(H) ;
ω˜T Est déni, si ωT existe, par la factorisation ωT : z 7→ znω˜T
avec ω˜T (0) 6= 0 ;
Chapitre 1
Introduction
Cette thèse s'inscrit dans le domaine de la théorie des opérateurs,
c'est-à-dire l'étude des endomorphismes continus d'un espace vectoriel
normé. Ce dernier sera noté H dans toute notre étude ; il sera supposé
muni d'une structure d'espace de Hilbert complexe et séparable, sauf
dans quelques remarques très précises où l'hypothèse concernantH sera
alors explicitée. Et B(H) désignera l'algèbre des opérateurs linéaires
bornés dénis sur H.
La plupart des recherches actuelles concerne l'étude de certaines
classes d'opérateurs ; on peut citer en particulier les classes d'opéra-
teurs normaux (ce sont les opérateurs T ∈ B(H) tels que T ∗T = TT ∗),
quasi-normaux (T ∈ B(H) tels que T ∗TT = TT ∗T ), sous-normaux
(opérateurs possèdant une extension normale), hypo-normaux (opéra-
teurs T tels que T ∗T > TT ∗) et paranormaux (T ∈ B(H) tels que
pour tout x ∈ H, ‖T 2x‖ > ‖Tx‖2). La structure des opérateurs nor-
maux est bien connue ; de nombreuses propriétés pour les opérateurs
quasi-normaux (cf. [15]) et sous-normaux (cf. [16]) ont déjà été obte-
nues ; par contre la classe des opérateurs hypo-normaux reste encore
dicile à appréhender.
Son étude a connu un essor particulier depuis une vingtaine d'an-
nées, suite aux travaux d'Ariyadasa Aluthge. En eet, celui-ci a intro-
duit, dans son travail [1] sur les opérateurs hyponormaux en 1990, une
nouvelle transformation agissant sur cet espace B(H) : on l'appelle
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transformation de Aluthge. Elle possède des propriétés remarquables
et, de fait, elle est étudiée et utilisée dans de nombreux articles. L'ob-
jectif de mon travail est d'étudier cet objet sous divers angles d'obser-
vation.
On dénit la transformation de Aluthge d'un opérateur T à partir
de sa décomposition polaire (cf. 2.1) : si T = U |T | est la décomposi-
tion polaire d'un opérateur T ∈ B(H), on appelle transformation de
Aluthge de T l'opérateur de B(H), noté ∆(T ), déni par
∆(T ) = |T | 12U |T | 12 .
La transformation ∆ ainsi dénie est donc une application de B(H)
dans B(H). On pourra trouver dans le chapitre 2 quelques prélimi-
naires, utiles pour la lecture de la thèse, concernant la décomposition
polaire et la transformation de Aluthge.
Plus généralement, on peut dénir de manière analogue la trans-
formation de Aluthge généralisée d'un opérateur T , de décomposition
polaire T = U |T |. Pour tout nombre réel λ ∈ [0, 1], on appelle λ-
transformation de Aluthge de T l'opérateur
∆λ(T ) = |T |λU |T |1−λ.
Cette généralisation recouvre, pour λ = 1
2
, la dénition de la transfor-
mation de Aluthge et, pour λ = 1, la dénition de la transformation
de Duggal (cf. [32]).
Les propriétés spectrales de la transformation de Aluthge montrent
que celle-ci est un outil pertinent dans l'étude de B(H). On peut si-
gnaler dans une première approche le résultat bien connu suivant, dont
on trouvera une démonstration dans [43] : le spectre est un invariant de
la transformation de Aluthge, et c'est même un invariant de la trans-
formation de Aluthge généralisée ∆λ pour tout λ ∈ [0, 1].
Trois auteurs, I.B. Jung, E. Ko et C. Pearcy, ont étudié des ques-
tions connexes à ce résultat. Ils ont notamment précisé l'égalité spec-
trale (cf. [39]) en prouvant que les spectres d'approximation σap, ponc-
tuel σp, essentiel σe, essentiel gauche σle, et essentiel droit σre sont tous
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des invariants de la transformation de Aluthge ∆. Plus précisément,
on a par exemple, pour tout opérateur T ,
σap(∆(T )) = σap(T ) et σap(∆(T )
∗)\{0} = σap(T ∗)\{0}.
Et ces deux égalités sont encore valables pour chacun des spectres
dénis ci-dessus.
Dans [41], ces trois mêmes auteurs ont également montré que les
sous-espaces propres associés aux éventuelles valeurs propres de T et de
∆(T ) ont même dimension. Nous verrons dans cette thèse un résultat
analogue pour les sous-espaces caractéristiques.
Ces trois mêmes auteurs se sont intéressés également à la trans-
formation de Aluthge en tant que fonction de B(H) dans lui-même.
Ils ont notamment prouvé que ∆ est continue en norme en tout point
d'image dense, et continue en tout point pour la topologie faible (cf.
[8] pour une extension du résultat à la transformation généralisée).
Avec l'aide de C. Foias, ils ont montré (cf. [32]) qu'elle est complète-
ment contractive. Plus précisément, pour tout opérateur T , et toute
fonction f holomorphe sur un voisinage de σ(T ), on a
‖f(∆(T ))‖ 6 ‖f(T )‖.
Cette inégalité est également valable si l'on remplace la transforma-
tion de Aluthge par son homologue généralisée ∆λ, selon [8]. T. Ando
a précisé ce résultat en montrant (cf [3]) que l'inégalité ‖∆(T )−αI‖ 6
‖T − αI‖ est satisfaite pour tout α ∈ C. G. Ji, Y. Pang et Z. Li ont
également étudié la fonction ∆ au travers de son image. Ils ont no-
tamment prouvé (cf. [38]) que celle-ci est dense dans B(H) pour la
topologie forte, et fermée ou dense dans B(H) pour la topologie de la
norme. D'autres inégalités opératorielles faisant intervenir la transfor-
mation de Aluthge ont été établies : citons par exemple [21] et [17].
Le comportement de la transformation de Aluthge vis-à-vis de l'image
numérique a beaucoup été étudié. Rappelons que l'image numérique
W (T ) d'un opérateur T est l'ensemble convexe (théorème de Toeplitz-
Hausdor, [35]) déni par
W (T ) = {〈Tx|x〉|x ∈ H; ‖x‖ = 1} .
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T. Yamazaki a prouvé (cf. [59]) que l'égalité W (∆(T )) ⊂ W (T ) est
vériée pour tout opérateur T possèdant une décomposition polaire
T = U |T | telle que U est unitaire. Par la suite, P.Y. Wu a obtenu le
résultat dans le cas général (cf. [57]). Il faut attendre C. Foias, I.B.
Jung, E. Ko et C. Pearcy pour obtenir le résultat général suivant (cf.
[32])
W (f(∆(T ))) ⊂ W (f(T ))
pour toute fonction f holomorphe au voisinage de σ(T ). Ce résultat a
été étendu pour l'image numérique généralisée par M. Ito, H. Nakazato,
K. Okubo et T. Yamazaki dans [48] et [36], pour l'image numérique
essentielle par G. Ji, Z. Li et N. Liu dans [37], et précisé pour le cas des
matrices carrées de taille 2 par D.E.V. Rose et I.M. Spitkovsky dans
[49].
Une autre caractérisation remarquable, faisant intervenir la trans-
formation de Aluthge, concerne les matrices convexoïdes. On dit qu'une
matrice est convexoïde si son image numérique est l'enveloppe convexe
de son spectre. Une matrice normale est convexoïde, mais la réciproque
est fausse. T. Ando a établi (cf [3]) le résultat suivant : une matrice T
est convexoïde si et seulement si W (T ) = W (∆(T )).
On rappelle que le rayon numérique w(T ) d'un opérateur T est
déni comme la borne supérieure des valeurs absolues des éléments de
W (T ), c'est-à-dire
w(T ) = sup{|λ|;λ ∈ W (T )}.
On peut déjà remarquer que l'inclusion concernant W (∆(T )) et W (T )
nous permet d'écrire w(∆(T )) 6 w(T ). Par ailleurs, on sait depuis
longtemps que max
(
r(T ), 1
2
‖T‖) 6 w(T ) 6 ‖T‖. T. Yamazaki a ob-
tenu une inégalité plus ne à l'aide de la transformation de Aluthge
(cf. [60]) :
w(T ) 6
1
2
(‖T‖+ w(∆(T ))) .
Le comportement de la transformation de Aluthge vis-à-vis de cer-
taines classes d'opérateurs, autres que les classes dénies au tout début
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de l'introduction, est également un domaine étudié dans de nombreux
articles.
J. Antezana, P. Massey et D. Stojano ont prouvé dans [8] que la
classe des idéaux de Schatten est stable par la transformation généra-
lisée ∆λ. Ils ont également donné des estimations sur la norme de la
transformation de Aluthge d'un opérateur T appartenant à la classe
des opérateurs de Hilbert-Schmidt dans [8]. On peut également citer la
caractérisation des opérateurs dont la transformée généralisée est une
contraction, obtenue dans [20].
L'objet du chapitre 3 de cette thèse est d'étudier le comportement
de la transformation de Aluthge vis-à-vis des classes des isométries,
des co-isométries, et du comportement asymptotique des itérés d'un
opérateur.
Les points xes de la transformation de Aluthge sont les opérateurs
quasi-normaux. En eet, un opérateur T = U |T | vérie ∆(T ) = T
si, et seulement si, |T | 12U |T | 12 = T = U |T | 12 |T | 12 , ce qui équivaut à
|T | 12U = U |T | 12 puisque l'espace initial de U est Im |T | = Im |T | 12 . Il
est alors aisé de voir que T est un point xe de ∆ si, et seulement si, |T |
et U commutent, c'est-à-dire si, et seulement si, T est quasi-normal.
Lorsque l'espace H sur lequel agit l'opérateur T est de dimension nie,
l'ensemble des points xes est restreint à l'ensemble des opérateurs
normaux.
On dénit également, pour tout opérateur T de décomposition po-
laire T = U |T |, la suite (∆n(T ))n∈N en posant ∆0(T ) = T et, pour
tout entier naturel n,
∆n+1(T ) = ∆ (∆n(T )) .
Cette suite est appelée la suite des itérés de la transformation de Alu-
thge. On trouve aussi la dénomination suite de Aluthge. Nous utilise-
rons indiéremment les deux titres dans cette thèse.
Cette suite est beaucoup étudiée de par la richesse des résultats ob-
tenus et des conjectures avancées, que ce soit pour un espace H de di-
mension nie ou innie. En eet, d'une part des propriétés marquantes
ont été établies ; et d'autre part, cette suite semble avoir un eet de
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régularisation de l'opérateur par rapport à certaines caractéristiques,
comme les sous-espaces invariants.
Un résultat qui dévoile l'intérêt que peut avoir cette transformation
est celui de T. Ando, qui a obtenu (cf [3]) l'écriture de l'enveloppe
convexe du spectre de T comme l'intersection de l'adhérence des images
numériques de la suite des itérés de la transformation de Aluthge :
conv(σ(T )) =
+∞⋂
n=1
W (∆n(T )).
Dans l'hypothèse où H est de dimension nie, T. Yamazaki a dé-
montré (cf. [58]) la formule suivante,
r(T ) = lim
n→+∞
‖∆n(T )‖.
Elle permet d'obtenir le calcul du rayon spectral d'un opérateur T à
partir de la suite des normes des itérés de la transformation de Alu-
thge. T.Y. Tam a étendu le résultat (cf. [54]) pour la transformation
généralisée de Aluthge, en supposant T inversible.
La question de la convergence a été ces dernières années un point
de recherche particulièrement productif. Tout d'abord, T. Ando et T.
Yamazaki ont étudié le cas particulier des matrices carrées de taille 2.
Ils ont montré que la suite des itérés de la transformation de Aluthge
dans ce cas converge vers un opérateur normal. Ce résultat a été précisé
dans [53] en eectuant des hypothèses plus précises sur la matrice.
Dans le cas plus général des matrices carrées de taille n ∈ N∗, des
méthodes issues de la théorie des groupes ont permis à J. Antezana, E.
Pujals et D. Stojano d'obtenir de nouveaux résultats de convergence.
Ils ont notamment montré que la suite de Aluthge associée à une ma-
trice diagonalisable converge ([9], [10]), puis par des techniques issues
de l'étude des variétés Riemanniennes, ils ont obtenu le résultat dans
le cas général des matrices carrées ([11]).
Dans le prolongement de la question de la convergence de la suite
des itérés de la transformation de Aluthge en dimension nie, D. E.
Rose et I. M. Spitkovsky ont étudié la stabilisation de ladite suite (cf.
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[49]). Ils ont notamment prouvé que si celle-ci était constante à partir
d'un certain rang, alors cette stabilisation se produit après au plus n−1
pas.
En dimension innie, la situation est loin d'être claire. Il a été
conjecturé par I. B. Jung, E. Ko et C. Pearcy ([39]) que la suite devait
converger vers un opérateur quasi-normal R (c'est-à-dire tel que l'iso-
métrie de la décomposition polaire de R commute avec le module de
R). Ce résultat est mis en défaut par M. Ch	o, I. B. Jung et W. Y. Lee
dans leur article [27] : les auteurs ont en eet réussi à exhiber deux
exemples d'opérateurs, de type shift à poids bilatéral (c'est-à-dire dé-
ni sur ℓ2(Z)), pour lesquelles la suite des itérés de la transformation
de Aluthge ne converge pas vers un opérateur quasi-normal pour la
topologie faible ou la topologie issue de la norme. La conjecture de la
convergence a été, de fait, déplacée à la classe des operateurs hyponor-
maux (ou plus généralement p-hyponormaux), vis-à-vis de la topologie
forte.
Cette transformation se révèle aussi très intéressante en ce qui
concerne le problème du sous-espace invariant. D'une part parce que la
classe des opérateurs normaux tient une place particulière tant du point
de vue de la transformation de Aluthge (comme nous l'avons évoqué
précédemment) que du point de vue du problème du sous-espace inva-
riant (on peut montrer à l'aide du calcul fonctionnel introduit par Von
Neumann qu'un opérateur normal possède de nombreux sous-espaces
invariants). D'autre part parce qu'on sait, grâce à [39], qu'un opéra-
teur possède un sous-espace invariant non trivial si, et seulement si, sa
transformation de Aluthge en possède un. Par contre, leurs treillis de
sous-espaces invariants peuvent ne pas être isomorphes.
Les mêmes résultats tiennent encore pour l'existence d'un sous-
espace hyper-invariant. En introduisant une toute nouvelle méthode,
Per Eno (cf. [30]), aidé par la suite de Shamim Ansari (cf. [7]), a pu
obtenir de nouveaux résultats sur ce problème du sous-espace hyper-
invariant.
Le principe initial de cette méthode découle de l'envie, pour un
opérateur T à image dense, de pallier au défaut de surjectivité de T .
Pour ce faire, les deux auteurs considèrent un vecteur particulier x et
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sélectionnent, parmi les vecteurs appartenant à une boule centrée en
x, un unique vecteur qu'ils qualient d'extrémal. Une dénition plus
précise est proposée dans les préliminaires.
Cette méthode s'est en fait révélée particulièrement riche à pro-
pos du problème du sous-espace hyper-invariant. Pour certaines classes
d'opérateurs, en observant ces vecteurs extrémaux associés aux puis-
sances de l'opérateur, S. Ansari et P. Eno ont réussi à fabriquer un
sous-espace hyper-invariant pour l'opérateur. Suite à ces innovations,
C. Foïas, I.B. Jung, E. Ko et C. Pearcy ont approfondi ce dernier aspect
de la méthode ([40], [33], [34]). Sur le même sujet, on pourra également
consulter les travaux de I. Chalendar, A. Flattot et J. R. Partington
([25], [26], [24]), de G. Androulakis ([6]) ou encore de V. G. Troitsky
([55]).
Après une brève présentation de la méthode d'Ansari-Eno et de
quelques applications dans le chapitre 2, nous reviendrons, dans le
chapitre 4, sur ces vecteurs extrémaux.
L'angle d'étude qui sera alors choisi est beaucoup plus centré sur
les vecteurs extrémaux eux-mêmes. Une clarication de la situation
concernant ces vecteurs devrait en eet permettre de mieux les appré-
hender, en particulier dans les applications précédemment citées. Dans
un premier temps, nous préciserons la localisation et fournirons une
nouvelle caractérisation permettant le calcul pratique de ces vecteurs.
Et une deuxième partie sera l'occasion d'une étude de la régularité des
vecteurs extrémaux au regard des diérents paramètres.
Les propriétés de la transformation de Aluthge, et les progrès ap-
portés par la méthode d'Ansari-Eno sur le problème du sous-espace
hyper-invariant, nous ont conduit à relier les deux sujets. L'objet du
chapitre 5 sera une étude comparative des vecteurs extrémaux associés
à T et à ∆(T ), puis plus généralement ceux associés à la suite des
itérés de la transformation de Aluthge. Nous étudierons à ce titre les
exemples fondamentaux d'opérateurs que sont les shifts à poids.
Chapitre 2
Préliminaires
2.1 Transformation de Aluthge
2.1.1 Décomposition polaire
Eectuons tout d'abord un bref rappel sur la décomposition po-
laire d'un opérateur. Lorsque T est un opérateur linéaire borné sur H,
T ∗T est un opérateur positif donc il possède une unique racine carrée
positive, que l'on note |T |. Cet opérateur est appelé module de T . On
dénit alors la décomposition polaire de T de la manière suivante :
Lemme 2.1. Pour tout T ∈ B(H), il existe une isométrie partielle
U , d'espace initial (kerT )⊥ = Im |T | et d'espace nal ImT , telle que
T = U |T |.
Cette décomposition est appelée décomposition polaire de T .
De plus, si T s'écrit T = V P où P est un opérateur positif et V une
isométrie partielle vériant kerV = kerP , alors P = |T | et V = U .
Et on note également que Im |T | 12 = Im |T | = ImT ∗.
On renvoie à [28] pour une démonstration de ce lemme.
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2.1.2 Deux égalités d'entrelacement
On peut observer deux égalités démontrées dans [32], concernant
la transformation de Aluthge : si T est un opérateur agissant sur H,
et si f est une fonction holomorphe sur un voisinage de σ(T ), alors on
a d'une part
f(∆(T ))|T | 12 = |T | 12f(T ),
et d'autre part
U |T | 12f(∆(T )) = f(T )U |T | 12 .
On peut obtenir des égalités du même type concernant la transforma-
tion de Aluthge généralisée, dénie en introduction.
Lemme 2.2. Soient λ ∈ [0, 1] et T ∈ B(H). Alors on a les égalités
f(∆(T ))|T |λ = |T |λf(T )
et
U |T |1−λf(∆(T )) = f(T )U |T |1−λ.
Démonstration. On a ∆λ(T )|T |λ = |T |λT . On en déduit que pour tout
entier naturel k, (∆λ(T ))k|T |λ = |T |λT k, donc pour tout polynôme
P à coecients complexes, P (∆λ(T ))|T |λ = |T |λP (T ). Si, de plus, le
polynôme ne s'annule pas sur σ(T ), alors P (T ) et P (∆λ(T )) sont in-
versibles et P (∆λ(T ))−1|T |λ = |T |λP (T )−1. On en déduit que l'égalité
F (∆λ(T ))|T |λ = |T |λF (T ) est valable pour toute fraction rationnelle
F dont le dénominateur ne s'annule pas sur σ(T ). Le calcul fonctionnel
de Riesz-Dunford (cf. [28]) permet de conclure que pour toute fonction
f holomorphe sur σ(T ),
f(∆(T ))|T |λ = |T |λf(T ).
On montre U |T |1−λf(∆(T )) = f(T )U |T |1−λ de manière analogue.
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2.2 Présentation de la méthode d'Ansari-
Eno
Le but de ce paragraphe est de présenter brièvement une méthode
récemment introduite par S. Ansari et P. Eno dans [7]. Cette mé-
thode consiste à isoler certains vecteurs dans un premier temps, dits
extrémaux (ou encore minimaux), puis à utiliser leur particularité
pour l'existence de sous-espaces hyper-invariants pour certaines classes
d'opérateurs.
Nous allons, dans la troisième partie de cette thése, développer
plus précisément certaines propriétés de ces vecteurs extrémaux, no-
tamment à propos de leur localisation et de leur régularité. Pour plus
de clarté, nous présentons ici la première partie de la méthode, en nous
appuyant sur [7] et [56].
2.2.1 Dénition et notations
Étant donné un opérateur borné T d'un espace de Hilbert, dont
l'image est dense mais qui n'est cependant pas surjectif, il est très
naturel de chercher à mesurer le défaut de surjectivité. C'est cette idée
qui donne le point de départ de la construction des vecteurs extrémaux.
Si on considère un vecteur x, on sait qu'une boule centrée en ce
vecteur et de rayon arbitrairement petit contiendra toujours des vec-
teurs de l'image de T . On va alors isoler un vecteur particulier, que
l'on appelera vecteur minimal. Précisons justement cette unicité par le
lemme suivant.
Lemme 2.3. Soit T un opérateur de B(H) dont l'image est dense.
Soient un vecteur non nul x de H, et un réel 0 < ε < ‖x‖. Alors il
existe un unique vecteur y de norme minimale vériant
‖Ty − x‖ 6 ε.
Le caractère minimal de la norme de y s'exprime grâce à l'égalité
‖y‖ = inf {‖z‖; ‖Tz − x‖ 6 ε} .
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Démonstration. On pose F = {z ∈ H; ‖Tz − x‖ 6 ε}. C'est un sous-
ensemble convexe fermé non-vide de H. En eet, le fait que T soit à
image dense assure que l'ensemble est non-vide. Par ailleurs on peut
remarquer que
T−1 (B(x, ε]) = {z ∈ H; ‖Tz − x‖ 6 ε} = F
est donc aussi un ensemble fermé, puisque T est une application conti-
nue. Enn, si z1 et z2 sont deux vecteurs de F et si t ∈ [0; 1], alors
‖T (tz1 + (1− t)z2)− x‖ = ‖t(Tz1 − x) + (1− t)(Tz2 − x)‖
6 tε+ (1− t)ε 6 ε,
ce qui entraîne que F est convexe. Ainsi, le théorème de projection sur
un sous-ensemble convexe fermé non-vide dans un espace de Hilbert
assure l'existence et l'unicité de y, clairement non nul.
Dénition 2.4. Un tel vecteur y est appelé vecteur extrémal (ou encore
vecteur minimal) associé à (T, x, ε).
Notations 2.5. Le vecteur extrémal associé à un opérateur T à image
dense, un vecteur x ∈ H\{0} et un réel ε ∈]0; ‖x‖[ est noté yT,x,ε.
Dans la mesure où cela ne prête pas à confusion et selon le carac-
tère que l'on souhaitera étudier, on pourra le noter yx,ε ou même plus
simplement yx ou yε.
Il va nous être très utile par la suite de préciser le lieu de minimi-
sation. Commençons par la remarque suivante.
Remarque 2.6. La minimisation ne se fait que sur la sphère de centre
x et de rayon ε. Autrement dit, étant donné un triplet (T, x, ε) vériant
les conditions du lemme 2.3, le vecteur minimal yT,x,ε vérie en fait
l'égalité
‖TyT,x,ε − x‖ = ε.
Démonstration. Par l'absurde, si ‖Tyx,ε − x‖ < ε, alors d'une part
on peut poser α = ε − ‖Tyx,ε − x‖ > 0, et d'autre part il existe un
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réel δ > 0 tel que B(yx,ε, δ] ⊂ F . En eet, tout vecteur z de B(yx,ε, δ]
vérie : ‖Tz−x‖ 6 ‖T (z−yx,ε)‖+‖Tyx,ε−x‖ 6 ‖T‖δ+ε−α 6 ε pour
un choix licite de δ > 0 tel que δ 6 α
‖T‖
. Par suite, (1 − δ
2
)yx,ε a une
norme plus petite que yx,ε ce qui contredit la minimalité de yx,ε.
Cette étude se poursuivra dans le chapitre 4 dont l'objectif est,
d'une part, de préciser la localisation des vecteurs extrémaux, et d'autre
part, d'étudier le comportement des vecteurs minimaux lorsque l'on fait
varier les paramètres x et ε.
2.2.2 Quelques applications au problème du sous-
espace hyper-invariant
Nous présentons brièvement dans cette section quelques applica-
tions de la méthode présentée au paragraphe précédent. S. Ansari et
P. Eno l'ont introduite dans le but de fournir de nouveaux résultats
sur le problème du sous-espace hyper-invariant. Ils ont obtenu des ré-
sultats originaux dans ce sens et par la suite de nombreux auteurs ont
repris et étendu ces idées.
Rappelons la dénition de sous-espace hyper-invariant.
Dénition 2.7. Soit T ∈ B(H).
• On appelle commutant de T l'ensemble noté {T}′ des opérateurs
de B(H) qui commutent avec T .
• Un sous-espace vectoriel F est dit hyper-invariant pour T lorsque
tout opérateur de {T}′ stabilise F . On note HLat(T ) l'ensemble
des sous-espaces hyper-invariants pour T .
Le point de départ de cette étude du problème du sous-espace in-
variant est la construction d'une suite un peu mystérieuse, introduite
dans [7] et obtenue à l'aide des vecteurs extrémaux associés aux puis-
sances successives d'un opérateur quasinilpotent.
Lemme 2.8. Soit T un opérateur de B(H), à image dense, et quasi-
nilpotent. Soient x un vecteur non nul de H et 0 < ε < ‖x‖. Soit enn
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(yn)n∈N la suite des vecteurs minimaux associés à (T n, x, ε). Alors on
peut en extraire une sous-suite (ynk)k telle que
lim
k→∞
‖ynk‖
‖ynk+1‖
= 0.
Démonstration. Supposons par l'absurde que 0 n'est pas une valeur
d'adhérence de la suite
(
‖yn‖
‖yn+1‖
)
. Comme pour tout entier n, ‖yn‖
‖yn+1‖
> 0,
cela revient à supposer qu'il existe un réel t > 0 minorant cette suite,
et on peut même supposer que
inf
n∈N
‖yn‖
‖yn+1‖ = t.
Alors on écrit ‖y0‖ > t‖y1‖ > · · · > tn‖yn‖ pour tout n ∈ N. Or, par
dénition des vecteurs extrémaux, ε = ‖y0 − x‖ = ‖T nyn − x‖. Par
suite, la minimalité de ‖y0‖ conduit à ‖T nyn‖ > ‖y0‖, donc
tn‖yn‖ 6 ‖y0‖ 6 ‖T nyn‖ 6 ‖T n‖ · ‖yn‖
et ‖T n‖ > tn, d'où r(T ) > t > 0 ce qui contredit le fait que le spectre
de l'opérateur quasinilpotent T soit restreint à 0.
On peut alors prouver le théorème séquentiel suivant.
Théorème 2.9. Soit T ∈ B(H) un opérateur quasinilpotent non-nul.
Soit aussi B un opérateur arbitraire dans le commutant {T}′ de T ,
tel que BT 6= 0. Alors il existe deux suites (sk)k et (tk)k de vecteurs
de H, qui convergent respectivement pour la topologie faible vers deux
vecteurs non-nuls s et t, avec Bs 6= 0, et une suite (βk)k de nombres
positifs convergeant vers 0, telles que, pour toute suite (Ck)k d'éléments
de la boule unité de {T}′, on ait
∀k ∈ N, |〈Cksk|tk〉| 6 βk.
Ce résultat permet de retrouver le théorème suivant, dû à V. Lo-
monosov (cf. [45]) et démontré à l'aide de techniques complètement
diérentes et plus lourdes que celle que nous présentons. La version
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que l'on propose est inspirée de [40], papier dans lequel les auteurs
ont eu l'idée fructueuse de mêler les techniques d'Eno sur les vecteurs
extrémaux, et les méthodes de Lomonosov sur les opérateurs compacts.
Théorème 2.10. On considère un opérateur T quasinilpotent non nul.
On suppose que {T}′ possède la propriété de Pearcy-Salinas, c'est-à-
dire qu'il existe :
• une suite (Dh)h, d'opérateurs de {T}′ qui converge faiblement
vers un opérateur non nul C (commutant avec T ) ;
• une suite (Kh)h d'opérateurs compacts pour laquelle la limite de
‖Dh −Kh‖ soit nulle lorsque h tend vers +∞.
Alors l'opérateur T admet un sous-espace hyper-invariant non trivial,
ce qui s'écrit aussi
Hlat(T ) 6= {{0},H} .
En particulier, on obtient facilement un résultat bien connu, tou-
jours dû à V. Lomonosov (cf. [44]) :
Corollaire 2.11. Tout opérateur compact non nul admet un sous-
espace hyper-invariant non trivial.
Donnons pour nir la conséquence suivante, qui établit une réduc-
tion du problème du sous-espace hyper-invariant pour les opérateurs
quasinilpotents. On renvoie à [33] et [34] pour une preuve.
Théorème 2.12. Pour prouver que tout opérateur quasinilpotent non
nul admet un sous-espace hyper-invariant non trivial, il sut de le
faire pour toute quasi-anité quasinilpotente, vériant la propriété sui-
vante :√
T ∗T possède un sous-espace réduisant de dimension in-
nie E , tel que T ∗T|E soit compact.

Chapitre 3
Transfomation de Aluthge et
classes d'opérateurs
Nous avons rappelé en introduction que certains opérateurs, tels
que les opérateurs normaux et quasi-normaux, avaient un comporte-
ment singulier sous l'inuence de la transformation de Aluthge. Tou-
jours dans cet esprit, et an de mieux comprendre et appréhender cette
transformation, nous allons, à travers ce chapitre, observer le compor-
tement de diérentes classes d'opérateurs de B(H) sous l'action de la
transformation de Aluthge.
Ces travaux sont issus d'une collaboration avec le Professeur Gilles
Cassier, et ont conduit, pour une large part, à la publication de l'article
[23].
Dans une première section, nous étudierons la transformée de Alu-
thge d'une isométrie partielle. On développera ensuite la stabilité du
polynôme minimal, de l'ascente et de la descente, plus géneralement
de la suite des itérés des noyaux et des images d'un opérateur, sous
l'action de cette transformation. Enn, on terminera par l'analyse de
la stabilité des classes C0,· et C1,·.
Dans tout ce chapitre, pour tout sous-espace vectoriel K de H, on
désigne par PK la projection orthogonale sur K.
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3.1 La classe des isométries partielles
3.1.1 Transformée de Aluthge d'une isométrie par-
tielle
Proposition 3.1. Soit T une isométrie partielle de B(H). Alors sa
transformée de Aluthge est donnée par l'égalité
∆(T ) = T ∗T 2.
Démonstration. On constate que |T |2 = T ∗T = PImT ∗ puisque, comme
T est une isométrie partielle, ImT ∗ est fermée. Donc |T | 12 = PImT ∗ . Soit
x ∈ H. Décomposons le vecteur x = x1 + x2 en accord avec la somme
directe kerT ⊕ ImT ∗. Selon le lemme 2.1, on obtient successivement
Tx = Tx2 = T PImT ∗ x. Par conséquent, il vient U|ImT ∗ = T|ImT ∗ et
kerU = kerT . Finalement, U = T , et
∆(T ) = PImT ∗ T PImT ∗ = PImT ∗ T = T
∗T 2,
puisque ImT ∗ = (kerT )⊥.
Exemple 3.2. On désigne par Sn l'opérateur shift sur l'espace Cn
(n ∈ N∗), déni sur la base canonique (e1; . . . ; en) de Cn par
∀i ∈ [[1, n− 1]], Sn(ei) = ei+1 et Sn(en) = 0.
Sn est une isométrie partielle dont la matrice dans la base canonique
de Cn est 

0 0 0 · · · 0
1 0 0 · · · 0
0 1 0 0
...
. . . . . .
...
0 0 · · · 1 0

 .
L'image de S∗n est isomorphe à C
n−1, et de ce fait ∆(Sn) est unitaire-
ment équivalent à Sn−1⊕0B(H). En particulier, pour tout entier naturel
non nul k :
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• si k 6 n− 2, le polynôme minimal de ∆k(Sn) est Xn−k ;
• si k > n − 1, le polynôme minimal de ∆k(Sn) est le polynôme
nul.
Démonstration. Le polynôme minimal associé à Sn est clairementXn−1.
On désigne par (ek)k∈[0;n−1] la base canonique de Cn. On remarque que
S∗nSn = PF où l'on a posé F = Vect(ek; k ∈ [[0;n − 2]]). Cela permet
d'écrire la matrice par blocs de ∆(Sn) (par rapport aux sous-espaces
vectoriels F et Vect(en−1), supplémentaires dans Cn) :
∆(Sn) = PF Sn =
(
Sn−1 0
0 0
)
.
Le polynôme minimal associé à ∆(Sn) correspond au polynôme mini-
mal associé à Sn−1 c'est-à-dire Xn−2.
Par récurrence immédiate, on constate qu'il existe deux sous-espaces
vectoriels supplémentaires dans Cn tels que la matrice par blocs rela-
tivement à ces deux sous-espaces est(
Sn−k 0
0 0
)
∈ Mn(C)
pour tout k ∈ [[0;n − 2]], et elle est identiquement nulle si k > n − 1.
D'où le résultat.
3.1.2 Un cas particulier : des isométries partielles
sur les espaces de Hardy
Nous considérons dans ce paragraphe le shift sur un autre espace de
Hilbert : l'espace de Hardy H2 sur le tore T. Pour clarier les résultats
que nous allons donner, nous commençons par une brève introduction
de cet espace de Hardy ; les espaces Hp et particulièrement H2 pos-
sèdent des propriétés remarquables, et nous renvoyons à [50] et [47]
pour plus de détails.
Le disque unité ouvert de C est noté classiquement D, et le tore
(c'est-à-dire l'ensemble des complexes de module 1) T. La mesure m
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désigne la mesure de Lebesgue normalisée (m(T) = 1) sur T. H∞
désigne usuellement l'espace des fonctions holomorphes et bornées sur
D. L'espace H2 est l'ensemble des fonctions holomorphes sur D telles
que
sup
0<r<1
w 2π
0
|f(reit)|2 dm(t) <∞.
On peut adopter un autre point de vue, plus pratique, sur cet es-
pace, grâce à la correspondance suivante. À chaque fonction f de H∞
correspond une fonction f ∗ de L∞(T) dénie presque partout sur T
par
f ∗(eit) = lim
r→1
f(reit) ;
cette nouvelle fonction f ∗ appartient à L2(T) et vérie ‖f‖∞ = ‖f ∗‖∞.
Alors l'espace précédent peut être vu (théorème de Katznelson) de la
manière suivante :
H2 =
{
f ∈ L2(T); ∀n ∈ Z\N, f̂(n) = 0
}
,
où f̂(n) désigne le nème coecient de Fourier de f , c'est-à-dire
f̂(n) =
w 2π
0
f(eit)e−int dm(t).
C'est la dénition que l'on adopte dans ce paragraphe. Muni du pro-
duit scalaire usuel, déni par 〈f |g〉 = r 2π
0
f(eit)g(eit) dm(t), H2 est un
espace de Hilbert ; et nous noterons ‖ · ‖ la norme induite.
Dénition 3.3. Une fonction u de H∞ est dite intérieure lorsque
|u∗| = 1.
Donnons à présent les notations particulières relatives au shift sur
H2 que nous allons étudier.
Notations 3.4. Pour toute fonction intérieure u de H2 :
• on pose Eu = H2 ⊖ uH2 ;
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• on dénit le shift Su sur Eu en posant
∀f ∈ Eu, Su(f) = PEu(Xf)
où X désigne la fonction identité sur C, dénie pour tout z ∈ C
par X(z) = z ;
• si u s'annule en 0, on notera u1 la fonction associée à u dénie
par
u1 : T −→ T
z 7−→ u(z)
z
.
Nous pouvons à présent caractériser parmi les shifts Su associés
aux diérentes fonctions intérieures u, ceux qui sont des isométries
partielles.
Proposition 3.5. Pour toute fonction intérieure u de H2, on a l'équi-
valence
Su est une isométrie partielle ⇐⇒ 0 est un zéro de u.
Démonstration. Soient u une fonction intérieure. Étant donnée une
fonction f ∈ Eu, on obtient successivement les égalités
SuS
∗
u(f) = PEu
(
X f(X)−f(0)
X
)
= PEu(f − f(0)1l)
= f − f(0) PEu 1l
= f − 〈f |PEu 1l〉PEu 1l
= (IdEu −PEu 1l⊗ PEu 1l)(f)
ce qui se traduit par l'égalité opératorielle SuS∗u = IdEu −PEu 1l⊗PEu 1l.
On l'écrit alors
0 6 SuS
∗
u = IdEu −‖PEu 1l‖2
PEu 1l
‖PEu 1l‖
⊗ PEu 1l‖PEu 1l‖
.
On constate donc que le spectre de SuS∗u est égal à {1, 1− ‖PEu 1l‖2}.
Finalement, SuS∗u est un projecteur orthogonal si, et seulement si,
‖PEu 1l‖ = 1, soit 1l ∈ Eu, c'est-à-dire si, et seulement si, la fonction 1l
est orthogonale à l'espace uH2, ce qui équivaut à u(0) = 0.
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Nous pouvons alors appliquer le résultat présenté au paragraphe
précédent. La proposition suivante a pour objet de préciser le calcul
an de fournir des contre-exemples pour les sections à venir.
Proposition 3.6. Soit u une fonction intérieure telle que u(0) = 0.
Alors la transformée de Aluthge de Su est
∆(Su) = Su − S∗u⊗ S∗2u.
Démonstration. Comme u(0) = 0, selon la proposition précédente, Su
est une isométrie partielle. Par conséquent,
SuS
∗
u = PImSu et S
∗
uSu = PImS∗u = Id−PkerSu .
Identions ker(Su). Soit f ∈ Eu telle que Su(f) = 0 = PEu(zf). Si
z ∈ T, on a donc zf(z) = u(z)g(z) = zu1(z)g(z), ce qui entraîne que
f(z) = u1(z)g(z). Or f ∈ Eu, donc
∀h ∈ H2, 0 = 〈u1g|Xu1h〉 = 〈g|Xh〉 = 〈S∗g|h〉.
On en déduit que S∗g = 0, donc il existe une constante α ∈ C telle
que g = α, soit f = αu1. Ainsi ker(Su) est la droite vectorielle engen-
drée par u1 = S∗u. De fait, ∀f ∈ Eu, Pker(Su)(f) = 〈S∗u|f〉S∗u soit
Pker(Su) = S
∗u ⊗ S∗u. Enn S∗uSu = Id−S∗u ⊗ S∗u et, en vertu de la
proposition 3.1, on a bien ∆(Su) = Su − S∗u⊗ S∗2u.
3.2 Évolution du polynôme minimal sous
l'action de la transformation de Alu-
thge
Le but de cette partie est de comparer le polynôme minimal d'un
opérateur T , agissant sur un espace vectoriel de dimension nie H,
et celui de sa transformée de Aluthge ∆(T ). On obtient, dans le cas
général, un lien fort entre ces deux objets dans le premier paragraphe.
On verra ensuite une généralisation dans le cas de la dimension innie,
avec la notion de fonction minimum.
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3.2.1 Polynômes minimaux d'un opérateur et de sa
transformée de Aluthge
La notation mT désigne, pour tout endomorphisme T d'un espace
vectoriel de dimension nie H, le polynôme minimal de T ; de plus,
lorsque 0 est racine d'ordre n de mT , on note m˜T le polynôme
mT
Xn
(avec la convention : si 0 n'est pas racine de T , on pose m˜T = mT ).
Proposition 3.7. Soient H un espace vectoriel de dimension nie, et
T ∈ B(H). On écrit, avec les notations précédentes, mT = Xnm˜T et
m∆(T ) = X
νm˜∆(T ) avec (n, ν) ∈ N2.
Alors m∆(T ) divise mT . Plus précisément, on obtient les relations
ν ∈ {n− 1, n} et m˜T = m˜∆(T ).
Démonstration. Montrons tout d'abord que m∆(T ) divise mT , et pour
cela, vérions que tout polynôme qui annule T , annule également∆(T ).
Soit donc P un polynôme annulant T .
Selon le lemme 2.2, on a clairement P (∆(T )) P
Im |T |
1
2
= 0.
Montrons que P (∆(T )) = 0 sur
(
Im |T | 12 )⊥. Or selon le lemme 2.1,(
Im |T | 12 )⊥ = (ImT ∗)⊥ = kerT . Soit donc x un vecteur de H tel que
Tx = 0 : alors ∆(T )x = |T | 12U |T | 12x = 0. Ainsi P (∆(T ))x = P (0)x.
Or 0 ∈ σ(T ), donc P (0) = 0. De fait, P annule ∆(T ). À ce stade, on
sait que ν 6 n, et m˜∆(T ) divise m˜T .
Grâce au lemme 2.2, on sait que
0 = m∆(T )(∆(T ))|T | 12 = |T | 12m∆(T )(∆(T )) = |T | 12T νm˜∆(T )(∆(T )).
Par conséquent, on obtient les inclusions
Im
(
m˜∆(T )(∆(T ))
) ⊂ ker (|T | 12T ν) ⊂ ker (T ν+1) ,
ce qui entraîne que T ν+1m˜∆(T )(∆(T )) = 0. On en déduit que Xnm˜T
divise Xν+1m˜∆(T ). Or m˜T et Xν+1 sont premiers entre eux, donc m˜T
divise m˜∆(T ), et clairement n 6 ν + 1.
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Ce résultat est optimal, comme le montre l'exemple suivant, basé
sur la section précédente.
Exemple 3.8. Nous reprenons ici les notations et les calculs faits à la
section précédente ; on se place ainsi dans l'espace de Hilbert H2, et
on considère maintenant un produit de Blaschke ni b, c'est-à-dire
b : T −→ T
z 7−→ λ
n∏
j=1
z − ωj
1− ωjz
où λ ∈ T, et {wi|1 6 i 6 n} ⊂ D. On conserve les notations Eb et
b1. On suppose par ailleurs que 0 est un zéro de b, de sorte que Sb est
une isométrie partielle, et, pour simplier les calculs, on suppose que
les autres zéros de b sont simples.
Étudions le polynôme minimal de ∆(Sb). On constate que
(∆(Sb))
2 = (Sb − S∗b⊗ S∗2b)(Sb − S∗b⊗ S∗2b) = S2b − S∗b⊗ S∗3b,
et par récurrence sur n ∈ N,
(∆(Sb))
n = S2b − S∗b⊗ (S∗)n+1b.
Par suite, on démontre que, pour tout polynôme P à coecients com-
plexes,
P (∆(Sb)) = P (Sb)− S∗b⊗
(
P (Sb)
∗ − P (0) IdEb
)
b,
en écrivant P comme une somme de monômes. Ceci se généralise au
cas où P est un élément de l'algèbre du disque unité A(D).
Par ailleurs, on sait que le numérateur de b est le polynôme minimal
de Sb, donc b(Sb) = 0 et par conséquent b(∆(Sb)) = 0. Voyons si
b1(∆(Sb)) = 0 : si p = 1, comme 0 est une valeur propre de Sb, c'est
également le cas pour ∆(Sb), ainsi le monôme X : z 7→ z divise le
polynôme minimal de ∆(Sb), ce qui entraîne b1(∆(Sb)) 6= 0. Supposons
donc p > 2 : on a
b1(∆(Sb)) = b1(Sb)− S∗b⊗ b1(Sb)∗S∗b.
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L'opérateur b1(Sb) est de rang 1 car S∗b b1(S
∗
b ) = 0, donc on obtient
l'inclusion Im b1(S∗b ) ⊂ kerS∗b = C1l. On peut écrire b1(S∗b ) = 1l⊗ϕ, ou
encore b1(Sb) = ϕ⊗ 1l. Explicitons ϕ :
• si 1 6 j 6 n − p, on a d'une part b1(Sb)∗eαj = b1(αj)eαj = 0 et
d'autre part, il vient b1(Sb)∗eαj = 〈eαj |1l〉1l = ϕ(αj)1l. Donc
ϕ(αj) = 0.
• si 0 6 k 6 p − 2, en posant, pour z ∈ T, b˜1(z) = λ
n−p∏
j=1
z−ωj
1−ωjz
,
on a d'une part ∀z ∈ T, b1(Sb)∗zk = b˜1(Sb)∗(S∗b )p−1(zk) = 0 ; et
d'autre part, on obtient ∀z ∈ T, b1(Sb)∗zk = 〈zk|1l〉1l = ϕ(k)(0)1l.
Donc
ϕ(Xk) = 0.
• et le même calcul montre que ϕ(Xp−1) est constant. Notons c la
valeur de cette constante de sorte que
ϕ(Xp−1) = c.
Il est clair que les deux derniers points ne sont valables que pour p > 2,
ce qui est le cas ici. On obtient alors
∀z ∈ T, ϕ(z) = λczp−1
n−p∏
j=1
z − ωj
1− ωjz = cb1(z).
Ainsi
b1(∆(Sb)) = b1(Sb)− S∗b⊗ b1(Sb)∗S∗b
= cb1 ⊗ 1l− b1 ⊗ (c(1l⊗ b1)S∗b)
= cb1 ⊗ 1l− b1 ⊗ c1l
= 0.
Par conséquent, le polynôme minimal de∆(Sb) est le polynôme unitaire
associé au numérateur de b1, tandis que celui de Sb est associé au
numérateur de b = Xb1.
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On souhaite à présent généraliser le résultat précédent. Faisons tout
d'abord la remarque suivante :
Remarque 3.9. Soit H un espace de Hilbert quelconque, et T un opé-
rateur de B(H). S'il existe une fonction non nulle f , holomorphe sur
un voisinage de σ(T ), alors T est également annulé par un polynôme.
Par conséquent, on peut dénir le polynôme minimal pour cet opéra-
teur ; avec le calcul fonctionnel de Riesz, la situation est donc tout à
fait similaire et le résultat 3.7 tient encore.
3.2.2 Généralisation : fonction minimum d'un opé-
rateur et celle de sa transformée de Aluthge
An de généraliser le résultat au cas de la dimension innie d'une
manière plus satisfaisante, nous avons besoin d'un calcul fonctionnel
plus élaboré qui permette de prolonger la notion de polynôme minimal.
Cela nous a conduit à considérer les opérateurs de B(H) polynomia-
lement bornés et absolument continus. On note à cet eet PBabs(H)
l'ensemble de ces opérateurs.
On rappelle que la classe C0, introduite par B. Sz-Nagy et C. Foias,
est la classe des contractions complètement non unitaires T pour les-
quelles il existe une fonction u ∈ H∞ non identiquement nulle telle que
u(T ) = 0. De plus, cette dernière fonction u peut toujours être choisie
de sorte qu'elle soit intérieure.
Cette partie de l'ensemble des contractions peut naturellement être
étendue aux opérateurs polynomialement bornés : cette nouvelle classe
sera notée C0 ∩PBabs(H) par la suite ; et on peut alors introduire la
notion de fonction minimum d'un opérateur de C0 ∩PBabs(H).
Dénition 3.10. Soit T ∈ C0. On appelle fonction minimum de T la
fonction intérieure u vériant les deux propriétés suivantes :
(i) u(T ) = 0 ;
(ii) si v est une fonction intérieure telle que v(T ) = 0, alors u divise
v.
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Une telle fonction existe toujours pour tout opérateur T de classe
C0, et est dénie à un facteur près, de module 1. Nous renvoyons à [52]
pour des preuves de ces résultats et plus de précisions sur cette notion.
À l'aide de cet outil, nous allons obtenir un résultat généralisant
la proposition 3.7. Présentons tout d'abord la propriété de stabilité
suivante concernant la transformation de Aluthge ∆, vue comme une
application de B(H) dans lui-même.
Lemme 3.11. Si T est un opérateur de B(H) polynomialement borné
et absolument continu, alors il en est de même de ∆(T ).
Démonstration. Rappelons que tout opérateur polynomialement borné
possède un calcul fonctionnel sur A(D), et que le dual de l'algèbre
A(D) est (L1/H10 ) ⊕Msing(T) ; ainsi, pour tout opérateur polynômia-
lement borné T et tout couple de vecteurs (x, y), il existe une fonction
hx,y ∈ L1 et une mesure σ absolument singulière telles que, pour toute
fonction f ∈ A(D),
〈P (T )x|y〉 =
w 2π
0
f(eit)hx,y(e
it) dm(eit) +
w 2π
0
f(eit) dσ(eit)
où m désigne la mesure de Lebesgue.
Soit alors T un opérateur polynomialement borné et absolument continu.
La mesure σ précédente est nulle ; notons, pour tout couple (x, y) de
vecteurs, µx,y = hx,ydm un représentant de la mesure associée à T et
(x, y).
Le lemme 2.2 permet d'armer que ∆(T ) est polynomialement borné.
On peut donc dénir de même νx,y un représentant de la mesure as-
sociée à ∆(T ) et (x, y). Il nous reste alors à prouver que ∆(T ) est
absolument continu : il nous sut pour cela de montrer que la partie
singulière νsingx,y est nulle.
Soit alors (x, y) ∈ H2 : l'écriture H = ker(T ) ⊕ Im |T | nous permet
de décomposer x de manière unique sous la forme x = u ⊕ v, avec
u ∈ ker(T ) et v ∈ Im |T |.
Supposons dans un premier temps v ∈ Im |T | : il existe a ∈ H tel que
v = |T | 12a. Alors
〈P (∆(T ))x|y〉 = 〈P (∆(T ))u|y〉+ 〈P (∆(T ))|T | 12a|y〉.
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Comme u ∈ ker(T ), u ∈ ker(∆(T )) et 〈P (∆(T ))u|y〉 = P (0)〈u|y〉.
On peut appliquer le lemme 2.2 sur le dernier terme, de sorte que
〈P (∆(T ))|T | 12a|y〉 = 〈|T | 12P (T )a|y〉 = 〈P (T )a||T | 12y〉. On obtient ainsi
〈P (∆(T ))x|y〉 =
w 2π
0
P (eiθ)
[
〈u|y〉+ h
a,|T |
1
2 y
(eiθ)
]
dm(θ).
Notons γ la mesure
[
ν
u⊕|T |
1
2 a,y
−
(
〈u|y〉+ h
a,|T |
1
2 y
(eiθ)
)
dm
]
. La pré-
cédente égalité nous permet d'armer que les coeents de Fourier de
γ sont nuls :
∀n ∈ N, γˆ(n) = 0.
Le théorème de Homan (cf. [42]) s'applique et entraîne que γ est ab-
solument continue par rapport à la mesure de Lebesgue. On en déduit
que la partie singulière νsing
u⊕|T |
1
2 a,y
est nulle.
Le cas général où v ∈ Im |T | se déduit du cas précédent par passage à
la limite. En conclusion νsingx,y est nulle, si bien que ∆(T ) est absolument
continue.
Nous pouvons désormais proposer le résultat suivant, qui établit un
lien entre la fonction minimum d'un opérateur et celle de sa transfor-
mée de Aluthge.
Proposition 3.12. Soit T ∈ C0 ∩PBabs(H).
Alors l'opérateur ∆(T ) appartient également à C0 ∩PBabs(H). Et la
fonction minimum de ∆(T ) divise celle de T .
Démonstration. Soit h ∈ H∞ telle que h(T ) = 0. Fixons r ∈ R tel
que 0 6 r < 1. On a toujours h(r∆(T ))|T | 12 = |T | 12h(rT ). Chacun des
deux termes converge faiblement quand r tend vers 1, et en passant à
la limite dans l'égalité précédente, on a
h(∆(T ))|T | 12 = |T | 12h(T ) = 0.
On obtient donc h(∆(T ))|Im |T | = 0 en vertu du lemme 2.1. Il sut
maintenant de montrer que h(∆(T ))| ker(T ) = 0.
Soit u ∈ ker(T )\{0}. Alors u ∈ ker(∆(T )) et 0 = h(T )u = h(0)u.
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D'où h(0) = 0, et avec les notations de la section précédente, on a
h(z) = zh1(z). On en déduit enn les égalités
h(∆(T ))u = h1(∆(T ))∆(T )u = 0,
et on achève ainsi la démonstration.
3.3 Stabilité de l'ascente et de la descente
d'un opérateur
3.3.1 Stabilité de l'ascente
Nous allons dans cette section nous intéresser à l'étude de la suite
numérique classique et décroissante (ap(T ))p∈N dénie par
∀p ∈ N, ap(T ) = dim ker(T
p+1)
ker(T p)
.
On rappelle que l'ascente d'un opérateur T ∈ B(H) est l'élément a(T )
de N ∪ {+∞} déni par
a(T ) = inf
{
p > 0; ker(T p) = ker(T p+1)
}
.
On renvoie à [46] pour plus de détails. On va essentiellement s'in-
téresser à la comparaison, pour un opérateur T donné, de la suite
(ap(T )) associée à cet opérateur et de celle de sa transformée de Alu-
thge, (ap(∆(T ))). Dans un premier temps, on compare (ap(T −αI)) et
(ap(∆(T )− αI)) dans le cas où α est non nul.
Théorème 3.13. Soit T ∈ B(H). Pour tout α ∈ C∗, on a
∀p ∈ N, dim ker(T − αI)
p+1
ker(T − αI)p = dim
ker(∆(T )− αI)p+1
ker(∆(T )− αI)p ,
c'est-à-dire (ap(T − αI)) = (ap(∆(T )− αI)). En particulier, l'ascente
de T − αI et celle de ∆(T )− αI coïncident.
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Démonstration. Remarquons tout d'abord que le cas p = 0 est immé-
diat : nous renvoyons à [40] pour une preuve de l'égalité
dim(ker(T − αI)) = dim(ker(∆(T )− αI)).
Supposons donc que p > 1 dans la suite de la démonstration. Notons
R = U |T | 12 et N (p)T = ker(T − αI)p. D'après le lemme 2.2, pour tout
polynôme P , on a RP (∆(T )) = P (T )R, si bien que si x ∈ N (p+1)∆(T ) , on
a Rx ∈ E(p+1)T . De fait, la restriction R : N (p+1)∆(T ) → N (p+1)T est bien
dénie et on peut considérer l'application
f : N (p+1)∆(T ) −→ N (p+1)T /N (p)T
x 7−→ [Rx]
où l'on note [Rx] pour désigner la classe du vecteur Rx ∈ N (p+1)T
modulo N (p)T . Étant donné x ∈ N (p)∆(T ), on obtient Rx = U |T |
1
2x ∈ N (p)T
par application de l'égalité du lemme 2.2 : par conséquent l'application
f se factorise en f˜ selon le diagramme commutatif suivant :
N (p+1)∆(T )
f
//
q

N (p+1)T /N (p)T
N (p+1)∆(T ) /N (p)∆(T )
f˜
77
n
n
n
n
n
n
n
n
n
n
n
n
Soit alors x ∈ N (p+1)∆(T ) tel que Rx ∈ N (p)T . Montrons que x ∈ N (p)∆(T ),
c'est-à-dire que le vecteur y = (∆(T ) − αI)px est nul. D'une part,
(∆(T )− αI)p+1x = 0, soit (∆(T )− αI)y = 0 ; d'autre part,
0 = (T − αI)pRx = R(∆(T )− αI)px = Ry
donc ∆(T )y = 0. Ainsi αy = 0 et comme α 6= 0, y = 0 : l'application
f˜ est donc bien injective.
On résout ensuite l'équation y = [Rx] d'inconnue x. Étant donné un
vecteur y ∈ N (p+1)T , on cherche donc x ∈ N (p+1)∆(T ) tel que Rx−y ∈ N (p)T .
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Posons x = 1
α
|T | 12y. On vérie d'une part que, comme (T−αI)p+1y = 0,
l'on a
0 =
1
α
|T | 12 (T − αI)p+1y = (∆(T )− αI)p+1
( 1
α
|T | 12y
)
;
et d'autre part
(T − αI)p(Rx− y) = (T − αI)p
( 1
α
Ty − y
)
=
1
α
(T − αI)p+1y = 0,
donc Rx−y ∈ N (p)T . On en déduit que f˜ est surjective, et donc bijective,
d'où la conclusion.
Dans le cas où α = 0, le résultat précédent est mis en défaut, comme
le montre l'exemple 3.16. Cependant on conserve tout de même une
inégalité entre (ap(T )) et (ap(∆(T ))).
Théorème 3.14. Soit T ∈ B(H). On a
∀p ∈ N∗, dim kerT
p+1
kerT p
> dim
ker∆(T )p+1
ker∆(T )p
.
Remarque 3.15. Ce résultat vient contrarier le préjugé que l'on au-
rait pu avoir en considérant l'inégalité dim(kerT ) 6 dim(ker∆(T ))
obtenue par I. B. Jung, E. Ko et C. Pearcy dans le papier [40].
Démonstration. On construit l'application f˜ précédente : il s'agit alors
de prouver son injectivité. Soit x ∈ ker(∆(T )p+1) tel que Rx ∈ ker(T p).
On a T pRx = 0 = R∆(T )px, donc en posant y = ∆(T )px, on a Ry = 0.
Ainsi
|T | 12y ∈ kerU = kerT = ker |T | 12 ,
donc |T |y = 0. De fait, y ∈ ker |T | = ker |T | 12 . Par ailleurs, comme
p > 1, y ∈ Im |T | 12 .
En conclusion, y ∈ ker |T | 12 ∩ Im |T | 12 = {0}, et f˜ est injective.
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Exemple 3.16. En reprenant l'exemple 3.2, on constate que l'isomé-
trie partielle Sn vérie l'égalité dans la proposition précédente pour
tous les entiers naturels p (y compris 0), sauf lorsque p = n− 1 :
dim
kerSnn
kerSn−1n
= 1 > 0 = dim
ker∆(Sn)
n
ker∆(Sn)n−1
.
Et en particulier les ascentes sont diérentes :
a(Sn) = n > n− 1 = a(∆(Sn)).
Remarque 3.17. En dimension nie, le polynôme minimal de T s'écrit
ωT (z) =
∏
λ∈σ(T )
(z − λ)a(T−λI).
On retrouve ainsi, grâce au résultat précédent, le fait que le polynôme
minimal de ∆(T ) divise celui de T .
3.3.2 Étude de la descente
Nous allons dans cette section nous intéresser à l'étude de la suite
numérique classique, décroissante, (dp(T ))p∈N dénie par
∀p ∈ N, dp(T ) = dim Im(T
p)
Im(T p+1)
.
On rappelle que la descente d'un opérateur T ∈ B(H) est l'élément
d(T ) de N ∪ {+∞} déni par
d(T ) = inf
{
p > 0; Im(T p) = Im(T p+1)
}
.
Dans ce paragraphe, on étudie les comportements respectifs des suites
(dp(T−αI))p∈N∗ et (dp(∆(T )−αI))p∈N∗ . On obtient le résultat suivant.
Théorème 3.18. Soient T ∈ B(H) et α ∈ C∗. Alors on a
∀p ∈ N∗, dim Im(T − αI)
p
Im(T − αI)p+1 6 dim
Im(∆(T )− αI)p
Im(∆(T )− αI)p+1 ,
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et dès que ∆(T )−αI est à image fermée, cette inégalité est une égalité.
On en déduit en particulier que la descente de T −αI est inférieure ou
égale celle de ∆(T )−αI, et que celles-ci coïncident lorsque ∆(T )−αI
est à image fermée.
Démonstration. Le lemme 2.2 permet de montrer aisément que l'ap-
plication suivante est bien dénie :
g : R(p)T −→ R(p)∆(T ) /R(p+1)∆(T )
y 7−→ [|T | 12y]
où [|T | 12y] désigne la classe du vecteur |T | 12y ∈ R(p)∆(T ) modulo R(p+1)∆(T ) .
Montrons que ker(g) = R(p+1)T : soit donc y ∈ ker(g). On sait que
|T | 12y ∈ R(p+1)∆(T ) , ce qui signie que l'on dispose d'un vecteur x ∈ H tel
que
|T | 12y = [∆(T )− αI]p+1x
=
p+1∑
k=0
(
p+ 1
k
)
(−1)kαk∆(T )p+1−kx
= (−1)p+1αp+1x+
p∑
k=0
(
p+ 1
k
)
(−1)kαk∆(T )p+1−kx.
Comme α 6= 0, on constate que x ∈ Im(|T | 12 ) donc il existe un vecteur
a ∈ H tel que x = |T | 12a. Alors, d'après le lemme 2.2,
|T | 12y = [∆(T )− αI]p+1|T | 12a = |T | 12 [T − αI]p+1a.
De fait y − [T − αI]p+1a ∈ ker(|T | 12 ) = ker(T ) ⊂ R(p+1)T : comme
[T − αI]p+1a ∈ R(p+1)T est immédiat, il suit y ∈ R(p+1)T . Finalement
ker(g) ⊂ R(p+1)T et l'inclusion réciproque est immédiate.
Dès lors, g se factorise en une injection g˜ de la manière suivante :
R(p)T
g
//
q

R(p)∆(T ) /R(p+1)∆(T )
R(p)T /R(p+1)T
g˜
77
n
n
n
n
n
n
n
n
n
n
n
n
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Comme g˜ est injective, l'inégalité est prouvée.
Supposons à présent que Im(∆(T ) − αI) est fermé, et montrons
qu'alors g˜ est surjective. Soit z ∈ R(p)∆(T ) : on cherche y ∈ R(p)T tel que
|T | 12y − z ∈ R(p+1)∆(T ) . Comme z ∈ R(p)∆(T ), il existe un vecteur x ∈ H
tel que z = [∆(T ) − αI]px. Comme Im(∆(T ) − αI) est fermé, on a
H = Im(∆(T ) − αI) ⊕ ker(∆(T )∗ − αI). On peut alors décomposer
x = (∆(T )−αI)x0+x1 avec x0 ∈ H et x1 ∈ ker(∆(T )∗−αI). Comme
(∆(T )∗ − αI)x1 = 0, on a x1 = 1α∆(T )∗x1 ∈ Im(|T |
1
2 ). Donc il existe
un vecteur x2 tel que x1 = |T | 12x2. On en déduit que
x = (∆(T )− αI)x0 + |T | 12x2.
On pose alors x′ = [T − αI]px2. On peut écrire
z − |T | 12x′ = [∆(T )− αI]p(x− |T | 12x2)
= [∆(T )− αI]p+1x0
ainsi z − |T | 12x′ ∈ R(p+1)∆(T ) et y = x′ convient. Donc g˜ est surjective. En
conclusion, g˜ est bijective ce qui permet d'établir l'égalité souhaitée
dans le cas où l'image de ∆(T )− αI est fermée.
Exemple 3.19. L'opérateur Sn introduit à l'exemple 3.2 fournit un
exemple d'opérateur agissant sur un espace de dimension nie mettant
en défaut le résultat précédent si l'on choisit α = 0 :
dim
ImSn−1n
ImSnn
= 1 > 0 = dim
Im∆(Sn)
n−1
Im∆(Sn)n
.
Remarque 3.20. Dans le cas de la dimension nie, on peut montrer
que si T est injectif, le théorème précédent pour α = 0 reste vrai.
En eet, on peut prouver que la factorisation précédente reste encore
valable et le résultat découle de l'égalité |T | 12 Im(T p) = Im(∆(T )p).
On s'intéresse, pour terminer le paragraphe, au spectre de la des-
cente et au spectre de la descente essentielle d'un opérateur. On rap-
pelle que pour un opérateur T , le spectre de la descente, noté σdes(T ),
3.4. STABILITÉ DES CLASSES C0,· ET C1,· 45
est l'ensemble des nombres complexes α pour lesquels d(T − αI) est
ni. On renvoit à [14] pour de plus amples détails, et à [13] et [12] pour
le spectre de la descente essentielle, noté σedes(T ).
On peut obtenir facilement, grâce au théorème 3.18, le corollaire
suivant. Celui-ci fournit un nouveau résultat sur la stabilité des dié-
rents spectres, sous l'action de la transformation de Aluthge ; on pourra
notamment le mettre en parallèle avec les résultats cités en introduc-
tion.
Corollaire 3.21. Soit T ∈ B(H). Alors on a les inclusions suivantes
σdes(T )\{0} ⊂ σdes(∆(T ))\{0} et σedes(T )\{0} ⊂ σedes(∆(T ))\{0}.
3.4 Stabilité des classes C0,· et C1,·
Rappelons qu'un opérateur à puissances bornées T agissant sur un
espace de Hilbert H est dit de classe C0,· (resp. de classe C1,·) lorsque,
pour tout x ∈ H, lim
n→+∞
T nx = 0 (resp. lorsque, pour tout x ∈ H\{0},
la suite (T nx)n∈N ne converge pas vers 0). Selon [52], une contraction
T peut toujours s'écrire sous la forme
T =
(
T0,· ∗
0 T1,·
)
où T0,· (resp. T1,·) est une contraction de classe C0,· (resp. de classe C1,·).
Cette triangularisation se généralise aisément pour le cas des opéra-
teurs à puissances bornées.
3.4.1 Étude des co-isométries
On s'intéresse dans ce paragraphe aux co-isométries, c'est-à-dire
aux opérateurs V tels que V ∗ est une isométrie. Pour de tels opérateurs,
on peut remarquer que V V ∗ = I, et que V ∗V est une projection.
Proposition 3.22. Soit V une co-isométrie. Alors pour tout entier
naturel n,
∆n(V ) = V ∗nV n+1.
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Démonstration. On démontre le résultat par récurrence sur n ∈ N.
C'est immédiat pour n = 0. Soit n ∈ N tel que ∆n(V ) = V ∗nV n+1. En
observant l'égalité
|∆n(V )|2 = V ∗n+1V nV ∗nV n+1 = V ∗n+1V n+1,
on constate que |∆n(V )|2 est une projection, que l'on note Pn+1. Comme
kerV n+1 = kerPn+1, on obtient la décomposition polaire de ∆n(V )
sous la forme : ∆n(V ) = ∆n(V )Pn+1. On en déduit
∆n+1(V ) = Pn+1∆
n(V )Pn+1 = V
∗n+1V n+2.
D'où le résultat.
En utilisant la décomposition de Wold, la partie C0,· de V corres-
pond à sa partie purement co-isométrique et la partie C1,· de V à sa
partie unitaire. Le résultat suivant montre que l'on peut récupérer la
partie unitaire de V par itération de la transformation de Aluthge sur
V .
Théorème 3.23. Soit V une co-isométrie.
Alors (∆n(V )) converge fortement vers la partie unitaire de V .
Démonstration. Grâce à la décomposition de Nagy-Foias (cf. [52]), on
peut décomposer V = U +W selon la somme directe H = Hu ⊕Hcnu,
où l'on a noté Hu (resp. Hcnu) le sous-espace réduisant associé à la
partie unitaire (resp. complètement non unitaire) de V . Alors
V ∗nV n = IHu ⊕W ∗nW n et I = V nV ∗n = IHu ⊕W nW ∗n.
Or W ∗nW n = Qn est un projecteur, et W nW ∗n = IHcnu . Par ailleurs,
l'inégalité Qn+1 6 Qn entraîne que (Qn)n est une suite fortement dé-
croissante d'opérateurs positifs, donc elle converge vers un opérateur
Q qui est encore un projecteur. Vérions maintenant que ImQ = {0}.
Si x ∈ ImQ, alors
‖x‖2 = ‖Qx‖2 = 〈Qx|x〉 = 〈W ∗nQW nx|x〉 = 〈QW ∗nW nx|x〉
car W ∗QW = Q donc QW = WQ et de fait W ∗Q = QW ∗. Par suite
‖x‖2 = 〈W ∗nW nx|Qx〉 = 〈W ∗nW nx|x〉 = ‖W nx‖2.
Ainsi x appartient à la partie unitaire de W , qui est {0}.
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3.4.2 Le cas des contractions
Dans tout ce paragraphe, T désignera une contraction de B(H).
Rappelons brièvement que la classe C0,· est l'ensemble des opérateurs
T de B(H) tels que l'opérateur ST = limT ∗nT n est nul, ce qui peut
être caractérisé également par : ∀x ∈ H, lim
n→+∞
‖T nx‖ = 0. Et la classe
C1,· est l'ensemble des opérateurs T de B(H) dont l'application ST est
injective.
Cet opérateur ST associé à T a de nombreuses applications ; il per-
met par exemple d'obtenir des résultats concernant l'existence de sous-
espaces invariants et hyper-invariants pour un opérateur T (cf. [19]).
Lemme 3.24. Si T est une contraction de B(H), alors on obtient les
égalités
S∆(T ) = |T | 12U∗STU |T | 12 (3.1)
et
ST = |T | 12S∆(T )|T | 12 . (3.2)
Démonstration. Soit T ∈ B(H) tel que ‖T‖ 6 1. D'une part, on a
∆(T )∗n∆(T )n = |T | 12U∗T ∗n−1|T | 12 |T | 12T n−1U |T | 12
6 ‖T‖|T | 12U∗T ∗n−1T n−1U |T | 12 ,
donc on peut écrire S∆(T ) 6 |T | 12U∗STU |T | 12 ; d'autre part, on eectue,
de manière analogue, le calcul
T ∗nT n = |T | 12∆(T )∗n−1|T | 12U∗U |T | 12∆(T )n−1|T | 12
6 ‖T‖|T | 12∆(T )∗n−1∆(T )n−1|T | 12 ,
ce qui entraîne ST 6 |T | 12S∆(T )|T | 12 . En combinant ces deux résultats,
on obtient l'encadrement
ST 6 |T | 12S∆(T )|T | 12 6 |T |U∗STU |T | = T ∗STT = ST
ce qui prouve la formule (3.2) ; puis l'encadrement
S∆(T ) 6 |T | 12U∗STU |T | 12 6 |T | 12U∗|T | 12S∆(T )|T | 12U |T | 12
= ∆(T )∗S∆(T )∆(T )
= S∆(T ),
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ce qui établit la formule (3.1).
Proposition 3.25. Soit T une contraction de B(H). Alors T ∈ C0,·
(resp. T ∈ C1,·) si et seulement si ∆(T ) ∈ C0,· (resp. ∆(T ) ∈ C1,·).
Démonstration. Le résultat sur C0,· est immédiat. Procédons par double
implication pour prouver l'équivalence concernant C1,·.
Soit T ∈ C1,·. ST est injectif, donc il en est de même pour |T | et |T | 12 .
Soit alors x ∈ H tel que S∆(T )x = 0. L'égalité (3.1) entraîne les sui-
vantes :
√
STU |T | 12x = 0, puis U |T | 12x = 0. Selon le lemme 2.1, on a
donc |T | 12x = 0, soit x = 0. Par conséquent, S∆(T ) est injectif et ∆(T )
est de classe C1,·.
Réciproquement, supposons ∆(T ) ∈ C1,·. Considérons un vecteur x de
H vériant STx = 0. En raisonnant de la même manière que précé-
demment, on utilise l'égalité (3.2) pour obtenir
√
S∆(T )|T | 12x = 0, ce
qui entraîne |T | 12x = 0. En composant par |T | 12U , on a
∆(T )x = 0.
Comme S∆(T ) est injectif, il en est de même pour ∆(T ) : de fait, il
vient x = 0, ce qui signie que ST est injectif, ou encore T ∈ C1,·.
3.4.3 Le cas d'égalité ST = S∆(T )
On s'intéresse, dans ce paragraphe, aux contractions vériant l'éga-
lité ST = S∆(T ). Nous obtenons le résultat suivant :
Théorème 3.26. Soit T ∈ B(H) une contraction.
Alors les assertions suivantes sont équivalentes :
i) S∆(T ) = ST ;
ii) T s'écrit sous la forme T = A+B où (A,B) est un couple d'opé-
rateurs agissant sur H vériant les trois points suivants :
• A est de classe C0,· ;
• B est une isométrie partielle ;
• BA = BA∗ = A∗B = 0.
3.4. STABILITÉ DES CLASSES C0,· ET C1,· 49
De plus, on peut choisir B de telle sorte que la compression sur son
support initial P(kerT )⊥ B P(kerT )⊥ soit injective.
Démonstration. Supposons tout d'abord que S∆(T ) = ST , et montrons
alors la décomposition ii). En combinant les deux égalités du lemme
3.24, on peut écrire |T | 12U∗STU |T | 12 = |T | 12ST |T | 12 , si bien que
|T | 12 (ST − U∗STU)|T | 12 = 0. (3.3)
Montrons que l'opérateur auto-adjoint J = ST − U∗STU est nul.
Supposons dans un premier temps que T soit injectif. Dans ce cas, |T |
est un opérateur à image dense (cf lemme 2.1), donc selon l'égalité pré-
cédente, pour tout vecteur x ∈ H, 〈Jx|x〉 = 0. Par conséquent, l'image
numérique de J est réduite au vecteur nul : il vient successivement
σ(J) = {0}, r(J) = 0, et comme J est auto-adjoint, ‖J‖ = r(J) = 0.
On en déduit J = 0.
Pour traiter le cas général, considérons deux vecteurs x, y ∈ H, que
l'on décompose en x = x1 + x2 et y = y1 + y2, selon la somme directe
H = kerT ⊕ Im |T |. Alors
〈Jx|y〉 = 〈Jx1|y〉+ 〈Jx2|y1〉+ 〈Jx2|y2〉.
Comme x1 ∈ kerT , STx1 = 0 et Ux1 = 0, donc 〈Jx1|y〉 = 0. De la
même manière, 〈Jx2|y1〉 = 〈x2|Jy1〉 = 0. Montrons que 〈Jx2|y2〉 = 0 :
l'égalité (3.3) permet de montrer que la restriction de J à Im |T | est
nulle ; par densité, il est alors clair que la restriction de J à Im |T | est
nulle d'où 〈Jx2|y2〉 = 0. Il s'ensuit J = 0.
Finalement, on a bien prouvé ST − U∗STU = 0.
Décomposons à présent l'opérateur T selon la somme directe (ortho-
gonale) H = kerST ⊕ ImST :
T =
(
T1 R1
0 T2
)
.
Alors pour tout entier naturel n, T n =
(
T n1 Rn
0 T n2
)
où la suite (Rn)n∈N∗
est dénie par son terme initial R1 et la relation de récurrence, valable
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pour tout n ∈ N∗, Rn+1 = T n1 R1 + RnT2. On peut alors construire,
pour tout n ∈ N∗, l'opérateur
T ∗nT n =
(
T ∗n1 T
n
1 T
∗n
1 Rn
R∗nT
n
1 R
∗
nRn + T
∗n
2 T
n
2
)
.
On sait que la suite (T ∗nT n)n∈N∗ converge fortement vers ST =
(
0 0
0 S
)
où S est un certain opérateur injectif, que l'on va préciser. On sait que
(T ∗n1 Rn) et (R
∗
nT
n
1 ) convergent fortement vers 0, et (R
∗
nRn + T
∗n
2 T
n
2 )
converge fortement vers S. Comme ST2 est une contraction, (T
∗n
2 T
n
2 )
converge fortement vers ST2 . Dès lors, (R
∗
nRn) converge fortement vers
un opérateur, que l'on va noter R. Écrivons
R∗n+1Rn+1 = R
∗
1T
∗n
1 T
n
1 R1 + T
∗
2RnT
n
1 R1 +R
∗
1T
∗n
1 RnT2 + T
∗
2R
∗
nRnT2.
Il est clair que les trois premiers termes du membre de droite convergent
fortement vers 0. On peut donc constater que R∗nRn est un T2-Toeplitz
(cf. [18] pour une dénition et des propriétés associées), si bien que R
l'est également, et nalement il en est de même pour S. Ensuite, comme
T est une contraction et que R∗nRn est auto-adjoint, on remarque que
T ∗n2 T
n
2 6 R
∗
nRn + T
∗n
2 T
n
2 6 I.
En passant à la limite lorsque n tend vers +∞, on a ST2 6 S 6 I.
Puis, pour tout m ∈ N,
T ∗m2 ST2T
m
2 6 T
∗m
2 ST
m
2 6 T
∗m
2 T
m
2 .
En prenant la limite dans cet encadrement lorsque m tend vers +∞,
on obtient S = ST2 du fait que S et ST2 sont des T2-Toeplitz.
Écrivons la matrice de |T | adaptée à la somme directe (orthogonale)
H = kerST ⊕ ImST . Pour cela, constatons que ST et |T | commutent :
en eet, les égalités
|T | 12S2T = |T |
1
2ST |T | 12ST |T | 12 = S2T |T |
1
2
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impliquent successivement |T | 12ST = ST |T | 12 et |T |ST = ST |T |. De fait,
la matrice de |T | relative à la somme directe précédente est diagonale,
et T1R∗1 = 0 : |T | =
(|T1| 0
0 L
)
avec L =
√
R∗1R1 + T
∗
2 T2.
Or ST = |T | 12ST |T | 12 = ST |T | donc ST (I − |T |) = 0, et a fortiori
ST2(I − L) = 0. Comme ST2 est injectif, L = I, donc |T | =
(|T1| 0
0 I
)
et R∗1R1 + T
∗
2 T2 = I. Maintenant, on peut écrire
T = A+B avec A =
(
T1 0
0 0
)
, B =
(
0 R1
0 T2
)
.
L'opérateur A est de classe C0,·. Un simple calcul permet d'établir
B∗B =
(
0 0
0 I
)
si bien que B est une isométrie partielle. Et on vérie
également l'annulation de BA, BA∗ et A∗B.
Étudions la réciproque. En décomposant A et B selon la somme directe
H = kerB ⊕ ImB∗, on a
A =
(
A1 0
0 0
)
, B =
(
0 Y1
0 B2
)
.
On forme, pour tout n ∈ N∗, T ∗nT n =
(
A∗n1 A
n
1 A
∗n
1 Yn
Y ∗nA
n
1 Y
∗
n Yn +B
∗n
2 B
n
2
)
, où
la suite (Yn) est dénie par son premier terme Y1 et la relation de ré-
currence Yn+1 = An1Y1+YnB2. On sait que (T
∗nT n) converge fortement
vers un opérateur de la forme
(
0 0
0 Y
)
. De même que précédemment,
on montrerait que Y est un B2-Toeplitz, puis que Y = SB2 . Alors
ST = 0⊕ SB2 , donc
S∆(T ) = |T | 12ST |T | 12 = 0⊕ ISB2I = ST .
En conclusion, l'équivalence est démontrée.
La condition supplémentaire sur B signie que l'on peut choisir B2
injectif.
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Corollaire 3.27. Soit T ∈ B(H) une contraction à image dense dans
H. Alors les assertions suivantes sont équivalentes :
i) S∆(T ) = ST ;
ii) il existe un opérateur A de classe C0,· agissant sur sous-espace H1
de H, et un opérateur B unitaire agissant sur un sous-espace H2
de H, tels que
T = A⊕B
relativement à la somme directe (orthogonale) H = H1 ⊕H2.
Démonstration. Il sut de montrer que la proposition i) entraîne ii).
Supposons donc S∆(T ) = ST . Selon le théorème 3.26, on peut décom-
poser T = A + B où A et B vérient la condition ii), et on écrit
les matrices de A et B adaptées à la somme directe (orthogonale)
H = ker(B)⊕ Im(B∗) :
A =
(
A1 0
0 0
)
et B =
(
0 Y1
0 B2
)
.
Selon le théorème 3.26, on peut supposer que P(kerT )⊥ B P(kerT )⊥ injec-
tif. Considérons un vecteur b de ImB∗, et posons y = B2B∗2b − b et
x = Y1B
∗
2b. Rappelons que A
∗
1Y1 = 0 et Y
∗
1 Y1 + B
∗
2B2 = I2. Alors on a
A∗1x = 0 et Y
∗
1 x+B
∗
2y = 0.
Comme kerT ∗ = {0}, il vient x = y = 0. De fait Y1B∗2b = 0 et
Y1B
∗
2 = 0. Or B
∗
2 est à image dense, donc Y1 = 0. Finalement, B2 est
unitaire comme isométrie à image dense.
Ce dernier résultat permet d'obtenir directement le corollaire sui-
vant.
Corollaire 3.28. Si T ∈ B(H) est une isométrie partielle, alors
S∆(T ) = ST .
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3.4.4 Le cas des opérateurs à puissances bornées
Nous utilisons ici des notions introduites dans [18] particulièrement
adaptées à la suite (T ∗nT n)n. L'idée est d'utiliser certains opérateurs
associés asymptotiquement à cette suite, et qui ont des propriétés inté-
ressantes pour notre étude. Commençons par une présentation succinte
de ces opérateurs.
Pour cela, nous introduisons rapidement la notion de limite de Ba-
nach. Nous rappelons qu'une limite de Banach L est une forme li-
néaire sur ℓ∞(N), l'ensemble des suites bornées dénies sur N, vériant
les quatre propriétés suivantes :
(i) ‖L ‖ = 1 ;
(ii) si x est une suite convergente, alors L (x) est la limite de x ;
(iii) si x est une suite bornée positive, alors L (x) > 0 ;
(iv) soit x ∈ ℓ∞, et notons x′ la suite dénie par ∀n ∈ N, x′n = xn+1.
Alors L (x′) = L (x).
C'est donc une extension, au sens du théorème de Hahn-Banach, de
l'application limite dénie sur le sous-ensemble de ℓ∞ formé des suites
convergentes. Le lecteur pourra trouver une preuve de l'existence d'une
telle application et d'autres détails dans [28].
Notons en outre que l'assertion (iii) précédente est une conséquence
des deux points (i) et (ii), et n'a donc pas à être vériée dans la pra-
tique. En eet, considérons une suite positive x ∈ ℓ∞ et posons y la
suite dénie par ∀n ∈ N, yn = ‖x‖∞ − xn. Par positivité de x, on a
‖y‖∞ ≤ ‖x‖∞. La linéarité de L et le point (i) entraînent
L (‖x‖)−L (x) = L (y) 6 ‖y‖ 6 ‖x‖.
Or, selon le point (ii), L (‖x‖) = ‖x‖. On en conclut que L (x) > 0,
c'est-à-dire que le point (iii) est vérié.
On xe à présent, et pour toute la suite du paragraphe, une limite
de Banach L . On dénit alors l'application ET de B(H) dans lui-
même associée à un opérateur T de la manière suivante :
∀X ∈ B(H), ∀x, y ∈ H, 〈ET (X)x|y〉 = L 〈T ∗nXT nx|y〉.
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L'opérateur ET (I) correspond donc à la limite de Banach de T ∗nT n.
Développons quelques propriétés de ET dont nous aurons besoin
par la suite. Dès que S et T sont deux opérateurs de B(H), on a
l'inégalité suivante (dont on peut trouver une preuve dans [18])
∀x, y ∈ H, |〈ES(|T |)x|y〉| 6
√
〈ES(I)x|x〉
√
〈ES(|T |2)y|y〉, (3.4)
qui permet d'obtenir les deux lemmes suivants.
Lemme 3.29. Soit T un opérateur à puissances bornées de B(H).
Alors on a
ET (|T |) 6 ET (I).
Démonstration. Soit x, y ∈ H : on peut écrire
|〈ET (|T |)x|y〉| = |〈ET (I|T |)x|y〉| 6
√
〈ET (I)x|x〉
√
〈ET (|T |2)y|y〉.
Or ET (|T |2) = ET (T ∗T ) = ET (I), donc 〈ET (|T |)x|x〉 6 〈ET (I)x|x〉 et
l'inégalité est démontrée.
Lemme 3.30. Pour tout opérateur T de B(H) à puissances bornées,
on a les égalités
ET (I) = |T | 12E∆(T )(|T |)|T | 12 et E∆(T )(|T |) = |T | 12U∗ET (I)U |T | 12 .
Démonstration. En écrivant
T ∗nT n = |T | 12∆(T )∗n−1|T | 12U∗U |T | 12∆(T )(T )n−1|T | 12 ,
on voit que ET (I) = |T | 12E∆(T )(|T | 12U∗U |T | 12 )|T | 12 . Or U∗U = PIm |T |,
donc la première égalité est vériée. La formule
∆(T )∗n|T |∆(T )n = |T | 12U∗(T ∗nT n)U |T | 12 .
implique directement la seconde égalité.
Grâce à ces deux résultats, on peut facilement obtenir la stabilité
des classes C0,· et C1,· pour les opérateurs à puissances bornées, par une
méthode diérente.
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Théorème 3.31. Soit T un opérateur de B(H) à puissances bornées.
Alors T ∈ C0,· (resp. T ∈ C1,·) si, et seulement si, ∆(T ) ∈ C0,· (resp.
∆(T ) ∈ C1,·).
Pour terminer, étudions la suite
(
E∆(T )
(|T |2n))
n∈N
. Nous noterons
F la mesure spectrale associée à |T |.
Proposition 3.32. Soit T un opérateur de B(H) à puissances bor-
nées. Alors la suite
(
E∆(T )
(|T |2n))
n∈N
est croissante.
De plus, pour tout r ∈]0; 1[, on a
E∆(T )
(|T |2n) 6 lim
n→+∞
E∆(T )
(|T |2nF (]r, ‖T‖])) .
Démonstration. Commençons par démontrer la croissance de la suite.
Il sut pour cela de prouver, par récurrence, que pour tout n ∈ N,
E∆(T )(I) 6 E∆(T )(|T |) 6 E∆(T )(|T |2) 6 . . . 6 E∆(T )
(|T |2n) .
Initialisation : écrivons ∆(T )∗n∆(T )n = |T | 12U∗T ∗n−1|T |T n−1U |T | 12 .
Grâce au lemme 3.29, on constate que
E∆(T )(I) = |T | 12U∗ET (|T |)U |T | 12 6 |T | 12U∗ET (I)U |T | 12 ,
et en vertu du lemme 3.30, on obtient E∆(T )(I) 6 E∆(T )(|T |). La pro-
priété est donc fondée.
Hérédité : soit n ∈ N tel que
E∆(T )(I) 6 E∆(T )(|T |) 6 E∆(T )(|T |2) 6 . . . 6 E∆(T )
(|T |2n) .
Alors, selon (3.4),
〈
E∆(T )
(|T |2n) x∣∣ x〉 6 √〈E∆(T )(I)x|x〉√〈E∆(T ) (|T |2n+1) x∣∣x〉
6
√〈
E∆(T ) (|T |2n) x
∣∣ x〉√〈E∆(T ) (|T |2n+1) x∣∣ x〉.
Si
〈
E∆(T )
(|T |2n) x∣∣x〉 6= 0, il vient
〈
E∆(T )
(|T |2n) x∣∣x〉 6 〈E∆(T ) (|T |2n+1) x∣∣∣x〉 .
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Sinon, l'inégalité est encore vériée. On en conclut que la propriété est
héréditaire et la récurrence est prouvée.
Montrons maintenant la seconde partie de la proposition. Considérons
r ∈]0; 1[, et notons P = F ([0, r]) et Q = I − P = F (]r, ‖T‖]). Alors
|T | 6 rP + |T |Q. En utilisant le calcul fonctionnel associé à l'opérateur
positif |T |, on voit que
〈 |T |2nx∣∣ x〉 = w ‖T‖
0
t2
n
dFx,x(t)
=
w
t2
n
1l[0,r] dFx,x(t) +
w
t2
n
1l]r,‖T‖] dFx,x(t)
6
〈(
r2
n
P + q|T |2n) x∣∣x〉
donc E∆(T )
(|T |2n) 6 r2nE∆(T )(P )+E∆(T ) (Q|T |2n). Comme 0 < r < 1,(
r2
n
E∆(T )(P )
)
n∈N
converge vers 0 ; et
(
E∆(T )
(
Q|T |2n))
n∈N
converge
également car Q|T |2n = Q2|T |2n = Q|T |2nQ. Ainsi la proposition est
démontrée.
Remarque 3.33. Dans le cas où T est une contraction, l'inégalité
E∆(T )
(|T |2n) 6 E∆(T )(I)
nous permet d'armer que la suite
(
E∆(T )
(|T |2n))
n
est stationnaire.
Chapitre 4
Propriétés des vecteurs
extrémaux
Ce chapitre traite de la théorie d'Ansari-Eno, présentée en intro-
duction. L'objectif est, dans un premier temps, de préciser la localisa-
tion des vecteurs extrémaux, et dans un deuxième temps, de mesurer
l'inuence, sur ces vecteurs, des deux paramètres x et ε (les notations
utilisées sont celles du préliminaire 2.2.1).
Le travail présenté dans ce chapitre a fait en partie l'objet de l'ar-
ticle [56]. Certains progrès ont cependant été faits et les notations ont
été modiées de manière s'adapter au mieux aux aspects de la théo-
rie d'Ansari-Eno. Le paragraphe 4.2 a été récemment étoé ; enn,
une nouvelle caractérisation des vecteurs extrémaux, particulièrement
utile pour les calculs pratiques du chapitre 5, est présentée dans le
paragraphe 4.1.2. Toutes ces évolutions font l'objet de l'article [22],
réalisé en collaboration avec le Professeur Gilles Cassier.
4.1 Localisation des vecteurs extrémaux
4.1.1 Quelques remarques
Faisons tout d'abord quelques observations sur des quantications
de yT,x,ε dans des cas particuliers élémentaires.
57
58 4.1. LOCALISATION DES VECTEURS EXTRÉMAUX
L'unicité des vecteurs extrémaux permet d'armer que les applica-
tions ε 7→ yx,ε et x 7→ yx,ε sont bien dénies. Ainsi, lorsque l'opérateur
est inversible, il s'avère que le vecteur extrémal yx,ε est borné devant
la norme de x et devant ε.
Remarque 4.1. Supposons que T soit inversible. On obtient facile-
ment la majoration
‖yT,x,ε‖ 6 ‖T−1‖(‖x‖+ ε).
Justication. En eet, avec les mêmes notations que dans la preuve du
lemme 2.3, il vient
F = {T−1z; ‖z − x‖ 6 ε} = T−1 (B(x, ε]) ⊂ B (0, ‖T−1‖(‖x‖+ ε)]
et le résultat en découle.
Cette remarque est à relier avec le paragraphe 4.1.3, qui étudie la
position géométrique des vecteurs minimaux, ainsi que les sections 4.2
et 4.3 qui concernent les régularités des deux applications précédentes.
Revenons au cas général. Dans l'hypothèse où l'opérateur T est à
image dense, il est forcément non nul, et des raisonnements similaires
à ceux précédemment exposés conduisent à la minoration suivante.
Remarque 4.2. Si T est un opérateur à image dense, on obtient l'in-
égalité
‖yT,x,ε‖ > ‖x‖ − ε‖T‖ .
Justication. L'égalité ‖x− Tyx,ε‖ = ε entraîne
‖x‖ 6 ‖Tyx,ε‖+ ε 6 ‖T‖‖yx,ε‖+ ε,
et la condition ‖T‖ 6= 0 permet de conclure.
On pourra confronter cette remarque avec le lemme 2.8.
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4.1.2 Caractérisation équationnelle des vecteurs ex-
trémaux
4.1.2.1 Précisions d'ordre géométrique
Ici, nous présentons un résultat élémentaire de théorie des espaces
de Hilbert complexes, qui nous permettra facilement de préciser géo-
métriquement le sous-ensemble sur lequel se passe la minimisation.
L'idée est de considérer H comme un espace préhilbertien réel, muni
du produit scalaire [.|.] = Re〈.|.〉.
Lemme 4.3. Soient u, v deux vecteurs non nuls de H, tels que pour
tout z ∈ H, on ait : [u|z] < 0 =⇒ [v|z] > 0. Alors, il existe un réel
strictement négatif r tel que
v = ru.
Démonstration. Il est assez simple de concevoir ce lemme géométri-
quement. Identions d'abord les vecteurs z satisfaisant [u|z] < 0. Le
signe de la partie réelle du produit scalaire de deux vecteurs détermine
si l'angle formé est aigu ou obtu. Ainsi ces vecteurs z sont ceux appar-
tenant au demi-espace délimité par l'hyperplan orthogonal à Vect(u),
que l'on note D.
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Figure 4.1  Le cas de la dimension 2
Finalement, si on pose F = {v ∈ H\{0}; [u|z] < 0 =⇒ [v|z] > 0}, alors
on l'écrit : F = {v ∈ H\{0}; ∀z ∈ D, [v|z] > 0} = R−u.
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En prenant la norme de chaque membre de l'égalité du lemme pré-
cédent, on obtient la valeur de r : r = − ‖v‖
‖u‖
. Cependant ceci n'est pas
très satisfaisant, puisque l'on ne peut pas obtenir de borne xe pour
r, il est dépendant totalement des deux paramètres, u et v. Dans cette
optique, on constate la variante suivante :
Remarque 4.4. Soit ρ > 0. Soient u, v deux vecteurs non nuls de H,
tels que pour tout z ∈ H, on ait : [u|z] < −ρ =⇒ [v|z] > ρ. Alors, il
existe un réel strictement négatif r tel que v = ru. En outre, on obtient
1
|r| <
‖u‖
ρ
.
Justication. L'existence de r est évidente avec le lemme précédent.
De plus, avec ces hypothèses plus précises, on voit que D est un demi-
espace délimité par un hyperplan ane orthogonal à Vect(u) passant
par −ρu. Ainsi ‖v‖ > ρ, et en injectant dans la formule que l'on a vu
précédemment : r = − ‖v‖
‖u‖
< − ρ
‖u‖
< 0. L'inégalité suit.
Nous allons alors appliquer ce lemme pour obtenir une propriété de
colinéarité des vecteurs extrémaux. Les notations sont celles du lemme
2.3.
Lemme 4.5. Soient x ∈ H\{0} et 0 < ε < ‖x‖. Il existe un unique
réel strictement positif c tel que
T ∗(Tyx,ε − x) = −cyx,ε.
Démonstration. Supposons qu'il existe deux tels réels strictement po-
sitifs c et c′ : on en déduit (c − c′)yx,ε = 0 et comme yx,ε 6= 0, on a
c = c′ ce qui prouve l'unicité.
Pour démontrer l'existence d'un tel réel, il sut de montrer que les
vecteurs u = T ∗(Tyx,ε − x) et v = yx,ε satisfont les hypothèses du
lemme 4.3 : en eet, avec les notations du lemme, c = −1
r
convient
alors. Supposons que z soit un vecteur de H tel que
[u|z] = [T ∗(Tyx,ε − x)|z] = [Tyx,ε − x|Tz] < 0.
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Pour tout réel t positif, on observe que l'on a
ψ(t) = ‖(Tyx,ε − x) + tTz‖2
= ‖Tyx,ε − x‖2 + 2t[Tyx,ε − x|Tz] + t2‖Tz‖2
> 0
et ψ′(0) = 2[Tyx,ε − x|Tz] < 0, donc ψ est décroissante sur [0; η] pour
un certain η > 0, ce qui s'écrit
‖T (yx,ε + tz)− x‖2 = ψ(t) 6 ψ(0) = ‖Tyx,ε − x‖2 = ε2
pour tout t ∈ [0; η]. Par minimalité de yx,ε, il vient
∀t ∈ [0; η], ‖yx,ε‖2 6 ‖yx,ε + tz‖2 = ‖yx,ε‖2 + 2t[yx,ε|z] + t2‖z‖2
si bien que ϕ(t) = ‖yx,ε+ tz‖2 dénit une fonction croissante sur [0; η],
ce qui entraîne ϕ′(0) > 0, c'est-à-dire [yx,ε|z] > 0.
Dénition 4.6. Soient T un opérateur à image dense, x ∈ H\{0}
et ε ∈]0; ‖x‖[. Le nombre c précédent (qui est déterminé de manière
unique lorsque T , x et ε sont ainsi xés) sera appelé le coecient de
colinéarité associé au vecteur minimal yT,x,ε.
Notations 4.7. Le réel c du lemme 4.5 dépend du triplet (T, x, ε). À
l'instar des notations (2.5) utilisées pour les vecteurs extrémaux, nous
utiliserons les notations cT,x,ε, cx,ε, cx ou encore cε selon le point de
vue que nous choisirons.
La notation c précédente n'est pas en accord avec les diverses no-
tations existantes. On peut en particulier mentionner que ce nombre c
correspond au réel strictement négatif δǫ du théorème 1 dans [7]), et au
réel strictement négatif r du lemme 2.3 dans [40]. Ce changement tra-
duit une volonté de manipuler des nombres positifs plutôt que négatifs
dans les calculs, notamment ceux de la section 5.2.
L'intérêt du lemme précédent est de transférer, au moins partielle-
ment dans un premier temps, un problème d'optimisation à une équa-
tion vectorielle. En eet, la connaissance du vecteur extrémal attaché
à un triplet (T, x, ε) est, selon ce lemme, assujettie à celle du coecient
de colinéarité associé. Plus précisément, on peut remarquer que yT,x,ε
est fonction de cT,x,ε :
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Remarque 4.8. Soient T un opérateur à image dense, x ∈ H\{0} et
ε ∈]0; ‖x‖[. Alors
yT,x,ε = (T
∗T + cT,x,εI)
−1T ∗x.
Démonstration. Selon le lemme 4.5, le réel cx,ε vérie
(T ∗T + cx,εI)yx,ε = T
∗x.
Comme cx,ε > 0, on a T ∗T + cx,εI > cx,εI > 0, donc T ∗T + cx,εI est
inversible. Le résultat s'en déduit immédiatement.
4.1.2.2 Caractérisation des vecteurs extrémaux
Une des dicultés principales que l'on rencontre lorsque l'on sou-
haite calculer concrètement le vecteur extrémal associé à un triplet
(T, x, ε) donné, est d'appréhender la minimalisation de la norme du
vecteur. Il est en eet naturel, pour trouver yT,x,ε, de commencer par
résoudre l'équation ‖Ty − x‖ = ε et ensuite de sélectionner le vecteur
solution de norme minimale. Cette procédure s'apparente à un pro-
blème d'optimisation avec contrainte, en général dicile à résoudre.
Le lemme précédent apporte une amélioration dans ce processus,
puisqu'il nous donne une nouvelle condition à vérier. On peut donc
chercher dans un premier temps les vecteurs vériant les deux rela-
tions : ‖Ty − x‖ = ε et ∃c ∈ R∗− ; T ∗(Ty − x) = −cy. Une fois cette
présélection eectuée, on possède a priori un certain nombre de vec-
teurs susceptibles d'être le vecteur yT,x,ε. Il faut alors procéder à un
dernier tri à l'aide de la condition de minimalité.
En fait, cette dernière phase est inutile. Le théorème suivant montre
en eet que la première étape est susante, c'est-à-dire que les deux
relations précédentes fournissent à coup sûr un unique vecteur, qui est
le vecteur yT,x,ε. Plutôt que de vérier la condition de minimalité, on
est donc ramené à résoudre un système d'équations, ce qui fait de cette
caractérisation un outil précieux dans la pratique.
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Théorème 4.9. Soient T un opérateur à image dense, x ∈ H\{0} et
ε ∈]0; ‖x‖[. Le couple (yT,x,ε, cT,x,ε) est l'unique couple (y, c) de H×R∗+
vériant le système d'équations suivant{ ‖Ty − x‖ = ε ;
(T ∗T + cI)y = T ∗x.
On peut adopter un point de vue diérent sur ce résultat. En eet,
en mixant la remarque précédente et ce dernier théorème, on constate
que cT,x,ε est entièrement déterminé par la relation
‖(T (T ∗T + cI)−1T ∗ − I)x‖ = ε.
Ensuite, on peut aisément calculer le vecteur minimal associé à (T, x, ε),
selon la même remarque (4.8). C'est dans cette optique que la preuve
ci-dessous a été rédigée. On a jugé cependant plus pratique l'énoncé
du théorème tel qu'il est proposé, puisqu'il ne requiert pas de manière
concrète le calcul de l'inverse d'un opérateur.
Démonstration. Notons, pour tout réel c strictement positif,
Tc = T (T
∗T + cI)−1T ∗ − I.
L'opérateur Tc est bien déni, en utilisant le même argument qu'à la
remarque précédente. Simplions tout d'abord l'écriture de Tc. Pour
tout c > 0, on a Tc = 1cT
(
I + 1
c
T ∗T
)−1
T ∗ − I. Dès que c > ‖T‖2,
0 < ‖T
∗T‖
c
< 1 donc le développement en série entière s'applique et
permet d'eectuer le calcul sommatoire suivant :
Tc =
1
c
T
( +∞∑
k=0
(−1)k
ck
(
T ∗T
)k)
T ∗ − I
=
( +∞∑
k=0
(−1)k
ck+1
T
(
T ∗T
)k
T ∗
)
− I
= −
( +∞∑
k=0
(−1)k+1
ck+1
(
TT ∗
)k+1)− I
= −
( +∞∑
k=1
(−1)k
ck
(
TT ∗
)k)− I,
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la dernière ligne découlant d'un changement d'indice. On reconnaît
alors le développement en série de −c(TT ∗ + cI)−1, qui coïncide donc
avec Tc dès que c > 1. Par suite, l'unicité du prolongement analytique
entraîne
∀c > 0, Tc = −c(TT ∗ + cI)−1.
Posons F = {c > 0 ; ‖Tcx‖ = ε}. Remarquons, comme nous l'avons
fait juste après l'énoncé du théorème, qu'il sut de montrer que F est
réduit à {cT,x,ε} pour prouver le résultat.
L'égalité TyT,x,ε−x = Tcx et la remarque 2.6 entraînent que cT,x,ε ∈ F .
Considérons la fonction F dénie sur R∗+ par : ∀c > 0, F (c) = ‖Tcx‖2.
On écrit, pour tout c > 0,
F (c) = c2‖(TT ∗ + cI)−1x‖2
= c2〈(TT ∗ + cI)−1x|(TT ∗ + cI)−1x〉
= c2〈(TT ∗ + cI)−2x|x〉
car (TT ∗ + cI) est positif, donc (TT ∗ + cI)−1 l'est également. Par
ailleurs, l'opérateur TT ∗ est positif, donc possède un calcul fonction-
nel : en notant Ex,x la mesure spectrale associée à TT ∗ et la paire
(x, x), on peut alors écrire, pour tout c > 0,
F (c) = c2
w ‖T‖2
0
1
(t+ c)2
dEx,x(t) =
w ‖T‖2
0
c2
(t+ c)2
dEx,x(t).
Le paramètre t étant xé positif, la fonction f : c 7→ c2
(t+c)2
est dérivable
sur R∗+ et ∀c > 0, f ′(c) = 2tc(t+c)3 > 0 : la fonction f est donc strictement
croissante sur R∗+. On en déduit que la fonction F est aussi strictement
croissante sur R∗+, donc injective. Ainsi F contient au plus un point.
En conclusion, F est réduit au seul point cT,x,ε, et le résultat est
prouvé.
4.1.3 Lieu de la minimisation
La minimisation de yT,x,ε se fait, nous l'avons vu dans les prélimi-
naires, sur la sphère ∂B(x, ε), c'est-à-dire que nous cherchons le vecteur
y de norme minimale satisfaisant à ‖Ty − x‖ = ε.
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En fait, la minimisation ne se fait que sur une partie de cette sphère :
l'objet de la proposition suivante est de tenter de l'identier. Le résultat
présenté dans [56] a été amélioré de sorte que la version ci-dessous
détermine cet ensemble avec un peu plus de précision.
Proposition 4.10. Soient T un opérateur à image dense, x ∈ H\{0}
et ε ∈]0; ‖x‖[. Le vecteur yT,x,ε est le vecteur de norme minimale tel
que TyT,x,ε appartient à la portion de sphère
Vx,ε = ∂B(x, ε) ∩ B
(
0,
√
‖x‖2 − ε2[.
Démonstration. L'égalité T ∗(Tyx,ε − x) = −cyx,ε avec c > 0, due au
lemme 4.5, entraîne
[Tyx,ε − x|Tyx,ε] = [T ∗(Tyx,ε − x)|yx,ε] = −c‖yx,ε‖2 < 0,
ce qui signie que l'angle formé par les vecteurs Tyx,ε − x et Tyx,ε est
strictement obtu. Pour une meilleur compréhension, nous proposons la
gure suivante.
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Figure 4.2  La situation en dimension 2
Soit E le sous-ensemble de H contenant l'origine et délimité par les
demi-droites (exclues) représentées sur le schéma. Tout vecteur y, tel
que Ty ne se situe pas dans E , ne convient pas : en eet, pour un tel
vecteur, l'angle formé par les vecteurs Ty − x et Ty est aigu au sens
large. Les vecteurs appartenant à H\E n'ont donc pas à être pris en
compte dans la recherche de yx,ε.
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Étendons la dénition de E dans le cas général. Désignons par C
le demi-cône dont les droites passent par x et sont orthogonales aux
droites tangentes au cercle de centre x et de rayon ε. Il partage l'espace
H en deux ouverts, dont l'un contient 0 : on le note C1. Alors l'ensemble
E est constitué des vecteurs dont l'image par T appartient à C1.

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

*
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x
Tyx,ε
Figure 4.3  Représentation graphique des points d'intersection
Ce schéma, proposé dans le cas où H est de dimension 2, permet de
constater que ces points d'intersection ont une norme égale à
√
‖x‖2 − ε2.
Dans le cas général, le raisonnement subsiste puisque le seul argument
utilisé est l'orthogonalité.
Dans les sections suivantes, nous allons tenter de dégager quelques
propriétés des applications : ε 7→ yx,ε, x 7→ yx,ε. Notamment, nous nous
attacherons à l'étude des régularités de ces fonctions : nous allons mon-
trer que la première est analytique, et nous nous pencherons ensuite
sur la seconde, où nous obtiendrons divers résultats.
Nous l'avons mentionné en introduction, l'espace ambiant est un es-
pace de Hilbert. Il est à noter que les techniques utilisées précédemment
sont typiquement issues de cette structure, notamment l'utilisation du
produit scalaire et l'interprétation du produit scalaire d'espace pré-
hilbertien réel, qui ont été faites dans les diérents lemmes. Dans ces
sections encore, le caractère hilbertien est au coeur des démonstrations.
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4.2 Régularité en ε
Étant donnés un opérateur T ∈ B(H) à image dense et un vecteur
x ∈ H non nul, on souhaite étudier dans ce paragraphe l'évolution des
vecteurs minimaux associés à (T, x, ε) en fonction du paramètre réel
ε ∈]0; ‖x‖[.
L'étude concerne les variations selon ce seul paramètre ε : an de
simplier les notations, on notera dans ce paragraphe yε et cε pour
désigner respectivement yx,ε et cx,ε. On pourra consulter la notation
2.5 et la dénition 4.6 pour un rappel de ces notions.
Le point de départ de cette section est la relation présentée dans
le lemme 4.5. Cette égalité exprime un lien fort entre le vecteur yx,ε
et le nombre cx,ε (ainsi que T et x). Par conséquent, les régularités
de ces deux objets au regard du paramètre ε vont être liées : tout
résultat concernant la régularité de l'un va pouvoir être répercuté sur
l'autre. Dès lors, il semble important de mener une étude conjointe des
régularités de ces deux quantités. Nous allons assez largement opter
pour cette stratégie dans cette section.
4.2.1 Analycité des applications ε 7→ cx,ε et ε 7→ yx,ε
Sur le thème de la régularité du vecteur yx,ε par rapport aux para-
mètres x et ε, la première étude a été menée par Ansari et Eno dans
[7] : ils ont prouvé l'analycité de l'application ε 7→ yx,ε.
Ici, nous commençons par étudier la dépendance du paramètre cx,ε,
introduit dans la dénition 4.6, par rapport aux données x et ε.
Proposition 4.11. Soient T ∈ B(H) tel que Im(T ) = H, x ∈ H\{0}.
Pour tout ε tel que 0 < ε < ‖x‖[, cε désigne le réel strictement positif
de la dénition 4.6.
L'application ε 7→ cε est analytique sur ]0; ‖x‖[.
Démonstration. Étudier l'analycité de ε 7→ cε revient à étudier l'ana-
lycité de sa fonction réciproque cε 7→ ε ; celle-ci est bien dénie par
l'unicité de yε. Or, selon la remarque 4.8, on a
ε2 = ‖Tyε − x‖2 = ‖T (T ∗T + cεI)−1T ∗x− x‖2,
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ce qui entraîne l'analycité de cε 7→ ε2, qui est par ailleurs injective,
donc cε 7→ ε est analytique. Ainsi le lemme est prouvé.
Fort de cette proposition, on obtient aisément le résultat suivant,
dû à Ansari et Eno ([7]) :
Proposition 4.12. Soient T ∈ B(H) tel que Im(T ) = H, x ∈ H\{0}.
La fonction ε 7→ yε est analytique sur ]0; ‖x‖[.
Démonstration. Ce résultat se déduit directement de la proposition
4.11 et de la remarque 4.8.
La propriété suivante va être utile dans le paragraphe suivant ; nous
l'obtenons grâce à une preuve élémentaire.
Remarque 4.13. Soient T ∈ B(H) et x ∈ H\{0}.
Alors la fonction ε 7→ ‖yε‖ est décroissante sur ]0; ‖x‖[.
Démonstration. Si 0 < ε1 6 ε2 < ‖x‖, on a ‖Tyε1 − x‖ = ε1 6 ε2,
donc par minimalité de la norme du vecteur yε2 , on a eectivement
‖yε2‖ 6 ‖yε1‖.
Nous allons observer, dans les deux paragraphes suivants, le com-
portement asymptotique de ε 7→ yx,ε au voisinage de 0 et de ‖x‖ ; et
nous nous intéresserons de manière plus approfondie à l'application
ε 7→ ‖yx,ε‖ au paragraphe 4.2.4.
4.2.2 Lien avec le pseudo-inverse de Moore-Penrose
La méthode d'Ansari-Eno permet d'obtenir des résultats forts
quant aux problèmes du sous-espace invariant et du sous-espace hyper-
invariant. Cependant, le but initial de l'introduction des vecteurs mi-
nimaux, comme nous l'avons rappelé en préliminaires, est de mesurer
le défaut de surjectivité d'un opérateur à image dense.
Il serait donc intéressant de tester si cette mesure est cohérente,
au sens suivant : T et x étant xés comme précédemment, quel est le
comportement de yx,ε lorsque ε tend vers 0 ? On testera le cas particu-
lièrement fructueux où x /∈ Im(T ) ; mais on va également étudier le cas
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où x ∈ Im(T ) ce qui nous permettra de savoir si les vecteurs minimaux
sont de bons outils pour pallier au défaut de bijectivité de T .
Proposition 4.14. Soient T un opérateur à image dense et x un vec-
teur non nul de H. Les assertions suivantes sont équivalentes :
(i) x ∈ Im(T ) ;
(ii) yε converge faiblement dans H lorsque ε tend vers 0 ;
(iii) yε converge en norme vers l'unique antécédent de x par T appar-
tenant à ker(T )⊥, lorsque ε tend vers 0.
De plus, si x /∈ Im(T ), alors ‖yε‖ −−→
ε→0
+∞ ; en particulier, ε 7→ yε
diverge lorsque ε tend vers 0.
Démonstration. Prouvons que (i) entraîne (iii). Soit x ∈ Im(T ). Re-
marquons qu'il existe un unique a ∈ ker(T )⊥ tel que Ta = x : en eet,
supposons par l'absurde qu'il existe deux tels vecteurs a1 et a2, alors
T (a1 − a2) = 0E donc a1 − a2 ∈ ker(T ) ce qui est contradictoire.
On a ‖Ta− x‖ = 0 6 ε, donc par minimalité de yε, il vient
∀ε > 0, ‖yε‖ 6 ‖a‖. (4.1)
Supposons par l'absurde que ‖yε − a‖ ne tende pas vers 0 lorsque ε
tend vers 0. C'est donc qu'il existe un réel ρ > 0 et une suite (εn)n∈N
qui décroît vers 0 telle que ‖yεn − a‖ > ρ.
Selon (4.1), la suite (yεn)n∈N est bornée donc on peut en extraire une
sous-suite (yεϕ(n))n∈N qui converge faiblement vers un vecteur b ∈ H
vériant ‖b‖ 6 ‖a‖. Or
‖a‖ = inf{‖z‖ ; z ∈ H et Tz = x}.
En eet, si un vecteur z vérie Tz = x, en posant z = z1 + z2 avec
(z1, z2) ∈ ker(T ) × ker(T )⊥, on a z2 = a et ‖z‖ > ‖z2‖. On en déduit
que ‖b‖ = ‖a‖. Enn, comme {z ;Tz = x} est un convexe fermé, la
borne inférieure de {‖z‖ ;Tz = x} est atteinte en un unique vecteur
de H : c'est donc que a = b.
La remarque 4.13 nous permet d'armer que (‖yεϕ(n)‖) est croissante,
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majorée par ‖a‖, donc elle converge vers un réel ℓ vériant ℓ 6 ‖a‖. Le
même raisonnement que précédemment nous permet d'écrire ℓ = ‖a‖.
En conclusion, on observe :
‖yεϕ(n) − a‖2 = ‖a‖2 + ‖yεϕ(n)‖2 − 2[a|yεϕ(n) ] −−−−→n→+∞ 0,
ce qui est absurde. Ainsi yε converge en norme vers l'unique antécédent
de x par T appartenant à ker(T )⊥, lorsque ε tend vers 0.
Pour établir les équivalences, il nous reste à montrer que (ii) im-
plique (i). Supposons que yε converge faiblement vers un certain vec-
teur a lorsque ε tend vers 0. Alors Tyε converge faiblement vers Ta.
Or l'inégalité ‖Tyε − x‖ 6 ε permet aussi d'écrire que Tyε tend vers
x. Donc x = Ta appartient bien à l'image de T .
Étudions le cas où x /∈ Im(T ). Supposons par l'absurde qu'il existe
une suite (εn)n∈N telle que (‖yεn‖)n∈N soit bornée. Alors il existe une
application ϕ : N → N strictement croissante telle que (‖yεϕ(n)‖)n∈N
converge faiblement vers un certain vecteur, que l'on nomme z. Par
conséquent Tyεϕ(n) −−−−→n→+∞ Tz. Or Tyεϕ(n) −−−−→n→+∞ x, donc Tz = x et
x ∈ Im(T ), ce qui est absurde. C'est donc que ‖yε‖ −−→
ε→0
+∞.
Ce dernier résultat permet de calculer la limite de cε lorsque ε tend
vers 0.
Corollaire 4.15. Soient T un opérateur à image dense et x ∈ H\{0}.
Pour tout ε ∈]0; ‖x‖[, cε désigne le réel strictement positif introduit
dans la dénition 4.6. Alors on a
lim
ε→0
cε = 0.
Démonstration. Comme Tyε −−→
ε→0
x, en utilisant le lemme 4.5, on a
cεyε = T
∗(x− Tyε) −−→
ε→0
T ∗(0) = 0.
A fortiori, on peut écrire cε‖yε‖ −−→
ε→0
0, puis cε = o
ε→0
(
1
‖yε‖
)
. Utilisons
la proposition 4.14, et pour cela distinguons les deux cas suivants.
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Si x0 /∈ Im(T ), on a ‖yε‖ −−→
ε→0
+∞ donc 1
‖yε‖
−−→
ε→0
0 et cε −−→
ε→0
0.
Si x0 ∈ Im(T ) : la fonction ε 7→ yε converge vers un vecteur non nul,
donc l'application ε 7→ 1
‖yε‖
est bornée. On en déduit cε −−→
ε→0
0.
4.2.3 Comportement lorsque ε tend vers ‖x‖
Étant donnés un opérateur à image dense T , un vecteur x non nul
et un réel ε ∈]0; ‖x‖[, on désigne encore par yε (respectivement cε) le
vecteur minimal (respectivement le coecient de colinéarité) associé
au triplet (T, x, ε). Dans le paragraphe précédent, nous avons obtenu
le comportement des fonctions ε 7→ yε et ε 7→ cε lorsque ε tend vers
0. De manière symétrique, nous présentons à présent le comportement
de ces deux fonctions lorsque ε tend vers ‖x‖.
Proposition 4.16. Soient T un opérateur à image dense et x un vec-
teur non nul. Pour tout ε ∈]0; ‖x‖[, cε désigne le réel strictement positif
introduit dans la dénition 4.6. Alors, lorsque ε tend vers ‖x‖, on a
les deux assertions suivantes :
• yε converge fortement vers le vecteur nul ;
• cε tend vers +∞.
Démonstration. Commençons par prouver que yε converge faiblement
vers 0 lorsque ε tend vers ‖x‖.
Selon la proposition 4.10, pour tout ε ∈]0; ‖x‖[, on a Tyε ∈ Vx,ε donc
‖Tyε‖ <
√
‖x‖2 − ε2.
Selon le théorème des gendarmes, ‖Tyε‖ −−−−→
ε→‖x‖
0, donc Tyε converge
fortement vers 0 lorsque ε tend vers ‖x‖. De plus, ε 7→ ‖yε‖ est décrois-
sante et minorée par 0, ce qui entraîne que ‖yε‖ converge quand ε tend
vers ‖x‖, et a fortiori, yε est bornée lorsque ε est au voisinage de ‖x‖.
Par conséquent, on peut construire une suite (εk)k∈N qui tend vers ‖x‖
et telle que (yεk)k∈N soit faiblement convergente vers un certain vecteur
b de H.
On en déduit que Tyεk converge faiblement vers Tb. Or, Tyε converge
72 4.2. RÉGULARITÉ EN ε
fortement vers 0 lorsque ε tend vers ‖x‖, donc Tyεk converge fortement
vers 0, ce qui implique Tb = 0, c'est-à-dire b ∈ ker(T ).
Par ailleurs, on a
∀k ∈ N, yεk ∈ (kerT )⊥.
En eet, pour tout entier naturel k, on décompose yεk selon la somme
directe H = kerT ⊕ (kerT )⊥ :
yεk = y
′
εk
+ y′′εk avec (y
′
εk
, y′′εk) ∈ (kerT )× (kerT )⊥.
Alors Tyεk = Ty
′′
εk
, donc ‖Ty′′εk − x‖ = ε. Par ailleurs, on a clairement‖y′′εk‖ 6 ‖yεk‖. L'unicité du vecteur minimal yεk nous permet alors
d'armer que y′′εk = yεk , c'est-à-dire que yεk ∈ (kerT )⊥.
Le sous-espace vectoriel (kerT )⊥ étant fermé, la limite faible b de la
suite (yεk) appartient à (kerT )
⊥. Ainsi
b ∈ kerT ∩ (kerT )⊥ = {0}.
L'unicité de cette valeur d'adhérence permet de dire que yε converge
faiblement vers le vecteur nul lorsque ε tend vers ‖x‖.
Montrons à présent que cε tend vers +∞ lorsque ε tend vers ‖x‖.
Par l'absurde, supposons que cε ne tende pas vers +∞. Alors il existe
une suite (εk)k∈N de limite ‖x‖ telle que (cεk) soit bornée. Quitte à ex-
traire une sous-suite de (εk)k∈N, on peut supposer que (cεk) est conver-
gente ; notons c sa limite. D'une part, (T ∗T + cεkI) converge dans
B(H) vers T ∗T + cI. D'autre part, selon la proposition précédente,
(yεk) converge faiblement vers 0.
Par ailleurs, le théorème 4.9 nous permet de remarquer que
∀k ∈ N, (T ∗T + cεkI)yεk = T ∗x.
En prenant la limite faible dans cette dernière égalité, on observe donc
que T ∗x = 0, c'est-à-dire que x ∈ ker(T ∗). Or
ker(T ∗) ⊂ ker(T ∗) = (ImT )⊥ = (ImT )⊥ = {0},
donc x = 0, ce qui est absurde. C'est donc que cε −−−−→
ε→‖x‖
+∞.
Selon la remarque 4.8, yε = (T ∗T + cεI)−1T ∗x. Comme cε → +∞,
(T ∗T + cεI)
−1 converge dans B(H) vers l'application nulle. On en
déduit que yε converge fortement vers 0, ce qui achève la preuve.
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4.2.4 Étude de l'application ε 7→ ‖yx,ε‖
P. Eno et T. Hõim ont approfondi l'étude de la régularité de la
fonction ε 7→ yx,ε en s'intéressant à l'application N dénie comme suit.
Notations 4.17. Pour tout opérateur T à image dense et tout vecteur
non nul x, on note N l'application dénie sur ]0; ‖x‖[ par
∀ε ∈]0; ‖x‖[, N(ε) = ‖yε‖.
Les deux auteurs précédents ont notamment obtenu le théorème
suivant (cf. [31]).
Théorème 4.18. Soient T ∈ B(H) tel que ImT = H, et x ∈ H\{0}.
La fonction N de la notation 4.17 est convexe et dérivable sur ]0; ‖x‖[ ;
sa dérivée s'exprime sous la forme
∀ε ∈]0; ‖x‖[, N ′(ε) = ‖yε‖
cos(θε)‖Tyε‖ ,
où θε désigne l'angle entre les vecteurs Tyε − x et Tyε ; et
∀ε ∈]0; ‖x‖[, N(ε)N ′(ε) = − ε
cε
.
Par une approche diérente et élémentaire, nous avons déjà prouvé
que N est décroissante sur ]0; ‖x‖[ (4.13).
Pour conclure la section concernant l'évolution des vecteurs extré-
maux en fonction du paramètre ε, nous allons présenter les deux seules
situations envisageables concernant l'application N .
Proposition 4.19. Soient T ∈ B(H) à image dense, et x ∈ H\{0}.
Alors la fonction N , introduite dans la notation 4.17, est convexe, stric-
tement décroissante et dérivable sur ]0; ‖x‖[.
Elle est donc également bijective de ]0; ‖x‖[ dans ]0; r[ où :
• r = +∞ si x /∈ Im(T ) ;
• r est la norme de l'unique antécédent de x par T appartenant à
ker(T )⊥ si x ∈ Im(T ).
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Démonstration. La convexité et la décroissance ont été obtenues pré-
cédemment, de même que la valeur de r. La stricte décroissance et la
continuité s'en déduisent. Ces deux derniers arguments et les proposi-
tions 4.14 et 4.16 permettent de prouver la bijectivité de ]0; ‖x‖[ dans
]0; r[ .
Pour résumer, le graphe de la fonction N est donc de l'un des deux
types suivants.
Cas où x ∈ Im(T ) Cas où x /∈ Im(T )
Figure 4.4  Deux situations pour la courbe représentative de N
Remarque 4.20. Dans toute la thèse, l'espace vectoriel H considéré
est supposé de Hilbert. Cependant, un certain nombre de propriétés
énoncées dans ce paragraphe sont encore valables si l'on suppose seule-
ment que H est de Banach. Citons ainsi les propriétés qui ont été
obtenues par des preuves de nature banachique.
Si H est un espace de Banach, si T est un opérateur à image dense
agissant sur H et si x est un vecteur non nul, alors la fonction N
(notation 4.17) est décroissante, convexe et continue sur ]0; ‖x‖[.
Démonstration. La preuve de la décroissance donnée dans cette thèse
(remarque 4.13) est de nature Banachique. Il en est de même de la
preuve de la convexité présentée dans [31]. La continuité sur l'ouvert
]0; ‖x‖[ s'en déduit immédiatement.
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Cette remarque est très intéressante, dans la mesure où la conti-
nuité de N va être un outil central pour la section suivante (4.3),
dans laquelle nous établissons des propriétés de régularité concernant
la fonction x 7→ yx,ε.
Notons tout de même que dans le cas Hilbertien, l'analycité de
ε 7→ yε fournit un autre argument permettant d'établir la continuité
de N .
4.3 Régularité en x
4.3.1 Étude de l'application x 7→ yx,ε
4.3.1.1 Continuité globale
Penchons-nous d'abord sur la continuité de l'application annoncée,
composée avec la norme hilbertienne.
Proposition 4.21. Soient T un opérateur à image dense, et ε > 0.
Alors l'application x 7→ ‖yx,ε‖ est continue sur l'ouvert H\B(0, ε].
Démonstration. Soit µ > 0. L'application ε 7→ ‖yx,ε‖ est continue selon
la remarque 4.20. De fait, il existe un réel ν tel que 0 < ν < ε, vériant
∀η ∈ [ε− ν; ε+ ν], ∣∣‖yx,η‖ − ‖yx,ε‖∣∣ < µ.
En particulier, on a donc
‖yx,ε−ν‖ 6 ‖yx,ε‖+ µ et ‖yx,ε+ν‖ > ‖yx,ε‖ − µ.
Soit x′ ∈ B(x, ν] : alors, par application de l'inégalité triangulaire, on a
B(x, ε−ν] ⊂ B(x′, ε] ⊂ B(x, ε+ν]. Par suite, la dénition des vecteurs
minimaux permet d'écrire ‖yx,ε+ν‖ 6 ‖yx′,ε‖ 6 ‖yx,ε−ν‖. Ainsi, tout
vecteur x′ de la boule B(x, ν] satisfait à
‖yx,ε‖ − µ 6 ‖yx′,ε‖ 6 ‖yx,ε‖+ µ
ce qui démontre la continuité de l'application cherchée.
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Remarque 4.22. Cette proposition est à relier avec la remarque 4.20 :
elle est encore valable si l'on suppose seulement que H est un espace
de Banach.
Grâce à cette propriété, nous allons voir comment obtenir la conti-
nuité globale en x. La démonstration utilise en eet la continuité de
l'application x 7→ ‖yx‖, le théorème de Pythagore, ainsi que le théo-
rème des fermés emboîtés. Seule l'utilisation du théorème de Pythagore
à la n de la preuve donne une nature Hilbertienne au résultat suivant.
Théorème 4.23. Soient T un opérateur à image dense, et ε > 0.
Alors l'application x 7→ yx,ε est continue en tout point de l'ouvert
H\B(0, ε].
Démonstration. Étudions la continuité au point x ∈ H\B(0, ε]. Soit
donc une suite (xn)n∈N qui converge dans H vers x. Cette convergence
entraîne l'existence d'un rang N tel que ∀n > N , ‖xn‖ > ε. On peut
donc considérer y = yx,ε et, pour tout n > N , yn = yxn,ε. Il s'agit alors
de prouver que la suite (yn)n>N converge vers y.
Remarquons d'abord que, pour tout M > N , on a
∀ν > 0, ∃Nν > M ;
∀n > Nν , yn ∈
{
z ∈ H; ‖Tz − x‖ 6 ε+ ν}. (4.2)
En eet, si ν > 0, il existe un entier Nν > M tel que pour tout n > Nν ,
‖xn − x‖ 6 ν donc selon l'inégalité triangulaire ‖Tyn − x‖ 6 ε+ ν.
De cette manière, on dispose en particulier d'un entier N1 > N en
choisissant ν = 1 dans (4.2). Notons ηN1 = 1. On dispose ensuite d'un
entier N1/2 que l'on peut choisir supérieur ou égal à N1 en choisissant
ν = 1
2
dans (4.2). Notons, pour tout n ∈ [N1+1;N1/2−1]∩N, ηn = 1 et
ηN1/2 =
1
2
. En considérant des entiers N1/n vériant (4.2) pour ν = 1n ,
on construit par récurrence une suite décroissante (ηn)n>N1 de réels
strictement positifs, qui converge vers 0, et telle que pour tout n > N1
et tout k > n, on ait yk ∈
{
z ∈ H; ‖Tz − x‖ 6 ε+ ηn
}
.
Posons alors, pour tout n > N1,
Fn =
{
z ∈ H; ‖Tz − x‖ 6 ε+ ηn et ‖z‖ 6 sup
k>n
{‖yk‖, ‖y‖}
}
.
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Cet ensemble est convexe fermé, et contient yn et y. Grâce au théorème
de Pythagore, son diamètre est majoré par le réel
2
√
sup
k>n
{‖yk‖, ‖y‖}2 − ‖yx,ε+ηn‖2 .
Les ensembles Fn constituent donc une suite décroissante de fermés
dont le diamètre tend vers 0. C'est donc que leur intersection est réduite
à y, ce qui force la suite (yn) à converger vers y.
4.3.1.2 Étude directionnelle
Maintenant, nous allons obtenir divers résultats sur l'application
précédente, en utilisant des directions particulières, pour ε et x xés.
On se limite à une étude directionnelle car la démonstration est basée
sur l'argument de la proposition 4.10, à savoir le fait que la minimisa-
tion se situe sur une portion de sphère et non la boule toute entière.
Voyons donc, dans un premier temps, ce résultat global, dans une
seule direction bien particulière, la direction x :
Proposition 4.24. Soient T un opérateur à image dense, x ∈ H\{0},
et 0 < ε < ‖x‖. Alors la fonction]
ε
‖x‖
; +∞
[
−→ R
t 7−→ ‖ytx,ε‖
est croissante.
Démonstration. Nous allons étudier la fonction t 7→ ‖y(1+t)x,ε‖ par sou-
cis de simplicité. La proposition 4.10 montre que le vecteur minimal
associé à (T, x, ε) est le résultat d'une minimisation de la norme des
vecteurs dont l'image par T appartient à l'ensemble Vx,ε, déni dans
la proposition 4.10. On peut alors remarquer que
V(1+t)x,ε ⊂ B(x, ε]
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pour tout t ∈ R∗+ susamment petit, par exemple pour t appartenant à
l'intervalle
[
0; ε
2
‖x‖2
]
. En eet, si x′ ∈ V(1+t)x,ε, on a les deux conditions
‖(1 + t)x− x′‖ = ε et ‖x′‖2 6 (1 + t)2‖x‖2 − ε2.
Écrivons x′ = (1 + t)x + k pour k ∈ H. On peut alors développer :
‖x′‖2 = (1 + t)2‖x‖2 + 2(1 + t)[x|k] + ε2 6 (1 + t)2‖x‖2 − ε2, pour
obtenir
ε2 + (1 + t)[x|k] 6 0.
Par ailleurs x′ − x = tx + k, donc l'inégalité ‖x′ − x‖ 6 ε équivaut à
t‖x‖2 + 2[x|k] 6 0. Or t‖x‖2 + 2[x|k] 6 t‖x‖2 − 2 ε2
1+t
, donc il sut de
trouver les réels strictement positifs t tels que le dernier nombre soit
négatif, c'est-à-dire
(1 + t)t‖x‖2 − 2ε2 6 0.
Une étude de ce polynôme du second degré montre qu'il possède deux
racines, l'une négative, et l'autre positive, égale à√‖x‖2 + 8ε2
2‖x‖ −
1
2
.
Il reste à voir que la borne annoncée précédemment est inférieure à
cette dernière. Or, comme ε < ‖x‖, on a bien√‖x‖2 + 8ε2
2‖x‖ −
1
2
=
4ε2
‖x‖(√‖x‖2 + 8ε2 + ‖x‖) > ε
2
‖x‖2 .
Enn, par minimalité du vecteur yx,ε, il vient ‖yx,ε‖ 6 ‖y(1+t)x,ε‖, et
l'application est croissante sur
[
0, ε
2
‖x‖2
]
. On applique le même raison-
nement avec x1 =
(
1+ ε
2
‖x‖2
)
x à la place de x pour obtenir la croissance
de t 7→ ‖y(1+t)x1,ε‖ sur
[
0, ε
2
‖x1‖2
]
. En réitérant, on obtient la croissance
de toute fonction t 7→ ‖y(1+t)xn,ε‖ sur
[
0, ε
2
‖xn‖2
]
, où la suite (xn)n est
dénie par x0 = x et xn+1 =
(
1 + ε
2
‖xn‖2
)
xn pour tout entier naturel n.
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Figure 4.5  Représentation de la suite (xn)n∈N sur la droite des réels
On a, pour tout n ∈ N, ‖xn+1‖ =
(
1 + ε
2
‖xn‖2
)‖xn‖ = ‖xn‖ + ε2‖xn‖ . La
suite (‖xn‖)n est donc croissante. Or, la fonction f : u 7→ u+ ε2u n'a pas
de point xe, de fait la suite (‖xn‖)n tend vers +∞ lorsque n tend vers
+∞. On conclut donc par la croissance de la fonction t 7→ ‖y(1+t)x,ε‖
sur [0; +∞[, et en changeant x (on le prend dans la même direction,
mais de norme aussi proche de ε que l'on veut), on obtient bien la
croissance sur
]
ε
‖x‖
− 1;+∞
[
, ce qui équivaut à la croissance de la
fonction t 7→ ‖ytx,ε‖ sur
]
ε
‖x‖
,+∞
[
.
Cette proposition ne peut pas être généralisée à toutes les direc-
tions, comme le prouve le contre-exemple suivant.
Exemple 4.25. Avec les notations précédentes, on pose H = C2,
T = IdC2 , x = (2;−2) et ε = 1.
Alors la fonction t 7→ ‖yx+th,ε‖, dans la direction h = (0; 2), est dé-
croissante sur [0; 1] et croissante sur [1; +∞[.
Justication. En eet, par dénition, le vecteur yx+th,ε appartient à
T−1(∂B(x+th, ε)) donc il est solution de l'équation ‖Ty−x−th‖2 = ε.
En posant y = (λ;µ), on obtient (λ− 2)2 + (µ + 2− 2t)2 = 1, qui est
l'équation du cercle C de centre C = (2; 2t− 2) et de rayon 1. Ainsi
‖yx+th,ε‖ = d(O,C ) = OC − r = 2
√
(t− 1)2 + 1− 1
où d désigne la distance entre deux points de C2. Une simple étude de
la fonction t 7→ 2√(t− 1)2 + 1− 1 permet de conclure.
Dans un deuxième temps, nous proposons divers remarques et com-
pléments. Du point de vue directionnel, on s'intéresse à l'application
x 7→ yx dans toute une gamme de directions, contenues dans un cône
que l'on va exhiber.
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Proposition 4.26. Soient T un opérateur à image dense, x un vecteur
non nul, et ε un réel appartenant à ]0; ‖x‖[. Fixons ρ ∈]0; ε[.
Alors, pour tout vecteur h appartenant à l'ensemble
C =
{
h ∈ H; h− x ∈ B(0, ρ[},
on a les inégalités
‖yx,ε‖ 6
∥∥∥y
x,
√
ε2−t2‖x‖2
∥∥∥ 6 ‖yx+th,ε‖ 6 ∥∥yx,ε−t‖x‖∥∥
pour tout réel strictement positif t susamment petit.
Démonstration. Considérons un vecteur h de C , et posons u = h− x.
Pour commencer, nous pouvons remarquer les inclusions
B(x, ε− t‖x‖] ⊂ B(x+ th, ε]
et
Vx+th,ε ⊂ B
(
x,
√
ε2 − t2‖x‖2
]
⊂ B(x, ε]
pour tout réel strictement positif t susamment petit. La première
et la dernière sont claires. Il nous sut donc de démontrer l'inclusion
Vx+th,ε ⊂ B
(
x,
√
ε2 − t2‖x‖2
]
.
Soit donc x′ un élément de Vx+th,ε, que l'on écrit x′ = x + th + k,
avec k ∈ H. L'appartenance de x′ à Vx+th,ε se traduit par le système
d'inéquations { ‖k‖ = ‖x′ − (x+ th)‖ = ε
‖x′‖2 6 ‖x+ th‖2 − ε2 .
En développant x′, la dernière inégalité devient ε2 + [x|k] + t[h|k] 6 0.
L'écriture h = x + u permet de reformuler l'inégalité précédente pour
obtenir ε2 + (1 + t)[x|k] + t[u|k] 6 0. On en déduit nalement la ma-
joration de [x|k] suivante
[x|k] 6 − 1
1+t
(ε2 + t[u|k]). (4.3)
On cherche un réel t′ strictement positif tel que pour tout t ∈ [0; t′], le
vecteur x′ = x+th+k appartienne à B
(
x,
√
ε2 − t2‖x‖2
]
. Cela revient
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à trouver un réel t′ strictement positif tel que pour tout t ∈ [0; t′],
‖th+k‖2 6 ε2− t2‖x‖2, c'est-à-dire t(‖h‖2+ ‖x‖2)+2[h|k] 6 0, ce qui
s'écrit encore, puisque h = x+ u,
t(2‖x‖2 + ‖u‖2) + 2[x|k] + 2[u|k] 6 0.
Selon l'inégalité (4.3), on voit que
t(2‖x‖2 + ‖u‖2) + 2[x|k] + 2[u|k]
6 t(2‖x‖2 + ‖u‖2)− 2
1+t
(ε2 + t[u|k]) + 2[u|k],
ainsi il sut de trouver t′ > 0 tel que pour tout t ∈ [0; t′], le second
membre soit négatif ou nul, c'est-à-dire t2 + t+ 2 [u|k]
2‖x‖2+‖u‖2
6 0. Selon
l'inégalité de Cauchy-Schwarz, |[u|k]| 6 ‖u‖‖k‖ = ε‖u‖. Par consé-
quent, il sut de trouver t′ > 0 tel que pour tout t ∈ [0; t′], on ait
t2 + t+ 2εϕ(‖u‖) 6 0 (4.4)
où l'on a noté ϕ la fonction dénie sur R par
∀r ∈ R, ϕ(r) = r − ε
2‖x‖2 + r2 .
Cette application est dérivable sur R et ∀r ∈ R, ϕ′(r) = 2‖x‖2−r2+2rε
(2‖x‖2+r2)2
.
ϕ′ possède deux zéros dont un seul est positif : il s'agit du nombre
r1 = ε+
√
ε2 + 2‖x‖2. Comme ϕ′ est positive sur [0; r1], ϕ est croissante
sur ce segment et en particulier sur [0; ρ]. Comme ϕ(ρ) < 0, on peut
trouver t′ > 0 tel que tout t ∈ [0, t′] vérie l'équation (4.4) dans le cas
où ‖u‖ = ρ. Par croissance de ϕ, cette valeur de t′ convient pour tout
vecteur u tel que ‖u‖ < ρ. L'inclusion
Vx+th,ε ⊂ B
(
x,
√
ε2 − t2‖x‖2
]
est donc prouvée pour tout réel positif t susamment petit.
Par conséquent, en mélant les inclusions données en début de preuve
et la dénition des vecteurs minimaux, nous obtenons eectivement les
inégalités souhaitées.
82 4.3. RÉGULARITÉ EN X
Au regard de la proposition 4.26, une des prochaines étapes dans
l'étude de la régularité de l'application x 7→ yx,ε serait d'obtenir des ré-
sultats quant à la diérentiabilité de l'application x 7→ yx, en observant
par exemple la diérentiabilité dans un certain nombre de directions.
Remarque 4.27. Dans la seule direction x, on peut déduire facilement
l'analycité de t 7→ yT,(1+t)x,ε de celle de ε 7→ yT,x,ε, mais celle-ci ne
permet cependant pas de déduire la croissance de l'application, qui a
été démontrée en proposition 4.24.
4.3.2 Étude de l'application x 7→ cx,ε
Comme première application du théoreème de continuité de x 7→ yx
(théorème 4.23), nous obtenons la continuité de l'application x 7→ cx,ε
(cf. dénition 4.6).
Lemme 4.28. Soient T un opérateur à image dense, x ∈ H\{0} et
ε ∈]0; ‖x‖[. Notons cx,ε le réel introduit dans la dénition 4.6. Alors
cx,ε 6
ε‖T‖2
‖x‖ − ε.
Démonstration. Selon le lemme 4.5, cx,ε vérie T ∗(Tyx,ε−x) = −cx,εyx,ε.
Il vient 〈T ∗(Tyx,ε−x)|T ∗Tyx,ε〉 = −cx,ε〈yx,ε|T ∗Tyx,ε〉 = −cx,ε‖Tyx,ε‖2,
d'où l'on déduit l'égalité
cx,ε =
|〈T ∗(Tyx,ε − x)|T ∗Tyx,ε〉|
‖Tyx,ε‖2 .
Or, selon l'inégalité de Cauchy-Schwarz,
|〈T ∗(Tyx,ε − x)|T ∗Tyx,ε〉| ≤ ‖T ∗(Tyx,ε − x)‖‖T ∗Tyx,ε‖
≤ ‖T ∗‖‖Tyx,ε − x‖‖T ∗‖‖Tyx,ε‖
≤ ε‖T‖2‖Tyx,ε‖.
Comme yx,ε ∈ Vx,ε, on a ‖Tyx,ε‖2 > (‖x‖−ε)2 ce qui entraîne l'inégalité
1
‖Tyx,ε‖
≤ 1
‖x‖−ε
. On en déduit cx,ε ≤ ε‖T‖2‖Tyx,ε‖ ≤
ε‖T‖2
‖x‖−ε
.
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Proposition 4.29. Soient T un opérateur à image dense, et ε > 0.
Alors l'application x 7→ cx,ε est continue en tout point de l'ouvert
H\B(0, ε].
Démonstration. Nous proposons une preuve séquentielle. Soit (xn)n∈N
une suite de vecteurs non nuls de H qui converge vers un vecteur x non
nul. Soit ρ ∈]0; ‖x‖ − ε[. On sait donc qu'il existe un rang N tel que
∀n > N , ‖xn‖ − ε > ρ. On peut donc dénir, à partir de ce rang N ,
le coecient de corrélation cn = cxn,ε et le vecteur minimal yn = yxn,ε
(resp. c = cx,ε et y = yx,ε) associés à xn et ε (resp. à x et ε). Montrons
que (cn)n>N converge vers c.
Selon le lemme précédent, on a : ∀n > N , 0 < cn 6 ε‖T‖2‖xn‖−ε 6
ε‖T‖2
ρ
.
Ainsi (cn)n>N est bornée.
Soit c′ une valeur d'adhérence de la suite (cn)n>N . Il existe une extrac-
trice ϕ : N → N strictement croissante telle que cϕ(n) −−−−→
n→+∞
c′. De
plus, selon le théorème de continuité 4.23, on sait que yϕ(n) −−−−→
n→+∞
y.
En passant à la limite quand n tend vers +∞ dans l'égalité
(T ∗T + cϕ(n)I)yϕ(n) = T
∗xϕ(n)
provenant du théorème 4.9, on obtient (T ∗T +c′I)y = T ∗x. Par unicité
de la solution du système d'équations{ ‖Ty − x‖ = ε ;
(T ∗T + cI)y = T ∗x.
on a (c′, y) = (c, y) et en particulier c′ = c.
Par unicité de la valeur d'adhérence de la suite bornée (cn)n>N , on en
déduit que (cn)n>N converge vers c ce qui termine la preuve.

Chapitre 5
Évolution des vecteurs
minimaux sous l'inuence de la
transformation de Aluthge
Nous avons évoqué, dans le chapitre préliminaire, l'une des mo-
tivations principales de S. Ansari et P. Eno : obtenir des résultats
concernant le problème du sous-espace invariant et celui du sous-espace
hyper-invariant. Nous avons notamment observé une suite (yn)n∈N per-
mettant d'obtenir de nouveaux résultats dans ce domaine.
Dans ce chapitre, nous avons tenté de comparer, sur des exemples,
les vecteurs extrémaux associés à un opérateur et ceux de sa tranfor-
mée de Aluthge. Cela nous a conduit à introduire une suite qui peut
s'apparenter à la suite (yn) précédente ; nous apportons ici des résultats
sur son comportement.
5.1 Transformée de Aluthge d'un shift à
poids
Un premier exemple d'opérateur T , permettant de comparer les
vecteurs extrêmaux de T et de ∆(T ), serait le shift (ou son adjoint)
déni sur l'espace de Hilbert ℓ2, c'est-à-dire l'ensemble des suites (xn)
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telles que la série
∑ |xn|2 soit convergente. Cependant, la méthode
d'Ansari-Eno s'applique aux seuls opérateurs non surjectifs à image
dense. Or, ni le shift unilatéral, agissant sur ℓ2(N), ni son adjoint ne
vérient cette condition ; et leurs homologues bilatéraux, dénis sur
ℓ2(Z), possèdent le même défaut.
Par contre, les shifts à poids bilatéraux fournissent des exemples
de tels opérateurs. Ce sont donc ces opérateurs que nous avons choisi
comme exemples élémentaires pour débuter l'étude comparative des
vecteurs extrémaux associés à un opérateur T et ceux associés à l'opé-
rateur ∆(T ).
5.1.1 Quelques caractéristiques des shifts à poids
bilatéraux
Commençons par rappeler la dénition de shift à poids. Les sources
principales pour les résultats généraux concernant ce sujet sont [51],
[47] et [29].
Introduisons une base orthonormée (en)n∈Z de l'espace de Hilbert
ℓ2(Z). On pourra par exemple et sans perte de généralité, supposer que
(en) est la base canonique de ℓ2(Z), c'est-à-dire que pour tout n ∈ Z,
en est la suite (en,m)m∈Z dénie par
∀m ∈ Z, en,m = δn,m,
où δn,m désigne le symbole de Kronecker.
Le vocabulaire  poids  renvoie dans ce contexte à une suite xée,
dont le rôle est d'attribuer des coecients aux vecteurs de la base
précédente.
Dénition 5.1. Soit α = (αn)n∈Z un poids, c'est-à-dire une suite de
ℓ∞(Z). On appelle shift à poids α sur ℓ2(Z) l'opérateur Wα déni sur
la base (en) par
∀n ∈ Z, Wαen = αnen+1.
Tout shift à poids (αn)n∈Z est unitairement équivalent au shift à
poids (|αn|)n∈Z. En eet, il sut de considérer une nouvelle base or-
thonormée (εn) = (ξnen)n∈Z de ℓ2(Z), au lieu de (en), telle que la
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dénition de Wα se traduise par ∀n ∈ Z, Wαεn = |αn|εn. On peut
donc supposer à partir de maintenant que α est une suite de nombres
réels positifs.
An d'étudier les vecteurs extrémaux d'un tel opérateur, nous cher-
chons les conditions sur α qui font deWα un opérateur injectif, à image
dense, et quasinilpotent.
Remarque 5.2. Soient α un poids et Wα le shift à poids associé. Alors
on a les propriétés suivantes.
1. Si α ne s'annule jamais, Wα est un opérateur injectif à image
dense.
2. Pour tout k ∈ N∗, ‖W kα‖ = sup
p∈Z
|αp · · ·αp+k−1|.
3. Le rayon spectral de Wα est r(Wα) = lim
k→+∞
sup
p∈Z
|αp · · ·αp+k−1| 1k ,
ce qui entraîne en particulier que Wα est quasinilpotent si et
seulement si
lim
k→+∞
sup
p∈Z
|αp · · ·αp+k−1| 1k = 0.
Démonstration. 1. Si α ne s'annule jamais, Wα est clairement injectif.
2. Une récurrence immédiate sur k ∈ N permet d'écrire que W kαen =
αn · · ·αn+k−1en+k−1. Ainsi W kα = SkD où S est le shift usuel et D
l'opérateur diagonal déni par Den = αn · · ·αn+k−1en. Alors on a
‖W kα‖ = ‖D‖ ce qui permet aisément de conclure.
3. L'égalité annoncée provient directement de l'application du théo-
rème de I. M. Gelfand (cf. [28]) en utilisant le point 2. L'équivalence
est alors immédiate puisqu'un opérateur T est quasinilpotent si, et
seulement si, r(T ) = {0}.
Dorénavant, le poids α = (αn)n∈Z désignera donc une suite bor-
née de nombres réels strictement positifs dénie sur Z, et Wα le shift
associé.
5.1.2 Calcul de ∆(Wα)
Dans ce paragraphe, on propose le calcul de la transformée de Alu-
thge d'un shift à poids Wα. On obtient en particulier que l'opérateur
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∆(Wα) est encore un shift à poids, ce qui va nous permettre d'enta-
mer, dans la suite de ce chapitre, une étude comparative concrète des
vecteurs extrémaux associés à Wα et ∆(Wα).
Notations 5.3. Si α ∈ ℓ∞(Z), on note Dα l'opérateur diagonal associé
à la base (en)n∈Z et à α, c'est-à-dire l'opérateur déni par
∀n ∈ Z, Dαen = αnen.
Proposition 5.4. Soit α un poids. La décomposition polaire du shift
à poids Wα s'écrit
Wα = SDα
où S est le shift bilatéral usuel sur ℓ2(Z).
Démonstration. L'adjoint W ∗α est déni sur la base canonique de ℓ
2(Z)
par
∀n ∈ Z, W ∗αen = αn−1en−1.
Ce résultat découle en eet des égalités
〈W ∗αen|ep〉 = 〈en|Wαep〉 = 〈en|αpep+1〉 = αpδn,p+1 = αn−1δp,n−1,
valables pour tout (n, p) ∈ Z2. Il suit que pour tout n ∈ Z, on a
W ∗αWαen = αnW
∗
αen+1 = α
2
nen, donc le module de Wα est donné par
∀n ∈ Z, |Wα|en = αnen = Dαen.
Comme S est une isométrie partielle, l'écriture Wα = SDα fournit la
décomposition polaire de Wα.
Corollaire 5.5. Wα est compact si seulement si lim
|n|→+∞
αn = 0.
Démonstration. Il sut de constater que Wα est compact si seulement
si Dα l'est, et le résultat s'en déduit aisément (cf. [28]).
Le résultat suivant propose le calcul plus général de la transformée
génréralisée de Aluthge de Wα.
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Proposition 5.6. Soit α ∈ ℓ∞. Pour tout λ ∈ [0; 1], on a
∆λ(Wα) = Wβ
où β est dénie pour tout n ∈ Z par βn = α1−λn αλn+1.
Démonstration. Le calcul de ∆λ(Wα) se déduit de la décomposition
polaire précédemment obtenue, en eectuant le calcul sur les vecteurs
de la base canonique :
∀n ∈ Z, ∆λ(Wα)en = DλαSD1−λα en
= α1−λn D
λ
αSen
= α1−λn D
λ
αen+1
= α1−λn α
λ
n+1en+1.
En conclusion, ∆(Wα) et Wβ coïncident sur les vecteurs d'une base :
ils sont donc égaux.
À partir de ce résultat, il est aisé de proposer le calcul pour les
itérés de la transformation de Aluthge appliquée à un shift à poids. Ce
sont clairement tous des shifts à poids. Plus précisément, on obtient le
résultat suivant par récurrence :
Proposition 5.7. Soit α ∈ ℓ∞. L'opérateur ∆n(Wα) est le shift de
poids α(n) déni par
∀k ∈ Z, α(n)k =
( n∏
p=0
α
(np)
k+p
) 1
2n
.
5.2 Vecteurs extrémaux associés à un shift
à poids
Dans ce paragraphe, on propose le calcul implicite du vecteur ex-
trémal associé à Wα et un vecteur x ∈ ℓ2(Z).
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Proposition 5.8. Soient α un poids et Wα le shift à poids associé.
Soit x ∈ ℓ2(Z) une suite non nulle.
Alors pour tout ε ∈]0; ‖x‖[, le vecteur extrémal associé à (Wα, x, ε) est
yWα,x,ε =
∑
k∈Z
αk−1xk
α2k−1 + c
ek−1
où c est l'unique solution positive de l'équation d'inconnue t
∑
k∈Z
t2|xk|2
(α2k−1 + t)
2
= ε2. (5.1)
Démonstration. Par souci de clareté, nous commençons par considérer
une suite x ∈ ℓ2(Z) à support ni, disons inclus dans [−n;n] ∩ Z pour
un certain entier naturel n. On peut donc écrire x =
n∑
k=−n
xkek.
On applique le théorème 4.9 : on est donc amené à résoudre le sytème
d'équations, d'inconnues (y, c) ∈ H × R∗+,
(W ∗αWα + cI)y = W
∗
αx ; (5.2)
‖Wαy − x‖ = ε. (5.3)
Décomposons a priori le vecteur y sur la base (en)n∈Z : y =
+∞∑
k=−∞
ykek.
Comme ∀k ∈ Z, (W ∗αWα + cI)(ek) = (α2n + c)ek, on a
(5.2) ⇐⇒
+∞∑
k=−∞
yk(α
2
k + c)ek =
n−1∑
k=−n−1
xk+1αkek.
On en déduit que pour tout entier k de [−n;n] : yk−1 = αk−1xkα2k−1+c . D'où
l'écriture
y =
n∑
k=−n
αk−1xk
α2k−1 + c
ek−1.
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On traduit ensuite la relation (5.3). On a Wαy =
n∑
k=−n
α2k−1xk
α2k−1+c
ek puis
Wαy − x =
n∑
k=−n
(
α2k−1
α2k−1+c
− 1
)
xkek d'où
(5.3) ⇐⇒
n∑
k=−n
( α2k−1
α2k−1 + c
− 1
)2
|xk|2 = ε2 ⇐⇒ (5.1).
Par unicité du couple (y, c) ∈ H × R∗+ solution de (5.2) et (5.3), on
en déduit que yWα,x,ε =
n∑
k=−n
αk−1xk
α2k−1+c
ek−1 où c est l'unique solution de
(5.1). Le résultat est donc prouvé dans le cas où le support de x est
ni.
On va maintenant en déduire, à l'aide de résultats de continuité
démontrés au chapitre 4, la proposition dans le cas général. Soit donc
une suite x ∈ ℓ2(Z) non nulle à support quelconque. On dénit la suite
(x(n))n∈N d'éléments de ℓ2(Z) en posant, pour tout entier naturel n,
x(n) =
n∑
k=−n
xkek.
Le terme de rang n, x(n), est simplement la troncature de x relativement
au support [−n;n]. La suite (x(n))n∈N ainsi construite est une suite
d'éléments non nuls à partir d'un certain rang N1, à supports nis,
qui converge vers x. Cette convergence entraîne l'existence d'un rang
N2 tel que ∀n > N2, ‖x(n)‖ > ε. Posons N = max(N1, N2). On peut
alors considérer y = yx,ε et c = cx,ε, et pour tout n > N , y(n) = yx(n),ε
et c(n) = cx(n),ε. Le résultat obtenu dans le cas où le support est ni
permet d'écrire
y(n) =
n∑
k=−n
αk−1x
(n)
k
α2k−1 + c
ek−1
où c(n) est l'unique solution positive de l'équation
n∑
k=−n
(
c(n)
)2∣∣x(n)k ∣∣2(
α2k−1 + c
(n)
)2 = ε2.
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Or selon le théorème 4.23 on a y(n) −−−−→
n→+∞
y, et selon la proposition
4.29 on a c(n) −−−−→
n→+∞
c, d'où le résultat en passant à la limite dans les
deux égalités précédentes.
La proposition précédente donne un calcul pratique et précis des
vecteurs extrémaux pour les shifts à poids. Cependant, il reste impli-
cite et il serait souhaitable de préciser explicitement le coecient c.
Cela paraît compliqué dans le cas général, mais le résultat implicite
permet de d'obtenir le calcul explicite dans certains cas particuliers,
notamment lorsque x est à support ni.
Remarque 5.9. Wα désigne encore le shift à poids α ∈ ℓ∞(Z).
1. Si x = xkek et 0 < ε < |xk|, alors le vecteur minimal associé à
(Wα, x, ε) est
yWα,x,ε =
xk
|xk|
|xk| − ε
αk−1
ek−1.
En eet, on sait que y = αk−1xk
α2k−1+c
où c vérie (5.1). Or (5.1)
équivaut à c
2|xk|
2
(α2k−1+c)
2 = ε
2, ou encore à c|xk|
α2k−1+c
= ε2, d'où le calcul.
2. Soit I est un ensemble ni d'entiers de cardinal p. Supposons
qu'il existe un couple (a, α) ∈ C × R∗+ tel que x = a
∑
k∈I
ek et
∀k ∈ I, αk−1 = α. Considérons enn 0 < ε < |a|√p. Alors le
vecteur minimal associé à (Wα, x, ε) est
yWα,x,ε =
∑
k∈I
a
|a|
|a|√p− ε
α
√
p
ek−1.
Exemple 5.10. Chacun des deux calculs présentés dans la remarque
précédente permet de retrouver le vecteur minimal associé à Wα et
x = ek (k ∈ Z), utilisé dans [25] :
yWα,ek,ε =
1− ε
αk−1
ek−1.
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5.3 Évolution des vecteurs extrémaux après
itération de la transformation de Alu-
thge
Fixons un poids α formé de nombres positifs, un vecteur non nul
x ∈ ℓ2(Z) et un réel ε ∈]0; ‖x‖[. Dans toute cette section, nous noterons
y0 = yWα,x,ε, c0 = cWα,x,ε, y1 = y∆(Wα),x,ε, c1 = c∆(Wα),x,ε et plus
généralement
yn = y∆n(Wα),x,ε et cn = c∆n(Wα),x,ε.
La proposition 5.8 s'applique au calcul des vecteurs extrémaux as-
sociés à ∆n(Wα) puisque nous avons vu précédemment que ce dernier
est encore un shift à poids. Avec les notations de la proposition 5.7, on
peut dire plus exactement que
yn =
∑
k∈Z
α
(n)
k−1xk
[α
(n)
k−1]
2 + cn
ek−1
où cn est l'unique solution positive de l'équation d'inconnue t∑
k∈Z
t2|xk|2(
[α
(n)
k−1]
2 + t
)2 = ε2.
Nous dénissons également, pour simplier les notations dans les cal-
culs qui vont suivre, la fonction Fn dénie sur R∗+ par
∀t > 0, Fn(t) =
∑
k∈Z
t2|xk|2(
[α
(n)
k−1]
2 + t
)2 − ε2.
Nous allons donner quelques résultats concernant la monotonie
éventuelle et la convergence des suites (yn)n∈N et (cn)n∈N, en faisant
des hypothèses diverses soit sur la suite α, soit sur la suite (α(n))n∈N.
Proposition 5.11. Supposons que la suite α soit croissante. Alors on
a les propriétés suivantes :
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1. la suite (α(n))n∈N est convergente vers une certaine suite β de
ℓ2(Z) ;
Notons y = yWβ ,x,ε et c = cWβ ,x,ε.
2. la suite (cn)n∈N est croissante et convergente vers c.
3. la suite (yn)n∈N est convergente vers y.
Démonstration. Comme α est croissante, on a, pour tout k ∈ Z,
[α
(1)
k−1]
2 = αk−1αk > α
2
k−1 = [α
(0)
k−1]
2.
Par suite, F1 6 F0. Or ces deux applications sont continues strictement
croissantes de ]0; +∞[ dans ]−ε2; ‖x‖2−ε2[, donc l'unique zéro stricte-
ment positif de F1 est plus grand que celui de F0, c'est-à-dire c1 > c0.
De plus, [α(1)k−1]
2 = αk−1αk 6 αk+1αk = [α
(1)
k ]
2 donc α(1) est encore une
suite croissante. En utilisant le même procédé, on obtient que c2 > c1.
Par récurrence immédiate, on prouve que (cn)n∈N est croissante, et que
chacune des suites α(n) l'est également.
Par ailleurs, α est une suite bornée, disons par M . Alors pour tout
entier naturel n, α(n) est également bornée par M . La suite (α(n))n∈N
est donc une suite d'éléments de RZ bornée par la suite constante égale
à M . De fait, elle converge vers une suite β, et le point 1 est prouvé.
On peut remarquer que
‖Wα(n)‖ = sup
p∈Z
α(n)p 6 sup
p∈Z
βp = ‖Wβ‖.
On en déduit, par application du lemme 4.28, les inégalités
cn 6
ε‖Wα(n)‖2
‖x‖ − ε 6
ε‖Wβ‖2
‖x‖ − ε
pour tout entier naturel n. Ainsi la suite (cn) est majorée, donc elle
converge.
Montrons à présent que la suite d'opérateurs (Wα(n))n∈N est fortement
convergente vers Wβ. Considérons pour cela un vecteur x ∈ ℓ2(Z) et
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un réel δ strictement positif. On sait qu'il existe une suite à support
ni xδ telle que ‖x− xδ‖ 6 δ
3‖Wβ‖
. Notons xδ =
p∑
k=−p
xδkek. On a
‖Wα(n)xδ −Wβxδ‖ =
p∑
k=−p
|α(n)k − βk|2|xδk|2.
Le nombre de termes composant la somme est ni et indépendant de
n, donc ‖Wα(n)xδ −Wβxδ‖ −−−−→
n→+∞
0. Par conséquent, il existe un rang
N tel que ∀n > N , ‖Wα(n)xη −Wβxδ‖ 6 δ3 . Alors
‖Wα(n)x−Wβx‖
6 ‖Wα(n)x−Wα(n)xδ‖+ ‖Wα(n)xδ −Wβxδ‖+ ‖Wβxδ −Wβx‖
6 ‖Wα(n)‖ δ3‖Wβ‖ + δ3 + ‖Wβ‖ δ3‖Wβ‖
6 δ.
On en déduit que (Wα(n)) converge fortement vers Wβ.
On a vu que (cn) est convergente. Or
(
α
(n)
k
)
n∈N
est croissante, donc
(W ∗
α(n)
Wα(n))n∈N est croissante, de même que (W
∗
α(n)
Wα(n) + cnI)n∈N.
Ensuite, l'égalité
yn = (W
∗
α(n)Wα(n) + cnI)
−1W ∗α(n)x
issue de la remarque 4.8 entraîne, grâce à la convergence forte précé-
dente, que la suite (yn) est également convergente.
Notons c′ et y′ les limites respectives de (cn) et (yn). On a, pour tout
entier naturel n, (W ∗
α(n)
Wα(n) + cnI)yn = W
∗
α(n)
xn. Par passage à la
limite lorsque n tend vers +∞, on a (W ∗βWβ + c′I)y′ = Wβx. On sait
d'autre part que, pour tout entier naturel n, ‖Wα(n)yn − x‖ = ε. Donc
on a aussi ‖Wβy′ − x‖ = ε. Le théorème 4.9 permet de conclure que
(y′, c′) = (y, c) et les points 2 et 3 sont démontrés.
Proposition 5.12. Supposons que la suite (α(n))n∈N soit convergente
pour la norme innie vers une suite β de réels strictement positifs.
Alors (cn)n∈N et (yn)n∈N convergent respectivement vers c = cWβ ,x,ε et
y = yWβ ,x,ε.
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Notons, avant de proposer une preuve pour ce résultat, que l'hypo-
thèse de convergence est assez naturelle, de même que la stricte positi-
vité de la suite limite dont la nalité est que la théorie d'Ansari-Eno
s'applique.
Démonstration. Notons F la fonction dénie sur R∗+ par
∀t > 0, F (t) =
∑
k∈Z
t2|xk|2(
β2k−1 + t
)2 − ε2.
Pour tout (n, k, t) ∈ N× Z× R∗+, on pose
gn,k(t) =
t2|xk|2(
[α
(n)
k−1]
2 + t
)2 − t2|xk|2(
β2k−1 + t
)2 .
Il est clair que la suite (gn,k)n∈N converge simplement vers 0. Par
ailleurs, la suite β est la limite au sens de la norme innie d'une suite
de suites bornées : elle est donc elle-même bornée, disons par un réel
positif b′. Cette convergence, au sens de la norme innie, entraîne en
particulier l'existence d'un entier naturel N tel que pour tout n > N ,
la suite α(n) est bornée par b = b′ + 1.
Montrons que la suite (Fn) converge uniformément localement vers
F . Soient (t1, t2) ∈ R2 tel que 0 < t1 < t2, et ε > 0. On sait,
par convergence de (α(n))n∈N, qu'il existe un entier naturel N tel que
‖α(n) − β‖∞ 6 εt
2
1
2‖x‖2β(β2+2t2)
. Considérons donc n > N . Pour tout
t ∈ [t1; t2], on obtient les inégalités suivantes
|gn,k(t)| =
t2|xk|2
∣∣β4k−1 − [α(n)k−1]4 + 2tβ2k−1 − 2t[α(n)k−1]2∣∣∣∣[α(n)k−1]2 + t∣∣2∣∣β2k−1 + t∣∣2
6
2|xk|2β(β2 + 2t)
t2
|α(n)k−1 − βk−1|
6
2|xk|2β(β2 + 2t)
t2
‖α(n) − β‖∞
6
2|xk|2β(β2 + 2t2)
t21
‖α(n) − β‖∞
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donc on en déduit
|Fn(t)− F (t)| 6
∑
k∈Z
|gn,k(t)|
6
2β(β2 + 2t2)
t21
‖α(n) − β‖∞
∑
k∈Z
|xk|2
6
2β(β2 + 2t2)‖x‖2
t21
‖α(n) − β‖∞.
Ainsi ∀t ∈ [t1; t2], [Fn(t)−F (t)| 6 ε : cela signie que (Fn)n∈N converge
uniformément sur [t1; t2], donc sur tout compact de R∗+, vers F .
On en déduit que la suite (cn)n∈N converge, disons vers c′ ; en rai-
sonnant par l'absurde, on peut montrer que c′ 6= 0. De fait, la suite
(yn)n∈N converge également, disons vers y′. Par passages à la limite
dans (W ∗
α(n)
Wα(n) + cnI)yn = Wα(n)x et ‖Wα(n)yn−x‖ = ε, on constate
que (c′, y′) vérie {
(W ∗βWβ + c
′I)y′ = Wβx
‖Wβy′ − x‖ = ε
Le théorème 4.9 permet de conclure que (y′, c′) = (y, c) et la proposition
est démontrée.
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