Abstract: In this paper we consider the problem of noncausal identification of nonstationary, linear stochastic systems, i.e., identification based on prerecorded input/output data. We show how several competing weighted least squares parameter smoothers, differing in memory settings, can be combined together to yield a better and more reliable smoothing algorithm. The resulting parallel estimation scheme automatically adjusts its smoothing bandwidth to the unknown, and possibly time-varying, rate of nonstationarity of the identified system. It also allows one to account for the distribution of measurement noise, and in particular -to cope with heavy-tailed disturbances, such as Laplacian noise, or light-tailed disturbances, such as uniform noise.
INTRODUCTION
Consider the problem of identification of a discrete-time stochastic system governed by y(t) = ϕ T (t)θ(t) + v(t) (1) where t = . . . , −1, 0, 1, . . . denotes the normalized time, y(t) denotes the system output, ϕ(t) = [ϕ 1 (t), . . . , ϕ n (t)] T denotes the vector of input (regression) variables, v(t) denotes measurement noise -a sequence of zero-mean uncorrelated random variables, and θ(t) = [θ 1 (t), . . . , θ n (t)]
T is the vector of unknown, time-varying system coefficients. Identification of nonstationary dynamic systems can be carried out using different frameworks, such as the local estimation approach, the basis function approach, or the approach based on Kalman filtering -to name only the most popular ones (Niedźwiecki, 2000) , (Sayed, 2003) . In spite of methodological differences, the corresponding identification algorithms share one common feature -they all have finite estimation memory, i.e., they gradually "forget" information coming from the remote past as the new data becomes available. The appropriate choice of estimation memory is one of the key issues in identification of nonstationary systems. The best results can be obtained if the estimation memory of the identification algorithm is selected so as to match the rate of nonstationarity of the analyzed system, trading off the variance and bias error components of the mean-squared parameter estimation error. When the rate of parameter changes varies with time, the estimation memory should be adjusted accordingly. Optimization of the memory settings is possible using sequential or parallel estimation techniques. The first case uses a single estimation algorithm, equipped with a special on-line memory-tuning mechanism. The second case takes several algorithms, with different memory settings, runs them in parallel, and compares them according to their predictive abilities (Niedźwiecki, 1990) .
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For causal estimation schemes all aspects of identification of nonstationary systems, summarized above, have been pretty well worked out. By causal, we mean estimation procedures that at each time instant provide parameter estimates that are functions of the current and past measurements only -the corresponding identification algorithms are often referred to as parameter trackers. While causality is an obvious requirement in all real-time predictionoriented or control-oriented applications, there are many system identification tasks that can be performed off-line, based on the entire available observation record. Reconstruction of parameter trajectories of a time-varying communication channel, based on prerecorded input/output sequences (e.g. for simulation purposes), is a good example of such a problem. In cases like the one mentioned above, parameter estimates at any time instant can be based on both "past" and "future" measurements. Noncausal estimation schemes result in algorithms that are called parameter smoothers. Even though parameter smoothers can yield significantly better results than parameter trackers, their practical use is still very limited, mainly because of high computational requirements of the available procedures. A new look at parameter smoothing was recently proposed in (Niedźwiecki, 2008) . It was shown there that the computationally attractive smoothing algorithms can be obtained by means of backward-time filtering of the estimates yielded by the standard exponentially weighted least squares (EWLS) and Kalman filter based (KF) parameter trackers. In this paper we continue research into the problem of parameter smoothing. Based on the recently published results on cooperative smoothing (Niedźwiecki, 2010) , we design a parallel estimation scheme combining estimates yielded by several weighted least squares smoothers, characterized by different memory settings. The proposed algorithms automatically adjust their smoothing bandwidth to the (local) rate of nonstationarity of the identified system. They also allow one to account for the distribution of measurement noise.
COOPERATIVE SMOOTHING
Suppose that the observation history Ω(N ) = {Y(N ), Φ(N )}, Y(N ) = {y(1), . . . , y(N )}, Φ(N ) = {ϕ(1), . . . , ϕ(N )}, made up of N consecutive samples of the input/output variables, is available. We will look for the noncausal estimator θ(t) = f [Ω(N )] which, under certain constraints, minimizes the mean-squared estimation error E θ(t) − θ(t) 2 .
Our design will incorporate a bank of K weighted least squares (WLS) smoothing algorithms, working in parallel and yielding the estimates
. . , K where w k (i) denotes the symmetric, nonnegative and sidewise nonincreasing weighting (window) sequence
Weighting is used to "localize" estimation, i.e., to make estimation results less sensitive to observations collected in the remote past and future. Note that when w k (i) ≡ 1, θ k (t) reduces down to the ordinary least squares estimator.
The most important characteristic of a WLS smoother is its estimation memory. Suppose that (A1) The sequence of regression vectors {ϕ(t)}, independent of {v(t)}, is a stationary and ergodic process with positive definite correlation matrix E[ϕ(t)ϕ
Assumption (A1) is met, for example, by finite impulse response (FIR) systems subject to a stationary and persistent excitation, such as telecommunication channels. When the system is time-invariant, i.e., θ(t)
where
denotes the so-called equivalent window width. According to (4), in the time-invariant case, all WLS smoothers characterized by the same value of ζ k (t) are equivalent from the viewpoint of estimation accuracy (irrespective of the shape of the corresponding windows). Consequently, ζ k (t) characterizes the amount of information about θ 0 which can be extracted from the input/output data as a result of applying the method of weighted least squares.
The equivalent window width is a more adequate measure of estimation memory than the (better known) effective window width
especially when one wants to compare smoothing capabilities of WLS estimators characterized by different window shapes (Niedźwiecki, 2000) . Estimation memory should be matched to the rate of nonstationarity of the identified process, trading off the bias and variance error components. Short-memory smoothers are "flexible" (yield small estimation bias) but "inaccurate" (yield large estimation variance), whereas longmemory smoothers are "rigid" but "accurate". So, whenever the identified system undergoes rapid changes, the memory of the smoothing algorithm (often referred to as its smoothing bandwidth) should be shortened, so as to allow for good trajectory matching; when the system changes are slow, the memory should be increased to make the parameter estimates more accurate. Based on these observations, our bank of WLS filters will be made up of algorithms with the same window shape, but different memory spans. Selection of the window shape will be discussed later in Section 4. The problem of combining several smoothed estimates to obtain an overall estimate of improved quality, was recently considered in (Niedźwiecki, 2010) . Assume that (A2) The zero-mean white measurement noise v(t) is distributed according to the generalized normal law
where χ = 0 is the location parameter, α > 0 is the unknown scale parameter and β ≥ 1 is the known shape parameter; Γ(·) denotes the Euler's gamma function, (A3) The process {θ(t)} is independent of {ϕ(t)} and {v(t)}.
Under (A2) and (A3) the combined estimate was obtained in the following form
denote credibility coefficients (related to posterior probabilities of different trajectory "patterns") and the quantities ξ k (t) are evaluated according to
where M = 2m + 1 denotes the width of the local evaluation frame T (t) = [t − m, t + m] centered at t. When β → ∞ (the uniform noise case), it holds that ξ k (t) = max i∈T (t) |ε
The matching errors ε
• k (i), used to determine credibility coefficients, are defined as
denotes the holey smoother associated with θ k (i) -the estimation procedure that is identical with the original one, except that it excludes the "central" sample y(t) from the set of measurements used for estimation of θ(t):
, matching errors are pointwise independent of the measurement noise v(i), and hence they allow for approximately unbiased evaluation of the local performance of θ k (i). The combination scheme (7)- (9) can be regarded as a Bayesian extension of the leave-one-out cross-validation approach to selection of smoothing bandwidth (Friedl & Stampfer, 2002) . Another version of this scheme, based on the so-called full cross-validatory analysis, developed in (Bunke et al., 1999) , can be obtained by replacing matching errors ε (9), with the modified matching errors defined as
denotes the patched smoother associated with θ k (i), obtained by replacing the central output sample y(t) with its model-based estimate y(t) = ϕ T (t) θ k (t), rather than by leaving y(t) out. The patched WLS estimator has the form θ
where R k (t) is the unmodified regression matrix [cf. (2)], and
. (12) Now we are ready to present the main result of this section
Corollary 1
The matching errors corresponding to WLS smoothers can be expressed in terms of residual errors
ϕ(t). Proof
To derive the first relationship, note that
It is straightforward to check that (provided that all inverses below exist)
.
Combining both equations, one arrives at
To prove the second relationship, observe that
and consequently
According to Corollary 1, matching errors ε
• k (i) and ε
• k (i) can be computed without actually implementing the corresponding holey/patched smoothers.
Remark
Since for small x it holds that 1/(1 − x) ∼ = 1 + x, whenever the condition q k (t) ≪ 1 is fulfilled, one obtains ε
, which means that both approaches to validation of θ k (i) should yield approximately the same results. Using the generalized law of large numbers presented in (Taylor, 1978) , one can show that under (A1) it holds that 1
which, for sufficiently large values of the effective window width, allows for the approximation [see also (Niedźwiecki & Guo, 1991) 
Imposing some finite moment conditions on {ϕ(t)}, and exploiting weak dependence of R k (t) on ϕ(t) for large values of η k (t), one can show that the condition q k (t) ≪ 1 is fulfilled "most of time" if n/η k (t) ≪ 1.
WINDOW CHOICE AND EFFICIENT COMPUTATIONAL PROCEDURES

Optimization of the window shape
Suppose that parameter trajectory can be modeled as a process with orthogonal increments (slow random-walk type drift plus occasional jumps). Then it is possible to show that among all windows of the same equivalent width, the one-sided exponential window guarantees the best tracking performance (Niedźwiecki, 1986) . The EWLS trackers have the form
. . , K, denote the socalled forgetting constants. The recursive algorithm for evaluation of θ k (t) is undoubtedly the best-known and the most frequently used procedure for causal identification (tracking) of nonstationary systems. The analysis carried out in (Niedźwiecki, 1986) can be easily extended to WLS smoothers. Assuming the same model of parameter variation and using the same technique (calculus of variations), one can show that, for the fixed estimation memory, the best smoothing results can be obtained when the window is double exponential:
The corresponding EWLS smoothers are given by
. . , K In the remaining two parts of this section we will work out two recursive procedures for computation of θ k (t) and µ k (t).
Exact Smoothing Algorithm
The smoothed estimate (17) can be computed recursively. The procedure is two-step. The first, forward-time run, is needed to compute the quantities R k (t) and r k (t) [cf. (16) ]. The quantities R k (t), r k (t) and θ k (t) are computed from R k (t) and r k (t) during the second, backward-time run. The entire procedure was summarized in Table 1 . The exact algorithm has two drawbacks. First, prior to computation of θ k (t), all quantities R k (t), r k (t), i = 1, . . . , N have to be stored in the computer memory. Second, since -unlike R −1 k (t) -the matrix R −1 k (t) cannot be computed recursively, a direct inversion of the n × n matrix R k (t) must be performed at each step of the backward-time algorithm.
Simplified smoothing algorithm
Combining (15) and (17), one obtains the following approximation r k (t) ∼ = η k (t)Φ 0 θ k (t). In an analogous way, one arrives at Table 1 ), and multiplying both sides of this
. Finally, note that the effective window widths η k (t) and η k (t) can be computed recursively using the following equations: η k (t) = λ k η k (t − 1) + 1, t = 1, . . . , N , and
respectively. The simplified EWLS smoother was summarized in Table 2 . The core of the forward-time procedure is constituted by the well-known recursive EWLS algorithm -the recursive version of (16). The matrix P k (t) updated by this algorithm is equal to R −1 k (t), i.e., inversion of the regression matrix is carried out recursively. Note that the only quantities that should be memorized during the forward-time 
Evaluation of Credibility Coefficients
In order to compute credibility coefficients, one should evaluate the quantities q k (t), k = 1, . . . , K. While this is straightforward when the exact algorithm is used (since the matrix R −1 k (t) is directly available), in the case of the simplified algorithm the situation is not clear as neither the matrix R −1 k (t) nor the matrix R k (t) is updated by this algorithm. To work out an approximation of q k (t), we will again use the relationships
(19) which hold under the assumption (A1). Using (19), one obtains
SIMULATION RESULTS
The simulated two-tap FIR system, inspired by the channel estimation applications, was governed by
where u(t) = ±1, σ 2 u = 1, denotes the pseudo-random binary signal (PRBS) -the sequence transmitted over a telecommunication channel -and v(t) denotes a zero-mean white noise. Two variants of parameter changes were considered: A) discontinuous (piecewise-constant), and B) continuous (chirp-like) -see Fig. 1 . As already mentioned in Section 3, comparison of WLS trackers/smoothers characterized by different window shapes makes sense provided that estimation memory of the compared algorithms is the same, i.e., provided that they yield the same estimation results under time-invariant conditions. To fulfill this requirement, the forgetting constant λ k was always chosen so as to make the steady state equivalent width of the one-sided exponential window
The measurement noise was either Gaussian (β = 2):
Tables 3-8 present comparison of the steady-state accumulated mean-squared parameter estimation errors
obtained for different variants of EWLS trackers and EWLS smoothers. The equivalent widths of the competing EWLS trackers/smoothers were set equal to ζ 1 = 13, ζ 2 = 37 and ζ 3 = 109. The width of the evaluation frame was equal to M = 21. To eliminate transient effects, the summation in (22) was restricted to the interval [101, 4900] . Ensemble averaging E v (·) was performed over 20 realizations of the Gaussian measurement noise {v(t)}. The advantages of smoothing are clear after comparing results presented in Table 3 (EWLS trackers, Gaussian noise) and Table 4 (EWLS smoothers, Gaussian noise). The analogous results obtained for the Laplacian noise are shown in Tables 5 and 6 . In both cases cooperative trackers were obtained using the formulas (7)-(9) after replacing the matching errors with the one-step-ahead prediction errors -see (Niedźwiecki, 1990) 
