For a finite word w we define and study the Kolmogorov structure function hw for nondeterministic automatic complexity. We prove upper bounds on hw that appear to be quite sharp, based on numerical evidence.
Introduction
Shallit and Wang [4] introduced automatic complexity as a computable alternative to Kolmogorov complexity. They considered deterministic automata, whereas Hyde and Kjos-Hanssen [3] studied the nondeterministic case, which in some ways behaves better. Unfortunately, even nondeterministic automatic complexity is somewhat inadequate. The string 00010000 has maximal nondeterministic complexity, even though intuitively it is quite simple. One way to remedy this situation is to consider a structure function analogous to that for Kolmogorov complexity.
The latter was introduced by Kolmogorov at a 1973 meeting in Tallinn and studied by Vereshchagin and Vitányi [6] and Staiger [5] .
x m+2 x m+3 x n−3 x n−2 x n−1 x n Figure 1 : A nondeterministic finite automaton that only accepts one string x = x 1 x 2 x 3 x 4 . . . x n of length n = 2m + 1.
The Kolmogorov complexity of a finite word w is roughly speaking the length of the shortest description w * of w in a fixed formal language. The description w * can be thought of as an optimally compressed version of w. Motivated by the non-computability of Kolmogorov complexity, Shallit and Wang studied a deterministic finite automaton analogue.
Definition 1 (Shallit and Wang [4] ). The automatic complexity of a finite binary string x = x 1 . . . x n is the least number A D (x) of states of a deterministic finite automaton M such that x is the only string of length n in the language accepted by M .
Hyde and Kjos-Hanssen [3] defined a nondeterministic analogue:
The nondeterministic automatic complexity A N (w) of a word w is the minimum number of states of an NFA M , having no -transitions, accepting w such that there is only one accepting path in M of length |w|.
The minimum complexity A N (w) = 1 is only achieved by words of the form a n where a is a single letter.
Definition 3. Let n = 2m + 1 be a positive odd number, m ≥ 0. A finite automaton of the form given in Figure 1 for some choice of symbols x 1 , . . . , x n and states q 1 , . . . , q m+1 is called a Kayleigh graph 1 .
Theorem 4 (Hyde [2] ). The nondeterministic automatic complexity A N (x) of a string x of length n satisfies
Proof. If n is odd, then a Kayleigh graph witnesses this inequality. If n is even, a slight modification suffices, see [2] .
The structure function of a string x is defined by h x (m) = min{k : there is a k-state NFA M which accepts at most 2 m strings of length |x| including x}. In more detail:
Let
Then S x has the upward closure property
From S x we can define the structure function h x and the dual structure function h * x .
Definition 5 (Vereshchagin, personal communication, 2014, inspired by [6] ).
In an alphabet Σ containing b symbols, we define 
Remark 8. Throughout the paper, log (with no subscript) denotes either the natural logarithm ln = log e , or log b where the value of b is immaterial.
Theorem 9. For 0 ≤ k ≤ n,
Thus up to O(log n) error terms we have Figure 2 : An automaton illustrating multi-run complexity for a string of length n containing m many 0s, and n − m many 1s.
Theorem 10. Suppose the number of 0s in the binary string x is p · n. Then h *
x (H(p)n) ≤ pn + O(log n). Proof. Consider an automaton M as in Figure 2 that has p · n many states, and that has one left-to-right arrow labeled 0 for each 0, and a loop in place labeled 1 for each consecutive string of 1s. Since M accepts exactly those strings that have p · n many 0s, the number of strings accepted by M is n p·n . By Theorem 9 this is ≤ 2 k approximately when H(p)n ≤ k, and we are done.
Example 11. A string of the form 0 a 1 n−a satisfies h * x (log 2 n) = 2 whereas h * x (0) may be n/2. For instance 0011 has h * x (2) = 2. On the other hand h * x (1) = 3 which is why this string is more complicated than 0110.
Theorem 12. For any x of length n,
x (n − k) ≤ k + 1 because we can start out with a sequence of determined moves, after which we accept everything, as in Figure 3 . Theorem 14 (Main Theorem) . Assume x is a binary string, so the alphabet size b = 2. The asymptotic upper envelopeh of the automatic structure functions h x satisfiesh
As Theorem 14 shows, the largest number of paths is obtained by going fairly straight to the loop state; spending half the time looping and half the time meandering; and then finally going equally fairly straight to the start state. The optimal value of r obtained shows that half of the time between first reaching the loop state and finally leaving the loop state should be spent looping. Figures 4 and 5 show our upper bounds for the automatic structure function. 
Proof of Theorem 14
Consider a path of length n through a Kayleigh graph with q = pn many states. Let t 1 be the time spent before reaching the loop state for the first time. Let t 2 be the time spent after leaving the loop state for the last time. Let s be the number of self-loops taken by the path. Let us say that meandering is the process of leaving the loop state after having gone through a loop, and before again going through a loop. For fixed p let
where χ(n, t, s) = n − t and t = t 1 + t 2 . (By Lemma 15, we can also let χ(n, t, s) = (n − t + s)/2, since the number of non-loops between loops must be even. This gives a better upper bound.) Then the number of such paths is
since half of the meandering times must be backtrack times.
Lemma 15. Suppose 0 ≤ k ≤ n with n − k even. The number of k-element subsets of {1, . . . , n} where the number of other elements between consecutive elements in the subset is always even is
Proof. The other elements come in pairs hence by merging the pair to one there are only (n − k)/2 of them.
For instance, if n = 6 and k = 2, we get 4 2 = 6. Since lim sup
the sums can be replaced by maxima, i.e., lim sup
By Theorem 9, 
Proof. Rewriting with T = T 1 + T 2 and = T 1 − T 2 , it suffices to show that with g(x) = xH(1/2 − 1/x), the function f ( ) = g(x + ) + g(x − ) is maximized at = 0. This is equivalently to g being concave, which is a routine verification:
Definition 17 (Logit function). For any real b > 1,
A graphic of the logit function is given as Figure 6 . Definition 18 (Logistic sigmoid function). For any real b > 1,
Lemma 19. For any real b > 1, the logit function logit b (x) is a strictly increasing bijection. Its inverse is the logistic sigmoid function ζ b (y).
In light of Lemma 16, we now let ∆(T, r) = ∆(T /2, T /2, r), so that
In the following Lemma it is useful to have the default case (c n , c t , c s ) = (1, −1, 0) . The other case of interest is (c n , c t , c s ) = (1/2, −1/2, 1/2).
Lemma 20. For fixed p, b, and T , the function r → ∆(T, r) has a unique maximum where
i.e.,
Thus by Lemma 19, the inverse function of
as desired. We also have
.
Note that if (c n , c t , c s ) = (1, −1, 0) then T < 1 gives r > 0. Hence 
which we will call ϕ(T, p).
To simplify calculations to come, we make Definition 21.
Definition 21 (Abbreviations).
Note that α 2 = 2 cosh −1 (2)
for some constant d b . Then we have
Proof. We have, using the further abbreviation β = β(T ),
Proof. We let −1, 1) .
If additionally we set b = 2 then this is −1, 1) .
We apply Lemma 22. Then 0 < ∂ϕ/∂T iff −1, 0) , and 
Another way is to note that d dp ϕ(1, p) = log 2 ( 1 2 − x) − log 2 ( 1 2 + x), which at √ 3/4 is 2 log 2 (2 − √ 3) < 0. On the other hand d dp ϕ(T (p), p) = −α b = −2 log 2 (2 + √ 3) = 2 log 2 (
3) ), so ψ is actually differentiable at the breakpoint when c = (1, −1, 0) . In fact, we have differentiability for any c with c n = −c t , by the identity
which follows from (and is equivalent to)
Sinceh is decreasing it follows thath(p) ≤ ψ(p). This completes the proof of Theorem 14.
