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Abstract
We deﬁne and study Hilbert polynomials for certain holomorphic Hilbert spaces. We obtain
several estimates for these polynomials and their coefﬁcients. Our estimates inspire us to
investigate the connection between the leading coefﬁcients of Hilbert polynomials for
invariant subspaces of the symmetric Fock space and Arveson’s curvature invariant for
coinvariant subspaces. We are able to obtain some formulas relating the curvature invariant
with other invariants. In particular, we prove that Arveson’s version of the Gauss–Bonnet–
Chern formula is true when the invariant subspaces are generated by any polynomials.
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1. Hilbert polynomials
1.1. Introduction
Hilbert polynomials have been investigated intensely in commutative algebra and
lead to a theory of multiplicity and dimension, which forms the foundation of the
deep intersection theory [10,12].
Our interests in Hilbert polynomials in operator theory is motivated by the
following classiﬁcation problem (see Proposition 4). Let MCH2ðDdÞ be a ﬁnitely
generated joint invariant subspace of the Hardy space H2ðDdÞ over the polydisc
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DdCCd with respect to the tuple Mz ¼ ðMz1 ;y; Mzd Þ of multiplication by
coordinate functions. Let Tz ¼ ðTz1 ;y; Tzd Þ be the restriction of Mz ¼
ðMz1 ;y; Mzd Þ ontoM: Let T ¼ ðTy1 ;y; Tyd Þ be a tuple of Toeplitz operators such
that all symbols y0is are inner functions on the Hardy space H
2ðDÞ over the unit disc.
Then both Tz and T are tuples of commuting isometries. Could they be unitarily
equivalent to each other? Our proof (Proposition 4) that they cannot be equivalent
suggests that there may exist naturally a theory of dimension and multiplicity for a
tuple of commuting operators. This leads us to study Hilbert polynomials more
systematically. We obtain several estimates for Hilbert polynomials and their
coefﬁcients. Our estimates inspire us to investigate the connection between the
leading coefﬁcients of Hilbert polynomials for invariant subspaces of the symmetric
Fock space and the curvature invariant for the corresponding coinvariant subspaces.
We are able to obtain some formulas relating the curvature with the leading
coefﬁcients of certain Hilbert polynomials. In particular, we prove that Arveson’s
version of the Gauss–Bonnet–Chern formula is true when the invariant subspaces are
generated by any polynomials.
Now we introduce the spaces which we will work with. Let H be a functional
Hilbert space consisting of holomorphic functions over a complete Reinhardt
domain OCCd such that different monomials are orthogonal, that is, /zI ; zJS ¼ 0 if
IaJAZdþ: Assume that the tuple Mz ¼ ðMz1 ;y; Mzd Þ of multiplication by
coordinate functions is a tuple of bounded operators. We equip H with a module
structure over A ¼ C½z1;y; zd  by
ðpðz1;y; zdÞ; xÞAA  H-pðT1;y; TdÞxAH:
This approach from the viewpoint of Hilbert modules to operator theory is
systematically formulated in [5]. In this section, we introduce Hilbert polynomials for
certain submodules of the above Hilbert module H: We will study Hilbert
polynomials for other modules in the next section.
Let MCH#CN ðNANÞ be a submodule and I ¼ ðz1;y; zdÞ be the maximal
ideal of A at the origin. We deﬁne jM :N,f0g-N,f0g,fNg by
jMðkÞ ¼ dimðM~IkMÞ; k ¼ 0; 1; 2;y : ð1Þ
We also form the graded A-module
grðMÞ ¼ ðM=I MÞ"ðI M=I2 MÞ"ðI2 M=I3 MÞ"? :
Then when dimðM=I MÞoN; we can verify that grðMÞ is ﬁnitely generated
algebraic module over A [8]. By the well-known properties of Hilbert polynomials in
algebraic geometry [8,14], there exists a polynomial PðzÞAQ½z in one variable, such
that PðkÞ ¼ jMðkÞ; for kb0; where Q½z is the ring of polynomials with rational
coefﬁcients.
By a numerical polynomial, we mean a polynomial PðzÞAQ½z; such that PðkÞAZ
when kb0:If PðzÞAQ½z is a numerical polynomial, by [14], there exists integers
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c0; c1;y; crAZ such that
PðzÞ ¼ c0 þ c1
z
1
 !
þ?þ cr
z
r
 !
; 8zAZ; ð2Þ
where ðz
r
Þ ¼ 1
r!  zðz  1Þ?ðz  r þ 1Þ is the binomial coefﬁcient function. In
particular, PðkÞAZ; 8kAZ: The above expression on PðzÞ can be proved by
induction arguments on the degree of the polynomial PðzÞ through considering the
difference polynomial DPðzÞ ¼ Pðz þ 1Þ  PðzÞ: We leave the details to interested
readers [1,14].
We will see that r ¼ d is the degree of PðzÞ: Hence the leading coefﬁcient of PðzÞ is
of the form cd
d!; where cdAZ: It is usually convenient to work with jMðkÞ; instead of
PðzÞ: So we deﬁne
Deﬁnition 1. Let MCH#CN be a ﬁnitely generated submodule, then
jMðkÞ ¼ dimðM~IkMÞ; k ¼ 0; 1; 2;y ð3Þ
is deﬁned to be the Hilbert polynomial of the submodule M: The reduced leading
coefﬁcient lðMÞ of M is deﬁned to be cd as above.
Actually, we can form the deﬁnition for any submodule. When
dimðM~IMÞoN; jMðkÞ ¼ dimðM~IkMÞ will still be a polynomial when
kb0: We will deal with the Hilbert polynomials for general Hilbert modules in a
later work.
1.2. Some properties of Hilbert polynomials
In this subsection, we consider some properties of the Hilbert polynomials. We
show that they are similarity invariants, the leading coefﬁcients are stable under
ﬁnite-dimensional perturbations, and we obtain a sharp estimate for the Hilbert
polynomials of certain Hilbert modules. In the next subsection, we will give some
estimates for the coefﬁcients of Hilbert polynomials. In a forthcoming work, we will
show that the leading coefﬁcients of Hilbert polynomials are not stable under
operator norm perturbations through considering the connection between the
Hilbert polynomial and Fredholm index. The stability under compact perturbations
is still open.
Two Hilbert modules H and H 0 over A are similar if there exists an invertible
A-module homomorphism from H to H 0; that is, there exists an invertible operator
XABðH; H 0Þ such that, for any fAA; XMf ¼ M 0f X ; where Mf and M 0f are the
module actions by f on H and H 0; respectively. The rank of a Hilbert module H;
denoted by rankðHÞ; is deﬁned to be the minimum number of generators of H as a
Hilbert A-module.
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Theorem 2. (1) The Hilbert polynomial jM is a similarity invariant. That is, if
MCH#CN ðNANÞ and M0CH#CN 0 ðN 0ANÞ are finitely generated and similar,
then jMðkÞ ¼ jM0 ðkÞ; kX0:
(2) The reduced leading coefficient lðMÞ is stable under finite-dimensional
perturbations. That is, if MCM0CH#CN ðNANÞ are two finitely generated
submodules, and dimðM0~MÞoN; then we have lðMÞ ¼ lðM0Þ:
(3) Let MCH#CN ðNANÞ be a finitely generated submodule. The following
estimate is sharp:
d þ k  1
d
 !
pjMðkÞprankðMÞ
d þ k  1
d
 !
; k ¼ 0; 1; 2;y : ð4Þ
In particular, the lower bound is achieved by any principal submodule and the higher
bound can be achieved on any finite subset of N:
We give some applications and observations before we give the proof. By a
principal submodule, we mean a submodule generated by one function, i:e:;M ¼ ½g
for some function gAH#CN :
Corollary 3. If MCH#CN is a principal submodule, then we have
jMðkÞ ¼
d þ k  1
d
 !
; k ¼ 0; 1; 2;y : ð5Þ
Let us look at the upper bound now. For simplicity, we only consider the Hardy
space H2ðD2Þ over the bidisc. Let z; w be the coordinate functions. For any r; NAN;
let
M ¼ ½zNðr1Þ; zNðr2ÞwN ;y; wNðr1Þ:
It is easy to see that rankðMÞ ¼ r and jMðkÞ ¼ rankðMÞ d þ k  1d
 
for any
k ¼ 0; 1;y; N; where d ¼ 2:
One might expect that the following estimate is also sharp:
1plðMÞprankðMÞ ð6Þ
since the estimate in Theorem 2(3) is sharp. However, we will show that the reduced
leading coefﬁcients of submodules of H are often 1; regardless of the value of
rankðMÞ: Moreover, it is known [13] that Arveson’s notion of curvature in the
corresponding situation is 0. This inspires us to investigate a possible underlying
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relation between these two invariants. This is carried out in the second part of this
paper.
Now our original classiﬁcation problem may be solved through Hilbert
polynomials.
Proposition 4. Let MCH2ðDdÞ be a finitely generated invariant subspace of the
Hardy space H2ðDdÞ over the polydisc DdCCd : Let Tz ¼ ðTz1 ;y; Tzd Þ be the tuple of
multiplication by the coordinate functions on M: Then Tz ¼ ðTz1 ;y; Tzd Þ is not
unitarily equivalent to the tuple of commuting isometries T ¼ ðTy1 ;y; Tyd Þ on the
classical Hardy space H2ðDÞ; where y1;y; yd are inner functions in H2ðDÞ:
Proof. By Theorem 2, the Hilbert polynomial of Tz ¼ ðTz1 ;y; Tzd Þ on M is a
polynomial of degree d when the variable k is large enough. So it sufﬁces to observe
that the Hilbert polynomial of T ¼ ðTy1 ;y; Tyd Þ on H2ðDÞ is linear. Let
I  H2ðDÞ ¼ y1H2ðDÞ þ?þ ydH2ðDÞ ¼ yH2ðDÞ; where yAH2ðDÞ is an inner
function by Beurling’s theorem. By some complex analysis in one variable,
Ik  H2ðDÞ ¼ ykH2ðDÞ; k ¼ 0; 1; 2;y : So our proof can be ﬁnished by applying
Wold–von Neumann decomposition for isometries. &
The above result suggests that there probably exists an intrinsic notion of
dimension for commuting operator tuples.
The next result should be known, but we cannot locate a reference. We record it
below as an application of Hilbert polynomials.
Proposition 5. Let MCH2ðDdÞ be an invariant subspace of the Hardy space H2ðDdÞ
over the polydisc Dd ðdX2Þ: Let Tz ¼ ðTz1 ;y; Tzd Þ be the tuple of multiplication by
the coordinate functions on M: Then each Tzi ð1pipdÞ is an isometry with infinite
multiplicity.
Proof. Assume that the multiplicity of Tz1 is aoN: It is well known that
cMðkÞ ¼ dimðM~zk1MÞ ¼ ka; kAN: ð7Þ
Let I ¼ ðz1;y; zdÞCA; then zk1MCIkM; kAN: So jMðkÞpcMðkÞ; kAN: But we
know jMðkÞ is a polynomial of degree d when kb0: Contradiction. &
Let f ¼PNn¼0 f ðnÞa0AM; where each f ðnÞ is a homogenous polynomial of degree
n: We deﬁne
ordðf Þ ¼ min n : f ðnÞa0; f ¼
XN
n¼0
f ðnÞ
( )
; ð8Þ
ordðMÞ ¼ inffordðf Þ : f ða0ÞAMg: ð9Þ
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Proof of Theorem 2. (1) Let X :M-M0 be the corresponding invertible A-module
homomorphism. It is easy to see that for any kX0; X ðIkMÞ ¼ IkM0: Since X is
invertible, we also have XðIkMÞ ¼ IkM0: It follows that
PðM0~IkM0Þ  X jðM~IkMÞ :M~IkM-M0~IkM0
is injective. Thus jMðkÞpjM0 ðkÞ for all kX0:
(2) Let ff1;y; fsg ðsANÞ be a basis of M0~M: Observe that for any kX0;
IkM0 ¼
X
i1þ?þid¼k
zi11?z
id
d M0:
So it follows that for any kX0
IkMCIkM0CspanfIkM; zi11?zidd  fj : i1 þ?þ id ¼ k; 1pjpsg;
dimðM~IkMÞ  k þ d  1
d  1
 !
sp dimðM0~IkM0Þ
p dimðM~IkMÞ þ s:
Observe that
k þ d  1
d  1
 
is a polynomial in k of degree d  1; but by (3) which we
are going to prove next, dimðM~IkMÞ and dimðM0~IkM0Þ are polynomials of
degree d when kb0: So it follows lðMÞ ¼ lðM0Þ:
(3) Assume ordðf Þ ¼ ordðMÞ ¼ a for some fAM: For a ﬁxed kAN; we deﬁne
L1 ¼ spanfzI  f : jI j ¼ i1 þ?þ idokg:
Then PðM~IkMÞjL1 :L1-M~IkM is injective.
Otherwise, assume PðM~IkMÞðp  f Þ ¼ 0 for some polynomial p with degðpÞok:
Then ordðp  f Þpk þ a  1: But PðM~IkMÞðp  f Þ ¼ 0 implies p  fAIkM: So ordðp 
f ÞXk þ a: It is impossible.
So it follows
dimðM~IkMÞXdimðL1Þ ¼
k þ d  1
d
 !
; kAN:
Assume M ¼ ½g1;y; gr; where r ¼ rankðMÞ: Let
L2 ¼ spanfzI  gj : jI j ¼ i1 þ?þ idok; 1pjprg;
L3 ¼ spanfzI  gj : IAZþd ; 1pjprg:
Since L3 is dense in M; it follows PðM~IkMÞðL3Þ is dense in M~IkM: But since
M~IkM is ﬁnite dimensional, any dense subspace is actually the whole space, that
is, PðM~IkMÞðL3Þ ¼M~IkM: Also it is easy to see that PðM~IkMÞðL3Þ ¼
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PðM~IkMÞðL2Þ: It follows that
dimðM~IkMÞpdimðL2Þpr
k þ d  1
d
 !
:
The proof is complete. &
As shown in the proof of (2) above, when dimðM0~MÞoN; we may actually
obtain an estimate of the difference of the two Hilbert polynomials in terms of
dimðM0~MÞ: Hence it provides information more than the reduced leading
coefﬁcients.
When k ¼ 1; the right half inequality of (3) in the above theorem is also proved in
[9]. We may also iterate the argument in [9] to prove the right-hand side above.
1.3. Some calculations of Hilbert polynomials
In this subsection, we will look at some special cases, for which we may calculate
the Hilbert polynomials, or estimate the coefﬁcients. For simplicity, we only consider
the submodules of the Hardy space H2ðD2Þ over the bidisc D2; viewed as an
A-module over the bidisc. Our arguments can obviously generalize to more general
spaces.
We will use z; w to denote the coordinate functions over the bidisc D2: Let
MCH2ðD2Þ be a ﬁnitely generated submodule, then we may write
jMðkÞ ¼
lðMÞ
2
k2 þ b
2
k þ c; kb0: ð10Þ
Here lðMÞ; b; c are integers.
Theorem 6. Let MCH2ðD2Þ be a finitely generated submodule. If M contains a
function pAAðD2Þ in the bidisc algebra, then
(1) lðMÞ ¼ 1;
(2) b is an odd, positive integer and 1pbp1þ 2rankðMÞ ordðpÞ;
(3) If p has a non-zero constant, i.e. pð0Þa0; then jMðkÞ ¼ 12 kðk þ 1Þ; kX0:
Proof. (1) and (2): Assume ordðpÞ ¼ a and write p ¼ p0 þ p1; where p0 is a
homogenous polynomial of degree a and ordðp1ÞXa þ 1: For any integer kXa; let
feðkÞi : i ¼ 1; 2;y; ag be a basis of the following space of dimension a:
spanfziwki : i ¼ 0; 1;y; kg~spanfziwkai  p0 : i ¼ 0; 1;y; k  ag:
For 0pkoa; we take eðkÞi ¼ ziwki; i ¼ 0; 1;y; k; eðkÞi ¼ 0 for i ¼ k þ 1;y; a: So
we always have
spanfeðkÞi : i ¼ 1; 2;y; ag ¼ spanfziwki : i ¼ 0; 1;y; kg: ð11Þ
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Assume rankðMÞ ¼ r and M ¼ ½g1;y; gr: For any kXa; let
S ¼ spanf½ p; IkM; eðtÞi  gl : 0ptpk  1; 1pipa; 1plprg:
We claim that S ¼M: It sufﬁces to check ziwjglAS ði þ jpk; 1plprÞ: Fix l; we
will show fglAS for any fAAðD2Þ by induction on ordðf Þ:
If ordðf ÞXk; then fglAIkMCS: Next, we assume that the induction hypothesis
has been veriﬁed for ordðf ÞXu ðupkÞ: For ordðf Þ ¼ u  1; we write f ¼ f0 þ f1;
where f0 is a homogenous polynomial of degree u  1 and ordðf1ÞXu: Let
f0 ¼
Pa
i¼1 aie
ðu1Þ
i þ f˜p0; where ai ð1pipaÞ are constants and f˜ is a homogenous
polynomial of degree u  a  1: We may just put f˜ ¼ 0 if upa: It follows
fgl ¼ f0gl þ f1gl
¼
Xa
i¼1
aie
ðu1Þ
i gl þ f˜p0gl þ f1gl
¼
Xa
i¼1
aie
ðu1Þ
i gl þ f˜pgl  f˜p1gl þ f1gl :
Then
Pa
i¼1 aie
ðu1Þ
i glAS by deﬁnition; f˜pglA½ pCS since f˜glAH2ðD2Þ and
pAAðD2Þ; f˜p1glAS and f1glAS because ordðf˜p1ÞXðu  a  1Þ þ ða þ 1Þ ¼ u and
ordðf1ÞXu: So the claim is veriﬁed.
For kXa;
dimðM~IkMÞ ¼ dimðPðM~IkMÞðSÞÞ
p dimðPðM~IkMÞð½ pÞÞ þ kar:
Since Ik½ pCIkM; we have
dimðPðM~IkMÞð½ pÞÞ ¼ dimðPðM~IkMÞð½ p~Ik½ pÞÞ:
By Theorem 2, we have j½ pðkÞ ¼ dimð½ p~Ik½ pÞ ¼ kðkþ1Þ2 ðkX0Þ: It follows
dimðM~IkMÞp kðk þ 1Þ
2
þ kar;
lðMÞ
2
k2 þ b
2
k þ cp kðk þ 1Þ
2
þ kar:
By Theorem 2, we always have lðMÞX1: Our conclusion follows.
(3) We simply assume p ¼ 1þ p1; where ordðp1ÞX1: For any gAM; kAN; we have
g ¼ ðp  p1Þkg ¼ p *g þ ðp1Þkg;
where *g ¼ p˜g with p˜ a polynomial. Since ðp1ÞkgAIkM; and p *gA½ p; it follows
PðM~IkMÞðgÞAPðM~IkMÞð½ pÞ: Now it follows from Theorem 2. &
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1.4. Some remarks and a question
We can see that each coefﬁcient of the Hilbert polynomial is a numerical invariant
for a Hilbert module, or, the associated operator tuple. This gives a host of new
invariants, reﬁning the reducing leading coefﬁcient. Our investigation of Hilbert
polynomials is just the beginning of exploring their implication for operator theory.
It seems that further developments are promising. So next we give a brief account of
some aspects of Hilbert polynomials in algebraic geometry, which may possibly be
transferable to Hilbert modules. It is rather limited because of the author’s
knowledge. But we hope that it will spur the interests of more people.
The Hilbert polynomial is an essential part of the modern classiﬁcation of
algebraic varieties. When it is determined by a smooth projective variety, the Hilbert
polynomial is just a compact way to record information provided by the celebrated
Riemann–Roch formula. The Riemann–Roch formula tells us how the coefﬁcients of
a Hilbert polynomial can be described in terms of the Chern numbers for certain
vector bundles (see [14] for more information).
Even though the Hilbert polynomial is not a complete invariant in any satisfactory
sense, it provides an important parametrization of algebraic varieties. A Hilbert
scheme is the collection of subvarieties with a given Hilbert polynomial. The study of
Hilbert schemes is an active research area in algebraic geometry today.
A further program relative to classiﬁcation of algebraic varieties using Hilbert
polynomial is geometric invariant theory developed by D. Mumford [15].
There exists an interesting approach to Hilbert polynomials via higher order
localization, a technique borrowed from commutative algebra. The point is that
M~IkM is similar to some higher order localization ofM at the origin. But so far
we have not found any important application of this localization technique to
Hilbert polynomials. Also because the notations of higher order localization are
complicated, we refer interested readers to [4].
We end this section with a problem
Problem. If MCH is a submodule such that dimðM~I MÞoN; then is lðMÞ ¼ 1
always true?
2. The curvature invariant
2.1. A formula relating the curvature and Hilbert polynomials
In this section, we ﬁx a dAN and ﬁx H2 to be the functional Hilbert space over the
unit ball BdCC
d ; determined by the reproducing kernel function
Kðz;oÞ ¼ 1
1 z1o1 ? zdod ; ð12Þ
or, the so-called symmetric Fock space.
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It might be helpful to recall Arveson’s deﬁnition of curvature for a pure
d-contraction [1]. Let MCH2#CN ðNANÞ be a submodule and T ¼
PrðM>ÞðMz#INÞ; the compression of Mz ¼ ðMz1 ;y; Mzd Þ onto the coinvariant
subspace M>; where the tuple Mz ¼ ðMz1 ;y; Mzd Þ on H2#CN is the tuple of
multiplication by coordinate functions. For any point zABd in the unit ball, we form
the operator TðzÞ ¼ %z1T1 þ?þ %zdTd : For each zABd ; we are able to deﬁne a
positive operator FðzÞABðDðM>ÞÞ by
FðzÞ ¼ DðI  TðzÞnÞ1ðI  TðzÞÞ1D; ð13Þ
where D ¼ ðI  T1Tn1 ? TdTnd Þ1=2 is the defect operator. It is shown in [1] that
there exists radial limits almost everywhere on the boundary @Bd for FðzÞ:
The curvature invariant for M> is deﬁned to be
KðM>Þ ¼
Z
@Bd
lim
r-1
ð1 r2ÞtrðFðrzÞÞ dsðzÞ; ð14Þ
where sðzÞ denotes the normalized Lebesgue measure on the sphere @Bd : KðTÞ will
also be our shorthand for the curvature. The principle result in Section 2.1 is the
following formula.
Theorem 7. If MCH2#CNðNANÞ is a submodule generated by polynomials, then we
have
KðM>Þ þ lðMÞ ¼ N: ð15Þ
Its proof will follow immediately after we prove Lemmas 8 and 9 introduced
below. Also note that KðM>Þ and N are calculable in terms of T itself, while it
seems that lðMÞ is not.
Let Ln ¼ fpAC½z1;y; zd  : degðpÞpng; and PnABðH2#CNÞ denote the projec-
tion onto Ln#C
N : We introduce two invariants
K˜ðM>Þ ¼ lim
n-N
trðPM>PnÞ
jH2ðn þ 1Þ
; ð16Þ
l˜ðMÞ ¼ lim
n-N
trðPMPnÞ
jH2ðn þ 1Þ
: ð17Þ
It is obvious that when one of them exists, we have K˜ðM>Þ þ l˜ðMÞ ¼ N: We will see
that K˜ðM>Þ is actually an alternative deﬁnition of Arveson’s curvature invariant
KðM>Þ deﬁned for pure, d-contractions with ﬁnite defect indices. It will be
convenient to use the notation j0ðn þ 1Þ ¼ jH2ðn þ 1Þ ¼ dimðLnÞ:
Lemma 8. If MCH2#CN ðNANÞ is a submodule, then we have K˜ðM>Þ ¼ KðM>Þ:
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Lemma 9. If MCH2#CN ðNANÞ is a submodule, then we have
(1) if M is finitely generated, then l˜ðMÞplðMÞ;
(2) if M is generated by polynomials, then l˜ðMÞ ¼ lðMÞ:
Even though Lemma 8 does not appear explicitly in [1], any one familiar with [1]
could prove it without much effort. Our work here is to observe that the new
deﬁnition seems to be easier to understand. Also our deﬁnition carries over to other
spaces, such as the Hardy space over the polydisc, and it can also be proved to be an
integer for polynomially generated invariant subspaces by considering Hilbert
polynomials. A rigorous proof of Lemma 8 would be lengthy and will force us to
introduce many notations from [1]. We only sketch the proof of the lemma, so that
we are not taken away from the theme of this paper. Readers are referred to the
proofs of Theorems 3.10 and C in [1] for the useful details.
Proof of Lemma 8 (Sketch). By Deﬁnition 3.5 of the curvature operator, Theorems
3.10 and C in [1], the curvature is determined by
KðM>Þ ¼ rankðM>Þ lim
n-N
trðLnLEnÞ
trðEnÞ ; ð18Þ
where En is the spectral projection of the number operator of H
2#CN (or, the
orthogonal projection onto the homogenous polynomials of degree n), and L is the
dilation map L : H2#CN-M> deﬁned as in [1, Theorem 1.4]. In our case, we have
that M> is pure, with rankðM>Þ ¼ N: Hence, L is a coisometry and LnL is the
orthogonal projection onto M>: By elementary calculus,
lim
n-N
trðLnLEnÞ
trðEnÞ ¼ limn-N
trðLnLPnk¼0 EkÞ
trðPnk¼0 EkÞ : ð19Þ
Since
Pn
k¼0 Ek ¼ Pn in our case, it follows that
tr
Xn
k¼0
Ek
 !
¼ Nj0ðn þ 1Þ: ð20Þ
This concludes our lemma. &
Proof of Lemma 9. (1) Observe that
trðPMPnÞ ¼ trðPðM~Inþ1MÞPnÞ
p rankðPðM~Inþ1MÞÞ
¼jMðn þ 1Þ:
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It is easy to see
l˜ðMÞ ¼ lim
n-N
trðPMPnÞ
j0ðn þ 1Þ
p lim
n-N
jMðn þ 1Þ
j0ðn þ 1Þ
¼ lðMÞ: ð21Þ
(2) AssumeM is generated by polynomials, that is, it is the closure of a submodule
of C½z1;y; zd #CN over the polynomial ring. It is well known that any submodule
of C½z1;y; zd #CN is ﬁnitely generated, so we may simply assumeM ¼ ½g1;y; gs;
the submodule generated by the polynomials g1;y; gs: Assume further that
degðgiÞpa ð1pipsÞ for some aAN: Let
Mn ¼ spanfgi  p : pALn; 1pipsg: ð22Þ
Then it follows
M~Inþ1M ¼ PðM~Inþ1MÞðMnÞ ð23Þ
and
jMðn þ 1Þ ¼ dimðM~Inþ1MÞpdimðMnÞ: ð24Þ
Also observe that since MnCðM-LnþaÞ; we have
trðPMPðnþaÞÞXdimðMnÞXjMðn þ 1Þ ð25Þ
and
l˜ðMÞ ¼ lim
n-N
trðPMPnÞ
j0ðn þ 1Þ
¼ lim
n-N
trðPMPnþaÞ
j0ðn þ a þ 1Þ
X lim
n-N
jMðn þ 1Þ
j0ðn þ a þ 1Þ
¼ lðMÞ:
The proof of the lemma is complete. &
So Theorem 7 is also proved. Some corollaries follow immediately.
Corollary 10. Let MCH2#CN ðnANÞ be a non-zero, finitely generated submodule.
We have
KðM>Þ þ rankðMÞXKðM>Þ þ lðMÞXN:
By Arveson [1], we know KðM>ÞoN: So we have
Corollary 11. KðM>Þ ¼ N  1 if M is a principal submodule of H2#CN :
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2.2. Stability of the curvature invariant
There has been some effort to understand the stability of the curvature
invariant [2]. Recall our alternative deﬁnition KðM>Þ ¼ limn-NtrðPM>PnÞj0ðnþ1Þ ¼ N 
limn-N
trðPMPnÞ
j0ðnþ1Þ ; so it is natural to consider the following metric deﬁned on the lattice
of submodules. Let L be the lattice of submodules in H2#CN ðnANÞ: For two
elements M;M0AL; we deﬁne
dðM;M0Þ ¼ jjPM  P0Mjj:
It is easy to see that ðL; dÞ is actually a complete metric space. This metric has been
considered in [7].
When dðM;M0Þo 1
N
; by our new deﬁnition, we can easily prove
jKðM>Þ  KðM0>Þjo1:
Because they are integers [13], they have to be the same, that is, KðM>Þ ¼ KðM0>Þ:
This yields the following:
Proposition 12. The curvature invariant KðM>Þ is a locally constant function defined
on the complete metric space ðL; dÞ:
2.3. Hilbert polynomials of dense linear manifolds
We have only deﬁned the Hilbert polynomials for certain submodules so far. In
this section, we study the Hilbert polynomials of the dense linear manifolds of
submodules and quotient modules. They serve as a passage from algebraic modules
to Hilbert modules.
First we adopt a convention which is important for our purpose. Experts
should compare it with the secondary invariants in [1]. Since all Hilbert poly-
nomials are deﬁned over the polynomial ring A ¼ C½z1;y; zd  in d variables, their
degrees will be at most d: We assume that they are of degree d; so we can deﬁne their
reduced leading coefﬁcients unambiguously. Note that these coefﬁcients could be
zero.
We look at the quotient modules ﬁrst, because in this case there exists canonical
dense linear manifolds.
Let H2 still denote the symmetric Fock space in d variables. Let
MCH2#CN ðNANÞ be a submodule such that H ¼M> is ample [11]. By [11],
this means M-CN ¼ f0g:
Recall that in [1] Arveson deﬁned the following dense linear manifold as a
subspace of H:
MH ¼ ff  x j fAA; xADðHÞg;
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where D ¼ ðI  S1Sn1 ? SdSndÞ1=2; and Si is the compression of the multi-
plication by the i-th coordinate function on H2#CN onto H: Next we give an
alternative description of the above manifold, from which it is clear that MH is a
canonical object associated with the quotient module H ¼M>:
We deﬁne
gMH ¼ fp˜ j pAA#CNg;
where p˜ ¼ PðHÞðpÞ is the representative of pAA#CN in H: Observe that MH andgMH are submodules of H considered as an A-module. In particular, they are ﬁnitely
generated modules over the Noetherian ring A: The generators are DðHÞ and
f g1#e j eACNg; respectively.
Recall from [11]
dimðDðHÞÞ ¼ dilation indexðHÞ ¼ N
and
DðHÞ ¼PrðHÞðDðMz#IN ; ðMz#INÞnÞðHÞ
¼PðHÞP0ðHÞ
C f g1#e j eACNg;
where P0 denotes the projection of H
2#CN onto the constant terms. Since
dimðf g1#e j eACNgÞpN; we know DðHÞ ¼ f g1#e j eACNg; and hence it follows that
MH ¼ gMH :
We deﬁne the Hilbert polynomials of MH and H by
jMH ðkÞ ¼ dimðMH=Ik MHÞ; kAN
and
jHðkÞ ¼ dimðH=Ik  HÞ; kAN;
respectively.
Next we deﬁne one more function for the submodule M; which measures how
many non-polynomial functionsM contains. It will turn out to be a polynomial also,
even though it is not at all clear from its deﬁnition. Let
Mk ¼PkðMÞ;
Mk;poly ¼PkðM-ðA#CNÞÞ
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for any kAN: We deﬁne
cMðkÞ ¼ dimðMk=Mk;polyÞ; kX0:
Then we have the follow connection between the Hilbert polynomials of H and its
dense manifold MH :
Proposition 13. (1) cMðkÞ is a polynomial of degree at most d when kb0: Moreover,
for any kAN; we have the following equation:
jMH ðkÞ ¼ jHðkÞ þ cMðk  1Þ:
(2) When M is generated by polynomials, we have cMðkÞ ¼ 0 for any kAN; that is,
jMH ðkÞ ¼ jHðkÞ for any k.
(3) If we write cMðkÞ ¼ add!  kd þ?; then 0padprankðMÞ: Moreover, if M
contains no non-zero polynomials, then adX1: That is, jMH ðkÞ and jHðkÞ have
different reduced leading coefficients.
Proof. (1) Consider jk :MH=I
k MH-H=Ik  H ðkX0Þ induced by the inclusion
MH-H: It is easy to see that jk is a surjective linear map between ﬁnite-dimensional
vector spaces since MH is dense in H and H=Ik  H is ﬁnite dimensional. Moreover
the kernel kerðjkÞ is isomorphic to ðMH-Ik  HÞ=ðIk MHÞ ¼ ðMH-Ik MHÞ=ðIk 
MHÞ: We want to show that the latter space is isomorphic to Mk1=Mk;poly:
For any element p˜AMH-Ik MH ; where pAA#CN ; we write p ¼ p0 þ p1; where
degðp0Þpk  1 and ordðp1ÞXk: We deﬁne
h : ðMH-Ik MHÞ=Ik MH-Mk1=Mk1;poly
by hðp˜ þ Ik MHÞ ¼ p0 þMk1;poly:
(a) h is well deﬁned. For any p˜AIk MH ; there exists qnAA#CN ;
ðnX1Þ; ordðqnÞXk and *qn-p˜: So there exists some gnAM; such that
qn  p  gn-0
in H2#CN : Apply the projection Pk1; we have
p0 þ Pk1ðgnÞ-0
in H2#CN : Since Mk1 ¼ Pk1ðMÞ is ﬁnite dimensional, we know p0AMk1:
If p˜AIk MH ; then there exists some qAA#CN ; ordðqÞXk; such that p˜ ¼ q˜; or
p  qAM: Hence p0 ¼ Pk1ðp  qÞAMk1;poly:
(b) h is injective. For any p such that p0AMk1;poly; there exists p0AM-ðA#CNÞ;
such that p0 ¼ p0 þ p01; where ordðp01ÞXk: Then *p0 ¼  *p01AIk MH : Hence
p˜ ¼ *p0 þ *p1AIk MH :
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(c) h is surjective. For any p0AMk1; we may write p0 ¼ f  f1; where fAM and
ordðf1ÞXk: Then *f1 ¼  *p0AMH-Ik MH : Obviously *p0 is mapped to p0:
(2) If M is generated by polynomials, say by p1;y; p1; observe that
M ¼ spanfzJ  pi j jJjpk; i ¼ 1;y; dg þ Ikþ1 M;
and we know Mk ¼Mk;poly:
(3) 0padprankðMÞ is trivial from (1). WhenM contains no non-zero polynomial,
Mk;poly ¼ f0g: But it is easy to see that cMðkÞ ¼ dimðMkÞ will be a polynomial of
degree d when kb0: &
Next we study the submodules. In this case there is no canonical submanifolds.
But when the submodule is generated by polynomials, the linear subspace of all
polynomials contained in the submodule is a good one.
A submodule JCA#CN is called a ‘‘contracted’’ module, if the closure ½J of J in
H2#CN satisﬁes ½J-ðA#CNÞ ¼ J: Readers are reminded that contracted ideals
are discussed in length in [6]. Our notion here is slightly different since we deal with
the vector version. But all ideas are the same from [6]. Still let ICA be the maximal
ideal at 0: For a polynomially generated submoduleM; let J ¼M-ðA#CNÞ: Then
J is contracted and is a dense linear manifold ofM: Considered as a submodule of
M; J is ﬁnitely generated over the Noetherian ring A: Hence we deﬁne its Hilbert
polynomial by
jJðkÞ ¼ dimðJ=Ik  JÞ; kX0:
The following lemma is essentially due to [6].
Lemma 14. (1) If J1; J2CA#C
N are both contracted, then J1-J2 is also contracted.
(2) If J2CJ1CA#C
N ; dimðJ1=J2ÞoN; and J2 is contracted, then J1 is also
contracted.
Proof. (1) It follows from
J1-J2C½J1-J2-ðA#CNÞC½J1-½J2-ðA#CNÞ
¼ ðJ1-ðA#CNÞÞ-ð½J2-ðA#CNÞÞ ¼ J1-J2:
(2) We write J1 ¼ J2 þ L; where dimðLÞoN; then ½J1 ¼ ½J2 þ L and
½J1-ðA#CNÞ ¼ ð½J2 þ LÞ-ðA#CNÞ
¼ ½J2-ðA#CNÞ þ L ¼ J2 þ L ¼ J1: &
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Proposition 15. If MCH2#CN is a polynomially generated submodule and
J ¼M-ðA#CNÞ is the associated contracted module, then we have
jJðkÞ ¼ jMðkÞ; k ¼ 0; 1;y :
Proof. Consider the natural map jk : J=I
k  J-M=Ik M induced by the inclusion
J-M: It is easy to see that jk is surjective. To show that it is also injective, it sufﬁces
to show that Ik  J is contracted. Consider J as a submodule of A#CN and by the
Artin–Rees lemma, there exists a k0AN; such that
J-ðIkþk0  A#CNÞ ¼ Ik  ðJ-ðIk0  A#CNÞÞCIk  J; kX0:
Observe that Ikþk0  A#CN is contracted and our conclusion now follows from
Lemma 14. &
2.4. Some other invariants and the Gauss–Bonnet–Chern formula
We are now ready to generalize the ‘‘Gauss–Bonnet–Chern’’ formula in [1]
from the homogenous polynomially generated submodules (or graded submodules),
to arbitrary polynomially generated submodules. It is also shown in [1], that
when the submodule contains no non-zero polynomials, the formula no longer
holds.
Recall that Arveson deﬁned a ﬁltration of MH ¼
SN
k¼0 Mk in [1] by
Mk ¼ ff  x j fAA; degðf Þpk; xADðHÞg:
The Euler characteristics wðHÞ is deﬁned by
wðHÞ ¼ lim
k-N
d!
dimðMkÞ
kd
:
Next we write the Hilbert polynomial of the manifold MH as
jMH ðkÞ ¼ dimðMH=Ik MHÞ
¼ lðMHÞ k
d
d!
þ?:
Consider the two graded A-modules
grðMHÞ ¼ M0"M1=M0"M2=M1"?
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and
grðgMHÞ ¼ gMH=I  gMH"I  gMH=I2  gMH"? :
It is well known in algebra that two different gradings of an A-module will produce
two Hilbert polynomials with the same leading term, provided that the two
resulting graded A-modules are ﬁnitely generated. Readers can also ﬁnd a
detailed account in [1], especially Proposition 4.5 and Lemma 4.7 there. Hence we
have
Lemma 16. lðMHÞ ¼ wðHÞ:
Next we identify gMH ¼ fp˜ j pAA#CNg with R :¼ A#CN=J as A-modules, where
J ¼M-ðA#CNÞ is the contracted module for M:
Now we consider the short exact sequence of ﬁnitely generated A-modules
0-J-A#CN-R-0:
Deﬁne the Hilbert polynomial jSðkÞ for S ¼ J; A#CN ; R by
jSðkÞ ¼ dimðS=Ik  SÞ:
We still view jSðkÞ as a polynomial of degree d when kb0:
Now a key fact from algebra is that even though jJ and jR do not add up to
jA#CN ; their leading terms as polynomials of degree d do add up.
Lemma 17. lðRÞ þ lðJÞ ¼ lðA#CNÞ ¼ N:
Even though the above lemma is well known to algebraists [3,10], we still include a
brief proof for completeness.
Proof. The following is exact:
0-J=ðJ-ðIn#CNÞÞ-ðA#CNÞ=ðIn#CNÞ-R=In  R-0:
So we have
jA#CN ðnÞ ¼ jJðnÞ þ jRðnÞ  dimððJ-ðIn#CNÞÞ=In  JÞ:
Now by the Artin–Rees lemma again, both fJ-ðIn#CNÞ j n ¼ 0; 1;yg and
fIn  J j n ¼ 0; 1;yg are I-stable ﬁltrations of J: It is well known again (or by
Proposition 4.5 in [1]) that dimðJ=J-ðIn#CNÞÞ and dimðJ=In  JÞ will be
polynomials of degree d with the same leading coefﬁcient. It follows that
dimððJ-ðIn#CNÞÞ=In  JÞ will have dimension at most d  1: &
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By Lemma 16, lðRÞ ¼ lðMHÞ ¼ wðHÞ and by Proposition 15, lðIÞ ¼ lðMÞ; now
applying the above Lemma 17, we have wðHÞ þ lðMÞ ¼ N: But by Theorem 7,
KðHÞ þ lðMÞ ¼ N; so we have
Theorem 18. Let H2 be the symmetric Fock space in d variables. If
MCH2#CN ðNANÞ is a polynomially generated submodule and H ¼
ðH2#CNÞ~M; then we have
wðHÞ ¼ KðHÞ:
Corollary 19. If MCH2#CN ðNANÞ is a polynomially generated submodule, H ¼
M>; and J ¼M-ðA#CNÞ be the contracted module, then we have
lðMÞ ¼ lðJÞ ¼ l˜ðMÞ
and
lðHÞ ¼ lðMHÞ ¼ KðHÞ ¼ wðHÞ ¼ lðA#CN=JÞ:
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