A system of variational inequality and fixed point problems is considered. Two algorithms have been constructed. Our algorithms can find the minimum norm solution of this system of variational inequality and fixed point problems.
Introduction
Variational inequality problems were initially studied by Stampacchia [17] in 1964. Variational inequalities have applications in diverse disciplines such as physical, optimal control, optimization, mathematical programming, mechanics and finance, see [12] , [16] , [17] , [29] and the references therein. The main purpose of this paper is devoted to find the minimum norm solution of some system of variational inequality and fixed point problems.
Let H be a real Hilbert space with inner product ·, · and norm · , respectively. Let C be a nonempty closed convex subset of H. We use F ix(N ) to denote the set of fixed points of N . Definition 1.4. We call P roj C : H → C is the metric projection if P roj C : H → C assigns to each point x ∈ C the unique point P roj C x ∈ C satisfying the property
Let F : C → H be a nonlinear mapping. Recall that the classical variational inequality is to find x * ∈ C such that Fx * , x − x * ≥ 0 for all x ∈ C.
(1.1)
The set of solutions of the variational inequality (1.1) is denoted by V I(F, C). The variational inequality problem has been extensively studied in the literature. Related works, please see, e.g. [1] - [11] , [13] , [15] , [19] - [28] , [30] - [34] and the references therein. For finding an element of F ix(N ) ∩ V I(F, C), Takahashi and Toyoda [19] introduced the following iterative scheme:
where P roj C is the metric projection of H onto C, {ζ n } is a sequence in (0, 1), and {η n } is a sequence in (0, 2ζ). Takahashi and Toyoda showed that the sequence {x n } converges weakly to some z ∈ F ix(N ) ∩ V I(F, C). Consequently, Nadezhkina and Takahashi [11] and Zeng and Yao [34] proposed some so-called extragradient methods for finding a common element of the set of fixed points of a nonexpansive mapping and the set of solutions of a variational inequality problem. Recently, Ceng, Wang and Yao [3] considered a general system of variational inequality of finding x * ∈ C such that ηFy
where F, G : C → H are two nonlinear mappings, y * = P roj C (x * −ξGx * ), η > 0 and ξ > 0 are two constants. The solutions set of SVI is denoted by Ω. If take F = G, then SVI reduces to finding x * ∈ C such that
which is introduced by Verma [20] (see also Verma [21] ). Further, if we add up the requirement that x * = y * , then SVI reduces to the classical variational inequality problem (1.1). For finding an element of F ix(N ) ∩ Ω, Ceng, Wang and Yao [3] introduced the following relaxed extragradient method:
They proved the strong convergence of the above method to some element in F ix(N ) ∩ Ω.
On the other hand, in many problems, it is needed to find a solution with minimum norm. A typical example is the least-squares solution to the constrained linear inverse problem, see [14] .
It is our purpose in this paper that we construct two methods, one implicit and one explicit, to find the minimum norm element in F ix(N ) ∩ Ω; namely, the unique solution x * to the quadratic minimization problem:
We obtain two strong convergence theorems.
Preliminaries
Let C be a nonempty closed convex subset of H. The following lemmas are useful for our main results.
Lemma 2.1. Given x ∈ H and z ∈ C.
(i) z = P roj C x if and only if there holds the relation:
(ii) z = P roj C x if and only if there holds the relation:
(iii) There holds the relation
Consequently, P roj C is nonexpansive and monotone.
Lemma 2.2 ([3]
). Let C be a nonempty closed convex subset of a real Hilbert space H. Let the mapping F : C → H be ζ-inverse strongly monotone. Then, we have
In particular, if 0 ≤ η ≤ 2ζ, then I − ηF is nonexpansive.
Lemma 2.3 ([3]
). x * is a solution of SVI if and only if x * is a fixed point of the mapping U : C → C defined by
where y * = P roj C (x * − ξGx * ).
In particular, if the mappings F, G : C → H are ζ-inverse strongly monotone and δ-inverse strongly monotone, respectively, then the mapping U is a nonexpansive mapping provided η ∈ (0, 2ζ) and ξ ∈ (0, 2δ).
Lemma 2.4 ([18]
). Let {x n } and {y n } be bounded sequences in a Banach space X and let {δ n } be a sequence
Lemma 2.5 ([10]
). Let C be a closed convex subset of a real Hilbert space H and let N : C → C be a nonexpansive mapping. Then, the mapping I − N is demiclosed. That is, if {x n } is a sequence in C such that x n → x * weakly and (I − N )x n → y strongly, then (I − N )x * = y.
Lemma 2.6 ([23]
). Assume {a n } is a sequence of nonnegative real numbers such that
where {γ n } is a sequence in (0, 1) and {δ n } is a sequence such that
Then lim n→∞ a n = 0.
Main results
In this section we will introduce two schemes for finding the unique point x * which solves the quadratic minimization
Let C be a nonempty closed convex subset of a real Hilbert space H. Let R : C → H be a κ-contraction. Let the mappings F, G : C → H be ζ-inverse strongly monotone and δ-inverse strongly monotone, respectively. Suppose η ∈ (0, 2ζ) and ξ ∈ (0, 2δ). Let N : C → C be a nonexpansive mapping. For each t ∈ (0, 1), we study the following mapping T t given by
Since the mappings N , P roj C , I − ηF and I − ξG are nonexpansive, we can check easily that
x − y which implies that T t is a contraction. Then there exists a unique fixed point
In particular, if we take R ≡ 0, then (3.2) reduces to
We next prove that the implicit methods (3.2) and (3.3) both converge.
Then the net {x t } generated by the implicit method (3.2) converges in norm, as t → 0 + , to the unique solution x * of the following variational inequality
In particular, if we take R = 0, then the net {x t } defined by (3.3) converges in norm, as t → 0 + , to the minimum norm element in Γ, namely, the unique solution x * to the quadratic minimization problem:
Proof. First, we prove that {x t } is bounded. Take u ∈ Γ. From Lemma 2.3, we have u = N u and
Since F is ζ-inverse strongly monotone and G is δ-inverse strongly monotone, we have from Lemma 2.2 that
and
Combining (3.6) with (3.7) to get
From (3.2) and (3.8), we have
that is,
Since η(2ζ − η) > 0 and ξ(2δ − ξ) > 0, we derive lim t→0 Fz t − Fv = 0 and lim
From Lemma 2.1 and (3.2), we obtain
Thus, we have
By (3.9) and (3.11), we have
It follows that
Since Gx t − Gu → 0, we deduce that
From (3.9) and (3.12), we have
which implies that
Thus, combining (3.13) with (3.14), we deduce that
We note that
Hence,
Therefore,
At the same time, from (3.2) and Lemma 2.3, we have
Next we show that {x t } is relatively norm compact as t → 0. Let {t n } ⊂ (0, 1) be a sequence such that t n → 0 as n → ∞. Put x n := x t n and y n := y t n . From (3.15)-(3.17), we have
From (3.2), we get
In particular,
By the boundedness of {x n }, without loss of generality, we assume that {x n } converges weakly to a point x * ∈ C. It is clear that y n → x * weakly. From (3.18) we can use Lemma 2.5 to get x * ∈ Γ. We substitute x * for u in (3.19) to get
So the weak convergence of {y n } to x * implies that x n → x * strongly. We prove the relative norm compactness of the net {x t } as t → 0. In (3.19), we take the limit as n → ∞ to get
Which implies that x * solves the following variational inequality
It equals to its dual variational inequality
Therefore, x * = (P roj Γ R)x * . This shows that x * is the unique fixed point in Γ of the contraction P roj Γ R. This is sufficient to conclude that the entire net {x t } converges in norm to x * as t → 0. Setting R = 0, then (3.20) is reduced to
Equivalently,
This implies that
Therefore, x * is the minimum norm element in Γ. This completes the proof.
Below we introduce an explicit scheme for finding the minimum-norm element in Γ.
For given x 0 ∈ C arbitrarily, let the sequences {x n }, {y n } and {z n } be generated iteratively by
where {ζ n } and {δ n } are two sequences in [0, 1] satisfying the following conditions:
Then the sequence {x n } converges strongly to x * which is the unique solution of variational inequality (3.4).
In particular, if R = 0, then x * is the minimum norm element in Γ.
Proof. First, we prove that the sequences {x n }, {y n } and {z n } are bounded. Let v = P roj C (u − ξGu) and u = P roj C (v − ηFv). From (3.21), we get
By induction, we obtain, for all n ≥ 0,
Hence, {x n } is bounded. Consequently, we deduce that {y n } ,{z n }, {R(x n )}, {Fz n } and {Gx n } are all bounded. Let M > 0 is a constant such that
Next we show lim n→∞ y n − N y n = 0.
This together with (i) imply that lim sup
Hence by Lemma 2.4, we get lim
By the convexity of the norm · , we have
From Lemma 2.2 and (3.21), we have
Substituting (3.23) into (3.22), we have
Since lim inf From Lemma 2.1 and (3.21), we obtain
Thus, from (3.26) and (3.27), we deduce that
Next we prove lim sup n→∞ x * − R(x * ), x * − y n ≤ 0, where x * = P Γ R(x * ). Indeed, we can choose a subsequence {y n i } of {y n } such that lim sup
Without loss of generality, we may further assume that y n i → z weakly, then it is clear that z ∈ Γ. Therefore, lim sup
From (3.21), we have
where γ n = 2(1 − κ)(1 − δ n )ζ n and δ n / = Finally, if we take R = 0, by the similar argument as that Theorem 3.1, we deduce immediately that x * is a solution of (3.5) . This completes the proof.
