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PSEUDODIFFERENTIAL CALCULUS ON NONCOMMUTATIVE TORI, I.
OSCILLATING INTEGRALS
HYUNSU HA, GIHYUN LEE, AND RAPHAE¨L PONGE
Abstract. This paper is the first part of a two-paper series whose aim is to give a thorough
account on Connes’ pseudodifferential calculus on noncommutative tori. This pseudodifferential
calculus has been used in numerous recent papers, but a detailed description is still missing. In
this paper, we focus on constructing an oscillating integral for noncommutative tori and laying
down the main functional analysis ground for understanding Connes’ pseudodifferential calculus.
In particular, this allows us to give a precise explanation of the definition of pseudodifferential
operators on noncommutative tori. More generally, this paper introduces the main technical
tools that are used in the 2nd part of the series to derive the main properties of these operators.
1. Introduction
Noncommutative tori are important examples of noncommutative spaces which occur in numer-
ous parts of mathematics and mathematical physics. For instance, searching for “noncommutative
torus” or “noncommutative tori” on Google Scholar produces nearly 2,700 hits. In particular,
Connes [10, 13, 14] obtained a reformulation of the Atiyah-Singer index formula for noncommu-
tative tori. This was an important impetus for the noncommutative geometry approaches to the
quantum Hall effect [4] and topological insulators [9, 62]. In addition, noncommutative tori have
been considered in the context of string theory (see, e.g., [15, 73]).
The noncommutative 2-torus arises from the action of Z on the circle S1 generated by a rotation
of angle 2πθ with θ P RzQ (see [14, 63]). For such an action the orbits are dense, and so the orbit
space is not even Hausdorff. Following the motto of noncommutative geometry [14] we trade the
orbit space for the crossed-product algebra C8pS1q ¸ Z associated with this action. We then get
an algebra generated by two unitaries U and V with the relations,
UV “ e2iπθV U.
More generally, we can consider noncommutative n-tori associated with any anti-symmetric nˆn-
matrix θ “ pθjlq PMnpRq with n ě 2. The corresponding C˚-algebra Aθ is generated by unitaries
U1, . . . , Un satisfying the relations,
UlUj “ e2iπθjlUjUl, j, l “ 1, . . . , n.
A dense spanning linearly independent set of Aθ is provided by the unitaries,
Uk “ Uk1
1
¨ ¨ ¨Uknn , k “ pk1, . . . , knq P Zn.
We may think of series
ř
ukU
k, uk P C, as analogues of the Fourier series on the ordinary n-torus
Tn “ Rn{2πZn. The analogue of the integral is provided by the normalized state τ : Aθ Ñ C
such that τp1q “ 1 and τpUkq “ 0 for k ‰ 0. The associated GNS representation provides us
with a unital ˚-representation of Aθ into a Hilbert space Hθ, which is the analogue of the Hilbert
space L2pTnq (see Section 2). In particular, for θ “ 0 we recover the representation of continuous
functions on Tn by multiplication operators on L2pTnq.
There is a natural periodic C˚-action ps, uq Ñ αspuq of Rn on Aθ, so that we obtain a C˚-
dynamical system. We are interested in the dense subalgebra Aθ of smooth elements of this action.
These are elements of the form u “ řkPZn ukUk, where the sequence pukqkPZn has rapid decay
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(see Section 2). When θ “ 0 we recover the algebra of smooth functions on Tn. In general, Aθ
is a Fre´chet ˚-algebra which is stable under holomorphic functional calculus. In addition, the
action of Rn induces a smooth action on Aθ which is infinitesimally generated by the derivations
δ1, . . . , δn such that δjpUkq “ δjkUk, j, k “ 1, . . . , n. They are the analogues of the partial
derivatives 1
i
Bx1 , . . . , 1i Bxn on Tn. Differential operators on Aθ are then defined as operators of
the form
ř
|α|ďN aαδ
α, aα P Aθ, where δα “ δα11 ¨ ¨ ¨ δαnn (see [10, 14]). For instance, the Laplacian
∆ “ δ21 ` ¨ ¨ ¨ ` δ2n is such an operator.
In his famous note [10] Connes introduced a pseudodifferential calculus for C˚-dynamical sys-
tems. In particular, this provides us with a natural pseudodifferential calculus on noncommutative
tori. Further details of the calculus were announced in Baaj’s notes [3] (by using a slightly different
point of view). About two decades later Connes-Tretkoff [18] used this pseudodifferential calculus
to prove a version of the Gauss-Bonnet theorem for noncommutative 2-tori (see also [33]). The
paper of Connes-Tretkoff sparked a vast surge of research activity on applying pseudodifferential
techniques to the differential geometry study of noncommutative tori. The main directions of
research include reformulations of the Gauss-Bonnet and Hirzebruch-Riemann-Roch theorems for
noncommutative tori and similar noncommutative manifolds [18, 20, 21, 32, 33, 48, 49], construc-
tions of scalar and Ricci curvatures for conformal deformations of noncommutative tori [16, 25,
31, 34, 36, 38, 54, 56, 57], and construction and study of noncommutative residue, zeta functions
and log-determinants of elliptic operators [17, 30, 35, 37, 51, 52, 75]. There is also a construction
of a Ricci flow for noncommutative 2-tori [6].
In view of the recent amount of papers using the pseudodifferential calculus on noncommutative
tori, it would seem sensible to have a detailed account on this calculus. This paper is part of a
series of two papers whose aim is precisely to produce such an account. This includes a precise
definition of pseudodifferential operators (ΨDOs) and full proofs of all the properties of ΨDOs
surveyed in [18], which have been used in the subsequent papers mentioned above. In addition,
we include further results regarding action of ΨDOs on Sobolev spaces, regularity properties of
elliptic operators, spectral theory of elliptic operators and Schatten-class properties of ΨDOs. In
particular, this shows that ΨDOs on noncommutative tori satisfy the same properties as ΨDOs
on ordinary (closed) manifolds.
The present paper focuses on constructing an oscillating integral for Aθ-valued maps and laying
down the functional analysis ground for the study of ΨDOs on nocommutative tori. Incidentally,
we give a precise definition of ΨDOs and derive a few immediate properties of these operators. In
the sequel [44] (referred throughout the paper as Part II) we shall deal with the main properties
of ΨDOs on noncommutative tori (including the properties alluded to above).
Given an n-dimensional noncommutative torus Aθ, Connes [10] defined a ΨDO on Aθ as a
linear operator P : Aθ Ñ Aθ of the form,
(1.1) Pu “ p2πq´n
ĳ
eis¨ξρpξqα´spuqdsdξ, u P Aθ,
where ρ : Rn Ñ Aθ is an Aθ-valued symbol. This means that there ism P R such that every partial
derivative δαBβξ ρpξq is Op|ξ|m´|β|q at infinity (see Section 3 for the precise definition). As the action
sÑ α´spuq is periodic, the integral on the r.h.s. does not make sense as a usual integral. In fact,
this situation is even different from the situation in the usual definition of ΨDOs on an open set of
Rn, where α´spuq is replaced by a Schwartz-class function (see, e.g., [74]). An important part of
this paper is devoted to give a precise meaning for this integral. At the exception of the original
references [3, 10], and of [51, 77], most papers on pseudodifferential operators on noncommutative
tori do not really address the precise meaning of this integral. Therefore, it seems sensible to take
some care to deal with this question.
An important tool in the study of ΨDOs on ordinary manifolds is the oscillating integral (see,
e.g., [1, 47]). The existence of an Aθ-valued oscillating integral is pointed out in [3, 10] (see
also [51]). The oscillating integrals that we consider are of the form,
(1.2) Ipaq “ p2πq´n
ĳ
eis¨ξaps, ξqdsdξ,
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where a : RnˆRn Ñ Aθ is an Aθ-valued amplitude. This means this is a smooth map and there is
some m P R such that all the derivatives δαBβs Bγξ aps, ξq are Opp|s|` |ξ|qmq at infinity (see Section 4
for the precise definition). The classes of amplitudes that we consider are natural generalizations
of the classes of scalar-valued amplitudes considered in [1, 47]. If ρpξq is a symbol, then we observe
that ρpξqα´spuq is an amplitude (see Lemma 5.1), and so the integral in (1.1) makes sense as an
oscillating integral. More generally if aps, ξq is an amplitude, then aps, ξqα´spuq is an amplitude,
and so we even can define ΨDOs associated with amplitudes (see Section 5). We thus obtain a
larger class of ΨDOs than the class originally considered in [3, 10]. The interest of using this larger
class of ΨDOs will become more apparent in Part II.
The integral in (1.2) makes sense when aps, ξq decays fast enough to be integrable. In particular,
it makes sense as a Riemann integral when aps, ξq has compact support. The spaces of amplitudes
(and the spaces of symbols as well) carry natural Fre´chet-space topologies (see Section 4). The
compactly supported amplitudes are dense among the other amplitudes. By means of similar
integration by parts arguments as with scalar-valued amplitudes it can be shown that the linear
map a Ñ Ipaq has a unique continuous extension to the space of all amplitudes (see Proposi-
tion 4.14 for the precise statement). As a consequence of this continuity property we see that the
ΨDOs are continuous linear operators and depend continuously on their symbols or amplitudes
(see Proposition 5.2 and Proposition 5.4).
One salient feature of the noncommutative torus is the existence of an orthonormal basis pro-
vided by the unitaries,
Uk “ Uk1
1
¨ ¨ ¨Uknn , k P Zn.
The corresponding decomposition along this basis is the analogue of the Fourier series decomposi-
tion for functions on the ordinary torus Tn. We can take advantage of this decomposition. Given
any ΨDO P associated with a symbol ρpξq, we have
(1.3) Pu “
ÿ
kPZn
ukρpkqUk for any u “
ÿ
kPZn
ukU
k in Aθ.
The above formula was mentioned in [18]. A proof is given in Section 5. This formula allows us
to show that differential operators are ΨDOs on noncommutative tori (see Section 5).
The formula (1.3) further allows us to relate our class of ΨDOs associated with standard
symbols to the ΨDOs associated with toroidal symbols as considered in [40, 52]. The toroidal
symbols are discrete versions of the standard symbols considered in this paper (see Section 6 for
their precise definition). As it turns out, the formula (1.3) continues to define an operator on Aθ
if we replace the sequence pρpkqqkPZn by a sequence arising from a toroidal symbol (see Section 6).
In Section 6 we clarify the relationships between the classes of standard ΨDOs and toroidal ΨDOs.
In particular, we show that the two classes actually agree (Proposition 6.27). As an application we
are able to characterize smoothing operators as precisely the ΨDOs with Schwartz-class symbols
(Proposition 6.30).
As mentioned above, the construction of the oscillating integral for Aθ-valued amplitudes is
carried out by means of similar integration by parts arguments as those in the construction of the
oscillating integral for scalar-valued amplitudes. The main difference is the fact that we consider
amplitudes with values in the locally convex space Aθ. Therefore, the bulk of the construction
is to justify that the manipulations of integrals and the differentiation arguments can be carried
through for maps with values in locally convex spaces. For this reason we have included two
appendices on integration and differentiation of maps with values in locally convex spaces.
It is well known how to extend the Riemann integral to maps with values in locally convex
spaces (see Section B.1). There are several extensions of Lebesgue integrals to maps with values
in locally convex spaces. We have followed the approach of [78]. This provides us with a notion
of integral which mediates between the Gel’fand-Pettis integral and the Bochner integral. In fact,
as Aθ is a nuclear space there is no real distinction between the aforementioned integrals for
Aθ-valued maps. Nevertheless, the exposition is given in the general setting of maps with values
in quasi-complete Suslin locally convex spaces (see Section B.2). This setting is large enough to
include integration of maps with values in A 1θ or L pAθq, which should be useful for further her
purposes.
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It is fairly straightforward to deal with differentiation of maps on an open set U Ă Rd with
values in a locally convex space, but we have attempted to give a detailed account for the sake
of reader’s convenience. Some care is devoted to the differentiation under the integral sign, for
which the integral of [78] proves to be especially useful (see Section C.2). Ultimately, this allows
us to deal with the Fourier and inverse Fourier transform of Schwartz-class maps with values in
quasi-complete Suslin locally convex spaces (see Section C.3).
Although this paper and the 2nd part [44] focus exclusively on noncommutative tori, most of the
results of the papers continue hold for C˚-dynamical systems associated with the action of Rn on
a unital C˚-algebras. In fact, all the results that that do not rely on Fourier series decompositions
hold verbatim in this general setting.
There are various approaches to noncommutative tori. Accordingly, there are various types of
pseudodifferential calculi depending on the perspective on noncommutative tori. In this paper
and in the 2nd part we regard noncommutative tori as C˚-dynamical systems, which is natural
from the point of view of noncommutative geometry. We refer to Section 6 for the equivalence of
our class of ΨDOs of this paper with the toroidal ΨDOs of [52]. A pseudodifferential calculus for
Heisenberg modules over noncommutative tori is given in [51]. Noncommutative tori can also be
interpreted as twisted crossed-products (see, e.g., [65]). We refer to [5, 23, 50, 58] for pseudodif-
ferential calculi for twisted crossed-products with coefficients in C˚-algebras. Another approach
is to look at pseudodifferential operators on noncommutative tori as periodic pseudodifferential
operators on noncommutative Euclidean spaces (see [40]). We also refer to [55] for an asymptotic
pseudodifferential calculus on noncommutative toric manifolds.
This paper is organized as follows. In Section 2, we survey the main facts regarding noncom-
mutative tori. In Section 3, we introduce and derive the main properties of the classes of symbols
that are used to define ΨDOs. In Section 4, we construct the oscillating integral for Aθ-valued
amplitudes and derive several of its properties. In Section 5, we define the classes of ΨDOs on
noncommutative tori associated with symbols and amplitudes, and derive some of their proper-
ties. In Section 6, we clarify the relationship between the standard ΨDOs and toroidal ΨDOs and
characterize smoothing operators. We also include three appendices. In Appendix A, we include
proofs of some of the results on noncommutative tori mentioned in Section 2. In Appendix B, we
gather a few facts on the integration of maps with values in locally convex spaces. In Appendix C,
we also gather some facts on the differentiation of maps with values in locally convex spaces. This
includes a description of the Fourier transform for this type of maps.
Jim Tao [77] has independently announced a detailed account on Connes’ pseudodifferential
calculus on noncommutative tori. The full details of his approach were not available at the time
of completion of our paper series.
This paper is part of the PhD dissertations of the first two named authors under the guidance
of the third named author at Seoul National University (South Korea).
Acknowledgements. The authors would like to thank Edward McDonald, Hanfeng Li, Masoud
Khalkhali, Max Lein, Franz Luef, Henri Moscovici, Javier Parcet, Fedor Sukochev, Jim Tao, Xiao
Xiong, and Dmitriy Zanin for for useful discussions related to the subject matter of this paper.
R.P. also wishes to thank McGill University (Montre´al, Canada) for its hospitality during the
preparation of this paper.
2. Noncommutative Tori
In this section, we review the main definitions and properties of noncommutative n-tori, n ě 2.
We refer to [14, 63, 65], and the references therein, for a more comprehensive account. We also
postpone to Appendix A the proofs of some of the results stated in this section.
2.1. Noncommutative tori. In what follows we let Tn “ Rn{2πZn be the ordinary n-torus. In
addition, we equip L2pTnq with the inner product,
(2.1) pξ|ηq “
ż
Tn
ξpxqηpxqd¯x, ξ, η P L2pTnq,
where we have set d¯x “ p2πq´ndx.
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Given any θ P R, the rotation of angle θ generates an action of Z on the unit circle S1 Ă C
given by
k ¨ z “ e2iπθkz, k P Z, z P S1.
Upon identifying S1 with T, the corresponding crossed-product C˚-algebra C0pS1q ¸ Z embeds
into the C˚-algebra of operators on L2pTq generated by the unitary operators U and V given by
pUξqpxq “ eixξpxq, pV ξqpxq “ ξ px` 2πθq , ξ P L2pTq.
This embedding is actually an isomorphism when θ P RzQ. In any case, we have the relation,
V U “ e2iπθUV.
An equivalent representation of the above C˚-algebra is the C˚-algebra of operators on L2pT2q
generated by the unitary operators U1 and U2 given by
pU1ξqpxq “ eix1ξ px1, x2 ´ πθq , pU2ξqpxq “ eix2ξ px1 ` πθ, x2q , ξ P L2pT2q.
Note that U2U1 “ e2iπθU1U2. Moreover, for θ “ 0 we obtain the C˚-algebra generated by eix1
and eix2 . This is precisely the C˚-algebra C0pT2q of continuous functions on T2 represented by
multiplication operators on L2pT2q.
More generally, let θ “ pθjkq be a real anti-symmetric n ˆ n-matrix (n ě 2). We denote by
θ1, . . . , θn its column vectors. For j “ 1, . . . , n let Uj : L2pTnq Ñ L2pTnq be the unitary operator
given by
pUjξq pxq “ eixjξ px` πθjq , ξ P L2pTnq.
We then have the relations,
(2.2) UkUj “ e2iπθjkUjUk, j, k “ 1, . . . , n.
Definition 2.1. Aθ is the C
˚-algebra generated by the unitary operators U1, . . . , Un.
Remark 2.2. For θ “ 0 we obtain the C˚-algebra C0pTnq of continuous functions on the ordinary
n-torus Tn. When θ ‰ 0 the relations (2.2) imply that Aθ is a noncommutative algebra. In this
case Aθ is called the noncommutative torus associated with θ.
Remark 2.3. When n “ 2 simple characterizations of isomorphism classes and Morita equivalence
classes of noncommutative tori have been established by Rieffel [63]. The extension of Rieffel’s
results to higher dimensional noncommutative tori is non-trivial (see [27, 28, 53, 67]).
The relations (2.2) imply that Aθ is the closure of the span of the unitary operators,
Uk :“ Uk1
1
¨ ¨ ¨Uknn , k “ pk1, . . . , knq P Zn.
For k, l P Zn set
cpk, lq “
ÿ
qăp
kpθpqlq.
As θ is an anti-symmetric matrix, we have cpk, lq ´ cpl, kq “ k ¨ pθlq. A calculation shows that
(2.3)
`
Ukξ
˘ pxq “ eiπcpk,kqeik¨xξ px` πθkq , ξ P L2pTnq.
Using this we obtain
(2.4) UkU l “ e´2iπcpk,lqUk`l, k, l P Zn.
In particular, we get the relations,
(2.5)
`
Uk
˘´1 “ `Uk˘˚ “ e´2iπcpk,kqU´k, U lUk “ e2iπk¨pθlqUkU l, k, l P Zn.
Let τ : L pL2pTnqq Ñ C be the state defined by the constant function 1, i.e.,
τpT q “ pT 1|1q “
ż
Tn
pT 1qpxqd¯x, T P L `L2pTnq˘ .
In particular, as by (2.3) we have Uk1 “ eiπcpk,kqeik¨x, we obtain
(2.6) τ
`
Uk
˘ “ " 1 if k “ 0,
0 otherwise.
We stress out that τ is a continuous linear form on L pL2pTnqq of norm 1 (since this is a state).
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Lemma 2.4. The functional τ defines a tracial state on Aθ.
Proof. We only need to show that τ is a trace on Aθ, i.e., τpuvq “ τpvuq for all u, v P Aθ. As τ is
continuous and the unitaries Uk, k P Zn, span a dense subspace of Aθ, it is enough to check that
(2.7) τ
`
UkU l
˘ “ τ `U lUk˘ for all k, l P Zn.
When k` l ‰ 0 it follows from (2.4) and (2.6) that τpUkU lq “ τpU lUkq “ 0. Moreover, it follows
from (2.5) that UkU´k “ U´kUk “ e2iπcpk,kq, and so τpUkU´kq “ τpU´kUkq “ e2iπcpk,kq. This
proves (2.7). The proof is complete. 
Remark 2.5. Let Λθ be the lattice generated by the columns of the matrix θ in R
n. We say that
θ is very irrational when Λθ `Zn is dense in Rn. In this case it can be shown that the algebra Aθ
is simple and τ is its unique (normalized) trace (see [42, 59, 76]).
The GNS construction allows us to associate with τ a ˚-representation of Aθ as follows. Let
p¨|¨q be the sesquilinear form on Aθ defined by
(2.8) pu|vq “ τ puv˚q , u, v P Aθ.
Given k, l P Zn, using (2.4) and (2.5) we get`
Uk|U l˘ “ τ `UkpU lq˚˘ “ e´2iπcpl,lqτ `UkU´l˘ “ e2iπpcpk,lq´cpl,lqqτ `Uk´l˘ .
Combining this with (2.6) then shows that tUk; k P Znu is an orthonormal family. In particular,
we see that we have a pre-inner product on the dense subalgebra,
A
0
θ :“ SpantUk; k P Znu.
Definition 2.6. Hθ is the Hilbert space arising from the completion of A
0
θ with respect to the
pre-inner product (2.8).
When θ “ 0 we recover the Hilbert space L2pTnq with the inner product (2.1). In what follows
we shall denote by } ¨ }0 the norm of Hθ. This notation allows us to distinguish it from the norm
of Aθ, which we denote by } ¨ }.
By construction pUkqkPZn is an orthonormal basis of Hθ. Thus, every u P Hθ can be uniquely
written as
(2.9) u “
ÿ
kPZn
ukU
k, uk “
`
u|Uk˘ ,
where the series converges in Hθ. When θ “ 0 we recover the Fourier series decomposition in
L2pTnq. By analogy with the case θ “ 0 we shall call the series řkPZn ukUk in (2.9) the Fourier
series of u P Hθ. Note that the Fourier series makes sense for all u P Aθ.
Proposition 2.7. The following holds.
(1) The multiplication of A 0θ uniquely extends to a continuous bilinear map Aθ ˆHθ Ñ Hθ.
This provides us with a ˚-representation of Aθ. In particular, we have
(2.10) }u} “ sup
}v}0“1
}uv}0 @u P Aθ.
(2) The inclusion of A 0θ into Hθ uniquely extends to a continuous embedding of Aθ into Hθ.
Proof. See Appendix A. 
Remark 2.8. The 2nd part allows us to identify any u P Aθ with the sum of its Fourier series
in Hθ. In general the Fourier series need not converge in Aθ, although it does converge whenř |uk| ă 8. In addition, the injectivity of the embedding of Aθ into Hθ implies that the trace τ
is faithful.
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2.2. Dynamics on Aθ. The natural action of R
n on Tn by translation gives rise to a unitary
representation sÑ Vs of Rn given by
pVsξq pxq “ ξpx` sq, ξ P L2pTnq, s P Rn.
We then get an action ps, T q Ñ αspT q of Rn on L pL2pTnqq given by
(2.11) αspT q “ VsTV ´1s , T P L pL2pTnqq, s P Rn.
Note also that, for all s P Rn and T P L pL2pTnqq, we have
(2.12) αspT ˚q “ αspT q˚, }αspT q} “ }T }, τ rαspT qs “ τ rT s .
In addition, using (2.11) we get
αspUjq “ eisjUj , j “ 1, . . . , n.
Thus,
(2.13) αspUkq “ eis¨kUk, k P Zn.
This last property implies that the C˚-algebra Aθ is preserved by the action of Rn.
Proposition 2.9. The action of Rn on Aθ is continuous, i.e., ps, uq Ñ αspuq is a continuous
map from Rn ˆAθ to Aθ. In particular, the triple pAθ,Rn, αq is a C˚-dynamical system.
Proof. As above let A 0θ be the subspace of Aθ spanned by the unitaries U
k, k P Zn. It follows
from (2.13) that αspuq P C8pRn;Aθq for all u P A 0θ . Bearing this in mind, let s, t P Rn and
u, v P Aθ. In addition, let ǫ ą 0. As A 0θ is dense in Aθ, there is u0 P A 0θ such that }u´ u0} ă ǫ.
We have
}αtpvq ´ αspuq} ď }αtpv ´ u0q} ` }αtpu0q ´ αspu0q} ` }αspu´ u0q}
ď }v ´ u0} ` }αtpu0q ´ αspu0q} ` }u´ u0} .
Here }u´ u0} ă ǫ. Moreover, as αtpu0q P C8pRn;Aθq we see that }αtpu0q ´ αspu0q} ă ǫ as soon
as t is close enough to s. It then follows that }αtpvq ´αspuq} ă 3ǫ as soon as pt, vq is close enough
to ps, uq. This shows that ps, uq Ñ αspuq is a continuous map from Rn ˆ Aθ to Aθ. The proof is
complete. 
We are especially interested in the subalgebra of smooth elements of the C˚-dynamical system
pAθ,Rn, αq, i.e., the smooth noncommutative torus,
Aθ :“ tu P Aθ; αspuq P C8pRn;Aθqu .
As mentioned in the proof of Proposition 2.9, all the unitaries Uk, k P Zn, are contained in Aθ,
and so Aθ is a dense subalgebra of Aθ. When θ “ 0 we recover the algebra C8pTnq of smooth
functions on the ordinary torus Tn.
For N ě 1, we also define
A
pNq
θ :“
 
u P Aθ; αspuq P CN pRn;Aθq
(
.
We also set A
p0q
θ “ Aθ. We note that Aθ and ApNqθ , N ě 1, are involutive subalgebras of Aθ that
are preserved by the action of Rn.
For j “ 1, . . . , n let δj : Ap1qθ Ñ Aθ be the derivation defined by
δjpuq “ Dsjαspuq|s“0, u P Ap1qθ ,
where we have set Dsj “ 1i Bsj . We have the following properties:
δjpuvq “ δjpuqv ` uδjpvq, u, v P Ap1qθ ,(2.14)
δjpu˚q “ ´δjpuq˚, u P Ap1qθ ,(2.15)
Dsjαspuq “ δj pαspuqq “ αs pδjpuqq , u P Ap1qθ , s P Rn,(2.16)
δjδlpuq “ δlδjpuq, u P Ap2qθ , j, l “ 1, . . . , n.
7
When θ “ 0 the derivation δj is just the derivation Dxj “ 1i BBxj on C1pTnq. In general, for
j, l “ 1, . . . , n, we have
δjpUlq “
"
Uj if l “ j,
0 if l ‰ j.
In addition, we have the following result.
Lemma 2.10 ([68]). For j “ 1, . . . , n, we have
τ rδjpuqs “ 0 @u P Ap1qθ ,
τ ruδjpvqs “ ´τ rδjpuqvs @u, v P Ap1qθ .(2.17)
Proof. Let u P Ap1qθ and j P t1, . . . , nu. The continuity of τ and its Rn-invariance as stated in (2.12)
imply that τ
“
Dsjαspuq
‰ “ Dsjτ rαspuqs “ 0. In particular, for s “ 0 we get τ rδjpuqs “ 0. In
addition, by combining this with (2.14) we see that, given any v P Ap1qθ , we have
τ ruδjpvqs “ τ rδjpuvqs ´ τ rδjpuqvs “ ´τ rδjpuqvs .
The lemma is proved. 
More generally, given u P ApNqθ , N ě 2, and β P Nn0 , |β| “ N , we define
δβpuq “ Dβsαspuq|s“0 “ δβ11 ¨ ¨ ¨ δβnn puq.
We have the following properties:
δβpuvq “
ÿ
β1`β2“β
ˆ
β
β1
˙
δβ
1puqδβ2pvq, u, v P ApNqθ ,(2.18)
δβpu˚q “ p´1q|β|δβpuq˚, u P ApNqθ ,(2.19)
Dβsαspuq “ αs
“
δβpuq‰ “ δβ rαspuqs , u P ApNqθ ,(2.20)
δβpUkq “ kβUk, k P Zn.(2.21)
In what follows we equip Aθ with the locally convex topology defined by the semi-norms,
Aθ Q u ÝÑ
››δβpuq›› , β P Nn
0
.
In particular, a sequence puℓqℓě0 Ă Aθ converges to u with respect to this topology if and only if
(2.22) }δβpuℓ ´ uq} ÝÑ 0 for all β P Nn0 .
In addition, every multi-order derivation δβ induces a continuous linear map δβ : Aθ Ñ Aθ.
Proposition 2.11. The following holds.
(1) Aθ is a unital Fre´chet ˚-algebra.
(2) The action of Rn on Aθ is continuous, i.e., ps, uq Ñ αspuq is a continuous map from
Rn ˆAθ to Aθ.
(3) For every u P Aθ, the map sÑ αspuq is a smooth map from Rn to Aθ.
Proof. See Appendix A. 
In the following we denote by S pZnq the space of rapid-decay sequences pakqkPZn Ă C, i.e.,
sequences such that sup |kβak| ă 8 for all β P Nn0 . We equip it with the semi-norms,
S pZnq Q pakqkPZn ÝÑ sup
kPZn
|kβak|, β P Nn0 .
This turns S pZnq into a nuclear Fre´chet-Montel space. The Fre´chet-Montel property is a conse-
quence of Tychonoff theorem. A proof of the nuclearity of S pZnq is given in [79]. Recall also that
every Montel space is reflexive, i.e., the canonical embedding into its topological bidual is a linear
homeomorphism (see [79]).
We have the following characterization of the elements of Aθ.
Proposition 2.12 ([12]). The following holds.
8
(1) Let u P Hθ have Fourier series
ř
ukU
k. Then u P Aθ if and only if the sequence pukqkPZn
is contained in S pZnq. Moreover, in this case the Fourier series converges to u in Aθ.
(2) The map pukq Ñ
ř
ukU
k is a linear homeomorphism from S pZnq onto Aθ.
Proof. See Appendix A. 
Remark 2.13. We refer to [65] for the explicit description of the product of Aθ in terms of Fourier
series. In particular, this implies that Aθ is a strict deformation quantization of C
8pTnq in the
sense of [64].
As an immediate consequence of the 2nd part of Proposition 2.12 we obtain the following result.
Corollary 2.14. Aθ is a nuclear Fre´chet-Montel space. In particular, it is reflexive.
Let us now turn to the group of invertible elements of Aθ. We shall denote this group by A
´1
θ .
We will also denote by A´1θ the invertible group of Aθ.
Proposition 2.15 ([11]). The following holds.
(1) We have A ´1θ “ A´1θ XAθ.
(2) A ´1θ is an open set of Aθ and uÑ u´1 is a continuous map from A ´1θ to itself.
Proof. See Appendix A. 
Remark 2.16. The first part is a special case of a more general result of Schweitzer [72, Corol-
lary 7.16] (see also [8, 11, 41, 61]).
Remark 2.17. The 2nd part means that Aθ is a good Fre´chet algebra in the sense of [8, A.1.2].
Given any u P Aθ we shall denote by Sppuq its spectrum, i.e.,
Sppuq “  λ P C; u´ λ R A ´1θ ( .
The first part of Proposition 2.15 asserts there is no distinction between being invertible in Aθ or
Aθ. This implies that the spectrum of u relatively to Aθ agrees with its spectrum relatively to
Aθ, i.e., Aθ is spectral invariant in Aθ. As Aθ is a C
˚-algebra, it then follows that Aθ is spectral
invariant in any C˚-algebra containing Aθ. In particular, as we have a ˚-representation of Aθ in
Hθ, we obtain the following result.
Corollary 2.18. For all u P Aθ, we have
Sppuq “ tλ P C; u´ λ : Hθ Ñ Hθ is not a bijectionu .
There is a holomorphic functional calculus on good Fre´chet algebras which is defined in the
same way as for Banach algebras (see [8, A.1.5]). As we have a continuous inclusion of Aθ into Aθ,
for elements of Aθ the holomorphic functional calculus on Aθ agrees with the functional calculus
on Aθ. Therefore, we arrive at the following statement.
Corollary 2.19 ([11]). Aθ is stable under holomorphic functional calculus.
2.3. Distributions on Aθ. Let A
1
θ be the topological dual of Aθ. We equip it with its strong
topology. This is the locally convex topology generated by the semi-norms,
v ÝÑ sup
uPB
| xv, uy |, B Ă Aθ bounded.
It is tempting to think of elements of A 1θ as distributions on Aθ. This is consistent with the
definition of distributions on Tn as continuous linear forms on C8pTnq. Any u P Aθ defines a
linear form on Aθ by
xu, vy “ τpuvq for all v P Aθ.
Note that, for all u, v P Aθ, we have
(2.23) xu, vy “ pv|u˚q “ pu|v˚q .
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In particular, given any u P Aθ, the map v Ñ xu, vy is a continuous linear form on Aθ. Moreover,
as xu, u˚y “ }u}2
0
‰ 0 if u ‰ 0, we get a natural embedding of Aθ into A 1θ . This allows us to
identify Aθ with a subspace of A
1
θ . Furthermore, given any bounded set B Ă Aθ, we have
sup
vPB
| xu, vy | “ sup
vPB
| pu|v˚q | ď }u} sup
vPB
}v}.
Therefore, we see that the embedding of Aθ into A
1
θ is continuous. It is immediate from (2.23)
that this embedding uniquely extends to a continuous embedding of Hθ into Aθ.
Combining (2.23) with the above embedding allows us to extend the definition of Fourier series
to A 1θ . Namely, given any v P A 1θ its Fourier series is the series,
(2.24)
ÿ
kPZn
vkU
k, where vk :“
@
v, pUkq˚D .
Here the unitaries Uk, k P Zn, are regarded as elements of A 1θ .
In what follows we denote by S 1pZnq the (topological) dual of S pZnq. It is naturally identified
with the space of sequences pvkqkPZn Ă C for which there are N ě 0 and CN ą 0 such that
|vk| ď CN p1 ` |k|qN for all k P Zn.
Proposition 2.20. Let v P A 1θ have Fourier series
ř
kPZn vkU
k. Then pvkqkPZn P S 1pZnq and v
is equal to the sum of its Fourier series in A 1θ .
Proof. As v is a continuous linear form on Aθ there are N P N0 and CN ą 0 such that
|xv, uy| ď CN sup
|α|ďN
}δαpuq} for all u P Aθ.
In particular, for all k P Zn, we have
|vk| “
ˇˇ@
v, pUkq˚Dˇˇ ď CN sup
|α|ďN
›››δα `Uk˘˚››› “ CN sup
|α|ďN
››kαUk›› ď CN p1 ` |k|qN .
It then follows that pvkqkPZn P S 1pZnq.
Let u P Aθ. Using (2.23) we see that pu˚|Ukq “
`
Uk|u˚˘ “ @Uk, uD for all k P Zn. Thus,
u “ pu˚q˚ “
ÿ
kPZn
pu˚|Ukq `Uk˘˚ “ ÿ
kPZn
@
Uk, u
D `
Uk
˘˚
,
where the series converge in Aθ. As v is a continuous linear form on Aθ, we get
xv, uy “
ÿ
kPZn
@
Uk, u
DA
v,
`
Uk
˘˚E “ ÿ
kPZn
vk
@
Uk, u
D
.
This shows that the series
ř
kPZn vkU
k converges weakly to v. As Aθ is a Fre´chet space, the Banach-
Steinhaus theorem ensures us that we have convergence with respect to the strong topology of
A 1θ . The proof is complete. 
Remark 2.21. The above result implies that we have a natural linear map v Ñ pvkqkPZn from
A 1θ to S
1pZnq. This is actually the transpose of the linear homeomorphism of S pZnq Q pukq Ñř
ukU
k P Aθ of Proposition 2.12. Therefore, if we equip S 1pZnq with its strong topology then we
obtain a linear homeomorphism from A 1θ onto S
1pZnq.
We observe that in any Fourier series (2.24) every summand is an element of Aθ. Therefore, as
an immediate consequence of Proposition 2.20 we obtain the following density result.
Corollary 2.22. The inclusion of Aθ into A
1
θ has dense range.
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2.4. Differential operators. In this subsection, we review a few facts on differential operators
on noncommutative tori.
Definition 2.23 ([10, 14]). A differential operator of orderm on Aθ is a linear operator P : Aθ Ñ
Aθ of the form,
(2.25) P “
ÿ
|α|ďm
aαδ
α, aα P Aθ.
Remark 2.24. In (2.25) each coefficient aα, |α| ď m, is identified with the operator of left-
multiplication by aα. Thus, (2.25) means that
Pu “
ÿ
|α|ďm
aαδ
αu for all u P Aθ.
Remark 2.25. Any differential operator is a continuous linear operator on Aθ.
Remark 2.26. Let P “ ř|α|ďm aαδα be a differential operator of order m. The symbol of P is the
polynomial map ρ : Rn Ñ Aθ defined by
ρpξq “
ÿ
|α|ďm
aαξ
α, ξ P Rn.
Its m-th degree component ρmpξq “
ř
|α|“m aαξ
α is called the principal symbol of P .
Example 2.27. The (flat) Laplacian of Aθ is the 2nd order differential operator,
(2.26) ∆ “ δ21 ` ¨ ¨ ¨ ` δ2n.
Its symbol is ρpξq “ ξ21 ` ¨ ¨ ¨ ` ξ2n “ |ξ|2.
Example 2.28 ([45]). In [69] a Riemannian metric on Aθ is given by a positive invertible matrix
g “ pgijq PMnpAθq whose entries are selfadjoint elements of Aθ. Its determinant is defined by
detpgq :“ exp `Trrlogpgqs˘,
where logpgq P MnpAθq is defined by holomorphic functional calculus and Tr is the matrix trace
(see [45]). The determinant detpgq is a positive invertible element of Aθ, and so νpgq :“
a
detpgq
is a positive invertible element of Aθ. Let g
´1 “ pgijq be the inverse matrix of g. In [45] the
Laplace-Beltrami operator associated with g is the 2nd order differential operator ∆g : Aθ Ñ Aθ
given by
∆gu “ νpgq´1
ÿ
1ďi,jďn
δi
´a
νpgqgij
a
νpgqδjpuq
¯
, u P Aθ.
When gij “ δij we recover the flat Laplacian (2.26). When θ “ 0 we have
a
νpgqgijaνpgq “
gijνpgq, and so we recover the usual expression for the Laplace-Beltrami operator in Euclidean
coordinates with δj “ 1?´1Bj.
The following result shows that differential operators form a graded algebra.
Proposition 2.29. Suppose that P and Q are differential operators on Aθ of respective orders m
and m1. Then PQ is a differential operator of order ď m`m1.
Proof. It is enough to prove the result when P “ aδα and Q “ bδβ with a, b P Aθ and |α| ď m
and |β| ď m1. In fact by the Leibniz formula, for all u P Aθ, we have
PQu “ aδα `bδβpuq˘ “ ÿ
α1`α2“α
ˆ
α
α1
˙
aδα
1pbqδα2`βpuq.
This shows that PQ is a differential operator of order ď |α| ` |β| ď m ` m1. The result is
proved. 
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In order to motivate the definition of pseudodifferential operators on Aθ we would like to
outline an integral representation of differential operators. At this point we shall not worry about
convergence issues or integration by part justifications. We will see later that all the arguments
can be made rigorous by interpreting the integrals at stake as oscillating integrals.
Let P “ ř|α|ďm aαδα be a differential operator of order m. Let u P Aθ. Note that δαpuq “
piBtqαα´tpuq|t“0. Therefore, by using Fourier’s inversion formula and integrating by parts we see
that δαpuq is equal toĳ
eis¨ξpiBsqαα´spuqdsd¯ξ “
ĳ
p´iBsqα
“
eis¨ξ
‰
α´spuqdsd¯ξ
“
ĳ
eis¨ξξαα´spuqdsd¯ξ.
Therefore, by linearity we get
Pu “
ÿ
|α|ďm
aαδ
αpuq “
ÿ
|α|ďm
ĳ
eis¨ξaαξαα´spuqdsd¯ξ.
Thus, if we let ρpξq “ ř|α|ďm aαξα be the symbol of P , then we have
(2.27) Pu “
ĳ
eis¨ξρpξqα´spuqdsd¯ξ for all u P Aθ.
The above formula is the main impetus for the definition of pseudodifferential operators on
noncommutative tori. In Section 3 and Section 4 we shall explain how to give sense to the integrals
considered above. This will allow us to define pseudodifferential operators on noncommutative
tori associated with the classes of symbols that are introduced in the next section.
3. Classes of Symbols on Noncommutative Tori
In this section, we review the main classes of symbols on noncommutative tori.
3.1. Standard symbols.
Definition 3.1 ([3, 10]). SmpRn;Aθq, m P R, consists of maps ρpξq P C8pRn;Aθq such that, for
all multi-orders α and β, there exists Cαβ ą 0 such that›››δαBβξ ρpξq››› ď Cαβ p1` |ξ|qm´|β| @ξ P Rn.
Remark 3.2. We have č
mPR
SmpRn;Aθq “ S pRn;Aθq,
where S pRn;Aθq is the space of Schwartz-class maps ρ : Rn Ñ Aθ (cf. Appendix C).
In what follows, we endow each space SmpRn;Aθq, m P R, with the locally convex topology
generated by the semi-norms,
(3.1) p
pmq
N pρq :“ sup
|α|`|β|ďN
sup
ξPRn
p1` |ξ|q´m`|β|
›››δαBβξ ρpξq››› , N P N0.
Proposition 3.3 ([3]). SmpRn;Aθq, m P R, is a Fre´chet space.
Proof. As the semi-norm family pppmqN qNě0 is countable, we only need to check that every Cauchy
sequence in SmpRn;Aθq is convergent. Thus, let pρjpξqqjě0 be a Cauchy sequence in SmpRn;Aθq.
As the inclusion of SmpRn;Aθq into C8pRn;Aθq is continuous, this gives rise to a Cauchy sequence
in C8pRn;Aθq. Since C8pRn;Aθq is a Fre´chet space (cf. Appendix C), it then follows that there
is ρpξq P C8pRn;Aθq such that ρjpξq Ñ ρpξq in C8pRn;Aθq as j Ñ8.
Moreover, the fact that pρjpξqqjě0 is a Cauchy sequence in SmpRn;Aθq means that, given any
multi-orders α, β, for every ǫ ą 0, there is N P N such that, for all j, l ě N and ξ P Rn, we have›››δαBβξ pρjpξq ´ ρlpξqq››› ď ǫp1` |ξ|qm´|β|.
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Letting lÑ8 then shows that, for all j ě N and ξ P Rn, we have›››δαBβξ pρjpξq ´ ρpξqq››› ď ǫp1` |ξ|qm´|β|.
It then follows that ρjpξq Ñ ρpξq in SmpRn;Aθq. This shows that every Cauchy sequence in
SmpRn;Aθq is convergent, and so SmpRn;Aθq is a Fre´chet space. 
Remark 3.4. It follows from the very definition of the spaces SmpRn;Aθq, m P R, that, given any
multi-orders α and β, the partial differentiation δαBβξ gives rise to a continuous linear operator
from SmpRn;Aθq to Sm´|β|pRn;Aθq for every m P R.
Lemma 3.5. Let m1,m2 P R. Then the product of Aθ gives rise to a continuous bilinear map
from Sm1pRn;Aθq ˆ Sm2pRn;Aθq to Sm1`m2pRn;Aθq.
Proof. Let N P N0 and α, β P Nn0 be such that |α|` |β| ď N . In addition, let ρjpξq P Smj pRn;Aθq,
j “ 1, 2. By the Leibniz rule we have
δαBβξ rρ1pξqρ2pξqs “
ÿˆα
α1
˙ˆ
β
β1
˙
δα
1Bβ1ξ ρ1pξqδα
2Bβ2ξ ρ2pξq,
where the sum ranges over all multi-orders α1, α2, β1, β1 such that α1 ` α2 “ α and β1 ` β2 “ β.
Note that in this case, for all ξ P Rn, we have›››δα1Bβ1ξ ρ1pξqδα2Bβ2ξ ρ2pξq››› ď ›››δα1Bβ1ξ ρ1pξq››› ›››δα2Bβ2ξ ρ2pξq›››
ď ppm1qN pρ1qp1 ` |ξ|qm1´|β
1|ppm2qN pρ2qp1` |ξ|qm2´|β
2|
ď ppm1qN pρ1qppm2qN pρ2qp1 ` |ξ|qm1`m2´|β|.
Thus, for all ξ P Rn, we have›››δαBβξ rρ1pξqρ2pξqs››› ď 2|α|`|β|ppm1qN pρ1qppm2qN pρ2qp1 ` |ξ|qm1`m2´|β|.
Therefore, we see that ρ1pξqρ2pξq belongs to Sm1`m2pRn;Aθq, and we have
p
pm1`m2q
N pρ1ρ2q ď 2Nppm1qN pρ1qppm2qN pρ2q.
This shows that the product of Aθ gives rise to a continuous bilinear map from S
m1pRn;Aθq ˆ
Sm2pRn;Aθq to Sm1`m2pRn;Aθq. The proof is complete. 
Lemma 3.6 ([47, Prop. 18.1.2]). Let χpξq P S pRnq be such that χp0q “ 1. For 0 ă ǫ ď 1, let
χǫpξq P S pRn;Aθq be defined by
χǫpξq “ χpǫξq ¨ 1, ξ P Rn.
Then the family pχǫq0ăǫď1 is bounded in S0pRn;Aθq and, as ǫ Ñ 0`, it converges to 1 in
SmpRn;Aθq for every m ą 0.
By combining Lemma 3.5 and Lemma 3.6 we obtain the following approximation result.
Proposition 3.7. Let ρpξq P SmpRn;Aθq, m P R, and let χpξq P S pRnq be such that χp0q “ 1.
For 0 ă ǫ ď 1, let ρǫpξq P S pRn;Aθq be defined by
ρǫpξq “ χpǫξqρpξq, ξ P Rn.
Then the family pρǫpξqq0ăǫď1 is bounded in SmpRn;Aθq and, as ǫ Ñ 0`, it converges to ρpξq in
Sm
1pRn;Aθq for every m1 ą m.
Remark 3.8. In the rest of the paper, we will often use Proposition 3.7 to reduce the proof of
equalities for continuous functionals on standard symbols to proving them for maps in C8c pRn;Aθq
or in S pRn;Aθq.
Definition 3.9 ([3]). Let ρpξq P SmpRn;Aθq,m P R, and, for j “ 0, 1, . . ., let ρjpξq P Sm´jpRn;Aθq.
We shall write ρpξq „ řjě0 ρjpξq when
ρpξq ´
ÿ
jăN
ρjpξq P Sm´N pRn;Aθq for all N ě 1.
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Lemma 3.10 (see also [37]). Let m P R and, for j “ 0, 1, . . ., let ρm´jpξq P Sm´jpRn;Aθq. Then
there is a symbol ρpξq P SmpRn;Aθq such that ρpξq „
ř
jě0 ρm´jpξq. Moreover, ρpξq is unique
modulo the addition of a symbol in S pRn;Aθq.
Proof. The proof is similar to the standard proof of the Borel lemma for symbols (see, e.g., [1, 47]).
Let χpξq P C8c pRnq be such that χpξq “ 1 for |ξ| ď 1. By Proposition 3.7 we know that, for all
j ě 0, the family pχpǫξqρm´jpξqq0ăǫă1 converges to ρm´jpξq in Sm´j`1pRn;Aθq as ǫ Ñ 0`.
Therefore, we can recursively construct a sequence pǫjqjě0 Ă p0, 1q such that
(3.2) ǫj`1 ď 1
2
ǫj and p
pm´j`1q
j pr1´ χpǫjξqs ρm´jq ď 2´pj`1q for all j ě 0.
Note that the sequence pǫjqjě0 is decreasing and converges to 0.
For j “ 0, 1, . . ., set ρ˜m´jpξq “ p1 ´ χpǫjξqqρm´jpξq, ξ P Rn. Note that ρ˜m´jpξq “ 0 for
|ξ| ď ǫ´1j . As ǫ´1j Ñ 8 as j Ñ 8 we see that the sum ρpξq :“
ř
jě0 ρ˜m´jpξq is locally finite, and
so this gives rise to a map in C8pRn;Aθq. We also observe that ρ˜m´jpξq differs from ρm´jpξq by
a map in C8c pRn;Aθq. Thus ρ˜m´jpξq is a symbol in Sm´jpRn;Aθq, and, for every integer N ě 1,
we have
ρpξq ´
ÿ
jăN
ρm´jpξq “ ρpξq ´
ÿ
jăN
ρ˜m´jpξq mod S pRn;Aθq
“
ÿ
jěN
ρ˜m´jpξq mod S pRn;Aθq.(3.3)
Let N P N0 and set ρpNqpξq “
ř
jěN ρ˜m´jpξq, ξ P Rn. Let α and β be multi-orders, and set
N1 “ maxpN ` 1, |α| ` |β|q. For all ξ P Rn, we have›››δαBβξ ρpNqpξq››› ď ÿ
jěN
p
pm´Nq
N1
pρ˜m´jq p1` |ξ|qm´N´|β|.
Note that if j ě N1, then j ě N ` 1. Therefore, using (3.2) we getÿ
jěN1
p
pm´Nq
N1
pρ˜m´jq ď
ÿ
jěN1
p
pm´j`1q
j pρ˜m´jq ď 2´N1 .
It then follows that there is a constant CNαβ ą 0 such that, for all ξ P Rn, we have›››δαBβξ ρpNqpξq››› ď CNαβp1` |ξ|qm´N´|β|.
This shows that ρpNqpξq P Sm´N pRn;Aθq. In particular, for N “ 0 we see that ρpξq “ ρp0qpξq is
contained in SmpRn;Aθq. In addition, by combining this with (3.3) we see that ρpξq´
ř
jăN ρm´jpξq
is contained in Sm´N pRn;Aθq for all N ě 1. That is, ρpξq „
ř
jě0 ρm´jpξq.
Finally, if σpξq P SmpRn;Aθq is another symbol such that σpξq „
ř
jě0 ρm´jpξq, then we have
σpξq „ ρpξq, i.e., σpξq ´ ρpξq is contained in S pRn;Aθq. Thus, the symbol ρpξq is unique modulo
the addition of a symbol in S pRn;Aθq. The proof is complete. 
3.2. Homogeneous and classical symbols.
Definition 3.11 (Homogeneous Symbols). SqpRn;Aθq, q P C, consists of maps ρpξq P C8pRnz0;Aθq
that are homogeneous of degree q, i.e.,
ρpλξq “ λqρpξq for all ξ P Rnz0 and λ ą 0.
Remark 3.12. Let ρpξq P SqpRn;Aθq, q P C. Then δαBβξ ρpξq P Sq´|β|pRn;Aθq for all α, β P Nn0 .
Remark 3.13. Let ρpξq P SqpRn;Aθq, q P C. Then ρpξq˚ is homogeneous of degree q, and so
ρpξq˚ P SqpRn;Aθq.
Definition 3.14 (Classical Symbols; cf. [3]). SqpRn;Aθq, q P C, consists of maps ρpξq P C8pRn;Aθq
that admit an asymptotic expansion,
ρpξq „
ÿ
jě0
ρq´jpξq, ρq´j P Sq´jpRn;Aθq.
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Here „ means that, for all integers N and multi-orders α, β, there exists CNαβ ą 0 such that, for
all ξ P Rn, |ξ| ě 1, we have
(3.4)
››››δαBβξ
ˆ
ρ´
ÿ
jăN
ρq´j
˙
pξq
›››› ď CNαβ |ξ|ℜq´N´|β|.
Remark 3.15. The symbol ρq´jpξq in (3.4) is called the homogeneous symbol of degree q ´ j of
ρpξq. The symbol ρqpξq is called the principal symbol of ρpξq. These homogeneous symbols are
uniquely determined by ρpξq since (3.4) implies that, for all ξ P Rnz0, we have
ρqpξq “ lim
λÑ8
λ´qρpλξq,
ρq´jpξq “ lim
λÑ8
λ´q`j
ˆ
ρpλξq ´
ÿ
ℓăj
λq´ℓρq´ℓpξq
˙
, j ě 1.
Example 3.16. Every polynomial map ρpξq “ ř|α|ďm aαξα, aα P Aθ, is a classical symbol of order
m. Its principal part is ρmpξq :“
ř
|α|“m aαξ
α.
Example 3.17. For ξ P Rn set xξy “ p1 ` |ξ|2q 12 . Given any s P C, the function xξys is a classical
symbol of order s. This can be seen by using the binomial expansion,
xξys “ |ξ|s `1` |ξ|´2˘ s2 “ ÿ
jě0
ˆ
s
2
j
˙
|ξ|s´2j , |ξ| ą 1.
In particular, the principal symbol of xξys is equal to |ξ|s.
Remark 3.18. Let q P C. Then we have an inclusion,
SqpRn;Aθq Ă SℜqpRn;Aθq.
In addition, if ρpξq P SqpRn;Aθq and χpξq P C8c pRnq is such that χpξq “ 1 near ξ “ 0, then
p1 ´ χpξqqρpξq P SqpRn;Aθq and p1´ χpξqqρpξq „ ρpξq in the sense of (3.4). In particular, we see
that p1´ χpξqqρpξq P SℜqpRn;Aθq.
Remark 3.19. Given q P C, let ρpξq P SqpRn;Aθq, ρpξq „
ř
ρq´jpξq. Then (3.4) and Re-
mark 3.12 imply that, for all multi-orders α and β, the partial derivative δαBβξ ρpξq is a symbol in
Sq´|β|pRn;Aθq and δαBβξ ρpξq „
ř
δαBβξ ρq´jpξq.
Remark 3.20. Given q P C, let ρpξq P SqpRn;Aθq, ρpξq „
ř
ρq´jpξq. Then (3.4) and Remark 3.13
imply that ρpξq˚ P SqpRn;Aθq and we have ρpξq˚ „
ř
ρq´jpξq˚.
Remark 3.21. Given q P C, for j “ 0, 1, . . . let ρq´jpξq P Sq´jpRn;Aθq. We also let χpξq P C8c pRnq
be such that χpξq “ 1 near ξ “ 0. We know by Remark 3.18 that p1 ´ χpξqqρq´jpξq is contained
in Sℜq´jpRn;Aθq for all j ě 0. Furthermore, given any ρpξq P C8pRn;Aθq, the following are
equivalent:
(i) ρpξq „ řjě0 ρq´jpξq in the sense of (3.4).
(ii) ρpξq „ řjě0p1´ χpξqqρq´jpξq in the sense of Definition 3.9.
In particular, if (ii) is satisfied, then ρpξq P SqpRn;Aθq and ρpξq „
ř
jě0 ρq´jpξq.
Combining Lemma 3.10 with Remark 3.21 we obtain the following result.
Proposition 3.22. Let q P C and, for j “ 0, 1, . . . let ρq´jpξq P Sq´jpRn;Aθq. Then there exists
a symbol ρpξq P SqpRn;Aθq such that ρpξq „
ř
jě0 ρq´jpξq. Moreover, such a symbol is unique
modulo S pRn;Aθq.
Remark 3.23. Let ρpξq P C8pRn;Aθq be such that ρpξq „
ř
ℓě0 ρ
pℓqpξq, where ρpℓqpξq P Sq´ℓpRn;Aθq
and „ is taken in the sense of Definition 3.9. Then ρpξq is a symbol in SqpRn;Aθq, and we have
ρpξq „ řjě0 ρq´jpξq in the sense of (3.4), where
ρq´jpξq “
ÿ
ℓďj
ρ
pℓq
q´jpξq, j ě 0.
Here ρ
pℓq
q´jpξq is the symbol of degree q ´ j of ρpℓqpξq.
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Finally, the following result shows that the product of Aθ gives rise to a (graded) bilinear map
on classical symbols.
Proposition 3.24. Let ρpξq P SqpRn;Aθq and σpξq P Sq1pRn;Aθq, q, q1 P C. Then ρpξqσpξq is in
Sq`q
1pRn;Aθq, and we have ρpξqσpξq „
ř
jě0pρσqq`q1´jpξq, where
(3.5) pρσqq`q1´jpξq “
ÿ
p`r“j
ρq´ppξqσq1´rpξq, j ě 0.
Proof. Let χpξq P C8c pRnq be such that χpξq “ 1 near ξ “ 0. Given any N P N, it follows from
Remark 3.21 that
ρpξq “
ÿ
păN
p1´ χpξqqρq´ppξq mod Sℜq´N pRn;Aθq,
σpξq “
ÿ
răN
p1´ χpξqqσq1´rpξq mod Sℜq
1´N pRn;Aθq.
Combining this with Lemma 3.5 we get
ρpξqσpξq “
ÿ
p,răN
p1´ χpξqq2ρq´ppξqσq1´rpξq mod Sℜpq`q
1q´N pRn;Aθq.
For j “ 0, 1, . . . set
(3.6) pρσqq`q1´jpξq “
ÿ
p`r“j
ρq´ppξqσq1´rpξq P Sq`q1´jpRn;Aθq.
In addition, set rχpξq “ 1´ p1´ χpξqq2. Note that rχpξq P C8c pRnq and rχpξq “ 1 near ξ “ 0.
We know by Remark 3.18 that p1 ´ χpξqqρq´ppξq P Sℜq´ppRn;Aθq and p1 ´ χpξqqσq1´rpξq P
Sℜq
1´rpRn;Aθq. Therefore, using Lemma 3.5 we see that p1´χpξqq2ρq´ppξqσq1´rpξq is a symbol in
Sℜpq`q
1q´p´rpRn;Aθq, and hence it is contained in Sℜpq`q1q´N pRn;Aθq when p`r ě N . Combining
this with (3.6) we see that, for all N ě 1, we have
ρpξqσpξq “
ÿ
jăN
ÿ
p`r“j
p1´ χpξqq2ρq´ppξqσq1´rpξq mod Sℜpq`q1q´N pRn;Aθq
“
ÿ
jăN
p1´ rχpξqqpρσqq`q1´jpξq mod Sℜpq`q1q´N pRn;Aθq.
This shows that ρpξqσpξq „ řp1 ´ rχpξqqpρσqq`q1´jpξq in the sense of Definition 3.9. Combining
this with Remark 3.21 gives the result. 
4. Amplitudes and Oscillating Integrals
In this section, we construct the oscillating integral for Aθ-valued amplitudes. We refer to
Appendix B for background on the integration of maps with values in locally convex spaces. In
Appendix B the extension of Lebesgue’s integral is carried out for maps with values in quasi-
complete Suslin locally convex spaces. The smooth noncommutative torus Aθ is such a space,
since this is a separable Fre´chet space.
We refer to [66, Chapter 1] for an alternative construction of the oscillating integral for zeroth
order amplitudes with values in Fre´chet spaces. The oscillating integral of this section is defined
for Aθ-valued amplitudes of any order.
4.1. Spaces of amplitudes. Let us first recall the definition of scalar-valued amplitudes.
Definition 4.1 ([1]). AmpRn ˆ Rnq, m P R, consists of functions aps, ξq in C8pRn ˆ Rnq such
that, for all multi-orders β, γ, there is Cβγ ą 0 such thatˇˇˇ
Bβs Bγξ aps, ξq
ˇˇˇ
ď Cβγ p1` |s| ` |ξ|qm @ps, ξq P Rn ˆ Rn.
Throughout this paper we will make use of the following classes of Aθ-valued amplitudes.
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Definition 4.2. AmpRnˆRn;Aθq, m P R, consists of maps aps, ξq in C8pRnˆRn;Aθq such that,
for all multi-orders α, β, γ, there is Cαβγ ą 0 such that
(4.1)
›››δαBβs Bγξ aps, ξq››› ď Cαβγ p1` |s| ` |ξ|qm @ps, ξq P Rn ˆ Rn.
Remark 4.3. In the same way as in Remark 3.2 we haveč
mPR
AmpRn ˆ Rn;Aθq “ S pRn ˆ Rn;Aθq.
We also define
A`8pRn ˆ Rn;Aθq :“
ď
mPR
AmpRn ˆ Rn;Aθq.
In what follows, we endow the space AmpRnˆRn;Aθq, m P R, with the locally convex topology
generated by the semi-norms,
(4.2) q
pmq
N paq :“ sup
|α|`|β|`|γ|ďN
sup
ps,ξqPRnˆRn
p1` |s| ` |ξ|q´m
›››δαBβs Bγξ aps, ξq››› , N P N0.
In particular, the inclusion of C into the center of Aθ gives rise to a continuous embedding of
AmpRn ˆRnq into AmpRn ˆRn;Aθq. In addition, the natural inclusion of AmpRn ˆRn;Aθq into
C8pRn ˆ Rn;Aθq is continuous. Furthermore, by arguing along similar lines as that of the proof
of Proposition 3.3 we obtain the following result.
Proposition 4.4. AmpRn ˆ Rn;Aθq, m P R, is a Fre´chet space.
Any map Rn Q ξ Ñ ρpξq P Aθ can be seen as a map Rn ˆ Rn Q ps, ξq Ñ ρpξq P Aθ that does
not depend on the variable s. In particular, this allows us to regard C8pRn;Aθq as a subspace of
C8pRnˆRn;Aθq. Keeping in mind this identification, we have the following relationship between
(standard) symbols and amplitudes.
Lemma 4.5. Let m P R, and set m` “ maxpm, 0q. Then we have a continuous inclusion,
SmpRn;Aθq Ă Am`pRn ˆ Rn;Aθq.
Proof. Let ρpξq P SmpRn;Aθq. Given N ě 0 and multi-orders β and γ with |β|` |γ| ď N , we have›››Bβξ δγρpξq››› ď ppmqN pρq p1` |ξ|qm´|β| ď ppmqN pρq p1` |s| ` |ξ|qm` .
This shows that ρpξq P Am`pRn ˆ Rn;Aθq, and we have the semi-norm estimates,
q
pm`q
N pρq ď ppmqN pρq for all N P N0.
This shows that the inclusion of SmpRn;Aθq into Am`pRn ˆ Rn;Aθq is continuous. The result is
proved. 
By arguing along similar lines as that of the proof of Lemma 3.5 we also get the following result.
Lemma 4.6. Let m1,m2 P R. Then the product of Aθ gives rise to a continuous bilinear map
from Am1pRn ˆ Rn;Aθq ˆAm2pRn ˆ Rn;Aθq to Am1`m2pRn ˆ Rn;Aθq.
We also have the following version of Proposition 3.7.
Proposition 4.7. Let aps, ξq P AmpRn ˆRn;Aθq, m P R, and let χps, ξq P C8c pRn ˆRnq be such
that χp0, 0q “ 1. For 0 ă ǫ ď 1, define aǫps, ξq P C8c pRn ˆ Rn;Aθq by
aǫps, ξq “ χpǫs, ǫξqaps, ξq, ps, ξq P Rn ˆ Rn.
Then the family paǫps, ξqq0ăǫď1 is contained in C8c pRnˆRn;Aθq, it is bounded in AmpRnˆRn;Aθq
and, as ǫÑ 0`, it converges to aps, ξq in Am1pRn ˆ Rn;Aθq for every m1 ą m.
Proof. It is immediate that we have a continuous inclusion of Sm
1pR2n;Aθq into Am1pRnˆRn;Aθq
for every m1 ě 0. Using Lemma 3.6 we then deduce that the family pχpǫs, ǫξqq0ăǫď1 is bounded in
A0pRnˆRn;Aθq and, as ǫÑ 0`, it converges to 1 in Am1pRnˆRn;Aθq for all m1 ą 0. Combining
this with Lemma 4.6 gives the result. 
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Remark 4.8. Similarly to Remark 3.8, Proposition 4.7 allows us to reduce the proof of equalities
for continuous functionals on amplitudes to checking them for maps in C8c pRn ˆ Rn;Aθq.
Let ϕ P A 1θ . By Proposition C.17 the composition with ϕ gives rise to a linear map,
(4.3) C8pRn ˆ Rn;Aθq Q aps, ξq ÝÑ ϕ raps, ξqs P C8pRn ˆ Rnq.
Moreover, given any aps, ξq P C8pRn ˆ Rn;Aθq, for all multi-orders β and γ, we have
(4.4) Bβs Bγξ pϕ raps, ξqsq “ ϕ
”
Bβs Bγξ aps, ξq
ı
.
Lemma 4.9. Let ϕ P A 1θ . Then, for every m P R, the linear map (4.3) induces a continuous
linear map from AmpRn ˆ Rn;Aθq to AmpRn ˆ Rnq.
Proof. As ϕ is a continuous linear form on Aθ there are N0 P N0 and C ą 0 such that
|ϕpuq| ď C sup
|α|ďN0
}δαpuq} for all u P Aθ.
Let aps, ξq P AmpRn ˆ Rn;Aθq, m P R. Given any multi-orders β and γ, by combining the above
estimate with (4.2) and (4.4) we see that, for all s, ξ P Rn, we haveˇˇˇ
Bβs Bγξ pϕ raps, ξqsq
ˇˇˇ
“
ˇˇˇ
ϕ
”
Bβs Bγξ aps, ξq
ıˇˇˇ
(4.5)
ď C sup
|α|ďN0
›››δαBβs Bγξ aps, ξq›››
ď Cqpmq
N0`|β|`|γ|paq p1` |s| ` |ξ|q
m
.
This shows that ϕraps, ξqs P AmpRn ˆ Rnq. Moreover, given any N P N0, we have
q
pmq
N pϕrasq ď CqpmqN`N0paq for all a P AmpRn ˆ Rn;Aθq.
Therefore, we see that the linear map (4.3) induces a continuous linear map from AmpRnˆRn;Aθq
to AmpRn ˆ Rnq. The proof is complete. 
4.2. Aθ-Valued oscillating integrals. Let aps, ξq P AmpRn ˆ Rn;Aθq, m ă ´2n. The esti-
mates (4.1) imply that, for every multi-order α, we have
(4.6)
ĳ
}δα paps, ξqq} dsdξ ď
ĳ
p1` |s| ` |ξ|qm dsdξ ă 8.
As the semi-norms u Ñ }δαpuq}, α P Nn0 , generate the topology of the separable Fre´chet space
Aθ, this shows that the map R
n ˆ Rn Q ps, ξq Ñ eis¨ξaps, ξq P Aθ is integrable in the sense of
Definition B.11 in Appendix B. Therefore, we may define the Aθ-valued integral,
(4.7) J0paq :“
ĳ
eis¨ξaps, ξqdsd¯ξ,
where we have set d¯ξ “ p2πq´ndξ. More precisely, this is the unique element of Aθ such that
(4.8) ϕ
ˆĳ
eis¨ξaps, ξqdsd¯ξ
˙
“
ĳ
eis¨ξϕraps, ξqsdsd¯ξ for all ϕ P A 1θ .
We obtain a linear map J0 : A
mpRn ˆ Rn;Aθq Ñ Aθ. Moreover, by combining (4.6) with Propo-
sition B.14 we see that, for all α P Nn0 , we get
}δαJ0paq} ď
ĳ
}δα paps, ξqq} dsd¯ξ ď Cpmqqpmq|α| paq,
where we have set Cpmq “ ťp1`|s|`|ξ|qmdsd¯ξ. Note that Cpmq ă 8, since m ă ´2n. Therefore,
we arrive at the following statement.
Lemma 4.10. The linear map J0 : A
mpRnˆRn;Aθq Ñ Aθ given by (4.7) is continuous for every
m ă ´2n.
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Remark 4.11. Let aps, ξq P AmpRn ˆ Rn;Aθq, m ă ´2n. We know by Lemma 4.9 that, for every
ϕ P A 1θ , the function ϕraps, ξqs is contained in AmpRn ˆ Rnq. Then (4.8) means that we have
ϕ rJ0paqs “ J0 rϕ ˝ as for all ϕ P A 1θ .
In what follows, given any differential operator P on Rn ˆ Rn, we denote by P t its transpose.
This is the differential operator on Rn ˆ Rn such that
(4.9)
ĳ
Pups, ξqvps, ξqdsdξ “
ĳ
ups, ξqP tvps, ξqdsdξ for all u, v P C8c pRn ˆ Rnq.
In fact, if we set P “ ř cβγps, ξqBβs Bγξ , cβγps, ξq P C8pRn ˆ Rnq, then we have
P tups, ξq “
ÿ
p´1q|β|`|γ|Bβs Bγξ pcβγps, ξqups, ξqq for all u P C8pRn ˆ Rnq.
Lemma 4.12. Let P be a differential operator on Rn ˆ Rn. Then, we have
J0 pPaq “ J0
“
e´is¨ξP tpeis¨ξqa‰ @a P C8c pRn ˆ Rn;Aθq.
Proof. Let aps, ξq P C8c pRn ˆRn;Aθq and ϕ P A 1θ . Then ϕ raps, ξqs P C8c pRn ˆRnq and it follows
from (4.4) that ϕ pP raps, ξqsq “ P pϕ raps, ξqsq. Combining this with (4.8) we get
ϕ
ˆĳ
eis¨ξP raps, ξqs dsd¯ξ
˙
“
ĳ
ϕ
`
eis¨ξP raps, ξqs˘ dsd¯ξ “ĳ eis¨ξP pϕ raps, ξqsq dsd¯ξ.
By using (4.8) and (4.9) we also obtainĳ
eis¨ξP pϕ raps, ξqsq dsd¯ξ “
ĳ
P t
`
eis¨ξ
˘
ϕ raps, ξqs dsd¯ξ “ ϕ
ˆĳ
P t
`
eis¨ξ
˘
aps, ξqdsd¯ξ
˙
.
As A 1θ separates the points of Aθ, it then follows thatĳ
eis¨ξP raps, ξqs dsd¯ξ “
ĳ
P t
`
eis¨ξ
˘
aps, ξqdsd¯ξ.
This shows that J0pPaq “ J0re´is¨ξP tpeis¨ξqas. The proof is complete. 
We shall now explain how to extend the linear map J0 to the whole class A
`8pRn ˆ Rn;Aθq.
To reach this end let χps, ξq P C8c pRn ˆ Rnq be such that χps, ξq “ 1 near ps, ξq “ p0, 0q, and set
L :“ χps, ξq ` 1´ χps, ξq|s|2 ` |ξ|2
ÿ
1ďjďn
pξjDsj ` sjDξj q,
where we have set Dxj “ 1i Bxj , j “ 1, . . . , n. We note that
(4.10) Lpeis¨ξq “ eis¨ξ.
We also denote by Lt the transpose of L.
Lemma 4.13. Let m P R. Then the differential operator Lt gives rise to a continuous linear map,
Lt : AmpRn ˆ Rn;Aθq ÝÑ Am´1pRn ˆ Rn;Aθq.
Proof. We observe that Lt is of the form,
(4.11) Lt “ ´1´ χps, ξq|s|2 ` |ξ|2
ÿ
1ďjďn
pξjDsj ` sjDξj q ´
4is ¨ ξp1´ χps, ξqq
p|s|2 ` |ξ|2q2 ` rχps, ξq,
where rχps, ξq P C8c pRn ˆ Rnq. As rχps, ξq is a Schwartz-class function, it follows from Lemma 4.6
that the multiplication by rχps, ξq gives rise to a continuous linear map from AmpRn ˆRn;Aθq to
Am
1pRn ˆ Rn;Aθq for all m,m1 P R. In addition, given any m P R, we observe that
‚ For j “ 1, . . . , n the differential operators Dsj and Dξj give rise to continuous linear maps
from AmpRn ˆ Rn;Aθq to AmpRn ˆ Rn;Aθq.
‚ For j “ 1, . . . , n the multiplications by sj and ξj give rise to continuous linear maps from
AmpRn ˆ Rn;Aθq to Am`1pRn ˆ Rn;Aθq.
‚ For ℓ “ 1, 2 the multiplication by p1 ´ χps, ξqqp|s|2 ` |ξ|2q´ℓ induces a continuous linear
map from AmpRn ˆ Rn;Aθq to Am´2ℓpRn ˆ Rn;Aθq.
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The first property is an immediate consequence of the definition of AmpRn ˆ Rn;Aθq and its
topology. The other two properties follow from Lemma 4.6. Using these three properties we
deduce that
‚ The differential operator p1´χps, ξqqp|s|2`|ξ|2q´1řpξjDsj `sjDξj q induces a continuous
linear map from AmpRn ˆ Rn;Aθq to Am´1pRn ˆ Rn;Aθq.
‚ The multiplication by s ¨ ξp1´ χps, ξqqp|s|2 ` |ξ|2q´2 gives rise to a continuous linear map
from AmpRn ˆ Rn;Aθq to Am´2pRn ˆ Rn;Aθq.
Combining all this with (4.11) shows that the transpose Lt induces a continuous linear map from
AmpRn ˆ Rn;Aθq to Am´1pRn ˆ Rn;Aθq. The proof is complete. 
We are now in a position to extend the linear map (4.7) to amplitudes of any order.
Proposition 4.14. The linear map (4.7) has a unique extension to a linear map J : A`8pRn ˆ
Rn;Aθq Ñ Aθ that is continuous on each space AmpRn ˆ Rn;Aθq, m P R. More precisely, for
every a P AmpRn ˆ Rn;Aθq, m P R, we have
Jpaq “
ĳ
eis¨ξpLtqN raps, ξqsdsd¯ξ,
where N is any non-negative integer ą m` 2n.
Proof. The proof is based on the following claim.
Claim. Let a P AmpRn ˆ Rn;Aθq, m ă ´2n. Then
(4.12) J0paq “ J0
`
Ltras˘ .
Proof of the Claim. Let m1 P pm,´2nq. It follows from Lemma 4.10 and Lemma 4.13 that both
sides of (4.12) define continuous linear maps from Am
1pRn ˆRn;Aθq to Aθ. Combining this with
Proposition 4.7 we then deduce that it is enough to prove (4.12) when aps, ξq P C8c pRnˆRn;Aθq.
Now, if aps, ξq P C8c pRn ˆ Rn;Aθq, then by using (4.10) and Lemma 4.12 we get
J0
`
Ltras˘ “ J0 `e´is¨ξLpeis¨ξqa˘ “ J0paq.
This completes the proof of the claim. 
Let a P AmpRn ˆ Rn;Aθq, m ă ´2n. Repeated use of (4.12) shows that
(4.13) J0paq “ J0
`pLtqN ras˘ for all N ě 0.
It follows from Lemma 4.13 that pLtqN induces a continuous linear map from AmpRn ˆ Rn;Aθq
to Am´N pRn ˆ Rn;Aθq. Therefore, the right-hand side of (4.13) actually makes sense for any
amplitude in AmpRn ˆ Rn;Aθq with m ă ´2n`N .
Given m P R, let N and N 1 be non-negative integers such that N 1 ą N ą m ` 2n. Then
pLtqN raps, ξqs and pLtqN 1 raps, ξqs are both amplitudes of order ă ´2n. Moreover, using (4.13) we
see that
J0
´
pLtqN 1ras
¯
“ J0
´
pLtqN 1´N “pLtqN ras‰¯ “ J0 `pLtqN ras˘ .
Therefore, we see that the value of J0
`pLtqN ras˘ is independent of the choice of the non-negative
integer N ą m` 2n.
All this allows us to define a linear map J : A`8pRn ˆ Rn;Aθq Ñ Aθ such that, for every
aps, ξq P AmpRn ˆ Rn;Aθq, m P R, we have
Jpaq “ J0
`pLtqN ras˘ “ĳ eis¨ξpLtqN raps, ξqsdsd¯ξ,
where N is any non-negative integer ą m ` 2n, the value of which is irrelevant. In particular,
when m ă ´2n we may take N “ 0; this allows us to recover the linear map J0.
Letm P R and N P N0 be such that N ą m`2n. Then J “ J0˝pLtqN on AmpRnˆRn;Aθq. As
mentioned above, pLtqN maps continuously AmpRnˆRn;Aθq to Am´N pRnˆRn;Aθq. As m´N ă
´2n we also know by Lemma 4.10 that J0 is a continuous linear map from Am´N pRn ˆ Rn;Aθq
to Aθ. Thus, J induces a continuous linear map from A
mpRn ˆ Rn;Aθq to Aθ for every m P R.
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To complete the proof it remains to show that J is the only linear extension of J0 to A
`8pRnˆ
Rn;Aθq that is continuous on each spaceAmpRnˆRn;Aθq,m P R. Let J˜ : A`8pRnˆRn;Aθq Ñ Aθ
be another such extension. Let aps, ξq P AmpRn ˆ Rn;Aθq, m P R. We know by Proposition 4.7
that there is a family paǫps, ξqq0ăǫď1 Ă C8c pRnˆRn;Aθq such that aǫps, ξq Ñ aps, ξq as ǫÑ 0` in
Am
1pRn ˆRn;Aθq for every m1 ą m. The continuity of J on Am1pRn ˆRn;Aθq then implies that
Jpaq “ lim
ǫÑ0`
Jpaǫq “ lim
ǫÑ0`
J0paǫq.
Likewise, we have J˜paq “ limǫÑ0` J0paǫq “ Jpaq, and so the linear maps J˜ and J agree on
A`8pRn ˆRn;Aθq. This shows that J is the unique linear extension of J0 to A`8pRn ˆRn;Aθq
that is continuous on each space AmpRn ˆ Rn;Aθq, m P R. The proof is complete. 
Remark 4.15. A proof of Proposition 4.14 for scalar-valued amplitudes is given in [1] by using a
dyadic partition of unity.
As with (4.3), any continuous R-linear map Φ : Aθ Ñ Aθ gives rise to an R-linear map,
(4.14) C8pRn ˆ Rn;Aθq Q aps, ξq ÝÑ Φ raps, ξqs P C8pRn ˆ Rn;Aθq.
Moreover, in the same way as in (4.4) this map commutes with partial differentiations with respect
to s and ξ of any order.
Lemma 4.16. Let Φ : Aθ Ñ Aθ be a continuous R-linear map.
(i) The linear map (4.14) induces a continuous R-linear map from AmpRnˆRn;Aθq to itself
for every m P R.
(ii) If Φ is C-linear, then, for all aps, ξq P A`8pRn ˆ Rn;Aθq, we have
(4.15) J pΦpaqq “ Φ pJpaqq .
(iii) If Φ is anti-linear, then, for all aps, ξq P A`8pRn ˆ Rn;Aθq, we have
(4.16) J pΦpaqq “ Φ rJpa p´s, ξqqs .
Proof. Let N P N0. As Φ : Aθ Ñ Aθ is a continuous R-linear map, there are N 1 P N0 and
CNN 1 ą 0 such that
sup
|α|ďN
}δα pΦpuqq} ď CNN 1 sup
|α|ďN 1
}δαpuq} for all u P Aθ.
Let α, β and γ be multi-orders such that |α| ` |β| ` |γ| ď N . In addition, let aps, ξq be an
amplitude in AmpRn ˆ Rn;Aθq, m P R. Then, in the same way as in (4.5), it can be shown that,
for all s, ξ P Rn, we have›››δαBβs BγξΦ paps, ξqq››› ď CNN 1qpmqN`N 1paqp1 ` |s| ` |ξ|qm.
This shows that Φpaps, ξqq P AmpRn ˆ Rn;Aθq. Moreover, we have the semi-norm estimate,
q
pmq
N rΦpaqs ď CNN 1qpmqN`N 1paq for all a P AmpRn ˆ Rn;Aθq.
Therefore, the linear map (4.14) induces a continuous R-linear endomorphism on AmpRnˆRn;Aθq
for every m P R.
Let us prove (ii). Suppose that Φ is C-linear. Using (i) and Proposition 4.14 we see that
both sides of (4.15) define continuous C-linear maps on AmpRn ˆ Rn;Aθq for every m P R.
Combining this with Proposition 4.7 we deduce that it is enough to prove (4.15) when aps, ξq is
in C8c pRn ˆ Rn;Aθq. Now, if aps, ξq is in C8c pRn ˆ Rn;Aθq, then by using Proposition B.19 and
the C-linearity of Φ we get
Φ rJpaqs “ Φ
ˆĳ
eis¨ξaps, ξqdsd¯ξ
˙
“
ĳ
eis¨ξΦ raps, ξqs dsd¯ξ “ J pΦpaqq .
This gives (4.15) when aps, ξq is in C8c pRn ˆ Rn;Aθq. The proof of (ii) is complete.
It remains to prove (iii). Assume that Φ is anti-linear. We observe that aps, ξq Ñ ap´s, ξq is a
continuous linear map from AmpRnˆRn;Aθq to itself for every m P R. Therefore, by using (i) we
also see that both sides of (4.16) define continuous anti-linear maps on AmpRnˆRn;Aθq for every
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m P R. In the same way as with the proof of (4.15) above, combining this with Proposition 4.7
allows us to reduce the proof of (4.16) to the case where aps, ξq P C8c pRn ˆ Rn;Aθq.
Let aps, ξq P C8c pRn ˆRn;Aθq. In the same way as above, by using the anti-linearity of Φ and
Proposition B.19 we obtain
Φ rJpaqs “ Φ
ˆĳ
eis¨ξaps, ξqdsd¯ξ
˙
“
ĳ
e´is¨ξΦ raps, ξqs dsd¯ξ.
Thanks to Proposition B.7 we can make the change of variable sÑ ´s to get
Φ rJpaqs “
ĳ
eis¨ξΦ rap´s, ξqs dsd¯ξ “ J pΦ rap´s, ξqsq .
This establishes (4.16) when aps, ξq P C8c pRn ˆ Rn;Aθq. This proves (iii) and completes the
proof. 
We gather the main properties of the linear map J in the following statement.
Proposition 4.17. Let aps, ξq P AmpRn ˆ Rn;Aθq, m P R. The following holds.
(i) For all b1, b2 P Aθ, we have
Jpb1ab2q “ b1Jpaqb2.
(ii) Set a˚ps, ξq “ ap´s, ξq˚, s, ξ P Rn. Then a˚ps, ξq P AmpRn ˆ Rn;Aθq, and we have
Jpaq˚ “ Jpa˚q.
(iii) For every multi-order α, we have
δαJpaq “ Jpδαaq.
(iv) For all multi-orders α, β, we have
(4.17) J
´
DαsD
β
ξ a
¯
“ p´1q|α|`|β|J `sβξαa˘ .
Proof. The properties (i)–(iii) are immediate consequences of Lemma 4.16. Therefore, we only
have to prove (iv). Let α and β be multi-orders. As mentioned in the proof of Lemma 4.13, for
j “ 1, . . . , n and every m P R, multiplication by sj and ξj give rise to continuous linear maps from
AmpRn ˆ Rn;Aθq to Am`1pRn ˆ Rn;Aθq, and differentiation with respect to sj and ξj give rise
to continuous linear maps from AmpRn ˆRn;Aθq to itself. Therefore, both sides of (4.17) defines
continuous linear maps on AmpRnˆRn;Aθq for every m P R. As in the proof of Lemma 4.16 this
reduces the proof of (4.17) to the case where aps, ξq P C8c pRn ˆ Rn;Aθq.
Let aps, ξq P C8c pRn ˆ Rn;Aθq. Note that if we set P “ DαsDβξ , then we have
P t
`
eis¨ξ
˘ “ p´1q|α|`|β|DαsDβξ `eis¨ξ˘ “ p´1q|α|`|β|sβξαeis¨ξ.
Combining this with Lemma 4.12 we obtain
J
´
DαsD
β
ξ a
¯
“ J0 pP rasq “ J0
`
e´is¨ξP tpeis¨ξqa˘ “ p´1q|α|`|β|J `sβξαa˘ .
This proves (4.17) when aps, ξq P C8c pRn ˆ Rn;Aθq. The proof is complete. 
We conclude this section with the following result on oscillating integrals associated with families
of amplitudes.
Proposition 4.18. Suppose U is an open subset of Rd, d ě 1. Given m P R, let apx; s, ξq P
C8pU ˆ Rn ˆ Rn;Aθq be such that, for all compact sets K Ă U and for all multi-orders α P Nd0
and β, γ, λ P Nn0 , there is CKαβγλ ą 0 such that, for all px, s, ξq P K ˆ Rn ˆ Rn, we have
(4.18)
›››BαxBβs Bγξ δλapx; s, ξq››› ď CKαβγλp1 ` |s| ` |ξ|qm.
Then xÑ Jpapx; ¨, ¨qq is a smooth map from U to Aθ, and, for every multi-order α, we have
BαxJ papx; ¨, ¨qq “ J rpBαxaqpx; ¨, ¨qs @x P U.
Proof. The smoothness of apx; s, ξq and the estimates (4.18) ensures us that Bαxapx; ¨, ¨q is an
element of AmpRn ˆ Rn;Aθq for all x P U and α P Nd0.
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Claim. The map xÑ apx; ¨, ¨q is a smooth map from U to AmpRn ˆRn;Aθq. Moreover, for every
multi-order α P Nd
0
, we have
(4.19) Bαx rapx; ¨, ¨qs “ pBαxaqpx; ¨, ¨q @x P U.
Proof of the Claim. Let x P U and δ ą 0 be such that Bpx, δq Ă U . Let β, γ, λ P Nn
0
and s, ξ P Rn.
By Lemma C.10 for |h| ă δ we have
(4.20) Bβs Bγξ δλapx` h; s, ξq ´ Bβs Bγξ δλapx; s, ξq “
ÿ
1ďjďd
hj
ż
1
0
BxjBβs Bγξ δλapx` th; s, ξqdt.
Thus, ›››Bβs Bγξ δλapx` h; s, ξq ´ Bβs Bγξ δλapx; s, ξq››› ď ÿ
1ďjďd
|hj |
ż
1
0
›››BxjBβs Bγξ δλapx` th; s, ξq››› dt
ď
?
d|h| sup
1ďjďd
sup
|y´x|ďδ
›››BxjBβs Bγξ δλapy; s, ξq››› .
Combining this with (4.18) we see that, for all N P N0, there is a constant CN ą 0 such that,
q
pmq
N rapx` h; ¨, ¨q ´ apx; ¨, ¨qs ď CN |h| for all h P Bp0, δq.
It then follows that apx ` h; ¨, ¨q Ñ apx; ¨, ¨q in AmpRn ˆ Rn;Aθq as h Ñ 0. This shows that
xÑ apx; ¨, ¨q is a continuous map from U to AmpRn ˆRn;Aθq. It can be similarly shown that we
have a continuous map U Q xÑ Bαxapx; ¨, ¨q P AmpRn ˆ Rn;Aθq for every α P Nd0.
Let x P U and δ ą 0 be such that Bpx, δq Ă U . In addition, let pe1, . . . , edq be the canonical
basis of Rd. Then (4.20) implies that, for 0 ă |t| ď δ and j “ 1, . . . , d, we have
(4.21)
1
t
rapx` tej ; ¨, ¨q ´ apx; ¨, ¨qs “
ż 1
0
Bxjapx` stej ; ¨, ¨qds in AmpRn ˆ Rn;Aθq.
As mentioned above y Ñ Bxjapy; ¨, ¨q is a continuous map from U to AmpRn ˆ Rn;Aθq, and so
it is uniformly continuous on the compact set Bpx, δq. Therefore, by arguing as in the proof of
Lemma C.22 it can be shown that as tÑ 0 the right-hand side of (4.21) converges to Bxjapx; ¨, ¨q in
AmpRnˆRn;Aθq. It then follows that xÑ apx; ¨, ¨q is a C1-map from U to AmpRnˆRn;Aθq. An
induction further shows that, for every integer N ě 1, this map is CN and its partial derivatives of
order ď N are given by (4.19). Incidentally, this is a smooth map. The claim is thus proved. 
We know by Proposition 4.14 that J is a continuous linear map from AmpRn ˆRn;Aθq to Aθ.
Therefore, by combining the above claim with Proposition C.17 shows that x Ñ Jpapx; ¨, ¨qq is a
smooth map from U to Aθ and, for every α P Nd0 and all x P U , we have
BαxJ papx; ¨, ¨qq “ J pBαx rapx; ¨, ¨qsq “ J rpBαxaqpx; ¨, ¨qs .
The proof is complete. 
5. Pseudodifferential Operators on Noncommutative Tori
In this section, we give a precise definition of the pseudodifferential operators (ΨDOs) on
noncommutative tori associated with symbols and amplitudes. We shall also derive a few properties
of these operators, including a characterization of smoothing operators.
5.1. ΨDOs associated with amplitudes. The results of the previous section allow us to give
sense to the integral appearing at the end of Section 2. More generally, we can give sense to
integrals of the form, ĳ
eis¨ξaps, ξqα´spuqdsd¯ξ,
where aps, ξq P AmpRn ˆ Rn;Aθq, m P R, and u P Aθ. Namely, such an integral is the oscillating
integral associated with aps, ξqα´spuq. Thus, we only have to justify that aps, ξqα´spuq is an
amplitude. In fact, we have the following result.
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Lemma 5.1. Let m P R. Then the map pa, uq Ñ aps, ξqα´spuq is a continuous bilinear map from
AmpRn ˆ Rn;Aθq ˆAθ to AmpRn ˆ Rn;Aθq.
Proof. Given u P Aθ, let u˜ps, ξq P C8pRn ˆ Rn;Aθq be defined by
u˜ps, ξq “ α´spuq, s, ξ P Rn.
Let N P N0 and α, γ P Nn0 be such that |α| ` |γ| ď N . Then we have
}Bαs δγ u˜ps, ξq} “ }Bαs δγ pα´spuqq} “
››Bα`γs pα´spuqq›› “ ››α´s `δα`γpuq˘›› “ ››δα`γpuq›› .
This shows that u˜ps, ξq P A0pRn ˆ Rn;Aθq, and we have the semi-norm equalities,
q
p0q
N pu˜q “ sup
|α|ďN
}δαpuq} for all u P Aθ.
Therefore, we see that u Ñ u˜ps, ξq is a continuous linear map from Aθ to A0pRn ˆ Rn;Aθq.
Combining this with Lemma 4.6 gives the result. 
Given any amplitude aps, ξq P AmpRn ˆ Rn;Aθq, m P R, the above lemma allows us to define
a linear operator Pa : Aθ Ñ Aθ by
Pau “ J paps, ξqα´spuqq
“
ĳ
eis¨ξaps, ξqα´spuqdsd¯ξ, u P Aθ.
Thanks to the continuity contents of Proposition 4.14 and Lemma 5.1 we have the following result.
Proposition 5.2. Let m P R. Then the map pa, uq Ñ Pau is a continuous bilinear map from
AmpRn ˆ Rn;Aθq ˆ Aθ to Aθ. In particular, for every aps, ξq P AmpRn ˆ Rn;Aθq, the linear
operator Pa : Aθ Ñ Aθ is continuous.
In what follows we denote by L pAθq the algebra of continuous linear maps T : Aθ Ñ Aθ. We
equip it with its strong dual topology (a.k.a. uniform bounded convergence topology). This is the
locally convex topology generated by the semi-norms,
T ÝÑ sup
uPB
}δαTu} , α P Nn
0
, B Ă Aθ bounded.
Corollary 5.3. Let m P R. Then the map aps, ξq Ñ Pa is a continuous linear map from AmpRnˆ
Rn;Aθq to L pAθq.
Proof. This is a standard semi-norm estimate argument. Let α P Nn
0
. It follows from Propo-
sition 5.2 that there are non-negative integers N , N 1 and a constant CαNN 1 such that, for all
aps, ξq P AmpRn ˆ Rn;Aθq and u P Aθ, we have
}δαpPauq} ď CαNN 1qpmqN paq sup|β|ďN 1
››δβu›› .
Thus, for every bounded set B Ă Aθ, we have
sup
uPB
}δαpPauq} ď CαNN 1CN 1pBqqpmqN paq for all aps, ξq P AmpRn ˆ Rn;Aθq,
where we have set CN 1pBq “ sup|α|ďN 1 supuPB }δαu}. This proves the result. 
5.2. ΨDOs associated with symbols. As mentioned above, any symbol ρpξq P SmpRn;Aθq,
m P R, can be regarded as an amplitude in Am`pRn ˆ Rn;Aθq. We thus can define a continuous
linear operator Pρ : Aθ Ñ Aθ as in (2.27). We thus obtain the formula given in [10],
Pρu “
ĳ
eis¨ξρpξqα´spuqdsd¯ξ, u P Aθ,
where the integral is meant as an oscillating integral, i.e., this is Jrρpξqα´spuqs.
Combining Lemma 4.5 with Proposition 5.2 and Corollary 5.3 proves the following result.
Proposition 5.4. Let m P R. The following holds.
(1) The map pρ, uq Ñ Pρu is a continuous bilinear map from SmpRn;Aθq ˆAθ to Aθ.
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(2) The map ρÑ Pρ is a continuous linear map from SmpRn;Aθq to L pAθq.
Proposition 5.5 ([3]). Let ρpξq P SmpRn;Aθq, m P R. For j “ 1, . . . , n, we have
rδj , Pρs “ Pδjρ.
Proof. Let u P Aθ. By using Proposition 4.17 we see that, for j “ 1, . . . , n, we have
δjPρu “ δjJ pρpξqα´spuqq “ J pδj rρpξqα´spuqsq .
As δjrρpξqα´spuqs “ rδjρpξqsα´spuq ` ρpξqα´spδjuq, we get
δjPρu “ J pδj rρpξqsα´spuqq ` J pρpξqα´spδjuqq “ Pδjρu` Pρpδjuq.
This shows that rδj, Pρs “ Pδjρ. The result is proved. 
Definition 5.6. ΨqpAθq, q P C, consists of all linear operators P : Aθ Ñ Aθ that are of the form
P “ Pρ for some symbol ρpξq P SqpRn;Aθq.
Remark 5.7. Given P P ΨqpAθq there is not a unique symbol ρpξq P SqpRn;Aθq such that P “ Pρ.
However, the symbol is unique up to the addition of an element of S pRn;Aθq (cf. Corollary 5.13
infra). As a result, the homogeneous symbols ρq´jpξq P Sq´jpRn;Aθq, j “ 0, 1, . . ., are uniquely
determined by P . Therefore, it makes sense to call ρq´jpξq the symbol of degree q ´ j of P . In
particular, we shall call ρqpξq the principal symbol of P .
Lemma 5.8 ([10]). Let ρpξq P S pRn;Aθq. Then
Pρu “
ż
ρˇpsqα´spuqds for all u P Aθ,
where ρˇpsq is the inverse Fourier transform of ρpξq ( cf. Appendix C).
Proof. Let χpsq P C8c pRnq be such that χp0q “ 1. For 0 ď ǫ ď 1 set χǫpsq “ χpǫsq, s P Rn.
For every m ą 0, the family pχǫpsqq0ďǫď1 converges to 1 in AmpRn ˆ Rnq as ǫ Ñ 0` (cf. [47,
Proposition 18.1.2]). Moreover, it follows from Lemma 5.1 that ρpξqα´spuq P A0pRn ˆ Rn;Aθq.
Therefore, by using Lemma 4.6 we see that, given any m ą 0, the family pχǫpsqρpξqα´spuqq0ďǫď1
converges to ρpξqα´spuq in AmpRn ˆ Rn;Aθq as ǫÑ 0`. Combining this with continuity of J on
AmpRn ˆ Rn;Aθq then gives
(5.1) Pρu “ J rρpξqα´spuqs “ lim
ǫÑ0`
J rχǫpsqρpξqα´spuqs .
Let ǫ P p0, 1s. Note that ρpξq P S pRn;Aθq and χǫpsqα´spuq P C8c pRn;Aθq. Therefore, in a
similar way as in the proof of Lemma 3.5 it can be shown that ρpξqχǫpsqα´spuq P S pRnˆRn;Aθq.
Combining this with the version of Fubini’s theorem provided by Proposition B.21 then gives
J rχǫpsqρpξqα´spuqs “
ĳ
eis¨ξχǫpsqρpξqα´spuqdsd¯ξ
“
ż
χǫpsq
ˆż
eis¨ξρpξqα´spuqd¯ξ
˙
ds.
Given any s P Rn, the right-multiplication by α´spuq induces a continuous endomorphism on Aθ,
and so by Proposition B.19 it commutes with the integration of integrable Aθ-maps. Thus,ż
eis¨ξρpξqα´spuqd¯ξ “
ˆż
eis¨ξρpξqd¯ξ
˙
α´spuq “ ρˇpsqα´spuq.
where ρˇpsq is the inverse Fourier transform of ρpξq. Note that Proposition B.21 implies that
ρˇpsqα´spuq P L1pRn;Aθq. In fact, as ρˇpsq P S pRn;Aθq (cf. Appendix C), in a similar way as in
the proof of Lemma 3.5 it can be shown that ρˇpsqα´spuq P S pRn;Aθq. In any case, it follows
from all this that we have
(5.2) J rχǫpsqρpξqα´spuqs “
ż
χǫpsqρˇpsqα´spuqds.
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As χp0q “ 1, for every s P Rn, the family χǫpsqρˇpsqα´spuq converges to ρˇpsqα´spuq in Aθ as
ǫÑ 0`. Moreover, given any multi-order α, for all s P Rn and ǫ P r0, 1s, we have
}δαrχǫpsqρˇpsqα´spuqs} “ |χǫpsq| }δαrρˇpsqα´spuqs} ď C }δαrρˇpsqα´spuqs} ,
where we have set C “ supsPRn |χpsq|. Note that }δαrρˇpsqα´spuqs} P L1pRnq, since ρˇpsqα´spuq is
in L1pRn;Aθq. Therefore, we may use the version of the dominated convergence theorem provided
by Proposition B.20 to get
lim
ǫÑ0`
ż
χǫpsqρˇpsqα´spuqds “
ż
ρˇpsqα´spuqds.
Combining this with (5.1) and (5.2) shows that Pρu “
ş
ρˇpsqα´spuqds. The proof is complete. 
Proposition 5.9 ([18]). Let ρpξq P SmpRn;Aθq, m P R. Then, for every u “
ř
kPZn ukU
k P Aθ,
we have
Pρu “
ÿ
kPZn
ukρpkqUk.
Proof. Let u “ řkPZn ukUk P Aθ. As we have convergence in Aθ and Pρ is a continuous endo-
morphism on Aθ, we have
Pρu “ P
ˆ ÿ
kPZn
ukU
k
˙
“
ÿ
kPZn
ukPρpUkq.
Therefore, it is enough to prove that
(5.3) PρpUkq “ ρpkqUk for all k P Zn.
The right-hand side is a continuous linear map on Sm
1pRn;Aθq for all m1 ą m. The same is true
for the left-hand side thanks to Proposition 5.4. Combining this with Proposition 3.7 we then
deduce it is sufficient to prove (5.3) when ρpξq P S pRn;Aθq.
Suppose that ρpξq P S pRn;Aθq. Then by Lemma 5.8 we have
PρpUkq “
ż
ρˇpsqα´s
`
Uk
˘
ds “
ż
e´is¨kρˇpsqUkds.
In the same way as in the proof of Lemma 5.8, the right-multiplication by Uk commutes with the
integration of integrable Aθ-valued maps, and so we have
PρpUkq “
ż
e´is¨kρˇpsqUkds “
ˆż
e´is¨kρˇpsqds
˙
Uk “ pρˇq p^kqUk,
where pρˇq^pξq is the Fourier transform of ρˇpsq (cf. Appendix C). As by the Fourier inversion
formulas provided by Proposition C.39 we have pρˇq^pkq “ ρpkq, we see that PρpUkq “ ρpkqUk.
This proves (5.3) when ρpξq P S pRn;Aθq. The proof is complete. 
Corollary 5.10. Let ρjpξq P SmpRn;Aθq, j “ 1, 2. Then Pρ1 “ Pρ2 if and only if ρ1pkq “ ρ2pkq
for all k P Zn.
Proof. If ρ1 and ρ2 agree on Z
n, then it follows from Proposition 5.9 that Pρ1 “ Pρ2 on all Aθ.
Conversely, suppose that Pρ1 “ Pρ2 . Then Proposition 5.9 ensures us that, for all k P Zn, we have
ρ1pkqUk “ Pρ1pUkq “ Pρ2pUkq “ ρ2pkqUk, and hence ρ1 “ ρ2 on Zn. The proof is complete. 
We are now in a position to justify the formula (2.27). Namely, we have the following result.
Corollary 5.11. Let P “ ř|α|ďm aαδα, aα P Aθ, be a differential operator of order m. Then
P “ Pρ, where ρpξq “
ř
|α|ďm aαξ
α is the symbol of P . In particular, P P ΨmpAθq.
Proof. As P and Pρ are both continuous endomorphisms of Aθ, it is enough to show that
(5.4) P pUkq “ PρpUkq for all k P Zn.
Let k P Zn. We know by Proposition 5.9 that PρpUkq “ ρpkqUk. Moreover, we have
P pUkq “
ÿ
|α|ďm
aαδ
αpUkq “
ÿ
|α|ďm
aαk
αUk “ ρpkqUk.
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Therefore, we see that P pUkq “ PρpUkq. This proves (5.4). As ρpξq P SmpRn;Aθq (cf. Re-
mark 2.26), it then follows that P P ΨmpAθq. The proof is complete. 
As it can be inferred from Corollary 5.10 the symbol of ΨDO is by no means unique. Never-
theless, we have the following result.
Proposition 5.12. Let ρpξq P SmpRn;Aθq, m P R, be such that Pρ “ 0. Then ρpξq P S pRn;Aθq.
Proof. If Pρ “ 0, then it follows from Corollary 5.10 that ρpkq “ 0 for all k P Zn. It will be
shown later (see Corollary 6.16) that this implies that ρpξq P S pRn;Aθq. Thus, modulo proving
Corollary 6.16, we obtain the result. 
Corollary 5.13. Let P P ΨqpAθq, q P C. Then
(i) The symbol of P is unique modulo S pRn;Aθq.
(ii) The homogeneous components of the symbol of P are uniquely determined by P .
Proof. Let ρ1pξq and ρ2pξq be symbols in SqpRn;Aθq such that Pρ1 “ Pρ2 “ P . Then Pρ1´ρ2 “ 0,
and so by Proposition 5.12 the symbols ρ1pξq and ρ2pξq differ by an element of S pRn;Aθq. In
particular, they have the same homogeneous components. This proves the result. 
Let us now give some examples of pseudodifferential operators that are not differential operators.
Let ∆ “ δ2
1
` ¨ ¨ ¨ ` δ2n be the flat Laplacian of Aθ. This operator is isospectral to the ordinary
Laplacian on the usual torus Tn “ Rn{2πZn. More precisely, the family pUkqkPZn forms an
orthonormal eigenbasis of Hθ such that
∆
`
Uk
˘ “ |k|2Uk for all k P Zn.
We have a positive selfadjoint operator on Hθ with domain,
Domp∆q “
"
u “
ÿ
kPZn
ukU
k P Hθ;
ÿ
kPZn
|k|4|uk|2 ă 8
*
.
For any s P C we denote by Λs the operator p1`∆q s2 . Thus,
(5.5) Λs
`
Uk
˘ “ `1` |k|2˘ s2 Uk for all k P Zn.
For ℜs ď 0 we obtain a bounded operator. For ℜs ą 0 we get a closed operator with domain,
DompΛsq “
"
u “
ÿ
kPZn
ukU
k P Hθ;
ÿ
kPZn
|k|2ℜs|uk|2 ă 8
*
.
In particular, the domain of Λs always contains Aθ. We obtain a selfadjoint operator when s P R.
We also have the property,
Λs1`s2 “ Λs1Λs2 , s1, s2 P C.
In addition, when ℜs ă 0 we have p1 ` |k|2q s2 Ñ 0 as |k| Ñ 8, and so Λs is a compact operator
on Hθ.
Recall that xξys :“ p1 ` |ξ|2q s2 is a classical symbol of order s (cf. Example 3.17). Moreover,
given any u “ řukUk in Aθ, using (5.5) and Proposition 5.9 we get
Λsu “
ÿ
kPZn
ukxky s2Uk “ Pxξysu.
Therefore, we arrive at the following statement.
Proposition 5.14. The family pΛsqsPC is a 1-parameter group of classical ΨDOs. For every
s P C, the operator Λs is the ΨDO associated with the symbol xξys. In particular, Λs P ΨspAθq
and the principal symbol of Λs is |ξ|s.
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6. Toroidal ΨDOs and Smoothing Operators
In this section, we clarify the relationship between standard ΨDOs as defined in the previous
sections and the toroidal ΨDOs considered in [40, 52]. In particular, we will see that we get the
exact same class of operators. This will extend to the noncommutative case the equality between
toroidal and standard ΨDOs on Tn given in [70].
The class of toroidal symbols specifically pertains to the Fourier series decomposition in Aθ.
Therefore, toroidal symbols do not make sense for more general C˚-dynamical systems. Never-
theless, they allows us to make use of Fourier series techniques to simplify the derivation of a
few important properties of ΨDOs on noncommutative tori. This fact will be illustrated by the
characterization of smoothing operators at the end of this section.
6.1. Toroidal symbols. Given any symbol ρpξq P SmpRn;Aθq we know by Proposition 5.9 that
Pρu “
ÿ
kPZn
ukρpkqUk, u “
ÿ
ukU
k P Aθ.
Therefore, it stems for reason to consider more generally operators P : Aθ Ñ Aθ of the above
form where pρpkqqkPZn is replaced by sequences of a suitable class. This class of sequences is the
class of toroidal symbols. They are defined as follows.
Let A Z
n
θ denote the space of sequences with values in Aθ that are indexed by Z
n. In addition, let
pe1, . . . , enq be the canonical basis of Rn. For i “ 1, . . . , n, the difference operator ∆i : A Znθ Ñ A Z
n
θ
is defined by
∆iuk “ uk`ei ´ uk, pukqkPZn P A Z
n
θ .
The operators ∆1, . . . ,∆n pairwise commute. For α “ pα1, . . . , αnq P Nn0 , we set ∆α “ ∆α11 ¨ ¨ ¨∆αnn .
We similarly define backward difference operators ∆ “ ∆α1
1
¨ ¨ ¨∆αnn , where ∆i : A Z
n
θ Ñ A Z
n
θ is
defined by
∆iuk “ uk ´ uk´ei , pukqkPZn P A Z
n
θ .
We refer to [70] for the main properties of difference operators.
Definition 6.1 (Toroidal Symbols [52, 70]). SmpZn;Aθq, m P R, consists of sequences pρkqkPZn Ă
Aθ such that, for all multi-orders α and β, there is Cαβ ą 0 such that››δα∆βρk} ď Cαβp1` |k|qm´|β| @k P Zn.
Remark 6.2. When θ “ 0 we recover the toroidal symbols on Tn of [70].
Remark 6.3. If pρkqkPZn P SmpZn;Aθq, then pδα∆βρkqkPZn P Sm´|β|pZn;Aθq for all α, β P Nn0 .
Remark 6.4. SmpZn;Aθq is a Fre´chet space with respect to the locally convex topology generated
by the norms,
pρkqkPZn ÝÑ sup
|α|`|β|ďN
sup
kPZn
p1` |k|q´m`|β|››δα∆βρk››, N ě 0.
It is also convenient to introduce the following class of sequences.
Definition 6.5. S pZn;Aθq consists of sequences pρkqkPZn Ă Aθ such that, for all N P N0 and
α P Nn
0
, there is CNα ą 0 such that
}δαρk} ď CNαp1` |k|q´N @k P Zn.
Remark 6.6. If pρkqkPZn P S pZn;Aθq, then pδα∆βρkqkPZn P S pZn;Aθq for all α, β P Nn0 . It then
follows that
S pZn;Aθq “
č
mPR
SmpZn;Aθq.
Remark 6.7. A sequence pρkqkPZn Ă Aθ is in S pZn;Aθq if and only if pp1`|k|qNρkqkPZn is bounded
in Aθ for all N P N0. Therefore, if pρkqkPZn P S pZn;Aθq, then pp1` |k|qNρkqkPZn is contained in
S pZn;Aθq for every N P N0.
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Remark 6.8. S pZn;Aθq is a Fre´chet space with respect to the topology generated by the semi-
norms,
pρkqkPZn ÝÑ sup
kPZn
p1` |k|q´N ››δαρk››, N ě 0, α P Nn0 .
Following [52] (see also [40]) the ΨDO associated with a toroidal symbol pρkqkPZn P SmpZn;Aθq,
m P R, is the linear operator P : Aθ Ñ Aθ given by
Pu “
ÿ
kPZn
ukρpkqUk, u “
ÿ
ukU
k P Aθ.
We refer to [52] for the verification that this operator is well defined and continuous.
6.2. From standard symbols to toroidal symbols. We also can define difference operators
∆α “ ∆α1
1
¨ ¨ ¨∆αnn on C8pRn;Aθq, where ∆i : C8pRn;Aθq Ñ C8pRn;Aθq is given by
p∆iuqpξq :“ upξ ` eiq ´ upξq, u P C8pRn;Aθq, ξ P Rn.
We record the following version of Peetre’s inequality.
Lemma 6.9 (see, e.g., [1, Lemma I.8.2]). Let m P R. Then, for all ξ, η P Rn, we have
(6.1) p1` |ξ ` η|qm ď p1` |ξ|qmp1` |η|q|m|.
The following lemma relates for standard symbols difference operators to partial derivatives.
Lemma 6.10. Let ρpξq P SmpRn;Aθq. Then, for all α P Nn0 , we have
∆αρpξq P Sm´|α|pRn;Aθq, ∆αρpξq ´ Bαξ ρpξq P Sm´|α|´1pRn;Aθq.
Proof. We proceed by induction on |α|. Let us first prove the result when |α| “ 1. By Proposi-
tion C.15, for i “ 1, . . . , n, we have
(6.2) ∆iρpξq ´ Bξiρpξq “ ρpξ ` eiq ´ ρpξq ´ Bξiρpξq “
ż
1
0
p1´ tqB2ξiρpξ ` teiqdt.
Using the fact that B2ξiρpξq P Sm´2pRn;Aθq together with Peetre’s inequality (6.1) we see there is
C ą 0 such that, for all ξ P Rn and t P r0, 1s, we have
}B2ξiρpξ ` teiq} ď Cp1` |ξ ` tei|qm´2
ď Cp1` tq|m´2|p1` |ξ|qm´2
ď 2|m´2|Cp1` |ξ|qm´2.
Combining this with (6.2) shows that there is C ą 0 such that, for all ξ P Rn, we have
}∆iρpξq ´ Bξiρpξq} ď
ż
1
0
p1 ´ tq}B2ξiρpξ ` teiq}dt ď Cp1` |ξ|qm´2.
Likewise, as δαBβξ ρ P Sm´|β|pRn;Aθq, given any multi-orders α and β, there is Cαβ ą 0 such that,
for all ξ P Rn, we have››δαBβξ p∆iρ´ Bξiρqpξq›› “ ››∆ipδαBβξ ρqpξq ´ BξipδαBβξ ρqpξq›› ď Cαβp1` |ξ|qm´|β|´2.
This shows that ∆iρpξq ´ Bξiρpξq P Sm´2pRn;Aθq. As Bξiρpξq P Sm´1pRn;Aθq, we deduce that
∆iρpξq P Sm´1pRn;Aθq. This proves the result when |α| “ 1.
Suppose that the result is true for |α| ď N . Let α P Nn
0
, |α| ď N . For i “ 1, . . . , n, we have
∆i∆
αρ´ BξiBαξ ρ “ ∆ip∆αρ´ Bαξ ρq ` Bαξ p∆iρ´ Bξiρq.
By assumption ∆αρ ´ Bαξ ρ P Sm´|α|´1pRn;Aθq, and so by the first part of the proof the finite
difference ∆ip∆αρ´Bαξ ρq is a symbol in Sm´|α|´2pRn;Aθq. The first part of the proof also ensures
us that ∆iρ´ Bξiρ P Sm´2pRn;Aθq, and so Bαξ p∆iρ´ Bξiρq is in Sm´|α|´2pRn;Aθq as well. It then
follows that ∆i∆
αρ´ BξiBαξ ρ P Sm´|α|´2pRn;Aθq. As BξiBαξ ρ P Sm´|α|´1pRn;Aθq this implies that
∆i∆
αρ P Sm´|α|´1pRn;Aθq. This proves the result for multi-orders α with |α| ď N`1. The proof
is complete. 
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Remark 6.11. Even when θ “ 0 Lemma 6.10 seems to be new.
Corollary 6.12 ([70]). If ρpξq P SmpRn;Aθq, m P R, then pρpkqqkPZn P SmpZn;Aθq.
Proof. Let α, β P Nn0 . As δαρpξq P SmpRn;Aθq, Lemma 6.10 ensures us that δα∆βρpξq “ ∆βδαρpξq
is contained in Sm´|β|pRn;Aθq, and so δα∆βρpkq “ Op|k|m´|β|q as |k| Ñ 8. This shows that
pρpkqqkPZn P SmpZn;Aθq. The result is proved. 
The above result asserts that the restriction to Zn of a standard symbol is a toroidal symbol.
Combining this with Proposition 5.9 shows that every standard ΨDO is a toroidal ΨDO.
Set S`8pRn;Aθq :“
Ť
µPR S
µpRn;Aθq. We have the following converse of Corollary 6.12.
Proposition 6.13. Let ρpξq P S`8pRn;Aθq be such that pρpkqqkPZn P SmpZn;Aθq, m P R. Then
ρpξq is contained in SmpRn;Aθq.
Proof. With a view toward contradiction suppose that ρpξq R SmpRn;Aθq. Set
m0 “ inf tµ P R; ρpξq P SµpRn;Aθqu .
The definition of m0 implies that ρpξq P Sm1pRn;Aθq for all m1 ą m0. Thus, the assumption that
ρpξq R SmpRn;Aθq implies that m ď m0.
Let µ P pm0 ´ 1,m0q. Thus, ρpξq is not in SµpRn;Aθq, and so if we set m “ maxpm,µq, then
ρpξq R SmpRn;Aθq. Furthermore, as µ ą m0´1, we have µ`1 ą m0, and so ρpξq P Sµ`1pRn;Aθq.
Combining this with Lemma 6.10 shows that, given any β P Nn0 , the difference Bβξ ρpξq ´∆βρpξq is
a symbol in Sµ´|β|pRn;Aθq, and hence by Corollary 6.12 the sequence pBβξ ρpkq ´ ∆βρpkqqkPZn is
contained in Sµ´|β|pZn;Aθq. Thus, given any α P Nn0 , we have
(6.3) }δαBβξ ρpkq ´ δα∆βρpkq} “ Op|k|µ´|β|q “ Op|k|m´|β|q as |k| Ñ 8.
By assumption pρpkqqkPZn P SmpZn;Aθq, and so }δα∆βρpkq} “ Op|k|m´|β|q “ Op|k|m´|β|q as
|k| Ñ 8. Combining this with (6.3) shows that, for all α, β P Nn
0
, there is Cαβ ą 0 such that
(6.4) }δαBβξ ρpkq} ď Cαβp1 ` |k|qm´|β| @k P Zn.
Bearing this in mind, let ξ P Rn and k P Zn be such that |ξi ´ ki| ď 1 for i “ 1, . . . , n. In
particular, we have |ξ ´ k| ď ?n. By Lemma C.10 we have
(6.5) ρpξq ´ ρpkq “
ÿ
1ďjďn
pξj ´ kjq
ż 1
0
Bξjρ
`
ξ ` tpk ´ ξq˘dt.
As ρpξq P Sµ`1pRn;Aθq each partial derivative Bξjρpξq is a symbol in SµpRn;Aθq Ă SmpRn;Aθq.
By combining this with Peetre’s inequality (6.1) and using the inequality |ξ ´ k| ď ?n, we see
there is a constant C ą 0 independent of ξ and k such that, for all t P r0, 1s, we have››Bξjρ`ξ ` tpk ´ ξq˘›› ď C`1` |ξ ` tpk ´ ξq|˘m
ď C`1` t|k ´ ξ|˘|m|p1` |ξ|qm
ď C`1`?n˘|m|p1` |ξ|qm.
Combining this with (6.5) we deduce there is C ą 0 independent of ξ and k such that››ρpξq ´ ρpkq} ď Cp1 ` |ξ|qm.
Likewise, given any multi-orders α and β, there is a constant Cαβ ą 0 independent of ξ and k,
such that
(6.6)
››δαBβξ ρpξq ´ δαBβξ ρpkq} ď Cαβp1 ` |ξ|qm´|β|.
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In addition, in view of (6.4), by using Peetre’s inequality (6.1) and arguing as above we get
}δαBβξ ρpkq} ď Cαβp1 ` |k|qm´|β|
ď Cαβ
`
1` |k ´ ξ|˘|m´|β||p1` |ξ|qm´|β|
ď Cαβ
`
1`?n˘|m´|β||p1` |ξ|qm´|β|.
Combining this with (6.6) we deduce that there is Cαβ ą 0 such that››δαBβξ ρpξq} ď Cαβp1` |ξ|qm´|β| @ξ P Rn.
This shows that ρpξq P SmpRn;Aθq. This gives a contradiction, since ρpξq is not contained in
SmpRn;Aθq. Thus, it is impossible for ρpξq not to be contained in SmpRn;Aθq, and so it must be
a symbol of this class. The proof is complete. 
Remark 6.14. Even when θ “ 0 Proposition 6.13 seems to be new.
Recall that S pRn;Aθq “
Ş
SmpRn;Aθq and S pZn;Aθq “
Ş
SmpZn;Aθq (cf. Remark 3.2 and
Remark 6.6). Therefore, specializing Corollary 6.12 and Proposition 6.13 to symbols of order ´8
leads us to the following characterization of these symbols.
Corollary 6.15. Let ρpξq P S`8pRn;Aθq. Then ρpξq P S pRn;Aθq if and only if pρpkqqkPZn P
S pZn;Aθq.
Further specializing Corollary 6.15 to the case where ρ “ 0 on Zn we get the following statement,
which was used in the proof of Proposition 5.12.
Corollary 6.16. Let ρpξq P S`8pRn;Aθq be such that ρpkq “ 0 for all k P Zn. Then ρpξq P
S pRn;Aθq.
6.3. From toroidal symbols to standard symbols. As mentioned above, it follows from
Proposition 5.9 and Corollary 6.12 that any standard ΨDO is a toroidal ΨDO. We shall now
establish that, conversely, any toroidal ΨDO is a standard ΨDO, and so we do not get new oper-
ators by considering toroidal ΨDOs. The bulk of the proof is showing that any toroidal symbol
seen as a function on Zn can be extended into a standard symbol defined on all Rn. When θ “ 0
this result is part of [70, Theorem 4.5.3]. Our approach is a mere elaboration of the arguments
of [70]. The result is also mentioned in [52]. We shall however give a detailed account for reader’s
convenience.
Lemma 6.17 ([70, Lemma 4.5.1]). There exists a function φpξq P S pRnq such that
(i) φp0q “ 1 and φpkq “ 0 for all k P Znz0.
(ii) For every multi-order α, there is φαpξq P S pRnq such that Bαξ φpξq “ ∆
α
φαpξq.
Remark 6.18. The idea of this lemma is due to Yves Meyer (see [22, page 4]).
Remark 6.19. Our convention for the Fourier transform differs from that in [70]. Thus, we get a
function φpξq satisfying the conditions of the lemma as the Fourier transform φpξq “ θˆpξq, where
θpxq “ θ1px1q ¨ ¨ ¨ θ1pxnq and θ1ptq is a smooth even function on R with support in p´2π, 2πq such
that θ1ptq ` θ1p2π ´ tq “ p2πq´1 on r0, 2πs.
We will also need the following summation by parts formula.
Lemma 6.20. Let pukqkPZn P S pZn;Aθq and pρkqkPZn P SmpZn;Aθq, m P R. Then, for all
α P Nn
0
, we have
(6.7)
ÿ
kPZn
p∆αukqρk “ p´1q|α|
ÿ
kPZn
uk∆
αρk.
Proof. The proof is the same as in the scalar case (see [70, Lemma 3.3.10]). For i “ 1, . . . , n, we
have ÿ
kPZn
p∆iukqρk “
ÿ
kPZn
puk ´ uk´eiqρk “
ÿ
kPZn
ukρk ´
ÿ
kPZn
uk´eiρk.
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The change of index k Ñ k ` ei givesÿ
kPZn
p∆iukqρk “
ÿ
kPZn
ukρk ´
ÿ
kPZn
ukρk`ei “ ´
ÿ
kPZn
uk∆iρk
This proves the result when |α| “ 1. The general result follows by induction. 
Given some toroidal symbol pρkqkPZn P SmpZn;Aθq, m P R, set
(6.8) ρ˜pξq “
ÿ
kPZn
φpξ ´ kqρk, ξ P Rn,
where φpξq P S pRnq satisfies the properties (i)–(ii) of Lemma 6.17. Note that the above series
converges pointwise, since, for each ξ P Rn, this is the sum of a series with general term in
S pZn;Aθq. In addition, given any k P Zn, thanks to the property (i) of Lemma 6.17 we have
(6.9) ρ˜pkq “
ÿ
ℓPZn
φpk ´ ℓqρℓ “
ÿ
ℓPZn
δℓ,kρℓ “ ρk.
Lemma 6.21 (see also [52, 70]). The map ρ˜pξq defined by (6.8) is a symbol in SmpRn;Aθq.
Proof. Let us first show that ρ˜pξq P C8pRn;Aθq. Let α, β P Nn0 . By the property (ii) of
Lemma 6.17 there is φβpξq P S pRnq such that
(6.10) δαBβξ
`
φpξ ´ kqρk
˘ “ pBβξ φqpξ ´ kqδαρk “ p∆βφβqpξ ´ kqδαρk.
As ∆
β
φβ P S pRnq given any N ą 0 there is a constant CNβ ą 0 such that
|∆βφβpηq| ď CNβp1 ` |η|q´N @η P Rn.
Combining this with Peetre’s inequality (6.1) we see that, for all ξ P Rn and k P Zn, we haveˇˇp∆βφβqpξ ´ kqˇˇ ď CNβp1` |ξ ´ k|q´N ď CNβp1 ` |ξ|qN p1` |k|q´N .
In addition, the fact that pρkqkPZn P SmpZn;Aθq implies that }δαρk} “ Op|k|mq as |k| Ñ 8.
Combining this with (6.10) we deduce there is a constant CNαβ ą 0 such that, for all ξ P Rn and
k P Zn, we have››δαBβξ `φpξ ´ kqρk˘›› “ ˇˇp∆βφβqpξ ´ kqˇˇ››δαρk›› ď CNαβp1` |ξ|qN p1` |k|qm´N .
If we choose N large enough then we see that the series
ř
δαBβξ pφpξ ´ kqρkq converges normally
with respect to the norm } ¨ } and uniformly on bounded sets in Rn. It then follows that the seriesř
φpξ ´ kqρk converges in C8pRn;Aθq, and so its sum ρ˜pξq is contained in C8pRn;Aθq.
The convergence in C8pRn;Aθq allows us to term-wise differentiate the series
ř
φpξ ´ kqρk.
Thus, by using (6.10) and the summation by parts (6.7) we see that δαBβξ ρ˜pξq is equal to
(6.11)
ÿ
kPZn
δαBβξ
`
φpξ ´ kqρk
˘ “ ÿ
kPZn
p∆βφβqpξ ´ kqδαρk “
ÿ
kPZn
p´1q|β|φβpξ ´ kqδα∆βρk.
As pρkqkPZn P SmpZn;Aθq, by using Peetre’s inequality (6.1) once again we see there is a constant
Cαβ ą 0 such that, for all ξ P Rn and k P Zn, we have››δα∆βρk›› ď Cαβp1` |k|qm´|β| ď Cαβp1 ` |ξ ´ k|q|m´|β||p1 ` |ξ|qm´|β|.
Combining this with (6.11) we get››δαBβξ ρ˜pξq›› ď ÿ
kPZn
ˇˇ
φβpξ ´ kq
ˇˇ››δα∆βρk›› ď Cαβ ÿ
kPZn
ˇˇ
φβpξ ´ kq
ˇˇp1 ` |ξ ´ k|q|m´|β||p1` |ξ|qm´|β|.
Note that
ř
kPZn
ˇˇ
φβpξ ´ kq
ˇˇp1` |ξ ´ k|q|m´|β|| is the periodization of the rapid decay continuous
function φpηqp1` |η|q|m´|β||, and so this is a bounded function. Thus, there is a constant Cαβ ą 0
such that ››δαBβξ ρ˜pξq›› ď Cαβp1` |ξ|qm´|β| @ξ P Rn.
This shows that ρ˜pξq is a symbol in SmpRn;Aθq. The proof is complete. 
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Remark 6.22. The construction of ρ˜pξq is given in the proof of Theorem 4.5.3 of [70] in the case
θ “ 0. This construction is extended to the case θ ‰ 0 in [52] (see also [40]). However, we note that
in [40, 52, 70] there are no justifications of the term-wise differentiation of the series
ř
φpξ´kqρk.
This justification is necessary in order to perform the key step (6.11). The proof above fixes this
oversight.
Remark 6.23. The extension map pρkqkPZn Ñ ρ˜pξq is a continuous linear map from SmpZn;Aθq
to SmpRn;Aθq. This can be deduced from a close examination of the arguments of the proof
above. Alternatively, given any ξ0 P Rn, the map pρkqkPZn Ñ ρ˜pξ0q is a continuous linear map
from SmpZn;Aθq to Aθ. This allows us to show that the graph of the extension map is a closed
set of SmpZn;Aθq ˆ SmpRn;Aθq, and hence we have a continuous linear map by the closed graph
theorem.
We are now in a position to prove the following result.
Proposition 6.24 ([52, 70]). Let pρkqkPZn be a toroidal symbol in SmpZn;Aθq. Then there is a
standard symbol ρ˜pξq P SmpRn;Aθq such that ρ˜pkq “ ρk for all k P Zn. Moreover, this symbol is
unique modulo S pRn;Aθq.
Proof. The existence follows from (6.9) and Lemma 6.21. The unicity is a consequence of Corol-
lary 6.16. 
In the special of symbols of order ´8 we actually have the following statement.
Proposition 6.25. Let pρkqkPZn P S pZn;Aθq. Then there is ρ˜pξq P S pRn;Aθq such that ρ˜pkq “
ρk for all k P Zn.
Proof. Let ρ˜pξq be the symbol defined by (6.8). We know by (6.9) that ρ˜pkq “ ρk for all k P Zn.
Moreover, as pρkqkPZn is in S pZn;Aθq, by Remark 6.6 it is contained in each space SmpZn;Aθq,
m P R. Therefore, by Lemma 6.21 the symbol ρ˜pξq is contained in Ş SmpRn;Aθq “ S pRn;Aθq.
This proves the result. 
Remark 6.26. By arguing as in Remark 6.23 it can be shown that the graph of the mapS pZn;Aθq Q
pρkq Ñ ρ˜pξq P S pRn;Aθq is closed in S pZn;Aθq ˆ S pRn;Aθq, and hence we get a continuous
linear map by the closed graph theorem.
When θ “ 0 it is shown in [70] that the classes of toroidal and standard ΨDOs on Tn agree. We
are now ready to obtain the analogue of this result when θ ‰ 0. Namely, we have the following
statement.
Proposition 6.27. An operator on Aθ is the (toroidal) ΨDO associated with a symbol in S
mpZn;Aθq
if and only if it is a (standard) ΨDO associated with a symbol in SmpRn;Aθq.
Proof. As mentioned above any standard ΨDO associated a symbol in SmpRn;Aθq is a (toroidal)
ΨDO associated with a symbol in SmpZn;Aθq.
Conversely, let P : Aθ Ñ Aθ be the ΨDO associated with some toroidal symbol pρkqkPZn P
SmpZn;Aθq, m P R. By Proposition 6.24 there is a standard symbol ρ˜pξq P SmpRn;Aθq such that
ρ˜pkq “ ρk for all k P Zn. Therefore, by using Proposition 5.9 we see that, for all u “
ř
ukU
k in
Aθ, we have
Pu “
ÿ
kPZn
ukρkU
k “
ÿ
kPZn
ukρ˜pkqUk “ Pρu.
This shows that P “ Pρ˜, and so P is the ΨDO associated with a standard symbol of order m.
This completes the proof. 
6.4. Smoothing operators. As an application of the results of this section we shall now give a
characterization of smoothing operators.
As mentioned in Section 2.3 the inclusion of Aθ into A
1
θ is dense. This leads us to the following
notion of smoothing operators.
Definition 6.28. A linear operator R : Aθ Ñ A 1θ is called smoothing when it extends to a
continuous linear operator R : A 1θ Ñ Aθ.
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We will need the following lemma.
Lemma 6.29. Let pakqkPZn P S pZn;Aθq. Then the family pakUkqkPZn is contained in S pZn;Aθq.
In particular, it is bounded in Aθ.
Proof. Given any multi-order α, we have
δαpakUkq “
ÿ
β`γ“α
ˆ
α
β
˙
δβpakqδγpUkq “
ÿ
β`γ“α
ˆ
α
β
˙
kγδβpakqUk.
As the families pUkqkPZn and pkγδβpakqqkPZn are bounded with respect to the norm } ¨}, we deduce
that pδαpakUkqqkPZn is bounded with respect to the norm } ¨ } for all α P Nn0 . This shows that the
family pakUkqkPZn is bounded in Aθ. Applying this result to the family pp1` |k|qNakqkPZn shows
that the family pp1 ` |k|qNakUkqkPZn is bounded in Aθ for all N P N0, and hence pakUkqkPZn P
S pZn;Aθq. The lemma is proved. 
We have the following characterization of smoothing operators.
Proposition 6.30. Let R : Aθ Ñ Aθ be a linear operator. Then the following are equivalent:
(i) R is a smoothing operator.
(ii) R is a toroidal ΨDO associated with a symbol in S pZn;Aθq.
(iii) R is standard ΨDO associated with a symbol in S pRn;Aθq.
Proof. It follows from Proposition 5.9 and Proposition 6.25 that (ii) implies (iii). Therefore, we
only have to establish that (i) implies (ii) and (iii) implies (i).
Let us first show that that (i) implies (ii). Suppose that R : A 1θ Ñ Aθ is a continuous linear
operator. Let u “ řk ukUk P Aθ. This Fourier series converges in Aθ, and so it converges in A 1θ .
As R is continuous, we get
(6.12) Ru “
ÿ
kPZn
ukRpUkq “
ÿ
kPZn
ukρkU
k,
where the series converges in Aθ and we have set ρk “ RpUkqpUkq´1 “ RpUkqpUkq˚, k P Zn.
Bearing this in mind, for every v P Aθ, the family pxUk, vyqkPZn “ ppv˚|UkqqkPZn is in S pZnq,
and so, given any integer N ě 0, the family pp1`|k|qNxUk, vyqkPZn is bounded. As Aθ is a Fre´chet
space, the Banach-Steinhaus theorem ensures us that the sequence pp1` |k|qNUkqkPZn is bounded
in A 1θ . The continuity of the operator R then implies that the sequence pp1` |k|qNRpUkqqkPZn is
bounded in Aθ for everyN P N, i.e., pRpUkqqkPZn P S pZn;Aθq. By arguing along the same lines as
that of the proof of Lemma 6.29, it can be shown that the sequence pρkqkPZn “ pRpUkqpUkq˚qkPZn
is contained in S pZn;Aθq. Together with (6.12) this shows that R is a toroidal ΨDO assiociated
with a symbol in S pZn;Aθq. This proves that (i) implies that (ii).
It remains to show that (iii) implies (i). Suppose thatR “ Pρ with ρpξq P S pRn;Aθq. Given any
u “ řukUk in Aθ, we know by (2.23) that, for all k P Zn, we have uk “ `u|Uk˘ “ @u, pUkq˚D “@pUkq˚, uD. Therefore, by using Proposition 5.9 we get
Ru “ Pρu “
ÿ
kPZn
ukρpkqUk “
ÿ
kPZn
@
u, pUkq˚D ρpkqUk,
where the above series converge in Aθ. Thus, given any multi-order α we have
(6.13) δα pRuq “
ÿ
kPZn
@
u, pUkq˚D δαpρpkqUkq.
As ρpξq P S pRn;Aθq it follows from Lemma 6.29 that the family pδαrρpkqUksqkPZn is in
S pZn;Aθq, and so the family p}δαrρpkqUks}qkPZn is inS pZnq Ă S pZn;Aθq. Using again Lemma 6.29
we see that the family p}δαrρpkqUks}pUkq˚qkPZn is contained in S pZn;Aθq. Thus, the family
Bα :“
 p1` |k|qn`1}δαpρpkqUkq}pUkq˚; k P Zn( is bounded in Aθ. Bearing this in mind we ob-
serve that, for all k P Zn, we haveˇˇ@
u, pUkq˚Dˇˇ ››δαpρpkqUkq›› ď p1` |k|q´pn`1q sup
vPBα
| xu, vy |.
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Combining this with (6.13) we deduce that, for all u P Aθ, we have
}δα pRuq} ď
ÿ
kPZn
ˇˇ@
u, pUkq˚Dˇˇ ››δαpρpkqUkq›› ď C sup
vPBα
| xu, vy |,
where we have set C “ řp1 ` |k|q´pn`1q. As the families Bα are bounded this shows that R
satisfies on Aθ the semi-norm estimates required for the continuity of a linear operator from A
1
θ to
Aθ. As Aθ is dense in A
1
θ it then follows that R uniquely extends to a continuous linear operator
from A 1θ to Aθ, i.e., R is a smoothing operator. This shows that (iii) implies (i). The proof is
complete. 
Appendix A. Some Basic Properties of Aθ and Aθ
In this appendix, for the reader’s convenience, we include proofs of Proposition 2.7, Proposi-
tion 2.11, Proposition 2.12 and Proposition 2.15.
As in Section 2 we denote by A 0θ the subalgebra generated by the unitary operators U1, . . . , Un.
Proof of Proposition 2.7. The proof is an elementary instance of the GNS construction (see, e.g.,
[2]). Let u, v P Aθ. Using the inequality u˚u ď }u}2 and the positivity of the functional w Ñ
τpv˚wvq we get
puv|uvq “ τ puvv˚u˚q “ τ pv˚u˚uvq ď τ `v˚}u}2v˘ “ }u}2 pv|vq .
In particular, we see that }uv}0 ď }u}}v}0 for all u, v P A 0θ . Combining this with the density
of A 0θ in Aθ and Hθ we deduce that the multiplication of A
0
θ uniquely extends to a continuous
bilinear map Aθ ˆ Hθ Ñ Hθ. This gives rise to a representation of the algebra Aθ by bounded
operators on Hθ. This representation is unital. In addition, let u P Aθ. For all v, w P A 0θ we have
pu˚v|wq “ τpu˚vw˚q “ τpvw˚u˚q “ pv|uwq .
It then follows that pu˚v|wq “ pv|uwq for all v, w P Hθ, i.e, the action u˚ on Hθ is the adjoint of
the action of u. Therefore, we see that we have a unital ˚-representation of the C˚-algebra Aθ in
Hθ. As unital ˚-representations of C˚-algebras are isometries we obtain (2.10). This proves the
first part of Proposition 2.7.
Let u P A 0θ . Then (2.10) implies that
}u}0 “ }u1}0 ď }u}.
Combining this with the density of A 0θ in Aθ we then deduce that the inclusion of A
0
θ into Hθ
uniquely extends to a continuous map from Aθ to Hθ. This map assigns to each u P Aθ the sum
of its Fourier series
ř
ukU
k in Hθ. To complete the proof it remains to show that this map is
one-to-one.
Let u P Aθ be such that uk “ 0 for all k P Zn. Thus, for all k P Zn, we have
τ
`
u˚Uk
˘ “ `Uk|u˘ “ pu|Ukq “ uk “ 0.
By linearity it then follows that τ ru˚vs “ 0 for all v P A 0θ . Therefore, for all v, w P A 0θ , we have
pw|uvq “ τpwv˚u˚q “ τpu˚wv˚q “ 0.
Combining this with the density of A 0θ in Hθ we deduce that pw|uvq “ 0 for all v, w P Hθ.
Using (2.10) we then obtain
}u} “ sup
}v}0“1
}uv}0 “ sup
}v}0“1
sup
}w}0“1
|pw|uvq| “ 0.
It then follows that we have a one-to-one map from Aθ into Hθ. The proof is complete. 
In what follows we equip each subalgebra A
pNq
θ , N ě 1, with the norm,
~u~N “ sup|β|ďN
}δβpuq}, u P ApNqθ .
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These norms generate the topology of Aθ. Moreover, it follows from (2.18)–(2.19) that we have
~uv~N ď 2N ~u~N ~v~N , u, v P ApNqθ ,(A.1)
~u˚~N “ ~u~N , u P ApNqθ .(A.2)
Lemma A.1. A
pNq
θ is a (unital) Banach ˚-algebra.
Proof. It follows from (A.1)–(A.2) that we have a continuous product and an isometric involution
on A
pNq
θ . Therefore, we only need to check that ~¨~N is a Banach space norm. Let puℓqℓě0 be a
Cauchy sequence in A
pNq
θ . This yields a sequence pαspuℓqqℓě0 in the Banach algebra CN pTn;Aθq
such that
sup
sPRn
sup
|β|ďN
››Dβs pαspuℓ1q ´ αspuℓqq›› “ sup
|β|ďN
sup
sPRn
››αs “δβpuℓ1 ´ uℓq‰›› “ ~uℓ1 ´ uℓ~N .
Thus, we obtain a Cauchy sequence in CN pTn;Aθq, and so there is vpsq P CN pTn;Aθq such that
αspuℓq Ñ vpsq in CN pTn;Aθq. In particular, if we set u “ vp0q, then uℓ “ αspuℓq|s“0 Ñ u in Aθ.
Therefore, αspuℓq Ñ αspuq in Aθ for every s P Rn. This implies that vpsq “ αspuq for all s P Rn.
Incidentally, αspuq “ vpsq P CN pRn;Aθq, and so u P ApNqθ . More generally, as in (2.22), for every
β P Nn
0
, |β| ď N , we have
}δβpuℓ ´ uq} “
››Dβs pαspuℓq ´ αspuqq |s“0›› “ ››Dβs pαspuℓq ´ vpsqq |s“0›› ÝÑ 0.
Therefore, we see that ~uℓ ´ u~N Ñ 0. This shows that ~¨~N is a Banach space norm. The proof
is complete. 
We are now in a position to prove Proposition 2.11.
Proof of Proposition 2.11. As the topology of Aθ is generated by the norms ~¨~N , N ě 1, it
follows from Lemma A.1 that the product and involution of Aθ are continuous. Moreover, any
Cauchy sequence in Aθ is a Cauchy sequence in each of the Banach spaces A
pNq
θ . Thus, it converges
with respect to the all norms ~¨~N , and so it converges in Aθ. Therefore, we see that Aθ is a
Fre´chet ˚-algebra.
Given any β P Nn
0
, the continuity of δβ : Aθ Ñ Aθ and the continuity of the action of Rn on
Aθ at least imply that ps, uq Ñ αsrδβpuqs is a continuous map from Rn ˆAθ to Aθ. Thus, given
any multi-order β, as pt, vq approaches ps, uq in Rn ˆAθ we have››δβ pαtpvq ´ αspuqq›› “ ››αt “δβpvq‰´ αs “δβpuq‰›› ÝÑ 0.
It then follows that αtpvq converges to αspuq in Aθ as pt, vq approaches ps, uq in Rn ˆ Aθ. This
shows that ps, uq Ñ αspuq is a continuous map from Rn ˆAθ to Aθ.
Given any u P Ap1qθ and s, h P Rn, set ∆hαspuq “ αs`hpuq´αspuq´
řn
j“1 ihjαs rδjpuqs. As any
C1-map is differentiable (cf. Appendix C), we see that }∆hαspuq} “ op|h|q as hÑ 0. Suppose that
u P Aθ, and let β P Nn0 . Note that δβr∆hαspuqs “ ∆hαsrδβpuqs. As δβpuq P Ap1qθ we see that, for
all β P Nn0 , we have
››δβ r∆hαspuqs›› “ ››∆hαs “δβpuq‰›› “ op|h|q as hÑ 0. That is, ∆hαspuq “ op|h|q
in Aθ. It then follows that sÑ αspuq is a differentiable map from Rn to Aθ, and we have
Dsjαspuq “ αs rδjpuqs , j “ 1, . . . , n.
Combining this with the continuity of the action of Rn on Aθ shows that αspuq P C1pRn;Aθq. An
induction then shows that αspuq P CN pRn;Aθq for every N ě 1, and we have
Dβsαspuq “ αs
“
δβpuq‰ , |β| ď N.
It then follows that αspuq P C8pRn;Aθq. This completes the proof of Proposition 2.11. 
Let us now prove Proposition 2.12.
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Proof of Proposition 2.12. Let u P Hθ have Fourier series
ř
ukU
k. Suppose that pukqkPZn P
S pZnq. Then, for all β P Nn
0
, we have
(A.3)
ÿ
kPZn
››δβpukUkq›› “ ÿ
kPZn
|kβuk|
››Uk›› “ ÿ
kPZn
|kβuk| ă 8.
This implies that the Fourier series
ř
ukU
k is normally convergent in each of the Banach spaces
A
pNq
θ . Therefore, it converges in each of those spaces, and so it converges in Aθ. Note that its
sum must be u since Proposition 2.7 implies that we have a continuous inclusion of Aθ into Hθ,
and hence u P Aθ.
Conversely, suppose that u P Aθ. Let k P Zn. Using (2.10) we get
(A.4) |uk| “
ˇˇ`
u|Uk˘ˇˇ ď }u}0}Uk}0 ď }u}.
Moreover, using (2.17) we see that, for j “ 1, . . . , n, we have`
δjpuq|Uk
˘ “ τ “δjpuqpUkq˚‰ “ ´τ “uδj `pUkq˚˘‰ .
It follows from (2.15) and (2.21) that δjppUkq˚q “ ´pδjpUkqq˚ “ ´kjpUkq˚. Thus,`
δjpuq|Uk
˘ “ kjτ “upUkq˚‰ “ kj `u|Uk˘ “ kjuk.
An induction then shows that, for all β P Nn0 , we have
`
δβpuq|Uk˘ “ kβuk. Combining this
with (A.4) we deduce that, for all β P Nn
0
and k P Zn, we have
(A.5) |kβuk| “ |
`
δβpuq|Uk˘ | ď }δβpuq}.
It then follows that pukqkPZn P S pZnq. Therefore, we see that u belongs to Aθ if and only if the
sequence pukqkPZn is contained in S pZnq.
It follows from all this that we have a linear isomorphism Φ : pukq Ñ
ř
ukU
k from S pZnq onto
Aθ. Given any β P Nn0 it follows from (A.3) that, if u “
ř
ukU
k with pukq P S pZnq, then we have››δβpuq›› ď ÿ
kPZn
››δβpukUkq›› “ ÿ
kPZn
|kβuk|.
As pakq Ñ
ř |kβak| is a continuous semi-norm on S pZnq we see that Φ is continuous. The
continuity of Φ´1 is an immediate consequence of (A.5). Therefore, we see that Φ is a linear
homeomorphism. The proof of Proposition 2.12 is complete. 
Finally, we prove Proposition 2.15.
Proof of Proposition 2.15. If u P Aθ is invertible in Aθ, then αspu´1q “ αspuq´1 is a smooth map
from Rn to Aθ, and so u
´1 P Aθ. Therefore, we see that A´1θ X Aθ “ A ´1θ . As A´1θ is an open
set of Aθ and the inclusion of Aθ into Aθ is continuous, it then follows that A
´1
θ is an open set of
Aθ.
Given any N ě 1, the inverse map of the invertible group of ApNqθ is continuous, since ApNqθ is
a Banach algebra. This implies that the inverse map of A ´1θ is continuous with respect to each
of the norms ~¨~N , N ě 1. As these norms generate the topology of Aθ, we obtain the continuity
with respect to the Aθ-topology. The proof is complete. 
Appendix B. Integration in Locally Convex Spaces
In this appendix, we review the integration of maps with values in locally convex spaces.
B.1. Riemann integration. There is no major difficulty to extend Riemann’s integral to maps
with values in locally convex spaces (see, e.g., [29, 46]). In what follows we assume that E is a
(Hausdorff) locally convex space, and we let I be a closed bounded cube in Rd, d ě 1.
A step map f : I Ñ E is of the form,
(B.1) fptq “
ÿ
1ďjďm
1Ij ptqξj , t P I,
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where ξ1, . . . , ξm are elements of E and I1, . . . , Im are mutually disjoint cubes such that I “
Ť
Ij .
We denote by R0pI;Eq the vector space of step maps. In addition, we endow the space of maps
f : I Ñ E with the semi-norms,
(B.2) f ÝÑ sup
tPI
p rfptqs ,
where p ranges over continuous semi-norms on E.
Definition B.1. RpI;Eq is the closure of R0pI;Eq with respect to the topology defined by the
semi-norms (B.2). The maps in RpI;Eq are called Riemann-integrable maps.
Remark B.2. Suppose that f : I Ñ E is a Riemann-integrable map. Then
- For every continuous semi-norm p on E, the function p ˝ f : I Ñ R is Riemann-integrable
(i.e., it is the uniform limit of step functions).
- Given any continuous R-linear map Φ from E to some locally convex space F , the map
Φ ˝ f : I Ñ F is Riemann-integrable.
As I is a compact cube, any continuous map f : I Ñ E is uniformly continuous. This fact
allows us to prove the following result.
Proposition B.3. Every continuous map f : I Ñ E is Riemann-integrable.
If fptq “ řmj“1 ξj1Ij ptq is a step map, then we define its integral by
(B.3)
ż
I
fptqdt “
ÿ
1ďjďm
VolpIjqξj .
Note this does not depend on the representation (B.1) of f . In addition, for every continuous
semi-norm p on E, we have
p
ˆż
I
fptqdt
˙
ď
ÿ
1ďjďm
VolpIjqppξjq “ VolpIq sup
tPI
p rfptqs .
This shows that the above notion of integral defines a linear map from R0pI;Eq to E. As R0pI;Eq
is dense in RpI;Eq we arrive at the following result.
Proposition B.4. The integral (B.3) uniquely extends to a continuous linear map f Ñ ş
I
fptqdt
from RpI;Eq to E.
We mention the following properties of the Riemann integral.
Proposition B.5. Let f : I Ñ E be a Riemann-integrable map.
(1) For every continuous semi-norm p on E, we have
(B.4) p
ˆż
I
fptqdt
˙
ď
ż
I
p rfptqs dt.
(2) Let Φ be a continuous R-linear map from E to some locally convex space F . Then we have
(B.5) Φ
ˆż
I
fptqdt
˙
“
ż
I
Φ ˝ fptqdt.
Proof. It is straightforward to check (B.4)–(B.5) when f is a step map. The extension of these
results to all Riemann-integrable maps then follows by using the density of step maps among
Riemann-integrable maps. 
It follows from the Hahn-Banach theorem that E1 separates the points of E. Therefore, by
specializing (B.5) to elements in E1 we obtain the following characterization of the Riemann
integral.
Corollary B.6. Let f : I Ñ E be a Riemann-integrable map. Then ş
I
fptqdt is the unique element
of E such that
ϕ
ˆż
I
fptqdt
˙
“
ż
I
ϕ ˝ fptqdt @ϕ P E1.
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Let C0c pRd;Eq be the space of compactly supported continuous maps f : Rd Ñ E. Given any
map f P C0c pRd;Eq its integral is defined byż
fpxqdx :“
ż
I
fpxqdx,
where I is any bounded closed cube whose interior contains the support of f . The value ofş
I
fpxqdx is independent of the choice of I. Bearing this in mind we have the following change of
variable formula.
Proposition B.7. Suppose that φ : Rd Ñ Rd is a C1-diffeomorphism. Then, for every map
f P C0c pRd;Eq, we have ż
fpxqdx “
ż
f rφpxqs ˇˇdet “φ1pxq‰ˇˇ dx.
Proof. Let f P C0c pRd;Eq. As φ is a continuous proper map, the composition f ˝ φ : Rd Ñ E
is continuous and has compact support. Let ψ P E1. The function ψ ˝ f is continuous and has
compact support. As φ is a C1-diffeomorphism, we getż
ψ ˝ fpxqdx “
ż
ψ ˝ f rφpxqs ˇˇdet “φ1pxq‰ˇˇ dx.
Combining this with Corollary B.6 gives the result. 
B.2. Lebesgue integration. The integrals of Bochner [7] and Gel’fand-Pettis [39, 60] are natural
extensions of Lebesgue’s integral to maps with values in Banach spaces. We refer to [43] for an
extension of Bochner’s integral to maps with values in Fre´chet spaces. Following Thomas [78] a
natural setting for the integration of maps with values in locally convex spaces is provided by
quasi-complete Suslin locally convex spaces.
Recall that a locally convex space is quasi-complete when all closed bounded sets are complete
(i.e., every bounded Cauchy net is convergent). A Suslin locally convex space is a Hausdorff locally
convex space which is the image by a continuous map of a separable complete metric space. The
following types of locally convex spaces are quasi-complete Suslin spaces (see [24, 71, 80]):
‚ Separable Fre´chet spaces (including nuclear Fre´chet spaces) and their weak duals.
‚ Inductive limits of sequences of separable Fre´chet spaces and weak duals of such spaces.
‚ Strong duals of separable Fre´chet-Montel spaces and of inductive limits of sequences of
such spaces.
‚ The space L pE,F q equipped with the compact convergence topology (or any weaker
topology), when F is a separable Fre´chet space and E is a separable Fre´chet space or a
countable inductive limit of a sequence of such spaces.
‚ The space L pE,F q equipped with the bounded convergence topology (a.k.a. strong dual
topology), when F is a separable Fre´chet space and E is a separable Fre´chet-Montel space
or an inductive limit of a sequence of such spaces.
The most common examples of locally convex spaces are quasi-complete Suslin spaces. In partic-
ular, the smooth noncommutative torus Aθ, its strong dual A
1
θ , and the space L pAθq are such
spaces.
Remark B.8. In [24] Suslin spaces are defined in terms of existence of a sieve. This is equivalent
to the usual definition of a Suslin space. In fact, as every separable complete metric space admits
a sieve (see [26, Appendix]) and the image of a sieve by a continuous map is a sieve, any Suslin
space admits a sieve. Conversely, let NN be the null Baire space equipped with its standard metric.
This is a complete separable metric space (see, e.g., [26, Appendix]). Then the datum of a sieve
on a topological space E precisely allows us to construct a surjective continuous map from NN
onto E, and so E is a Suslin space (see [26, Appendix]).
In what follows, we let pX,S, µq be a σ-finite measured space, and we assume that E is a
quasi-complete Suslin locally convex space. In this setting a map f : X Ñ E is measurable when
f´1pBq P S for every Borel set B Ă E.
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Proposition B.9 ([78]). A map f : X Ñ E is measurable if and only if, for every ϕ P E1, the
function ϕ ˝ f : X Ñ C is measurable.
When E is metrizable it is well known that any pointwise limit of measurable maps from X to E
is measurable. As a consequence of Proposition B.9 this fact continues to hold for non-metrizable
quasi-complete Suslin locally convex spaces.
Corollary B.10. Any pointwise limit of measurable maps from X to E is measurable.
Proof. Let pfℓqℓě0 be a sequence of measurable maps from X to E that converges pointwise to
fpxq. For every ϕ P E1 the function ϕ ˝ fpxq is the pointwise limit of the measurable functions
ϕ˝ fℓpxq, ℓ ě 0, and hence it is measurable. Combining this with Proposition B.9 then shows that
f : X Ñ E is a measurable map. The proof is complete. 
Definition B.11. A map f : X Ñ E is integrable if and only if, for every continuous semi-norm
p on E, we have ż
X
p rfpxqs dµpxq ă 8.
Remark B.12. If µpXq ă 8, then every measurable map with bounded range is integrable. In
particular, when X is a compact (Hausdorff) topological space and µ is a (finite) Borel measure,
then every continuous map f : X Ñ E is integrable.
Remark B.13. When E is nuclear, it can be shown that a measurable map f : X Ñ E is integrable
if and only if it is weakly integrable, i.e.,
ş
X
|ϕ ˝ fpxq|dµpxq ă 8 for every ϕ P E1 (see [43, 78]).
We shall denote by L1µpX ;Eq the space of integrable maps f : X Ñ E modulo the relation
f “ g a.e.. We will often identify elements of L1µpX ;Eq with their representatives. In addition,
we equip L1µpX ;Eq with the topology defined by the semi-norms,
f ÝÑ
ż
X
p rfpxqs dµpxq,
where p ranges over continuous semi-norms on E. This turns L1µpX ;Eq into a Hausdorff locally
convex space.
The integrals of integrable maps f : X Ñ E is defined as follows.
Proposition B.14 ([78]). Let f : X Ñ E be an integrable map. Then there is a unique elementş
X
fpxqdµpxq P E such that, for every ϕ P E1, we have
(B.6) ϕ
„ż
X
fpxqdµpxq

“
ż
X
ϕ ˝ fpxqdµpxq.
In addition, for every continuous semi-norm p on E, we have
(B.7) p
„ż
X
fpxqdµpxq

ď
ż
X
p rfpxqs dµpxq.
In particular, the integration f Ñ ş
X
fpxqdµpxq defines a continuous linear map from L1µpX ;Eq
to E.
Remark B.15. When X is a closed bounded cube I Ă Rd and µ is the Lebesgue measure on I, it
follows from Corollary B.6 and Corollary B.10 that every Riemann-integrable map f : I Ñ E is
integrable and its Riemann integral agrees with the integral provided by Proposition B.14.
Remark B.16. Let f : X Ñ E be an integrable map. It follows from (B.6) that, for all ϕ P E1, we
have
ℜϕ
„ż
X
fpxqdµpxq

“ ℜ
ˆż
X
ϕ ˝ fpxqdµpxq
˙
“
ż
X
ℜ rϕ ˝ fpxqs dµpxq.
Let E1
R
be the space of continuous R-linear forms on E. Any ψ P E1
R
is of the form ψ “ ℜϕ for a
unique ϕ P E1 (see, e.g., [19]). Therefore, we see that
(B.8) ψ
„ż
X
fpxqdµpxq

“
ż
X
ψ ˝ fpxqdµpxq for all ψ P E1R.
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Example B.17. A map f : X Ñ E is called simple when it takes the form f “ řmj“1 ξj1Aj with
ξj P E and Aj P S such that µpAjq ă 8. Such a map is integrable and we haveż
X
fpxqdµpxq “
ÿ
1ďjďm
µpAjqξj .
Remark B.18. It was proved by Grothendieck [43] that, when E is a separable Fre´chet space, for
every integrable map f : X Ñ E there is a sequence of simple maps pfℓqℓě0 such that fℓpxq Ñ fpxq
a.e. and
ş
X
fℓpxqdµpxq Ñ
ş
X
fpxqdµpxq. This result also holds for Suslin locally convex spaces
with quasi-complete nuclear barrelled preduals (see [78]).
Proposition B.19. Suppose that Φ : E Ñ F is a continuous R-linear map from E to some
quasi-complete Suslin locally convex space F . Let f : X Ñ E be an integrable map. Then the map
Φ ˝ f : X Ñ F is integrable, and we have
(B.9) Φ
ˆż
X
fpxqdµpxq
˙
“
ż
X
Φ ˝ fpxqdµpxq.
Proof. As Φ is continuous, the composition Φ ˝ f : X Ñ F is a measurable map. Let q be a
continuous semi-norm on F . As Φ is a continuous R-linear map, there is a continuous semi-norm
p on E such that qrΦpξqs ď ppξq for all ξ P E. Combining this with the integrability of f givesż
X
q rΦ ˝ fpxqs dµpxq ď
ż
X
p rfpxqs dµpxq ă 8.
It then follows that the map Φ ˝ f : X Ñ F is integrable.
Let ψ P F 1
R
. Then ψ ˝ Φ P E1
R
, and so by using (B.8) we get
ψ ˝ Φ
ˆż
X
fpxqdµpxq
˙
“
ż
X
ψ rΦ ˝ fpxqs dµpxq “ ψ
ˆż
X
Φ ˝ fpxqdµpxq
˙
.
As F 1
R
separates the points of F by the real version of the Hahn-Banach theorem, we deduce that
Φpş
X
fpxqdµpxqq “ ş
X
Φ ˝ fpxqdµpxq. The proof is complete. 
We also have the following version of the dominated convergence theorem.
Proposition B.20. Let pfℓqℓě0 Ă L1µpX ;Eq be a sequence such that
(i) fℓpxq Ñ fpxq for almost every x P X.
(ii) For every continuous semi-norm p on E, there is a function gp P L1µpXq such that, for
almost every x P X, we have
prfℓpxqs ď gppxq @ℓ ě 0.
Then, we have
fℓ ÝÑ f in L1µpX ;Eq and
ż
X
fℓpxqdµpxq ÝÑ
ż
X
fpxqdµpxq.
Proof. It follows from (i) and Corollary B.10 that fpxq is a measurable map. Let p be a continuous
semi-norm on E. Using (i)–(ii) and the continuity of p we see that prfpxqs ď gppxq a.e., and
so
ş
X
prfpxqsdµpxq ď ş
X
gppxqdµpxq ă 8. In addition, we have prfℓpxq ´ fpxqs Ñ 0 a.e. and
prfℓpxq ´ fpxqs ď 2gppxq a.e.. Therefore, the dominated convergence theorem ensures us thatş
X
prfℓpxq ´ fpxqsdµpxq Ñ 0. This shows that fpxq is in L1µpX ;Eq and fℓ Ñ f in L1µpX ;Eq.
The continuity of the integral on L1µpX ;Eq then implies that
ş
X
fℓpxqdµpxq Ñ
ş
X
fpxqdµpxq. The
proof is complete. 
Suppose that there are σ-finite measured spaces pX1,S1, µ1q and pX2,S2, µ2q such that X “
X1ˆX2 and pS, µq is the product measure pS1 bS2, µ1 bµ2q or is its completion when pS1, µ1q
and pS2, µ2q are complete measures. We have the following version of Fubini’s theorem.
Proposition B.21 ([78]). Suppose that E is a separable Fre´chet space. Let f : X1 ˆX2 Ñ E be
a µ-integrable map.
(1) fpx1, ¨q P L1µ2pX2;Eq for almost every x1 P X1.
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(2) fp¨, x2q P L1µ1pX1;Eq for almost every x2 P X2.
(3)
ş
X2
fpx1, x2qdµ2px2q P L1µ1pX1;Eq and
ş
X1
fpx1, x2qdµ1px1q P L1µ2pX2;Eq.
(4) We have ż
X
fpx1, x2qdµpx1, x2q “
ż
X1
ˆż
X2
fpx1, x2qdµ2px2q
˙
dµ1px1q
“
ż
X2
ˆż
X1
fpx1, x2qdµ1px1q
˙
dµ2px2q.
Remark B.22. Proposition B.21 holds verbatim for Suslin locally convex spaces with quasi-complete
nuclear barrelled preduals (cf. [78]). It also holds for general quasi-complete Suslin locally convex
spaces providing we further assume that the map f is “totally integrable” (see [78] for the precise
statement).
Appendix C. Differentiable Maps with Values in Locally Convex Spaces
In this appendix, we review differentiable maps on an Euclidean open set with values in locally
convex spaces. This includes results about differentiation under the integral and a description of
the Fourier transform in this setting.
C.1. Differentiation. In what follows we assume that E is a (Hausdorff) locally convex space,
and we let U be an open subset of Rd, d ě 1.
Definition C.1. Given any open neighborhood V of the origin in Rd, we shall say that a map
ε : V Ñ E is op|h|q near h “ 0 when, for every continuous semi-norm p on E, the function ppεphqq
is op|h|q near h “ 0.
Definition C.2. We say that a map f : U Ñ E is differentiable at a given point a P U when
there is a (continuous) R-linear map Dfpaq : Rd Ñ E such that
fpa` hq “ fpaq `Dfpaqh` op|h|q near h “ 0.
We say that f is differentiable on U when it is differentiable at every point of U .
Remark C.3. If f is differentiable at a P U , then f is continuous at the point a.
Remark C.4. Suppose that Φ : E Ñ F is a continuous R-linear map from E to some locally convex
space F . If f is differentiable at some point a P U , then Φ ˝ f is differentiable at a as well, and we
have DpΦ ˝ fqpaq “ Φ ˝ rDfpaqs.
In the following we let pe1, . . . , edq be the canonical basis of Rd.
Definition C.5. For j “ 1, . . . , d, the partial derivative with respect to xj at a given point a P U
of a map f : U Ñ E is defined by
Bxjfpaq “ lim
tÑ0
1
t
pfpa` tejq ´ fpaqq ,
whenever the limit exists.
Remark C.6. If f is differentiable at a P U , then all the partial derivatives Bx1fpaq, . . . , Bxdfpaq
exist and we have Bxjfpaq “ Dfpaqej for j “ 1, . . . , d.
Remark C.7. Suppose that Φ : E Ñ F is a continuous R-linear map from E to some locally convex
space F . If Bxjfpaq exists, then Bxj pΦ ˝ fqpaq exists as well, and we have
(C.1) Bxj pΦ ˝ fqpaq “ ΦrBxjfpaqs.
Definition C.8. We say that a map f : U Ñ E is C1 when the partial derivatives Bx1fpxq, . . . , Bxdfpxq
exist for all x P U and define continuous maps from U to E.
Lemma C.9. Assume that f : U Ñ E is a C1-map. Let Φ : E Ñ F be a continuous R-linear
map from E to some locally convex space F . Then Φ ˝ f : U Ñ F is a C1-map and its partial
derivatives are given by (C.1).
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Proof. It follows from Remark C.7 that Bx1rΦ ˝ f spxq, . . . , BxdrΦ ˝ f spxq exist for all x P U and
are given by (C.1). As Φ and Bx1f, . . . , Bxdf are continuous maps, we further see that the partial
derivatives of Φ ˝ f are continuous, i.e., Φ ˝ f is a C1-map. 
Lemma C.10. Suppose that f : U Ñ E is a C1-map.
(i) Let x P U and δ ą 0 be such that Bpx, δq Ă U . Then, for |h| ă δ, we have
(C.2) fpx` hq “ fpxq `
ÿ
1ďjďd
hj
ż 1
0
Bxjfpx` thqdt.
(ii) f is differentiable on U and, for all x P U , we have
(C.3) Dfpxqh “
ÿ
1ďjďd
hjBxjfpxq, h P Rd.
In particular, f is continuous on U .
Proof. Let x P U and δ ą 0 be such that Bpx, δq Ă U . In addition, let ϕ P E1. By Lemma C.9 the
function ϕ ˝ f is C1 and we have Bxj pϕ ˝ fqpxq “ ϕpBxjfpxqq for all x P U . Therefore, the Taylor
formula at order 1 ensures us that for |h| ă δ we have
ϕ rfpx` hqs ´ ϕ rfpxqs “
ÿ
1ďjďd
hj
ż
1
0
ϕ
“Bxjfpx` thq‰ dt
“
ÿ
1ďjďd
hjϕ
ˆż
1
0
Bxjfpx` thqdt
˙
.
As E1 separates the points of E, we obtain (C.2).
It follows from (C.2) that, for |h| ă δ, we have
fpx` hq ´ fpxq ´
ÿ
1ďjďd
hjBxjfpxq “
ÿ
1ďjďd
hj
ż 1
0
“Bxjfpx` thq ´ Bxjfpxq‰ dt.
In order to prove that f is differentiable at x and its differential Dfpxq is given by (C.3) it is
enough to show that, for j “ 1, . . . , d, we have
(C.4) lim
hÑ0
ż
1
0
“Bxjfpx` thq ´ Bxjfpxq‰ dt “ 0.
To see this let p be a continuous semi-norm on E. In addition, let ǫ ą 0. As Bxjf is continuous at
x, there is δ1 P p0, δq such that ppBxjfpx1q ´ Bxjfpxqq ď ǫ whenever |x1 ´ x| ď δ1. Combining this
with (B.7) we deduce that, for |h| ď δ1, we have
p
ˆż 1
0
“Bxjfpx` thq ´ Bxjfpxq‰ dt
˙
ď
ż 1
0
p
“Bxjfpx` thq ´ Bxjfpxq‰ dt ď ǫ.
This proves (C.4) and completes the proof. 
Definition C.11. We say that a map f : U Ñ E is CN , N ě 1, when all the partial derivatives
Bxj1 ¨ ¨ ¨ Bxjlfpxq of order ď N exist at every point x P U and give rise to continuous maps from U
to E.
Remark C.12. For a map f : U Ñ E to be CN it is enough to assume the existence of all partial
derivatives of order ď N and require those of order N to be continuous. By Lemma C.10 this
implies the continuity of the partial derivatives of order ď N ´ 1.
Lemma C.13. Let f : U Ñ E be a CN -map, N ě 2. Then, for every pj1, . . . , jN q P t1, . . . , duN
and every permutation pj11, . . . , j1N q of pj1, . . . , jN q we have
Bxj1
1
¨ ¨ ¨ Bxj1
N
f “ Bxj1 ¨ ¨ ¨ BxjN f.
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Proof. Let ϕ P E1. We know by Lemma C.9 that ϕ˝ f is a C1-function and Bxipϕ˝ fq “ ϕ˝ pBxifq
for i “ 1, . . . , d. As Bxif is a C1-map this also implies that Bxipϕ ˝ fq is C1 and BxjBxipϕ ˝ fq “
Bxjϕ ˝ pBxifq “ ϕ ˝ pBxjBxifq. In particular, the function ϕ ˝ f is C2. Thus, for all x P U , we have
ϕ ˝ “BxjBxifpxq‰ “ BxjBxipϕ ˝ fqpxq “ BxiBxjpϕ ˝ fqpxq “ ϕ ˝ “BxiBxjfpxq‰ .
As E1 separates the points of E, we see that BxjBxif “ BxiBxjf for i, j “ 1, . . . , d. This proves the
result for N “ 2. An induction then proves the result for N ě 3. The proof is complete. 
In what follows, given any CN -map f : U Ñ E and any multi-order α P Nd
0
, |α| ď N , we set
Bαx fpxq “ Bα1x1 ¨ ¨ ¨ Bαdxd fpxq, x P U.
We make the convention that Bαx fpxq “ fpxq when α “ 0. By using Lemma C.9 and arguing by
induction we obtain the following statement.
Proposition C.14. Suppose that Φ : E Ñ F is a continuous R-linear map from E to some locally
convex space F . Let f : U Ñ E be a CN -map, N ě 1. Then Φ ˝ f is a CN -map and, for every
multi-order α P Nd
0
, |α| ď N , we have
(C.5) Bαx rΦ ˝ f s pxq “ Φ rBαxfpxqs @x P U.
By using Proposition C.14, the Taylor formula for CN -functions and arguing as in the proof of
Lemma C.10 we obtain the following version of Taylor’s formula.
Proposition C.15. Let f : U Ñ E be a CN -map, N ě 1. In addition, let x P U and δ ą 0 be
such that Bpx, δq Ă U . Then, for |h| ă δ, we have
fpx` hq “
ÿ
|α|ăN
hα
α!
Bαx fpxq `
ÿ
|α|“N
hα
ż
1
0
p1´ tqN´1Bαxfpx` thqdt.
Definition C.16. We say that a map f : U Ñ E is C8 (or smooth) when it is CN for all N ě 1.
As an immediate consequence of Proposition C.14 we obtain the following result.
Proposition C.17. Suppose that Φ : E Ñ F is a continuous R-linear map from E to some locally
convex space F . Let f : U Ñ E be a smooth map. Then Φ ˝ f : U Ñ F is a smooth map whose
partial derivatives of any order are given by (C.5).
We also mention the following version of Leibniz’s rule.
Proposition C.18. Suppose that Φ : E1 ˆE2 Ñ E is a (jointly) continuous R-bilinear map. Let
f1 : U Ñ E1 and f2 : U Ñ E2 be C8-maps. Then xÑ Φrf1pxq, f2pxqs is a C8-map from U to E.
Moreover, for every multi-order α, we have
(C.6) BαxΦ rf1pxq, f2pxqs “
ÿ
β`γ“α
ˆ
α
β
˙
Φ
“Bβxf1pxq, Bγxf2pxq‰ @x P U.
Proof. Let x P U . For j “ 1, . . . , d and t ‰ 0 small enough, we have
(C.7)
1
t
ˆ
Φ rf1px` tejq, f2px` tejqs ´ Φ rf1pxq, f2pxqs
˙
“ Φ
ˆ
1
t
rf1px` tejq ´ f1pxqs , f2px` tejq
˙
` Φ
ˆ
f1pxq, 1
t
rf2px` tejq ´ f2pxqs
˙
.
By assumption Φ : E1 ˆ E2 Ñ E is a continuous bilinear map and 1t rfℓpx ` tejq ´ fℓpxqs, ℓ “
1, 2, converges to Bxjfℓpxq in Eℓ. Therefore, the r.h.s. of (C.7) converges to ΦrBxjf1pxq, f2pxqs `
Φrf1pxq, Bxjf2pxqs in E as tÑ 0. Thus, for j “ 1, . . . , d, we have
BxjΦ rf1pxq, f2pxqs “ Φ
“Bxjf1pxq, f2pxq‰ ` Φ “f1pxq, Bxjf2pxq‰ .
This proves (C.6) when |α| “ 1. Together with the continuity of Φ and of f1 and f2 and their
partial derivatives this further ensures us that xÑ Φrf1pxq, f2pxqs is a C1-map from U to E. An
induction then shows that, for every integer N ě 1, the map x Ñ Φrf1pxq, f2pxqs is a CN -map
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and all its partial derivatives of order ď N satisfy (C.6). Incidentally, this is a C8-map. The
proof is complete. 
Remark C.19. As it follows from the above proof, if we only assume the maps f1 and f2 to be
CN , N ě 1, then the map x Ñ Φrf1pxq, f2pxqs is CN and all its partial derivatives of order ď N
satisfy the Leibniz rule (C.6).
Specializing Proposition C.18 to the scalar multiplication C ˆ E Ñ E yields the following
statement.
Corollary C.20. Let u : U Ñ C and f : U Ñ E be C8-maps. Then xÑ upxqfpxq is a C8-map
from U to E, and, for every multi-order α, we have
Bαx rupxqfpxqs “
ÿ
β`γ“α
ˆ
α
β
˙
BβxupxqBγxfpxq @x P U.
In the case of locally convex algebras we obtain the following result.
Corollary C.21. Suppose that A is a locally convex algebra. Let f1 : U Ñ A and f2 : U Ñ A
be C8-maps. Then the pointwise product xÑ f1pxqf2pxq is a smooth map from U to A and, for
every multi-order α, we have
Bαx rf1pxqf2pxqs “
ÿ
β`γ“α
ˆ
α
β
˙
Bβxf1pxqBγxf2pxq @x P U.
In what follows, we denote by C8pU ;Eq the space of smooth maps f : U Ñ E. We equip it
with the locally convex topology generated by the semi-norms,
(C.8) f Ñ sup
xPK
p rBαx fpxqs ,
where α ranges over Nd0, K ranges over compact sets of U , and p ranges over continuous semi-norms
on E.
Lemma C.22. Suppose that E is metrizable. Let pfℓqℓě0 be a sequence of C1-maps from U to E
such that:
(i) The maps fℓpxq converge to fpxq uniformly on compact sets of U .
(ii) For j “ 1, . . . , d, the partial derivatives Bxjfℓpxq converge to gjpxq uniformly on compact
sets of U .
Then the map f : U Ñ E is C1 and Bxjf “ gj for j “ 1, . . . , d.
Proof. The above assumptions imply that f, g1, . . . , gd are continuous maps from U to E. Let
x P U and δ ą 0 be such that Bpx, δq Ă U . We also let pe1, . . . , edq be the canonical basis of Rd.
By Lemma C.10, for |t| ď δ and j “ 1, . . . , d, we have
fℓpx` tejq ´ fℓpxq “ t
ż
1
0
Bxjfℓpx` stejqds for all ℓ ě 0.
The assumption (i) ensures us that the l.h.s. converges to fpx ` tejq ´ fpxq in E as ℓ Ñ 8.
In addition, the assumption (ii) implies that the maps r0, 1s Q s Ñ Bxjfℓpx ` stejq P E con-
verge uniformly to the map s Ñ gjpx ` stejq. Therefore, the continuity of the Riemann integral
(cf. Proposition B.4) ensures us that
ş
1
0
Bxjfℓpx ` stejqdt converges to
ş
1
0
gjpx ` stejqdt in E as
ℓÑ8. It then follows that
fpx` tejq ´ fpxq “ t
ż
1
0
gjpx ` stejqdt.
As E is metrizable, the continuous map gj : U Ñ E is uniformly continuous on the compact set
Bpx, δq. This implies that, as t Ñ 0, the continuous maps r0, 1s Q s Ñ gjpx ` stejq P E converge
uniformly to the constant map s Ñ gjpxq. Using the continuity of the Riemann integral once
again we see that
lim
tÑ0
1
t
pfpx` tejq ´ fpxqq “ lim
tÑ0
ż
1
0
gjpx` stejqds “
ż
1
0
gjpxqds “ gjpxq.
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This is shows that, for all x P U and j “ 1, . . . , d, the partial derivative Bxjfpxq exists and is equal
to gjpxq. As g1, . . . , gd are continuous maps we then conclude that f is a C1-map. The proof is
complete. 
Proposition C.23. Suppose that E is a Fre´chet space. Then C8pU ;Eq is a Fre´chet space.
Proof. As E is a Fre´chet space, C8pU ;Eq is Hausdorff and its topology is generated by a countable
family of semi-norms. It remains to show that C8pU ;Eq is complete. In what follows we equip the
space C0pU ;Eq with the topology of uniform convergence on compact sets of U , i.e., the locally
convex topology generated by the semi-norms (C.8) with α “ 0. As E is a complete metrizable
space, C0pU ;Eq is a complete metrizable space as well.
Let pfℓqℓě0 be a Cauchy sequence in C8pU ;Eq. For every multi-order α, the sequence pBαx fℓqℓě0
is a Cauchy sequence in C0pU ;Eq, and so there is a map gα P C0pU ;Eq such that Bαfℓ converges
to gα in C
0pU ;Eq. Using Lemma C.22 we see that gα : U Ñ E is a C1-map and BxjBαx fℓ converges
to Bxjgα in C0pU ;Eq for j “ 1, . . . , d. Thus, if we set f :“ g0, then an induction shows that, for
every N ě 0, the map f : U Ñ E is CN and Bαx f “ gα for |α| ď N . It then follows that f : U Ñ E
is a C8-map and, for all multi-orders α, the map Bαx fℓ converges to gα “ Bαx f in C0pU ;Eq. That
is, fℓ converges to f in C
8pU ;Eq. This establishes the completeness of C8pU ;Eq. The proof is
complete. 
Remark C.24. If we further assume that E is a Fre´chet-Montel space, then it can be shown that
C8pU ;Eq is a Fre´chet-Montel space as well.
Remark C.25. Given N P N, let us denote by CN pU ;Eq the space of CN -maps f : U Ñ E. We
equip it with the topology generated by the semi-norms (C.8) with |α| ď N . Then the above proof
shows that CN pU ;Eq is a Fre´chet space when E is a Fre´chet space. In particular, this is a Banach
space when E is a Banach space.
C.2. Differentiation under the integral sign. In what follows we assume that E is a quasi-
complete Suslin locally convex space. We also let U be an open set of Rd, d ě 1, and pX,S, µq a
σ-finite measured space.
Lemma C.26. Let px, yq Ñ F px, yq be a map from U ˆX to E such that:
(i) F px, yq is integrable with respect to y and is continuous with respect to x.
(ii) For every continuous semi-norm p on E, there is a function gppyq P L1µpXq such that
p rF px, yqs ď gppyq @px, yq P U ˆX.
Then xÑ ş
X
F px, yqdµpyq is a continuous map from U to E.
Proof. Let x P U and pxℓqℓě0 Ă U be a sequence converging to x. By (i) the maps F pxℓ, ¨q, ℓ ě 0,
are integrable and converge pointwise to F px, ¨q. In addition, by (ii) for every continuous semi-norm
p on E, we have prF pxℓ, yqs ď gppyq for all y P X and ℓ ě 0. It then follows from Proposition B.20
that
ş
X
F pxℓ, yqdµpyq Ñ
ş
X
F px, yqdµpyq. This shows that the map x Ñ ş
X
F px, yqdµpyq is
continuous everywhere on U . The proof is complete. 
Lemma C.27. Let px, yq Ñ F px, yq be a map from U ˆX to E such that:
(i) F px, yq is integrable with respect to y and is C1 with respect to x.
(ii) For every continuous semi-norm p on E, there is a function gppyq P L1µpXq such that, for
j “ 1, . . . , d, we have
p
“BxjF px, yq‰ ď gppyq @px, yq P U ˆX.
Then xÑ ş
X
F px, yqdµpyq is a C1-map from U to E, and, for j “ 1, . . . , d, we have
Bxj
ż
X
F px, yqdµpyq “
ż
X
BxjF px, yqdµpyq @x P U.
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Proof. Let x P U and δ ą 0 be such that Bpx, δq Ă U . We denote by pe1, . . . , edq the canonical
basis of Rd. Given j P t1, . . . , du, for 0 ă |t| ă δ and y P X , we set
Gjpt, yq “ 1
t
pF px` tej , yq ´ F px, yqq .
As F px, yq is C1 with respect to x, it follows from Lemma C.10 that we have
Gjpt, yq “
ż
1
0
BxjF px` stej, yqds.
Combining this with (ii) and (B.7) shows that, for every continuous semi-norm p on E, we have
(C.9) p rGjpt, yqs ď
ż
1
0
p
“BxjF px` stej , yq‰ ds ď gppyq.
Let ptℓqℓě0 Ă p´δ, 0q Y p0, δq be a sequence converging to 0. It follows from (i) that the maps
Gjptℓ, ¨q are integrable maps that converge pointwise to BxjF px, ¨q. Combining this with (C.9)
allows us to apply Proposition B.20 to get
lim
ℓÑ8
1
tℓ
ˆż
X
F px` tℓej , yqdµpyq ´
ż
X
F px, yqdµpyq
˙
“ lim
ℓÑ8
ż
X
Gjptℓ, yqdµpyq
“
ż
X
BxjF px, yqdµpyq.
This shows that Bxj
ş
X
F px, yqdµpyq exists and is equal to ş
X
BxjF px, yqdµpyq. Furthermore, it
follows from (i)–(ii) and Lemma C.26 that x Ñ ş
X
BxjF px, yqdµpyq is a continuous map from
U to E. Therefore, we see that x Ñ ş
X
F px, yqdµpyq is a C1-map from U to E. The proof is
complete. 
Lemma C.27 and a straightforward induction lead us to the following result.
Proposition C.28. Let px, yq Ñ F px, yq be a map from U ˆX to E such that:
(i) F px, yq is integrable with respect to y and is C8 with respect to x.
(ii) For every continuous semi-norm p on E and multi-order α P Nd0, there is a function
gp,αpyq P L1µpXq such that
p rBαxF px, yqs ď gp,αpyq @px, yq P U ˆX.
Then xÑ ş
X
F px, yqdµpyq is a C8-map from U to E, and, for every α P Nd0, we have
Bαx
ż
X
F px, yqdµpyq “
ż
X
BαxF px, yqdµpyq @x P U.
C.3. Fourier transform and Schwartz’s class. Suppose that E is a quasi-complete Suslin
locally convex space. In what follows all notions of integrability are with respect to the Lebesgue
measure on Rn, n ě 1.
We define the Fourier transform of integrable E-valued maps as follows.
Definition C.29. Let f : Rn Ñ E be an integrable map. Its Fourier transform fˆ : Rn Ñ E is
defined by
fˆpξq “
ż
e´ix¨ξfpxqdx, ξ P Rn.
Remark C.30. The Fourier transform fˆpξq is well defined since, for every continuous semi-norm p
on E, we have
(C.10)
ż
p
“
e´ix¨ξfpxq‰ dx “ ż p rfpxqs dx ă 8.
Remark C.31. Suppose that Φ : E Ñ F is a continuous C-linear map from E to some quasi-
complete Suslin locally convex space F . Let f : Rn Ñ E be an integrable map. We know by
Proposition B.19 that the map Φ ˝ f : Rn Ñ F is integrable. Moreover, by using (B.9) we get
(C.11) Φ
”
fˆpξq
ı
“
ż
e´ix¨ξΦ rfpxqs dx “ rΦ ˝ f s p^ξq.
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Let us denote by C0b pRn;Eq the space of bounded continuous maps f : Rn Ñ E. We equip it
with the locally convex topology generated by the semi-norms,
f ÝÑ sup
xPRn
p rfpxqs ,
where p ranges over continuous semi-norms on E.
Proposition C.32. The Fourier transform gives rise to a continuous linear map from L1pRn;Eq
to C0b pRn;Eq.
Proof. Let f : Rn Ñ E be an integrable map. The map Rn ˆ Rn Q pξ, xq Ñ e´ix¨ξfpxq P E is
continuous with respect to ξ and integrable with respect to x. Moreover, given any continuous
semi-norm p on E, we have pre´ix¨ξfpxqs “ prfpxqs P L1pRnq for all ξ P Rn. Therefore, it follows
from Lemma C.26 that fˆ : ξ Ñ ş e´ix¨ξfpxqdx is a continuous map from Rn to E. In addition, by
using (B.7) and (C.10) we see that, for every continuous semi-norm p on E, we have
(C.12) sup
ξPRn
p
”
fˆpξq
ı
ď sup
ξPRn
ż
p
“
e´ix¨ξfpxq‰ dx “ ż p rfpxqs dx.
Therefore, we see that fˆ P C0b pRn;Eq and depends continuously on f P L1pRn;Eq. This proves
the result. 
Definition C.33. The Schwartz class S pRn;Eq consists of all smooth maps f : Rn Ñ E such
that the maps xαBβxf : Rn Ñ E are bounded for all multi-orders α and β.
Remark C.34. The above definition of S pRn;Eq continues to makes sense when E is any locally
convex space.
We equip S pRn;Eq with the locally convex topology generated by the semi-norms,
f ÝÑ sup
xPRn
p
“
xαBβxfpxq
‰
,
where α and β range over Nn
0
and p ranges over all continuous semi-norms on E.
Proposition C.35. Suppose that Φ : E Ñ F is a continuous R-linear map from E to some locally
convex space F . Then, for every f P S pRn;Eq, the composition Φ ˝ f is in S pRn;F q.
Proof. Let f P S pRn;Eq. It follows from Proposition C.17 that Φ˝f is a smooth map from Rn to
F such that Bαx rΦ ˝ f s “ Φ ˝ Bαx f for all α P Nn0 . Given α, β P Nn0 , set Bαβ “ txαBβxfpxq; x P Rnu.
Then txαBβx rΦ ˝ f spxq; x P Rnu “ ΦpBαβq. As Φ is a continuous map and Bαβ is a bounded set of
E, we deduce that the range of the map xαBβx rΦ ˝ f s is bounded in F . It then follows that Φ ˝ f
is in S pRn;F q. The proof is complete. 
Remark C.36. It is immediate from the definition of the topology of S pRn;Eq that the partial
derivatives Bxj , j “ 1, . . . , n, induce continuous linear endomorphism on S pRn;Eq. By using
the Leibniz rule (C.6) it can be shown that the multiplication operators by the coordinates xj ,
j “ 1, . . . , n, also induce continuous linear endomorphism on S pRn;Eq. It then follows that, for all
multi-orders α and β, the differential operator xαBβx gives rise to a continuous linear endomorphism
on S pRn;Eq.
Remark C.37. When E is a Fre´chet space (resp., Fre´chet-Montel space) it can be shown that
S pRn;Eq is a Fre´chet space (resp., Fre´chet-Montel space).
Proposition C.38. The following holds.
(1) The Fourier transform induces a continuous endomorphism on S pRn;Eq.
(2) Let f P S pRn;Eq. Then, for every multi-order α, we have
(C.13) Dαξ f “ p´1q|α| rxαf s^ and ξαfˆ “ rDαxf s^ .
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Proof. Given any continuous semi-norm p on E, we denote by qp the semi-norm on S pRn;Eq
defined by
qppfq “ sup
xPRn
p1` |x|qn`1p rfpxqs , f P S pRn;Eq.
This is a continuous semi-norm on S pRn;Eq. Furthermore, by using (C.12) we see that, for every
f P S pRn;Eq, we have
(C.14) sup
ξPRn
p
”
fˆpξq
ı
ď
ż
p rfpxqs dx ď
ż
qppfqp1 ` |x|q´pn`1qdx “ Cqppfq,
where we have set C “ şp1` |x|q´pn`1qdx.
Let f P S pRn;Eq. The map RnˆRn Q pξ, xq Ñ e´ix¨ξfpxq P E is smooth with respect to ξ and
is integrable with respect to x. Moreover, given any multi-order α and any continuous semi-norm
p on E, we have
p
“Bαξ pe´ix¨ξfpxqq‰ “ p rxαfpxqs ď qppxαfq p1` |x|q´pn`1q .
Therefore, it follows from Proposition C.28 that the Fourier transform fˆ : ξ Ñ ş e´ix¨ξfpxqdx is a
smooth map from Rn to E. Furthermore, for every multi-order α, we have
(C.15) Dαξ fˆpξq “
ż
Dαξ
“
e´ix¨ξfpxq‰ dx “ p´1q|α| ż xαe´ix¨ξfpxqdx “ p´1q|α| rxαf s p^ξq.
Let α P Nn
0
and ϕ P E1. By Proposition C.17 and Proposition C.35 the function ϕ ˝ f is
Schwartz-class and Dαx rϕ ˝ f s “ ϕ ˝Dαxf . Therefore, by using (C.11) we see that, for all ξ P Rn,
we have
ϕ rpDαx fq p^ξqs “ rϕ ˝Dαxf s p^ξq “ rDαx pϕ ˝ fqs p^ξq “ ξα pϕ ˝ fq p^ξq “ ϕ
”
ξαfˆpξq
ı
.
As E1 separates the points of E, we then deduce that rDαxf s^ “ ξαfˆ . Together with (C.15) this
proves (C.13).
Combining (C.13) and (C.14) shows that, given any continuous semi-norm p on E and multi-
orders α and β, we have
sup
ξPRn
p
”
ξαD
β
ξ fˆpξq
ı
“ sup
ξPRn
p
”“
Dαx pxβfq
‰^pξqı ď Cqp “Dαx pxβfq‰ .
This shows that fˆ : Rn Ñ E is a Schwartz-class map. Note that f Ñ qp
“
Dαx pxβfq
‰
is a contin-
uous semi-norm on S pRn;Eq, since qp is a continuous semi-norm on S pRn;Eq and we know by
Remark C.36 that Dαxx
β : S pRn;Eq Ñ S pRn;Eq is a continuous linear endomorphism. It then
follows that the Fourier transform induces a continuous linear endomorphism on S pRn;Eq. The
proof is complete. 
If f : Rn Ñ E is an integrable map, then its inverse Fourier transform fˇ : Rn Ñ E is given by
fˇpxq “
ż
eix¨ξfpξqd¯ξ, x P Rn,
where we have set d¯ξ “ p2πq´ndξ. The inverse Fourier transform satisfies the same kind of prop-
erties as that of the Fourier transform. In particular, it induces a continuous linear endomorphism
on S pRn;Eq.
Proposition C.39. For all f P S pRn;Eq, we have”
fˆ
ı_
“ f and “fˇ‰^ “ f.
In particular, the Fourier transform and the inverse Fourier transform induce on S pRn;Eq con-
tinuous linear isomorphisms that are inverses of each other.
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Proof. Let f P S pRn;Eq. Then f and fˆ are both integrable maps from Rn to E. In addition,
let ϕ P E1. We know by Proposition C.35 that ϕ ˝ f is a Schwartz-class function. Therefore, by
using (C.11) and the usual Fourier inversion formula for Schwartz-class functions, we see that, for
all x P Rn, we have
ϕ
”´
fˆ
¯_
pxq
ı
“
”
ϕ ˝ fˆ
ı_
pxq “ rpϕ ˝ fq^s_pxq “ ϕ rfpxqs .
As E1 separates the points of E, we deduce that
´
fˆ
¯_
“ f . The equality `fˇ˘^ “ f is proved
similarly. The proof is complete. 
Remark C.40. All the above results on the Fourier transform hold verbatim for Schwartz-class
maps with values in locally convex spaces that are not quasi-complete Suslin spaces, providing we
define the Fourier and inverse Fourier transforms as improper Riemann integrals.
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