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Abstract
This research is themed around development of tools for discrete analysis of stochastic
processes subject to limited or missing data; more specifically, estimation of stochastic
process power spectra from which new process time-histories may be simulated. In
this context, the author proposes three novel approaches to power spectrum estimation
subject to missing data which comprise the main body of this work. Of particular
importance is the fact that all three approaches are adaptable for use in both stationary
and evolutionary power spectrum estimation. Numerous arrangements of missing data
are tested to simulate a range of possible scenarios to demonstrate the versatility of the
proposed methodologies.
The first of the three approaches uses an artificial neural network (ANN) based
model for stochastic process power spectrum estimation subject to limited / missing
data. In this regard, an appropriately defined ANN is utilized to capture the stochastic
pattern in the available data in an “average sense”. Next, the extrapolation capabili-
ties of the ANN are exploited for generating realizations of the underlying stochastic
process. Finally, power spectrum estimates are derived based on established frequency
(e.g. Fourier analysis), or versatile joint time-frequency analysis techniques (e.g. har-
monic wavelets) for the cases of stationary and non-stationary stochastic processes,
respectively. One of the significant advantages of the approach relates to the fact that
no a priori knowledge about the data is assumed.
The second approach uses compressive sensing (CS) to solve the same problem. In
this setting, further assumptions are imposed on the nature of the underlying process
of interest than in the ANN case, in particular that of sparsity in the frequency do-
main. The advantages being that when compared to ANN, significant improvements
in efficiency and accuracy are achieved with increased reliability for larger amounts
of missing data. Specifically, first an appropriate basis is selected for expanding the
signal recorded in the time domain. As with the ANN approach, Fourier and harmonic
wavelet bases are utilized. Next, an L1 norm minimization procedure is performed for
obtaining the sparsest representation of the signal in the selected basis. Further, an
adaptive basis procedure is introduced that significantly improves results when working
with stochastic process record ensembles.
The final approach is somewhat different, in that it aims to quantify uncertainty in
power spectrum estimation subject to missing data rather than provide deterministic
predictions. By relying on relatively relaxed assumptions for the missing data, utilizing
fundamental concepts from probability theory, and resorting to Fourier and harmonic
wavelets based representations of stationary and non-stationary stochastic processes,
respectively, a closed-form expression is derived for the probability density function
(PDF) of the power spectrum value corresponding to a specific frequency. Numerical
examples demonstrate the large extent to which any given single estimate using deter-
ministic methods, even for small amounts of missing data, may be unrepresentative of
the target spectrum. In this regard, this probabilistic approach can be potentially used
to bound deterministic estimates, providing specific validation criteria for missing data
reconstruction.
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Chapter 1
Introduction
1.1 Rationale and objectives
Probabilistic engineering simulations often require models for the engineering system
excitation/response processes. For stochastic process model based Monte Carlo simula-
tions to be reliable, modelling/estimation techniques often require a significant amount
of data and/or some prior knowledge of the underlying physics of the process; i.e. the
more data on which a model is built, the more statistically accurate the simulation is
likely to be. The data collected is of course dependant upon the process that needs
to be modelled. For system excitation (particularly civil engineering structures) we
are often interested in environmental stochastic processes. To model an earthquake
process, accelerogram data may be collected (ground acceleration set against time); to
model the effects of wind, it may be important to capture changes in pressure against
time; to model ocean storms and tidal patterns, the source data will likely take the
form of water height over time. All of these examples have a common factor in that
they are time-dependant. Although variation in the time-domain is not a requirement
of stochastic processes in general, nor does it define a restriction for the methodologies
presented herein, it provides a good basis for presenting many practical problems of a
similar nature and in considering analysis of frequency dependant properties. In this
regard, it is important to note that a time-based model definition of a stochastic process
can take many forms. It could be as simple as an estimation of the mean and variance
of a process, or as complex as a complete probability density function (PDF) with cor-
relation defined for all time. Often, especially when dealing with processes that exhibit
some underlying harmonic behaviour, an estimation of the process power spectral den-
sity is key [1]. A reliable spectral model providing frequency dependant information
can be of significant importance in investigating the response of an engineering system
to stochastic input. However, a basic spectral model may only describe a stationary
process, i.e. one in which the spectral content does not change over time. This as-
sumption of stationarity often produces a poor approximation of the true process, as
many important processes of interest are non-stationary in nature. For example, the
frequency content of an earthquake induced excitation can change dramatically over its
duration, and wind systems may contain short infrequent bursts that do not conform
to the otherwise stationarity of the rest of the process. Hence, in many cases, realiza-
tion of time-dependant properties of stochastic processes are also considered central to
defining reliable spectral models [2, 3]. For these reasons, power spectrum estimation,
and in particular its non-stationary form (in time) is a primary focus in this work.
No two continuous stochastic processes are identical, as is the nature of stochas-
ticity; one wind storm will never have exactly the same properties as another; no two
earthquakes will produce exactly the same vibrations. Therefore, from a statistical
standpoint, the more data there is available, the better we can understand a process or
class of processes. Unfortunately it is not possible to gather an infinite amount of data,
from an infinite number of properties. Available data is often quite limited, an issue
that makes it difficult to build a reliable model which we can be confident encompasses
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all relevant features of the process. Practical reasons for having limited data include
the following:
• Equipment failure
This is a possibility whenever using sensory equipment to detect and record
stochastic processes. If a sensor becomes damaged, perhaps even as a result
of the process itself, data may be lost.
• Sensor limitations
Sensors for detecting vibrations, displacements, pressures etc will operate to some
threshold limits. High fidelity sensors with a wide operational range can be
expensive, and so in some cases the equipment used to record a process may not
be able to capture extreme features.
• Maintenance
Sensory equipment may not be designed to operate indefinitely and as a result,
for long process recordings, may require intermittent maintenance.
• Bandwidth limitation
If sensors are used remotely then data must be transmitted wirelessly. The band-
width required to receive uncompressed data from multiple sensors may be too
great to process simultaneously. In these situations sensor data may be received
selectively in bursts, producing gaps in what would otherwise be a constant data
stream.
• Usage restrictions
It may be the case that to capture relevant data on the process of interest, expen-
sive specialist equipment is required; equipment that may need to be rented or
shared. Data that could have otherwise been captured, may have to be forfeited
when a third party needs access to the equipment.
• Acquisition restrictions
It could be the case that there are practical difficulties in being able to set up
equipment so that the process can be captured. For example, when using an
earth based telescope to detect objects in outer space, both cloud cover and the
earth’s rotation could prevent relevant data capture.
• Data corruption
When dealing with digital data, corruption is always a possibility; perhaps as a
result of accidental electrical damage or even malicious attack.
These are potential real issues in many engineering applications, and which in some
situations lead to highly limited and irregularly sampled data sets. In this regard,
when working with limited data, standard Fourier techniques for spectral estimation,
e.g. [4], can demonstrate poor performance. Fortunately there exist many algorithms
and procedures in the literature that provide alternatives to standard Fourier analysis
for spectral estimation in the presence of missing data. Nevertheless, most of these
alternatives come with certain drawbacks and often impose several assumptions on the
statistics of the underlying stochastic process. For instance, autoregressive methods can
be used to fit a model to the data, most often under the assumption that the source
time-history is relatively long and that the missing data are grouped [5, 6]. Further,
least-squares sinusoid fitting and zero-padded gaps [7, 8, 9] offer efficient solutions for re-
constructing the Fourier spectrum in the presence of missing data but suffer, in general,
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from falsely detected peaks, spectral leakage and significant loss of power as the number
of missing data increases. Other alternative approaches for spectral estimation in the
case of non-uniform sampling may impose restrictions on the nature of the missing data;
e.g., infrequent loss [10, 11] or assume that the underlying process comprises of a highly
limited number of significant harmonic components [12, 13]. Additional challenges arise
when dealing with non-stationary data. In this regard, to estimate the power spectrum
of a non-stationary process, the Gabor transform [14], wavelets [15, 16, 17, 18, 19],
chirplets [20] and the Wigner-Ville distribution [21, 22] present means of analysing
the non-stationary spectral content of a signal. Nevertheless, many of the approaches
for addressing missing data in the stationary case cannot be applied, at least in a
straightforward manner for non-stationary cases, or assume that the process is locally
stationary [23].
The limited breadth of tools available for spectral analysis of stochastic processes
in cases of missing data has led the author to develop new approaches to these prob-
lems, and is the primary motivating factor for this work. The need for such research is
strongly supported by academic literature, and its applications are numerous in address-
ing aspects of risk and uncertainty across multiple areas of engineering. In this thesis,
three novel approaches to problems associated with spectral estimation under missing
data are presented. Two of these centre around reconstructing incomplete/gappy data
sets, providing full, uniformly sampled time-histories for further analysis. The third is
a fundamentally different approach that aims to quantify the uncertainty in spectral
estimates due to missing data probabilistically.
1.2 Organization of thesis
The overall structure of this thesis is represented diagrammatically in Figure 1.1.
The main theoretical background upon which this work is based is first provided in
Chapter 2; where many of the ideas identified in this introduction are elaborated on in
detail. Certain features of this work, particularly in the numerical examples sections,
are similar across chapters. These include re-used pre-defined spectral models, numer-
ical transforms and simulations of missing data, which are all found towards the end
of Chapter 2; and are referred back to throughout the rest of the thesis. Chapters 3,
4 and 5 constitute the majority of the author’s original work, which has already been
peer-reviewed and benefited from the insights of other researchers, through presenta-
tions and publications at international conferences and in academic journals. Chapters
3 and 4 provide methodologies for data reconstruction via artificial neural networks
and compressive sensing respectively. Chapter 5 provides an alternative probabilistic
methodology for spectral estimation under missing data. Conclusions from these three
approaches are consolidated and presented in chapter 6, summarizing how the novel
aspects of this doctoral investigation both contribute to international scholarly work
and highlight areas of further research and collaboration.
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Figure 1.1: Thesis structure
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Chapter 2
Stochastic processes, power spectrum
estimation and missing data - an overview
2.1 Introduction
There is a wealth of information available on the subjects of stationary and non-
stationary stochastic process spectral analysis, and how to mitigate problems caused
by missing data, each method having its own advantages and disadvantages. As such,
this section provides a brief review of relevant elements of stochastic process theory and
spectrum estimation, as well as the motivations behind such analysis. This is followed
by a definition of the problems associated with missing data in power spectrum estima-
tion, along with the limitations of current spectral reconstruction methods. However,
first, building blocks for stationary and non-stationary stochastic process representation
applied in this doctoral investigation are discussed for completeness (this is primarily
a review of probability theory, Fourier and Wavelet analysis).
2.2 Random variables & Stochastic processes
Probability concepts surrounding random variables and stochastic processes will be
introduced here, providing a basis for signal transforms introduced in the next section.
2.2.1 Probability density functions
A random variable is a mathematical mapping from events on a probability space to
the real line. It allows events to be represented in analytical form. If a real number,
x = X(ζ) is assigned to each possible outcome, X(ζ), of the probability space, S, then
X is defined on the real line and X = a, X ≤ a and a ≤ X ≤ b may be classed as
events. An example is given in Figure 2.1 where events E1 and E2 may be defined by
limits on the real line. Random variables may be discrete or continuous. Note that
most continuous events are already in numerical terms and the mapping from the event
space to the real line is likely direct, I.e., weight, temperature, distance etc.
Figure 2.1: Example sample space with two events mapped to the real
line
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For a random variable X, we can define an event, X ≤ x, to which some probability
is assigned. When defined for all x this is known as the cumulative distribution function
(CDF) denoted by,
FX(x) ≡ P (X ≤ x). (2.1)
For a discrete random variable, the probability pX(xi) ≡ P (X = xi) for all x is known
as the probability mass function (PMF). Hence the CDF for a discrete random variable
may be written,
FX(x) =
∑
all xi≤x
pX(xi). (2.2)
For the continuous case, the PMF is of no use; this is because the probability of the
event P (X = xi) in a continuous space is zero. Instead we define a probability density
function (PDF), fX(x), representing the probability per unit over the entire number
space. Hence, the probability of an event occurring in the interval [a, b], is given by
integrating the PDF between the interval limits,
P (a < X ≤ b) =
∫ b
a
fX(x)dx. (2.3)
Similarly to the discrete case, the continuous CDF is written,
FX(x) ≡ P (X ≤ x) =
∫ x
−∞
fX(u)du. (2.4)
In Eq.2.4 u is substituted for x to avoid its double definition as the static integral limit
and variable sample value. Hence if FX(x) has a first derivative, its PDF in terms of
its CDF is given by
fX(x) =
dFX(x)
dx
. (2.5)
2.2.2 Measures of dispersion
A single random variable is completely defined in a probabilistic sense by its CDF, PDF
or PMF. Other descriptors such as the central values (e.g., expectation, median, mode)
and distribution moments (e.g., variance, skewness, kurtosis) are often important for a
number of reasons. In practise the underlying distribution functions may not be known
and it may not be possible to estimate them reliably without significant amounts of
data. It is often much simpler to estimate the expectation, variance or other simple
descriptor of a random variable, which may be the only information required for many
practical applications. Further, some distribution functions may be completely defined
by these descriptors. For example, the Gaussian distribution function (Eq.2.6) is defined
by the expectation and variance of a random variable.
N(µ, σ2) ≡ fX(x, µ, σ) = 1
σ
√
2pi
e−
(x−µ)2
2σ2 , (2.6)
where µ is the process expectation, σ, the standard deviation (and σ2, the variance);
both of these are defined in the following.
For a discrete random variable, X, the expected value, denoted E[X], based on its
PMF is given by
E[X] =
∑
allxi
xipX(xi), (2.7)
I.e., the sum of all outcomes, weighted by their probability of occurrence. For the
continuous case the expected value is given by
E[X] =
∫ ∞
−∞
fx(x)dx. (2.8)
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Note also that the expectation of a function of X, E[g(X)], is known as the mathemat-
ical expectation and is also given by its weighted probability average,
E[g(X)] =
∫ ∞
−∞
g(x)fx(x)dx. (2.9)
Measures of dispersion give additional information concerning the arrangement of miss-
ing data. Of particular importance is the measure of how widely spread the data is
about its expected value, commonly determined by its variance or standard deviation.
The variance of a random variable is defined as the expectation of the square of its
deviation from its expected value. Hence for a discrete random variable with PMF,
pX(xi), its variance is given by
E[(X − E[X])2] =
∑
allxi
(xi − E[X])2pX(xi), (2.10)
and for a continuous process,
E[(X − E[X])2] =
∫ ∞
−∞
(x− E[X])2fX(x)dx. (2.11)
The square root of the variance is referred to as the standard deviation, usually denoted
by σ. The standard deviation is widely used in statistical analysis as a measure of
deviation from the mean as it is easy to calculate and has the same unit of measurement
as the random variable. However it important to note that the standard deviation is
not the same as the mean of the absolute deviations which may be a more robust
measure of dispersion, especially when samples of the random variable are likely to
deviate significantly from 1.
2.2.3 Multiple random variables
The concept of the random variable and its probability functions can be extended
to include multiple random variables. Consider two continuous independent random
variables, X and Y , each with its own probability density function. To compute the
probability that both P (X ≤ x) and P (Y ≤ y) simultaneously, we consider the joint
probability density function fX,Y (x, y). Hence,
P (X ≤ x, Y ≤ y) ≡ FX,Y (x, y) =
∫ x
−∞
∫ y
−∞
fX,Y (u, v)dvdu, (2.12)
where u and v are substituted for x and y to avoid their double definition as the static
integral limits and variable sample values and FX,Y (x, y) is the joint CDF. The bivariate
CDF can be extended to the multivariate CDF for n random variables,
FX1,X2,...,Xn(x1, x2, ..., xn) =
∫ x1
−∞
∫ x2
−∞
...
∫ xn
−∞
fX1,X2,...,Xn(u1, u2, ..., un)du1du2...dun.
(2.13)
Which may be written more conveniently in vector form,
FX(x) ≡ P (X ≤ x) =
∫ ∫
...
∫ x
−∞
fX(u)du. (2.14)
Hence, the multivariate PDF for n variables may be defined by
fX(x) =
∂nFX(x)
∂x
. (2.15)
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In many practical problems of interest, random variables may not be independent,
I.e., there is some relationship between them. We may determine the presence of a
linear statistical relationship between two random variables X and Y by way of their
covariance,
Cov(X,Y ) = E(XY )− E(X)E(Y ) (2.16)
The normalized covariance or “Pearson’s correlation” is often used in practise,
ρX,Y =
Cov(X,Y )
σXσY
(2.17)
and is a dimensionless coefficient with values in the range −1 ≤ ρX,Y ≤ 1.
2.2.4 Stochastic processes
We define a random variable, X as a rule for assigning a number, x = X(ζ), to every
possible event, ζ from a complete set of events. If we consider instead that a function,
x(t), is assigned to each of these events, we are left with a family or ‘ensemble’ of possible
realizations. This ensemble of functions is known as a stochastic process. In the same
way that a random variable is, in general (depending on the mapping), different for
each possible event, each function, x(t), is also different. These functions make up a
family or ’ensemble’ of possible realizations, this ensemble of functions is known as a
stochastic process. Hence, a stochastic process, X(t) is a rule for assigning a function,
x(t) = X(t, ζ), to every possible event in time from a complete set of events. Figure 2.2
shows three example sample realizations of a stochastic process. For each realization,
x(t) = X(t, ζ), t is variable and ζ is fixed. Further, the state of the stochastic process
at a given time, t is a random variable.
In the same way that two random variables are linked by their joint probability
density function, the random variables that make up a stochastic process are linked by
their nth order probability density function.
Stationary and non-stationary processes
In many practical cases, the generating mechanism behind a stochastic process varies
with time. However, depending on the type and magnitude of variation, as well as
acceptable assumptions for the engineering application in question, processes may be
considered stationary or non-stationary.
A stochastic process is called “Strict-Sense Stationary” (SSS) if its statistical prop-
erties are completely invariant to a shift in the origin. This means that for any process
that is SSS, its joint PDF up to n time steps (its nth order density) must be such that:
fX(x1, x2...xn; t1, t2...tn) = fX(x1, x2...xn; t1 + c, t2 + c...tn + c) (2.18)
Hence the marginal PDF of the process at any point is independent of time, i.e.,
fX(x, t) = fX(x) (2.19)
This means that the joint PDF of an SSS process is independent of c. Thus, if we set
c = −t2, the joint density at two points in time for an SSS process may be written,
fX(x1, x2; t1, t2) = fX(x1, x2; t1 − t2) (2.20)
So the joint density is dependent only upon the time difference τ = t1− t2. As a result,
the autocorrelation function R(t1, t2) is also dependent only upon τ ,
R(t1, t2) = E[X(t2 + τ)X(t2)] = E[X(t+ τ)X(t)] = R(τ) (2.21)
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Figure 2.2: Three sample functions of a stochastic process
The requirement that the entire PDF at any point is independent of time is a very
strict property and can be difficult to impose on a wide variety of real processes. A
weaker stationarity condition is often assumed instead. Rather than all statistics of the
PDF being dependent on time, only the first two statistical moments are fixed. I.e.,
E[X(t)] = E[X], (2.22)
and,
E[X(t)2] = E[X2]. (2.23)
Note here that E[Xn] is used in a point-wise sense, not as a matrix multiplication.
Again, the autocorrelation function R(t1, t2) is dependent only on τ , as in Eq.2.21.
This class of processes are referred to as “Wide-Sense Stationary” (WSS). Processes
referred to simply as “stationary” in the rest of the project may be assumed to be WSS.
Ergodicity
To find some statistical property of a stochastic process at a particular time, t, we can
calculate the expectation of that property across the ensemble. For example, to simply
find the expectation of the process at t = t1, we would evaluate E[X(t1)].
In a real scenario with real data, clearly several recorded realizations of the same
process are required to evaluate specific time dependant properties. The number of
realizations needed to reliably calculate the expectation at a specific time could be sig-
nificant, depending on the accuracy required and higher order statistics of the process.
For a reliable estimate thousands or more process realizations may be required and it is
seldom the case that this number are available. In fact, often only a single realization
of a recorded stochastic process will be available for analysis. Hence an alternative
practical method of estimating process statistics is required.
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As an example, consider calculating the mean, not from points at t = t1 across an
ensemble, but for a single process at all recorded points t0 ≤ t ≤ tp. First the process
must be stationary so that the expected result is independent of the specific times t0
and tp. Secondly it must be assumed that all process realizations in time (if they were
available) would have the same mean value when calculated over all t. Under these
conditions the process is ergodic in the mean sense.
If a process is ergodic in the nth central statistical moment then,
E[(X(t = t1)− E[X(t = t1)])n] = 1
p
∫ x=x(p)
x=x(0)
(x− E[X])ndx holds for p⇒∞ (2.24)
Hence, a process that is ergodic in all statistical moments must be SSS.
2.3 Review of Fourier analysis
With concepts of stochastic processes introduced, attention is now turned to meth-
ods of transforming and representing such processes and the advantages of doing so.
Transforms will be discussed first by considering deterministic signals, with stochastic
processes revisited in section 2.5.
2.3.1 Linear transforms
Definitions of vector spaces, linear independence, orthogonality and orthogonal trans-
forms are given here before introducing Fourier theory for completeness.
Vector spaces
A vector space is a set of vectors, V = {vi} and scalars, A = {ai} that have the
following properties:
1. Two vectors when added together form a third vector.
2. Any vector can be multiplied by a scalar to produce another vector
With these two operations, algebraic addition and multiplication properties must hold
for all vi ∈ V and ai ∈ A i.e.,
1. v1 + v2 = v2 + v1
2. (v1 + v2) + v3 = v1 + (v2 + v3)
3. a1(v1 + v2) = a1v1 + a1v2
4. (a1 + a2)v1 = a1v1 + a2v1
5. (a1a2)v1 = a1(a2v1)
Any sub-set of vectors from a full set that define a vector space may be referred to as
a vector “subspace”. Note therefore that a vector set may only be a subspace in the
context of another larger vector set.
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Linear independence
A set of vectors {v1, v2, · · · , vn} in the vector space V over the field A is defined as
“linearly independent” if
n∑
i=1
aivi = 0 (2.25)
holds only if all scalars {ai} are equal to zero. Therefore within a set of linearly indepen-
dent vectors, it is not possible to write any one vector in terms of linear combinations
of others in the set.
Orthogonality
Two vectors are defined as “orthogonal” if their inner product is equal to zero. Hence
for two discrete mutually orthogonal vectors v1 and v2 both of length N ,
〈v1|v2〉 =
N∑
n=1
v1(n)v2(n) = 0 (2.26)
and for continuous orthogonal vectors,
〈v1|v2〉 =
∫
v1(x)v2(x)dx = 0 (2.27)
with appropriate integration boundaries (the bar indicates the complex conjugate for
complex vectors). Similarly, two functions may be defined as orthogonal if their inner
product is equal to zero. Orthogonality is a general feature of complex exponential
signals of different frequency.
Orthogonal bases and transforms
A basis is a set of linearly independent vectors that span a given vector space. Any
vector within the space may be represented by a unique combination of the basis vectors.
Imposing orthogonality on a basis means that all pairs of basis vectors must be mutually
orthogonal. To represent a given vector by components of an orthogonal basis which
it is a part of, it must undergo a linear transformation. For a discrete signal, a basis
transformation matrix is used to transform between two finite-dimensional vectors of
equal length. Hence if X is a vector, Y is the same vector mapped on to a new vector
space V and A is basis transformation matrix spanning V then,
Y = AX (2.28)
These concepts form the foundations of Fourier and wavelet transforms which feature
heavily in the rest of this text.
2.3.2 Fourier transform
Any arbitrary periodic function of time can be expressed as an infinite sum of sine
and cosine functions. The resulting expression is known as a Fourier series and is
demonstrated, explained or at least mentioned in any comprehensive book concerning
signal processing and spectral analysis; [17, 22, 14] provide introductions to the subject.
Representing a signal as a spectrum of frequency specific components is a key pro-
cedure in many signal processing applications. Seismology, medical imaging, data com-
pression, financial analysis and speech recognition constitute some indicative examples
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where the concept of the frequency spectrum plays an important role. Spectral repre-
sentation can also be a very reliable and intuitive way of characterizing excitations pro-
duced by environmental processes due to their tendency to exhibit underlying harmonic
properties. Unfortunately in the case of environmental processes, although certain sig-
nal properties can be identified through a Fourier analysis, their interpretation can
often be inappropriate and misleading. Aside from the well-known difficulties associ-
ated with end-effects (section 2.3.5) and aliasing (section 2.3.4) which may be mitigated
with proper data collection and appropriate pre-scaling, real environmental processes
of interest are commonly non stationary, as the dominating frequencies change over
time. For this reason alternative spectral analysis tools are later considered that can
take account of both frequency and time localization simultaneously. However, as the
Fourier transform is used as a foundation for the non-stationary analysis techniques in
this doctoral study, as well as being applied directly for problems of a stationary nature
in many of the upcoming numerical examples, it is defined here for completeness.
For a given function x(t), its Fourier transform is defined as
X (ω) =
∫ ∞
−∞
x (t) e−2piiωdt, (2.29)
Because the transform is orthogonal, its inverse can be solved given X(ω) to perfectly
reproduce the original signal x(t). Eq.2.29 represents a continuous transform for an
analytic function. For analysis of discrete digital recordings of real process excitations,
a discretized estimate of the true frequency decomposition is made; this is known as the
discrete Fourier transform or DFT. If xn is a discrete series representing the continuous
function x(t) sampled at N uniformed intervals, then the DFT may be written as
Xk =
N−1∑
n=0
xne
−2piikn/N (2.30)
Although Eq.2.30 is an estimate of the Fourier transform of the continuous time series
x(t), it is important to note that the discrete transform is still orthogonal, and its
inverse can be computed to re-produce the original sample set xn.
2.3.3 FFT
It may be necessary to calculate the spectra of extremely long data records or large
numbers of records as in a Monte Carlo analysis. In these cases faster computational
methods than the simple DFT are required, and hence the DFT is rarely calculated in
practise using the method described by Eq.2.30. The Fast Fourier Transform (FFT)
(e.g. [16]) is an algorithm that is able to reproduce the DFT of a signal exactly, but
with significant reduction in the number of computational operations. Historically the
first FFT algorithms operated on signals of length 2n; although this is no longer a
requirement, signals of length 2n are primarily used in this project. It can be clearly
seen that performing the DFT using Eq.2.30 for a record of length N will require a
number of operations to the order N × N . The FFT in fact reduces the number of
operations to the order of N log2N by partitioning a signal into shorter sequences,
originally through dyadic down-sampling (which is why early FFT algorithms worked
most effectively on sequences of length 2n). However other splitting algorithms can be
applied for efficiency and accuracy depending on the initial data. The FFT is utilized
throughout this work.
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Figure 2.3: Example of aliasing
2.3.4 Aliasing
When dealing with real data it is important to be aware that any frequencies present
which are higher than half the sampling rate (see Nyquist frequency [24]) will not be
truly represented in the set. The DFT will still identify coefficients to fit the signal
as it is, but the frequencies they represent will not be a true account of the process.
For example, if a signal of frequency 6 Hz is sampled five times over a 1s period, the
sequence would not contain enough data to describe the signal. The DFT would detect
different frequency content entirely as shown in Figure 2.3.
2.3.5 End-effects
When using real or simulated discrete data for spectral analysis, all possible signals
that might be chosen for analysis will be time-limited (i.e. of finite length). Without
further knowledge of the underlying process from which a discrete sample signal is
drawn, it is impossible to know with certainty the nature of the signal beyond the
measured interval. In the discrete case of the Fourier transform, this property of signal
termination is accounted for by the fact that the transform assumes that the measured
signal repeats itself indefinitely. This is seldom true, because even if the signal itself is
periodic within the measured interval, the interval must be a multiple of the period for
the DFT to give Fourier coefficients directly representing only the original components
of the signal. The consequence of this fact is sometimes known as “spectral leakage”,
and is demonstrated for a single harmonic signal f(t) = sin(5t) sampled from t = 0 to
t = 2.5pi in Figure 2.4 (assumed signal) and Figure 2.5 (spectral leakage on the signal).
In many cases, the end-effect problem may be mitigated to some extent by introducing
a smoothing function that decays to zero at the sample ends. Specific methods used
for mitigating end-effects in non-stationary signals used in this work are described in
section 2.5.1.
2.4 Time-frequency analysis of non-stationary signals
A significant disadvantage of Fourier analysis comes from the fact that it provides the
spectral content of a signal calculated as an average over the entire domain (in this
case time) from t = −∞ to t = ∞. Similarly, the output of the DFT produces a set
of Fourier coefficients that represent the spectral composition of the entire data set.
Therefore if a time-localized fluctuation in frequency dependent power occurs, from a
Fourier analysis there is no way of knowing when it occurred or how long it lasted.
Further, because the frequency of that particular fluctuation is represented by Fourier
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Figure 2.4: A measured sinusoid (top) and the DFT assumption (bot-
tom)
Figure 2.5: Spectral leakage around 5 rad/s in the frequency domain
taken from the DFT of the signal in Figure 2.4
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Figure 2.6: Cosine signal and its absolute Fourier coefficients
coefficients that describe the signal as a whole, the estimated power of the fluctuation
will be significantly lower. When looking at Fourier coefficients it is impossible to
know whether they describe the actual amplitude of harmonics lasting for the entire
measured signal, or fractions of harmonic amplitudes lasting for only short intervals
within the measured signal. Figure 2.6 shows a cosine of frequency 6 Hz and amplitude
0.5 above a plot of absolute value of its DFT. Notice that the DFT has perfectly
identified the amplitude of the wave at 6 Hz. Figure 2.7 also shows a time-domain
cosine of frequency 6 Hz, but with twice the amplitude and appearing only for half of
the length of the sample. This time the DFT (Figure 2.7, bottom) has identified many
unwanted frequencies; these have occurred as a result of the discontinuity within the
sample. Also at 6 Hz the DFT has identified an amplitude of only half that of the
actual signal (as it is 1 for half the data and 0 for the other half). If the change in
frequency happened over a much shorter interval in a real signal containing noise, then
it would likely be completely lost in a Fourier analysis.
As many processes of interest, especially environmental processes, harbour this
time-localized or “non-stationary” behaviour, a method of estimating not only the
spectral content of a record but also how this content varies in time is required.
2.4.1 Short-time Fourier transform
The short-time Fourier transform (STFT) is possibly the most intuitive way to think
about conducting a spectral analysis that yields information indexed in both time and
frequency. A full description of the procedure can be found in [14]. The STFT has a
short time window centred at time t in the signal, hence the name “short time”. The
data in this window is separated and spectral coefficients are obtained based on that
isolated sample. The data window is then moved along the signal in time and a new
sample is isolated. The process is repeated until the window has reached the end of the
entire measured data set. Hence the spectral composition of the signal may be reviewed
at every instant around which the window was centred. The Discrete-time STFT may
be expressed as:
STFT{x(n)}(m,ω) =
∞∑
n=−∞
x(n)w[n−m]e−iωn, (2.31)
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Figure 2.7: Cosine signal (lasting for half the sample) and its absolute
Fourier coefficients
where w is a window function centred around m. Unfortunately high resolution cannot
be obtained simultaneously in both time and frequency. This problem can be thought
in a similar sense to aliasing; frequencies with wavelengths longer than the short time
window cannot be identified by the DFT and will be misrepresented by higher frequen-
cies over a mean power. Therefore this method is only effective in situations where the
measured data is long in time and only high frequencies are of interest (shorter time
window), or where the frequency content only changes very gradually in time (longer
time window). The STFT also more prominently suffers from “end-effects” e.g. [25]
which occur in the DFT as a result of its cyclic nature. As the STFT involves mul-
tiple DFT windows, these edge effects are amplified. This problem is often mitigated
however by the use of smoothing window functions, though the transform is no longer
orthogonal once a smooth window is employed.
2.4.2 Introduction to wavelet transforms
Wavelet analysis can be thought of as another way of representing a signal through a
series of pre-defined basis functions [16]. In Fourier analysis these functions are sine
waves, In a Taylor series expansion these functions are polynomials, both of which
have infinite energy i.e., they span their entire domain from −∞ to∞. A wavelet basis
function is fundamentally different in that it decays to zero when sufficiently far from
its centre. This means that the wavelet exists only for a limited period of time, and
therefore wavelet components of a signal are known to lie within certain time intervals.
Unlike the standard STFT, a wavelet analysis allows time windows of varying length
to be used to analyse different frequency bands while maintaining an orthogonal basis.
The family of wavelets chosen will depend on the specifics of the problem. Particular
wavelets might be useful for speech recognition or musical analysis for example, and
others for compression/decompression of digital images or video, etc.
Continuous wavelet transform
A continuous wavelet transform is used to represent a continuous-time function as an
infinite series of wavelets (in the wavelet basis). In general, the continuous wavelet
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transform of a signal x(t) may be expressed as
X(a, b) =
∫ ∞
−∞
x(t)ψ(a,b)(t)dt (2.32)
Where ψ is a wavelet function obeying a certain set of rules. The continuous wavelet
transform returns a signal that is one dimension higher than the input. Hence the
continuous wavelet transform or its discretised counterpart (discrete time continuous
wavelet transform) will generally produce a non-orghogonal, linearly dependent set
with high redundancy. In many cases, wavelet transforms are based on a “mother
wavelet” function which is scaled and translated over the time domain to form a family
of wavelets. Hence, in this form the continuous wavelet transform of a function x(t) at
scale a and translated by b may be expressed as
X(a, b) =
1√
a
∫ ∞
−∞
x(t)ψ
(
t− b
a
)
dt (2.33)
Discrete wavelet transform
The discrete wavelet transform uses a finite set of wavelets (again usually defined by
their scales and translates). This can be thought of in a similar way to the DFT. The if
the wavelets are orthogonal and the length of the signal and number of wavelets in the
set are equal, then the discrete wavelet transform provides an orthogonal transform.
Despite the dimensionality still being increased as in the continuous case, the length
of each dimension is such that the total number of data remains unchanged. When
used appropriately, discrete wavelet analysis can give meaningful results with efficient
time-frequency trade-offs.
Orthogonal families of discrete wavelets may be generated by finding suitable coef-
ficients c(n) and d(n) that satisfy the orthogonal dilation equation pair (Eq.2.34, e.g.
[17])
ϕ(t) =
∑
n c(n)ϕ(St− n)
w(t) =
∑
n d(n)ϕ(St− n)
(2.34)
In Eq.2.34, ϕ(t) is known as a scaling function, S is a scaling factor (usually chosen
as 2) and w(t) is a wavelet constructed from the scaling function. When S = 2, the
resulting family of wavelets are referred to as “dyadic wavelets”.
Let the scaling function ϕ(t) and its translates, ϕ(t−n), occupy a vector space, V0.
Also assume that scaling function and its translates on V0 may be represented by some
combination of dilated (compressed in time) scaling functions ϕ(2t−n) and that these
occupy the vector space V1. If any ϕ(t−n) may be represented by some combination of
scaled ϕ(2t−n), then it is clear that the V0 is a subspace of V1. Hence if V1 encompasses
V0, then it may be represented by a combination of V0 and an orthogonal complement
set, W0 (known as the mother wavelet). I.e., V1 may be split into two subspaces: V0
and W0. Hence the space VN may be represented by the combined spaces VN−1 and
WN−1. Therefore any function in VN may be represented by a combination of the
scaling function in ϕ(t) in V0 and the family of wavelets w0,1...N−1(t) in W0,1...N−1.
We can now define the discrete wavelet transform as a combination of two linear
transforms: one for the scaling function, and one for the wavelet set,
Xϕ(j0, k) =
∑
t
x(t)ϕj0,k(t) (2.35)
Xw(j, k) =
∑
t
x(t)wj,k(t) for j ≥ j0 (2.36)
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Figure 2.8: Levels 0 to 3 of the Haar wavelet
Where j represents the wavelet scale (or dilation) and k represents the translation step
in the time domain.
Two discrete wavelet families are discussed to further introduce concepts surround-
ing discrete wavelet analysis. Then harmonic wavelets, which have some unusual prop-
erties for discrete wavelets are discussed and used extensively throughout the rest of
the thesis.
Haar wavelets
The Haar transform is based on the simplest choice of discrete wavelet first proposed
by Haar in 1910 [26]. A Haar decomposition involves a single step function of height
1, (known as the scaling function) and multiple rectangle functions of different scales
(Figure 2.8). Note that for the transform to be orthogonal, each scale of wavelet must
be half the width of the last. The scale or wavelet “level” as shown in Figure 2.8 is
determined by how many wavelets fit into the unit interval x = 0 to 1. At level 0 there
are 20 wavelets, at level 1 there are 21 wavelets etc. Below level zero, only a fraction
of the wavelet would be included which could also be represented by combinations of
higher level wavelets; so these are discounted.
Any signal can be broken down into its wavelet components; furthermore, using an
orthogonal wavelet basis, the original measured signal can be reproduced exactly from
its wavelet coefficients. This may seem difficult in the case of the Haar wavelet because
of its discontinuous nature, but if a real signal record is considered of discrete measure-
ments, when resolving down to the Nyquist frequency, a step function is indiscernible
from the true function.
If we consider a signal f(x) that has been measured over the interval 0 ≤ x ≤ 1, its
Haar wavelet decomposition can be written as
f (x) = a0+a1w (x)+a2w (2x)+a3w (2x− 1)+a4w (4x)+a5w (4x− 1)+a6w (4x− 2)+...
(2.37)
Where a0 represents the scaling function (in this case the mean of the signal), a1 is the
amplitude of the only wavelet in level 1 (spanning the entire length of the signal), a2
and a3 are the amplitudes of the level 2 wavelets, and so on. In a more general form
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Figure 2.9: Levels 0 to 7 of a Haar wavelet decomposition of Eq.2.39
Eq.2.37 is written as
f (x) = a0 +
∞∑
j=0
2j−1∑
k=0
a2j+kw
(
2jx− k) , for 0 ≤ x ≤ 1 (2.38)
Each coefficient has a position index along the signal, which, for a time signal, would
represent wavelet amplitude over a particular time interval. The coefficients are also
indexed by the level (width) of wavelet, and for a time signal this could be thought of as
being similar to frequency. Figure 2.9 shows a non-stationary signal being decomposed
into Haar wavelets, where the non-stationary aspect comes from a short high frequency
burst added to an otherwise stationary signal between 0.5s and 0.73s:
f (x) =
{
2 sin(16pit+ 1) + sin(4pit) + 2 sin(36pit) 0.5s < t ≤ 0.73s
2 sin(16pit+ 1) + sin(4pit) otherwise
, (2.39)
Figure 2.10 shows the wavelet magnitudes in time at different levels for Eq.2.39
Unfortunately as the levels do not represent actual harmonic frequencies within the
sample, there are limited quantitative observations that can be made from Figure 2.10.
Despite this, it can be seen that between 0.5s and 0.73s, signal frequency increases
in levels 6 and 7 (26 wavelets per second and 27 wavelets per second respectively),
so the localized high-frequency bust can clearly be identified. However, in levels 2
to 4 there are significant changes in wavelet magnitude over time, despite the lower
frequency content of the signal remaining constant. These low frequency discrepancies
are caused primarily in this case by poor time resolution in lower level bands when
using a Haar wavelet decomposition and the discontinuous nature of the Haar wavelet.
However, there are alternative wavelet families that could be considered that offer a
range of time/frequency resolution trade-offs such as Daubechies wavelets (introduced
19
Figure 2.10: Levels 0 to 7 of Haar wavelet coefficients representing a
signal
below), the Morlet wavelet (e.g.,[15], frequently used in environmental signal processing
applications [27]) and Harmonic wavelets (used throughout this project) to name a few.
Daubechies wavelets
A procedure for solving Eq.2.34 (determining the coefficients c(n) and d(n)) to generate
orthogonal wavelets was developed in [28], the resulting family of functions known as
the Daubechies wavelets. Daubechies wavelet families may be defined for any even
number of c(n) coefficients in Eq.2.34. As the number of coefficients increases, the
wavelet function becomes smoother and more box-like in the frequency domain (Figure
2.11), Further, for discrete wavelet transforms produced through dyadic decomposition
schemes such as Daubechies and Harr, better representations may be achieved through
utilizing the wavelet packet transform e.g., [15]. Dyadic decomposition schemes discard
data at each wavelet level whilst maintaining an orthogonal basis with no redundancy.
The wavelet packet transform decomposes the otherwise discarded data at each level,
providing a redundant set of wavelet coefficients. Some selection criteria is then used
(such as minimum entropy) to choose the best wavelets from the redundant set that
form an orthogonal, non-redundant basis e.g., [29].
2.4.3 Harmonic wavelets
Discrete wavelets generated via the dilation equation pair (Eq.2.34) are compact in the
time domain in the sense that they have a definite beginning and ending. This means
that they cannot also be compact in the frequency domain due to the Heisenberg-Gabor
limit (or “uncertainty principle”). The result of which is that a function cannot be both
time limited and bounded in the Fourier domain simultaneously. In contrast, Harmonic
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Figure 2.11: Daubechies wavelets in the frequency domain constructed
from 4, 6, 10 and 20 coefficients
wavelets [17], are band limited but extend over an infinite range in time. Not only are
Harmonic wavelets band limited, but they are also box shaped in the frequency domain.
This makes them suitable for detecting specific time limited harmonic frequencies within
signals.
Dyadic Harmonic wavelets may be defined simply in the frequency domain from
Eq.2.40 as shown in Figure 2.12.
W (ω) = (
1
2pi
)2−je
−iωk
2j (2.40)
The inverse Fourier transform of the frequency defined Harmonic wavelet W (ω) gives
its time domain representation,
w(2jt− k) =
(
ei4pi(2
jt−k) − ei2pi(2jt−k)
)
i2pi(2jt− k) (2.41)
at level j and translation k. The complex form allows two real wavelets to be expressed
in a single expression, much like a Fourier series. At the lowest band, j = −1, the
inverse Fourier transform produces the scaling function,
ϕ(t− k) =
(
ei2pi(t−k) − 1)
i2pi(t− k) (2.42)
As previously stated, a key feature of these wavelets comes from the fact that the scaling
function and each dilation set, Wj(ω) occupies its own unique, non-overlapping space
in the frequency domain. It is therefore intuitive that this family of wavelets should
form an orthogonal set. The orthogonality properties of the dyadic harmonic wavelet
transform are discussed in [17].
In [30] the dyadic harmonic wavelet transform is generalized to allow for equally
sized (or pre defined varying) wavelet scales. This increases the versatility of the har-
monic wavelets as a basis they are no longer restricted to having high frequency, low
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Figure 2.12: Dyadic harmonic wavelets in the frequency domain start-
ing from Level -1
time resolution at low frequencies and low frequency, high time resolution at high fre-
quencies. A generalized harmonic wavelet of (m,n) scale (bounding the wavelet in the
frequency domain) and (k) position in time attains a representation in the frequency
domain of the form
ΨG(m,n),k (ω) =
{
1
(n−m)∆ωe
(
−iω kT0
n−m
)
, m∆ω ≤ ω ≤ n∆ω
0, otherwise
, (2.43)
where m,n and k are considered to be positive integers and ∆ω = 2piT0 , and where T0
is the total time duration of the signal under consideration. Harmonic wavelets of the
form of Eq.(2.43) span frequency bands defined by m and n as shown in Figure 2.13.
An orthogonal set of harmonic wavelets are produced when n and m define adjacent
non-overlapping intervals for all wavelets in the set. As n−m nears 1, the wavelet tends
towards a single harmonic (high frequency resolution); however, as n−m increases, the
wavelet becomes more compressed in the time domain and hence offers higher resolution
in time (Figure 2.14). The analyst may choose a single value of m − n for the entire
wavelet set, defining a fixed time-frequency resolution for the wavelet transform or vary
n−m to increase, or decrease band-dependant time-frequency resolution. The inverse
Fourier transform of Eq.(2.43) gives the time-domain representation of the wavelet,
which is equal to
ΨG(m−n),k (t) =
e
(
in∆ω
(
t− kT0
n−m
))
− e
(
im∆ω
(
t− kT0
n−m
))
i (n−m) ∆ω
(
t− kT0n−m
) (2.44)
Furthermore, the continuous generalized harmonic wavelet transform (GHWT) is de-
fined as
WG(m,n),k =
n−m
kT0
∫ ∞
−∞
f (t) ΨG(m,n),k (t)dt, (2.45)
and projects the function f (t) on this wavelet basis.
Redundant and non-redundant harmonic wavelet transforms
An efficient numerical implementation of the GHWT used throughout this work that
makes use of the FFT is given in [31]. Instead of computing Eq.2.45 for a given
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Figure 2.13: Harmonic wavelets in the frequency domain with n−m =
8Hz
Figure 2.14: Comparison of Harmonic wavelets in the time domain
for high (top) and low (bottom) resolution in time
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frequency band at every translation k, the circular convolution of the signal and wavelet
may be computed efficiently via the FFT. Note that taking the convolution of two
signals is equivalent to transforming them to the Fourier domain, multiplying them and
then inverse transforming them back to the time domain. This requires significantly
less computational effort than multiplying each individual time step (i.e., operations in
the order of N2 are reduced to the order of N logN). This also does not take account
of the computational time required to evaluate Eq.2.44 for which the frequency domain
representation required for convolution via the FFT (Eq.2.43) is significantly simpler.
The convolution of the signal f(t) with the conjugate wavelet ΨG(m,n),k is performed
by multiplying the FFT of f(t) with the band-limited frequency domain representation
of the wavelet, Eq.2.43 and then performing the inverse FFT. The procedure is illus-
trated in Figure 2.15. It is important to note that this scheme represents a redundant
transform and does not project the source signal onto an orthogonal basis. This is be-
cause for each wavelet band, there are an equal number of coefficients to the length of
the signal. Hence the entire transform produces many more coefficients than the length
of the signal in which the wavelet spectrum at adjacent times is highly correlated [32].
Consider that repeating the calculation in Eq.2.45 for different integer values of k is
equivalent to performing a convolution of Eq.2.44 in which k = 0 with the signal f(t)
in increments of T0n−m . Then the redundant wavelet transform illustrated in Figure 2.15
is equivalent to performing Eq.2.45 at N integer values of k (spanning the length of the
signal) using the following time-domain representation of the wavelet,
ΨG(m−n),k (t) =
e(in∆ω(t−k)) − e(im∆ω(t−k))
i (n−m) ∆ω (t− k) . (2.46)
This redundant transform has the effect of smoothing the wavelet representation of the
signal along the time axis and can be useful in identifying time-dependent properties
of a signal. However, it is not possible to perform an inverse wavelet transform in
a redundant basis (with the aim of reproducing the same original signal) as multiple
reconstructed signals would be possible from a single set of wavelet coefficients. The
non-redundant form of the GHWT is revisited in Chapter 5.
2.4.4 Other non-stationary spectral analysis techniques
Harmonic wavelets are used throughout this project for a number of reasons. They
present a natural, intuitive extension from Fourier analysis into the joint time-frequency
domain; indeed a harmonic wavelet basis in which m − n = 1 in Eq.2.43 is identical
the Fourier series. Also, the GHWT may be applied with a range of time-frequency
resolution settings (i.e. variation of n−m in Eq.2.43) whilst maintaining an orthogonal
basis; utilizing an orthogonal basis enables exact reconstruction of the original signal
from basis coefficients. Another important point is that harmonic wavelets can be
utilized to generate a spectrogram showing clear, quantifiable frequency bands rather
than ‘levels’ or ‘scales’ produced by alternative wavelet bases. Finally, the GHWT
was also chosen for ease of interpretation when developing missing data reconstruction
methods; due to the band limited nature and orthogonal properties of the GHWT,
when working with simulated data, algorithm problems and programming errors are
quickly identified. This is a very useful property from a research perspective.
It is important to note that the main focus of this work concerns spectral estimation
difficulties associated with missing data and that two of the primary avenues investi-
gated herein (chapters 3 and 4) are based on reconstruction of missing data in the time
domain. Therefore, although examples are demonstrated exclusively with Fourier and
Wavelet based spectra in this project, the reconstruction techniques developed herein
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Figure 2.15: FFT algorithm for producing harmonic wavelet coeffi-
cients
(including those based on the GHWT) could be utilized before applying alternative
spectrum estimation methods. Example of alternative spectrum estimation techniques
include:
• The Wigner-Ville method (WVM): This is an alternative approach to both wavelet
and time window based non-stationary spectral estimation, named after E.P.
Wigner [33] who used it first in quantum mechanics and J.Ville [34] who first
proposed its use in harmonic analysis. Explanations of the method can be found
in [35, 14].
• The S-transform: This can be thought of as an extension of the STFT or as a type
of wavelet analysis based on windowed sinusoids [36]. Where the STFT involves
repeatedly analysing the entire frequency content of a signal over a pre-defined
fixed window that is moved along the time-history, the S-transform allows for
variable sized time windows.
• Chirplet transforms: A chirplet is similar to a wavelet, in that it has localized
energy and is oscillatory, with the difference being that its frequency content
changes over time. By using an over-defined dictionary of chirplets, the adaptive
chirplet transform [14] is able to capture highly non-stationary elements without
needing to reduce overall frequency resolution (as would be required to detect
similar elements through a standard wavelet transform).
2.5 Stationary process representation & power spectral
estimation
The power spectrum is an important concept in the analysis of stochastic processes.
From a theoretical standpoint we cannot decompose a stochastic process into a finite
Fourier series due to its non-periodic nature. Further, we cannot apply the continuous
Fourier transform to a process of infinite length, as the condition
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∫ ∞
−∞
|x(t)| dt <∞ (2.47)
is not guaranteed (required for classical Fourier analysis, preventing infinite mag-
nitude coefficients). Instead, the Fourier transform of the autocorrelation function is
considered. This approach makes the assumption that x(t) has no lasting periodic
components below some minimum frequency, and hence
RX(τ →∞) = 0 (2.48)
The idea is that the autocorrelation function RX(τ) gives information about the
frequencies present in a random process indirectly whilst being of finite energy. The
power spectrum for the process x(t) is given as
SX(ω) =
1
2pi
∫ ∞
−∞
RX(τ)e
−iωτdτ (2.49)
The units of the power spectrum SX(ω) are those of (process variance) / (unit
of frequency), with the area under the entire curve being equal to the total process
variance. However, it can be shown that the power spectrum density can be directly
related to the Fourier transform of a stationary stochastic process, according to the
theory of ‘generalized harmonic analysis’ [37].
For any real-valued stationary process, X (t), there exists a corresponding complex
orthogonal process Z(ω), such that X(t) can be written in the form Eq.2.50, e.g. [38,
39, 4].
X (t) =
∫ ∞
−∞
eiωdZ (ω) (2.50)
Eq.2.50 is a ’stochastic integral’ in which Z(ω) is the Fourier-Stieltjes transform of X(t).
If Z(ω) is differentiable, then Eq.2.50 reduces to the standard inverse Fourier transform.
For stationary stochastic processes, Z(ω) is an orthogonal stochastic process, i.e., for
non-overlapping intervals dω and dω′, the corresponding increments dZ(ω) and dZ(ω)′
are uncorrelated. The average expected power of the process within the frequency
interval dω is given by E|dZ(ω)|2. From this the power spectral density function may
be defined,
E
(∣∣dZ2 (ω)∣∣) = SX (ω) dω (2.51)
and
E (dZ (ω)) = 0. (2.52)
In Eq.2.51, SX (ω) is the two-sided power spectrum of the process X (t) . Further, a
versatile formula for generating realizations compatible with the stationary stochastic
process model of Eq.(2.50) is given by [1]
X (t) =
N−1∑
j=0
√
4SX (ωj) ∆ω sin (ωjt+ Φj) (2.53)
where Φj are uniformly distributed random phase angles in the range 0 ≤ Φj < 2pi and
N relates to the discretization of the frequency domain.
Spectral estimation of stationary stochastic processes
Regarding estimation of the power spectrum of the process of Eq.(2.50) based on avail-
able realizations, this is given by the ensemble average of the square of the absolute
26
Fourier transform amplitudes of the realizations [17]; standard established FFT algo-
rithms can be utilized,
SX (ωk) =
2∆T
T
E
∣∣∣∣∣
T−1∑
t=0
Xte
−2piikt/T
∣∣∣∣∣
2
(2.54)
where T is the number of data points, t is the data point index in the record, ∆T
is the sampling time increment, and k is the integer frequency for ωk (i.e. ωk =
2pik
T0
where T0 is the total length in time of the record). For situations in which only a single
process realization may be analysed, by adopting the assumption of ergodicity, SX (ω)
can be estimated by computing the temporal mean value of the square of the DFT of
the available record in the form (e.g.[1, 17]),
SX (ωk) = lim
T→∞
2∆T
T
∣∣∣∣∣
T−1∑
t=0
xte
−2piikt/T
∣∣∣∣∣
2
(2.55)
In practise, infinite length data records are not available. For finite T , Eq.2.55 is known
as the Periodogram.
2.5.1 Non-stationary process representation & spectral estimation
Next, for the case of non-stationary stochastic processes, similar to Eq.(2.50), rigorous
process representation of non-stationary stochastic processes is presented. In this re-
gard, [40] developed a framework for representing non-stationary stochastic processes
by utilizing a time/frequency-localized wavelet basis, as opposed to the Fourier decom-
position of Eq.(2.50). The representation reads
X (t) =
∑
j
∑
k
wj,kψj,k (t) ξj,k, (2.56)
where ψj,k (t) is the chosen family of wavelets and j and k represent the different
scales and translation levels respectively. ξj,k is a stochastic orthonormal increment
sequence, similar to dZ(ω) in Eq.2.50 in that pairs of ξj,k where j and k are not equal
are uncorrelated. However, where the process variance was represented within the
process Z(ω) in Eq.2.50, here it is normalized with the process variance represented by
a separate, deterministic term, wj,k. Specifically, the local contribution to the variance
of the process of Eq.(2.56) is given by |wj,k|2.
The wavelet-based model of Eq.(2.56) relies on the theory of locally stationary
processes (see also [41]). The aforementioned wavelet based representation can be
viewed as a natural extension in the wavelet domain of earlier work related to the
representation of non-stationary stochastic processes, e.g. [2, 41].
Next, utilizing the generalized harmonic wavelets, Eq.(2.56) becomes (see [42])
X (t) =
∑
(m,n)
∑
k
(
X(m,n),k (t)
)
, (2.57)
where
X(m,n),k (t) =
√
SX(m,n),k (n−m) ∆ωψ(m,n),k (t) ξ(m,n),k (2.58)
Eq.(2.58) represents a localized process at scale (m,n) and translation (k) defined in
the intervals [m∆ω, n∆ω] and
[
kT0
n−m ,
(k+1)T0
n−m
]
, wheras SX(m,n),k represents the spectrum
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SX (ω, t) at scale (m,n) and translation (k). In [42] it has been shown that under
certain assumptions, Eq.(2.58) can be written in the form
X(m,n),k (t) =
∫ n∆ω
m∆ω
e
iω
(
t− kT0
n−m
)
dZ(m,n),k (ω) , (2.59)
with the properties
E
(
dZ(m,n),k
)
(ω) = 0, (2.60)
and
E
(∣∣dZ(m,n),k (ω)∣∣2) = SX(m,n),k (n−m) ∆ω (2.61)
Further, it has been shown that realizations compatible with SX (ω, t) can be generated
by utilizing a generalization of Eq.(2.53) of the form (see [3])
X (t) =
N−1∑
j=0
√
4SX (ωj , t) ∆ω sin (ωjt+ Φj) (2.62)
In the ensuing analysis and, specifically, in the numerical examples section, station-
ary and non-stationary process realizations are generated by utilizing Eq.(2.53) and
Eq.(2.62) respectively. Note that the power spectrum of a non-stationary process
SX(ω, t), resolved in both time and frequency, is often referred to as the evolution-
ary power spectrum (EPS).
Harmonic wavelets based power spectrum estimation
Regarding the problem of estimating the EPS of a non-stationary stochastic process
based on available/measured realizations, a wavelet process based compatible estima-
tion approach advocates that the EPS SX (ω, t) of the process X (t) is estimated by
[43, 42]
SX (ω, t) = S
X
(m,n),k =
E
(∣∣∣WG(m,n),k[X]∣∣∣2)
(n−m)∆ω , m∆ω ≤ ω ≤ n∆ω, kT0n−m ≤ t ≤ (k+1)T0n−m ,
(2.63)
where SX(m,n),k represents the EPS of the process X (t), assumed to have a constant value
in the intervals [m∆ω, n∆ω] and
[
kT0
n−m ,
(k+1)T0
n−m
]
. Thus, the EPS can be estimated as
the ensemble average of the square of the wavelet coefficients.
Mitigation of end-effects due to the Harmonic Wavelet Transform
As an extension to section 2.3.5, the presence of end-effects in the GHWT and their
mitigation is discussed here. As the discrete GHWT is a circular transform (similarly to
the DFT), unwanted artefacts appear in the spectral estimate for non-periodic signals.
Because the GHWT resolves a signal’s frequency content in time, end-effects can be
seen in the wavelet domain more predominantly at the beginning and end of the sample.
The area of the wavelet spectrum most effected by these end effects is referred to as the
“cone of influence” (COI) [32]. As is discussed in this section, one method of preventing
the signal from wrapping around onto itself is to pad the time domain signal with zeros
at the beginning and end. In [32], the COI is then defined as the e-folding time for
the autocorrelation of wavelet power at each scale. In this case the e-folding time is
defined as the distance at which the power of the wavelet transform of a Dirac drops
by a factor e−2. Naturally for dyadic wavelet schemes, this COI will appear as an arc
on the spectrum. I.e., the low frequency components (with short bandwidth) will have
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Figure 2.16: Example non-stationary power spectrum process model
a wider influence as they are characterised by broad wavelets in the time domain, and
high frequency components (with wide bandwidth) will have a thinner influence as they
are characterised by shorter wavelets in the time domain (see Figure 2.14). However,
the GHWT allows for user defined wavelet bandwidths, usually these are chosen to
be of equal width. Hence the COI will be of equal size along the time axis for all
wavelet bands. In this section, as the true (source spectrum) is known, the effect of
the COI is considered along side other limitations of the wavelet transform as a factor
of the total error between the target and output spectra for a given case. It is not
considered in significant detail for the remainder of this work, [15] provides a more
detailed description of the COI and [27] provides a method of feature extraction within
the COI.
Figure 2.16 shows an EPS based on a time-modulated stochastic process model
(Eq.2.65) introduced in section 2.5.2. Notice that the spectrum starts at t = 0s from
zero power across all frequencies (i.e. no signal), and grows to its peak somewhere
around 8s, diminishing towards the end of the sample t = 18s. By the end of the
sample however, the signal has not completely diminished, and still shows positive
power across a range of frequencies. If we generate samples from this spectrum via
Eq.2.62, and then estimate the original spectrum via Eq.2.63, the disparity between
the power at t = 0s and t = 18s is averaged between the two ends. The effect is seen
in Figure 2.17, most clearly at t = 0s where the GHWT estimated spectrum no longer
shows zero power.
An initial solution to the problem is proposed, based on the assumption that the
frequency content of a non-stationary signal outside the measured data is likely to be
more similar to its closest recorded frequency content in time than its furthest (furthest
being the case when the signal is assumed periodic). Although this cannot be proven
for any signal for which there is no information beyond the measured interval, it seems
intuitively far more likely (especially if the frequency content varies slowly with time),
than a chance measurement of length equal to the period of a periodic signal. The
solution is simply to pad the original signal with its reverse on both sides. For example
if Figure 2.18a was a recorded time history of a non-stationary random process and
the padding size had been decided as one half the length of the measurement, half of
each side of the signal would be copied (Figure 2.18b). These copies would then be
reversed and used to pad the original signal (Figure 2.18c). By applying this reverse
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Figure 2.17: Reconstruction of Figure 2.16 via GHWT from 500 real-
izations
Figure 2.18: Depiction of reverse signal padding
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Figure 2.19: Reconstruction of Figure 2.16 via GHWT from 500 real-
izations with reverse signal padding
padding method to the realizations used to estimate the spectrum in Figure 2.17, the
edges of the new GHWT estimated spectrum at t = 0s and t = 18s need not be
equal, and approximate more closely to the original Figure 2.16 as shown in Figure
2.19. Another possible approach to mitigating end-effects in the GHWT is realized
by considering multiple wavelet resolutions in the same basis. As explained in section
2.4.2, the choice of harmonic wavelet bandwidth presents a trade-off between time, and
frequency resolution. A small bandwidth (n − m) will give a low resolution in time
and a wide bandwidth will give a high resolution in time. Figures 2.17 and 2.19 are
reconstructed using the GHWT with (n − m)∆ω = 5 rad/s; this may be considered
a relatively high frequency resolution in this case. As a result, resolution in time is
low. This resolution determines the amount of assumed signal data that leaks into
the wavelet map from outside the measurement. At the expense of loosing frequency
resolution at the very beginning and end of the signal, larger frequency bandwidths
can be chosen for the GHWT. These can be made wider in steps for the same wavelet
map representing incrementally shorter moments in time, as the transform nears the
edges of the signal, potentially negating the cone of influence almost entirely. For
p = max(n −m) and incrementally halving the bandwidth near the signal edges, the
harmonic wavelets in the frequency domain for a signal of length N would be defined
with
(n−m) =

1, n ≤ 2
n
2 , 2 < n ≤ p
p, p < n ≤ N − p
−(n−N)
2 , N − p < n ≤ N − 2
1, n > N − 2
, (2.64)
the effect is shown in Figure 2.20. For this particular spectrum, when compared to
standard GHWT, reverse signal padding reduced the root mean square (RMS) error
between the original and estimated spectra by 23% and by 36% when using the multi-
resolution approach. These values do not mean much other than to demonstrate that
significant improvements can be made by considering end-effects, even in a simple man-
ner when estimating the wavelet spectrum. Further investigation into the mitigation
of end-effects is not pursued in this work. For the majority of the examples, reverse
signal padding was used in GHWT based spectrum estimation.
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Figure 2.20: Reconstruction of Figure 2.16 via GHWT from 500 real-
izations with decreasing frequency resolution near the edges t = 0s &
t = 18s
Figure 2.21: Example stochastic process spectrum from Eq.2.65 with
a = 0.5, ζ = 0.35 and ωg = 15
2.5.2 Commonly used example spectra in this work
In the following chapters, numerical examples will be shown to demonstrate various
methods developed for spectrum estimation under missing data. In order to produce
results, source data is needed which may be generated from a known power spectrum,
via Eq.2.53 and Eq.2.62 for stationary and non stationary processes respectively. For
this purpose a range of pre-defined spectral models are considered, mostly based on
environmental processes. The most commonly used in this work is a simple process
model, not specifically relating to a particular environmental process and is manipulated
heavily to demonstrate different features of process reconstruction methods described
herein. In its basic form, based on that shown in [44], this spectrum is defined as
S (ω) =
1 + αω2(
ω2g − ω2
)2
+ (2ζωωg)
2
. (2.65)
An example of this spectrum is shown in Figure 2.21. Other spectra that are referred
back to in the numerical examples sections of the upcoming chapters are listed below.
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Figure 2.22: Example JONSWAP spectrum from Eq.2.66 with α =
0.03, ωp = 0.7, γ = 3.3, σ = 0.07 for (ω ≤ ωp), and σ = 0.09 for
(ω > ωp)
JONSWAP
The JONSWAP spectrum is a stationary sea wave model based on data collected during
the Joint North Sea Wave Observation Project [45]. This spectrum typically has a very
sharp, strong peak and occupies a relatively narrow band in the frequency domain. The
JONSWAP spectrum has the form,
S (ω) = ag
2
ω5
e−
5
4(
ωp
ω )
4
γr; r = e
−
(
ω−ωp
2σωp
)2
(2.66)
An example of a JONSWAP spectrum is shown in Figure 2.22
Clough-Penzien
The Clough-Penzien stationary spectral model [46] is a modified Kanai-Tajimi [47, 48]
spectrum. The Kanai-Tajimi stationary spectral model and its many variants are
widely used in earthquake engineering. The spectrum describes strong ground vibra-
tions caused by an earthquake, and is usually arranged to have a broader band than
a JONSWAP process. The purpose of the Clough-Penzien modification is to generate
an earthquake process with zero mean and no ultra low frequencies, but with a steep
gradient toward the peak harmonic band.
S (ω, t) = S0
ω4(
ω2f − ω2
)2
+ 4ζ2fω
2
fω
2
· ω
4
g + 4ζ
2
gω
2
gω
2(
ω2g − ω2
)2
+ 4ζ2gω
2
gω
2
, (2.67)
An example of a Clough-Penzien spectrum is shown in Figure 2.23.
Non-stationary spectra
So far the spectral models listed have been stationary only. To generate non-stationary
processes a time-dependant spectral model is required. In many cases stationary spec-
tral models may be simply modulated by a second function in the time domain to
produce a non-stationary model. Eq.2.68 is an example of such a function,
g (t) = ke−at − e−bt. (2.68)
Using an envelope function in this way modulates all frequencies equally, and the re-
sulting spectrum is referred to as “separable” (i.e. time and frequency components
evolve independently). Figure 2.24 shows an example envelope function. This is used
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Figure 2.23: Example Clough-Penzien spectrum from Eq.2.67 with
S0 = 0.07, ωf = 1, ζf = 0.6, ωg = 10 and ζg = 0.4
Figure 2.24: Example envelope function from Eq.2.68 with k = 4,
a = 0.3 and b = 0.6
Figure 2.25: Example time-modulated stochastic process model based
on Eq.2.65
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Figure 2.26: Example non-stationary, non-separable spectrum from
Eq.2.69
to modulate Eq.2.65 to produce the separable non-stationary spectrum shown in Figure
2.25.
Finally another non-stationary earthquake power spectrum is used, taken from [43]
which is also non-separable. For many real non-stationary processes, frequency depen-
dent power does not vary with time uniformly across the spectrum. Eq.2.69 comprises
some of the predominant features of seismic shaking, such as decreasing of the dominant
frequency with time [49] (example shown in Figure 2.26),
S (ω, t) =
( ω
5pi
)2
e−0.15tt2e−(
ω
5pi )
2
t. (2.69)
2.6 Definition of missing data & associated issues
When analysing real excitation data gathered from environmental processes, coupled
with the problem that there may be a limited number of samples or shorter than ideal
sample lengths, is the common and major issue of missing data. In the literature,
“missing data” is generally defined as a loss of discrete datum values in a regularly
sampled time-series e.g., [23, 5, 6]. This is not the same as the more general case of
“uneven sampling” where missing data do not need to occur on some regular sampling
grid e.g., [50]. Examples in this work all conform to the former definition of missing
data with the possibility of extending to the more general case of uneven sampling,
however, the methods given in Chapter 4 are immediately applicable to both cases.
Figure 2.27 (top) shows an arbitrary process sampled at regular intervals joined with
a solid line. Figure 2.27 (bottom) shows that same time-series with random missing
data (the few points that appear next to each other at the original sampling frequency
are joined by dotted lines). One of the primary aims of this project was to look into
methods of estimating a power spectrum model (stationary or non-stationary) from
discrete-time data suffering from gaps in the manner shown in Figure 2.27. Due to the
breadth of possible sources of missing data in practical settings (as discussed in the
main introduction), the topic of spectrum estimation from gappy data is not new. As
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Figure 2.27: Complete regularly sampled time-series (top) compared
to the same signal with missing data (bottom)
such there are tools available for dealing with these problems, though many come with
restrictions and assumptions concerning the nature of the original signal.
In general, if a measured realization of a stochastic process is available for analysis
with no further information than that contained within the sample, it is impossible
to predict with certainty what lies beyond the known time interval. Similarly, if data
points are missing within the same sample, it is impossible to predict them with cer-
tainty. Further, if the focus is not on predicting exactly what happens within intervals
of missing data, but instead, on determining a complete time history to be used in a
Monte Carlo simulation analysis for instance, then predicting the missing data in an
“average sense” can be satisfactory.
For instance, in a Monte Carlo analysis it is often required that millions, or even
billions of samples are considered to formulate reliable probabilities for events [51].
Obviously, it is not always possible to collect that many real time histories; thus,
they must be simulated in an appropriate manner. In this regard, an appropriate
spectral analysis can be conducted on the few available measured time histories, and
then new time histories with the same statistical characteristics can be further generated
for a larger scale analysis. If the available measured time histories contain gaps, the
problem is not that the time histories no longer contain important underlying process
information (and, thus, they should be discarded), but that traditional spectral analysis
techniques are not equipped to identify this information (i.e. they require a uniformly
indexed time series input). The DFT is one of these cases; in order to perform a
Fourier analysis when presented with such data it is necessary to re-sample onto a
uniform grid. There are different ways in which the data may be re-sampled. The
method of re-sampling onto a uniform grid can be chosen based on speed, accuracy and
also on any knowledge of the underlying process from which the signal was generated.
For example if it is known that a time-history containing gaps is generated from an
underlying process containing only a single harmonic within a known frequency range,
then a simple regression of a sine wave onto the available data should provide an
acceptable means of interpolation over the gaps. This specific problem is however
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Figure 2.28: Fourier transform of a signal containing two sinusoids from a
complete, uniformed sample set (left) and with 40% of the data missing, filled
with zeros (right)
very simple; by performing the regression to fill the gaps, to give a uniformly sampled
signal, taking the DFT is no longer necessary (except possibly to detect low power
high frequencies hidden in noise along the main harmonic). In many real problems
involving missing data, insufficient information is known about the underlying process
to fill these gaps with a high level of confidence; otherwise there would be little need
to conduct a spectral analysis in the first place.
2.6.1 Available tools for working with missing data
Selected methods currently in use for spectral estimation under missing data are de-
scribed here, along with their advantages and limitations.
Zero-padding
One of the simplest and perhaps most common approaches to dealing with missing data
in Fourier analysis is to fill gaps in the time series with zeros and then perform the
DFT [22]. When the ratio of zero padding to recorded data is small (around 5% - 10%),
the power spectrum is not usually greatly effected. Therefore this method is suitable
not only for padding the ends of the signal, but also for replacing missing data in these
cases. In fact, in the case of a Fourier analysis, as the signal is resolved into its non-time
dependant frequency components, there is no real difference in placing zeros at the end
of a record or within the body of the record. Unfortunately for larger numbers of missing
data, this method introduces significant levels of noise into the spectrum estimation,
to the extent where important frequency peaks cannot be identified. Figure 2.28 shows
the DFT for a dual-sinusoid signal from a single time-history sampled regularly against
one with 40% of the data, removed and replaced with zeros (in uniformly distributed
random locations).
Lomb-Scargle periodogram
Lomb [7] and Scargle [8] presented a method of least-squares spectral analysis that
can be used to calculate the power spectrum for unevenly spaced data, known as the
Lomb-Scargle periodogram. Sine and cosine waves are matched with the signal via
least-squares which negates the requirement for uniformed samples. Unfortunately as
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each power is calculated independently, the total power at the end of the transform is
not equal to the total power of the original signal, and particular frequencies can be
easily over or under represented. A similar method of least-squares spectral analysis
was presented by Van´ıcˇek [9] which involves solving a single linear equation matching all
frequencies simultaneously. Power is conserved in this case, assuming the least-squares
fit is near perfect. A disadvantage of this is that the number of frequency components
must be less than half the number of available data points (otherwise there are multiple
solutions). Appropriate frequencies are chosen via matching pursuit, rendering this a
computationally intensive solution. Both of these least-squares approaches however
could be modified to work from a wavelet basis rather than a Fourier basis for non-
stationary analysis. The Lomb-Scargle periodogram estimate of the spectral power at
a single frequency is given by
SX(ω) =
1
2

[∑
j Xj cosω(tj − τ)
]2∑
j cos
2 ω(tj − τ) +
[∑
j Xj sinω(tj − τ)
]2
∑
j sin
2 ω(tj − τ)
 (2.70)
with the time offset τ defined by
tan 2ωτ =
∑
j sin 2ωtj∑
j cos 2ωtj
. (2.71)
It is important to note here the difference between “uneven sampling” and our definition
of missing data. We have introduced missing data with the assumption that the original
or target data was evenly sampled. If the data is sampled N times randomly over an
interval of continuous time, the Lomb-Scargle periodogram presents a useful tool for
spectrum estimation. However, if it is possible to pad missing points with zeros to
produce a uniformly sampled time-history (as in the previous section), then the DFT
of this re-sampled signal will give a similar result to the Lomb-Scargle periodogram.
Most of the results in this thesis are based on the more restrictive definition of missing
data given at the start of this section. It is worth noting however that, the methodology
used in Chapter 4 could be easily modified for completely unevenly sampled data.
CLEAN deconvolution algorithm
A method of spectral analysis with incomplete data that has been shown to work with
seismological data [12] is presented by [13], based on the CLEAN deconvolution algo-
rithm [52]. The CLEAN algorithm provides an iterative method of removing unwanted
artefacts in the Fourier domain that occur as a consequence of performing the DFT
with zeros in place of missing data. The method stems from the fact that in the discrete
case of the Fourier transform, the spectrum of the original signal is not produced, but
in fact the original signal multiplied by a sampling function. For evenly spaced data
with no gaps this is a series of Dirac deltas, for data with gaps this sampling function is
a mix of deltas and zeros (corresponding to where the sample is known and not known).
The Fourier transform of a function sampled at s is therefore
DFT(fs(t)) = DFT(f(t)s(t)) (2.72)
where DFT(f(t)) is the true spectrum and DFT(fs(t)) is known as the ‘dirty’ spectrum.
The product of the function with the sampling function f(t)s(t) becomes a convolution
in the frequency domain. The CLEAN algorithm attempts to perform an iterative
deconvolution of the dirty spectrum with the known spectrum of the sampling function.
By doing this it can separate artefacts generated by the sampling function from the real
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data. It has been shown to work well on signals with few harmonic components and
with small levels of noise [12], but as the number of harmonics increases, the algorithm
becomes less likely to be able to identify the correct elements to remove [13]. Therefore
this method may be useful for identifying highly sparse spectra with sharp peaks, but
not so applicable for wider band processes.
Interpolation methods
Another intuitive approach is to interpolate between the points directly. Basic meth-
ods include linear and polynomial interpolation. For time-histories with uniformly
scattered missing data, interpolation can give superior results to zero-padding with lit-
tle computational effort. Interpolation has the potential to conserve some of the power
of the original signal that was lost, where as zero-padding does not. However, there are
two significant drawbacks when using interpolation methods. Firstly, high frequency
power components are likely to be underestimated in the spectrum. Interpolation has
a smoothing effect on the signal and as a result, boosts the low frequency components
and dampens high frequency components. Secondly, if the missing data is grouped
densely over constant time intervals, interpolation will give a poor approximation to
the original signal, introducing a low frequency discontinuity and likely altering the
signal mean.
Autoregressive estimation
Another approach to filling in the gaps in a sample is given in [10] and is based on
an autoregressive model of the process. Observed data that is assumed to come from
a stationary harmonic process with noise can be approximated by an autoregressive
model of the form
xt =
L∑
j=1
ajxt−j + et. (2.73)
Each time step value xt can be given by a linear combination of previous values ajxt−j .
et is the error of each prediction (in this case the forward prediction error, as the formula
predicts new steps from previous ones). This error is minimised through an iterative
least-squares procedure to give the optimal values for aj . L denotes the order of the
model (how many previous time steps are taken into consideration when generating the
next). The proposed algorithm fills gaps by fitting autoregressive models to available
data and using them to estimate the unknowns. A severe restriction of this method is
that the final order of the autoregressive model must be shorter than the shortest data
segment. This means that the method could be virtually unusable depending on the
spacing of the data, since short autoregressive models are not able to capture low-mid
range frequencies in the data.
2.6.2 Simulation of missing data
In the following chapters, novel solutions to the problem of missing data in spectral
analysis are demonstrated with numerical examples. In this regard, missing data must
be simulated. Two different arrangements of missing data are applied. The first case
simulates missing data at random locations drawn from a uniform distribution of the
time index,
f0(t) =
{
f(t), ra ≥ m
0, ra(t) < m
(2.74)
where f0(t) is the sample time history with missing data, f(t) is the original sample
generated from its power spectrum, ra is a vector of N0 equally spaced numbers from
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0 to 1 arranged in random order, and m is the fraction of missing data. The second
case simulates missing data that occur in groups, positioned at random locations, again
drawn from a uniform distribution of the time index,
f0(t) =
{
f(t), v(t) = 1
0, v(t) = 0
(2.75)
where v(t) is given by
v(u) =
{
M, rb(u) ≤ 1/k
0, rb(u) > 1/k
(2.76)
and k is the number of intervals, M is a vector of ones of length N0 ×m/k, and rb is a
vector of N0 − (N0 ×m− k) equally spaced numbers from 0 to 1 arranged in random
order.
Process ensemble missing data
When simulating missing data for multiple process records used for the same spectral
estimate, the missing sample points are re-generated randomly for each sample unless
otherwise stated. In chapter 3 examples of missing data occurring in prolonged intervals
are given in which the missing data occurs in the same locations for each record in the
set.
2.7 Chapter Summary
The theoretical background to the doctoral investigation has been provided in this
chapter. Here, the author has drawn upon an extensive literature review of the is-
sues associated with stochastic process power spectrum estimation and missing data;
alongside a critical appraisal of relevant methods, which included a review of their
advantages and limitations. This chapter has also benefited from the wide-ranging
insights the author has gained throughout the doctoral study: from not only supervi-
sors and colleagues involved in risk and uncertainty work at the host university, but
also from discussions with other researchers and external collaborators at national and
international meetings and conferences. This has placed the thesis into an emerging
area of scholarly outputs, and affirmed the author’s choice of novel approaches for
investigation, herein to follow as original research in Chapters 3, 4 and 5.
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Chapter 3
Artificial neural network approaches for power
spectrum estimation subject to missing data
3.1 Introduction
In this chapter, an Artificial Neural Network (ANN) approach, e.g. [53] is developed for
estimating the power spectrum of stationary and non-stationary stochastic processes
subject to missing data. First, an appropriately defined ANN is employed to capture the
stochastic pattern in the available data in an “average sense”. Next, the ANN, having
stored process trends within its connection weights, is exploited for generating new
data to fill sampling gaps fitting with the underlying stochastic process. Finally, power
spectrum estimates are derived by utilizing standard Fourier analysis (stationary case),
or wavelet based EPS estimation approaches (non-stationary case). Several numerical
examples are included to demonstrate the reliability of the approach.
3.1.1 Introduction to artificial neural networks
In a general sense, a neural network is a tool designed to model the way a biological brain
solves problems. Even small brains of rodents are able to perform complex perceptual
recognition tasks in meagre fractions of the time it would take a modern computer.
Therefore by attempting to simulate some of the known functions of a biological brain
it is possible to perform certain computational tasks more efficiently. The two main
simulated features of any ANN are the ability to acquire knowledge through some
learning process and then store that knowledge. To achieve this, ANNs employ large
numbers of simple computing junctions commonly referred to as “neurons”, which
exhibit interconnectivity by way of weighted neuron links or “synaptic weights”. The
weights allow the network to store acquired knowledge which may change fluidly based
on new information - as in nature.
Neurons and network learning
A basic model of a neuron with attached synaptic weights is shown in Figure 3.1. Each
of these individual processing units exhibit features that are common amongst most
neural network frameworks.
1. Inputs to the neuron are passed through synaptic weights. These weights are
basically gains that multiply the input signals. The value of the gain for each link
can be changed independently of the others and may be updated as the network
is tuned to perform a specific function.
2. The weighted inputs are then passed through a summing junction which also
includes a bias. The bias may also be updated as the network is tuned to control
the magnitude of the effect of the inputs on the network output.
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Figure 3.1: Model of ANN neuron with synaptic weights
3. After the summing junction, the neuron will typically pass the signal through
an activation function. This tends to take the form of a limiting function over a
closed interval - typically normalized to [0, 1] or [−1, 1].
In order for an ANN to learn, it requires some learning algorithm that alters the
synaptic weights between neurons. Networks with pre-defined topologies may be tuned
to perform specific tasks by simply altering their synaptic weights. However, some
networks may also modify their own topology during the learning process, killing off
weak connections and growing new ones.
Benefits of neural networks
ANNs are able to perform tasks that exhibit a high level of non-linearity. A single
neuron component of an artificial network is typically non-linear. When these neurons
are set in a interconnected web, the network itself will also be non-linear. By having
distributed non-linearity throughout the network, the ANN is suitable for processing
highly non-linear signals.
A neural network is able to learn to map a set of inputs to a set of outputs in
a ’model-free’ sense. This means that no prior assumptions need to be made on a
statistical model for the input data [53]. The network learning algorithm modifies
synaptic weights based only on a given set of training samples. During a single learning
cycle, the network is presented with one of the training samples, containing both input
and desired output data. The weights are altered to minimize the difference between the
output that the network produces and the desired output. By repeating this procedure
multiple times on the training set, the network will reach a steady state, where changes
in weights become negligible.
3.2 Artificial neural network based stochastic process sim-
ulation
An approach for simulating stationary stochastic processes given a short input sample
with the aid of artificial neural networks (ANN) has been developed in [44]. In this
regard, the short recorded sample is used to ’train’ a neural network to recognize the
pattern, so as to capture the properties of the underlying process. Once trained, the
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Figure 3.2: Example feed-forward
ANN architecture (4-2-2)
Figure 3.3: A single neuron (or
perceptron) in an ANN
network can then be used to generate more samples with similar properties. Although
this procedure does not account for gaps in the samples, it does present a solid starting
point open to modification.
In [44] it was shown that ANN based procedures already provide a suitable tool in
cases of limited (short length) sample data and are able to simulate stochastic processes.
Further, as the neural network operates model-free, realizations are generated based
only on perceptions gained from the available data. Hence, an ANN approach to
stochastic process simulation can be applied more generally than other methods such
as Auto Regressive (AR) and Auto Regressive Moving Average (ARMA). This is shown
in [54] for short term rainfall forecasts and in [55] for drought prediction where ANNs
were compared with traditional regression techniques including AR and ARMA models
and shown to be superior.
3.2.1 Network architecture
The manner in which ANN neurons are linked is referred to as “network architecture” or
“network topology” and is closely linked with the type of learning algorithm employed
in training the network. The ANNs employed in this chapter are based on a multi-layer
feed-forward structure. In this setting data flows from the input layer to the output
layer through multiple layers of neurons but not in the opposite direction. This is also
a common layout for function approximation and an exapmple is shown in Figure 3.2
(each of the circular elements represents an individual neuron as shown as part of the
network in Figure 3.3 and individually in Figure 3.1). The logistical sigmoid function
is used as the activation function for each neuron,
ϕ =
1
1 + e−x
. (3.1)
Eq.(3.1) is chosen, since it is a continuous non-linear function with limited outputs and
is easily differentiable (required for gradient descent network training explained below);
therefore the output of each neuron is given by,
yj,n =
(
1 + e−
∑Nj−1
m=0 [wj,j−1(n,m)yj−1,m]
)−1
, (3.2)
where yj,n is the output of the n
th neuron in the layer j, j,Nj−1 is the number of
neurons in layer j−1 (plus the bias), wj,j−1 (n,m) is the weight of the connection from
neuron m in layer j − 1 to neuron n in layer j, and yj−1,m is the output of the mth
neuron in layer j − 1.
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3.2.2 Back-propagation learning
As previously stated, the objective of a supervised network learning algorithm is to
minimize the difference between the network output and desired output for a given
set of training data. To this end, the networks are trained via a method of error
correction through gradient descent, for multi-layer networks this is known as the back-
propagation algorithm (as the error contribution from each weight is propagated back
through the network); see [53]. The contribution of each neuron to the error in the
output is calculated and used to alter synaptic weights, minimizing the error. The error
is given by:
ek(n) = dk(n)− yk(n) (3.3)
where ek(n) is the error of the n
th output at level k. As in a lest squares optimization,
the value to be minimised is the error energy, E(n) = 12
∑
k∈C e
2
k(n) (where C is the
set of output neurons and the scale of 12 serves to simplify the expression when differ-
entiated). The amount by which the weights must be altered is based on a fraction of
their contribution to the error. The contribution of a single weight to the error of an
output neuron it is feeding is defined as the change in output error with respect to its
input weight. The change in error for a single neuron can be written as a product of
partial differentials,
∂E(n)
∂wkj
=
∂E(n)
∂ek(n)
· ∂ek(n)
∂yk(n)
· ∂yk(n)
∂vk(n)
· ∂vk(n)
∂wkj(n)
, (3.4)
• ∂E(n)∂ek(n) is the change in error energy with respect to the actual error and is equal
to ek(n).
• ∂ek(n)∂yk(n) is the change in error with respect to the neuron output and is equal to−1.
• ∂yk(n)∂vk(n) is the change in neuron output with respect to the summed neuron input.
This is the differential of the activation function. For the sigmoid chosen (Eq.
3.1), its derivative is ϕ(vk) · (1− ϕ(vk)).
• ∂vk(n)∂wkj(n) is the change in summed neuron input with respect to the single weight
feeding into it. This is the output of the previous layer, yj(n) that passes through
the weight wkj(n).
Therefore the change in weight on a single connection for a single training sample is
given by:
∆wkj = ηek(n) · ϕ(vk) · (1− ϕ(vk)) · yj(n) (3.5)
Where η is the learning rate usually set between 0 and 1. From Eq.3.4, the sign of
Eq.3.5 should be negative, however this is altered to account for the desired direction
of the gradient decent (i.e., to reduce the error, not increase it). Eq.3.5 may be used
directly for output layer neurons but for hidden layers, the individual errors are not
known. Therefore the error at the output layer must be propagated back through the
network to determine the weight changes at hidden neuron connections. For a hidden
layer that is one layer behind the output layer, the weight change is calculated by,
∂E(n)
∂wji(n)
=
∂E(n)
∂yj(n)
· ∂yj(n)
∂vj(n)
· ∂vj(n)
∂wji(n)
(3.6)
where,
∂E(n)
∂yj(n)
=
∑
k
[
ek
∂ek(n)
∂yk(n)
· ∂yk(n)
∂vk(n)
· ∂vk(n)
∂yj(n)
]
(3.7)
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Therefore the change in weight for a single connection on the last hidden layer is,
∆wkj = η
(∑
k
ek · ϕ(vk(n)) · (1− ϕ(vk(n))) · wkj(n)
)
·ϕ(vj(n)) · (1−ϕ(vj(n))) · yi(n)
(3.8)
Weight changes for deeper hidden layers are calculated in the same manner once all of
the weight changes are known for the layer above.
To simplify notation, particularly when dealing with more than one hidden layer, a
local gradient is defined, δ, pointing to changes for individual weights. This is given by
Eq.3.10 for output layer weights and Eq.3.9 for hidden layer weights where subscript m
denotes the layer of any required hidden weight. m is used in the hidden case to avoid
confusion with the specifically referenced layers i,j & k.
δm =
∂ym(n)
∂vm(n)
∑
m+1
[
δm+1
∂vm+1(n)
∂ym(n)
]
(3.9)
δk = ek(n)
∂vk(n)
∂yj(n)
(3.10)
The change in weight at any neuron in any layer is therefore given by,
∆wm,m−1(n) = ηδmym−1(n) + α∆wm,m−1(n− 1) (3.11)
where α is the ’momentum factor’, a fraction of the previous weight change added to
the current. This has the effect of causing the network to ’centre in’ on local minima
quickly, greatly increasing the rate of error convergence.
Initial weights are chosen from a uniform distribution of random numbers, scaled
to the magnitude within which they are expected to operate (depending on the average
magnitude of input and bounds of the activation functions). The weights are updated
multiple times for all available training data.
A dual hidden-layer, single-output network was found to work well with the majority
of simulated Gaussian stochastic processes tested (based on power spectrum models
introduced in section 2.5.2).
3.2.3 Network application scheme
The network is used to output the next point along a time-history, given some number
of previous values. This allows the network to learn a process independently of time as
a whole; (as the time between inputs is constant the network can learn time-dependent
correlations, but not how behaviour may change beyond the end of the sample). The
main design features of the network are based on those described in [44], a short sum-
mary of which is given in this section.
Assuming there is at least one time history available on which to train the network,
the network must ultimately be capable of producing future time steps within the time
history given a set of inputs. The network must be set up to receive these inputs,
corresponding to a short interval of the available time history, and contain a number
of hidden layers, neurons and a single output predicting the next value after the input
interval. The choice of interval input is a trade-off between size and number of available
unique training sequences. A large interval will contain more information about the
process than a short interval; however if large intervals are used, considering that the
training data is limited, there will only be a few unique training sets. The network
is less likely to learn the underlying process with few training sets, and will perform
poorly when tested on new data. Also if the interval is too small, the network will not
have enough information required to learn wider correlations.
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Figure 3.4: ANN input selection for training
The inputs must always be presented in the same order. The number of training
sets is therefore equal to the number of sample points minus the number of inputs.
Each training set contains a small sample of the whole, with the specified number of
inputs plus one to check against the output (Figure 3.4).
The order of the training sets is then randomized before each is fed into the network.
Once all have been passed through the network, the process is repeated with the sets
in a different, random order.
When utilizing an ANN for function approximation (rather than stochastic process
simulation), the training is commonly terminated based on some validation criteria.
This can take the form of a training set that is kept separately; it is not used to train
the network, but its error is still calculated. During the training procedure, this is likely
to pass a minimum threshold, determining the point at which the training stops. The
network is unlikely to fit tightly to the training data (errors near zero), but instead
gives the best overall approximation to the function in the presence of noise. This is
counter-productive in the case of simulating stochastic processes; a tight fit is important
so that all of the features are taken into account as part of the process, and this includes
fine features that may appear as noise. Therefore the network is instead trained until
the error is considered to be sufficiently small (several orders of magnitude lower than
the process variance). Once the network is trained, a set of new input data can be
used for which the output is not known. The output can then be attached to the end
of the input sequence, and the new input shifted one step forward in time (discounting
the first of the last input and including the last prediction output) (Figure 3.5). This
process can be repeated indefinitely to produce a new time series of any length.
3.3 Stationary stochastic process simulation subject to
missing data
Changes to the network application scheme described previously are required if the
same ANN process estimation approach is to be considered in the presence of missing
data. Gaps in a training sample cannot simply be removed and the sample shortened,
because for the network to learn the process the inputs must be evenly spaced in time.
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Figure 3.5: ANN process prediction procedure
It is proposed that the missing data points are filled with random values drawn from a
random probability distribution (Figure 3.6).
This distribution is estimated empirically based on the known input data. First, a
histogram is drawn based on the available data, then arranged cumulatively to build
a discrete CDF. To approximate the continuous CDF of the process, the individual
CDF points are joined via a polynomial spline. Random values fitting with the original
process may then be drawn by passing generated uniform random numbers through the
approximated CDF, i.e.,
ai = F
−1 (X)
(
U(0,1)
)
(3.12)
where F−1 is the inverse CDF of the known data, and U(0,1) is a random value drawn
from a uniform distribution between 0 and 1.
Because the function of the network is stored over all of the weights instead of certain
components in separable areas [53], the output should not be drastically affected if a
few inputs are not accurate. However this method alone would, over many training
cycles, generate a network which predicts an entirely new process based as much on the
randomly generated missing data as on the known data. This is why, for each training
cycle, the random values filling the missing points are replaced with new random values.
By doing this, the network becomes sensitive only to the known data.
The number of training sets will now be smaller than if there were no missing data.
While useful to fill input gaps to the network with random values, checking the output
against a random value would serve no purpose and only hinder network training.
Therefore all of the training sets that would have previously been valid, but for which
the final value in the set is missing, are discounted (Figure 3.7).
Training a network with random inputs prevents the overall prediction error from
decreasing indefinitely (as a network with sufficient neurons would if trained on a
complete set). The error will instead eventually decrease to some mean value around
which it fluctuates with constant variance, as shown in Figure 3.8.
This mean value and error variance is dependent on the number of missing data
points. Once these error properties have settled, network training can be stopped, as the
random variables are preventing the network from differentiating between properties
of the process itself and properties induced by the fluctuating points. The trained
network can then be used to fill in the missing data points as in Figure 3.9, or to
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Figure 3.6: Procedure for filling missing data during training on a stationary process
Figure 3.7: Examples of usable training sets when training with missing data
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Figure 3.8: Error convergence of ANN trained on samples with and without missing
data
Figure 3.9: ANN trained on data with large gap, then used to fill the gap to give a
complete time-history
generate entirely new processes.
3.4 Non-stationary stochastic process simulation subject
to missing data
The ANN based approach to process simulation presents a general and highly cus-
tomizable framework, hence the extension to simulation with missing data. Despite
the problem of missing data in non-stationary processes being more complex and un-
workable for the majority of irregular data-spectral estimation procedures, the ANN
can be adapted to account for changes over time. There are two major differences be-
tween the ANN training procedure for stationary and non-stationary processes, these
are as follows:
1. The random variable used to fill all missing points in the time-history is no longer
valid, as it is drawn from a single distribution covering the entirety of the known
process. To overcome this problem, multiple distributions can be drawn that are
dependent on time, i.e. they are only based on locally windowed subsets of data
(Figure 3.10), making a temporary assumption that the process is locally sta-
tionary. This does add in an additional user specification to the network, as the
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Figure 3.10: Procedure for filling missing data during training on a
non-stationary process
window size must be known (how locally stationary the process is assumed to be).
Choosing a window that may be too long or even using the distribution of the
entire sequence will not prevent the network from simulating a non-stationary pro-
cess, though training convergence will likely be at a higher mean error. Choosing
a window that is too short however is more likely to cause a significant undesired
bias, as it tends towards a solution that is based on a single set of random values.
The problem of choosing a window size and the assumption of local stationarity
can be avoided by using a distribution built from the ensemble of available process
samples in time. Although using this method alone would only be appropriate
when the number of available samples is large enough to build a full distribu-
tion, a trade-off is also possible by using a combination of ensemble points over
a tighter window. In this case, the assumption of local stationarity would still
exist, but over much smaller local intervals.
2. The second major difference is that in the case of the non-stationary process
training, an additional input is added into the ANN. It was found that by adding
the time index associated with the current training sample as an extra input,
the network was able to better simulate the non-stationary trends in the process.
Because each of the training samples have a unique time signature, it is possible
to add an extra input at the end (or at any position as long as it is consistent) to
represent this. Although the sample order is randomized each time the network
is trained, the network is still made aware of the sample position in time due to
this identifier. In the case of training a network to learn a stationary process,
the time index is not required, as the output is dependent only on a given set of
inputs, regardless of time. With these changes, the network is capable of filling
gaps in non-stationary process histories with time dependent simulated data.
3.4.1 Mechanization of the approach
To further elucidate the main steps of the ANN approach developed in section 3.3, a
flowchart is provided, (Figure 3.11), summarizing the main features.
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Figure 3.11: Flowchart depicting step-by-step ANN approach to pro-
cess learning subject to missing data
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3.5 Numerical examples
In the ensuing examples, the aim of the ANN simulation is to re-draw the original
power spectrum governing a process (which given real data would be unknown). The
estimated spectrum is then not only useful for generating new processes for a Monte-
Carlo analysis, but also for conducting a spectral analysis for other applications (e.g.
system identification / damage detection). The spectral representation of a process
however does not provide a complete picture. In the context of harmonic signals, the
phases or differences in phase have been lost. As in the following example, time histories
are based solely on the power spectrum, this is not a problem (as the phase differences
are uniformly randomized). However in many cases, given real data, there could be
important phase correlations that need to be simulated in the Monte-Carlo analysis.
The ANN, to an extent, is capable of learning these phase differences as well as the
frequencies and power shown in a spectral plot. Therefore, processes generated directly
by the network, (after feeding an initial set of random inputs fitting with the statistics of
the known data), may provide a more reliable simulation set for Monte-Carlo analysis.
Also in cases where there are too few processes to be able to effectively estimate the
spectrum (i.e., 10 or less), it would still be possible to use the trained networks to
generate many new processes. In both stationary and non-stationary examples, 25
sample time histories are utilized for each. This is a large enough number to clearly
show the benefit of using ANN missing data reconstruction over zero-padding, whilst
being of a reasonable number that one might expect to have available in a real scenario.
Convergence of the ANN reconstruction beyond 25 samples is shown in section 3.5.4.
3.5.1 Stationary example
The initial implementation of the neural network for simulating stationary stochastic
processes is based on a 3-layer architecture, 15 inputs, 13 neurons in the first hidden
layer, 7 neurons in the second and 1 output. This architecture is a product of trial and
error to a large extent, the aim being to find the smallest number of neurons (fastest
training time) that can learn the process. There are suggested methods for choosing
architectures such as evolving ANNs [56] that are able to create / remove connections
during training, but in this context for this problem the given architecture performs
sufficiently.
The effectiveness of the procedure is demonstrated by training the network using 25
sample paths generated via Eq.(2.53) compatible with the example stationary process
power spectrum, described in section 2.5.2 of the form Eq.2.65, where the natural
frequency, ωg = 10rad/s, damping ratio ζ = 0.25 and α = 5. Two tests are performed,
one with 30% of the data removed (Figure 3.12) and one with 50% of the data removed
(Figure 3.13), both at random locations drawn from a uniform distribution of the time
index (Eq.2.74). Once the networks are trained they are used to fill the gaps in the
original training samples to give full, uniformly spaced time histories upon which the
FFT based power spectrum estimation can be performed. These individual sample-path
spectra are then averaged to give the estimated power spectrum. As previously stated,
one of the most common model-free approaches to spectral analysis when dealing with
missing data is to simply fill the gaps with zeros; the FFT is then performed and scaled
up relative to the number of missing points. This method is applied as well, and is
shown in comparison to the proposed ANN approach, demonstrating a clear difference
in spectral representation effectiveness.
In the 30% missing data case, the ANN already gives a superior estimation to the
scaled zero-filled spectrum; the peak power is clearer and the tail has fewer artefacts at
higher frequencies. In the 50% missing data case, the ANN still gives good performance
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Figure 3.12: Target and estimated spectrums for 25 averaged samples
using FFT directly with zeros and FFT of ANN predictions - 30%
missing data at random locations
Figure 3.13: Target and estimated spectrums for 25 averaged samples
using FFT directly with zeros and FFT of ANN predictions - 50%
missing data at random locations
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with a well-defined peak spectral power at 28 rad/s. The scaled zero-filled approach
has lost significant power at the required spectral peak, and taken on a noisy tail at
higher frequencies. These results show that the ANN has indeed learned the underlying
spectral properties of the process, and in both cases gives a superior estimation when
compared to the zero-filled time-history approach.
3.5.2 Non-stationary separable example
To demonstrate the efficiency of the ANN approach for the case of non-stationary
processes, a separable power spectrum of the form,
S (ω, t) = g (t)2 S (ω) , (3.13)
is considered next, where g(t) is the envelope function given by
g (t) = b
(
e−ct − e−2ct) (3.14)
with b = 4 and c = 0.8. S(ω) is a modified stationary spectrum based on Eq.2.65
given by Eq.3.15. It can be readily seen that S (ω) of Eq.3.15 has an additional high
frequency spectral peak in comparison with Eq.2.65. This is added to demonstrate the
reliability of the ANN approach when simulating processes with multiple dominating
frequencies. The resulting EPS is plotted in Figure 3.14.
S (ω) =
1 + αω2(
ω2g − ω2
)2
+ (2ζωωg)
2
+
1 + αω2(
ω2g2 − ω2
)2
+ (2ζωωg2)
2
(3.15)
In Eq.3.15 above, the natural frequency of the second peak, ωg2 = 35rad/s. Unlike in
the stationary tests, where 25 full (no missing data) time-histories would be enough to
give a very close approximation to the target spectrum via an FFT based estimation
approach, the GHWT based estimation of Eq.3.15 requires many more sample paths
(up to ten times as many) so that a reliable estimate is achieved. Even with a surplus
of time histories, end-effects are still present due to the assumed cyclic nature of the
process [25]. Because of these factors, a good approximation of the target spectrum
(Figure 3.14) via GHWT, averaging for 25 sample paths, would appear as in Figure
3.15. The spectrum has reduced resolution in time and frequency, and the shape is far
noisier. It still presents a valid and useful output; however considering these limitations
it should, therefore, be noted that even if the ANN were able to perfectly reconstruct
the original signal, the best approximation of the target spectrum available utilizing
Eq.(2.63) is shown in Figure 3.15, not Figure 3.14.
Two tests are performed, both with 50% of the data removed, one at random
locations drawn from a uniform distribution of the time index, and the other at two
fixed intervals. 25 individual networks are trained on separate samples of length 512.
As with the previous tests, the ANN generates missing data for each time-history, and
the estimated power spectrum is obtained (this time by averaged GHWT). These are
compared against the output of performing the same analysis with the missing data
set to zero. For the first test, an additional comparison was used to show the effect of
interpolation to fill the gaps (Figure 3.18). In some cases interpolation may be more
appropriate than filling gaps with zeros, but when the higher frequencies present in the
signal are near the Nyquist sampling rate (as in these examples), interpolation has the
effect of removing them almost completely and introducing low frequencies that should
not exist.
When compared with the best possible estimate given 100% of the data (Figure
3.15), Figure 3.16 for 50% missing data in random locations shows that the network
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Figure 3.14: Non-stationary target spectrum
Figure 3.15: GHWT estimated spectrum with no missing data using
25 averaged time-histories
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Figure 3.16: GHWT estimated spectrum with 50% missing data at
random locations for 25 averaged time-histories using ANN
has captured the process to a large extent. The network is clearly producing a non-
stationary processes fitting with the shape of the target spectrum over time. The total
spectral power is smaller when compared with Figure 3.15, and both frequency peaks
are lower, while higher levels of noise can be seen across all frequencies. However,
without the ANN simulated time histories, instead applying zeros (Figure 3.17), the
peaks are shown at much lower power, the shape of the spectrum over time is not as
clearly identified and the noise, although not seemingly larger, has more prominent
effect.
For the fixed missing intervals (of which there are two), the ANN has once again
given well-shaped power spectrum (Figure 3.19), similar to Figure 3.15. This demon-
strates that the ANN process simulation is relatively unaffected by arrangement of
missing data. The fixed interval missing data test also highlighted an interesting flaw
in the zero-filled time-history approach. Notice that in Figure 3.20, there are two large
initial peaks at the beginning of the process which are cut off after around 1 second,
re-appearing towards the end, before they are again cut off. This is because the miss-
ing data were consistently located at the same intervals in time; the low power bands
correspond to these intervals.
3.5.3 Non-stationary non-separable example
Note that all previous non-stationary examples have been based around a separable
process, making the assumption that the frequency content remains constant with time
(only the intensity varies). In the case of a real earthquake, however, the frequency
content changes with time as well. Next, consider the non-separable EPS given by
Eq.2.69 (Figure 3.21). Reconstructions for all available data, ANN and zero gap filling
for 50% missing data in random locations for 25 time-histories are shown in Figures
3.22, 3.23 and 3.24 respectively. As the non-separable spectral shape is more difficult to
identify when re-constructed with harmonic wavelets, the outputs are shown in 2-D with
a normalized colour map. The ANN reconstruction again maintains a strong spectral
power, roughly 20% lower than the target, and clearly reproduces the decoupling of
time and frequency in the process. As with Figure 3.17 for the separable process, filling
with zeros is able to reproduce the spectral shape to some extent, but with much lower
power and higher noise than the ANN solution.
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Figure 3.17: GHWT spectrum with 50% missing data at random
locations for 25 averaged time-histories using zero-filled gaps
Figure 3.18: GHWT estimated spectrum with 50% missing data at
random locations for 25 averaged time-histories using linear interpo-
lation
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Figure 3.19: GHWT estimated spectrum with 50% missing data at
two fixed-interval locations for 25 averaged time-histories using ANN
Figure 3.20: GHWT estimated spectrum with 50% missing data at
two fixed-interval locations for 25 averaged time-histories using zero-
filled gaps
58
Figure 3.21: Non-separable evolutionary power spectrum
Figure 3.22: GHWT estimated non-separable spectrum with no miss-
ing data for 25 averaged time-histories
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Figure 3.23: GHWT non-separable spectrum with 50% missing data
at random locations for 25 averaged time-histories using ANN
Figure 3.24: GHWT non-separable spectrum with 50% missing data
at random locations for 25 averaged time-histories using zero-filled
gaps
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Figure 3.25: Average difference between estimated non-separable power spectrum from
100 time histories compatible with Eq.2.69 and ANN and zero padded reconstructions.
Samples suffer from 50% missing data in uniformly distributed random locations.
3.5.4 Results overview
The results highlight the consistency in performance of the ANN based reconstruction
across a range of spectra. It has shown to produce reliable estimates in the non-
stationary case for spectra with multiple peaks, and of the non-separable variety with
50% missing data. Further, the technique remains robust when faced with varying
arrangements of missing data. As previously stated, 25 samples are used in numerical
examples as to show that the technique is applicable with realistic data set sizes. Fur-
ther, it is shown in Figure 3.25 that significantly more samples has little effect on the
average error in the estimated spectrum.
3.6 Chapter Summary
The novel aspects of the research herein described in Chapter 3 have also been com-
municated through international conferences / publications [57, 58, 59]. The work has
been well received by the peer-review community, winning the “Best Student Paper
Award” at the IEEE Symposium Series on Computational Intelligence (2013) from
among approximately 300 papers. The ideas and outputs have been refined as a conse-
quence of such input, leading to a collaborative paper with researchers at Federico Santa
Mar´ıa Technical University, Chile, to test the procedure in the context of a structural
reliability analysis [60].
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Chapter 4
Compressive sensing based stochastic process
power spectrum estimation subject to missing
data
4.1 Introduction
In this chapter, another approach to solving the problem of missing data when esti-
mating stochastic process power spectra is investigated. Compressive sensing (CS) is a
signal reconstruction method that is commonly used in image processing and becoming
a widely used tool in civil and mechanical engineering. CS, when applied to missing
data problems requires more assumptions to be made concerning the nature of the
process of interest than the previously discussed ANN method. However, it will be
shown that in many problem cases, especially those related to environmental processes,
these assumptions can be made with confidence. In the group of missing data prob-
lems for which CS is applicable, significant gains in spectrum estimation accuracy and
computational efficiency can be achieved over the previously described ANN method in
Chapter 3, and indeed other methods discussed in Chapter 2. Here, two approaches to
applying CS techniques to missing data problems are introduced, both with numerical
examples for stationary and non-stationary cases. The first approach (section 4.3) is
a basic application of CS to reconstruct environmental process time histories suffering
from missing data. The second approach (section 4.4.1) builds on the first, but makes
the further assumption that an ensemble of process records are available (some or all
of which have missing data). With this, an adaptive basis re-weighting procedure is
proposed, which significantly enhances the accuracy of the estimated spectrum. Before
applications to missing data are discussed, a brief introduction to CS and related theory
is given.
4.2 Compressive sensing
The Shannon-Nyquist theorem states that a time-dependent signal with maximum fre-
quency f can be completely determined when sampled at time intervals of f2 or smaller.
This maximum sampling frequency is commonly known as the Shannon-Nyquist rate.
Compressive sensing is a recently developed signal processing technique that allows for
signal reconstruction even if the maximum frequency f present in the signal is greater
than half the signal’s sampling rate [61]. Note that the idea shares many features with
existing “lossy” compression algorithms (e.g. JPEG image compression) that take ad-
vantage of a signal’s relative sparsity in some basis or frame [62].
When a data set is captured, it is often convenient to expand it into a new basis. In
the case of “lossy” compression techniques, bases or frames (a basis with redundancy)
are chosen, so that the vast majority of coefficients of the transformed signal will be close
or equal to zero. If these coefficients are simply removed, the amount of space required
to store the signal is reduced significantly (possibly by several orders of magnitude).
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Next, when the signal is finally reconstructed back into its original form, for instance
in the case of digital images, music or videos, it is often indiscernible from the true
signal. Compressive sensing explores the possibility of recording data directly in its
compressed state, allowing not only the space-saving advantages of compressed data,
but also saving on recording time, complexity and compression processing [61].
Applications of CS techniques are numerous and has gained widespread interest,
particularly in the field of image processing. Significant efficiency gains can be made
when using medical scanning equipment such as in Magnetic Resonance Imaging (MRI)
by making use of CS techniques [63]. Recently, applications of CS have shown to be
effective in the operation of wireless sensor networks [64]. In the field of Civil Engi-
neering, wireless sensor networks play an important role in structural health monitoring
where CS techniques are seeing increased attention e.g., [65, 66, 75, 76]. This is because
a reduction processing requirements at each sensor and bandwidth for data transfer as
a result of CS lead to lower power requirements and increased efficiency whilst utilizing
relatively simple, inexpensive sensors e.g., [67].
4.2.1 Signal sparsity
For robust compressive sensing there are several important properties to be considered,
and one restriction is that of sparsity. The signal being sampled must be sparse in
some known basis, i.e. it must be possible to represent the full signal with far fewer
coefficients than the number determined by the Shannon-Nyquist rate. A discrete time
signal, x may be viewed as an N by 1 column vector. Given an orthogonal N by N
basis matrix A in which the columns Ai are the basis functions, x may be represented
in terms of this basis via a set of N by 1 basis coefficients y, i.e.,
x =
N∑
i=1
Aiyi, (4.1)
Or more compactly, as in section 2.25,
x = Ay. (4.2)
The vector x is said to be K-sparse in the basis A if y has K non-zero entries and
K < N , i.e.,
x =
K∑
i=1
Aniyni , (4.3)
where ni are the integer locations of the K non-zero entries in y. Hence y is an N by 1
column vector with only K non-zero elements. Therefore,
|y|L0 = K, (4.4)
where |.|Lp denotes the Lp norm defined as
|y|Lp =
(∑
i
ypi
) 1
p
. (4.5)
The L0 norm used in Eq.4.4 is defined as the limit of the Lp norm as p→ 0. In general
the L0 norm is the total number of non zero elements in a vector,
|y|L0 =
∑
i
{
1 yi 6= 0
0 otherwise
(4.6)
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It is important to note that for real signals, it is highly unlikely that they are exactly
sparse in any orthogonal basis. Even a minimal amount of random noise on top of an
otherwise K-sparse signal will produce non zero coefficients for all N . However, a large
number of coefficients may be very small and in this case the signal is considered to be
compressible.
4.2.2 Incoherence property
Another requirement for robust compressive sensing is that the sampling domain and
the relatively sparse transformation domain must have high incoherence. This implies
that a sparse signal in the transform domain must have a non-sparse representation in
the sampling domain (i.e. a single Fourier coefficient in the transform domain would
form a harmonic signal in the sampling domain spanning the entire sample length).
Specifically, the coherence between two matrices A and Φ can be measured as the
maximum absolute value of correlation between their elements [68],
µ(A,Φ) =
√
N max
k≥1,j≥N
〈Ak|Φj〉 , (4.7)
where Ak and Φj are the rows of A and columns of Φ respectively. (For compression
from the time domain to the Fourier or wavelet domains, a time domain sampling
matrix would take the form of the identity matrix). The coherence lies within the
range,
1 ≤ µ ≤
√
N. (4.8)
Hence a coherence of 1 represents maximum incoherence and a coherence of
√
N rep-
resents minimum incoherence. Further, if the number of measurements, M (rows in A)
selected uniformly at random satisfies Eq.4.9, then the sparsest solution is said to be
exact with high probability [68].
M ≥ CKµ(A,Φ) logN, (4.9)
where C is a constant. Hence, the greater the incoherence between A and Φ, the fewer
measurements required for signal reconstruction.
As an example, Figure 4.1 (dotted line) shows the following simple discrete time
waveform sampled 256 times,
x (t) = 2 sin (12t+ 1) + sin (35t+ 2) + 1.5 sin (120t+ 3) , (4.10)
where 0 ≤ t < 2pi. The function of Eq.4.10 can be represented in the frequency domain
by 6 peaks, 2 for each of the real and imaginary components of the harmonics at 12,
35 and 120 rad/s. The absolute amplitudes for each harmonic are shown in Figure 4.3
(resulting in 3 peaks on the plot). In the frequency domain, Eq.4.10 is clearly sparse, as
the majority of the data is equal to zero. Assuming now that Eq.4.10 was a real signal
being captured on a digital recorder, given the knowledge that the signal is sparse in
the frequency domain, it is no longer necessary to capture 100% of the data in the time
domain at the Shannon-Nyquist rate. Figure 4.2 shows the same signal as in Figure 4.1
sampled only 32 times (1/8th the full signal) at uniformly distributed random points.
White noise following a normal distribution with zero mean and standard deviation of
0.6 is added to the signal to simulate measurement error. By applying CS, with only
this limited amount of data, the sparse solution in the frequency domain is identified
(Figure 4.3), and the signal may be reconstructed in the time domain as shown in
Figure 4.4.
Despite the relatively small number of samples and added noise, CS has perfectly
identified the positions of the original basis coefficients with a good approximation of
their magnitude, and thus, the reconstructed signal is very similar to the original.
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Figure 4.1: Graphical output of Eq.4.10 with randomly selected points to sample
Figure 4.2: Randomly sampled points without original signal
Figure 4.3: Eq.4.10 represented in the frequency domain as a sparse signal with CS
estimation of frequency domain coefficients from Figure 4.1
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Figure 4.4: Comparison of first second of Figure 4.1 against the CS estimation in the
time domain from Figure 4.2
4.2.3 Restricted isometry property
Another important condition for reliable CS, in addition to signal sparsity and inco-
herence between bases, is the Restricted Isometry Property (RIP). A ’fat’ sampling
matrix (M by N where N > M), A, satisfies the RIP with sparsity K if there exists a
constant, δK such that,
(1− δK) |y˜|2L2 ≤ |Ay˜|2L2 ≤ (1 + δK) |y˜|2L2 , (4.11)
for every vector y˜ with at least K non-zero entries [69]; L2 denotes Euclidian norm,
i.e., p = 2 in Eq.4.5. Equivalently, this means that if a signal has sparsity K (i.e. it
can be represented by K coefficients in a chosen basis, A), any matrix comprised of
K randomly selected columns of A should have full rank and be nearly orthonormal.
Unfortunately, checking the RIP for any given matrix is NP-hard [70]. A problem is
NP-hard if an algorithm for solving it can be translated into one for solving any NP-
problem (nondeterministic polynomial time). NP-hard therefore means “at least as hard
as any NP-problem,”. However, there are several matrices for which the RIP is known
to hold with high probability. For instance, for a Gaussian random matrix, the RIP
holds with high probability if
m ≥ CK log
(
N
M
)
, (4.12)
where m is the height of the measurement matrix (i.e. the number of measurements),
N is the width, and C is a constant which tends towards 1 as N tends to infinity (e.g.
[71]).
4.2.4 Sparse solution via L1 minimization
If it is known that a signal is sparse in a particular basis, then the aim of CS is to
attempt to find the sparsest representation in that basis for the given data; this may
be achieved by L1 norm minimization. Given a sample record y, of length N0 − Nm,
where N0 is the original sample length and Nm is the number of missing data, assuming
the locations of the missing data are known, a corresponding (N0−Nm by N0) sensing
matrix, A can be drawn,
x = Ay (4.13)
67
Figure 4.5: Minimum L2 and L1 solutions to the equation, a+ 2b = 1
where y is the measurement vector assumed to be sparse. Eq.4.13 represents an under-
determined system with infinite solutions. This problem may be solved easily under
the constraint that y must be minimized in the least-squares sense, i.e.
min |y|L2 = AT
(
AAT
)−1
x. (4.14)
Considering a Fourier basis, this solution is similar to replacing the missing data with
zeros and applying the Fourier transform in the standard way. Therefore, in the ma-
jority of cases, applying the least-squares solution (Eq.4.14) does not lead to a sparse
solution. The sparsest solution of Eq.4.13 occurs when the L0 norm is minimized, often
referred to as a pseudo-norm [72], and defined as
|y|L0 =
{
1, y > 0 or y < 0
2, y = 0
(4.15)
This optimization problem is non-convex with no known exact solution [73]. However,
a viable alternative exists in minimizing the L1 norm instead i.e., p = 1 in Eq.4.5. L1
norm minimization promotes sparsity and will often yield the same result as L0 norm
minimization in many cases [72]. Further, the problem becomes convex, and may be
set in a convenient linear programming form, i.e.
min |y|L1 subject to x = Ay (4.16)
Eq.4.16 describes a basis pursuit optimization problem and can be easily solved via a
gradient-based optimization method, e.g. [68]. Figure 4.5 shows how L1 minimization
gives sparse solutions by comparing both L1 and L2 (least-squares) norm minimization
for the simple 2-dimensional problem, a+2b = 1, (for which there are infinite solutions).
Note, as the L2 ball is stretched (Figure 4.5, left), unless the equation for y is parallel
to one of the axes, the solution will incorporate components of both a and b. However,
unless the equation for y is parallel to the edge of the L1 ball (Figure 4.5, right), as
it is stretched, the minimum solution will lie on one of the two axes. Unfortunately,
real signals are rarely ever truly sparse; even low levels of noise will produce small
coefficients across most bases. With a small modification to Eq.4.16 to account for
noise, basis pursuit is still able to recover a good approximation to the original signal;
this element of robustness was demonstrated in Figure 4.4. For a noisy signal,
x = Ay + z, (4.17)
where z is some noise vector. Given a tolerance, e, relative to the variance of the noise,
Eq.4.16 may be re-cast in the form,
min |y|L1 subject to |Ay − x|L2 ≤ e. (4.18)
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Figure 4.6: Minimum L1 solution to the equation, a + 2b = 1 with
tolerance, e for noise vector, z
This modification has the effect of applying intervals to the solutions (Figure 4.6),
further promoting sparsity. However, as the tolerance increases, the resulting basis
coefficients tend to reduce not only in number, but also in magnitude. For the cases
where either the signal is not sparse enough or the missing data are too extensive for L1
minimization to exactly reconstruct the original signal, it is important to note that there
may still be significant advantages over a minimum L2 solution. In spectral estimation,
minimizing the L2 norm (similar to zero-padding) is likely to spread the solution over
many frequencies; this is because individually, large coefficients are heavily penalized.
Minimizing the L1 norm however is far more likely to yield larger individual coefficients,
having the effect of producing sharp, well-defined peaks at the key frequencies. The
difference between L1 and L2 minimization for a real sparse signal in the time domain
is clearly shown in Figure 4.7. Figure 4.7a shows radiosonde wind speed data recorded
by a weather balloon launched from Halley Antarctic Research Station in January 2014
[74]. This data has a relatively sparse representation in the harmonic wavelet domain,
and is therefore ideal for CS. With 50% of the data removed at random locations,
Figures 4.7c and 4.7d show L1 and L2 wavelet reconstructions respectively.
4.3 Compressive sensing with missing data
CS is mostly applied in situations where some saving in data capture time or data size
is useful. For example, if a series of sensors capture data for real-time structural health
monitoring, data may need to be compressed to adhere to bandwidth limitations, after
which most of the captured data is lost. Instead, the sensors could be designed to
only capture a fraction of the data, reducing manufacturing cost. By utilizing CS with
the compression basis (in which the signal has a sparse representation), data series
with far higher resolution than those originally captured could be reconstructed (e.g.
[75, 76, 64, 65, 66]). Not only would the sensors not need to capture as much data,
but also the stored data would have a small file size, negating the requirement for
compression processing at the sensor.
It is clear at this point that CS techniques have a wide range of potential applications
in the area of environmental load modelling when considering many associated process
records, such as those produced by earthquakes, sea waves, winds, and tidal patterns
(including structural responses to these effects), can be characterized by a relatively
small number of dominant frequencies in the frequency domain. Further, it is shown
that under an appropriate basis selection, CS reconstruction may perform equally well
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Figure 4.7: (a) Full windspeed record. (b) Full record with missing data. (c,d) Records
with 50% missing data in random locations, down-sampled and reconstructed via L1
and L2 minimization of harmonic wavelets respectively. Data provided by [74]
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Figure 4.8: Signal acquisition of Eq.4.19 at every point in N note that xf is sparse in
the Fourier matrix Af , hence y has only two entries (one representing cos(6t) and one
representing cos(12t))
for both stationary, non-stationary and even for highly non-stationary processes under
varying arrangements of missing data.
Nevertheless, applying CS theory to the problem of missing data differs primar-
ily in one respect to standard CS applications; i.e., missing data are not commonly
intentional. Unfortunately this removes control over one important step of CS: the
arrangement of the sampling matrix. Consider a situation in which a harmonic signal
(Eq.4.19) needs to be captured in the time domain and compressed.
xf (t) = cos(6t) + cos(12t) (4.19)
For compression, the DFT would be highly applicable in this case, producing only two
coefficients. To apply compressive sensing to this problem, one must choose sample
points in the time domain to store, assume sparsity in the Fourier domain, and recon-
struct the signal afterwards via L1 minimization. Figure 4.8 depicts the sensing process
if the entire signal of length N = 32 were captured. Here, the sensing matrix Φ is the
square identity matrix, representing a series of Dirac pulses in the time domain, xf is
the full signal shown in Eq.4.19 and Af is a real Fourier matrix (composed of cosines).
To take advantage of the signal sparsity in Af , the sensing matrix Φ may be arranged
to capture only part of the signal xf . A Fourier ensemble based on M uniformly ran-
dom selected rows of the full Fourier matrix, the RIP is satisfied for a K sparse signal
[77, 73] provided that
K ≤ C M
(log(N))6
. (4.20)
The CS procedure is depicted in Figure 4.9 for the same signal Eq.4.19 with a compres-
sion ratio of 50% i.e., M = N2 . The sensing matrix is generating via random permu-
tation of the identity matrix, then discarding 50% of the rows. As previously stated,
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Figure 4.9: Signal acquisition of Eq.4.19 at N2 uniformly distributed random locations
over xf for CS with a Fourier basis
CS relies on the choice of an appropriate sampling matrix. Uniform random Fourier
matrices obey the RIP with high probability when data are sparse [77, 73]; similarly,
random harmonic wavelet matrices may reconstruct sparse non-stationary signals ex-
actly (however, there is lower incoherence between the wavelet and time domains which
decreases with frequency resolution). Unfortunately, the missing data may not be uni-
formly distributed over the record; when using Fourier or harmonic wavelet matrices,
regular or large gaps of missing data leads to ’lower’ orthogonality between random
columns of the sampling matrix. If we were to arrange a sampling matrix to simulate
missing data in a recorded process record, it would appear similarly to Φ in Figure 4.9
with ordered rows as in Figure 4.10. Depending on the arrangement of the missing
data, the result may be that greater numbers of measurements are required for reliable
reconstruction. Despite these problems, CS reconstruction based on the assumption
of sparsity is often still advantageous over more common least-squares/zero-padding
approaches. This is because, despite massive data loss (in some cases > 90%), CS can
still identify sharp spectral peaks at dominant frequencies.
4.3.1 Basis matrix construction
For stationary and non-stationary processes, the basis matrices must be constructed
after the process has been recorded and the missing data identified. Fourier and har-
monic wavelet bases are chosen to represent the spectral content of process records in
the numerical examples section, and so these will now be considered. However, in prac-
tise a wide range of suitable bases could be considered depending on the nature of the
problem; in any case the basis matrix construction would follow the same fundamental
steps as highlighted in this section.
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Figure 4.10: Eq.4.19 with N2 uniformly distributed missing data over xf set in CS
framework with a Fourier basis
Stationary case
For stationary stochastic processes, represented by Eq.2.50, the power spectrum is
estimated based on the mean square value of the Fourier transform over an ensemble
of time-histories, e.g. [17]. As such, a ’partial’ Fourier basis is required for the CS
approach. The partial Fourier basis is formed first by generating a full, square (N0 by
N0) Fourier basis via the Inverse Fast Fourier Transform (IFFT). Nm rows are then
removed from the matrix corresponding to the positions of the missing data, as shown
in Figure 4.11.
Non-stationary case
The non-stationary case is slightly more involved, as specific properties of the harmonic
wavelets are needed. In particular, wavelet scales must first be defined; that is, a set
of non-overlapping frequency intervals corresponding to (n −m) in Eq.2.44. In most
cases these are chosen to be equally spaced with an interval size that gives the desired
trade-off between time and frequency resolutions. However, should finer frequency
or time resolutions over specific frequency bands be required, the sampling matrix
can be altered accordingly. As in the stationary case, the harmonic wavelet basis
components may be generated efficiently via IFFT. However, a single harmonic wavelet
must be shifted (n−m) times in the time domain to form an orthogonal basis (i.e., the
non-redundant harmonic wavelet transform). The process used to build this harmonic
wavelet basis matrix is depicted in Figure 4.12. In a similar manner as in the stationary
case, rows must be removed corresponding to the missing data, yielding a sampling
matrix with more columns than rows (Figure 4.13).
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Figure 4.11: Fourier sampling matrix construction with missing data
Figure 4.12: Non-redundant orthogonal Harmonic wavelet basis construction using
IFFT and nested for-loops
74
Figure 4.13: Harmonic wavelet sampling matrix construction with missing data
4.3.2 Uneven sampling
The previously described methods for forming stationary and non-stationary basis ma-
trices assume that the original data has been regularly sampled. This means that the
data always occur at multiples of the smallest sampling time increment. If the data has
been irregularly sampled, the basis matrices can no longer be generated via the stan-
dard IFFT. However, this is not a major problem; it merely reduces the efficiency of the
sampling matrix construction, as the basis functions must be evaluated for each sample
point. This overhead is more apparent in the non-stationary case, as each instance of
every wavelet must be individually calculated from Eq.2.45.
With the basis formed, the CS reconstruction may be solved via an appropriate
minimization algorithm. Examples include linear programming basis pursuit [78, 73]
and greedy algorithms [79].
4.4 An adaptive basis re-weighting procedure for ensem-
ble process records
Now, CS techniques are applied in conjunction with an adaptive iterative algorithm for
basis re-weighting. This method imposes similar basic restrictions on the nature of the
data as standard CS reconstruction in the previous section. Primarily, the process is
assumed to be sparse in the basis chosen to represent the power spectrum. However,
a significant further requirement of this modified approach is that several process re-
alizations must be available. This is because the method relies on the ability to apply
CS to multiple process records iteratively, utilizing the cumulative information from all
records for the purpose of seeking a sparse representation in the average sense over an
ensemble. By introducing this iterative process to alter basis coefficients, significant
gains in spectral estimation accuracy over standard CS can be achieved. When multiple
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process records are not available, but the single time-history is large with respect to the
total bandwidth of its frequency content, records may be down-sampled into several
shorter records to enable the use of this method. For non-stationary processes, this
down-sampling also requires that the maximum frequency of the important spectral
content is far from the Nyquist frequency defined by the original sampling rate.
4.4.1 Re-weighting the basis matrix
It is shown in section 4.5.1 that CS with an appropriate basis alone can be applied
to the problem of missing data when estimating power spectra, which can deliver sig-
nificant improvements over least-squares and other more complex methods. However,
when the target spectrum is estimated from a process record ensemble, there are fur-
ther improvements to be gained. The improvements to the estimated spectrum are
achieved by re-weighting columns of the basis matrix. The effect of re-weighting the
basis can be demonstrated by examining a CS problem in which the L1 minimiza-
tion does not produce the sparsest solution. Consider the following under-determined
system of equations, [
1
1
]
=
[
1 2 1
−2 1 1
]ab
c
 . (4.21)
Indeed, the solution may lie anywhere along the intersection of the two planes a+2b+c =
1 and −2a+ b+ c = 1. Figure 4.14 and Figure 4.15 show the solutions to the problem
via least-squares and L1 minimization respectively. Note that by expanding the L2-ball
(Figure 4.14) from the origin, a minimum solution is reached at
[−0.14 0.43 0.29]T
, where all coefficients are non-zero. Expanding the L1 ball however (Figure 4.15),
gives a minimum solution at
[−0.2 0.6 0]T , having a single non-zero coefficient.
L1 minimization has given a sparser solution in that only two of the basis vectors are
required, however there exists a solution requiring only a single coefficient,
[
0 0 1
]T
.
This ideal solution that would have been reached by L0 minimization was not realized
because, although to a lesser extent than least-squares, L1 minimization still penalizes
large coefficients more than small ones. The L0 minimization can be found in an
L1 sense by doubling the magnitude of the c column in the basis matrix, making it
less expensive in the minimization procedure. This can be done by multiplying by a
diagonal basis re-weighting matrix, W , and solving the minimization problem,
min |y|L1 subject to x = AWy;
W =
1 0 00 1 0
0 0 2
 (4.22)
Equation (4.22) has the effect of altering the angle between the two planes in Figure
4.15 leading to a new line of intersection. Figure 4.16 shows that by changing the angle
of this line, expanding the L1 ball again gives a minimum solution at
[
0 0 0.5
]T
.
Pre-multiplying this solution by W , the L0 solution,
[
0 0 1
]T
is reached.
4.4.2 Utilizing the ensemble
Although this shows that it is possible to improve the L1 minimization solution by suit-
ably altering the magnitudes of the basis vectors, a decision must still be made on the
coefficients of the re-weighting matrix, W . [80] suggests that sparsity can be increased
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Figure 4.14: Least squares minimization solution of Eq.4.21
by iteratively re-weighting y based on its previous output from the optimization proce-
dure. This only seems to work well under fairly strict conditions, usually when the first
iteration of the L1 minimization is already close to the sparsest solution. In the case of
Eq.4.21, in which the L1 minimization gives
[−0.2 0.6 0]T , this procedure would not
work; and the second iteration would further encourage a solution in a & b, penalizing
c. When estimating the power spectrum from an ensemble of process records however,
the objective may not be to find the sparsest spectral representation for each individ-
ual record, but instead to find the sparsest representation of the ensemble spectrum
average.
Consider four systems of equations with the same dimensionality as Eq.4.21 (Figure
4.17), all have the same basis matrix, A. For each, L1 minimization has found the
sparsest solution. For the first three, the solution lies only in a and c; for the fourth, the
solution lies only in b. The bar chart in Figure 4.17 shows the sum of basis coefficients
a, b and c for all solutions. This is akin to estimating the power spectrum from a
process record ensemble, the only difference being that in the power spectrum, each
coefficient likely comes from two or more basis coefficients (in the case of the Fourier
power spectrum, one sine wave and one cosine wave). Note that the sums of the
a & c coefficients are larger than b. If these coefficients are used to build the re-
weighting matrix W , and the L1 minimization is repeated, the b vector will have a
greater cost. The result is that all four solutions now use only components of a and
c. Although the final system has a less sparse solution than it did originally, the non-
zero expected basis coefficients across the ensemble have decreased from three to two.
In higher dimensional problems, repeating this process (i.e. continuously re-using the
basis coefficients to build the re-weighting matrix) will further modify the solution
until some threshold limit is reached. In the case of power spectrum estimation, the
procedure effectively calculates the mean ensemble spectrum shape, stores this shape
within the re-weighting matrix, and then uses this information to influence individual
power spectrum estimations.
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Figure 4.15: L1 minimization solution of Eq.4.21
Figure 4.16: L1 minimization solution of Eq.4.21 after applying the
re-weighting matrix in Eq.4.22
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Figure 4.17: Example of basis re-weighting procedure promoting sparsity using
only average basis coefficients to update the weights (notice y1 through y3 do
not change as they were originally estimated in a and c)
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Efficient least squares re-weighting
Two problems were identified with the aforementioned iterative L1 minimisation re-
weighting scheme. Firstly, although each minimization problem is convex and may
be solved via a number of efficient basis pursuit methods, for large process records
and large ensembles, the processing time can be significant. Further, when dealing
with only a small number of records in the ensemble with significant missing data, L1
minimization was found to occasionally produce large false peaks that could not be
completely negated by the averaging procedure. To address both of these problems,
least-squares minimization is considered for the re-weighting scheme (Figure 4.18). The
numbers spanning the left column of Figure 4.18 indicate important steps that are
elaborated on in detail below.
1. First, the sensing matrix is constructed as previously, based on the missing data
locations and choice of basis functions (a Fourier matrix is shown in the figure).
2. Two temporary re-weighting matrices are required for the iterative procedure that
follows. These are both initialized as square identity matrices.
3. The re-weighting matrix its generated iteratively. The termination criteria for
the re-weighting iterations is based here on a minimum sum of the difference
between previous re-weighting matrix and current one. Essentially, when the re-
weighting matrix is only experiencing minor changes in each iteration, the loop
is terminated. Other termination criteria could be used and this is only given as
an example.
4. This first step in the while-loop sets the ‘active’ re-weighting matrix W equal to
the last one generated in the loop W2. W2 is then set equal to a matrix of zeros,
ready to be populated with new re-weighting coefficients.
5. During the least-squares re-weighting phase, the re-weighting matrix is based
on a least-squares spectrum estimation. For multiple records, the least squares
spectrum estimation for the entire process involves taking the expectation of
all individual least squares periodograms across the ensemble. Hence, the next
iteration of the re-weighting matrix is built up over a loop of all process records
in the ensemble.
6. Each individual record must undergo least squares spectrum estimation, weighted
by the previous re-weighting matrix. This is shown in the diagram using the
Moore–Penrose pseudoinverse of AW .
7. Here, the least squares periodogram produces pairs of coefficients akin to the
complex coefficients of the DFT. As the power spectrum model is not dependant
on phase, the weighting of odd and even (in this case Sin and Cosine) components
separately is not desired. Hence, the individual coefficients are split into pairs.
8. The Euclidean norm for these pairs is taken to convert them into frequency-only
dependant coefficients.
9. The coefficients are then duplicated to make identical weighting pairs and fed
into a diagonal matrix (i.e., entries outside the i = j counting from top left to
bottom right are zero). The effect of using identical pairs will weight Sine and
Cosine components of the same frequency equally on the next iteration. These
diagonal coefficients are added for each record in the ensemble. Once the loop at
point 5. has ended, the function jumps back to point 3., the next re-weighting
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matrix is set equal to the filled W2 and then W2 is once again set to zero. Hence,
a new re-weighting matrix is used each time the entire process record ensemble
is iterated through.
10. Finally L1-minimization is used upon the weighted basis to compute the final
basis coefficients.
Not only does this decrease the computational effort of the re-weighting to a large
extent, but also negates the problem of very large false peaks. A least-squares solution
is more likely to underestimate the power of the key frequencies and also create sig-
nificant noise elsewhere. These features are not desirable for the final power spectrum
estimation, especially when the spectrum is assumed to be relatively sparse (i.e., not
spread out over the entire domain). However, as long as least-squares minimization
is able to identify key frequencies as being higher than other unwanted frequencies,
it proves to be a reliable source for updating the re-weighting matrix. Therefore the
proposed approach is to use the ensemble power spectrum estimated via least-squares
to iteratively update the re-weighting matrix, before finally ceasing the procedure once
the weights have stabilized. The final re-weighting matrix can next be utilized to ap-
propriately modify the basis. L1 minimization is then used to estimate the final power
spectrum.
4.5 Numerical examples
In this section, selected numerical examples for CS reconstruction of missing data in
environmental stochastic process time-histories are presented for both standard / single
pass CS and adaptive basis CS procedures. In both cases, examples include stationary
and non-stationary process problems, utilizing Fourier and harmonic wavelet bases,
respectively.
4.5.1 Single pass compressive sensing
CS reconstruction is first applied to simulated stationary sea-wave and earthquake
ground acceleration processes. Next, simulated separable and non-separable earth-
quake processes are generated compatible with a prescribed EPS to demonstrate non-
stationary process reconstruction.
All results are compared to identical problems solved via zero-padding followed by
the corresponding scaled transform (Fourier or wavelet).
Stationary simulated processes
Stationary process records are generated compatible with a JONSWAP sea-wave spec-
trum (described in section 2.5.2) to simulate wave height over time (Eq.2.66). This spec-
trum is arranged with a very sharp, strong peak, making it relatively sparse (narrow-
band) in the frequency domain. Compatible time-histories of length N0 = 256 are gen-
erated by utilizing Eq.2.53. The following spectrum parameters are used in Eq.2.66:
α = 0.03, ωp = 0.5, γ = 3.3, and σ =
{
0.07 ω < ωp
0.09 ω > ωp
.
For comparison purposes, the procedure is demonstrated on simulated data compatible
with the stationary spectrum model, Eq.2.65) as well. This spectrum is purposely ar-
ranged with wider peak and longer tail, and as a result is less suitable, in theory, for CS
reconstruction. Again, stationary processes of length N0 = 256 are generated utilizing
Eq.2.53. The following spectrum parameters are used in Eq.2.65: natural frequency,
ωg = 12rad/s, damping ratio ζ = 0.4 and α = 20. Furthermore, Gaussian white noise
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Figure 4.18: CS with adaptive basis method using a Fourier basis)
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Figure 4.19: Example JONSWAP process (top) and the same process with 65% missing
data (bottom)
is added to the process realizations of magnitude 1/5th the standard deviation of the
record in both cases. (White noise is a random signal with constant power spectral
density). Three examples are shown, two for the JONSWAP spectrum and one for that
based on Eq.2.65. For each example, ten process realizations are generated and data is
removed via the methods described in section 2.6.2. The spectrum is then estimated
via scaled zero-padding and L1 minimization in the Fourier basis. The first example
is of the JONSWAP process with 65% missing data at random locations. Figure 4.19
shows a full example process realization alongside the same with 65% missing data.
Figure 4.20 shows that L1 minimization in a Fourier basis (CS reconstruction) has cor-
rectly identified the key peak frequency of the process, and only lost roughly 25% of its
original power. Further, comparing with the scaled zer- padding reconstruction which
has a very low spectral peak and a long tail of noise across all other frequencies, it is
clear that the CS approach is far superior.
The second example (Figure 4.21) uses the same spectrum, but this time with 50%
missing data at intervals of length N0/32 (Eq.2.75). The arrangement of missing data
is less similar to an ideal CS sampling matrix (e.g. uniform random Fourier); therefore
more data is needed for reliable results. Under these conditions, the CS reconstructed
spectrum still out-performs scaled zero-padding significantly, showing a much more
defined spectral peak.
The final stationary example shows the limitations of CS for spectral reconstruction
when the signal is not as sparse in the Fourier domain. For the process defined by
Eq.2.65, the number of missing data was reduced to 50% to account for the broader
spectrum, by which point a zero-padding solution became a viable option (although
it still retains greater noise at higher frequencies). The differences between the two
approaches shown in Figure 4.22 are far less significant than in previous examples. In
this case, either reconstruction method could be considered.
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Figure 4.20: JONSWAP power spectrum reconstruction from 10 stationary process
records via L1 minimization and scaled, zero-padding for 65% missing data at uniform
random locations
Figure 4.21: JONSWAP power spectrum reconstruction from 10 stationary process
records via L1 minimization and scaled, zero-padding for 50% missing data over ran-
domly located fixed intervals of length N0/32
Figure 4.22: Eq.2.65 power spectrum reconstruction from 10 stationary process records
via L1 minimization and scaled, zero-padding for 50% missing data at uniform random
locations
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Figure 4.23: Separable target spectrum drawn from Eq.4.23
Non-stationary simulated processes
In this section results are shown for both separable and non-separable examples. For
the separable case, process records are generated compatible with a time modulated
Clough-Penzien earthquake spectrum,
S (ω, t) = g (t)2 S (ω) , (4.23)
where S (ω) is defined by Eq.2.67 with parameters: S0 = 0.06, ωf = 1, ζf = 0.6,
ωg = 10, ζg = 0.4 and g(t) is the envelope function defined by Eq.2.68. The envelope
function is given the parameters k = 4, a = 0.3 and b = 0.6. Finally, for the non-
separable case, the method is tested on the non-separable earthquake process defined
by Eq.2.69, and shown again in Figure 4.25.
Naturally, for the non-stationary reconstructions, a harmonic wavelet basis is used.
For the separable spectrum, the bandwidth of the wavelets is set at 1/32nd the length of
the corresponding Fourier power spectrum (or 8 rad/s for N0 = 512). This resolution is
more relaxed in the time domain than in the frequency domain; however, there is still
a significant loss of resolution with such a rapidly changing signal (both in frequency
and time). For the non-separable spectrum (Eq.2.69), a larger bandwidth of 1/16th
the length of the power spectrum is used (16rad/s). This allows the GHWT to better
capture the more rapid changes in power over time. Figures 4.23 and 4.25 show the
target spectra drawn directly from Eq.4.23 and Eq.2.69. Comparatively, Figures 4.24
and 4.26 show the average power of the GHWT of 25 time-histories of the separable and
non-separable processes (generated using Eq.2.62). There are power losses at the peak
frequencies as they are spread over a number of frequencies and larger time intervals.
Despite this loss, the spectra in Figures 4.24 and 4.26 still present a useful result,
showing the location of the peak frequencies and the trends over time. Because of these
limitations of the GHWT with no missing data, Figures 4.24 and 4.26 are considered to
be the target spectra for reconstruction in the separable and non-separable examples
respectively. In the following cases, 50% of the data are removed, and the power spectra
are estimated based on an ensemble of 25 realizations.
For the separable process with uniformly distributed missing data, both the scaled
zero-padding (Figure 4.27) and CS (Figure 4.28) reconstructed spectra identify the
frequency location of the power peak and the decaying trend over time. However, CS
has produced a much sharper peak and significantly less noise at higher frequencies than
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Figure 4.24: Averaged GHWT spectrum estimation with no missing
data using 25 time-histories compatible with Eq.4.23
Figure 4.25: Non-separable target spectrum drawn from Eq.2.69
Figure 4.26: Averaged GHWT spectrum estimation with no missing
data using 25 time-histories compatible with Eq.2.69
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Figure 4.27: Separable earthquake power spectrum reconstruction
from 25 stationary process records via zero-padding for 50%/ missing
data at uniform random locations
Figure 4.28: Separable earthquake power spectrum reconstruction
from 25 stationary process records via L1 minimization for 50% miss-
ing data at uniform random locations
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Figure 4.29: Separable earthquake power spectrum reconstruction
from 25 stationary process records via zero-padding for 50% missing
data over randomly located fixed intervals
zero-padding. Figures 4.29 and 4.30 show the same reconstructions, but with uniformly
distributed intervals of missing data of length N0/32. Here the differences are not
so apparent, since although the CS reconstruction remains relatively unchanged, the
scaled zero-padding solution has much lower noise than in Figure 4.27. This is because
introducing large interval gaps of missing data rather than many individual points of
missing data is less likely to generate false powers at higher frequencies. Although not
easily identified in Figure 4.29, the zero-padding reconstruction does show significant
powers right down to the minimum frequency (behind the peak), whereas it should
drop down to zero (this is an important feature of Eq.2.67). The CS reconstruction
much more accurately reproduces this drop at the lowest frequencies.
For the non-separable process, with uniformly distributed missing data there is a
clear advantage of using CS (Figure 4.32) over scaled zero-padding (Figure 4.31). The
low-power, high frequency spike that occurs at the very beginning of the process is
lost in a sea of noise in Figure 4.31. The significance of this difference between the
two reconstructions is made even clearer when using them to generate new process
realizations. Figure 4.35.a shows a non-stationary process realization compatible with
Eq.2.69; note the high frequency oscillations at the start, slowing over time. Figure
4.35.b shows a process realization generated from Figure 4.32 (the CS reconstruction).
The high frequency content at the start trending into a lower frequency signal has
clearly been captured in this case. Finally Figure 4.35.c shows a process realization
generated from Figure 4.31 (the scaled zero-padding reconstruction). Here it is rather
difficult to identify visually any frequency dependent change over time, and further high
frequency noise has a significant presence throughout. For the interval-based missing
data examples (Figures 4.33 & 4.34), as in the separable case, the differences are less
apparent. However, Figure 4.34 does still present less noise at higher frequencies and
has a more defined shape than Figure 4.33, more closely matching that of Figure 4.26.
4.5.2 Adaptive basis compressive sensing
Now with the adaptive CS basis, examples are given for stationary and non-stationary
processes, again utilizing Fourier and generalized harmonic wavelet bases respectively.
Spectra estimated via adaptive basis CS are compared against standard CS, zero-
padding and full (no missing data) reconstructions. For all of the examples, 25 512-
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Figure 4.30: Separable earthquake power spectrum reconstruction
from 25 stationary process records via L1 minimization for 50% miss-
ing data over randomly located fixed intervals
Figure 4.31: Non-separable earthquake power spectrum reconstruc-
tion from 25 stationary process records via zero-padding for 50% miss-
ing data at uniform random locations
Figure 4.32: Non-separable earthquake power spectrum reconstruc-
tion from 25 stationary process records via L1 minimization for 50%
missing data at uniform random locations
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Figure 4.33: Non-separable earthquake power spectrum reconstruc-
tion from 25 stationary process records via zero-padding for 50% miss-
ing data over randomly located fixed intervals
Figure 4.34: Non-separable earthquake power spectrum reconstruc-
tion from 25 stationary process records via L1 minimization for 50%
missing data over randomly located fixed intervals
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Figure 4.35: (From top to bottom) single realization of Eq.2.69, single realization from
Figure 4.34 and a single realization of Figure 4.33
point process records are generated, with normally distributed white noise within the
standard deviation of the process, and 75% of the data is removed. In the stationary
case, process records are generated via Eq.2.53 compatible with the stationary power
spectrum, Eq.2.65, where the natural frequency, ωg = 10 rad/s, damping ratio ζ = 0.25
and α = 5. For the non-stationary case, Eq.2.65 is modified by the envelope function,
S(ω, t) = S(ω)g(t); g(t) = b(e−ct − e−2ct), (4.24)
where b = 4 and c = 8. Process records are generated via Eq.2.62. Both spectra are
sharp and decay quickly, making them relatively sparse in their respective domains.
Stationary simulated processes
For the stationary power spectrum estimation, the advantage of coupling CS with the
adaptive basis is striking. Figure 4.36 shows the source spectrum, matched closely by
its estimation with no missing data (the estimation with no missing data rather than
the source is considered to be the target spectrum). In the same figure, zero-padding,
single pass CS, and CS with adaptive basis are also shown. The zero-padding gives a
very poor spectrum estimation despite significant re-scaling (with 75% missing data,
the zero-padding estimation has been multiplied by 4). Showing a much more defined
peak at the key frequency of 10 rad/s, the CS solution gives a significantly higher
estimate of the maximum power; however it is still only half of that of the target. In
contrast to zero-padding and standard CS, by introducing the adaptive basis, the CS
reconstruction has produced an estimation that is very close to the target spectrum.
Figure 4.37 and Figure 4.38 show how the CS reconstruction and the difference between
the estimate and the target changes each time the sensing matrix is re-weighted.
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Figure 4.36: Comparison of stationary spectrum reconstructions
Figure 4.37: Convergence of stationary spectrum reconstructions to a single estimate
Figure 4.38: Convergence of % error between estimated spectrum and target spectrum
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Non-stationary simulated processes
In the first example shown in Figure 4.39, missing data were located randomly as in the
stationary case. Figure 4.39.a shows the target spectrum. This target is based on the
average harmonic wavelet transform power spectrum for all 25 records with no missing
data. Figure 4.39.b shows the CS estimated power spectrum with 75% missing data
using the adaptive basis. Figure 4.39.c and Figure 4.39.d show the standard CS and
zero-padding estimations respectively. Zero-padding gives a very poor approximation
of the spectrum, as in the stationary case. Further it has a very long tail of noise of
significant magnitude compared to the size of the peak. Standard CS improves greatly
on the zero-padding result, decreasing noise and better estimating the magnitude of
the peak. However it is clear that Figure 4.39.b gives the best approximation to the
target with a significant improvement over Figure 4.39.c.
In the second example shown in Figure 4.40, missing data were grouped in clusters
of length N/10 (Eq.2.75). When missing data occurs in groups, the zero-padding
spectrum estimation becomes more effective (Figure 4.40.d). Because the missing data
occurs less often and for longer periods of time, zero-padding no longer favours high
frequency noise tails, and instead noise is grouped around the lower frequencies; this can
also be seen in Figure 4.40.c for the standard CS reconstruction. In this case, standard
CS gives a lower estimation of the peak spectral power than zero-padding, and although
the peak is slightly more defined it is not necessarily a superior estimation. However,
when CS is combined with the adaptive basis, the power spectrum estimation is clearly
a better match, with the highest peak and closest shape to that of the target (Figure
4.40.b).
4.5.3 Results overview
The results of the CS based reconstructions demonstrate the extent to which the re-
liable spectral estimates may be produced for up to 75% missing data. For processes
that conform to the requirement of sparsity, both single pass and adaptive basis CS
show increased performance over the previous ANN method. 25 samples are used in
non-stationary numerical examples and 10 for stationary examples to show that the
technique is applicable with realistic data set sizes. Further, it is shown in Figure 4.41
that significantly more samples has little effect on the average error in the estimated
spectrum.
4.6 Chapter summary
As with the previous chapter, the research herein provided in Chapter 4 has also ben-
efited in its development and outputs from the author presenting emerging findings
at international conferences [81, 82, 83]. Further, this work has lead to an ongoing
collaboration with the oceanography department at the Indian Institute of Technology
Madras (Through a European Commission funded project, PLENOSE), to investigate
thresholding difficulties when collecting and processing oscillating wave column data.
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Figure 4.39: a. Target spectrum for Eq.4.24 with no missing data, b, c & d. Spectrum
reconstructions with 75% missing data at random locations for CS with adaptive basis,
CS without adaptive basis and zero-padding respectively
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Figure 4.40: a. Target spectrum for Eq.4.24 with no missing data, b, c & d. Spectrum
reconstructions with 75% missing data over random intervals for CS with adaptive
basis, CS without adaptive basis and zero-padding respectively
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Figure 4.41: Average difference between estimated non-separable power spectrum from
100 time histories compatible with Eq.2.69 and adaptive basis CS and zero padded
reconstructions. Samples suffer from 50% missing data in uniformly distributed random
locations.
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Chapter 5
Quantifying the uncertainty of stochastic
process power spectrum estimates subject to
missing data
5.1 Introduction
The focus of Chapters 3 and 4 was to produce a deterministic estimate of the power
spectrum via reconstructing missing data in the time domain. Both of these approaches,
and those introduced in section 2.6.1 will propagate inaccuracies from missing data pre-
dictions in the time domain through to the final spectral estimate. These inaccuracies
may in some cases be particularly small; a specific example would be the case where
only a small percentage of data is missing in a stationary signal with a highly narrow
band spectrum. However, in many cases uncertainty due to missing data can be of
great significance, particularly as all of the models listed previously for reconstruct-
ing the spectrum in the presence of missing data are used to produce a deterministic
estimate for the data missing in the time domain, and ultimately, for the power spec-
trum coefficients. Clearly, these power spectrum estimates could be misleading, as they
provide no information concerning the degree of uncertainty related to the original in-
complete data; thus, potentially leading to poor decision-making if the magnitude of
potential error is not properly quantified. Indeed, even without the presence of missing
data, there are many cases where simply building a Fourier power spectrum without
any understanding of the underlying process can lead to erroneous results. For ex-
ample, [22] states that in a well cited data set describing periodic variations in the
Earth’s orbit [84], falsely detected peaks from the periodogram are given unwarranted
significance, and when compared with a maximum likelihood analysis (e.g.[85]), all but
disappear. Therefore when combining spectral estimation with missing data, we must
be all the more prudent to avoid over confidence when making predictions from our
analyses. The importance of understanding uncertainty in spectral estimates is made
even clearer when considering applications where design decisions that affect system
reliability can impact human lives. An example could be the case of structural system
design where “resonance” is the key mechanism. In this regard, miscalculated resonant
frequencies in the analysis phase of structural system design could lead to catastrophic
failures. While missing data methods listed in section 2.6.1, as well as those developed
in Chapters 3 and 4, rely solely on deterministic estimates of the power spectrum, as
an alternative and based on the aforementioned arguments, it can be argued that there
is merit in relaxing the assumptions on the missing data by modelling them as random
variables. In this regard, by assuming a probability density function (PDF) to repre-
sent the missing data and ultimately the nature of the process as a whole, the power
spectrum may be characterised by a range of possible values rather than a single value
at a given frequency or time-frequency band. This “probabilistic” power spectrum pro-
vides a useful comparison tool for assessing the reliability of alternative reconstruction
methods. In this chapter, a technique is demonstrated for determining a closed-form
expression for the “probabilistic” power spectrum in cases where the missing data are
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assumed to follow a Gaussian distribution. However, the method is flexible to non-
Gaussian random variables in many cases, by virtue of the central limit theorem (e.g.
[86]) as is highlighted in the following sections. Further, the approach to uncertainty
quantification in power spectrum estimation presented in this chapter yields results that
can, alternatively, be generated via Monte-Carlo simulation. In this regard, for a single
time history with missing data, random data compatible with a given distribution are
generated. For each generated set of data, the Fourier or Harmonic Wavelet transform
is performed, yielding an estimate for the power spectrum. The process is repeated
many times, eventually resulting in a histogram for the possible power spectrum values
corresponding at a specific frequency. However, to achieve an accurate distribution
estimate, this approach can be computationally highly demanding.
5.2 Power spectrum PDF methodology
In the following subsections, closed-form expressions for power spectrum estimate PDFs
for both stationary and non-stationary stochastic process records are derived. First,
the stationary case is studied, and PDFs for the power spectrum estimates are deter-
mined corresponding to each and every frequency value. This is done by resorting to
the definition of the DFT in conjunction with an ergodicity assumption for the underly-
ing stationary stochastic process (see section 2.2.4). Following this, harmonic wavelets
are utilized as a basis for representing non-stationary stochastic processes and for es-
timating evolutionary power spectra. In both cases, the PDF of the power spectrum
is derived under the assumption that missing data are standard, normal uncorrelated
random variables. This restriction serves to simplify the derivation of the spectrum
and provide a basic basis for further study. In this regard, example time histories are
normalized to have standard deviation 1 and zero mean. Further, this research has
already been extended to include correlated missing data based on a Kriging model in
the spectrum PDF estimation [87].
5.2.1 Stationary case
To produce power spectrum estimates for real, discrete data, an appropriate transfor-
mation methodology to project from the time domain to the frequency or the joint
time-frequency domain is required. For discrete time data where only a single process
realization is available, this was defined in section 2.5. For the single process record
case, the time averaged stationary state of the process record is assumed to be the same
as the average over all states, hence the process must be ergodic (section 2.2.4). I.e.,
The power spectrum SX (ω) can be estimated by computing the temporal mean value
of the square of the DFT of the available record,
SX (ωk) = lim
T→∞
2∆T
T
∣∣∣∣∣
T−1∑
t=0
xte
−2piikt/T
∣∣∣∣∣
2
(5.1)
where T is the number of data points, t is the data point index in the record, ∆T is the
sampling time increment, and k is the integer frequency for ωk (i.e. ωk =
2pik
T0
where T0
is the total length in time of the record). In the ensuing analysis, the symbol limT→∞
in Eq.5.1 is omitted for convenience, assuming that the number T of available data is
large enough for practical purposes. Further, in the case where there are missing data,
clearly, one or more of xt are unknown. Then, Eq.5.1 can be written in the form
SX (ωk) =
2∆T
T
∣∣∣∣∣∣
∑
tα
xtαe
−2piiktα/T +
∑
tβ
xtβe
−2piiktβ/T
∣∣∣∣∣∣
2
, (5.2)
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where tα and tβ represent the index positions of known and unknown data, respectively.
Next, instead of attempting to impose certain rather strict assumptions on xt with
the aim of obtaining deterministic estimates for xt by utilizing one the many available
methodologies for addressing missing data, a rather relaxed assumption on the nature
of xt is adopted, i.e. the unknown xt are assumed to be independent Gaussian random
variables. Of course, different PDFs can be assumed based on the a priori available
information (if any) about the missing data. Note, however, that in the context of the
maximum entropy principle, the Gaussian PDF has maximum entropy among all real-
valued distributions with specified mean and standard deviation (e.g.[88, 89]). There-
fore, the assumption of normality imposes the minimal prior constraint beyond these
moments; and thus, the Gaussian PDF can be a good candidate for cases where mini-
mal information is known about the missing data. In any case, it can be argued that a
probabilistic description of the unknowns imposes fewer restrictions and assumptions
on the nature of the missing data, as compared to a purely deterministic description.
Further, by taking advantage of the fact that the sum of a series of such random
variables is also Gaussian with variance equal to the sum of the series variances, it
is possible to group random variables to simplify the function. Also, by virtue of
the Central Limit Theorem (CLT), (e.g. [90, 91]), we may relax the assumption of
modelling the missing data as Gaussian random variables, and include other sets of
non-identical distributions. Hence, for large numbers of independent random variables,
their summations will tend towards the same Gaussian distributions as those defined in
this section. Note also that for small numbers of non-Gaussian missing data where the
CLT may not be assumed to govern their summation, the following general procedure
is still valid, and may be followed while specifically taking account of the alternative
(non-Gaussian) distributions.
Before we can sum the random variables in Eq.5.2, we must account for the fact
that the standard deviations in this case are complex, i.e. xtβe
−2piiktβ/T has a real and
imaginary component. Simply taking the sum of the squares of these complex deviations
in an attempt to define a single complex random variable would not make sense. This is
because the PDF of a single complex Gaussian random variable could be plotted in two
dimensions along a vector in the complex plane (this may also be visualized as a joint
density function between real and imaginary parts with unit correlation). However, if
we plotted the PDF of a sum of complex random variables, assuming that the complex
deviations were not multiples of each other, they would yield a three-dimensional joint
PDF in the complex plane with correlation < 1. In order to achieve the latter, the
complex coefficients in Eq.5.2 must be split into their sine and cosine counterparts, i.e.
SX (ωk) =
2∆T
T
∣∣∣∣∣∣
∑
tα
xtα cos
(
2piktα
T
)
+
∑
tβ
xtβ cos
(
2piktβ
T
)
...
−i
∑
tα
xtα sin
(
2piktα
T
)
+
∑
tβ
xtβ sin
(
2piktβ
T
)∣∣∣∣∣∣
2
,
(5.3)
where Xnβ are independent Gaussian random variables representing the missing data,
xnβ . In the following, random variables allocated to all of the missing points in time
are assumed to be identically distributed as well. Note that as previously stated,
these assumptions serve to simplify notation and are not a requirement of the analysis.
Available data are pre-scaled so that their standard deviation (σ) is equal to one, and
shifted so that their mean (µ) is equal to zerol; therefore all random variables are also
standard normal, i.e. Xnβ = Normal(0, 1). Eq.5.3 can now be simplified by replacing
the real and imaginary parts with single Gaussian random variables, by summing the
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variances
SX (ωk) = |X1 − iX2|2 (5.4)
or equivalently,
SX (ωk) = X
2
1 +X
2
2 , (5.5)
where
X1 =
√
2∆T
T
∑
tα
xtα cos
(
2piktα
T
)
+
∑
tβ
xtβ cos
(
2piktβ
T
) (5.6)
and
X2 =
√
2∆T
T
∑
tα
xtα sin
(
2piktα
T
)
+
∑
tβ
xtβ sin
(
2piktβ
T
) (5.7)
Treating X1 and X2 as Gaussian by summing means and variances yields
Xj = Normal(µXj , σ
2
Xj ); j = 1, 2 (5.8)
where
µXj =
√
2∆T
T
(∑
tα
xtα cos
(
2piktα
T
− ϕj
))
; j = 1, 2; ϕj = 0, pi/2 (5.9)
and
σ2Xj =
2∆T
T
∑
tβ
cos2
(
2piktβ
T
− ϕj
)
; j = 1, 2; ϕj = 0, pi/2 (5.10)
If X1 and X2 were independent, SX (ωk) would take a form similar to a non-central
chi-squared distribution (e.g.[92]). However, because both X1 and X2 are functions
of the same pool of random variables (i.e. each missing point contributes the same
underlying random variable to both the real and the imaginary parts of the transform),
they exhibit some degree of correlation. In this regard, the correlation coefficient for
X1 and X2 can be written as
ρX1,X2 =
2∆T
T E
[∑
tβ
Xtβ cos
(
2piktβ
T
)∑
tβ
Xtβ sin
(
2piktβ
T
)]
σX1σX2
(5.11)
Because the expectation of Xtβ with itself for the same tβ is equal to 1, and for different
tβ is equal to zero, Eq.5.11 can be equivalently written as
ρX1,X2 =
∆T
T
∑
tβ
sin
(
4piktβ
Tβ
)
σX1σX2
(5.12)
Further, to simplify the determination of the PDF of SX (ωk), SX (ωk) is arranged in
terms of uncorrelated, independent standard normal random variables X and Y in the
form
SX (ωk) = (aX + µX1)
2 + (bX + cY + µX2)
2 (5.13)
where, a = σX1 , b = ρX1,X2σX2 , c =
√
σ2X2 + b
2 and X = Y = Normal (0, 1). Hence,
Eq.5.13 is treated as a function of random variables [93], and we apply the celebrated
input-output PDF relationship, i.e., if Z is a function of random variables X and Y ,
the CDF of Z, FZ (z) is defined as
FZ (z) = P (Z ≤ z) = P (g (X,Y ) ≤ z) = P [(X,Y ) ∈ Dz] =
∫∫
x,y∈Dz
fXY (x, y) dxdy,
(5.14)
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and the PDF of Z is
fZ (z) =
dFZ (z)
dz
. (5.15)
Considering Eqs.5.13, 5.14 and 5.15, an expression can be derived for the PDF of the
power spectrum estimate SX (ωk) at a given frequency ωk of the form
PSX(ωk) (z) =
d
dz
[
1
2pi
∫∫
(ax+µX1)
2
+(bx+cy+µX2)
2≤z
e
1
2(y
2+x2)dydx
]
. (5.16)
I.e., Eq.5.16 is the PDF of the power spectrum. Finally, resorting to numerical in-
tegration of the double integral in Eq.5.16, and setting the integration limits equal
to
x =
−µX1 ±
√
z
a
, y =
− (bx+ µX2)±
√
z −
(
a2x2 + 2aµX1x+ µ
2
X1
)
c
, (5.17)
the PDF PSX(ωk) (z) can be readily determined.
Overall, it has been shown that in the case where missing data in a realization are
modelled as independent identically distributed Gaussian random variables, a simple
expression (Eq.5.16) can be derived for the PDF of the underlying process power spec-
trum value at a given frequency. In this regard, the uncertainty propagation from the
measured incomplete signal in the time/space-domain to its power spectrum estimate
in the frequency domain is efficiently quantified without resorting to computationally
demanding Monte-Carlo simulations. Note again that for non-identically distributed
Gaussian random variables, individual variable means and variances are simply added
when calculating the statistics of X1 and X2. This is also the case when dealing with
non-identically distributed non-Gaussian random variables if the central limit theorem
holds. To elaborate further on the computational cost aspect, it becomes clear that
for long time-histories with a significant amount of missing data (and thus, with a
large number of random variables), attempting to generate these “probabilistic” power
spectra via a Monte Carlo simulation treatment could become potentially prohibitive.
At the same time, the complexity of solving Eq.5.16 would remain unchanged. This
is demonstrated in the examples section, where Figure 5.7 shows the required number
of FFT simulations to approximate the power spectrum PDF. Further, Eq.5.16 can be
potentially used for assessing the performance of alternative power spectrum estimation
techniques subject to missing data which provide with a deterministic estimate of the
power spectrum value at a specific frequency.
Note that in the case where ergodicity is not assumed and the expectation operator
is understood in an ensemble average sense, the stationary power spectrum is estimated
by
SX (ωk) = E
2∆T
T
∣∣∣∣∣
T−1∑
t=0
xte
−2piikt/N
∣∣∣∣∣
2
 . (5.18)
Here, for a specific frequency ωk, the power spectrum SX (ωk) constitutes a scaled sum
of random variables, which gives the distribution of the mean outcome of Eq.5.16 over
the ensemble set. For standard normal missing data, with each additional sample, the
variance of SX (ωk) decreases. Clearly this is to be expected by virtue of the CLT (see
also [91, 90]) when using independent random variables, since the standard deviation
of SX (ωk) tends towards zero as the ensemble size tends toward infinity i.e.,
σSX(ωk) =
1
Nrec
√√√√Nrec∑
i=1
σSXi (ωk)
; lim
Nrec→∞
(
σSX(ωk)
)
= 0, (5.19)
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Figure 5.1: Continuous harmonic wavelet defined by Eq.2.44 with for k = 0, m = 1
and n = 6
where Nrec is the number of records in the ensemble. It can be readily seen that if an
’infinite’ number of realizations with missing data was available, the aforementioned
approach/modelling would provide a deterministic estimate for SX (ωk).
5.2.2 Non-stationary case
To build a non-stationary power spectrum PDF, as with the stationary case an ap-
propriate basis is required. In this regard, the derivation of an EPS PDF follows the
rigorous harmonic wavelets based representation of the power spectrum in section 2.5.1.
When working with discrete-time signals of finite length, a time-limited form of
Eq.2.44 is required to compute the wavelet transform. This is realized by taking the
inverse discrete Fourier transform of Eq.2.43, having the effect of wrapping the tails of
the wavelet outside the recorded time history back in on themselves [30, 31], yielding
a periodic function over T0, i.e.,
ΨGD(m,n),k (t) =
1
∆ω (n−m)
n−1∑
f=m
e
2piif∆ω
(
t
T0
− kT0
n−m
)
. (5.20)
A comparison of the original finite energy and periodic harmonic wavelets are shown
in Figures 5.1 and 5.2 respectively.
Notice that by comparing Figures 5.1 and 5.2, the source of possible end-effects
discussed in section 2.5.1 when using the discrete GHWT can be clearly seen (i.e.
wavelet power is likely to ‘leak’ around to the other side). Next, utilizing Eq.2.45, and
assuming that T0 = 2pi, T is the number of sample points and t are the integer point
indices, we can now write the discrete harmonic wavelet transform of x as
WGD(m,n),k =
1
T
T−1∑
t=0
xt
n−1∑
f=m
e−2piif(
t
T
− 2pik
n−m). (5.21)
Combining Eq.2.63 with Eq.5.20, the evolutionary power spectrum for a discrete time
recorded process is estimated by
SX (ω, t) = S
X
(m,n),k = E [Fx (ωm,n, k)] (5.22)
where
Fx (ωm,n, k) =
2∆T
(n−m)T
∣∣∣∣∣∣
T−1∑
t=0
xt
n−1∑
f=m
e−2piif(
t
T
− 2pik
n−m)
∣∣∣∣∣∣
2
, (5.23)
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Figure 5.2: Discrete harmonic wavelet defined by Eq.5.20 for k = 0, m = 1 and n = 6
ω(m,n) is the frequency band and k the time increments. Further, for the purpose of
determining a ‘probabilistic’ power spectrum and following a similar approach as the
one for the stationary process case, Eq.5.23 can be split into known and unknown cosine
and sine components (see Eq.5.2 and Eq.5.3). As in the stationary case, tα and tβ are
used to represent the known and missing integer data point locations, respectively.
Note that the assumption of ergodicity in the stationary case is no longer applicable
in the non stationary case. So the usefulness of the following non-stationary result is
limited in a practical sense, giving the PDF of the harmonic wavelet spectrum estimate
for a single record only. Following the methodology for the stationary case, the result
is that for the non-stationary case, Eq.5.23 takes a similar form to Eq.5.5, i.e.
SX (ω, t) = Y
2
1 + Y
2
2 (5.24)
where
Y1 =
√
2∆T
T (n−m)
∑
tα
xtα
n−1∑
f=m
cos
(
−2pif
(
tα
T
− 2pik
n−m
))
+
∑
tβ
xtβ
n−1∑
f=m
cos
(
−2pif
(
tβ
T
− 2pik
n−m
)) (5.25)
and
Y2 =
√
2∆T
T (n−m)
∑
tα
xtα
n−1∑
f=m
sin
(
−2pif
(
tα
T
− 2pik
n−m
))
+
∑
tβ
xtβ
n−1∑
f=m
sin
(
−2pif
(
tβ
T
− 2pik
n−m
)) (5.26)
In Eqs.5.25,5.26, Yj = Normal
(
µYj , σ
2
Y,j
)
; j = 1, 2 where
µYj
√
2∆T
T (n−m)
∑
tα
xtα
n−1∑
ω=m
cos
(
ω
(
tα
T
− k
n−m
)
− ϕj
)
; j = 1, 2; ϕj = 0, pi/2
(5.27)
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σ2Yj =
2∆T
T (n−m)
∑
tβ
(
n−1∑
ω=m
cos
(
ω
(
tβ
T
− k
n−m
)
− ϕj
))2
; j = 1, 2; ϕj = 0, pi/2
(5.28)
ρY1,Y2 =
2∆T
T (n−m) ·
∑
tβ
∑n−1
ω=m cos
(
ω
(
tβ
T − kn−m
))∑n−1
ω=m sin
(
ω
(
tβ
T − kn−m
))
σY1σY2
(5.29)
The PDF for a non-stationary process power, from a single realization at a given time
and frequency, may be drawn by evaluating Eq.5.16 with the above parameters. Sim-
ilarly to the stationary case, if multiple process records are considered as part of an
ensemble, the variance of the power spectrum estimate at each frequency decreases.
5.3 Numerical Examples
To demonstrate the applicability of the proposed “probabilistic” power spectrum esti-
mation approach, stationary and non-stationary process time-histories are generated by
Eq.2.62 and Eq.2.62 respectively. Both stationary and non-stationary examples feature
earthquake processes with various arrangements of missing data.
5.3.1 Stationary power spectrum PDF
For the stationary case, sample realizations compatible with the stationary spectrum,
Eq.2.65, are generated, where ωg = 12 rad/s, ζ = 0.6 and α = 20. Further, two
samples are generated and analysed separately, with 10% and 20% missing data in
uniformly distributed random locations. Figure 5.3 compares the original spectrum
with the “probabilistic” spectrum estimate, based on Eq.5.16 after 10% of the data has
been removed. Figure 5.4 shows distributions for three selected frequencies compared
to estimates corresponding to no missing data (represented by vertical lines). It can
be readily seen that the true power spectrum values for each frequency lie within the
distributions’ effective domains, and in this case within two standard deviations of the
mean. Further, it is also noted that the spectral estimation uncertainty decreases as
the true power spectrum value nears zero. This is partly due to the fact that power
spectrum values cannot be negative, and so the PDFs become more skewed near zero.
Higher true powers are also more drastically effected by missing data, due to the squared
nature of the power spectrum, e.g. a fluctuation of ±2 about zero when squared has
an interval of width 4, but a fluctuation of ±2 about 1 when squared has an interval
of width 9.
Figures 5.5 and 5.4 show the same analysis for 20% missing data. As the number of
missing data increases, the estimated power spectrum value exhibits larger uncertainty
as anticipated; that is, the power spectrum PDF variance increases. However, the
probability of the process having zero power at and around the predominant frequency,
12 rad/s, remains extremely low. This is because the known data still exhibit a strong
correlation with this frequency.
To produce these PDF plots, Eq.5.16 is evaluated numerically using adaptive quadra-
ture [94]. This procedure takes around 3 seconds on a standard modern mid-range
computer (as of 2015). In comparison, applying a Monte-Carlo approach, 105, 106 and
107 samples took 2.5, 26 and 267 seconds, respectively. Clearly, a multiple of the above
values would be required for the case where an ensemble of realizations were considered.
The Monte-Carlo estimated PDFs are shown in Figure 5.7 (for an example estimation
of the power at 18 rad/s with 10% missing data). Even with 107 samples, near the
peak there is still a noticeable difference when compared to the target exact PDF.
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Figure 5.3: Power spectral probability densities with 10% missing data replaced by
independent, identically distributed normal random variables
Figure 5.4: Selected PDFs from Figure 5.3 at 6 rad/s, 12 rad/s and 24 rad/s. The
vertical lines show the estimated spectral power with no missing data for each PDF
Figure 5.5: Power spectral probability densities with 20% missing data replaced by
independent, identically distributed normal random variables
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Figure 5.6: Selected PDFs from Figure 5.5 at 6 rad/s, 12 rad/s and 24 rad/s. The
vertical lines show the estimated spectral power with no missing data for each PDF
Figure 5.7: Comparison of Monte-Carlo simulated PDF and numerical integration so-
lution for 105, 106 and 107 samples for 18 rad/s with 10% missing data
For the non-stationary case, the method is tested on the non-separable earthquake
excitation process described in section 2.5.2 (Eq.2.69). The full spectrum is shown
in Figure 5.8, and that for a single sample with no missing data is shown in Figure
5.9. A wavelet bandwidth of 6 rad/s is chosen to give an even trade-off between time
and frequency resolution when using a 128 point sample. Two examples are shown
initially, one with 10% missing data (Figure 5.10) and another with 20% missing data
(Figure 5.11). An additional key is provided (Figure 5.13) to clarify the interpretation
of these figures. Again, as with the stationary case, the probabilistic harmonic wavelet
based power spectrum PDFs generally have higher mean values in the locations where
the full estimated spectrum shows the greatest power spectral density. Similarly, the
PDFs of the power spectral densities tend to have lower variance and greater skew-
ness as their mean values approach zero. However, unlike in the stationary process
examples, this tendency is not always the case. Because the wavelets are time-limited
as well as frequency band-limited, power spectrum PDFs are significantly affected by
the arrangement of the missing data in time. Notice in Figure 5.10 at k = 1 and
18 < ω < 24rad/s, the estimated power spectrum value is comparatively high, yet the
variance of the PDF is low. This is due to the fact that if we looked at the sample time
history, there would be few missing data near the start of the record (k = 1). We can
highlight this effect by purposely removing a continuous interval of data, rather than
using uniformly distributed missing points. This is shown in Figure 5.12 where 10%
of the record is missing near the start. The result is that bands of higher uncertainty
occur, in this case for k = 1, 2 (i.e. the PDFs have higher variance). For higher k
values, the PDFs have much lower variance, and the true estimated power spectrum is
therefore less ambiguous. The effect is very clearly demonstrated by comparing selected
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Figure 5.8: Non-separable earthquake power spectrum defined by Eq.2.69
PDFs at k = 1 where there are missing data, and at k = 4 where there are no missing
data (Figures 5.14 and 5.15 respectively).
5.4 Chapter summary
The third novel approach, herein described in Chapter 5, was first presented during
the 2nd International Conference on Vulnerability, Risk Analysis and Management
(ICVRAM) in July 2014 [59]. A full journal paper featuring the evolutionary spectrum
PDF submitted to the International Journal of Sustainable Materials and Structural
Systems (IJSMSS) is currently under review. As a result of this work, the author
is currently developing a non-probabilistic counterpart interval-analysis approach to
power spectrum uncertainty quantification, which will serve in a similar manner as a
complementary tool to deterministic estimation.
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Figure 5.9: Harmonic wavelet power spectrum for single time history compatible with
Eq.2.69
Figure 5.10: PDFs of power spectral density for the single realization of Eq.2.69 shown
in Figure 5.9 with 10% missing data in uniformly distributed random locations
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Figure 5.11: PDFs of power spectral density for the single realization of Eq.2.69 shown
in Figure 5.9 with 20% missing data in uniformly distributed random locations
Figure 5.12: PDFs of power spectral density for a single realization of Eq.2.69 shown
in Figure 5.9 with 10% missing data near the beginning of the record
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Figure 5.13: Additional explanation for interpreting Figures 5.10, 5.11 and 5.12
Figure 5.14: Selected PDFs from Figure 5.12 for k = 1 at 6 rad/s, 12 rad/s and 24
rad/s. The vertical lines show the estimated spectral power with no missing data for
each PDF
Figure 5.15: Selected PDFs from Figure 5.12 for k = 4 at 6 rad/s, 12 rad/s and 24
rad/s. The vertical lines show the estimated spectral power with no missing data for
each PDF
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Chapter 6
Conclusions and Recommendations
This work set out to investigate new approaches to problems associated with missing
data in discrete analysis of stochastic processes. With a particular focus on evolu-
tionary power spectrum estimation of non-stationary processes via harmonic wavelets,
three novel methodologies, based on a critical appraisal of pertinent literature, were de-
veloped yielding very promising results. Concluding remarks pertaining to these three
approaches, as well as the research investigation as a whole, are provided in this section,
along with a number of suggestions for recommended areas of further research.
One of the primary features of the Artificial Neural Network (ANN) based approach
outlined in Chapter 3 is that it can provide a relatively unrestrictive solution to the
problem of missing data in spectral analysis and process simulation. ANNs are capable
of adapting to suit the type of application without the need to define stringent model
parameters, such as expected number of spectral peaks or total spectral power. In
both stationary and non-stationary tests, an ANN was shown to be capable of learn-
ing a stochastic process and filling missing data gaps fitting with the original power
spectrum. Not only was the network able to learn the processes, but a comparison
of spectral analysis with the zero-filled, model-free approach showed the ANN to be
superior, regardless of how the missing data was arranged. It should be noted that
when applied to larger interval gaps than those demonstrated in this study, the net-
work requires significant training to prevent the outputs from diverging, and this can be
computationally demanding. Further, even in the examples shown here for which the
ANN gave promising results, the training procedure was time consuming. This became
more apparent when testing the proposed method in a structural reliability context
[60] where large numbers of networks were trained on long processes. Fortunately the
scheme is to a large extent parallelizable, but further research into alternative network
architectures and learning algorithms could yield significant gains in efficiency.
Chapter 4 outlined an entirely different approach to stationary and non-stationary
stochastic process power spectrum estimation subject to missing data, utilizing Com-
pressive Sensing (CS) theory. Specifically, when applied to both stationary and non-
stationary processes, CS theory, combined with an appropriate harmonic basis and
applied in the presence of missing data, was shown to be highly effective in reconstruct-
ing the power spectrum in many cases. The approach appears efficient and superior
to zero-padding based solutions, provided that the recorded time-domain data is rel-
atively sparse in the frequency domain - an assumption that is often valid, especially
when environmental process or structural response histories are considered. Although
most effective when missing data are not grouped and randomly distributed, CS re-
construction was shown to be capable of providing accurate power spectrum estimates
under a range of missing data configurations. The accuracy of non-separable estimated
spectra is comparable to that of the separable spectrum results, suggesting that the
developed approach can be efficacious in a range of problems in which little a priori
information is known about the shape of the spectrum. Further, in cases where an
ensemble of process records are used to form a single basis in which the process is
sparse, applying an adaptive basis procedure in conjunction with CS was shown to
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yield significant improvements over a standard CS approach. Of particular note is the
extent to which the adaptive basis allows CS-reconstruction with harmonic wavelets,
to reliably reproduce evolutionary power spectra under realistic conditions with up to
75% missing data. Recent work undertaken by the author to extend the adaptive basis
CS procedure to higher dimensional data sets and cross-spectral density estimation
has however found that in large problems, finding a solution to the L1 minimization
problem can be computationally demanding. Optimizing this step should be a focus
for further work in this area. Of additional interest is investigation into the addition
of a probabilistic framework during the re-weighting procedure, where ensembles are
large enough to consider higher order statistics than a simple average.
In Chapter 5, the issue of quantifying the uncertainty in stochastic process power
spectrum estimates based on realizations with missing data was addressed. In this re-
gard, relying on relatively relaxed assumptions for the missing data, probability density
functions (PDFs) for power spectrum values corresponding to specific frequencies were
produced. Specifically, modelling the missing data as Gaussian random variables, rely-
ing on fundamental concepts from probability theory, and resorting to Fourier and har-
monic wavelets based representations for the stationary and non-stationary processes
respectively, the uncertainty related to the power spectrum estimate was quantified by
deriving a closed-form expression for the respective PDF. It is noted that the Gaus-
sian assumption is not restrictive, and that the approach can be applied in a relatively
straightforward manner for other alternative non-Gaussian PDFs chosen to model the
missing data. Further, by virtue of the central limit theorem (CLT) the result is di-
rectly applicable for cases where the number of missing data is large enough to consider
arbitrary PDFs as Gaussian. Also, the premise of performing a probabilistic spectral
analysis is not limited to this approach, and there is significant scope for introducing
additional assumptions to more accurately represent uncertainty under more specific
conditions. Depending on the specific application, this work could be extended to in-
clude, for instance, time-varying distribution functions and correlated missing data.
The results demonstrated the large extent to which any given single estimate, even for
small amounts of missing data, may be unrepresentative of the target spectrum. Fur-
thermore, considering the herein numerical examples with missing data <10% for both
stationary and non-stationary cases, the true power spectrum values were all within
two standard deviations of the PDF means. Therefore this approach could be used to
bound deterministic estimates, providing specific validation criteria for missing data
reconstruction. Finally, it is noted that the results were produced utilizing the exact
closed-form expression at a significantly reduced computational cost, as opposed to an
alternative Monte-Carlo simulation approach.
The methods outlined in Chapters 3, 4 and 5 are naturally not suitable in all
scenarios involving spectral estimation under missing data, and are therefore meant as
complementary methods to a much wider set of tools. Throughout this work, zero-
padding in particular has been applied as a benchmark against which to demonstrate
the superior performance of the proposed methods. Nevertheless, it is important to
remember that zero-padding, along with other methods outlined in Chapter 2 can
be highly applicable, producing reliable results with high efficiency in their own ideal
scenarios. In this regard, a possible avenue of further work stemming from this research
in its entirety could take the form of developing an unbiased, comprehensive list of
tools for approaching missing data problems. By categorizing different methods based
on qualitative and quantitative missing data criteria, a valuable resource for practical
use in a wide range of applications could be produced, especially if combined with
a user-friendly missing data ‘toolbox’; having multiple uses in research, teaching and
training.
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To finalize, this doctoral work has generated a number of journal and conference
papers, fostered collaboration with external research bodies, and will continue to be
taken forward by the author and partners in multiple new directions in the future.
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