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Abstract
The weak and strong convergence of a sequence generated by a Mann-type iteration are investigated in the frame of a real Hilbert
space. Some applications to the projection method for the convex feasibility problem are given.
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1. Introduction
Let C be a closed convex subset of a real Hilbert spaceH and let T :C → C be a nonlinear mapping with nonempty
ﬁxed point set F(T ) in C. Let {xk} be a sequence deﬁned by the following Mann-type iterative process
xk+1 = (1 − tk)xk + tkT (xk), x0 ∈ C, (1)
where tk ∈ R+, k = 0, 1, . . . . If 0< tk < 1, then xk+1 is a convex combination between xk and T (xk). This restriction
concerning {tk} is not always satisﬁed; the typical case is, for example, the projection algorithm for convex feasibility
problem, algorithmwhich have just the form (1) and0< tk < 2. In particular, if tk= 12 , (1) becomesxk+1=(xk+T (xk))/2,
which is the well-known Krasnoselski method. The term Krasnoselski/Mann or the relaxed iteration is sometimes used
for (1) as well. Note also that (1) itself is a particular case of the general Mann iteration xk+1 = T (xk), where
xk =∑kj=0kj xj and A = {kj } is a triangular averaging matrix. If this matrix satisﬁes the segmenting condition, that
is, n+1,j = (1 − n+1,n+1)nj , then the general Mann iteration becomes just (1) with a speciﬁc relaxation strategy,
tk = k+1,k+1, ∀k ∈N.
A straightforward application of theMann-type iteration is the projection algorithms for solving the convex feasibility
problem, particularly because such algorithm have the form (1) and the projection mapping has the properties required
in the Mann-type iteration. The geometric idea of the projection method is to project the current iteration onto certain
set from the intersecting family and to take the next iteration on the straight line connecting the current iteration and this
projection. A weight factor gives the exact position of the next iteration. Different strategies concerning the selection
of the set onto which the current iteration will be projected, will give particular projection types algorithms.
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The objectives of this paper are to analyze the weak and strong convergence of a sequence generated by the iterative
scheme under consideration and then to apply these results to the projection algorithm for solving the convex feasi-
bility problem in a real Hilbert space. In Section 2 some classes of mappings that usually are involved in the study
of the Mann iteration are deﬁned and certain bibliographical comments are given. Section 3 deals with the conditions
that guarantee the weak and strong convergence of the sequence generated by Mann-type iteration for the class of
demicontractive mappings. The projection algorithm for convex feasibility problem is considered in Section 4; the
signiﬁcant role of the regularity properties of the intersecting family for strong convergence is pointed out in the
sequel.
2. Deﬁnitions and some former and recent results
The convergence properties of (1), both weak and strong, are related with the structural properties of T.
Deﬁnition 1. The mapping T is said to be:
(a1) Quasi-nonexpansive (QNE) if
‖T (x) − x∗‖2‖x − x∗‖2 ∀x ∈ C, x∗ ∈ F(T );
(b1) Demicontractive (DCp) if for certain constant p ∈ R the following inequality holds:
‖T (x) − x∗‖2‖x − x∗‖2 + p‖x − T (x)‖2 ∀x ∈ C, x∗ ∈ F(T ).
Remark 1. There are certain reasons to restrict the values of p to the interval (−∞, 1) (see Section 3). In this case,
it is obvious that p<q imply that DCp ⊂ DCq. Moreover, the inclusion is strictly; indeed, if T is a linear mapping,
T (x) = cx, c ∈ R, the condition of demicontractivity (b1) is satisﬁed if and only if (p + 1)/(p − 1)< c< 1, so that
if p<q then (p + 1)/(p − 1)< (q + 1)/(q − 1) and for suitable c the mapping T (x) = cx belongs to DCp but it
does not belong to DCq. Obviously, for p ∈ [0, 1) the demicontractive class of mappings properly includes the class
of quasi-nonexpansive mappings. Note also that for p>− 1 the class of demicontractive mappings is diminished in a
great extent.
Deﬁnition 2. The mapping T is said to be:
(a2) Firmly nonexpansive (FNE) if
‖T (x) − T (y)‖2‖x − y‖2 − ‖x − y − (T (x) − T (y))‖2 ∀x, y ∈ C;
(b2) Firmly quasi-nonexpansive (FQNE) if
‖T (x) − x∗‖2‖x − x∗‖2 − ‖x − T (x)‖2 ∀x ∈ C, x∗ ∈ F(T ).
It can be seen that condition (b2) is obtained by weakening the condition (a2) of ﬁrmly nonexpansivity, requiring
that y ∈ F(T ). Note also that the class of ﬁrmly quasi-nonexpansive maps coincides with DC−1.
The considered classes of mappings satisfy the strict inclusion relations:
FNE ⊂ FQNE ⊂ QEN ⊂ DCp, 0<p< 1.
Usually, the convergence of (1) requires some additional smoothness properties of the mapping T, like continuity or
demiclosedness.
Deﬁnition 3. A mapping T is said to be demiclosed , if for any sequence {xk} which converges weakly to y, and if the
sequence {T (xk)} converges strongly to z, then T (y) = z.
In what follows, only the particular case of demiclosedness at zero will be used, which is the particular case when
z = 0.
The concept of quasi-nonexpansivity was introduced (it seems for the ﬁrst time) by Tricomi [23] for real valued
functions and widely studied later for more general cases [12,21]. A typical result for real Hilbert spaces states that if
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T :C → C is quasi-nonexpansive and I −T is demiclosed then the sequence {xk} deﬁned by (1) with 0<a tkb< 1
converges weakly to a ﬁxed point of T [13, Theorem 8]. For strong convergence some additional conditions must be
imposed, for instance, that T be continuous and limk→∞d(xk, F (T )) = 0, where d(x,M) is the distance from x to M
[21, Theorem 1.1].
In the paper [18] we have considered a class of mappings which satisﬁes the following condition: there exists a strict
positive number  such that
〈x − T (x), x − x∗〉‖x − T (x)‖2 ∀x ∈ C, x∗ ∈ F(T ). (2)
For this class of mappings the weak convergence of the sequence {xk} generated by (1) is shown, provided that I −T
is demiclosed at zero. For the strong convergence of the same sequence, additional condition on T and on the starting
iteration point is needed [18, Theorem 3]. These results were extended to some more general spaces (Banach spaces,
uniformly smooth Banach spaces, etc.) in some papers [9,10,24]. The almost identic conditions were used in [19] for
proving the weak convergence of a Mann and Ishikawa iteration processes with errors to a ﬁxed point of T, processes
considered earlier in [17,25] for nonlinear strongly accretive operators.
Moore [19] observed that the class of maps satisfying (2) coincide with the class of demicontractive mappings.
Indeed, it can be seen that (2) is equivalent with the condition (b1), where  = (1 − p)/2.
Combettes and Pennanen [11] have introduced a class of mappings satisfying the condition:
〈x∗ − T (x), x − T (x)〉0 ∀x ∈ C, x∗ ∈ F(T ). (3)
For such class it is shown that the sequence generated by an iterative scheme of Mann-type converges weakly to a
common ﬁxed point of a family of mappings in this class. The class of mapping satisfying (3) coincides with the class
of ﬁrmly quasi-nonexpansive mappings.
The projection algorithm was used in [1,20] for solving a system of linear inequalities (the authors referred their
method as relaxation algorithm). Generalizations for convex sets in real n-dimensional spaces were given in [14,16].
Bergman [8] considered the classical projection method for the case of m intersecting closed convex sets Mi in a
real Hilbert space. He showed that, given an arbitrary starting point x0, the sequence generated by the projection
algorithm converges weakly to a point in M = ⋂mi=1Mi . In [15] certain regularity conditions of the family of sets
were described that guarantee the strong convergence of the iterations. In its essence, this regularity conditions means
that int
⋂m
i=1Mi = ∅; more exactly, the main condition considered in [15] is: M
⋂
(Int
⋂
∈AM) = ∅, where A is
a set of indexes and M is a certain set of the family. Such condition is necessary for the afﬁrmative answer to the
following very simple problem: Suppose that a sequence is getting closer to every set of an intersecting family of
sets; does the sequence get also closer to their intersection? In [15] an afﬁrmative answer is done, provided that the
family satisﬁes the above regularity condition. Note that the boundedness of the sequence is also required. Bausche
and Borwein [5] considered such a property as a deﬁnition for the regular n-tuple of sets, namely, a family of n sets is
regular if
∀>0 ∃>0 ∀ x ∈H
max{d(x,Mi), i = 1, . . . , n}
d(x,
⋂
Mi).
In some recent papers, other conditions for strong convergence have been given, for example in [5–7,11].A complete
and exhaustive study on algorithms for solving convex feasibility problem, including comments about their applications
and an excellent bibliography, was given by Bausche and Borwein [5].
3. The weak and strong convergence of the Mann iteration
If the sequence of scalars {tk} from (1) belongs to the interval (0, 1), then taking into account that C is convex and
that T :C → C, it follows that the whole sequence {xk} belongs to C. However, these scalars depend of the constant p
and so, the belonging of the sequence to C must be enforced as a condition.
Theorem 1. Let T :C → C be a nonlinear mapping, where C is a closed convex subset ofH. Suppose that T is demi-
contractive on C, that I −T is demiclosed at zero and that the sequence {xk} generated by (1) with 0<a tkb< 1−p
belongs to C. Then {xk} converges weakly to an element of F(T ).
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Proof. Using the condition of demicontractivity (b1) it obtains
‖xk+1 − x∗‖2‖xk − x∗‖2 − tk(1 − p − tk)‖xk − T (xk)‖2.
Since 1 − p − tk > 0, it follows that ‖xk+1 − x∗‖2‖xk − x∗‖2 and so ‖xk − x∗‖ → x∗ , as k → ∞ for all
x∗ ∈ F(T ). Now, because a tkb, it follows
‖xk − T (xk)‖2(a(1 − k − b))−1(‖xk − x∗‖2 − ‖xk+1 − x∗‖2) → 0 (k → ∞).
The sequence {xk} being bounded, there exists a subsequence {xkj } of {xk} which converge weakly to an x∗; since
{xkj } ⊂ C and C is closed and convex (hence weakly closed), it follows that x∗ ∈ C. Moreover, x∗ is a ﬁxed point of
T, for xkj − T (xkj ) → 0 and I − T is demiclosed at zero (hence x∗ − T (x∗) = 0).
The remaining of the proof follows verbatim the proof of Theorem 1 from [18]. 
Remark 2. In comparison with Dotson’s result [13], the class of maps in our theorem is larger; for p> 0 the class
of demicontractive mappings properly includes the class of quasi-nonexpansive mappings; in the same time, the right
bound of tk is lower (tkb< 1 − p).
Remark 3. Our idea of proof was used in some recent papers [2–4].
From the applications point of view, it is interesting to obtain additional conditions such that the sequence {xk}
converges strongly to an element of F(T ). In [22] the following condition is considered: there exists a nondecreasing
function f : [0,∞) → [0,∞)with f (0)=0 and f (r)> 0 for r > 0, such that ‖x−T (x)‖f (d(x, F (T ))) for ∀x ∈ C.
The following theorem gives also such a condition.
Theorem 2. Let T be as in Theorem 2. If, in addition, there is h ∈ C, h = 0, such that 〈x−T (x), h〉0 for all x ∈ C,
then the sequence {xk} generated by (1) with tk also as in Theorem 2, and for suitable x0 in C, converges strongly to
an element of F(T ).
The proof is in [18]. Note that suitable initial points x0 are those that satisfy 〈x0 − x∗, h〉> 0.
Petryshyn and Williamson, in the classical paper [21], point out the signiﬁcant role of the behavior of a sequence
with respect to the set of ﬁxed points. For strong convergence of the Mann iteration, it seems that such property plays
a prominent part, so that we suggest to capture it in a deﬁnition.
Deﬁnition 4. Let {xk} be a sequence inH and let M ⊂H be a closed subset. We say that {xk} is regular with respect
to M if d(xk,M) → 0 as k → ∞.
Theorem 3 (Petryshyn and Williamson). Suppose that T :D ⊂H→H is a quasi-nonexpansive mapping and that
F(T ) is nonempty and closed. Let x0 ∈ D such that xk = T (x0)k ∈ D, k = 1, 2, . . .. Then the sequence {xk} converges
(strongly) to a ﬁxed point of T if and only if {xk} is regular with respect to F(T ).
Here, as usual, T k denotes the k iterate of T.
Remark 4. Theorem 3 is a slight generalization of the ﬁrst result of [21] and its proof is, practically, identic. Essentially,
Theorem 3 replaced the condition of continuity of T, from the original result, with the condition of closedness of F(T ).
It is easy to see that the latter condition is weaker, and, as it will result, is essential for our development.
Consider now the Mann iteration (1) and suppose that T is demicontractive with the constant p satisfying p< 1. Let
Tt be the iteration function deﬁned by Tt (x) = (1 − t)x + tT (x); obviously, a concrete Mann iteration is obtained for
any particular sequence {tk}. Using the equivalence between the condition of demicontractivity and the condition (2),
it follows:
‖Tt (x) − x∗‖2‖x − x∗‖2 − t (1 − p − t)‖x − T (x)‖2, (4)
and Tt is quasi-nonexpansive provided that 0< t < 1 − p.
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Thus, for the class of demicontractivemappingswithp< 1, the strong convergence of theMann iteration is guaranteed
if and only if the sequence generated by this iteration is regular with respect to the set of ﬁxed points.
4. The convex feasibility problem
Let Mi ⊂ H, i = 1, . . . , m be a family of closed convex subsets ofH with nonempty intersection,⋂Mi = ∅. The
convex feasibility problem is
Find a point of
⋂
Mi .
Let x be a point inH and let P(x, i) be the projection of x onto Mi (if x ∈ Mi , then P(x, i)= x). Let ix be the least
index such that
‖x − P(x, ix)‖ = max
i
‖x − P(x, i)‖.
Deﬁne the mapping T :H → H by T (x) = P(x, ix). It is clear that x ∈ ⋂Mi if and only if T (x) = x, hence if
and only if x is a ﬁxed point of T, that is
⋂
Mi = F(T ). For any x ∈H and x∗ ∈ F(T ), the following Kolmogorov
condition 〈x − P(x, ix), P (x, ix) − x∗〉0 is satisﬁed and it is routine to see that T is ﬁrmly quasi-nonexpansive.
According to Theorem 3, the Mann iteration in this case converges strongly to an element of F(T ) if and only if {xk} is
regular with respect to F(T ). In its turn this property of {xk} is in connection with the regularity property of the family
{Mi}.
The following lemma point out the conditions which guarantee that an intersecting family of sets have the regularity
property and hence the sequence generated by the projection algorithms is regular with respect to the intersection. This
result is similar with Lemma 5 (the case a) from [15].
Lemma 1. Let Mi ⊂H (i = 1, . . . , m) be a family of convex sets such that Int⋂Mi is nonempty and bounded and
let {xk} be a sequence ofH such that d(xk,Mi) → 0 as k → ∞ for each i. Then d(xk,⋂Mi) → 0, as k → ∞.
Proof. We assume that o ∈ Int⋂Mi . Then there exists a closed ball D(o, r) = {x ∈H: ‖x‖r} ⊂ ⋂Mi . Let  be
a given real number, 0< < 1, and let C be a constant such that ‖x‖C − 1 for all x ∈ ⋂Mi , which is possible,
because
⋂
Mi is bounded.
Since d(xk,Mi) → 0 as k → ∞, for each index i, there exists a sequence {y(i)k }k∈N ⊂ Mi such that ‖y(i)k −xk‖ → 0
as k → ∞. Let
zk =
(
1 − C

)
(y
(i)
k − xk), k = 0, 1, . . . . (5)
There exists a number ki() such that if kki() then ‖y(i)k − xk‖r/|1 − C/| and so ‖zk‖r , that is zk ∈
⋂
Mi .
On the other hand, from (5) we obtain(
1 − 
C
)
xk = 
C
zk +
(
1 − 
C
)
y
(i)
k ,
and for kki() we have (1 − /C)xk ∈ Mi , because y(i)k , zk ∈ Mi and Mi are convex.
Now, let k0() = maxiki(). Then, for kk0() it follows that (1 − /C)xk ∈⋂Mi and
d(xk,
⋂
Mi)‖xk −
(
1 − 
C
)
xk‖ = 
C − ‖
(
1 − 
C
)
xk‖< ,
which end the proof. 
Apparently, the condition that Int
⋂
Mi is nonempty and bounded is very strong. The following example shows that
these conditions cannot be replaced by the weaker condition
⋂
Mi = ∅, which seems to be more natural.
Example. Suppose thatH is the real three-dimensional space, that m = 2, that the set M1 is a cone (A) and the set
M2 is a tangent plane (ABCD). The situation is depicted in Fig. 1.
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Fig. 1. Example that illustrates that the Lemma 1 is not true if interior of the intersection is empty and unbounded.
The plane (ABCD) is tangent to the cone along the generatrix (AB) and hence M1
⋂
M2 = (AB). Now, let us
consider a sequence {xk} in the plane (ABCD) such that d(xk, (AB)) =  = const. and ‖xk‖ → ∞ as k → ∞. It
is clear that d(xk,M2) → 0 as k → ∞ and d(xk,M1) = 0 for all k; but d(xk,M1⋂M2) = > 0. Therefore, the
conclusion of Lemma 1 is not true. Note that in this case the intersection in unbounded and its interior is empty.
Remark 5. The boundedness condition of {xk} from [15] is replaced in our lemma with the condition of boundedness
of
⋂
Mi . Note also that our proof is in some extent different.
Based onTheorem 3 and on this lemmawe can get a well known result on the convergence of the projection algorithm
for convex feasibility problem. Note that in what follows we consider only the particular case when tk = t, ∀k, that
is when the iteration scheme is xk+1 = Tt (xk), where Tt = (1 − t)I + tT and T (x) = P(x, ix), which is the classical
form of the projection algorithm.
Theorem 4. LetMi (i=1, . . . , m) be a family of closed convex sets ofH such that Int⋂Mi is nonempty and bounded.
Then the sequence {xk} given by xk+1 = T kt (x0), with 0< t < 2 converges strongly to a point of
⋂
Mi for all x0 ∈H.
Proof. SinceF(Tt )=⋂Mi is a closed set and Tt is quasi-nonexpansive onH, it sufﬁces to show that d(xk,⋂Mi) → 0
as k → 0 for each i. Then Theorem 4 follows from Lemma 1 and Theorem 3.
From quasi-nonexpansivity of Tt it follows that the sequence {‖xk − y‖} is monotone decreasing and bounded,
therefore ‖xk − y‖ → y as k → ∞, for each y ∈⋂Mi . From (4) it results
‖xk − T (xk)‖2 1
t (2 − t) (‖xk − y‖
2 − ‖xk+1 − y‖2)
and hence ‖xk − T (xk)‖ → 0 as k → ∞. But ‖x − P(x, i)‖‖x − T (x)‖ for each i. Therefore d(xk,Mi) = ‖xk −
P(xk, i)‖ → 0 as k → ∞ and Theorem 4 is proved. 
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