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1. Introduction
It is well known that the infinite-dimensional Schro¨dinger Lie algebras and Virasoro alge-
bra play important roles in many areas of mathematics and physics (e.g., statistical physics).
The original Schro¨dinger-Virasoro Lie algebra was introduced in [5], in the context of non-
equilibrium statistical physics, containing as subalgebras both the Lie algebra of invariance
of the free Schro¨dinger equation and the Virasoro algebra. The infinite-dimensional Lie al-
gebra discussed in this article called the twisted Schro¨dinger-Virasoro algebra is the twisted
deformation of the original Schro¨dinger-Virasoro Lie algebra.
Both original and twisted Schro¨dinger-Virasoro Lie algebras are closely related to the
Schro¨dinger Lie algebras and the Virasoro Lie algebra (see [6], [7], [14] and [12]). They
should consequently play a role akin to that of the Virasoro Lie algebra in two-dimensional
equilibrium statistical physics.
Motivated by the research for deformations and central extensions of both original and
twisted Schro¨dinger-Virasoro Lie algebras, the sets of generators provided by the cohomology
classes of the cocycles were presented in [10]. In [13], the author constructed vertex algebra
representations of the Schro¨dinger-Virasoro Lie algebras out of a charged symplectic boson
and a free boson with its associated vertex operators. The purpose of this article is to
determine the derivation algebra and the automorphism group of the twisted Schro¨dinger-
Virasoro Lie algebras L . We show that the derivation algebra of L is the direct sum of
three linear independent outer derivations and the inner derivation algebra. Finally, we
characterize the automorphism group AutL of L .
Now we give the definition of the Lie algebra L . A Lie algebra L is called a twisted
1Supported by NSF grants 10471091, 10671027 of China, One Hundred Talents Program from University
of Science and Technology of China.
1
Schro¨dinger-Virasoro Lie algebra (see [10]), if L has the C-basis
{Ln, Yn,Mn, C |n ∈ Z}
with the Lie brackets
[Ln, Ln′] = (n
′ − n)Ln+n′ + δn,−n′
n3 − n
12
C, (1.1)
[Ln, Ym] = (m−
n
2
)Yn+m, (1.2)
[Ln,Mp] = pMn+p, (1.3)
[Ym, Ym′] = (m
′ −m)Mm+m′ , (1.4)
[Ym,Mp] = [Mn,Mp] = [L , C] = 0. (1.5)
The twisted Schro¨dinger-Virasoro Lie algebra has an infinite-dimensional twisted Schro¨dinger
subalgebra denoted by S with the C-basis {Yn,Mn |n ∈ Z} and a Virasoro subalgebra de-
noted by V with the C-basis {Ln, C |n ∈ Z}. The action of the Virasoro subalgebra on the
Schro¨dinger subalgebra is natural. The center of L , denoted by C(L ), is two-dimensional,
spanned by {M0, C}. Introduce a Z-gradation on L by degLn = degYn = degMn = n,
degC = 0 and decompose L with respect to the following gradation:
L =
⊕
n∈Z
Ln, L0 = SpanC{L0, Y0,M0, C}, Ln = SpanC{Ln, Yn,Mn}, n ∈ Z\{0}.
Throughout the article, we denote by Z∗ the set of all nonzero integers and C∗ the set
of all nonzero complex numbers.
2. The derivation algebra DerL of L
Let V be a L -module. A linear map ϕ from L to V is called a derivation, if for any
x, y ∈ L , we have
ϕ[x, y] = x.ϕ(y)− y.ϕ(x).
For v ∈ V , the map φ : x→ x.v is called an inner derivation.
Denote by Der(L , V ) the vector space of all derivations, Inn(L , V ) the vector space of
all inner derivations. Then the first cohomology group of L with coefficients in V is
H1(L , V ) = DerC(L , V )/InnC(L , V ). (2.1)
The right-hand side is also called the space of outer derivations.
By definition, the algebra L is a semidirect product of Z-graded algebras L = V⋉S,
with V :=
⊕
n∈ZCLn⊕CC being the Virasoro algebra and S :=
⊕
n∈Z(CYn⊕CMn) being
2
the twisted Schro¨dinger algebra. Clearly, V is Z-graded by V0 = CL0⊕CC and Vn = CLn
for n ∈ Z \{0} while S is Z-graded by Sn = CYn ⊕CMn for n ∈ Z. By [8], the short exact
sequence
{0} −→ S −→ L −→ L /S −→ {0},
induces a long exact sequence
{0} −→ H0(L ,S) −→ H0(L ,L )
f
−→ H0(L ,L /S) −→
H1(L ,S) −→ H1(L ,L ) −→ H1(L ,L /S) −→ · · · (2.2)
of Z-graded vector spaces. Note that H0(L ,S) = SL = CM0, while H
0(L ,L ) = L L ∼=
CM0 + CC, and H
0(L ,L /S) = (L /S)L ∼= CC. From this we see that the map f is
surjective. Thus (2.2) gives the following exact sequence
{0} −→ H1(L ,S) −→ H1(L ,L ) −→ H1(L ,L /S). (2.3)
The right-hand side of (2.3) can be computed from the exact sequence
{0} −→ H1(L /S,L /S) −→ H1(L ,L /S) −→ H1(S,L /S)L . (2.4)
Note that H1(L /S,L /S) = H1(V,V) is the algebra of outer derivations of the Vira-
soro algebra V, which is equal to zero by [14], while H1(S,L /S)L can be embeded into
HomU(V)(S/[S,S],V) (where U(V) is the universal enveloping algebra of V). Therefore,
by (2.3) and (2.4), H1(L ,L ) will follow from the result of the computation of H1(L ,S)
and HomU(V)(S/[S,S],V).
Lemma 2.1. Der(L ,S) = Der(L ,S)0 + Inn(L ,S), where
Der(L ,S)0 = {D ∈ Der(L ,S) | D(Ln) ⊆ Sn, for any n ∈ Z}.
Proof. This follows immediately from (1.2) of [1]. 
Lemma 2.2. D ∈ Der(L ,S)0 if and only if D is a linear map from L to S satisfying
the following conditions:
(i) D(Ln) =
(
dn + d1
)
Mn,
(ii) D(Mn) = 2g0Mn,
(iii) D(Yn) = g0Yn,
(iv) D(C) = 0,
for any n ∈ Z and some d, d1, g0 ∈ C.
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Proof. Let D be a linear map form L to S satisfying (i)–(iv). It is clear that D(Ln) ⊆ Sn,
and it is easy to check that D is a derivation from L to S.
Let D ∈ Der(L ,S)0. For any n ∈ Z, assume
D(Ln) = cnYn + dnMn, cn, dn ∈ C. (2.5)
Applying D to [L1, Ln] = (n− 1)Ln+1 and [L−1, Ln+1] = (n+ 2)Ln, we obtain
(
d1 − ndn + (n− 1)dn+1
)
Mn+1 =
(
(
n
2
− 1)c1 + (n−
1
2
)cn − (n− 1)cn+1
)
Yn+1, (2.6)
(
(n+ 2)dn − d−1 − (n + 1)dn+1
)
Mn =
(n+ 3
2
c−1 − (n + 2)cn + (n +
3
2
)cn+1
)
Yn. (2.7)
Comparing the coefficients of Mn+1, Yn+1 in (2.6) and Mn, Yn in (2.7), one has
(n− 1)dn+1 = ndn − d1, (2.8)
(n− 1)cn+1 = (
n
2
− 1)c1 + (n−
1
2
)cn, (2.9)
(n+ 1)dn+1 = (n+ 2)dn − d−1, (2.10)
(n+
3
2
)cn+1 = (n+ 2)cn −
n+ 3
2
c−1. (2.11)
Subtracting (2.8) from (2.10), and (2.9) from (2.11), we respectively obtain
dn+1 − dn =
d1 − d−1
2
, (2.12)
cn+1 − cn = −
n
5
(c−1 + c1) +
1
5
(2c1 − 3c−1). (2.13)
Denoting d1−d−1
2
= d and using induction on n in (2.12), one can deduce
dn = d1 + (n− 1)d, ∀ n ∈ Z. (2.14)
Taking n = −1 in (2.11), one obtains c0 = 0. Then taking n = 0 in (2.13) gives c1 = −c−1.
From this, (2.13) can be rewritten as cn+1 − cn = c1. Thus cn = nc1. This together with
(2.9) gives
cn = 0, ∀ n ∈ Z. (2.15)
According to the equations (2.14) and (2.15), for any n ∈ Z, we can rewrite (2.5) as
D(Ln) =
(
d1 + (n− 1)d
)
Mn, where d, d1 ∈ C. (2.16)
Re-denoting d1 − d by d1, we obtain (i).
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Applying D to [L−3, L3] = 6L0 − 2C, one has
6(d1 − d)M0 − 2D(C) = 6D(L0)− 2D(C) = D
(
[L−3, L3]
)
= [(d1 − 4d)M−3, L3] + [L−3, (d1 + 2d)M3]
= 3(d1 − 4d)M0 + 3(d1 + 2d)M0
= 6(d1 − d)M0.
This gives D(C) = 0. Thus (iv) follows.
For any n ∈ Z, write
D(Yn) = gnYn + hnMn, gn, hn ∈ C. (2.17)
Applying D to [L1, Yn] = (n−
1
2
)Yn+1 and comparing the coefficients of Yn+1 and Mn+1, we
obtain
(n−
1
2
)gn = (n−
1
2
)gn+1, nhn = (n−
1
2
)hn+1. (2.18)
Applying D to [L−1, Y1] =
3
2
Y0 and comparing the coefficients of Y0 and M0, we obtain
g1 = g0, h1 =
3
2
h0. Then using induction on n in (2.18), one obtains
gn = g0, hn = 0, ∀ n ∈ Z. (2.19)
Therefore, for any n ∈ Z, one can rewrite (2.17) as D(Yn) = g0Yn, i.e., (iii) follows.
For any m,n ∈ Z, applying D to [Ym, Yn] = (n −m)Mn and using (iii), one can easily
obtain (ii). 
Set d1 = 1, d = g0 = 0; d = 1, d1 = g0 = 0; g0 = 1, d1 = d = 0 in D ∈ Der(L ,S)0
respectively, we obtain three derivations from L to S:
D1 : D1(Ln) =Mn, D1(Mn) = D1(Yn) = D1(C) = 0;
D2 : D2(Ln) = nMn, D2(Mn) = D2(Yn) = D2(C) = 0;
D3 : D3(Yn) = Yn, D3(Mn) = 2Mn, D3(Ln) = D3(C) = 0;
where n ∈ Z. It is straightforward to verify that Di, i = 1, 2, 3, are linear independent outer
derivations. Thus (2.1) and Lemma 2.2 prove Lemma 2.3 below.
Lemma 2.3. H1(L ,S) = CD1+˙CD2+˙CD3.
Lemma 2.4. HomU(V)(S/[S,S],V) = 0.
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Proof. By the definition of S, we have [S,S] = SpanC{Mn |n ∈ Z}. For any f ∈
HomU(V)(S/[S,S],V) and any n ∈ Z, one can assume
f(Yn) =
∑
k
p
(n)
k Lk + c
(n)C, for some p
(n)
k , c
(n) ∈ C.
For any m,n ∈ Z, applying f to both sides of [Lm, Yn] = (n−m)Ym+n, using f([Lm, Yn]) =
[Lm, f(Yn)], one has
∑
k
(k −m)p
(n)
k Lk+m + p
(n)
−m
m3 −m
12
C = (n−m)
(∑
k
p
(m+n)
k Lk + c
(m+n)C
)
. (2.20)
Comparing the coefficients of C and Lk in (2.20), one has
p
(n)
−m
m3 −m
12
= (n−m)c(m+n), (2.21)
(n−m)p
(m+n)
k = (k − 2m)p
(n)
k−m. (2.22)
Taking m = 0, n 6= 0 and m = 1, n = −1 in (2.21) respectively, one immediately obtains
C(n) = 0 for n ∈ Z. Using this in (2.21), one has
p
(n)
k = 0 for all k /∈ {−1, 0, 1}. (2.23)
If k ∈ {−1, 0, 1}, by choosing some m such that 2n −m 6= 0 and k − m /∈ {−1, 0, 1} and
replacing n by n − m in (2.22), and using (2.23), one again obtains p
(n)
k = 0. This proves
f(Yn) = 0 for all n ∈ Z. 
Theorem 2.5. DerL = CD1+˙CD2+˙CD3+˙adL .
Proof. By Lemma 2.4, H1(S,L /S)L = 0. According to the exact sequence (2.4) and the
fact H1(L /S,L /S) = 0, we have H1(L ,L /S) = 0. So by Lemma 2.3 and the exact
sequence (2.3), one has
H1(L ,L ) = CD1+˙CD2+˙CD3.
Hence the theorem follows from H1(L ,L ) = DerL /adL . 
3. The automorphism group AutL of L
Throughout this section, we denote by Inn(L ) the set of inner automorphisms. Then
Inn(L ) is a normal subgroup of AutL and
Inn(L ) is generated by exp(kadL0), exp(kadYn) and exp(kadMn), (3.1)
where n ∈ Z, k ∈ C.
Denote J1 = SpanC{Mn, C |n ∈ Z} and J2 = SpanC{Yn,Mn, C |n ∈ Z}. They both are
ideals of L . And the following lemma is clear.
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Lemma 3.1. For any σ ∈ AutL , one has σ(Ji) ⊆ Ji (i = 1, 2) and σ
(
C(L )
)
⊆ C(L ).
For any a ∈ C∗, we can define the following maps on L .
σa : Ln −→ a
nLn, Yn −→ a
nYn, Mn −→ a
nMn, C −→ C; (3.2)
ε : Ln −→ −L−n, Yn −→ −Y−n, Mn −→ −M−n, C −→ −C; (3.3)
ψa : Ln −→ Ln, Yn −→ aYn, Mn −→ a
2Mn, C −→ C. (3.4)
It is easy to see that σa ∈ InnL , ε, ψa ∈ AutL \ InnL .
Lemma 3.2. For any σ ∈ Aut(L ), there exists an automorphism ξ ∈ Inn(L ) of the form
exp
(∑
j 6=0 b
′
jadYj +
∑
k 6=0 c
′
kadMk
)
such that ξ−1σ(L0) = a(L0 + b0Y0 + c0M0 + d0C), where
a ∈ C∗, b0, c0, d0 ∈ C.
Proof. For any σ ∈ Aut(L ), we can assume that
σ(L0) =
∑
i 6=0
aiLi +
∑
j 6=0
bjYj +
∑
k 6=0
ckMk + a(L0 + b0Y0 + c0M0 + d0C), (3.5)
where ai, bj , ck ∈ C, a ∈ C
∗ (we must have a 6= 0, otherwise, σ(L0) would be ad-locally
nilpotent while L0 is ad-semi-simple).
We shall find some ξ = exp
( ∑
j 6=0
b′jadYj +
∑
k 6=0
c′kadMk
)
∈ Inn(L ), such that
σ(L0) = exp
(∑
j 6=0
b′jadYj +
∑
k 6=0
c′kadMk
)(
a′(L0 + b
′
0Y0 + c
′
0M0 + d
′
0C)
)
. (3.6)
for some a′ ∈ C∗, b′j , c
′
k, d
′
0 ∈ C. We only need to solve a
′, b′j , c
′
k, d
′
0 by comparing the
coefficients of Li, Yj,Mk and C, which gives
a = a′, b0 = b
′
0, c0 = c
′
0, d0 = d
′
0, b
′
j = −a
−1j−1bj , (3.7)
c′k = −b0b
′
k − a
−1k−1ck −
∑
i+l=k
l(l − i)k−1a−2i−1l−1bibl
2
. (3.8)
Applying ξ−1 to both sides of (3.5) and using (3.7), we obtain
ξ−1σ(L0) = a(L0 + b0Y0 + c0M0 + d0C). (3.9)
Lemma 3.3. b0 = 0.
Proof. Since L0 is an ad-semi-simple element in L , then ξ
−1σ(L0) = a(L0 + b0Y0 + c0M0 +
d0C) is also ad-semi-simple in L . By linear algebra, the following matrix ( given by the
adjoint action of ad a(L0 + b0Y0 + c0M0 + d0C) on the basis {Ln, Yn,Mn, C} of Ln )

an 0 0 0
ab0n
2
an 0 0
0 ab0n an 0
0 0 0 0


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can be diagonalized, which forces b0 = 0. This lemma follows. 
According to Lemma 3.2 and 3.3, for any σ ∈ Aut(L ), by replacing σ with ξσ for some
ξ ∈ Inn(L ), we can write
σ(L0) = a(L0 + c0M0 + d0C), (3.10)
where a ∈ C∗, c0, d0 ∈ C.
Lemma 3.4. For any σ ∈ Aut(L ), by replacing σ with εσ if necessary where ε is defined
in (3.3), we can write
σ(L0) = L0 + c0M0 + d0C, σ(Yn) = e
′
nYn + e
′′
nMn + δn,0e0C, σ(Mn) = f
′
nMn + δn,0f0C,
for some n ∈ Z, e′n, f
′
n ∈ C
∗, e0, f0, e
′′
n ∈ C.
Proof. By Lemma 3.1, we can write
σ(Yn) =
∑
i
e′iYi +
∑
j
e′′jMj + enC, (3.11)
σ(Mn) =
∑
i
f ′iMi + fnC, (3.12)
where e′i ∈ C
∗, f ′i ∈ C
∗ (i 6= 0), e′′j , en, f
′
0, fn ∈ C, n ∈ Z.
Applying σ to [L0, Yn] = nYn and [L0,Mn] = nMn, we obtain
[
a(L0 + c0M0 + d0C),
∑
i
e′iYi +
∑
j
e′′jMj + enC
]
= n(
∑
i
e′iYi +
∑
j
e′′jMj + enC),
[
a(L0 + c0M0 + d0C),
∑
i
f ′iMi + fnC
]
= n(
∑
i
f ′iMi + fnC).
That is,
∑
i
(ai− n)e′iYi +
∑
j
(aj − n)e′′jMj − nenC = 0, (3.13)
∑
i
(ai− n)f ′iMi − nfnC = 0. (3.14)
Comparing the coefficients of Yi, Mj and C in the above two equations, we obtain
i =
n
a
∈ Z, (aj − n)e′′j = 0, en = δn,0e0 and fn = δn,0f0, (3.15)
for all n ∈ Z. It follows that
a = ±1, i = an and e′′j = 0 if j 6= an. (3.16)
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According to (3.15) and (3.16), one can respectively rewrite (3.11) and (3.12) as
σ(Yn) = e
′
anYan + e
′′
anMan + δn,0e0C, (3.17)
σ(Mn) = f
′
anMan + δn,0f0C. (3.18)
For one case a = 1, the lemma is right. For the other case a = −1, replacing σ with εσ, we
can rewrite (3.10), (3.17) and (3.18) as those in the lemma. Then this lemma follows. 
Lemma 3.5. Let σ ∈ Aut(L ) be such that
σ(L0) = L0 + c0M0 + d0C, σ(Yn) = e
′
nYn + e
′′
nMn + δn,0e0C, σ(Mn) = f
′
nMn + δn,0f0C,
where n ∈ Z, e′n, f
′
n ∈ C
∗, e0, f0, e
′′
n ∈ C. Then by replacing σ by ψxσyσ for some x, y ∈ Z
∗
(where σy and ψx are defined in (3.2) and (3.4) respectively), one can suppose σ = δα,β,γ for
some α, β, γ ∈ C, where δα,β,γ is defined by
δα,β,γ(C) = C, (3.19)
δα,β,γ(Mn) = Mn, (3.20)
δα,β,γ(Yn) = Yn + 2αnMn, (3.21)
δα,β,γ(Ln) = Ln + αnYn +
(
α2n2 + βn+ γ
)
Mn. (3.22)
Proof. For any n ∈ Z∗, we can write
σ(Ln) =
∑
i
uiLi +
∑
j
vjYj +
∑
k 6=0
wkMk + Cn, (3.23)
where ui ∈ C
∗, vj, wk ∈ C, Cn ∈ C(L ).
For any n ∈ Z∗, applying σ to nLn = [L0, Ln], we obtain∑
i
nuiLi +
∑
j
nvjYj +
∑
k 6=0
nwkMk + nCn = nσ(Ln) = σ
(
[L0, Ln]
)
=
∑
i
iuiLi +
∑
j
jvjYj +
∑
k 6=0
kwkMk.
Comparing the coefficients of Li, Yi, Mi and Cn, one has
ui = vi = wi = 0 if i 6= n, and Cn = 0 for any n ∈ Z
∗.
Hence (3.23) can be rewritten as
σ(Ln) = unLn + vnYn + wnMn where n ∈ Z
∗. (3.24)
For n 6= 0,±1, applying σ to (n− 1)Ln+1 = [L1, Ln], we obtain
(n− 1)σ(Ln+1) = (n− 1)(un+1Ln+1 + vn+1Yn+1 + wn+1Mn+1) = [σ(L1), σ(Ln)]
= (n− 1)u1unLn+1 +
(
(n−
1
2
)u1vn + (
n
2
− 1)v1un
)
Yn+1
+
(
nu1wn + (n− 1)v1vn − w1un
)
Mn+1.
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Comparing the coefficients of Ln+1, Yn+1 and Mn+1, one has
un+1 = u1un, (3.25)
(n− 1)vn+1 = (n−
1
2
)u1vn + (
n
2
− 1)v1un, (3.26)
(n− 1)wn+1 = nu1wn + (n− 1)v1vn − w1un. (3.27)
Applying σ to [L1, L−1] = −2L0, we obtain
−2σ(L0) = −2(L0 + c0M0 + d0C) = σ
(
[L1, L−1]
)
= −2u1u−1L0 −
3
2
(u1v−1 + v1u−1)Y0 − (u1w−1 + 2v1v−1 + w1u−1)M0.
Comparing the coefficients of L0, Y0, M0 and C, one has
u−1 = u
−1
1 , (3.28)
v−1 = −u
−2
1 v1, (3.29)
c0 =
1
2
(u1w−1 + 2v1v−1 + w1u
−1
1 ), d0 = 0. (3.30)
By (3.10), we can rewrite σL0 as
σ(L0) = L0 +
1
2
(u1w−1 + 2v1v−1 + w1u
−1
1 )M0.
Applying σ to [L2, L−2] = −4L0 +
1
2
C, we obtain
−4(L0 + c0M0) +
1
2
σC = σ
(
[L2, L−2]
)
= −4u2u−2L0 − 3(u2v−2 + v2u−2)Y0 +
1
2
u2u−2C − 2u2w−2M0
−4v2v−2M0 − 2w2u−2M0.
Comparing the coefficients of L0, Y0, using (3.30) and Lemma 3.1, one has ( noting that
σC ∈ C(L ) )
u2 = u
−1
−2 = u
2
1, (3.31)
v2 = −u2v−2u
−1
−2 = 2u1v1, (3.32)
σC = C + 4(u1w−1 + 2v1v−1 + w1u
−1
1 − u2w−2 − 2v2v−2 − w2u−2)M0. (3.33)
According to (3.28), (3.31) and (3.25), one obtains
un = u
n
1 for any n ∈ Z
∗. (3.34)
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Similarly, by (3.29), (3.32) and (3.26), one has
vn = nu
n−1
1 v1 for any n ∈ Z
∗. (3.35)
Noting the equations (3.34) and (3.35), for n 6= 0,±1, we can rewrite (3.27) as
(n− 1)wn+1 = nu1wn + (n− 1)u
n−1
1 v
2
1 − w1u
n
1 . (3.36)
For any n ∈ Z, applying σ to both sides of [L1, Yn] = (n−
1
2
)Yn+1, one has
(n−
1
2
)(u1e
′
n − e
′
n+1)Yn+1 +
(
(n− 1)v1e
′
n + nu1e
′′
n − (n−
1
2
)e′′n+1
)
Mn+1
= (n−
1
2
)δn+1,0e0C.
Comparing the coefficients of Yn+1,Mn+1 and C in the above equation, one has
e0 = 0, (3.37)
e′n+1 = u1e
′
n, (3.38)
(n−
1
2
)e′′n+1 = (n− 1)v1e
′
n + nu1e
′′
n. (3.39)
Using induction on n in (3.38), one has
e′n = u
n
1e
′
0. (3.40)
Applying σ to both sides of [L−1, Y1] =
3
2
Y0, one has
3
2
σ(Y0) =
3
2
e′1u−1Y0 + (2e
′
1v−1 + e
′′
1u−1)M0
=
3
2
e′1u
−1
1 Y0 + (−2e
′
1u
−2
1 v1 + e
′′
1u
−1
1 )M0
=
3
2
e′0Y0 + (−2u1e
′
0u
−2
1 v1 + 2v1e
′
0u
−1
1 )M0
=
3
2
e′0Y0.
So we can rewrite σY0 as σY0 = e
′
0Y0, and e
′′
0 = 0. Using induction on n in (3.39), one has
e′′n = 2nu
n−1
1 v1e
′
0. (3.41)
By the equations (3.37), (3.40) and (3.41), for any n ∈ Z, we can rewrite σ(Yn) as
σ(Yn) = u
n
1e
′
0Yn + 2nu
n−1
1 v1e
′
0Mn. (3.42)
For any n ∈ Z, applying σ to both sides of [L1,Mn] = nMn+1, one has
nu1f
′
nMn+1 = nf
′
n+1Mn+1 + nδn+1,0f0C. (3.43)
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For n = −1, comparing the coefficients of M0 and C in (3.43), one has
f ′−1 = u
−1
1 f
′
0, f0 = 0. (3.44)
For n 6= 0,−1, using (3.44) and comparing the coefficients of Mn+1 and C in (3.43), one has
f ′n+1 = u1f
′
n. (3.45)
Applying σ to both sides of [L2,M−1] = −M1 and comparing the coefficients ofM1, one has
f ′1 = u2f
′
−1 = u
2
1u
−1
1 f
′
0 = u1f
′
0. (3.46)
According to the equations (3.44), (3.46) and using induction on n in (3.45), one has
f ′n = u
n
1f
′
0, ∀n ∈ Z. (3.47)
By the equations (3.44) and (3.47), for any n ∈ Z, we can rewrite σ(Mn) as
σ(Mn) = u
n
1f
′
0Mn. (3.48)
Applying σ to [Y−1, Y1] = 2M0 and comparing the coefficients of M0, one has
f ′0 = e
′
0
2
. (3.49)
By the equations (3.48) and (3.49), for any n ∈ Z, we can rewrite σ(Mn) as
σ(Mn) = u
n
1e
′
0
2
Mn. (3.50)
By now, the results that we have obtained can be formulated as follows
σ(Ln) =
{
un1Ln + nu
n−1
1 v1Yn + wnMn, n 6= 0;
L0 +
1
2
(u1w−1 − 2u
−2
1 v
2
1 + u
−1
1 w1)M0, n = 0;
(3.51)
σ(Yn) = u
n
1e
′
0Yn + 2nu
n−1
1 v1e
′
0Mn, n ∈ Z; (3.52)
σ(Mn) = u
n
1e
′
0
2
Mn, n ∈ Z; (3.53)
σ(C) = C + 4(u1w−1 + 6u
−2
1 v
2
1 + u
−1
1 w1 − u
2
1w−2 − u
−2
1 w2)M0. (3.54)
Replacing σ by ψe′
0
−1σu−1
1
σ where σu−1
1
and ψe′
0
−1 are defined in (3.2) and (3.4) and denoting
e′0
−1u−11 v1 by v
′
1, e
′
0
−2u−n1 wn by w
′
n, we can rewrite the above equations as follows
σ(Ln) =
{
Ln + nv
′
1Yn + w
′
nMn, n 6= 0;
L0 +
1
2
(w′−1 − 2v
′
1
2 + w′1)M0, n = 0;
(3.55)
σ(Yn) = Yn + 2nv
′
1Mn, n ∈ Z; (3.56)
σ(Mn) = Mn, n ∈ Z; (3.57)
σ(C) = C + 4(w′−1 + 6v
′
1
2
+ w′1 − w
′
−2 − w
′
2)M0. (3.58)
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For n 6= −1, 0, applying σ to [L1, Ln] = (n− 1)Ln+1, we obtain
σ
(
[L1, Ln]
)
= (n− 1)
(
Ln+1 + (n + 1)v
′
1Yn+1 + w
′
n+1Mn+1
)
= (n− 1)Ln+1 +
(
n(n−
1
2
)v′1 + (
n
2
− 1)v′1
)
Yn+1
+
(
nw′n + n(n− 1)v
′
1
2
− w′1
)
Mn+1.
Comparing the coefficients of Mn+1, one has
(n− 1)w′n+1 = nw
′
n + n(n− 1)v
′
1
2
− w′1. (3.59)
In particular, one has
w′−2 = w
′
−1 + 3v
′
1
2
+
w′−1 − w
′
1
2
= w′1 + 3v
′
1
2
+
−3(w′1 − w
′
−1)
2
. (3.60)
For n 6= −1, 0, applying σ to [L−1, Ln+1] = (n+ 2)Ln, we obtain
σ
(
[L−1, Ln+1]
)
= (n + 2)
(
Ln + nv
′
1Yn + w
′
nMn
)
= (n + 2)Ln +
(
(n + 1)(n+
3
2
)v′1 −
n+ 3
2
v′1
)
Yn
+
(
(n+ 1)w′n+1 − (n + 1)(n+ 2)v
′
1
2
+ w′−1
)
Mn.
Comparing the coefficients of Mn, one has
(n+ 1)w′n+1 = (n+ 2)w
′
n + (n+ 1)(n+ 2)v
′
1
2
− w′−1. (3.61)
In particular, one has
w′2 = w
′
1 + 3v
′
1
2
+
w′1 − w
′
−1
2
. (3.62)
For n 6= −2, 0,±1, subtracting (3.59) from (3.61), one has
w′n+1 − w
′
n = (2n+ 1)v
′
1
2
+
w′1 − w
′
−1
2
. (3.63)
According to the equations (3.60), (3.62) and (3.63), we obtain
w′n = w
′
1 + (n− 1)(n+ 1)v
′
1
2
+
(n− 1)(w′1 − w
′
−1)
2
, ∀ n ∈ Z∗. (3.64)
If we denote v′1,
w′1−w
′
−1
2
, w′1 − v
′
1
2 −
w′1−w
′
−1
2
respectively by α, β, γ, then for any n ∈ Z, the
equations (3.55)–(3.58) can be rewritten as (3.19)–(3.22). The lemma follows. 
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From (3.19)—(3.22), one immediately see
δα,β,γδα′,β′,γ′ = δα+α′,β+β′,γ+γ′+2αα′ , (3.65)
δα,β,γ = δα′,β′,γ′ ⇐⇒ α = α
′, β = β ′, γ = γ′. (3.66)
For any
b = (· · · , b−2, b−1, b1, b2, · · · ), c = (· · · , c−2, c−1, c1, c2, · · · ) ∈ C
∞, (3.67)
we denote
ξb,c = exp
(∑
j 6=0
bjadYj +
∑
k 6=0
ckadMk
)
∈ Inn(L ). (3.68)
Then from the proofs of Lemmas 3.1–3.5, we see that every element σ ∈ Aut(L ) can
be uniquely expressed as
(
the uniqueness can be seen from the fact that each data in
(b, c, i, u, w, α, β, γ) is uniquely determined by σ
)
σ = ξb,cε
iσuψwδα,β,γ for some (b, c, i, u, w, α, β, γ) ∈ C
∞ × C∞ × Z2 × C
∗2 × C3, (3.69)
where Z2 = Z/2Z, and all notations can be found in (3.2)–(3.4), (3.19)—(3.22) and (3.68).
Therefore there exists a one to one correspondence f : Aut(L )→ C∞×C∞×Z2×C
∗2×C3,
f : σ 7→ (b, c, i, u, w, α, β, γ). (3.70)
Suppose σ = ξb,cε
iσuψwδα,β,γ, σ
′ = ξb′,c′ε
i′σu′ψw′δα′,β′,γ′ ∈ Aut(L ). Let
σσ′ = σ′′ = ξb′′,c′′ε
i′′σu′′ψw′′δα′′,β′′,γ′′ .
Then the data (b′′, c′′, i′′, u′′, w′′, α′′, β ′′, γ′′) ∈ C∞ × C∞ × Z2 × C
∗2 × C3 can be determined
by the following lemma.
Lemma 3.6. Under the above notations, the following relations hold:
w′′= ww′, (3.71)
i′′ = i+ i′, (3.72)
u′′ = u(−1)
i
′
u′, (3.73)
γ′′ = w′
−2
γ + γ′, (3.74)
α′′ =
αw′−1 + α′
2
, (3.75)
β ′′ = w′
−2
β + α′
2
+ β ′ + γ′, (3.76)
b′′j = bj + (−1)
iwb′(−1)iju
(−1)ij, (3.77)
c′′k = ck + w
2(−1)ic′(−1)iku
(−1)ik+ 2αw2kb′(−1)iku
(−1)ik
−
∑
j 6=0
(−1)iwk−1(k − j)(k − 2j)
(
u(−1)
ijb′(−1)ijbk−j−u
(−1)i(k−j)bjb
′
(−1)i(k−j)
)
2
. (3.78)
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Proof. Using the equation σσ′(L0) = σ
′′(L0) and comparing the coefficients of L0, Yj (j 6= 0),
Mk (k 6= 0) and M0, we can deduce (3.72), (3.77), (3.78) and
w′′
2
γ′′ = w2γ + w2w′
2
γ′. (3.79)
Applying both sides of σσ′ = σ′′ to Y0 and comparing the coefficients ofMj (j 6= 0), one can
deduce (3.71). Then by (3.79), we obtain (3.74).
Similarly, applying both sides of σσ′ = σ′′ to M1 and comparing the coefficients of
M(−1)i+i′ , one can deduce (3.73).
Using σσ′(Y1) = σ
′′(Y1) and comparing the coefficients of M(−1)i+i′ , one has (3.75).
Finally, applying both sides of σσ′ = σ′′ to L1 and comparing the coefficients ofM(−1)i+i′ ,
one can deduce (3.76). 
Thus, we obtain the following theorem.
Theorem 3.7. Under the map f defined in (3.70), the automorphism group Aut(L ) is
ismorphic to the group C∞ ×C∞ ×Z2 ×C
∗2 ×C3 (where the elements in C∞ is denoted as
in (3.67)), whose group multiplication is given by
(b, c, i, u, w, α, β, γ) · (b′, c′, i′, u′, w′, α′, β ′, γ′) = (b′′, c′′, i′′, u′′, w′′, α′′, β ′′, γ′′),
where the data (b′′, c′′, i′′, u′′, w′′, α′′, β ′′, γ′′) is given by Lemma 3.6.
Corollary 3.8. Inn(L ) = Span
{
exp
(
aL0 +
∑
i biYi +
∑
j 6=0 cjMj
)
| a, bi, cj ∈ C
}
.
Proof. The result follows immediately by noting from (3.1) that Inn(L ) is generated by
exp aL0, exp b0Y0 and ξb,c (which is defined in (3.68)). 
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