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ger poro¨ser Strukturen mit sehr niedrigen Dielektrizita¨tskonstanten“, gemeinsames
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Ebenso mo¨chte ich meinem Gutachter und Betreuer am IFW Dresden, Herrn Dr. Helmut
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Weiterhin danke ich Frau Prof. Strippgen von der HTW Dresden fu¨r ihre Betreuung
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2 Einleitung
Kugelpackungen faszinieren Mathematiker, Wissenschaftler und Ku¨nstler schon seit Jahr-
hunderten. Sie interessierten sich zuna¨chst vor allem fu¨r die regelma¨ßig strukturierten
Packungen, da sie es ermo¨glichen, kugelfo¨rmige Gegensta¨nde Platz sparend und dabei
a¨sthetisch ansprechend anzuordnen. Unter einer Kugelpackung wird dabei immer eine An-
ordnung von idealen Kugeln verstanden, die sich nicht gegenseitig durchdringen oder verfor-
men du¨rfen. Man kann auch sagen, dass die Kugeln hart sein mu¨ssen und spricht dann von
einer Hartkugelpackung. Anordnungen sich gegenseitig verformender, sich durchdringender
oder teilweise durchdringender Kugeln sind auch Gegenstand der Forschung, werden aber
je nach ihren Eigenschaften speziell bezeichnet und nicht als Packung angesehen. In dieser
Arbeit werden vorwiegend Packungen harter Kugeln behandelt, wobei einige Aspekte auch
fu¨r andere Kugelmodelle untersucht werden.
2.1 Geschichte
Im Jahr  stellte Kepler in seiner – als Geschenk fu¨r einen Freund gedachten –
Neujahrsschrift [Kep11] die Vermutung auf, dass die von vielen Menschen intuitiv benutzte
Art (siehe Abb. 2.1), kugelfo¨rmige Objekte wie zum Beispiel Orangen oder Kanonenkugeln
zu stapeln, die dichtest mo¨gliche aller Packungen gleich großer Kugeln sei. Er schreibt:
”
Die Packung wird so dicht, wie es nur mo¨glich ist. In keiner anderen Anord-
nung ko¨nnen mehr Kugeln in demselben Gefa¨ß untergebracht werden.“ [Kep11]
So trivial und einleuchtend diese Aussage erscheint, der Beweis dieser Aussage erwies sich
als sehr anspruchsvolles Problem. Viele Mathematiker versuchten, einen Beweis dafu¨r zu
ﬁnden. Carl Friedrich Gauß gelang es 1831, einen Teilbeweis zu ﬁnden. Dieser Beweis
zeigte, dass die Keplersche Packung die dichteste aller Gitterpackungen ist. Das war ein
sehr großer Schritt, allerdings war es nicht der vollsta¨ndige Beweis, denn es ha¨tte eine
Packung geben ko¨nnen, die dichter als die Keplersche und dennoch keine Gitterpackung
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ist. Die Frage nach einem vollsta¨ndigen Nachweis der Keplerschen Vermutung stand also
immer noch oﬀen.
Das Problem der dichtesten Kugelpackung im R3 ha¨ngt eng mit dem 18. der 23 soge-
nannten Hilbertschen Probleme, die Anfang des 20. Jahrhunderts von Hilbert [Hil00]
aufgestellt wurden, zusammen. Das 18. Hilbertsche Problem ist mit
”
Aufbau des Raumes
aus congruenten Polyedern“ betitelt und wirft u. a. die Frage auf, ob sich der dreidimensio-
nale euklidische Raum durch kongruente Polyeder lu¨ckenlos fu¨llen la¨sst. Hilbert deutet
darin auch das verwandte Problem der dichtesten Kugelpackung an:
”
Ich weise auf die hiermit in Zusammenhang stehende, fu¨r die Zahlentheorie
wichtige und vielleicht auch der Physik und Chemie einmal Nutzen bringende
Frage hin, wie man unendlich viele Ko¨rper von der gleichen vorgeschriebenen
Gestalt, etwa Kugeln mit gegebenem Radius oder regula¨re Tetraeter mit gegebe-
ner Kante (bez. in vorgeschriebener Stellung) im Raume am dichtesten einbet-
ten, d. h. so lagern kann, daß das Verha¨ltnis des erfu¨llten zum nichterfu¨llten
Raume mo¨glichst groß ausfa¨llt.“ [Hil00]
Wie auf vielen mathematischen Gebieten gab es auch hier eine Reihe unvollsta¨ndiger oder
fehlerhafter Beweisversuche. Erst 386 Jahre nach der Formulierung des Problems durch
Kepler konnte ein – heute weitgehend als richtig anerkannter – Beweis durch Thomas
Hales [Hal05] erbracht werden. Hales’ Beweis stu¨tzt sich dabei auf den Einsatz von
Computern, mit deren Hilfe sehr viele Sonderfa¨lle betrachtet und ausgeschlossen wurden.
Mehr zu den regelma¨ßigen Packungen wird im Abschnitt 2.4.1.1 gesagt.
Unregelma¨ßige und zufa¨llige Kugelpackungen sind dagegen noch nicht ganz so lange un-
tersucht worden. Seit etwas mehr als vierzig Jahren [Ber59, CJ93, Mat74, Sto96] interessiert
man sich versta¨rkt fu¨r die geometrischen und statistischen Eigenschaften zufa¨lliger Kugel-
packungen. Dabei ist der Begriﬀ
”
zufa¨llige Kugelpackung“ aus mehreren Gru¨nden sehr
schwer deﬁnierbar. Zum Einen sind die U¨berga¨nge zwischen Packungen mit regelma¨ßig
angeordneten Kugeln und solchen mit Unordnung ﬂießend, zum Anderen gibt es sehr viel
mehr Mo¨glichkeiten, Kugeln zufa¨llig anzuordnen als sie regelma¨ßig zu stapeln. Exakte re-
gelma¨ßige Anordnungen gleich großer Kugeln besitzen immer eine ganz speziﬁsche Dichte
bzw. Raumausfu¨llung, das ist der Platz, den die Kugeln im Verha¨ltnis zum betrachteten
Gesamtvolumen einnehmen. Zufa¨llige Kugelanordnungen ko¨nnen dagegen unterschiedlich
dicht sein.
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Abbildung 2.1: In der dichtest mo¨glichen Form gestapelte Kugeln.
Der Physiker Bernal untersuchte um  ungeordnete Mengen von gleich großen
Stahlkugeln, die er in Gefa¨ße oder in Gummiballons schu¨ttete. Einige Anordnungen ver-
dichtete er durch Ru¨tteln und Pressen. Die Strukturen goss er schließlich mit heißem
Wachs aus, um sie zu ﬁxieren. Nachdem das Wachs erkaltet war, konnten die Koordina-
ten jeder einzelnen Kugel ermittelt und statistische Aussagen daru¨ber gewonnen werden.
Bernal fand dadurch unter anderem heraus, dass die dichteste noch zufa¨llige Anordnung
eine Raumausfu¨llung von etwa 63.6 Prozent besitzt. Andere Forscher, z.B. Scott und
Kilgour [SK69] oder Finney [Fin70] untersuchten ebenfalls solche zufa¨lligen Packungen
und kamen zu ganz a¨hnlichen Ergebnissen. Ungeordnete Packungen gleich großer Kugeln
mit Dichten in diesem Bereich werden seitdem als dichte zufa¨llige Packungen (dense random
packings) bzw. DRP bezeichnet.
Auch in neuerer Zeit werden reale Kugelpackungen untersucht [ASSS04, ASS05]. Mit
modernen Methoden wie der Ro¨ntgentomographie (XCT) ko¨nnen zum Beispiel zylind-
rische Packungen großer Mengen (35.000 bis 150.000) von Acrylku¨gelchen verschiedener
Dichte vermessen werden. Die dabei entstehenden tomograﬁschen Aufnahmen zeigen die
Packungen in zweidimensionaler Darstellung. Durch geeignete Methoden der Bildver-
arbeitung werden die dreidimensionalen Koordinaten der Acrylkugeln aus den zwei-
dimensionalen Bildern berechnet. Die Untersuchung realer Kugelpackungen erlaubt unter
anderem die Veriﬁzierung von Ergebnissen, die mittels Computersimulationen erzeugt
wurden [SWHE08, EWA+08].
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Natu¨rlich liegt es nahe, zufa¨llige Kugelpackungen mittels des Computers zu erzeugen
und ihre Eigenschaften zu untersuchen. In den vergangenen Jahrzehnten haben sich ver-
schiedene algorithmische Ansa¨tze zur Generierung zufa¨lliger Kugelpackungen etabliert, die
teilweise ihre Herkunft aus der angewandten Forschung widerspiegeln. So leiten sich einige
Algorithmen aus Vorga¨ngen bei der Ablagerung von Teilchen unter Wirkung der Schwer-
kraft – der Sedimentation – ab. Andere wiederum imitieren das Verhalten von Gasteilchen,
die durch die Newtonsche Mechanik miteinander wechselwirken. Ein auf virtuellen, absto-
ßenden Kra¨ften zwischen Kugeln basierender Algorithmus wird in dieser Arbeit genauer
untersucht. Durch Anpassung und Variation der abstoßenden Kra¨fte wird versucht, Ein-
ﬂuss auf die Wirksamkeit und die Eﬃzienz dieses Algorithmus zu nehmen. Die mit diesem
Algorithmus erzeugten Kugelpackungen dienen in weiteren Untersuchungen als Modelle
fu¨r die geometrisch-statistische Charakterisierung von dichten zufa¨lligen Kugelpackungen.
2.2 Simulation
Die computergestu¨tzte Generierung und Analyse zufa¨lliger Kugelpackungen erfordert den
Einsatz geeigneter Software. Die Entwicklung eines Simulationssystems, mit dessen Hil-
fe der gesamte Prozess von der Erzeugung der Packung u¨ber die statistische Analyse bis
zur dreidimensionalen Darstellung bearbeitet werden kann, ist ein bedeutender Bestandteil
dieser Arbeit. Die innerhalb dieses Simulationssystems zum Einsatz kommenden Analyse-
methoden der ra¨umlichen Statistik und die dreidimensionale Darstellung der Packungen
werden aus der Sicht der Informatik beschrieben. Dabei wurde auch die Sicht der Anwender
beru¨cksichtigt, die fu¨r ihre ganz speziﬁschen Anwendungsfelder Kugelpackungen untersu-
chen, beispielsweise in der Materialwissenschaft. Die Software muss dafu¨r besonders unter
dem Aspekt der Benutzerfreundlichkeit gestaltet sein.
Fu¨r quantitative Analysen stellt die ra¨umliche Statistik Charakterisierungsmethoden
bereit. Diese Methoden ko¨nnen nicht nur auf das Modell zufa¨llig dicht gepackter harter
Kugeln angewandt werden, sondern auch auf andere auf Kugeln basierende Modelle wie
zum Beispiel das Boolesche Modell und das Kirsch-Kern-Modell. In Kapitel 4 werden
ausgewa¨hlte Kenngro¨ßen der ra¨umlichen Statistik fu¨r diese Modelle untersucht und Algo-
rithmen fu¨r die Bestimmung der Kenngro¨ßen entwickelt. Fu¨r bestimmte, sehr schwierig zu
ermittelnde Kenngro¨ßen werden Na¨herungsformeln beschrieben und erla¨utert.
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2.3 Anwendungsgebiete
Anwendungsmo¨glichkeiten fu¨r das Modell dicht gepackter Kugeln lassen sich in sehr vie-
len Fachbereichen ﬁnden, zum Beispiel werden sie fu¨r die Modellierung der Struktur von
Flu¨ssigkeiten, amorphen Metallen und nanostrukturierten Werkstoﬀen eingesetzt. Eine
mo¨gliche, willku¨rliche Einteilung unterteilt diese Gebiete in nanoskalige, mikroskalige und
makroskalige Anwendungen, wobei sich diese Einteilung noch erweitern ließe. In Graﬁk 2.2
sind einige Anwendungsgebiete aus der Materialforschung, in denen Simulationen von
Kugelpackungen eine bedeutende Rolle spielen, aufgefu¨hrt.
Nanoskala Mikroskala Makroskala
• Phasenübergängein
metallischen Schmelzen
• Kristallisationsprozesse
• Simulation atomarer
Cluster
• nanoporöse Materialien
Materialforschung
• mikroporöse
Materialien
• Flüssigkristalle
• Partikeltechnologie
• Sinterstrukturen
• Poröse Werkstoffe
• Schäume
• Schüttgüter
• Zuschlagstoffe
Abbildung 2.2: Anwendungsgebiete von auf Kugelpackungen basierenden Modellen in der Materialfor-
schung.
Zum nanoskaligen Bereich geho¨ren Simulationen auf atomarer Ebene, wobei es zum
Beispiel um Entstehung und Verhalten von kleinen Atomclustern innerhalb einer amor-
phen (ungeordneten) Matrix geht. Insbesondere in der Grundlagenforschung und der an-
gewandten Materialforschung an Metallen [SBGC84, Mir04] spielen Untersuchungen zur
Strukturbildung eine bedeutende Rolle. Erscheinungen wie Glasbildung in metallischen
Legierungen, Entmischung von Legierungen in verschiedene Phasen mit unterschiedlichen
Zusammensetzungen und die A¨nderung von makroskopischen Eigenschaften in Abha¨ngig-
keit von der atomaren Struktur lassen sich auf die lokale Wechselwirkung von Atomen mit
ihrer Nachbarschaft zuru¨ckfu¨hren [Spa00, HMK+03].
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Die mikroskalige Ebene umfasst Gebiete, die sich mit Vorga¨ngen auf der molekularen und
mikropartikularen Ebene befassen. In der Materialforschung an poro¨sen Stoﬀen [GG98,
HHM+03] oder bei der Simulation von Flu¨ssigkristallen ko¨nnen dichte Packungen eine
große Rolle spielen. Ebenso werden schon seit langem Packungssimulationen in der Poly-
merforschung, der Pulvertechnologie und der Kolloidchemie angewendet [ME89, AF01].
In der makroskaligen Ebene geht es um den sichtbaren Bereich, hier ko¨nnen zum Bei-
spiel makroporo¨se Baustoﬀe, granulare Materialien, Schu¨ttgu¨ter und gescha¨umte Metalle
simuliert werden [SZSB00]. Die Packungsdichte und Anordnung der Partikel von Beton-
zuschlagstoﬀen hat beipielsweise eine große Auswirkung auf Festigkeit und Gebrauchs-
eigenschaften von Beton. Durch Modellierung und Simulation solcher Gefu¨ge durch dichte
Kugelpackungen ko¨nnen die Eigenschaften dieses Materials optimiert werden [Ras06].
Im letzten Kapitel 6 werden Anwendungsbeispiele aus der Praxis gezeigt. Eine beson-
dere Bedeutung kommt dabei den Anwendungsfa¨llen aus der Materialforschung zu. Durch
seine Skalierbarkeit eignet sich der FBA sehr gut, um Objekte der Materialforschung auf
unterschiedlichsten Gro¨ßenskalen – vom Metallatom u¨ber luftgefu¨llte Mikroporen bis zum
Betonzuschlagstoﬀ – abzubilden. Insbesondere werden Simulationen und Ergebnisse der
Metallforschung und der Forschung an poro¨sen Werkstoﬀen fu¨r die Mikroelektronik vorge-
stellt.
2.4 Kugelbasierte Modelle
In diesem Abschnitt soll zuna¨chst ein U¨berblick u¨ber eine mo¨gliche Klassiﬁzierung von
Kugelpackungen gegeben werden. Danach erfolgt eine Beschreibung weiterer auf Kugeln
basierender Modelle, die an einigen Stellen innerhalb dieser Arbeit betrachtet werden.
Zusa¨tzlich werden reale Kugelpackungen vorgestellt, deren Datensa¨tze ebenfalls im Rah-
men dieser Arbeit untersucht wurden.
Nach den Beschreibungen der Modelle und der realen Packungsdaten wird eine
Aufza¨hlung verschiedener Ansa¨tze zur simulativen Generierung von Kugelpackungen gege-
ben. Einer dieser Simulationsalgorithmen, der sogenannte Force-Biased-Algorithmus, wird
dann genauer beschrieben und untersucht. Das vorrangige Ziel dabei ist, den Force-Biased-
Algorithmus durch Vera¨nderung eines seiner Hauptbestandteile, na¨mlich der virtuellen
Kra¨fte, hinsichtlich verschiedener Anforderungen besser adaptierbar zu machen.
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2.4.1 Hartkugelpackungen
In dieser Arbeit soll es vor allem um sogenannte Hartkugelpackungen im R3 gehen.
Hartkugelpackungen sind dadurch gekennzeichnet, dass die Kugeln sich nicht u¨berschnei-
den oder gegenseitig verformen. Anschaulich betrachtet bestehen diese Kugeln aus einem
Material, welches sich durch keine noch so große Kraft verformen la¨sst oder durchdringbar
ist. Die Kugeln werden also als unendlich hart betrachtet. Daran ist ersichtlich, dass es
sich hierbei nur um ein theoretisches Modell handeln kann. Eine Hartkugelpackung wird
im Folgenden vereinfachend als
”
Kugelpackung“ bezeichnet. Handelt es sich an einer Stelle
nicht um eine Hartkugelpackung, ist dies im Text gekennzeichnet.
Kugelpackungen (und auch Kreisscheibenpackungen) lassen sich hinsichtlich ihrer struk-
turellen Eigenschaften in drei Gruppen einteilen: die regula¨ren Packungen, die quasiperio-
dischen und die zufa¨lligen Packungen. Diese Gruppen unterscheiden sich z. B. bezu¨glich
ihrer Translationsinvarianz und ihrer lokalen Symmetrie sowie gegebenenfalls bei regula¨ren
Packungen in der Form der Elementarzelle, ihrer kleinsten Struktureinheit.
2.4.1.1 Regula¨re und quasiperiodische Packungen
Regula¨re Kugelpackungen bestehen aus periodisch und durch bestimmte Regeln aneinander
gesetzten Elementarzellen aus gleich großen Kugeln. Eine Elementarzelle stellt die kleinste
Untereinheit der Packung dar. Periodisch aneinander gesetzt bilden die Elementarzellen
ein unendliches Gitter.
Die regula¨ren Packungen sind translationsinvariant, d. h. ihre Elemente lassen sich durch
Verschiebung deckungsgleich aufeinander abbilden. Außerdem besitzen diese Packungen
Rotationssymmetrie, die abha¨ngig von der zugrunde liegenden Elementarzelle 2-, 3- oder
4-za¨hlig sein kann.
Die meisten Festko¨rper kristallisieren in solchen Anordnungen oder in etwas komplizier-
teren Mischformen der regula¨ren Packungen. Das Gebiet der Kristallographie befasst sich
mit der Einordnung natu¨rlich vorkommender – und zum Teil auch ku¨nstlicher – kristalliner
Stoﬀe in bestimmte Kristallstrukturformen, die sich aus der geometrischen Anordnung
der darin enthaltenen Atome ergeben. Die Atome ko¨nnen dabei als Punkte oder Kugeln
approximiert werden. Kugeln gleicher Gro¨ße lassen sich auf verschiedene Weise zu regel-
ma¨ßigen Strukturen zusammenfu¨gen, die in diesem Abschnitt erla¨utert werden.
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Aus direkt orthogonal u¨bereinander gestapelten Kugeln ist die kubisch-primitive
Packung oder simple cubic packing aufgebaut. Der Volumenanteil ist relativ niedrig mit
VV =
1
6
π ≈ 0.52. Die Koordinationszahl, die angibt, wieviele direkte Nachbarn eine Kugel
besitzt, betra¨gt hier sechs. Es gibt sehr wenige Stoﬀe bzw. Elemente, die in einem solchen
Gitter kristallisieren. Beispielsweise besitzt Quecksilber eine solche Grundstruktur, wobei
die Einheitszelle aber eine Scherung aufweist. Dieser Gitter- oder Packungstyp ist nicht
stabil gegenu¨ber Verschiebungen. Schon leichte Verschiebungen entlang eines Bindungs-
vektors zwischen zwei Kugeln genu¨gen, um die Kugeln der verschobenen Ebene in einem
lokalen Minimum zu fangen, welches das sc-Gitter zersto¨rt.
Ein stabilerer Packungstyp ist die kubisch raumzentrierte Packung oder auch body
centered cubic packing (bcc). Die kubisch raumzentrierte Packung erreicht einen Volumen-
anteil von VV =
pi
8
√
3 ≈ 0.68. Dieser Packungs- bzw. Gittertyp ist bei vielen Elementen
zu ﬁnden, zum Beispiel bei Chrom, Molybda¨n und Wolfram. Metalle dieses Gittertyps
sind aufgrund der nur mittelgroßen Dichten oft za¨h und relativ weich. Diese Eigenschaften
bedingen die ha¨uﬁg gute Verarbeitbarkeit dieser Metalle.
Die schon weiter oben genannten Keplerschen Packungen geho¨ren ebenfalls zu den re-
gula¨ren Packungen und haben die ho¨chste u¨berhaupt von einer regula¨ren Packung im R3
erreichbare Dichte von ρ = 1
3
√
2
π ≈ 0.74. Die Keplerschen regula¨ren Packungen umfas-
sen wiederum verschiedene Vertreter, die bekanntesten sind die kubisch fla¨chenzentrierte
Kugelpackung oder im englischen Spachraum face centered cubic (fcc) genannte Packung
und die hexagonale Kugelpackung, im englischen Sprachraum auch als hexagonal close
packed (hcp) bezeichnet.
Der Unterschied zwischen den verschiedenen Vertretern der dichtesten Packung liegt
allein in der Anordnung ihrer Schichten. Die Schichten sind identisch im Aufbau, aber
eine Schicht kann auf verschiedene Art und Weise auf die darunter liegende Schicht auf-
gelegt werden. Die unterste Schicht wird mit A bezeichnet. Je nach ihrer Lage werden die
darauf folgenden Schichten mit B oder C bezeichnet. Gleiche Schichten du¨rfen nicht direkt
aufeinander liegen.
Aus diesen Bedingungen folgen die Mo¨glichkeiten wie die Schichten gestapelt werden
du¨rfen. Fu¨r die kubisch ﬂa¨chenzentrierte Packung gilt die periodische Abfolge A-B-C-A...,
fu¨r die hexagonale Packung dagegen A-B-A-B... Theoretisch gibt es unendlich viele
Mo¨glichkeiten, aus diesen Basisschichtenfolgen Gitter aufzubauen, nur die beiden ein-
fachsten regelma¨ßigen Varianten werden benannt (fcc und hcp).
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Einige Metalle kristallisieren in einer fcc-Struktur, dazu za¨hlen zum Beispiel Nickel, Alu-
minium und Blei. Dagegen handelt es sich zum Beispiel bei Zink, Kadmium und Mangan
um Vertreter mit hexagonaler (hcp) Struktur. Die genannten regula¨ren Packungstypen be-
sitzen jeweils eigene charakteristische Merkmale, die in Tabelle 2.1 vergleichend gegenu¨ber
gestellt sind.
(a) Schicht A (b) Schichten A-B
(c) Schichten A-B-C (fcc) (d) Schichten A-B-A (hcp)
Abbildung 2.3: Aufbau der dichtesten regelma¨ßigen Packungen aus hexagonal gepackten Kugelschich-
ten. Der Unterschied zwischen fcc und hcp ergibt sich aus der Anordnung der dritten Schicht in Bezug
zu den beiden unteren Schichten.
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Im Sinne der Translationsinvarianz nehmen die quasiperiodischen Packungen eine Son-
derstellung unter den mo¨glichen Anordnungen von Kugeln ein. Fu¨r den R2 entwickelte
Penrose um  ﬂa¨chenfu¨llende Parkettierungen aus wenigen polygonalen Fla¨chenele-
menten [Hen86, Pen02], deren Anordnungen sich a¨hneln, aber nicht regelma¨ßig wieder-
holen. Die Eckpunkte der Elemente bilden eine Struktur mit ho¨herem Ordnungsgrad als
zufa¨llige Anordnungen. Da aber keine echte Periodizita¨t auftritt, nennt man diese Anord-
nungen quasiperiodisch.
Analog zu den Parkettierungen im R2 ko¨nnen quasiperiodische Anordnungen aus Kugeln
im R3 gebildet werden. Reale quasiperiodische Strukturen wurden zuerst in Metallen
beobachtet [SBGC84]. Bestimmte Legierungen zeigen bei der Untersuchung mit Ro¨ntgen-
diﬀraktometrie fu¨nf-, sieben- oder zehnza¨hlige Symmetrien, die nur durch quasiperiodische
Anordnung der Atome erkla¨rt werden ko¨nnen [HE94].
Ikosaedrische Anordnungen von Atomen treten oft als strukturelle Komponente der so-
genannten Quasikristalle auf und werden auch als lokale strukturelle Komponente in metal-
lischen Schmelzen vermutet. Beispiele solcher lokaler Strukturen werden in dieser Arbeit
nur im Rahmen der Untersuchung von Metallclustern mit ikosaedrischer Anordnung in
Abschnitt 6.1 beschrieben und untersucht.
Anders als die regula¨ren Packungen besitzen quasiperiodische Packungen keine Trans-
lationsinvarianz. Es gibt aber eine lokale Rotationssymmetrie, die im Gegensatz zu den
regula¨ren Packungen 5-, 7- oder 10-za¨hlig sein kann. Quasiperiodische Packungen ko¨nnen
nicht aus nur einer Art von Elementarzellen gebildet werden. Im zweidimensionalen Raum
z. B. mu¨ssen mindestens zwei Grundelemente vorhanden sein.
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2.4.1.2 Zufa¨llige Packungen
Die zufa¨lligen Packungen sind dadurch gekennzeichnet, dass die Zentren der gepackten
Ko¨rper weder periodische noch quasiperiodische Anordnung aufweisen, sie besitzen keine
Translationsinvarianz und auch keinerlei Rotationssymmetrie.
Bernal beobachtete fu¨r seine realen zufa¨lligen dichten Packungen einen Volumenan-
teil von ca. VV = 0.636. Packungen mit einem ho¨heren Volumenanteil weisen bereits
partiell geordnete Strukturen auf, so dass sie nicht mehr als vollkommen zufa¨llig betrachtet
werden ko¨nnen. Auch aus simulierten zufa¨lligen Packungen lassen sich durch bestimmte
Algorithmen, die die Packung schrittweise verdichten, Packungen mit teilweise geordne-
ten Strukturen wie in den regula¨ren Packungen erzielen. Der U¨bergang von zufa¨lligen
in regula¨re Packungen bei Verdichtung verla¨uft weder ganz kontinuierlich noch sprung-
haft. Es ko¨nnen je nach Art der Erzeugung der Packung und des Verdichtungsprozesses
Anordnungen entstehen, in denen ra¨umlich ungeordnete Bereiche mit regula¨ren oder qua-
siperiodischen Anordnungen koexistent sind. Eine genaue und vollsta¨ndige Deﬁnition der
Eigenschaft
”
zufa¨llig dicht gepackt“ konnte bisher noch nicht gefunden werden [TTD00].
Sa¨mtliche Formen von Packungen lassen sich durch mathematische Parameter charakte-
risieren. Zu diesen Parametern (oder Kenngro¨ßen) za¨hlen unter anderem der Volumenanteil
der Packung, die Anzahl na¨chster Nachbarn, die Winkelverteilung zu den Nachbarn, ver-
schiedene Korrelationsfunktionen sowie bei regula¨ren Packungen die La¨nge der Einheits-
zelle. Es ist jedoch so, dass im Fall der zufa¨lligen Packungen die Charakterisierung mit
einer begrenzten Zahl von Parametern nicht umkehrbar eindeutig ist.
Der Volumenanteil einer Hartkugelpackung VV bezeichnet das Verha¨ltnis der Summe
der Kugelvolumina zum Volumen der betrachteten Raumzelle (Formel 2.1) und wird auch
Raumausfu¨llung oder Dichte genannt.
VV =
1
Vcell
N∑
i=1
Vsph,i (2.1)
Die Volumenanteile fu¨r die regula¨ren Kugelpackungen und der mittlere Volumenanteil fu¨r
zufa¨llige Kugelpackungen im R3 sowie einige weitere Eigenschaften werden in Tabelle 2.1
angegeben. Statt des Volumenanteils wird manchmal auch die Porosita¨t P einer Packung
angegeben. Sie gibt den Anteil des Volumens an, der sich nicht aus den Kugeln zusammen-
setzt und berechnet sich aus P = 1− VV .
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sc bcc fcc hcp rcp
Volumenanteil pi
6
pi
8
√
3 pi
6
√
2 pi
6
√
2 0.637
0.52 0.68 0.74 0.74 0.637
ra¨umliche Anord-
nung der Kugeln
(Kugeln verklei-
nert dargestellt)
Koordinationszahl 6 8 12 12 6.4
Q6 0.35355 0.51069 0.57452 0.48476 0.00000
Tabelle 2.1: Tabellarische U¨bersicht u¨ber einige Eigenschaften von regula¨ren und zufa¨llig dicht gepackten Kugelpackungen (rcp). Werte
fu¨r Q6 aus [vDF92, GM01], Koordinationszahl fu¨r rcp aus [BM60].
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2.4.2 Weitere kugelbasierte Modelle
Neben den schon beschriebenen regula¨ren Kugelpackungen und den zufa¨lligen Kugel-
packungen gibt es noch weitere auf Kugeln basierende Modelle. Die Eigenschaften und
Kennzeichen fu¨r zwei dieser Modelle, die in dieser Arbeit betrachtet wurden, sollen im
folgenden Abschnitt vorgestellt werden.
2.4.2.1 Boolesches Modell
Das Boolesche Modell ist ein in der stochastischen Geometrie ha¨uﬁg verwendetes Modell,
weil es sich einfach beschreiben la¨sst und sich damit dennoch sehr komplexe Struktu-
ren anna¨hern lassen. Außerdem sind viele geometrische und stochastische Eigenschaften
weitgehend untersucht und einige Kenngro¨ßen lassen sich fu¨r dieses Modell analytisch aus-
dru¨cken. Dadurch wird das Boolesche Modell auch gern als Vergleichsstandard fu¨r andere
Modelle benutzt.
Deﬁniert ist es als Vereinigung unendlich vieler unabha¨ngiger zufa¨lliger Mengen Ξi, die
jeweils ein endliches Volumen haben und ein Zentrum xi besitzen, welches jeweils Element
von Ξi ist.
ΞBoole =
∞⋃
i
(Ξi + xi) (2.2)
Die Zentren xi der Mengen bilden einen homogenen Poisson-Prozess mit dem Inten-
sita¨tsparameter ρ, der die Anzahl der Zentren pro Volumeneinheit angibt. Es handelt sich
in den hier untersuchten Fa¨llen bei den zufa¨lligen Mengen Ξi um Kugeln. Dabei kann
unterschieden werden zwischen monodispersen Booleschen Kugelsystemen, deren Kugeln
identische Durchmesser besitzen und polydispersen Booleschen Kugelsystemen, bei denen
die Durchmesser der Kugeln Zufallsgro¨ßen sind.
Das Boolesche Modell mit kugelfo¨rmigen Ξi ist zudem stationa¨r und isotrop (siehe auch
[OL94]). Es ko¨nnen nicht nur sehr große U¨berlappungen von Kugeln auftreten, es ko¨nnen
sogar Kugeln vollsta¨ndig durch andere Kugeln u¨berdeckt werden. Das tritt naturgema¨ß
sta¨rker bei großen Intensita¨ten auf. Diese Eigenschaften mu¨ssen bei der Modellierung realer
Systeme mit Hilfe des Booleschen Modells beachtet werden.
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2.4.2.2 Kirsch-Kern-Modell und analoge Modelle
Bei einer ganzen Reihe von Anwendungen treten nicht nur harte Kugeln oder vo¨llig zufa¨llige
Kugelanordnungen auf, sondern manchmal mu¨ssen auch beschra¨nkte U¨berlappungen be-
achtet werden, zum Beispiel bei der Simulation oﬀenporiger Materialien.
In vielen kugelbasierten Modellen bilden die Kugeln das Basismaterial, wa¨hrend der
Raum um die Kugeln eine zweite Phase darstellt, z. B. Luftraum oder Vakuum. Anderer-
seits kann das Modell auch so betrachtet werden, dass der Raum um die Kugeln ein fes-
tes Material darstellt und die Kugeln selbst Poren sind. In poro¨sen Materialien sind die
Poren durch die radiale Ausdehnung des porenbildenden Gases ha¨uﬁg kugelfo¨rmig. Wenn
das Material geschlossenporig ist, ko¨nnen die Poren oft sogar als harte Kugeln betrachtet
werden [Hil96, HEHS05].
Bei oﬀenporigen Materialien dagegen ko¨nnen sich die Poren u¨berlappen, auch wenn sie
kugelfo¨rmig sind. Daher ko¨nnen sie nicht mehr durch harte Kugeln modelliert werden. Oft
sind die Poren, z. B. durch den Herstellungsprozess, nicht vo¨llig zufa¨llig angeordnet, weil
beispielsweise der Porenbildner (der Stoﬀ, der im Material die Ausbildung von Poren ver-
ursacht) relativ geordnet verteilt ist, was der Annahme eines Booleschen Modells wider-
spricht. Solche Systeme ko¨nnen daher weder mit dem Booleschen Modell noch mit dem
Hartkugelmodell zufriedenstellend modelliert werden.
Um diesen Anforderungen gerecht zu werden, kann man ein Modell u¨berlappender
Kugeln mit hartem Kern und durchdringbarer Schale einsetzen. Dieses in [Tor02] als cherry-
pit model bezeichnete und beschriebene Modell wird im Folgenden Kirsch-Kern-Modell
genannt.
(1-)Rl
R (äußerer Radius)
lR (Hartkugelradius)
Abbildung 2.4: Radien im Kirsch-Kern-Modell.
In diesem Modell besitzt jede Kugel zwei Radien, einen inneren und einen a¨ußeren Ra-
dius. Der innere Radius kennzeichnet – a¨hnlich einem harten Kirschkern – den undurch-
dringbaren, harten Kern der Kugel, wa¨hrend der a¨ußere Radius die eigentliche Begrenzung
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der Kugel darstellt. Dieser a¨ußere Bereich ist durchdringbar und la¨sst sich mit dem wei-
chen Fruchtﬂeisch einer Kirsche vergleichen. Den Bezugsradius bei Berechnungen bildet
der a¨ußere Radius, der mit R bezeichnet wird. Der innere Radius entspricht dem Hart-
kugelradius und ergibt sich aus dem a¨ußeren Radius durch Skalierung mit einem Faktor
λ und wird daher im Folgenden mit λR bezeichnet. Weil der innere Radius kleiner ist
als der a¨ußere, muss der Parameter λ im Intervall [0, 1] liegen. Mit λ = 1 sind a¨ußerer
Radius und innerer Hartkugelradius identisch, so dass das resultierende Kugelsystem sich
wie ein Hartkugelsystem verha¨lt. Fu¨r λ = 0 sind die Kugeln vollsta¨ndig durchdringbar, was
einem Booleschen Modell entspricht, sofern die Kugelzentren nach einem Poisson-Prozess
verteilt sind. Bei Werten 0 < λ < 1 spricht man vom Kirsch-Kern-Modell.
(a) Boolesches Modell (b) Hartkugelpackung (c) Kirsch-Kern-Modell
Abbildung 2.5: Prinzipskizzen Boolesches Modell, Hartkugel- und Kirsch-Kern-Modell.
Ein solches Modell kann aus einem Hartkugelmodell erzeugt werden, indem die Hart-
kugelradien mit dem Faktor 1
λ
vergro¨ßert werden. Sowohl die Form (Hu¨llkurve) der Durch-
messerverteilung als auch die Zentrenverteilung des Kugelsystems bleiben dabei erhalten.
Der Volumenanteil VV,h des zugrunde liegenden Hartkugelsystems ist ein sehr wichtiger
Parameter, der großen Einﬂuss auf die Eigenschaften eines Kirsch-Kern-Systems hat. Eben-
so bedeutend ist der Intensita¨tsparameter ρ, der die Anzahl Kugeln pro Volumeneinheit
angibt. Ein Kirsch-Kern-Modell la¨sst sich durch seine drei grundlegenden Parameter be-
schreiben: den Hartkugelvolumenanteil der Kerne VV,h, den Intensita¨tsparameter ρ und den
Durchdringungsparameter λ. Weitere Eigenschaften des Kirsch-Kern-Modell lassen sich aus
diesen drei Parametern ableiten.
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Auch die regula¨ren Kugelpackungen, wie sie in Abschnitt 2.4.1.1 beschrieben werden,
ko¨nnen in ein dem Kirsch-Kern-Modell analoges Modell u¨berfu¨hrt werden. Bisher wurden in
der Literatur solche Modelle nicht betrachtet. In dieser Arbeit dient ein solches Modell auf
der Basis kubisch primitiv gepackter Kugeln der Veriﬁzierung der Monte-Carlo-Methoden
zur Bestimmung von speziﬁscher Oberﬂa¨che und Volumenanteil.
Die in diesem Abschnitt beschriebenen Modelle sind in der Literatur umfassend unter-
sucht worden, dasBoolesche Modell sehr ausfu¨hrlich zum Beispiel in [SKM95], das Kirsch-
Kern-Modell in [Tor02]. Ebenso wurden die im na¨chsten Abschnitt beschriebenen realen
zufa¨lligen Hartkugelpackungen in [ASSS04, ASS05] eingehend untersucht.
Vor allem fu¨r das Kirsch-Kern-Modell sind jedoch noch nicht alle Kenngro¨ßen analytisch
ausgedru¨ckt worden. Einige Charakterisierungsfunktionen, zum Beispiel die Kontaktver-
teilungsfunktionen, sind vorwiegend fu¨r bestimmte Teilbereiche – zum Beispiel die Phase
Ξ – dieser Modelle untersucht worden. Untersuchungen zu diesen Funktionen und andere
Kenngro¨ßen werden in den Abschnitten 4.2 und 4.3 dieser Arbeit behandelt.
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2.5 Reale zufa¨llige monodisperse Hartkugelpackungen
Mit der XCT (Ro¨ntgen-Computer-Tomographie) steht eine hervorragende Untersuchungs-
methode fu¨r ra¨umliche Strukturen zur Verfu¨gung. Die Arbeitsgruppe um Prof. Aste an
der Australian National University in Canberra hat, wie in Abschnitt 2.1 schon angedeutet,
monodisperse zufa¨llige Packungen mittels XCT untersucht [ASSS04]. Dafu¨r wurden Zylin-
Abbildung 2.6: Visualisierung eines Koordinatensatzes (Datensatz F, VV = 0.64). Die dunkelgrauen
Kugeln geho¨ren zum a¨ußeren Bereich, der durch Randeffekte bedingte nummerische Ungenauigkeiten
entha¨lt.
der mit nahezu monodispersen Acrylku¨gelchen befu¨llt und diese mit XCT untersucht. Aus
den zweidimensionalen Bildern wird die dreidimensionale Struktur der Packung, d. h. die
Koordinatenkonﬁguration der Kugelzentren, ermittelt. Fu¨nf verschieden dichte Packungen
von VV = 0.586 bis VV = 0.640 wurden so in [ASSS04, ASS05] untersucht. Abbildung
2.6 zeigt den Schnitt durch ein solches zylindrisches System mit einem Volumenanteil
VV = 0.64 (Datensatz F).
Diese realen Kugelpackungen besitzen durch den Untersuchungsbeha¨lter eine zylind-
rische Form, bei der die a¨ußere Schicht aufgrund von Randeﬀekten und anderen Unge-
nauigkeiten viele sich u¨berlappende Kugeln entha¨lt, wa¨hrend im zentralen Bereich (siehe
auch Bild 2.6, (hell-)gru¨ner Bereich) nur noch geringe U¨berlappungen (bis zu 14% des
Kontaktabstandes) vorhanden sind. Diese U¨berlappungen sind Artefakte der Berechnung
der dreidimensionalen Daten aus den Computertomographiebildern und sind in den fu¨nf
Datensa¨tzen unterschiedlich stark ausgepra¨gt. Einige Eigenschaften der realen Packungen
sind in Tabelle 2.2 aufgeza¨hlt, dabei wurde zwischen dem inneren, genaueren und dem
a¨ußeren, ungenaueren Bereich unterschieden.
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Datensatz VV Bereich Max. U¨berlappung Mittelwert Stichprobenstreuung
A 0.586 außen 0.8739 0.0127 0.0166
innen 0.0803 0.0117 0.0090
B 0.593 außen 0.7583 0.0112 0.0140
innen 0.0857 0.0089 0.0075
C 0.617 außen 0.7810 0.0132 0.0239
innen 0.1196 0.0108 0.0081
D 0.626 außen 0.6180 0.0139 0.0138
innen 0.1190 0.0141 0.0112
E 0.630 außen 0.6233 0.0132 0.0154
innen 0.1460 0.0127 0.0099
F 0.640 außen 0.6824 0.0091 0.0118
innen 0.0600 0.0086 0.0067
Tabelle 2.2: Eigenschaften der Koordinatensa¨tze der realen Packungen.
Die maximale U¨berlappung gibt an, wie groß die U¨berlappung des am sta¨rksten u¨berlap-
penden Kugelpaares bezu¨glich des Kontaktabstandes ist. Da die Kugeln einen Radius von
R = 0.5 besitzen, ist der Kontaktabstand gleich σ = 1.0 und eine maximale U¨berlappung
von 0.68 bedeutet, dass das Kugelpaar statt des Abstandes von δ = 1.0 nur den Abstand
δ = 0.68 hat. A¨ußerer und innerer Bereich unterscheiden sich sehr stark bezu¨glich der
maximal vorkommenden U¨berlappungen. Da diese starken Ausreißer jedoch selten sind,
zeigen sich in den Mittelwerten nur geringe Unterschiede.
Fu¨r die in Abschnitt 4.2.4 beschriebenen Untersuchungen zu speziﬁscher Oberﬂa¨che und
Volumenanteil von Kirsch-Kern-Modellen wurden Ausschnitte aus dem inneren Bereich des
Datensatzes F verwendet, weil die U¨berlappungen im Datensatz F am geringsten sind und
dieser Datensatz einen Volumenanteil von 0.639 besitzt, was dem Volumenanteil dichter
zufa¨lliger Packungen nahe kommt. Der Ausschnitt aus dem Datensatz F umfasst N = 9725
Kugeln, diese Anzahl kam durch die festgelegte Seitenla¨nge des wu¨rfelfo¨rmigen Ausschnit-
tes zustande. Aus diesem Ausschnitt wurden Kirsch-Kern-Modelle durch Vergro¨ßerung der
Radien generiert. Als Hartkugelradius wird der Radius der Kugel in der Packung ange-
nommen. Dieser Hartkugelradius bleibt dabei fu¨r die Kugeln immer gleich, wa¨hrend der
a¨ußere Radius schrittweise vergro¨ßert wird.
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3 Algorithmische Ansa¨tze zur Generierung von
Kugelpackungen
Es gibt eine Reihe gut untersuchter und ausgearbeiteter Ansa¨tze fu¨r Packungsalgorithmen,
d. h. fu¨r Algorithmen zur Generierung zufa¨lliger Hartkugelpackungen. Einige dieser Gene-
rierungsalgorithmen ko¨nnen neben spha¨rischen auch polyedrische oder sogar unregelma¨ßige
Ko¨rper packen. Die Ansa¨tze fu¨r die Generierung zufa¨lliger dichter Kugelpackungen werden
in diesem Abschnitt vorgestellt, wobei die zugrunde liegenden Prinzipien benannt werden,
aber auf die detaillierte Beschreibung aus Gru¨nden der U¨bersichtlichkeit verzichtet wird.
Nur der Force-Biased-Algorithmus, der im Rahmen dieser Arbeit eine gro¨ßere Rolle spielt,
wird im daran anschließenden Abschnitt genauer untersucht.
3.1 U¨bersicht u¨ber die Ansa¨tze
3.1.1 Intuitiver Ansatz
Ein einfacher und intuitiver Ansatz, um eine Kugelpackung zu erzeugen, beginnt mit der
Erzeugung eines zufa¨lligen Feldes von Kugelzentren. Jedem Zentrum wird ein sehr kleiner
Radius zugeordnet, der schrittweise vergro¨ßert wird. Beru¨hren sich zwei Kugeln, so stoppt
das Wachstum dieser zwei Kugeln und der Radius dieser Kugeln wird ﬁxiert. Ein vergleich-
bares Ergebnis erzielt man, wenn zu jedem Kugelzentrum der na¨chste Nachbar bestimmt
wird und dann der Radius der Kugel mit der Ha¨lfte dieses Abstandes festgelegt wird.
Ein großer Nachteil dieses Verfahrens ist, dass nur ein sehr geringer Einﬂuss auf die
Durchmesserverteilung der Kugeln mo¨glich ist. Die mit diesem Algorithmus erreichten
Volumenanteile liegen nur bei ca. VV ≈ 0.15 und sind damit sehr niedrig. Dieser Algorith-
mus la¨sst sich dort einsetzen, wo es darum geht, die Einﬂu¨sse von natu¨rlichem Wachstums-
verhalten (z. B. Kornwachstum von Kristallko¨rnern) zu simulieren.
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Aus der Sicht der ra¨umlichen Statistik entsprechen solche Realisierungen von Kugelsyste-
men dem sogenannten dreidimensionalen Stienen-Modell [Sti82]. Die Durchmesservertei-
lung der mit diesem Modell erzeugten Kugeln entspricht der Na¨chsten-Nachbar-Verteilung
eines Poissonschen Punktfeldes [Her91]. In Abbildung 3.1 ist eine Realisierung eines Stie-
nen-Modells mit 1000 Kugeln dargestellt. Der Schnitt durch das System zeigt deutlich,
dass diese Realisierung des Stienen-Modells einen sehr geringen Volumenanteil besitzt.
Charakterisierende Kenngro¨ßen fu¨r dieses Modell sind in [Sti82] und [SKM95] beschrieben.
(a) Ansicht (b) Ebener Schnitt
Abbildung 3.1: Realisierung eines Stienen-Modells mit 1000 Kugeln und VV = 0.1447.
3.1.2 Sequentielle Methoden
Algorithmen dieser Gruppe basieren auf dem sequentiellen, d. h. schrittweisen Hinzufu¨gen
von Elementen zu einer Packung. Die Unterschiede der Algorithmen innerhalb der Gruppe
liegen in den Strategien des Hinzufu¨gens und in den Randbedingungen, die zum Beispiel die
Form des Simulationsvolumens bestimmen. Einige Beispiele fu¨r sequentielle Algorithmen
werden im folgenden Abschnitt benannt und erla¨utert.
3.1.2.1 Sedimentationsalgorithmen
Das Prinzip der Sedimentationsalgorithmen lehnt sich an den natu¨rlichen Vorgang der
Sedimentation an, bei dem sich Partikel der Schwerkraft folgend sequentiell ablagern
[Tor90, TF04]. Ein Beha¨lter wird vorgegeben, dessen Form beliebig sein kann (meistens
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wird ein Quader benutzt) und ein virtuelles Kraftfeld wird festgelegt, dem die Kugeln fol-
gen mu¨ssen. Initialisiert wird die Simulation mit einer Schicht zufa¨llig platzierter Kugeln
am Boden des Beha¨lters – die Eigenschaft des
”
Bodens“ muss explizit deﬁniert werden und
wird meist nach der Richtung des virtuellen Kraftfeldes festgelegt. Die initialen Kugeln auf
dem Boden du¨rfen sich nicht u¨berlappen. Nun wird in jedem Simulationsschritt genau
eine Kugel (Partikel) im System erzeugt. Die Kugel folgt der vorgegebenen Richtung des
Kraftfeldes. Triﬀt sie auf die zu Beginn initialisierten Kugeln, so wird durch Rollen eine
stabile Position ermittelt. Als stabil gilt eine Kugelposition, wenn die Kugel mindestens
drei Nachbarn (oder den Boden oder den Rand des Beha¨lters und zwei Nachbarn) beru¨hrt.
Kommt es nach einer vorgegebenen Anzahl an Schritten nicht zu einer stabilen Position,
wird die Kugel verworfen und eine neue Kugel erzeugt [JPM92, Mat74].
Eine von Jansen an der TU BA Freiberg umgesetzte Variante des Sedimentations-
prinzips stellt das Anlagern von Kugeln um einen zentralen Punkt herum dar, so dass
keine ﬂachen Schichten, sondern konzentrische Schalen entstehen. Abbildung 3.2 zeigt das
Ergebnis eines solchen radialen Sedimentationsprozesses.
Abbildung 3.2: Ansicht und ebener Schnitt durch ein System, das mit dem Wachstumsalgorithmus
nach Jansen erzeugt wurde (freundlicherweise von Dr. Jansen, TU BA Freiberg, zur Verfu¨gung
gestellt).
Die durchschnittliche Packungsdichte gleich großer Kugeln betra¨gt fu¨r die Sedi-
mentationsalgorithmen ca. 0.58 [VB72] und liegt damit unter der Dichte von VV = 0.636
fu¨r zufa¨llige dichte Packungen nach Bernal [Ber59]. Das ist unter anderem darauf zuru¨ck-
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zufu¨hren, dass zumeist nicht die optimalen Pla¨tze fu¨r die Kugeln gefunden werden, sondern
jeweils die erste stabile Position akzeptiert wird. Einmal erzeugte Konﬁgurationen werden
danach nicht weiter verdichtet. Die Packung kann zudem stark inhomogen sein. Fu¨r die
Bildung hochdichter Packungen ist dieser Ansatz aus oben genannten Gru¨nden nicht ge-
eignet und wird im Folgenden nicht weiter betrachtet.
3.1.2.2 Random Sequential Addition (RSA)
Ein a¨hnlicher Ansatz wird mit dem RSA-Algorithmus verfolgt, jedoch unterliegen die
Kugeln hierbei keinem Kraftfeld. In einem vorgegebenen Simulationsvolumen werden
schrittweise Kugeln erzeugt und auf Kollisionen mit eventuell schon vorhandenen Kugeln
getestet. Bei Kollision wird die Kugel verworfen und eine neue zufa¨llige Kugel wird er-
zeugt [JPM92]. Die Anzahl der Kugeln ist eine Zufallsvariable.
Der Algorithmus ist stark von der Durchmesserverteilung und der Erzeugungsabfolge
der Kugeln abha¨ngig. Werden beipielsweise bei polydispersen Systemen die kleinen Kugeln
zuerst gesetzt und dann die gro¨ßeren, ist es nach kurzer Zeit nicht mehr mo¨glich, freie
Pla¨tze zu ﬁnden, obwohl der Volumenanteil noch sehr gering ist. Aus der Suche nach freien
Pla¨tzen resultieren zum Teil sehr lange Rechenzeiten.
Die mit diesem Algorithmus erreichten Dichten bei gleich großen Kugeln liegen unter
0.385 [Eva93, WP03], wobei es aber einige Methoden gibt, um diese vergleichsweise sehr
geringen Packungsdichten zu erho¨hen [Coo88]. Dennoch wurden mit dieser Methode noch
keine sehr dichten Packungen (VV ≥ 0.636 bei gleich großen Kugeln) erzeugt.
3.1.3 Kollektive Umordnung
Eine grundlegend andere Herangehensweise bildet die Basis der sogenannten Kollektiven-
Umordnungs-Algorithmen. Anders als beim sequentiellen Hinzufu¨gen liegt die Anzahl der
Elemente schon zu Beginn der Simulation fest und bleibt auch wa¨hrend des Packprozesses
konstant. Die Anordnung der Kugelzentren ist nicht statisch, sondern die Kugeln werden
wa¨hrend des Algorithmus in jedem Schritt verschoben. Dadurch ordnen sich die Kugeln
Platz sparender an, so dass die Gesamtdichte des Systems tendenziell steigt. Die Unter-
schiede der einzelnen Algorithmen liegen hier vor allem in der Herangehensweise an die
Umordnung der Zentren.
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3.1.3.1 Jodrey-Tory-Algorithmus
Es gibt Algorithmen, bei denen sich die Kugeln wa¨hrend des Packungsvorganges u¨ber-
lappen du¨rfen und deren Neuanordnung auf der Minimierung der U¨berlappungen durch
Abstoßung beruht. Zu diesen geho¨ren der Algorithmus nach Jodrey und Tory, der fu¨r
gleich große Kugeln entwickelt wurde [JT85] sowie dessen Erweiterung nach Mos´cin´ski
et. al. [MBRJ89] und Bargie l et. al. [BM91], der Force-Biased-Algorithmus.
Mit diesen Algorithmen lassen sich sehr dichte Kugelpackungen generieren. Die mit
dem Force-Biased-Algorithmus erzeugten Packungen gleich großer Kugeln ko¨nnen so-
gar solche hohen Anteile geordneter Strukturen enthalten, dass Volumenanteile bis zu
VV = 0.72 erreicht werden. Die genaue Beschreibung des Force-Biased-Algorithmus erfolgt
in Abschnitt 3.2.
3.1.3.2 Lubachevsky-Stillinger-Algorithmus
Beim Lubachevsky-Stillinger-Algorithmus [LS90] werden an zufa¨lligen Positionen Ku-
geln erzeugt, die dann durch elastische Sto¨ße miteinander wechselwirken. In [LS90] ist der
Algorithmus fu¨r Kreisscheiben beschrieben, er kann jedoch ebenso fu¨r dreidimensionale
Kugeln eingesetzt werden [DTSC04, KTS02].
Am Anfang des Packvorganges besitzen diese Kugeln einen Durchmesser von d = 0.
Die Durchmesser werden dann schrittweise vergro¨ßert, wobei sich die Kugeln aber nicht
u¨berlappen du¨rfen. Durch Verringerung der Stoßenergie wird die A¨nderung des Systems
immer langsamer und das System geht schließlich in einen stabilen Zustand (Gleichge-
wichtszustand) u¨ber. Packungen mit sehr hohen Dichten sind hier wie beim Force-Biased-
Algorithmus mo¨glich. Der Algorithmus nach Lubachevsky und Stillinger a¨hnelt durch
die dynamischen Wechselwirkungen den Algorithmen aus der Molekulardynamik.
3.1.3.3 Molekulardynamik
Ein vor allem in der Physik und der physikalischen Chemie sehr weit verbreiteter Ansatz
ist die Molekulardynamik. Das zugrunde liegende physikalische Modell fu¨r diese Simula-
tionen ist ein thermodynamisches System miteinander wechselwirkender Teilchen, bei dem
z. B. Druck, Temperatur und Entropie die vera¨nderlichen makroskopischen Parameter dar-
stellen ko¨nnen. Zwischen den durch Kugeln repra¨sentierten Teilchen werden mechanische
oder atomare Wechselwirkungen angenommen. Mittels nummerischer Integration werden
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fu¨r jeden Zeitschritt sa¨mtliche durch die Wechselwirkungen verursachten Vera¨nderungen
der Teilchenbewegungen und -orte berechnet. Dieses Verfahren wird iterativ angewendet,
bis der vorgegebene Simulationszeitraum abgelaufen ist.
Der Unterschied zwischen den Ansa¨tzen besteht darin, dass das Ziel dieser Algorithmen
nicht eine dichte Packung ist, sondern die Untersuchung der Wechselwirkungen zwischen
den Teilchen im Vordergrund steht. Die Durchmesser der Teilchen bleiben bei diesen Al-
gorithmen konstant. Dichte Packungen werden als Nebeneﬀekt erzielt, wenn bestimmte
Parameter der Simulation speziell eingestellt werden. Die Dichte kann beispielsweise durch
Verringerung des Beha¨ltervolumens bei konstanter Teilchenzahl erho¨ht werden.
3.1.4 Weitere Methoden
Aus der Notwendigkeit heraus, auch nichtspha¨rische Ko¨rper unterschiedlicher Form dicht
zu packen, sind weitere Simulationsalgorithmen zum Erzeugen von Packungen entstanden.
Diese Algorithmen verwenden oft volumenbasierte Unterteilungen des Simulationsvolu-
mens, beschrieben z. B. in [JW01], und arbeiten unter anderem mit der Finite-Elemente-
Methode. Es existieren kommerzielle Programme, die vor allem in der Baustoﬃndustrie,
Geotechnik und verwandten Gebieten eingesetzt werden. Diese Ansa¨tze werden hier nicht
weiter behandelt.
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3.2 Force-Biased-Algorithmus
Im Jahr  erschien ein Artikel von Jodrey und Tory [JT85], in dem ein Algorithmus
zum Packen zufa¨lliger Kugelkonﬁgurationen vorgestellt wurde. Der beschriebene Algorith-
mus basiert auf der Umordnung der Kugelzentren durch abstoßende Kra¨fte zwischen den
Kugeln. Die Arbeitsgruppe um Bargie l undMos´cin´ski entwickelte den oben genannten
Algorithmus weiter und beschrieb ihre Entwicklung in Vero¨ﬀentlichungen aus den Jahren
 und  [MBRJ89, BM91], wobei hier zum ersten Mal die Bezeichnung Force-Biased-
Algorithmus verwendet wird. Diese Bezeichnung leitet sich aus der Verwendung virtueller
Kra¨fte (engl. force) ab, die die Kugeln auseinanderschieben (engl. beeinﬂussen: bias). Es
handelt sich beim Force-Biased-Algorithmus also um einen kraftbeeinflussten oder kraftge-
triebenen Algorithmus.
We present a force-biased algorithm for generating the irregular close packing
of hard spheres. The algorithm is partly based on Jodrey and Tory’s ideas ...
Mit dem Force-Biased-Algorithmus werden gegenu¨ber der Methode von Jodrey undTory
Verbesserungen erreicht, die im Wesentlichen durch zwei Neuerungen erzielt werden:
• In jedem Schritt der Verdichtung des Gesamtsystems muss fu¨r jede Kugel eine Tabelle
mit denjenigen Nachbarkugeln aufgestellt werden, mit denen U¨berlappungen auf-
treten oder durch die Verschiebungungen entstehen ko¨nnen. Die Verwaltung dieser
Nachbarschaftstabellen wurde von Bargie l et. al. verbessert, wobei eine Eﬃzienz-
steigerung des gesamten Programms um 30% erzielt werden konnte [BM91].
• Die Gro¨ße und die Richtung der Verschiebung einer Kugel wird nicht mehr ausschließ-
lich von der Kugel bestimmt, mit der die gro¨ßte U¨berlappung besteht. Vielmehr
werden sa¨mtliche Nachbarkugeln, mit denen U¨berlappungen bestehen, in die Berech-
nung einbezogen. Das Maß, mit dem eine einzelne U¨berlappung in die Berechnung
der Gro¨ße und Richtung der Verschiebung eingeht, wird durch eine neu eingefu¨hrte
Funktion bestimmt. Diese Funktion wird in [Sto02] potential function genannt (und
in dieser Arbeit als Verschiebungsfunktion bezeichnet).
Eine Umsetzung des Algorithmus in C-Quellcode [BM91] (NSCP3D.c) kann u¨ber die
Computer Physics Communications Program Library CPCPL unter dem Identiﬁkations-
zeichen ABZF v1 0 bezogen werden. Der Quellcode ist o¨ﬀentlich zuga¨nglich, darf aber nicht
kommerziell genutzt werden.
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Auf der Basis dieser Ideen und des frei zuga¨nglichen Quellcodes u¨ber die CPCPL wur-
de im Rahmen dieser Dissertation ein neues Programm in C entwickelt, das den Force-
Biased-Algorithmus nach Bargie l und Mos´cin´ski umsetzt und um einige zusa¨tzliche
Mo¨glichkeiten erga¨nzt. Dabei ﬂoss die Arbeit von Bezrukov et. al. [BSB01] ein, in der
die Erweiterung auf ungleich große Kugeln beschrieben wird. Die Mo¨glichkeit, ungleich
große Kugeln zu packen, erweitert die Anwendungsgebiete des Algorithmus ganz erheblich.
Außerdem wird in dieser Arbeit die Verschiebungsfunktion mit ihren Auswirkungen auf
den Verlauf des Packungsprozesses genauer untersucht (siehe Kapitel 3.2.2). Dabei werden
sowohl bekannte als auch neu entwickelte Verschiebungsfunktionen auf ihre Wirksamkeit
hin untersucht.
Dieser urspru¨nglich fu¨r dreidimensionale Kugelsysteme gedachte Algorithmus kann auch
auf zweidimensionale Kreisscheiben und auf vierdimensionale Hyperkugeln angewandt wer-
den (siehe Abschnitt 3.2.3). Das C-Programm wurde dahingehend erweitert, dass damit
Packungen zwei- und vierdimensionaler Kugeln erzeugt werden ko¨nnen. Soweit nicht anders
angegeben, beziehen sich aber alle folgenden Untersuchungen und Beschreibungen auf drei-
dimensionale Kugelpackungen.
3.2.1 Grundprinzip
Es handelt sich beim Force-Biased-Algorithmus um einen Algorithmus, der in einem vor-
gegebenen quaderfo¨rmigen Beha¨lter aus einer Startkonﬁguration von ra¨umlich zufa¨llig
angeordneten und u¨berlappenden Kugeln eine Hartkugelpackung erzeugt. Die Ausmaße
des Beha¨lters bleiben wa¨hrend des Packvorganges konstant, wa¨hrend die Durchmesser der
Kugeln sich a¨ndern.
Mit dem Force-Biased-Algorithmus ko¨nnen Kugelsysteme mit beliebiger diskreter oder
kontinuierlicher Durchmesserverteilung zu Hartkugelsystemen gepackt werden. Die bei der
Erzeugung der Kugeln festgelegte Form der Durchmesserverteilung bleibt dabei erhal-
ten, da alle Kugeln gleichermaßen skaliert werden. In allen drei Raumdimensionen werden
periodische Randbedingungen angewandt, so dass ein Ausschnitt einer statistisch homo-
genen Packung erzeugt werden kann. Randeﬀekte werden durch die periodischen Rand-
bedingungen weitgehend vermieden.
Der Packvorgang besteht aus zwei Teilschritten, erstens der kollektiven Umordnung der
Kugelzentren und zweitens der schrittweisen Vergro¨ßerung der Kugeldurchmesser. Durch
26
die Verschiebung der Kugelzentren wird versucht, in jedem Berechnungsschritt die U¨berlap-
pungen zu verkleinern. Weil dadurch die Absta¨nde zwischen den Kugeloberﬂa¨chen etwas
gro¨ßer werden, ko¨nnen auch die Durchmesser um einen gemeinsamen Faktor vergro¨ßert
werden, was zu einem Anstieg des Volumenanteils – einer Verdichtung – der Kugeln fu¨hrt.
Wenn in einem Berechnungsschritt keine U¨berlappungen mehr vorhanden sind, dann wer-
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Abbildung 3.3: Schematischer und vereinfachter Ablaufplan des Force-Biased-Algorithmus.
den auch keine Verschiebungen mehr durchgefu¨hrt und der Algorithmus hat das ideale
Abbruchkriterium erreicht. Weitere Abbruchkriterien sind das Erreichen einer Maximal-
zahl an Berechnungsschritten oder das Erreichen eines vorgegebenen Volumenanteils. Der
Packvorgang wird iterativ auf das Kugelsystem angewendet, bis eines der Abbruchkriterien
erreicht wird.
Das Ergebnis des Packprozesses ist ein System zufa¨lliger dicht gepackter Kugeln, die sich
nicht u¨berschneiden und damit ein Hartkugelsystem bilden. In der resultierenden Packung
sind allerdings nur zwei Kugeln direkt in Kontakt. Zwischen allen anderen einander be-
nachbarten Kugeln beﬁnden sich kleine Lu¨cken. Die erzeugte Kugelpackung besteht aus
einer vorgegebenen Anzahl Kugeln bi(xi, ri), wobei xi das Zentrum der Kugel i bezeich-
net und ri deren Radius. Der Abstand δij zweier Kugeln ist deﬁniert als der euklidische
Abstand ihrer Zentren |xi − xj |. Die Kontaktdistanz σ, manchmal auch Hartkugelabstand
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genannt, ist der Abstand, den die Kugelzentren haben mu¨ssen, damit sich die Kugeln ge-
rade beru¨hren. Sie ergibt sich aus der Summe der Radien beider Kugeln: σij = ri+ rj . Die
Struktur der erzielten Packung ha¨ngt unter anderem vom erreichten Volumenanteil und
der Durchmesserverteilung ab. Bei gleich großen Kugeln kann es bei hohem Volumenanteil
zur Bildung von lokalen Kristallstrukturen kommen, die nicht mehr als zufa¨llig bezeichnet
werden ko¨nnen. Der Begriﬀ der Zufa¨lligkeit von Kugelpackungen ist allerdings, wie die
Diskussion zeigt [TTD00], sehr schwierig zu bestimmen.
Neuberechnung der Durchmesser
Wenn sich zwei Kugeln u¨berlappen, ko¨nnte man mit einem Faktor ǫin die Durchmesser
so verkleinern, dass sie sich gerade nicht mehr u¨berlappen, sondern beru¨hren. Wenn die-
ser Faktor fu¨r die zwei Kugeln innerhalb eines Kugelsystems berechnet wird, die sich am
sta¨rksten u¨berlappen, und dann alle Kugeln des Systems damit skaliert werden, erha¨lt man
ein Hartkugelsystem. Dieses Hartkugelsystem besitzt den fu¨r die gegebene Anordnung der
Zentren maximal mo¨glichen Volumenanteil. Der Faktor ǫin wird in der Literatur gelegent-
lich
”
innerer Durchmesser“ genannt. Diese Bezeichnung ist jedoch nur dann korrekt, wenn
alle Kugeln vor der Skalierung den Durchmesser 1 haben. Im Allgemeinen gibt ǫin das
Verha¨ltnis von skaliertem zum Startdurchmesser an. In dieser Arbeit wird die Bezeich-
nung innerer Durchmesserfaktor verwendet. Der Volumenanteil, der sich aus dem inneren
Durchmesserfaktor ergibt, wird auch als realer Volumenanteil VV,real bezeichnet. VV,real ist
zu Beginn sehr klein, wird aber erfahrungsgema¨ß tendenziell gro¨ßer.
Analog zu ǫin wird ein Parameter ǫout deﬁniert, der als a¨ußerer Durchmesserfaktor be-
zeichnet wird. Der Wert fu¨r ǫout wird zu Beginn aus den Startdurchmessern dstart der
Kugeln und dem Volumenanteil Vziel berechnet (3.1), der durch den Packprozess erreicht
werden soll, wobei Vcont das Volumen des Simulationsbeha¨lters darstellt und N die Anzahl
der Kugeln bezeichnet.
ǫout = 3
√
VzielVcont
pi
6
∑N
i=1 d
3
start
(3.1)
Der Parameter ǫout bestimmt die Gro¨ße der U¨berlappungen und damit auch die Gro¨ße
der Verschiebungen zwischen den Kugeln. Zur Steuerung des Packprozesses werden der
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virtuelle, VV,virt, und der reale, VV,real Volumenanteil deﬁniert (siehe auch Abb. 3.4):
VV,virt =
1
Vcont
pi
6
N∑
i=1
(ǫout di)
3 und VV,real =
1
Vcont
pi
6
N∑
i=1
(ǫin di)
3 .
Durch einen Relaxationsfaktor (3.2) wird der a¨ußere Faktor ǫout sukzessive in Abha¨ngigkeit
der Diﬀerenz zwischen VV,virt und VV,real verkleinert. Je kleiner die Diﬀerenz ist, desto
kleiner ist auch die Verringerung des a¨ußeren Durchmessers.
ein
eout
Berechnungsschritte
V
o
l
u
m
e
n
a
n
t
e
i
l
0 1.000 2.000 3.000 4.000 5.000
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
0.1
Abbildung 3.4: Links: A¨ußerer und innerer Durchmesser, rechts: Verhalten des virtuellen Volumenan-
teils VV,virt (obere Kurve) und des realen Volumenanteils VV,real (untere Kurve) wa¨hrend des Packens.
Die Relaxationsfunktion und deren Auswirkung auf die Eﬃzienz des Algorithmus sind
von Jodrey und Tory [JT85] beschrieben worden und spa¨ter von Bargie l et. al. [BM91]
bezu¨glich der optimalen Wahl der Parameter untersucht worden. Es wurde in [BM91]
außerdem gezeigt, dass die angegebene Form (3.2) der Relaxation sehr gut geeignet ist, um
das Konvergenzverhalten des Algorithmus zu steuern.
ǫout,n+1 = ǫout,n
(
1−
(
1
2
)ν
Nτ
)
mit ν = INT(−log10(VV,virt − VV,real)) (3.2)
Je kleiner die Schrittweite |ǫout,n+1− ǫout,n| in (3.2) gewa¨hlt wird, umso gro¨ßer ist meist der
erreichte Volumenanteil, aber desto la¨nger beno¨tigt auch der Algorithmus, um zu konver-
gieren. Da der Parameter ǫin tendenziell steigt, wa¨hrend ǫout durch die Relaxation gezielt
verringert wird, treﬀen sie sich nach einer endlichen Zahl an Berechnungsschritten. Dies
entspricht einem der weiter oben genannten Abbruchkriterien des FBA.
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Umordnung
Die Umordnung der Kugeln ist notwendig, da sich sonst nach der Neuberechnung der
Durchmesser keine weitere Verdichtung ergeben ko¨nnte. Dafu¨r wird die zu betrachtende
Kugel bi getestet, welche ihrer Nachbarkugeln bj mit ihr u¨berlappen. Mit jeder dieser
u¨berschneidenden Nachbarkugeln wird ein Verschiebungsvektor ~vij = ~xj−~xi gebildet (Abb.
3.5, schwarze Pfeile). Dieser Verschiebungsvektor wird mit einer Gewichtung versehen, die
sich aus der La¨nge der U¨berschneidung δij der a¨ußeren Durchmesser (in Abb. 3.5 rot bzw.
fett gekennzeichnet) herleitet. Die Berechnungsvorschrift, die aus δij die Gewichtung der
Verschiebung bestimmt, wird Verschiebungsfunktion P genannt. Sie muss bestimmte, in
Abschnitt 3.2.2.3 beschriebene Eigenschaften besitzen.
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Abbildung 3.5: Berechnung der Verschiebungsvektoren zwischen der Kugel bi und ihren Nachbarkugeln.
Fu¨r die Kugel bi wird der Verschiebungsvektor ~vij mit positivem, fu¨r die u¨berschnei-
dende Nachbarkugel bj mit negativem Vorzeichen (aber gleichem Betrag) gespeichert. Die
gewichteten Verschiebungsvektoren ~vij der Kugel bi werden u¨ber alle ihre Nachbarkugeln
aufsummiert. Die daraus resultierende Vektorsumme wird dann mit einem Skalierungs-
faktor κ gewichtet, der fu¨r alle Kugeln des Systems gleich ist. Die Vektorsummen werden
fu¨r jede Kugel in einer Liste gespeichert. Erst nachdem fu¨r alle Kugeln diese Vektorsumme
gebildet worden ist, erfolgt die Verschiebung fu¨r alle Kugeln (entsprechend ihrer Verschie-
bungsvektoren) gleichzeitig in einem Schritt.
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Die Berechnung der neuen Mittelpunktkoordinaten ~x n+1i der Kugel bi erfolgt durch die
Addition des mit κ skalierten Verschiebungsvektors zur aktuellen Position der Kugel bi und
wird durch Gl. (3.3) beschrieben, wobei der Betrag |~xi − ~xj | den Abstandsbetrag δij der
Kugelzentren bezeichnet.
~x n+1i = ~x
n
i +
κ
di
N∑
j=1
Pij
(~xi − ~xj)
|~xi − ~xj | (3.3)
Wie man erkennt, wird der Verschiebungsvektor durch den Durchmesser di der Kugel bi
normiert (Formel (3.3)). Kugeln mit großem Durchmesser werden durch die Normierung
also um einen geringeren Betrag verschoben als kleine Kugeln. Damit wird eine gewisse
Tra¨gheit gro¨ßerer Kugeln gegenu¨ber kleineren Kugeln angenommen.
Es kann eine starke Abha¨ngigkeit des erreichbaren Volumenanteils vom Skalierungsfaktor
κ beobachtet werden, wobei es oﬀenbar ein optimales κ in Abha¨ngigkeit von der Kugel-
anzahl gibt. Je mehr Kugeln die Packung entha¨lt, desto kleiner werden die Durchmesser
der Kugeln im Verha¨ltnis zur Gro¨ße des Beha¨lters. Aus diesem Grund muss auch der
Skalierungsfaktor kleiner werden.
Einige algorithmische Eigenschaften
Beim Entwurf von Algorithmen und deren Umsetzung in Programme mu¨ssen zwei Ziele
gegeneinander abgewogen werden, das ist zum Einen eine mo¨glichst schnelle Abarbeitung
und zum Anderen ein mo¨glichst geringer Speicherbedarf des Algorithmus. Im Allgemeinen
ist es so, dass mit mehr Speicherbelegung der Zeitaufwand vermindert oder umgekehrt
durch Inkaufnahme la¨ngerer Berechnungszeiten der Speicherbedarf gesenkt werden kann.
Fu¨r die Abscha¨tzung und gegebenenfalls die Optimierung des Algorithmus ist es sinn-
voll, die Laufzeitkomplexita¨t des Algorithmus zu kennen. Als Laufzeitkomplexita¨t eines
Algorithmus wird der durchschnittliche Lo¨sungsaufwand in Abha¨ngigkeit vom Problem-
umfang n bezeichnet. Die Funktion O(n) – die sogenannte O-Notation oder Landau-
Symbol [Wag03] – gibt eine obere Schranke zur tatsa¨chlichen Laufzeit des Algorithmus an,
das entspricht dem Laufzeitverhalten im sogenannten worst case, dem ungu¨nstigsten denk-
baren Fall. In der O-Notation wird im Allgemeinen nur die Gro¨ßenordnung des maximalen
Aufwandes angegeben, additive und multiplikative Konstanten werden dabei meistens weg-
gelassen [Zel89, Her92].
Da in jedem Iterationsschritt jede Kugel auf U¨berschneidungen mit jeder anderen Kugel
getestet werden muss, ist der initiale Aufwand in einem Iterationsschritt gleich n (n−1)
2
.
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Fu¨r große n kann stattdessen n
2
2
geschrieben werden. Fu¨r die gesamte Laufzeit mit i
Iterationsschritten gilt also: O(n) = i n
2
2
bzw. in O-Notation ausgedru¨ckt: O(n2). Durch
die von Bargie l et. al. eingefu¨hrte Einteilung des Simulationsvolumens in Zellen und die
darauf aufbauende wesentlich eﬃzientere Nachbarschaftsberechnung wird der Aufwand des
Algorithmus reduziert, ist aber immer noch ho¨her als linear.
Eine weitere wichtige Eigenschaft eines Algorithmus ist die Reproduzierbarkeit seiner Er-
gebnisse. Der FBA ist ein deterministischer Algorithmus, d. h. bei denselben Parametern,
denselben Startkoordinaten und Startdurchmessern erzielt der Algorithmus jedesmal genau
dieselbe Packung als Ergebnis. Nur die zu Beginn erfolgende zufallsgesteuerte Generierung
der Startkoordinaten und Startdurchmesser kann Abweichungen der Ergebnisse bei sonst
gleichen Parametern hervorrufen. Erwu¨nscht ist, dass der Einﬂuss der zufa¨lligen Start-
konﬁguration mo¨glichst klein bleibt, so dass brauchbare Ergebnisse mit jeder beliebigen
Startkonﬁguration erzielt werden ko¨nnen.
Die Standardabweichung einer Stichprobe von Ergebnisvolumenanteilen kann hier als
ein Maß fu¨r die Reproduzierbarkeit des FBA angesehen werden. Eine geringe Standard-
abweichung entspricht hoher Reproduzierbarkeit, wa¨hrend eine große Standardabweichung
mo¨glicherweise auf eine schlechte Reproduzierbarkeit hinweist.
Dazu wurde fu¨r monodisperse Systeme mit N1 = 100, N2 = 1000 und N3 = 10000
Kugeln eine Testreihe durchgefu¨hrt. Die Startkoordinaten der Kugeln wurden fu¨r jedes
System zufa¨llig erzeugt, alle sonstigen Parameter des Algorithmus wurden nicht ver-
a¨ndert. Der Stichprobenumfang liegt jeweils bei n = 20. Dabei ergaben sich die in
Tabelle 3.1 aufgefu¨hrten Werte fu¨r Mittelwert und Standardabweichung der erreichten
Volumenanteile. Die ho¨heren Volumenanteile bei gro¨ßerer Kugelanzahl ergeben sich daraus,
dass die Verwaltung der Zelleinteilung des Simulationsbeha¨lters bei gro¨ßerer Kugelanzahl
eﬃzienter ist.
Wie die Werte zeigen, ist die Reproduzierbarkeit fu¨r den FBA als hoch einzuscha¨tzen,
d. h. bei gleichen Parametern werden relativ unabha¨ngig von der zufa¨lligen Startkonﬁgu-
ration vergleichbare Ergebnisse erzielt. Die gro¨ßten Abweichungen liegen im Bereich von
0.25% bei Systemen mit 100 Kugeln.
Der FBA terminiert, wenn aufgrund der Konvergenz von a¨ußerem und innerem Durch-
messerfaktor keine weitere Iteration mo¨glich scheint. Das dabei erzielte Ergebnis ist aber
immer nur ein Schnappschuss eines Packprozesses, der ein Kugelsystem theoretisch bis zur
ho¨chstmo¨glichen Dichte (bei monodispersen Kugeln 0.74) weiter packen ko¨nnte.
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Anzahl der Kugeln Mittelwert Volumenanteil Standardabweichung
100 0.6385 0.0039426
1000 0.6422 0.0008582
10000 0.6615 0.0021784
Tabelle 3.1: Mittelwert und Standardabweichung des Volumenanteils fu¨r Systeme gleich großer Kugeln
mit 100, 1000 und 10000 Kugeln bei gleichen Algorithmusparametern zur Abscha¨tzung der Reprodu-
zierbarkeit.
Die Idee lag daher nahe, den Ablauf des FBA so zu beeinﬂussen, dass weitere Iterationen
stattﬁnden ko¨nnen. Iterationen sind mo¨glich, solange der a¨ußere Durchmesserfaktor gro¨ßer
als der innere Durchmesserfaktor ist. Um das zu erreichen, kann beispielsweise ein gepacktes
System wiederum als Eingabe fu¨r einen weiteren Programmdurchlauf (im Folgenden einfach
Iteration genannt) dienen, da zu Beginn eines Programmablaufes die Durchmesserfaktoren
anhand des frei festzulegenden Parameters VV,virt neu berechnet werden.
In solchen Simulationen konnte ein stufenweises Ansteigen des Volumenanteils beobach-
tet werden. Teilweise kann es dabei auch zu voru¨bergehendem leichten Absinken des
Volumenanteils kommen. Tendenziell jedoch steigt der Volumenanteil so, dass z. B. bei
monodispersen Systemen Volumenanteile bis 0.726 erreicht werden konnten. Beispiele fu¨r
solche sehr dichten monodispersen Packungen werden in Abschnitt 3.2.3.1 untersucht.
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3.2.2 Verschiebungsfunktionen
Im Folgenden wird untersucht, inwieweit die Form der Verschiebungsfunktion P einen
signiﬁkanten Einﬂuss auf das Packungsergebnis und die Eﬃzienz des Algorithmus hat.
Bei allen in der Literatur beschriebenen Verschiebungsfunktionen handelt es sich um
kugelsymmetrische Verschiebungsfunktionen. Der Vorteil kugelsymmetrischer Funktionen
liegt darin, dass nur der Abstand der Kugeln in die Berechnung des Verschiebungswertes
eingeht, nicht aber andere Eigenschaften wie zum Beispiel die Wirkung einer a¨ußeren Kraft.
Der Berechnungsaufwand fu¨r ein sich u¨berschneidendes Paar von Kugeln ist gering, da
aber die Verschiebungsfunktion in jeder Iteration n (n−1)
2
mal (n ist hier die Anzahl der
Kugeln) berechnet wird, sollte eine Verringerung des Rechenaufwandes an dieser Stelle
großen Einﬂuss auf die gesamte Rechenzeit des Algorithmus haben. Die Eﬃzienz der Ver-
schiebungsfunktion spielt daher eine große Rolle fu¨r die Gesamteﬃzienz des Force-Biased-
Algorithmus.
Bisher wurden in der Literatur drei Verschiebungsfunktionen fu¨r den Force-Biased-
Algorithmus beschrieben. In diesem Abschnitt werden diese und einige in anderen
Zusammenha¨ngen gebra¨uchliche, aber bisher im FBA noch nicht angewandte Verschie-
bungsfunktionen beschrieben und untersucht. Daru¨ber hinaus werden weitere, neue Ver-
schiebungsfunktionen entwickelt und ebenfalls untersucht. Alle Verschiebungsfunktionen
sind dabei so normiert, dass sich bei δ = 0 der Funktionswert P (δ) = 1 ergibt. Außerdem
gilt fu¨r alle gezeigten Verschiebungsfunktionen: 0 ≤ δ ≤ σ. Fu¨r die weitere Entwicklung
neuer, auf die Bedu¨rfnisse spezieller Simulationsanwendungen angepasster Verschiebungs-
funktionen werden Empfehlungen abgeleitet.
3.2.2.1 Vorbereitende Untersuchungen
Bevor einige der Verschiebungsfunktionen untersucht werden, erfolgen zur Vergleichbarkeit
der Ergebnisse Untersuchungen zum Verhalten des Algorithmus bei ﬁxierten Parametern.
In einer Untersuchung wird die Verschiebungsfunktion als Konstante betrachtet, in einer
weiteren Untersuchung werden Zufallswerte eingesetzt. Das Verhalten des Algorithmus
bezu¨glich des globalen Volumenanteils wird beobachtet. Diese vorbereitenden Untersu-
chungen dienen dazu, den Einﬂuss der Verschiebungsfunktion auf das Verhalten und auf
das Ergebnis des FBA festzustellen.
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Konstante Verschiebung und optimaler Skalierungsfaktor
Zuerst soll untersucht werden, ob allein durch Einsatz eines geschickt gewa¨hlten Wertes des
Skalierungsfaktors κ, wa¨hrend fu¨r die Verschiebungsfunktion P (δij) ≡ 1 gilt, eine Packung
mit genu¨gend großem Volumenanteil erreicht werden kann. Als
”
genu¨gend groß“ soll hier
der Volumenanteil maximal zufa¨llig dicht gepackter gleich großer Kugeln VV = 0.636 gelten.
Sollte dies mo¨glich sein, wu¨rde zumindest fu¨r Packungen mit mittlerem Volumenanteil als
Verschiebungsfunktion eine Konstante – na¨mlich der optimale Skalierungsfaktor – genu¨gen
und ein Berechnungsschritt ko¨nnte entfallen. Um das zu untersuchen, wird in Systemen
gleich großer Kugeln fu¨r die Verschiebungsfunktion folgende Form eingesetzt:
P (δ) =

1 , wenn 0 ≤ δ < σ0 , wenn δ ≥ σ (3.4)
Es zeigt sich, dass in diesem Fall der optimale Wert von κ abha¨ngig von der Anzahl
der Kugeln im System und der Gro¨ße des Beha¨ltervolumens ist. Das wird versta¨ndlich,
wenn man bedenkt, dass bei fest vorgegebener La¨nge des Beha¨ltervolumens die relativen
Durchmesser der Kugeln mit steigender Kugelanzahl abnehmen mu¨ssen. Dadurch mu¨ssen
die virtuellen Kra¨fte zwischen den Kugeln im Betrag kleiner sein und damit auch der
Skalierungsfaktor. Der Skalierungsfaktor κ muss also bei ansteigender Anzahldichte ρ der
Kugeln kleiner werden. Das ist auch in Abb. 3.6 deutlich zu erkennen.
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Abbildung 3.6: Abha¨ngigkeit des erreichbaren Volumenanteils vom Skalierungsparameter κ bei kon-
stantem Wert der Verschiebungsfunktion fu¨r ein System mit 1000 gleich großen Kugeln.
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Fu¨r feste Werte der Verschiebungsfunktion lassen sich auch bei sonst optimal eingestell-
ten Parametern nur Volumenanteile bis maximal VV = 0.61 erreichen. Der ho¨chste erreichte
Volumenanteil lag fu¨r n = 1000 bei VV = 0.61 mit κ = 0.10. Daraus la¨sst sich schluss-
folgern, dass mit konstantem Verschiebungswert der FBA keine hochdichten Packungen
erzeugt werden ko¨nnen.
Zufallswerte
Analoge Untersuchungen werden fu¨r eine Verschiebungsfunktion, die durch Zufallszahlen
wie in Gl. (3.5) angegeben deﬁniert wird, durchgefu¨hrt. Hierbei wird eine unabha¨ngig
gleichverteilte (i.i.d.) Zufallsgro¨ße ξ im Intervall [0, 1] ermittelt und diese dann wie weiter
oben beschrieben mit dem Skalierungsfaktor κ multipliziert.
P (δ) =

ξ , wenn 0 ≤ δ < σ; ξ - auf [0,1] gleichverteilte Zufallszahl0 , wenn δ ≥ σ (3.5)
Das Ergebnis ist in Abb. 3.7 dargestellt. Die erzielten Volumenanteile liegen nahe bei
Null. Dieses Verhalten la¨sst sich so verstehen, dass bei zufa¨lliger Wahl des Verschiebungs-
wertes stark u¨berlappende Kugeln unter Umsta¨nden noch na¨her zusammengeru¨ckt werden.
Das bedeutet, dass der reale Durchmesser und der reale Volumenanteil tendenziell kleiner
werden. Das System erreicht somit keinen Gleichgewichtszustand, daher kann mit (3.5)
keine Verdichtung der Kugelkonﬁguration erwartet werden.
0 0.2 0.4 0.6 0.8 1
Skalierungsfaktor Κ
0.0002
0.0004
0.0006
0.0008
0.001
V
o
lu
me
na
nt
ei
l
Abbildung 3.7: Abha¨ngigkeit des erreichbaren Volumenanteils vom Skalierungsparameter κ bei Einsatz
einer Zufallsgro¨ße aus dem Intervall [0, 1] als Verschiebungsfunktion fu¨r ein System mit 1000 gleich
großen Kugeln.
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Durch die beschriebenen vorbereitenden Untersuchungen konnte gezeigt werden, dass die
Verschiebungsfunktion einen gewissen Einﬂuss auf den Prozess des Packens besitzt. Mit
konstanten Werten lassen sich Packungen nur bis zu einem Volumenanteil von VV ≈ 0.61
erzeugen, wa¨hrend mit Zufallswerten gar keine dichten Packungen entstehen. Die Vera¨nde-
rung der Verschiebungsfunktion hat A¨nderungen im erreichbaren Volumenanteil zur Folge.
Zu untersuchen ist nun, ob ein gezielter Einsatz einer gu¨nstig gewa¨hlten Verschiebungs-
funktion anstatt einer Konstanten oder statt Zufallswerten zu einer deutlichen Erho¨hung
des Volumenanteils fu¨hrt.
3.2.2.2 Bekannte Verschiebungsfunktionen
Im Folgenden werden in der Literatur [BM91, MBRJ89, BT93] fu¨r den FBA verwendete
Verschiebungsfunktionen daraufhin untersucht, inwieweit mit ihnen Konvergenzverhalten
und maximaler Volumenanteil verbessert werden ko¨nnen.
Lineare Verschiebungsfunktion
In vielen Algorithmen, beispielsweise in Graphenlayout-Algorithmen [Cha96], werden Netz-
werke von Knoten betrachtet, die durch virtuelle Federkra¨fte mit ihren na¨chsten Nachbarn
verbunden sind. Solche Systeme werden dadurch optimiert, dass die Positionen der Elemen-
te u¨ber die Federkra¨fte ausgeglichen werden, bis sich ein Gleichgewichtszustand eingestellt
hat.
Ausgehend von dieser Idee wird fu¨r Kugeln – die anstelle der Knoten eines Graphen
stehen – eine Verschiebungsfunktion auf der Basis des Hookeschen Federkraftgesetzes un-
tersucht. Der Auslenkung einer Feder entspricht die Diﬀerenz zwischen σ und δ, wa¨hrend
die Federkonstante durch den Skalierungsfaktor κ bestimmt wird. Da im FBA nur repulsive
(abstoßende) Anteile betrachtet werden, entsprechen die
”
Auslenkungen“ u¨berlappender
Kugeln zusammengedru¨ckten Federn. Attraktive Anteile (d. h. auseinandergezogene Fe-
dern) existieren dagegen nicht. Diese Verschiebungsfunktion wird auch als Linearfunktion
bezeichnet.
Je kleiner die U¨berschneidungen der Kugeln sind, desto kleiner soll die dementsprechende
Verschiebung werden, an der Kontaktdistanz σ soll sie Null betragen. Diese Bedingungen
sind durch die folgende lineare Verschiebungsfunktion (Gl. (3.6) und Abb. 3.8 (a)) gegeben:
Plin(δ) =
(σ − δ)
σ
(3.6)
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Fu¨r Systeme mit einer Anzahldichte von ρ = 1.25 (in diesem Fall 1000 gleich große Ku-
geln) wird in Abb. 3.8 der erreichte Volumenanteil mit der linearen Verschiebungsfunktion
in Abha¨ngigkeit vom Skalierungsfaktor κ gezeigt. Fu¨r kleine κ scheint der Volumenan-
teil kaum von κ abzuha¨ngen und liegt um den Wert fu¨r zufa¨llige dichte Packungen von
VV = 0.64. Ab einem Wert von κ = 2.5 gibt es jedoch einen deutlichen Anstieg der
erreichten Volumenanteile auf bis zu 0.69 fu¨r κ = 2.80. Fu¨r noch gro¨ßere Werte von κ
sinken die Volumenanteile wieder ab. Fu¨r die Zielstellung, mo¨glichst große Volumenanteile
zu erreichen, gibt es fu¨r die Verschiebungsfunktion (3.6) einen optimalen Bereich fu¨r den
Parameter κ fu¨r Systeme mit einer Anzahldichte von 1.25: 2.5 ≤ κ ≤ 3.5.
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Abbildung 3.8: (a) Verhalten der linearen Verschiebungsfunktion (3.6) fu¨r zwei u¨berlappende Kugeln
mit den Durchmessern d1 = 1.0 und d2 = 5.0 in Abha¨ngigkeit vom Abstand δ ihrer Zentren und
(b) Abha¨ngigkeit des erreichbaren Volumenanteils vom Skalierungsparameter κ bei linearer Verschie-
bungsfunktion fu¨r Packungen mit 1000 gleich großen Kugeln.
Die Beobachtung zeigt, dass der optimale Skalierungsfaktor κopt stark abha¨ngig von der
Anzahldichte der Packung, und nicht von der absoluten Anzahl der Kugeln, ist. Je gro¨ßer
die Anzahldichte eines Systems ist, desto kleiner ist κopt. Dies kann dadurch erkla¨rt werden,
dass mit steigender Anzahl an Kugeln der Platz immer geringer wird und damit auch die
La¨nge der Verschiebungen kleiner werden muss.
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Quadratische Verschiebungsfunktion
In [MBRJ89] sowie in formal anderer Schreibweise in [BT93] wird folgende Verschiebungs-
funktion (Abb. 3.9 (a), gestrichelte Kurve) angegeben:
P (δ) =
(d1d2)− δ2
(d1d2)
(3.7)
Die Gro¨ßen d1 und d2 bezeichnen die Durchmesser der beiden u¨berlappenden Kugeln, fu¨r
die die Verschiebung ausgerechnet wird. Diese
”
quadratische“ Verschiebungsfunktion ist
sehr gut fu¨r Packungen gleich großer Kugeln geeignet, da fu¨r den Fall d1 ≡ d2 die Gro¨ße
d1 d2 genau σ entspricht.
Werden jedoch polydisperse Kugelsysteme gepackt, so kann diese Funktion nicht mehr
eingesetzt werden, weil der Algorithmus dann gegen einen Volumenanteil von VV = 0
konvergiert, wie sich durch entsprechende Simulationen erwiesen hat. Das beruht auf ei-
nem Teilschritt des FBA, bei dem der kleinste Zwischenkugelabstand berechnet wird.
Sind die Durchmesser der beiden sich u¨berlappenden Kugeln unterschiedlich groß, so
werden sie durch die Verschiebungsfunktion (3.7) nicht weit genug auseinandergeru¨ckt,
weil (d1d2) < σ ist.
Das la¨sst sich wie folgt nachweisen: Setzen wir den Durchmesser der einen Kugel d1 als
ﬁxiert voraus, so ko¨nnen wir den Durchmesser der zweiten Kugel als skaliert mit einem
Faktor k betrachten: d2 = kd1. Weil σ der Deﬁnition gema¨ß aus der Summe der Radien
besteht: σ = r1 + r2 =
1
2
(d1 + d2), la¨sst sich σ auch als σ =
1
2
(d1 + kd1) schreiben. Setzen
wir nun den Ausdruck (d1d2)−δ
2
(d1d2)
gleich 0 und setzen fu¨r δ den Wert σ ein, da ja bei σ die
Nullstelle liegen soll, und lo¨sen dann nach k auf, so ergibt sich daraus eine quadratische
Gleichung:
0 = (d1d2)−σ
2
(d1d2)
σ2 = d1d2
(1
2
(d1 + kd1))
2 = kd21
1
4
(d21 + 2kd
2
1 + k
2d21) = kd
2
1
k = 1
4
(k2 + 2k + 1)
Fu¨r diese quadratische Gleichung existiert nur eine einzige reelle Lo¨sung: k = 1. Das
bedeutet, dass d1 und d2 gleich groß sein mu¨ssen, um die Bedingung P (δ) = 0 an der Stelle
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δ = σ erfu¨llen zu ko¨nnen. Fu¨r alle anderen Werte von k wird der Zwischenkugelabstand zu
klein berechnet, was zur Folge hat, dass der innere Durchmesserfaktor ǫin ebenfalls immer
kleiner wird statt gro¨ßer und der reale Volumenanteil Vreal gegen Null konvergiert. Diese
Konsequenz gilt fu¨r alle Verschiebungsfunktionen, deren Nullstelle kleiner als x0 = σ ist.
Durch eine Gewichtung mit dem Mittelwert der Durchmesser der beteiligten Kugeln (das
entspricht ihrer Kontaktdistanz) anstatt mit dem Produkt der Durchmesser ergibt sich:
P (δ) = 1− δ
2
1
4
((k + 1)d1)2
(3.8)
Dadurch kann die quadratische Verschiebungsfunktion so verallgemeinert werden, dass die
Nullstelle immer bei x0 = σ liegt, unabha¨ngig davon wie groß das Verha¨ltnis der Durch-
messer ist. Diese Verallgemeinerung fu¨hrt zu folgender Verschiebungsfunktion (3.9), die in
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Abbildung 3.9: (a) Verhalten der einfachen quadratischen Verschiebungsfunktion (gestrichelt,
Gl. (3.7)) und der verallgemeinerten quadratischen Verschiebungsfunktion (rot durchgezogen,
Gl. (3.9)) fu¨r Kugeln mit den Durchmessern d1 = 1.0 und d2 = 5.0 (daraus folgt: σ = 3.0) in
Abha¨ngigkeit vom Abstand ihrer Zentren δ und (b) Abha¨ngigkeit des erreichbaren Volumenanteils
vom Skalierungsparameter κ bei quadratischer Verschiebungsfunktion fu¨r Packungen mit 1000 gleich
großen Kugeln.
Abb. 3.9 (a) als rote durchgezogene Kurve gezeigt wird:
P (δ) = 1− δ
2
σ2
(3.9)
Diese verallgemeinerte Form wird erstmalig in [BSB01] genannt. Sie la¨sst sich bei gleich
großen Kugeln wieder auf die in Formel (3.7) angegebene Form zuru¨ckfu¨hren. Die verallge-
meinerte quadratische Verschiebungsfunktion kann auf beliebige Durchmesserverteilungen
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angewendet werden und erzielt bei allen Verteilungen dichte Packungen. Die Untersuchun-
gen ergaben, dass die ho¨chsten Volumenanteile fu¨r Systeme mit einer Anzahldichte von
ρ = 0.125 mit Werten von 1.2 ≤ κ ≤ 2.0 erreichbar sind (siehe Abb. 3.9, (b)).
3.2.2.3 Neu entwickelte Verschiebungsfunktionen
Im Verlauf dieser Arbeit wurden neben den weiter oben beschriebenen Verschiebungsfunk-
tionen aus der Literatur auch neue Verschiebungsfunktionen entwickelt und untersucht. Im
Folgenden werden einige davon, die gute Ergebnisse zeigten, vorgestellt. Zur Entwicklung
neuer Verschiebungsfunktionen werden zuna¨chst Anforderungen aufgestellt, die eine solche
Funktion erfu¨llen muss.
Eine notwendige Bedingung fu¨r eine Verschiebungsfunktion ist, dass sie zwischen δ = 0
und ihrer maximalen Reichweite, der Kontaktdistanz σ, deﬁniert sein muss. Außerhalb der
Reichweite soll sie konstant Null betragen. Weiterhin sollte sie stetig sein, was aber keine
notwendige Bedingung ist. Unstetigkeitsstellen in der Verschiebungsfunktion fu¨hren Be-
obachtungen zufolge nicht zum Versagen des Algorithmus, die Ergebnisse ko¨nnen dadurch
aber verschlechtert werden.
Der Funktionswert der Verschiebungsfunktion an der Stelle der Kontaktdistanz sollte
Null sein: P (σ) = 0. Es ist mo¨glich, Verschiebungsfunktionen einzusetzen, bei denen die
Nullstelle nicht direkt an der Kontaktdistanz liegt. Das fu¨hrte allerdings bei der Untersu-
chung solcher Verschiebungsfunktionen zur erheblichen Verschlechterung der Ergebnisse.
Liegt die Nullstelle bei einem Wert, der kleiner als die Kontaktdistanz ist, so werden ge-
ringe U¨berschneidungen nicht mehr durch Verschieben der Kugeln korrigiert, weil dort die
resultierende Verschiebung schon Null ist. Der innere Durchmesserfaktor ǫin wird immer
aus dem kleinsten Zwischenkugelabstand im System berechnet. Dadurch kann es passieren,
dass der kleinste Abstand bei jedem Schritt noch kleiner wird, weil die geringfu¨gigen U¨ber-
schneidungen nicht mehr ausgeglichen werden. Damit konvergiert auch der Volumenanteil
gegen Null, was nicht erwu¨nscht ist.
Liegt die Nullstelle dagegen bei Werten oberhalb der Kontaktdistanz, so sind die Ver-
schiebungen unter Umsta¨nden zu groß und das System kommt nicht zum Gleichgewicht,
weil durch starke Verschiebungen immer wieder neue und gro¨ßere U¨berschneidungen auch
bei geringen U¨berlappungen der Kugeln erzeugt werden. Den vorstehend aufgefu¨hrten Be-
dingungen und Erfahrungen entsprechend wurden die im folgenden Abschnitt beschriebe-
nen Verschiebungsfunktionen entwickelt.
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Kosinusfo¨rmige Verschiebungsfunktion
Die erste neue Verschiebungsfunktion basiert auf dem Teil der Kosinusfunktion, der fu¨r
0 ≤ x ≤ pi
2
deﬁniert ist. Die zugeho¨rige Verschiebungsfunktion (Abb. 3.10 (a)) lautet:
P (δ) = cos
(
pi
2
σ
δ
)
(3.10)
Die nummerische Berechnung trigonometrischer Funktionen ist aus informatischer Sicht
relativ aufwa¨ndig, was sich nachteilig auf die Laufzeit eines Programms mit dem FBA und
der kosinusfo¨rmigen Verschiebungsfunktion auswirken ko¨nnte. Es zeigt sich jedoch, dass
sich mit dieser Verschiebungsfunktion sehr hohe Volumenanteile, insbesondere bei gleich
großen Kugeln, erreichen lassen. Eine negative Auswirkung auf die Laufzeit des Programms
konnte dabei nicht festgestellt werden.
Fu¨r monodisperse Kugelsysteme mit einer Anzahldichte von ρ = 0.125 ergab sich der
maximal erreichte Volumenanteil mit VV = 0.70 bei einem Skalierungsfaktor von κ = 1.90,
der optimale Bereich liegt bei Werten von 1.7 ≤ κ ≤ 2.2.
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Abbildung 3.10: (a) Verhalten der kosinusfo¨rmigen Verschiebungsfunktion (3.10) fu¨r Kugeln mit den
Durchmessern d1 = 1.0 und d2 = 5.0 (daraus folgt: σ = 3.0) in Abha¨ngigkeit vom Abstand ihrer
Zentren δ und (b) Abha¨ngigkeit des erreichbaren Volumenanteils vom Skalierungsparameter κ bei
kosinusfo¨rmiger Verschiebungsfunktion fu¨r Packungen mit 1000 gleich großen Kugeln.
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Logarithmische Verschiebungsfunktion
Eine weitere Verschiebungsfunktion wurde aus einer logarithmischen Funktion entwickelt
(Abb. 3.11 (a)) und ist gegeben durch
P (δ) =
log(σ − δ +W (1)) + (σ − δ +W (1))
log(σ +W (1)) + (σ +W (1))
(3.11)
Der Wert W (x) stellt dabei die generalisierte Lo¨sung fu¨r z = xex dar. In der vorliegenden
Verschiebungsfunktion wurde dafu¨r der konstante Wert W (1) ≈ 0.567 eingesetzt.
Diese Verschiebungsfunktion ist gekennzeichnet durch einen ﬂachen Verlauf bei kleinen δ.
Je gro¨ßer das Verha¨ltnis der Durchmesser der beteiligten Kugeln ist, desto ﬂacher verla¨uft
die Funktion. Ihre Form na¨hert sich fu¨r sehr große Durchmesserverha¨ltnisse der linearen
Verschiebungsfunktion an. Sie eignet sich aus diesen Gru¨nden vor allem fu¨r Systeme mit
kleinen Durchmesserverha¨ltnissen und engen Durchmesserverteilungen.
Bei gleich großen Kugeln erzeugt sie etwas dichtere Packungen als die quadratische
Verschiebungsfunktion, wobei mit der kosinusfo¨rmigen Verschiebungsfunktion noch etwas
gro¨ßere Volumenanteile erreicht werden. Abb. 3.11 (b) zeigt die maximal erreichbaren Volu-
menanteile fu¨r monodisperse Systeme mit einer Anzahldichte von ρ = 0.125. Es ergibt sich
ein optimaler Bereich von 1.7 ≤ κ ≤ 2.4.
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Abbildung 3.11: (a) Verhalten der logarithmischen Verschiebungsfunktion (3.11) fu¨r Kugeln mit den
Durchmessern d1 = 1.0 und d2 = 5.0 (daraus folgt: σ = 3.0) in Abha¨ngigkeit vom Abstand ihrer
Zentren δ und (b) Abha¨ngigkeit des erreichbaren Volumenanteils vom Skalierungsparameter κ bei
logarithmischer Verschiebungsfunktion fu¨r Packungen mit 1000 gleich großen Kugeln.
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Potenzverschiebungsfunktion
Die folgende Verschiebungsfunktion basiert auf einer verallgemeinerten Potenzfunktion
P (δ) = aδν + c mit den Parametern a = 1, c und ν. Die Verschiebungsfunktion ist durch
den konstanten Anteil auch auf ungleiche Kugeln anwendbar. Die Nullstelle der Funktion
kann an die Stelle σ geschoben werden, indem c = −σν gesetzt wird.
P (δ) =
σν − δν
σν
, ν ≥ 1 (3.12)
Diese Verschiebungsfunktion kann mit beliebigem Exponenten ν > 0 parametrisiert wer-
den. Abb. 3.12 (a) illustriert das Verhalten der Potenzverschiebungsfunktion fu¨r unter-
schiedliche Werte von ν. Der Betrag des (negativen) Anstiegs an der Kontaktdistanz nimmt
mit steigendem Exponenten zu, die Funktion wird mit steigendem ν also immer
”
ha¨rter“.
Im Fall ν → ∞ (blau gepunktet) ergibt sich eine der konstanten Verschiebungsfunktion
(siehe Gl. (3.4)) a¨hnliche Form.
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Abbildung 3.12: (a) Verhalten der Potenz-VF (3.12) mit ν1 = 1, ν2 = 3, ν3 = 8 und ν4 → ∞ fu¨r
Kugeln mit den Durchmessern d1 = 1.0 und d2 = 5.0 (daraus folgt: σ = 3.0) in Abha¨ngigkeit vom
Abstand ihrer Zentren δ und (b) Abha¨ngigkeit des erreichbaren Volumenanteils vom Skalierungspara-
meter κ bei Potenz-VF mit ν = 8 fu¨r Packungen mit 1000 gleich großen Kugeln.
Abb. 3.12 (b) stellt die Abha¨ngigkeit des erreichbaren Volumenanteils vom Skalierungs-
parameter κ bei ν = 8 dar. Es zeigt sich, dass sich mit der Potenzverschiebungsfunktion
bei gleich großen Kugeln Volumenanteile bis VV = 0.68 (bei κ = 0.5) erreichen lassen. Da
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mit der konstanten Verschiebungsfunktion keine gro¨ßeren Volumenanteile als 0.61 erreicht
werden, muss es demnach ein optimales νopt im Bereich zwischen ν = 1 (rote Gerade in
Abb. 3.12 (a)), was der linearen Verschiebungsfunktion (3.6) entspricht, und ν =∞ (blau
gepunktet) geben.
Nach Optimierung mit heuristischem Verfahren ergibt sich ein optimaler Wert von
νopt = 8. Bei gro¨ßeren ν sinken die erreichten mittleren Volumenanteile deutlich ab
(Abb. 3.13).
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Abbildung 3.13: Abha¨ngigkeit der mittleren erreichten Volumenanteile vom Exponenten ν bei Einsatz
der Potenz-Verschiebungsfunktion fu¨r Packungen mit 1000 monodispersen Kugeln.
Viertelkreis-Verschiebungsfunktionen
Zwei weitere Verschiebungsfunktionen ha¨ngen eng mit der Kreisgleichung zusammen.
Die erste Verschiebungsfunktion geho¨rt zu einem Viertelkreis mit dem Zentrum im
Koordinatenursprung und dem Radius σ:
P (δ) =
√
σ2 − δ2
σ
(3.13)
Die zweite Verschiebungsfunktion basiert ebenfalls auf einem Viertelkreis, allerdings liegt
dessen Mittelpunkt nicht im Zentrum, sondern bei den Koordinaten (σ, σ), der Radius des
Viertelkreises betra¨gt wie bei der vorher beschriebenen Verschiebungsfunktion σ. Diese
Verschiebungsfunktion ist im Gegensatz zu allen bisher angegebenen Verschiebungsfunk-
tionen konkav.
P (δ) = 1−
√
σ2 − δ2
σ
(3.14)
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Abbildung 3.14: (a) Verhalten der Viertelkreis-Verschiebungsfunktion (3.13) (durchgezogen) und der
inversen Viertelkreis-Verschiebungsfunktion (3.14) (gestrichelt) fu¨r Kugeln mit den Durchmessern
d1 = 1.0 und d2 = 5.0 (daraus folgt: σ = 3.0) in Abha¨ngigkeit vom Abstand ihrer Zentren δ und
(b) Abha¨ngigkeit des erreichbaren Volumenanteils vom Skalierungsparameter κ bei der Viertelkreis-
Verschiebungsfunktion fu¨r Packungen mit 1000 gleich großen Kugeln.
Die mit den Viertelkreis-basierten Verschiebungsfunktionen (Abb. 3.14 (a)) generierten
monodispersen Kugelpackungen erreichen Volumenanteile, die etwas u¨ber dem Wert fu¨r
die zufa¨llige dichte Packung von VV = 0.636 liegen. Die dichteste mit der Viertelkreis-
Verschiebungsfunktion erzeugte Packung hat einen Volumenanteil von 0.665. Dichtere
Packungen konnten mit diesen Verschiebungsfunktionen bisher nicht erzeugt werden.
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Ergebnisse
Diagramm 3.15 zeigt alle Verschiebungsfunktionen zusammen. Die Verschiebungsfunktio-
nen sind normiert, d.h. bei δ = 0 ergibt sich bei jeder Verschiebungsfunktion der Funk-
tionswert P (δ) = 1.
Der Skalierungsfaktor κ wurde untersucht und es konnte eine direkte Abha¨ngigkeit des
optimalen Faktors κopt von der Anzahldichte des Systems festgestellt werden. Interessanter-
weise zeigte sich, dass Werte von κ < κopt zu Volumenanteilen bis VV ≈ 0.64 fu¨hren,
wa¨hrend mit dem optimalen Skalierungsfaktor sogar Volumenanteile bis zu VV = 0.70
erreicht werden ko¨nnen.
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Abbildung 3.15: Alle Verschiebungsfunktionen fu¨r zwei u¨berlappende Kugeln mit den Durchmessern
d1 = 1.0 und d2 = 5.0 in Abha¨ngigkeit vom Abstand δ ihrer Zentren. Der Kontaktabstand σ = 3.0
ergibt sich aus der Summe der Radien, an dieser Stelle erreicht die Verschiebungsfunktion Null, da ab
diesem Abstand keine U¨berlappung mehr besteht.
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3.2.2.4 Vergleich ausgewa¨hlter Verschiebungsfunktionen
Die wichtigsten der weiter oben beschriebenen Verschiebungsfunktionen werden bezu¨glich
des erreichten Volumenanteils bei vorgegebenen Durchmesserverteilungen miteinander ver-
glichen. Daraus werden Schlussfolgerungen fu¨r die Wahl einer geeigneten Verschiebungs-
funktion bei vorgegebener Durchmesserverteilung gezogen.
Vergleich
Systeme mit verschiedenen Durchmesserverteilungen mit einer Anzahldichte von ρ = 0.125
werden jeweils mit verschiedenen Verschiebungsfunktionen gepackt. Alle Parameter des
FBA werden dabei fu¨r einen maximalen Volumenanteil bei gleich großen Kugeln eingestellt.
Die Verschiebungsfunktionen sind normiert und fu¨r jede Verschiebungsfunktion wurde der
fu¨r diese Funktion optimale Wert fu¨r κ eingesetzt. Die optimalen Werte fu¨r κ bei ρ = 0.125
sind in Tabelle 3.2 angegeben. Untersucht werden folgende Durchmesserverteilungen:
• monodisperse Kugeln (d= 1)
• bidisperse Durchmesser (728 Kugeln mit Durchmesser d1 = 1.0 und 272 mit Durch-
messer d2 = 2.0)
• diskrete (tridisperse) Durchmesserverteilung mit 10% Kugeln mit d1 = 3.0, 20%
Kugeln mit d2 = 1.0 und 70% Kugeln mit d3 = 0.50
• normalverteilte Durchmesser (mit µ = 1.0 und σ = 0.3)
• log-normalverteilte Durchmesser (ebenfalls mit µ = 1.0 und σ = 0.3)
• gleichverteilte Durchmesser mit dmin = 1.0 und dmax = 5.0
Das Ergebnis dieser Untersuchung ist in Abb.3.16 zu sehen. Fu¨r die unterschiedlichen
Verteilungen gibt es jeweils optimale Verschiebungsfunktionen. Bei monodispersen Kugeln
eignet sich die kosinusfo¨rmige Verschiebungsfunktion am besten. Damit ko¨nnen Werte u¨ber
VV = 0.70 erreicht werden. Im Gegensatz dazu wurde bei der tridispersen Durchmesserver-
teilung mit der kosinusfo¨rmigen Verschiebungsfunktion das schlechteste Ergebnis erzielt, fu¨r
diese Durchmesserverteilung eignet sich die verallgemeinerte quadratische Verschiebungs-
funktion am besten. Bei den anderen, kontinuierlichen Durchmesserverteilungen zeigt sich
ein sehr gleichma¨ßiges Verhalten aller eingesetzten Verschiebungsfunktionen, so dass keine
der untersuchten Verschiebungsfunktionen abgelehnt werden muss.
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Verschiebungsfunktion κopt
linear (lin) 2.8
verallgem. quadratisch (qua) 1.5
kosinusfo¨rmig (cos) 1.9
logarithmisch (log) 2.2
Potenz-Verschiebungsfunktion (pot) 1.2
Tabelle 3.2: Optimale Werte fu¨r κ fu¨r verschiedene Verschiebungsfunktionen und monodisperse Sys-
teme mit einer Anzahldichte von ρ = 0.125.
Empfehlungen zur Auswahl
Fu¨r die Erzeugung zufa¨lliger Kugelpackungen mit Volumenanteilen von 0 ≤ VV ≤ 0.64
eignen sich sowohl die aus der Literatur bekannten Verschiebungsfunktionen als auch al-
le im Rahmen dieser Arbeit neu entwickelten Verschiebungsfunktionen, ausgenommen die
zufa¨llige Verschiebungsfunktion. Fu¨r die Erzeugung dichter Packungen monodisperser Ku-
geln mit Volumenanteilen von VV > 0.64 ko¨nnen jedoch nur folgende Verschiebungsfunk-
tionen empfohlen werden: Die lineare Verschiebungsfunktion (3.6), die quadratische Ver-
schiebungsfunktion (3.9), die kosinusfo¨rmige Verschiebungsfunktion (3.10) und die loga-
rithmische Verschiebungsfunktion (3.11). Hochdichte Packungen bis VV ≈ 0.70 lassen sich
vor allem mit der kosinusfo¨rmigen Verschiebungsfunktion erzeugen.
Sollen Kugelsysteme mit polydisperser Durchmesserverteilung gepackt werden, so muss
zwischen diskreten Verteilungen und kontinuierlichen Verteilungen unterschieden werden.
Fu¨r die untersuchten diskreten Durchmesserverteilungen (bidispers und tridispers) eignet
sich besonders die verallgemeinerte quadratische Verschiebungsfunktion, aber auch die line-
are Verschiebungsfunktion und die Potenz-Verschiebungsfunktion ko¨nnen eingesetzt wer-
den. Wa¨hrend die kosinusfo¨rmige Verschiebungsfunktion fu¨r monodisperse Systeme mit
Abstand die besten Ergebnisse zeigte, waren die Ergebnisse bei tridisperser Durchmesser-
verteilung am schlechtesten. A¨hnliches Verhalten zeigt die logarithmische Verschiebungs-
funktion, die Unterschiede sind hier aber weniger stark ausgepra¨gt. Die lineare, verall-
gemeinerte quadratische und die Potenz-Verschiebungsfunktion zeigen dagegen nur eine
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Abbildung 3.16: Erreichte Volumenanteile fu¨r fu¨nf Verschiebungsfunktionen.
geringe Abha¨ngigkeit von der Durchmesserverteilung. Sie lassen sich daher universell ein-
setzen. Bei kontinuierlichen Durchmesserverteilungen lassen sich alle in Abb. 3.16 gezeigten
Verschiebungsfunktionen verwenden. Die Unterschiede in den Ergebnissen sind als gering
einzustufen.
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3.2.3 Ergebnisse des FBA
3.2.3.1 Hochdichte Packungen monodisperser Kugeln
Fu¨r monodisperse Hartkugelsysteme ist die maximal mo¨gliche Packungsdichte bekannt, sie
betra¨gt VV =
pi
6
√
2 ≈ 0.74. Es ist eine interessante Frage, ob es mo¨glich sein kann, den
gesamten Bereich der Volumenanteile monodisperser Hartkugelsysteme mit Hilfe des FBA
erzeugen zu ko¨nnen. Der Bereich der sehr du¨nn gepackten Systeme, die unter dem Volumen-
anteil fu¨r zufa¨llige lose Packungen (random loose packing) von VV = 0.55 liegen [ASS05],
kann mit dem FBA problemlos erzeugt werden. Ebenso lassen sich Packungen mit Volumen-
anteilen zwischen random loose packing und random dense packing (0.55 ≤ VV ≤ 0.636)
ohne Probleme mit dem FBA erzeugen. Packungsdichten bzw. Volumenanteile, die deutlich
daru¨ber liegen, erfordern dagegen den Einsatz geeigneter Verschiebungsfunktionen, eine ge-
eignete Parametrisierung des FBA oder eine weitere Strategie – die iterative Anwendung
(siehe Abschnitt 3.2.1).
Sehr dichte Packungen monodisperser Kugeln mit VV ' 0.68 lassen sich mit der linearen,
der verallgemeinerten quadratischen, der kosinusfo¨rmigen, der logarithmischen Verschie-
bungsfunktion sowie der Potenzverschiebungsfunktion erzeugen. Die Unterschiede zwischen
den verschiedenen Verschiebungsfunktionen bezu¨glich der maximal erreichten Volumenan-
teile sind allerdings gering, so dass grundsa¨tzlich alle eben genannten Verschiebungsfunk-
tionen dafu¨r eingesetzt werden ko¨nnen. Der Skalierungsfaktor κ muss dabei an die jeweils
benutzte Verschiebungsfunktion angepasst werden, bei der Potenzverschiebungsfunktion
spielt außerdem der Exponent ν eine Rolle.
Nicht nur durch geeignete Auswahl der Verschiebungsfunktion ko¨nnen sehr dichte
Packungen erzielt werden. Durch eine iterative Anwendung des FBA, wobei die verdichtete
Packung wieder als Ausgangskonﬁguration fu¨r einen weiteren Durchlauf des FBA dient,
lassen sich noch ho¨here Dichten (bis VV = 0.72, siehe Abb. 3.17) erzeugen. Durch die
iterative Anwendung muss jedoch mit sehr langen Rechenzeiten gerechnet werden.
Die in [LAE+06] untersuchten Packungen monodisperser Kugeln sind von der Autorin
dieser Arbeit mittels iterativer Anwendung des FBA erzeugt worden. Fu¨r diese Packungen
wurde die verallgemeinerte quadratische Verschiebungsfunktion eingesetzt. Die in Abb. 3.17
gezeigten Bilder stellen die verschiedenen Verdichtungsstufen des in [LAE+06] untersuchten
Systems dar.
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a)0.649 b) 0.656
c) 0.668 d) 0.692
e) 0.701 f) 0.715
Abbildung 3.17: Hochdichtes monodisperses Kugelsystem mit 10000 Kugeln
in verschiedenen Verdichtungsstufen.
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In Abb. 3.18 sind fu¨r sieben untersuchte Systeme aus 10000 monodispersen Kugeln die
Anzahl der Iterationsschritte (auf der x-Achse) den dazu geho¨renden Volumenanteilen (auf
der y-Achse) gegenu¨bergestellt. Diese sieben Systeme unterscheiden sich nur durch die
Wahl der zufa¨lligen Startkoordinaten der Kugelmittelpunkte. Das in [LAE+06] untersuchte
System ist in der Abb. 3.18 mit blauen Dreiecken gekennzeichnet. Erkennbar ist, dass
erst nach durchschnittlich 20 Iterationen eine starke Verdichtung auf Volumenanteile u¨ber
0.68 eintritt. Die Verdichtung verla¨uft nicht kontinuierlich, sondern in Schu¨ben, was auf
grundlegende strukturelle A¨nderungen wa¨hrend des Verdichtungsprozesses hinweist.
Wie die Erfahrung gezeigt hat, entstehen diese hochdichten Packungen in fast jedem Fall,
d. h. nach einer gewissen Anzahl von Iterationen ist fast immer eine solche Verdichtung zu
erwarten. Das Ansteigen des Volumenanteils verla¨uft in Schu¨ben u¨ber durchschnittlich 3 bis
6 Iterationen, meist schließen sich dann einige Iterationen an, in denen keine nennenswerte
Verdichtung passiert (sogenannte
”
Plateaus“). In manchen Systemen werden diese Phasen
ohne Verdichtung durch einen weiteren Verdichtungsschub unterbrochen. Die kleinste An-
zahl Iterationen, die bis zum ersten Schub beno¨tigt wurde, lag bei 13 Iterationen (siehe
Abb. 3.18, blaue Dreiecke). In den Untersuchungen konnte eines der Systeme (in Abb.3.18
die unterste Kurve, gelbe Kreise) nicht u¨ber VV = 0.66 hinaus verdichtet werden und zeig-
te auch keinerlei Anzeichen fu¨r eine weitere Verdichtung. Ein weiteres System (Abb.3.18
zweitunterste Kurve, violette Rhomben) konnte nur bis VV = 0.677 verdichtet werden,
zeigte aber ein erstes Plateau von Iteration 22 bis Iteration 44 mit der vorherrschenden
Volumenanteil 0.668 und dann Ansa¨tze eines Verdichtungsschubes bis auf 0.677.
Als Ergebnis der umfangreichen Untersuchungen der Eigenschaften des FBA und der
damit erreichten Verbesserungen ist es mo¨glich, mit dem FBA monodisperse Packungen
zu erzeugen, die in ihrem Volumenanteil deutlich u¨ber dem maximalen Wert fu¨r zufa¨llige
dichte Packungen von VV = 0.636 liegen. Dabei auftretende strukturelle A¨nderungen
machen sich bei iterativer Anwendung des FBA in sprunghaften A¨nderungen des Volu-
menanteils bemerkbar. Reproduzierbar werden Volumenanteile von 0.72 erzielt.
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Abbildung 3.18: Erreichte Volumenanteile bei iterativer Anwendung des FBA auf monodisperse
Kugelsysteme mit 10000 Kugeln.
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3.2.3.2 Kugelpackungen im R2 und R4
Bisher wurden mit dem FBA Kugelpackungen im R3 generiert. Der Algorithmus kann
aber auch auf weitere Dimensionen erweitert und angewendet werden, speziell fu¨r den R2
und R4. Die Erweiterbarkeit ist fu¨r beliebige Dimensionen gegeben, im Hinblick auf den
Programmier- und Rechenaufwand beschra¨nkt sich jedoch der folgende Abschnitt auf den
R
2 und R4.
Die Erweiterung auf theoretisch beliebige Dimensionen ero¨ﬀnet beispielsweise die prin-
zipielle Mo¨glichkeit, den FBA fu¨r die Layoutoptimierung mehrdimensionaler Graphen ein-
zusetzen. Kraftbasierte Algorithmen (engl. force-directed algorithms), die dem Ansatz des
FBA a¨hneln, werden fu¨r das Problem der Layoutoptimierung schon seit La¨ngerem benutzt
(siehe [FR91, Gol89, Cha96, BETT99] und [Wil05]).
Einige ausgewa¨hlte Beispiele fu¨r Packungen im R2 und R4 werden in den folgenden
Abschnitten beschrieben.
Beispiele fu¨r Packungen im zweidimensionalen Raum
Zweidimensionale Kugelpackungen – Kreisscheibenpackungen – sind schon seit langer Zeit
intensiv untersucht worden [Ber83, DTSC04, DMM+04]. Insbesondere in der Stereologie
und Kristallograﬁe dienen sie als Modelle fu¨r Schnitte und Schliﬀe von Mineralien und
Gesteinsgefu¨gen und deren Auswertung. Sie scheinen darum nicht mehr viel Neues bieten
zu ko¨nnen. Dennoch sollen sie hier aufgefu¨hrt werden, weil sich grundlegende Eigenschaften
von Packungen sehr gut am zweidimensionalen Fall studieren lassen.
Die Abbildung 3.19 zeigt eine Packung von 10000 Kreisen mit log-normalverteilten
Durchmessern mit den Parametern µ = 2.5 und σ = 0.6. Der erreichte Fla¨chenanteil
dieses Systems betra¨gt AA ≈ 0.87. Die lokale Dichte jedes Kreises wurde als Graustufe
dargestellt, wobei helle Kreise sehr dicht gepackt sind und dunkle du¨nner. Insgesamt tre-
ten in diesem System nur geringe lokale Schwankungen auf. Oﬀenbar sind hier die großen
und kleinen Kreise so gut verteilt, dass sich keine gro¨ßeren Lo¨cher oder Cluster ergeben.
Die Packung in Abb. 3.20 entha¨lt 1000 bidisperse Kreise mit einem Durchmesserverha¨lt-
nis von 1:2 und jeweils 50% Anteil. Besonders bemerkenswert ist die gru¨n (hell) hervor-
gehobene Anordnung, die eine fu¨nfza¨hlige Symmetrie zeigt. Solche Anordnungen ko¨nnen
keine periodischen Strukturen bilden, aber Anordnungen a¨hnlicher Art im dreidimensiona-
len Fall ko¨nnen beispielsweise wa¨hrend der Strukturbildung in Metallschmelzen auftreten.
Sie verschwinden wieder, sobald sich regula¨re Strukturen herausbilden.
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Abbildung 3.19: Zweidimensionale Packung mit log-normalverteilten Durchmessern, deren lokale Dich-
te durch Graustufen (hell - dicht gepackt, dunkel - du¨nn gepackt) dargestellt ist.
Abbildung 3.20: Zweidimensionale bidisperse Packung mit einem Beispiel fu¨r eine lokal begrenzte,
fu¨nfza¨hlige rotationssymmetrische Anordnung (hervorgehoben).
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Die Abbildungen 3.21 (a) und (b) zeigen bidisperse Systeme mit 1000 Kugeln, von de-
nen 30% einen Durchmesser von 0.70 und 70% einen Durchmesser von 1.0 besitzen. Der
Fla¨chenanteil ist in beiden Systemen etwa gleich mit AA ≈ 0.74, wobei aber das System (a)
aus einer zufa¨lligen Startkonﬁguration und System (b) aus einer vorher schon einmal dich-
ter gepackten Anordnung entstand. Die beiden Systeme unterscheiden sich augenscheinlich
sehr in ihrer Struktur. Abb. 3.21 (c) und (d) zeigen die Histogramme der lokalen Dichte
jedes Systems. Die Systeme wurden jeweils nicht maximal gepackt, denn dann gleichen sich
die strukturellen Unterschiede an.
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Abbildung 3.21: Bidisperse Kreispackungen aus unterschiedlichen Startkonfigurationen und deren
Histogramme der lokalen Dichteverteilung.
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Packungen gleich großer Kreisscheiben wurden u. a. eingehend von Berryman [Ber83]
und Lubachevsky und Stillinger [LS90] untersucht. Die dichteste Kreispackung gleich
großer Kreise hat einen Fla¨chenanteil von AA =
pi
2
√
3
≈ 0.906 und wird hexagonale Kreis-
packung genannt. Der Beweis, dass diese Packung die dichteste aller Kreispackungen ist,
gelang Anfang des 20. Jahrhunderts dem norwegischen Mathematiker Thue [Thu10]. Die
monodispersen Kreispackungen bilden beim Packen mit dem FBA sehr schnell dichte
Gefu¨ge, da die Freiheitsgrade im R2 niedriger als im R3 oder R4 sind. Der FBA beno¨tigt
daher weniger Rechenschritte, um eine gro¨ßere Ordnung zu erzeugen. Umgekehrt bedeu-
tet das, dass bei vierdimensionalen Kugeln der Aufwand noch gro¨ßer ist als bei drei-
dimensionalen Kugeln. Die Rechenzeiten und die dabei erreichten Volumenanteile im Ver-
gleich besta¨tigen dieses Erfahrungsbild.
Die hier untersuchten Systeme gleich großer Kreisscheiben wurden so gepackt, dass sie
Fla¨chenanteile von AA = 0.50 bis 0.85 erzielten. Abbildung 3.22 zeigt alle Verdichtungs-
stufen, wobei die lokale Dichte jeder Kreisscheibe durch die Graustufe dargestellt wird.
Die lokale Dichte bezeichnet hier das Verha¨ltnis von Kreisscheibenﬂa¨che zur Fla¨che der zu-
geho¨rigen 2D-Vorono¨ı-Zelle desVorono¨ı-Mosaiks (siehe auch Abschnitt 5.2.3.1). Dunkle
Kreisscheiben besitzen eine geringe lokale Dichte, helle Kreisscheiben dagegen eine hohe
lokale Dichte. In Bild (g) und Bild (h) ist die Gesamtdichte schon so hoch, dass die Ab-
stufungen der Farbdarstellung etwas gestreckt werden mussten, was sich in einer leichten
Abdunklung bemerkbar macht. Bei diesen hohen Dichten in (g) und (h) sind Streifenstruk-
turen zu erkennen und eine Art Inselbildung, die stark den Korngrenzen in Metallkristallen
a¨hnelt.
Ein interessanter Eﬀekt zeigt sich darin, dass sich in den global du¨nn gepackten Syste-
men lokal dicht gepackte Kreisscheiben aneinander anlagern und eine Art Netzwerk bilden.
Bemerkenswert ist dies deshalb, weil im Packungsalgorithmus keinerlei attraktive Wech-
selwirkungen zwischen den Kreisscheiben existieren, die ein Aneinanderlagern begu¨nstigen
ko¨nnten. Ein Grund fu¨r diese Strukturierung ko¨nnten Schwankungen in der zufa¨lligen
Startkonﬁguration sein.
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(a) VV = 0.50 (b) VV = 0.55
(c) VV = 0.60 (d) VV = 0.65
(e) VV = 0.70 (f) VV = 0.75
(g) VV = 0.80 (h) VV = 0.85
Abbildung 3.22: Lokale Dichte von monodispersen Packungen im R2.
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Beispiele fu¨r Packungen im vierdimensionalen Raum
Vierdimensionale Kugelpackungen haben keine Entsprechung mehr in unserem dreidimen-
sionalen Raum, sie ko¨nnen jedoch in der vierdimensionalen Raum-Zeit oder in anderen
ho¨herdimensionalen Ra¨umen eine Rolle spielen. Als Objekt der mathematischen Unter-
suchung von Packungen haben sie jedoch ihre Berechtigung, wie alle ho¨herdimensionalen
Packungen. Packungen von ho¨herdimensionalen Kugeln – also Hyperspha¨ren – sind auch
schon in der Literatur [KZ77, CS95] untersucht worden.
Der FBA wurde fu¨r vierdimensionale Packungen erweitert. Er ist theoretisch auf belie-
bige positive, ganzzahlige Dimensionen erweiterbar. Zur Charakterisierung vierdimensio-
naler Packungen la¨sst sich sagen, dass nach [KZ77] der maximale Volumenanteil pi
2
16
≈ 0.61
betra¨gt. Abb. 3.23 zeigt ein System monodisperser vierdimensionaler Kugeln. Da vier-
Abbildung 3.23: Packung im R4: Links die gesamte Packung, rechts ein Schnitt durch das vierdimen-
sionale System. Die vierte Koordinate ist durch die Graustufen dargestellt.
dimensionale Kugeln nicht darstellbar sind, wurde die vierte Koordinate als Graustufe
interpretiert. Kugeln gleicher Graustufe besitzen die gleiche vierte Koordinate. Der drei-
dimensionale Schnitt (rechte Abb.) zeigt, dass es sich wirklich um eine Hartkugelpackung
handelt. Ein dreidimensionaler Schnitt wurde entlang einer vierten Koordinate parallel zur
vierten Koordinatenebene gefu¨hrt. Das bedeutet, dass alle Kugeln mit gleicher Graustufe
(vierter Koordinate) dargestellt sind. In einem dreidimensionalen Schnitt du¨rfen sich die
Kugeln nicht u¨berlappen, so wie in einem zweidimensionalen Schnitt eines dreidimensio-
nalen Systems die Schnittkreise sich nicht u¨berlappen du¨rfen.
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4 Kenngro¨ßen zufa¨lliger Kugelpackungen
In diesem Kapitel sollen mit Hilfe einiger ausgewa¨hlter Kenngro¨ßen der ra¨umlichen Sta-
tistik Boolesche Kugelmodelle, mit dem FBA erzeugte zufa¨llige Kugelpackungen sowie
sogenannte Kirsch-Kern-Modelle untersucht werden. Ausgewa¨hlt wurden dabei die Kenn-
gro¨ßen speziﬁsche Oberﬂa¨che, Volumenanteil und die Kontaktverteilungsfunktionen.
Die Wahl ﬁel auf diese Kenngro¨ßen, weil diese fu¨r die Anwendungsfelder, in denen simu-
lierte Kugelsysteme eingesetzt werden, eine bedeutende Rolle spielen. Wa¨hrend bestimmte
hier nicht behandelte Kenngro¨ßen, wie z. B. die Paarkorrelationsfunktion, besonders fu¨r
die theoretische Grundlagenforschung wichtig sind, sind die hier ausgewa¨hlten Kenngro¨ßen
besonders relevant fu¨r die angewandte Forschung, da sich mit ihnen mikroskopische und
makroskopische Eigenschaften von Materialien beschreiben lassen [Tsc05].
So ist die speziﬁsche Oberﬂa¨che eines Materials in sehr vielen Anwendungsgebieten von
großer Bedeutung, die Reaktivita¨t von Katalysatoren ha¨ngt beispielsweise von dieser Gro¨ße
ab. Ebenso ko¨nnen mit den Kontaktverteilungsfunktionen bestimmte Materialeigenschaf-
ten charakterisiert werden, wie z. B. der Wirkungsgrad von Brennstoﬀzellen, der u. a. mit
der Gro¨ße des zur Verfu¨gung stehenden Verbrennungsraumes zusammenha¨ngt. Am deut-
lichsten wird zumeist die Bedeutung des Volumenanteils wahrgenommen, da er – auch
fu¨r den Laien oﬀensichtlich – fu¨r die Aufnahmefa¨higkeit von Absorbermaterialien und die
Isolierfa¨higkeit und Festigkeit von poro¨sen Werkstoﬀen – z. B. von Porenbeton [Bal06] –
verantwortlich ist.
Zuna¨chst sollen die genannten Kenngro¨ßen erla¨utert und ihr Verhalten an den in Ab-
schnitt 2.4 beschriebenen Modellen von Kugelsystemen untersucht werden. Methoden zur
Berechnung dieser Kenngro¨ßen werden dabei erla¨utert und miteinander verglichen. Die
beim Vergleich erzielten Ergebnisse werden eingesetzt, um in einigen Fa¨llen neue und ein-
facher anzuwendende Formeln fu¨r die Berechnung bestimmter Kenngro¨ßen zu entwickeln.
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4.1 Kugelpackungen als Modell zweiphasiger Medien
In der Literatur (siehe z. B. [SKM95] und [Tor02]) werden Kreis- und Kugelpackungen
ha¨uﬁg als Modell fu¨r zweiphasige Medien betrachtet (siehe Abb. 4.1).
X
X
c
Abbildung 4.1: Zweidimensionale Kreispackung als Modell fu¨r ein zweiphasiges Medium im R2.
Die eine Phase Ξ wird durch die Vereinigungsmenge Ξ =
⋃N
1 b(o, r) aller an der Packung
beteiligten, abgeschlossenen Kugeln gebildet, unabha¨ngig davon, ob die Kugeln sich gar
nicht u¨berschneiden wie beim Hartkugelmodell, sich teilweise u¨berschneiden wie beim
Kirsch-Kern-Modell oder sich vollsta¨ndig durchdringen ko¨nnen wie beim Booleschen
Modell. Ihre Komplementa¨rmenge Ξc ist dementsprechend die Vereinigung des gesamten
Raumanteiles, der von keiner Kugel u¨berdeckt wird.
Sowohl die Menge Ξ als auch die Komplementa¨rmenge Ξc lassen sich durch die Kenn-
gro¨ßen der ra¨umlichen Statistik beschreiben. Einige dieser Kenngro¨ßen sollen zuna¨chst fu¨r
Hartkugelpackungen bestimmt werden. Die speziﬁsche Oberﬂa¨che und der Volumenanteil
sind bei diesem Modell exakt bestimmbar, andere Kenngro¨ßen wie z. B. Kontaktvertei-
lungsfunktionen jedoch ko¨nnen nur approximiert werden. Vergleiche mit dem sehr gut be-
kannten Booleschen Modell sind sehr nu¨tzlich, weil fu¨r dieses Modell einige Kenngro¨ßen
durch Formeln exakt bestimmt werden ko¨nnen, fu¨r die beim Hartkugelmodell nur Na¨he-
rungen existieren. Gleichfalls wird das Kirsch-Kern-Modell betrachtet, welches als Modell
fu¨r Systeme eingesetzt werden kann, die sich weder durch harte Kugeln noch durch das
Boolesche Modell ada¨quat darstellen lassen.
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4.2 Oberfla¨chenanteil und Volumenanteil
Die speziﬁsche Oberﬂa¨che SV und der Volumenanteil VV eines Kugelsystems sind soge-
nannte Kenngro¨ßen erster Ordnung. Diese beiden Kenngro¨ßen sind insbesondere fu¨r die
Anwendungsgebiete von großer Bedeutung, da z. B. die Eigenschaften poro¨ser Materialien
wie die Filterfa¨higkeit oder die chemische Reaktivita¨t von der speziﬁschen Oberﬂa¨che des
Materials stark beeinﬂusst werden [Hil96].
In diesem Abschnitt werden Monte-Carlo-Algorithmen (MCA) zur Scha¨tzung der spezi-
ﬁschen Oberﬂa¨che und des Volumenanteils beliebiger, insbesondere partiell u¨berlappender
Kugelmodelle beschrieben und an einigen Beispielen der in Abschnitt 2.4 beschriebenen
Modelle getestet. Die Ergebnisse der MCA werden mit Na¨herungsformeln aus der Litera-
tur verglichen. Das Ziel ist die Entwicklung von verbesserten Na¨herungsformeln fu¨r VV und
SV , die am Ende dieses Abschnitts beschrieben werden.
Allgemein bezeichnet die Gro¨ße VV den Volumenanteil von Ξ bezu¨glich des Gesamtvo-
lumens des Beobachtungsfensters W :
VV =
V (Ξ)
V (W )
(4.1)
Analog dazu ist die speziﬁsche Oberﬂa¨che SV deﬁniert als die Oberﬂa¨che von Ξ bezu¨glich
des Gesamtvolumens des Beobachtungsfensters:
SV =
S(Ξ)
V (W )
(4.2)
Fu¨r Hartkugelmodelle sind die Gro¨ßen exakt und sehr einfach bestimmbar, so dass dieses
Modell hier nur als Spezialfall des Kirsch-Kern-Modells mit λ = 1 (siehe 2.4.2.2) betrachtet
wird. Der Volumenanteil fu¨r Hartkugelpackungen mit beliebiger Radienverteilung ergibt
sich aus der Summe der Kugelvolumina bezogen auf die mittlere Anzahl Kugeln pro Volu-
meneinheit (die Anzahldichte ρ):
VV =
4
3
π〈R3〉 ρ (4.3)
Die Gro¨ßen 〈R2〉 und 〈R3〉 bezeichnen hier das zweite bzw. das dritte Moment der Radien-
verteilung der Kugeln. Die speziﬁsche Oberﬂa¨che ergibt sich aus der Summe der Oberﬂa¨che
aller Kugeln:
SV = 4π〈R2〉ρ (4.4)
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Fu¨r das Boolesche Modell sind ebenfalls analytische Formeln bekannt. Im Fall mono-
disperser Kugeln ﬁnden sich zum Beispiel in Stoyan et.al. [SKM95] folgende Formeln:
VV,boole = 1− e− 43pi 〈R3〉 ρ (4.5)
SV,boole = 4 π 〈R2〉 ρ e− 43pi 〈R3〉 ρ (4.6)
Da fu¨r dieses Modell analytische Formeln fu¨r SV und VV existieren, kann dieses Modell
der Veriﬁzierung der Monte-Carlo-Methoden dienen, indem die Monte-Carlo-Methoden auf
das Boolesche Modell angewandt werden.
Ho¨chst schwierig jedoch ist die Bestimmung von SV und VV fu¨r das Kirsch-Kern-Modell
aufgrund der vielen U¨berschneidungen der Kugeln. Laut [BM02, SCDS97] ko¨nnen einige
Kenngro¨ßen u¨berlappender Kugelsysteme durch einen sehr komplexen Ansatz mit Pfad-
integralen bestimmt werden. Es werden in der Literatur ([RS85] und [Tor02]) auch Na¨he-
rungsformeln fu¨r SV und VV beschrieben.
In dieser Arbeit werden stattdessen viel einfachere Monte-Carlo-Methoden angewandt,
die in Abschnitt 4.2.1 beschrieben werden. Die Genauigkeit der Algorithmen wird unter-
sucht und durch Modelle, deren speziﬁsche Oberﬂa¨chen und Volumenanteile trotz U¨ber-
lappungen analytisch berechenbar sind, veriﬁziert.
Die Ergebnisse der Na¨herungsformeln aus [Tor02] (die auf denen aus [RS85] basieren)
werden mit den Ergebnissen der Monte-Carlo-Methode verglichen. Schließlich werden neue
Na¨herungsformeln entwickelt, die diese Gro¨ßen noch besser anna¨hern.
4.2.1 Monte-Carlo-Algorithmen (MCA)
In diesem Abschnitt werden die Monte-Carlo-Algorithmen zur Bestimmung von speziﬁ-
scher Oberﬂa¨che und Volumenanteil beschrieben. Die MCA sind unabha¨ngig vom Modell
der Kugelsysteme anwendbar. Die Genauigkeit der MCA ist durch die Anzahl der zufa¨lli-
gen Testpunkte steuerbar. Um die Methode zu veriﬁzieren, werden sowohl Boolesche
Modelle als auch ein auf regula¨ren Packungen basierendes, dem Kirsch-Kern-Modell a¨hn-
liches Modell als Vergleich herangezogen.
Die statistische Bestimmung von SV erfolgt, indem die Oberﬂa¨che jeder in Ξ enthaltenen
Kugel Xi mit gleichma¨ßig identisch verteilten Testpunkten belegt wird. Die Gesamtanzahl
an Testpunkten fu¨r das ganze System ist hier mit NS bezeichnet, fu¨r jede einzelne Kugel
des Systems betra¨gt sie Ni =
1
n
NS. Dann wird fu¨r jeden Testpunkt gepru¨ft, ob er sich
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in einer weiteren Kugel aus Ξ beﬁndet. Wenn das der Fall ist, wird der Punkt verworfen,
ansonsten akzeptiert (siehe auch Abb. 4.2 (a)). Die gescha¨tzte speziﬁsche Oberﬂa¨che von Ξ
ergibt sich aus dem Verha¨ltnis von akzeptierten Zufallspunkten si zu insgesamt eingesetzten
Zufallspunkten bezogen auf die Anzahldichte ρ (4.7).
SˆV = ρ 4 π〈R2〉 1n
n∑
i=1
si
Ni
(4.7)
Nach a¨hnlichem Prinzip funktioniert die Scha¨tzung von VV fu¨r Ξ. Es werden NV Zu-
fallspunkte im gesamten Simulationsvolumen gleichma¨ßig verteilt und getestet, ob sie zu
irgendeiner Kugel in Ξ geho¨ren. Ein Punkt aus dieser Punktmenge wird akzeptiert, wenn
dies der Fall ist. Das Verha¨ltnis von akzeptierten Testpunkten Na zu insgesamt eingesetzten
Testpunkten NV gibt eine Na¨herung fu¨r den Volumenanteil an (4.8).
VˆV = ρ
Na
NV
(4.8)
(a) MCA fu¨r die spezifische Oberfla¨che (b) MCA fu¨r den Volumenanteil
Abbildung 4.2: Ausschnitt aus einem Kirsch-Kern-Modell mit eingezeichneten Testpunkten der Monte-
Carlo-Algorithmen fu¨r die spezifische Oberfla¨che (a) und den Volumenanteil (b). Die akzeptierten
Punkte sind (hell-)grau eingefa¨rbt, die nicht akzeptierten (dunkel-)rot.
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Verifizierung der Monte-Carlo-Methoden
Fu¨r ein simuliertes Boolesches Modell mit dem Intensita¨tsparameter ρ = 1.25 und iden-
tischen Kugeln wurden die Gro¨ßen VV und SV jeweils fu¨r schrittweise von R = 1.0 bis
R = 1.25 vergro¨ßerte Radien bei gleichbleibender Zentrenanordnung bestimmt.
In Abbildung 4.3 (a) und (b) sind fu¨r dieses Boolesche Modell die exakten Werte sowie
die mit MCA bestimmten Werte fu¨r VV und SV in Abha¨ngigkeit vom Radius der Kugeln
aufgetragen. Ersichtlich ist, dass die mit MCA berechneten Werte sehr gut den Verlauf
der exakten Werte widerspiegeln, wobei VV bei gleicher Anzahl Testpunkten genauer an-
gena¨hert werden kann als SV . Die Werte fu¨r SV werden geringfu¨gig u¨berscha¨tzt (es ist
dabei die Skalierung in Bild 4.3 (b) zu beachten).
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Abbildung 4.3: VV und SV fu¨r ein Boolesches Modell mit ρ = 0.125 und identischen Kugeln in
Abha¨ngigkeit vom Radius der Kugeln, berechnet nach den Formeln (4.5) und (4.6) (durchgezogene
Kurven) und mit MCA bei 50.000, 500.000 und 800.000 Testpunkten (Symbole)
Fu¨r die Bestimmung der Genauigkeit wurden VV und SV fu¨r das oben beschriebene
Boolesche Modell gleich großer Kugeln fu¨r den Fall R = 1.2 mit variabler Anzahl an
Testpunkten bestimmt und mit dem exakten Wert fu¨r dieses Modell verglichen. Graﬁk 4.4
zeigt die Standardabweichung vom exakten Wert jeweils fu¨r VV und SV in Abha¨ngigkeit
von der Anzahl der Testpunkte. Die Genauigkeit beider MCA fu¨r das Boolesche Modell
kann als hoch eingescha¨tzt werden.
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Abbildung 4.4: Standardabweichung der MC-Ergebnisse fu¨r SV und VV in Abha¨ngigkeit von der Anzahl
der Testpunkte fu¨r ein Boolesches Modell mit ρ = 0.125 und identischen Kugelradien R = 1.2
Als weiterer Vergleichsfall fu¨r die Veriﬁzierung der MCA dient ein Modell, welches aus
einer regula¨ren Hartkugelpackung (siehe 2.4.1.1) hervorgegangen ist. Die harten Kugeln
sind in kubisch primitiver Struktur angeordnet genau so groß, dass sich die Kugeln gerade
beru¨hren. Dieses Hartkugelsystem erreicht damit seinen maximalen Volumenanteil von
VV = pi/6 ≈ 0.52. Durch Vergro¨ßern der Radien um den Faktor 1/λ mit 0 ≤ λ ≤ 1 wird
daraus ein System generiert, welches genau wie das Kirsch-Kern-Modell harte Kerne und
durchdringbare, sich u¨berlappende Schalen besitzt.
Wenn der Parameter λ nicht gro¨ßer als λ ≤ 1/√2 ist, dann u¨berlappen sich maximal
jeweils zwei Kugeln, d. h. es treten keine U¨berlappungen von drei oder mehr Kugeln auf.
In diesem Fall kann VV berechnet werden, indem das von den sechs Nachbarkugeln u¨ber-
deckte Kappenvolumen abgezogen wird. Bei SV wird von der Kugeloberﬂa¨che die von den
Nachbarn u¨berdeckte Kappenoberﬂa¨che abgezogen. Fu¨r den verbleibenden Volumenanteil
ergibt sich damit:
VV = ρ
4
3
πR3 − 2π( 1
λ2
− 2
λ
+ 1)(3R− 1
λ
+ 1) (4.9)
und fu¨r die speziﬁsche Oberﬂa¨che:
SV = ρ 4π (R
2 − 3R ( 1
λ
− 1)) (4.10)
Periodische Randbedingungen werden angenommen, um Randeﬀekte zu vermeiden. Die
Gro¨ßen VV und SV wurden fu¨r mehrere Werte von 1/
√
2 ≤ λ ≤ 1 mittels MCA bestimmt und
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mit den exakten Werten (Gl. (4.9) und (4.10)) verglichen. Die Genauigkeit des MCA kann
auch fu¨r diesen Fall als hoch eingescha¨tzt werden. Selbst bei sehr niedrigen Testpunktzahlen
von nur 50.000 pro System betra¨gt die Standardabweichung weniger als σ = 0.05 fu¨r
die Bestimmung von SV und sogar weniger als σ = 0.0008 fu¨r VV . Allerdings zeigen die
vorliegenden Daten auch, dass ein Einsatz gro¨ßerer Testpunktanzahlen bei VV nur zu einer
geringen Steigerung der Genauigkeit fu¨hrt und die Daten fu¨r SV ungenauer sind als fu¨r
VV . In den folgenden Untersuchungen wurden sowohl fu¨r SV als auch fu¨r VV 400 · 103
Testpunkte pro Beobachtungsvolumen eingesetzt.
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Abbildung 4.5: Standardabweichung der MC-Ergebnisse fu¨r VV und SV in Abha¨ngigkeit von der
Anzahl der Testpunkte fu¨r ein kubisch primitives Modell mit Durchdringungsparameter λ = 0.8333
und identischen Hartkugelradien R = 1.2.
Graﬁk 4.5 zeigt den Vergleich zwischen den Ergebnissen des MCA und den exakt be-
stimmten Wert fu¨r ein System aus 1000 kubisch primitiv angeordneten Kirsch-Kern-Kugeln
mit dem Parameter λ = 0.8333. Anhand der Ergebnisse zeigt sich, dass die Bestimmung
von SV ungenauer ist als die Bestimmung von VV bzw. dass fu¨r SV mehr Testpunkte
no¨tig sind. Im Folgenden werden fu¨r die Untersuchungen jeweils Ng = 5.0 · 105 Testpunk-
te benutzt, was zu zufriedenstellenden Ergebnissen fu¨hrt. Insgesamt zeigt sich, dass bei
genu¨gend hohen Testpunktzahlen das MC-Ergebnis gegen den exakten Wert konvergiert
bzw. dass die Standardabweichung zum exakten Wert immer kleiner wird. Der MCA ist
also geeignet, um SV und VV fu¨r komplizierte, u¨berlappende Kugelsysteme einzusetzen,
insbesondere fu¨r die Fa¨lle, fu¨r die keine analytischen Formeln bekannt sind.
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4.2.2 Na¨herungsformeln aus der Literatur
Torquato gibt in [Tor02] auf den Seiten 155 bis 157 Na¨herungsformeln fu¨r die Berechnung
von VV (4.11) und SV (4.13) fu¨r Packungen monodisperser Kugeln an. Diese Formeln sollen
fu¨r das Boolesche Modell, fu¨r Hartkugelpackungen und das Kirsch-Kern-Modell gelten,
jeweils im Fall monodisperser Kugeln.
In den angegebenen Ausdru¨cken wird der Volumenanteil der a¨ußeren Phase Ξc, der
(1−VV ) entspricht, mit φ1 bezeichnet. Ferner tritt der Parameter λ auf, der wie in Abschnitt
2.4.2.2 beschrieben fu¨r das Verha¨ltnis des Hartkugelradius zum erweiterten Kirsch-Kern-
Radius steht. Ein weiterer Parameter η ergibt sich aus η = ρ 4
3
πR3 und wird in [Tor02]
auch
”
reduzierte Dichte“ genannt. Fu¨r VV bzw. φ steht:
φ1(η, λ) = (1− ηλd) exp
[
− (1− λ
d)η
(1− ηλd)d
]
A(η, λ), (4.11)
wobei A(η, λ) ein dimensionsabha¨ngiger Ausdruck ist, der fu¨r den dreidimensionalen Raum
(d = 3) durch
A(η, λ) = exp
{
−η
2λ3(λ− 1)
2(1− ηλ3)3 [(7λ
2 + 7λ− 2)− 2ηλ3(7λ2 − 5λ+ 1) + η2λ6(5λ2 − 7λ+ 2)]
}
(4.12)
gegeben ist.
Als Ausdruck fu¨r SV wird ebenfalls in [Tor02] die folgende Formel angegeben, wobei SV
als s(η, λ) bezeichnet wird und R den Kirsch-Kern-Radius der Kugeln darstellt:
s(η, λ) =
3 η
R(1− ηλ3)3B(η, λ)φ1(η, λ) (4.13)
Fu¨r B(η, λ) wird fu¨r den d = 3 der folgende Term eingesetzt:
B(η, λ) = 1 + ηλ3(1− 3λ) + η2λ6(1− 2λ2)2 − η3λ9(1− 3λ+ 2λ2) (4.14)
Bei den folgenden Untersuchungen werden diese Na¨herungsformeln fu¨r Modellpackungen
berechnet und als Vergleich zu den Ergebnissen der MCA herangezogen.
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4.2.3 Verbesserte und neue Na¨herungsformeln
In [SKM95], auf den Seiten 208 ﬀ., wird der Zusammenhang zwischen SV , der Sehnen-
la¨ngenverteilungsfunktion (SVF) L(r) und der linearen Kontaktverteilungsfunktion (KVF)
Hl(r) dargestellt. Die SVF L(r) beschreibt die La¨ngenverteilung von Linienabschnitten –
den Sehnen – die beim Schnitt einer Geraden mit dem Komplement Ξc von Ξ entstehen
(siehe Abb. 4.6). Die mittlere Sehnenla¨nge la¨sst sich wie folgt bezeichnen:
lc =
∫ ∞
0
xdL(x) (4.15)
Der Zusammenhang zwischen linearer KVF und Sehnenla¨ngenverteilung wird ausgedru¨ckt
durch
Hl(r) =
1
lc
∫ r
0
(1− L(x))dx (4.16)
Da die mittlere Sehnenla¨nge aus
lc =
4(1− VV )
SV
(4.17)
berechnet werden kann, ergibt sich daraus (wie in [SKM95, SWHE08] beschrieben) fu¨r SV
folgender grundlegender Zusammenhang:
SV =
4(1− VV )
lc
(4.18)
wobei sich die mittlere Sehnenla¨nge lc durch
lc =
1
hl(0)
(4.19)
ausdru¨cken la¨sst. Das bedeutet, dass u¨ber den Wert der Dichtefunktion der linearen KVF
an der Stelle r = 0 der Wert fu¨r SV berechnet werden kann.
In a¨hnlicher Art und Weise kann auch die spha¨rische Kontaktverteilungsfunktion Hs(r)
zur Bestimmung von SV herangezogen werden. Ebenfalls in [SKM95] wird na¨mlich fu¨r
den Fall der spha¨rischen Kontaktverteilungsfunktion folgender direkter Zusammenhang
angegeben:
SV = (1− VV )H ′s(0) (4.20)
Sowohl die lineare Kontaktverteilungsfunktion als auch die spha¨rische Kontaktverteilungs-
funktion enthalten somit Informationen u¨ber die Oberﬂa¨che von Ξ, da der Randwert r = 0
dem Rand von Ξ entspricht. Das gilt ebenso fu¨r Ξc, so dass sich theoretisch auch aus den
Kontaktverteilungen der komplementa¨ren Menge SV berechnen la¨sst.
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XAbbildung 4.6: Schnitt einer Geraden g mit einem zweidimensionalen Booleschen Modell. Die außer-
halb von Ξ liegenden Abschnitte der Geraden g (fett) bilden die Sehnen, deren Gro¨ßenverteilung die
Sehnenla¨ngenverteilungsfunktion L(r) beschreibt.
Da sich die Kontaktverteilungsfunktionen nur in einigen Fa¨llen analytisch darstellen
lassen, mu¨ssen fu¨r die anderen Fa¨lle diese Funktionen gescha¨tzt oder u¨ber Na¨herungen
bestimmt werden. Es gibt in der Literatur eine recht große Zahl an Scha¨tzverfahren. In
dieser Arbeit wird dafu¨r wie fu¨r die Gro¨ßen SV und VV ein Monte-Carlo-Algorithmus
verwendet.
In der Vero¨ﬀentlichung von Gotoh et. al. [GNFY86] ist eine Na¨herungsformel fu¨r die
Porengro¨ßenverteilung angegeben, die nach geeigneter Umformung zur Bestimmung der
spha¨rischen Kontaktverteilungsfunktion dienen kann (siehe Abschnitt 4.3.5). Aus dieser
la¨sst sich dann durch Formel (4.20) SV berechnen. Dieser Weg der Berechnung wird eben-
falls in den Untersuchungen beru¨cksichtigt.
Beim Monte-Carlo-Ansatz erfordert die spha¨rische KVF fu¨r Ξ (a¨ußere spha¨rische KVF)
den geringsten Berechnungsaufwand. Im Gegensatz zur Scha¨tzung der linearen KVF bzw.
der inneren spha¨rischen KVF, bei denen Schnittgleichungen unterschiedlichen Grades
gelo¨st werden mu¨ssen, brauchen hier nur Absta¨nde zu den Oberﬂa¨chen der Menge Ξ be-
stimmt werden (siehe Tabelle 4.1). Die algorithmische Bestimmung der KVF wird na¨her
in Abschnitt 4.3.3 erla¨utert.
Eine geometrisch-analytische Bestimmung beim Kirsch-Kern-Modell ist nicht praktika-
bel, da sehr komlizierte Mehrfachu¨berschneidungen auftreten ko¨nnen. Eine Na¨herungs-
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hauptsa¨chliche Berechnungen Aufwand
Hl(r) außen Schnitt Vektor-Kugel außen mittel
Hl(r) innen Schnitt Vektor-Kugel innen mittel
Hs(r) außen Abstand Punkt-Kugel gering
Hs(r) innen Kugelschnitte versch. Grades sehr hoch
Tabelle 4.1: Algorithmischer Aufwand der Monte-Carlo-Methoden fu¨r die Bestimmung der Kontakt-
verteilungfunktionen Hl(r) und Hs(r) fu¨r die Mengen Ξ und Ξ
c.
formel fu¨r den Volumenanteil eines solchen Modells kann aber abgeleitet werden, wenn die
spha¨rische Kontaktverteilungsfunktion in engem Zusammenhang mit dem Volumenanteil
einer mit der Kugel r b(0, 1) dilaterten Menge angesehen wird, wie von Stoyan in [Sto02]
beschrieben:
Hs(r) = 1− 1− VV (r)
1− VV (4.21)
Diese Formel la¨sst sich direkt auf Kirsch-Kern-Modelle u¨bertragen, wobei VV der Hart-
kugelvolumenanteil ist, VV (r) dem Volumenanteil des Kirsch-Kern-Modells (bezogen auf
den a¨ußeren Radius R = λR+ r) entspricht und r die Diﬀerenz zwischen Hartkugelradius
und Kirsch-Kern-Radius bezeichnet. Damit la¨sst sich schreiben:
Hs(r) = 1− 1− VV (λR + r)
1− VV (λR) (4.22)
Das in dieser Arbeit untersuchte Kirsch-Kern-Modell kann also als ein mit einem Erweite-
rungsradius r = (1− λ)R vergro¨ßertes Hartkugelmodell betrachtet werden. Die Deﬁnition
der a¨ußeren spha¨rischen KVF fu¨r harte Kugeln la¨sst sich somit auch folgendermaßen schrei-
ben:
Hs(r) = 1− P (o /∈ Ξ⊕ b(o, r))
1− VV (4.23)
wobei VV der Hartkugelvolumenanteil ist, b(o, r) eine Kugel mit dem Radius r und dem
Mittelpunkt o darstellt und der Operator ⊕ die Minkowski-Addition der Menge Ξ mit
der Kugel b(o, r) bezeichnet (siehe auch [SKM95]). Damit ist
Hs(r) = 1− P (o /∈ Ξ⊕ b(o, (1− λ)R) + b(o, r))
1− VV = 1−
P (o /∈ Ξ⊕ b(o, (1− λ)R + r))
1− VV .
(4.24)
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Der Za¨hler in der oben angegebenen Gleichung kann damit entsprechend (4.23) auch als
P (o /∈ Ξ⊕ b(o, (1− λ)R + r)) = (1− 1− VV )(1−Hs,h((1− λ)R + r)). (4.25)
geschrieben werden. Aus (4.24) ergibt sich dann, weil Hs(0) = 0 ist, der Volumenanteil
eines Kirsch-Kern-Modells mit
VV,cp = 1− (1− VV )(1−Hs,h((1− λ)R)) (4.26)
Der Volumenanteil eines Kirsch-Kern-Modells kann somit u¨ber die spha¨rische Kontakt-
verteilungsfunktion und den Hartkugelvolumenanteil berechnet werden. Fu¨r die spha¨rische
Kontaktverteilungsfunktion ko¨nnen wiederum unterschiedliche Na¨herungen verwendet wer-
den. Auf diese Na¨herungen wird in Abschnitt 4.3.5 eingegangen.
4.2.4 Vergleich an Modellen
Die Ergebnisse der MCA, der Na¨herungsformeln (4.11) und (4.13) sowie der Formeln (4.20)
und (4.26) werden in diesem Abschnitt fu¨r verschiedene Modelle verglichen.
Zuna¨chst wird das weiter oben beschriebene, dem Kirsch-Kern-Modell analoge kubisch
primitive Modell untersucht. Bisher sind solche Modelle noch nicht auf diese Art und
Weise betrachtet worden. Die in [Tor02] gegebenen Na¨herungsformeln (4.11) und (4.13)
sind eigentlich fu¨r zufa¨llige Kugelsysteme im Gleichgewichtszustand entwickelt worden, was
auf das kubisch-primitive Modell nicht zutriﬀt. Dennoch soll dieses Modell hier mit den
Na¨herungsformeln analysiert werden, auch um eventuelle Grenzen der Na¨herungsformeln
zu erkennen. Hauptsa¨chlich soll es aber um die Untersuchung von Kirsch-Kern-Modellen
gehen, die aus den mittels des FBA erzeugten Hartkugelmodellen und aus den realen
Kugelmodellen nach Aste hervorgehen.
Kubisch primitives, dem Kirsch-Kern-Modell analoges Modell
Die Radien eines kubisch primitiven Hartkugelsystems mit gleich großen Kugeln werden
um den Faktor 1
λ
mit 1√
2
≤ λ ≤ 1 zu einem dem Kirsch-Kern-Modell a¨hnlichen System
erweitert. Die untere Grenze von 1√
2
≈ 0.71 ergibt aus der Forderung, dass keine Mehr-
fachu¨berlappungen auftreten du¨rfen.
Abbildung 4.7 zeigt den Verlauf von SV fu¨r beide Methoden und die exakt bestimmten
Werte in Abha¨ngigkeit vom Durchdringungsparameter λ. Deutlich erkennbar ist, dass es
eine Abweichung zwischen der Na¨herungsformel (4.13) und dem MCA bzw. den exakten
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Werten gibt. Das kann teilweise dem Umstand zugeschrieben werden, dass die Na¨herungs-
formeln nicht fu¨r regula¨re Systeme entwickelt wurden. In einem weiteren Abschnitt werden
Formeln entwickelt, die unabha¨ngig von Modell und Regularita¨t die Kenngro¨ße SV besser
anna¨hern.
Auch fu¨r VV wurde dieser Vergleich durchgefu¨hrt. Abbildung 4.8 zeigt den Verlauf der
Kurven. Auch hier ist eine Abweichung, wenn auch nicht so deutlich, zu sehen.
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Abbildung 4.7: Spezifische Oberfla¨che SV in Abha¨ngigkeit vom Durchdringungsparameter λ fu¨r ein
dem Kirsch-Kern-Modell analoges Modell mit 1000 kubisch primitiv angeordneten, gleich großen
Kugeln mit Hartkugelradius λR = 1.0.
Kirsch-Kern-Modell aus realen Kugelpackungen
Sowohl der FBA als auch die MCA basieren auf einem quaderfo¨rmigen
”
Beha¨lter“ fu¨r die
Packungen. Aus diesem Grund wurde fu¨r die folgenden Berechnungen ein wu¨rfelfo¨rmiger
Bereich aus dem Datensatz F der realen Kugelpackungen (siehe Abschnitt 2.5) ausgewa¨hlt.
Aus der Seitenla¨nge dieses Wu¨rfels von 20 La¨ngeneinheiten resultiert auch die Anzahl der
Kugeln in diesem herausgeschnittenen Datensatz von N = 9725.
Die mit dem FBA erzeugten Hartkugel-Datensa¨tze besitzen ebenfalls diese vorgegebene
Kugelanzahl, damit die Ergebnisse fu¨r beide Systeme vergleichbar bleiben. Der Volumen-
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Abbildung 4.8: Volumenanteil VV in Abha¨ngigkeit vom Durchdringungsparameter λ fu¨r ein dem Kirsch-
Kern-Modell analoges Modell mit 1000 kubisch primitiv angeordneten, gleich großen Kugeln mit Hart-
kugelradius λR = 1.0.
anteil der realen Kugelpackung betra¨gt VV = 0.636, der mit dem FBA simulierten Packung
ist geringfu¨gig gro¨ßer und liegt bei VV = 0.639. In beiden Modellen betragen die (ﬁxier-
ten) Hartkugelradien λR = 0.5 und aus beiden Modellen wurden durch Erweiterung der
Radien um einen Faktor 1
λ
im Bereich von λ = 1 (entspricht harten Kugeln) bis λ = 0.714
(entspricht einer Vergro¨ßerung der Hartkugelradien um ca. 40%) Kirsch-Kern-Modelle ge-
neriert.
Die oben beschriebene MC-Methode, die Na¨herungsformeln und die neu entwickelten
Formeln wurden auf beide Modelle angewandt. In Abbildung 4.9 sind die Ergebnisse fu¨r
SV mit MCA fu¨r beide Modelle als Kreise bzw. Quadrate eingezeichnet. Der theoretische
Verlauf nach der Na¨herungsformel (4.13) ist als durchgezogene schwarze Kurve eingezeich-
net, die Ergebnisse der Formel (4.20) mit hs(0) nach (4.46) als rote gepunktete Kurve und
fu¨r Formel (4.20) mit hs(0) nach (4.41) als gestrichelte gru¨ne Kurve.
Oﬀenbar gibt es sehr große Abweichungen der Na¨herungsformel (4.13) sowohl von den
Ergebnissen der Monte-Carlo-Methode als auch der Formeln mit (4.20). Da es sich hier um
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ein zufa¨lliges Kugelsystem handelt, fu¨r das die Na¨herungsformel (4.13) entwickelt wurde,
kann der Grund fu¨r diese Abweichungen nicht ein mo¨glicherweise ungeeignetes Modell sein.
Besonders deutlich sind die Abweichungen fu¨r λ nahe 1, wobei fu¨r λ = 1 die Werte wieder
identisch sind. Der Bereich 0.75 ≤ λ ≤ 0.95 scheint die gro¨ßten Abweichungen aufzuweisen.
Die Kurve, die der Na¨herungsformel (4.13) entspricht, scheint nicht ganz kontinuierlich
zu verlaufen, was auf die polynomiale Natur der Formel zuru¨ckzufu¨hren sein kann. Der
gesamte Verlauf der Kurve scheint weder mit dem Verlauf der MC-Ergebnisse noch mit
dem der Formel (4.20) u¨bereinzustimmen.
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Abbildung 4.9: Verhalten der spezifischen Oberfla¨che SV in Abha¨ngigkeit von λ fu¨r reale (Quadrate)
und simulierte (Kreise) Kirsch-Kern-Modelle gleich großer Kugeln. Die schwarze Kurve bezeichnet die
Na¨herungsformel (4.13), die gru¨n gestrichelte Kurve Formel (4.20) mit Hs(r) nach (4.41) und die rot
gepunktete Kurve ebenfalls Formel (4.20), aber mit Hs(r) nach (4.46). Die Packungen bestehen aus
je n = 9725 Kugeln mit einem Hartkugelvolumenanteil von ≈ 0.64.
Am besten dagegen stimmt der Verlauf der rot gepunkteten Kurve, bei der hs(0) durch
die Halbnormalverteilung angena¨hert wurde, mit den MC-Ergebnissen u¨berein. Die Ergeb-
nisse fu¨r den MCA stimmen fu¨r beide Packungen, die realen und die simulierten Kugel-
packungen, sehr gut u¨berein, was ein Hinweis darauf ist, dass die mit dem FBA simulierten
Modelle realen Kugelpackungen sehr a¨hnlich sind. Die geringfu¨gig kleineren Werte der spe-
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Abbildung 4.10: Verhalten des Volumenanteils VV in Abha¨ngigkeit von λ fu¨r reale (Quadrate) und
simulierte (Kreise) Kirsch-Kern-Modelle gleich großer Kugeln. Die schwarze Kurve bezeichnet die
Na¨herungsformel (4.11), die gru¨n gestrichelte Kurve Formel (4.26) mit Hs(r) nach (4.40) und die rot
gepunktete Kurve ebenfalls Formel (4.26), aber mit Hs(r) nach (4.47). Die Packungen bestehen aus
je n = 9725 Kugeln mit einem Hartkugelvolumenanteil von ≈ 0.64.
ziﬁschen Oberﬂa¨che der realen Packung sind auf die kleinen U¨berlappungen in den realen
Packungen zuru¨ckzufu¨hren, welche die speziﬁsche Oberﬂa¨che leicht verringern.
Auch im Verhalten der Formeln fu¨r VV sind analoge Abweichungen zwischen Na¨herungs-
formel (4.11) und Monte-Carlo-Ergebnissen zu erkennen. Die Abweichungen sind hier
jedoch insgesamt geringer und der allgemeine Verlauf – das Verhalten der Kurven –
stimmt besser u¨berein. Hier liegen die Ergebnisse der neuen, verbesserten Na¨herungsformel
(4.26) mit Hs(r) nach (4.47) ebenfalls na¨her an den Monte-Carlo-Ergebnissen als die der
Na¨herungsformel (4.11).
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4.3 Kontaktverteilungsfunktionen
In diesem Abschnitt werden die sogenannten Kontaktverteilungsfunktionen (KVF) be-
trachtet und Monte-Carlo-Algorithmen zur statistischen Bestimmung dieser Funktionen
beschrieben. In der Literatur ﬁnden sich zu den in dieser Arbeit untersuchten Modellen nur
fu¨r das Boolesche Modell exakte Formeln fu¨r die KVF. Die in der Literatur untersuchten
KVF beziehen sich bei Kugelsystemen zumeist auf nur die Phase der Kugeln Ξ. In dieser
Arbeit werden die KVF auch fu¨r die Phase des
”
Außenraumes“, der Komplementa¨rmenge
Ξc zur Kugelphase, betrachtet.
Insbesondere fu¨r das Kirsch-Kern-Modell ist es teilweise sehr schwierig, fu¨r die Phase Ξc
diese Funktionen zu bestimmen (selbst auf statistische Weise). In dieser Arbeit wird an-
hand ausgewa¨hlter Beispiele fu¨r jede der KVF das Verhalten fu¨r die verschiedenen Modelle
gezeigt. Dabei sei auch auf die Literatur [SKM95] hingewiesen.
Wie zu Beginn dieses Kapitels schon beschrieben, ko¨nnen Kugelpackungen als zweipha-
sige Systeme betrachtet werden. Die erste Phase Ξ bezeichnet die Vereinigung aller Kugeln
in der Packung, dies wird im Folgenden auch als innen bezeichnet. Die zweite Phase Ξc
ist ihr Komplement, also die Gesamtheit des
”
Außenraumes“ um die Kugeln herum. Bei-
de Phasen (oder Mengen) lassen sich mittels zugeho¨riger Kontaktverteilungsfunktionen
(KVF) charakterisieren.
4.3.1 A¨ußere und innere lineare KVF
Die lineare KVF Hl(r) fu¨r Ξ, im Folgenden a¨ußere lineare KVF genannt, ist die Vertei-
lungsfunktion der zufa¨lligen La¨nge r einer Strecke von einem Zufallspunkt außerhalb der
Menge Ξ bis zu ihrem ersten Schnitt mit Ξ. Diese Beschreibung entspricht der klassi-
schen Deﬁnition der linearen KVF. Die Bezeichnung a¨ußere lineare KVF wurde deswegen
gewa¨hlt, weil die zufa¨lligen Strecken außerhalb der Kugeln liegen.
Die Dichtefunktion der a¨ußeren linearen KVF wird mit hl(r) bezeichnet. Sie beschreibt
die Verteilung der La¨ngen der zufa¨lligen Strecken aus der oben genannten Deﬁnition.
Die lineare KVF kann aber ebenso gut auch fu¨r die andere Phase Ξc des zweiphasigen
Mediums deﬁniert werden. Die entsprechende Funktion wird im Folgenden innere lineare
KVF genannt. Die Strecken mu¨ssen hier in Ξ liegen, wobei die zufa¨llige La¨nge der Strecke
bis zu ihrem ersten Schnitt mit Ξc gemessen wird.
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In den folgenden Untersuchungen ist mit der Bezeichnung KVF die a¨ußere KVF (also
die fu¨r die Menge Ξ der Kugeln) gemeint, so wie in der Literatur bezeichnet. Dort, wo es
sich um die KVF fu¨r die Komplementa¨rmenge der Kugeln handelt, ist dies ausdru¨cklich
gekennzeichnet.
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(a) Definition der inneren linearen KVF.
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(b) Definition der a¨ußeren linearen KVF.
Abbildung 4.11: Zufa¨llige Strecken zur Definition der linearen KVF fu¨r ein zweidimensionales Kugelm-
odell mit U¨berlappungen. Randeffekte (R) ko¨nnen durch Anwenden periodischer Randbedingungen
vermieden werden.
4.3.2 A¨ußere und innere spha¨rische KVF
Die a¨ußere spha¨rische Kontaktverteilungsfunktion Hs(r) gibt – analog zuHl(r) – die Vertei-
lungsfunktion von Kugelradien r um Zufallspunkte in Ξc an, so dass Ξ von den entsprechen-
den Kugeln gerade beru¨hrt wird. Diese zufa¨lligen Radien entsprechen den jeweils ku¨rzesten
Absta¨nden der Zufallspunkte zur Menge Ξ. Die Dichtefunktion der a¨ußeren spha¨rische KVF
hs(r) beschreibt die Verteilung der Radien von Kugeln, deren Zentren in Ξ
c liegen und die
Ξ in jeweils genau einem Punkt beru¨hren.
Die spha¨rische KVF kann auch fu¨r die Phase Ξc berechnet werden, sie wird als innere
spha¨rische KVF bezeichnet. Bei der inneren spha¨rischen KVF liegen die Zufallspunkte
innerhalb der Phase Ξ. Abbildung 4.12 verdeutlicht das Prinzip der spha¨rischen KVF.
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(a) Definition der inneren spha¨rischen KVF.
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(b) Definition der a¨ußeren spha¨rischen KVF.
Abbildung 4.12: Zufa¨llige Kugeln (bzw. Kreise) zur Definition der spha¨rischen KVF fu¨r ein zweidimen-
sionales Kugelmodell mit U¨berlappungen. Die zufa¨llig platzierten Kugeln (Kreise) mit den zufa¨lligen
Radien r sind schraffiert eingezeichnet.
Die oben angegebenen Deﬁnitionen gelten fu¨r alle bisher beschriebenen Kugelmodelle,
sowohl das Boolesche Modell als auch das Hartkugelmodell und das Kirsch-Kern-Modell.
Fu¨r das Boolesche Modell sind fu¨r Hl(r) und Hs(r) Formeln bekannt und in der Literatur
[SKM95, Tor02] zu ﬁnden. In Formel (4.27) bedeutet ρ die Intensita¨t des Punktprozesses,
der die Zentren der Kugeln im Booleschen Modell bildet. Die Gro¨ßen m
(1)
R und m
(2)
R
bezeichnen jeweils das 1. und 2. Moment der Radienverteilung der Kugeln. Die folgende
Formel beschreibt die a¨ußere spha¨rische KVF fu¨r das Boolesche Modell:
Hs(r) = 1− exp
{
−4
3
πρr[3m
(2)
R + 3m
(1)
R r + r
2]
}
(4.27)
In dieser Arbeit wird fu¨r das Hartkugelmodell eine analytische Na¨herungsformel benutzt,
die in [SWHE08] beschrieben wurde und in einer allgemeineren Form in Abschnitt 4.3.6,
Gl. (4.48) angegeben wird. Daraus lassen sich dann fu¨r das Kirsch-Kern-Modell ebenfalls
Formeln ableiten.
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4.3.3 MC-Algorithmen zur Scha¨tzung der KVF
Die KVF fu¨r Realisierungen des Hartkugelmodells und des Kirsch-Kern-Modells ko¨nnen
leicht mittels Monte-Carlo-Algorithmen (MCA) ermittelt werden. In einem spa¨teren Ab-
schnitt werden dann analytische Na¨herungsformeln hergeleitet. Mit den hier beschriebe-
nen MCA ko¨nnen die lineare und spha¨rische KVF sowohl fu¨r Ξ als auch fu¨r Ξc gescha¨tzt
werden. Die MCA werden dann auf Modellpackungen angewendet, insbesondere auf das
Kirsch-Kern-Modell.
Fu¨r die Berechnung der linearen KVF sowohl fu¨r Ξ als auch Ξc genu¨gt ein und derselbe
Monte-Carlo-Algorithmus. Bei den spha¨rischen KVF muss dagegen unterschieden werden,
ob es sich um die innere oder a¨ußere KVF handelt. Bei der Berechnung der inneren spha¨ri-
schen KVF fu¨r Modelle mit u¨berlappenden Kugeln muss der Monte-Carlo-Algorithmus mit
aufwa¨ndigen geometrischen Schnittberechnungen kombiniert werden.
4.3.3.1 Lineare KVF
Die Bestimmung der inneren linearen KVF fu¨r Hartkugelpackungen ist algorithmisch leicht
umzusetzen. Sequenziell werden Zufallspunkte Zi innerhalb der komplementa¨ren Phase
erzeugt. Wird die lineare KVF zum Beispiel fu¨r die Phase Ξ (die Kugeln) berechnet, so
mu¨ssen die Punkte im Außenraum um die Kugeln – in der Phase Ξc – erzeugt werden. Dann
werden Strahlen von den Zufallspunkten Zi ausgehend erzeugt, wobei die Richtung aller
Strahlen dieselbe ist und vorher fest vorgegeben wird. Die Schnittpunkte Si der Strahlen
mit Ξ werden berechnet und die jeweiligen La¨ngen li der Strecken ZiSi bestimmt. Die
empirische Verteilungsfunktion der La¨ngen li na¨hert Hl(r) an und deren empirische Dichte-
funktion approximiert hl(r).
Die Ermittlung des Schnittpunktes Si in der inneren Phase ist nicht ganz einfach, wenn
bei dem untersuchten Modell U¨berschneidungen der Kugeln auftreten. Dann muss getestet
werden, ob der berechnete Schnittpunkt von einer anderen Kugel u¨berdeckt wird. Ist das
der Fall, so mu¨ssen so lange weitere Schnittpunkte auf dem Strahl berechnet werden, bis
der aktuelle Schnittpunkt nicht mehr von einer anderen Kugel u¨berdeckt wird. Bei der Be-
rechnung der a¨ußeren linearen KVF spielen u¨berlappende Kugeln keine Rolle, da nur der
na¨chste Schnittpunkt in einer vorgegebenen Richtung bestimmt werden muss. Der Rechen-
aufwand der Schnittpunktermittlung bei der a¨ußeren KVF ist daher modellunabha¨ngig und
geringer als bei der inneren linearen KVF.
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4.3.3.2 Spha¨rische KVF
Die Bestimmung der a¨ußeren spha¨rischen KVF ist sehr einfach – unabha¨ngig vom Typ des
Kugelmodells. Fu¨r zufa¨llig erzeugte Punkte außerhalb von Ξ wird entsprechend der Deﬁni-
tion der kleinste Abstand zu den Oberﬂa¨chen aller benachbarten Kugeln aus Ξ bestimmt.
Die empirische Verteilungsfunktion dieser Absta¨nde na¨hert Hs(r) an, deren empirische
Dichtefunktion approximiert hs(r). Fu¨r diese Berechnungen sind nur Abstandsberechnun-
gen von Punkten zu Kugeloberﬂa¨chen notwendig. Die Komplexita¨t dieses Verfahrens ist
damit sehr niedrig.
Die Bestimmung der inneren spha¨rischen KVF wird analog dazu vorgenommen, sofern
es sich um ein Hartkugelmodell handelt. Deutlich schwieriger ist dagegen die Bestimmung
der inneren spha¨rischen KVF fu¨r Modelle mit u¨berlappenden Kugeln. Die Ergebnisse in
diesem Kapitel werden mit einer Kombination aus dem Monte-Carlo-Ansatz und einer ex-
akten Schnittberechnung erzeugt, weil die rein analytische Bestimmung bei u¨berlappenden
Kugeln extrem schwierig ist.
Genau wie bei der Scha¨tzung der inneren linearen KVF werden Zufallspunkte Zi in-
nerhalb von Ξ erzeugt. Gesucht wird der kleinste Abstand zur Oberﬂa¨che von Ξ, dafu¨r
sind aufwa¨ndige Schnittberechnungen – zum Beispiel die Schnittkreise zweier Kugeln oder
Schnittlinien zweier Schnittkreise – sowie U¨berlappungsberechnungen von Kugeln und
Testpunkten notwendig. Im Folgenden wird der Algorithmus genauer beschrieben.
Nachdem ein Zufallspunkt Zi in der Phase Ξ erzeugt wurde, wird als erstes bestimmt,
von wie vielen Kugeln Zi u¨berdeckt wird. Des weiteren wird berechnet, von wie vielen
Kugeln eine der den Zufallspunkt enthaltenden Kugeln geschnitten wird. Ausgehend von
den Ergebnissen wird die folgende Fallunterscheidung durchgefu¨hrt:
Fall 1
Der einfachste Fall liegt vor, wenn der Zufallspunkt in nur einer Kugel liegt und diese
Kugel von keiner weiteren Kugel geschnitten wird. Das ist immer der Fall bei Hartkugel-
packungen, kann aber bei anderen Modellen ebenfalls vorkommen. Der maximale Radius
ri ergibt sich aus der Diﬀerenz des Kugelradius rk und dem Abstand des Zufallspunktes
vom Zentrum mK der Kugel (Formel (4.28)).
ri = rK − |Zi −mK | (4.28)
Der Fall 1 ist in Abbildung 4.13 nicht dargestellt.
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Abbildung 4.13: Bestimmung der inneren spha¨rischen KVF mittels Monte-Carlo-Algorithmus, kom-
biniert mit einer exakten Schnittpunktberechnung. Dargestellt sind die Fa¨lle 2 und 3, die im Text
erla¨utert werden. Die weißen Kreise stellen die Kugeln des Modells dar, die schraffierten Kreise kenn-
zeichnen die Zufallspunkte Zi mit den Kugelradien r zur Bestimmung der spha¨rischen KVF.
Fall 2
Wenn der Zufallspunkt in nur einer Kugel liegt, aber diese Kugel von weiteren Kugeln
geschnitten wird (siehe Abb. 4.13, Fall 2), so wird der Zufallspunkt auf den na¨chstliegenden
Punkt auf dem Rand der enthaltenden Kugel projiziert. Dieser Projektionspunkt wird
getestet, ob er durch andere Kugeln u¨berdeckt wird oder nicht. Wird er nicht u¨berdeckt,
ergibt sich der Radius ri wie eben angegeben ((4.28)). Wird Zi jedoch u¨berdeckt, mu¨ssen
weitere Berechnungen erfolgen. Dafu¨r wird der Schnittkreis zwischen der den Zufallspunkt
enthaltenden Kugel mit der den Projektionspunkt u¨berdeckenden Kugel gebildet. Dann
wird der ku¨rzeste Abstand r des Zufallspunktes zum Schnittkreisrand berechnet.
Fall 3
Noch komplizierter gestaltet sich die Berechnung, wenn der Zufallspunkt Zi von mehr
als einer Kugel u¨berdeckt wird. Bei zwei Kugeln kann wie in Fall 2 angegeben verfahren
werden. Sind es jedoch mehr als zwei den Testpunkt enthaltende Kugeln, so mu¨ssen fu¨r
jeweils zwei der Kugeln die Schnittkreise gebildet werden. In Abb. 4.13 ist dies als Fall
3 gekennzeichnet. Da es sich bei dieser Abbildung um eine zweidimensionale Darstellung
handelt, sind statt Schnittkreisen die Schnittgeraden eingezeichnet.
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Die Menge aller Schnittkreise muss dann wiederum jeweils miteinander geschnitten wer-
den, was eine Menge von Schnittgeraden mit jeweils zwei Schnittpunkten ergibt. Die
Absta¨nde vom Zufallspunkt zu diesen Schnittpunkten mu¨ssen berechnet werden. Das Mini-
mum dieser Absta¨nde ist der gesuchte minimale Radius.
4.3.4 Exakte Formeln
Lineare KVF
Exakte Formeln fu¨r die linearen KVF existieren nicht fu¨r alle Modelle. Fu¨r das Boolesche
Modell la¨sst sich die a¨ußere lineare KVF durch
Hl,außen(r) = 1− exp
[
−ρ π 〈R2〉 r
]
(4.29)
ausdru¨cken, wa¨hrend fu¨r die innere lineare KVF hier keine Formel angegeben werden kann.
Fu¨r die innere lineare KVF gleich großer harter Kugeln gilt:
Hl,innen(r) =
3 r
4R
− r
3
16R3
fu¨r 0 ≤ r ≤ 2R (4.30)
mit der Dichtefunktion
hl,innen(r) =
3
4R
− 3 r
2
16R3
fu¨r 0 ≤ r ≤ 2R , (4.31)
wobei R den Radius der harten Kugeln bezeichnet. Aus dem schon weiter oben benannten
Zusammenhang
hl,außen(0) =
SV
4(1− VV ) (4.32)
ergibt sich folgender Ausdruck fu¨r die Dichtefunktion der a¨ußereren linearen KVF fu¨r harte
Kugeln, abha¨ngig vom Radius R sowie der Anzahldichte ρ:
hl,außen(r) = a exp[−ar] fu¨r r > 0 mit a = π R
2 ρ
1− 4
3
π R3 ρ
(4.33)
und damit fu¨r die Verteilungsfunktion der a¨ußereren linearen KVF fu¨r harte Kugeln
Hl,außen(r) = 1− exp[−ar]. (4.34)
Im Fall des Kirsch-Kern-Modells lassen sich fu¨r keinen Fall exakte Formeln angeben. Hier
werden die Monte-Carlo-Algorithmen zur Scha¨tzung der KVF eingesetzt.
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Spha¨rische KVF
Bei der spha¨rischen KVF fu¨r das Boolesche Modell ko¨nnen nur fu¨r die a¨ußere KVF exakte
Formeln angegeben werden. Fu¨r die a¨ußere spha¨rische KVF des Booleschen Modells gilt:
Hs,außen(r) = 1− exp
[
−ρ 4
3
π r
(
3R2 + 3Rr + r2
)]
. (4.35)
Fu¨r die innere spha¨rische KVF ist keine exakte Formel bekannt.
Die innere spha¨rische KVF im Fall harter Kugeln b(o, R) mit dem Radius R la¨sst sich
folgendermaßen ableiten: Die Wahrscheinlichkeit, dass sich das Zentrum der Testkugel im
Abstand a vom Zentrum der Kugel b beﬁndet, ist gleich der Oberﬂa¨che einer Kugel mit
dem Radius a um das Zentrum der Kugel b: 4 π a2. Da aber der Abstand zum Rand der
Kugel b relevant ist, muss statt a der Wert R − a eingesetzt werden: 4 π (R − a)2. Diese
Wahrscheinlichkeit ist dadurch bedingt, dass das Zentrum der Testkugel sich in der Kugel
b beﬁnden soll. Daher muss durch 4
3
π R3 geteilt werden und es ergibt sich fu¨r Hs,innen im
Hartkugelfall:
Hs,innen(r) =
r3
R3
− 3 r
2
R2
+
3r
R
fu¨r 0 ≤ r ≤ R , (4.36)
mit der Dichtefunktion
hs,innen(r) =
3r2
R3
− 6 r
R2
+
3
R
fu¨r 0 ≤ r ≤ R , (4.37)
Fu¨r die a¨ußere spha¨rische KVF im Hartkugelmodell kann keine exakte Formel mehr be-
nannt werden. Die Ergebnisse der Monte-Carlo-Untersuchungen zeigen allerdings, dass sich
Hs,außen unter bestimmten Bedingungen durch eine Halbnormalverteilung beschreiben la¨sst.
Diese Na¨herung wird in [SWHE08] und [EWA+08] beschrieben und kann fu¨r Hartkugel-
packungen im Bereich 0.50 ≤ VV ≤ 0.65 angewandt werden (siehe auch Abschnitt 4.3.5).
Wenn sich die Kugeln (mit gepackten Kernen) jedoch gegenseitig u¨berlappen, wie es
beim Kirsch-Kern-Modell der Fall ist, so lassen sich keine exakten Formeln angeben. Auch
hier ko¨nnen zur Scha¨tzung Monte-Carlo-Algorithmen eingesetzt werden.
4.3.5 Na¨herungsformeln fu¨r die a¨ußere spha¨rische KVF harter Kugeln
Da nur fu¨r das Modell harter Kugeln bisher keine exakte Formel fu¨r die a¨ußere spha¨rische
KVF angegeben werden kann, soll nach einer geeigneten Na¨herung gesucht werden, mit
der sich diese Funktion zumindest approximativ bestimmen la¨sst. Die a¨ußere spha¨rische
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KVF ist aus Anwendersicht von großer Bedeutung, weil z. B. bei der Untersuchung poro¨ser
Materialien diese Funktion zur Charakterisierung genutzt werden kann.
In der Literatur ﬁndet sich in einer Vero¨ﬀentlichung von Gotoh et. al. [GNFY86] eine
Formel fu¨r die pore size distribution bzw. Porengro¨ßenverteilung P0(r) fu¨r harte Kugeln.
Eine Pore ist dort deﬁniert als die gro¨ßte Kugel um einen Zufallspunkt die kein benach-
bartes Kugelzentrum aus Ξ entha¨lt, deren Radius wird mit R und der Volumenanteil der
harten Kugeln wird mit y bezeichnet. Diese Deﬁnition entspricht der spha¨rischen Kontakt-
verteilung des Punktfeldes, welches durch die Kugelzentren von Ξ gebildet wird. Die in
o. g. Vero¨ﬀentlichung angegebene Formel fu¨r die Porengro¨ßenverteilung
P0(R) = (1− y) exp
[
y
(1−y)2 {−8 (1 + 2 y)(Ra )3 + 18 y(Ra )2 − 1 + 52 y}
]
fu¨r R
a
≥ 0.5 (4.38)
muss umgeformt werden, wenn Hs,außen(r) fu¨r harte Kugeln damit bestimmt werden soll.
Der Zusammenhang ergibt sich aus:
Hs,außen(r) = 1− P0(R)
P0(
a
2
)
(4.39)
und da r = R − a
2
ist, ergibt sich durch Einsetzen von (4.38) in (4.39) die Formel fu¨r die
Verteilungsfunktion
Hs,außen(r) = 1− (1−VV ) exp
[
VV
(1−VV )2{−8 (1 + 2VV )
(
r
a
+ 1
2
)3
+ 18 VV
(
r
a
+ 1
2
)2 − 1 + 5
2
VV }
]
(4.40)
mit ihrer Dichtefunktion
hs,außen(r) = − exp
[
VV
(1−VV )2{−8 (1 + 2VV )
(
r
a
+ 1
2
)3
+ 18 VV
(
r
a
+ 1
2
)2 − 1 + 5
2
VV }
]
VV
(1−VV )2{−
24 (1+2VV )
a
(
r
a
+ 1
2
)2
+ 36VV
a
(
r
a
+ 1
2
)}.(4.41)
Diese Formeln werden in Abschnitt 4.3.6 mit den Monte-Carlo-Ergebnissen und neu ent-
wickelten Formeln verglichen.
Die Beobachtungen zeigten, dass sich die a¨ußere spha¨rische KVF harter gleich großer
Kugeln durch die Halbnormalverteilung anna¨hern la¨sst, sofern sich deren Volumenanteil
im Bereich 0.50 ≤ VV ≤ 0.66 beﬁndet (siehe [SWHE08] und [EWA+08]). Die Halbnormal-
verteilung besitzt nur den einen Formparameter σ und kann als Sonderform der gestutzten
Normalverteilung angesehen werden. Setzt man dabei hs(r) der Halbnormalverteilung (bei
welcher µ = 0 ist) gleich:
hs(r) =
2√
2π σ
exp(− r
2
2 σ2
) fu¨r r ≥ 0 (4.42)
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so ergibt sich an der Stelle r = 0:
hs(0) =
2√
2πσ
(4.43)
Da aber auch, wie in Formel (4.20) schon angegeben,
hs(0) =
SV
(1− VV ) (4.44)
gilt, la¨sst sich daraus durch die Ersetzung von SV = 4πR
2 der Ausdruck
σ =
1− VV
2π
√
2π R2 ρ
(4.45)
fu¨r den Formparameter σ gewinnen. Durch Einsetzen von σ in Gl. (4.42) ergibt sich somit
eine Na¨herungsformel fu¨r hs(r) im Bereich 0.55 ≤ VV ≤ 0.65:
hs(r) =
4π R2 ρ
(1− VV ) exp
[
− r
2
2
(
1−VV
2pi
√
2pi R2 ρ
)2
]
fu¨r r ≥ 0 (4.46)
Deren Verteilungsfunktion ergibt sich aus (4.46) durch Integration:
Hs(r) = 2 Φ

 r(
1−VV
2pi
√
2pi R2 ρ
)

 (4.47)
Fu¨r Werte von VV außerhalb des angegebenen Bereiches kann die Halbnormalverteilung
nicht mehr gut angepasst werden, da sich der Gipfel der Verteilung nicht mehr bei r = 0
beﬁndet. In diesen Fa¨llen kann statt der Halbnormalverteilung die sogenannte linksseitig
gestutzte gestutzte Normalverteilung angewendet werden. Es handelt sich dabei um eine
Normalverteilung, bei der sa¨mtliche Werte unterhalb eines Stutzpunktes xS abgeschnitten
werden und sich auf den Bereich x > xS verteilen. Die Halbnormalverteilung bildet dabei
einen Spezialfall der linksseitig gestutzten Normalverteilung, hier gilt xS = µ = 0.
Die Dichtefunktion hs(r) der a¨ußeren spa¨rischen KVF la¨sst sich durch eine an xS = 0
gestutzte Normalverteilung wie folgt ausdru¨cken:
hs(r) =
1
1
2
(
1 + Erf
(
µ√
2σ
))√
2πσ
exp
[−(r − µ)2
2σ2
]
, fu¨r r ≥ 0 (4.48)
Leider la¨sst sich diese Funktion nicht so einfach parametrisieren wie die weiter oben ge-
nannte Halbnormalverteilung, da die Parameter µ und σ nicht analytisch aus der gestutzten
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Normalverteilung berechnet werden ko¨nnen. Das liegt vor allem daran, dass sich die Vertei-
lungsfunktion der Normalverteilung, die Gaußsche Fehlerfunktion nicht durch elementare
Funktionen ausdru¨cken la¨sst. Die Anpassung fu¨r Werte außerhalb des angegebenen Berei-
ches durch empirisch gewonnene Parameter wird in Abschnitt 4.3.6 betrachtet.
Die Tabelle 4.2 zeigt noch einmal zusammengefasst, fu¨r welche Modelle und welche KVF
exakte Formeln, fu¨r welche Na¨herungen und fu¨r welche keine Formeln vorliegen.
Hl,innen Hs,innen Hl,außen Hs,außen
Boolesches Modell - - exakt exakt
Hartkugelmodell exakt exakt exakt Na¨herung
Kirsch-Kern-Modell - - - Na¨herung
Tabelle 4.2: U¨bersicht u¨ber exakte Formeln und Na¨herungen fu¨r die KVF bei verschiedenen Modellen
4.3.6 Vergleich der Methoden an Modellen
Im folgenden Abschnitt werden die KVF fu¨r das Boolesche Modell, das Hartkugelmodell
und das Kirsch-Kern-Modell mittels der beschriebenen Berechnungsmethoden untersucht.
Boolesches Modell
Da beim Booleschen Modell fu¨r die a¨ußeren KVF analytische Formeln existieren, kann
es gut als Testmodell fu¨r die MCA eingesetzt werden. Das im Folgenden dafu¨r verwendete
Boolesche Modell besteht aus n = 10000 gleich großen Kugeln mit einem Radius von
R = 0.5 und besitzt eine Intensita¨t von ρ = 1.25.
Fu¨r die a¨ußere lineare KVF des Booleschen Modells zeigt die Abbildung 4.14 die Er-
gebnisse der theoretischer Formel (4.29) und des Monte-Carlo-Algorithmus sowohl fu¨r die
Verteilungsfunktion Hl(r) als auch fu¨r die Dichtefunktion hl(r). Um die Genauigkeit der
Ergebnisse des MCA zu untersuchen, wurden die Standardabweichungen der Monte-Carlo-
Ergebnisse zur exakten Formel (4.29) berechnet, die Resultate sind in Tab. 4.3 angegeben.
Eine analoge Untersuchung wurde fu¨r die a¨ußere spha¨rische Kontaktverteilung durch-
gefu¨hrt, fu¨r die ebenfalls ein analytischer Ausdruck (4.35) bekannt ist. Die U¨bereinstim-
mungen bei Hs,außen(r) zwischen den Ergebnissen des MCA und der Formel (4.35) sind
sogar noch besser als die fu¨r Hl,außen(r) (siehe Tabelle 4.3).
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Anzahl Testpunkte Standardabweichung Hl,außen Standardabweichung Hs,außen
1000 0.012872576 0.003414066
10000 0.006908632 0.002046293
100000 0.006565674 0.000723365
1000000 0.005276422 0.000797576
Tabelle 4.3: Standardabweichung der Monte-Carlo-Ergebnisse fu¨r Hl,außen und Hs,außen fu¨r das
Boolesche Modell.
Die Abbildungen 4.14 und 4.15 zeigen jeweils die Verteilungs- und Dichtefunktionen der
a¨ußeren linearen und spha¨rischen KVF, sowohl mit Monte-Carlo-Methode (Ka¨stchen und
Dreiecke) als auch theoretisch berechnet (Kurven). Auch anhand der Abbildungen la¨sst
sich die sehr gute U¨bereinstimmung der Methoden erkennen.
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Abbildung 4.14: Verteilungsfunktion und Dichtefunktion der a¨ußeren linearen KVF fu¨r ein monodi-
sperses Boolesches Modell mit n = 10000 Kugeln, ρ = 1.25 und R = 0.5, mit dem MCA (Ka¨stchen
und Dreiecke) und Formel (4.29) bzw. deren Dichtefunktion berechnet.
89
0.2 0.4 0.6 0.8
r
0.2
0.4
0.6
0.8
1
H
s
,
a
u
ße
n
H
r
L
Monte-Carlo-Algorithmus
Theoretische Formel
(a) Verteilungsfunktion
0.2 0.4 0.6 0.8
r
1
2
3
4
h s
,
a
u
ße
n
H
r
L
Monte-Carlo-Algorithmus
Theoretische Formel
(b) Dichtefunktion
Abbildung 4.15: Verteilungsfunktion und Dichtefunktion der a¨ußeren spha¨rischen KVF fu¨r ein monodi-
sperses Boolesches Modell mit n = 10000 Kugeln, ρ = 1.25 und R = 0.5, mit dem MCA (Ka¨stchen
und Dreiecke) und Formel (4.27) bzw. deren Dichtefunktion berechnet.
Weiterhin wurden innere lineare und innere spha¨rische KVF ermittelt, fu¨r die jedoch fu¨r
das Boolesche Modell keine analytischen Formeln zum Vergleich vorliegen. In den Abb.
4.16 und 4.17 sind die Verteilungs- und die Dichtefunktionen fu¨r die innere lineare und die
innere spha¨rische KVF dargestellt.
Auﬀa¨llig bei der Dichtefunktion der inneren linearen KVF ist ein Knick der Kurve bei
ca. r = 1.0, was dem Durchmesser der Kugeln entspricht. An diesem Punkt gibt es eine
A¨nderung des Verhaltens der Kurve. Der Teil der Kurve fu¨r r < 1 verha¨lt sich a¨hnlich
wie die Dichtefunktion der inneren lineare KVF harter Kugeln (siehe Formel (4.31)). Fu¨r
Werte r > 1 a¨hnelt die Kurve dagegen einer Exponentialfunktion. Eine Anpassung wurde
aber im Rahmen dieser Arbeit nicht untersucht.
Fu¨r die innere spha¨rische KVF existieren ebenfalls keine Formeln zum Vergleich. Der
Scha¨tzalgorithmus fu¨r die innere spha¨rische KVF ist der aufwa¨ndigste und fehleranfa¨lligs-
te der vorgestellten Algorithmen, da hierbei u. a. exakte geometrische Schnittberechnungen
notwendig sind. Abb. 4.17 zeigt die innere spha¨rische Kontaktverteilung fu¨r das oben be-
schriebene Boolesche Modell.
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Abbildung 4.16: Verteilungsfunktion und Dichtefunktion der inneren linearen KVF fu¨r ein monodis-
perses Boolesches Modell mit n = 10000 Kugeln, ρ = 1.25 und R = 0.5 mit dem MCA berechnet.
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Abbildung 4.17: Verteilungsfunktion und Dichtefunktion der inneren spha¨rischen KVF fu¨r ein mono-
disperses Boolesches Modell mit n = 10000 Kugeln, ρ = 1.25 und R = 0.5, mit Kombination aus
exakten Schnittberechnungen und MCA berechnet.
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Hartkugelmodell und Kirsch-Kern-Modell
Zuna¨chst werden die weiter vorn beschriebenen Monte-Carlo-Algorithmen auf mono-
disperse Hartkugelsysteme unterschiedlicher Volumenanteile angewandt und die Ergebnisse
in den Fa¨llen, wo eine exakte Formel vorliegt, mit den theoretischen Werten verglichen.
Danach werden Na¨herungsformeln hergeleitet, mit denen sich die a¨ußere spha¨rische KVF
unter bestimmten Voraussetzungen beschreiben la¨sst.
Die untersuchten monodispersen Hartkugelsysteme wurden mit dem FBA erzeugt und
enthalten jeweils 10000 Kugeln. Die Volumenanteile betragen VV = 0.30, 0.40, 0.50, 0.60,
0.64, 0.68 und 0.70.
Die Abb. 4.18 zeigt fu¨r einige der Hartkugelsysteme die mit MCA berechneten Ergebnisse
und die theoretischen Werte. Die Untersuchung ergab eine gute U¨bereinstimmung zwischen
den Monte-Carlo-Ergebnissen und den theoretischen Werten fu¨r die innere lineare KVF fu¨r
Hartkugelsysteme. Eine noch bessere U¨bereinstimmung zwischen Monte-Carlo-Ergebnissen
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Abbildung 4.18: Verteilungsfunktionen und Dichtefunktionen der inneren linearen KVF fu¨r mono-
disperse Hartkugelmodelle mit n = 10000 und ρ = 1.25 mit Monte-Carlo-Methode berechnet
(Ka¨stchen) und nach Formel (4.30) bzw. (4.31) (Kurven).
und den theoretischen Werten wurde fu¨r die innere spha¨rische KVF gefunden (siehe Abb.
4.19). Weiterhin wurden die a¨ußere lineare KVF und die a¨ußere spha¨rische KVF bestimmt.
In Abbildung 4.20 ist der Verlauf der a¨ußeren linearen KVF fu¨r die verschiedenen Volu-
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Abbildung 4.19: Verteilungsfunktionen und Dichtefunktionen der inneren spha¨rischen KVF fu¨r mono-
disperse Hartkugelmodelle mit n = 10000 und ρ = 1.25 mit Monte-Carlo-Methode berechnet
(Ka¨stchen) und nach Formel (4.36) bzw. (4.37) (Kurven).
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Abbildung 4.20: Verteilungsfunktionen und Dichtefunktionen der a¨ußeren linearen KVF fu¨r mono-
disperse Hartkugelmodelle mit n = 10000 und ρ = 1.25 mit Monte-Carlo-Methode berechnet
(Ka¨stchen) und nach Formel (4.34) bzw. (4.33) (Kurven).
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menanteile zu sehen. Mit steigendem Volumenanteil wird die Dichtefunktion deutlich steiler
und der Wert bei r = 0 steigt an.
Sehr deutlich la¨sst sich die Abha¨ngigkeit der a¨ußeren linearen KVF vom Hartkugelvo-
lumenanteil VV in Abbildung erkennen. Die Dichte der a¨ußeren linearen KVF hl(r) ist in
Bild 4.21 fu¨r eine fest vorgegebene Anzahldichte von ρ = 1.25 in Abha¨ngigkeit von VV und
r aufgetragen.
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Abbildung 4.21: Die Dichtefunktionen hl,außen(r) der a¨ußeren linearen KVF nach (4.33) fu¨r Hartkugel-
modelle mit ρ = 1.25 in Abha¨ngigkeit von VV und r.
Die einzige KVF, fu¨r die fu¨r das Hartkugelmodell keine exakte Formel bekannt ist, ist
die a¨ußere spha¨rische KVF. Gerade diese ist jedoch vor allem in den Anwendungsgebieten
von großer Bedeutung.
Wie in Abschnitt 4.3.5 beschrieben, gibt es jedoch einen Ansatz fu¨r eine Na¨herungsfor-
mel, mit der im Bereich von 0.50 ≤ VV ≤ 0.66 diese Funktion gut angepasst werden kann.
Fu¨r die weiter oben genannten Hartkugelsysteme wurde daher auch die a¨ußere spha¨ri-
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sche KVF mittels eines Monte-Carlo-Algorithmus sowie den Na¨herungsformeln (4.46) und
(4.47) untersucht. In Abb. 4.22 sind die erhaltenen Dichtefunktionen und die Verteilungs-
funktionen abgebildet. Dabei ist erkennbar, dass sich fu¨r VV = 0.50 und VV = 0.60 eine
sehr gute U¨bereinstimmung und fu¨r VV = 0.40 eine gute U¨bereinstimmung zwischen den
MC-Ergebnissen und den Na¨herungformeln ergibt, wa¨hrend fu¨r VV = 0.30 und 0.70 die
Werte der Na¨herungsformeln mit einem Faktor angepasst werden mussten und dennoch
Abweichungen zeigen. Der Faktor betra¨gt fu¨r VV = 0.30 k = 0.85 und fu¨r VV = 0.70
k = 1.05.
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Abbildung 4.22: Verteilungsfunktionen und Dichtefunktionen der a¨ußeren spha¨rischen KVF fu¨r mono-
disperse Hartkugelmodelle mit n = 10000 und ρ = 1.25 mit Monte-Carlo-Methode berechnet
(Ka¨stchen) und mit den Na¨herungsformeln (4.46) und (4.47) angepasst (Kurven).
Die Dichtefunktionen der Systeme, deren Volumenanteil gro¨ßer 0.66 oder kleiner 0.50
ist, zeigen das Verhalten von linksseitig gestutzen Normalverteilungen. Das stimmt mit
der Annahme der Halbnormalverteilung fu¨r Systeme 0.50 ≤ VV ≤ 0.66 gut u¨berein, da die
Halbnormalverteilung eine spezielle Form der linksseitig gestutzten Normalverteilung ist.
Diese Erkenntnis wird im Folgenden genutzt und fu¨r Hartkugelsysteme verschiedener Vo-
lumenanteile durch Anpassung an die Monte-Carlo-Ergebnisse die empirischen Parameter
(Tabelle 4.4) der zugrunde liegenden Normalverteilung festgestellt (siehe auch Abschnitt
4.3.5 Formel (4.48)). Die Abha¨ngigkeit der (empirischen) Dichtefunktionen von VV ist in
Abbildung 4.24 verdeutlicht.
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VV µ σ
0.05 0.28663 0.20025
0.10 0.21566 0.19819
0.20 0.12266 0.20011
0.30 0.04745 0.18409
0.40 0.01133 0.15837
0.50 -0.00334 0.12366
0.60 -0.00653 0.09181
0.65 -0.00190 0.07523
0.68 -0.01664 0.07554
0.70 -0.01270 0.06688
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
VV
0
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0.1
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Σ Σ
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Tabelle 4.4: Empirisch festgestellte Parameter µ und σ fu¨r die Na¨herung der spha¨rischen KVF durch
die linksseitig gestutzte Normalverteilung abha¨ngig von VV bei ρ = 1.25 fu¨r monodisperse Hartkugel-
systeme mit 10000 Kugeln
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Abbildung 4.23: Dichtefunktion der a¨ußeren spha¨rischen KVF fu¨r die Systeme VV = 0.30 und 0.70 mit
den Anpassungen durch die Halbnormalverteilung (durchgez. Kurven) sowie die linksseitig gestutzte
Normalverteilung (gestrichelte Kurven) an die Monte-Carlo-Ergebnisse (Ka¨stchen).
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Abbildung 4.24: Durch linksseitig gestutzte Normalverteilungen (mit empirisch bestimmten Parame-
tern) approximierte Dichtefunktionen (4.48) der a¨ußeren spha¨rischen KVF fu¨r Hartkugelmodelle in
Abha¨ngigkeit von VV und r fu¨r fixiertes ρ = 0.125
Die beschriebenen Untersuchungen fu¨r die KVF wurden an Hartkugelpackungen durch-
gefu¨hrt und sollen nun auf Kirsch-Kern-Modelle erweitert werden. Die im Folgenden be-
trachteten Kirsch-Kern-Modelle basieren auf den weiter oben untersuchten Hartkugel-
modellen mit jeweils 10000 gleich großen Kugeln und ρ = 1.25. Der Hartkugelvolumenanteil
VV ist einer der wichtigsten Parameter der Kirsch-Kern-Modelle. Das eﬀektive Volumen
der Kirsch-Kern-Modelle (mit VV,cp bezeichnet) ist, abha¨ngig vom U¨berlappungsparameter
λ, gleich (bei λ = 1) oder gro¨ßer als der Hartkugelvolumenanteil VV . Fu¨r die Systeme mit
den Hartkugelvolumenanteilen VV = 0.40, 0.50 und 0.60 werden in Abha¨ngigkeit von λ die
KVF und ihre Dichtefunktion berechnet.
Die innere lineare KVF la¨sst sehr deutlich den Einﬂuss der
”
Kugelinnenseiten“ erkennen.
In Absta¨nden von r, die etwa dem Kirsch-Kern-Durchmesser der Kugeln entsprechen, sind
die Kurven mehrfach abgeknickt, wobei der Abstieg der Kurve jeweils ﬂacher wird. Das
ist darauf zuru¨ckzufu¨hren, dass viele der zufa¨lligen Strecken an der
”
Wand“ der na¨chsten
u¨berlappenden Kugel enden und dadurch diese La¨ngen ha¨uﬁger vorkommen. Der Verlauf
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der Dichtefunktion wird immer ﬂacher mit gro¨ßerer U¨berlappung der Kugeln, bis im Ex-
tremfall die La¨ngen der Strecken unendlich werden, wenn der Kirsch-Kern-Volumenanteil
Eins erreicht.
Bei der a¨ußeren linearen KVF ist deutlich erkennbar, dass die Dichtefunktionen auch bei
Vergro¨ßerung der U¨berlappungen das Verhalten von Exponentialfunktionen beibehalten.
Je gro¨ßer die U¨berlappung (d. h. je kleiner λ) wird, desto steiler wird die Dichtefunktion.
Das leitet sich aus der Tatsache ab, dass mit gro¨ßer werdender U¨berlappung der Platz
außerhalb der Kugeln immer kleiner wird. Daraus folgt, dass die La¨ngen der Strecken im
Durchschnitt immer kleiner werden, bis sie im Extremfall, wenn der Volumenanteil der
Kugeln Eins erreicht, alle die La¨nge Null besitzen.
Die innere spha¨rische KVF zeigt nicht die deutliche Strukturierung durch die Kugelwan-
dabsta¨nde wie die innere lineare KVF. Mit steigender U¨berlappung wird die Wahrschein-
lichkeit gro¨ßerer Testkugelradien gro¨ßer, was an der Rechtsverschiebung des Maximums
erkennbar ist. Zudem a¨ndert sich die charakteristische Form der Dichtekurven so, dass bei
großen U¨berlappungen die Dichtefunktion einer Normalverteilung a¨hnelt.
Die a¨ußere spha¨rische KVF wurde fu¨r harte Kugeln durch eine Halbnormalverteilung
approximiert (siehe Abschnitt 4.3.5). Je gro¨ßer die U¨berlappung, desto kleiner sind die Ra-
dien der Testkugeln, bis sie im Extremfall Null werden. Dieses Verhalten gilt unabha¨ngig
vom initialen Hartkugelvolumenanteil, jedoch wird der Grenzwert bei ho¨herem Hartkugel-
volumenanteil schneller (bei geringerer U¨berlappung) erreicht. Fu¨r große U¨berlappungen
scheint das Maximum der Dichtefunktion sich immer mehr in die Richtung r = 0 zu ver-
schieben bzw. die Form der Dichtefunktion sich immer mehr einer Exponentialfunktion
anzuna¨hern.
Da fu¨r Kirsch-Kern-Modelle keine exakten Formeln fu¨r die Kontaktverteilungsfunktionen
vorliegen, werden stattdessen die Monte-Carlo-Algorithmen zur Untersuchung benutzt. Die
Ergebnisse zeigen, dass die vorgestellten MCA sehr gut geeignet sind, um Kirsch-Kern-
Modelle bezu¨glich der Kontaktverteilungsfunktionen zu charakterisieren. Fu¨r eine mo¨gliche
Entwicklung von exakten Formeln ko¨nnen die oben beschriebenen Untersuchungen eine
sinnvolle Vorarbeit darstellen.
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Abbildung 4.25: Verteilungsfunktionen und Dichtefunktionen der inneren linearen KVF fu¨r monodis-
perse Kirsch-Kern-Modelle mit n = 10000 Kugeln und Hartkugelvolumenanteilen VV = 0.40 (oben),
0.50 (mitte) und 0.60 (unten).
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Abbildung 4.26: Verteilungsfunktionen und Dichtefunktionen der a¨ußeren linearen KVF fu¨r monodis-
perse Kirsch-Kern-Modelle mit n = 10000 Kugeln und Hartkugelvolumenanteilen VV = 0.40 (oben),
0.50 (mitte) und 0.60 (unten).
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Abbildung 4.27: Verteilungsfunktionen und Dichtefunktionen der inneren spha¨rischen KVF fu¨r monodi-
sperse Kirsch-Kern-Modelle mit n = 10000 Kugeln und Hartkugelvolumenanteilen VV = 0.40 (oben),
0.50 (mitte) und 0.60 (unten).
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Abbildung 4.28: Verteilungsfunktionen und Dichtefunktionen der a¨ußeren spha¨rischen KVF fu¨r monodi-
sperse Kirsch-Kern-Modelle mit n = 10000 Kugeln und Hartkugelvolumenanteilen VV = 0.40 (oben),
0.50 (mitte) und 0.60 (unten).
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5 Software zur Darstellung und Analyse der
Packungen
Zufa¨llige dichte Kugelpackungen werden in vielen Fachgebieten als Modell in Simulationen
eingesetzt. Die Realisierungen dieser Modelle werden zumeist mit Hilfe von Computerpro-
grammen erzeugt. Ebenso basiert die mathematisch-statistische Analyse der Modelle auf
Programmen.
Bei der Entwicklung geeigneter Simulationsprogramme fu¨r Generierung und Analyse
dichter zufa¨lliger Kugelpackungen spielen die jeweiligen fachspeziﬁschen Anforderungen
eine große Rolle. Beispielsweise unterscheiden sich Modelle aus zufa¨llig dicht gepackten
Kugeln, die fu¨r die Simulation poro¨ser Materialien verwendet werden, von Modellen, die
fu¨r die Simulation metallischer Gla¨ser eingesetzt werden. Im Fall poro¨ser Materialien besit-
zen die zugrunde liegenden Kugelpackungen oft kontinuierliche Durchmesserverteilungen,
wa¨hrend im Fall metallischer Gla¨ser, wo die Kugeln Atome repra¨sentieren, die Durchmesser
durch die Atomradien festgelegt sind.
Ein Simulationssystem, welches einem Anwender erlaubt, speziﬁsch auf das jeweilige
Fachgebiet zugeschnittene Kugelpackungen erzeugen zu ko¨nnen und die entsprechenden
Analysemethoden angeboten zu bekommen, ko¨nnte dabei eine wertvolle Erleichterung der
Forschungsarbeit darstellen. Da es ein solches Simulationssystem speziell fu¨r Kugelmodelle
nach bisheriger Kenntnis nicht gibt, soll es im Rahmen dieser Arbeit entworfen und proto-
typisch umgesetzt werden.
Zuna¨chst wird in Abschnitt 5.1 die Ausgangssituation vor der Entwicklung des
Simulationssystems dargestellt, im darauf folgenden Abschnitt 5.2 wird dann die Ent-
wicklung des neuen Simulationssystems SpherePack beschrieben. Dazu geho¨ren die Anfor-
derungsanalyse, das Vorgehensmodell und die Architekturbeschreibung des Systems. Es er-
folgt eine Erla¨uterung der Bestandteile des Simulationssystems, insbesondere der Analyse-
module und ihrer Funktion. Im Ausblick werden mo¨gliche Erweiterungen des Systems
genannt.
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5.1 Stand vor der Entwicklung des Simulationssystems
Der Force-Biased-Algorithmus wurde schon  von Bargie l et. al. [BM91] in ein kom-
mandozeilenorientiertes C-Programm umgesetzt. Jenes Programm ist u¨ber die Bibliothek
des Journals Computer Physics Communications zuga¨nglich und liegt der Autorin dieser
Dissertation als Quelle vor.
Im oben genannten Programm sind neben dem Force-Biased-Algorithmus zwei Analyse-
funktionen implementiert, die Berechnung der Radialen Dichteverteilungsfunktion und die
Analyse der Winkelverteilung. Die Ausgaben des Programms spiegeln aber den Stand der
Technik von  wider, so sind z. B. auf der Konsole ausgegebene ASCII-Graﬁken das
Hauptelement der Ergebnisdarstellung.
5.2 Entwicklung des Simulationssystems SpherePack
Das Hauptziel der Entwicklung eines solchen Simulationssystems besteht darin, dem An-
wender ein leicht benutzbares, ﬂexibles und leistungsfa¨higes Werkzeug zur Verfu¨gung zu
stellen, um an Modellen auf der Basis dichter zufa¨lliger Kugelpackungen die gewu¨nsch-
ten Simulationen durchfu¨hren zu ko¨nnen. Dabei soll auch die Visualisierung der generier-
ten Packungen hervorgehoben werden, da dies einen weiteren Zugang zu den Modellen
ermo¨glicht. Teilweise lassen sich z. B. mit dem Auge u¨ber die visuelle Darstellung schon
geringfu¨gige Struktura¨nderungen erkennen, die mit den herko¨mmlichen Analysemethoden
noch gar nicht feststellbar sind.
Als Basis des Simulationssystems dient der in Abschnitt 3.2 beschriebene Force-Biased-
Algorithmus. Die Autorin entschied sich, nicht den vorliegenden Quelltext in das Simu-
lationssystem zu implementieren, sondern ein sogenanntes Reengineering durchzufu¨hren.
Dafu¨r wurden bestimmte eﬃziente Verwaltungsmechanismen des vorliegenden Quelltextes
u¨bernommen, ansonsten aber das Programm vo¨llig neu entwickelt. Durch das Reenginee-
ring entﬁelen nicht mehr gebrauchte Bestandteile, das neu entwickelte Programm wurde
u¨bersichtlich strukturiert und um wichtige neue Funktionen erweitert. Die neue Umset-
zung des FBA entha¨lt zum Beispiel die in Abschnitt 3.2.2 entwickelten und untersuchten
Verschiebungsfunktionen. Außerdem lassen sich nun polydisperse Systeme mit beliebigen
diskreten und kontinuierlichen Durchmesserverteilungen packen, wobei deren Verteilungs-
parameter vom Nutzer anpassbar sind.
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Weiterhin entstanden im Rahmen dieser Dissertation kleine Analyseprogramme, die je-
weils einzelne Analysefunktionen implementieren, z. B. zur Bestimmung der lokalen Dichte
oder der Kovarianz. Diese Programme sind aus Eﬃzienzgru¨nden ebenfalls in C geschriebene
Programme. Auch hier handelt es sich meist um Kommandozeilenprogramme, die als Ein-
zelprogramme nicht den aktuellen Anforderungen an Benutzerfreundlichkeit entsprechen.
Als Module einer Bibliothek, eingebettet in ein Simulationssystem mit anwenderfreundlich
gestalteter Benutzeroberﬂa¨che, sind diese Programme jedoch sehr gut einzusetzen. Eine
Beschreibung dieser Module ist in Abschnitt 5.2.3.1 zu ﬁnden.
5.2.1 Anforderungen an das Simulationssystem
Fu¨r die Entwicklung eines Softwaresystems ist eine Anforderungsanalyse vor Beginn der
Programmierung sinnvoll. Die Anforderungsanalyse bestimmt den Rahmen, innerhalb
dessen Programmierarbeit zu leisten ist [For01, Bal00]. In diesem Abschnitt werden die
Anforderungen an das Simulationssystem speziﬁziert.
Die Simulationsumgebung soll Routinen zur Erzeugung von dichten zufa¨lligen Kugel-
packungen bereitstellen. Zusa¨tzlich sollen Analysen der Eigenschaften dieser gepackten
Kugelsysteme mo¨glich sein. Die Analyseergebnisse mu¨ssen sowohl gespeichert als auch
graﬁsch dargestellt werden ko¨nnen. Die erzeugten Packungen sollen interaktiv und in drei-
dimensionaler Visualisierung betrachtet werden ko¨nnen.
Daru¨ber hinaus sollte das Progamm mo¨glichst betriebssystemunabha¨ngig sein, da im
wissenschaftlichen Bereich oft mit Betriebssystemen gearbeitet wird, die im privaten An-
wenderbereich nur selten benutzt werden. Eine vollsta¨ndige Betriebssystemunabha¨ngig-
keit ist nicht gefordert und kann auch kaum geleistet werden, jedoch soll die Simulations-
umgebung auf vielen ga¨ngigen Plattformen laufen ko¨nnen.
Besonderes Augenmerk soll auf die Benutzerfreundlichkeit gerichtet sein. Der Anwender-
kreis ist besonders in speziellen Fachgebieten außerhalb der Informatik, z. B. Material-
wissenschaft, Metallkunde oder Geotechnik, zu ﬁnden. Fu¨r diesen Anwenderkreis sind Pro-
gramme, deren Quelltexte selbst angepasst und u¨bersetzt werden mu¨ssen, gewo¨hnlich nicht
akzeptabel. Oft besitzen solche Programme keine Nutzeroberﬂa¨che, was den Gebrauch fu¨r
den Anwender sehr erschwert.
Die zu entwickelnde Simulationssystem soll daher die Bedu¨rfnisse der Anwender im
Besonderen beru¨cksichtigen und eine gute Nutzeroberﬂa¨che implementieren. Diese sollte ge-
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gebenenfalls das A¨ndern und Anpassen des Simulationssystems ermo¨glichen, ohne dass der
Anwender dafu¨r Quelltexte modiﬁzieren muss. Dafu¨r eignet sich besonders ein modularer
Aufbau, der in einer Bibliothek alle notwendigen Bestandteile zusammenfu¨hrt, dabei aber
fu¨r spezielle Anwenderwu¨nsche nach dem modularen Prinzip schnell und einfach erweiter-
bar ist. Das bedeutet, dass bestimmte spezielle Analysemodule je nach Anwendungsbereich
hinzugefu¨gt und auch wieder entfernt werden ko¨nnen.
Zu den Bedu¨rfnissen der Anwender geho¨rt vor allem, dass die Parameter der Simulation
mo¨glichst gut auf den jeweiligen Anwendungsfall angepasst werden ko¨nnen und die Ein-
stellung dieser Parameter einfach, leicht zu ﬁnden und wenn mo¨glich selbsterkla¨rend ist.
Weiterhin wird von Anwenderseite gefordert, dass umfangreiche Mo¨glichkeiten zur Analyse
mit dem Simulationssystem durchgefu¨hrt werden ko¨nnen, ohne dass der Anwender andere
Software dafu¨r bemu¨hen muss.
Die angesprochene Benutzergruppe ist im wissenschaftlichen Bereich und teilweise in den
Forschungsgruppen der Industrie zu ﬁnden. Zumeist sind es Einzelnutzer mit Einzelplatz-
rechnern, wobei Parallelisierung und Netzwerkfunktionalita¨t hierbei noch keine gro¨ßere
Rolle spielen und daher außer Acht gelassen werden. Da sich auch bei Einzelplatzrechnern
Multiprozessorsysteme immer sta¨rker durchsetzen, kann in spa¨teren Entwicklungsstufen
des Programms eine entsprechende Parallelisierung vorgenommen werden.
Wissenschaftler
legt Projekt 
an
ffnet 
bestehendes 
Projekt
erzeugt 
Packung
analysiert 
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speichert 
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Abbildung 5.1: Anwendungsfalldiagramm.
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Durch die speziﬁsche Benutzergruppe sind auch die mo¨glichen Anwendungsfa¨lle eng be-
grenzt. In Abb. 5.1 ist der Standardanwendungsfall als Anwendungsfalldiagramm [For01]
dargestellt. Neben diesem Standardanwendungsfall gibt es nur geringfu¨gig davon abwei-
chende Anwendungsfa¨lle, z. B. den des Programmierers, der ein Analysemodul erweitert
oder hinzufu¨gt. Diese weiteren Anwendungsfa¨lle werden hier nicht weiter betrachtet.
5.2.2 Vorgehensmodell
Im (hochschul-)wissenschaftlichen Bereich ist es im Gegensatz zur Softwareindustrie durch-
aus u¨blich, dass ein Softwareprojekt durch nur eine Person realisiert wird. Software ent-
steht im außerindustriellen, hochschulwissenschaftlichen Bereich in vielen Fa¨llen nicht als
Zielprodukt, sondern als Hilfsmittel, um ganz bestimmte, oft eng eingegrenzte Forschungs-
probleme zu lo¨sen. Die dabei entstehende Software durchla¨uft einen evolutiona¨ren Prozess
von anfangs wenigen, elementaren und meist heterogenen Kernprogrammen mit engem
Einsatzspektrum bis hin zu einer ausgereiften Umgebung, die eine große Bandbreite an
Einsatzmo¨glichkeiten zeigt. Meistens wird ein solches Softwareprojekt von jeweils einzel-
nen Bearbeitern sequentiell in Abschnitten von wenigen Jahren bearbeitet. Dies la¨sst sich
auf die Struktur des hochschulwissenschaftlichen Bereiches zuru¨ckfu¨hren, in dem u¨blicher-
weise das wissenschaftliche Personal an befristeten Projekten beteiligt ist und nur in dieser
Zeit die Weiterentwicklung entsprechender Software betreibt. Die Ressource
”
Softwareent-
wickler“ ist fu¨r solche Projekte also sowohl von der Anzahl der Bearbeiter als auch zeitlich
begrenzt [Oes05].
Die hier beschriebene Simulationsumgebung wurde dem evolutiona¨ren Modell [Bal00]
folgend entwickelt. Im evolutiona¨ren Vorgehensmodell (auch inkrementelles Modell
genannt) existiert in jeder Evolutionsstufe der Softwareentwicklung eine funktionsfa¨hige
Version der Software. In der allerersten Stufe wird eine sogenannte Nullversion, die alle
Basisfunktionen der Software entha¨lt, gefertigt. Bei jeder neuen Stufe werden die An-
forderungen neu deﬁniert und die Software entsprechend weiterentwickelt. Der Vorteil
dieser Herangehensweise liegt in der sta¨ndigen Verfu¨gbarkeit einer lauﬀa¨higen Software
und der schrittweisen und ﬂexiblen Speziﬁzierung der Anforderungen, die sich damit an
den Wu¨nschen der Nutzer orientieren kann. Allerdings gibt es auch den Nachteil, dass unter
Umsta¨nden durch die stufenweise Weiterentwicklung der strukturelle Aufbau der Software
zersto¨rt werden kann bzw. der Quellcode eine unerwu¨nschte Form bekommt [BMMM04].
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Die erste evolutiona¨re Stufe in diesem Vorgehensmodell wurde durch die Vereinheit-
lichung der in Abschnitt 5.2.3.1 genannten elementaren Programme gebildet. Das erfolgte
durch Vereinheitlichung vorhandener und das Einfu¨gen neuer Schnittstellen. Dies wurde
zum Beispiel durch das Einfu¨hren von Datenaustauschdateien erreicht, die im Klartext
(ASCII) lesbar sind und ein festgelegtes Format besitzen. Diese Datenaustauschdateien
bilden die Grundlage der Programmkommunikation zwischen den einzelnen eigensta¨ndigen
Programmen. Außerdem wurden einheitliche Routinen zur Fehlerbehandlung und Ein- und
Ausgabe eingesetzt.
Im na¨chsten Schritt wurde eine Basisversion der Programmoberﬂa¨che entwickelt, durch
die sowohl der Programmablauf als auch die Kommunikation gesteuert wird. Diese Basis-
version kann die Einzelprogramme aufrufen und es ist mo¨glich ein Projekt mit anpassba-
ren Parametern anzulegen sowie Analysen durchzufu¨hren. Die Darstellung der Ergebnisse
wurde in diesem Schritt noch nicht implementiert.
Danach erfolgte die Einbindung von frei verfu¨gbaren Bibliotheken, mit deren Hilfe die
geeignete Darstellung der Daten der analysierten Packungen erfolgt. Die Darstellungen
ko¨nnen angepasst werden und es ist ein Export der analysierten Ergebnisse in verschiedene
Formate mo¨glich. Eine dreidimensionale und interaktive Visualisierung der Kugelpackung
erga¨nzt das System. Dieser Schritt entspricht dem aktuellen Stand der Entwicklung dieser
Simulationsumgebung.
Weitere zuku¨nftige Schritte ko¨nnen zum Beispiel die Erweiterung der 3D-Darstellung um
zusa¨tzliche interaktive Elemente (Picken, verschiebbare Schnitte) sein oder das Einbinden
einer Skriptschnittstelle mit Skriptsprache zum Steuern der Projektbearbeitung.
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5.2.3 Architektur des Simulationssystems
Der strukturelle Aufbau des Simulationssystems ist zweischichtig gestaltet (siehe Abb. 5.2).
Die untere Schicht besteht aus einer modular aufgebauten Bibliothek von unabha¨ngigen
Berechnungsroutinen in Form auch einzeln ausfu¨hrbarer Programme, wa¨hrend die zweite,
obere Schicht aus einer betriebssystemunabha¨ngigen, in Java geschriebenen Benutzer-
oberﬂa¨che besteht. Die Bibliotheksprogramme sind auf Quellcodeebene betriebssystem-
unabha¨ngig.
Parametrisierung
undEingabe
Ablaufsteuerung
Darstellung
der Ergebnisse
Berechnung
der Packung
Analyse
der Ergebnisse
ausführbare Programme (Bibliothek)
auf Quellcodeebene plattformunabhängig
plattformunabhängige Benutzeroberfläche
Simulationssystem
Kommunikation über Programmargumente sowie Parameterdateien
Abbildung 5.2: Schematischer Aufbau des Simulationssystems aus Benutzeroberfla¨che und Bibliothek
Durch die Trennung von Berechnungsroutinen und Benutzeroberﬂa¨che ist ein sehr leich-
tes Erneuern oder Anpassen der Berechnungsroutinen mo¨glich, ohne dass die Benutzer-
oberﬂa¨che gea¨ndert werden muss. Weiterhin wurde bewusst darauf geachtet, dass der mo-
dulare Charakter der aus Berechnungsroutinen bestehenden Bibliothek erhalten bleibt, so
dass einzelne Module weiterhin u¨ber die Kommandozeile ausgefu¨hrt werden ko¨nnen. Dies
leitet sich aus den Anforderungen verschiedener Nutzer ab, die nur bestimmte Routinen
beno¨tigen.
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5.2.3.1 Bibliothek fu¨r Berechnungen
Die Berechnungsroutinen der Bibliothek wurden sowohl aus historischen Gru¨nden als auch
aus Eﬃzienzgru¨nden in der Programmiersprache C entwickelt und werden aufgrund der
Betriebssystemabha¨ngigkeit der C-Compiler fu¨r jedes System neu u¨bersetzt. Da der C-
Quellcode jedoch streng ANSI-gerecht entwickelt wurde und ohne hardwarespeziﬁschen
oder compilerspeziﬁschen Code auskommt, kann der Quellcode problemlos und ohne
zusa¨tzliche Anpassungen auf jedes Betriebssystem portiert werden, fu¨r das C-Compiler
existieren.
Zusa¨tzlich wurde darauf geachtet, dass keine Abha¨ngigkeit von der Entwicklungsum-
gebung vorliegt. Der Quellcode entha¨lt keine Bestandteile automatischer Codegenerie-
rung. Daru¨ber hinaus ist der Quellcode sehr umfangreich mit Kommentaren versehen,
so dass dadurch eine gute Wartbarkeit und Mo¨glichkeit zur Weiterentwicklung gegeben ist
[Bal99, Bal00].
Im Folgenden werden die einzelnen Analysemodule beschrieben, welche in ihrer Gesamt-
heit die Bibliothek bilden. Als Beispiel dient dabei eine Packung von 5000 gleich großen
Kugeln, anhand derer die genannten Module erkla¨rt werden.
Modellgenerierung
Zufa¨llige dichte Packungen Fu¨r das zu entwickelnde Simulationssystem wurde unter
Zuhilfenahme des in Abschnitt 5.1 genannten Quelltextes von Bargie l et. al. ein Pro-
grammmodul zum Packen von Kugeln mit dem Force-Biased-Algorithmus neu implemen-
tiert. Dabei wurde die im Programm von Bargie l sehr eﬃziente Nachbarschaftsverwal-
tung der Kugeln durch Zelleinteilung und Listenstrukturen u¨bernommen. Weiterhin u¨ber-
nommen wurde die generelle Ablaufstruktur des Algorithmus, wie sie schematisch in Abb.
3.3 dargestellt ist.
Alle anderen Bestandteile wurden jedoch von der Autorin neu entwickelt, insbesondere
die Implementierung der in Kapitel 3.2.2 beschriebenen Verschiebungsfunktionen, die im
Originalprogramm nicht vorhanden sind. Des weiteren wurde die durch Bezrukov et.
al. [BBS02] beschriebene Mo¨glichkeit, polydisperse Systeme zu packen, benutzerfreundlich
implementiert und durch verschiedene kontinuierliche und diskrete Verteilungen erga¨nzt.
Da es sich beim Force-Biased-Algorithmus um einen rechenintensiven Algorithmus handelt,
entschied sich die Autorin fu¨r die Programmiersprache C.
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Das Programmodul kann auch als Einzelprogramm aufgerufen werden. Dafu¨r ist eine
Projektdatei notwendig, deren Name als Parameter dem Programmaufruf mitgegeben wird.
Die Projektdatei (Dateiendung .prj von project) entha¨lt wichtige Steuerungsparameter
des Algorithmus, wie z. B. die maximale Anzahl an Berechnungsschritten, die gewu¨nschte
Zieldichte und die Art der Verschiebungsfunktion. Weiterhin sind in dieser Datei Parameter
fu¨r die Packung angegeben wie z. B. die Anzahl der Kugeln und deren Durchmesserver-
teilung oder die Seitenla¨ngen des Simulationsbeha¨lters. Der Simulationsbeha¨lter ist immer
quaderfo¨rmig, er muss aber nicht zwingend gleiche Kantenla¨ngen haben.
Es kann gewa¨hlt werden, ob das Programm eine vorgefertigte Datei mit Kugelkoordi-
naten benutzen soll oder die Koordinaten zufa¨llig erzeugen soll. Die Datei mit den vor-
gefertigten Koordinaten und Durchmessern besitzt die Dateiendung .pco (von predefined
coordiantes).
Bei zufa¨lliger Erzeugung der Koordinaten und Durchmesser werden verschiedene Vertei-
lungen fu¨r die Durchmesser angeboten, z. B. kontinuierliche Verteilungen wie die Gaußver-
teilung, die Log-Normalverteilung und die Exponentialverteilung, aber auch diskrete wie
die bidisperse Verteilung oder u¨ber Prozentangaben gesteuerte Verteilungen. Jede dieser
Verteilungen kann vom Nutzer vollsta¨ndig parametrisiert werden.
Unabha¨ngig davon, ob von einer vorgefertigten Koordinatendatei eingelesen wird oder
wa¨hrend des Programmablaufes die Koordinaten erzeugt werden, wird die Anfangskonﬁgu-
ration in eine Datei mit der Endung .sco (von source coordinates) geschrieben. So lassen
sich Start- und Zielkoordinaten bei Bedarf vergleichen. Die Ergebniskoordinaten sind in
einer Datei mit der Endung .rco (result coordinates) enthalten. Verschiedene Parameter
der Ergebnispackung stehen in der Datei .rst (result), so z. B. die erreichte Dichte.
Boolesche Modelle Ein weiteres Modul wurde fu¨r die Erzeugung Boolescher Modelle
implementiert. Dabei kann angegeben werden, wieviele Kugeln das Modell enthalten soll
und mit welchem Durchmesser die Kugeln generiert werden sollen. Die erzeugte Koordina-
tendatei besitzt wie beim Packungsgenerator die Dateiendung .rco. Die Analysemodule
ko¨nnen diese Dateien ebenso auswerten wie die der gepackten Kugelsysteme. Ein visua-
lisiertes Beispiel eines solchen Booleschen Modells mit 500 Kugeln und einer Intensita¨t
von ρ = 0.0625 zeigt die Abb. 5.3 (Mitte).
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Regula¨re Packungen Mit einem weiteren Modul ko¨nnen auch regula¨re Packungen er-
zeugt werden. Dafu¨r muss die Anzahl Kugeln pro Seitenla¨nge des Beha¨lters angegeben
werden. In diesem Fall ist fu¨r den Beha¨lter ausschließlich Wu¨rfelform vorgegeben. Zu den
vomModul generierbaren regula¨ren Strukturen geho¨ren die kubisch primitive Struktur (sc),
die innenzentriert kubische Struktur (bcc), die ﬂa¨chenzentriert kubische Struktur (fcc) und
die hexagonal dichtest gepackte Struktur (hcp).
Eine Implementation des Kirsch-Kern-Modells ist fu¨r eine weitere Entwicklungsstufe der
Software vorgesehen.
Abbildung 5.3: Visualisierung generierter Modelle: links dicht gepackte harte Kugeln, in der
Mitte Boolesches Modell und rechts regula¨re Packung (kubisch primitiv).
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Analysemodule
Korrelationsfunktionen Die Paarkorrelationsfunktion (abgeku¨rzt PKF), die L-Funktion
sowie die Ripley’sche K -Funktion sind in der statistischen Physik und in der ra¨umlichen
Statistik sehr ha¨uﬁg verwendete Analysefunktionen [Zim79, MS83, OL94, MH00]. Zumeist
werden sie auf zufa¨llige Punktfelder angewandt [IPSS08]. Da die Zentren der Kugeln als
Punktprozess betrachtet werden ko¨nnen, werden diese Funktionen bezu¨glich der Kugelzen-
tren berechnet. Die drei genannten Funktionen sind eng miteinander verwandt, so dass sie
in einem gemeinsamen Programmmodul berechnet werden.
Die K -Funktion gibt Auskunft daru¨ber, wie groß die Anzahldichte um eine zufa¨llig aus-
gewa¨hlte Kugel der Packung ist. Die Gro¨ße ρK(r) ist die mittlere Anzahl von Kugeln im
Radius r um eine zufa¨llige Kugel der Packung. Die Kugel selbst wird dabei nicht mitgeza¨hlt
(siehe auch [OL94], S. 35). Die K -Funktion kann in die L-Funktion umgeformt werden:
L(r) =
3
√
3K(r)
4π
fu¨r r ≥ 0, d = 3 (5.1)
Mit Hilfe der L-Funktion ko¨nnen Punktmengen (z. B. die Zentren einer zufa¨lligen Hart-
kugelpackung) besonders gut mit Poisson-Punktfeldern (z. B. den Kugelzentren eines
Booleschen Modells) verglichen werden, da sich fu¨r Poisson-Punktfelder in der Dar-
stellung der L-Funktion eine Gerade L(r) = r ergibt. Der Anstieg dieser Geraden ist
unabha¨ngig von Raumdimension oder Anzahldichte der Zentren. In der Darstellung der
Berechnungsergebnisse sollte demnach immer die Gerade L(r) = r zum Vergleich mit ein-
gezeichnet werden.
Die Paarkorrelationsfunktion g(r) einer Kugelpackung beschreibt die Ha¨uﬁgkeit der
Absta¨nde von Kugelzentren in der Packung, d. h. die Paarkorrelationsfunktion gibt die
Wahrscheinlichkeit an, dass die Zentren zweier Kugeln den Abstand r haben. An der Form
der Paarkorrelationsfunktion ko¨nnen Vera¨nderungen der Nahordnung in einem Kugelsys-
tem erkannt werden. Werte, die gro¨ßer als 1 sind, deuten darauf hin, dass diese Absta¨nde
u¨berdurchschnittlich ha¨uﬁg vorkommen und sprechen fu¨r eine gewisse regelma¨ßige Struk-
turierung. Fu¨r r →∞ erreicht die Paarkorrelationsfunktion den Wert 1.
Bestimmte geordnete Strukturen zeigen sich in Peaks (Spitzen) im Verlauf der PKF.
Es gibt einige charakteristische Punkte im Verlauf der PKF fu¨r Kugelpackungen [OL94].
Diese sind fu¨r die Beobachtung von Strukturbildung sehr wichtig, zum Beispiel kann u¨ber
die Korrelationsweite rK die Gro¨ße von strukturierten Clustern gescha¨tzt werden. Die
Korrelationsweite ist der Punkt, an dem gilt: fu¨r alle r ≥ rK ist g(r) ≈ 1.
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Der durch Ro¨ntgendiﬀraktometrie in der Materialwissenschaft empirisch untersuchbare
sogenannte Strukturfaktor kann als Fouriertransformierte der Paarkorrelationsfunktion be-
trachtet werden [Her91]. Daher ist es vor allem fu¨r Materialwissenschaftler von großem
Interesse, die Paarkorrelationsfunktion von simulierten Systemen berechnen zu ko¨nnen,
um sie mit Daten experimenteller Untersuchungen vergleichen zu ko¨nnen.
Abbildung 5.4: Paarkorrelationsfunktion einer Kugelpackung mit 5.000 gleich großen Kugeln und einer
Dichte von VV = 0.64.
Das Berechnungsmodul Paarkorrelationsfunktion liest die Koordinatendatei der Kugel-
packung ein und erzeugt nach der Berechnung eine Datei mit tabellarischen Werten fu¨r
r und g(r). Diese Ergebnisse des Berechnungsmoduls ko¨nnen von der Nutzeroberﬂa¨che
eingelesen und als Diagramm wie in Abb. 5.4 dargestellt werden.
Winkelverteilung Fu¨r das generierte Kugelsystem ist die Verteilung der Bindungswinkel
zwischen den Verbindungsvektoren der Kugelzentren eine Analysemethode, um die Art der
Strukturierung zu erkennen. Als Bindungswinkel wird der Winkel bezeichnet, der zwischen
den Verbindungsvektoren einer Kugel und zwei ihrer Nachbarn aufgespannt wird (siehe
Abb. 5.5). Insbesondere bei Packungen gleich großer Kugeln ko¨nnen die in Abschnitt 2.4.1.1
beschriebenen regula¨ren Packungen als Strukturmuster auftreten, d. h. ein Teil der Kugeln
einer zufa¨lligen Packung ordnet sich bei Erho¨hung der Packungsdichte in einer Form a¨hnlich
der von regula¨ren Strukturen an.
Regula¨re Strukturen besitzen charakteristische Ha¨uﬁgkeiten bestimmter Winkel,
wa¨hrend andere Winkel gar nicht auftreten. In vo¨llig zufa¨lligen Systemen sind die Winkel
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Abbildung 5.5: Schematische Darstellung eines Bindungswinkels α zwischen der Kugel i und ihren
Nachbarn j und k.
auch zufa¨llig u¨ber den Bereich von 0° bis 180° verteilt. Bilden sich in zufa¨lligen Packungen
Inseln von Ordnung, so schla¨gt sich das in der entsprechenden Winkelverteilung nieder.
Die Struktur, in der sich die Kugeln anordnen, la¨sst sich anhand der Winkelverteilung
identiﬁzieren.
Abbildung 5.6: Ha¨ufigkeiten der Bindungswinkel einer Kugelpackung mit 5.000 gleich großen Kugeln
und einer Dichte von VV = 0.64.
Im Modul zur Berechnung der Winkelverteilung werden sa¨mtliche Bindungswinkel zwi-
schen den Kugeln bestimmt und ihre Ha¨uﬁgkeit berechnet. Die Daten dieses Histogramms
werden tabellarisch in einer Datei gespeichert. Die Daten ko¨nnen auf verschiedene Weise
visualisiert werden, beipielsweise in einem kartesischen Koordinatensystem als Kurve oder
Balkenhistogramm oder als Polarkoordinaten (wie in Abb. 5.6).
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Lokale Dichte Zufa¨llige Kugelpackungen ko¨nnen trotz statistischer Homogenita¨t lokal
geordnete Bereiche aufweisen, die beispielsweise als Indiz fu¨r das Vorhandensein regula¨rer
Strukturen dienen ko¨nnen. Damit diese lokalen Bereiche untersucht werden ko¨nnen, mu¨ssen
Kenngro¨ßen benutzt werden, mit denen sich lokale Vera¨nderungen der Struktur aufspu¨ren
lassen.
Eine solche Kenngro¨ße ist die lokale Dichte einer Kugel in einer Packung. Eine Deﬁnition
der lokalen Dichte basiert auf der Vorono¨ı-Zerlegung (bzw. der Laguerre-Zerlegung
oder der S-Vorono¨ı-Zerlegung bei ungleich großen Kugeln) von Kugelpackungen [JCSJ97,
LAE+06]. Die lokale Dichte einer Kugel ist deﬁniert als der Quotient aus dem Volumen der
Kugel und dem Volumen der sie umgebenden Vorono¨ı-Zelle:
ρlokal =
Vi
VV or,i
(5.2)
Die lokale Dichte kann Aufschluss u¨ber Fluktuationen in der Dichteverteilung der Packung
geben, wie sie zum Beispiel durch Clusterbildung hervorgerufen werden. Die lokale Dichte
weist in monodispersen Kugelpackungen auf lokale strukturelle Anomalien, beispielsweise
Kristallisationsbereiche, hin. Außerdem ko¨nnen mit der Untersuchung der lokalen Dichte
potentielle ikosaedrische Anordnungen entdeckt werden, da die lokale Dichte fu¨r die zen-
trale Kugel in einer ikosaedrischen Anordnung mit ρlokal ≈ 0.76 u¨ber derjenigen der fcc-
bzw. hcp-Struktur liegt. Es entstehen dabei Lu¨cken, die durch die Unmo¨glichkeit, solche
Strukturen raumfu¨llend periodisch anzuordnen, hervorgerufen werden. Diese Lu¨cken ver-
ringern die lokale Dichte der Kugeln um das Ikosaederzentrum. Dadurch bleibt die globale
Dichte der gesamten Packung immer unter dem Wert der dichtest mo¨glichen Anordnung.
Abbildung 5.7: Konstruktion einer Vorono¨ı-Zelle, hier beispielhaft fu¨r den R2 und monodisperse
Kreisscheiben gezeigt. Die der Vorono¨ı-Zelle zugeho¨rige Kugel ist schraffiert dargestellt.
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Die Bestimmung der lokalen Dichte erfolgt u¨ber eine Gittermethode. Die vom Packungs-
generator erzeugte Kugelpackung wird eingelesen und das quaderfo¨rmige Simulationsvolu-
men a¨quidistant in Zellen eingeteilt. Fu¨r jede Zelle wird bestimmt, zu welcher Kugelober-
ﬂa¨che der geringste Abstand besteht. Zu dieser Kugel wird die Zelle geza¨hlt. In einer Liste
wird verwaltet, wieviel dieser Volumenzellen zu jeder Kugel geho¨ren. Die Anzahl Zellen
pro Kugel geteilt durch das Kugelvolumen ergibt die lokale Dichte der Kugel.
Durch die diskrete Teilung des Volumens in Zellen entsteht ein Messfehler, der vom
Verha¨ltnis der Zellengro¨ße zur Gro¨ße der Kugeln und zur Gro¨ße des Simulationsvolu-
mens abha¨ngt und kubisch mit der Seitenla¨nge der Zellen wa¨chst. Der Fehler kann durch
Erho¨hung der Zellenanzahl verringert werden, dadurch verla¨ngert sich aber die Rechenzeit.
Die Darstellung der lokalen Dichten erfolgt als Histogramm (siehe Abb. 5.8, links).
(a) Histogramm (b) Dreidimensionale Darstellung
Abbildung 5.8: Histogramm und 3D-Darstellung der lokalen Dichte einer Kugelpackung mit 5.000
gleich großen Kugeln und einer Dichte von VV = 0.64.
Zusa¨tzlich wird eine Datei generiert, die im POV-Ray-Format alle Kugeln entha¨lt, wobei
die Farbe (Graustufe) der Kugeln ihrer lokalen Dichte entspricht. Die Datei kann mit POV-
Ray gerendert werden, in Abb. 5.8 rechts sind fu¨r die beiden Beispiele diese Darstellungen
zu sehen. Lokal dicht gepackte Kugeln sind hell dargestellt, wa¨hrend mit sinkender lokaler
Dichte sich die Graustufen immer mehr dem Schwarz na¨hern. Die Darstellung mit von der
lokalen Dichte abha¨ngigen Graustufen hat sich als aussagekra¨ftig erwiesen.
117
Kovarianz Eine weitere bedeutende statistische Kenngro¨ße in der ra¨umlichen Statistik ist
die Kovarianz. Die Kovarianz C(r) wird als Gro¨ße zweiter Ordnung betrachtet. Wird sie
auf Kugelpackungen angewandt, so charakterisiert sie die Variabilita¨t des Volumenanteils
der Kugeln in der Packung (siehe auch [OL94], S. 107 ﬀ.). Die Gro¨ße C(r) gibt die Wahr-
scheinlichkeit an, dass sowohl der Punkt p als auch der um einen Vektor mit der La¨nge r
verschobene Punkt p+ r innerhalb der Kugeln liegen.
In [OL94] und [SKM95] sind einige Eigenschaften der Kovarianz erkla¨rt. Grundsa¨tzlich
gilt:
C(0) = VV (5.3)
und
C(∞) = VV 2. (5.4)
Die Kovarianzanalyse der mit FBA erzeugten Kugelpackungen erfolgt durch eine Scha¨tzung
mittels eines einfachen Monte-Carlo-Algorithmus. Das Programmmodul liest die Koordi-
natensa¨tze der Kugelpackung ein und erzeugt eine Menge von zufa¨lligen Testpunkten, die
innerhalb der Menge der Kugeln liegen. Diese Testpunkte werden um zufa¨llige Vektoren
verschoben und die Ha¨uﬁgkeit geza¨hlt, dass ein verschobener Testpunkt mit dem Abstand
r zum originalen Testpunkt ebenfalls innerhalb der Kugeln liegt (Abb. 5.9).
Die berechneten Ha¨uﬁgkeiten werden in tabellierter Form in einer Klartextdatei mit
der Dateiendung .cov gespeichert. Den gescha¨tzten Verlauf der Kovarianz fu¨r die Beipiel-
packung zeigt Abb. 5.10.
Kontaktverteilungsfunktionen Bei der Modellierung ra¨umlicher Strukturen durch
Kugelpackungen werden die in Kapitel 4 ausfu¨hrlich betrachteten Kontaktverteilungsfunk-
tionen zur Charakterisierung der Zwischenra¨ume zwischen den Kugeln benutzt. Anderer-
seits ko¨nnen die KVF auch fu¨r die Charakterisierung der Kugeln in inversen Modellen (bei
denen die Kugeln Hohlra¨ume bilden und der
”
Zwischenraum“ mit Material
”
gefu¨llt“ ist)
eingesetzt werden.
Hauptsa¨chlich werden in der Praxis zwei Spezialfa¨lle der KVF eingesetzt, die lineare KVF
und die spha¨rische KVF. Die Scha¨tzung der KVF erfolgt mittels Monte-Carlo-Algorithmen.
Die Ergebnisse dieser Berechnungen sind La¨ngen von Strecken bzw. Radien, diese werden in
Dateien mit der Endung .lcd (fu¨r den linearen Fall) und .scd (im spha¨rischen Fall) abge-
legt. Diese Dateien ko¨nnen durch geeignete Programme weiter verarbeitet werden, so dass
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Abbildung 5.9: Die Kovarianz wird gescha¨tzt, indem zufa¨llige Testpunkte (hell) mit zufa¨lligen Vektoren
der La¨ngen r verschoben werden. Liegt der verschobene Testpunkt (dunkel) nicht in der Menge
der Kugeln (Fall a), so wird er verworfen, ansonsten werden die Ha¨ufigkeiten der La¨ngen r geza¨hlt
(Fa¨lle b und c).
Abbildung 5.10: Kovarianz einer Kugelpackung mit 5.000 gleich großen Kugeln und einer Dichte von
VV = 0.64.
die Verteilungs- und Dichtefunktion durch Dichtescha¨tzer oder durch Histogramme daraus
abgeleitet werden ko¨nnen. Abb. 5.11 zeigt die Dichtefunktionen der linearen (links) und
der spha¨rischen (rechts) KVF fu¨r die beiden schon weiter oben genannten Beispielsysteme.
Weitere Gro¨ßen Fu¨r die Berechnung der speziﬁschen Oberﬂa¨che und des Volumenanteils
von Kirsch-Kern-Modellen sind Monte-Carlo-Algorithmen entwickelt worden, die in ein
Berechnungsmodul einﬂossen. Natu¨rlich ko¨nnen diese Routinen auch auf Boolesche Mo-
delle und vom Packungsgenerator erzeugte Hartkugelpackungen angewendet werden. Fu¨r
diese Modelle sind allerdings die exakten Formeln (siehe Abschnitt 4.2) bekannt. Sofern
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(a) Dichte der inneren lineare KVF (b) Dichte der inneren spha¨rischen KVF
(c) Dichte der a¨ußeren linearen KVF (d) Dichte der a¨ußeren spha¨rischen KVF
Abbildung 5.11: Empirische, mit Monte-Carlo-Algorithmen bestimmte Dichtefunktionen der inneren
linearen (a), inneren spha¨rischen (b), a¨ußeren linearen (c) und a¨ußeren spha¨rischen (d) Kontaktver-
teilungsfunktion einer Kugelpackung mit 5.000 gleich großen Kugeln und einer Dichte von VV = 0.64.
mo¨glich, werden die Na¨herungsformeln, die in Abschnitt 4.2 fu¨r das Kirsch-Kern-Modell
entwickelt wurden, zum Vergleich berechnet und ebenfalls ausgegeben.
5.2.3.2 Benutzeroberfla¨che
Die obere Schicht wird durch die in Java geschriebene Benutzeroberﬂa¨che gebildet. Die-
ser Teil ist plattformunabha¨ngig, sofern fu¨r die Zielplattform eine Java-Laufzeitumgebung
existiert. Diese Laufzeitumgebung kann aber im Programmpaket mitgeliefert werden, so
dass auf dem Zielsystem Java nicht notwendigerweise installiert sein muss. Ebenso ko¨nnen
die frei verfu¨gbaren, fu¨r die Darstellung notwendigen Bibliotheken mitgegeben werden, so
dass auch diese nicht zusa¨tzlich installiert werden mu¨ssen.
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Die Benutzeroberﬂa¨che erlaubt das Anlegen von Projekten, das Festlegen von Parame-
tern, das Starten der Module fu¨r das Erzeugen der Packung und deren Auswertung sowie
die Darstellung. Das vorliegende Simulationssystem wurde beispielsweise fu¨r die Plattfor-
men Ubuntu Linux und Windows 2000 erfolgreich getestet.
Die Benutzeroberﬂa¨che ist in fu¨nf Bereiche eingeteilt: die Menu¨leiste, die Arbeitsﬂa¨che,
die Navigationsleiste, der Ausgabebereich und die Statusleiste (siehe Abb. 5.12).
Arbeitsbereich
Menüleiste
Statusleiste
Ausgabebereich
Navigationsleiste
Abbildung 5.12: Ansicht der Benutzeroberfla¨che
Die Hauptaktivita¨t ﬁndet im Arbeitsbereich statt, da dort alle Dialoge, Diagramme
berechneter Ergebnisse sowie die 3D-Visualisierung erscheinen. Im Ausgabebereich ﬁnden
sich Ergebnisse und Meldungen zu gerade abgeschlossenen Berechnungen. Die Statusleiste
entha¨lt Informationen u¨ber aktuell laufende Prozesse in Form eines Balkens, der anzeigt
ob gerade eine Berechnung la¨uft. Die Menu¨leiste bietet Zugriﬀ auf sa¨mtliche Dialoge und
Einstellmo¨glichkeiten der Oberﬂa¨che.
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5.2.3.3 Verbindung und Kommunikation der Schichten
Die Kommunikation zwischen der Bibliothek und der Benutzeroberﬂa¨che erfolgt sowohl
durch Programmparameter als auch durch Textdateien, welche die Parametersa¨tze und
sonstige Eingabe- oder Ausgabedaten wie z. B. Kugelkoordinaten oder berechnete Ergeb-
nisse enthalten. Das Erzeugen von Textdateien ero¨ﬀnet unter anderem die (noch nicht im-
plementierte) Mo¨glichkeit, eine XML-Schnittstelle in die Simulationsumgebung einzubauen
und damit den Datenaustausch mit anderen Programmen zu ermo¨glichen. Die berechneten
Ergebnisse ko¨nnen bei Bedarf anderweitig weiterverarbeitet werden. Die Arbeit mit Text-
dateien sichert auch die Persistenz – das dauerhafte Fortexistieren auf einem Datentra¨ger
– der Daten, so dass einmal berechnete Daten auch spa¨ter noch mittels der Analysemodule
oder von anderen Programmen analysiert werden ko¨nnen.
Das Starten der Analyseprogramme durch die Benutzeroberﬂa¨che geschieht durch
Erzeugen eines Systemprozesses, dem als Parameter der Name des Analyseprogramms
mitgegeben wird, so wie es beim Aufruf u¨ber die Kommandozeile der Fall wa¨re. Dieser
Aufruf ist betriebssystemabha¨ngig, um aber dennoch die Portabilita¨t zu erhalten, beste-
hen die Programmaufrufe generell nur aus dem Namen des Analyseprogramms und als
einzigem Parameter dem Projektnamen. Diese Form des Kommandos ist sowohl unter
Unix-Systemen als auch unter Windows-Systemen gleich [Abe05]. Alle anderen Parameter
werden aus dem soeben genannten Grund nicht u¨ber den Programmaufruf mitgegeben,
sondern von den Analyseprogrammen selbst aus Parameterdateien eingelesen.
Der Ru¨ckkehrwert des Programmaufrufs wird ausgewertet und nur wenn der Prozess
erfolgreich beendet wurde (der Return- bzw. Exitcode war Null), wird das Ergebnis ein-
gelesen und kann von der Benutzeroberﬂa¨che in geeigneter Weise dargestellt werden. Im
negativen Fall wird eine Fehlermeldung ausgegeben.
5.2.3.4 Verwendete Bibliotheken
Bei der Implementierung der Benutzeroberﬂa¨che wurden frei verfu¨gbare Bibliotheken einge-
bunden, die bestimmte Darstellungsroutinen bereitstellen. Zum einen ist das die Bibliothek
jFreeChart, die vor allem Diagramme, Tabellen sowie Druck- und Exportfunktionen bereit-
stellt und zum Anderen die OpenGL-Anbindung (Open Graphics Library) fu¨r Java jOGL
(Java OpenGL) (http://www.jogl.org, [jog]), die den Zugriﬀ auf OpenGL-Funktionen
zur 3D-Darstellung bereitstellt.
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Ausgabe der Analysemodule mit jFreeChart
Fu¨r die graﬁschen Ausgaben der Analysemodule wurde die frei verfu¨gbare (unter der
Lesser General Public License (LGPL)) Java-Klassenbibliothek jFreeChart [jfc] einge-
setzt. Diagramme, Tabellen und andere Visualisierungen berechneter Daten lassen sich
mit jFreeChart mit geringem Aufwand sehr u¨bersichtlich und mit ansprechendem Layout
darstellen.
Weitere Vorteile ergeben sich daraus, dass die Klassen von jFreeChart Methoden zur
individuellen Anpassung der Graﬁken wa¨hrend der Laufzeit des Programms (z. B. Linien-
sta¨rken) und weitere Funktionalita¨t mitbringen, wie z. B. das Drucken von Diagrammen.
Dadurch wird die graﬁsche Wiedergabe der berechneten Ergebnisse sehr nutzerfreundlich
gestaltet. Durch Exportfunktionen wie das Drucken in PDF-Dateien und das Speichern als
PNG-Graﬁk ist zudem die Weiterverarbeitung der berechneten Ergebnisse mo¨glich.
3D-Darstellung
In der Voru¨berlegung, wie die dreidimensionale Darstellung erfolgen soll, muss die Ent-
scheidung zwischen einem statisch gerenderten Bild oder einer dynamischen Darstellung
(z. B. durch Java3D oder OpenGL) fallen. Der Vorteil der statischen Darstellung besteht
in der geringeren Ressourcenbelastung. Bei der dynamischen Darstellung werden deutlich
mehr Ressourcen beno¨tigt, insbesondere bezu¨glich Graﬁkleistung und Arbeitsspeicher. Sie
bietet aber auch deutliche Vorteile, weil die erzeugte Kugelpackung von allen Seiten be-
trachtbar ist und sich strukturelle A¨nderungen so besser erkennen lassen. Daher wurde die
dynamische Darstellung gewa¨hlt.
Da die graﬁsche Benutzeroberﬂa¨che in Java programmiert wurde, sollte fu¨r die 3D-
Darstellung ebenfalls eine Java-Anbindung gewa¨hlt werden. Dabei gibt es die Mo¨glichkeit,
ein eigenes Renderprogramm in Java zu schreiben und dafu¨r alle 3D-Darstellungsroutinen
selbst zu schreiben. Diese Variante wurde nicht verfolgt, da nicht nur eine lange Entwick-
lungszeit fu¨r ein solches Projekt notwendig ist, sondern es auch gute Alternativen dazu
gibt, die frei verfu¨gbar sind und den Programmieraufwand senken.
Fu¨r Java steht das von  von der Firma Sun entwickelte, aber inzwischen nicht mehr
voll unterstu¨tzte Java3D [jav] zur Verfu¨gung. Seit  ist das Paket Java3D von Sun fu¨r
die Entwicklergemeinde freigegeben worden und wird durch Initiative von Java-Entwicklern
weiter gepﬂegt. Java3D ist nicht und war auch nie im Standard-SDK (Software Develop-
ment Kit) enthalten und muss daher separat installiert werden. Dabei kann bei Nutzung der
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Windows-Plattform zwischen einer DirectX-Variante und einer auf OpenGL basierenden
Variante gewa¨hlt werden. Java3D bietet Schnittstellen fu¨r Interaktivita¨t, Kollisionserken-
nung und Audiofunktionalita¨t. Allerdings werden fu¨r ein wissenschaftliches Simulations-
system nicht alle diese Funktionalita¨ten beno¨tigt.
Neben der Mo¨glichkeit, Java3D zu benutzen, gibt es auch sogenannte OpenGL-
Anbindungen fu¨r Java. OpenGL (Open Graphics Library) [ogla] ist eine Graﬁkbiblio-
thek, die eine sogenannte low-level-API (Programmierschnittstelle) fu¨r Graﬁkroutinen
bereitstellt. Die meisten modernen Graﬁkkarten unterstu¨tzen diesen Standard. OpenGL-
Schnittstellen gibt es fu¨r verschiedene Programmiersprachen, oft wird OpenGL unter
Python und C/C++ genutzt. Fu¨r die Programmiersprache Java gibt es beispielweise die
Anbindungen OpenGL4Java [oglb] und jOGL [jog]. Der Vorteil besteht darin, dass hard-
warenah programmiert werden kann und damit auch ein diﬀerenzierterer Einﬂuss auf Dar-
stellung und Verhalten genommen werden kann. Dies wirkt sich im Allgemeinen auch
positiv auf die Darstellungsgeschwindigkeit aus. Der Programmieraufwand ist allerdings
ho¨her.
Bei der Entwicklung des Simulationspaketes SpherePack wurde sowohl Java3D als auch
jOGL in Erwa¨gung gezogen. Beide Varianten wurden ausprobiert, wobei sich herausstellte,
dass jOGL im Bereich Rendering etwas leistungsfa¨higer ist, was sich vor allem in ﬂu¨ssigerer
Darstellung beim Rotieren der Ansicht bemerkbar machte. Die Interaktivita¨t muss im
Gegensatz zu Java3D allerdings gro¨ßtenteils selbst programmiert werden.
Vor allem aufgrund der ﬂu¨ssigeren Darstellung entschied sich die Autorin fu¨r jOGL. Die
Basis-Interaktivita¨t (Zoomen und Rotieren der Darstellung) konnte zudem zu¨gig imple-
mentiert werden. Eine Erweiterung ist bei Bedarf jederzeit mo¨glich.
5.2.3.5 Programmlogik
Das Simulationssystem ist projektorientiert ausgerichtet, d. h. fu¨r jede Simulationsaufgabe
wird ein eigenes Projekt mit einem deﬁnierten Projektnamen erzeugt. Zu einem Zeitpunkt
kann nur ein aktuelles Projekt bearbeitet werden, das parallele Abarbeiten von Projekt-
aufgaben ist nicht mo¨glich.
Als Simulationsaufgabe wird das Erzeugen einer Packung und deren gesamte Auswer-
tung mitsamt der Visualierung betrachtet. Fu¨r den Fall, dass der Benutzer kein eigenes
Projekt anlegt, ist ein Standardprojekt mit dem Namen
”
Project01“ vorgesehen, dessen
Daten aber u¨berschrieben werden ko¨nnen. Der Name des Projektes ist frei wa¨hlbar und
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wird als Pra¨ﬁx fu¨r den Namen jeder Ein- und Ausgabedatei verwendet. Die Unterscheidung
der Dateien erfolgt u¨ber durch Punkt abgetrenntes Suﬃx, welches sich an die Syntax der
unter Windows verwendeten Dateityperweiterungen anlehnt.
Die fu¨r die Bearbeitung eines Projektes notwendigen Parameter werden in einer Pro-
jektparameterdatei abgelegt, auf die alle Berechnungsmodule und die Benutzeroberﬂa¨che
zugreifen ko¨nnen. Diese Projektparameterdatei liegt als ASCII-Text vor und kann bei Be-
darf auch von Hand gea¨ndert werden. Innerhalb des Simulationssystems wird diese Datei
aber von der Benutzeroberﬂa¨che anhand der Eingaben des Benutzers erzeugt, so dass keine
manuelle A¨nderung notwendig ist. Fu¨r vom Benutzer nicht explizit angegebene Parameter
werden sinnvolle Standardwerte eingesetzt.
Die Gesamtgro¨ße der Simulationsumgebung einschließlich aller beno¨tigten Bibliotheken
betra¨gt ca. 76 MB. Das gesamte Simulationssystem kann somit auf einer CD ausgeliefert
werden. Da alle beno¨tigten Bibliotheken mitgeliefert werden, ist die Simulationsumgebung
direkt von CD aus lauﬀa¨hig, ohne dass etwas installiert werden muss.
5.2.4 Ausblick
Als na¨chste Schritte in der Softwareentwicklung sind die Entwicklung einer Skriptschnitt-
stelle, die Erweiterung der 3D-Funktionalita¨t um Picken (Auswahl von Elementen) und
die Darstellung von Schnittebenen durch die Packung geplant. Zusa¨tzlich soll implemen-
tiert werden, dass Projekte mehrere Packungsaufgaben enthalten ko¨nnen, so dass innerhalb
eines Projektes verschiedene Packungen miteinander verglichen werden ko¨nnen.
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6 Anwendungsfelder
6.1 Verhalten ikosaedrischer Cluster in amorpher Matrix
Es gibt von experimenteller Seite Hinweise darauf, dass es in ﬂu¨ssigen und amorphen
Metall-Legierungen in das Material eingebettete Cluster gibt, die sich vor allem in ihrer
kurzreichweitigen Struktur von der umgebenden Matrix unterscheiden. Ku¨rzlich sind
fu¨nfza¨hlige Symmetrien [RKD+00] und ikosaedrische Strukturen in ﬂu¨ssigen Metallen
[SHMS+02] gefunden worden. Diese Ergebnisse fachten die langanhaltende Diskussion
wieder an, ob das Ikosaeder eine mo¨gliche Strukturform einfach aufgebauter Flu¨ssigkeiten
darstellt [Spa00, Fra52].
Amorphe Metalle oder auch metallische Gla¨ser, die aus der ﬂu¨ssigen Phase durch Ab-
schrecken (sehr schnelles Abku¨hlen) entstehen, sollen laut Theorie strukturelle Merk-
male der Schmelze behalten und diese Merkmale, so hoﬀt man, ließen sich damit
”
ein-
frieren“. Die in verschiedenen metallischen Gla¨sern beobachtete Bildung quasikristalli-
ner Bereiche ko¨nnte eine Folge solcher wa¨hrend des Abku¨hlvorganges
”
eingefrorener“
ikosaedrischer Cluster darstellen. Es wurden stattdessen aber auch ultrakleine, normal-
kristalline Partikel in der Gro¨ßenordnung um 1 nm in Proben amorpher Metalle gefunden
[MKNE00, FI00, HHB+01, HMK+03]. Die Frage, ob es vorgeformte Cluster in ﬂu¨ssigen Me-
tallen gibt, ist fu¨r das Grundversta¨ndnis der Strukturierung von Flu¨ssigkeiten von großer
Bedeutung.
In Bezug auf amorphe Metalle ist bekannt, dass die Strukturierung auf der Nanoskala
einen merklichen Einﬂuss auf die makroskopischen Eigenschaften des Materials haben kann.
Die experimentelle Beobachtung von geclusterten Strukturen im Bereich um 1 nm ist sehr
schwierig, und es ist meistens notwendig, Modellrechnungen durchzufu¨hren, um die experi-
mentellen Ergebnisse angemessen einordnen zu ko¨nnen.
Es gibt eine ganze Reihe theoretischer Arbeiten u¨ber Strukturoptimierung und die Sta-
bilita¨t isolierter Cluster. Frank konnte zeigen [Fra52], dass ein Cluster aus 13 Atomen,
zwischen denen ein Lennard-Jones-Potential wirkt, dann am stabilsten ist, wenn die
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zwo¨lf Atome um das Zentralatom herum an den Ecken eines Ikosaeders angeordnet sind.
In einigen Simulationen [Dzu92, Dzu93] konnten lokale ikosaedrische Strukturen entdeckt
werden. Andere Simulationen, z.B. ab-initio Simulationen von ﬂu¨ssigem Eisen [AKG00],
ließen dagegen keinerlei solche Anordnungen erkennen. Da bei einigen dieser Simulationen
(vor allem bei ab-initio-Simulationen) die Anzahl der simulierten Teilchen oft auf nur weni-
ge hundert begrenzt ist, lohnt es sich, auch auf andere Simulationstechniken zuru¨ckzugrei-
fen. Eine Simulationstechnik, bei der die Teilchenzahl um Gro¨ßenordnungen ho¨her liegen
kann, ist die in dieser Arbeit vorgestellte Simulaton harter Kugeln mittels Force-Biased-
Algorithmus. Im folgenden Abschnitt soll der Force-Biased-Algorithmus zur Simulation des
Verhaltens vorgeformter ikosaedrischer Cluster in einer zufa¨lligen Matrix benutzt werden.
Zwei Systeme (A und B) von Kugeln werden bezu¨glich ihres Verhaltens bei Verdichtung
untersucht. Beide Systeme enthalten jeweils nges = 22000 Kugeln, von denen n1 = 20307
einen Radius von r1 = 1.0 besitzen und n2 = 1693 einen Radius von r2 = 0.902113.
Diese Radienunterschiede resultieren daraus, dass bei Anordnung gleich großer Kugeln mit
Radius r1 = 1.0 an den Ecken eines idealen Ikosaeders im Zentrum kein Platz mehr fu¨r
eine Kugel derselben Gro¨ße ist. Die Zentralkugel muss dadurch etwas kleiner sein als die
a¨ußeren Kugeln, ihr maximal mo¨glicher Radius betragt r2 = 0.902113.
Um die Bildung bzw. den Erhalt von ikosaedrischen Strukturen zu unterstu¨tzen, wurde
das Mengenverha¨ltnis der Kugeln so gewa¨hlt, dass es dem Verha¨ltnis im idealen Ikosa-
eder entspricht, d.h. auf eine kleinere Kugel kommen ca. 12 gro¨ßere Nachbarkugeln. Der
kleinstmo¨gliche ideale ikosaedrische Cluster entha¨lt n = 13 Kugeln. Werden um die a¨ußeren
Kugeln weitere Kugeln mit dem gro¨ßeren Radius platziert, so entstehen weitere Schalen.
Der na¨chste vollsta¨ndige ideale Ikosaedercluster entha¨lt n = 55 Kugeln, der u¨berna¨chste
n = 147 Kugeln usw.
In System A (Abb. 6.1 a) sind die Kugeln vo¨llig zufa¨llig verteilt und werden dann mit
Hilfe des FBA gepackt. Nur die Radienverha¨ltnisse und die Mengenverha¨ltnisse entsprechen
den oben genannten idealen Bedingungen fu¨r Ikosaeder.
In System B (Abb. 6.1 b) sind ikosaedrische Cluster vorgeformt, die eine Kugel mit
Radius r2 = 0.902113 im Zentrum haben und 12 Nachbarn mit Radius r1 = 1.0 um diese
Zentren herum. Das gesamte System entha¨lt 22000 Kugeln, von denen 9000 als zufa¨llige
Matrix um die Cluster herum angeordnet sind und 13000 in Clustern gebunden sind. Das
Anzahlverha¨ltnis von kleinen und großen Kugeln ist sowohl in der zufa¨lligen Matrix als
auch in den Clustern N(r2)/N(r1) = 1/12.
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Beide Systeme werden in Schritten von 0.05 von einem initialen Volumenanteil von
VV = 0.305 bis zu einem Volumenanteil von VV ≈ 0.64 gepackt. Zwischen den Kugeln,
die sich in einer ikosaedrischen Anordnung beﬁnden, wirken nur die Kra¨fte wie zwischen
allen anderen Kugeln auch, die Kugeln eines Clusters sind also nicht durch zusa¨tzliche
Wechselwirkungen miteinander verbunden. U¨ber die lokale Dichte – das Verha¨ltnis des
(a) System A ohne ikosaedrische Cluster (b) System B mit vorgeformten Ikosaedern
Abbildung 6.1: Systeme zur Untersuchung des Verhaltens ikosaedrischer Cluster.
Kugelvolumens zum Volumen der sie umgebenden Vorono¨ı-Zelle – werden die Systeme
A und B auf strukturelle Eigenschaften untersucht. Fu¨r die Bestimmung des Volumens der
Vorono¨ı-Zelle wurde ein Monte-Carlo-Algorithmus benutzt. Die Genauigkeit der Unter-
suchung ha¨ngt damit von der Anzahl der Testpunkte ab. Der statistische Fehler liegt bei
den folgenden Untersuchungen unter 0.3%.
Die lokale Dichte in einem regula¨ren Kugelsystem mit fcc-Struktur (bzw. mit hcp-
Struktur) betra¨gt fu¨r jede Kugel 0.74. In zufa¨llig dicht gepackten Systemen besitzt jede
Kugel eine andere lokale Dichte, die jedoch fu¨r das gesamte System um den Wert der globa-
len Dichte mit einer eingipﬂigen Verteilung schwankt. Ikosaedrische Anordnungen besitzen
eine Besonderheit: Die lokale Dichte der zentralen Kugeln betra¨gt 0.76 und liegt damit
ho¨her als die einer regula¨ren Struktur. In Abbildung 6.2 sind fu¨r beide Systeme die lo-
kalen Dichten der kleinen Kugeln sowohl fu¨r den initialen Volumenanteil VV = 0.305 als
auch fu¨r den Volumenanteil bei VV = 0.640 aufgetragen. Deutlich erkennbar ist, dass bei
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Abbildung 6.2: Vera¨nderungen der lokalen Dichte der kleineren Kugeln bei der Verdichtung. Die obere
Zeile zeigt System A (ohne Ikosaeder) bei der Anfangsdichte von VV = 0.305 (links) und bei einer
Dichte von VV = 0.640 (rechts), die untere Zeile System B (mit Ikosaedern) bei einer Dichte von
VV = 0.305 (links) und bei VV = 0.640 (rechts).
den initialen Konﬁgurationen die durchschnittliche lokale Dichte der kleinen Kugeln bei
ρloc ≈ 0.30 liegt, wobei das System mit den vorgeformten Ikosaedern einen zweiten, er-
wartungsgema¨ßen Peak bei ρloc = 0.76 zeigt. Dieser Peak zeigt die lokalen Dichten der in
ikosaedrischen Clustern gebundenen Zentralkugeln.
Bei den verdichteten Konﬁgurationen bei VV = 0.640 zeigt sich kein Unterschied mehr
zwischen dem zufa¨lligen System und dem System mit vorgeformten Ikosaedern. Die Ikosa-
eder haben sich aufgelo¨st (System A) bzw. es haben sich keine gebildet (System B). Die
Verteilung der lokalen Dichte zeigt einen schmalen Peak um ρloc ≈ 0.64, wobei die Peaks
fu¨r beide Systeme nahezu identisch sind. Die Hypothese, dass sich ikosaedrische Cluster
bei Verdichtung bilden ko¨nnten oder vorgeformte Cluster die Grundlage fu¨r eine Ausbil-
dung quasiperiodischer Strukturen bilden, kann durch diese Untersuchung nicht besta¨tigt
werden.
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6.2 Optimierung der Zusammensetzung metallischer
Gla¨ser
6.2.1 Motivation
Das Bernalsche Modell der Flu¨ssigkeiten wird ha¨uﬁg als Ansatz fu¨r die Struktur-
modellierung mehrkomponentiger Schmelzen und metallischer Gla¨ser benutzt. Es wird an-
genommen, dass Legierungen, die durch zufa¨llige dichte Hartkugelpackungen beschrieben
werden ko¨nnen, eine bessere Glasbildungsfa¨higkeit aufweisen, wenn sie in der Simulation
zu mo¨glichst hoher Dichte gepackt werden ko¨nnen. Metallische Gla¨ser sind spezielle Metall-
legierungen, die keine regelma¨ßige Kristallstruktur wie
”
normale“ Metalle ausbilden, son-
dern eine der Flu¨ssigkeit a¨hnliche, teilweise ungeordnete Struktur beibehalten. Sie ko¨nnen
strukturell auch mit unterku¨hlten Flu¨ssigkeiten verglichen werden. Einige dieser Materi-
alien besitzen spezielle Eigenschaften, viele haben eine sehr hohe Festigkeit und sind gleich-
zeitig sehr za¨h, was sie fu¨r bestimmte Anwendungsgebiete pra¨destiniert, andere besitzen
besondere magnetische Eigenschaften. Die Anwendungsfelder liegen besonders im techni-
schen und auch medizinischen Bereich.
Das Versta¨ndnis der Vorga¨nge bei der Bildung amorpher Legierungen wird durch die
Modellierung mit Hilfe der Computersimulation unterstu¨tzt. Zudem ist eine theoretische
Evaluierung potentieller Legierungen sinnvoll, weil es wesentlich kosteneﬃzienter als das
experimentelle Herstellen sa¨mtlicher in Frage kommender Legierungen ist. Nicht zuletzt las-
sen sich viele Legierungen nur sehr schwierig herstellen, so dass eine Vorauswahl geeigneter
Kandidaten durch Computermodelle den Umfang der experimentellen Suche deutlich ein-
schra¨nken kann. Ein vielversprechender Ansatz ist dabei die Optimierung der Zusammen-
setzung durch Simulation von Hartkugelpackungen, bei denen Radienverha¨ltnisse und
Zusammensetzungen so optimiert werden, dass mo¨glichst große Packungsdichten bei den-
noch zufa¨lliger Anordnung der Atome entstehen. Dadurch ko¨nnen potentiell glasbildende
Legierungen aus einer enormen Vielzahl an mo¨glichen Kandidaten fu¨r Glasbildung heraus-
geﬁltert werden. Die folgenden Untersuchungen zeigen verschiedene Optimierungsmo¨glich-
keiten, die im Ergebnis zu potentiellen glasbildenden Legierungen fu¨hren.
Fu¨r bina¨re Systeme harter Kugeln ha¨ngt die maximale Packungsdichte sehr stark vom
Radienverha¨ltnis und von der Zusammensetzung ab [CW87]. Je gro¨ßer die Freiheitsgrade
eines Systems sind, desto schwieriger wird es, solche Systeme zu optimieren. Es handelt
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sich bei diesem Problem um ein sogenanntes np-vollsta¨ndiges Problem, d.h. es ist nicht
mit polynomialem Aufwand zu bewa¨ltigen. Fu¨r solche Probleme gibt es eine Reihe von
Such- und Optimierungsstrategien. Je nach Anzahl der Freiheitsgrade werden verschiedene
Optimierungsverfahren eingesetzt.
Eine vollsta¨ndige Rastersuche (entspricht einem sogenannten brute-force-Verfahren) eig-
net sich nur fu¨r Systeme, die nicht mehr als zwei Freiheitsgrade besitzen, also auf den hier
behandelten Anwendungsfall bezogen nur fu¨r bina¨re Legierungen. Heuristische Suchverfah-
ren mit Zufallsstichproben aus dem gesamten Parameterraum lassen sich auch fu¨r Systeme
mit ho¨heren Freiheitsgraden einsetzten, jedoch ist die Anzahl der notwendigen Stichproben
sehr hoch und es ist niemals gesichert, dass ein globales Minimum gefunden wurde. Die
sich ergebenden Lo¨sungen sind maximal
”
gute“ Lo¨sungen, ob sie jedoch optimal sind, kann
nicht entschieden werden.
Fu¨r Problemstellungen, bei denen eine Funktion optimiert werden muss, von der keine
Ableitung gebildet werden kann bzw. die nicht mathematisch ausdru¨ckbar ist – in diesem
Fall handelt es sich bei der Abha¨ngigkeit der Packungsdichte von den Packungsparametern
um eine solche
”
Funktion“ – existieren dennoch Optimierungsverfahren. Ein solches Verfah-
ren ist der Downhill-Simplex-Algorithmus oder auchNelder-Mead-Simplex-Algorithmus
genannt. Im folgenden Abschnitt werden auf verschiedene zu optimierende Systeme unter-
schiedliche Strategien in Abha¨ngigkeit von der Anzahl der Freiheitsgrade angewandt.
6.2.2 Untersuchungen
6.2.2.1 System NdFeAl
Ein Beispiel fu¨r ein System mit zwei Freiheitsgraden ist ein dreikomponentiges System
mit festgelegten Radien, hier bestehend aus Neodym, Eisen und Aluminium. Diese Zusam-
mensetzung ist bezu¨glich der Herstellungsbedingungen, struktureller sowie magnetischer
Eigenschaften interessant [KER+03b, GMWK+04]. Ziel war es, Zusammensetzungen als
mo¨gliche Kandidaten fu¨r die Glasbildung zu ﬁnden. Nach Egami [Ega03] gibt es vier
Bedingungen, unter denen die Glasbildung gefo¨rdert wird:
. . . we found the following four conditions that would favor bulk metallic glass
formation:
1. Increase the atomic size ratio of the constituent elements.
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2. Increase the number of elements involved.
3. Increase the interaction between the small and large atoms.
4. Introduce repulsive interactions between small atoms.
Leitgedanke war dabei, dass eine sehr hohe Dichte bei immer noch zufa¨lliger Anord-
nung der Atome ein mo¨gliches Kriterium fu¨r eine Glasbildung ist. Die Zusammensetzung
Nd100−x−yFexAly ist also bezu¨glich der Parameter x und y zu optimieren, so dass sich eine
hohe Packungsdichte ergibt. Da es hier nur zwei Freiheitsgrade gibt, ist ein heuristisches
Suchverfahren, in diesem Fall eine Rastersuche, noch mo¨glich.
Abbildung 6.3 zeigt das Ergebnis dieser Suche, fu¨r jede u¨berpru¨fte Variation von x und
y steht ein Balken, die Ho¨he der Balken bezeichnet die erreichte Packungsdichte. Es ergab
sich hier ein klares Maximum fu¨r die Zusammensetzung Nd30Fe60Al10. Das Verha¨ltnis von
kleinster erreichter Dichte zu gro¨ßter erreichter Dichte liegt bei 0.903. Das bedeutet, dass
die ho¨chste Dichte fast um 10% dichter ist als die am wenigsten dicht gepackte Legie-
rung. Dieser Unterschied mag gering erscheinen, im Bereich der metallischen Legierungen
sind jedoch solche Dichteunterschiede enorm. Diese optimierte Zusammensetzung stimmt
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Abbildung 6.3: Vergleich der Dichten verschiedener Zusammensetzung.
gut mit experimentellen Resultaten u¨berein [KER+03a], einer sogenannten U-Phase mit
der Zusammensetzung Nd36(FeCo)60Al4. Dieses Ergebnis sta¨rkt die Annahme, dass Zu-
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sammensetzungen mit besonders hoher Packungsdichte besondere Eigenschaften aufwei-
sen. Ebenso ko¨nnte bestimmtes Verhalten beim Schmelzen oder Abku¨hlen, beispielsweise
das Ausscheiden mikrokristalliner Phasen in amorpher Matrix, durch Packungseﬀekte be-
stimmter Anteile der Zusammensetzung erkla¨rt werden.
6.2.2.2 Fu¨nfkomponentige Systeme
Als na¨chstes wird ein fu¨nfkomponentiges System betrachtet, welches acht Freiheits-
grade besitzt. Ein beliebiges fu¨nfkomponentiges System la¨sst sich allgemein mit
AkBlCmDnE1−k−l−m−n bezeichnen. Die Freiheitsgrade ergeben sich aus den Anteilen der
Kugel- bzw. Atomsorten, die durch die Parameter k, l,m und n gegeben sind. Die Radien-
verha¨ltnisse der Kugelsorten rA/rE, rB/rE, rC/rE und rD/rE spielen ebenfalls eine große Rolle,
sie ergeben weitere vier Freiheitsgrade.
Teilt man die mo¨glichen Atomradien verschiedener Metalle in fu¨nf Gruppen mit ﬁxierten
Radien ein, so kann die Komplexita¨t der Suche etwas verringert werden, da dann nur
noch vier Freiheitsgrade u¨brig bleiben. Die Tabelle 6.1 zeigt die Gruppierung verschiedener
Metallradien zu den Gruppen A, B, C, D, und E. Fu¨r die heuristische Suche wurden 100
Kugelsysteme mit jeweils 10000 Kugeln erzeugt. Die Radien der Kugeln entsprechen den
in Tabelle 6.1 angegebenen normalisierten Radien. Die Anteile A, B, C, D und E wurden
durch einen Zufallsgenerator ermittelt, auf die Gesamtanzahl von 10000 Kugeln normiert
und auf ganzzahlige Anteile gerundet. Diese Systeme wurden jeweils mit dem FBA gepackt,
wobei die Parametrisierung des FBA so erfolgte, dass sich mo¨glichst hohe Volumenanteile
(Dichten) ergeben.
Gruppe Atomradien (pm) normalisierte Radien Vertreter
A 124-125 0.625 Cr, Fe, Co, Ni
B 143-146 0.725 Al, Nb, Ta, Au, Ag, Ti
C 159-164 0.800 Zr, Mg, Sc, In
D 178-181 0.900 Y, Gd, Sm, Nd, Pr
E 198-215 1.000 Ca, Eu, Sr, Ba
Tabelle 6.1: Einteilung der Metallatomradien in fu¨nf Gruppen
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Es ergab sich eine Spanne in den erreichten Volumenanteilen von VV,min = 0.6485 bis
VV,max = 0.6562, was einer Diﬀerenz von weniger als 2% entspricht. Der Mittelwert lag bei
µ = 0.6523 und die Standardabweichung bei σ = 0.001815. Diese Werte ko¨nnen jedoch
nicht direkt in Massediﬀerenzen realer Legierungen umgerechnet werden, weil in diesem
Fall noch die speziﬁschen Atommassen der beteiligten Metalle beachtet werden mu¨ssen.
Abbildung 6.4 zeigt die sogenannten atomic size distribution plots fu¨r die beiden Systeme
mit der geringsten (grau) und der ho¨chsten (schwarz) gefundenen Dichte. Dieses Diagramm
a¨hnelt den in [SM03] gezeigten atomic size distribution plots fu¨r massive metallische Gla¨ser
auf Zirkonbasis. Das hier gezeigte Diagramm 6.4 gibt einen Eindruck von der Variabilita¨t
der Zusammensetzung und ihrem Einﬂuss auf die erreichte Packungsdichte wieder. Dennoch
ist es nicht gesichert, ob diese Ergebnisse schon repra¨sentativ fu¨r das ganze Spektrum
mo¨glicher Fluktuationen sind. Die Anzahl mo¨glicher Variationen ist – auch bei ﬁxierten
Radien – immer noch enorm hoch, die hier untersuchten 100 Systeme sind im Vergleich
zur Gro¨ße des Parameterraumes extrem wenig.
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Abbildung 6.4: Zusammensetzungen mit der geringsten (grau, VV,min = 0.6485) und der ho¨chsten
(schwarz, VV,max = 0.6562) Packungsdichte von 100 zufa¨lligen fu¨nfkomponentigen Zusammensetzun-
gen mit fixierten Radien.
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Aus diesem Grund wurde ein Optimierungsalgorithmus, das sogenannteNelder-Mead-
Simplexalgorithmus eingesetzt [NM65] (auch Downhill-Simplexverfahren genannt), um vor-
gegebene Konzentrationen zu optimieren. Der Nelder-Mead-Simplexalgorithmus ist eine
nummerische Methode, mit der vor allem fu¨r Funktionen, bei denen keine Ableitung ge-
bildet werden kann, Extremwerte gefunden werden ko¨nnen. Im vorliegenden Fall kann
natu¨rlich keine Funktion aufgestellt werden, die fu¨r eine bestimmte Konzentration eine
bestimmte Packungsdichte liefert, da ja jedes Kugelsystem eine Zufallsgro¨ße darstellt. Es
kann aber ein
”
Funktionswert“ – die Packungsdichte – empirisch durch den FBA bestimmt
werden.
Zu Beginn werden (f + 1) Parametersa¨tze gebildet, wobei f die Anzahl der Freiheits-
grade bezeichnet. Diese Parametersa¨tze bilden jeweils die Eckpunkte eines Simplex im
f -dimensionalen Raum. Im zweidimensionalen Raum (d. h. fu¨r Systeme mit f = 2 Frei-
heitsgraden) ist der Simplex ein Dreieck (siehe Bild 6.5). Fu¨r ein n-komponentiges System
wu¨rden sich f = 2(n−1) Simplexpunkte ergeben. Fu¨r jeden Parametersatz (Simplex) wird
ein Funktionswert (die Packungsdichte) ermittelt. Die Simplexpunkte werden dann nach
ihrem Funktionswert geordnet.
Der Simplexpunkt mit dem besten Ergebnis wird in jedem Fall beibehalten. Der Simplex-
punkt mit dem schlechtesten Ergebnis dagegen wird durch einen neuen Punkt ersetzt. Die-
ser ergibt sich daraus, dass der schlechteste Punkt (im Bild P3) am Schwerpunkt zwischen
den anderen Punkten gepiegelt wird, wobei dort noch mittels eines Faktors α gestreckt
oder gestaucht werden kann.
Dann wird der Funktionswert fu¨r den neuen, gespiegelten Punkt Pref berechnet. Ist der
gespiegelte Punkt Pref besser als der schlechteste P3, aber nicht besser als der beste, so
wird der schlechteste durch den gespiegelten Punkt Pref ersetzt und das Verfahren mit
einer neuen Iteration fortgesetzt. Ist er jedoch besser als der bisher beste Wert, so wird ein
weiterer Punkt Pexp erzeugt, der um den Faktor γ weiter in die eingeschlagene Richtung
zeigt, d. h. es ﬁndet eine Expansion mit einem Faktor γ statt. Ist der expandierte Punkt Pexp
wiederum besser als alle bisherigen, so wird der schlechteste Punkt durch diesen ersetzt;
im Fall dass der expandierte Punkt Pexp schlechter ist als der reﬂektierte Pref , so wird der
schlechteste durch den reﬂektierten Punkt Pref ersetzt.
Es kann auch vorkommen, dass der neue Punkt schlechter als der bisher schlechteste ist,
dann wird er verworfen. Der bisherige Simplex wird dann um den bisher besten Punkt mit-
tels eines Faktors β zusammengezogen (Kontraktion), danach erfolgt eine neue Iteration.
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Das Ganze fu¨hrt dazu, dass sich der Simplex Iteration fu¨r Iteration um das gesuchte
Maximum bzw. Minimum
”
zusammenzieht“. Wenn eine genu¨gend gute Na¨herung gefunden
ist, wird der Algorithmus abgebrochen. Der Faktor α fu¨r die Reﬂexion wird meist auf α = 1
gesetzt, fu¨r die Kontraktion auf β = 1/2 und fu¨r die Expansion auf γ = 2. Die Prozedur ist
in Abbildung 6.5 fu¨r ein System mit zwei Freiheitsgraden schematisch gezeigt.
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(b) (d)
Abbildung 6.5: Schritte im Nelder-Mead-Simplex-Algorithmus: (a) - Simplex aus drei Parametersa¨tzen,
(b) - Reflexion von P3 nach Pref , (c) - Expansion von Pref zu Pexp, (d) Kontraktion von Reflexion
von P3 nach Pcon.
Da die Packungsdichte nur eine stochastische Approximation an die (unbekannte) zu
optimierende Zielfunktion darstellt, mu¨ssen zufa¨llige Schwankungen beachtet werden. Das
Nelder-Mead-Simplexverfahren kann dadurch auf Werte optimieren, die weit von loka-
len oder globalen Extremwerten entfernt sind. Eine Methode, das zu verhindern, ist das
sogenannte threshold accepting [GW03, Win01], ein Schwellenakzeptanzverfahren. Die in
einer Iteration erzielten Funktionswerte du¨rfen geringfu¨gig schlechter als die Werte der
vorigen Iteration sein, wie groß die Verschlechterung sein darf, bestimmt der Schwellwert
(threshold). Um die Konvergenz zu sichern, wird der Schwellwert schrittweise bis auf Null
verringert.
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Auf drei ausgewa¨hlte Zusammensetzungen mit ihren bekannten Packungsdichten wurde
der Nelder-Mead-Simplexalgorithmus angewandt. Die drei Zusammensetzungen wurden
aus den zufa¨lligen 100 der vorigen Untersuchung so ausgewa¨hlt, dass sie sich sich quantita-
tiv am sta¨rksten unterschieden. Da diese Systeme mit ihren ﬁxierten Radienverha¨ltnissen
vier Freiheitsgrade aufweisen, besteht der notwendige Simplex aus fu¨nf Punkten. Damit
mu¨ssen fu¨r jeweils ein zu optimierendes System vier weitere mit fast der gleichen Zusam-
mensetzung erzeugt werden. Die nachfolgende Optimierung durch den Nelder-Mead-
Simplexalgorithmus brachte fu¨r alle drei Systeme eine Verbesserung der Zusammensetzung,
allerdings sind die Verbesserungen in ihrer Sta¨rke sehr unterschiedlich.
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Abbildung 6.6: Zusammensetzungen vor (grau) und nach (schwarz) der Optimierung mit dem
Nelder-Mead-Verfahren.
Ein System mit konkaver Zusammensetzung (Bild 6.6 a) konnte nur von 0.655 auf 0.657
verbessert werden. Das System mit konvexer Zusammensetzung (Bild 6.6 a) konnte dagegen
deutlicher von 0.650 auf 0.660 verdichtet werden. Das dritte System (Bild 6.6 c) mit glei-
chen Anteilen aller beteiligten Komponenten ließ sich schlecht optimieren, es wies nur ein
schwaches lokales Maximum mit einer Packungsdichte von 0.655 gegenu¨ber dem Ausgangs-
wert von 0.653 auf. Wieder a¨hnelt der atomic size distribution plot der optimierten Systeme
dem des zirkonbasierten massiven metallischen Glases aus [SM03]. Das beste bei der heuris-
tischen Suche gefundene System mit der Zusammensetzung von A36.8B30.2C6.3D4.7E22.0 ließ
sich durch den Nelder-Mead-Simplexalgorithmus nicht verbessern. Das kann ein Hinweis
darauf sein, dass die heuristische Suche hier zufa¨llig ein lokales Maximum gefunden hat.
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6.3 Poro¨se Werkstoffe in der Mikroelektronik
Dichte Kugelpackungen ko¨nnen nicht nur als Modell fu¨r Systeme benutzt werden, bei denen
die Kugeln Elemente des Ko¨rpers repra¨sentieren und der Platz zwischen ihnen Vakuum
oder Gas – je nach Simulation und Gro¨ßenskala – bedeutet. Die Kugeln ko¨nnen auch
Leerstellen kennzeichnen, zum Beispiel die Poren in poro¨sen Stoﬀen. Viele poro¨se Werk-
stoﬀe besitzen in Abha¨ngigkeit von den physikalischen Eigenschaften des Stoﬀes nahezu
kugelfo¨rmige Poren. Dabei ko¨nnen oﬀenporige und geschlossenporige Werkstoﬀe unter-
schieden werden. Die Simulation mit dichten Kugelpackungen ist besonders fu¨r geschlos-
senporige Systeme geeignet. Durch Adaption des Modells ko¨nnen aber auch oﬀenporige
Systeme simuliert werden.
Ein spezieller Anwendungsbereich ist die Entwicklung neuartiger Dielektrika fu¨r die
Mikroelektronik. Aufgrund der rasanten Miniaturisierung der letzten Jahrzehnte ergibt
sich das Problem, dass durch die immer kleiner werdenden Absta¨nde der Leiterbahnen die
Kapazita¨t zwischen diesen stark ansteigt. Der Anstieg dieser sogenannten
”
parasita¨ren“
Kapazita¨t fu¨hrt zu einer Verlangsamung der Schaltprozesse, auch R-C-Delay genannt. Der
Einsatz verbesserter Isolationsmaterialien mit mo¨glichst niedrigem Dielektrizita¨tskoeﬃzi-
enten, im englischen Sprachraum auch oft als low-k dielectrics bezeichnet, ko¨nnte den Auf-
bau parasita¨rer Kapazita¨ten bremsen. Den idealen k-Wert (Dielektrizita¨tskoeﬃzient) von
k = 1 besitzt das Vakuum, diesen Umstand versucht die sogenannte Air-Gap-Technologie
zu nutzen. Problematisch ist dabei jedoch die mechanische Besta¨ndigkeit solcher Schalt-
kreise, die nie die Stabilita¨t von mit massiven Dielektrika isolierten Schaltkreisen erreichen.
Aus diesem Grund versucht die Forschung, die Isolationseigenschaften massiver Dielektrika
durch Einbringen von luft-, gas- oder vakuumgefu¨llten Poren zu verbessern. Zur Zeit liegen
die Dielektrizita¨tskoeﬃzienten industriell eingesetzter Dielektrika bei ca. k = 3 (siehe Ta-
belle 6.2). Poro¨se Dielektrika besitzen deutlich niedrigere k-Werte als massive Dielektrika.
Je gro¨ßer die Porosita¨t, desto besser der k-Wert. Leider sinkt beim Einbringen von Poren in
das Material auch die mechanische Stabilita¨t dieser Werkstoﬀe, so dass eine ausgleichende
Optimierung dieser entgegengesetzten Anforderungen notwendig ist.
Durch Simulation kann die optimale Porenverteilung ermittelt werden. Daraus ko¨nnen
mechanische, thermische und andere Eigenschaften simulierter Dielektrika abgeleitet wer-
den. Fu¨r die Scha¨tzung dieser Eigenschaften ist die Analyse der simulierten Porenmateria-
lien mit Methoden der stochastischen Geometrie von großem Nutzen. Beispielsweise lassen
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Dielektrikum k-Wert
Vakuum 1
Papier 1.4
massives SiO2 3.9
poro¨ses SiO2 ≤ 2.7
Tabelle 6.2: Dielektrizita¨tskonstanten einiger Werkstoffe
sich damit Aussagen u¨ber theoretische Diﬀusionskonstanten, Flugzeiten von Partikeln im
Porenraum und speziﬁsche Oberﬂa¨chen – wichtig fu¨r die Reaktionsfreudigkeit von Mate-
rialien – gewinnen.
Der erste Schritt auf dem Weg zur Optimierung dielektrischer Materialien besteht in
der Auswertung experimenteller Daten zur Struktur nanoporo¨sen Siliziums und in der
Abscha¨tzung des Typs und der Parameter der Poren fu¨r das zu erstellende Modell. Be-
trachtet werden sollen hierbei die Ergebnisse einer von Fru¨hauf et. al. in [FSPS03] durch-
gefu¨hrten Untersuchung. Die dort untersuchten Proben wurden durch einen spin-on Sol-
Gel-Prozess auf der Basis von Tetraethoxysilane (TEOS) als Siliziumquelle hergestellt. Die
Proben besitzen eine Dicke von 300 nm bis 500 nm, und einen Dielektrizita¨tskoeﬃzienten
von k = 2.1, die Porosita¨t liegt bei etwa 50% und der mittlere Porendurchmesser bei 6.8 nm
[FSPS03, HHM+03]. Das Verha¨ltnis von oﬀenen zu geschlossenen Poren und das Verhalten
wa¨hrend des Herstellungsprozesses ist dabei nicht bekannt.
Abbildung 6.7 (a) zeigt einen Ausschnitt aus einer Transmissions-Elektronen-
Mikroskopie-Aufnahme (TEM). Erkennbar ist, dass die Poren eine spha¨rische Form be-
sitzen. Die Gro¨ßenverteilung der Poren wurde aus den TEM-Aufnahmen u¨ber die Hough-
Transformation, eine Methode der digitalen Bildverarbeitung, gescha¨tzt. Das Grauwertbild
wurde binarisiert, um die dunkleren Poren vom hellgrauen Hintergrund zu trennen. Mit-
tels Hough-Transformation wurden alle geschlossenen, elliptischen dunklen Bereiche als
Poren herausgeﬁltert. Artefakte konnten durch Beachtung der Randbegrenzung potentiel-
ler Poren reduziert werden. Durch Rekonstruktion der Zentren und Durchmesser konnte
die Gro¨ßenverteilung der Poren bestimmt werden. Eine leichte U¨berscha¨tzung des Anteils
großer Poren ru¨hrt daher, dass teilweise nicht zwischen großen Poren und zusammenge-
ballten kleineren Poren unterschieden werden kann. Zusa¨tzlich wird die Anzahl kleinerer
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Poren unterscha¨tzt, weil die ra¨umliche Auﬂo¨sung des TEM begrenzt ist. Das Ergebnis
dieser Untersuchungen ist in Abbildung 6.7 (b) zu sehen.
(a) TEM-Aufnahme
2 4 6 8 10 12 14
Durchmesser HnmL
0
50
100
150
200
H
äu
fi
gk
ei
t
(b) Histogramm der Porendurchmesser
Abbildung 6.7: Poro¨ses Silizium-Aerogel, links TEM-Aufname (mit freundlicher Genehmigung
von S. Fru¨hauf), rechts u¨ber digitale Bildverarbeitung gescha¨tzte Porengro¨ßen als Histogramm.
Die Probe wurde ebenfalls mittels Kleinwinkelstreuung analysiert [HHM+03]. Abbildung
6.8 zeigt die experimentellen Daten (Punkte) sowie die theoretische Kurve, die einer frak-
talen Gro¨ßenverteilung (blau gestrichelte Gerade) entsprechen wu¨rde sowie eine Kurve
(rot durchgezogen), die einer Potenzverteilung der Porendurchmesser entspricht. Die ex-
perimentellen Daten sind proportional zu q−2.8 im Bereich 0.5nm−1 ≤ q ≤ 1.5nm−1, was
fu¨r eine fraktale Verteilung spra¨che [Sch89, Mar86], wenn sich dieses Verhalten u¨ber min-
destens drei Gro¨ßenordnungen von q erstrecken wu¨rde, dies ist aber nicht der Fall. Das
Verhalten der experimentellen Daten spricht dagegen eher fu¨r eine gestutzte Potenzvertei-
lung (6.1). Dieser Annahme folgend konnten die Parameter r1 = 1 nm, r2 = 6 nm und
a = −3.6 bestimmt werden.
f(r) =


c
(
r
rmax
)a
r1 ≤ r ≤ r2
0 sonst
(6.1)
Der Wert fu¨r die maximale Porengro¨ße von 2r2 = 12 nm stimmt mit ellipsometrischen
Untersuchungen [FSPS03] u¨berein. Weil keine Aussagen u¨ber den Grad der Oﬀenporigkeit
mit den eingesetzten Untersuchungsmethoden erhalten werden konnte, sollen Computersi-
mulationen des beschriebenen Modells Aufschluss daru¨ber bringen.
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Abbildung 6.8: Kleinwinkelstreudaten.
Unter allen genannten Voraussetzungen wurde ein mit dem FBA erzeugtes Hartkugel-
modell fu¨r die Poren in der Siliziummatrix entwickelt. Eine Potenzverteilung der Poren nach
(6.1) wurde angenommen. Die Oﬀenporigkeit kann durch Skalieren der Hartkugelradien
erreicht werden, so dass ein Kirsch-Kern-Modell mit teilweise untereinander verbundenen
Poren entsteht.
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Abbildung 6.9: Abha¨ngigkeit der erreichten Porosita¨t vom Exponenten a, die erreichten Porosita¨ten
sind gemittelte Werte.
Zuna¨chst wird das Hartkugelmodell bezu¨glich der gro¨ßtmo¨glichen Porosita¨t, was in die-
sem Fall der gro¨ßtmo¨glichen Packungsdichte der Kugeln entspricht, und im Hinblick auf
den entsprechenden Exponenten untersucht. In Abbildung 6.9 ist fu¨r Exponenten im Be-
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reich −2.5 ≤ a ≤ −4.5 die entsprechende erreichte Porosita¨t P aufgetragen. Die fu¨r einen
bestimmten Exponenten erreichbare Porosita¨t variiert leicht, wobei keine starken A¨nde-
rungen im beobachteten Parameterbereich auftraten. Ein Maximum ergab sich fu¨r den
Exponenten a = −3.3, was ebenfalls mit experimentellen Daten (a ≈ −3.6) in U¨berein-
stimmung steht. Eine entsprechende Realisierung eines solchen Modells mit r1/r2 = 10,
P = 0.70 und a = −3.3 ist in Abbildung 6.10 (a) zu sehen. Weil benachbarte Poren einan-
(a) Geschlossenporiges System (b) Offenporiges System
Abbildung 6.10: Simulierte Porensysteme mit einer Kantenla¨nge von 150 nm und potenzverteilten
Durchmessern (6.1) mit a = −3.3 und einer Porosita¨t von P = 0.70 (links) und P = 0.766 (rechts).
der beru¨hren, gibt es Bereiche im Modell, wo die Dicke des Basismaterials kleiner als die
Ausdehnung eines atomaren Bausteins des Materials wa¨re. Die Mindestdicke sollte also,
wenn man Siliziumdioxid als Basismaterial annimmt, in der Gro¨ßenordnung eines einzel-
nen SiO4-Tetraeders liegen. Diese Bedingung erfordert die Vera¨nderung des Modells in der
Weise, dass das Modell oﬀenporig wird. Ein solches oﬀenporiges Modell ist in Abbildung
6.10 (b) zu sehen.
Um nun die Dielektrizita¨tskonstante eines solchen poro¨sen Systems berechnen zu ko¨nnen,
wird als erste Na¨herung eine direkte lineare Abha¨ngigkeit der Dielektrizita¨tskonstante von
der Porosita¨t P nach Formel (6.2) angenommen.
k = km(1− P ) + k0P (6.2)
Der Wert k0 = 1 bezeichnet dabei die Dielektrizita¨tskonstante des Vakuums, fu¨r mas-
sives Silizium wird der Wert km = 3.91 (aus [cry]) angenommen. Angewendet auf das
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hier entwickelte Modell wu¨rde das fu¨r poro¨ses Silizium eine Dielektrizita¨tskonstante von
kSiO2,por = 1.9 ergeben, was einen a¨ußerst guten Wert bezu¨glich der Anwendung in moder-
nen Prozessorschaltkreisen darstellen wu¨rde.
Das Ansteigen der Porosita¨t bedingt aber auch eine Verschlechterung der mechanischen
Eigenschaften. Wenn das Basismaterial als isotrop betrachtet wird, kann das mit Poren
durchsetzte Material durch zwei unabha¨ngige Elastizita¨tsmoduli charakterisiert werden.
Es existiert Literatur u¨ber die Ableitung von Formeln fu¨r die Berechnung eﬀektiver Elas-
tizita¨tsmoduli heterogener Materialien [KP89]. Das composite sphere assemblage model,
welches in [Has62] entwickelt wurde, stimmt mit dem Hartkugelmodell u¨berein und fu¨hrt
zu exakten Ausdru¨cken fu¨r die Moduli. Abbildung 6.11 zeigt das Verhalten der drei Ma-
terialkonstanten Elastizita¨tsmodul, Schermodul und Kompressionsmodul in Abha¨ngigkeit
von der Dielektrizita¨tskonstante k, die sich durch die Porosita¨t ergibt. Fu¨r technologisch
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Abbildung 6.11: Beziehungen zwischen den mechanischen Materialeigenschaften und dem k-Wert, der
wiederum von der Porosita¨t abha¨ngt.
einsetzbare Dielektrika gelten Mindestanforderungen an die mechanischen Eigenschaften.
Wu¨rde man fu¨r das Schermodul 5 GPa als untere Grenze ansetzen, ko¨nnte man nach
Abb. 6.11 eine Dielektrizita¨tskonstante von k = 2 erreichen. Eine weitere Verringerung der
Dielektrizita¨tskonstanten durch Erho¨hung der Porosita¨t ist mit der Forderung von min-
destens 5 GPa fu¨r den Schermodul mit poro¨sem SiO2 nicht erreichbar. Mit Hilfe dieser
Untersuchungen kann fu¨r potentielle Basismaterialien fu¨r poro¨se Dielektrika die maximal
mo¨gliche Verbesserung der Dielektrizita¨tskonstanten bei gegebenen Anforderungen an die
mechanischen Eigenschaften abgescha¨tzt werden.
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