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Abstract
After recalling the denition of decidability and universality, we rst give a survey of results on
the as exact as possible border betweeen a decidable problem and the corresponding undecidablity
question in various models of discrete computation: diophantine equations, word problem, Post
systems, molecular computations, register machines, neural networks, cellular automata, tiling
the plane and Turing machines with planar tape. We then go on with results more specic
to classical Turing machines, with a survey of results and a sketchy account on technics. We
conclude by an illustration on simulating the 3x + 1 problem. c© 2000 Elsevier Science B.V.
All rights reserved.
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1. Introduction
A problem is a question raised about objects of a given set. Accordingly, as it is
done in the theory of recursivity, we can formally dene a problem as a subset of
a x set, the universe of discourse, most often the set of natural integers, N. Let P
be a problem in that new meaning. An element of set P is called an instance of
problem P, or simply, an instance of P. Such a problem is called decidable if and
only if it is the domain of a recursive function. In other words, there is an algorithm A
which for any n2N says yes if n2P and no if n 62P.
A problem is undecidable if it is not decidable, that is if there is no algorithm for
deciding the problem.
The rst problem to be shown undecidable was the Entscheidungsproblem. This
was done in Turing’s foundational paper [108], in 1936. The proof is very similar to
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the undecidability proof of another basic undecidable problem, the halting problem of
Turing machines. Informally, the question is, is there an algorithm H such that for
any algorithm A and any data w; H applied to w and a description of A says yes
if the computation of A on w comes to an end, and no if this is not the case. As-
suming that it is possible to describe algorithms, let us x such a description which
allows to consider prog(u) if u is the description of a program. Using encodings, it
is always possible to consider any word u as the description of a unique program.
Our question is now, is there an algorithm H which, applied to u and v, would de-
cide whether or not prog(u) applies on word v, with H (u; v)= 1 if halting, H (u; v)= 0
if not?




1 if H (w; w)= 0;
1 if H (w; w)= 1:
Applying B to hBi, the description of B itself, we get that B halts on hBi if and
only if B does not halt on hBi.
In this case, the undecidability of the halting problem is obtained by a simple diag-
onal argument and seems to depend on the fact that our problem is indeed a subset of
N2. This is not the case, as it is well known.
Indeed, in the same foundational paper of 1936, Turing introduces the notion of
a universal machine. Given a xed description of machines, we say that machine U is
universal if and only if for all words w and any machine M of the considered class of
machines, U applied to (hM i; w) halts if M halts on w and then gives the same result
as M and does not halt on that word if M does not halt its computation when started
on w.
It is now easy to see that if U is universal in the class of all Turing machines, the
halting problem for U alone is undecidable. If it were decidable, the halting problem
for the class of all machines would also be decidable: apply the halting algorithm for U
if any on (hM i; w).
We have here a proof by reduction of a problem to another one and this is an
important way of showing problems to be decidable or to be undecidable.
In his foundational paper of 1936, Turing constructed a universal machine for the
class of all machines he introduced, the class of all Turing machines. Of course, this
is a bare hand proof of universality.
We are now near to the problematics of the frontier between decidability and unde-
cidability.
If we consider the class of all Turing machines, the halting problem is undecidable.
If we restrict the class, it may turn out to be decidable, because the diagonal argument
is no more in action. If the restricted set still contains a universal machine (for the
whole class), then the halting problem is still undecidable. But if there is no universal
Turing machines, what happens?
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For restricting the class, we can introduce a decidable predicate, call it a criterion,
sharing the considered set of Turing machines in two disjoints parts: in the rst one,
all machines have a decidable halting problem; in the second part, there are innitely
many universal machines. In our third section, we shall consider more precise criteria.
In the next section, we give a survey of very connected problems arising in other
models of discrete computations.
2. Decidability versus undecidability in other settings
We do not claim here to cover all aspects of the problem. There is, for instance,
a very interesting survey on the topics in [27] and also in [1]. The rst one deals
mainly with denability problems in logical theories. As an example among a huge
number: the 98-theory of periodic semi-groups is decidable but the 92-1-CNF-theory
is undecidable [29]. The second reference [1] deals with similar results in the eld of
group semi-group theories and solvability problems for equations in words. As an ex-
ample, the positive 989-theory in a free semi-group is undecidable, while the positive
98-theory of a free semi-group is decidable [22].
Here, we shall deal with diophantine equations, the word problem, Post systems,
molecular computations, register machines, neural networks, cellular automata, tiling
the plane and Turing machines with a planar tape. In the next section, we shall go
back to Turing machines with a single tape.
2.1. Diophantine equations
Recall that a diophantine equation, is an equation of the following form:
P(x1; : : : ; xk)= 0 (E)
where P 2Z(X1; : : : ; Xk). In 1900, in his famous address to the Congress of mathe-
maticians held in Paris, Hilbert asked as a tenth problem in a series of twenty-three he
gave in his speech: is there a general method for solving (E) when P is an arbitrary
polynomial with integer coecients. The answer came in 1970 by Yuri Matiyasevich
making the last and decisive step in an attempt started in the last forties by Putnam,
then Davis, then Julia Robinson. The answer is no, because by suitable encodings, it
is possible to simulate the computation of a Turing machine: again the general halting
problem reduces to the considered problem. Accordingly, there are universal polyno-
mials, giving rise to universal diophantine equations.
It is interesting to notice, that there is a kind of Mariotte law on the degree and
number of variables of universal polynomials. Matiyasevich started a study of this
phenomenon and his work was continued by Jones and other authors. Here is Jone’s
table (1982) taken from Matiyasevich’s book on the Tenth Hilbert problem [36, 67]
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(see also [68]):
4; 58 8; 38 12; 32 16; 29 20; 28
24; 26 28; 25 36; 24 96; 21 2668; 19
2:10:5; 14 6:6 1043; 13 1:3 1044; 12 4:6 1044; 11
8:6 1044; 10 1:6 1045; 9
with d; v as degree and number of variables.
If we relax the conditions on one parameter, it is easy to see from the above table,
starting from degree 4, that there are always universal polynomials of the considered
degree and that, on another hand, starting from 9 variables, there are always universal
polynomials with that degree.
The rst result is an easy corollary of a remark by Skolem in the twenties: given
polynomial P, there is another polynomial Q of degree 4 such that the solutions of
the diophantine equation associated to P are easily transformed into solutions of the
diophantine equation associated to Q.
The second result, a much more dicult one, was obtained by Yuri Matiyasevich
in 1975.
What can be said on the other side of the frontier?
There are much less results: equations with degree one and two have a decidable
solvability. The second result is a dicult one proved by Siegel in 1972, involving
much arithmetics.
A last remark on universal polynomials: their existence was rst proved by simu-
lating recursive partial functions. Later, Matiyasevich used an encoding of Turing ma-
chines [65] and still later, he gave a shorter proof, strongly reducing the non-arithmetic
part by simulating register machines [66].
In [68], many informations are indicated on universal polynomials, providing also
various criteria for estimating the frontier between decidablilty and undecidability.
2.2. The word problem
Consider a nite alphabet, say A, and let A denote the set of all nite words on
alphabet A. The operation of concatenation is naturally dened on A, which allows to
consider A as a semi-group. Let R a nite subset of A A, the elements of which
are called the relations. Couple hA; Ri is called a Thue system. Elements w1 and w2
of A are said equivalent in hA; Ri if and only if there is a factorization of w1 and w2
say w1 = xuy and w2 = xvy such that (u; v)2R or (v; u)2R. Denote  the transitive
closure of the just dened equivalence. The word problem consists in the following:
given w1; w2 2A, is it possible to decide whether or not w1w2?
In 1947, Markov and Post independently proved that the problem is undecidable
[60, 88]. Markov’s construction involves an explicit Thue system with an alphabet of
13 letters and 33 relations. Later, in 1956, Tsejtin found an encoding of the preceed-
ing system providing a new undecidable Thue system with a 6-letter alphabet and
7 relations, [107]. The result was also independently found by Scott [98]. In 1967,
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Matiyasevich succeeded to nd out a smaller undecidable Thue system: 3 relations
on a two-letter alphabet [63, 64]. This is the best known result. The questions with
two relations or even a single one remain open up to now. Much work was done
on the one-relation problem, see [1] for a very interesting survey on word problems
and[115, 116] for recent advances.
It should be noticed that in the case of groups, the same problem with a single
relation was shown to be decidable by Magnus in 1932 [48]. The unsolvability of the
general problem for groups was established by Novikov in 1955 [76].
2.3. Post systems
Not far from the word problem for Thue systems is a classical problem of com-
putability: Post correspondance problem, in short, PCP. Post, whose name was above
quoted for Thue systems, was always interested in nding out small systems involving
complex computations, possibly undecidable ones.
PCP is the following problem: data are a nite alphabet A and a nite sequence of
couples of words in A: (u1; v1); : : : ; (un; vn); the question is: is there a nite sequence
fijg with ij 2f1::ng, such that ui1 : : : : :uik = vi1 : : : : :vik .
Usually, PCP(n) denotes the same problem with a sequence of n couples. It is trivial
that PCP(1) is decidable. It is not at all that trivial that PCP(2) is also decidable. That
was proved in 1982 by Ehrnfeucht et al. [23] and it is a very dicult result. On the
other side, PCP(n) was shown to be undecidable for large n, it is now a routine proof in
courses of computer science. In 1980, Claus proved that instances of Thue systems with
k rules can be encoded in PCP(k + 6) [15]. And so, PCP(9) is undecidable, see [78].
Recently, using very dierent techniques, Matiyasevich and Senizergues proved that
PCP(7) also is undecidable [69, 70]. The status of PCP(i) for i2f3::6g is still open.
Another interesting family of systems deviced by Post are tag-systems. As we shall
see again those systems in our survey, let us describe them more completely.
A p-tag-system | p a xed positive integer | is a calculus which is associated
to a mapping from alphabet A into A, the set of words on A. The image of a2A is
its production. One step in the computation consists in performing the following three
operations, illustrated, below on the right, in the case p=2:
{ ai, rst letter of the tagged word, i.e. submitted to the tag-system, is memorized;
{ rst p letters of the word are erased;
{ Pi, production associated with ai, is appended at the end of what remains from the
tagged word.
1
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Fig. 1. Example of a splicing rule. Application of the rule: assume there are two words xu1u2y and zv1v2w,
then two new words are, by denition, produced by the rule: xu1v2w and zv1u2y.
Repeat the process on the word thus obtained until either the tagged word has less
than p letters, or the just obtained tagged word comes from a word, the rst letter of
which was a halting letter. By denition, halting letters are distinguished letters of A
making the computation halt. A single halting letter is enough, which is assumed in
most simulations.
Coke{Minsky theorem (see, for instance, [72]) states that any Turing machine in M
can be simulated by a 2-tag-system. On another hand, Wang proved that the halting
problem is decidable for any 1-tag-system [114]. An independant proof of that latter
result was given by Maslov [61], using [62].
Another studied criterion is the size of the productions. Pager [77], dened `min
and `max as, respectively, the size of the smallest and the largest productions and
studied triples (p; `min ; `max), for which there is an undecidable tag-system, i.e. a tag-
system with an undecidable halting problem. As was shown by Wang [114], there
are undecidable tag systems for (2,1,3) and (2,1,4), that latter one directly simulating
Turing machines [114].
2.4. Molecular computations
A recent very interesting implementation of Post’s ideas is given by the raise and
development of molecular computations. Those theoretical models appeared in the late
eighties, introduced in particular by Head [31]. A bit later, Paun et al. [81] introduced
a change in Head systems thus dening extended Head systems [81]. Let us sketchily
describe the latter one. Consider a nite set of test tubes. In each one, there is a nite
set of axioms, and a nite set of rules. Starting from axioms, words are produced by
all possible applications of rules and axioms and already produced words inside the
same tube, see Fig. 1.
When this process is completed (we have indeed an innite language), the content
of each tube is poured in into the other ones through lters, each tube being associated
with a xed lter. Then the just described process is repeated endlessly. One tube is
xed for gathering the result. And the problem is: how is it possible to describe what
is obtained as a result?
Surprisingly, the number of tubes is an important parameter. With a single tube, we
just obtain regular languages, no more, as shown by Pixton [87], which was already
the case for simple Head systems, which was established by Culik II and Harju [20].
A bit later, it was proved that for N suciently large, any recursively enumerable
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language can be generated in that way. Very soon, people tried to nd out the smallest
value of N for entailing universality. The value of 9 was given by Ferretti et al. [24],
then the value of 7 by Paun [79], then the value of 3 by Priese et al. [90] with a new
proof in [80] by Paun.
And so, in this domain, with the criterium of the number of test tubes, there is still
an open question: what is the status of languages obtained with the help of two test
tubes?
The researches on this new eld received a tremendous impulse by the pionneer
experiments of Adleman [2]. Many researches are directed on DNA solutions of NP-
complete problems. See [37] for an example of such an implementation and for refer-
ences on other problems having received a solution of this type.
2.5. Register machines
Register machines are another model of computation generally attributed to Minsky
[72]. The machine has a xed nite number of registers which contain a natural
number. The machine performs operation on its registers according to a xed program
which is a nite sequence of numbered instructions, each of which belonging to one
of the following four kinds:
inc Ri i.e. add 1 to the value of Ri
dec Ri; k i.e. substract 1 from the value of Ri if it is positive
otherwise, perform instruction number k
jump k i.e. perform instruction number k
halt i.e. halt the computation
When the computation halts, the result is the content of a xed in advance register,
for example, R1.
Notice that instructions of a register machine can be dened as quintuples of natural
numbers i; ; i; k; j as follows. The s registers of the machine are labelled R1; : : : ; Rs, and
the r instructions occuring in the program of the machine are numbered from 1 to r.
Then number i is the number of the considered instruction, 2f0; 1; 2; 3g is the kind
of the instruction, i is the number of register Ri on which the instruction performs the
operation indicated by , k and j indicate the number of the next instruction depending
on  and the possible result of a test performed on register Ri. The kinds correspond to
the above indications, for instance: 0 indicates inc, 1 indicates dec, 2 indicates jump and
3 indicates halt. The numbers occuring in an instruction must also satisfy the following
contions: when =0; k= i + 1; j= 0; when =1; j= i + 1; when =2; i=0 and
j= 0; when =3; i=0 and k= j= 0.
It is now a routine exercise in computability lectures to prove how a register machine
can simulate the computation of a Turing machine. It has been shown by Minsky
himself that two registers are enough for such a simulation [72].
Another parameter which was studied in this respect is the number of instructions
of the program. According to the exact format allowed to instructions, it was shown
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by Korec in [42] that 14 up to 32 instructions are enough for allowing universality.
On the other hand, it was proved by Gregusova and Korec [26] that the halting of
register machines is decidable up to 8 instructions, depending also on the format.
As an illustration of the dependance on the format, it is not dicult to see from the
above representation of instructions by quintuples that instruction halt can be replaced
by jump 0. On another hand, instruction jump k can be replaced by instruction dec
Rs+1; k, with Rs+1 a new register, attached to that jump and always set to 0.
Two-register machines are a very popular model and they are intensively used for
showing the Turing computability of a large number of models. We shall go back to
that point in Section 3.
2.6. Neural networks
Very dierent from the already seen models, neural networks come from biology.
The foundational paper on the matter was written in the early forties by McCulloch and
Pitts, both neurophysiologists [47]. A neuron in this model is a formal object, rather far
from real ones. It is a cell with a xed number of inputs and a single output. Neurons
are connected together, linking the ouput of one neuron to one input of another one,
with lines carrying elementary binary signals (present or not present). Each neuron
has a threshold which is a natural number ruling communications as follows: if there
is no inhibition and if the number of active inputs (inputs with present signal) is at
least equal to the threshold, the neuron will re, i.e. send signal present through its
output. With this denition of the threshold and communications, the computability
power of this model is rather poor: the power of nite automata, this was settled by
Kleene [39].
Rather recently, dierent type of communications were allowed, considering thresh-
olds allowing rational values and also real ones. The threshold is here a continuous
function of one real variable x, for instance 0 for x non-positive, 1 for x at least 1 and
linear on interval [0,1]. The updating of neurons is parallel and synchroneous at strokes
of a discrete linear time. The net function, ruling for each neuron its updating depend-
ing on the value transmitted to its inputs and its own value, is ltered by the threshold.
It is important here to decide whether or not neurons work in a noisy environment. In
noisy conditions, neurons cannot rely on acurate computations and they have then the
same power as nite automata [13]. Without noise, neurons using actual mathemati-
cal real numbers turned out to be more powerful than Turing machines. Such neural
networks are said with real weights, They now constitute one trend in the world of
real machines [105]. Neurons with rational weights, using however arbitrary precision
for inside computation, were proved to have exactly the power of Turing machines
in without noise conditions, as shown by Siegelmann and Sontag [104]. People tried
then to nd out the least number of neurons needed for simulating universal Turing
machines. The rst value was found to be 886 with rst-order neurons [105], later
reduced to 96 by Cosnard et al. [18]. The condition of rst-order means the updating
function is a linear function of the signals. With higher degree, it was reduced to 25
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by Indyk [35]. The latest result is 9 neurons with so-called switch-ane neurons by
Margenstern and Siegelmann [58]. Here the function is ane with rational coecients
possibly multiplied by boolean functions with values 0 or 1.
2.7. Cellular automata
Cellular automata is another very important model of computation rst introduced
by von Neumann in the late forties, see references in [110]. A cellular automaton
is a set of copies of the same nite automaton, in contrast with the situation with
neurons. They are also connected in a uniform way, each cell having the same kind of
neighbourhood. Important cases are planar cellular automata, diplayed on a regular grid,
for instance Z2. In that case neighbours are usually of von Neumann type or of Moore
type, dened as follows: the von Neumann neighbours of a cell c are the 4 cells at
distance 1 from c in the directions parallel to the axes; the Moore neighbours are the 8
nearest cells around c, adding diagonal directions to the axes. Another important case
are one-dimensional cellular automata. The most usual type of neighbouring is then
constituted by the cell and its two immediate neighbours. Other situations connected
for instance with Cayley groups are also considered [97].
Analogous to the blank of the Turing tape is the quiescent state: a cell in quiescent
state surrounded by quiescent cells remains quiescent at the next time.
In nite congurations, at initial time only a nite number of cells are not in quies-
cent state. In the theory of cellular automata the consideration of innite congurations
is also studied and gave very interesting results which are beyond the scope of this
survey.
We shall now focus on universality and the frontier with decidability.
Planar cellular automata on nite congurations are a very powerful model of com-
putation. They are not more powerful than Turing machines but they are much more
ecient. As the cellular automaton is constituted of replicae of the same nite au-
tomaton, the number of states of that automaton is an important parameter called the
number of states of the cellular automaton.
Universality is already possible for two states with Moore neighbouring, as found by
Berlekamp et al. [11]. But a bit before, Codd proved that the halting of the computation
is decidable with 2 states and von Neumann neighbourhood [16]. Indeed, Codd proved
the decidability of the computation halting with two states and 5 nearest neighbours.
Much later, Serizawa proved [102] that with 3 states and von Neumann neighbourhood,
it is possible to construct a universal cellular automaton.
In the one-dimensional case, the best result was stated by Lindgren and Nordahl
with 12 states [46]. Indeed, the paper proves that any Turing machine with n states
and m letters can be simulated by a one-dimensional cellular automaton with n+m+2
states. Adding a condition of background which consists in considering an innite
conguration with a regular pattern with nitely many cells not belonging to the pattern,
Lindgren and Nordhal construct a universal cellular automaton with 7 states in the same
paper, and so, 12 is obtained from Rogozhin’s results, see [93, 95] and Section 3. In
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a forthcoming paper, Goles, Margenstern and Matamala prove that with a background
assumption, the Turing machine translation can be improved to max(m; n) + 4.
It should now be noticed that cellular automata are also intensively studied in physics,
due to their ability to eciently simulate a lot of physical and chemical phenomena.
From this point of view, a lot of works have be done on statistical properties of cellular
automata. An important case is Wolfram classication of the behaviour of two-state
one-dimensional cellular automata. The Milano group on cellular automata succeeded
to nd mathematical justication of this classication, see for instance [14].
Physics is also the source of another direction of studies on cellular automata, namely
reversible automata. The starting point of those studies was a paper of Bennett raising
the question of reversible computations [9]. In that paper, Bennett proved that any Tur-
ing machine can be simulated by a new one possessing a reversible computation: it is
possible to run the computation backward. Later, Tooli considered the same problem
in the frame of cellular automata [106] constructing the rst universal reversible cellular
automaton. Later, Fredkin and Tooli introduced the billiard ball model which played
a great role in simulating works. In particular, this model makes it possible to construct
small universal and reversible cellular automata in the two-dimensional case. The rst
implementation of that model was made by Margolus [59]. But the construction did not
have uniform neighbourhoods. Morita and Ueno implemented Fredkin-Tooli principles
in a reversible cellular automaton with 16 states and 4 neighbours (von Neumann neigh-
bourhoods), using a new family of cellular automata: partitioned cellular automata. This
result was very recently improved by Imai and Morita to a reversible cellular automaton
with 8 states, working in another environment, using triangular neighbourhoods with
3 neighbours [34]. This is the smallest universal reversible cellular automaton known
at the present moment.
There is another point of contact between physics an cellular automata, also adress-
ing biology: the questions of self-reproducing systems. Those studies were initated by
von Neumann [110] and gave a lot of works. Later, Codd [16], constructed a self-
reproducing cellular automaton with 8 states. Then Byl [12] gave a 6-state cellular
automaton involving only 10 cells. Still later, Morita and Imai considered the problem
of self-reproduction in the context of reversibility [74]. They constructed such a re-
versible self-reproducing reversible cellular automaton with 85 states (indeed 8-state
partitioned with von Neumann neighbourhood) [73]. A bit later, the same authors im-
proved their result downto 8 states, see [75], by relaxing the condition on reversibility
but still keeping a property of shape-encoding.
We cannot leave the eld of cellular automata without at least noticing another
point of view on this model. Consider again one-dimensional cellular automata with
the nearest neighbours as fundamental neighbourhood. Consider now the states of the
automaton, and number them from 0 up to N−1 where N is their cardinal number.
The local transition function, which indicates for each cell its next state starting from
its current state and the current states of its both neighbours, is a function from Z3N
into ZN , where ZN is Z=N :Z. It turns out that when the transition function is linear or
ane, it is still possible to get cellular automata with complex behaviour, for instance
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it is possible to obtain fractal patterns in the space{time diagram representing the
computation performed by the cellular automaton, especially connected with Pascal
triangles. The group of Bremen University obtained very interesting results on this
eld [3].
2.8. Tilings of the plane
From two-dimensional cellular automata to tiling of the plane, the distance is not so
far.
Indeed, planar cellular automata are generally supported on a grid which denes
a regular tiling of the plane. Most often, squares are used. Sometimes, hexagonal and
even triangular tilings are also used, see [34] for the latter case.
The general problem of tiling the plane consists in the following: given a nite set
of tiles with possible conditions on their edges, decide whether or not all the plane
can be covered by as many as needed copies of the initial tiles, where covered means
that any point of the plan belongs at least to one tile, that the interiors of the tiles
do not intersect and that the conditions on adjacent edges of distinct tiles do match
together.
As rst suggested by Wang [113] consider only square tiles with coloured edges,
see for instance [86], for considerations on other tilings and further references on
them. The condition is that adjacent edges must have the same colour. The general
problem of tiling the plane with square tiles, also called the domino problem was
proved to be undecidable by Berger [10]. On another hand, Wang established that
if the only tilings of the whole plane were the periodic ones, then tiling the plane
would be decidable [113]. Consequently, Berger’s complex proof entails the existence
of non-periodic tilings of the plane. Indeed, in his proof, Berger need using such
a tiling. The non-periodic tiling of the plane he constructed contains more than 20 000
tiles, but Berger himself indicates that number can be seriously reduced. In 1967,
Robinson reduced the number of needed tiles to 52, then he reduced it again downto
35 [91]. Recently, the number of tiles needed for a non-periodic tiling of the plane
was signicantly reduced to 13 by Culik in 1996 [19]; see also [28] for a repre-
sentation of Culik’s tiles. Some time after his 1971 paper, Robinson considered the
problem of tiling the hyperbolic plane [92]. The situation is there very dierent and
he only succeeded to show that the problem is undecidable under the condition that
the tile covering the origin is xed. This is called the origin-constrained problem.
The status of the unconstrained problem is not solved in the paper. In [91], Robin-
son constructs a set of 36 tiles for which the completion problem is undecidable, i.e.
there is no algorithm for deciding whether a partial tiling of the plane by that set
of tiles can be completed. In [92], looking at what happens in the hyperbolic plane,
he obtains a set of 49 hexagons or 57 squares for an undecidable completion prob-
lem.
At the same time, variants of the same problem involving other constraints were
investigated. For instance, one may ask to x the tile covering the origin or the set of
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tiles covering an axis or a diagonal line. The choice of the initial condition takes into
account a simplication of the problem without constraint based upon Konig’s lemma:
the lemma makes it possible to prove that the plan can be covered if and only if the
rst quadrant can also be covered. The problem with constraints is easier and Wang
proved it to be undecidable in his 1961 paper [113].
It is worth noticing that Robinson’s result with 35 tiles is based on the simulation
of a concrete small universal machine, the one constructed by Minsky in 1967 with 7
states and 4 letters, see [72] and the next section. Notice also that Berger’s proof is
based on the simulation of a Turing machine with several heads.
Wang tiles can also be used for studying other problems, for instance NP complete
ones, as explained in [109].
Similar researches on decidable versus undecidable tiling problems were done on the
notion of polyomino introduced by Golomb in 1953 [25].
A polyomino is a nite union of unit squares without overlapping interiors such that
their union is simply connected.
Golomb proved that the decidability of tiling the plane in the previous meaning is
equivalent to the tiling of the plane with a given set of polyominoes. In [6], Beauquier
and Nivat establish that tiling the plane is decidable with a single polyomino. This is
proved by using properties of the word obtained from the polyomino contour. Such
a word is dened on a 4-letter alphabet, say A= fr; l; u; dg (right, left, up and down)
which makes it possible to restore the polyomino, dened up to any shift and assumed
to be clockwise run. Consider now a regular language R on A. Beauquier proved that
it is undecidable to know whether R contains or not the contour word of a polyomino,
see [7], but the same problem becomes decidable if only convex polyominoes are
considered for contour words, see [8]. It can be noticed that the indecidability result
of [7] is obtained by mimicking a Turing machine.
2.9. Planar turing machines
Planar Turing machines are not far from tilings of the plane, not far also from
cellular automata.
The generalization consists in replacing the linear tape of the one-dimensional case
by multi-dimensional tape, usually Zn or Nn. In all cases, these generalization have
the same computational power than one-dimensional machines. We shall here consider
the case of Zn. Consequently, the notion of instruction is a bit changed. Instead of
three possible elementary moves, there are now 2n + 1 possible moves by one step.
Accordingly, in the case n=2 we shall consider from now on, there are ve possible
moves: the stationary one, and one move for each direction: north, south, east and
west.
In paper [89], Priese denes a criterion based on the following quadruple: (s; `; d; h)
where s is the number of states of the machine, halting states not taken into account,
` is the number of symbols, blank included, d is the dimension of the tape and h is
the number of heads of the machine. The results stated in [89] can be represented on
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the following gure:
decidable undecidable
(2; 2; d; 1); d>1 (2; 2; 2; 2)
Wagner; [111] (2; 4; 2; 1)
Priese; [89]
(2; 5; 2; 1)
Kleine{Buning; [40]
(4; 6; 1; 1)
Rogozhin; [93; 95]
where no machine on the left side is able to be universal, whereas for each quadruple
on the right side a universal Turing machine can be constructed. Moreover, the above
gure takes into account the results of [93] which, of course, could not be given in [89].
It should be noticed here that the universal machine constructed in [89], satises a
special property. As this machine never halts, its halting problem is decidable. How
can it be at the same time universal? Indeed, the simulation is a bit changed: halting of
the simulated computation is signalized by a special conguration starting from which
the machine enter a periodic behaviour consisting in a cycle of two congurations. As
a consequence, the halting of the simulated machine is identied with reaching a given
non-halting conguration by the simulating machine.
3. Decidability and undecidablity in the frame of classical Turing machines
As Turing machines constitute the ultimate reference in almost all the previous in-
dicated results, we go now to the study of the classical situation: deterministic Turing
machines with a single bi-innite tape and a single head.
Since the sixties and the early seventies, some research has been developed in the
following direction, leading to partial answers which are far from closing the subject.
Let M the set of all Turing machines. Identify any point s l | take natural
numbers s and l as coordinates | with the set of all Turing machines in M whose
program contains s states, except the halting state(s), and uses l letters, including the
blank symbol. Let us call such a point decidable if the halting problem is decidable for
any Turing machine in the corresponding set, and undecidable if the halting problem
restricted to this set of machines is undecidable. As a matter of fact, for large enough
s and l, it is easy to construct a universal machine occurring in the set attached to
the point s l. By restricting the number of states or the alphabet of the machine, it
is easily seen that any universal machine belonging to xy set implies that for any
n and m, with n>x and m>y, the point nm is undecidable too. Then it comes as
a natural thing to wonder what are the smallest values of s and l for which the point
s l is undecidable.
An account of the results obtained up to the last seventies can be found in [89].
However, the best results were established in 1982 by Rogozhin [93]. Later, the same
230 M. Margenstern / Theoretical Computer Science 231 (2000) 217{251
Fig. 2. The state of the art. Black squares indicate undecidable points, while squares indicate decidable
points, points marked with plus between the white squares lines and the line of black squares in the shape
of a hyperbola correspond to sets for which the status of the halting problem is not known.
author improved some of the results obtained in 1982 [94{96]. Yet his paper of 1982
had remained unnoticed by the scientic community for ten years. The technique used
in order to obtain these results will be explained in our survey, in Section 3.4.2.
Let us have a look now in the opposite direction: it is trivial that Turing machines on
a single letter alphabet have a decidable halting problem. It is not that trivial that the
same property holds for machines with a single state, whatever the number of symbols
is in the machine alphabet. This was denitely proved by Hermann in 1966 [32].
For more than one state, one does not know much. As for proving the decidability
of the halting problem, M. Minsky writes in his famous book of 1967 that he and
one of his students \did this for all 2 2 machines [1961, unpublished] by a tedious
reduction to thirty-odd cases (unpublishable)" [72, p. 281, last two lines]. Six years
later, Pavlotskaya proved the same theorem [82] in a compact, very short proof. This
paper has also remained unnoticed for many years. A few years later [84], she proved
that the point 3 2 is also decidable.
All these results about the decidability and undecidability of the halting problem for
Turing machines can be represented as in Fig. 2.
3.1. Decidability criteria
Let us now introduce a more precise notion of decidability criterion, respectively
strong decidability criterion. Let c be an integer-valued function dened on a set M
of Turing machines in M with the following property: there is an integer f such that
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the halting problem is decidable for any machine T 2M such that c(T )<f, and for
any k>f a machine U 2M such that c(U ) = k and such that its halting problem is
undecidable, respectively, such that U is universal, can always be constructed. In that
case, c is called decidability (respectively, strong decidability) criterion and f is called
its frontier value. The present denition makes more precise the one given in [50]. It
is a particular case of the following more general notion: consider a recursive set S
of integers, a problem  on the elements of S and a predicate P on the elements
of S, decidable for all elements of S; also denote by P the set of elements x2S
for which P(x) holds; say that P is a simple decidability criterion for  if and only
if (i)  is decidable for all x2P; and (ii) there is an eective sequence fxngn2N of
elements of S such that for all n; P(xn) does not hold and  is undecidable for xn.
As an example, we may reformulate the last two results of Section 2.8 as follows:
convexity is a simple decidability criterion over rational languages for the problem of
their intersection with the set of contour words of a polyomino. As another example,
consider languages recognized by stack automata. The determinism constitutes a simple
criterion for the equivalence problem on languages recognized by stack automata: the
undecidability part is an early result of the theory of formal languages, see [5] and
also [33] for an easily accessible proof; the decidability part is a very recent result of
Senizergues [99{101].
Shannon’s result [103] shows that starting from two letters for the machine alphabet,
it is always possible to construct a universal Turing machine. Thus the number of
symbols of the machine alphabet, whatever the number of states is, provides a simple
example of a strong decidability criterion. The same paper by Shannon and paper [32]
show that the number of states, whatever the number of symbols is, also provides a
strong decidability criterion with again two as a frontier value.
If we look closer at Fig. 2, above, we see that for Turing machines with only two
states, the number of symbols provides a function which is also a decidability criterion.
The frontier value does exist, but the actual value is still unknown. Fig. 2 shows that it
lies somewhere between 4 and 18. It should be noticed that this criterion need not be
a strong one. There are Turing machines with an undecidable halting problem which
are not universal. 1
In our survey, we shall consider two other criteria, in fact strong ones, the only ones
that have so far been established for Turing machines on alphabet f0; 1g, with 0 as a
blank symbol.
For that purpose, we need to x the representation of an instruction of a Turing
machine program. It is dened as the following 5-tuple: xyM where, the machine
head under state  and scanning x writes y instead of x; it performs move M , i.e.
goes by one cell to the right if M =R, to the left if M = L, and scans again the same
cell if M = S; at last it turns to state  for entering the next step of its computation.
For machine on alphabet f0; 1g, a non-erasing machine is a machine in which, for any
instrution, y=1 if x=1 [112]. In other terms, 1’s on the tape can never be \erased",
1 I thank Pascal Michel for reminding me that elementary property that every body knows.
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i.e. changed to 0. Wang proved that there are universal non-erasing Turing machines
[112]. A very simple proof of that result was given by Zykin [117].
One of the strong decidability criteria we now consider is the number of colours
in the program of a Turing machine [49], where this number is dened as follows.
The colour of an instruction of the program of Turing machine T is dened as the
projection of the above 5-tuple on the triple which consists in xMy, i.e. the input
symbol, the move and the output symbol. In other words, the colour is precisely what
can be seen of the tape by an observer to whom the internal states of the machine are
hidden when instructions are performed. The number of colours is the cardinality of
the projection of the whole machine program.
The other criterion is the laterality number of a Turing machine. In this case, we
consider the projection which associates its move to each instruction. Then it can easily
be seen that stationary instructions can be associated to an ultimate true move on the
left or on the right, unless a trivial cycling on a single cell occurs. This allows to
extend the projection to all instructions with range in L; R − L for move to the left,
R for move to the right. Call this extension laterality of the instruction. The whole
program is thus divided in two sets: instructions with L as laterality, instructions with
R as laterality. The laterality number is the smallest cardinal of these two sets.
3.2. The results
The number of colours for a Turing machine program is a strong decidability criterion
for Turing machines on f0; 1g. It is stated by the following theorem:
Theorem 1 (Pavlotskaya [82, 83]). The number of colours is a strong decidability cri-
terion for Turing machines on alphabet f0; 1g with 3 as a frontier value.
A similar result has later been established for non-erasing Turing machines on f0; 1g,
i.e Turing machines which can never replace 1 by 0 | symbol 0 is considered as the
blank symbol of the tape:
Theorem 2 (Margenstern [49]). The number of colours is a strong decidability crite-
rion for non-erasing Turing machines on alphabet f0; 1g with 5 as a frontier value.
The laterality number is also a strong criterion for Turing machines on f0; 1g as it
is now stated:
Theorem 3 (Margenstern and Pavlotskaya [55], Pavlotskaya [82]). The laterality
number is a strong decidability criterion for Turing machines on alphabet f0; 1g
with 2 as a frontier value.
This is also the case for non-erasing Turing machines with a dierent number as a
frontier value:
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Fig. 3. The laterality problem solved.
Theorem 4 (Margenstern [50, 51]). The laterality number is a strong decidability cri-
terion for non-erasing Turing machines on alphabet f0; 1g with 3 as a frontier value.
Moreover, as indicated in [52], the laterality problem is completely solved for non-
erasing Turing machines in the following meaning: in [52], the notion of non-erasing
is generalized into the existence of a partial ordering on the alphabet of the Turing
machine with, as a minimum, the blank symbol. Fig. 3 answers completely the problem
of decidable versus undecidable halting according to the size of the machine alphabet
and the number of lateralities, using the same conventions as in Fig. 2.
Recently, another direction has jointly been examined by Margenstern and
Pavlotskaya, generalizing the setting introduced in [85] by Pavlotskaya [53]. The di-
rection consists in considering a new machine computation based on a Turing machine
working with a nite automaton in the following conditions: the tape is initially re-
stricted to the input word with the Turing machine head scanning some letter of the
word and the automaton set on some state. The machine head is assumed to never
go to the left of the leftmost symbol of the initial word. Each time when the Turing
machine goes out from the word, the tape is extended by one cell. The content of
this cell is determined by the nite automaton according to its own state and the state
under which the Turing machine head exited. The following result holds:
Theorem 5 (Margenstern and Pavlotskaya [57]). The number of instructions of the
Turing machine; whatever the number of states of the automaton is; is a strong de-
cidability criterion for couples of Turing machines and automata associated as above
indicated; with 5 as a frontier value.
The result is also quoted in [53] without proof.
3.3. Decidability theorems
As pointed out in our introduction, the rst proof of the decidability of the halting
problem for 2 2 Turing machines was a tedious reduction by cases. Pavlotskaya’s
proof, a very short one, is based on a dierent idea. She introduced various integer-
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valued mathematical functions connected with the behaviour of the head of the Turing
machine on its tape, from which it ensues that the halting problem is decidable for the
corresponding set of machines.
This proof remained unnoticed a long time. And so, another proof was found out
by Diekert and Kudlek [21] which takes place in a completely dierent setting. These
authors succeeded in characterizing the languages constituted of the words on f0; 1g
on which the considered Turing machine halts. They proved that in almost all cases,
such a set is a rational language [21, 43]. In the remaining cases, it turns out to be
a linear language. Here the proof is also a reduction by cases, strongly simplied by
symmetry considerations and a general lemma based on the motion of the machine
head which applies to a large number of machines. Details can be found in [43].
For what is the decidability criteria, the decidability part appears in Pavlotskaya’s
proof of the decidability of the point 2 2 in Fig. 2. Indeed, that result is an immediate
corollary of the following lemma, which is also the decidability part of Theorem 1,
proved in [82].
Lemma 6 (Pavlotskaya [82]). If the program of a Turing machine T on f0; 1g con-
tains a single left instruction; then the halting problem is decidable for machine T .
Say that a Turing machine is unilateral if its program contains instructions with the
same move except, possibly, stationnary instructions. It is clear that the halting problem
is decidable for unilateral machines in M. Combining that fact with Lemma 6 reduces
drastically the number of cases to be scrutinized.
3.3.1. A general approach
However, all the decidability parts of Theorems 1{4 can be proved according to the
same general plan clearly dened in [50, 52]. That approach is a direct decidability
proof not using the reduction to another decidable problem.
The starting point consists in noticing that the decidability of the halting problem is
obtained as soon as we get an algorithm for recognizing a non-halting computation.
Indeed, a halting computation always eventually halts and so the algorithm is trivial:
wait until the halting occurs.
Next, it can be noticed that non-halting computations, which, by denition, are com-
putations in innite time, may turn out to use either nite space or innite space. The
rst case leads to the occurrence of two indentical congurations: this is a trivial case
of non-halting, easy to recognize.
For conveniently analysing the second case, we need accurate tools in order to
describe the motion of the machine head on its tape. This is done in [49, 50] and
mainly in [52]. In our settings, this makes use of partial recursive functions. We have
to prove that they are total recursive. The corresponding proofs of [49, 50, 52] are
constructive.
Let us informally summarize the notions introduced in these papers: at inital time,
the current bounds of the conguration are the ends of the smallest segment containing
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Fig. 4. On this gure, the horizontal pieces of line indicate the spaces scanned by the machine head and
vertical lines indicate half-turns. This provides a condensed space{time diagram of the motion: moves in the
same direction remain on the same horizontal line. EEi is the ith extremal exit (here, on the right side).
both the initial word written on the tape and the machine head outside which all cells
contain the blank symbol. Then, an exit is any time when the head goes out by one
cell of the current bounds of the conguration. And for the next time, the current
bound is moved to that latter position. We dene extremal exits to be exits at which
a half-turn occur, i.e. a change of direction in the motion.
Let us now turn back to the case when the machine motion is innite in space.
Trivial cases of unilateral motions put aside, it can easily be seen that either there
are innitely many extremal exits only on the right side, or there are innitely many
extremal exits on the other side, or there are innitely many extremal exits on both
sides. Say, respectively, right innite case, left innite case and traversal case.
First, consider the right innite case. Between two consecutive extremal exits, there
is a leftmost position for the head of the machine, we shall say an lmp. This is above
illustrated by Fig. 4. Say that an lmp is absolute if the machine head never goes to
the left of that position after the time it is reached as an lmp.
It is now possible to formulate an important necessary and sucient condition of
ultimately periodic motion for the machine head of a Turing machine in the case it
does not halt on the given data [49, 50, 52]:
Lemma 7 (Margenstern [50]). Let pi be the sequence of absolute lmp’s; Si the ex-
tremal right exit which just occurred before lmp time corresponding to pi and li the
distance from pi to v(Si); position of the head at time Si. The motion of the machine




and this condition is recursively enumerable.
Notice that the lim inf condition precisely states that there is an integer L and there
are innitely many i’s such that `i6L for all those selected i’s.
By symmetry, analogous results hold for the left innite case.
In [52], a more accurate necessary and sucient condition of ultimately periodic
motion is given. It intuitively says that when the head goes back to left after an
extremal right exit, the next lmp cannot be too often too far from the previous lmp.
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Lemma 7 appears to solve the problem for most cases belonging to both right and
left innite cases. And so, proofs focus the attention on the \dicult" cases where the
necessary and sucient conditions of ultimately periodic motion cannot be satised, in
particular, in the traversal case.
The analyses given by the decidability proofs of [49, 52] show that \dicult" cases
do happen. What is performed in that case is an ultimately periodic increasing of the
`i’s or of the lengths of traversals. It is somehow dicult to prove that such a condition
is a sucient one. Up to now, more complex behaviour are not characterized in the
case of Turing machines with a decidable halting problem. Generally speaking it is
nevertheless surely not the single possibility of \dicult" motion in the case of innite
space even for decidable haltings.
3.3.2. Using the notion of colour
The decidability part of Theorem 2 uses Theorem 1. It also uses a precise character-
ization of what could be called \decidable" assorments of ve colours [49]. In order to
state the corresponding property, we say that a colour is of pure move if and only if
its output symbol is the same as its input one: corresponding instructions perform their
motion without altering the content of the tape cells. The following property holds:
Lemma 8 (Margenstern [49]). If in the program of a non-erasing Turing machine on
f0; 1g at least one of the pure move colour is missing; then the halting problem is
decidable for that machine.
The proof of Lemma 8 is typically based on the above general considerations.
It should be noticed that Lemma 8 appears not only in the proof of the decidabil-
ity part of Theorem 2 but also for a drastic reduction of the cases appearing in the
decidability proof of Theorem 4, allowing to lower the number of main cases to be
examined from twenty-one downto four. Moreover, with the help of particular consid-
erations, Lemma 8 allows to discard three of the remaining four cases. And so, only in
this last one the \dicult" cases mentionned above do appear. See [52] for a thorough
analysis.
3.3.3. Using the notion of phase
The decidability part of Theorem 5 uses the general setting we indicated in Section 3
which has to be extended due to the association with a nite automaton. It also uses
the notion of colour but, mainly a new notion is taken into account for leading the
splitting process into cases and for reducing the number of cases to consider. It is the
notion of phase of an instruction which is the projection constituted of the input state,
the output state and the move of the instruction. The notion of phase is a dual notion
to the notion of colour.
The phase is a possible candidate to the title of (strong) decidability criterion. It is
not very dicult to prove that 2-phase machines have a decidable halting (moreover,
this is already the case for machines associated to a nite automaton as indicated for
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Theorem 5). All known 2-state universal Turing machines use 4 phases, the maximal
number of phases for 2-state machines. The problem with 3 phases is open. It should
be noticed that the Turing machine used for proving the universality part of Theorem 5
with the help of a suited nite automaton, has 3 phases.
The proof of Theorem 5 also introduces the notion of connectivity of a Turing
machine program. Informally, a program is connected if and only if there are innite
computations which innitely often make use of all the instructions of the machine.
This allows to rule out a great number of cases. Then, inside each remaining case,
colour type arguments allow to reduce again the number of subcases. Lemma 7 and
its stronger version are also very useful in this proof. A great help was also provided
by a substantial strengthening of Lemma 6. This will be published in a forthcoming
paper.
3.4. Universality theorems
Various tools have been deviced for proving the universality of several computational
models.
The main idea is to simulate a process already known to be universal. Two ways
are used for this purpose. In some cases, the process is directly implemented in the
considered system of computations: we shall speak of an executive code. In the other
cases, the simulation consists in building an interpreter of a class of processes known
to contain a universal element. In the simulating computation, simulated elements are
encoded in a suitable form.
Notice that like Russian dolls, simulations can be nested. This is often used for
making small universal objects, small with respect to the size of the program.
3.4.1. Two register machines
The most popular tool of simulation is certainly the simulation of two register ma-
chines which are known to be universal, see for instance [72].
This is the case, in particular, for the universality parts of Theorems 1 and 3. It
is worth noticing that the proof of Theorem 1 [83] brings in a new ingredient which
turns out to be very robust with respect to constraints.
Recall that for simulating a two register machine, it is enough to encode the content
of its registers, say x and y, as a number X =2x:3y. In this context, incrementation of
one register is simulated by multiplication of X by 2, of the other one is simulated by
multiplying X by 3. It is easy to see that for implementing decrementation, it is enough
to simulate division by 6. But, for strong limitations on the number of colours or of
laterality, it is not known how to divide by 6. Pavlotskaya saved the situation [83] by
simulating the following mapping: x 7! x+ x=6, called pseudo-division by 6. This boils
down to multiplying x by 76 . This introduces powers of 7 in the prime decomposition
of X but this keeps the right value for the exponents of 2 and 3 in that decomposition.
The universality proofs of Theorems 1, 3 and 5 basically use simulations by a two
register machine. They also use the pseudo-division introduced in [83]. But in the case
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of Theorems 3 and 5, more must be done. What is needed is a uniform simulation
of mutiplication by 2, by 3 and of pseudo-division by 6. This means that the same
algorithm is used for computing the operations, depending on a parameter. According
to the value of the parameter, it is then possible to simulate now multiplication by 2,
now multiplication by 3 and now, pseudo-division by 6. This allows to satisfy the
constraint of two left instructions in the program for Theorem 3, also see [55]. In
Theorem 5, a rst machine is built which simulates the computation explained in [55]
for proving Theorem 3. It is a machine with 8 instructions, associated to a nite
automaton which contains a great lot of the information needed for the computation,
especially the connection between the instructions used by the simulated two register
machine. Indeed, this couple works as an executive code. It is not an interpreter. Then,
the couple constructed with a 5 instruction Turing machine simulates the couple with
a machine with 8 instructions. Full details can be found in technical report [56].
3.4.2. Tag-systems
Another important tool, far less known than two register machines, but very powerful,
are tag-systems. They are used, in particular, for making the smallest universal Turing
machines: see [72, 93{95].
This tool is used in the universality part of Theorems 2 and 4 [49{51]. In Theorem 4,
three nested simulations are used: the 218 state non-erasing machine on f0; 1g simulates
another Turing machine, say Z , on a richer alphabet that simulates a three head machine
on f0; 1g which, on its turn, simulates an interpreter of 2-tag-systems. It is enough to
put the encoding of a two-register machine simulating a universal Turing machine as
initial data, for obtaining the universality of the 218-state non-erasing machine. Notice
that the non-erasing machine simulates machine Z by always \refreshing" the current
conguration: it endlessly replicates the content of the leftmost signicant cell at the
other end of the conguration.
An interesting remark must be made on two of Rogozhin’s 1982 machines. Indeed,
they do not simulate a tag-system, but what that author called a generalized tag-system.
Let us sketchily explain what happens for the 5-state, 5-letter machine. The point
consists in noticing that restrictions on the number of states and letters of the input
alphabet makes it impossible to recognize some situations. This can be repaired by
spreading the information on the tape, where \useful" parts of encoding are separated by
larger and larger parts of \meaningless" information. The useful part can be recognized
by the fact that blocs of 1’s encoding the letters and states have a size, bounded
above and bounded below. As the last letter of a word in the simulated tag-system
is always erased, data and productions must be \protected" by a \shield" letter. Also
an introductory letter is appended at the beginning of the productions in order to
preserve the parity of letter positions with respect to the corresponding positions in
the computation of the original tag-system. If the machine erases the shield, it makes
no harm. If the shield appears as the rst letter to be erased, as its lenght is always
\big", it produces an empty production erasing the next letter: an introductory one.
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If an introductory one is seen as rst letter, it also produces an empty production
erasing the rst true letter of that part of the word as it should be, parity of positions
being respected.
4. On Turing machines simulating the 3x + 1 problem
The 51 points lying inside the area delimited by the Rogozhin line depicted in
Fig. 2, the axes and the few decidable points, have an unknown status with respect
to the halting problem: decidable or undecidable. Most surely, a certain number of
these points are undecidable. Is there a way for trying to locate them? We try to
give an indication on that direction by trying whether it is possible to mimick simple
open problems by small Turing machines. We indicate here a few results of our own
concerning the simulation of the 3x + 1 problem.
4.1. The 3x + 1 problem
The 3x + 1 problem is known under dierent names. It is also often called Collatz









with x ranging over positive natural numbers.
It can be noticed that if we start from a small value of x, for example, less than
1000, a computer checking would show that the successive iterations of f starting
from x; f(x); f(f(x)); : : : ; fn+1(x) = f(fn(x)) lead to such a number k that for the
rst time, fk(x) = 1. It is then easy to see that starting from this point the further
iterations are periodic, cycling on the values 1,4,2.
And so, the problem is: is this true for any value of x? It is conjectured that the
answer is yes. Many computations have been performed up to a given number, always a
small one in some respect, and the problem is still open. See [44, 45] for an introduction
for results on this eld. See also [41] for a recent contribution to such studies. Notice
that [45] is a recent, much extended version of [44] available at an URL address given
in the bibliography section.
Notice that Eq. (S) is a selection by cases based on the remainder modulo 2 of some
result. This problem has been generalized to remainders modulo an arbitrary number
m and Conway has shown that there is such an n such that nding for any starting x
whether there is a number k such that the iterations becomes periodic after k repetitions
or there is no such k, is undecidable [17, 44, 45]. A few years later, Conway constructed
a computation of prime numbers based on these iterations of a Collatz functions and
found one involving 14 cases and a large modulus n [11] with a precise account in
[30]. More recently, in 1992, Kascak [38] constructed a universal computation based
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on iterations of a Collatz functions dened by the remainders modulo 396. It seems
that no progress has been made in that direction up to now.












Michel deviced a Turing machine with three symbols and six states simulating the
iterations based on Eq. (S0), [71]. Margenstern and Siegelmann did the same with a
neural net made of ve neurons with a so-called switch-quadratic net function [58].
This means that the function net ruling the updating of the neurons is a quadratic
polynomial the coecients of which are integers possibly multiplied by a boolean
value.
Here, we introduce new Turing machines simulating the computation of the iteration
of function f0 in (S 0).
There are ve such machines with the following number of symbols and states in
this order:
2; 11 3; 5 4; 4 6; 3 10; 2
Call the set of these machines, 3x + 1 line.
4.2. Turing implementations
We now sketchily introduce our machines.
Two of them are based on the computation of (3x+1)=2 in binary representation, as
in the case of Michel’s machine. The three other ones are based on the computation
in unary representation.
First, consider the case of the binary representation.
In that case, division by 2 is trivial. The function x 7! (3x + 1)=2 can be splitted
into adding 2x + 1 to x, then dividing by 2.
Assume that numbers are written in binary, lower weights to the left side. It is
known that then the representation of 2x, say 1 : : : k is the one of x shifted by one
digit to the right: 0 1 : : : k and so, 2x + 1 is 1 1 : : : k .
The well-known process of addition of two numbers in binary can be represented
as indicated by Fig. 5, where c is the current carry to be taken into account, a is the
current digit of the rst number, b the current digit of the second number, c0 is the
new value of the carry for the next step of computation and o is the resulting output
to be written.
Remember that, in our case, a is the previous read digit. We then notice that c + a
allows to transform the table of Fig. 5 into the table of Fig. 6, which is the table of
a three-state automaton \almost" performing the computation of 3x + 1, starting from
the representation of x.
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Fig. 5. Addition of two numbers in binary.
Fig. 6. Automaton for x 7! 3x + 1.
This can directly be implemented in the table of a Turing machine. This is what we
did for the machine with 5 states and 3 letters below given, obtaining a program near
to Michel’s one. The letters of the machine alphabet are the blank, , 0 and 1. If the




: : : k
Additional Turing instructions are needed for performing the rst state: as 3x+1 is
performed on an odd number for which 1 = 1, we know that the rst digit of 3x + 1
is 0 and so, it can be erased, performing the division by 2 leading to (3x+1)=2. This
is performed by the rst instruction of the considered Turing machine. As the read
digit was 1 and there is a carry, we are with state 2 of the above automaton, hence
the transfer to state 4 in the Turing machine. The remaining technicalities deal with
the end of the computation of (3x + 1)=2 by meeting the blank of the tape, we leave
them to the reader (Fig. 7).
Similar considerations hold for the Turing machine with 11 states and 2 letters,
the table of which is given below. This machine also implements the above three-
state automaton for computing (3x + 1)=2 in binary. The representation in binary is
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Fig. 7. S5×3 machine with 5 states and 3 letters for the 3x + 1 problem. We take advantage of this table
to indicate the followed here conventions: states are numbered starting from 1, and the triple output written
in each entry of the table, the new state and the output letter are indicated only if it is dierent from the
correspondant input element; notice that in the triple, the state is always written to the right side of the
move letter, here R, for right or L, for left, and the new letter is written to the left of the move letter.
Fig. 8. S11×2 machine with 11 states and 2 letters for the 3x+1 problem. In this table, the above automaton
is implemented by states 3 and 4 corresponding to c+ a=0, states 5 and 6 to c+ a=1 and states 7 and 8
to c + a=2. Two states are needed for decoding the content of two cells of the tape as a \letter".
implemented by an encoding of , 0 and 1 of the machine with 3 letters, replacing
them, respectively, by 00, 10 and 11. Accordingly, the encoding of  2 f0; 1g is 1 .
The initial conguration for input number 0 : : : k is then (Fig. 8).
0 0 1 0
41
: : : 1 k 0 0
We can now turn to the machines based on the unary representation.
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Fig. 9. S4×4 machine with 4 states and 4 letters for the 3x + 1 problem. The working of machine S4×4
is the following. Under state 1, the machines replaces the rst 1 by x, then turning to state 2 leaves the
second 1 unchanged and then, going on to right under state 3, replaces 1’s by x and x’s by a until it meets
the leftmost blank on the right side of the tape, where it changes the blank into x. The head then goes
back to left under state 4. It changes then a’s to x and x’s to 1 until it meets the rightmost 1, which it
changes into x. Making one step to right and turning to state 1, the machine is now ready to repeat the
same actions. That loop ends when the head reads an x under state 1 or under state 2. This determines that
x was, respectively, even or odd. In the former case, x is transformed into a blank, \cutting" out the initial
number from its computed half. In the second case, x is unchanged and so the computed half is added to the
number, that x making the necessary support for the 1 needed to obtain 3p + 2, where p is the computed
half.
The rst machine of this kind is a machine with 4 states and 4 letters, which we
call later on machine S44. It should be noticed that the table of that machine contains
only 12 instructions.
The basic idea of the computation is that (3x + 1)=2 is almost x + x=2. And so,
the machine computes rst x=2 independently of the parity which is detected when
the computation is entering its nal stage. If it appears that x was even, the new
x=2 part is cut from the former x part. If it appears that x was odd, the new x=2
part is soldered to the former x part by lling up the blank separating the two parts,
replacing the blank by a suited letter. This additionnal one comes from the fact that
(3(2p+1)+1)=2=p+2p+1+1, as far as the considered machine always computes
bx=2c=p.
For that machine, the initial conguration always has the form (Fig. 9):
1 : : :
41
1
The remaining two machines basically implement the working of machine S44,
adapting it to the considered number of states. This entails additional letters for marking
what cannot be marked within the states of the machine.
With the restriction to three states, we need two additional letters, but the role of a
is modied. In this new case, a is used for determining the parity of the initial number.
The new letters z and r play the role of a in machine S44. The machine leaves z’s as
it goes to right and it changes z’s into r’s as it goes back to left. Both letters denote
the current part of the computed half. With these indications and the table, having in
mind what does machine S44, we leave to the reader the checking of the computation
(Fig. 10).
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Fig. 10. S3×6 machine with 3 states and 6 letters for the 3x + 1 problem.
Fig. 11. S2×10 machine with 2 states and 10 letters for the 3x + 1 problem.
When two states only are allowed, it is necessary to memorize the direction currently
in use by the machine head. This denes couples of letters which are interchanged
during alternative motions from left to right then from right to left. Indeed, in this
case, the actions of machine S44 are more closer followed with this machine than
with machine S36. After a rst transformation of 1’s into u’s, which are v’s when the
machine head is on the left of them, these new units are transformed according the
process connecting 1’s and x’s in the working of machine S44. Letters r, t, y and z
mark the computation of the half number, z marking the last unit of the current value,
and k is used as a temporary marker of the unit to kill for cutting out the computed
half in the even case. When the end of the process is detected, z in terminal position
sets the transformation of the involved units into 1’s (Fig. 11).
4.3. The 3x + 1 line
Let us point now at a particular feature of the above machines. On the representation
of natural numbers xed for each of them, these machines never halt. What is then
addressed is the occurrence of the conguration representing number 1 or, for some
other machines, the occurrence of a half-conguration, namely what is on the right of
the machine head, scanned cell included, representing number 1. Accordingly, here we
deal with the reachability problem, when we consider complete congurations, or with
the modied reachability problem when we only consider half-congurations.
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Fig. 12. The 3x+1 line. White squares indicate decidable points. Black squares recall Rogozhin’s machines.
White squares with question mark indicate the here constructed 3x+1 machines. Large points indicate points
of the 3x+1 strip. Crosses indicate points with unknown status. The subscript un indicates a machine using
a unary computation, the subscript bin indicates a binary computation.
And so, what is clearly established is that our machines simulate a dicult reacha-
bility problem or modied reachability problem.
The just above produced facts are gathered on Fig. 12 where our 3x + 1 machines
are displayed together with Rogozhin’s machines, the smallest universal known ones
up to now. Our machines makes a new line we shall call the 3x + 1 line.
It can be noticed that between Rogozhin’s machines and our \3x + 1 line", there
are 26 points, representing 26 sets of Turing machines for which the status of both
halting and reachability problems are unknown. Call these 26 points together with the
ve points corresponding to the introduced here machines the 3x + 1 strip. Consider
a point a  b on the 3x + 1 line. Call horizontal ray starting from a  b, the set
of points of the form n  b with a6n<c, where c  b contains one of Rogozhin’s
machines. Analogously, call vertical ray starting from a  b, the set of points a  m
with b6m < d, ad contains one of Rogozhin’s machines. It is plain that the 3x+1
strip is the union of horizontal and vertical rays.
We state the following conjecture:
Conjecture 1. For each point a b of the 3x + 1 line; the horizontal or vertical ray
starting from a  b contains at least a point in which there is a machine with an
undecidable problem P; P being the halting problem or the reachability problem or
the modied reachability problem.
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It is clear that Conjecture 1 is a corollary of the following stronger conjecture:
Conjecture 2. All points of the 3x+1 line itself contain a machine with an undecidable
halting problem or an undecidable reachibility problem or an undecidable modied
reachability problem.
Notice that Conjecture 2 assumes nothing about the status of the 3x+1 problem itself.
It may be true, even if the conjecture about 3x + 1 problem is also true, namely that
iterates of f always come to 1. Indeed, as known from the experience of decidability
proofs, adding one or two instructions in the situation of such small machines may
completely change the status of the halting or reachability problem. For the smallest
3x + 1 machines of this paper, the number of instructions allows to add at least one
or two instructions without going out of the set containing the machine.
As a last fact strengthening the last conjecture, it has been noticed by Kudlek
that there are machines with 4 letters and 4 states recognizing non-context-free lan-
guages [43].
As a conclusion of this section, it could be suggested to give more attention to
Collatz-like problems. As Michel noticed about machines connected with the busy
beaver problem [71], they can be connected with the working of Turing machines,
especially the functions computed by Turing machines on appropriate data. We have
to try, as a rst step, to nd out other explicit cases of universal Collatz computations?
Remark. As the paper was sent to the publisher, C. Baiocchi informed the author that
after reading the initial version of this paper [54] he succeeded to improve some of
the above given machines simulating the 3x + 1 problem. C. Baiocchi found simulat-
ing machines with the following sizes: 102, 52, 44, 35 and 28, all of them
working on unary inputs; moreover, the machine with 3 states and 5 letters has only
11 instructions [4].
5. Conclusion
As we said in our introduction, we did not pretend here to give an exhaustive account
on the studies performed on the tight boundary between decidable and undecidable
problems. This would take a much larger place. We hope that we convinced the reader
of the interest of these researches, not only for the advance of knowledge.
As a conculsion, it seems that one point appears now as completely established:
universality can be based on extremely simple mechanisms playing the ro^le of an
engine, provided that such a mechanism can be applied to suited data, even encoded
in very sophisticated ways. It seems that such a situation should give a new insight into
some biological phenomena. The success of applying ideas from computing theories to
that area encourages researches to go further. Taking into account the previous remark
about universality, one may wonder whether our knowledge on real life could not be
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increased by applying ideas involving undecidable problems of higher degrees than the
halting problem?
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