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Abstract
Liverani-Saussol-Vaienti (L-S-V) maps form a family of piecewise differentiable dynam-
ical systems on [0, 1] depending on one parameter ω ∈ R+. These maps are everywhere
expanding apart from a neutral fixed point. It is well known that depending on the amount
of expansion close to the neutral point, they have either an absolutely continuous invariant
probability measure and polynomial decay of correlations (ω < 1), or a unique physical
measure that is singular and concentrated at the neutral point (ω > 1). In this paper,
we study the composition of L-S-V maps whose parameters are randomly sampled from a
range in R+, and where these two contrasting behaviours are mixed. We show that if the
parameters ω < 1 are sampled with positive probability, then the stationary measure of the
random system is absolutely continuous; the annealed decay rate of correlations is close (or
in some cases equal) to the fastest rate of decay among those of the sampled systems; and
suitably rescaled Birkhoff averages converge to limit laws. In contrast to previous studies
where ω ∈ [0, 1], we allow ω > 1 in our sampling distribution. We also show that one can
obtain similar decay of correlation rates for ω ∈ [0,∞), when sampling is done with respect
to a family of smooth, heavy-tailed distributions.
1 Introduction
Let us consider the one-parameter family of L-S-V maps [LSV99] {fω}ω∈R+ , fω : [0, 1]→ [0, 1],
defined as
fω(x) =
{
x(1 + 2ωxω) x ∈ [0, 12)
2x− 1 x ∈ [12 , 1]
(1)
These maps were introduced as standard examples of dynamical system with intermittency,
alternating stretches of time where orbits exhibit chaotic behaviour, and long stretches of time
where they are almost constant and close to zero. The uniform expansion of the maps away
from the fixed point x = 0 is responsible for the chaotic behaviour, while the fact that f ′ω(0) = 1
implies that it takes a long time before orbits can escape the vicinity of x = 0. It is well known
that for ω ∈ (0, 1), fω has a unique physical probability measure which is absolutely continuous
and exhibits polynomial decay of correlations where the rate of decay depends on ω [You99].
For ω ≥ 1, fω does not have any invariant absolutely continuous probability measure, but it
has a unique invariant absolutely continuous infinite measure, and the Dirac delta concentrated
at zero is the unique probability physical measure. This is due to the fact that for ω ≥ 1, the
repulsion in a neighbourhood of zero is so small that, asymptotically, almost every orbit spends
most of its time arbitrarily close to zero.
After fixing a compact interval [α, β] ⊂ R+ with α ≤ β, we study the composition of maps
sampled randomly with respect to a given probability measure ν on [α, β], and characterise the
average statistical properties of their orbits (annealed results). The case where [α, β] ⊂ (0, 1] has
been previously considered. In [BBD14] and [BB16] the authors show that if the distribution
is discrete and samples only finitely many values in [α, β], the annealed correlations decay at
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a rate equal to that of the system with the smallest ω ∈ [α, β] which is sampled with positive
probability. Other works deal with quenched results that, in contrast with annealed results,
establish decay of correlations and convergence to limit laws for almost every sequence of maps
sampled with respect to the given measure on [α, β] ⊂ (0, 1] [BBR17] (see also [BBMD02] for
quenched results on random composition of unimodal maps). In [AHN+15], [NTV18], and
[NP19] an arbitrary composition of maps (sequential random systems) from [α, β] ⊂ (0, 1),
where α and β satisfy some additional technical consitions, is shown to give decay of correlations
at a speed bounded above by that of the system β, satisfy central limit theorems, and large
deviations principles.
In contrast with the above cited works, we focus on the case where α < 1 < β and thus
maps with both ω < 1 and ω > 1 are composed. In this case, there is competition between two
contrasting behaviours: maps with ω < 1 tend to spread mass over the whole space, while maps
with ω > 1, although still expanding on most of the space, tend to accumulate mass at the
neutral fixed point. We show that it is enough for maps with ω < 1 to be sampled with positive
probability, to ensure that the average random system has an absolutely continuous stationary
probability measure, polynomial decay of correlations, and convergence to limit laws.
The case of discrete ν (i.e. ν =
∑
piδωi) was previously treated in [BB16] for β ≤ 1
using the Young tower approach [You99] to find estimates on the decay of correlations. In
this analysis, the base of the skew product is conjugated to a piecewise affine and uniformly
expanding system. This allows one, after inducing on a suitable subset of the phase space,
to reduce the analysis to the study of a Gibbs-Markov system [AD01] with countably many
invertible branches. This construction is not possible in the case of a non-discrete ν where one
can find uncountably many inverse branches all defined on measurable sets of zero measure that
cover a set of positive measure, thus obstructing the construction of a countable Gibbs-Markov
structure.
Our main approach in this paper is based on the renewal theory of operators which was
introduced by Sarig [Sar02] and further developed by Goue¨zel [Gou04a]), and which can deal
with any measure ν on [α, β] ⊂ R+. For the machinery to work, it is crucial to bound the
distortion of the composition of different maps with parameters chosen arbitrarily from [α, β].
So far, this type of bound has been obtained in the cases β ≤ 1 by using the Koebe principle
or negative Schwartzian derivative [BBD14]. In the following, we give a more direct estimate of
the distortion that encompasses the general case [α, β] ⊂ R+ with α > 1.
In the case where the interval of parameters is unbounded, i.e. β =∞, the approach above
does not work as a uniform bound on the distortion is missing. However, in the special situation
where ν is an absolutely continuous measure on [α,+∞) with very regular density, we present
a second approach that exploits the continuous distribution in parameter space by looking at
the system as a mixture between a diffusion process, and a deterministic uniformly expanding
system. The estimates on the decay of correlations are obtained using the theory of Markov
chains with subgeometric rates of convergence [TT94]. We are going to present this approach
in the case where the distribution of ν has fat polynomial tails at infinity, meaning that large
parameters are sampled with high probability.
2 Setting and Results
Let us consider the one-parameter family of L-S-V maps {fω}ω∈R+ as in (1) above. Given
α, β ∈ R+ with α < 1 and β > α, we consider a probability measure ν on the compact interval
[α, β], and νN0 the product measure on Ω := [α, β]N0 . We assume without loss of generality
that α belongs to the topological support of ν (that is ν([α, α+ δ]) > 0 for any δ > 0).
These data define the random dynamical system taking skew-product form F : Ω× [0, 1]→
2
Ω× [0, 1]
F (ω, x) = (σω, fω0x), ω = (ω0ω1...) ∈ Ω, x ∈ [0, 1] (2)
where the reference measure on Ω × [0, 1] is P = νN0 ⊗ m, with m the Lebesgue measure on
[0, 1]. Given ω ∈ Ω and n ∈ N, we denote by fnω = fωn−1 ◦ ... ◦ fω0 . We are going to describe the
annealed statistical properties of this random system, i.e. the statistical properties of F averaged
with respect to the reference measure νN0 . In the following, for a measurable A ⊂ Ω× [0, 1] we
denote by
τA(ω, x) := inf{n ∈ N| Fn(ω, x) ∈ A},
and for a measurable J ⊂ [0, 1] we denote with an abuse of notation τJ(ω, x) := inf{n ∈
N| Fn(ω, x) ∈ Ω× J}.
Decay of correlations. We show that the random system has an absolutely continuous
stationary probability measure and exhibits decay of correlations at polynomial speed.
Theorem 2.1. Let 0 < α < 1, α ≤ β and let ν be a probability measure on [α, β] such that α
lies in the topological support of ν. Then there is an absolutely continuous stationary measure pi,
i.e. νN0⊗pi is invariant under F . For ψ ∈ L∞([0, 1],m), ϕ ∈ Lip([1/2, 1],R) and all 1 < γ < 1α ,
there is C > 0 such that∣∣∣∣∫ ψ ◦ Fn(ω, x)ϕ(x)dP(ω, x)− ∫ ϕ(x)dm(x)∫ ψ(x)dpi(x)∣∣∣∣ ≤ C 1nγ−1 .
We prove this theorem using the renewal theory for operators (see Section 5.1). This ap-
proach is more standard in the study of dynamical systems with nonuniform hyperbolic prop-
erties, and relies on the bound on distortion given in Section 3. However, we have to deal with
the fact that the induced map we are going to study, FY := F
τY with Y := Ω× [1/2, 1], is not
Gibbs-Markov, as is usually assumed to be the case. In fact, there is an uncountable partition
of sets with zero measure that are mapped bijectively onto Y by FY and that cover a set of
positive measure. Therefore, we have to prove the spectral properties of the operators involved
directly.
In Section 6 we consider the case where ν is absolutely continuous with a power law distri-
bution, and prove a decay of correlations statement for bounded measurable functions. We look
at the diffusion process induced by the skew product map F on the vertical fibre [0, 1] and use
the theory of Markov chains with subgeometric rates of convergence to their stationary state.
This approach does not use the bound on the distortion, whose role in the arguments is played
by the diffusion and gives decay of correlations for arbitrary L∞ functions.
For 0 < α < 1 and ε > 0, let να,ε denote the measure on [α,∞) defined by
να,ε(A) =
∫
A
εαε
tε+1
dt,
for any A ⊂ [α,∞). Alternatively, να,ε is characterized by να,ε(t,∞) = ( tα)−ε for any t ≥ α.
Theorem 2.2 (L∞ decay of correlations for power law parameter distributions). Let 0 < α < 1
and let ε > 0 and consider the random composition of LSV maps where the parameters are
chosen i.i.d. from να,ε. The corresponding Markov chain has a stationary probability distribu-
tion, pi. Let ϕ,ψ ∈ L∞[0, 1]. Then for all 1 < γ < 1α ,∣∣∣∣∫ ∫ ψ ◦ Fn(ω, x)ϕ(x) dm(x) dνNα,ε(ω)− ∫ ϕ(x) dm(x) ∫ ψ(y) dpi(y)∣∣∣∣ = o(n1−γ).
3
Convergence to limit laws. Let ϕ : [0, 1] → R be a Lipschitz function. Define ϕY :
Ω× [1/2, 1]→ R by
ϕY (ω, x) :=
τY (ω,x)−1∑
i=0
ϕ ◦ pi2 ◦ F i(ω, x).
We denote the Birkhoff sums with respect to FY by
Snψ := ψ + ψ ◦ FY + ...+ ψ ◦ Fn−1Y
Theorem 2.3. Let 0 < α < 1, α 6= 1/2, and α < β. Let ν be a probability measure supported
on [α, β] with α in the topological support of ν. Let ϕ be a Lipschitz function on [0, 1] with
ϕ(0) > 0. Then there is a stable law Z a sequence A′n, and a sequence B′n such that
lim
n→∞
SnϕY −A′n
B′n
→ Z
where the convergence is in distribution. Furthermore
i) if α < 1/2, then Z is a Gaussian;
ii) if α > 1/2, then Z is a stable law with index 1/α.
The limit laws are proved using the Nagaev-Guivarc’h approach as outlined in [Gou04b] and
[Gou15]. The spectral properties of the transfer operator of FY will play a crucial role to this
end. The case α = 12 is somewhat delicate, as the convergence to a limit law depends on the
characteristics of ν around 12 (see [Gou04b]).
3 Bound on the distortion
Definition 3.1. Suppose f : [0, 1]→ [0, 1] is a piecewise differentiable map with f ′ > 0 on any
J ⊂ [0, 1] such that f |J is differentiable. The distortion of f on J is defined as
Dist(f |J) = sup
x,y∈J
log
|Dxf |
|Dyf | .
We restrict our attention to J ⊂ [0, 1/2) and for the moment write (abusing notation),
f−1ω = (fω|[0,1/2))−1.
Proposition 3.2. There is K > 0 such that for any ω ∈ Ω, I ′ ⊂ [1/2, 1], and n ∈ N
Dist(fnω|(fnω)−1(I ′)) ≤ K log
sup I ′
inf I ′
.
As an immediate corollary to the previous proposition we obtain:
Corollary 3.3. There is K ′ > 0 such that for any ω ∈ Ω and interval [x, y] ⊂ [0, 1) with fnω,
mapping [x, y] bijectively to fnω([x, y]) ⊂ [1/2, 1)
Dist(fnω|[x, y]) ≤ K ′|fnω(x)− fnω(y)|.
4
Proof. There is k ∈ N and numbers 0 = n0 < n1 < n2 < ... < nk = n where ni is the i-th return
to the set [1/2, 1]. From Proposition 3.2, we get that for every 0 ≤ i ≤ k − 1
Dist(f
ni−ni−1
σni−1ω |f
ni−1
ω ([x, y])) ≤ K ′′|fniω (x)− fniω (y)|.
Since |fniω (x)− fniω (y)| ≤ 2−(k−i)|fnω(x)− fnω(y)| one gets
Dist(fnω|[x, y]) ≤
k∑
i=1
Dist(f
ni−ni−1
σni−1ω |f
ni−1
ω ([x, y]))
≤ K ′′
k∑
i=1
2−(k−i)|fnω(x)− fnω(y)|
≤ 2K ′′|fnω(x)− fnω(y)|.
To prove the proposition we use the following lemma.
Lemma 3.4. For any closed interval J ⊂ (0, 1] define
D(J) = (1 + β) log sup J
inf J
.
Then,
max
ω∈[α,β]
{D(f−1ω (J)) + Dist(fω|f−1ω (J))} ≤ D(J). (3)
Proof. Fix J = [a, b]. For ω ∈ [α, β]
D(f−1ω (J)) + Dist(fω|f−1ω (J)) = (1 + β) log
f−1ω (b)
f−1ω (a)
+ log
Df−1ω (b)fω
Df−1ω (a)fω
where in the estimates above we used the fact that (fω)
′ is positive and monotonically increasing.
Calling a−1 := f−1ω (a) and b−1 := f−1ω (b) all we need to show is that
(1 + β) log
b−1
a−1
+ log
Db−1fω
Da−1fω
≤ (1 + β) log fω(b−1)
fω(a−1)
. (4)
The left-hand side equals
LHS = log
((
b−1
a−1
)(1+β) 1 + (ω + 1)2ωbω−1
1 + (ω + 1)2ωaω−1
)
and the right-hand side equals
RHS = log
((
b−1
a−1
)(1+β)( 1 + 2ωbω−1
1 + 2ωaω−1
)(1+β))
.
LHS−RHS = log
(
1 + (ω + 1)2ωbω−1
1 + (ω + 1)2ωaω−1
(
1 + 2ωaω−1
1 + 2ωbω−1
)(1+β))
= log
(
(1 + 2ωaω−1)(1+β)
(1 + (ω + 1)2ωaω−1)
(1 + (ω + 1)2ωbω−1)
(1 + 2ωbω−1)(1+β)
)
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The fact that LHS−RHS≤ 0 follows from the fact that
g(x) =
(1 + x)(1+β)
1 + (ω + 1)x
.
is non-decreasing ∗, and the fact that LHS−RHS= log g(2
ωaω−1)
g(2ωbω−1)
with b−1 ≥ a−1. This concludes
the proof of (4).
Proof of Proposition 3.2. Fix ω ∈ Ω and n ∈ N and let I ′ be a sub-interval of [12 , 1]. Define
J0 = f
−1
ω0 ◦ . . . ◦ f−1ωn−1(I ′) and for every 1 ≤ i ≤ n− 1 and
Ji := f
i
ω(J0) = f
−1
ωi ◦ ... ◦ f−1ωn−1(I ′).
From the definition of distortion and monotonicity of fω and (fω)
′
Dist(fnω|J0) =
n−1∑
i=0
Dist(fωi |Ji).
Repeatedly applying (3)
D(I ′) ≥ D(Jn−1) + Dist(fωn−1 |Jn−1) ≥ D(J0) +
n−1∑
i=0
Dist(fωi |Ji)
which implies that
n−1∑
i=0
Dist(fωi |Ji) ≤ D(I ′) = (1 + β) log
sup I ′
inf I ′
.
4 Estimates on the Return Times to the Inducing Set
Let Y = Ω × [1/2, 1] and PY the probability measure obtained by restricting P to Y . We use
the following condition on the tails of the return time to Y in the renewal theory approach
∃γ > 1 such that PY ({(ω, x) ∈ Y : τY (ω, x) > n}) = O(n−γ). (C1)
In the diffusion driven case we are going to use the following, closely related condition: there is
a non-decreasing function R : N→ R+0 such that
∞∑
n=1
PY ({(ω, x) ∈ Y : τY (ω, x) = n}) ·R(n) <∞. (C2)
∗
d
dx
(1 + x)(1+β)
1 + (ω + 1)x
=
(1 + β)(1 + x)β(1 + (ω + 1)x)− (ω + 1)(1 + x)(1+β)
[1 + (ω + 1)x]2
=
(1 + x)β
[1 + (ω + 1)x]2
[β − ω + (ω + 1)(β)x] > 0 for x > 0.
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In fact, for t > 1, if condition (C1) holds for all γ < t then condition (C2) holds for
R(n) = nγ for all γ < t. To see this, we use summation by parts, showing
∞∑
n=1
P(τ = n)R(n) =
∞∑
n=1
(P(τ > n− 1)− P(τ > n))R(n)
= R(1) +
∞∑
n=1
P(τ > n)(R(n+ 1)−R(n))
Notice that, having fixed the family {fω}ω∈[α,β], (C1) and (C2) are conditions on the meas-
ure ν. Sharp bounds for the expressions in (C1) and (C2) have been obtained for various ν in
[BBR17]. Below we prove the following proposition
Proposition 4.1. Assume that ν is a probability measure supported on [α, β] with 0 < α < 1
lying in the topological support of ν. Then conditions (C1) and (C2) hold. In particular
1. For any 1 < γ < 1α , Condition (C1) holds and Condition (C2) holds with R(n) = n
γ;
2. if ν({α}) > 0, then Condition (C1) holds with γ = 1α and Condition (C2) holds with
R(n) = n1/α.
Conditions (C1) and (C2) concern the return times of orbits to the inducing set under the
map F . They can be verified on a case-by-case basis in the following way (see also [BBR17]).
Call fω,1 := fω|[0,1/2) the first invertible branch of fω, and g := 2x − 1 mod 1 on [1/2, 1] the
second branch common to all the maps in the family. Define xn(ω) := f
−1
ω1 ...f
−1
ωn−1(1/2). Then
{(ω, x) ∈ Y : τY (ω, x) > n} = {(ω, y) : y ∈ [1/2, g−1(xn(ω))]}.
This implies that
PY ((ω, x) ∈ Y : τY (ω, x) > n) = 12E[xn(ω)], (5)
where the expectation E is with respect to νN. The equality above together with computations
as in [BBD14] allow us to prove Proposition 4.1.
Proof of Proposition 4.1. From the assumptions, α := min supp(ν) > 0. Let 1 < γ < 1α , so
that from the definition of topological support, p0 := ν([α, γ
−1]) > 0. It is known that if ω is
a sequence such that
∑n
j=1 1{ωj∈[α,γ−1]} > M , then xn(ω) ≤ bMc−γ (see for example [BBD14])
and is a consequence of the monotonicity found in the family of functions {fω}ω∈R+ . It follows
from the Hoeffding concentration inequality for i.i.d. and bounded random variables that
νN
(
ω :
1
n
n∑
i=1
1{ωi∈[α,γ−1]} < p0 − ε
)
≤ e−2nε2
so that calling
An :=
{
ω :
n∑
i=1
1{ωi∈[α,γ−1)}(ω) < n(p0 − ε)
}
, (6)
νN(An) ≤ e−2nε2 . Now, using (5):
PY ({(ω, x) : τY (ω, x) > n}) = 1
2
∫
dνN(ω)xn(ω)
=
1
2
[∫
An
dνN(ω) +
∫
Acn
dνN(ω)
]
xn(ω)
≤ 12(e−2nε
2
+ (n(p0 − ε))−γ) = O(n−γ).
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establishing Condition (C1) for any γ < 1α . As pointed out above, this implies that Condition
(C2) holds with R(n) = nγ for any γ < 1α .
If ν({α}) > 0, then one can repeat the above reasoning with γ = 1α to obtain
PY ({(ω, x) : τY (ω, x) > n}) ≤ O(n− 1α ).
5 Renewal Theory Approach
In this section we prove Theorem 2.1 on correlation decay, and Theorem 2.3 on convergence to
stable laws. In Section 5.1 we treat the correlation decay using the renewal theory for transfer
operators, as introduced by Sarig [Sar02] and further developed by Goue¨zel in [Gou04a], while
in Section 5.2 we use the Nagaev-Guivarc’h approach to prove convergence to limit laws.
5.1 Decay of Correlations via the Renewal Theory for Transfer Operators
We apply the following general theorem that can be found in [Gou04a]. Let us denote the open
unit disk by D = {z ∈ C : |z| < 1}.
Theorem 5.1 (Theorem 1.1 [Gou04a]). Let {Tn}n≥0 be bounded operators on a Banach space
(B, ‖ · ‖) such that T (z) = Id +∑n≥1 znTn converges for every z ∈ D. Assume that:
• for every z ∈ D, T (z) = (I−R(z))−1 where R(z) = ∑n≥1 znRn and {Rn}n≥1 are bounded
operators on B such that ∑n≥1 ‖Rn‖ < +∞;
• 1 is a simple isolated eigenvalue of R(1);
• for every z ∈ D\{1}, Id−R(z) is invertible.
Let Π be the eigenprojection of R(1) at 1. If
∑
k≥n ‖Rk‖ = O(1/nγ) for some γ > 1 and
ΠR′(1)Π 6= 0, then for all n
Tn =
1
µ
Π +
1
µ2
+∞∑
k=n+1
Πk + En
where µ is given by ΠR′(1)Π = µΠ, Πn =
∑
l>n ΠRlΠ and En is a bounded operator satisfying
‖En‖ =

O(1/nγ) if γ > 2
O(log n/n2) if γ = 2
O(1/n2γ−2) if 2 > γ > 1
To apply the above result to our context, consider FY := F
τY : Y → Y , and PY :
L1(Y,PY )→ L1(Y,PY ) its transfer operator. Define operators Tn, Rn : L1(Y,PY )→ L1(Y,PY )
for every n ∈ N0, in the following way
T0 = Id, R0 = 0, Tnϕ = χY P
n(χY ϕ), Rnϕ = P
n(ϕχ{τY =n})
for n ∈ N.
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Corollary 5.2. Assume there is a Banach space (B, ‖·‖), B ⊂ L1(Y,PY ), such that the operators
{Tn}n≥0 and {Rn}n≥1 satisfy the hypotheses of Theorem 5.1. Then for any h1 ∈ B supported
on Y , and any h2 ∈ L∞, there is C > 0 such that∣∣∣∣∫ h1h2 ◦ Fndm− ∫ h1dm∫ h2dpi∣∣∣∣ ≤ Cn1− 1γ .
where pi is the stationary measure.
By proving the assumptions of Corollary 5.2, the proof of Theorem 2.1 immediately follows.
The proposition below shows that the hypotheses of Theorem 5.1 and Corollary 5.2 are satisfied
in our setup by the Banach space B of functions on Y that are a) constant w.r.t. ω and b)
Lipschitz w.r.t. the spatial variable x. To simplify notation, we indicate these functions in
terms of x only and write
B := {ϕ : [1/2, 1]→ C : |ϕ|Lip <∞}
where
|ϕ|Lip = sup
x,y∈[1/2,1]
x 6=y
|ϕ(x)− ϕ(y)|
|x− y|
is the Lipschitz semi-norm, and B is endowed with the norm ‖ϕ‖ := |ϕ|Lip + |ϕ|∞. Notice that
if f ∈ B the function PF f is also constant w.r.t. ω. In particular, we can compute the skew
product transfer operator as
PF f(x, ω) = PF f(x) =
∫
[α,β]N0
Pγf(x)dν
N0(γ),
where Pγ denotes the transfer operator associated to fγ . We will see this leads to a useful
simplification when computing higher powers P kF and the induced transfer operator below.
Proposition 5.3. Let B be as above. The maps Tn and Rn are bounded operators on B. Suppose
that condition (C1) is satisfied for some γ > 1. The series T (z) = I +
∑
n≥1 z
nTn converges
on D, and:
(i) I −R(z) is invertible for every z ∈ D\{1};
(ii) T (z) = (I −R(z))−1 for z ∈ D, where R(z) = ∑n≥1 znRn and ∑n≥1 ‖Rn‖ <∞;
(iii) R(1) has a spectral gap, i.e. there is Π with Π2 = Π, dim=Π = 1, and there is N
satisfying ΠN = NΠ = 0, σ(N) < 1, such that R(1) = Π + N ; The non-degeneracy
condition ΠR′(1)Π 6= 0 holds.
(iv)
∑
k>n ‖Rk‖ = O(n−γ).
Proof of Proposition 5.3. Fix any k ∈ N, a n ≥ k, and any sequence (ω0 . . . ωn−1) and write fn
for fn(ω0...ωn−1). Define J k(ω0...ωn−1) to be the collection of maximal subintervals of [12 , 1] where fn
is continuous, returning to [12 , 1] for the kth time at time n under f
n. If J ∈ J k(ω0...ωn−1), the
points of J have the same return times up to the kth return and J is mapped injectively and
onto [12 , 1] under f
n. Pick ψ ∈ B, then
P kY ψ =
∫
[α,β]N0
dνN0(ω0 . . . ωn−1 . . .)
∑
n≥k
∑
J
Pωn−1 . . . Pω0 (ψχJ) (x)
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where the second sum is over J ∈ J k(ω0...ωn−1) and again we indicate by Pωi the transfer operator
of fωi . We are going to prove that PY satisfies a Lasota-Yorke inequality. First of all notice
that
Pωn−1 ◦ . . . ◦ Pω0(ψχJ)(x) = ψ ◦ f−n(ω0...ωn−1),J(x)∂xf
−n
(ω0...ωn−1),J(x)
with fn(ω0...ωn−1),J indicating the restriction of the function to J . Given two points x, y ∈ [1/2, 1]∣∣∣ψ ◦ f−n(ω0...ωn−1),J(x)∂xf−n(ω0...ωn−1),J(x)− ψ ◦ f−n(ω0...ωn−1),J(y)∂xf−n(ω0...ωn−1),J,(y)∣∣∣ ≤ (7)
≤
∣∣∣∂xf−n(ω0...ωn−1),J(x)∣∣∣ ∣∣∣ψ ◦ f−n(ω0...ωn−1),J(x)− ψ ◦ f−n(ω0...ωn−1),J(y)∣∣∣+
+
∣∣∣ψ ◦ f−n(ω0...ωn−1),J(y)∣∣∣ ∣∣∣∂xf−n(ω0...ωn−1),J(x)− ∂xf−n(ω0...ωn−1),J(y)∣∣∣ =
=: A+B.
To bound A we show first that there is M > 0 uniform in the choice of J such that
|∂xf−n(ω0...ωn−1),J(x)| ≤M |J |.
In fact, recall that J is mapped bijectively onto [12 , 1]. By the mean value theorem, there is
ξ ∈ [12 , 1] such that
2|J | = ∂xf−n(ω0...ωn−1),J(ξ).
Combining this with the bound on distortion from Corollary 3.3, there is a constant K such
that
|∂xf−n(ω0...ωn−1),J(x)| =
∣∣∣∣∣ ∂xf
−n
(ω0...ωn−1),J(x)
∂xf
−n
(ω0...ωn−1),J(ξ))
∣∣∣∣∣ ∣∣∣∂xf−n(ω0...ωn−1),J(ξ)∣∣∣
=
∣∣∣∣∣∂xf
n
(ω0...ωn−1),J(f
−n
(ω0...ωn−1),J(ξ))
∂xfn(ω0...ωn−1),J(f
−n
(ω0...ωn−1),J(x))
∣∣∣∣∣ |∂xf−n(ω0...ωn−1),J(ξ)|
≤ K|J |
This and the fact that
|ψ ◦ f−n(ω0...ωn−1),J(x)− ψ ◦ f
−n
(ω0...ωn−1),J(y)| ≤ 2
−k|ψ|Lip|x− y|
imply that
A ≤M |J |2−k|ψ|Lip|x− y|.
To bound B first of all notice that∣∣∣ψ ◦ f−n(ω0...ωn−1),J(y)∣∣∣ ≤ |J |−1 ∫
J
|ψ|+ 2−k|ψ|Lip
where we used that the diameter of J is less then 2−k given that its points have k common
return times with respect to sequences from the cylinder [ω0 . . . ωn−1]. Then notice that∣∣∣∂xf−n(ω0...ωn−1),J(x)− ∂xf−n(ω0...ωn−1),J(y)∣∣∣
= |∂xf−n(ω0...ωn−1),J(x)|
∣∣∣∣∣1− ∂xf
−n
(ω0...ωn−1),J(y)
∂xf
−n
(ω0...ωn−1),J(x)
∣∣∣∣∣
= |∂xf−n(ω0...ωn−1),J(x)|
∣∣∣∣∣1− ∂xf
n
(ω0...ωn−1),J(f
−n
(ω0...ωn−1),J(x))
∂xfn(ω0...ωn−1),J(f
−n
(ω0...ωn−1),J(y))
∣∣∣∣∣
≤M ′|J ||x− y|,
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where we made use of Proposition 3.2 in the last line. We conclude that
B ≤M ′
(∫
J
|ψ|dm(x) + |J |2−k|ψ|Lip
)
|x− y|
Putting the bounds for A and B together, we conclude that there is M ′′ > 0 (uniform) such
that for every k ∈ N, n ≥ k, (ω0 . . . ωn−1), and J ∈ J k(ω0...ωn−1)
|Pωn−1 ◦ . . . ◦ Pω0(ψχJ)|Lip ≤M ′′
(∫
J
|ψ|dm(x) + |J |2−k|ψ|Lip
)
. (8)
Applying this to J 1ω0...ωn−1 , which consists of a single interval, J1ω0,...,ωn−1 say, we see
|Pωn−1 ◦ . . . ◦ Pω0(·χJ)|Lip ≤M ′′|J1ω0...ωn−1 |.
We note
Rn(·) =
∫
[α,β]n
Pωn−1 ◦ . . . ◦ Pω0(·χJ1ω0...ωn−1 ) dν
n,
so that
‖Rn‖ ≤M ′′
∫
[α,β]n
|J1ω0...ωn−1 | dνn.
Since for each (ω0, . . .) ∈ [α, β]N0 , the sets J1ω0...ωn−1 form a countable partition of [12 , 1], it
follows that
∑ ‖Rn‖ <∞ as required.
By the same calculation,∑
k>n
‖Rk‖ ≤M ′′
∫
[α,β]N0
∑
k>n
|J1ω0...ωk−1 | dνN0(ω)
= M ′′ PY ({(ω, x) ∈ Y : τY (ω, x) > n}) = O(n−γ)
by condition (C1), establishing point (iv).
For every ω = (ω0ω1 . . .), let J kω be
⋃
n≥k J k(ω0...ωn−1), the countable partition of [12 , 1] ac-
cording to the first k returns to [12 , 1] under the maps f
n
ω . One obtains
|P kY ψ|Lip ≤
∫
[α,β]N0
dνN0(ω0 . . . ωn−1 . . .)
∑
n≥k
∑
J
|Pωn−1 . . . Pω0 (ψχJ) |Lip
≤M ′′
∑
n≥k
∫
[α,β]n
dνn(ω0 . . . ωn−1)
∑
J∈J k
(ω0...ωn−1)
(
2−k|J ||ψ|Lip +
∫
J
|ψ|
)
= M ′′
∫
[α,β]N0
dνN0(ω)
∑
J∈J kω
(
2−k|J ||ψ|Lip +
∫
J
|ψ|
)
= M ′′2−k|ψ|Lip
∫
[α,β]N0
dνN0(ω)
∑
J∈J kω
|J |+M ′′
∫
[α,β]N0
dνN0(ω)
∑
J∈J kω
∫
J
|ψ|
= M ′′2−k|ψ|Lip 1
2
+M ′′
∫
[1/2,1]
|ψ|,
(9)
where in the first line, the sum is over those intervals whose kth return occurs at time n. An
elementary calculation shows
1
1− 1/2
∫ 1
1/2
P kY ψ dm− |P kY ψ|Lip ≤ P kY ψ(x) ≤
1
1− 1/2
∫ 1
1/2
P kY ψ dm+ |P kY ψ|Lip,
11
for every x ∈ [1/2, 1] which, when combined with | ∫ 11/2 P kY ψ| = | ∫ 11/2 ψ| ≤ 1/2|ψ|∞, yields
|P kY ψ|∞ ≤ |ψ|∞+ |P kY ψ|Lip. Combining this with the estimate above gives the following Lasota-
Yorke inequality.
‖P kY ψ‖ ≤
M ′′
2k
‖ψ‖+ (M ′′ + 1)|ψ|∞. (10)
The operator PY is therefore quasi-compact (by Hennion’s theorem [Hen93]).
We now show that PY has unique fixed point, giving rise to an invariant mixing measure
νN0⊗µ for FY where µ is absolutely continuous with respect to Lebesgue. In particular, consider
the cone of positive functions Ca = {ψ : [1/2, 1]→ R+ > 0 : ψ(x)/ψ(y) ≤ ea|x−y|}. Since ψ ∈ Ca
is independent of ω
PY ψ(x) =
∫
[α,β]N0
∑
n≥1
Pωn−1 . . . Pω0
(
ψχJ(ω0...ωn−1)
)
(x)dνN0(ω0 . . . ωn−1 . . .)
Since fn(ω0...ωn−1) has bounded distortion and expansion both uniform in n and (ω0 . . . ωn−1),
there is a > 0 sufficiently large such that if ψ ∈ Ca
Pωn−1 . . . Pω0
(
ψχJ(ω0...ωn−1)
)
(x)
Pωn−1 . . . Pω0
(
ψχJ(ω0...ωn−1)
)
(y)
≤ ea′|x−y| ∀x, y ∈ [1/2, 1], ∀n, ∀(ω0 . . . ωn−1).
with a′ < a. It is easy to conclude that if ψ ∈ Ca, then PY ψ ∈ Ca′ . It is standard to conclude that
PY fixes a direction in Ca, giving a mixing invariant absolutely continuous probability measure
(see [Liv95]). It is also easy to see that ψ ∈ B. This fact together with quasi-compactness of
PY and mixing implies that the operator has a spectral gap.
Point (i) We first deal with |z| < 1. Pick z ∈ D. Notice that
R(z)kϕ(x) =
∑
n≥1
∫
zn
∑
J
Pωn−1 ◦ . . . ◦ Pω0(ϕχJ) dνN(ω),
where the summation is over J kω0,...,ωn−1 , the collection of intervals (depending on ω) returning
to Y for the kth time at the nth step as above. The terms corresponding to A and B in (7) are
scaled by |z|n, where n ≥ k is the time of the kth return. In particular, arguing as in (9), we
see ‖R(z)k‖ ≤ M |z|k, where M does not depend on k or z. Hence for |z| < 1, ∑n≥0R(z)n is
convergent, and I −R(z) is invertible.
For |z| = 1, one can show that R(z) satisfies a Lasota-Yorke inequality as we did for R(1) =
PY . This implies that the essential spectrum of R(z) is contained in the open disk D, and
I−R(z) is invertible if and only if 1 is not an eigenvalue of R(z). Now let z lie on the unit circle
but z 6= 1. Suppose for a contradiction that ϕ is a Lipschitz function that is an eigenfunction
of R(z) with eigenvalue 1. Then taking absolute values and using the triangle inequality, we
see R(1)|ϕ| ≥ |ϕ|, this inequality being strict unless for each x, almost every term contributing
to R(z)ϕ has the same argument. Since
∫
R(1)|ϕ|(x) dm(x) = ∫ |ϕ(x)| dm(x), this implies
R(1)|ϕ| = |ϕ|, so that |ϕ| is the leading eigenvector, g say, of PY . We write ϕ(x) = g(x)h(x)
where |h(x)| = 1 for all x. Since g ∈ Ca, it is bounded below, so that h must be Lipschitz.
The condition for equality in the triangle inequality implies that h(FY (ω, x)) = h(x)z
τY (ω,x) for
PY -a.e. (ω, x). In particular for νN-a.e. ω, for m-a.e. x in each J1ω0,...ωn−1 , we have
h(FY (ω, x)) = h(x)z
n.
Since both sides of the equality are Lipschitz functions, this holds for all x ∈ J1ω0,...ωn−1 . Since
the J1ω0,...ωn−1 are arbitrarily short for large n, we see that varJ(h) becomes arbitrarily small. But
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the above equality and the fact that FY (ω, ·) maps J onto [12 , 1] imply that varJ(h) = var[ 12 ,1](h).
Hence h is a constant and we may assume ϕ = g. Now R(z)g = R(1)g = g implies that z = 1.
Point (ii) One can verify the renewal equations
Tn = T0Rn + T1Rn−1 + . . .+ Tn−1R1
Tn = RnT0 +Rn−1T1 + . . .+R1Tn−1.
Now since
∑
n≥1R(z)
n converges, we deduce that (I − R(z)) is invertible. The coefficient
multiplying zn in this last sum is
n∑
k=1
∑
i1+...+ik=n
Ri1Ri2 . . . Rik = Tn,
so T (z) = (I −R(z))−1. This also establishes the boundedness of Tn for each n.
Point (iii) Notice that R(1) =
∑∞
n=1Rn = PY , so that there is the required spectral
gap and simple eigenvector with eigenvalue 1 as shown above. We have R′(1) =
∑∞
n=1 nRn =∑∞
n=1
∑
m≥nRm, so that this is a bounded operator by point (iv). Note also that R(1) preserves
integrals, so that Π also preserves integrals and the operators Rn preserve the class of non-
negative functions. Since R′(1) = R(1) +
∑
n>1(n− 1)Rn, It follows that ΠR′(1)Π is non-zero
as required.
5.2 Central Limit Theorem and Convergence to Stable Laws
The fact that PY has a spectral gap allows us to use the Nagaev-Guivarc’h method (as outlined
in [AD01] [Gou15]) to show that suitably rescaled Birkhoff sums converge to stable laws. In this
approach, one first proves that suitably rescaled Birkhoff sums of observables in the induced
system (FY ) converge to stable laws, and then use this result to show that the same limit theorem
holds for the unfolded system (F ). We are not going to give full details of the proofs, but we
are going to present some computations needed in the particular case that we are treating, and
direct the reader to the relevant literature for the remaining standard part of the argument.
Let us call
SnY ψ := ψ + ψ ◦ FY + . . .+ ψ ◦ Fn−1Y
the Birkhoff sums with respect to FY . We assume, as in the statement of Theorem 2.3 that ϕ is a
Lipschitz function on [0, 1] satisfying ϕ(0) > 0. Recall that given ϕ, ϕY (ω, x) =
∑τY (ω,x)−1
i=0 ϕ ◦
F i(ω, x), and G is the cumulative distribution function of ϕY with respect to PY : that is
G(t) = PY ({(ω, x) ∈ Ω× [12 , 1] : ϕY (ω, x) ≤ t}.
Proposition 5.4. Assume G is such that L(t) := tp(1−G(t)) with p 6= 2 is slowly varying as
t → ∞ and G(t) = 0 for large negative t. Then there is a stable law Z a sequence An, and a
sequence Bn satisfying nL(Bn) = B
p
n such that
lim
n→∞
SnY ϕY −An
Bn
→ Z
where the convergence is in distribution. If p > 2, then Z is a Gaussian, while if p < 2, Z is a
stable law of index p.
Proof. Calling PY,t(·) := PY (eitϕY ·), it follows that
E[eitS
n
Y ϕY ] =
∫
PnY,t1dP.
The relation above provides the foundation to the Nagaev-Guivarc’h approach that recovers
information on the characteristic function of SnY from spectral properties of the family (PY,t)t.
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Step 1 The operator PY,t has a spectral gap in B for all sufficiently small t. We show how
to prove this fact directly with computations analogous to those carried out in the proof of
point (iii) in Proposition 5.3. However, in that proposition ϕY = τY , i.e. ϕ = 1, and therefore
ϕY is piecewise constant on every fibre Ω × {x}. When this is not the case, ϕY remains
piecewise Lipschitz on fibres, where the fibres are partitioned according to the return time to
Y . However, the Lipschitz constants on these pieces are typically not bounded, so the previous
argument needs some extra care.
One needs to estimate |P kY,t(ψ)|Lip, given by
P kY,tψ(x) =
∫
dνN0(ω)
∑
n≥k
∑
J
Pωn−1 · · ·Pω0(χJeitSkϕY ψ)(x),
where the J summation is over J kω0,...,ωn−1 , the collection of intervals returning to Y for the kth
time at time n. Now fix x < y in [12 , 1]; ω ∈ [α, β]N0 , k ≤ n and J ∈ J kω0,...,ωn−1 . Let x′, y′
be respectively the points in (fnω)
−1(x) and (fnω)−1(y) that lie in J . Then the contribution to
P kY,tψ(y)− P kY,tψ(x) coming from the interval J is
eitSkϕY (y
′)ψ(y′)
(fnω)
′(y′)
− e
itSkϕY (x
′)ψ(x′)
(fnω)
′(x′)
.
We estimate the absolute value of this quantity by
t|SkϕY (y′)− SkϕY (x′)| ‖ψ‖Lip
(fnω)
′(y′)
+
|ψ(y′)− ψ(x′)|
(fnω)
′(y′)
+ |ψ(x′)|
∣∣∣∣ 1(fnω)′(y′) − 1(fnω)′(x′)
∣∣∣∣
The combined contribution from the second and third terms as n runs over k, k + 1, . . . and J
runs over J kω and integrated over ω is estimated exactly as in Proposition 5.3. It remains to
estimate the combined contribution from the first term. Since the fω’s are non-contracting and
the kth return time is n, the first term |SkϕY (y′)−SkϕY (x′)|may be estimated by n|ϕ|Lip||x−y|.
As before, the distortion estimates give 1/(fnω)
′(y) ≤ K|J |. Hence the combined contribution
to |P kY,t(ψ)(y) − P kY,t(ψ)(x)| coming from the first terms in the above display (as n, J and ω
vary) is bounded above by
Kt‖ϕ‖Lip‖ψ‖Lip|x− y|
∫
dνN0(ω)
∑
n
∑
J∈J kω0,...,ωn−1
n|J |
=Kt‖ϕ‖Lip‖ψ‖Lip|x− y|
∫
τk(ω, x) dP(ω, x),
where τk(ω, x) denotes the k−th return time to Y . The measure P agrees with νN0⊗piY (where
piY is the absolutely continuous invariant measure for FY , i.e. the density of piY is the unique
fixed point of PY on B) up to a multiplicative factor that is uniformly bounded above and below.
Hence the above displayed quantity may be estimated by
≤ K ′t‖ϕ‖Lip‖ψ‖Lip|x− y|
∫
τk(ω, x) dν
N0 ⊗ piY
= kK ′t‖ϕ‖Lip‖ψ‖Lip|x− y|
∫
τ1(ω, x) dν
N0 ⊗ piY
By Kac’s Lemma, the integral is finite, so the above reduces to Ct‖ψ‖Lip|x − y|. Taking t
sufficiently small, we see that the additional contribution to the estimate of |P kY,t(ψ)|Lip from
that appearing in the earlier proposition is Ct‖ψ‖Lip. In particular, for sufficiently small t, one
obtains a Lasota-Yorke inequality analogous to the one in (10).
14
Step 2 The family of operators (PY,t) (acting on B) is continuous in t. To see this, we estimate
‖(PY,t − PY,s)(ψ)‖Lip. As above, |(PY,t − PY,s)(ψ)(y) − (PY,t − PY,s)(ψ)(x)| is expressed as an
integral over νN0 of a countable sum (one term for each n). Fix x < y in [12 , 1], ω and n as above.
Since we are considering first returns, there is exactly one interval, J , in J 1ω0,...,ωn−1 . Letting
x′ and y′ be the preimages of x and y under (fnω)−1 in J , the corresponding contribution to
∆ := |(PY,t − PY,s)(ψ)(y)− (PY,t − PY,s)(ψ)(x)| is estimated by∣∣∣∣∣eisϕY (y
′)(ei(t−s)ϕY (y′) − 1)ψ(y′)
(fnω)
′(y′)
− e
isϕY (x
′)(ei(t−s)ϕY (x′) − 1)ψ(x′)
(fnω)
′(x′)
∣∣∣∣∣
(where we dropped the ω-dependence of ϕY for clarity of the notation), which we bound as a
difference of products using the triangle inequality as usual, giving rise to the sum of four terms.
We use the estimates |(ei(t−s)ϕY (y′) − ei(t−s)ϕY (x′))/(fnω)′(ξ)| ≤ n|t− s|K‖ϕ‖Lip|y − x| for any ξ
between x′ and y′; |ei(t−s)ϕY (x′)− 1| ≤ n|t− s|K‖ϕ‖Lip; |1/(fnω)′(y′)− 1/(fnω)(x′)| ≤ K|J ||x− y|
(obtained from the distortion bound). Combining these estimates, we find that the contribution
to ∆ coming from the nth interval Jω0,...,ωn−1 from each of the four terms described above is
bounded above by Cn|t− s|‖ϕ‖Lip|x− y||J |‖ψ‖Lip. Summing over n and integrating, we find
‖PY,t − PY,s‖Lip ≤ C|t− s|‖ϕ‖Lip
∫
Ω
∑
n
n|Jω0,...,ωn−1 | dνN0(ω)
= C|t− s|‖ϕ‖Lip
∫
Ω×[ 1
2
,1]
τ1(ω, x) dm(x) dν
N0(ω).
As in Step 1, the integral is finite using Kac’s Lemma, so that ‖PY,t − PY,s‖Lip ≤ C ′|t− s|.
Step 3 The spectral gap of PY,t together with continuity of the family {PY,t}t implies that
PY,t has a simple eigenvalue λ(t) such that λ(t)→ 1 as t→ 0.
If p > 2, then the distribution random variable with distribution G is square summable, and
results from [Liv96] show that the limit law is a Gaussian (see also [Gou15]).
If p < 2, an expansion of λ(t) in t can be obtained following the proof of Theorem 5.1 from
[AD01]. The expansion will depend on the distribution G. In this case one can conclude the
statement of the theorem as outlined in Theorem 6.2 from [AD01]. The gist of the argument
is that
∫
Pn
Y, 1
Bn
1 approaches λ( 1Bn )
n. This information and the expansion of λ(t) found at the
previous step can be used to determine the limit for the law of
SnY ϕY −An
Bn
when n→∞.
The following general theorem allows us to “unfold” the limit theorem from the induced
system FY to the original system F .
Theorem 5.5 (Theorem 4.8 [Gou15]). Let T : X → X be an ergodic probability preserving map
w.r.t. the measure µ, let (Mn) and (Bn) be two sequences of integers which are regularly varying
with positive indices, let An ∈ R, and let Y ⊂ X be a subset of positive µ measure. Denote
by µY the probability measure induced on Y . Let τY be the first return time to Y , TY := T
τY
the induced transformation, ϕ : X → R a measurable function, ϕY (x) :=
∑τY (x)−1
i=0 ϕ ◦ T i(x),
SnY ϕY =
∑n−1
i=0 ϕY ◦ T iY (x). Assume that (SnY ϕY − An)/Bn → Z in distribution, that Mn is
such that (SnY τY −n/µ(Y ))/Mn is tight and max0≤k≤Mn |SkY ϕY |/Bn tends in probability to zero.
Then (Snϕ−Abnµ(Y )c)/Bbnµ(Y )c → Z in distribution.
Before proving Theorem 2.3, we show that the tails of ϕY and τY satisfy the hypotheses
of Proposition 5.4. Recall that ν is a probability measure supported on [α, β] with α < 1; α
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in the topological support of ν; and ϕ is a Lipschitz function on [0, 1] with ϕ(0) > 0. The
following proposition shows that the the distribution G of ϕY is a regularly varying function
independently of the choice of ν, i.e. it can always be written as the product of a monomial
and a slowly varying function. Furthermore, the index of the distribution depends only on the
minimum of the topological support of ν.
Proposition 5.6. Let ν and ϕ be as above. Then G(t) := PY {(ω, x) : ϕY (ω, x) ≤ t} satisfies
1−G(t) = 1/t1/αL(t), where L(t) is a slowly varying function.
The proof of this proposition requires a couple of lemmas. Let
q(x) =
∫ 1
2
x
ϕ(t)
t
[∫
(2t)γ dν(γ)
] dt.
In the function above, t
[∫
(2t)γ dν(γ)
]
is the average size (integrating γ) of a one-step displace-
ment fγ(t) − t. The random i.i.d. nature of the composed maps implies that the number of
steps needed to escape from the point x ≈ 0 to the inducing set, concentrates around a given
value, and q(x) is expected to be a proxy for the value around which ϕY (ω, x
′) concentrates,
where x′ is the unique preimage of x in Y . As a convenient abuse of notation in the follow-
ing computations, we will write, ϕY (ω, x) when x ≈ 0, with the convention that this means
ϕY (ω, x
′). The following lemmas make the above heuristic precise.
Lemma 5.7. For all δ > 0, there exists an x0 such that if x ≤ x0, then
νN{ω : ϕY (ω, z) ≥ q(x)} ≥ 1− δ for all z ≤ (1− δ)x
νN{ω : ϕY (ω, z) ≥ q(x)} ≤ δx for all z ≥ (1 + δ)x.
In particular, if x ≤ x0 and t = q(x), then
(1− 2δ)x ≤ PY ({(ω, y) : ϕY (ω, y) > t}) ≤ (1 + 2δ)x.
To prove this lemma we first show a concentration result for the number of steps needed to
escape from the interval [e−
√
n, e−
√
n−1].
Lemma 5.8. Let the probability measure ν on [α, β] be as above. Let In denote the interval
[e−
√
n, e−
√
n−1) and fix η > 0. For x ∈ [e−
√
n, fα(e
−√n)), let Tn(ω, x) = min{k : fωk−1 ◦ . . . ◦
fω0(x) > e
−√n−1}, that is the number of steps spent in In.
For all sufficiently large n and all x ∈ [e−
√
n, fα(e
−√n)),
νN{ω : Tn(ω, x) ∈ [(1− η)Nn, (1 + η)Nn]} ≥ 1− 2−n,
where Nn = (e
−√n−1 − e−
√
n)/[e−
√
n
∫
(2e−
√
n)γ dν(γ)].
Notice that when a random orbit enters In from In+1 the first point of In that is encountered
lies in [e−
√
n, fα(e
−√n)). Hence the lemma is estimating the number of steps spent in In when
entering from the left.
Proof. Let an = e
−√n. If x ∈ In, the size of each step is x(2x)γ where γ ∈ [α, β]. We
approximate this above and below by an−1(2an−1)γ and an(2an)γ . The ratio of these step sizes
is bounded above by (an−1/an)1+β, which approaches 1 as n→∞.
This allows us to compare the displacement of x under the composition fγk ◦ . . . ◦ fγ1 (that
is fγk ◦ . . . ◦ fγ1(x)−x) to
∑k
j=1 an(2an)
γj , the sum of the displacements fγj (an)− an, provided
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that fγj ◦. . .◦fγ1(x) remains in In for j = 0, . . . , k−1. It is convenient (to maximize the strength
of the conclusion from Hoeffding’s inequality) to rescale the displacements by a multiplicative
factor of 2−αa−(1+α)n = 2−αe(1+α)
√
n.
Let (Xi)i∈N be a sequence of i.i.d. random variables, where Xi = (2an)γi−α and γi is dis-
tributed according to ν. In particular, 0 ≤ Xi ≤ 1 for each i. Similarly, set Yi = (2an−1)γi−α,
so that for x ∈ In, the step size x(2x)γi satisfies 2αa1+αn Xi ≤ x(2x)γi ≤ 2αa1+αn−1Yi. We use P
and E to refer to the distribution on the (Xi) and (Yi) in order to distinguish from P used else-
where in the paper. Notice also that Nn = (an−1 − an)/[2αa1+αn EX] (we drop the n subscript
in the following computations and note that the random variable here are X = (2an)
γ−α and
Y = (2an−1)γ−α).
If we define (dependent) random variables Dk by Dk = fγk ◦ . . . ◦ fγ1(x)− fγk−1 ◦ . . . fγ1(x),
then provided fγk◦. . .◦fγ1(x) remains below an−1 we have D1+. . .+Dk ≤ Y1+. . .+Yk. Hence for
x ∈ [e−
√
n, fα(e
−√n)], 2αα1+αn−1(Y1 + . . .+Y(1−η)N ) < an−1−fα(an) implies fγ(1−η)N ◦ . . . fγ1(x) <
an−1. For x ∈ [e−
√
n, fα(e
−√n)), we have
P(fγ(1−η)N ◦ . . . ◦ fγ1(x) > an−1)
≤ P (2αa1+αn−1(Y1 + . . .+ Y(1−η)N ) > an−1 − fα(an))
= P
(
Y1 + . . .+ Y(1−η)N
(1− η)N −EY >
(
an
an−1
)1+α (an−1 − fα(an))EX
(1− η)(an−1 − an) −EY
)
≤ P
(
Y1 + . . .+ Y(1−η)N
(1− η)N −EY >
η
2EX
)
≤ e−2(1−η)N( η2EX)2 ,
The equality follows from the expression for Nn and a simple manipulation of the inequality in
parentheses. The second inequality holds for all sufficiently large n using the facts an/an−1 =
1+o(1), (an−1−fα(an))/(an−1−an) = 1+o(1) and EX = (1+o(1))EY , which follows from the
comparison of step sizes mentioned above; the final inequality is an application from Hoeffding’s
inequality. Since N ≥ (an−1− an)/(2αa1+αn ), we see that N ≥ eα
√
n/(21+αn), while γ −α takes
values in the range [0, α4 ] with positive probability, p say, so that (EX)
2 > p2e−
α
2
√
n. Thus we
see the probability of spending less than (1− η)N steps in In is (much) smaller than 2−n−1 for
large n.
An exactly similar argument based on studying the probability that 2αa1+αn (X1 + . . . +
X(1+η)N ) < an−1 − an shows that the probability of spending more than (1 + η)N steps in In
is smaller than 2−n−1 for large n.
Proof of Lemma 5.7. Let δ > 0 be fixed. Given n > 0, let x ∈ [e−
√
n, e−
√
n−1), m = dα2/(4β2)ne
and p = bn − δ√nc. Notice that ap ≤ (1 + δ)x for large n. Let E be the event that starting
from ap, the number of steps spent in Ij is at most e
δα/9Nj for each j = m+ 1, . . . , p. Applying
Lemma 5.8 with η taken to be eδα/9 − 1, provided n (and hence m) is sufficiently large, E has
probability at least 1− 2−m+1. After leaving Im+1, the position exceeds e−
√
m and the number
of steps before hitting Y is bounded above by eβ
√
m, so that the contribution to ϕY from this
part of the orbit is bounded above by eβ
√
m‖ϕ‖. Similarly, for ω ∈ E, the contribution from
Ip ∪ . . . ∪ Im+1 is bounded above by eδα/9
∑p
j=m+1Nj
(
ϕ(aj) + ‖ϕ‖Lip(aj−1 − aj)
)
. We claim
that for all sufficiently large n (with m and p related to n as above),
eδα/9
p∑
j=m+1
Nj
(
ϕ(aj) + ‖ϕ‖Lip(aj−1 − aj)
)
+ eβ
√
m‖ϕ‖ <
∫ 1
2
x
ϕ(t)∫
t(2t)γ dν(γ)
dt. (11)
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One may check that
∫
(2t)γ dν(γ) = (2t)α+ε(t), where ε(t)→ 0 as t→ 0. In particular, the right
side of (11) exceeds Ceα
√
n for all large n (and x ∈ In). By the choice of m, eβ
√
m‖ϕ‖ = o(eα
√
n).
Similarly, for all sufficiently large n, Nj ≤ e(α+ 12 )
√
j for all j ≥ m. Also aj−1 − aj = o(e−
√
j), so
that
∑p
j=m+1Nj(aj−1 − aj) = o(ne(α−
1
2
)
√
n). To show (11) it therefore suffices to show
p∑
j=m+1
Njϕ(aj) ≤ e−δα/9
∫ 1
2
x
ϕ(t)∫
t(2t)γ dν(t)
dt. (12)
To see this, set h(t) = ϕ(t)/
∫
t(2t)γ dν(t) and observe
p∑
j=m+1
Njϕ(aj) =
p∑
j=m+1
(aj−1 − aj)h(aj)
This Riemann sum is
(1 + o(1))
∫ am
ap
h(t) dt,
Notice that provided n is sufficiently large, ap ≥ eδ/2x. We also see that for any b > 1, for
all sufficiently small t, h(bt) ≤ bα/3
bα+1
h(t), so that for large n (and corresponding m and p),∫ am
ap
h(t) dt = eδ/2
∫ e−δ/2am
e−δ/2ap
h(eδ/2t) dt
≤ e−δα/3
∫ e−δ/2am
e−δ/2ap
h(t) dt
≤ e−δα/3
∫ e−δ/2am
x
h(t) dt.
Since ∫ 1
2
e−δ/2am
h(t) dt = o
(∫ 1
2
x
h(t) dt
)
,
the claimed inequalities (12) and hence (11) follow. We have therefore shown that for ω ∈ E,
ϕY (ω, ap) < q(x). Now if z ≥ (1 + δ)x, since z ≥ ap, the same bound applies to ϕY (ω, z).
Hence we have established the second statement of the lemma.
The first statement is proved in a very similar way, by using Lemma 5.8 to give lower bounds
on the time spent in Iq, . . . , Im where q = dn+ δ
√
n e.
Proof of Proposition 5.6. Since for x ∈ [12 , 1], fγ(x) = 2x − 1 for all γ, Lemma 5.7 shows that
PY ({ω, x) : ϕY (ω, x) > t}) = q−1(t)(1 + o(1)). It therefore suffices to show that q−1(t) is a
regularly varying function with order −1/α. However, Theorem 1.5.12 of [? ] shows that if
g(x) is regularly varying of order α as x → ∞, then g−1(x) is regularly varying of order 1/α.
Applying this to g(t) = q(1/t), it suffices to show that limx→∞ g(bx)/g(x) = bα for each b > 0.
A calculation shows
g(x) =
∫ x
2
1
u
∫
( 2u)
γ dν(γ)
du.
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Now set h(s) =
∫
e−sγ dν(γ). If s = (1−λ)r+λp, noticing that 11−λ and 1λ are conjugate Ho¨lder
exponents, we have
h(s) =
∫
e−(1−λ)rγe−λpγ dν(γ)
≤
(∫
e−rγ dν(γ)
)1−λ(∫
e−pγ dν(γ)
)λ
= h(r)1−λh(p)λ,
so that h is log-convex. Since for all ε > 0, ν([α, α + ε])e−(α+ε)s ≤ h(s) ≤ e−αs for large s, it
follows that (log h)′(s) → −α as s → ∞ and h(s + l)/h(s) → e−αl as s → ∞. It follows that
u 7→ ∫ ( 2u)γ dν(γ) = ∫ e− log(u/2)γdν(γ) is regularly varying with index −α as u→∞, in fact∫
e− log(λu/2)γdν(γ)∫
e− log(u/2)γdν(γ)
=
h(log(u/2) + log λ)
h(log(u/2))
→ e−α log λ = λ−α.
Now it follows from Theorem 1.5.11 (i) of [? ] that since [h(log(u/2))]−1 is regularly varying
with index α, for σ = −1 ≥ −(α+ 1)
xσ+1[h(log(x/2))]−1∫ x
2 u
−σ[h(log(u/2))]−1du
=
[h(log(x/2))]−1
g(x)
→ σ + α+ 1 = α.
and therefore g(x) is regularly varying with index α as required.
Proof of Theorem 2.3. We can restrict to the case
∫
ϕdpi(x) = 0, where pi is the stationary
measure. By Proposition 5.6, the cumulative distribution function, Gϕ of ϕY satisfies 1 −
Gϕ(t) = Lϕ(t)t
− 1
α , where Lϕ is slowly varying. We showed in the proof of Lemma 5.7 that
1−Gϕ(t) = (1 + o(1))q−1ϕ (t) where qϕ(x) =
∫ 1
2
x ϕ(z)/[
∫
z(2z)γ dν(γ)] dz. The same proposition
applies if ϕ is replaced by 1 so that the cumulative distribution function, Gτ of τY satisfies
1−Gτ (t) = Lτ (t)t− 1α , where Lτ is again slowly varying. As before, 1−Gτ behaves asymptotically
as the inverse function of qτ (x) =
∫ 1
2
x 1/[
∫
z(2z)γ dν(γ)] dx. Since qϕ(x) = ϕ(0)qτ (x)(1 + o(1))
and both are regularly varying of order −α, we see that qϕ(ϕ(0) 1αx) ∼ qτ (x) and 1 − Gτ (t) ∼
(1−Gϕ(t))/ϕ(0) 1α .
Let Bn be the solution of nLϕ(Bn) = B
1
α
n as in the statement of Proposition 5.4. By that
proposition, we obtain the existence of An and A
′
n such that (S
n
Y ϕY − An)/Bn and (SnY τY −
A′n)/Bn converge to stable laws. By Kac’s Lemma, we may assume A′n = n/pi(Y ).
Since (SnY τY − n/pi(Y ))/Bn converges in distribution, then it is also tight. Since ϕY is
integrable with
∫
Y ϕY dpiY =
∫
ϕdpˆi = 0, where pˆi is the unfolding of piY to [0, 1] and pˆi equals,
up to a normalizing factor, the invariant measure pi. By Birkhoff’s ergodic theorem SBnY ϕY /Bn
tends to zero almost everywhere. This implies that max0≤k≤Bn |SkY ϕY |/Bn tends to zero almost
surely (and thus in probability). To see this, consider A the set where the Birkhoff averages have
limit zero. For x ∈ A, call kn(x) the sequence of indices realizing the maxima. The sequence
(kn(x)) is non-decreasing. If kn(x) is eventually constant, then |Skn(x)Y ϕY (x)|/Bn → 0. If not,
then
|Skn(x)Y ϕY (x)|
Bn
=
kn(x)
Bn
|Skn(x)Y ϕY (x)|
kn(x)
→ 0
By Theorem 5.5 the conclusion of the theorem follows.
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6 Diffusion Driven Decay of Correlations
In this section we consider a family of distributions ν on the parameter space, with unbounded
support. More precisely, for α, ε > 0, να,ε is supported on [α,∞), and given by
να,ε[0, t] = F (t) :=
{
1− ( tα)−ε if t ≥ α;
0 if t < α.
Notice that since the measure has unbounded support, the considerations made in sections 4
and 5 on the uniform bound of the distortion, do not apply. Furthermore, the fat polynomial
tails of the distribution of ν, imply that arbitrarily large parameters are sampled somewhat
frequently.
6.1 Markov chains with subgeometric rates of convergence
The arguments in sections 4 and 5 do not apply to this setup. Instead, we exploit the absolute
continuity of ν to translate the deterministic process (2) into a Markov process on the state
space [0, 1] and apply a theorem on Markov chains (see [TT94]) to prove the existence of a
stationary measure and to estimate the asymptotic rate of correlation decay. To this end,
consider the stationary Markov process (Xt)t∈N0 on the probability space (Ω × [0, 1],B(Ω ×
[0, 1]),P) taking values in [0, 1], where Xt(ω, x0) = Π ◦ F t(ω, x0). Calling Γx : [α, β] → [0, 1]
the map Γx(ω) = fω(x), then the transition probability P (x,A) = P (Xt ∈ A| Xt−1 = x), is
given by P (x, ·) = (Γx)∗ν, i.e. the push-forward under Γx of the probability ν on the parameter
space, or more concretely P (x,B) = ν{γ : fγ(x) ∈ B}. The Markov chain defines an evolution
of measures, which we denote by Q: Qµ(B) =
∫
[0,1] P (x,B) dµ(x), that is if Xn has distribution
µ, then Xn+1 has distribution Qµ. In case µ is an absolutely continuous measure, with density
ρ, Qµ is again absolutely continuous with density
Pρ(x) =
∫ ρ(fγ |[0, 1
2
]
−1(x))
f ′γ(fγ |[0, 1
2
]
−1(x))
dν(γ) +
ρ(x+12 )
2
. (13)
For A ⊂ [0, 1], we define τA(ω, x) = inf{n ∈ N| Xn(ω, x) ∈ A}, and let us call Px, the
probability measure P conditioned on {X0 = x}.
Definition 6.1. A Markov chain is ψ−irreducible if there is a measure ψ such that for every
A ∈ B(S) with ψ(A) > 0 and every x ∈ S
Px (τA <∞) > 0.
Lemma 6.2. The Markov chain {Xt}t∈N0 is ψ−irreducible and aperiodic.
Proof. The only problem with these two properties is that P (0, ·) = δ0. However, this can be
fixed by removing the set {0} ∪ {h−n(12) : n ≥ 0} from the state space, where h : [12 , 1]→ [0, 1]
is h(x) = 2x− 1 mod 1, and redefining the σ−algebras and transition probabilities accordingly.
In this modified state space, every orbit eventually enters (0, 1/2) and is spread by the diffusion.
This implies that any set of positive Lebesgue measure is eventually visited by a random orbit
originating from any given x. Aperiodicity is a consequence of the two branches of all the maps
fγ being onto.
Definition 6.3. Given a probability distribution a : N → R+0 , and a nontrivial measure νa, a
set C ∈ B(S) is νa-petite if
Ka(x, ·) :=
∞∑
n=1
a(n)Pn(x, ·) ≥ νa(·), ∀x ∈ C.
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Definition 6.4. A function r : N0 → R is a subgeometric rate function if there is a non-
decreasing r0 : N0 → R with r0(1) ≥ 2 and log(r0(n))/n→ 0 as n→∞ such that
lim inf
n→∞
r(n)
r0(n)
> 0, lim sup
n→∞
r(n)
r0(n)
<∞.
The main result we are going to use in this section is the following theorem on subgeometric
rates of convergence of ergodic Markov chains.
Theorem 6.5 ([TT94]). Suppose that {Xt}t∈N0 is a discrete time Markov process on a general
state space S endowed with a countably generated σ-field B(S) which is ψ-irreducible and aperi-
odic. Suppose that there is a petite set C ∈ B(S) and a subgeometric rate function r : N→ R+
(see above for the definitions) such that
sup
x∈C
Ex
[
τC−1∑
n=0
r(n)
]
<∞. (14)
where τC := inf{t ∈ N : Xt ∈ C}, and Ex is the expectation with respect to the probability law
of the Markov process conditioned on X0 = x. Then the Markov process admits a stationary
measure pi, and for almost every point x ∈ S
lim
n→∞ r(n)‖P
n(x, ·)− pi‖TV = 0.
Furthermore, if (14) holds and λ is a probability measure on S that satisfies
Eλ
[
τC−1∑
n=0
r(n)
]
<∞, (15)
then
r(n)
∫
‖Pn(x, ·)− pi‖TV dλ(x)→ 0.
For the remainder of this section, let α and ε be fixed. Let b < 12 be chosen so that
fα(b) >
3+b
4 .
We compute the one step probability transition density starting from a point x < 12 , which
will be denoted px(y) (with support [x, fα(x)]). For x < y ≤ fα(x), define γx(y) to be the value
of γ such that fγ(x) = y. That is γ satisfies x(1+(2x)
γ) = y, or (2x)γ = y−xx , giving an explicit
form: γx(y) = log
x
y−x/ log
1
2x , where we took reciprocals of both numerator and denominator
to ensure positivity of the logarithms. Note that this is a decreasing function of y. We can then
obtain px(y) by
px(y) = lim
h→0
F (γx(y))− F (γx(y + h))
h
= −F ′(γx(y)) · γ′x(y)
=
εαε
(γx(y))1+ε
· 1
(y − x) log( 12x)
=
εαε
(
log( 12x)
)ε(
log( xy−x)
)1+ε
(y − x)
.
Recall that px(·) is supported on [x, fα(x)]. By the choice of b and since b < x < 12 , this contains
the sub-interval [ b+12 ,
b+3
4 ]. We will denote by p
n
x(y) the n−step probability transition density.
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In this case where ν has a power law distribution, we can write the transition operator (13)
of the Markov process in the form:
Pρ(y) =
∫ 1
2
0
px(y)ρ(x)dx+
1
2ρ
(y+1
2
)
,
where px(y) is taken to be 0 if y ≤ x or y > fα(x).
Remark 6.6. For any fixed b < 12 , the set
C := [f−1α (b), b]
is a petite set. In the case where fα(b) >
b+3
4 that we are considering, it is not hard to see that
p2x(y) is uniformly bounded below for x ∈ C and y ∈ [12 , b+12 ]. Therefore, in Definition 6.3 one
can pick a(n) = 1 for n = 2 and zero otherwise, with νa a multiple of the Lebesgue measure on
[12 ,
b+1
2 ].
6.2 Outline of the proof of Theorem 2.2
The rest of the section is mostly dedicated to estimating the return times to C and to finding
rates r for which (14) holds.
Notice that b+12 is the preimage of b under the second branch. Two facts play an important
role in the arguments that follow: by the particular choice of C, any random orbit starting from
(0, b) will pass through C before landing to the right of it; points in H := [12 ,
b+1
2 ) are mapped
to (0, b), i.e. to the left of the petite set C. Any point in (b, 1) must visit H before hitting C.
C W
H
0 11
2
b+1
2f
 1
↵ (b) b
Figure 1: Schematic indicating the petite set C and the subintervals W and H.
Step 1. First we show that random orbits originating from C tend to end up to the left of
C quite fast. More precisely, given any initial condition to the right of b, the probability that
a random orbit hasn’t entered H by time t is exponentially small in t. This is the content of
Proposition 6.13 and Lemma 6.14 below which need several other lemmas to be proven.
Step 2. Then we study the hitting times to C for orbits originating on (0, b). For x close to
0, by Lemma 5.7 the time to hit C is of the rough order x−α. Since for z ∈ H, fγ(z) = 2z−1 < b
for all γ, the distribution of times to enter C after hitting H is determined by the distribution of
positions at which H is hit. Lemma 6.15 assembles the prior facts to show that XτH , conditioned
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on starting at x ∈ C is absolutely continuous with density bounded above uniformly in x. This
ensures that the distribution of the time between hitting H and entering C has a polynomial
tail which, compared to the exponential tails of the times estimated in Step 1, dominate the
statistics of the returns to C. In Proposition 6.15 we put together all the estimates and obtain
subgeometric rates r for which (14) holds.
Step 3. Finally, we apply Theorem 6.5 to prove Theorem 2.2.
6.3 Step 1
In order to show that the hitting times to H have exponential tails, we divide (b, 1) into the
intervals W := [b, b+12 ) and [
b+1
2 , 1). Notice that W is such that for each y ∈ [ b+12 , 1), the iterates
of y under the fγ ’s remain in the right branch until they hit W . We are going to show that
i) one can control the density of the random orbits originating from C at the stopping time
τW , that is the first entry to W (lemmas 6.9, 6.14);
ii) after each return to W , at least a fixed fraction of the random orbits will enter H and
then be mapped to the left of the petite set (Lemma 6.12);
iii) the times between consecutive entries to W before hitting H have at most exponential
tails (Lemma 6.11).
Lemma 6.7. Let b < 12 satisfy fα(b) >
b+3
4 . There is r > 0 such that for every x ∈ (b, 12)
r(x) :=
∫
( b+1
2
,1)
px(y)dy > r
and r → 1 when b→ 12 .
Proof. Notice that for x ∈ [b, 12), r(x) = F (γx( b+12 )), which is strictly positive, and approaches
1 as x→ 12 .
We show that there exists C# > 0 such that for all x ∈ (b, 12), conditioned on X0 = x and
X1 >
b+1
2 (so that X2 > b) then the distribution of XτW has density bounded between C
−1
# and
C#, where τW is the time of the first return to W . To prove this, we first need an estimate on
px:
Lemma 6.8. There exists K such that for all x ∈ (b, 12), and all y, y′ ∈ [ b+12 , fα(x)] satisfying
2y − 1 ≤ y′ < y (that is, for any γ, fγ(y) ≤ y′ < y), one has px(y′)/px(y) is bounded between
1
K and K.
Proof. We have
px(y)
px(y′)
=
(
log( xy′−x)
)1+ε
(y′ − x)(
log( xy−x)
)1+ε
(y − x)
.
Clearly the ratio (y′ − x)/(y − x) is uniformly bounded above and below for x ≤ 12 and y, y′ ∈
[ b+12 , 1] so it suffices to establish log(
x
y′−x)/ log(
x
y−x) is uniformly bounded above and below
for x, y and y′ as in the statement of the claim. It is clear that the numerator exceeds the
denominator, so it suffices to give an upper bound.
There exist positive numbers a and A such that a(2 − u) ≤ log 1u−1 ≤ A(2 − u) for all
u ∈ [b+ 1, 2]. Applying this with u taken to be y′/x and y/x, we see that log( xy′−x)/ log( xy−x) ≤
A(2 − y′x )/a(2 − yx), so that it suffices to give a uniform upper bound for (2x − y′)/(2x − y).
Since y′ ≥ 2y − 1, we see (2x− y′)/(2x− y) ≤ (1 + 2x− 2y)/(2x− y) = 2 + (1− 2x)/(2x− y).
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Finally 2x− y ≥ 2x− fα(x) = x(1− (2x)α) ≥ b(1− (2x)α) ≥ αb(1− 2x), giving the required
upper bound for (2x− y′)/(2x− y).
Lemma 6.9. There exists C# > 1 such that for all x ∈ (b, 12) the density ρx,W (·) of XτW
conditioned on X0 = x, X1 >
b+1
2 satisfies
1
C#
≤ ρx,W (y) ≤ C# for all y ∈W = [b, b+12 ).
Proof. We establish this by showing that there exists K > 0 such that for all x ∈ (b, 12) and all
z, z′ ∈ [b, b+12 ], ρx,W (z)/ρx,W (z′) ≤ K.
We first observe that
ρx,W (z) =
∞∑
n=1
2−npx
(
2n − 1 + z
2n
)
/Px(X1 > b+12 ). (16)
However, since px is supported on [x, fα(x)], there are only finitely many non-trivial terms in
the sum. Also if z < z′ both belong to [b, b+12 ], then z
′ ≤ z+12 so
2n − 1 + z
2n
<
2n − 1 + z′
2n
≤ 2
n+1 − 1 + z
2n+1
.
Hence the number of non-trivial terms in the summation for ρx,W (z) is at least the number of
terms in the summation for ρx,W (z
′) and at most one more.
Now suppose that n is the largest number such that 2
n−1+z′
2n ≤ fα(x). Since 2
n−1+z
2n =
2(2
n+1−1+z
2n+1
)− 1, The previous lemma establishes
px
(
2j − 1 + z
2j
)
≤ K · px
(
2j − 1 + z′
2j
)
for j = 1, . . . , n.
If 2
n+1−1+z
2n+1
≤ fα(x), then since
2n − 1 + z′
2n
≤ 2
n+1 − 1 + z
2n+1
<
2n+1 − 1 + z′
2n+1
and 2
n−1+z′
2n = 2(
2n+1−1+z′
2n+1
)− 1, the previous lemma implies
px
(
2n+1 − 1 + z
2n+1
)
≤ K · px
(
2n − 1 + z′
2n
)
.
Summing these inequalities yields the desired claim.
The next lemma shows that if the starting density ρ on (b, 12) is controlled as in equation
(17) below, then the condition is invariant under the transition operator.
Lemma 6.10. Let σ ∈ (0, 1). There exists b0 < 12 such that for all b ∈ (b0, 12) and for every
density ρ on (b, 12) satisfying
ρ(x) ≤ K
(x− b)
(
log bx−b
)1+ε , (17)
then
Pρ(y) ≤ σK
(y − b)
(
log by−b
)1+ε
for any y ∈ (b, 12).
Furthermore, for any b < 12 , there exists M such that if ρ satisfies (17), then Pρ(y) ≤ M
for all y ∈ [12 , b+12 ).
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Proof. Let y ≤ 12 . We start by noticing that for any 0 < s < c
1(
log cs
)1+ε
s
=
d
ds
1
ε
(
log
c
s
)−ε
.
Since px(y) > 0 for any x ∈ [b, 12) and any x < y; and using the hypothesis on ρ∫ 1
2
b
px(y)ρ(x)dx ≤ εαε
∫ y
b
K
(
log 12x
)ε(
log xy−x
)1+ε
(y − x)(x− b)
(
log bx−b
)1+εdx
≤ εαεK( log 12b)ε ∫ y
b
1(
log by−x
)1+ε
(y − x)(x− b)
(
log bx−b
)1+εdx.
Set z = b+y2 and notice that the integrand is symmetric about z. Integrating by parts, the
integral becomes
I(y) :=− 2C(ε)
[(
log
b
y − x
)−ε
·
(
1
(x− b)(log bx−b)1+ε
)]y
z
+ 2C(ε)
∫ y
z
(
log
b
y − x
)−ε
· d
dx
(
1
(x− b)(log bx−b)1+ε
)
dx
≤ 2C(ε)
(
log
b
y − z
)−ε
· 1
(z − b)
(
log bz−b
)1+ε
≤ 4C(ε)
(
log
b
y − z
)−ε 1
(y − b)
(
log by−b
)1+ε
≤ 4Kαε( log 12b)ε
(
log
b
1−2b
4
)−ε
1
(y − b)
(
log by−b
)1+ε ,
where C(ε) = αεK
(
log 12b
)ε
and where, in the first inequality, we used the fact that derivative
in the second line is negative for all x ∈ [b, 12 ] for all b sufficiently close to 12 . Since
lim
b→ 1
2
4
(
log 12b
)ε(
log
b
1−2b
4
)−ε
= 0,
the first conclusion follows.
For y ≥ 12 ,
I(y) ≤ 2εC(ε)
∫ 1
2
b
1(
log by−x
)1+ε
(y − x)(x− b)
(
log bx−b
)1+εdx.
For any c ∈ (b, 12), 1/((log by−x)1+ε(y − x)) is uniformly bounded above for x ∈ [b, c] and
y ∈ [12 , b+12 ] and 1/((x− b)(log bx−b)1+ε) is integrable. Similarly, on [c, 12 ], 1/((x− b)(log bx−b)1+ε)
is bounded above and the functions 1/((log by−x)
1+ε(y − x)) for y ∈ [12 , b+12 ] are uniformly
integrable over [c, 12 ], so that the second conclusion holds.
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The following lemma shows that the gaps between consecutive entries to W = [b, b+12 ) are
dominated by a random variable Z with an exponential tail. If X0 ∈W , we define τW,i to be the
time of the ith re-entry to W . That is τW,0 = 0 and τW,i+1 = min{n > τW,i : Xn−1 6∈ W,Xn ∈
W}. Recall that H = [12 , b+12 ) is the subset mapped to the left of the petite set. We study the
distribution of some random variables conditioned on the event {τW,1 ≤ τH}. Notice that since
H ⊂W , this is the event that the process leaves W before first hitting H.
Lemma 6.11. There exists an integer-valued random variable Z such that for each absolutely
continuous distribution on (b, 12) with density ρ bounded as in (17), there exists a random variable
Yρ such that the following properties are satisfied:
1. If X0 is continuously distributed on [b,
1
2) with density ρ, then conditional on {τW,1 ≤ τH},
τW,1 ≤ Yρ.
2. For all n > 0 and all ρ satisfying (17),
Pρ(Yρ ≥ n|τW,1 ≤ τH) ≤ P(Z ≥ n);
3. There exists a > 0, such that EeaZ <∞;
4. Let X0 be absolutely continuously distributed on [b,
1
2 ] with density ρ satisfying (17). For
any n ≥ 2, conditioned on {τW,1 ≤ τH}; and given that Yρ = n, the distribution of XτW,1,
the position at which the system reenters W , is absolutely continuous with density bounded
above and below by constants that do not depend on ρ or n.
Proof. Let ρ be a probability density on [b, 12 ] satisfying (17). Let X0 be distributed with density
ρ. Notice that by Lemma 6.7, the event {τW,1 ≤ τH}, that is that the system leaves W before
entering H, has probability bounded below by a constant r > 0. We define Y by
Yρ =
{
0 if τH < τW,1;
τW,1 + Geom(
1
2) otherwise,
where Geom(12) denotes an independent geometric random variable with parameter
1
2 , so that
conclusion 1 is evident. To establish conclusions 2 and 3, it suffices to show that there exists
c > 0 such that for all ρ satisfying (17), one has Pρ(τW,1 ≥ n) ≤ e−nc for all n. It then follows
that there exists c′ > 0 such that P(Yρ ≥ n) ≤ e−nc′ for all n. Then Z can be defined by Z = n
with probability e−nc′/r for all n > n0 where n0 is chosen so that
∑
n>n0
e−nc′/r < 1; and
Z = n0 with probability 1−
∑
n>n0
e−nc′/r.
Notice that in order that τW,1 ≥ 3n, at least one of the following must occur: the system
must remain in W for n steps; the system must exit W to a point above (b+2n−1)/2n (so that
it takes n or more steps to re-enter W ); or the geometric random variable must take a value
of n or above. Then P(τW,1 ≥ 3n) is at most the sum of these three probabilities. The first of
these has probability at most (1− r)n by Lemma 6.7. The third event has probability 2−n.
For the second event, note that for x ∈ [b, 12 ], it is only possible that fγ(x) ≥ (b+2n−1)/2n if
x > (b+2n−1)/2n+1, that is, if x ∈ (12 − 1−b2n+1 , 12). Define the operator P[b, 12 ], mapping L
1([b, 12 ])
to itself by P[b, 1
2
]f(x) = 1[b, 1
2
](x)Pf(x). By Lemma 6.10, the function g(x) =
∑∞
n=1 P
n
[b, 1
2
]
(ρ)(x)
satisfies
g(x) ≤ 1
1− σ ·
K
(x− b)
(
log bx−b
)1+ε , (18)
which is bounded above in a neighbourhood of 12 by some number c
′ (which does not depend
on the initial distribution). Hence P(τ[ 1
2
−h, 1
2
] < τW c) < hc
′ for all small h. In particular, the
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probability of hitting (12 − 1−b2n+2 , 12) is bounded above by a constant multiple of 2−n, where the
constant does not depend on ρ.
To establish conclusion 4, suppose we are given that τW,1 ≤ τH and Yρ = n. We additionally
condition on the time taken for the system to exit W and the location of the system prior to
exiting W . We establish bounds on the density of XτW,1 based on this additional information.
Then the bounds without this additional conditioning are simply a convex combination of these
bounds.
Thus suppose that the system exits W for the first time at time k, and we are given that
Xk−1 = x ∈ [b, 12 ]. Since Yρ = n, the number of steps to reenter W after leaving is one of 1, 2,
. . . , n− k. That is Xk belongs to one of the intervals
Ij =
(
b+ 2j − 1
2j
,
b+ 2n−j+1 − 1
2n−j+1
]
,
for j in the range 1 to min{n− k, l} where l is such that fα(x) ∈ Il. Since fα(b) > b+34 , we have
l ≥ 3. Since typically fα(x) < max Il, one knows that Xk may only occupy a (possibly small,
depending on x) portion of Il, namely I
−
l = Il ∩ [0, fα(x)). Hence if τW,1 = k + l, one sees that
XτW,1 is restricted to a possibly small sub-interval of W (and therefore its conditional density
may not be bounded away from zero). This is the reason that we introduced the geometric
random variable: to ensure that the return time variable, Yρ does not completely determine
τW,1 and thereby overly constrain the location of XτW,1 .
Conditioned on Xk−1 = x, the event {Xk ≥ b+12 , τW,1 = k + j} has probability P (x, Ij) for
j = 1, . . . , l − 1 and {Xk ≥ b+12 , τW,1 = k + l} has probability P (x, I−l ). We therefore have
P(Yρ = n,Xk > b+12 |Xk−1 = x) is{∑l−1
j=1 2
−(n−k−j+1)P (x, Ij) + 2−(n−k−l+1)P (x, I−l ) if n ≥ k + l;∑n−k−1
j=1 2
−(n−k−j+1)P (x, Ij) otherwise.
Now an application of Bayes’ theorem, together with Lemma 6.8, shows that conditioned
on Xk−1 = x, Xk ≥ b+12 and Y = n, the distribution of Xk on each interval above is uniform
up to a multiplicative factor of the fixed constant K, except for Il in which the density drops
off to 0, but has the property that on I−l , the density is within a factor of K of that on Il−1.
Since in the next τW,1 − k steps, the interval is mapped linearly onto [b, b+12 ], the distribution
of XτW,1 is uniform up to a multiplicative factor of 2K on [b,
b+1
2 ].
The following lemma states that after each return to the set W , at least a fixed positive
proportion of the mass ends up in the subset H = [12 ,
b+1
2 ) of W . Recall that τW,i is defined to
be the time of the ith reentry to W .
Lemma 6.12. There exists q′ > 0 such that for every x ∈ (b, b+12 )
Px (τH ≤ τW,1) > q′.
Proof. If x ∈ [12 , b+12 ), then τH = 0 and τW,1 > 0 so that Px(τH ≤ τW,1) = 1. If x < 12 then by
point (i) in Lemma 6.7,
Px
(
X1 >
b+1
2
)
> r.
It then follows from Lemma 6.9 that XτW,1 is absolutely continuous with density at least rC
−1.
In particular, Px(XτW,1 ∈ H) > rbC , so that Px(τH ≤ τW,1) ≥ rbC .
We now show that the entry time into H has exponential tails.
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Proposition 6.13. Given any probability measure µ with density ρ satisfying (17), there is
c′ > 0 such that for any t ∈ N,
Pµ(τH > t) ≤ e−c′t.
Proof. First of all define random variables Yi := τW,i−τW,i−1, and the random variable N equal
to the number of reentries to W up to the first entry to H (recalling that H ⊂W ). With these
definitions, the time to enter H is given by τH =
∑N
i=1 Yi + V , where V is the number of steps
spent in [b, 12 ] after the Nth reentry to W prior to entering H (note that V may be 0 if the first
point of W that the system enters on the Nth visit is in H).
Notice that if the constant K in Lemma 6.10 is chosen sufficiently large, then conclusion 4
of Lemma 6.11 shows that conditional on {τW,1 < τH}, the density of XτW,1 on [b, 12 ] satisfies
(17).
Lemma 6.11 and the Markov property, together with Strassen’s theorem [? , Theorem
2.4], imply that the sequence of random variables (Yi) may be coupled with a sequence (Zi) of
independent identically distributed random variables with exponential tails in such a way that
Yi ≤ Zi for i = 1, . . . , N . Lemma 6.12 implies that N also has exponential tails.
Let m > EZ. A Chernoff bound (see [Dur19, Section 2.7]) shows that there exists δ > 0
such that
Pµ
(
n∑
i=1
Zi > mn
)
≤ e−δn. (19)
The event {τH > t} is a subset of {V > t2} ∪ {N > t2m} ∪ {N ≤ t2m , Z1 + . . . + ZN > t2}
and this is a subset of {V > t2} ∪ {N > t2m} ∪ {Z1 + . . . + Zb t2m c > mb
t
2mc}. For the first set
P(V > t/2) ≤ (1− r)bt/2c by Lemma 6.7. For the second set,
Pµ
(
N > t2m
) ≤ e−c2 t2m ,
since N has exponential tails, and for the third
Pµ
(
Z1 + . . .+ Zb t
2m
c > mb t2mc
)
≤ e−δ t2m
from (19).
The following lemma proves that Proposition 6.13 can be applied to the density of XτW .
Lemma 6.14. There exists a < 1 and n0 such that for all x in the petite set C = [f
−1
α b, b), one
has Px(τW > n) ≤ an for all n ≥ n0
There exists a K > 0 such that for all x in the petite set C, the distribution of XτW , the
position at the first entrance to W , is absolutely continuous with density satisfying
ρ(y) ≤ K
(log by−b)
1+ε(y − b) (20)
for all y ∈W (that is, the density satisfies the condition (17) extended to the full interval W ).
Proof. Let d ∈ (f−1α b, b) be chosen so that fα(d) < 12 . For any x ∈ [f−1α b, d), the time to enter
[d, fα(d)] is bounded above by a geometric random variable (with parameter not depending on
x since P (x, [d, fα(d)]) ≥ P (f−1α b, [d, fα(d)]) > 0 for all x ∈ [f−1α b, d]). For any x ∈ [d, b), the
time to enter [b, fα(b)] is bounded above by another geometric random variable by an identical
argument. On the interval ( b+12 , fα(b)], the time to enter W is uniformly bounded above.
Summing these contributions gives the required geometric upper bounds on τW .
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We look at the distribution of XτW . If x ∈ [f−1α b, d], then we study
∞∑
n=1
1Cc(P1[f−1α b,d])
nδx, (21)
the contribution to the density on W coming from points that stay in [f−1α b, d] until they enter
Cc (necessarily into W since fα(d) <
1
2). (Note that this contribution is trivial if x > d).
If x ∈ [f−1α b, d], we showed above that the number of steps before leaving the interval
is bounded above by a geometric random variable; and px(y) is bounded above for (x, y) ∈
[f−1α b, d]×W . Combining these, we see that the density of the contribution in (21) is uniformly
bounded above.
For the remaining part of the distribution, we condition on the last point of [d, b) that is
visited. We show that for all x ∈ [d, b), conditional on leaving C in a single step, the density
of XτW conditioned on X0 = x and X1 ≥ b satisfies a bound of the form (20). First note, that
for x ∈ [d, b) and y ≥ b+12 , px(y) is uniformly bounded above, so that when it is mapped under
iteration of the second branch back to W , it gives a contribution that is uniformly bounded
above (similar to (16)). It therefore suffices to show that for x ∈ [d, b], px(y|y ∈ W ) satisfies a
bound of the form (20) with a K that does not depend on x. Since the probability of entering
W in one step is bounded below for these x’s, it suffices to show the existence of a K such
that for all x ∈ [d, b] and all y ∈ W , px(y) ≤ K/[(y − b)(log by−b)1+ε]. For x in a small interval
[b − δ, b] and y in a small interval [b, b + δ], one may check that px(y) is increasing in x, so
that px(y) ≤ pb(y) as required. If either x or y lies outside this range, there is a uniform upper
bound on px(y), establishing the required inequality.
6.4 Step 2
Finally, we verify condition (14) of Theorem 6.5.
Proposition 6.15. Suppose that 0 < α < 1 is the minimum of the support of the measure ν
and let 1 < γ < 1α . For every x belonging to the petite set C = [f
−1
α b, b],
sup
x∈C
Ex
[
τγC
]
<∞.
Proof. Notice that we can bound the return time to the petite set τC as τC ≤ τW+τW→H+τH→C
where τW is the first time to hit W , τW→H is the random time after then that it takes to hit
H (this may be 0), and τH→C is the random time needed to go back to C starting from when
H is hit. It follows from Minkowski’s inequality that if supx∈C Ex[τ
γ
W ], supx∈C Ex[τ
γ
W→H ] and
supx∈C Ex[τ
γ
H→C ] are finite, then also supx∈C Ex[τ
γ
C ] is finite.
By Lemma 6.14, supx∈C Ex[τ
γ
W ] < ∞. To show that supx∈C Ex[τγW→H ] < ∞, Lemma 6.14
shows that the distribution of XτW satisfies (20) and the conclusion follows from Proposition
6.13.
To estimate ExτγH→C , we need to control the distribution of XτH . The system may enter H
in a number of ways: from C without previously entering W ; by making a number of visits to
W and then entering direct from W ; or by making a number of visits to W and then entering
from [ b+12 , 1]. For direct entry from C, conditioning on the last point visited in C, the density
on H is uniformly bounded above. Similarly, conditioning on the last point visited in W before
entering H from the right, Lemma 6.9 gives a uniform upper bound on the contribution to the
density of XτH . For the points entering from W , Lemmas 6.9 and 6.14 ensure that on entry
to [b, 12), the density satisfies (17) (with a fixed K). The sum of the densities prior to exiting
[b, 12) is estimated in (18) and this gives a bound on the density of the last position in W before
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exiting, which is 1/(1 − σ) times the bound in (17). Then the second part of Lemma 6.10
gives a uniform upper bound on this contribution to the density on H of XτH . Taken together,
we have shown that the distribution of XτH (and therefore the density of its image on [0, b)) is
absolutely continuous with density bounded above by a constant that is independent of x. Since
for z ∈ [0, b), τC ≤ τ[ 1
2
,1], and Proposition 4.1 established condition (C2), we see Exτ
γ
H→C <∞
as required.
6.5 Step 3
Proof of Theorem 2.2. Let 1 < γ < 1α and let r(n) = n
γ−1, so that r(n) is a subgeometric
sequence with
∑n−1
j=0 r(n) = (1 + o(1))
nγ
γ . Now Proposition 6.15 shows that the hypotheses of
Theorem 6.5 are satisfied for this sequence r(n), so that∫
‖Pn(x, ·)− pi‖TV dm(x) = o(n1−γ).
Finally, for ϕ,ψ ∈ L∞([0, 1]),∣∣∣∣∫ ∫ ϕ(x)ψ(fnωx) dm(x) dνNα,ε(ω)− ∫ ϕ(x) dm(x)∫ ψ(y) dpi(y)∣∣∣∣
=
∣∣∣∣∫ ϕ(x)(∫ ψ(y)Pn(x, dy)− ∫ ψ(y) dpi(y)) dm(x)∣∣∣∣
≤ ‖ϕ‖∞‖ψ‖∞
∫
‖Pn(x, ·)− pi‖TV dm(x) = o(n1−γ).
References
[AD01] J. Aaronson and M. Denker, Local limit theorems for partial sums of stationary
random sequences generated by Gibbs-Markov maps, Stoch. Dyn. (2001), 193–237.
[AHN+15] Romain Aimino, Huyi Hu, Matthew Nicol, Sandro Vaienti, et al., Polynomial loss of
memory for maps of the interval with a neutral fixed point, Discrete and Continuous
Dynamical Systems (2015), no. 35(3), 793–806.
[BB16] W. Bahsoun and C. Bose, Mixing rates and limit theorems for random intermittent
maps, Nonlinearity 29 (2016), 1417.
[BBD14] W. Bahsoun, C. Bose, and Y. Duan, Decay of correlation for random intermittent
maps, Nonlinearity 27 (2014), 1543.
[BBMD02] Viviane Baladi, Michael Benedicks, and Ve´ronique Maume-Deschamps, Almost sure
rates of mixing for iid unimodal maps, Annales scientifiques de l’e´cole normale
supe´rieure, vol. 35, Elsevier, 2002, pp. 77–126.
[BBR17] W. Bahsoun, C. Bose, and M. Ruziboev, Quenched decay of correlations for slowly
mixing systems, arXiv preprint 1706.04158, 2017.
[Dur19] R. Durrett, Probability theory and examples, 5th edition ed., Cambridge, 2019.
[Gou04a] S. Goue¨zel, Sharp polynomial estimates for the decay of correlations, Israel J. Math.
139 (2004), 29–65.
30
[Gou04b] Se´bastien Goue¨zel, Central limit theorem and stable laws for intermittent maps,
Probability Theory and Related Fields 128 (2004), no. 1, 82–122.
[Gou15] S. Goue¨zel, Limit theorems in dynamical systems using the spectral method, Hy-
perbolic dynamics, fluctuations and large deviations, vol. 89, Amer. Math. Soc.,
Providence, RI, 2015, pp. 161–193.
[Hen93] H. Hennion, Sur un the´ore`me spectral et son application aux noyaux lipchitziens,
Proc. Amer. Math. Soc. 118 (1993), 627–634.
[Liv95] Carlangelo Liverani, Decay of correlations, Annals of Mathematics-Second Series
142 (1995), no. 2, 239–302.
[Liv96] , Central limit theorem for deterministic systems, International Conference
on Dynamical Systems (Montevideo, 1995), vol. 362, 1996, pp. 56–75.
[LSV99] C. Liverani, B. Saussol, and S. Vaienti, A probabilistic approach to intermittency,
Ergodic Theory Dynam. Systems 19 (1999), 671–685.
[NP19] Matthew Nicol and Felipe Perez Pereira, Large deviations and central limit the-
orems for sequential and random systems of intermittent maps, arXiv preprint
arXiv:1909.07435 (2019).
[NTV18] M. Nicol, A. To¨ro¨k, and S. Vaienti, Central limit theorems for sequential and random
intermittent dynamical systems, Ergodic Theory Dynam. Systems 38 (2018), 1127–
1153.
[Sar02] O. Sarig, Subexponential decay of correlations, Invent. Math. 150 (2002), 629–653.
[TT94] P. Tuominen and R. L. Tweedie, Subgeometric rates of convergence of f -ergodic
Markov chains, Adv. Appl. Prob. 26 (1994), 775–798.
[You99] L.-S. Young, Recurrence times and rates of mixing, Isr. J. Math. 110 (1999), 153–
188.
31
