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We compare the compactness of composition operators on H2 and on Orlicz–Hardy
spaces HΨ . We show that, for every 1 p < ∞, there exists an Orlicz function Ψ such
that Hp+ε ⊆ HΨ ⊆ Hp for every ε > 0, and a composition operator Cφ which is compact
on Hp and on Hp+ε , but not on HΨ . We also show that, for every Orlicz function Ψ which
does not satisfy condition 2, there is a composition operator Cφ which is compact on H2
but not on HΨ , and that, when Ψ grows fast enough, there is a function φ such that Cφ is
in all Schatten classes Sp , for p > 0, but is not compact on HΨ .
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Composition operators on the Hardy space H2 have given rise to many papers since the beginning of the seventies
(see [2,12], and references therein, for an overview until the early nineties). In particular, criteria of compactness [10,13] or
of membership in Schatten classes [8,9] were found, but only a few concrete examples of such operators were known (see
[1,4,14,15]). In [7], we constructed explicit examples of compact composition operators Cφ : H2 → H2 which are, or are not,
in some Schatten classes Sp . On the other hand, we study in [6] composition operators on Hardy–Orlicz spaces HΨ , and
characterize their compactness. In this paper, we shall continue our investigation of composition operators on Hardy–Orlicz
spaces, and we shall compare this compactness of Cφ on HΨ with the compactness on the Hardy spaces Hp .
It is known [14, Theorem 6.1] that if a composition operator is compact on some Hardy space Hp0 , 0 < p0 < ∞, then
it is compact on all Hardy spaces Hp , 0 < p < ∞. We show in Section 3, the following striking result (Theorem 3.1): there
exists, for every 1 p < ∞, an Orlicz function Ψ such that H p+ε ⊆ HΨ ⊆ Hp for every ε > 0, and a composition operator Cφ which
is compact on Hp and on Hp+ε , but not on HΨ . For that purpose, we consider the family of composition operators Cφθ , indexed
by a parameter θ > 0, which appeared in [14, §4] (and was revisited in [7, Section 5] – see the begining of Section 3
for more details). We characterize (Theorem 3.2) the Orlicz functions Ψ for which Cφθ is compact on H
Ψ . We also show
that, when Ψ grows fast enough (in particular if Ψ satisﬁes the so-called condition 1), then Cφθ is not compact on H
Ψ
(Theorem 3.3).
In Sections 4 and 5, we prove that for every Orlicz function Ψ which does not satisfy the condition 2, there exists
a symbol φ such that Cφ is compact on H2, but not compact on HΨ (Theorem 4.2). When the Orlicz function Ψ grows fast
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in the Schatten class Sp (Proposition 5.3). But if Ψ does not grow too fast, this is not possible: if Cφ ∈ Sp for some p > 0,
we must have the compactness of Cφ on HΨ (Proposition 4.4). On the other hand, when Ψ grows very fast, i.e. satisﬁes the
condition 2, we show that Cφ may be in Sp for every p > 0, although Cφ is not compact on HΨ (Theorem 5.1); conversely,
if Cφ is compact on HΨ (Ψ satisfying 2), then Cφ must be in Sp for every p > 0 (Theorem 5.2).
In the last section, we compare composition operators on H∞ and on Hardy–Orlicz spaces.
2. Notation
We shall denote by D the open unit disk of the complex plane: D = {z ∈ C; |z| < 1}, and by T = ∂D its boundary:
T = {z ∈ C; |z| = 1}. We shall denote by m the normalized Lebesgue measure on T.
For every analytic self-map φ : D → D, the composition operator Cφ is the map f → f ◦φ. By Littlewood’s subordination
principle (see [3, Theorem 1.7]), every composition operator maps continuously every Hardy space Hp (p > 0) into itself, as
well as [6, Proposition 3.12] the Hardy–Orlicz space HΨ into itself (see below for their deﬁnition).
For every ξ ∈ T and 0< h < 1, the Carleson window W (ξ,h) is the set
W (ξ,h) = {z ∈ D; |z| 1− h and ∣∣arg(zξ¯ )∣∣ h}.
For every ﬁnite positive measure μ on D, one sets:
ρμ(h) = sup
ξ∈T
μ
[
W (ξ,h)
]
. (2.1)
We shall call this function ρμ the Carleson function of μ.
When φ : D → D is an analytic self-map of D, and μ = mφ is the pullback measure deﬁned on D, for every Borel set
B ⊆ D, by:
mφ(B) =m
({
ξ ∈ T; φ∗(ξ) ∈ B}),
where φ∗ is the boundary values function of φ, we shall denote ρmφ by ρφ . In this case, we shall say that ρφ is the Carleson
function of φ.
For α  1, we shall say that μ is an α-Carleson measure if ρμ(h)  hα . For α = 1, μ is merely said to be a Carleson
measure.
The Carleson Embedding theorem (see [3, Theorem 9.3]) asserts that, for 1  p < ∞ (actually, for 0 < p < ∞), the
canonical inclusion jμ : Hp → Lp(μ) is bounded if and only if μ is a Carleson measure. Since every composition operator
Cφ is continuous on Hp , it deﬁnes a continuous map jφ : Hp → Lp(μφ); hence every pull-back measure μφ is a Carleson
measure.
When Cφ : H2 → H2 is compact, one has, as it is easy to prove:
|φ∗| < 1 a.e. on ∂D. (2.2)
Hence, we shall only consider in this paper symbols φ for which (2.2) is satisﬁed. Recall [6, Theorem 4.3] that, for every
Orlicz function Ψ , as deﬁned below, Cφ : H2 → H2 is compact whenever Cφ : HΨ → HΨ is.
B. MacCluer [10, Theorem 1.1] has shown, assuming condition (2.2), that Cφ is compact on Hp if and only if ρφ(h) = o(h),
as h goes to 0.
Throughout this paper, the notation f ≈ g will mean that there are two constants 0 < c < C < +∞ such that cf (t) 
g(t)  C f (t) (for t suﬃciently near of a speciﬁed value), and the notation f (t)  g(t), when t is in the neighbourhood of
some value t0, will have the same meaning as g = O ( f ).
Note that we shall most often not work with exact inequalities, but with inequalities up to constants. It follows that we
shall not actually work with true Carleson windows W (ξ,h), but with distorted Carleson windows:
W˜ (ξ,h) = {z ∈ D; |z| 1− ah and ∣∣arg(zξ¯ )∣∣ bh},
where a,b > 0 are given constants. Since, for a given symbol φ, one has:
mφ
(
W (ξ, ch)
)
mφ
(
W˜ (ξ,h)
)
mφ
(
W (ξ,Ch)
)
for some constants c = c(a,b) and C = C(a,b) which only depend on a and b, that will not matter for our purpose.
Let us now recall the deﬁnition of Hardy–Orlicz spaces.
An Orlicz function is a non-decreasing convex function Ψ : [0,∞] → [0,∞] such that Ψ (0) = 0 and Ψ (∞) = ∞. To avoid
pathologies, we assume that the Orlicz function Ψ has the following additional properties: Ψ is continuous at 0, strictly
increasing, and such that
Ψ (x)
x
−→
x→∞∞.
This is essentially to exclude the case of Ψ (x) = ax.
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constant C > 0 such that:∫
T
Ψ
( | f (t)|
C
)
dm(t) < +∞
and then ‖ f ‖Ψ , the Luxemburg norm, is the inﬁmum of all possible constants C such that this integral is  1. The Hardy–
Orlicz space HΨ is the space of all f ∈ H1 such that the boundary values function f ∗ of f is in LΨ (T).
One has:
Theorem 2.1. (See [6, Theorem 4.18].) A composition operator Cφ is compact on HΨ if and only if, for every A > 0:
ρφ(h) = o
(
1
Ψ [AΨ −1(1/h)]
)
, as h → 0. (2.3)
Recall that an Orlicz function Ψ satisﬁes condition 2 if for some constant K > 1, one has Ψ (2x)  KΨ (x) for x large
enough.
We refer to [11], or [6], Section 3, for more details.
3. Composition operators and Hardy–Orlicz spaces between Hardy spaces
It is known [14, Theorem 6.1] that if a composition operator Cφ is compact on some Hardy space Hp , 0 < p < ∞, then
it is compact on all these Hardy spaces. In this section, we shall show the following striking fact.
Theorem 3.1. For every 1 p < ∞, there exists an Orlicz function Ψ such that H p+ε ⊆ HΨ ⊆ Hp for every ε > 0, and a composition
operator Cφ which is compact on Hp and on Hp+ε , but not on HΨ .
In order to prove Theorem 3.1, we shall consider some composition operators Cφθ which were introduced in [14, §4].
They are compact on H2, and hence on Hp for every p < ∞, for every θ > 0. We are going to examine when these
composition operators are compact on HΨ .
Let us ﬁrst recall how the φθ ’s are constructed. We shall use a slight variant of the Shapiro–Taylor’s construction, as
made in [7, Section 5].
For Re z > 0, consider the principal determination of the logarithm log z. For ε > 0 small enough, the function fθ (z) =
z(−log z)θ has strictly positive real part on Vε = {z ∈ C; Re z > 0 and |z| < ε} and Re f ∗θ (z) > 0 for all z ∈ ∂Vε \ {0}. Now,
let gθ be a map from D onto Vε which is conformal from D onto Vε , and maps T = ∂D onto ∂Vε , and such that gθ (1) = 0
and g′θ (1) = −ε/4 (see [7, p. 3114], for an explicit formula), we set:
φθ = exp(− fθ ◦ gθ ).
φθ maps D into itself and |φ∗θ | < 1 on ∂D \ {1}, and we proved [7, Proposition 5.3] that:
ρφθ (h) ≈
h
(log1/h)θ
. (3.1)
Now, using Theorem 2.1, Eq. (3.1) gives, with u = Ψ −1(1/h):
Theorem 3.2. The composition operator Cφθ is compact on H
Ψ if and only if for every A > 1, one has:
Ψ (Au) = o(Ψ (u)[logΨ (u)]θ ), as u → ∞. (3.2)
For example, for every θ > 0, Cφθ is compact on H
Ψ if Ψ (x) ≈ xlog log log x = e(log x)(log log log x), but is not compact on HΨ if
Ψ (x) ≈ xlog log x = e(log x)(log log x) .
Let us remark that the little-oh assumption in (3.2) is actually not very important: suppose that, for every A > 1, one
has Ψ (Au) CΨ (u)[logΨ (u)]θ for u  uA (we need a uniform constant C > 0), then, for every A > 1, the convexity of Ψ
gives, for every 0 < ε  1, Ψ (Au) εΨ (Aεu), with Aε = A/ε; hence we get Ψ (Au) CεΨ (u)[logΨ (u)]θ , and the little-oh
property follows.
Proof of Theorem 3.1. Consider the symbol φ = φθ . The compactness of Cφ from H2 into itself implies its compactness from
Hp into itself for every p  1.
In order to construct the announced Orlicz function, we shall separate two cases.
Case 1< p < ∞. Let Ψ be the Orlicz function deﬁned by:
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x for 0 x 1,
(x− k!) [(k+1)!]p−(k!)p
(k+1)!−k! + (k!)p for k! x (k + 1)! (k 1).
(3.3)
This Orlicz function is such that Ψ (k!) = (k!)p for every integer k 1 and is linear between k! and (k + 1)! (such a function
has been constructed in [5, Example 15], but in that paper, we actually considered a primitive of this Ψ , in order to have
a strictly convex function such that its conjugate does not satisfy condition 2; with that function we could only get
Theorem 3.1 for p > 2). Since Ψ (x) xp for every x 0, one has HΨ ⊆ Hp . On the other hand, for every ε > 0, one has, for
the derivatives,
[(k + 1)!]p − (k!)p
(k + 1)! − k! =
(k + 1)p − 1
k
(k!)p−1  (p + ε)(k!)p−1+ε
for k large enough; hence, by convexity, Ψ (x) xp+ε for x large enough; therefore Hp+ε ⊆ HΨ .
Now, condition (3.2) is not satisﬁed for A = 2 when θ < p − 1 because
Ψ (2 . k!) = (k + 1)
p − 1+ k
k
(k!)p  kp−1(k!)p, (3.4)
and
Ψ (k!)[logΨ (k!)]θ = (k!)p[p log(k!)]θ ≈ (k!)p(k logk)θ . (3.5)
Hence Cφθ is not compact on H
Ψ if θ < p − 1.
Case p = 1. For this case, we need to change slightly our construction. Now the role of the function xp will be played by
x log x, and instead of k! we need a sequence which grows faster: we shall take ak = exp(exp(2k)).
Then we deﬁne Ψ : [0,+∞) → [0,+∞) by Ψ (0) = 0, Ψ (ak) = ak logak , for every k  1, and Ψ being aﬃne in [0,a1],
and in every interval [ak,ak+1], k 1. So we have
Ψ (x) = ak+1 logak+1 − ak logak
ak+1 − ak (x− ak) + ak logak, for all x ∈ [ak,ak+1], and k 1. (3.6)
Observe that we have ak+1 − ak  12ak+1 and logak+1 = (logak)2, and this implies that, for x ∈ [ak,ak+1]:
Ψ (x) 2(logak+1)(x− ak) + ak logak  3x(logak)2  3x(log x)2. (3.7)
Since we have Ψ (x) 3x(log x)2  x1+ε for x big enough, this implies that H1+ε ⊂ HΨ , for every ε > 0.
Now we are going to see that condition (3.2) is not satisﬁed for A = 2 and θ  1. We have, for every k,
Ψ (2ak)
ak+1 logak+1 − ak logak+1
ak+1 − ak ak = ak logak+1 = ak(logak)
2
= Ψ (ak) logak  12Ψ (ak) logΨ (ak), (3.8)
and so Ψ (2u) is not o(Ψ (u)[logΨ (u)]θ ) when u → +∞, for θ  1. Hence Cφθ is not compact on HΨ . 
Remarks. (1) Note that in [6], we have assumed, for convenience, that the Orlicz functions were strictly convex, but we
actually did not use this hypothesis. However, we could have strictly convexiﬁed slightly the aﬃne pieces between the
nodes ak = k! in (3.3) (resp. ak = exp(exp(2k)) in (3.6)).
(2) Inequalities (3.4) and (3.8) imply in particular that Ψ does not satisfy condition 2 (see Section 4). This condition is
not only a growth condition, but merely a condition on the regularity of the growth and when an Orlicz function Ψ satisﬁes
condition 2, compactness on HΨ and on Hp , for p < ∞, are equivalent (see Theorem 4.1 below). It is the lack of regularity
on the growth of Ψ which allows to have Theorem 3.1.
We shall end this section with another property of these composition operators Cφθ .
Theorem 3.3. Let p > 0 and θ > 4/p. Assume that the Orlicz function Ψ satisﬁes, for some A > 1, the condition:
limsup
x→∞
Ψ (Ax)
Ψ (x)[logΨ (x)]θ > 0. (3.9)
Then the composition operator Cφθ , which is in Sp(H
2), is not compact on HΨ .
Condition (3.9) is satisﬁed whenever the Orlicz function Ψ satisﬁes condition 1 .
364 P. Lefèvre et al. / J. Math. Anal. Appl. 354 (2009) 360–371Recall that an Orlicz function Ψ satisﬁes the condition 1 if there is a constant A > 1 such that xΨ (x)  Ψ (Ax) for x
large enough (see [6, §2.1]).
Remark that, for θ > 2, Theorem 3.3 improves Corollary 3.26 of [6].
Proof of Theorem 3.3. The composition operator Cφθ is not compact on H
Ψ , by Theorem 3.2, and we have proved in
[7, Proposition 5.3], that Cφθ is in Sp for p > 4/θ .
For the last statement, assume that, for every A > 1, condition (3.2) is satisﬁed; in particular, we should have, for some
u0 > 0:
Ψ (Au) Ψ (u)
(
logΨ (u)
)θ
, u  u0. (3.10)
Let
pn = Ψ
(
An
)
and ln = log pn.
One has then, by (3.10), for n large enough:
pn+1  pn(log pn)θ and ln+1  ln + θ log ln.
Let
h(t) =
t∫
2
dx
θ log x
.
One has, since h′ decreases:
0 < h(ln+1) − h(ln) (ln+1 − ln)h′(ln) (θ log ln) 1
θ log ln
 1.
Hence h(ln) n, i.e.:
ln∫
2
dx
θ log x
 n.
Since this integral is  ln
θ log ln
, we get:
logΨ (An)
θ log logΨ (An)
 n. (3.11)
Hence:
log logΨ
(
An
)− log log logΨ (An) logn,
and so:
limsup
n→∞
log logΨ (An)
logn
 1.
On the other hand, Ψ (An) An , i.e. logΨ (An) n log A. Therefore log logΨ (An) ∼ logn, and hence, using (3.11):
logΨ
(
An
)
 2θn logn.
But this prevents Ψ from satisfying the condition 1: if Ψ ∈ 1, there exists A > 1 such that uΨ (u)  Ψ (Au), for u
large enough, and this implies, for n large enough, that AnΨ (An)  Ψ (An+1), and hence An(n+1)/2Ψ (A)  Ψ (An), so that
logΨ (An) n2. 
Remark. Condition (3.2) depends on θ , but if Ψ is regular, the compactness of Cφθ on H
Ψ does not actually depend on θ ,
because, writing:
[
logΨ (u)
]θ  Ψ (Au)
Ψ (u)
= Ψ (Au)
Ψ (
√
Au)
Ψ (
√
Au)
Ψ (u)
,
one gets:
Ψ (
√
Au)
Ψ (u)

[
logΨ (u)
]θ/2
or else
Ψ (Au)√  [logΨ (u)]θ/2.
Ψ ( Au)
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Ψ (
√
Au)
Ψ (u)
 Ψ (Au)
Ψ (
√
Au)
, ∀A > 1, ∀u > 0, (3.12)
we get, for every A > 1 and every u > 0:
Ψ (
√
Au)
Ψ (u)

[
logΨ (u)
]θ/2
,
and condition (3.2) remains true by replacing θ with θ/2.
Note that condition (3.12) is satisﬁed whenever the Orlicz function Ψ satisﬁes the condition ∇0 with constant 1 deﬁned
in [6] (see before Proposition 4.7 of [6]); indeed, Ψ satisﬁes ∇0 with constant 1 if and only if there exists some u0 > 0 such
that, for every β > 1:
Ψ (βu)
Ψ (u)
 Ψ (βv)
Ψ (v)
, u0  u  v.
This condition implies (3.12), with a factor 1 for u  u0, by taking β =
√
A and v = √Au.
When we impose in condition (3.12) an inequality with factor 1, for u large enough, one has:[
Ψ (
√
Au)
]2  Ψ (u)Ψ (Au), ∀A > 1, ∀u  u0,
and if one sets u = ex and Au = ey , we get:
logΨ
[
exp
(
x+ y
2
)]
 1
2
[
logΨ
(
ex
)+ logΨ (ey)], x0  x < y,
which means that the function κ(x) = logΨ (ex) is convex for x large enough. By [6, Proposition 4.7], that means that the
Orlicz function Ψ satisﬁes the condition ∇0 with constant 1. This regularity condition is satisﬁed, for example if Ψ (x) = xp ,
p  1, or Ψ (x) = e(log(x+1))α − 1, or else Ψ (x) = exα − 1, α  1.
4. Orlicz functions without condition2
In this section, we are going to see that the equivalence between compactness of composition operators on Hardy–Orlicz
spaces HΨ and on H2 (and hence on Hp for p < ∞) is governed by condition 2. Recall that an Orlicz function Ψ satisﬁes
the 2 condition if there exists a constant C > 0 such that, for some x0 > 0:
Ψ (2x) CΨ (x), for every x x0. (4.1)
Theorem 4.1. For every Orlicz function Ψ , compactness of composition operators on HΨ is equivalent to their compactness on H2 if
and only if Ψ satisﬁes condition 2 .
Proof. That compactness of composition operators Cφ on H2 and on HΨ are equivalent when the Orlicz function Ψ satisﬁes
the condition 2 is a consequence of Theorem 2.1 (see Remark 2(a) after Theorem 4.11 in [6]).
The reverse implication follows from the next theorem. 
Theorem 4.2. For every Orlicz function Ψ which does not satisfy the condition 2 , there exists an analytic self-map φ : D → D such
that Cφ is compact on H2 but not on HΨ .
It is an improvement of [6, Corollary 3.26], where we showed that for every Orlicz function Ψ which grows fast enough
(viz. satisﬁes the growth condition 2: see the next section for the deﬁnition), there exists a symbol φ : D → D which
induces a composition operator that is compact on H2, but not on HΨ .
Proof. Ψ /∈ 2 means that limsupx→∞ Ψ (2x)Ψ (x) = +∞. We can hence ﬁnd a sequence (xn), which increases to +∞, such that
Ψ (2xn)
Ψ (xn)
increases to +∞.
Set hn = 1Ψ (xn) and cn = Ψ (xn)Ψ (2xn) . By construction, (hn)n and (cn)n decrease to 0. We may assume that cn < π , n 1.
We are going to construct an analytic function φ : D → D such that:
ρφ(h) = o(h), (4.2)
but:
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Condition (4.2) will ensure, by MacCluer’s theorem, that Cφ : H2 → H2 is compact, and condition (4.3), which reads:
ρφ(hn)
1
Ψ (2Ψ −1(1/hn))
, for all n 1,
will ensure, by Theorem 2.1 (or [6, Theorem 4.11]), that Cφ : HΨ → HΨ is not compact.
For that purpose, we shall use the “general construction” made in [7, §3.2]. Let us recall this construction.
Let
f (t) =
∞∑
k=0
ak cos(kt) (4.4)
be an even, non-negative, 2π -periodic continuous function, vanishing at the origin: f (0) = 0, and such that:
f is strictly increasing on [0,π ]. (4.5)
The Hilbert transform (or conjugate function) H f of f is:
H f (t) =
∞∑
k=1
ak sin(kt).
We shall assume moreover that, as t tends to zero:
(H f )′(t) = o(1/t2). (4.6)
Let now F : D → Π+ = {Re z > 0} be the analytic function whose boundary values are:
F ∗
(
eit
)= f (t) + iH f (t). (4.7)
One has:
F (z) =
∞∑
k=0
akz
k, |z| < 1,
and we deﬁne:
Φ(z) = exp(−F (z)), z ∈ D. (4.8)
Since f is non-negative, one has:
Re F (z) = 1
2π
π∫
−π
f (t)Pz(t)dt > 0,
Pz being the Poisson kernel at z, so that |Φ(z)| < 1 for every z ∈ D: Φ is an analytic self-map of D, and |Φ∗| = exp(− f ) < 1
a.e. Note that the condition f (0) = 0 means that Φ∗(1) = 1, so that ‖Φ‖∞ = 1.
We then perturb Φ by considering:
M(z) = exp
(
−1+ z
1− z
)
, |z| < 1, (4.9)
and
φ(z) = M(z)Φ(z), |z| < 1. (4.10)
We proved in [7, Lemma 3.6], that
hf −1(h) ρφ(h) hf −1(2h) (4.11)
when h tends to 0.
We shall now rely on the following simple lemma, whose proof is postponed.
Lemma 4.3. Let (hn) and (cn) be two decreasing vanishing sequences of positive numbers, with 0 < hn < π , 0 < cn < π .
There exists an even 2π -periodic C2 function f : R → R such that:
(1) f (0) = 0 and f is strictly increasing on [0,π ];
(2) f (cn) hn, for all n 1.
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ρφ(h) = O
(
hf −1(2h)
)= o(h),
since f −1(2h) → 0 as h >→0. MacCluer’s criterion implies that Cφ : H2 → H2 is compact. On the other hand, (4.11) again
implies that
ρφ(hn) hn f −1(hn) cnhn,
by Lemma 4.3.
Therefore (4.3) holds, and this ends the proof of Theorem 4.2. 
Remark. Actually, we do not use that f is C2, but only that it is continuous. However, if f ∈ C2, then f̂ ′′ ∈ 2(Z) and it
follows, by the Cauchy–Schwarz inequality, since f̂ ′′(k) = (ik)2 fˆ (k), that ∑∞k=0 k| fˆ (k)| < +∞; hence both f and H f are C1
functions, and we proved in [7, Lemma 3.5], that then the Carleson function ρΦ of Φ is not o(h) when h goes to 0, and so
the composition operator CΦ : H2 → H2 is not compact, although |Φ∗| = |φ∗| on ∂D and Cφ : H2 → H2 is compact.
Proof of Lemma 4.3. Let h0 = c0 = π , and ϕ : [0,π ] → R+ be a step function such that:
cn∫
0
ϕ(t)dt = hn, n = 1,2, . . . . (4.12)
We can take ϕ(t) = h j−h j+1c j−c j+1 for t ∈ (c j+1, c j), j = 0,1, . . . , since then:
cn∫
0
ϕ(t)dt =
∞∑
j=n
c j∫
c j+1
ϕ(t)dt =
∞∑
j=n
(c j − c j+1)h j − h j+1
c j − c j+1 =
∞∑
j=n
(h j − h j+1) = hn.
Let now f : R → R be the even 2π -periodic function whose values on [0,π ] are given by:
f (t) = 1
π3
t∫
0
(t − u)3ϕ(u)du.
This function is clearly C2, with
f ′′(t) = 6
π3
t∫
0
(t − u)ϕ(u)du,
and f (0) = f ′(0) = f ′′(0) = 0; it is strictly increasing on [0,π ], and
f (cn) = 1
π3
cn∫
0
(cn − u)3ϕ(u)du  c
3
n
π3
cn∫
0
ϕ(u)du 
cn∫
0
ϕ(u)du = hn,
due to (4.12). Therefore f fulﬁlls all the requirements of Lemma 4.3. 
Remark. It is not clear whether one can ensure in Theorem 4.2 that the composition operator is moreover in some Schatten
class Sp for p < ∞. It would be the case, by [7, Corollary 3.2], if one can construct a symbol φ such that its pull-back
measure mφ is α-Carleson for some α > 1. This can be obtained if we can construct, in Lemma 4.3, our function f such
that f (N)(0) = 0 for some N > 1, since then f (h) ≈ hN and f −1(h) ≈ h1/N , and φ would be α-Carleson with α = 1 + 1N ,
which would imply that Cφ ∈ Sp for p > 2N . However, in general, we cannot obtain that f (N)(0) = 0 for some N > 1. Indeed,
take Ψ (x) = e(log(x+1))2 − 1; then hn = 1Ψ (xn) ≈ exp[−(log xn)2], whereas, since
Ψ (2x) ≈ exp[(log x)2]exp(2 log x),
one has cn = Ψ (xn)Ψ (2xn) ≈ exp(−2 log xn), so that hn = o(cNn ) for every N < ∞. Since f (cn) hn , all the possible derivatives of f
at 0 must be zero.
In the opposite of Theorem 4.2, if we assume not only compactness on H2, but membership to a Schatten class, then we
have compactness on HΨ , when Ψ does not grow too fast.
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Ψ (Ax) = O (Ψ (x)(logΨ (x))ε), ∀ε > 0. (4.13)
Then, if Cφ ∈ Sp for some p > 0, the composition operator Cφ : HΨ → HΨ is compact.
Remarks. (1) If the condition (4.13) is satisﬁed for some A > 1, it is actually satisﬁed for every A > 1. In fact, Ψ (Ax) =
O (Ψ (x)(logΨ (x))ε) implies that Ψ (A2x) = O (Ψ (x)(logΨ (x))2ε), and we can replace A by A2, A4, A8, . . . ; and similarly
by A1/2, A1/4, . . . . Note also that we can replace the big-oh assumption by a little-oh one: if the proposition holds with a
little-oh condition, it also holds with a big-oh one, because, for every ε′ > 0, if one has (4.13), then, with ε < ε′:
Ψ (Ax)
Ψ (x)(logΨ (x))ε′
 Kε
(
logΨ (x)
)ε−ε′ −→
x→∞0.
(2) Condition (4.13) is almost the same as condition (3.2): in (3.2) one is requiring the condition to be satisﬁed for
some θ > 0, whereas in (4.13) one is requiring it to be satisﬁed for every ε > 0 (see however the remark after the proof of
Theorem 3.3 in Section 3).
Proof. If Cφ ∈ Sp , we have proved in [7, Proposition 3.4], that:
ρφ(h) = o
(
h
[log(1/h)]δ
)
,
with δ = 2/p > 0. Then, (4.13) with x = Ψ −1(1/h) gives:
ρφ(h) = o
(
1
Ψ (x)[logΨ (x)]δ
)
= o
(
1
Ψ (Ax)
)
= o
(
1
Ψ (AΨ −1(1/h))
)
,
which implies, by Theorem 2.1, that Cφ is compact on HΨ . 
For example, we have (4.13) if, for x large enough:
Ψ (x) = exp(log x log log log x).
Indeed, one has:
Ψ (Ax)
Ψ (x)
= exp
[
(log x)
(
log
log(log x+ log A)
log log x
)]
exp
(
log A log log log(Ax)
)
,
and exp(log A log log log(Ax)) = (log log(Ax))log A , whereas
log(log x+ log A) = log log x+ log
(
1+ log A
log x
)
 log log x+ log A
log x
,
so:
log
log(log x+ log A)
log log x
 log
(
1+ log A
log x log log x
)
 log A
log x log log x
.
Hence:
Ψ (Ax)
Ψ (x)
 exp
(
log A
log log x
)(
log log(Ax)
)log A  (log log(Ax))log A,
which gives (4.13) since, for every ε > 0:
(
log log(Ax)
)log A = o((log x)ε)= o([logΨ (x)]ε).
In the next section, we are going to investigate what happens when the Orlicz function satisﬁes a fast growth condition.
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Recall [6,11] that an Orlicz function Ψ satisﬁes the 2 condition if, for some constant A > 1, one has[
Ψ (x)
]2  Ψ (Ax), for x large enough. (5.1)
A typical example is Ψ (x) = exα − 1, with α > 1.
We have proved in [6, Corollary 3.26], the following result:
WheneverΨ ∈ 2 , there exists a symbol φ : D → D such that the composition operator Cφ : H2 → H2 is Hilbert–Schmidt, whereas
Cφ : HΨ → HΨ is not compact.
We have this improvement:
Theorem 5.1. Let Ψ be an Orlicz function satisfying condition 2 . Then, there exists a symbol φ such that Cφ : H2 → H2 belongs to
Sp for every p > 0, but such that Cφ : HΨ → HΨ is not compact.
Proof. We shall use a lens map. One can ﬁnd the deﬁnition of such maps in [12, p. 27], but we shall use a slight variant of
it: we shall use the same construction as in [7, Theorems 5.1 and 5.6], but with f (z) = z1/2 instead of fθ (z) = z(− log z)θ or
f (z) = z log(− log z). We have recalled this construction at the beginning of Section 3. Note that Re(reiα)1/2 = √r cos(α/2)
is positive (|α| < π/2), so the associate symbol φ maps D into itself.
As in the proof of [7, Theorem 5.1], we only need to consider f (it), with t > 0. But f (it) = exp( 12 log t + i π4 ), so:
Re f (it) = √t cos(π/4) =√t/2 and Im f (it) = √t sin(π/4) =√t/2.
Let us estimate ρφ(h). The condition |Re f (it)| h implies t ∈ [−2h2,2h2], and, just using the modulus constraint, we
get ρφ(h) h2. For the converse, if t ∈ [−2h2,2h2], we have |Re f (it)| h and |Im f (it)| h; then exp( f (it)) belongs to a
window centered at 1 and with size Ch. Hence h2  ρφ(h), and therefore ρφ(h) ≈ h2.
It follows that Cφ : HΨ → HΨ is not compact if Ψ ∈ 2. In fact, since Ψ ∈ 2, there is some A0 > 1 such that
Ψ (A0x) [Ψ (x)]2 for x large enough. We get, with x = Ψ −1(1/h):
1
Ψ (A0Ψ −1(1/h))
 h2.
If Cφ were compact on HΨ , we should have, by Theorem 2.1 ([6, Theorem 4.11] suﬃces actually):
ρφ(h) = o
(
1
Ψ (A0Ψ −1(1/h))
)
,
which is not the case.
On the other hand, Cφ is in Sp for every p > 0. Indeed, φ(eit) is in the dyadic Carleson window:
Wn, j =
{
z ∈ D; 1− 2−n  |z| < 1, 2 jπ
2n
 arg(z) < 2( j + 1)π
2n
}
( j = 0,1, . . . ,2n − 1, n = 1,2, . . .) if and only if, for hn = 2−n , one has, up to constants:
t  2h2n and j2h2n  t  ( j + 1)2h2n.
This is possible for at most a ﬁxed number, say N , of values of j; hence:
∞∑
n=1
2n−1∑
j=0
2np/2mφ(Wn, j)
p/2  N
∞∑
n=1
2np/2
(
ρφ
(
2−n
))p/2  N ∞∑
n=1
2np/22−2np/2 = N
∞∑
n=1
2−np/2 < +∞.
Then Luecking’s theorem [8] and [7, Proposition 3.3] imply that Cφ ∈ Sp . 
Now, in the opposite direction, we have proved in [6, Theorem 3.24], that if Cφ is compact on HΨ , with Ψ ∈ 2, then
Cφ ∈ S1(H2). We have the following improvement.
Theorem 5.2. Let Ψ be an Orlicz function satisfying condition 2 . Assume that Cφ is compact on HΨ . Then mφ is an α-Carleson
measure, for every α  1, and hence Cφ ∈ Sp for every p > 0.
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integer n, one has Ψ (An0x) [Ψ (x)]2
n
. Taking x = Ψ −1(1/h), one gets:
Ψ
(
An0Ψ
−1(1/h)
)
 1
h2n
.
Now, if Cφ is compact on HΨ , one has, by Theorem 2.1 (or [6, Theorem 4.11, 1]), with A = An0:
ρφ(h)
1
Ψ (An0Ψ
−1(1/h))
;
therefore ρφ(h) h2
n
, and mφ is a 2n-Carleson measure.
The last assertion now follows from [7, Corollary 3.2]. 
Remark. One might wonder what happens when the Orlicz function grows less fast than with condition 2. Note that
condition 2 can be re-stated as:
lim inf
x→∞
Ψ (Ax)
[Ψ (x)]2 > 0. (5.2)
Indeed, if one has [Ψ (x)]2  Ψ (Ax) for x large enough, one obviously has lim infx→∞ Ψ (Ax)[Ψ (x)]2  1. Conversely, let δ =
lim infx→∞ Ψ (Ax)[Ψ (x)]2 . If δ > 1, one clearly has [Ψ (x)]2  Ψ (Ax) for x large enough. If 0 < δ  1, then, for x large enough:
[
Ψ (x)
]2  2
δ
Ψ (Ax) Ψ
(
2
δ
Ax
)
,
by the convexity of Ψ , since 2/δ  1. Hence Ψ ∈ 2 (with constant 2A/δ).
One has:
Proposition 5.3. Assume that the Orlicz function Ψ satisﬁes the condition:
limsup
x→∞
Ψ (Ax)
[Ψ (x)]2 > 0, (5.3)
for some A > 1.
Then, for every p > 2, there exists an analytic self-map φ : D → D such that Cφ : H2 → H2 is in the Schatten class Sp , but
Cφ : HΨ → HΨ is not compact.
Note that condition (5.3) if not satisﬁed when Ψ ∈ 2, or for the Orlicz function Ψ (x) = e(log(x+1))2 − 1, i.e.
Ψ (x) ≈ exp((log x)2).
Note also that, since Cφθ is in Sp for p > 4/θ [7, Proposition 5.3], Proposition 5.3 is actually implied by Theorem 3.2,
since (3.2) is not satisﬁed if and only if there exists some A > 1 such that limsupx→∞ Ψ (Ax)Ψ (x)[logΨ (x)]θ > 0, which is of course
implied by condition (5.3). However, it may be interesting to state this result separately.
Proof. Condition (5.3) implies that there exist some δ > 0 and a sequence of positive numbers xn increasing to inﬁnity such
that:
Ψ (Axn)
[Ψ (xn)]2  δ, for all n 1.
If one sets hn = 1Ψ (xn) , one has:
h2n 
δ
Ψ [AΨ −1(1/hn)] . (5.4)
Now, take α such that 2p + 1 < α < 2, and consider the symbol φ = φ2 deﬁned as recalled in the beginning of Section 3. Its
composition operator Cφ : H2 → H2 belongs to Sp [7, Theorem 4.2]. On the other hand, Cφ : HΨ → HΨ is not compact, by
[6, Theorem 4.18], since ρφ(h) ≈ hα and hence ρφ(hn) is not o( 1Ψ [AΨ −1(1/hn)] ), by (5.4). 
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It is well known, and easy to see, that Cφ is compact on H∞ if and only if ‖φ‖∞ < 1. For composition operators, H∞ is
a very special case; indeed, one has:
Proposition 6.1.
(1) Given any analytic self-map φ : D → D such that ‖φ‖∞ = 1, there exists an Orlicz function Ψ such that Cφ is not compact on HΨ .
(2) Given any Orlicz functionΨ , there exists an analytic self-map φ : D → D such that ‖φ‖∞ = 1 and for which Cφ is compact on HΨ .
Proof. (1) Since ‖φ‖∞ = 1, one has ρφ(h) > 0 for every 0 < h < 1.
We construct piecewise a strictly convex function Ψ : [0,+∞[ → R+ such that:
Ψ
(
2n+1
)
 1
ρφ(1/Ψ (2n))
.
Then, if hn = 1/Ψ (2n), one has hn → 0, and
ρφ(hn)
1
Ψ (2Ψ −1(1/hn))
.
It follows from Theorem 2.1, that Cφ is not compact on HΨ .
(2) Let a ∈ MΨ (T), the Morse–Transue space (which is the closure of L∞ in LΨ : see [6,11]), a positive function such that
a /∈ L∞(T) and such that Ψ ◦ a 2, and let:
h = 1− 1
Ψ ◦ a .
Since a is not essentially bounded, one has ‖h‖∞ = 1. Moreover, one has h 1/2, so logh is integrable; we can hence deﬁne
the outer function:
φ(z) = exp
[∫
T
u + z
u − z logh(u)dm(u)
]
, |z| < 1.
One has |φ∗(eiθ )| = h(eiθ ), so φ is an analytic self-map from D into D, and ‖φ‖∞ = 1. Since, for every A > 0:
Ψ
[
AΨ −1
(
1
1− |φ∗|
)]
= Ψ (Aa)
is integrable, because a ∈ MΨ (T), the composition operator Cφ is MΨ -order bounded (see [6, Proposition 3.14]), and hence
is compact on HΨ . 
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