Abstract-Pyramidlike parallel hierarchical structures have been shown to be suitable for many computer vision tasks and have the potential for achieving the speeds needed for the real-time processing of real-world images. Algorithms are being developed to explore the pyramid's massively parallel and shallowly serial-hierarchical computing ability in an integrated system that combines both low-level and higher level vision tasks. Micromodular transforms are used to embody the program's knowledge of the different objects it must recognize. Pyramid vision programs are described that, starting with the image, use transforms that assess key features to dynamically imply other feature-detecting and characterizing transforms and additional top-down model-driven processes to apply. Program performance is presented for four real-world images of buildings. The use of key features in pyramid vision programs and the related search and control issues are discussed. To expedite the detection of various key features, feature-adaptable windows are developed. In addition to image-driven bottom-up and model-driven top-down processing, lateral search is used and is shown to be helpful, efficient, and feasible. The results indicate that with the use of key features and the combination of a variety of powerful search patterns, the pyramidlike structure is effective and efficient for supporting parallel and hierarchical object recognition algorithms.
I. INTRODUCTION
T HE IMPORTANCE of highly parallel but also hierarchical descriptions of image data has been emphasized by many computer vision researchers. In one of their early papers [151 Marr and Nishihara illustrated a good hierarchical organization of shape information in a three-dimensional model description. In recent years, neuroanatomists and neurophysiologists have provided extensive evidence demonstrating the hierarchical processing of sensory information in the visual cortex of animals [61, [7] , [9] . The recognition cone proposed by Uhr [29] , [30] loosely models human and animal vision systems in the form of a layered hierarchical structure. Features for object recognition are extracted and aggregated at levels of increasing abstraction, globality, and generality, and decreasing resoManuscript received March 30, 1986 ; revised November 27, 1986 . This work was supported in part by National Science Foundation Grant DCR-8302397.
This paper was presented at the Artificial Intelligence in Engineering Symposium, George Washington University, Washington, DC, October lution and detail. In addition to its hierarchical nature the recognition cone also incorporates the massive parallelism of local array processes, which is another characteristic of human and animal vision systems. This kind of parallelism can be realized by micromodular parallel processors; hence it is well suited for fast and efficient VLSI multicomputers. The pyramid structure introduced by Tanimoto and Pavlidis [27] incorporates the same multiresolution and hierarchical representation of image data. It has been shown [41, [8] , [17] , [23] , [261, [28] that, using local windows and parallel computation, pyramidlike structures are very efficient for low-level image processing, e.g., averaging, histogramming, edge detection, median filtering, image segmentation. Several programs [8] , [19] , [24] , [25] . [30] have also used pyramidlike structures for object recognition. Pyramid programs are, potentially, extremely fast when executed by appropriate pyramid-of-arrays multicomputers.
Various observations have presented evidence of behavior and mechanisms for "focus of attention" in human vision [16] , [34] . Since a picture that is presented using only a 1-ms flash of light is perfectly recognizable, and recognition takes only a few hundred milliseconds, no time exists for glancing around or focusing attention. However, the way people examine images when they are presented for longer periods is suggestive of how processing might be organized in briefer periods as well. Human perceivers usually do not stare at the entire area with the same intensity. Rather, after a rough scan they focus on the "interesting" portion of a scene. This is one of the factors which make the human vision system so effective. To emulate this, the need exists for 1) a well-defined mechanism for the generation and use of "focus of attention" in vision systems and 2) an efficient hardware structure that makes the approach feasible. Key features are used in our program. The concept of a key feature is not original. Similar concepts have been used by other researchers in computer vision. An interesting implementation of a "local-feature-focus" method is described by Bolles and Cain [3] , where one local feature in an image is found and is thereafter used to predict a few nearby features to look for.
In the systems described in the present paper, key features are used as the central initiating threads for the control process. They embed naturally into the hierarchical pyramid structure, organizing image-driven bottom-up and 0018-9472/87/0300-0250$01.00 ',1987 IEEE 250 [5] , DAP [20] , and MPP [2] and also pyramid operations that converge, combine, and disseminate information [31] .
Our program runs on a simulated pyramid machine (Table I ). The basic pyramid structure has n levels, each level k (0 < k < n) has 2k *2k nodes (each a simple processor with its own memory). Each node at level k is hard wired to its 13 neighbors, i.e., one parent, eight siblings, and four children.
The connectivity between layers of nodes in the pyramid structure makes the hierarchical data flow (bottom-up and/or top-down) very efficient. The results of our program indicate that the pyramidlike structure is successful in facilitating the development of mechanisms for focus of attention.
Micromodular "transforms" [29] , [30] This serves to embed the very complex set of processes needed to recognize real-world objects into a potentially very fast and efficient highly parallel process and also to model living visual systems, with their neurons organized in converging layers in the retina, lateral geniculate, and visual cortexes.
Transforms compute values or search for features in a set of cells in one level and then output the values or implied features (or objects) into the same or an adjacent level. When an operation involves nodes in more than one level, it is called a pyramid operation. Sometimes an array operation is also used in which only nodes in the same level are involved. Transforms can imply features and characteristics, subobjects and objects, and also additional transforms to apply and particular things to look for. Hence they have the advantage of being "procedural." On the other hand, since transforms are often coded to find certain patterns (features or objects), they also embody "declarative" and "structural" aspects.
Section II discusses search and control mechanisms for pyramid vision programs. Section III presents the program's results in analyzing house and building images. Section IV contains a brief summary and discussion.
II. SEARCH AND CONTROL IN PYRAMIDS A. Searches in the Conceptual Hierarchy and Recognition Tree
In this paper images of building scenes are used as test images. Being man-made objects, buildings may have more obvious hierarchical structures than many natural objects. To describe them, part-of and geometrical relations are extensively used. This kind of hierarchy is sometimes referred to as conceptual hierarchy [1] . A graph can be constructed to depict the conceptual hierarchy in which nodes represent objects with their own feature properties, upward arrows represent the part-of relations, and horizontal arrows represent geometrical relations (above, below, next to, in, contain, ...) between parts in the image [11] .
Features in images are characterized as global or local, size invariant or size variant. The implication of this is that the pyramid is a convenient structure for instantiating and looking for objects, for example, using conceptual hierarchies, but now different features should more appropriately be extracted at different levels in the pyramid. Geometrical relations are handled in whatever precision required by using the actual implicit relations between several pieces of information stored in the image array. Thus the system can make use of both the implicit iconic structure of the images and successively abstracted images and also the explicit information that it extracts and stores. Coarse relations can be obtained at high levels of the pyramid, successively more detailed relations at lower levels. With a multicomputer pyramid hardware and transformed images that are stored into memories at the appropriate hardware level to represent the different levels of abstraction, features can be extracted and combined at many levels simultaneously; they will be scattered around 251 in nodes at different levels. From a structural point of view these features form a recognition tree in the pyramid for each existing object. Hence a major process of object recognition can also be viewed as a search that applies recognition trees to look for the objects they represent and model. The recognition trees for all the different objects about which the program has knowledge are all embedded in the pyramid. When they have transform nodes in common (as will often be the case, especially for lower level features such as edges, angles, and curves) the transform (with pointers to the adjacent nodes in all these trees) is executed only once.
The search in the tree hierarchies in the pyramid should not be confused with the graph search in the so-called "conceptual hierarchy." These two searches are closely related. However, no one-to-one correspondence exists between the levels in these two hierarchies. In other words, features at the same level of the conceptual hierarchy do not necessarily appear at the same level in the recognition tree in a pyramid. Also, a simple object like "door" in a conceptual hierarchy may consist of features at several levels of the recognition tree, e.g., longer vertical "'door side" at higher level, shorter horizontal "door top" at a lower level. Nevertheless, the search of the 'recognition tree' can still be guided by the graph of the conceptual hierarchy.
B. The Importance of Key Features
Key features are those that appear frequently and are especially helpful in the recognition of the object in question. Key features can often be extracted from intrinsic images. In this paper we will mainly use features of shape, texture, and color as examples. Other types of intrinsic features (e.g., surface orientation, occluding contour, and disparity) should be investigated, especially if the program is extended to general three-dimensional domains.
The reason for introducing the notion of key features is that they form a significantly smaller and especially important subset of the whole feature space. In real-world image analysis the possible space of features that are occasionally useful is usually much too big to deal with. As a program like ours is given more and more transforms, the importance of first using a small set of key features increases. It is more efficient to first focus the system's attention on the more important features. Moreover, many psychological observations suggest that this is exactly the way human vision systems work [18] , [21] . Yarbus reported his observations of the human eye movements during perception of complex objects in [34] :
Records of eye movements show that the observer's attention is usually held only by certain elements of the picture.
When looking at the human face, an observer usually pays more attention to the eyes, the lips, and the nose. The other parts of the face are given much more cursory consideration. ... Analysis of the eye-movement records shows that the elements attracting attention may, in the observer's opinion, contain information useful and essential for perception. This is not to argue that eye movement is essential to recognition. Recognition often takes only a few hundred milliseconds and can succeed without this kind of (slow) eye movement. However, psychological observations have certainly revealed that the brain's processes do focus on key features during the perception of complex objects.
C. Focus Areas
The discovery by the perceiver of some significant key features suggests the extraction of other features in the conceptual hierarchy-to generate a hypothesis. Once the key features are located, the enclosed or neighboring areas will attract special attention. The spatial areas on which the attention is thus focused are named focus areas. For example, in houses the areas enclosed by pairs of parallel long edges are possible window. shutter, or door areas.
Features (e.g., colors and textures) in these areas are further studied, and in some sense verified.
For texture measures, edgeness and edge separation are used in our programs because they are simple and effective. They can both be derived from the microedge map that the program builds up in its first application of transforms to the raw input image (Section III will present the details of the implementation). Edgeness and n can all be aggregated in a bottom-up way in the same pass. This allows the computation for both j and a 2 to be completed in just one pass. Although slightly more calculations are conducted, the control for data flow is simplified in this approach. In a complicated multilevel system like this the control can sometimes be a bottleneck. To avoid more complicated control and data flow, the one-pass method was adopted.
From the process control point of view the program's attention is initially on the key features. After the key features are extracted successfully in a bottom-up manner, attention shifts to the focus areas. The process now turns into a top-down model-driven mode to look for particular interior features in the focus areas. For example, window panes will be expected in possible window areas, whereas elongated homogeneous areas will be expected to indicate shutters. However, the parent (or grandparent) nodes need only specify the "goal" and mark the "focus areas." The actual data for the measure of the features will, as just described, again flow in a bottom-up way. Thus the program combines bottom-up and top-down processing.
D. Lateral Search
In low-level image pattern analysis, transforms are basically probabilistic templatelike thresholding operations. More and more global features can often be built up in a hierarchical bottom-up way. Sometimes fairly simple local transforms can yield good results. Good masks for low-level features such as edges, curves, and corners can be relatively easily coded as several-level hierarchies executed over several layers of the pyramid and applied to almost any image. At higher levels this type of mask is harder to find since many more variations of feature combinations exist.
The key features and focus areas method makes use of cycles of bottom-up and top-down data flow to accumulate pieces of evidence. However, a need also exists to add more flexible search strategies to deal with more complex patterns in the real-world images. It is often too likely to result in error to increase the weight of the "house" based only on some doorlike features, say a rectangle. Lateral search is thus introduced to more effectively handle geometrical relations between objects in the outdoor-scene analysis. Based on the discovery of some key features, "attention" can now also be directed to other key features at the same level in the conceptual hierarchy of the scene. The feature search routines are coded in the transforms and can be triggered dynamically. In cases where such pairs of key features are found in the lateral search, the implied object gets a significant increase in its weight. A variety of neurophysiological evidence exists that supports the concept of "lateral interconnections between areas at the same hierarchical level" [6] , [14] .
The term lateral search refers to the search in a conceptual hierarchy. For the corresponding search on a subpart of the recognition tree, whose nodes are usually scattered around at many different levels in the pyramid, several levels may be involved simultaneously in this so-called lateral search. Often this kind of lateral search is actually accomplished by certain pyramid operations where the parent nodes use elongated large windows (e.g., 2 x 6 or 6 x 2) to look for pairs of features in expected directions within the window.
The lateral search need not be executed serially (node by node). Each layer of the pyramid is assumed to be an SIMD array multicomputer. The search can be executed in parallel by all processors in the appropriate layer with those processors not involved masked out. In the future, more powerful multiple instruction and multiple data stream (MIMD) multicomputers with more sophisticated connections between them at the higher levels of the pyramid could be built that would significantly speed up processing.
E. Hypothesis Generation from Low Resolution Images
We have seen how the successful extraction of key features can lead to the generation of subsequent hypotheses that guide top-down and lateral processing for their verification. However, to know what to start with, and where, we sometimes need a) an initial hypothesis of what key features to expect, and b) an estimation of the object size. The latter is important because it suggests the appropriate resolutions (levels) to extract and aggregate features for the recognition. These hypotheses can, and must, be generated by the higher level processors on the basis of an initial rough analysis on images with reduced resolutions because a) global information is needed to generate such hypotheses and is available only at higher levels, and Once a hypothesis is generated, the system's attention will be focused on the hypothesized key features. This process is much like a human vision system glancing at an object in a scene using "peripheral vision," thus allowing the perception of a wide angle in a low resolution and then directing the attention to some details using the high-resolution foveal areas.
It takes little time to generate such a hypothesis. On the other hand, such a hypothesis is obviously not necessarily accurate. Although a pyramid algorithm for the relatively powerful median filtering operation is employed to generate the low-resolution images, some important features still get lost. To ensure good performance, such hypotheses should include several alternatives (guesses) and be treated as though they are subject to later modifications.
III. THE PERFORMANCE OF THE PROGRAM
In this work only front views of building scenes are used. The camera (viewpoint) is sufficiently far from the object so that perspective projection need not be taken into account. Many three-dimensional image analysis problems are not addressed. By choosing a small subset of detailed TV images of real-world building scenes, our examples are limited to a relatively well-defined, yet fairly general, domain.
The program for outdoor-scene analysis was developed on a simulated pyramid. It was initially tested on two house images, "house34' and "house35." After the transforms-were developed, a third image, "house.sri," which was kindly supplied by Wesley, who used it in [33] , was also used. The program appears to exhibit some reasonable generality since it works as well on that image. Finally, the program was also tested on an office building image ("buildingl") to see if it can distinguish an office (or apartment) building from an ordinary house by examining the number and the layout pattern of the windows. This section gives some of the results from the analysis of these images.
The digitized images all have a resolution of 512 x 512. They are input to and reside at level 9 in the pyramid. Fig.  1 shows these four images at this resolution. Color images are digitized with three component (RGB) images. The pyramidal median filtering technique [12] is used to obtain multiresolution images at the levels 8, 7, and 6. Next, edge operators are applied for getting micro-edges at these levels producing micro-edge maps with eight directions encoded by 0, 1,-* *,7. Afterwards, an edge-thinning algorithm is used to get micro-edges with single pixel width. tive use of relatively small cascaded windows to assess global processes in recognizing objects. If the object is too large to see at one level, it will be visible at some higher level of the pyramid where the features will have been successively computed and pulled closer. Since each parent node has direct links to its four children (direct children), windows of 2 x 2 are the most natural choice. Operations within such windows are the most efficient to execute and thus are often favored. However, a 2 x 2 window has drawbacks. First, this type of window is a "nonoverlapped window." Such nonoverlapped windows have "cracks" between them [22] . This means that small features may not be detectable except at very high levels. Hence the number of levels needed to detect a feature is not proportional to the logarithm of its size. Second, a conceptual hierarchy is formed according to the part-of relation. Some features, e.g., long edges, are semantically low-level information in the conceptual hierarchy. They may represent the side of a door or the top of a roof. However, due to their length, they may only be combined at the very top levels of the pyramids. This can lead to difficulties since features which belong to the same level in the conceptual hierarchy (e.g., the top and the sides of a door) are now separated by too many levels in the recognition tree in the pyramid.
In our program, windows of 2 x 2, 3 x 3, 4 x 4, and up to 6 x 6 are selected according to the particular task. The pyramid operations for such relatively small window sizes can be implemented with reasonable efficiency and speed. For a parent P to access one of its 6 x 6 children, if this child C is not its direct child, P can use its sibling link to "talk" to one of its eight neighbors P'; then P' can use its direct link to get this C node for the node P. However, large windows have their own problems in addition to longer execution time. Since the child sets of neighboring parents overlap a great deal, the same features will be found redundantly in many nodes at the neighborhood of the expected location. As illustrated in Fig. 3 Feature-adaptable windows are used to lessen this problem. As an example, consider again the window with size 6. For extracting the long vertical edge in Fig. 3 , only a 6 x 2 window, i.e., the central strip of the 6 x 6 window, need be defined. In this way the entire edge falls only in the window of node 5, while part of the edge can be seen in nodes 2 and 8. Fig. 4 36  44  44  40  48  40  44  44  52  64  64  72  76  84  72  72  72  88   43  43  47  47  47  51  51  51  51  55  67  71  75  79  87  87  87  87  91   45  60  35  44  109  34  53  92  103   1   118  60  52  109  32  32  59  72  72   46  64  35  45  116  47  68  92  104  14  118  73  52   115  42  42  61  74 others with low values (e.g., single-colored door, sky). At levels 5, 6 , and 7 the focus areas are specified by the level 4 nodes which found the pairs of antiparallel long edges. Local measures on edgeness are then first made at level 7. Each of the level 7 nodes counts the total number of micro-edges of its 2 x 2 direct children at level 8. The maximum possible edgeness value is 4, the minimum is 0. Based on this edgeness count, nodes at levels 6, 5, and then level 4 get the statistical information (mean and variance of edgeness) at all focus areas. Tables II and III show The search in the focus area is very powerful for studying properties of subparts with relatively big regions. Our program started with edge properties. By focusing in the areas bounded by long edges, the program is capable of combining region properties with edge properties.
C. An Example of Lateral Search
Although the transforms described are only a few examples of those actually used, the analysis needed for the focus areas, e.g., the ones in Tables II and III , is already nontrivial. The system can invoke further transforms on more features (e.g., size, elongation, and color of the region) to disambiguate them. However, to understand the subparts in the images, the more important information here is the geometrical locations and relations between the door and windows.
In the building images with front views, windows are often lined up horizontally and/or vertically, doors are usually at lower positions than windows, and the window shutters (if any) are very good indicators of the locations of the windows. The lateral search routines use these geometrical relations. For instance, every time a window is implied, the program will look for the door or other windows at a range of certain distances and directions.
As an example, consider the window-door lateral search for house35 in a little more detail. As usual, many of the entries in Table II are not important parts of the house. Some of them are even in the tree area. Since some lower-left node at level 4 got a high weight for the left window (Fig. 6) like sky and grass. The large sky-colored regions above some long horizontal or triangular roof-shaped edges, and the green grass-colored regions lower down, imply the possible existence of a house in between these two regions. The hypothesis thus generated suggests the possible set of key features (e.g., doors and windows) to look for and the possible "best levels" at which to start. However, what may be an even more important role that the high-level nodes play is the combining and abstracting of features collected by lower level processes. A simple example is the recognition of the outlines and roofs of buildings. These are more global features, and they are aggregated at higher levels in the pyramid. When a certain set of features has been implied with sufficiently high weights, some goal-driven search routines are invoked to look for other related features in the conceptual hierarchy. Now these features no longer have to be key features. By accumulating more evidence, the recognition process becomes more thorough. This type of search is especially useful for the features whose extraction heavily relies on global knowledge of the scene. For example, the chimney in house35 was initially not noticed by the program. It is recognized after an indication of the shape and location of the roof already exists.
As a more detailed example, the analysis for textures of walls in house34 and house35 will be examined. The walls of house34 are built of shingles that create many regularly arranged horizontal long edges (longedge2 and longedge6) in the image. The walls of house35 have almost no trace of edges at the current image resolution. The evidence of the locations of the key features (windows and doors) of the houses is used to point out the possible locations of the wall areas. Then the statistics on the edgeness and edge separation for the wall areas are measured. The vertical distance between longedge2 and longedge6 is used as the measure of edge separation. The Table VII . At first, belief values (similar to weights) are assigned to each area according to the "perfectness" of its elongation, texture, and the extracted left boundary and right boundary. These belief values are combined to obtain the belief value Bel (wnd) for each area. This step already gives higher belief values to the 12 real windows than any of the nonwindow areas. However, it can be seen that the value for WIO (0.379) is fairly close to the value of nonwindows 4 and 15 (0.335). Contextual geometrical relations are thus used to improve the result. Since the windows of an office (or apartment) buildings are usually arranged in a horizontal or vertical alignment, the lateral search for horizontal or vertical sibling windows is conducted. It turns out that the real windows are successful in finding their neighbors and hence have their Bel (wnd) increased, whereas the nonwindow areas are unable to find their neighbors in this way and thus get their Bel (wnd) decreased. The new values are indicated by Bel' (wnd). Finally, the approximate locations of the outlines of the building are used (they are actually propagated down from a higher level in the pyramid). Some of the areas, e.g., 4, 5, and 18, are ruled to be probably out of the building boundaries due to their locations. Their chances of being real windows are further reduced. The final values Bel" (wnd) show that the 261 program is very confident about the existence of 12 real windows. Because the program found strong evidence of the number and the arrangement of the windows at this level, it combined this with other evidence (e.g., the shape and outline of the building) and succeeded in recognizing the object in buildingl as an office or apartment building.
IV. SUMMARY AND DISCUSSION This paper describes the search and control strategy which is made feasible by the use of key features. Following the model of preattentive processes, the transforms that successfully extracted key features are used to trigger other transforms for focus of attention in focus areas and also for lateral search in extracting other The VISIONS system [8] was proposed as a general system for the interpretation of static outdoor scenes. The system is composed of a segmentation of subsystem and an interpretation subsystem. The segmentation subsystem extracts features in a processing cone. The results of boundary analysis and region analysis are merged to produce the segmentation of images. The interpretation subsystem interprets features in terms of world knowledge and proposes new features to be looked for by the segmentation process. Many follow-up publications exist about segmentation techniques as well as several concerning knowledge representation and reasoning in the VISIONS system. The main difficulties seem to be a) good segmentations are exceeding difficult to achieve (indeed we conjecture that they cannot be achieved except after objects have been recognized) and b) a suitable knowledge representation and reasoning technique for the complex outdoor-scene domain remains to be satisfactorily developed.
The present paper also examines the domain of static outdoor scenes. The pyramid programs developed have many similarities to the VISIONS system since both take a parallel-serial hierarchical approach to object recognition in a pyramidlike structure. However, our approach attempts to combine lower and higher level processes into a well-integrated multilevel system. Our program does more processing (both low-level and high-level) that is highly parallel using neuronlike micromodular transforms within the parallel structure and, therefore, should be substantially faster (given appropriate hardware). We do not believe that a complete and near-perfect segmentation is possible, or necessary, on most image analysis tasks. Segmentation should serve to help recognition; it is not an end in itself. This paper describes how key features are used to alleviate the segmentation problem and to initiate a smooth combination of bottom-up, top-down, and lateral flows of processes. The emphasis is on the search and control aspects related to the use of key features that process and help focus attention on important parts of the scene.
The present program was tested on only a small number of images; but these were complex real-world images. The program's knowledge of key features, and of the entire set of recognition trees of features that it uses to model all the objects, are expressed as micromodular transforms. Therefore, this program can be made substantially more general and more powerful simply by adding more transforms. Given suitable parallel hardware, it will still be as fast; therefore, it offers real promise of real-time perception of real-world objects.
