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Abstract
Biotechnology company Medetect AB has developed a technology for staining
of multiple cell types in the same tissue sample enabling positioning of cells as
well as giving a way to distinguish between cell types. With new methods of
visualising human tissue at a cellular level, comes a need to analyse this data. In
this thesis, we therefore investigate some new methods, spectral non-parametric
as well as spatial and parametric, of analysing the structure of possibly mul-
tivariate point sets. Both spatial structure of univariate point data as well as
covariation of bivariate point data are analysed.
An approach using the raw periodogram is presented, followed by an application
of the Thomson multitaper method on point data and on quadrat sampled
data. A third method is also presented, where quadrat sampled data is used
to construct a Gaussian Markov random eld (GMRF), using a conditional
autoregressive (CAR) model. The parameters of the CAR models are then
studied to see if it is possible to draw some conclusions about the underlying
point patterns from these.
Simulation studies are performed for each method, demonstrating that the pe-
riodogram { although noisy { may be used to estimate spatial structure and
covariation between point types. Furthermore we show that using a multitaper
spectral estimate on quadrat sampled data can be used to gain a better under-
standing of the spatial structure and covariation of point sets. We also found
that while some parameters of a CAR(1) model may be used to infer spatial
structure in univariate point sets, using our method, it is generally outperformed
by the spectral methods presented.
Lastly, cells from human intestinal and tonsil tissue are analysed using the pre-
sented techniques. Small subsections of the intestinal tissue were analysed, as
it is not very homogenous. It was dicult to nd subsections which were both
homogenous and contained a sucent number of cells for spectral analysis. No
clear evidence for spatial structure was found for any cell type, nor any proof
of covariation between cell types. The tonsil tissue, being more homogeneous,
allowed for slightly larger analysis regions, giving more reliable results. The
analysis of the tonsil tissue showed some possible clustering of macrophages,
thymocytes and the protein Interleukin 33. Some evidence for clustering covari-
ation was found for T lymphocytes and thymocytes, as was inhibitory covaria-
tion for Interleukin 33 and the protein KI-67.
The usefulness of the methods used in this thesis seems limited when analysing
human intestinal and tonsil tissue but may be of use in other areas where spatial
point data are considered.
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Chapter 1
Introduction
While spatial analysis of point patterns is quite common in some areas, e.g.
ecology, studies of the spatial distribution and covariation of cells are as of
today few in numbers. However, Medetect AB has developed a technology for
staining of multiple cell types in the same tissue sample. This new method
enables positioning of cells as well as giving a way to distinguish between cell
types, allowing for spatial analysis of cell distribution. With more information
about how dierent cells are distributed in both healthy and diseased tissue it
is possible both to make progress in diagnostics and to gain knowledge about
the inner workings of the human body in dierent states.
It is against this background that the motivation for developing and investigat-
ing new methods for analysis of spatial point patterns is found. While Mug-
glestone and Renshaw have shown and motivated the use of spectral methods
for these analyses, their approach has been limited to the use of periodograms
[1, 2]. Since the raw periodogram suers from both high variance and sensitivity
to noise, there is good reason to investigate the possibility of using some more
sophisticated spectral methods in the analysis of spatial point data. Regarding
spectral methods, the scope of this thesis will be limited to { apart from the
periodogram methods { Thomsons multitaper method [3]. This approach uses
several dierent data windows (tapers), where the spectra of the tapered signals
are calculated and subsequently averaged, resulting in a spectrum with better
bias and variance properties.
Another method, however not spectral, which is often used in spatial statistics
is modelling using Gaussian Markov random elds (GMRFs). Some work has
been done on the subject of tting GMRFs to point data (see, for example [4]).
Here, we will continue to use this approach of trying to discern process from
pattern using GMRF modelling.
1
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In summary, the work in this thesis will focus upon developing and exploring
dierent techniques for analysing the spatial structure in human tissue samples,
with the question in mind whether there is some dierence in spatial distribution
and covariation of cells between healthy and diseased tissue.
The starting point will be the approach described by Mugglestone and Renshaw,
where the periodogram is used to detect and distinguish spatial patterns both
in univariate and bivariate point sets [1, 2], which will be covered in chapter
2.
In chapter 3 the spectral methods will be further investigated using Thomsons
multitaper method [3]. Some dierent approaches on how to apply the method
do point data will be studied, and these will be compared to the raw periodogram
approach. Chapter 4 will introduce a parametric method for analysing spatial
point patterns. By gridding the data, and thereby transforming spatial point
data into count data on a regular grid, the counts can be viewed as a realisation
of a Gaussian Markov random eld, which can then be modelled.
In chapter 5, the methods developed in the preceding chapters will be used
to analyse cell data coming from tonsil tissue, as well as intestinal tissue from
patients suering from Crohn's disease, and from healthy control subjects. Fi-
nally, in chapter 6, the main conclusions of the thesis will be presented and
discussed.
Chapter 2
Periodograms and
cross-spectra
2.1 Background
Because of the overall objective, to examine the spatial structure of cells in
human tissue, both the spatial relation between cells of one type and between
dierent kinds of cells need to be investigated. Considering the coordinates of
the cells as points in the plane, this amounts to examining on one hand the
spectrum of some point set, and on the other hand, the cross-spectrum between
two sets. Both these things have been handled by Mugglestone and Renshaw
in [1] and [2], respectively. Below, some dierent methods for examining the
spectral content of a point set will be presented. Most of these methods, like
the periodogram or the related cross-spectral functions, are more suitable for
explorative, qualitative analysis and therefore require some knowledge of how to
interpret the plots. We will however also present two one-dimensional spectra
along with a method for testing the hypothesis of complete spatial randomness
CSR.
2.2 The periodogram of a point process
To estimate the spectral properties of a two dimensional spatial point process,
the periodogram may be used [1]. This estimate is based on the discrete Fourier
transform (DFT) of the point coordinates fxjg = f(x1j ; x2j)g, and is calculated
3
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as follows. Let
FX(p; q) = (l1l2)
 1=2
NXX
j=1
expf 2iN 1X (px1j + qx2j)g;
p = 0; 1; 2; : : : ; q = 0; 1; 2; : : :
be the discrete Fourier transform (DFT) of NX points in a rectangle with sides
l1 and l2. The periodogram is then dened as
S^
(p)
XX(p; q) = FX(p; q)
FX(p; q); (2.1)
where FX(p; q) denotes the complex conjugate of FX(p; q).
If the data is rescaled to the unit square, that is, if the coordinates (x1j ; x2j)
are replaced by
x01j = NXx1j=l1; and x
0
2j = NXx2j=l2;
bias in p = q = 0 will be eliminated, and the expression for the DFT will be
FX(p; q) =
NXX
j=1
expf 2i(px1j=l1 + qx2j=l2)g
[1]. Since the DFT (and therefore also the periodogram) by denition is sym-
metric, such that
FX( p; q) = FX(p; q) and
S^
(p)
XX( p; q) = S^(p)XX(p; q);
only positive integers need to be considered for one of the frequency coordinates.
Further on, when computing periodograms and cross-spectra, the frequency
coordinates considered will be
p = 0; 1; : : : ; pmax and q =  qmax; : : : ; qmax   1;
where pmax and qmax are chosen for appropriate frequency resolution. Higher
values of pmax and qmax allow for the recognition of higher frequencies. There
is, however, a trade-o between resolution and variance in the frequency domain
and this must also be considered when picking these values. Choosing pmax and
qmax too low will result in missing some frequency content, whereas choosing
them too high will introduce unnecessary variance.
R- and -spectra
The periodogram S^
(p)
XX(p; q) can also be represented using polar coordinates, as
g^XX(r; ), where r =
p
p2 + q2 and  = tan 1(p=q) [1]. This representation may
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then be used to construct two one-dimensional summaries of the periodogram,
the R-spectrum S^
(p)
R (r), and the -spectrum S^
(p)
 (). The R-spectrum is dened
in [1] as
S^
(p)
R (r) =
1
nr
X
r0
X

g^XX(r; ); r = 1; 2; : : :
That is, for each r, the average of the nr periodogram coordinates where r 1 <
r0  r is computed. Analogously, the -spectrum is dened as
S^
(p)
 () =
1
n
X
r
X
0
g^XX(wr; w);  = 0
; 10; : : : ; 170:
Here, for every , the average of the n periodogram coordinates where  5 <
0  +5 is computed. The origin of the periodogram S^(p)XX(0; 0), is left out of
the averaging, since the sampling properties of this point diers from the rest
of the coordinates. These two one-dimensional spectra provide a more easily
interpretable alternative to using the two dimensional periodogram, and it will
be shown later that they are useful for detecting dierent structures in isotropic
processes.
In [1], Mugglestone and Renshaw also provide a method to test the hypothesis
of CSR, using the R- and -spectra. By scaling these functions with the number
of samples NX , they will have an expected value of 1, assuming CSR. Moreover,
they will also be 2-distributed, in such a way that
S^
(p)
R (r)=NX 
1
2nr
22nr
S^
(p)
 ()=NX 
1
2n
22n :
Using this, condence bounds can be created to test for CSR.
2.3 Cross-spectra
In [2], Mugglestone and Renshaw describe a number of methods to analyse
bivariate spectral point patterns in the frequency domain. Among these, the
cross-periodogram as well as the related amplitude- gain- and coherency spectra
are considered, all of which will be described in short below.
The cross-periodogram is dened similarly to how the periodogram is dened
in (2.1). The dierence here is that two point sets are considered, X = fxjg
and Y = fyjg, instead of just one, as above. The cross-periodogram of the sets
X and Y is then calculated as
S^
(p)
XY (p; q) = FX(p; q)
FY (p; q): (2.2)
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Furthermore, the cross-periodogram can be split into it's real and imaginary
parts
S^
(p)
XY (p; q) = C^XY (p; q) + iQ^XY (p; q); (2.3)
where C^XY (p; q) is called the co-spectrum and Q^XY (p; q) is called the quadrature
spectrum. It may also be represented in polar form, as
S^
(p)
XY (p; q) = ^XY (p; q) expfi^XY (p; q)g:
Here, ^XY (p; q) denotes what is called the amplitude spectrum, and ^XY (p; q)
the phase spectrum.
The amplitude spectrum can easily be calculated from (2.3) as
^XY (p; q) =
q
C^2XY (p; q) + Q^
2
XY (p; q)
and from this, one may dene the coherency spectrum as
^XY (p; q) =
^2XY (p; q)
S^
(p)
XX(p; q)S^
(p)
Y Y (p; q)
=
C^2XY (p; q) + Q^
2
XY (p; q)
S^
(p)
XX(p; q)S^
(p)
Y Y (p; q)
:
This can be seen as a measure of the square of the linear correlation between
the two components at frequency (p; q) [2]. It is also worth noting that 0 
^XY (p; q)  1.
Lastly, two other cross-spectral functions are the gain spectra G^XjY (p; q) and
G^Y jX(p; q). Mugglestone and Renshaw dene the two-dimensional gain spectra
in [2] as
G^Y jX(p; q) =
vuut S^(p)Y Y (p; q)
S^
(p)
XX(p; q)
^XY (p; q) =
^XY (p; q)
S^
(p)
XX(p; q)
and
G^XjY (p; q) =
vuut S^(p)XX(p; q)
S^
(p)
Y Y (p; q)
^Y X(p; q) =
^Y X(p; q)
S^
(p)
Y Y (p; q)
;
and note that these functions might be valuable to examine if a causal rela-
tionship between the components of a bivariate process is suspected. Such a
situation could appear if one wants to investigate the pattern of ospring events
relative to their parents.
It is worth noting that the amplitude and coherency spectra are real valued
functions, so that
^XY (p; q) = ^Y X(p; q)
and
^XY (p; q) = ^Y X(p; q):
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Furthermore, from (2.2) we get the relation
S^
(p)
XY (p; q) = S^
(p)
Y X(p; q);
which implies
C^XY (p; q) = C^Y X(p; q):
Furthermore, in [2], Mugglestone and Renshaw recommend smoothing of the
auto-periodogram, cross-periodogram and the co- and quadrature spectra {
since these are inconsistent estimators { before using them in any calculations.
This will therefore be done, using a Gaussian kernel.
2.4 Simulated examples
In the following section, some example results of spectral analysis of spatial
point processes, both univariate and bivariate, will be shown. Three dierent
kinds of synthetic data will be used: Random, clustered and regular, all having
some distinct spectral features.
2.4.1 Univariate processes
The homogeneous Poisson process
Often CSR can be used as a null hypothesis to which other, observed patterns
will be compared. A spatial point process which adequately expresses the notion
of CSR is the homogeneous Poisson process (HPP). In two dimensions, the HPP
consists of uniformly and independently distributed points across the plane [1].
A realisation of this process is shown in gure 2.1. Figure 2.2 shows two dierent
views of the two-dimensional periodogram of the points in gure 2.1. The gure
shows a at, or rather, unstructured periodogram indicating that the energy
is spread evenly among all frequencies. In gure 2.3, the two one-dimensional
polar spectra are shown, along with 95% condence bounds for testing for CSR.
Since both spectra lie inside these boundaries for all values of r and , the CSR
hypothesis cannot be rejected.
Cluster processes
One type of pattern which often occurs naturally is clustering, and a simple
model for a clustering process is the modied Thomas clustering process, MTCP.
In this model, parent points are rst generated using an HPP, which in turn, are
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Figure 2.1: Plot showing a realisation of an HPP. Since points are placed in-
dependently of each other, what might look like clustering is actually a lack of
regularity in the process.
used to generate ospring points. Assuming that the coordinates for some par-
ent point are aj , the number of ospring are Poisson distributed, with mean ,
and the position of each ospring point follows an isotropic normal distribution
N (aj ; I).
Figure 2.4 shows a realisation of a MTCP on the unit square. Looking at the
points, it is not hard to see that large-scale patterns are present to a much
higher degree than small-scale patterns. Figure 2.5 indicates that this is indeed
the case, that most of the energy is present in the low frequency range. This
can also be seen more clearly in the R-spectrum in gure 2.6, where the values
at low frequencies greatly exceed the CSR condence bounds. In particular, the
R-spectrum has a peak around r = 5, indicating a pattern repeating ve times
across the unit square. Since clusters were generated using 25 parent points,
this is expected. Looking at the -spectrum, it is close to or above the upper
condence bound for all angles , indicative of departure from CSR at all angles.
This, too, is expected, since the MTCP is isotropic.
Inhibition processes
Other common types of patterns occuring naturally are more regular patterns,
formed by e.g. inhibition processes. Inhibitory processes prevent points from
lying too close to each other, resulting in more regular patterns. One way of
generating such a regular pattern is by using the disturbed lattice process, DLP.
Here, points are generated deterministically at the intersections of some regular
lattice. These points are then disturbed, by shifting them with some mean zero
2.4. SIMULATED EXAMPLES 9
Figure 2.2: Plots showing two dierent representations of the periodogram of
an HPP: a surface plot and an intensity plot. The origin S^
(p)
XX(0; 0) has been set
to zero, since this would otherwise dominate the periodogram by having a value
of N2X . The periodogram has also been scaled so that the highest peak has value
1. Though noisy, the periodogram shows no apparent structure.
random vector. Figure 2.7 shows a realisation of a DLP, where points have been
placed at the intersections of a 10  10 lattice on the unit square. Each point
has then been shifted with some normal distributed, mean zero vector, with
standard deviation  = 0:02. Figures 2.8 and 2.9 show the periodogram and the
one-dimensional polar spectra of the point set, respectively. The periodograms
show clear peaks at (0; 10), (0; 10) and (10; 0), indicating the regularity and
periodicity of the points. This is also seen in the R-spectrum, which has a peak
at r = 10.
2.4.2 Bivariate processes
Below, some examples of bivariate point processes will be presented, together
with the dierent cross-spectral functions described above. Because there are
more possible cases to study, since the examined processes may be of dierent
kinds, we will here focus at dierent types of correlation; positive, negative and
no correlation. This is because we are only studying how one set of points re-
lates to another, and not what the internal structure of each set is. We will
briey explain how the cross-spectral functions can be interpreted. These inter-
pretations are however justied more thoroughly, considering some theoretical
aspects, by Mugglestone and Renshaw in [2].
10 CHAPTER 2. PERIODOGRAMS AND CROSS-SPECTRA
Figure 2.3: Plots of the R- and -spectra of a realisation of an HPP, along with
95% condence bounds for testing for CSR. Evidently, the spectra lie inside these
bounds, meaning that the hypothesis of CSR cannot be rejected.
Independent data
A very simple model bivariate point process is one where events of dierent
types are generated independently of each other. In these situations, the cross-
periodogram S^
(p)
XY (p; q) and thereby all related cross-spectral functions are ex-
pected to be zero everywhere [2].
Figure 2.10(a) shows two independent point sets, generated by an HPP. Three
dierent cross-spectra of these sets are shown as surface plots in 2.10(b){(d).
These plots show how the cross-spectral functions are close to zero everywhere,
when point sets are generated independently.
Positively correlated data
In order to generate positively correlated data, the previously mentioned MTCP
was used. This time, two sets of ospring points were generated from the same
set of parents. This results in two sets of clusters, where clusters of one kind
always will appear close to a cluster of the other kind, amounting to a strong
positive correlation between points. A realisation of this is seen in gure 2.11(a).
Surface plots of the associated cross-spectral functions are shown in gures
2.11(b){(d). The plots show that a positive correlation between sets result in
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Figure 2.4: Plot showing a realisation of a modied Thomas cluster process,
with approximately 25 clusters.
large positive peaks near the origin in the co-, amplitude and coherency spectra.
Another example of two positively correlated point sets is shown in gure
2.12(a). These points were generated by letting one set X be a realisation
of an HPP, and forming the set Y as Y = X + Z, where Z is a vector of mean
zero, normal distributed variables, with standard deviation  = 0:015. Figure
2.12(b){(d) shows the cross-spectral functions of these points, as surface plots.
Here, the peaks in the co-spectrum and amplitude spectrum are not as distinct
as in the previous example. There is however a clear peak in the coherency
spectrum, suggesting correlation between the sets.
Positively correlated oset data
One situation which might occur is that two point sets are positively correlated,
as described above, although with some spatial shift between them. This can
be modelled by e.g. using the MTCP, generating two sets of ospring points
from the same parent points, and shifting one of the sets slightly. An example
of points generated using this procedure can be seen in gure 2.13(a). Plots
showing the cross-spectra of these point sets are shown in gures 2.13(b){(d).
The plots show the same overall structure with peaks around the origin in the
co-, amplitude, and coherency spectra, as in the case without the oset. The
oset is made visible in the frequency domain by skewing of the peaks.
Figure 2.14 shows plots of the coherency spectra for this process with dierent
magnitudes of oset. These plots show that as the low frequency peak gets more
and more skewed, it will be harder to discern any positive spatial correlation
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Figure 2.5: Plots showing two dierent representations of the periodogram of
a MTCP: a surface plot and an intensity plot. The origin S^
(p)
XX(0; 0) has been
set to zero, since this would otherwise dominate the periodogram by having a
value of N2X . The periodogram has also been scaled so that the highest peak has
value 1. The periodogram is noisy, but there seems to be more energy in the low
frequency range than in the high, indicating a clustering process.
between sets, the larger the oset gets.
Negatively correlated data
Negatively correlated data might appear if one process inhibits another. Figure
2.15(a) shows an example of such an inhibitory process. Here, clusters of points
have been generated by means of a MTCP. The inhibition of Y from X has then
been modelled by simply removing points in Y which lie too close to some point
in X. Looking at the plots of the cross-spectral functions in gures 2.15(b){(d),
it can be seen that the amplitude spectrum is similar to that inte the case with
positive correlation. However, with negative correlation the co-spectrum has a
negative peak at low frequencies. Here, the coherency spectrum is fairly at.
2.5 Summary
The periodogram and its related cross-spectral functions provide an overall use-
ful tool for investigating the prescence of structure and correlation in point data.
In the univariate case, when exploring the internal structure of a set of points,
the R- and -spectra prove to be a reliable and concise source test of complete
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Figure 2.6: Plots of the R- and -spectra of a realisation of a MTCP, along with
95% condence bounds for testing for CSR. The R-spectrum in particular shows
that the energy is concentrated at low frequencies, and that the hypothethis of
CSR can be rejected. The peak at r = 5 can be interpreted as the occurance
of a pattern which repeats approximately 5 times across the unit square.The -
spectrum is high or above the upper 95% condence bound for all values of ,
indicating a departure from CSR at all angles.
spatial randomness. Moreover, these spectra oer the ability to not only tell the
dierence between CSR and structure, but also to tell which type of structure
it may be; i.e. clustered or regular data.
In the bivariate case, the results are harder to interpret, since two-dimensional
plots have to be examined. What can be said is that correlated processes are
generally accompanied by positive low frequency peaks in the amplitude spec-
trum, gain spectra and coherency spectrum. The type of correlation (positive or
negative) can be determined from the sign of the low frequency peak in the co-
spectrum. It should be noted that the magnitude of the peaks coincide with the
degree of correlation. This, together with the fact that these spectral estimates
contain a lot of noise suggests that empirical data might give less interpretable
results.
As not all of the dened cross-spectral functions are of interest in all cases, here-
after only certain cross-spectral functions will be shown depending on whether
they expose interesting structure or lack thereof, especially the co-spectrum C,
amplitude spectrum  and the coherency spectrum .
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Figure 2.7: Plot showing a realisation of a disturbed lattice process, with 100
points on the unit square. Every point have then been shifted with a random
vector j 2 N (0; 0:02  I).
Figure 2.8: Surface and intensity plots of the periodogram of a DLP. The clear
peaks in the periodogram indicate the prescence of a very regular pattern, here
with a frequency of 10 repetitions across the unit square.
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Figure 2.9: R- and -spectra of a DLP. The R-spectrum has a peak at r = 10,
showing the occurance of a pattern which repeats 10 times across the unit square.
The -spectrum has peaks at 0 and at 90, indicating the orientation of the
lattice.
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Figure 2.10: Plot (a) shows two independent realisations of an HPP, resulting
in two independent point sets, X and Y , with 100 points each. In the plot, X is
denoted by blue asterisks, and Y by red circles. Plot (b) shows the co-spectrum,
(c) shows the amplitude spectrum, and (d) shows the coherency spectrum of X
and Y . All of the spectra are relatively at and close to zero, indicating that the
sets are uncorrelated.
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Figure 2.11: Plot (a) shows two sets of clustered points, generated using the
same 25 parents in an MTCP with  = 4 and  = 0:025. In the plot, the set X
is denoted by blue asterisks, while Y is denoted by red circles. Plot (b) shows
the co-spectrum, (c) shows the amplitude spectrum, and (d) shows the coherency
spectrum of X and Y . These plots show the peaks around the origin associated
with the prescence of correlation.
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Figure 2.12: In (a), positively correlated data is shown. the data was generated
by taking a realisation of an HPP with 100 points, X (plotted as blue asterisks),
and perturbing these points with Gaussian noise, forming a new set Y (red cir-
cles). The surface plots of the co-, amplitude, and coherency spectra in (b){(d)
all show increased energy in low frequencies, telling of positive correlation.
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Figure 2.13: Two sets of clustered points, generated using the same 25 parents
in an MTCP with  = 4 and  = 0:025, where one set has been oset by a small
distance, are shown in plot (a). In the plot, the rst set, X, is denoted by blue
asterisks, while the second set, Y , is denoted by red circles. The surface plots of
the cross-spectra in (b){(d) all have peaks around the origin, indicating positive
correlation. The peaks are however not as symmetric as in the non-oset case.
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Figure 2.14: Intensity plots of the coherency spectra calculated from two sets
of clustered points, generated using the same parents in a MTCP. The ve plots
show ve dierent magnitudes of shifting of set Y . The plot in (a) shows the
positions of the points in the sets. The circles denote the points in X, and
the dots denote the points in Y . The dierent shifts of Y are represented by
dierently colored dots. Note how the low frequency peaks in (b){(f) gets more
skewed with larger shifts, as well as how they disappear due to the reduction in
correlation structure.
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Figure 2.15: Two sets of clustered points are shown in (a), where one set, Y (red
circles), is inhibited by the other, X (blue asterisks). Both sets were generated
using an MTCP with 25 parents,  = 4, and  = 0:025. The co-spectrum (b)
has a clear negative low frequency peak, while the amplitude spectrum (c) has
a positive peak around the origin, indicating negative correlation. Here, the
coherency spectrum (d) is relatively at.
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Chapter 3
Multitaper spectral
estimates
3.1 Background
While using the periodogram as a spectral estimator is relatively easy, it is
not without problems. These complications arise in the form of bad properties
considering variance and bias. To show this, let F (f) = tsin
2(Nft)
Nsin2(ft) and
S^(p)(f) be the periodogram estimate, then
E(S^(p)(f)) =
Z fN
 fN
F (f   f 0)S(f 0)df 0;
where S(f) is the true spectrum and fN is the Nyquist frequency [5]. From
this and from properties of F it follows that S^(p) is an asymptotically unbiased
estimator. However, this does not necessarily mean that the bias is small for a
particular N . A quote from Thomson [3] is appropriate:
... for processes with spectra typical of those encountered in engi-
neering, the sample size must be extraordinarily large for the pe-
riodogram to be reasonably unbiased. While it is not clear what
sample size, if any, gives reasonably valid results, in my experience
periodogram estimates computed using 1.2 million data points on
the WT4 waveguide project [...] were too badly biased to be useful.
The best that could be said for them is that they were so obviously
incorrect as not to be dangerously misleading. In other applications
where less is known about the process, such errors may not be so
obvious.
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An expression for the variance of the periodogram S^(p)(f) can be derived to
asymptotically be, as N !1:
V(S^(p)(f)) =
(
S2(f); for 0 < f < fN
2S2(f); for f = 0 or fN :
The derivation of the above can be found in Percival and Walden [5]. It can also
be shown that the periodogram, for neighbouring frequencies, is asymptotically
independent, which explains the very irregular form of a raw periodogram [6].
One way of overcoming some of these problems is the multitaper method, de-
veloped by Thomson [3]. Using this method, the data is tapered using sev-
eral dierent, pairwise orthogonal windows before the spectra of these tapered
sequences are averaged to produce a spectrum with better bias and variance
properties than of the raw periodogram. Specically, the multitaper spectral
estimate can be formulated as follows: Let X1; X2; : : : ; XN be a realization of a
zero-mean, stationary process. Also assume the sampling frequency fs = 2fN .
The multitaper spectral estimate, using K orthogonal data tapers is then
S^(mt)(f)  1
K
KX
k=1
S^
(mt)
k (f) , where
S^
(mt)
k (f) 
1
fs

NX
t=1
ht;kXte
 i2 ffs t

2
;
(3.1)
and fht;kg is the data taper for the kth spectral estimator, S^(mt)k .
3.2 Cross-spectra and multitaper methods
Dening the cross-spectral estimate using multitaper methods is fairly straight-
forward. First rewrite the regular multitaper spectral estimate (3.1) as
S^(mt)(f) =
1
K
KX
k=1
S^
(mt)
k (f);
S^
(mt)
k (f) =
1
fs
yk(f)y
H
k (f); where
yk(f) 
NX
t=1
Xtht;ke
 i2 ffs t:
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The cross-spectrum between the two series X and Y is then dened by Thomson
[3] as
S^
(mt)
XY (f) =
1
K
KX
k=1
yX;k(f)y
H
Y;k(f); where
yX;k(f) 
NX
t=1
Xtht;ke
 i2 ffs t and
yY;k(f) 
NX
t=1
Ytht;ke
 i2 ffs t:
The co-spectrum, amplitude spectrum etc. are dened in analogue with the
respective denitions in section 2.
3.3 Multitapering for irregularly sampled pro-
cesses
The focus of this thesis is on coordinate data, which can be interpreted as
a realisation of a point process. A point process is in some sense of the word
irregularly sampled so let us rst consider the case of an ordinary time series that
is irregulary sampled, to better understand the multitaper method. Irregular
sampling can arise when samples are missing due to failure of the sampling
mechanism, when the underlying sampling scheme is random or in deterministic
situations where it is impractical to obtain regular measurement, to name a few
examples.
In Thomsons proposed multitaper method [3], a collection of windows called
discrete prolate spheriodal sequences (DPSS) are used. The time dependence
of these windows are implicit, as will be seen later. To handle the irregularly
sampled case where some time dependency in the data windows are needed,
a multitaper method was developed by Bronez [7]. Assume some sampling
points t1; t2; : : : tN given together with process samples X1; X2; : : : XN from a
zero mean, stationary process. Furthermore the process is assumed to be band-
limited to some region B in the frequency domain, that is, B = ff : Sx(f) 6= 0g
is a bounded set. An estimator for the smoothed quantity Sx(f) =
R
A Sx(f)df
for some chosen analysis region A is sought after. Here the set of analysis regions
A are chosen to be a symmetric interval centered at a frequency fc with length
Awidth. When the analysis regions are chosen, construct the N  N matrices
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RA and RB as
RA(n;m) =
Z
A
e2if(tn tm)df
RB(n;m) =
Z
B
e2if(tn tm)df:
where RB is hermitian and positive denite in the general case, in this paper
the data is real, so symmetry in Sx(f) makes RB real. Solve the generalised
eigenvalue problem
RAhk = RBhk
and select K eigenvectors hk to use as data tapers. These windows are a gen-
eralisation of the DPSS used by Thomson and are called generalised prolate
spheriodal sequences. Normalise the tapers so that
hHkRAhk =
jAj
K
where H is the hermitian transpose and jAj = RA df . Lastly, the irregular
multitaper estimate S^(imt)(f) is computed as
S^(imt)(f) =
KX
k=1
jhHkXj2
[7]. This needs to be done for every analysis region A of interest as both hk and
RA has a nontrivial dependency on A [7].
3.4 Multitapering for point processes
As our data is spatial and two-dimensional, the spectra must be two-dimensional
as well, so let x = (x1; x2) be point coordinates as in section 2 and f = (f1; f2)
be frequency coordinates. Recall that \A spatial point process is any stochastic
mechanism which generats a countable set of events Xi in the plane." [8]. A
spatial point process is, by necessity, a non-zero-mean process. A very simple
realisation of a point process is illustrated in gure 3.1. The standard solution
of computing the mean and subtracting it from every data point will not work,
as it results in elimination of all data points. This is a problem as the spectrum
will be dominated by the Sx(0) conmponent, which contains little information
of clustering/regularity structure and covariation.
In spectral analysis based on the raw periodogram this is a small issue, as
only S
(p)
x (0) is ruined and therefore can easily and without a considerable loss
of information be ignored. In the multitaper case this simple statement does
not hold as Sx(f) is estimated and then the peak at the origin will bleed into
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frequencies up to jjf jj1 = A-width2 , where jj  jj1 is the Manhattan norm,
jjvjj1 =
NX
n=1
jvnj:
This may hide other lower level structures. One way to handle this problem is
to use quadrat sampling : creating a partition of the spatial area of analysis and
counting the number of points in each subset. One such partition is composed
of Nbins rectangular bins along each axis resulting in N
2
bins total bins. Figure
3.2 shows an example of how point data is sampled. Note that, in general, the
size and side lengths of the bins can be chosen arbitrarily. However, using the
DPSS requires an equal amount of data points along each axis, hence the choice
of non-quadratic bins. This transforms the point data into count data which is
not zero-mean nor constant over all bins. Thus calculating and subtracting the
mean does not result in all data-points Xi = 0, and the peak around the origin
corresponding to the expected value of process being non-zero is removed by this
operation. This procedure also results in a regularly sampled process which does
ease the calculation of the multitaper estimates. Specically the calculation of
the tapers is simplied, as a generalisation in dimension of Slepians DPSS can
be used as tapers. Such a generalisation is outlined in section 3.6.
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Figure 3.1: Illustration of how data is sampled. The upper plot shows the
irregular point data. Every event has a value of 1, while the coordinate of the
event varies. The dotted red line indicates the bin edge. The lower plot shows the
data aquired after the binning process. The coordinates of the new data points
are located at the center of each bin, and the value of the data points vary.
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Figure 3.2: Illustration of how data is sampled. Point data generated on the
unit square are shown as white dots, while the quadrat sampled values are shown
as an intensity plot. A total number of 4 bins were used.
3.5 Practical considerations
A large part of the computational time consists of computing RA and solving
the generalised eigenvalue problems corresponding to each RA.
Since these computations can be very time consuming, an approximation of the
data tapers may be used. Instead of computing RA and solving the correspond-
ing generalised eigenvalue problem for every central frequency fc of interest it
is done once for fc = 0 and ~ht;k;fc is computed as
~ht;k;fc = ht;k;0  e2ifct:
That is, the window for fc = 0 is shifted in phase to the central frequency fc of
interest. This is equivalent to, if v1 is the solution to
RA1v1 = RBv1;
that v2(n) = v1(n)e
2ifctn is the solution to
RA2v2 = RBv2
where RA2(n;m) = e2ifc(tn tm)RA1(n;m). This is true if and only if
RB(n;m) = e2ifc(tn tm)RB(n;m)
[7]. RB has this property in the case when B is a hypercube and the process is
regulary sampled at the Nyquist rate but not if the process is irregulary sampled
[7].
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Is this still a good and useful approximation? To answer this question the
windows and resulting spectra of the approximation and the original scheme by
Bronez [7] is compared and discussed in section 3.8.1
3.6 ND-dimensional DPSS
In Thomsons paper [3], the multitaper spectral estimate is calulated using the
DPSS. These tapers are dened when data is conned to one-dimensional space,
often intepreted as time, but here the data is two-dimensional and thus a gener-
alisation is needed. Such a generalisation is found in a paper by David Slepian
[9], although a generalisation by Van De Ville, Philips and Lemahieu [10] will
be used here instead.Consider the ND-dimensional index-limited sequence hn
with
n 2 I = f(n1; n2; : : : ; nND )jni = 0; 1; : : : ; NDi   1g:
Let f = (f1; f2; : : : ; fND )
|
be an ND-dimensional vector of frequency coordi-
nates. The sequence which has maximal energy concenteration in a general
ND-dimensional (ND-D) passband region A maximises the ratio
 =
R
A jH(f)j2dfR
R
jH(f)j2df
where H(f) is the frequency response of hn and R is the ND-D hypercube
R =

(f1; f2; : : : ; fND ); 
1
2
 fi  1
2

:
Using Parseval's theorem and enumerating all coecients lexicographically so
that the index i; i = 0; 1; : : : ; (
QND
j=1NDj   1) = (L   1) addresses every vector
n 2 I, the ND-D DPSS is dened as the solution hn to the eigenvalue problem
L 1X
i=0
K(nk   ni)hni = hnk ; 0  k  L  1;
where K(u) is the inverse Fourier transform of the passband region A, i.e.
K(u) =
Z
A
ei2(uf)df :
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The passband region A is here chosen to be the square centered in the origin
with sides of length Awidth. Thus
K(u1; u2) =8>>>>>>>>><>>>>>>>>>:
1
2u1u2

cos
 
Awidth(u1   u2)
  cos  Awidth(u1 + u2); if u1; u1 6= 0;
Awidth
u2
sin(u2Awidth); if u1 = 0; u2 6= 0;
Awidth
u1
sin(u1Awidth); if u1 6= 0; u2 = 0;
A2width if u1 = u2 = 0:
Surface plots of the resulting tapers are shown in gure 3.3.
Figure 3.3: The 9 rst 2-dimensional discrete prolate spheroidal sequences com-
puted as described in section 3.6. 50 points was used along each dimension for
a total of N = 2500 data points and A is a square centered at f = (0; 0) and
length Awidth = 0:05.
3.7 Jackknife
Without any knowledge about the variance of a statistic, analysis based on
such a statistic is dicult at best and worthless at worst. One simple way of
estimation is a resampling scheme called Jackkning. Jackkning will in this
thesis be used to estimate the variance of the multitaper spectrum estimates
but the description will be given for a general statistic . A more thorough
description than the one given here, based upon Thomsons description in [11],
is found for example in [12].
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Assume that we have a sample of K independent observations xk, k = 1;   K,
drawn from some distribution characterised by a parameter , which is to be
estimated. Denote the estimate of  using all K observations by ^all. Next,
subdivide the data into K groups of size K   1, deleting each entry in turn
from the whole set, and let the estimate of  with the kth entry deleted be ^nk:
Further dene the avarage of the K deleted-one estimates as
n =
1
K
KX
i=1
^nk
and the jackknife variance of ^all as
V^(^all) =
K   1
K
KX
k=1
(^nk   n)2:
In this thesis the eigenspectra will be treated as one observation each when
doing the jackkning, i.e. ^nk will be estimated by deleting the ith data-taper
and calculating the multitaper spectral estimate as above in this chapter. This
is called by Thomson [11] \jackkning over tapers". Denote the multitaper
spectrum estimate with the ith taper deleted as S^nk(f) and the mean over i for
all multitaper estimates as Sn(f) in analogue with above, the jackknife variance
estimate of the multitaper spectrum estimate is
V^(S^(mt)(f)) =
K   1
K
KX
k=1
(S^nk(f)  Sn(f))2:
3.8 Simulated examples
3.8.1 One dimension
In the following section, some example results of spectral analysis of some time
series will be shown for som dierent values of the estimation parameters used.
All time series are considered sampled at unit sample rate. The time series used
will be; a pure sinusoidal of frequency 0:4 Hz and phase  = 0, and an AR(2)
process. Also a 1-D homogeneous Poisson point process will be used when the
approximation described in section 3.5 is evaluated.
Choice of parameters
A number of parameters must be chosen when the multitaper spectral estimate
is used, so the question naturally arises in which way these parameters aect the
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spectral estimate. To in some way describe this eect, a number of simulated
time series were analysed. The parameters which values must be set are the
width Awidth characterising the set A, and the number of data tapers K that
are used.
The width of A In gure 3.4 the multitaper estimate is plotted for an AR(2)
process together with the periodogram, Matlab's pmtm estimate called with
the default amount of 7 tapers, and the theoretical spectrum for the process,
for dierent values of Awidth. A large Awidth, i.e. if the set A in Sx(f) =R
A Sx(f)df is large, gives a smooth spectra that also hides the ner details, as
seen in gure 3.4(a). On the other hand a narrow Awidth, see e.g gure 3.4(c)
or (d), emphasises the unevenness of the spectral estimate.
0 0.1 0.2 0.3 0.4 0.5
−10
−8
−6
−4
−2
0
2
4
Frequency [Hz]
Am
pl
itu
de
 [d
B]
0 0.1 0.2 0.3 0.4 0.5
−10
−8
−6
−4
−2
0
2
4
Frequency [Hz]
Am
pl
itu
de
 [d
B]
0 0.1 0.2 0.3 0.4 0.5
−10
−8
−6
−4
−2
0
2
4
Frequency [Hz]
Am
pl
itu
de
 [d
B]
0 0.1 0.2 0.3 0.4 0.5
−10
−8
−6
−4
−2
0
2
4
Frequency [Hz]
Am
pl
itu
de
 [d
B]
 
 
periodogram
multitaper spectral estimate
matlab pmtm spectral estimate
true spectra
Figure 3.4: A comparison between dierent values of the width of A. The signal
is an AR(2) process, unit sample rate and 250 samples. K was chosen so that
all eigenvalues  > 0:9 were used. The periodogram, Matlab's pmtm and the
multitaper method spectral estimates are all calculated and depicted as above,
for comparison. All spectra are normalised to have unit energy.
Number of data tapers K In gure 3.5 the multitaper estimate for a signal
that is a pure, deterministic sinusoidal with frequency 0:4 Hz is plotted together
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with the periodogram, Matlab's pmtm estimate with 7 tapers, and Matlab's
pyulear estimate of order 2. It is clear that the number of tapers K has a
large impact on bias and that even for eigenvalues close to 1 the bias can be
substantial, compare gure 3.5(a) and (c). There is also a clear drop o in
eigenvalue amplitude for K > some integerM , see gure 3.5(c) and (d). Slepian
[13] gives the value ofM as 2NAwidth(1 )  10:4167(1 ) for some 0 <  < 1.
Also consider that a spectrum consisting of isolated  functions is the worst
case scenario for Thomson's multitaper estimator as the estimator estimates
the smoothed quantity Sx(f).
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(a) K = 1 ,smallest used eigenvalue is 0.99838
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(b) K = 4 ,smallest used eigenvalue is 0.99838
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(c) K = 8 ,smallest used eigenvalue is 0.9945
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(d) K = 12 ,smallest used eigenvalue is 0.14124
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Figure 3.5: A comparison between dierent values of K, the number of widows
to use. The signal is a pure sine with frequency 0:4 Hz, unit sample rate and 250
samples. An A-width of 1=24  0:041667 Hz was used. The periodogram, Mat-
lab's pmtm,Matlab's pyulear and the multitaper method spectral estimates are
all calculated and compared. All spectra are normalised to have unit energy.
The eect of data-amount and missing samples
An examination of the performance of the multitaper estimate was also done
through comparisons with the periodogram, Matlab's pmtm estimate with 7
tapers, Matlab's pyulear of order 2, and the theoretical spectrum. The time
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series is an AR(2) process. The spectra were calculated for increasing number
of data points in gure 3.6. The multitaper estimate has good performance
if enough data is used and actually outperfoms Matlab's pmtm estimate if
N> 500, as seen in gure 3.6(c) and (d).
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Figure 3.6: A comparison of performance of dierent spectral estimators for
dierent number of samples. The signal is an AR(2) process with unit sample
rate. K was chosen so that all eigenvalues  > 0:95 and a A-width of 1=24 was
used. The periodogram, Matlab's pmtm, Matlab's pyulear and the multitaper
method spectral estimates are all calculated and compared together with the true
spectrum. All spectra are normalised to have unit energy.
To further examine the performance of the multitaper spectral estimate, a com-
parison between the matlab estimate, the periodogram, Matlab's pmtm and
Matlab's pyulear was done for a pure sinusoidal signal with 1000 samples.
To study the eects of irregular sampling, an increasing number of samples
were removed from the signal before the spectra were estimated. Plots of this
comparison are shown in gure 3.7. Even with a large amount of missing sam-
ples, the multitaper estimator based on Bronez generalised prolate spheroidal
sequences manages to isolate the peak at 0:1 Hz, as seen in gure 3.7(b) and
(c), in contrast to the other estimators.
3.8. SIMULATED EXAMPLES 35
The approximation in section 3.5
To verify that the approximation proposed is section 3.5 is useful, the data ta-
pers and resulting spectrum was computed by the exact scheme in Bronez [7]
and the proposed approximation for an AR(2) process with missing samples and
a 1-D homogenous Poisson point process. Figure 3.8 shows intensity plots of
the amplitude and phase of the data taper corresponding to the largest eigen-
value when the process is an AR(2). Parallel to the y-axis is the data taper
for a single frequency. The spectrum estimates are plotted in gure 3.9. The
amplitude of the data tapers is constant for all frequencies and the only dif-
ference is in the phase, where some data tapers are shifted with phase  = ,
i.e a change of sign. The spectra are to the naked eye identical, the similar-
ity are further established when the euclidean norm of the error is calculated,
jjS(bmt)(f)  S(imt)(f)jj2  2:9122  10 11.
In gure 3.10 are intensity plots of the amplitude and phase of the data taper
corresponding to the largest eigenvalue when the process is a 1-D homogenous
Poisson process. Parallel to the y-axis is the data taper for a single frequency.
The spectrum estimates are plotted in gure 3.11. Here there are dierences
in both ampitude and phase between the data tapers of the two methods con-
cerned, but as the two spectra in gure 3.11 has the same overall structure the
approximation is not destroying to much information for our purpose.
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Figure 3.7: A comparison of how dierent spectral estimators perform when
missing samples occur. The signal is a pure sinusoidal with frequency 0:1 Hz,
unit sample rate and 1000 samples. To simulate loss of samlpes a signal is gen-
erated and samples kept with a given probability P . An A-width of 1=24 and a
K = 3 was used for the multitaper method. The periodogram, Matlab's pmtm
and the multitaper method spectral estimates are all calculated and compared.
All spectra are normalised so they have unit energy. Keep in mind that as more
samples are removed, the resulting signal more and more looks like a white pro-
cess.
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Figure 3.8: A comparison between the exact data tapers calculated using Bronez
method in [7] and the approximated data tapers used in this thesis. The ampli-
tude and phase for the eigenvector corresponding to the largest eigenvalue for all
A investigated, remember that only the center frequency fc diers for dierent
A. To the left is the exact data tapers and to the right are the approximate data
tapers. The signal used was an AR(2) process where 500 samples was simulated
and kept with probality P = 0:85. An Awidth of 1=24 was used and K was chosen
such that all eigenvectors corrsponding to an eigenvalue  > 0:9 were used. The
process is assumed to be bandlimited by 250 Hz for calculation of RB and 8RA.
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Figure 3.9: A comparison of performance between the exact data tapers calcu-
lated using Bronez method in [7] and the approximated data tapers used in this
thesis. The signal used was an AR(2) process where 500 samples were simulated
and the kept with probality P = 0:85. An Awidth of 1=24 is used and K was
chosen such that all eigenvectors corrsponding to an eigenvalue  > 0:9 is used.
The process is assumed to be bandlimited by 250 Hz for calculation of RB and
8RA.
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Figure 3.10: A comparison between the exact data tapers calculated using
Bronez method in [7] and the approximated data tapers used in this thesis. The
amplitude and phase for the eigenvector corresponding to the largest eigenvalue
for all A was investigated. Remember that only the center frequency fc diers
for dierent A. To the left is the exact data tapers and to the right are the
approximate data tapers. The signal was a homogeneus Poisson process with 500
samples. An Awidth of 1=16 was used and K was chosen such that all eigenvectors
corresponding to an eigenvalue  > 0:9 were used. The process is assumed to be
band limited by f = 300 Hz for calculation of RB and 8RA, although the process
is not band limited.
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Figure 3.11: A comparison of performance between the exact data tapers cal-
culated using Bronez method in [7] and the approximated data tapers used in
this thesis. The signal was a homogeneus Poisson process with 500 samples. An
Awidth of 1=16 was used and K was chosen such that all eigenvectors correspond-
ing to an eigenvalue  > 0:9 were used. The process is assumed to be band
limited by f = 300 Hz for calculation of RB and 8RA, although the process is
not band limited.
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3.8.2 Spatial point processes
In section 3.4, a data transformation was proposed. In this section a small sim-
ulation study is done to verify that the transformation does not remove sought
after structure. Figure 3.12(a) shows a realisation of two independent HPPs.No
clear structure is seen and the co-spectrum, gure 3.12(b), amplitude-spectrum,
gure 3.12(c), and coherency spectrum, gure 3.12(d), are all relatively low, re-
vealing no co-structure between the two processes, as expected.
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Figure 3.12: Intensity plots of three dierent cross-spectral functions calculated
from the two data-sets in (a) using the data-transformation described in section
3.5 and the multitaper spectral estimate described in section 3.2. For the data
transformation 32 bins were used along each dimension for a total of 1024 bins.
For the spectral estimate a Awidth of 0:0625 and 9 data tapers were used.
Figure 3.13(a) shows a realisation of two dependent point processes: one HPP,
and one cluster process generated as described in section 2.4, using the realisa-
tion of the rst process as parents.
The large peak at low frequency in the co-spectrum, amplitude spectrum, and
coherency spectrum, indicate a positive correlation between the two processes,
as is indeed the case. A large peak in the gain spectrum GYjX, indicates a causal
relation between the two data sets.
Figure 3.14 (a) shows realisations of two dependent cluster processes, with o-
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spring generated from the same parent points.The large peaks for low frequen-
cies in the co-spectrum, amplitude spectrum, and coherency spectrum indicate
a large positive correlation between the two processes.
Figure 3.15 (a) shows a realisation of two negatively correlated point processes.
The rst process is an MTCP with 30 parents, intensity  = 7 and standard
deviation  = 0:25. The other process is simulated through generating uniformly
distributed random points, and adding them if the distance d to a point in
dataset 1 is d > 0:002. This continued until dataset 2 contained 400 points.
The peak in the amplitude spectrum, indicates a correlation between the two
processes, the negative peak in the co-spectrum, indicates that the correlation is
negative. There is a peak in the coherency spectrum at low frequencies that does
correspond to this structure, but it is not as pronounced as the corresponding
peak in gure 3.14.
The eect of bin size
As the data transformation in section 3.4 contains another estimation parameter
to choose, the amount of bins to use, a simulation study was done to describe
the eect of this parameter on the spectral estimate. This was done by trans-
forming an HPP and a cluster process and the calculating the periodogram and
multitaper estimate for a number of dierent amounts of bins. I gure 3.16
the multitaper estimate for an HPP is plotted for dierent amount of bins, and
in gure 3.17 the periodogram estimate is depicted. The overall structure, or
rather, lack of structure does not seem to change as the number of bins is in-
creased, but the amplitude for all frequencies does decrease as the number of
bins increase.
In gure 3.18 the multitaper estimate for a cluster process, simulated as de-
scribed in section 2.4, is plotted for dierent amount of bins, and in gure 3.19
the periodogram estimate. Here it is clear that the structure of the spectra es-
timate is the same for the frequencies that the spectrum is estimated. It follows
that if the process is bandlimited to a set B, the number of bins, which denes a
Nyquist frequency fN througth fN =
Nbins
2l where l is the length of the rectangle
bounding the process in space, should be chosen such that fN =2 B. This is most
easily done by choosing a large number of bins.
3.9 Summary
The multitaper spectral estimator is a good alternative to the raw periodogram.
However in the case of spatial point processes a data tranformation is needed
to extract structure for low frequencies. The data transformation in section 3.4
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seems useful but some theoretical results are needed to establish the usefulness
of it, theoretical results that are outside the scope of this thesis. One matter
of discussion is the choice of Awidth. As observed in gure 3.4 this choice
has a big impact on the spectral estimate, but there is not a clear best choice
for all applications. In this thesis the spectra and cross-spectra are used more
exploratory and the overall structure is of interest instead of the exact frequency
location of a particular peak or energy contained in such a peak. Considering
this purpose our choice of Awidth in the analysis of cell positions is on the larger
side of reasonable choices.
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Figure 3.13: Intensity plots of ve dierent cross-spectral functions calculated
from the two data-sets in (a) using the data-transformation described in section
3.5 and the multitaper spectral estimate described in section 3.2. For the data
transformation 32 bins were used along each dimension for a total of 1024 bins.
For the spectral estimate a Awidth of 0:0625 and 9 data tapers was used.
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Figure 3.14: Intensity plots of three dierent cross-spectral functions calculated
from the two data-sets in (a) using the data-transformation described in section
3.5 and the multitaper spectral estimate described in section 3.2. For the data
transformation 32 bins were used along each dimension for a total of 1024 bins.
For the spectral estimate a Awidth of 0:0625 and 9 data tapers was used.
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Figure 3.15: Intensity plots of three dierent cross-spectral functions calculated
from the two data-sets in (a) using the data-transformation described in section
3.5 and the multitaper spectral estimate described in section 3.2. For the data
transformation 32 bins were used along each dimension for a total of 1024 bins.
For the spectral estimate a Awidth of 0:0625 and 9 data tapers was used.
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Figure 3.16: Surface ((a), (c), (e) and (g)) and intensity plots ((b), (d), (f) and
(h)) of the multitaper spectral estimate of a HPP using the data transformation
from section 3.4. The realisation is of 1000 points, the number of bins used are
10 ((a) and (b)), 20 ((c) and (d)), 40 ((e) and (f)) and 60 ((g) and (h)) along
each dimension for a total of 100; 400; 1600 and 3600 bins. 9 data tapers is used
and Awidth is chosen to be 0:2; 0:1; 0:05 and 0:0333 for 10; 20; 40 respectively 60
bins.
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Figure 3.17: Surface ((a), (c), (e) and (g)) and intensity plots ((b), (d), (f) and
(h)) of the periodogram spectral estimate of a HPP using the data transformation
from section 3.4. The realisation is of 1000 points, the number of bins used are
10 ((a) and (b)), 20 ((c) and (d)), 40 ((e) and (f)) and 60 ((g) and (h)) along
each dimension for a total of 100; 400; 1600 and 3600 bins.
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Figure 3.18: Surface ((a), (c), (e) and (g)) and intensity plots ((b), (d), (f)
and (h)) of the multitaper spectral estimate of a cluster process using the data
transformation from section 3.4. The number of bins used are 10 ((a) and (b)),
20 ((c) and (d)), 40 ((e) and (f)) and 60 ((g) and (h)) along each dimension for a
total of 100; 400; 1600 and 3600 bins. 9 data tapers is used and Awidth is chosen
to be 0:2; 0:1; 0:05 and 0:0333 for 10; 20; 40 respectively 60 bins.
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Figure 3.19: Surface ((a), (c), (e) and (g)) and intensity plots ((b), (d), (f)
and (h)) of the multitaper spectral estimate of a cluster process using the data
transformation from section 3.4. The number of bins used are 10 ((a) and (b)),
20 ((c) and (d)), 40 ((e) and (f)) and 60 ((g) and (h)) along each dimension for
a total of 100; 400; 1600 and 3600 bins.
Chapter 4
GMRFs and spatial point
patterns
In this section, the method of binning point data introduced in section 3.4
will be used in order to construct a Gaussian Markov random eld (GMRF)
using a conditional autoregressive (CAR) model. By modelling the data as a
stochastic eld, some conclusions may be drawn regarding the data from the
model parameters.
These methods can not be used directly on spatial point patterns. However,
when the data is quadrat sampled, one ends up with data represented as natural
numbers on a regular lattice, which may very well be interpreted as a random
eld.
4.1 Theory
Below, the concepts of Gaussian random elds (GRF) and Gaussian Markov
random elds, as well as the conditional autoregressive model will be briey pre-
sented. For a more in-depth description of Gaussian random elds and Gaussian
Markov random elds, see e.g. [14, 15, 16].
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4.1.1 Gaussian random elds and Gaussian Markov ran-
dom elds
A GRF is a stochastic eld Y (x) such that
Y 2N (;) :
That is, Yi = Y (xi) is Gaussian distributed with mean i and covariance
C (Yi; Yj) = ij .
If we let the neighbours Ni of a point xi be the points xj so that
fxj jj 2 Nig;
we can dene a GMRF as follows: A GRF Y N (;) that satises
p(YijYj : j 6= i) = p(YijYj : j 2 Ni)
is a Gaussian Markov random eld.
Now, dene the precision matrix Q =  1. With the precision matrix, we have
that for a single location, the conditional expectation is
E (YijYj ; j 6= i) = i  
P
j 6=iQij(Yj   j)
Qii
=
1
Qii
0@X
j2Ni
Qij(Yj   j) +
X
j =2fNi;ig
Qij(Yj   j)
1A (4.1)
[14]. We now see that if Qij = 0 for all j =2 Ni, then the Markov property
p(YijYj : j 6= i) = p(YijYj : j 2 Ni)
holds, and Q is then the precision matrix of a GMRF. Thus, to use a GMRF,
one needs some way to construct a useful Q matrix. One way in particular is
using a CAR model.
4.1.2 The CAR(1) model
A widely used covariance model for GRFs is the Matern model. The Matern
covariance function between locations xi;xj 2 Rd is dened as
CM (xi;xj) =
2
 ()2 1
(jjxj   xijj2)K(jjxj   xijj2);
where jj  jj2 denotes the Euclidean distance in Rd. K is the modied Bessel
function of the second kind, and of order  > 0,  > 0 is a scaling parameter
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and 2 here denotes the marginal variance [16]. It can furthermore be shown
that in order to construct a GMRF on a discrete grid, with Matern covariance,
a CAR() model can be used [16]. These models have precision matrices Q that
may be dened by some local q-pattern, and for a rst-order (CAR(1)) model,
the q-pattern is
q = 
0@ 0  1 0 1 4 + 2  1
0  1 0
1A :
As Q is a symmetric matrix, the q-pattern then determines each column j in Q
as
Qj = 
0BBBBBBBBBBBBBBBBBBBBBBBB@
...
0
 1
0
...
 1
4 + 2
 1
...
0
 1
0
...
1CCCCCCCCCCCCCCCCCCCCCCCCA
:
Now, for a mean-zero eld, using (4.1), we see that E (YijYj ; j 6= i) only depends
on the 4-neighbours of Yi.
This requirement of a mean zero eld will however not be a limitiation, since a
eld can be split into a mean zero part and a mean component, which can be
estimated separately.
4.1.3 A modied CAR(2) model
If the second-order, CAR(2)-model, is used to construct a GMRF, the precision
matrix is QCAR(2) = Q
2
CAR(1). Thus, since
QCAR(1) = 
 
2I +G

;
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where G is a second order nite dierence operator (ignoring certain edge ef-
fects)
G =
0BBBB@
4  1  1
 1 4  1  1
     
 1  1 4  1
 1  1 4
1CCCCA ;
we have that
QCAR(2) = 
 
4I + 22G+G|G

:
This model may the be modied, so that
QCAR(2) = 
 
4I + 2 cos()2G+G|G

;
with 0   < . If  = 0, then the regular Matern covariance function is
obtained, and as  increases, so do the oscillations [16]. This feature may be
able to capture e.g. clustering behaviour of the point process.
4.2 Model tting to spatial point patterns
If we assume the point process to be a HPP, we may model the quadrat sampled
data as Poisson distributed. Since the process is homogeneous, we expect the
model parameters to be such that the intensity is approximately the same in
each region. With Poisson distributed observations yi, we thus have
yijzi 2 Po(exp (zi)):
If we collect the log-intensities zi in a column vector z, these can be modelled
as
z = Is+ 1 = ~A~s ~s =

s


2 N
 
0;

Q 0
0 10 6
 1!
; (4.2)
where  is a mean component and s is a GMRF with precision matrix Q.
Using Bayesian hierarchical modelling, the parameters  = (; 2) can be esti-
mated by maximising the posterior
p(jy) / p(yj~s;)p(~sj)
p(~sjy;) p();
i.e., by nding
arg max

p(jy):
With given parameters , ~s may be found as
arg max
~s
p(~sjy;):
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While non-Gaussian data is being used, a Gaussian approximation can be made
in order to calculate the posteriors for the latent eld and parameters [17].
The methods described above provide a way to t a GMRF to a spatial point
pattern, using a CAR model. The parameters of this model may then be anal-
ysed, in order to draw conclusions about the point data itself.
To expand this model a bit, a constructed covariate may be used. The new
model is then
z = Is+B; (4.3)
where B = (1 B1) and  = ( 1)
|
. The constructed covariate, introduced in
[4], is dened for each bin, as the distance to the nearest point outside the bin.
That is
B1;i = min
j =2bi
jjci   pj jj2;
where bi denotes bin i, ci the centre point of bi, and pj is the point with index
j in the point pattern.
For bivariate point patterns, the model may be expanded even further, by in-
troducing
B = (1 B1 B2) ;  = ( 1 2)
|
:
Here, B1 and B2 both measure the minimum distance to a point outside the
bin, for every bin. However, if p and p0 are two point sets, and B1 is dened as
above, then
B2;i = min
j =2bi
jjci   p0j jj2:
Note however that even though the distance between bin centers and points in
p0 is measured, it is still the points in p which are used to construct the GMRF.
The model in (4.2) is after all a univariate model, even though the use of the
B2 covariates may be used to consider a possible covariation between dierent
point sets. It should also be mentioned that while Illian et. al. in [4] examine
a function of the constructed covariate itself, the focus here is on wheter the 
coecients can be used to say something about the spatial structure of point
patterns.
4.3 Simulated examples
In this section, a simulation study will be presented, using the CAR(1) and
modied CAR(2) models to analyse data. Empirical 95% condence bounds
for the dierent parameters under CSR will be constructed, and data generated
using the MTCP and DLP will be analysed in order to investigate if it is possible
to discriminate between these types of point processes using a rst- or second-
order CAR model. The simulation study will consider the eects of dierent
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parameter choices for the point processes, as well as the choice of bin size.
Bivariate processes will also be considered, in order to evaluate whether or not
it is possible to use the method to discover correlation between point processes.
4.3.1 Cluster processes
To construct the condence bounds for testing for CSR, 100 realisations of an
HPP were made on the unit square, with every realisation consisting of 400
events. CAR-model parameters were then estimated for every realisation, using
dierent bin sizes. Finally, the 2:5th and 97:5th percentiles of the data were
calculated in order to establish the condence bounds.
Point data was generated, consisting of ten realisations each of the MTCP with
ve dierent values of the standard deviation, . Every realisation was analysed
using ve dierent bin sizes, resulting in 125 dierent data sets. Using the
CAR(1) model, the  and 2 parameters were estimated, as well as the mean
component  and the constructed covariate 1. These same parameters were
estimated for the CAR(2) model, along with the oscillation parameter, .
Plots of the CAR(1) condence intervals for all parameters, together with pa-
rameter values estimated from the MTCP are presented in gure 4.1 and corre-
sponding plots for the CAR(2) model are shown in gure 4.2. Figure 4.3 shows
some realisations of the MTCP with dierent  values, as well as a realisation
of a HPP for reference.
For the CAR(1) model, it is evident that the 2 parameter, shown in gure 4.1,
is the most suitable to use for discrimination between clustering and CSR. For
most small , this parameter lies below the 2:5th percentile for log(2) values
in a CAR(1) model tted to CSR data. This is in general not true for the other
parameters. These seem to take values also common for a CAR(1) model tted
to CSR data. For very small  (that is, for very distinct clustering), however,
the mean parameter  can also be useful, since it then in general lies below the
2:5th percentile for CSR  values. The CAR(2) model does not provide equally
clear results, and the dierence between parameters for elds tted to clustered
and non-clustered data is generally less than when a CAR(1) model is used.
Tables 4.1 and 4.2 show how often the hypothesis of CSR can be rejected,
for dierent values of , using the dierent CAR(1) and CAR(2) parameters,
respectively. This data reinforces the idea that, while the models give similar
results, the CAR(1) model is in general the better choice for discriminating
between clustering and CSR.
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 log() log(2)  1
0:01 40% 100% 100% 20%
0:025 40% 100% 90% 16%
0:05 24% 100% 62% 12%
0:075 8% 96% 32% 8%
0:1 22% 90% 24% 8%
Table 4.1: Proportion of samples generated using an MTCP with standard
deviation , that fall outside the condence interval for the dierent CAR(1)
parameters under CSR. The 2 parameter, and { for small  { the mean parameter
, may be used to tell clustered data from completely random data.
 log() log(2)   1
0:01 86% 52% 92% 96% 28%
0:025 76% 62% 42% 90% 10%
0:05 34% 88% 100% 76% 0%
0:075 22% 72% 92% 56% 4%
0:1 20% 60% 82% 38% 0%
Table 4.2: Proportion of samples generated using an MTCP with standard
deviation , that fall outside the condence interval for the dierent CAR(2)
parameters under CSR. The results are generally not as consistent as those for
the CAR(1) model, presented in table 4.1.
4.3.2 The disturbed lattice process
Using the disturbed lattice process (see chapter 2), with approximately 400
points and with varying  values, point data was generated in the same way as
in the previous section: ten realisations each of the process, with ve dierent
, analysed using ve dierent bin sizes. Tables 4.3 and 4.4 show how often
the hypothesis of CSR can be rejected, for dierent , looking at the dierent
parameters. Example realisations of the process, for dierent , are shown in
gure 4.4. The plots in gure 4.5 show the results using the CAR(1) model,
and those in gure 4.6 show the corresponding results using the CAR(2) model.
These plots, together with tables 4.3 and 4.4, make it clear that it in general is
hard to use the CAR model parameters to tell data exhibiting CSR from data
generated by a DLP.
4.3.3 Bivariate clustering processes
Dierent kinds of bivariate point data was generated, both uncorrelated and
correlated. The uncorrelated data consisted of realisations of: two independent
homogeneous Poisson processes, one HPP and one MTCP, and two independent
MTCPs. The correlated data was generated in two ways: One set consisting
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 log() log(2)  1
0:01 32% 36% 24% 22%
0:025 36% 32% 12% 22%
0:05 22% 16% 4% 10%
0:075 18% 16% 4% 8%
0:1 2% 4% 2% 14%
Table 4.3: Proportion of samples generated using a DLP with standard deviation
, that fall outside the condence interval for the dierent CAR(1) parameters
under CSR.
 log() log(2)   1
0:01 26% 42% 20% 24% 22%
0:025 20% 24% 20% 16% 22%
0:05 14% 22% 10% 4% 12%
0:075 12% 12% 6% 4% 12%
0:1 4% 8% 8% 6% 16%
Table 4.4: Proportion of samples generated using a DLP with standard deviation
, that fall outside the condence interval for the dierent CAR(2) parameters
under CSR.
of realisations of an MTCP where the parent points and ospring points both
are considered, and one set where two sets of ospring points are generated
from the same parent points. The cluster process was used with the same
parameters as in the univariate case, and each bivariate process was analysed
using ve dierent bin sizes. Moreover, every combination of MTCP parameters,
bin size and process was realised ten times. For every bivariate point pattern,
CAR model parameters were estimated to t a GMRF to one of the patterns,
and the constructed covariate 2 was included in order to consider the relation
between the dierent kinds of points. This means that 2 is the only parameter
containing information about the inter-pattern relations. It will therefore be
the only parameter considered below.
Figure 4.7 shows 2 parameter values for both a CAR(1) and a CAR(2) model
tted to the bivariate processes described above. The plots show that the dif-
ference in distribution of 2 between processes, is too small to be useful in order
to detect some kind of dependence between point sets.
4.4 Summary
The simulation study indicates that modelling spatial point data as a GMRF
using the CAR(1) model can be useful to detect clustering behaviour in univari-
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ate data, if the right parameters are considered, i.e. 2 and maybe . Using
the CAR(2) model does not seem to work as well due to the higher likeness be-
tween parameter values tted to dierent processes. Regarding inhibitory data,
modelled using the DLP, neither of the CAR models proved to be very useful
for dierentiating this behaviour from CSR. Nor did any of the models prove
to be very useful for detecting clustering between point sets, when considering
bivariate data. The variance in the 2 coecient is very large, and any variation
in mean or median value between processes cannot be considered signicant.
It should be noted that all processes in the simulation study were realised on the
unit square. Therefore, there might be some scaling eect in what patterns are
associated with which CAR parameters. The condence bounds presented might
therefore not necessarily be usable with data of some other scale, e.g. cell coor-
dinate data. This is however not a big obstacle, wih two possible workarounds.
On one hand, new empirical condence bounds easily can be produced for any
scale. On the other hand, this can be very time consuming, especially when
many dierent point sets are being analysed. Another alternative is then to
scale the data so that it is on roughly the same scale (here, approximately 400
points per unit square), which should be considered the better alternative.
Moreover, looking at the number of bins used, the data seems to suggest that
using a lower number is preferred. This is a lot due to the increasing width of
the condence intervals for some parameters, as Nbins increases. However, the
computational aspect of using a lesser number of bins should not be overlooked.
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Empirical 95% confidence intervals
for CAR(1) parameters under CSR on unit square
and parameter values fitted to MTCP with different σ values
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Figure 4.1: CAR(1) parameter values tted to cluster data, plotted as dots.
The solid lines show the 2:5th and 97:5th percentile for parameter values tted
to HPP data, and the dashed line shows the median. Plots (a) and (b) show the
log() values, (c) and (d) the log(2) values, (e) and (f) , and (g) and (h) show
the 1 parameter values plotted with respect to Nbins and , respectively.
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Figure 4.2: CAR(2) parameter values tted to cluster data, plotted as dots.
The solid lines show the 2:5th and 97:5th percentile for parameter values tted
to HPP data, and the dashed line shows the median. Plots (a) and (b) show the
log() values, (c) and (d) the log(2) values, (e) and (f) show , (g) and (h) ,
and (i) and (j) show the 1 parameter values plotted with respect to Nbins and
, respectively.
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Figure 4.3: Realisations of the MTCP with dierent  on the unit square, along
with a realisation of a HPP. Note the increasing likeness between the MTCP and
the HPP as  grows.
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Figure 4.4: Realisations of the DLP with approximately 400 points, for dierent
, on the unit square.
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Figure 4.5: CAR(1) parameter values tted to data generated by a disturbed
lattice process, plotted as dots. The solid lines show the 2:5th and 97:5th per-
centile for parameter values tted to HPP data, and the dashed line shows the
median. Plots (a) and (b) show the log() values, (c) and (d) the log(2) values,
(e) and (f) , and (g) and (h) show the 1 parameter values plotted with respect
to Nbins and , respectively.
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Figure 4.6: CAR(2) parameter values tted to data generated by a DLP, plotted
as dots. The solid lines show the 2:5th and 97:5th percentile for parameter values
tted to HPP data, and the dashed line shows the median. Plots (a) and (b)
show the log() values, (c) and (d) the log(2) values, (e) and (f) show , (g)
and (h) , and (i) and (j) show the 1 parameter values plotted with respect to
Nbins and , respectively.
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Figure 4.7: Plots showing 2 values for CAR(1) and CAR(2) models tted to
dierent bivariate processes. In (a), parameter values in the CAR(1) model are
plotted with respect to Nbins and in (b) they are plotted with respect to the 
value in the MTCP being used to generate data. Corresponding plots for CAR(2)
parameter values are shown in (c) and (d).
Chapter 5
Cell data analysis
In this section, some results from the study of human tissue will be presented.
Seven dierent samples of the human intestine were analysed, of which two were
coming from healthy control subjects, and ve from subjects with Crohn's dis-
ease. Prior to the analysis, each tissue sample was stained using seven dierent
agents, allowing for registration of a number of dierent cell types, including dif-
ferent kinds of immune cells; macrophages, T-cells, mast cells and neutrophils,
as well as smooth muscle and epithelial tissue. After each staining step, coor-
dinates of every cell were registred, making it possible to analyse not only the
spatial structure of every cell type in a tissue sample, but also the covariation
between every pair of cell types. Rectangular regions of the tissue samples were
then analysed using the periodogram, quadrat sampled periodogram, quadrat
sampled multitaper, and CAR(1) methods presented above.
In a number of ways, the tissue samples dier from the simulated processes
previously used. For example, a large issue is that tissue is not homogeneous.
Since the intestine is not innitely distributed in space, holes and borders will
appear in the tissue. Analysing a region crossing such a border or including
one of these holes may result in the conclusion that there is some structure in
the tissue. However, this structure does not have a biological reason, but one
coming from the physical constraints of the tissue itself. Therefore rectangular
analysis regions are chosen so that these contain an area with a homogeneous
tissue background, without holes or borders. Figure 5.1 shows a tissue sample
stained with a number of cell markers, and gure 5.2 shows a plot of the data
from the same sample, with analysis region chosen.
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Figure 5.1: Tissue sample stained with dierent cell markers. Cell nuclei are
shown as blue dots. Certain types of tissue, e.g. epithelium och smooth muscle
are be represented with other colours. Note the physical structure of the sample,
an analysis region must be chosen such that no structure or pattern is due to the
physical properties of the tissue boundaries.
5.1 Choice of analysis region
How to choose the analysis region might not always be obvious, and a region
that seems homogeneus might not actually be homogeneous. In gure 5.3 cell
coordinates are shown for a chosen analysis region and in gure 5.4 the inten-
sity plots of four cross-spectral function estimates for the cell positions. When
looking at the tissue sample this area might seem somewhat homogeneous and
a good canditade for analysis and the cross-spectra function in gure 5.4 shows
some quite clear covariation. But as we can see in the cell positions (gure 5.3)
the region is not homogeneous and any conclusions of covariation is depending
almost solely on the inhomogeneity of the analysis region, thus invalidating these
conclusions of covariation. A warning sign can be seen in the quadrature spec-
trum estimates (gure 5.4 (d){(f)), as these estimates are not at. The peaks in
the quadrature spectrum estimates indicate anisotropy in the covariation which
gives reason to doubt the homogeneity of the analysis region. But even when
the region is inhomogeneous the quadrature spectrum estimates might be at
nonetheless, and therefore can not be the sole basis for classication of the
possible inhomogeneity of the analysis region.
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Figure 5.2: Plot of the cell coordinate data from the tissue sample shown in
gure 5.1. Cell nuclei are shown in black, epithelial tissue in pink and muscle
tissue and blood vessels in yellow. The chosen analysis region is shown as a green
rectangle on the left side of the tissue, inside the large cluster of cells.
5.2 Analysis of human tissue
Below, the results of the analysis of intestinal and tonsil tissue samples using
the periodogram, quadrat sampled periodogram, quadrat sampled multitaper
spectrum and the log(2) value of the CAR(1) model, will be presented for
univariate data, and results using corresponding cross-spectra will be presented
for bivariate data. For bivariate data, the GMRF method will not be used.
Note that the number and shape of the bins are chosen dierently in the spectral
and GMRF methods. When using the GMRF method, quadratic bins will be
used, unlike in the multitaper method, where an equal number of bins along each
axis is prioritised. The studied rectangular area will be truncated to the nearest
whole number of bins along each axis. In order to compare the log 2 values to
those in chapter 4, data was rescaled to have approximately 400 points per unit
square. A value of 400 bins per unit square was then used for all analyses.
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Figure 5.3: Plot of cell coordinates used for cross-spectra function estimation
in gure 5.4. It is clear that the region is not homogeneous, for example no T
lymphocytes are found in the lower right corner.
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Figure 5.4: Intensity plots of the cell coordinates in gure 5.3, while the cross-
spectra functions shows some clear covariation, this is almost entairely because
of the inhomogeneity of the region which invalidates any conclusions we might be
tempted to draw of the covariation between the cell types analysed.
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5.2.1 Univariate analysis
Figure 5.5 shows the spectral estimates calculated from macrophage cell coordi-
nate data, from a subject with Crohn's disease. The cell coordinates are shown
in gure 5.2. The spectra are typical, with regard to the ve intestinal tissue
samples from patients with Crohn's. In general, none of the periodograms for
the intestinal tissue show any sign of departure from CSR, for any of the cell
types analysed. The multitaper spectral estimates and R-spectra do, on the
other hand, sometimes indicate some clustering behaviour. The peaks in the
multitaper spectra are however small and the R-spectrum is only above the 95%
condence bounds for the very smallest values of R, as in the example gure.
Thus, even though this may indicate some structure in the cellular structure, it
should not be overrated. The R-spectra in these cases infer some structure on
a large scale, something that could possibly be attributed to inhomogeneity in
the tissue, or shifting tissue background, rather than structure. Furthermore,
the log(2) value was always positive, suggesting that no small scale clustering
was present.
The cell structure in tonsil tissue is more diverse. Figure 5.6 shows the spectral
estimates computed from thymocyte cell data from tonsil tissue. All spectral
estimates are low at frequencies in a ring around the origin. This indicates
some regularity in thymocyte cell positions in this area. The R-spectrum is
under the 95% quantile further indicating regularity. This example is typical
for thymocyte cell position in tonsil tissue, but not for all cell types. Some
indication of clustering is seen in the spectral estimates for machrophages as
well as for the protein interleukin 33. The log(2) value was positive, albeit
small for all cell types.
5.2.2 Bivariate analysis
Figure 5.7 shows the cross-spectral function estimates from mast cell and neu-
trophil coordinates, shown in gure 5.2. The spectral functions are typical,
with regard to the ve intestinal tissues from patients with Crohn's analysed.
In general the coherency spectrum estimates and co-spectrum estimates show
no deviation from independence, for any of the celltypes analysed in intestinal
tissue. In some cases the amplitude spectrum has a peak at the origin for one or
two of the estimation methods, while the co-spectrum is at, here exemplied
in gure 5.7(e).
Similary to the univariate case, the cell structure in tonsil tissue is more var-
ied. Most spectral estimates show some covariation between cell types, but the
type of covariation varies between dierent areas of analysis. Figure 5.8 shows
intensity plots of the cross-spectrum function estimates for T lymphocytes and
thymocytes in an analysis area in tonsil tissue. Here, a distinct clustering struc-
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ture is detected. The covariation between these cell types are typically not as
clear as in this example, but it is existing in many areas of analysis. There are
some indictaions of a inhibatory covariation between interleukin 33 and antigen
KI-67, where KI-67 is a protein that is associated with cellular proliferation [18].
5.3 Summary
First and foremost, the data provided is not enough to make any statistical
inference. In part, this is due to the fact that there is only two control subjects.
Another reason for this is that proper analysis regions have to be chosen. Due
to the nature of intestinal tissue, this is not too simple. The tonsil tissue data
works better for our methods as the tissue is more homogeneous, but it is not
enough to make a statistical inference.
The region of analysis must be chosen with great care, as a bad choice might
invalidate any possible conclusions of covariation between cell types. That the
region is homogenous is not always obvious but some signs might be peaks in
the quadrature spectrum, an unrealisticly large covariation, or just a look at the
cell coordinates. This is a matter of great importance as the spectral methods
are sensitive for inhomogeneity in the analysis region.
The results from the analysis of the available intestine tissue samples does not
show any clear evidence for clustering of any cell types, nor any proof of co-
variation between cell types. The analysis of tonsil tissue shows indication of
clustering for thymocyte cells, machophages and Interneuklin 33. The bivariate
analysis is mostly indescisive but implies some clustering between T lympho-
cytes and thymocytes, and inhibatory covariation between Interleukin 33 and
Antigen KI-67.
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Figure 5.5: Surface and intensity plots of three dierent spectral estimates,
as well as R-spectrum of macrophage cell coordinates in intestinal tissue from
a subject with Crohn's disease. A total of 6400 bins was used for the data
transformation and 9 tapers was used for the multitaper estimate. Awidth is
chosen such that all data-tapers used has a corresponding eigenvalue  close to 1.
The dierent periodogram estimates in (a){(d) are fairly at, while the multitaper
spectral estimate shown in (e) and (f) has a small peak around the origin. The
R-spectrum also lies above the 95% condence bound for small values of R.
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Figure 5.6: Surface and intensity plots of three dierent spectral estimates,
as well as R-spectrum of thymocyte cell coordinates in human tonsil tissue. A
total of 6400 bins was used for the data transformation and 9 tapers was used
for the multitaper estimate. Awidth is chosen such that all data-tapers used has
a corresponding eigenvalue  close to 1. All estimates are low for frequencies
in a ring around the origin. This indicates some regularity in thymocytes cell
positions in this area.
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Figure 5.7: Intensity plots of three dierent spectral estimates of three cross-
spectral functions for mast cell and neutrophil coordinates in intestinal tissue
from a subject with Crohn's disease. A total of 6400 bins was used for the data
transformation and 9 tapers was used for the multitaper estimate. Awidth is
chosen such that all data-tapers used has a corresponding eigenvalue  close to
1. The co-spectrum estimates in (a){(c) are all quite at, as are the coherency
spectrum estimates in (g){(i). The multitaper estimate of the amplitude spectrum
(e) does have a peak at the origin indicating some sort of correlation, not found
in any of the other spectra.
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Figure 5.8: Intensity plots of three dierent spectral estimates of three cross-
spectral functions for T lymphocytes and thymocytes coordinates in tonsil tissue.
A total of 6400 bins was used for the data transformation and 9 tapers was used
for the multitaper estimate. Awidth is chosen such that all data-tapers used has
a corresponding eigenvalue  close to 1. All estimates show a clustering structure
between T lymphocytes and thymocytes.
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Chapter 6
Conclusions
In this thesis the spatial structure and covariation of dierent human immune
cells in intestininal tissue has been examined using both spectral nonparametric
techniques and spatial parametric models. An approach to multitaper estimates
for spatial point processes and GMRF modelling of said processes is described,
evaluated and applied to the tissue data provided by Medetect AB.
6.1 The periodogram of spatial point processes
The periodogram is a well-tested method of investigating spatial point patterns,
as discussed by Mugglestone and Renshaw in [1, 2]. It is easily implemented
and provides a way of distinguishing between dierent types of spatial patterns.
The R- and -spectra also give a reliable way of testing for departures from
complete spatial randomness. For bivariate patterns, two-dimensional spectra
were used, complicating the interpretation compared to the one-dimensional R-
and -spectra.
The periodogram is however a relatively noisy spectral estimate, something
which may hide less obvious structrures, making the structured seem unstruc-
tured. With simulated data this is less of a problem. With empirical data, on
the other hand, this becomes a problem, since the structure is often more subtle
in this case.
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6.2 The multitaper spectral estimate of spatial
point processes
As the multitaper estimate is heavily biased for low frequencies for point pro-
cesses, a data transformation is needed and proposed. By using quadrat sam-
pling, the data is transformed from irregularly spaced points in the plane, with
equal values, to regularly spaced points, with dierent values. This transforma-
tion makes the implementation and use of the multitaper method much more
straightforward. However, a good theoretical foundation of this data transfor-
mation is needed to properly evaluate the multitaper spectral estimate used in
this thesis and it is lacking. The simulation study does indicate the usefulness
of the transformation and that both the periodogram the multitaper spectral
estimate performs reasonably well for transformed point processes.
Compared to the raw periodogram the multitaper spectral estimate is a more
complex estimator. A number of parameters have to be chosen, some where
there is no clear optimal choice. Especially Awidth lacks a clear optimum. As the
work presented in this thesis mainly uses the spectral estimates in an exploratory
way, and the main focus is broad structure in the spectrum, a wide Awidth is
used, but it is evidently not the right choice for all applications. However, the
multitaper spectral estimate has been shown to be less biased and have lower
variance for some processes [5]. It also enables the use of jackkning to estimate
the variance of the estimator as a function of frequency, and other resampling
schemes.
From the simulation study, the conclusion can be drawn that while the peri-
odogram is better at isolating peaks, it also has higher variance and results in
a spectrum that is harder to interpret with aspect to whether or not there is
spatial structure in the univariate case or spatial correlation in the bivariate
case, respectively. It is also harder to detect negative correlation than positive
correlation with the multitaper estimator used in this thesis.
Our conclusions are that in spite of unknown theoretical results concerning
the data transformation, multitaper estimators seems promising in the eld of
spectral analysis of spatial point processes.
6.3 GMRF modelling of spatial point processes
The GMRF approach to modelling spatial point processes oers a dierent ap-
proach of investigating spatial structure, than using spectral methods. While
simulation studies imply that some parameters (2, mainly) of the CAR(1)
model may be used to distinguish between clustered and non-clustered data,
they show nothing more. Therefore, the spectral methods presented in this the-
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sis must be considered more versatile, regarding these types of analyses. Another
weakness, using this parametric method, is the construction of empirical con-
dence intervals for every parameter. Partly due to the somewhat ad hoc nature
of such an approach, partly due to the time consuming nature of constructing
such intervals. To test data from many dierent types of processes with varying
parameter values takes a long time, and only a few types of processes could be
considered here.
The ability to distinguish between clustered and non-clustered data using this
method should however not be underestimated. It is seemingly robust, and may
{ at least { be used in conjunction with the spectral methods. It should also
be noted that the results using the CAR(1) model to discover clustering diers
slightly from using the spectral spectral methods; the GMRF approach seems
to account more for small scale clustering (eg. on the scale of several cells) and
less for larger scale clusters. This could be used to gain additional information
about the nature of the clustering.
Simply using the estimated 2 parameter in the CAR models did not give any
information useful when exploring the spatial covariation of point sets. How-
ever, the constructed covariate may itself be used to gain information about
covariation, as shown in [4]. This method may also be of use when examining
human tissue samples.
6.4 Cell data analysis of human intestine tissue
No evidence for spatial structure or covariation in the position of immune cells in
human intestine tissue was found. Some clustering between T lymphocytes and
thymocytes was found in tonsil tissue and well as som indications of inhibatory
covariation between Interleukin 33 and Antigen KI-67 in tonsil tissue.
To accurately interpret this result an appropriate context is needed i.e. a medical
model of how immune cells in human tissue interact between themselves and
with the surrounding tissue. In this thesis the result has not been compared to
such a model, it follows that more work has to be done to establish whether
immune cells in human intestine tissue has spatial structure and covariation or
not.
It is not uncommon that problems arise when dealing with real data. A large
problem is the fact that human tissue is not very homogeneous, a property
that is needed for good spectral analysis of the cell structure. The proposed
solution to this problem was to select a small, locally homogenous, compact
and simply connected subsection of tissue to analyse. This can however lead
to new problems, a possibly too small number of cells in the subsection, and
that, still, very few of these areas are present in the tissue samples. Another
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problem, more related to modelling of tissue, is that in this thesis, cells are
described as points, whereas cells indisputably have extent in space. This leads
to the question: Where do we chose the cell to be? Do we choose the position of
the mass center? It does not necessarily lie within the cell. The position of the
cell nucleus? It is not always centered inside the cell. Furthermore, the tissue
structure also diers notably between patients. Therefore, a larger number
of tissue samples would need to be analysed in order to make any statistical
inference about the general spatial structure of the cells in tissue.
The tonsil data worked better for our methods as it was more homogeneous than
the intestine tissue, enabling us to use larger areas of analysis containing more
cells without disturbing the homogeneity of the analysis area. In our experience,
if there are less than about 50 cell coordinates, then the spectral estimates are
very sensitive for small dierences in cell position, making analysis based upon
such estimates unreliable.
These problems might limit the use of spectral methods to analyse the structure
of immune cells in human intestine tissue. While these methods may not be t
for the analysis of intestinal tissue, they might be useful in other cases where
spatial point processes are investigated.
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