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Abstract. This paper describes two methods for generating synthetic rain rate time-series capable of being used to simulate
the performance of radio communication systems operating above 10 GHz. Rain rates are modelled because they are widely
available and because an approximate link to signal attenuation can be established owing to the significant correlation between
them. The proposed models are based on hierarchic Markov chains. Rain and no rain events are simulated by the outer chain
which simulates the rain event duration on the basis of the experimental statistics. The inner chain of both models deals with the
rain intensity generation. The models therefore produce simulated rain samples whose statistics very closely match those of the
experimental data without using any stored rain time series.
1. Introduction
There is a growing interest in the development of
synthetic time-series generators of rain attenuation for
satellite propagation channel. Satellite communication
systems currently need to operate at higher frequency
bands, such as Ka or V bands, owing to congestion
at lower bands. At these high frequencies, rain events
cause severe attenuation to the propagation channel.
To avoid the user experiencing transmission loss, an
extra power margin can be used to offset the attenu-
ation caused by rain. However, as rain events do not
occur during the major part of the time, this practice
leads to inefficient use of resources. Indeed, contrary
to terrestrial stations, special care is required for the
use of satellite resources owing to their limited capac-
ity. The accurate modelling of rain intensities can be
used to counteract rain attenuation efficiently by ap-
plying adapted Fade Mitigation Techniques (FMTs).
These techniques aim at saving the allocated resources
by adapting the transmission to the propagation en-
countered in real life.
To reflect both the long- and short-term dynamics of
rain attenuation, the development of time-series gen-
erators has to rely on prolonged experimental obser-
vations of attenuation time-series. This is not always
feasible, however, especially if all possible climates
need to be characterized. Fortunately, for the purposes
in hand, rain attenuation is fairly well correlated with
rain rate (Fig. 1). Moreover, consistent sets of rain rate
time-series are available from numerous observation
points around the globe.
This paper presents two methods to model the be-
haviour of rain time series. Both methods are based on
Markov chain structure [1–4]. The first part presents a
variation of the second level Markov model presented
in [5]. Both levels of this model are Markov chains: the
first level generates the time series corresponding to
the occurrence, or non-occurrence, of rain events and
the second level generates the rain intensity time se-
ries when the first level imposes rain event. The global
model is shown to produce very accurate rain intensity
time series: some commonly used statistics of the sim-
ulated data closely match the statistics of the experi-
mental data. A frequentist model validation method is
also adopted to test the quality of the proposed model.
The other method, presented in the second part of
this paper, is an improvement of the four-state model
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presented in [6] and considers two different rain behav-
iours: the “spiky” and “quasi-flat” events. The two rain
type model is therefore comprised by two sub-models,
one for each type of rain. Both sub-models include a
first and a last rain state for the accurate modelling of
the first and last samples of rain events. Tests have been
performed to compare synthetically generated rain rate
time-series using the new model with real rain rates
from an eight-year record taken at Vigo airport on the
northwestern coast of Spain. A high degree of simi-
larity has been observed between measured and sim-
ulated time-series in terms of first- and, also, second-
order statistics.
Fig. 1. Measured rain rates and signal levels from Italsat recorded at
the DLR site in Wessling near Munich.
It is expected that the proposed models can easily be
extended to other locations and climatic zones.
2. First approach: explicit Markov modelled
amplitude (EMMA)
The duration of a rain event is not correlated with the
distribution of rain and with the Next-Rain Conditional
Distribution (NRCD). The NRCD is the distribution of
rain samples conditionally onto previous rain samples.
Because of this lack of correlation, the global model
is then composed of two levels and is represented on
Fig. 2. The first level deals with the generation of a
rain/inter-rain time series that indicates at any time the
occurrence or not of rain events. This first level is a
two state Markov chain (rain and inter-rain state) be-
cause of the strong underlying Markovian property of
the rain/inter-rain indicator. The second level purpose
is to generate rain intensities when the first level of the
model is in the rain state. A Markov model based on
NRCDs is chosen for the second level.
This choice of a Markov model rather than an AR
(autoregressive) model is justified by the strong link,
on contrary to NRCD, between the correlation of two
consecutive rain samples and the rain event duration.
It should be noticed that the log of the rain rates are
generated and not the direct rain rates.
2.1. 1st level: rain and inter-rain indicator
Inter-rain refers to instants where the rain intensity
is null, therefore there are no difficulty to identify rain
Fig. 2. Global two-level model and corresponding time series.
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and inter-rain events. The experimental rain rate time
series, used to elaborate the global model, has been
measured in Santiago in Spain for a total duration of
about 10 years. The time interval between two consec-
utive samples is roughly 5 minutes and rain rates are
measured in mm/h.
Experimental duration distributions of the rain and
inter-rain events can not be approximated by an expo-
nential law, which is implied by basic Markov model.
Figure 3 represents the experimental duration distribu-
tion and the matched exponential law for the rain and
inter-rain event. Clearly a basic Markov model pro-
duces a poor approximation for the duration of the
events. A Markov model with explicit state duration
density [2,4–7] is then adopted for the modelling of
the rain and inter-rain duration. An explicit event dura-
tion Markov chain enables to model states with every
wanted duration distribution.
In the following, the state duration distributions for
rain and inter-rain are set to the ones extracted from the
experimental rain rate time series. And no attempt to
fit them to theoretical distributions is made. The use of
an explicit state duration improves the global quality of
the model as the duration of the events is more realistic.
2.2. 2nd level: rain rate generation
In fact, rain rate samples are dependent on previous
ones [8,9]. The second level of the model takes into ac-
count this dependence with NRCD in order to produce
valuable rain intensity time series.
The rain rate time series are considered through dif-
ferent intensity intervals such that the observed rain
rates are equiprobably spread along them. Every in-
tensity interval defines one state of the Markov chain
and the number of intervals is obviously the number
of states of the model. Thus, the granularity, i.e., the
number of intervals, is adjustable to the level of pre-
cision or of simplicity required by the application. In
addition, the probability density functions of each state
of the Markov model are derived from the experimen-
tal rain rate distribution. They correspond to the global
rain distribution truncated according to the same inter-
vals.
Figures 4 and 5 deal with a 5-state model example.
On Fig. 4 is the sampling of the rain levels to identify
the 5 states of the model. Figure 5 is the illustration
of the global distribution of rain levels and how it is
separated into the different states of the model.
The dynamic behaviour of the second level is de-
fined by the transition probability matrix. The tran-
sition matrix is issued from the Next Rain Condi-
tional Distributions from one interval to the other. The
NRCDs are quite invariant according to the granularity
size, i.e., the number of intervals to be considered. This
enforces the hypothesis that the rain rate series are well
described by the chosen model. The estimation of the
transition vector of state 1 is illustrated on Fig. 6: the
NRCD on state 1 (the distribution of rain levels that
Fig. 4. Separation of rain rate in 5 states.
Fig. 3. Experimental duration distribution of rain and inter-rain events and exponential distribution.
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immediately follow one rain sample which belongs to
state 1), like the global distribution, is truncated. The
NRCD is integrated along this partition and the results
are the transition probabilities from state 1 to the other
states. The same process is applied to every state for
the estimation of the complete transition matrix.
The transition matrices for the 20 and 50 state mod-
els are also calculated and they are represented on
Fig. 7 by a three-dimensional graph. The x and y axis
are the number of the considered states, the values of
the z axis is the transition probability from state x to
state y.
All these transition matrices have been calculated
onto data measured in Santiago in Spain. The data
Fig. 5. The distribution of each state is calculated from the global
rain rate distribution (right).
are a collection of 10 year observations sampled every
5 min.
At this sampling rate, the transition matrices for the
three models (5, 20 and 50 states) show the same char-
acteristics. The main diagonal, which is the probabil-
ity to remain in the same state, has the highest transi-
tion values. The probabilities to evolve from one state
to one of its close neighbors are also high whereas the
probability to evolve from one state to a very different
one is low. This means that physically the rain process
is slowly evolving: for example, during a low rain
event, there is much more chance for the next rain in-
tensity to be rather small than suddenly very high. The
evolution between high and low intensity levels is slow.
Moreover, abrupt transitions between low and high in-
tensities can happen (occurrence of a spiky event in a
quasi flat one) but are not the most common behavior.
2.3. Model validation
This part presents well known validation tools for
assessing the quality of the global two level model.
Another tool, a frequentist method, is used. The fre-
quentist method gives an indicator of how well a model
matches an observation set. Then this method enables
to globally assess the quality of the model whereas the
well known validation tools only test the quality of the
model on one very particular point.
Fig. 6. Transition vector and global transition matrix calculated onto conditional distribution on state 1 for a 5 state model example.
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Fig. 7. Transition matrices for the 20 and 50 state models.
Table 1




15% lower value –0.8805 –0.8785
15% upper value 1.96 1.959
2.3.1. Validation of the models according to statistics
The inverse cumulative distributions of the log of ex-
perimental and simulated rain rate time series are rep-
resented on Fig. 8. In Table 1, there are the values for
the experimental data and simulated ones for the mean,
variance, and 15% upper and lower value. The 15%
upper value is the limit value between the 15% highest
rain intensities and the others. The second-order statis-
tics [4,10] for four different threshold levels: 1, 2, 5 and
10 mm/h are also presented on Fig. 9. The second or-
der statistic is the probability to have consedutive rain
samples higher than R mm/h with the considered rain
samples belonging to a single event whose duration
(Te − Tb) is higher than the abscissa. The expression
of the second order statistic is PR(x,∆t) = P (∀t0 ∈
[Tb, Te], x(t0) > R, and (Te − Tb) > ∆t) where Tb is
the time index of the beginning of the event, Te of the
end. The higher the threshold, the shorter the plots be-
cause the probability to encounter a rain event whose
every samples are superior to a high threshold dimin-
ishes with the duration.
The simulated data match quite accurately the ex-
perimental ones. The inverse cumulative distribution of
the simulated data is perfectly equal to the experimen-
tal data. This perfect matching was expected because
of the generation process (part II.B): each state distrib-
ution is a representation of a truncation of the rain rate
distribution. The data generated by the model in each
state are then distributed as a part of the global rain dis-
tribution. So, when all these data, belonging to differ-
ent states, are considered altogether, their distribution
is quasi the same as the experimental one. The tested
Fig. 8. Inverse cumulative distribution.
model presents also good matching between the exper-
imental and simulated values for the 2nd order statis-
tic: a very small difference between the realized values
and the simulated ones is observed. Of course, degra-
dation appears when the threshold R increases but it is
mainly due to the low number of events for which all
samples are superior to this high threshold.
2.3.2. Validation of the model according to
frequentist method
In a Bayesian context, different models can be com-
pared using subsequent model probabilities. This strat-
egy only provides performance indicators and does not
reveal the true performances of one particular model
considering the experimental data. If the model is the
correct one, it is straightforward to show (see [11])
that the sequence {uk}k=1Kn with uk = Pr(Yk 
yk/Y0:k−1 = y0:k−1, θ) is a realization of independent
identically distributed (i.i.d) variables uniformly dis-
tributed on [0, 1] given a realization of the observations
y0:n and a model parameter set θ.
The superiority of this validation method on the two
previous validation tests is the fact that it judges the
global quality and behaviour of the model and not only
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Fig. 9. Second order statistics for four thresholds.
one particular point as the inverse cumulative distribu-
tion and the second order statistics do. The inverse cu-
mulative distribution considers the data as a global set
in which the order of appearance is not important. So
a model can have a perfect inverse cumulative distrib-
ution whereas its quality is very poor. The second or-
der statistics is still not investigating every points of the
model quality but only how long rain intensities remain
above certain threshold values.
Figure 10 is the representation of the distribution
of the {uk}k=1...n calculated on the experimental rain
rate time series for the 20 and 50-state models. A per-
fect model would produce a flat histogram equal to
the straight line. The {uk}k=1...n have a quite uniform
repartition on [0, 1] that means that the quality of the
model is good. Further tests on the whiteness and uni-
form repartition may be performed to attest to the fi-
nal quality of the proposed model. The state number
has high influence on the quality of the model: as ex-
pected the model performances are much greater when
the number of state is high.
The results presented in Fig. 11 are for the model
estimated in Santiago. We also tested the validity of the
same 50-state Santiago model for three other locations:
Vigo, Lugo, and La Coruña which are towns located
around 100 km from Santiago (Fig. 12).
The model estimated in Santiago can not be applied
in Vigo or Lugo but it seems that {uk}k=1...n calcu-
lated in La Coruña are rather uniform. Further tests,
like the comparison of the model obtained in Santiago
and in La Coruña, are required but rain characteristics
Fig. 10. Distribution of the {uk}k=1Kn for a 20-state model (left)
and for a 50-state model (right).
of Santiago and La Coruña appears to be rather simi-
lar. This frequentist test may characterise locations pre-
senting same rain characteristics.
In order to compare the frequentist method with
more common tests, the rain intensity distributions at
the four different locations are compared. The χ2 dis-
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Fig. 11. Quality of the Santiago model applied to Vigo, Lugo and La
Coruña rain time series.
tance measures the distance between two probability
density functions or distributions. The χ2 distance be-
tween distribution p and reference distribution p0 is
equal for a partition (ci)1...N of the observation space
to:






Table 2 shows the χ2 distance between the exper-
imental rain cumulative distribution of Santiago and
the other location models in the first line. In the sec-
ond line, there is the distance between the modelled
Santiago distribution and the experimental distribution
of other locations. The χ2 results confirm the frequen-
tist ones: Santiago distribution is closer to La Coruña
one which means that rain behaviour is more similar
in Santiago and in La Coruña. But, contrary to the fre-
Table 2
Distance between Santiago and other location distributions
Santiago Lugo Vigo La Coruña
χ2 distance between 0 0.36 0.026 0.018
experimental
distributions




quentist method, the χ2 distance only tells that the two
distributions are close and that is not enough to esti-
mate that the model of Santiago can be valid in La
Coruña.
If the Santiago model were used to model the rain
time series in La Coruña, the second line of Table 2
indicates that the error done on the distribution, 0.018,
will be in the same precision range as the error, 0.0068,
done by the Santiago model for the simulation of San-
tiago rain. However, because the error is so large 0.32,
as already pointed out the Santiago model can not be
used for the generation of Lugo rain time series.
3. Second approach: type model amplitude
(TYMA)
The proposed rain rate time-series generator is based
on both a signal attenuation time-series generator de-
veloped at DLR (Germany) [12] and a single-state gen-
erator which was already applied by the authors to the
modeling of rain rate time-series [10]. This initial ap-
proach included an inter-rain duration distribution, a
first-rain distribution and a number of next-rain condi-
tional distributions, fNR(Rt+1|Rt), all of them derived
from experimental data.
Due to the shortcomings of this single-state model
to realistically reproduce both the short- and long-term
characteristics of rain rates, an improved four-state
model was proposed in [1,6]. The number of states se-
lected was a trade-off between observed differences in
rain event characteristics and model complexity. The
model in [6] requires 16 state transition probabilities, 4
sets of next-rain distributions and 16 inter-rain duration
distributions, all of which were derived form measured
data with a clustering algorithm [13,14].
The results obtained with the improved four-state
model were reasonably good but, still, further improve-
ments were sought. To achieve this, the measured rain
rate time-series were again closely examined, leading
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to the identification of embedded short occurrences of
strong rates (“spiky” rain) within gently falling rain
episodes with small or medium rates. This led the au-
thors to believe that it was more important to model
the differences between the “spiky” rain and the gen-
tly falling (“quasi-flat”) rain occurrences than actually
classifying rain events. In order to achieve this, differ-
entiated models had to be developed for the two dis-
tinct behaviors.
3.1. Fundamentals of the improved model
In this new version of the model, which can be called
two rain type model, a low to medium rate type of rain
(quasi-flat rain) is considered to occur in most cases
and during most of the time. This rain type corresponds
basically to widespread or stratiform rain. For such
type of rain, a model similar to the one used in the one-
[12] and four-state [6] models is used.
Fig. 12. Quasi-flat, spiky and mixed rain events (two rain type model).
Fig. 13. Two rain type model. Simulator flow diagram.
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Fig. 14. Example of measured quasi-flat rain rate event.
Fig. 15. Example of measured mixed: quasi-flat and spiky rain rate
event.
In some cases, spiky, higher rate rain can be ob-
served both forming part of (embedded) quasi-flat rain
events, and in stand alone spiky rain events. Spiky rain
basically corresponds to local, convective rain. Spiky
events are described with a different model to that
of quasi-flat events. The threshold between these two
types of rain was set at (Rth) 15 mm/h (integration time
5 min) for the analyzed data set. The separation criteria
also took into account the slope (Sp), which in the case
analyzed data was set at 6 mm/h/5 min interval. A sim-
ple pattern recognition software was developed to sep-
arate out quasi-flat from spiky events, and embedded
spiky events within quasi-flat events.
One additional element in the model is the transition
probability. This describes the probability of switching
from one to the other type of rain. This and other is-
sues relative to the new approach are illustrated with
the help of Fig 12. Figure 13 outlines the flow diagram
of the model/simulator. The sample spacing may be
from 1 to 5 minutes. Higher values, e.g., 10 min, are
also possible. This depends very much on the available
experimental data.
As indicated above, two sub-models are needed, one
for each type of rain. Quasi-flat rain can be modelled
by means of conditional distributions as in the single-
[12] and four-state [6] models. Thus, Next-Rain Condi-
tional Distributions, NRCDs, fNR(Rt+1|Rt), are used.
Such NRCDs have been fitted to theoretical distribu-
tions, more specifically, to Rayleigh distributions. The
fitting has been found to produce a smooth evolution
of the parameters for the theoretical distribution except
for the first- and the last-rains. This has led to the deci-
sion to include in the model a First Rain Distribution,
FRD, fFR(Rt+1) = fNR(Rt+1|Rt = 0). The last rain
is discussed later.
The set of NRCD has been fitted with Rayleigh dis-
tributions while the FRD has been fitted with a Gamma
distribution. Contrary to the four-state case, here only
a family of NRCDs is needed (only one state), thus the
removal of sub-index i in the notation. This represents
an improvement in terms of the number of model para-
meters that need to be stored.
Even though parameter and distribution fittings have
been carried out and those results used in simulations,
as shown later, another version of the simulator using
measured parameters and distributions (not fitted ones)
has been built and results are presented as well.
In the case of spiky rain, the occurrences were very
brief, with a typical duration of 10 minutes, i.e., two
measured samples, in the case of the rain records used.
So far, it has not been possible to fit theoretical dis-
tributions to the measured rate and duration distribu-
tions. Thus, the measured distribution of rates during
spiky events, fSpiky(R), and the measured distribution
of spiky event durations, fSpiky(d), are used. First, the
number of samples is drawn according to the corre-
sponding distribution, and then, the necessary rain in-
tensity samples are generated using fSpiky(R).
To complete the model, transition probabilities,
PPeak, are needed. Probabilities have been extracted
both for the case where the rain event starts with a
spiky rain or for the case where the spiky rain starts
from a quasi-flat rain sample.
Similarly, end of event probabilities, P0(dt), have
been calculated from measurements. From observa-
tions, it has been concluded that these probabilities are
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dependent on the duration of the rain event. A single
set of P0(dt) probabilities has been calculated for the
two rain types.
Finally, inter-rain durations can be modelled with an
appropriate Inter-Rain Duration Distribution, IRDD,
f IR(d). Again, the sub-indices ij have been dropped
since only one rainy state is considered. This, again,
simplifies significantly the set of parameters required
to implement the model. It has been found, however,
that two different IRDDs are needed depending on the
duration of the preceding rain event. The separation
threshold has been found to be of approximately 90
minutes for the analyzed data set. Table 3 summarizes
the parameters needed for the new model.
Fig. 16. Cumulative function (measured and fitted) for First Rain.
3.2. Extracted model parameters
In this section the extracted parameters for the
model just described are presented for rain rate time-
series corresponding to 8 years of recordings of 5 min
integrated rain rates taken at Vigo airport in the north-
western coast of Spain.
Figure 16 shows the fitting of the measured First-
Rain distribution to a Gamma distribution. The fitted
parameters are α = 1.8396 and β = 1.8241 where the
Gamma pdf is given by the expression
Fig. 17. NRCD for a current rate range in the interval (11,12] (mea-
sured and fitted).
Fig. 18. Family of measured and fitted NRCDs. Left, Rayleigh distributions fitted to actual data. Right, set of Rayleigh distributions from
parabolic approximation (Fig. 19).
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Fig. 19. Curve fitting the evolution of σ(Rt).
Fig. 20. CDF of durations of spiky events.
Fig. 21. CDF of rates in spiky events.
Table 3






Distribution of Spiky fSpiky(d) Spiky rain
rain durations
Distribution of Spiky fSpiky(R) Spiky rain
rain rates






Inter-Rain Duration f IRShort(d) Inter-rain





f (x) = β(βx)
α−1e−βx
Γ(α) x  0.
Figure 17 shows a fitting example for one member of
the family of NRCDs, more specifically, for a current
rate range in the interval Rt = (11, 12]. Rayleigh dis-
tributions have been used in this case, where its pdf is
given by








for x  0.
The calculated Rayleigh parameters, σ, are listed in Ta-
ble 4.
Figure 18 shows the family of fitted NRCDs. On
Fig. 18-left, the actually fitted distributions are shown.
The evolution of the Rayleigh parameter, σ, has also
been studied and the following polynomial was fitted
(Fig. 19) to describe the evolution of σ(Rt), P (x) =
−0.0186x2 + 0.6557x + 0.4275.
Taking into account the above polynomial, a new
family of NRCDs has been produced which is shown
in Fig. 18-right.
The above parameters are used to model the quasi-
flat rain type. For the spiky rain two parameters are
needed, the distribution of intensities, fSpiky(R), and
the distribution event durations, fSpiky(d). It has not
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Fig. 22. Extracted values of P0 for different current rains Rt.
Fig. 23. Extracted transition probabilities, PPeak, from different cur-
rent rain levels to spiky rain.
been possible to find a theoretical distribution that fits
those measured distributions. Thus, it has been decided
to use the measured distributions shown in Figs 20 and
21 in the simulations.
Finally, Fig. 22 shows the extracted P0 values for
different current rains, Rt, Fig. 23 shows the extracted
transition probabilities from null rain rate or from
quasi-flat rain rates to spiky rain, and Fig. 24 illustrates
the two inter-rain event duration distributions, for after
long (90 min) rain events and short (<90 min) rain
events.
Fig. 24. Inter-rain event duration distributions. After long (90 min)
and short (<90 min) rain events.
Table 4
Evolution of σ(Rt)
Rt σ(Rt) Rt σ(Rt)
(9,10] 4.9268
(0,1] 0.9832 (10,11] 5.5311
(1,2] 1.5068 (11,12] 5.8579
(2,3] 2.1607 (12,13] 5.6373
(3,4] 2.8090 (13,14] 5.4639
(4,5] 3.4144 (14,15] 5.8745
(5,6] 3.8519 (15,16] 7.3784
(6,7] 4.2058 (16,17] 6.2607
(7,8] 4.5816 (17,18] 6.4785
(8,9] 4.9054 (18,19] 6.2386
3.3. Model tests
To test the model, long simulations covering periods
of several years have been run. The simulated time-
series have been compared with the measured ones in
the following terms:
1. The overall cumulative distribution.
2. Second order statistics of rain rates for different
rates: R = 0, 1, 5, 10, 20 mm/h.
3. Inter-rain event duration distribution.
Two versions of the model have been implemented,
namely, one using measured distributions and other us-
ing fitted distributions. Slightly better matches have
been achieved with the first implementation. Fig-
ures 25–28 show the comparisons mentioned above.
First-order statistics can be reproduced quite accu-
rately. As for the second-order statistics, good agree-
C. Alasseur et al. / Two approaches for effective modelling of rain-rate time-series 81
ment has been achieved for some of the thresholds con-
sidered. However, there is still room for further im-
provement.
4. Further work and conclusions
This paper presents two rain-rate time-series gener-
ators that match, with a good degree of approximation,
the first- and second-order statistics of measured rain
rates recorded in the northwest of Spain. In addition to
these commonly used statistics for validation, we also
resort to new validation tools based on a frequentist
method.
Despite some differences between them, the two
models present major similarities. Both models are hi-
Fig. 25. Inverse cumulative distribution. Overall simulated and mea-
sured time-series.
erarchic Markov chain; their first level models the al-
ternation of “rain” and “no-rain”; they both use the
experimental distributions to determine the duration
of any rain or inter-rain events. But, contrary to the
EMMA approach, which only differentiates rain and
inter-rain events, the second model isolates four differ-
ent cases: quasi-flat rain event, spiky rain events, inter-
rain following a long rain event, and inter-rain follow-
ing a short rain event. As a result, the first approach re-
quires the extraction of two duration distributions and
the second one, four.
The second levels of both models are directly con-
cerned by the generation of rain intensities. EMMA
model is very simple to use and to derive with ad-
justable granularity. It considers the whole rain data
and use the NRCDs and the global rain distribution to
Fig. 26. Inverse CDF of measured and simulated inter-rain event du-
rations.
Fig. 27. Inverse CDF of durations of events exceeding several thresholds in mm/h using the simulator version with measured distributions.
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Fig. 28. Inverse CDF of durations of events exceeding several thresholds in mm/h using the simulator version with fitted distributions.
extract the parameters of itsexplicit Markov chain. The
TYMA approach is more sophisticated: first it iden-
tifies two a priori types of rain behaviour: spiky and
quasi flat events. It also takes into account the distrib-
ution of the first samples for quasi-flat rain events. In
the same way as the first model, it also uses the NR-
CDs for the generation of the quasi-flat rain events as
the first model.
There are numerous similarities between the two ap-
proaches presented in this paper. As a major observa-
tion, the TYMA model reflects more physical phenom-
ena, needs more parameters and is more complex. Both
approaches are shown to simulate high quality time se-
ries. Besides, further tests and comparison will be re-
quired to determine the exact advantages of each one
on performance results.
The aim is to reach a trade-off between simplicity
and accuracy so the derived model can be extended to
other climatic areas by simply changing the input para-
meter set. In view of the fact that rain rates and signal
attenuation are highly correlated, further objectives are
to exploit the widespread availability of recorded rain
information from different climatic areas. This will al-
lows us to fill in the incomplete statistics of regions
where signal attenuation data are unavailable. In addi-
tion, the two-level model share great similarities with
the Onera N-state model [2,3] for rain attenuation time
series. This reinforces the hypothesis that rain attenua-
tion and rain rates are strongly correlated.
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