We present an approach based on semidefinite programs (SDP) to tackle the multi-level crossing minimization problem. We are given a layered graph (i.e., the graph's vertices are assigned to multiple parallel levels) and are asked for an ordering of the nodes on each level such that, when drawing the graph with straight lines, the resulting number of crossings is minimized. Solving this step is crucial in what is probably the most widely used graph drawing scheme, the Sugiyama framework.
INTRODUCTION

Multi-level crossing minimization (MLCM)
is an important task in automatic graph drawing (see Figure 1 for a visualization of the optimization goal). Hierarchical graphs (e.g., directed acyclic graphs) are mostly drawn with the framework suggested by Sugiyama et al. [1981] . Here, the vertices are assigned to levels (corresponding to horizontal layers), essentially fixing the y-coordinates of the vertices. Then, the graph is transformed into a proper multi-level graph in which edges are subdivided such that each edge connects two vertices on adjacent layers. The aim of the multi-level crossing minimization step is to reorder the vertices within each level so that the number of crossings is minimized when the edges are drawn as straight lines. Finally, coordinates are assigned to vertices (e.g., on an integer grid), satisfying the relative placements specified by the leveling and the ordering of the vertices on their levels. An alternative paradigm to Sugiyama's approach is based on upward planarization [Chimani et al. 2010a] . Also in this setting, finding optimal solutions of MLCM is of interest (see Section 4).
In practice, MLCM is often reduced to a sequence of 2-level crossing minimization problems in which one level is fixed. Many heuristics [Sugiyama et al. 1981; Martí and Laguna 2003 ] as well as fixed parameter algorithms [Dujmović et al. 2008] have been suggested for this restricted problem, but so far variants of the simple barycenter and median heuristics 1 are some of the best in practice Martí and Laguna 2003] . General MLCM is NP-hard, even in this restricted variant [Eades and Wormald 1994] . have shown that this restricted problem can be reduced to a linear ordering problem that can be solved using an integer linear programming (ILP) approach. Combined with a branch-and-bound method, they solved 2-level MLCM instances with up to 15 vertices on the smaller level to optimality. An alternative exact approach for solving 2-level MLCM, based on semidefinite programming (SDP), has been suggested by Buchheim et al. [2009] . They model the problem as a quadratic linear ordering problem, which in turn can be reduced to a maximum cut problem. They suggest new ILP-and SDP-based algorithms exploiting their observation. Their experiments show that their SDP-based branch-and-bound algorithm outperforms various versions of ILP-based branch-and-cut algorithms and is able to solve 2-level instances with up to 18 vertices per level to optimality within reasonable computing time.
The first ILP formulation for general MLCM was suggested by . At that time, generic ILP solvers were unable to solve relevant instances practically. Healy and Kuusik [1999a] extended the ILP formulation by using constraints arising from the so-called vertex-exchange graph. For the first time, they were able to solve some practically relevant instances of MLCM to optimality [Healy and Kuusik 1999b] .
Contribution. We suggest a new SDP-based approach for MLCM and prove its polyhedral advantages over the known ILP models. For two levels, our semidefinite relaxation is stronger than the one considered by Buchheim et al. [2009] . We use a primal-dual interior point method for solving the semidefinite relaxation leading to lower bounds to the optimal value of MLCM. Our extensive computational experiments on a large benchmark set of graphs show that this new approach in combination with an SDP- A proper multi-level graph: All vertices (circles) are placed on prespecified levels (horizontal dotted lines). Gray circles denote artificial vertices arising from subdividing edges, which would otherwise connect nonadjacent levels. We want to find permutations of the vertices on each level such that the number of edge crossings is minimized; observe that the exact positions of the vertices along the levels are irrelevant for this measure as long as the vertices stay in the same linear order. The left figure shows a bad solution, whereas the right figure depicts an optimal solution.
based heuristic very often provides optimal solutions. We are able to compute optimal solutions for graph instances from the literature that have not been solved to optimality before.
We also compared our approach to a standard ILP formulation, solved via branchand-cut within a generic ILP solver. Surprisingly, while the SDP approach dominates for denser graphs, the ILP turns out to be very fast for sparse, practical instances. It solves almost all instances of the Rome benchmark set, a standard graph-drawing library. Yet, our experiments show that the SDP approach solves more instances to optimality than the ILP approach, although the former is not combined with a branchand-bound scheme. This also suggests a new heuristic for MLCM based on SDP that clearly outperforms the classical heuristics.
Having obtained optimal solutions for graphs of interesting size, we can evaluate heuristic solutions for the first time. We show that the upward planarization approach is very close to the optimum, while this is not true for the standard barycenter heuristic. For our studies, we collected a large benchmark set of leveled graphs, available at http://www.ae.uni-jena.de/Research Pubs/MLCM.html.
In the following, we will always consider a proper level graph G = (V, E), with vertex set V = _ p r=1 V r and edge set E = _ p−1 r=1 E r with E r ⊆ V r × V r+1 . Let us further denote by N(v) the set of vertices on level r + 1 that are the (other) end vertices of edges adjacent to vertex v on level r. We ask for an ordering of the vertices (when drawn on their respective levels) such that the number of crossings between straight-line edges is minimized. For notational simplicity, we will assume that the vertices are uniquely numbered (increasing by level), starting from 1.
ILP FORMULATIONS
MLCM has a natural formulation as a quadratic linear program in 0-1 variables . We introduce binary variables
that shall be 1 if vertex i comes before j on layer r, and 0 otherwise (i.e., j comes before i). We may use the substitution x r ji := 1 − x r ij for 1 ≤ i < j ≤ |V r |. Then, the following 3-cycle constraints describe linear orderings on the layers of a given proper level graph: 
that shall be 1 if the edges (i, k) and ( j, l) cross and 0 otherwise. To bind the crossing variables with the linear ordering variables, we need
Let x be the vector (of length s = p r=1
) collecting the variables x r ij and c ∈ B t be the vector of crossing variables, with t the total number of crossing variables for the graph. Then, we can formulate MLCM as a binary linear program
where (4) and (5), (x, c) ∈ {0, 1} s+t }. Replacing the integrality conditions with 0-1 bounds gives the linear relaxation denoted by (LP) with objective value z lp . An exact algorithm using (LP) was introduced by and was further extended by and Healy and Kuusik [1999a] . All these algorithms perform best on sparse instances (d ≤ 0.1) (see Buchheim et al. [2009] ). As for higher densities, the gaps between z * and the LP bounds become too large for efficient pruning in branch-and-bound or branch-and-cut algorithms. In fact, by setting all x variables to 0.5, we can alwaysindependently on the instance-obtain a feasible fractional solution with z LP = 0. To prevent this, we propose to fix a single linear ordering variable to 1 or 0, to break the symmetry without losing all optimal solutions; however, in practice, the obtained relaxed solution still gives only a weak bound. We will investigate this in more detail in Section 4. Thus, it would be desirable to have some tighter approximation available in these cases.
THE SEMIDEFINITE PROGRAM
In this section, we concentrate on the lower bound computation for MLCM by analyzing semidefinite relaxations for the quadratic ordering problem. For this purpose, it is convenient to transform the linear ordering variables x ij into variables taking the values −1 and 1:
This leads to inequalities equivalent to (2)
Helmberg [2000] showed that one can easily switch between the {0, 1} and {−1, 1} formulations of bivalent problems so that the resulting bounds remain the same and structural properties are preserved.
Lower Bound: Semidefinite Relaxation
The matrix lifting approach takes a vector y, collecting the variables y r ij , and considers the matrix Y = yy T . Our object of interest now is
We relax the nonconvex equation Y − yy T = 0 to the convex constraint Y − yy T 0: The Schur-complement lemma [Boyd and Vandenberghe 2004, Appendix A.5.5] Moreover, the main diagonal entries of Y correspond to y 2 ij , and hence diag(Y ) = e, the vector of all ones. Therefore, we conclude that any Y ∈ P QC satisfies
To simplify our notation, we introduce
where
and Z = (z ij ). In this case, Y − yy T 0 ⇔ Z 0. Hence, the following basic set B contains P QC (in the submatrix of Z corresponding to Y ),
In order to express constraints on y in terms of Y , they have to be reformulated as quadratic conditions in y where we denote the product y 
Buchheim et al. [2009] showed that these equations (formulated in the {0, 1} model) describe the smallest linear subspace that contains P QC . To formulate MLCM as a semidefinite optimization problem in bivalent variables, we still need a symmetric matrix C of order ζ that is assigned to count the number of crossings for any given feasible ordering y. We will now discuss how to compute such a matrix. For all distinct pairs s < t ∈ V r and all distinct pairs u < v ∈ V r+1 , we consider the subgraph induced by these four vertices and have to distinguish four different situations.
(1) Let (s, v) , (t, u) , (s, u) , (t, v) ∈ E r . Independent of the order of {s, t} and {u, v}, there will be exactly one crossing in the subgraph induced by these vertices. Thus, we set C st,uv := 0 to reflect that the number of crossings is independent of the ordering of the vertices. Additionally, we increase a counter for unavoidable crossings ψ by one in this case. Let |{(s, v) , (t, u) } ∩ E r | < 2 and (s, u), (t, v) ∈ E r . Up to node relabeling, this situation is identical to the previous case, so we set C st,uv := −1.
We set all other entries in C to 0. In the general case, we will have crossing matrices C r for each layer r = 1, . . . , p − 1. We can, therefore, model MLCM by the cost matrix
where the C r , 1 ≤ r < p, have dimension
and are determined by the edge set E r , as just described.
Example 3.1. We now demonstrate this encoding scheme on a small example (bipartite) graph.
, and E 1 = {(1, 4), (1, 5), (1, 6), (2, 4), (2, 5), (2, 7), (3, 4), (3, 6)}.
The matrix C 1 is indexed row-wise by the pairs 12, 13, and 23. The columns are indexed by the pairs of elements from V 2 , that is, 45, 46, 47, 56, 57, and 67 . We set
The entries C 12,45 = 0, C 12,46 = 1, C 12,47 = −1, and C 13,47 = 0 fall into categories 1, 3, 4, and 2 above, respectively. Now let us formulate MLCM as a semidefinite optimization problem in bivalent variables. THEOREM 3.2. MLCM is equivalent to the problem z * = min { C, Z : Z ∈ I QC }, where
PROOF. This follows from the earlier discussion. Briefly recapitulating, we observe: Since y When we drop the integrality condition on y, we get the following basic semidefinite relaxation (SDP b ) for MLCM: min { C, Z : Z partitioned as in (9) and satisfies (11), Z ∈ B}.
(SDP b )
There are some obvious ways to tighten the relaxation (SDP b ). First, we observe that any outer product of a vector with only {−1, 1} entries satisfies so-called triangle inequalities-a special class of the hypermetric inequalities that were introduced by Deza [1960] (and later, independently by Kelly [1975] ) and studied in detail by Deza and Laurent [1992a, 1992b] ; triangle inequalities were, for example, also used for the max-cut polytope in Lovász and Schrijver [1991] , Sherali and Adams [1990] , and De Simone [1990] . Since Z is generated as the outer product of the vector 1 y , which is only allowed to hold {−1, 1} entries in the nonrelaxed SDP formulation, any feasible solution has to satisfy these constraints which can be written as the metric polytope
We note that this polytope is defined through 4
3 ) facets. The basic relaxation (SDP b ) can, therefore, be improved by additionally asking that Z ∈ M.
Another generic improvement was suggested by Lovász and Schrijver [1991] . Applied to our problem, their approach suggests multiplying the 3-cycle inequalities (7) 
There are overall 4 p i=1
) such inequalities, and we define LS := {Z : Z satisfies (14)}.
In summary, we get the following tractable relaxation of P QC , part of which (without the LS-cuts (14)) has been investigated by Buchheim et al. [2009] for bipartite crossing minimization problems, by Anjos and Vannelli [2008] for single-row layout problems, and, including (14), by Hungerländer and Rendl [2011] for general quadratic linear ordering problems. min { C, Z : Z partitioned as in (9) and satisfies (11),
Let ω denote the sum over the absolute values of the entries in C. Assume solving (SDP i ) yields some objective value z sdp . Then, ψ + 1 4 (ω + z sdp ) gives a lower bound on the minimum number of crossings.
2 In the aforementioned example, the sum over the absolute values ω is 26 and the number of unavoidable crossings ψ is 2. The solution of (SDP i ) z sdp = −26 yields a lower bound of 2.
We close this section by relating (SDP b ) (and, therefore, also (SDP i )) to the linear relaxation (LP) of MLCM. PROOF. First, it is not hard to verify that any Z feasible for (SDP b ) contains a vector y in its first column that satisfies the 3-cycle inequalities (7) on the layers. This follows 2 Intuitively, our SDP counts each crossing four times: By symmetry of the variable matrix, each crossingvariable appears twice. Each such variable is than either −1 or 1, that is, the value differs by 2 between the crossing and the noncrossing state. Formally put, we have to multiply ω + z sdp by 1/4 because a potential crossing of the edges (s, u), (t, v) 
The constraints (4) and (5) of the ILP formulation are thus equivalent to
on the SDP variables. These latter inequalities are special cases (namely, s = r + 1) of the general lifting (1 ± y r ij )(1 ± y s kl ) ≥ 0 that is embodied in (13).
Further Facets Used for Separation
We know from that
We first relate P C R (G) to P QC , and then we present various classes of facet-defining inequalities for P C R (G) and show that (SDP i ) contains them. For the former, we consider the lifting P * C R of P C R (G) by extending the variable vector c to incorporate all possible crossing variables, not only for vertex pairs of adjacent layers with associated costs unequal to 0. Formally, let I := {(i, j, k, l) | i < j and k < l and (i < k or (i = k and j < l))} and consider the constraints
for all (i, j, k, l) ∈ I. Taking the extended variable vector c (of length t), we define (2) and (16), (x, c) ∈ {0, 1} s+t }.
THEOREM 3.4. P C R (G) contains P * C R , when projected onto the common variables. P * C R and P QC describe the same polytope, modulo transformations (6) and (15).
PROOF. After using
to eliminate c ij,lk for i < j, k < l in P C R (G), it is obvious by comparison of the constraint sets of the polytopes that P C R (G) contains P * C R . Next, let us summarize the constraints of
It follows directly from the definition of P QC that (18), (21), and (22) hold for all elements in P QC in the {−1, 1} formulation. Further on, (19) and (20) hold for all elements in P QC in the {−1, 1} formulation due to validness of the triangle inequalities (13). For instance, we obtain (19) by using type 1 and type 4 of (13) −y We say a graph is a q-claw if it is a star S q (a tree with a central vertex adjacent to q vertices) where each edge got subdivided once. In our context, we only consider bi-leveled q-claws, that is, the claw's nodes lie on two adjacent levels: The degree-two nodes are on one level, while the other nodes are on the level above (or below) (see Figure 2 ) this gives rise to the lower and upper parts of a q-claw. Similarly, a dome path is a path of five nodes that alternates between two adjacent levels. Assume without loss of generality that the start and end vertex lies on the lower level. When explicitly labeling the three vertices on lower level, there are three possible dome paths (type A, B, and C; corresponding to the three different label permutations, up to mirroring) (see Figure 2 and Jünger et al. [1997] for more details).
PROPOSITION 3.6 ([JÜNGER ET AL. 1997]). Let C be a cycle and W q a bi-leveled q-claw in G. The following inequalities are valid for
Let T be the set consisting of all pairs of edges of a W 3 except those pairs of edges that are either both within the lower or the upper part of the 3-claw. The following inequalities are facet-defining for P C R (G): We prove this theorem through the following sequence of lemmas that deal with the stated constraints independently. LEMMA 3.8. (SDP i ) satisfies (23) and (25) due to (10) together with types 2, 3, and 4 of (13).
PROOF. For a cycle of length 4, the statement is trivial. Therefore, let us look at a cycle of length 6. Consider orderings i < j < k and l < m < n of the vertices and edges (k, m) , and (k, n). We write out the inequalities of types 2, 3, or 4 from (13) (15) and Equation (17) Analogously, we can deduce (25) for every cycle, regardless of length, as these facets only depend on the relative position of six vertices and can be deduced as the sum of two inequalities of (13). Summing over them and adding a trivial inequality yields (23) for any given cycle. LEMMA 3.9. (SDP i ) satisfies (26) and (24) for q = 3 due to (10) together with (13).
PROOF. Without loss of generality, suppose that orderings i < j < k and l < m < n < o of the vertices are given. Considering symmetry, we have to examine four different edge configurations.
-In the first case the edges (i, l), (i, m), ( j, l) , ( j, n) , (k, l) , and (k, o) are given. Adding one inequality of type 1 and three inequalities of type 2 of (13) -If vertex m has degree 3, we need types 2 and 4 of (13); if vertex n has degree 3, we need types 2 and 3 of (13); if vertex o has degree 3, we need types 1 and 3 of (13).
LEMMA 3.10. (SDP i ) satisfies (24) for even q due to (10) together with types 2, 3, and 4 of (13).
PROOF. Let us first take a look at 4-claws. Without loss of generality, suppose that orderings i < j < k < l and m < n < o < t < u of the vertices are given. Considering symmetry, we have to examine five different edge configurations.
-In the first case, the edges (i, m), 
we get the following inequality by pre-and postmultiplying the aforementioned matrix with the vector [1, 1 This is exactly (24) for q = 4 for the given 4-claw. -In the second case, n has degree 4, (28) is used with [−1, 1, 1, 1], and inequalities of types 2 and 4 of (13) are added. In the third case, o has degree 4, (28) is used with [−1, −1, 1, 1], and inequalities of types 2, 3 and 4 of (13) are added. In the fourth case, t has degree 4, (28) is used with [−1, −1, −1, 1], and inequalities of types 3 and 4 of (13) are added. In the fifth case, u has degree 4, (28) is used with [−1, −1, −1, −1], and inequalities of types 3 and 4 of (13) are added.
Analogously, (24) can be shown for any q ≥ 6 even. We just build the semidefinite submatrix of the vertices in the layer with q + 1 vertices and use it with a vector that starts with pos −1s, followed by a run of +1s, where pos + 1 is the position of the vertex of degree q in the layer with q + 1 vertices. Then, just adding the matching inequalities of (13) for every pair of vertices from the layer with q vertices, applying Equations (15) and (17), and finally adding the remaining crossing variables in form of a trivial inequality gives the respective q-claw.
LEMMA 3.11. (SDP i ) violates (24) for q ≥ 5 odd by (at most) 1/2 due to (10) together with types 2, 3, and 4 of (13).
PROOF. The argument is analogous to the previously described one for q even, except that for odd numbers the semidefinite submatrix used with the right vector gives an inequality that is 1/2 weaker than the associated clique inequality of size q. Converted to the number of crossings, this gives a (maximum) violation of 1/4. To avoid this violation, we have to add the associated clique inequality of size q. LEMMA 3.12. (SDP i ) satisfies (27) due to (10) together with (14) r=s (i.e., constraint (14) , where, r = s) and types 2, 3, and 4 of (13).
PROOF. Taking the right inequality of the first equation of (14), setting s = r, setting lm, respectively, to ij, jk, ik, and adding the resulting three inequalities, gives This is exactly the first inequality of (27). In an analogous way, the other five inequalities of (27) can be deduced. In detail, we use the left inequality of the second equation of (14) together with the second inequality of (13) to deduce the second inequality of (27). The right inequality of the first equation of (14) together with the fourth inequality of (13) gives the third inequality of (27). The left inequality of the first equation of (14) together with the left inequality of the second equation of (14) and the fourth inequality of (13) yields the fourth inequality of (27). The right inequality of the first equation of (14) together with the right inequality of the second equation of (14) and the third inequality of (13) gives the fifth inequality of (27). Finally, the left inequality of the first equation of (14) together with the third inequality of (13) yields the sixth inequality of (27). In summary, all of the inequality types considered in (SDP i ) are required to ensure facet-defining inequalities for P C R (G).
3 On the other hand, if we want an SDP relaxation that ensures more known facets of P C R (G) than (SDP i ), we have to consider additionally clique inequalities of size q ≥ 5 odd. We do not use them, as this would result in a far too expensive separation routine.
Also from a computational point of view, the added constraint classes (13) and (14) are very important. On the one hand, many triangle inequalities are (strongly) violated for the basic relaxation (SDP b ), and hence they reduce the gap significantly. On the other hand, relatively few LS-cuts (about one-tenth of the number of triangle inequalities) are violated for the basic relaxation (SDP b ), but nonetheless, they are essential to completely (and quickly) close the gap for many instances. For a further discussion of the computational effects of using various constraint classes and also for detailed numbers, we refer to Hungerländer [2011, Section 14.7] .
Solving (SDP i )
Looking at the constraint classes and their sizes in the relaxation (SDP i ), it should be clear that maintaining explicitly (
constraints is an unattractive option. Therefore, we consider an approach suggested by Fischer et al. [2006] and adapt it to our problem. Firstly, we only aim at maintaining the constraint Z ∈ B (i.e., Z 0∧diag(Z) = e) explicitly, which can be achieved with interior point methods. Herein, we use the primal-dual path-following interior point method applying predictor-correctorsteps, as, for example, described by Helmberg et al. [1996] .
All other constraints are dealt with through Lagrangian duality. For notational convenience, let us formally denote the 3-cycle equations (11) by e − A(Z) = 0. Similarly, we write M ∩ LS as e − D(Z) ≥ 0. We consider the partial Lagrangian dual defined through the Lagrangian
L(Z, λ, μ) := C, Z + λ (e − A(Z)) + μ (e − D(Z)).
The dual function is thus given by
It is not hard to verify that (SDP i ) has strictly feasible points, so strong duality holds and we can solve the relaxation through
is well known to be convex but nonsmooth. The primal optimum Z of this semidefinite program also yields an element of the subdifferential of f . Our goal is to use this subgradient information to generate a feasible point (λ, μ) with a value close to z SDP with a small or limited number of function evaluations. To achieve this goal, we use the bundle method (see Hiriart-Urruty and Lemarechal [1993] for a comprehensive survey). The bundle method iteratively evalutes f at some trial points and uses subgradient information to obtain new iterates. For a given feasible point (λ, μ), the evaluation of f (λ, μ) amounts to solving a problem over B.
Recall that the initially very structured cost matrix (containing only nonzero entries for ordering variables at adjacent levels) becomes denser due to the Lagrange scheme. Table I shows average computation times for solving SDPs with random cost matrices over B on an Intel Xeon 5160 processor with 3GHz (see Section 4 for machine details). It turns out that the standard deviation is rather negligible and the matrix dimension is really the (nearly) lone influencing factor.
In fact, these evaluations (optimizations over B) constitute the computational bottleneck, as they are responsible for over 95% of the required running time. From a theoretical point of view, the bundle method generates a sequence of iterates (λ k , μ k ) that converge to an optimal solution of MLCM. Yet, as this asymptotic may be slow, we limit the number of function evaluations to control the overall computational effort. Experimentally, we found that after 1,500 evaluations a good balance between time and quality is achieved (see Section 4).
Since inactive inequalities have no influence on f (the corresponding Lagrange multiplier is zero), we concentrate on identifying those inequalities that are likely to be active at the optimum. Thus, the actual set of constraints dualized will change during the iterations of the bundle method. We follow the approach discussed in Fischer et al. [2006] to add and drop constraints on the fly, and refer the reader to this article for further details.
Upper Bound Computation
Standard heuristics and also some metaheuristics perform quite poorly for MLCMinstances of sizes of our interest Martí and Laguna 2003] . Therefore, we apply a heuristic that exploits information obtained during the bundle method in the following way. Initially, we consider a vector x that encodes a feasible, random ordering on all layers. The algorithm stops after 1,000 executions 4 of Step 2; x is then the heuristic solution. If the duality gap is not closed after the heuristic, we continue with further bundle iterations and then retry the heuristic (retaining the last vector x ).
(1) Let X be the current primal fractional solution of (SDP i ) obtained by the bundle method. Compute the convex combination R := λ(x x ) + (1 − λ)X , using some random λ ∈ [0.3, 0.7]. Compute the Cholesky decomposition DD of R. (2) Apply the hyperplane rounding by Goemans and Williamson [1995] to D and obtain a −1/+1 vector x (see Rendl et al. [2010] ). (3) Compute the induced crossing number z(x). If z(x) ≥ z(x ), go to Step 2. (4) If x satisfies all 3-cycle inequalities, set x := x and go to Step 2. Else, modify x by changing the signs of one of three variables in each violated inequality and go to
Step 3. 
COMPUTATIONAL EXPERIENCE
Due to licensing issues and overall CPU time, we conducted our experiments on two different machines. See the following text for a discussion why this does not invalidate our findings. All SDP computations where conducted on an Intel Xeon E5160 (Dual-Core) with 24GB RAM, running Debian 5.0. The algorithm itself runs on top of MatLab 7.7. For comparison, we also considered an ILP implementation using branch-and-cut (along the lines of ) that was newly written by the authors. The 3-cycle inequalities are separated on the fly, instead of adding all of them initially. We do not specifically separate further inequalities such as those described in Proposition 3.6: It was observed by Healy and Kuusik [1999b] that even though the number of branch-and-bound nodes decreases, the additional effort needed to identify violated constraints-even of the simple cycle types (23) and (25)-leads to overall increased running times. We also evaluated the ILP variant without separation, that is, we compute the full ILP directly containing all 3-cycle inequalities already initially. As this approach resulted in clearly worse running times, we only report on the results of the code with separation. These experiments were conducted on an Intel Xeon E5520 (Dual-CPU, Quad-Core) with 72GB RAM, running Debian 6.0. The C++ code uses CPLEX 12.1 (with default settings) as a branch-and-cut framework.
Notice that both the second machine as well as the implementation language C++ and the highly tuned commercial (I)LP solver can be expected to be faster than their SDP counterparts. Here, we are not so much interested in the exact running times, but in the order of magnitude. Not only can we assume that our setting can achieve such a comparison, we will in fact see that the SDP approach outperforms the ILP approach despite this setting. We ran each algorithm in 32-bit mode, effectively restricting it to 2GB RAM.
We restrict the SDP approach to 1,500 function evaluations of f (λ, μ), as the convergence process of the bundle method usually slows down before that point, independent of problem size ζ . After every fifth function evaluation, we search for newly violated constraints at our current primal point. We add all constraints with violation > 0.001 to the bundle and additionally remove constraints with relatively speaking small associated Lagrangian multipliers (λ i < 0.01 · λ mean ). A further critical operation is the first-time initialization of the dual variables, where we choose the initial λ i as " 2·initial duality gap total constraint violation 2 · violation of constraint i." This choice guarantees that the size of the dual multipliers is related to relative violation of the constraints and the magnitude of the problem; the factor of 2 further fine-tunes our choice and was obtained by experiments.
Graphs with Varying Densities
We argued that the LP-gap becomes too large for dense instances, in order to allow practically efficient ILP methods to succeed in such cases; this argument is supported by the known results for two-layer crossing minimization [Buchheim et al. 2009 ]. Hence, we start out with considering a synthetic benchmark where we have control over this density parameter. We generated a set of instances having p ∈ {2, . . . , 20} layers and n ∈ {8, . . . , 25} vertices on each layer. For each combination of p and n, we consider random instances with densities d ∈ {0.1, 0.2, . . . , 0.9}, that is, with dn 2 edges per layer, where each potential edge has equal probability of being selected. For each triple ( p, n, d), we report the average over 10 generated instances. Table II summarizes our results. The average standard deviation with regard to the given averages was roughly 30% for each parameter setting. We restricted the ILP approach to 1 hour of computation per instance. We observe that the solved instances always require less than 1 minute (except for four instances with 24, 6, 3, and 1.5 minutes, respectively); for the unsolved instances, the gaps are still very large after 1 hour and progress stagnates.
Unsurprisingly, we observe that the graph density is relatively unimportant for the SDP; while very sparse and dense graphs allow the SDP to find solutions quickly, even most of the instances with a more complicated cost structure (d ≈ 0.5) can be solved within an hour. On the other hand, the ILP approach is applicable only to very sparse graphs: It can solve all instances with d = 0.1. In these cases, it is an order of magnitude faster than the SDP. Yet, it solves not a single instance with d ≥ 0.2 within 1 hour.
Regarding the two-level case, we note that a similar approach by Buchheim et al.
[2009] using a weaker SDP relaxation 5 was unable to solve some of the instances with n = 18 nodes per layer. The ILP approach suggested by Healy and Kuusik [1999a] considered 10 random instances with p = 8, n = 12, d = 0.109. We also tested the only instance of these still available, observing equivalent behavior to our random instances.
Real-World Graphs
Motivated by the aforementioned results, we now turn our attention to commonly used benchmark sets in the area of graph drawing, where the considered graphs are relatively sparse, and investigate our algorithm more deeply. Both instance sets described in the following text are said to be at least similar to real-world instances; to our knowledge, this is the first time that these instances are tackled in the context of any exact multi-level crossing minimization.
Rome Graphs. The Rome graphs, originally proposed by Di Battista et al. [1997] , were obtained from a basic set of 112 real-world graphs. The collection contains 11,528 instances with 10 to 100 vertices and 9 to 158 edges and, although originally undirected, can be unambiguously interpreted as directed acyclic graphs, as proposed by Eiglsperger et al. [2003] . Traditionally, the graphs are usually considered sorted by their number of nodes.
North DAGs. The North DAGs were introduced in an experimental comparison of algorithms for drawing DAGs by Di Battista et al. [2000] . The benchmark set contains 1,158 DAGs collected by Stephen North that were slightly modified by Di Battista et al. The graphs are grouped into nine sets, where set i contains graphs with 10i to 10i + 9 arcs for i = 1, . . . , 9. Therefore, the graphs are usually considered sorted by their number of edges.
Both instance sets contain regular graphs, which are not proper level graphs. As they have been regularly used as benchmarks for Sugiyama style drawings, we consider two different leveling approaches.
GKNV. As indicated in the introduction, the first step of the traditional Sugiyama approach is to level the given graph. There are multiple strategies to decide on a leveling; in these experiments, we consider the optimal LP-based algorithm by Gansner et al. [1993] . In this context, we can also evaluate traditional multi-level crossing minimization strategies, see the following text.
UPL. Recent algorithms have combined the first and the second step of Sugiyama's framework (or, inverted their order) to obtain an upward planarization algorithm [Chimani et al. 2010a] . Thereby, a planarization P with few crossings is computed without the need for levels. Only afterwards, P is fitted into the smallest leveling Fig. 3 . Correlation between original graph size and ζ , for the Rome graphs and North DAGs and the considered layerings obtained by GKNV and UPL. Each dot denotes the dimension of at least one instance of the specified graph size.
allowing the specified crossing configuration [Chimani et al. 2010b] , in order to be applicable for Sugiyama's third step. We will also consider the leveling obtained by this approach, as it allows a much smaller number of crossings in practice. Due to the process of how the leveling is obtained, one would guess that the crossing number achieved by UPL is at least near-optimal with regard to the obtained leveling.
Results. Recall that the matrix dimension ζ does not only depend on the original number of vertices (or edges), but on the derived proper level graph, that is, also on the number of artificial vertices and the vertex distribution over a number of layers. Hence, the algorithm will be mostly dependent on ζ rather than the original size. Figure 3 shows the dependency between these different metrics. We calculated all graphs with ζ < 900 for the Rome instances and all graphs with ζ < 1,500 for the North instances 6 and summarize the results in Table III . Our benchmark instances, except for very small graphs, are all sparse: The average density of the considered instances with ζ > 300 is 0.10, 0.11, 0.12, and 0.12 for the combinations Rome-GKNV, Rome-UPL, North-GKNV, and North-UPL, respectively. For the ILP approach, we applied a time limit of 4 hours for each instance with ζ < 900, and 16 hours for 900 ≤ ζ <1,500. These ILP time limits were chosen such that the SDP approach always clearly finished its (at most) 1,500 function evaluations within that time, that is, the ILP approach has at least as much CPU time as the SDP approach. Furthermore, experiments with longer runs show that instances unsolved by the ILP after this time limit are very unlikely to ever terminate within any reasonable amount of time. The results are split into four categories: whether SDP found a proven optimal solution ("optimal" vs. "not optimal"), and whether this solution was better than the one from the respective heuristic ("improved"="imp" vs. "not improved"="ni"), see benchmark description. "#" denotes the number of instances, "cr (std)" reports mean and standard deviation of the optimal crossing numbers, "diff (max)" gives the average and maximal difference between the optimal and the heuristic solution. t lb and t ub give the average time (in seconds) to compute the lower bound (via the relaxation (SDP i )) and the upper bound (via the rounding heuristic described in Subsection 3.4), respectively. We also give the number of instances not solved to optimality by the ILP approach ("not opt")
as well as the average solution time over the other instances. Table IV . Results for Polytopes and Further Known Instances Cube3(4) denotes a 3(4)-dimensional cube. z * gives the optimal objective value (or final lower and upper bound), and t lb , t ub the time for the lower and upper bound, respectively. ILP-time gives the time of the ILP approach; when the process terminated due to insufficient memory (2GB restriction due to 32bit), we give the respective time up to this point and the final lower and upper bound. Due to its complexity, we only computed 50 function evaluations of f (λ, μ) for soccer ball. The last column gives the reported running time in the cited paper to obtain the optimal solution (or TO = timeout). All times are given in seconds or as h:min:sec. " [J] " and " [G] " represent and [Gange et al. 2010] , respectively. ( * ) See Figure 5( Table III summarizes our experiments. The first and most surprising result is that both approaches are very successful even for the large real-world instances, as only few instances remain unsolved by either of these approaches; this was not necessarily expected given the previous studies in literature. In accordance with our finding with the random graphs, we observe that the ILP is usually faster. Yet, we also observe that the SDP is stronger with respect to overall solvability: It solves all instances except for two North-GKNV instances; the ILP approach fails for 21 graphs, including the aforementioned 2. When both algorithms fail, the SDP approach obtained tighter pairs of upper/lower bounds: 498/518 and 853/854, in contrast to the ILP's 418/499 and 336/854. We conclude that for sparse graphs one should usually try the ILP first; when it fails to prove an optimal solution within reasonable time, the SDP approach has a good chance of succeeding on these hard instances.
Analyzing the distinct benchmark sets, we observe that the traditional leveling and crossing minimization heuristics leave plenty of room for improvement when considering the minimum number of crossings. In contrast to this, the graphs leveled by the UPL approach only allow much smaller improvements. In fact, they show that the upward planarization approach by Chimani et al. [2010a] gives near-optimal solutions (with regard to the leveling it generated). We also observe that the fact that UPL produces more, but smaller, levels, and requires fewer crossings, is beneficial for both exact approaches: They solve all UPL instances, while the GKNV instances are harder.
Polytopes and Further Instances from Literature
We further extend our experimental study by looking at other instances of interest. Often, one considers the graphs modeling the incidence relation between faces (corner, edge, 2D-face,...) of an (LP-)polytope, and hence we are interested in drawing them within a Sugiyama framework. These graphs are denser than most common real-world graph instances, for example, arising in software engineering diagrams. Table IV shows that we can solve such instances as long as the dimension of our matrix is within reasonable bounds. We observe that the SDP approach is clearly beneficial over the ILP. Even for polytope-based instances that cannot be solved to optimality by either approach, the bounds obtained by the SDP are clearly stronger.
We also considered the instances from the Graphviz gallery [Graphviz 2010] as suggested recently by Gange et al. [2010] . We only report on the nontrivial instances. We observe that our ILP implementation gives comparable running times to those of Gange et al. [2010] . Thereby, our approach is much simpler, since it does not require additional constructions like the vertex-exchange graph to deduce further constraints. This observation validates the finding by Healy and Kuusik [1999a] , which already suggested that additional separation routines need not pay off in practice. Finally, we report on the traditional real-world instances MS88 [May and Szkatula 1988] and SM96 [Shieh and McCreary 1996] . For the latter, the prior publications only considered a subgraph consisting of three layers, due to the graph's complexity. For the first time, we also report optimal results for the full graph, as illustrated in Figure 4 . Again, we can observe that the SDP approach is beneficial when considering the more complex instances.
Quality of Bounds
Finally, we want to take a closer look at the quality of the achieved lower and upper bounds. First, we are interested in how these bounds develop over time, as illustrated in Figure 5 . In the SDP approach, the best-known upper bound is typically found in the first few iterations and often turns out to be optimal in the end. The SDP lower bound improves quickly in the beginning; its progress slows down relatively smoothly. Thus, when stopping the approach at some point, it is quite easy to assess the further gap improvement that could be achieved. When the SDP approach cannot close the gap, we assume that this is usually due to the quality of the lower bound relaxation. For the ILP, on the other hand, the pure LP relaxation only gives a weak lower bound: Progress is made only via branching. Also, the ILP upper bound (obtained via a rounding strategy, namely CPLEX' feasibility pump implementation) becomes a good (or optimal) solution only later during the algorithm's run. While the SDP nearly closes the gap of "SM96-full" after one-fifth of its running time, the ILP achieves the same quality of bounds only in the last tenth of its run. This is another argument that shows why the SDP approach is more appropriate to provide good bounds for instances that cannot be solved to optimality, such as the "Soccer ball" instance. When using the ILP, both the lower and the upper bound stagnate very far off the optimum, despite the fact that we generate large branch-and-bound trees.
To close our practical investigation, we examine the SDP upper bound heuristic in more detail. We are interested in the importance of the repair strategy (Step 4, else-block) as for n objects there exist n! orderings but 2 ( n 2 ) −1/+1 vectors. We use the quite diverse instances from Section 4.3 as our test set. Table V shows that most of the time the hyperplane rounding already produces orderings and thus also the best −1/+1 vector found is an ordering (except for the "profile" instance). When we generate a −1/+1 vector that does not represent an ordering, only few repair steps are needed. Therefore, the quite naïve repair strategy is not a critical nor a time-consuming component of the upper bound heuristic.
CONCLUSIONS
We presented an new approach, based on SDP, to tackle the MLCM problem. Based thereon, we conducted a systematic investigation and comparison of different exact approaches. We demonstrated that our semidefinite relaxation provides significantly Table V . Analysis of the Importance of the Repair Strategy m * gives the objective value of the best found −1/+1 vector, thus m * ≤ z * . "no rep" gives the number of trials for which the −1/+1 vector obtained by GoemansWilliamson hyperplane rounding already represents a feasible ordering of the nodes on the layers; inversely, "rep" counts how often a −1/+1 vector was encountered that did not represent an ordering. Considering the latter, "rep steps" gives the average number of repair steps needed to fix such a −1/+1 vector that does not represent an ordering. tighter lower bounds than the usual linear programming relaxation. Although computing the new relaxation is more time consuming, our experiments demonstrate that it pays off in practice. As the SDP approach is relatively independent on the graph's density, it is not surprising that it clearly dominates the ILP approach on dense graphs. Yet, we also showed that the SDP approach is beneficial on sparse, real-world benchmark sets. Gange et al. [2010] suggested a SAT-based approach and compared it to a reimplementation of [Healy and Kuusik 1999a] . They concluded that the ILP dominates the SAT-based alternative. Their experimental performance of the ILP, performed on a comparable PC (Intel Xeon X5472), shows analogous results to our ILP implementation: This can be seen when comparing the running times for the Graphviz instances, as proposed in their paper. The random graphs considered in their paper have 7-10 vertices per level and 3-10 levels.
Although not necessary in our experiments, we want to note that the SDP approach could be combined with a branch-and-bound scheme to guarantee an optimal solution upon termination, even when the SDP lower bound does not induce the optimum. Furthermore, (SDP i ) could be further tightened by adding pentagonal inequalities or products of different 3-cycle inequalities, for further details see Hungerländer [2011] . It could further be worthwhile to generalize the ILP of Buchheim et al. [2009] , which exploits the fact that the crossing polytope is a face of the cut polytope, to MLCM.
In the course of developing the SDP algorithm, we also obtained a seemingly strong SDP-based upper bound heuristic. This heuristic never resulted in worse solutions than traditionally used heuristics, often improving their solutions to optimality. Even on the leveling that was specifically chosen so that the solution by the (originally layer-free) upward-planarization heuristic can be realized, the SDP was regularly able to find even better solutions. This allowed us to prove many optimal solutions in conjunction with the tight SDP lower bound. We think that this new heuristic itself, being very fast to compute, is already a promising new tool to obtain good solutions even for instances that are too large for the full SDP approach. Although beyond the scope of this study, it would be interesting to further compare it to other, more involved (meta-)heuristics such as Martí and Laguna [2003] .
