In this paper, we study convex optimization problems where agents of a network cooperatively minimize the global objective function which consists of multiple local objective functions. Different from most of the existing works, the local objective function of each agent is presented as the average of finite instantaneous functions. The intention of this work is to solve large-scale optimization problems where the local objective function is complicated and numerous. Integrating the gradient tracking algorithm with stochastic averaging gradient technology, we propose a novel distributed stochastic gradient tracking (termed as S-DIGing) algorithm. At each time instant, only one randomly selected gradient of a instantaneous function is computed and applied to approximate the gradient of local objection function. Based on a primal-dual interpretation of the S-DIGing algorithm, we show that the S-DIGing algorithm linearly converges to the global optimal solution when stepsize lies in an explicit internal under the assumptions that the instantaneous functions are strongly convex and have Lipschitzcontinuous gradient. Numerical experiments on the logistic regression problem are presented to demonstrate the practicability of the algorithm and correctness of the theoretical results.
I. INTRODUCTION
With the emergence of applications in the fields of smartgrid, machine learning and cloud computing, distributed optimization theory and application have received extensive attention, and gradually penetrated into many aspects of scientific research, engineering applications and social life [1] - [4] . A great number of scholars have poured into the research field of distributed optimization. Unlike the traditional centralized optimization problem, the concept of distributed optimization problem is that multiple agents in a network work together to minimize the global objective functionf (x) = m i=1 f i (x) in which f i is only known by agent i. Each agent computes the local information of itself and sends the results to their neighbor agents.
In the existing literature, researches on distributed optimization algorithms are mainly based on Newton's method, (sub)gradient descent method and Lagrangian method. Comparing with the other two methods, the (sub)gradient descent
The work described in this paper is supported in part by the National Natural Science Foundation of China under Grant method is comparably simple, where each agent calculates the (sub)gradient of the local objective function and moves the estimation along the negative direction of the (sub)gradient [5] . Based on (sub)gradient method, Liu et al. [6] prove that the estimations can converge to a global optimal solution with convergence rate O(1/k) provide that the step-size satisfies some conditions and global objective function is strongly convex. In order to further improve the convergence rate, Nedic et al. [7] combine the distributed inexact gradient method with the gradient tracking technique to introduce the DIGing algorithm. Employing doubly stochastic mixing matrices and a fixed step-size, the DIGing algorithm can converge at a linear rate as long as the step-size do not exceed some upper bound. More classical results about (sub)gradient method can be found in [8] - [10] . Unlike the (sub)gradient descent method, algorithms based on the Newton's method usually have faster convergence rates but more expensive computation costs. These algorithms use the local first-order and second-order partial derivative information to estimate the trait of the global objective function, and obtain the global optimal solution of the global objective function [11] , [12] . Since the Newton's method requires high computation cost, the quasi-Newton method with less computational cost is proposed. The essential idea of the quasi-Newton method is to avoid the defect solving the inverse of the complex Hessian matrix each time instant. It employs a positive definite matrix to approximate the inverse of the Hessian matrix, which simplifies the computational complexity [13] , [14] . The Lagrange multiplier method is mainly used to solve the constrained optimization problem. The basic idea is to transform constrained optimization problems with m variables and d constraints into unconstrained optimization problems with m + d variables by introducing Lagrange multipliers. A typical example is the decentralized alternating direction method of multipliers (ADMM) [15] , based on which many distributed algorithms are presented [16] , [17] . Distributed ADMM shows a linear convergence rate for strongly convex functions with a fixed step-size, but suffers from heavy computation burden because each agent has to optimize its local objective function at each iteration. To reduce computation cost, the exact first-order algorithm [18] is proposed, which is essentially first-order approximations of distributed ADMM.
In distributed settings, all of the aforementioned algorithms require the computationally costly evaluation of the local gradient ∇f i (x) when the local objective function f i (x) is complicated and numerous. This cost can be avoided by stochastic decentralized algorithms that reduce computational cost of iterations by substituting all local gradients with their stochastic approximations [19] . The DSA algorithm proposed in [20] combines the EXTRA algorithm and the stochastic gradient technique to save computation cost without compromising convergence. Under strongly convex and Lipschitz continuous conditions, the DSA algorithm can also achieve a linear convergence rate with a fixed step-size. Inspired by the DSA algorithm, an augmented Lagrange stochastic gradient algorithm is presented to address the distributed optimization problem, which combines the factorization of weighted Laplacian and local unbiased stochastic averaging gradient methods [21] . Xin et al. extend the AB algorithm [22] to a novel distributed stochastic gradient algorithm, called S-AB, where each agent uses an auxiliary variable to asymptotically track the gradient of the global cost in expectation [23] . Employing row-and column-stochastic weights simultaneously, the S-AB algorithm converges to a neighborhood of the global optimal solution with a linear convergence rate. Using Hessian information, a linear algorithm, called Stochastic Unbiased Curvature-aided Gradient (SUCAG), is introduced in [24] . When the initialization point is sufficiently close to the optimal solution, the established convergence rate in the SUCAG algorithm is only dependent on the condition number of the problem, making it strictly faster than the known rate for the SAGA algorithm [25] .
In this work, we introduce a novel distributed optimization algorithm by integrating the gradient tacking and stochastic gradient technologies into gradient descent method [9] , [25] . The S-DIGing algorithm 1 is based on the combination of the DIGing algorithm [9] and the unbiased stochastic gradients introduced in [25] . But in this paper we propose a new analytical framework, which is completely different from [9] and simplify the theoretical analysis. Specifically, we iteratively rewrite the S-DIGing algorithm into a general form and let the accumulation estimate be a dual variable to obtain a primaldual algorithm which is equivalent to the original algorithm. We now summarize the main contributions:
(1) The relationship and transformation process between gradient tracking algorithm and primal-dual algorithm are analyzed in detail in this paper. (2) We establish a global linear convergence rate for smooth and strongly-convex instantaneous functions when the fixed step-size is positive and do not exceed some explicit upper bound. (3) Using the unbiased stochastic gradient of local objective function instead of the standard gradient, the S-DIGing algorithm significantly reduces the complexity and the computation cost, which means the algorithm can perform well in large-scale problems. (4) We cast a novel analytical framework that makes it easier to analyze the conditions of convergence and con- 1 Notice that the essence of the proposed algorithm is a combination of the algorithm in [26] and the method in [25] . As we finished the paper, we realize that a recent work [26] is similar to this one. It is worth noticing that the analysis method, i.e., Lyapunov method, employed in this paper is significantly different from the matrix contraction argument used in [26] . In order to emphasize the contribution of this paper and the difference from [26] , the algorithm in this paper is called as S-DIGing. Moreover, the desired results are achieved independently, and the obtained range of the fixed step-sizes and the linear convergence rate are also unlike from [26] .
vergence rates of algorithms. The relationship between convergence rate and step-size, system parameters and network structure is given in this paper. (5) Comparing with the S-AB algorithm [23] , the S-DIGing algorithm can exactly converge to the global optimal solution instead of the neighborhood of the global optimal solution. We now organize the rest of the paper. Section II formulates the optimization problem, states the network model and provides some necessary assumptions. Unbiased stochastic averaging gradient and the algorithm are proposed in Section III. We present the convergence analysis in Section IV. In order to experimentally verify the results of this paper, we provide simulation results of the proposed algorithm in Section V. Finally, we summarize the paper and envision future research in Section VI.
Notations
All vectors throughout the paper default to column vectors. We write x T and A T to denote the transpose of a vector x and a matrix A, respectively. For a matrix A, we denote its (i, j)-th element by A ij . We use · for both vectors and matrices, in the former case, · represents the Euclidean norm whereas in the latter case it is the spectral norm. The notation 1 n represents the n-dimensional vector of ones and I represents the identity matrix with proper dimensions. For a vector x, we use x G to denote the G-norm of x, i.e.,
where G is a positive semi-definite matrix. We denote by ρ 1 (A) ≤ ρ 2 (A) ≤ · · · ≤ ρ m (A) the eigenvalues of a real symmetric matrix A ∈ R m×m . A nonnegative vector is called stochastic if the sum of its elements equals to one. A nonnegative square matrix is called row-(column-) stochastic if its rows (columns) are stochastic vectors, respectively.
II. PROBLEM DEFINITION

A. Problem Formulation
Consider a network containing m agents, all agents aims at cooperatively solving the optimization problem as follows:
where agent i possesses exclusive knowledge of its local objective function f i . The goal is to seek the global optimal solutioñ x * ∈ R n to the global objective function via only local computations and communication among agents. However, we note that problem (1) is not an objective function that can be directly solved by distributed algorithms. Let m agents be connected over an undirected graph, G = (V, E, W), where V = {1, . . . , m} is the set of agents, E ⊆ V × V is the collection of edges, and W = [w ij ] ∈ R m×m indicates the weighted adjacency matrix where the weight w ij associated with edge (i, j) satisfies: w ij > 0 if (i, j) ∈ E; and w ij = 0, otherwise. We assume that (i, i) ∈ E and set w ii = 1 − m j=1,j =i w ij > 0. Two agents i and j can only communicate directly with each other if the edge (i, j) ∈ E.
Then, we equivalently reformulate the optimization problem (1) as follows:
R is known only to agent i. Therefore, the global optimal solution, x * ∈ R mn , to problem (2) is equal to 1 m ⊗x * .
Assumption 1. The graph, G, is undirected and connected.
Each instantaneous function f h i is strongly convex and has Lipschitz continuous gradient, i.e., for all a, b ∈ R n , we have
and
B. Problems of Interest
Problems of particular interest are those involving lots of miscellaneous local objective function in which exact calculation of the gradients are impossible or computationally intractable. Here we provide two such examples:
1) Logistic Regression: Taking the logistic regression commonly used in machine learning as an example, the purpose of us is to predict the probability that the dependent variable l i,h is +1. The probability can be computed as P (
It follows from this model that the regularized maximum log likelihood estimate of the classifier x given the training samples (c i,h , l i,h ) for h = 1, . . . , q i and i = 1, . . . , m is the optimal solution of the optimization problem
where the regularization term λ 2 x 2 is added to reduce overfitting to the training set.
2) Source Localization: Estimating the location of an acoustic source is an important problem in both environment and military [27] . In this problem, an acoustic source is positioned at an unknown location,x, in a sensor field. We use an isotropic energy propagation model for the h-th received signal strength measurement at each agent i ∈ V:
where a > 0 is a constant and r i ∈ R n is the location of agent i relative to a fixed reference point. The exponent θ ≥ 1 describes the attenuation characteristic of the medium through which the acoustic signal propagates, and υ i,h are i.i.d. samples of a zero-mean Gaussian noise process with variance σ 2 . A maximum likelihood estimate for the source's location is found by solving
III. DISTRIBUTED ALGORITHM
A. Review of Gradient Tracking Algorithm
We now review the gradient tracking (DIGing) algorithm [7] detailed as follows:
where α is the fixes step-size. At each time instant k, agent i ∈ V maintains two variables, x i k , y i k ∈ R n , initialized with arbitrary x i 0 = 0 and y i 0 = ∇f i x i 0 . The update of x i k at agent i is classically gradient descent, and where the descent direction is given by an estimate of the global gradient, y i k , instead of the local gradient, ∇f i x i k . The update of y i k at agent i tracks the global gradient and is based off of weight matrix.
For the convenience of analysis, the variables x k and y k collect the local variables x i k and y i k in a vector form, respectively, and ∇F (
Algorithm (5) can be equivalently rewritten as:
where W = (W ⊗ I), x 0 = 0 and y 0 = ∇F (x 0 ).
B. Unbiased Stochastic Averaging Gradient
Recall that the definitions of the local function f i (x i ) and the instantaneous functions f h i (x i ) available at agent i, the implementation of gradient tracking algorithm requires that each agent i computes the full gradient of its all instantaneous functions f h i at x i k as
This is computationally expensive especially when the number of instantaneous functions q i is large. We utilize a localized SAGA technology to solve this issue. An unbiased stochastic averaging gradient is employed to substituted the costly full gradient computation. It approximates the gradient f i (x i k ) of agent i at time instant k by randomly choosing one of the instantaneous functions gradients
. . , q i } denote a function index that we choose at time instant k on agent i uniformly at random. For agent i, the update z i,h k+2 can be presented as follows:
. . , q i . Then, we define the stochastic averaging gradient at agent i as
Letting F k measure the history of the system up until time instant k, we have E g i k F k = ∇f i x i k which means that the stochastic averaging gradient is unbiased. 
Using the update in (9), we can update the sum qi h=0 ∇f h i (z i,h k ) required for (8) in a computationally efficient manner.
C. Stochastic Gradient Tracking Algorithm
To solve problem (2) in a computation-efficient way, we propose a stochastic gradient tracking (S-DIGing) algorithm as shown in Algorithm 1 by combining the gradient tracking algorithm with unbiased stochastic averaging gradients technology. Compute and store g i k+1 as (8) 8:
Update variable y i k+1 as
: Set k → k + 1 and go to Step 3 until certain stopping criterion is satisfied, e.g., maximum number of iterations.
Algorithm 1 can be equivalently rewritten as the following matrix-vector form:
where x 0 = 0, y 0 = g 0 and g k = g 1 k T , . . . , (g m k )
T T .
D. Primal-Dual Interpretation of S-DIGing
Considering problem (2), the constraints x i = x j ,∀ (i, j) ∈ E, can be equivalently written as the matrix-vector form of (L ⊗ I)x = 0, whereL = [l ij ] ∈ R m×m is a matrix satisfying l ij = −w ij for i = j and l ij = 1 − w ij for i = j. Letting L = (L ⊗ I), the augmented Lagrange function is constructed as follows:
where λ is the Lagrange multiplier and α > 0. Thus, the constrained optimization problem (2) can be transformed into a saddle point finding problem. Considering the partial
we describe the classical primaldual algorithm solving problem (2) as follows:
which is equal to
where x 0 = 0, λ 0 = 0 and α is the step-size. It can be found that the x k -update at each agent is essentially gradient descent and the λ k -update at each agent is gradient ascent. Then, we show that how the S-DIGing algorithm (10) is related to the primal-dual algorithm (11) . Rewriting algorithm (10) as a recursive form of x, we get, ∀k ≥ 1
Since x 0 = 0 and x 1 = W x 0 − αg 0 , subtracting x k from both sides of (12), we obtain, for all k ≥ 1,
Adding the first update x 1 = W x 0 − αg 0 to the subsequent updates following the formulas of (
given by (13) and applying telescopic cancellation, we have
Letting U = I − W > 0, we rewrite (14) as
Defining λ k = k s=0 U x s , Eq. (15) is equal to
where L = U = I − W , x 0 = 0 and λ 0 = 0. It can be found that the algorithm (16) is completely equivalent to the stochastic gradient form of the primal-dual algorithm with x 0 = 0 and λ 0 = 0.
IV. CONVERGENCE ANALYSIS
In this section, we show the convergence analysis process of Algorithm 1.
Next, we state an upper bound for the third term of the right hand side of (17).
Lemma 1.
Consider the algorithm in (16) and let Assumptions 1 and 2 hold. For all k ≥ 0, we have
where η > 0 and 0 < φ < 2µ.
By subtracting α∇F (x * ) from the both sides of (18) and considering the fact α∇F (x * ) = −Lλ * , one has
Multiplying both sides of (19) by 2(x k+1 − x * ) T , we obtain
Next, we establish an upper bound of the third term of the right hand side of Eq. (20) . Using the basic inequality: 2a
where η > 0 and 0 < φ < 2µ. The proof is completed.
Combining Lemma 1 and (17), it follows
In order to process the right hand of (22), we introduce two important supporting lemmas.
Lemma 2 ( [20]
). If Assumptions 1 and 2 hold true, the squared norm of the difference between the stochastic averaging gradient g k and the optimal gradient ∇F (x * ) in expectation is bounded above by 
Lemma 4. Suppose Assumptions 1 and 2 hold. For all k ≥ 0, we have
Proof. Taking the full conditional expectation of Eq. (22) and using Lemma 2 to deal with the upper bound of E g k − ∇F (x * ) 2 F k , it can be verified that
Adding both sides of (23) with c (E [ p k+1 | F k ] − p k ), c > 0, and using Lemma 3, we get
where Q > 0 and 0 < γ < 1, on the both sides of (24) . The proof is completed. 
The proof of Lemma 5 (ii) is completed Theorem 1. Consider the algorithm in (16) and let the required conditions in Lemmas 1-5 be satisfied. If the parameters η and c satisfy 26) and the step-size α is selected from the interval
where 0 < φ < 2µ, e > 1 and d > 1, the global variable, x k , generated by Algorithm 1 almost surely converges to x * with a linear convergence rate
γQ + cp k , the global variables, x k , generated by Algorithm 1 almost surely converges to the global optimal solution x * with a linear convergence rate O((1 + δ) −k ) if there exist a positive δ
Next, we study the quantitative description of the convergence rate δ which ensures a linear convergence rate of the S-DIGing algorithm.
Using Lemma 3 and Assumption 2, we get
Then, a sufficient condition for Eq. (28) to be held is
Observing the above inequality, we find that there is only δ λ k+1 − λ * 2 on the left side, thus it is difficult to directly analyze the conditions which make the inequality held. Thus we establish an upper bound of the left hand of (30) which is lower than the right hand of (30). To this end, we use Eq. (19) and the basic inequality:
where e > 1 and d > 1.
Computing the conditional expectation on F k and using Lemma 2, we have
Note that the expectations E x k − x * 2 F k = x k − x * 2 and E [ p k | F k ] = p k due to x k and p k are determined estimate at time instant k. Leveraging Lemma 5 and substituting the term
of Eq. (32) by its lower bound ρ 2 L 2 λ k+1 − λ * 2 , we obtain
Combing Eqs. (30) and (33), the sufficient condition for Eq. (28) can be rewritten as
It can be verified that (35) can be held if α and δ satisfy
Then, condition (36) can be satisfied if there exists a positive constant δ such that
Rearranging the terms in (37), we obtain
where 0 < φ < 2µ. It is clear that we can choose a small enough nonnegative constant δ such that (42) holds if its left hand side is positive. For the left hand side of (42) to be positive, we choose the parameters η and c satisfying
Then, we have
Similarly, we have a sufficient condition of (38)
Concluding above analysis, we get that the x k generated by Algorithm 1 converges to x * with linear rate O((1 + δ) −k ) if conditions (25) , (26) , (27) , 0 < φ < 2µ and 0 < γ < 1 are satisfied. The proof is completed.
V. NUMERICAL EXAMPLES
To show the effectiveness of the S-DIGing algorithm, we leverage the algorithm to solve a binary classification problem by logistic regression and study the performance of the algorithm under different settings. In this section, we assign N = m i=1 q i samples to m agents, and each one gets q i samples. We assume that the samples are distributed equally over the agents, i.e., q i = N/m, ∀i ∈ V. Then we employ m agents of an undirected network to cooperatively solve the following distributed logistic regression problem:
where l i,h ∈ {−1, +1} and c i,h are label and training data of h-th sample, respectively. The regularization term (λ/2m) x 2 is added to avoid over-fitting. Based on previous analysis, the problem in (49) can be written in the form of (1) by defining the local objective functions f i as:
where
for h = 1, 2, . . . , q i . Consider the definitions of (50) and (51), problem (49) can be addressed by S-DIGing algorithm. We use CVX [28] to work out the global optimal solutionx * by solving the distributed problem in a centralized way, In the following simulations, the residual is defined as
A. Case Study I
In this case, we compare the performance of the S-DIGing algorithm, the DSA algorithm [20] and the DIGing algorithm [7] and show the performance of the S-DIGing algorithm with different settings. To this end, we use N (ρ, σ) to indicate a normal distribution with ρ as the mean vector and σ as the covariance matrix. For each agent i, half on the feature vectors c i,h ∈ R 4 with label l i,h = +1 are drawn by i.i.d N ([2, 2, −2, −2] T , 2I) while the others with label l i,h = −1 are set to be i.i.d N ([−2, −2, 2, 2] T , 2I).
1) Comparison:
In this case, we compare the performance of the S-DIGing algorithm, the DSA algorithm and the DIGing algorithm. The purpose of comparison with the DSA algorithm is to present the performance difference between the S-DIGing algorithm and other similar stochastic gradient algorithms. The purpose of comparison with the DIGing algorithm is to compare the convergence rate of the S-DIGing algorithm and the DIGing algorithm which does not utilize stochastic gradient. It should be noted that our algorithm calculation cost is much less than the DIGing algorithm due to the using of the stochastic gradients. We choose m = 20, q i = 100, for i = 1, 2, . . . , m, and the step-size α = 0.005 for all mentioned algorithm. Fig. 1 show the evolutions of residuals log 10 (1/m) x i k −x * respect to different algorithms. 
2) Effects of Fixed
Step-Size and Scale of Network: Firstly, we compare the performance of the S-DIGing algorithm in terms of step-size selection. We choose m = 100, q i = 60 for i = 1, 2, . . . , m, and n = 4. Letting step-size, α, equal to 0.004, 0.006, 0.008, and 0.01, respectively, Fig. 2 shows the evolutions of residuals log 10 (1/m) x i k −x * respect to diverse step-sizes. The simulation is performed on the network shown in Fig. 3. From Fig. 2 , we can find that the increasing of step-size plays a positive role in the execution of the S-DIGing algorithm within a certain range. If the step-size out of the range, the convergence of the S-DIGing algorithm will be deteriorated. Secondly, we choose m = 50, 75, 100 and select α = 0.001 and q i = 6000/m to observe the performance of the algorithm under different scales of networks. Fig. 4 displays the evolutions of residuals respect to different scales of network. 
B. Case Study II
In this case, we solve the logistic regression problem in (49) for the MNIST database of handwritten digits provided in [29] . The goal is to determine what a handwritten number is. We randomly choose a subset of 58000 handwritten digits from the MNIST database, where N = 50000 samples are used to train the discriminator x and 8000 samples are used for testing. A part of training samples are shown in Fig. 5 . The network used to solve this problem consists of m = 10 agents and the probability of connection between each pair of agents is 40%. Each image, c i,h ∈ R 784 , is a vector and the total images are divided among m agents such that each agent has q i = 5000, i = 1, 2, . . . , m, images. Due to privacy and communication restrictions, agents do not share their local training data with others. After the algorithm performs 100,000 iterations, the precision for each digit is shown in Table I . Fig. 5 . Samples from the dataset.
VI. CONCLUSION
In this paper, a distributed stochastic gradient tracking algorithm which combines the gradient tracking algorithm with stochastic averaging gradient was proposed to solve the distributed optimization problem where each local objective function is constructed as an average of instantaneous functions. Employing the unbiased stochastic gradient technology, we used one randomly selected gradient of a instantaneous function to approximate the gradient of local objective function. It was means that the cost of calculating the gradient of local objective function at each agent is greatly reduced. The analysis proved that the S-DIGing algorithm can linearly converge to the global optimal solution with explicit convergence rate when step-size is positive and less than an upper bound. We had presented numerical simulations based on handwritten digits to illustrate the effectiveness of the S-DIGing algorithm. Future work will focus on further improving the convergence rate and studying distributed optimization algorithm over timevarying and directed networks.
