Abstract-Constant-dimension codes have recently received attention due to their significance to error control in noncoherent random network coding. What the maximal cardinality of any constant-dimension code with finite dimension and minimum distance is and how to construct the optimal constant-dimension code (or codes) that achieves the maximal cardinality both remain open research problems. In this paper, we introduce a new approach to solving these two problems. We first establish a connection between constant-rank codes and constant-dimension codes. Via this connection, we show that optimal constantdimension codes correspond to optimal constant-rank codes over sufficiently large extension fields. Finally, we derive bounds on the maximum cardinality of a constant-rank code with a given minimum rank distance, propose explicit constructions of optimal or asymptotically optimal constant-rank codes, and establish asymptotic bounds on the maximum rate of a constant-rank code.
network coding. Since a dimension metric (cf. [9, (2) ]) is more appropriate for these codes, we refer to these codes as constant-dimension codes henceforth. The standard advocated approach to random network coding (see, e.g., [2] ) involves transmission of packet headers used to record the particular linear combination of the components of the message present in each received packet. From coding theoretic perspective, the set of subspaces generated by the standard approach may be viewed as a suboptimal constant-dimension code with minimum dimension distance 2 on the Grassmannian, because the Grassmannian contains more spaces with minimum dimension distance 2 than those obtained by the standard approach [9] . Hence, studying random network coding from coding theoretic perspective results in better error control schemes.
In [9] , a Singleton bound for constant-dimension codes and a family of codes that are nearly Singleton-bound achieving are proposed. Despite the asymptotic optimality of the Singleton bound and KK codes in [9] , both are not optimal in finite cases: upper bounds tighter than the Singleton bound exist and can be achieved in some special cases [13] . It is yet to be determined what the maximal cardinality of a constant-dimension code with finite dimension and minimum distance is, and it is not clear how the optimal code (or codes) that achieves the maximal cardinality can be constructed. It is difficult to answer the above questions based on constantdimension codes directly since the set of all subspaces of the ambient space lacks a natural group structure [10] .
In this paper, we introduce a novel approach to constructing optimal constant-dimension codes. Our approach is based on constant-rank codes, which are the counterparts in rank metric codes of constant Hamming weight codes. The first main contribution of this paper is that we establish a connection between constant-rank codes and constant-dimension codes. Via this connection, we show that optimal constant-dimension codes correspond to optimal constant-rank codes over sufficiently large extension fields. This connection converts the aforementioned open research problems about constantdimension codes into research problems about constant-rank codes, thereby allowing us to use rich results in rank metric codes to tackle such problems. Constant-rank codes have received little attention in the literature. The second main contribution of this paper is our investigation of the properties of constant-rank codes. We derive upper and lower bounds on the maximum cardinality of a constant-rank code, give explicit 2 constructions of optimal or asymptotically optimal constantrank codes, and establish asymptotic bounds on the maximum rate of constant-rank codes.
The rest of the paper is organized as follows. Section II reviews some necessary background. In Section III, we determine the connection between optimal constant-rank codes and optimal constant-dimension codes. In Section IV, we study the maximum cardinality of constant-rank codes, and we present our results on the asymptotic behavior of the maximum rate of a constant-rank code.
II. PRELIMINARIES

A. Rank metric codes and elementary linear subspaces
Consider a vector x of length n over GF(q m ). The field GF(q m ) may be viewed as an m-dimensional vector space over GF(q). The rank weight of x, denoted as rk(x), is defined to be the maximum number of coordinates of x that are linearly independent over GF(q) [14] . For any basis B m of GF(q m ) over GF(q), each coordinate of x can be expanded to an mdimensional column vector over GF(q) with respect to B m . The rank weight of x is hence the rank of the m × n matrix over GF(q) obtained by expanding all the coordinates of x.
For all x, y ∈ GF(q m ) n , it is easily verified that
n , referred to as the rank metric henceforth [14] . The minimum rank distance of a code C, denoted as d R , is simply the minimum rank distance over all possible pairs of distinct codewords.
It is shown in [14] that the minimum rank distance of a block code of length n and cardinality M over GF(q m ) satisfies d R ≤ n − log q m M + 1. In this paper, we refer to this bound as the Singleton bound for rank metric codes and codes that attain the equality as maximum rank distance (MRD) codes. We refer to the subclass of linear MRD codes introduced independently in [14] as Gabidulin codes, and their extension given in [15] as generalized Gabidulin codes.
We denote the number of vectors of rank
The n r term is often referred to as a Gaussian polynomial [16] , defined as 
An elementary linear subspace (ELS) [17] is defined to be a linear subspace V ⊆ GF(q m ) n for which there exists a basis of vectors in GF(q) n . We denote the set of all ELS's of
An ELS has properties similar to those for a set of coordinates [17] . In particular, any vector belonging to an ELS with dimension r has rank no more than r; conversely, any vector x ∈ GF(q m ) n with rank r belongs to a unique ELS in E r (q m , n).
B. Constant-dimension codes
A constant-dimension code [9] of length n and constantdimension r over GF(q) is defined to be a nonempty subset of E r (q, n). For all U, V ∈ E r (q, n), it is easily verified that
(2) is a metric over E r (q, n), referred to as the subspace metric henceforth [9] . The subspace distance between U and V thus satisfies
, where X and Y are generator matrices of U and V, respectively.
The minimum subspace distance of a constant-dimension code Ω ⊆ E r (q, n), denoted as d S , is the minimum subspace distance over all possible pairs of distinct subspaces. We say Ω is an (n, d S , r) constant-dimension code over GF(q) and we denote the maximum cardinality of an (n, 2d, r) constant-dimension code over GF(q) as A S (q, n, 2d, r). Since A S (q, n, 2d, r) = A S (q, n, 2d, n − r) [13] , only the case where 2r ≤ n needs to be considered. Also, since A S (q, n, 2, r) = n r and A S (q, n, 2d, r) = 1 for d > r, we shall assume 2 ≤ d ≤ r henceforth. Upper and lower bounds on A S (q, n, 2d, r) were derived in [9] , [13] , [18] . In particular, for all q, 2r ≤ n,
III. CONNECTION BETWEEN CONSTANT-DIMENSION AND CONSTANT-RANK CODES
In this section, we define constant-rank codes and we show how optimal constant-rank codes can be used to construct optimal constant-dimension codes.
Definition 1: A constant-rank code of length n and constant-rank r over GF(q m ) is a nonempty subset of GF(q m ) n such that all elements have rank weight r. We denote a constant-rank code with length n, minimum rank distance d, and constant-rank r as an (n, d, r) constantrank code over GF(q m ). We define the term
, then the code obtained by transposing all the expansion matrices of codewords in C forms an (m, d, r) constant-rank code over GF(q n ) with the same cardinality.
, and henceforth we assume n ≤ m without loss of generality.
Definition 2: For all x ∈ GF(q m ) n with rank r, we refer to the unique ELS V ∈ E r (q m , n) such that x ∈ V as the elementary support of x, and denote it as E(x). We also denote E (x) = V , where V ∈ E r (q, n) has the same basis as V.
Thus E (x) is the row span over GF(q) of the m×n matrix obtained by expanding all the coordinates of x with respect to a given basis B m of GF(q m ). The concepts introduced in 3 Definition 2 can be extended to codes as follows: for C ⊆ GF(q m ) n , we denote E (C) def = {E (c)|c ∈ C}. Theorem 1 below shows how a constant-rank code leads to a constant-dimension code with the same cardinality and a related minimum distance.
is a constant-dimension code in E r (q, n) with cardinality |C| and minimum subspace distance d S ≥ 2d.
Proof: Let x and y be two distinct codewords in C. First, by Definition 2, dim(E (x)) = rk(x) = r, and hence
We now obtain a lower bound on A R (q m , n, d + r, r) by explicitly constructing a constant-rank code from two optimal constant-dimension codes.
Proposition 1:
Proof: Let Γ be an optimal (m, 2r, r) constant-dimension code over GF(q) and Δ be an optimal (n, 2d, r) constantdimension code over GF(q). Denote their cardinalities as μ = A S (q, m, 2r, r) and ν = A S (q, n, 2d, r) and the generator matrices of their component subspaces as 
Expanding c i and c j with respect to the basis γ i,j , we obtain rk(
Therefore, C is an (n, d + r, r) constant-rank code over GF(q m ) with cardinality min{μ, ν}. Combining the bounds in Corollary 1 and Proposition 1, we obtain that the cardinalities of optimal constant-rank codes over sufficiently large fields are equal to the cardinalities of constant-dimension codes with related distances. Furthermore, we show that optimal constant-dimension codes can be constructed from such optimal constant-rank codes.
Theorem 2: For all q, 2r ≤ n ≤ m, and (q, m, 2r, r) . Proposition 1 thus simplifies to A R (q m , n, d + r, r) ≥ A S (q, n, 2d, r). Combining with Corollary 1, we obtain A R (q m , n, d + r, r) = A S (q, n, 2d, r). The second claim immediately follows Theorem 1.
IV. CONSTANT-RANK CODES
Having proved that optimal constant-rank codes over sufficiently large extension fields lead to optimal constantdimension codes, in this section we investigate the properties of constant-rank codes.
A. Bounds
We derive bounds on the maximum cardinality of constantrank codes. We first observe that A R (q m , n, d, r) is a nondecreasing function of m and n, and a non-increasing function of d. We also remark that the bounds on A R (q m , n, d, r) derived in Section III for 2r ≤ n can be easily adapted for 2r > n by applying them to n − r instead. Finally, since
We first derive upper bounds on A R (q m , n, d, r). We begin by proving the counterpart in rank metric codes of a wellknown bound on constant-weight codes proved by Johnson in [19] .
Proposition 2:
Proof: Note that any vector x ∈ GF(q m ) n with rank r belongs to 
Hence there exists
U ∈ E n−1 (q m , n) such that |C ∩ U| = c∈C f (U, c) ≥ [ n−r 1 ] [ n 1 ] A R (q m , n, d,
r). The restriction of
C ∩ U to the ELS U [17] is an (n − 1, d, r) constantrank code over GF(q m ), and hence its cardinality satisfies
. 4 We now determine the counterpart of the Singleton bound for constant-rank codes. For any I ⊆ {0, 1, . . . , n}, let A R (q m , n, d, I) be the maximum cardinality of a code of length n and minimum rank distance d over GF(q m ) such that all the codewords have ranks belonging to I.
Proposition 3:
≤ min{n−i,r}
j).(8)
Proof: Let C be an optimal (n, d, r) constant-rank code over GF(q m ), and consider C i , which is obtained by puncturing i coordinates of the codewords in C. Since i ≤ r, the codewords of C i all have ranks between r − i and r. Also, because i < d, any two codewords have distinct puncturings, we obtain
, which proves (7). Eq. (8) directly follows.
We now combine the counterparts of the Johnson bound in Proposition 2 and of the Singleton bound in Proposition 3 in order to obtain an upper bound on
Proof: Applying (6) n − r times successively, we obtain
. We now determine a lower bound on A R (q m , n, d, r), which is the counterpart in rank metric codes of the Bassalygo-Elias bound [20] . We also tighten the bound when r < d − 1.
Proposition 5:
Furthermore, if
Proof:
which proves (10) . Suppose m = n and r < d − 1, and consider the union S of the balls with rank radius d − r − 1 around the codewords of C. For all x ∈ S, there exists c ∈ C such 
Combining (12) and (13), we obtain the bound in (11) for m = n. The proof is concluded by noting that A R is a non-decreasing function of m.
Note that the bound in (11) is trivial for d approaching 2r.
B. Constructions
We now give explicit constructions of good constant-rank codes, which in turn yield lower bounds on A R (q m , n, d, r). The first construction is straightforward: we consider the codewords of rank r in an (n,
This construction is shown to be optimal for r = d below and nearly optimal for r > d in Section IV-C. For the case where r < d, codewords of an MRD code all have rank > r; instead we consider translates of a subclass of MRD codes. This construction is shown to be optimal for r = d − 1; however, it remains unknown whether they are optimal for all r < d − 1.
Proposition 6:
Proof: The codewords of rank r in an (n,
Proof: By (9), A R (q m , n, r, r) ≤ n r (q m −1) and by (14) ,
. We now prove the existence of good (n, d, r) constant-rank codes based on generalized Gabidulin codes for r < d.
Let g ∈ GF(q m ) n have rank n, and for 0 ≤ i ≤ m − 1, denote the vector in GF(q m ) n obtained by elevating each coordinate of g to the q ai -th power as g [i] , where (a, m) = 1.
and
m, ν ≤ 1. We consider the asymptotic rates defined as
. Adapting the results in [10] using the parameters defined above, we obtain a S (δ S , ρ) = min{(1−ρ)(ρ−δ S ), ρ(1−ρ−δ S )} for 0 ≤ δ S ≤ min{ρ, 1 − ρ} and a S (δ S , ρ) = 0 otherwise.
We now investigate how the A R (q m , n, d, r) term behaves as the parameters tend to infinity. Without loss of generality, we only consider the case where
For ρ ≤ δ R ≤ min{2ρ, ν}, The bounds on a R (ν, δ R , ρ) given in Proposition 9 are illustrated in Figure 1 for ν = 3/4 and ρ = 1/4.
The proof of Proposition 9 indicates that the codewords of rank r in an (n, n − d + 1, d) linear MRD code (r ≥ d) form an asymptotically optimal (n, d, r) constant-rank code. In particular, the codewords of rank n achieve an asymptotic rate of ν − δ R , which is equal to the asymptotic rate of an optimal rank metric code [21] . 
