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Abstract-A technique is introduced for the derivation of continuously embedded Runge-Kutta 
formulas. The method is illustrated in detail for the fourth order case. A sixth order formula is 
presented which was derived by the technique. It has two fifth order formulas continuously embedded, 
one of which is Cl; the other is for error estimation. An additional fifth order approximation is 
provided which usually gives error bounds for sufficiently small step-sizes. 
1. INTRODUCTION 
Continuous approximate solutions of ordinary differential equation initial value problems were 
introduced by Sarafyan in 1969 [l-3], using interpolation with fourth, fifth, and sixth order 
Runge-Kutta formulas. The continuous solution was derived for a discrete formula by finding 
a point in the interval of application where the Runge-Kutta order conditions for a lower order 
were satisfied, then producing a continuous approximate solution, or continuous embedding, by 
interpolation, using the first stage of the next step to ensure that the interpolant was Cr. More 
recent continuous embeddings for explicit Runge-Kutta formulas have also been derived in this 
manner, first obtaining a discrete formula of order p + 1, then producing a continuous embedded 
formula of order p; derivation of the embedded formula has been made possible in some cases by 
the discovery of a point inside the interval of application where an approximation of order p is 
available [4-71. For example, Fehlberg’s fifth order discrete formula, with an additional fourth 
order approximation provided for error estimation, was published in 1969 [8], and fourteen years 
later Horn published a continuous embedding for it [7]. 
We present a new method which imposes conditions at the start that guarantee the derivation 
of a C1 embedded formula of order p which attains order p + 1 at each full step. Prior derivation 
of the higher order formula is not necessary, nor is the prior discovery of an approximation of 
order p at an internal point. 
Since the order conditions through order p must be satisfied for all values of a variable c, we 
may repeatedly differentiate them and set c = 0 in the results to obtain a linear system in the 
parameters of the formula. We show that the coefficient matrix of this system may be arranged 
so that it has a certain block repeated on its diagonal, which simplifies its solution. 
2. A FOURTH ORDER FORMULA 
To simplify the presentation, we show here the details of the derivation of a fourth order explicit 
formula with third order C’ embedded. Then we present a sixth order formula we derived using 
this technique and comment briefly on its derivation and properties; it is of interest particularly 
because it has multiple embedded formulas which allow for error bounds and error estimation 
throughout the interval of application. 
Typ-et by 44-W 
7 
8 L. DERR et al. 
The initial value problem to be considered is the first order system 
Y’(Z) = f(xc, Y(Z))> Y(Zo) = Yo. 
The fourth order approximation depends on four stages: 
ko = kf(so, Yo), 
h = wzo + a1 h, 90 + ho ko), 
kz = M(~o + a2 h YO + b.0 h + b21 kl), 
h = hf(zo + a3 h !IO + b30 ko + b31 ICI + b32 k2). 
We require that a3 = 1 and that 
i-l 
ai = Cbij> i = 1,2,3. 
j=O 
Since the embedded formula is to be C1 of order three, we use the first stage of the next step as 
a fifth stage for the third order formula (a4 = 1): 
k4 = hf(zo + h, YO + b4o ko + b41 kl + b42 kz + b43 kg) 
and require that the incremented yo in k4 be the same as the fourth order approximation. 
The third order formula is 
g(xo + ch) = YO + wo(c)ko +w(c)h + wz(c)ks + w(c)h + wa(c)b, 
where each coefficient is a third degree polynomial 
wi(C)=diO+dilC+di2C2+di3C3, O<cll. 
Since the approximation must reduce to I = yo when c = 0, we put each c&o = 0. To make 
the fourth order formula involve only the first four stages, we require that wd(l) = 0, or 
d4l + d42 + da = 0. 
To get the correct slope at c = 1 so that the embedded formula is C’, we need 
eWJi(l)ki = kq, or kl(dol + 2do2 -t- 3do3) + . . * + kd(d41 + 2d42 + 3d43) = kq. 
i=o 
To make k4 the first stage of the next step, we must have by = wj(l), or 
ho = do1 +doz +dm...,bzu = dx +dx +d33. 
Now consider the equations of condition for third and fourth order formulas. The equations 
for third order must be satisfied for arbitrary c in [0, 11, so each of these expressions must be 
identically zero: 
cl(c) = WO(C)+... +w4(c) -c 
C2 
e2(c) = wl(c)al +...+w4(c)a4 - j- 
C3 
es(c) = wl(c)af +...+w4(c)az - 3 
e4(c) = m(C)(h al) + *.. 
C3 
+ u(c)(b4l al + h2 a2 + h3 aa> - 6. 
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The equations for fourth order must be satisfied for c = 1, so each of these must be zero: 
e6 = w2(1)@21 a:) + * * * + UJ4(l)(b41 a: + b42 Ui + b43 Uf) - A, 
e7 = wz(l)m(b21 al) + ... + ~4(1)~4@41 al + b42 a2 + bm ~3) - ;, 
e8 = w(l)(b32h al) -I- ..- + wdl)(ba bzl al + b&l UI + h2 4) - A. 
Since each wi(c) depends on the coefficients dij, these equations are to be regarded as a system 
involving the ai’s, bij’8, and dij’s. It is an advantage in determining the dij’s to note that since 
cl(c) = . . . = e4(c) = 0 for all c in (0, l], we may repeatedly differentiate with respect to c and 
put c = 0 in the resulting equations, producing a system of twelve equations linear in the fifteen 
remaining d, ‘s (we had set each die = 0). If we arrange the dij ‘8 in the order 
then the coefficient matrix repeats a 4 x 5 block along its diagonal, so that the 12 x 15 system 
may be written as the block augmented by three “right hand side” vectors: 
11 1 1 1 
Oa1 a2 a3 a4 
0 u: a1 a32 as 
0 0 b21 al al a + b32 a2 bu al + b42u2 + bd3a3 o o 
Solving this system determines all the dij’s except for d4i, d42, d43, in terms of the ai’s and 
bij ‘s. Since we need 
da+ 42 + da = 0, we put d41 = -&2 - d4s. 
Then we solve es = 0 for b32, e6 = 0 for b31, and er = 0 for bx (it turns out that es = 0 without 
any effort). The bio are determined by the conditions 
i-l 
l& = 
c bij 7 i = 1,2,3 
j-0 
and 
b4o = doi + do2 + do3,. . . , baa = da+ 42 + d33. 
After close inspection of the expressions involved, we found that 
h (do1 + 242 + 363) + . . - f IEq(41 + 242 + M43) = k4 
may be satisfied by setting d42 = 1 - d4a. 
There are three free parameters left: al, us, and d4s. The derivation assumed that al and us 
are nonzero and not 1 and not equal. 
We used al = l/3 and as = 213 to try for a simple fourth order formula, arriving at a 
well-known formula of Kutta [9]: 
@4(x0 + h) = go + 
(ko + 3kl+ 3kz + k3) 
8 
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kz! = hf 
> 
, 
kg = hf (zo + h, yc, + ko - kl + k,). 
An examination of the form of the remaining coefficients led us to choose d43 = 1, and the 
resulting third order C’ formula (which upgrades to the above fourth order approximation when 
c=l) is 
g(xo + ch) = y. + ;(S - 13~ + 6c2)ko + T(3 - 2c)kl 
+ $(3 - 2c)kz + $3 - 2c)k3 + c2(c - l)k4, 
where 
k4 = hf 20 + h, yo + 
(ko + 3kl + 3kzz + k3) 
8 
Thus, the derivation has rediscovered Kutta’s formula and provided it with a third order C1 
embedding. Recall that the fifth stage is used as the first stage of the next step, so the effective 
cost is four functional evaluations per step. 
We can also provide a different continuously embedded third order formula which does not 
upgrade to fourth order at c = 1, to use for error estimation throughout the interval of application. 
It simply needs a different selection of some of the parameters left free after the system was solved 
for the dij’s. The error check formula is 
Y(zo + ch) = yo + ;(24 - 45c + 22c2)ko + $(3 - 2c)k, + $3 - 2c)k2 - $3 - 2c)k3 + ;k4. 
Its value at c = 1 is 
Y(zo + h) = yo + $0 + ;kl + ;k2 - ;k3 + ;k4. 
3. A SIXTH ORDER FORMULA 
To apply this technique to the derivation of a sixth order formula with fifth order C’ embedded, 
we selected seven equations of condition from orders one through five (chosen for their simple 
dependence on the bij’s). We differentiated five times with respect to c and set c = 0 in the 
derivatives to obtain a 35 x 35 system linear in the dij’s. It repeats a ‘7 x 7 block along its main 
diagonal, so it may be written as a multiply augmented 7 x 12 system. Since we wanted to obtain 
not only a fifth order continuous formula which upgrades to sixth order when c = 1 and has 
continuous first derivative, but also a separate continuous fifth order embedded formula to allow 
for error estimation anywhere in the interval of application, we found it advantageous to use nine 
stages for the main sixth order formula, with a tenth stage (used as the first stage of the next 
step) to assure that the main embedded formula is C’. 
The embedded formulas which follow also include an additional fifth order approximation 
which, for sufficiently small step-sizes, usually provides for bounds on the error in the sixth 
order approximation. This property was arrived at as follows: first, we derived a continuously 
embedded fifth order formula z(a: + ch) different from the one, #s(zr + ch), which upgrades at 
c = 1 to the sixth order approximation jjs(z + h); then its averages 
Y5(z + h) = ; &(z + h) + ; z(z + h) and YB(z -t- h) = ; &(z + h) - 5 .z(z + h) 
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are usually bounds for the exact value y(z + h) when h is small enough, since 
y(x + h) = z(x + h) + Rlh6 and y(z + h) = &(a: + h) -I- Rzh7 
imply that 
y(z + h) = Y5(2 + h) + ;RI + %Rz and y(z + h) = YB(~ + h) - ;RI+ 
Usually, RI # 0, and for h small enough that R2h7 is negligible compared to Rlhs, the truncation 
errors will be of opposite signs and both y(x+h) and &(z+h) = (Ys(~+h)+Yn(z+h))/2 will lie 
between the bounding formulas Y5(a: + h) and YB(X + h). When these formulas fail to be bounds 
with reasonable but relatively large step-sizes, it is often an indication of a troublesome initial 
value problem-for instance, a singularity as with the first of the examples considered below, or 
stiffness as with the fifth example. 
The derivation of the formulas is so lengthy in this case that we must omit its detailed exposi- 
tion. The formulas we derived are given below; &(x + ch) is fifth order C1 and upgrades to the 
sixth order approximation fis(2 + h) when c = 1; Y5(2 + ch) is the fifth order continuous formula 
for error estimation-its value Y5(2 + h) at c = 1 is fifth order. YB(Z + h) is fifth order and is 
used as a bounding approximation as explained above. Since the tenth stage is used 8s the first 
stage in the next application, the effective cost is nine evaluations of f per step. 
ko = h.f(s, 9) 
kq=hf 
h 
x+~, y+ 
(53ko - 204k2 + 176ks) 
125 
k5=hf 
h ko 
x+;iv y+z+ 
k6=hf 
( 
19ke 64ks 875k4 
x+;, y-24+33-- 
264 + 
k7=hf 
3h 987ko 36k3 
x+-_, Y+--- 
975k4 
4 320 5 +64 
% 
3 > 
459k5 177k6 -- - 
40 + 160 
1238ke 33536k3 149OOk4 
ks=hf x+h,y-105+--- 
( 
+ 1796k5 2lk6 8k7 --- 
1155 231 35 5 
+ 
7 
kg=hf x+h, y+ 
(7ko + 32k5 + 12k6 + 32k7 + 7ks) 
90 ; 
&(2 + h) = y + 
(7(ko + ks) + 32(ks + k7) + 12k6) 
90 
g5(x + ch) = y + cko + 5 c2A + f c313 + ; c4C + ; c5D 
YJx+h) =y+ 
(35ko + 16Oke + 6Oktj + 160k7 + 28ks + 7kg) 
450 
y5(x + ch) = y + cko + ; c2A1 f f c3& + $ c4C1 + ; c5D1 
YB(X + h) = y + 
(35ko + 160ks + 6Ok6 + 160k7 + 42ka - 7kg) 
450 
; 
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A = -25ko + 48ks - 36ks + 16k7 - kg - 2kg 
B = 7Oko - 208ks + 228ks - 112kr + kg + 21ks 
C = -1Oko + 36ks - 48ks + 28k7 + ks - 7kg 
D = 4ko - 16kr, + 24k6 - 16k7 - ks + 5ks 
Al = -125ko + 240ks - 180ke + 80k7 - 41Eg - llks 
BI = 175ko - 520k5 + 570ks - 280k7 + 2ks + 53k9 
Cl = -25ko + 90ks - 120ks + 70k7 + 2ks - 17ks 
Dl = 5ko - 20ks + 30ks - 20k7 - kg + 6kg. 
While the main aim of this paper is the introduction of the derivation technique explained 
above, we found that the new sixth order formula performed well in limited numerical compar- 
isons to two well-known formulas, namely, the first of Sarafyan’s three sixth order formulas of 
1972 [3] and the Dormand-Prince sixth order embedded formula of 1981 [lo]. The Dormand- 
Prince formula was derived as a discrete formula with no continuous embedding. 
When these three formulas were applied (with 16 significant digit accuracy maintained in the 
computations) for various step-sizes to the following six initial value problems of different types, 
both for a single application and for several applications with fixed step-size, Sarafyan’s for- 
mula was most accurate for the first and fourth problems, followed by Dormand-Prince, and 
then the new formula; the new formula did the best for the third, fifth, and sixth problems, 
followed by Dormand-Prince, and then Sarafyan, except that Dormand-Prince had a slight ad- 
vantage for small stepsizes; for the second problem, the order was Dormand-Prince, the new 
formula, Sarafyan, except that the new formula had an advantage for small step-sizes in a single 
application. 
The new formula was also compared to the Dormand-Prince formula, for several error tol- 
erances, with a routine which adapted the stepsize according to the prescription in [lo]. The 
Dormand-Prince formula had an advantage for the first, third, and fourth problems, while the 
new formula performed more efficiently, using fewer function evaluations in spite of using one 
more evaluation per step, for the second, fifth, and sixth. Note that the fifth and sixth problems 
are stiff. For example, when the sixth problem was run with tolerance 10-12, the new formula 
required 1288 functional evaluations to integrate to 2 = 1, while the Dormand-Prince formula 
required 1433. In addition, note that here we only compared the formulas at full step (c = l), 
which does not put into evidence the advantages of the Ci continuous embedding of our algo- 
rithms. In particular, the derivative of the C’ embedding gives good approximations to Y’(x) 
throughout the interval. 
For each of these examples, the sixth order approximation and the exact value were between 
the bounding formulas for sufficiently small h. Also, for each problem, the error check formula 
Ys(z+ h) provided a conservative estimate for the exact per step error. Recall that one advantage 
the new formula has is that it provides a C’ fifth order formula which is sixth order at each full 
step, and it provides a second continuously embedded fifth order for error estimation throughout 
the interval of application. 
y’ = lOy2 
Y(0) = 1 
(1) 
y’=x+y 
Y(O) = 1 
(2) 
2Y 
y’= 1+2 (3) 
Y(0) = 1 
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y’=y_2 
Y 
Y(O) = 1 
y’ = -30y 
Y(O) = l/3 
y’ = Ay 
Y(O) = w,v 
-0.1 -48.7 0 
13 
(4) 
(5) 
(6) 
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