Abstract -We present a reduced-complexity approximate density evolution scheme that is particularly suitable for Markov-modulated channels, based on the semi-Gaussian approximation from [1]. We propose a design algorithm whose complexity is comparable to the memoryless case, assuming unlimited precomputation is allowed. We also present degree sequences representing some of the best known codes in the GE channel which were designed using this technique. This design tool can be easily extended to more complicated Markov-modulated channels.
I. Markov-modulated channels
The Markov-modulated channel is a channel model that generalizes memoryless channels by making the channel parameter a function of the state of a hidden Markov chain. Formally, suppose the channel transition function is written fY (y | x, s) with some hidden channel state s, and suppose s is an element of a Markov chain. Consider a Markov chain of length n, with a hidden vector s ∈ S n+1 of channel states, a hidden vector x ∈ {0, 1} n of transmitted symbols, and a vector y ∈ Y n of observations. Given a state transition probability matrix P, the PMF of the channel state process can be written
where the values of Pr(si+1 | si) are obtained from P. Furthermore, a channel use occurs at each time instant, and the channel state affects the channel output probability through a conditional PDF fY i (yi | xi, si) for each si ∈ S. Thus, we may write
The prior density for the channel inputs x may be provided by the indicator function of an LDPC code. Representation of such a system on a factor graph and estimation-decoding algorithms are well known (for example, see [2] ).
II. Reduced-complexity design tool
Typically, approximate DE techniques will replace the exact density with a member of a family indexed by a single parameter, ν. The approximation of DE for LDPC decoding in Markov channels is complicated by the requirement to account for channel estimation, which is usually dependent on iteration number, rather than the input extrinsic message.
Consider the use of a message-passing schedule in which one sub-iteration of LDPC decoding is followed by N subiterations of channel estimation, where N is very large. In the limit as the number of iterations approaches ∞, we can show that this schedule has the same performance as the standard parallel-update schedule. In this case, we have observed that whenever the same extrinsic message density is applied over a large number of iterations, a stable channel message density will result, regardless of the initial channel message density.
Using this observation, suppose that the extrinsic information densities are replaced by their single-parameter approximations, parameterized by ν. For each value of ν, a stable channel density can be obtained by applying a large number of operations through the GE subgraph, using the approximate extrinsic density corresponding to that value of ν. The resulting stable channel densities form a family of channel densities parameterized by ν.
Briefly, the design algorithm proceeds as follows:
• Precalculation: For each value of ν and some sufficiently large N , use density evolution or Monte Carlo methods to obtain the stable channel message density corresponding to ν.
• Semi-Gaussian approximation: Fix the check degree sequence ρ. For each variable degree i, use density evolution to obtain a transfer function νout = fi(νin). For each νin, the channel density is selected as the appropriate entry from the precalculated family. See [1] for more details.
• Optimization: The functions fi(·) may be combined linearly to obtain the overall transfer function f (νin) = i λifi(νin). Successful decoding is achieved as long as f (νin) < νin everywhere. Linear programming may be used to maximize rate subject to successful decoding.
We implemented this design tool in the two-state GilbertElliott (GE) channel. In [3] , a rate 1/2 Turbo code achieved Perr = 10 −6 in a GE channel with inversion probabilities (ηB, ηG) = (0.5, 0.0192) and state transition probabilities (Pr(si+1 = B | si = G), Pr(si+1 = G | si = B)) = (0.0044, 0.0156). Our design tool found an LDPC code with rate 0.596 and degree sequence λ2 = 0.25, λ3 = 0.6209, λ6 = 0.1291; ρ7 = 1 with the same performance in this channel.
