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Chapter 1
The Dirichlet space and its
multipliers
The topic of this thesis is the Dirichlet space and the multipliers of this space, to be defined
soon. Both the Dirichlet space and its multipliers have been the focus of quite a lot of research
and I have endeavoured to present some of the results in this thesis. On the way some exten-
sions and observations by my supervisor Arne Stray and myself are added. The main topics
are the elementary properties of the Dirichlet space and its multipliers, characterizations of
multipliers by techniques from potential theory, univalent multipliers and the Banach algebra
of multipliers.
The reader is assumed to be familiar with the elementary theory of analytic functions
and functional analysis. Moreover, some knowledge of the various boundary value results of
analytic and harmonic functions in the unit disk will be helpful. A good reference on this
subject is [15]. I have tried to introduce most of the capacitary notions needed in Chapter
2 but for Chapter 4 some knowledge of the elementary theory of Banach algebras will be
helpful.
1.1 The Dirichlet space and related function spaces
We begin by defining the Dirichlet space and the related Hardy spaces of analytic functions
in the unit disk. A general background reference for the Dirichlet space is the article [19]. We
shall state and prove some of the elementary properties of this space.
The Dirichlet space D is the set of analytic functions on the unit disk U which have a
finite Dirichlet integral
D(f) = 1
pi
∫
U
|f ′|2dA (1.1)
where dA is the two-dimensional Lebesgue measure. An analytic function in the unit disk
with finite Dirichlet integral will be called Dirichlet finite. If f is univalent and Dirichlet finite
we have the following geometric interpretation of the Dirichlet integral.
Proposition 1.1. Let f be a univalent function in the unit disk. Then f ∈ D if and only if
the area of the range of f , A(f(U)) = Area(f(U)), is finite. Moreover
piD(f) = Area(f(U)) (1.2)
in this case.
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Proof. Since the map f : U → f(U) is an analytic bijection, a change of variables show that
Area(f(U)) =
∫
f(U)
1dA(w) =
∫
U
|Jf |dA(z) (1.3)
where Jf is the Jacobian of the transformation f . There may be points where Jf = 0, but
by Sard’s Theorem the set of such points must have measure zero and can be excluded (see
[25], page 72). Since f = u+ iv is analytic we can apply the Cauchy-Riemann equations and
obtain
Jf =
∣∣∣∣∂u/∂x ∂v/∂x∂u/∂y ∂v/∂y
∣∣∣∣
=
∂u
∂x
∂v
∂y
− ∂u
∂y
∂v
∂x
=
(∂u
∂x
)2
+
(∂v
∂x
)2
= |f ′|2. (1.4)
From (1.3) and (1.4) we see that
Area(f(U)) =
∫
U
|f ′|2dA = piD(f)
as was to be proved.
The expression (1.2) does not in general hold if f is not injective. For example, consider
the function f(z) = zn where n ∈ N which maps the unit disk onto itself. Computing the
Dirichlet integral in polar coordinates, we see that
piD(f) =
∫
U
|nzn−1|2dA
= n2
∫ 1
0
rdr
∫ pi
−pi
r2(n−1)dθ
= 2pin2
∫ 1
0
r2n−1dr
= npi
which is n times the area of U . Thus the Dirichlet integral is sensitive to multiplicity of the
range of the function. Indeed, there are bounded analytic functions with infinite Dirichlet
integral, for example any infinite Blaschke product (this is a corollary of Carleson’s formula
for the Dirichlet integral, see [19], Corollary 3.4). If H∞ denotes the set of bounded analytic
functions on the unit disk, we conclude that H∞ * D.
There are unbounded analytic functions with finite Dirichlet integral. To construct an
example, let 4 denote the disk of radius 2 centred at the origin and let
E = {(x, y) : x > 1, − 1
x2
< y <
1
x2
}.
Evidently, the set G = 4∪ E is a simply connected open set and so there exists a univalent
function f mapping the unit disk onto G by the Riemann mapping theorem. Clearly, the
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area of G is finite and so piD(f) = Area(G) <∞ and f ∈ D by Proposition 1.1. However, f
is unbounded and so D * H∞.
Let f be any Dirichlet finite function. Since f is analytic, it is representable as a power
series
f(z) =
∞∑
n=0
anz
n.
We can compute the Dirichlet integral from the Taylor coefficients.
Proposition 1.2. If f ∈ D then D(f) = ∑∞n=1 n|an| where an is the n’th Taylor coefficient
of f .
Proof. Since
∑
anz
n is a power series, we can differentiate term by term.
f ′(z) =
∞∑
n=1
nanz
n−1 (1.5)
Writing (1.5) in polar coordinates, we get
f ′(reiθ) =
∞∑
n=1
nanr
n−1ei(n−1)θ (1.6)
Since the series (1.5) converges uniformly on compact sets, the series (1.6) converges uniformly
on [−pi, pi] when r is a fixed number in the interval (0, 1). Thus the function gr(eiθ) = f ′(reiθ)
is continuous on T for such r. Since T is compact C(T ) ⊂ L∞(T ) ⊂ L2(T ) and so gr ∈ L2(T ).
Hence (1.6) is the Fourier series for gr and so its (n− 1)’th Fourier coefficient is given by the
formula
gˆr(n) =
1
2pi
∫ pi
−pi
gr(eiθ)e−i(n−1)θdθ = nanrn−1.
Computing the L2-norm of gr in terms of the Fourier coefficients yields the formula
‖gr‖22 =
1
2pi
∫ pi
−pi
|gr(eiθ)|2dθ = 12pi
∫ pi
−pi
|f ′(reiθ)|2dθ =
∞∑
n=1
n2|an|2r2(n−1). (1.7)
We can now compute the Dirichlet integral of f by integrating in polar coordinates and
applying Fatou’s theorem, (1.7) and the Monotone Convergence Theorem.
D(f) = 1
pi
∫ 1
0
rdr
∫ pi
−pi
|f ′(reiθ)|2dθ
=2
∫ 1
0
( ∞∑
n=1
n2|an|2r2(n−1)
)
rdr
=2
∞∑
n=1
∫ 1
0
n2|an|2r2n−1dr
=2
∞∑
n=1
(n
2
|an|2r2n
∣∣∣1
0
)
=
∞∑
n=1
n|an|2
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The Hardy space Hp, 0 < p <∞, is the space of analytic functions f in the unit disk for
which the functions fr(eiθ) = f(reiθ) are bounded in Lp-norm as r tends to 1. To be precise:
Hp = {f : U −→ C| f analytic , sup
0<r<1
‖fr‖p = sup
0<r<1
(
1
2pi
∫ pi
−pi
|f(reiθ)|pdθ
) 1
p
<∞}.
In the definition above, dθ denotes the Lebesgue measure on T . When p =∞ define H∞ to
be the space of bounded analytic functions on the unit disk. For 1 ≤ p ≤ ∞, the Hardy space
is a Banach space with the norm
‖f‖p = sup
0<r<1
‖fr‖p = lim
r→1
‖fr‖p (1 < p <∞) (1.8)
‖f‖∞ = sup
z∈U
|f(z)| (1.9)
The second equality in (1.8) stems from the fact that ‖fr‖ is a non-decreasing function of r
(see [23] page 338).
Suppose 1 ≤ p ≤ ∞. By a theorem of Fatou the non-tangential limit
f˜(eiθ0) = lim
reiθ→eiθ0
f(reiθ)
exists for almost all eiθ0 ∈ T as the point reiθ approaches eiθ0 along any path in the unit disk
which is not tangent to the unit circle. Limits of this type are called non-tangential limits.
The limits define a function f˜ ∈ Lp(T ). Moreover f is the Poisson integral of f˜ and the
Lp-norm of the boundary function f˜ is equal to the Hp-norm of f defined above, that is:
‖f˜‖p = ‖f‖p
With this correspondence we can identify Hp with the space of Lp-functions on the unit circle
such that the Poisson integral is analytic in the open unit disk. This can also be formulated in
terms of Fourier coefficients: Hp is the space of Lp functions on the unit circle whose negative
Fourier coefficients vanish. Moreover, if {fˆ(n)}∞n=0 is the sequence of Fourier coefficients a
function f ∈ Hp then
f(z) =
∞∑
n=0
fˆ(n)zn
is the Taylor series for f in the unit disk. In this sense the Hardy space is a bridge between
analytic function theory and Fourier analysis.
The space H2 is of special interest. If f(z) =
∑∞
n=0 anz
n is the power series representation
of a function f ∈ H2, then
‖f‖22 =
∞∑
n=0
|an|2 (1.10)
The proof is similar to the proof of Proposition 1.2 above.
The harmonic space hp, 0 < p ≤ ∞, is the space of harmonic functions f in the unit disk
for which the functions fr(eiθ) = f(reiθ) are bounded in Lp-norm as r tends to 1. That is, hp
is the harmonic analogue of the Hardy space. The norm on hp is defined just as for Hp and
the various boundary value results mentioned for Hp holds for hp as well, in particular the
theorem of Fatou when 1 ≤ p ≤ ∞. However, the boundary functions in hp may have non-
zero negative Fourier coefficients. In fact, hp is isomorphic to the space Lp(T ) by the same
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correspondence which identified Hp with the class of Lp functions whose negative Fourier
coefficients vanish.
For details and proofs on the boundary behaviour of analytic and harmonic functions in
the unit disk, consult [15], chapters 3 and 4.
Another function space we shall consider is the Bergman space B, which is the space of
all analytic functions f in the unit disk such that the integral
∫
U |f |2dA is finite. This is a
Banach space with the norm
‖f‖2B =
1
pi
∫
U
|f |2dA. (1.11)
Let f(z) =
∑∞
n=0 anz
n be the power series representation of f ∈ B. Then
‖f‖2B =
∞∑
n=0
|an|2
n+ 1
(1.12)
The proof of (1.12) is analogous to the proof of Proposition 1.2. From this equation together
with Proposition 1.2 one immediately obtains the following relations between the Bergman
space and the Dirichlet space:
Proposition 1.3. 1. g ∈ D if and only if g′ ∈ B.
2. Iff ∈ D then ‖f ′‖B ≤ ‖f‖D.
3. D ⊂ B
Returning to the Dirichlet space, we see from (1.10) and Proposition 1.2 that the Dirichlet
space is a subset of H2. Thus the various boundary value results for H2 mentioned above
apply to D as well. In particular the functions in the Dirichlet space have non-tangential
boundary values almost everywhere. In fact, even stronger boundary value results can be
obtained for functions in the Dirichlet space. For details, see [19], chapter 5.
We now ask the question: can the Dirichlet integral of a function f ∈ D be calculated
from the boundary values? The answer is affirmative. We have the following formula by Jesse
Douglas, see [9].
D(f) = 1
8pi2
∫ pi
−pi
dt
∫ pi
−pi
|f(θ)− f(t)|2
sin2
(
θ−t
2
) dθ (1.13)
We will commonly use the same notation for an analytic function on the unit disk and the
corresponding boundary function on the unit circle (whenever it exists). In this case the
context should make it clear which function is used. Whenever the need arises to distinguish
between an analytic function f and the corresponding boundary function, we will denote the
latter by f˜ .
The Dirichlet integral is not a norm on D since D(c) = 0 for all constants c. But having
observed that D ⊂ H2 we can endow D with the norm
‖f‖2 = ‖f‖22 +D(f) =
∞∑
n=0
(1 + n)|an|2 (1.14)
We shall write ‖.‖D when there is need to be precise. It can be shown that D is complete
in this norm and, consequently, it is a Banach space. In fact, D is a Hilbert space with the
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inner product obtained from the norm (1.14):
〈f, g〉 = 1
2pi
∫
T
fg¯dθ +
1
pi
∫
U
f ′g¯′dA =
∞∑
n=0
(1 + n)anbn (1.15)
where the an and the bn are the Taylor coefficients of f and g respectively.
Now, fix w ∈ U − {0} and define the function
kw(z) =
1
w¯z
log
1
1− w¯z (1.16)
If w = 0 define kw to be the constant function with value 1. Let w 6= 0 and choose the
principal branch of log 11−w¯z . Then limz→0 zkw(z) = 0 and so the singularity of kw at z = 0
is removable. Consequently kw can be uniquely extended to an analytic function in the unit
disk with the value 1 at z = 0. From now kw will denote this extended function. Note that
kw is a bounded function for fixed w. Moreover kw produces a point evaluation operator by
the inner product, which is the content of the next proposition. For this reason we call kw a
reproducing kernel for the Hilbert space D.
Proposition 1.4. Fix w ∈ U and let z ∈ U . Then
1. kw(z) =
∑∞
n=0(n+ 1)
−1(w¯z)n and so kw ∈ D
2. f(w) = 〈f, kw〉 for any f ∈ D. In particular, point evaluations are bounded linear
functionals on D.
Proof. We first prove (1). Choose the principal branch of log z:
log z = log |z|+ iArgz, −pi < Argz < pi
Then the function log(1 + z), where |z| < 1, has the following power series representation:
log(1 + z) =
∞∑
n=1
(−1)n+1
n
zn, |z| < 1
Note that |w¯z| < 1 since w, z ∈ U . Thus
log(1− w¯z) = −
∞∑
n=1
1
n
(w¯z)n, |w¯z| < 1
and so
kw(z) =
1
w¯z
log
1
1− w¯z =
∞∑
n=1
1
n
(w¯z)n−1 =
∞∑
n=0
1
n+ 1
(w¯z)n
The second statement of (1) now follows immediately from Proposition 1.2.
To prove (2), let f(z) =
∑∞
n=0 anz
n be the power series representation of f . From (1.15)
we see that
〈f, kw〉 =
∞∑
n=0
(n+ 1)an(n+ 1)−1w¯n
=
∞∑
n=0
anw
n
= f(w).
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By Proposition 1.4 and the Schwarz inequality we obtain the following pointwise estimate
for a function f ∈ D:
|f(z)| = |〈f, kz〉| ≤ ‖f‖‖kz‖
= ‖f‖〈kz, kz〉 12
= ‖f‖
( ∞∑
n=0
(n+ 1)(n+ 1)−1z¯n(n+ 1)−1z¯n
) 1
2
= ‖f‖
( ∞∑
n=0
(n+ 1)−1|z|2n
) 1
2
= ‖f‖kz(z) 12
= ‖f‖ 1|z|
(
log
1
1− |z|2
) 1
2 (1.17)
In the calculation above we have implicitly assumed that z 6= 0. If z = 0 then of course kz = 1
and we get the estimate |f(0)| ≤ ‖f‖.
Proposition 1.5. Let {fn} be a sequence of functions in D, converging in norm to some
function f ∈ D. Then {fn} converges uniformly to f on compact subsets of U .
Proof. Let K be a compact subset of U and let z be any non-zero point of K. We replace f
by the function fn − f in (1.17) and deduce the following:
|fn(z)− f(z)| ≤ ‖fn − f‖ 1|z|
(
log
1
1− |z|2
) 1
2
= 
1
|z|
(
log
1
1− |z|2
) 1
2
, n > N().
Since K is compact the function 1|z|
(
log 1
1−|z|2
) 1
2 is uniformly bounded on K − 0. Since
|fn(0)− f(0)| ≤ ‖fn − f‖ the result now follows.
The harmonic Dirichlet space Dh is the set of all harmonic functions f in the unit disk
which have a finite (harmonic) Dirichlet integral.
D(f) = 1
pi
∫
U
(∣∣∣∂f
∂z
∣∣∣2 + ∣∣∣∂f
∂z¯
∣∣∣2)dA = 1
2pi
∫
U
(∣∣∣∂f
∂x
∣∣∣2 + ∣∣∣∂f
∂y
∣∣∣2)dA (1.18)
If f is analytic then
∂f
∂z
(z) = f ′(z) and
∂f
∂z¯
= 0 and so D(f) = 1pi
∫
U |f ′|2dA. Thus (1.18) is a
generalization of the Dirichlet integral (1.1) to harmonic functions.
Now, let u be any real harmonic function in Dh. If v is a harmonic conjugate of u then
f = u+ iv is analytic and so
|f ′|2 =
∣∣∣∂f
∂x
∣∣∣2 = (∂u
∂x
)2
+
(∂v
∂x
)2
=
(∂u
∂x
)2
+
(∂u
∂y
)2
by the Cauchy-Riemann equations. Hence D(f) = 2D(u) <∞ and so f ∈ D ⊂ H2. Clearly,
the real and imaginary parts of a function in H2 are contained in h2. Thus u ∈ h2. Since h2
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is a linear space we conclude that Dh ⊂ h2. Consequently, if f is any function in Dh we can
write
f(reiθ) =
∞∑
n=−∞
fˆ(n)r|n|einθ (1.19)
where the numbers fˆ(n) are the Fourier coefficients for the boundary function f˜ ∈ L2(T )
corresponding to f .
Proposition 1.6. If f ∈ Dh then D(f) =
∑∞
n=−∞ |n||fˆ(n)|2 where fˆ(n) is the n’th Fourier
coefficient of the boundary function f˜ ∈ L2(T ) corresponding to f .
Proof. We will compute the integral (1.18) using polar coordinates. First, suppose u is a real
function in Dh. Then the integrand in (1.18) can be written |Ou|2 where
Ou = ∂u
∂x
~i+
∂u
∂y
~j
is the gradient of u. In polar coordinates the gradient at the point (x, y) = (r cos(θ), r sin(θ))
is given by
Ou = ∂u
∂r
~r +
1
r
∂u
∂θ
~θ
where ~r is the radial unit vector and ~θ is the tangential unit vector. Thus
|Ou|2 =
(∂u
∂r
)2
+
1
r2
(∂u
∂θ
)2
. (1.20)
Let f = u+ iv ∈ Dh. It is easy to see that∣∣∣∂f
∂x
∣∣∣2 + ∣∣∣∂f
∂y
∣∣∣2 = ∣∣∣∂f
∂r
∣∣∣2 + 1
r2
∣∣∣∂f
∂θ
∣∣∣2 (1.21)
by applying (1.20) to the real and imaginary parts f separately.
Now, observe that
f(reiθ) =
∞∑
n=−∞
fˆ(n)r|n|einθ
=
∞∑
n=0
fˆ(n)rneinθ +
∞∑
n=1
fˆ(−n)rneinθ
=
∞∑
n=0
anz
n +
∞∑
n=1
bnzn (1.22)
= f1(z) + f2(z)
where an = fˆ(n) and bn = fˆ(−n). The sequences {|an|2}∞n=0 and {|bn|2}∞n=1 are summable
since {|fˆ(n)|2}∞n=−∞ is summable. Thus f1 and f2 are in H2. Consequently, either series
to the right of (1.22) converges uniformly on compact subsets of U . Hence the series (1.19)
converges uniformly on compact subsets of U and so we can switch limit processes when
necessary.
1.1 The Dirichlet space and related function spaces 14
Let Ur denote the closed unit disk centred at the origin with radius r. Evidently Ur is
compact. If 0 < r0 < 1 and z = reiθ ∈ Ur0 then
∂f
∂r
(r, θ) =
∂
∂r
( ∞∑
n=−∞
fˆ(n)r|n|einθ
)
=
∞∑
n=−∞
|n|fˆ(n)r|n|−1einθ. (1.23)
Since f is harmonic, so is ∂f/∂r and thus (1.23) converges uniformly on compact subsets of
U . Hence ∂f/∂r ∈ C(T ) ⊂ L2(T ) and so
|n|fˆ(n)r|n|−1 = 1
2pi
∫ pi
−pi
∂f
∂r
(r, θ)e−inθdθ
as in the proof of Proposition 1.2. Thus∥∥∥∂f
∂r
∥∥∥2
2
=
1
2pi
∫ pi
−pi
∣∣∣∂f
∂r
(r, θ)
∣∣∣2dθ = ∞∑
n=−∞
|n|2|fˆ(n)|2r2(|n|−1). (1.24)
Similarly, for any z = reiθ ∈ Ur0
∂f
∂θ
(r, θ) =
∂
∂θ
( ∞∑
n=−∞
fˆ(n)r|n|einθ
)
=
∞∑
n=−∞
infˆ(n)r|n|einθ.
Since ∂f/∂θ is harmonic, we obtain that
infˆ(n)r|n| =
1
2pi
∫ pi
−pi
∂f
∂θ
(r, θ)e−inθdθ
and so ∥∥∥∂f
∂θ
∥∥∥2
2
=
1
2pi
∫ pi
−pi
∣∣∣∂f
∂θ
(r, θ)
∣∣∣2dθ = ∞∑
n=−∞
|n|2|fˆ(n)|2r2|n|. (1.25)
From (1.21), Fatou’s theorem, (1.24), (1.25) and the Monotone Convergence Theorem we can
now compute the Dirichlet integral of f .
D(f) = 1
2pi
∫ 1
0
rdr
∫ pi
−pi
(∣∣∣∂f
∂r
∣∣∣2 + 1
r2
∣∣∣∂f
∂θ
∣∣∣2)dθ
=
∫ 1
0
( ∞∑
n=−∞
|n|2|fˆ(n)|2r2(|n|−1) + 1
r2
∞∑
n=−∞
|n|2|fˆ(n)|2r2|n|
)
rdr
= 2
∫ 1
0
∞∑
n=−∞
|n|2|fˆ(n)|2r2|n|−1
=
∞∑
n=−∞
|n|fˆ(n)|2.
The proof is complete.
The harmonic Dirichlet space can be given a norm similar to the norm on D, that is
‖f‖Dh = ‖f˜‖22 +D(f) =
∞∑
n=−∞
(1 + |n|)|fˆ(n)|2. (1.26)
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In fact, Dh is a Hilbert space with the inner product
〈f, g〉 =
∞∑
n=−∞
(1 + |n|)fˆ(n)gˆ(n) (1.27)
and the reproducing kernel
Kw(z) = kw(z) + kw(z)− 1 = 2Rekw(z)− 1 =
∞∑
n=−∞
[(1 + |n|)−1ρ|n|e−inϕ]r|n|eiφ (1.28)
where z = reiφ ∈ U and w = ρeiϕ ∈ U .
Finally, we remark that the Douglas formula (1.13) for computing the Dirichlet integral
from the boundary values holds for functions in Dh.
1.2 Multipliers of the Dirichlet space
We will now introduce multipliers of the Dirichlet space and deduce some properties of these
functions. We will also consider multipliers of some related function spaces introduced in
Section 1.1.
An analytic function f on the unit disk is a multiplier of the Dirichlet space D if and only
f is bounded and pointwise multiplication of functions in D by the function f is a bounded
linear operator Mf of D into D. In other words, the map
Mf : D −→ D
h −→ fh
is a bounded linear operator. Thus f is a multiplier of D if and only if f is bounded and
‖fh‖D ≤ c‖h‖D for some constant c and for all h ∈ D.
Let M(D) denote the space of multipliers of D. This space might be considered either
as a space of analytic functions on the unit disk, or as a subspace of the Banach space of
bounded linear operators on the Hilbert space D, denoted by B(D). This observation makes
is clear that M(D) is a normed linear space: the sum of two multipliers is clearly a multiplier
and the norm is given by the operator norm on B(D), namely
‖f‖ = ‖Mf‖ = sup
f∈D,‖h‖D≤1
‖Mf (h)‖D = sup
f∈D,‖h‖D≤1
‖fh‖D. (1.29)
If f ∈ M(D) then f ∈ D since 1 ∈ D. Thus M(D) ⊂ H∞D = H∞ ∩D. In Chapter 3 we will
give an example of a bounded analytic function with finite Dirichlet integral which is not a
multiplier of D. Another example is to be found, for example, in [31], page 37-39. Thus the
inclusion above is strict.
If f is a multiplier of D then fh ∈ D for every h ∈ D, or written more concisely; fD ⊂ D.
For the Dirichlet spaceD it turns out that this property is sufficient. The following proposition
is an adaptation of a more general result; see [10], Lemma 11.
Proposition 1.7. Let f be an analytic function defined in the unit disk. Then f ∈M(D) if
and only if fD ⊂ D.
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Proof. If f ∈M(D) we have already observed that fD ⊂ D.
Conversely, suppose fD ⊂ D. First we prove that the multiplication operator Mf corre-
sponding to f is bounded. To this end, we shall show that the graph of Mf is closed. Since
D is a Banach space, Mf will then be bounded by the closed graph theorem. Let {hn} be a
sequence of functions in D, converging in the norm of D to an element h ∈ D, and suppose
{Mf (hn)} = {fhn} converges in the norm ofD to g ∈ D. Let z ∈ U . By Proposition 1.4 evalu-
ation at a point is a bounded linear functional on D, and so |(fhn)(z)−g(z)| ≤ c(z)‖fhn−g‖D
where the constant c(z) depends on z but not on the functions. Hence {fhn} converges point-
wise to g. But {fhn} evidently converges pointwise to fh, since hn converges pointwise to h.
Since a sequence of functions cannot have two distinct pointwise limits the equality fh = g
follows, that is, the graph is closed.
To show that f is bounded, choose z ∈ U . By Proposition 1.4, evaluation at a point is
given by the bounded linear functional λz(h) = h(z) = 〈h, kz〉. Hence
|λz(h)||f(z)| = |f(z)h(z)| = |λz(Mf (h))| ≤ ‖λz‖‖Mf (h)‖D ≤ ‖λz‖‖Mf‖‖h‖D
Taking the supremum over all h ∈ D of norm 1 yields
|f(z)| ≤ ‖Mf‖
Since this is true for all z ∈ U , f is bounded.
This is a very useful result. It allows us to determine if a function f is a multiplier by
computing the Dirichlet integral D(fh) where h ∈ D, instead of having to check whether the
operator Mf is bounded or not. Moreover the proposition imply that boundedness could have
been omitted from the definition of a multiplier since it is deduced from the boundedness of the
corresponding multiplication operator and the boundedness of the point evaluation operator.
The proof above also furnishes an estimate which is interesting enough to be stated as a
corollary.
Corollary 1.8. If f ∈M(D) then
sup
z∈U
|f(z)| ≤ ‖Mf‖ = sup
‖h‖D≤1
‖fh‖D.
It is clear that the sum and the pointwise product of two multipliers are multipliers.
Indeed, we have the following:
Proposition 1.9. The space M(D) is a commutative Banach algebra.
Proof. Let f, g ∈M(D). We must show:
1. ‖fg‖ ≤ ‖f‖‖g‖
2. M(D) is complete
We first prove (1). Observe that
Mfg(h) = fgh = (Mf ◦Mg)(h).
Hence
‖Mfg(h)‖D = ‖(Mf ◦Mg)(h)‖D ≤ ‖Mf‖‖Mg(h)‖D ≤ ‖Mf‖‖Mg‖‖h‖D.
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Taking supremum over all h ∈ D of norm 1 we get
‖Mfg‖ ≤ ‖Mf‖‖Mg‖
as required.
To show that M(D) is complete, choose a Cauchy sequence {fn} in M(D). Then
‖fn − fm‖ = sup
‖h‖D≤1
‖fnh− fmh‖D ≤ , m, n ≥ N().
Letting h = 1 we observe that {fn} is a Cauchy sequence in D and thus converges in the
norm of D, as well as pointwise, to a function f ∈ D. Thus {fnh} will converge pointwise to
fh for each h ∈ D. We must show that fh ∈ D. Fix a function h ∈ D. Then
‖fnh− fmh‖D ≤ ‖fn − fm‖‖h‖D ≤ ‖h‖D, m, n ≥ N.
Hence {fnh} is a Cauchy sequence in D and consequently converges in the norm of D and
pointwise to a function A(h) ∈ D. It follows that fh = A(h). Thus fh ∈ D for each h ∈ D,
and so f is a multiplier of D by Proposition 1.7.
It remains only to show that {fn} converges to f in the operator norm. By the definition
of the operator norm, there exist a function h0 ∈ D such that 12‖fn − f‖ < ‖fnh0 − fh0‖D.
Since {fnh0} converges in the norm of D to A(h0) = fh0, the result now follows.
The proof is complete.
In Chapter 4 we will study the maximal ideal space of the Banach algebraM(D). Presently
though, we want to show that the outer part of a multiplier is itself a multiplier. For this we
will need the following lemma.
Lemma 1.10. Let f ∈ H1. Then f can be written as the difference of two outer functions
f = f1 − f2, where f1 and f2 are in H1. In fact, we can choose f1 = (1 + I)F and f2 = F
where I is the inner part of f and F is the outer part.
Proof. Observe that if (1+I)F is an outer function, then f = (1+I)F −F is a representation
of f as the difference of two outer functions. Since the product of two outer functions is an
outer function, the proof will be complete if we can prove that 1 + I is outer.
By the definition of an inner function, I is analytic in U , bounded by 1, and with modulus
almost everywhere equal to one on the boundary. Thus, by the maximum modulus principle,
|I(z)| < 1 in U , and so Re(I) > −1 on U and Re(1 + I) > 0 on U . We shall now show that if
g is any analytic function in H1 such that Re(g) > 0 in U , then g is an outer function.
Since Re(g(z)) > 0 for any z ∈ U we can define an analytic branch of log g(z) in U :
log g(z) = log |g(z)|+ iArg(g(z))
Arg(g(z)) = tan−1
(
Im(g(z))
Re(g(z))
)
∈ (−pi
2
,
pi
2
)
Clearly, Arg(g(z)) is a bounded harmonic function, that is, Arg(g(z)) ∈ h∞. In particular
Arg(g(z)) ∈ h2 since h∞ ⊂ h2. Observe that −i log g(z) = Arg(g(z))− i log |g(z)| is analytic
in U . Thus − log |g(z)| is an harmonic conjugate of Arg(g(z)). But in general, if u ∈ h2 and
v is the harmonic conjugate of u, then ‖v‖2 ≤ ‖u‖2 where ‖.‖2 denotes the h2-norm (see [11],
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page 53-54). Thus − log |g(z)| ∈ h2. Hence − log |g(z)| is the Poisson-integral of its boundary
values:
− log |g(reiθ)| = − 1
2pi
∫ pi
−pi
Pr(θ − t) log |g(eit)|dt
Letting z = reiθ = 0 we obtain
log |g(0)| = 1
2pi
∫ pi
−pi
log |g(eit)|dt
This is a necessary and sufficient condition for g to be an outer function.
We conclude that 1 + I is outer. The proof is complete.
Proposition 1.11. Let f = IF ∈ M(D), where I is the inner part of f and F is the outer
part. Then F ∈M(D).
Proof. We must show that FD ⊂ D, that is, D(Fh) = 1pi
∫
U |(Fh)′|2dA < ∞ for any h ∈ D.
First, assume h is an outer function. If g is any function in the Dirichlet space, and G is
the outer part of g, then G ∈ D and D(g) ≥ D(G). These results are corollaries of the
representation formula for the Dirichlet integral by Lennart Carleson, see [19] Corollary 3.5
and 3.6. From these results, and the fact that f ∈M(D) we see that
∞ > D(fh) = D(IFh) ≥ D(Fh)
since the product Fh is outer.
Now, let h be any function in D. Since D ⊂ H1, h can be written as the difference of two
outer functions h1 and h2 by Lemma 1.10. Thus
D(Fh) = D(Fh1 − Fh2) = 1
pi
∫
U
|(Fh1 − Fh2)′|2dA
≤ 1
pi
∫
U
|(Fh1)′|2dA+ 1
pi
∫
U
|(Fh2)′|2dA
≤ D(Fh1) +D(Fh2)
≤ D(fh1) +D(fh2)
<∞
Hence F ∈M(D) as was to be proved.
We now attempt to define multipliers of the harmonic Dirichlet space Dh in the same
manner as for D: f ∈M(Dh) if and only if f is bounded, harmonic and the map Mf (h) = fh
is a bounded linear operator from Dh into Dh. The functions are considered in the unit disk.
But a problem now occurs. When M(Dh) is defined in this manner it turns out to be trivial,
that is, consisting only of the constant functions. The reason for this lies with the nature of
harmonic functions: unlike analytic functions, the product of two harmonic functions need
not be harmonic.
Proposition 1.12. If f is a multiplier of Dh where the functions are considered in the unit
disk, then f is a constant function.
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Proof. The functions p(x, y) = x and q(x, y) = y are evidently harmonic functions in Dh.
If f satisfies the hypothesis of the proposition then pf and qf are contained in Dh and,
consequently, they are harmonic. Thus
0 = 4(pf) = ∂
2(pf)
∂2x
+
∂2(pf)
∂2y
=
∂
∂x
(
f + x
∂f
∂x
)
+ x
∂2f
∂2y
=
∂f
∂x
+
∂f
∂x
+ x
∂2f
∂2x
+ x
∂2f
∂2y
= 2
∂f
∂x
since f is harmonic. Thus ∂f/∂x = 0. Similarly ∂f/∂y = 0. We conclude that f is a constant
function, as was to be proved.
This problem can be remedied by considering multipliers only on the unit circle. That is,
we consider the boundary functions for the functions in Dh and the corresponding multipliers
on the unit circle. This will be done in Chapter 2.
We can define multipliers more successfully on other spaces of analytic functions intro-
duced in Section 1.1. In particular, define multipliers of the Bergman space B and the Hardy
space H2. That is, f ∈ M(B) if and only if f is bounded, analytic and ‖fh‖B ≤ c‖h‖B for
some constant c and for each h ∈ B. Define multipliers for H2 similarly. It turns out that
the multipliers of B and H2 are very easy to characterize.
Proposition 1.13. The multipliers of B and of H2 are precisely the bounded analytic func-
tions in the unit disk, that is
1. M(B) = H∞
2. M(H2) = H∞.
Proof. The inclusions M(B) ⊂ H∞ and M(H2) ⊂ H∞ follows by the definition of a multi-
plier.
Suppose f ∈ H∞ and let h ∈ B. Then
‖fh‖B =
( 1
pi
∫
U
|fh|2dA
) 1
2 ≤ ‖f‖∞
( 1
pi
∫
U
|h|2dA
) 1
2 = ‖f‖∞‖h‖B
and so f ∈M(B).
Similarly, suppose f ∈ H∞ and let h ∈ H2. Then
‖fh‖2 = sup
0<r<1
(
1
2pi
∫ pi
−pi
|f(reiθ)h(reiθ)|2dθ
) 1
2
≤ ‖f‖∞ sup
0<r<1
(
1
2pi
∫ pi
−pi
|h(reiθ)|2dθ
) 1
2
= ‖f‖∞‖h‖2
and so f ∈M(H2). This completes the proof.
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The following question now arise: can we give characterizations of the multipliers of the
Dirichlet space? The answer is yes, but the characterizations are not as simple as for the
Bergman space and the Hardy space. Characterizations involving notions from potential
theory were given by David Stegenga in the article [27]. The results of this article is the
content of the next chapter.
We end this section by remarking on the generality of some of the results contained
herein. Let H be a Hilbert space of analytic functions in some open and connected subspace
Ω ⊂ C. Assume further that point evaluations are bounded linear functionals on H. Defining
multipliers of H just as for D, it turns out that both the results and the proofs of Proposition
1.7 and Proposition 1.9 remains true if D is replaced by H. The key result in these proofs is
precisely the boundedness of the point evaluation operators.
Chapter 2
Characterizations of multipliers of
the Dirichlet space
In the article [27] David Stegenga gave two characterizations of multipliers of the Dirichlet
space. The first is a characterization in the unit disk and the second is a boundary char-
acterization, that is, a characterization of the boundary functions of the multipliers. Both
characterizations involve the notion of a capacity, which is a set function arising in potential
theory. The results in this article, and the concepts used in proving them, is the content of
this chapter. The presentation follows the article by Stegenga quite closely, but the proofs and
explanations are often more detailed as Stegengas style is quite terse, especially the content
of Section 2.2 and Section 2.3.
In Section 2.1 the characterization in the unit disk is given. The motivation is that
multipliers are closely related to a particular type of measures called Carleson measures.
In Section 2.2 characterizations of the multipliers of two particular function spaces of the
real line and the unit circle are given. Denoted by L21/2(R) and L
2
1/2(T ), they are special
cases of the so called Bessel potential spaces. We will also investigate the multipliers of the
harmonic Dirichlet space.
In Section 2.3 the boundary characterization of the multipliers of D are given by the
realization of M(D) as a subset of the multipliers of L21/2(T ) and a subsequent application of
the results of Section 2.2.
2.1 A characterization in the unit disk of multipliers of the
Dirichlet space
As mentioned above, we start by defining Carleson measures for D.
Definition 2.1. A positive Borel measure µ on the unit disk is a Carleson measure for D
provided there exists a constant c such that∫
U
|g|2dµ ≤ c‖g‖2D
for all g ∈ D.
Since we shall only work with Carleson measures for D, we will skip the suffix “for D”
from now on.
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The following proposition reveals that multipliers and Carleson measures are closely re-
lated.
Proposition 2.2. A function f in the unit disk is a multiplier of the Dirichlet space if and
only if f is bounded, analytic and the measure
|f ′|2dA
is a Carleson measure.
Proof. Suppose f ∈ M(D) and let g ∈ D. First, note that ‖g‖B < ∞ since D ⊂ B. Now,
observe that
pi‖f ′g‖2B =
∫
U
|f ′|2|g|2dA.
In light of this equation we must bound ‖f ′g‖B by a constant multiple of ‖g‖D. From the
identity f ′g = (fg)′ − fg′ and the triangle inequality we deduce the following:
‖f ′g‖B ≤ ‖(fg)′‖B + ‖fg′‖B (2.1)
Aided by Proposition 1.3 and the fact that f is a multiplier of D, we obtain:
‖(fg)′‖B ≤ ‖fg‖D ≤ ‖Mf‖‖g‖D. (2.2)
Since f is bounded, we quickly obtain a satisfying estimate for the second number to the right
in Equation (2.1):
‖fg′‖B =
( 1
pi
∫
U
|f |2|g′|2dA
) 1
2
≤ ‖f‖∞
( 1
pi
∫
U
|g′|2dA
) 1
2
= ‖f‖∞‖g′‖B
≤ ‖f‖∞‖g‖D (2.3)
Combining the equations 2.1, 2.2 and 2.3 we obtain the estimate we need:∫
U
|f ′|2|g|2dA = pi‖f ′g‖2B
≤ pi(‖(fg)′‖B + ‖fg′‖B)2
≤ pi(‖Mf‖+ ‖f‖∞)2‖g‖2D.
Since g was an arbitrary function in D we conclude that |f ′|2dA is a Carleson measure.
Conversely, suppose f is bounded, analytic and that |f ′|2dA is a Carleson measure, that
is ∫
U
|f ′|2|g|2dA ≤ c‖g‖2D, for all g ∈ D
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We must show that f ∈M(D). By Proposition, 1.7 it suffices to prove that fD ⊂ D. To this
end, assume g ∈ D. With the aid of our assumptions, we deduce the following estimate:
D(fg) = 1
pi
∫
U
|(fg)′|2dA
≤ 1
pi
∫
U
|f ′g|2dA+ 1
pi
∫
U
|fg′|2dA
≤ c
pi
‖g‖2D + ‖f‖2∞D(g)
<∞.
Thus f is a multiplier of D. This completes the proof.
Motivated by the proposition above, the rest of this section is devoted to the characteriza-
tion of Carleson measures. It is during this endeavour the potential-theoretic concepts come
into hand. First though, we shall realize the Dirichlet space as a set of convolutions on the
unit circle.
Recall that the boundary function of a function in H2, and in particular a function in D,
is a function in L2(T ) with vanishing negative Fourier coefficients. We now ask two questions:
1. Can we isolate those functions in L2(T ) which are boundary functions of functions in
D?
2. And having done so, can this be used to redefine Carleson measures by means of the
boundary functions?
The answer to both questions is affirmative. We proceed as follows.
Let k(x) = |x|− 12 for |x| ≤ pi and extend it to a 2pi-periodic function. It is easily verified
that the extended function k ∈ L1(T ) and if g ∈ L2(T ) the convolution
(k ∗ g)(θ) = 1
2pi
∫ pi
pi
k(θ − t)g(t)dt
is in L2(T ). The Fourier coefficients of k ∗ g satisfy (̂k ∗ g)(n) = kˆ(n)gˆ(n).
Lemma 2.3. The Fourier coefficients of k(x) = |x|− 12 are of the form bn(1 + |n|)− 12 where
0 < δ−1 ≤ bn ≤ δ for all n.
Proof. The Fourier coefficients of k are given by the improper integral
kˆ(n) =
1
2pi
∫ pi
−pi
|x|− 12 e−inxdx
=
1
2pi
∫ pi
−pi
|x|− 12 cos(nx)dx− i
2pi
∫ pi
−pi
|x|− 12 sin(nx)dx. (2.4)
Since |x|− 12 sin(nx) is an odd function, the second integral in (2.4) is zero. On the other hand,
|x|− 12 cos(nx) is even so that
kˆ(n) =
1
pi
∫ pi
0
x−
1
2 cos(nx)dx. (2.5)
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Clearly, kˆ(0) is finite positive number. Suppose n 6= 0. Since x is non-zero in the interval of
integration, and since cos(−x) = cos(x), we can substitute x = 1|n| t2 and so obtain that
1
pi
∫ pi
0
x−
1
2 cos(nx)dx = lim
→0
2
pi
√|n|
∫ √|n|pi

cos(
n
|n| t
2)dt
=
2
pi
√|n|
∫ √|n|pi
0
cos(t2)dt. (2.6)
The integral to the right in (2.6) is called a Fresnel integral. By means of residues one can
show that it converges and that the limit is given by
∫∞
0 cos(t
2)dt = 12
√
pi
2 . For a sketch of
this calculation, see [6], page 266 and 267.
Now, let cn = 2pi
∫√|n|pi
0 cos(t
2)dt. Then the sequence {cn} converges, and so it must be
bounded. Moreover, cn > 0 for all n. For large |n| this follows by the convergence of the
sequence. For small |n| it can be seen by inspection (notice that the function cos(t2) oscillates
faster and faster as t increases. Since cos(t2) is positive for the smallest values of t we conclude
that cn must necessarily be positive for all n). Now, choose a positive number λ so that
λ−1 < kˆ(0) < λ, λ−1 < cn < λ (2.7)
for all n. It is easy to see that
1 ≤
√
1 + |n|√|n| ≤ √2 (2.8)
for all nonzero n ∈ Z, and from (2.5) and (2.6) we obtain the identity
kˆ(n) =
cn√|n| = bn√1 + |n| (2.9)
where bn =
√
1+|n|√
|n| cn for all nonzero n. Set b0 = kˆ(0). From (2.7), (2.8) and (2.9) we deduce
that
0 < (
√
2λ)−1 < bn <
√
2λ.
Finally, let δ =
√
2λ. This completes the proof.
Now, suppose g is a function in L2(T ) whose negative Fourier coefficients vanish, that is,
g ∈ H2 where H2 is considered as a subset of L2(T ). Then the negative Fourier coefficients
of the convolution k ∗ g vanish as well, and so k ∗ g ∈ H2. Hence the Poisson integral P [k ∗ g]
is an analytic function on the unit disk. In fact, this correspondence defines an isomorphism
between H2 and the Dirichlet space, and so we have an answer to question (1) above.
Lemma 2.4. A function f is in D if and only if f = P [k ∗ g] where g is a function in
H2. Moreover, this correspondence is an isomorphism and the norms ‖f‖D and ‖g‖2 are
comparable.
Proof. Suppose g ∈ H2 and let g(eiθ) = ∑∞n=0 gˆ(n)einθ be the Fourier series for g. Then
k ∗ g ∈ H2 and k̂ ∗ g(n) = kˆ(n)gˆ(n) = bn(1 + n)− 12 gˆ(n) where 0 < δ−1 ≤ bn ≤ δ for each n
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by Lemma 2.3. Thus f(reiθ) = P [k ∗ g](reiθ) = ∑∞n=0 bn(1 +n)− 12 gˆ(n)rneinθ is a power series
representation for the analytic function f and so
‖f‖2D =
∞∑
n=0
(1 + n)|bn|2(1 + n)−1|gˆ(n)|2
≤δ2
∞∑
n=0
|gˆ(n)|2
=δ2‖g‖22
<∞.
Thus f ∈ D. Moreover
‖f‖2D ≥ δ−2
∞∑
n=0
|gˆ(n)|2 = δ−2‖g‖22
and so ‖f‖D and ‖g‖2 are comparable.
Conversely, suppose f ∈ D. Then f(z) = ∑∞n=0 anzn and {an} is the sequence of Fourier
coefficients for the boundary function of f . Define cn = anb−1n (1 + n)
1
2 for n ≥ 0. Then
∞∑
n=0
|cn|2 =
∞∑
n=0
(1 + n)|an|2|bn|2 ≤ δ2‖f‖2D
and so {|cn|2} is summable and must be the sequence of Fourier coefficients for some function
g ∈ H2. Then k ∗ g ∈ H2 and k̂ ∗ g(n) = kˆ(n)gˆ(n) = bn(1 + n)− 12anb−1n (1 + n)
1
2 = an. Thus
k ∗ g is equal to the boundary function of f and f = P [k ∗ g]. We have now proved that the
given correspondence is surjective. Since it is evidently injective, the proof is complete.
The next lemma answers the second question, (2), above.
Lemma 2.5. A positive measure µ on the unit disk is a Carleson measure if and only if there
exists a constant c such that ∫
U
|P [k ∗ g]|2dµ ≤ c‖g‖22 (2.10)
for all g ≥ 0 in L2(T ).
Proof. Assume (2.10) holds for all g ≥ 0 in L2(T ). Now, let h be any function in L2(T ).
Writing h = u + iv and observing that P [k ∗ h] = P [k ∗ u] + iP [k ∗ v] is is readily checked
that (2.10) holds for h. In particular (2.10) holds for all functions in H2. By Lemma 2.4, any
function f ∈ D is of the form f = P [k ∗ g] where g ∈ H2, and the norms ‖f‖D and ‖g‖2 are
comparable. Thus ∫
U
|f |2dµ =
∫
U
|P [k ∗ g]|2dµ ≤c‖g‖22
≤c‖f‖D
and so µ is a Carleson measure.
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Conversely, suppose µ is a Carleson measure, that is,
∫
U |f |2dµ ≤ c‖f‖2D for all f ∈ D. If
g ∈ H2, then f = P [k ∗ g] ∈ D and so∫
U
|P [k ∗ g]|2dµ =
∫
U
|f |2dµ ≤c‖f‖2D
≤c‖g‖22.
This proves (2.10) for functions in H2. Now let g be any function in L2(T ) and let∑∞
n=−∞ ane
inθ be the Fourier series for g. The partial sums of this series can be written
sN =
N∑
n=−N
ane
inθ =
N∑
n=0
ane
inθ +
N∑
n=1
cneinθ (2.11)
where cn = a¯n. Either series to the right in (2.11) converge in the norm on L2. Denote the
limits by g1 and g¯2 respectively. Then g1 and g2 are in H2 since either function has vanishing
negative Fourier coefficients. It is clear that g = g1 + g¯2 and ‖g‖22 = ‖g1‖22 + ‖g2‖22. Finally,
since both the Poisson kernel and the function k are nonnegative
P [k ∗ g] = P [k ∗ g1] + P [k ∗ g¯2] = P [k ∗ g1] + P [k ∗ g2]
and so ∫
U
|P [k ∗ g]|2dµ ≤
∫
U
|P [k ∗ g1]|2dµ+
∫
U
|P [k ∗ g2]|2dµ
≤c(‖g1‖22 + ‖g2‖22)
=‖g‖22.
Since g was an arbitrary function L2(T ), this completes the proof.
We must now introduce some concepts related to potential theory. The Bessel kernel of
order α is the real function on RN given by
Gα = F−1((1 + |x|2)−α/2) (2.12)
where F−1 denotes the inverse Fourier transform. Thus Gα is the function whose Fourier
transform is Gˆα(x) = (1+|x|2)−α/2. For α > 0 the function Gα has the integral representation
Gα(x) =
1
(4pi)−α/2
1
Γ(α/2)
∫ ∞
0
t
α−N
2 e−
pi|x|2
t
− t
4pi
dt
t
(2.13)
For such α the function Gα is clearly positive. Moreover Gα ∈ L1(RN ) and Gα(x) = O(e−c|x|)
as x→∞ for some c > 0. The norm is ‖Gα‖1 = 1 (see [29] page 132). We are mostly going
to consider the case α = 1/2, and as such we shall write G = G1/2. In this case, G(x) behaves
asymptotically as G(x) ∼ c|x|−1/2 for x near the origin.
We can now define the Bessel potential spaces Lpα = L
p
α(RN ) by
Lpα(RN ) = {f : f = Gα ∗ g, g ∈ Lp(RN )} (2.14)
Since g ∈ Lp(RN ) andGα ∈ L1(RN ) it follows thatGα∗g ∈ Lp(RN ). Thus Lpα(RN ) ⊂ Lp(RN ).
In other words Lpα(RN ) is a subspace of Lp(RN ), consisting of all functions f ∈ Lp(RN )
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that can be written as a convolution f = Gα ∗ g. We can place a norm on Lpα defined by
‖Gα ∗ g‖α,p = ‖g‖p. The convolution operator is bounded, for
‖Gα ∗ g‖p ≤ ‖Gα‖1‖g‖p = ‖g‖p = ‖Gα ∗ g‖α,p (2.15)
since ‖Gα‖1 = 1. It is not hard to verify that Lpα is complete in this norm, and so it is in fact
a Banach space. Finally we mention that if α is an integer, α ≥ 1 and 1 < p < ∞ then the
Bessel potential space Lpα is equal to the Sobolev space Wα,p(RN ) consisting of all functions
in Lp whose distribution (weak) derivative Dσf belongs to Lp for each multi-index σ of order
|σ| ≤ α (see [29], page 135-138).
For a detailed exposition of the Bessel kernel and the Bessel potential space, see for
example [29], Chapter 5, or [1].
We will now introduce capacities, which is the concept we need for the characterization
of the multipliers.
Definition 2.6. A capacity is a positive set function C given on a σ-additive family of sets
E which contains the compact sets and satisfy the following properties.
1. C(Ø) = 0
2. If A1, A2 ∈ E and A1 ⊂ A2, then C(A1) ⊂ C(A2) (monotonicity)
3. If An ∈ E for n = 1, 2, . . . then C(
⋃∞
n=1An) ≤
∑∞
n=1C(An) (countable subadditivity)
If in addition C(A) = sup{C(K) : K compact, K ⊂ A} for every A ∈ E then C is called an
inner capacity, and if C(A) = inf{C(G) : G open, A ⊂ G} for every A ∈ E then C is called
an outer capacity. We can define C on all subsets A of RN by setting C(A) = inf{C(E) :
E ∈ E , A ⊂ E}.
Notice the similarity of the properties of a capacity with those of a measure. Indeed the
properties 1, 2 and 3 of Definition 2.6 are exactly those defining an outer measure, which can
be used to construct measures. (see [20], Chapter 12). We say that a property holds quasi-
everywhere (abbreviated q.e) if it holds everywhere except possibly on some set of capacity
zero.
We will now define the capacities we need. The Bessel capacity Bα,p for 1 < p < ∞ is
defined by
Bα,p(A) = inf{‖Gα ∗ g‖pα,p = ‖g‖pp : g ∈ Lp(RN ), g ≥ 0, Gα ∗ g ≥ 1 on A} (2.16)
The fundamental theory of this capacity is given, for example, in the article [17] and the book
[1]. We will mention the results we need. First off, the Bessel capacity is an outer capacity
defined on all subsets of RN , see Theorem 1 [17]. Comparing the Bessel capacity with the
Lebesgue measure, we find that sets with zero capacity has zero measure, but there are sets
with zero measure and positive capacity. Let σr(x0) denote the open ball in RN with centre
at xo and radius 0 < r < 1. Suppose p > 1 and that αp = N . Then we can find a constant c
such that
c−1
(
log
1
r
)1−p ≤ Bα,p(σr(x0)) ≤ c( log 1
r
)1−p
. (2.17)
See Lemma 8 [17]. Now, if µ is a positive measure and f is a measurable function, the
following identity holds: ∫
RN
|f |pdµ =
∫ ∞
0
µ{x : |f(x)| > t}dtp (2.18)
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where dtp = ptp−1dt and µ{x : |f(x)| > t} is the distribution function for |f | (see [23], 172-
174). We now ask: is something similar true for the Bessel capacity? The answer is, at least
partially, yes. To be precise, we have the following capacitary strong type inequality :∫ ∞
0
Bα,p({x : (Gα ∗ f)(x) > t})dtp ≤ c‖f‖pp (2.19)
for all f ≥ 0 in Lp(RN ). It is required that 1 < p < ∞, and the constant c depends only on
N and p. For the proof of this inequality, see [1] p. 189-191. From now on we will specialize
to the situation α = 1/2, p = 2 and N = 1, and write C = B 1
2
,2. A nonnegative function
f ∈ L2(R) such that G ∗ f ≥ 1 on A will be called a test function for C(A).
We will also need a capacity on the circle. If E ⊂ T let τ(E) = {t ∈ [−pi, pi] : eit ∈ E}.
This is clearly an open map from T into the interval [−pi, pi]. Now define
γ(E) = inf{‖f‖22 : f ∈ L2(T ), f ≥ 0, k ∗ f ≥ 1 on τ(E)}. (2.20)
This is an outer capacity defined on all subsets of T , again by Theorem 1 [17]. A nonnegative
function f ∈ L2(T ) such that k ∗ f ≥ 1 on E will be called a test function for γ(E).
Lemma 2.7. The capacity γ(E) is comparable to the Bessel capacity C(τ(E)) for any subset
E of the unit circle.
Proof. We begin by proving that there exists a constant c such that
C(τ(E)) ≤ cγ(E), for any E ⊂ T. (2.21)
To this end, let f be a test function for γ(E). We shall find a test function g for C(τ(E))
such that ‖g‖2 ≤ c0‖f‖2 for some constant c0, and (k ∗f)(x) ≤ (G∗g)(x) for any x ∈ [−pi, pi].
Then the inequality (2.21) follows from the definitions of γ and C.
Recall that G(x) ∼ c1|x|− 12 = c1k(x) where c1 is some constant and x is near the origin.
Hence G and k are comparable on [−pi, pi]. Define g0(x) = f(x) for x ∈ [−2pi, 2pi] and zero
otherwise. Clearly g0 ∈ L2(R). From these considerations we deduce that
(k ∗ f)(x) = 1
2pi
∫ pi
−pi
f(x− y)k(y)dy ≤c
∫ pi
−pi
f(x− y)G(y)dy
≤c
∫ ∞
−∞
g0(x− y)G(y)dy
=c(G ∗ g0)(x), x ∈ [−pi, pi] (2.22)
Setting g = cg0 we get
‖g‖22 = c2
∫ ∞
−∞
|g0|2dx = c2
∫ 2pi
−2pi
|f(x)|2dx ≤ c0‖f‖22.
Evidently, g is nonnegative and G ∗ g ≥ k ∗ f ≥ 1 on τ(E). Thus g is a test function for
C(τ(E)). This completes the proof of (2.21).
We must now show that there exists a constant c such that
γ(E) ≤ cC(τ(E)), for any E ⊂ T. (2.23)
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First, we will show that it is enough to prove (2.23) for sets with small capacity, and with this
in mind suppose (2.23) is true for all sets E ⊂ T such that C(τ(E)) < . Let J be an interval
in [−pi, pi] with length m(J) = δ < 1 where m is the Lebesgue measure on [−pi, pi]. By (2.17)
C(J) ≤ c(log 2δ )−1. Now, choose δ small enough so that c(log 2δ )−1 < . Then C(J) < . Since
T is compact, it is totally bounded, and so we can find a family of open intervals {Ii}ni=1 of
the unit circle such that the length |Ii| = m(τ(Ii)) = δ for each i and T =
⋃n
i=1 Ii. Now, let
E be a subset of T such that C(E) > . Then
γ(E) ≤
n∑
i=1
γ(Ii) since γ is subadditive
≤c
n∑
i=1
C(τ(Ii)) since C(τ(Ii)) < , 1 ≤ i ≤ n
≤cnC(τ(E)).
Since n only depends on δ and  and not on the subset E, we conclude that (2.23) holds for
all E ⊂ T .
Now, let E ⊂ T with C(τ(E)) < . A sufficient upper bound for  will be decided soon. Let
h be a test function for C(τ(E)). Evidently ‖h‖2 ≤
√
. Recall that G decays exponentially
to zero. From these considerations one obtains by the the Schwarz inequality∫
|y|>pi
h(x− y)G(y)dy ≤
(∫
|y|>pi
h2(x− y)dy
) 1
2
(∫
|y|>pi
G2(y)dy
) 1
2
≤√ · c
<
1
2
(2.24)
if
√
 < 1/(2c). Fix such . Since (G ∗ h)(x) = ∫∞−∞ h(x − y)G(y)dy ≥ 1 on τ(E), we see
from (2.24) that
∫
|y|<pi h(x − y)G(y)dy ≥ 12 for x ∈ τ(E). Since k and G are comparable on
[−pi, pi], this means that 12pi
∫
|y|<pi h(x − y)k(y)dy ≥ c−1 for some constant c and x ∈ τ(E).
Let h|[a, b] denote the restriction of h to the interval [a, b]. Let f1 be the periodic extension
of h|[−2pi, 0] to all of R. Similarly, let f2 be the periodic extension of h|[0, 2pi] to all of R. Then
the function f = c(f1 + f2) is 2pi-periodic, f ∈ L2(T ) and f ≥ 0. Moreover f1 + f2 ≥ h on
[−2pi, 2pi] and so
(k ∗ f)(x) = 1
2pi
∫ pi
−pi
f(x− y)k(y)dy = c
2pi
∫ pi
−pi
(f1(x− y) + f2(x− y))k(y)dy
≥ c
2pi
∫ pi
−pi
h(x− y)k(y)dy
≥1
for x ∈ τ(E). We conclude that f is a test function for γ(E). Observe that 2pi‖f1‖22 =∫ pi
−pi f
2
1 (x)dx ≤
∫∞
−∞ h
2(x)dx = ‖h‖22. The same inequality holds when f1 is replaced by f2.
2.1 A characterization in the unit disk of multipliers of the Dirichlet space 30
From our considerations above we obtain that
γ(E) ≤‖f‖22 = c2(‖f1 + f2‖22)
≤c2(‖f1‖2 + ‖f2‖2)2
≤ c
2
2pi
(‖h‖2 + ‖h‖2)2
=
2c2
pi
‖h‖22
and so
γ(E) ≤2c
2
pi
inf{‖h‖22 : h ∈ L2(R), h ≥ 0, G ∗ h ≥ 1 on τ(E)}
=
2c2
pi
C(τ(E)).
This completes the proof.
Corollary 2.8. The strong type inequality (2.19) holds for the capacity γ, that is, the in-
equality ∫ ∞
0
γ({eix ∈ T : k ∗ f > t})dt2 ≤ c‖f‖22
holds for all f ≥ 0 in L2(T ).
Proof. Let f be a nonnegative function in L2(T ) and let Et = {eix ∈ T : k ∗ f > t}. Then
τ(Et) = {x ∈ [−pi, pi] : k ∗f > t}. Like in the proof of Lemma 2.7, define f0 = f on [−2pi, 2pi]
and zero otherwise. Then (k ∗ f)(x) ≤ c1(G ∗ f0)(x) for some constant c1 by (2.22) and
‖f0‖2 ≤ c2‖f‖2 for some constant c2. Since γ(Et) and C(τ(Et)) are comparable we obtain
that ∫ ∞
0
γ({eix ∈ T : k ∗ f > t})dt2 ≤c0
∫ ∞
0
C({x ∈ [−pi, pi] : k ∗ f > t})dt2
≤c0
∫ ∞
0
C({x ∈ [−pi, pi] : c1(G ∗ f0) > t})dt2
≤c0‖c1f0‖22 by (2.19)
≤c‖f‖22
as was to be proved.
Let I be an arc on T and denote the length of I by |I|. We define the approximate square
with base I by
S(I) = {z ∈ U : z|z| ∈ I, 1− |I| ≤ |z| < 1} (2.25)
If |I| ≥ 1 let S(I) = U . If z ∈ U , let Iz be the arc on T centred at z/|z| and with length 1−|z|.
Similarly, the notation nIz will denote the arc centred at z/|z| and with length n(1− |z|).
We now have all the material we need to characterize the Carleson measures.
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Theorem 2.9. A positive measure µ is a Carleson measure if and only if there exists a
constant c such that
µ(
n⋃
j=1
S(Ij)) ≤ cC(τ(
n⋃
j=1
Ij)) (2.26)
for all disjoint collections {Ij}nj=1 of subarcs on the circle.
Proof. Assume µ is a Carleson measure and set E =
⋃n
i=1 Ij . We will prove that (2.26) holds
for the capacity γ instead of C. It will then be true for the capacity C as well by Lemma 2.7.
Accordingly, let f be a test function for γ(E), that is, f ∈ L2(T ), f ≥ 0 and k ∗ f ≥ 1 on
τ(E). Clearly k ∗ f ≥ χIj for each j.
Suppose |Is| ≥ 1 for some 1 ≤ s ≤ n. Then S(Is) = U . By (2.17) there exists a constant
c0 such that 0 < c0 < C(τ(I)) for all intervals of length |I| ≥ 1. Thus we can find another
constant c1 such that
µ(
n⋃
j=1
S(Ij)) = µ(U) ≤ c1c0 ≤ c1C(τ(Is)) ≤ c1C(τ(
n⋃
j=1
Ij))
and so (2.26) holds.
Assume |Ij | < 1 for all j. Let z = reiθ ∈ S(Ij) where θ ∈ [−pi, pi]. Recall that Pr(θ− t) =
1− r2
1− 2r cos(θ − t) + r2 =
1− |z|2
|eit − z|2 = Pz(t) and observe that
P [χIj ](z) =
1
2pi
∫
τ(Ij)
Pr(θ − t)dt. (2.27)
First, notice that Pr(θ − t) is nonnegative. The curve of Pr(θ − t) (with respect to θ − t) is
bell-shaped and assumes its maximum value at θ − t = 0. Since θ ∈ τ(Ij) this maximum is
assumed when t runs through the interval τ(Ij), the interval of integration in (2.27). Notice
further that if 0 < δ < pi then limr→1 sup|θ−t|≥δ |Pr(θ − t)| = 0. In other words the curve of
Pr(θ − t) becomes slimmer and more concentrated around θ = t as r increases and so the
integral (2.27) increases monotonically with r. Since inf{r : reiθ ∈ S(Ij)} = 1−|Ij | we obtain∫
τ(Ij)
Pr(θ − t)dt ≥
∫
τ(Ij)
P1−|Ij |(θ − t)dt = |Ij |(2− |Ij |)
∫
τ(Ij)
dt
|eit − z|2 .
It is not hard to see that
|eit − z| ≤ c−10 |Ij | (2.28)
for some constant c0 and for any t ∈ τ(Ij) and z ∈ S(Ij). The constant c0 is determined by
the geometry of the approximate squares of the form S(I) and so (2.28) holds for any arc I
on the unit circle when t ∈ τ(I) and z ∈ S(I). Thus c0 is independent of j. Consequently,
P [χIj ](z) ≥
1
2pi
|Ij |(2− |Ij |) c
2
0
|Ij |2
∫
τ(Ij)
dt =
c20
2pi
(2− |Ij |)
≥ c
2
0
2pi
= c > 0
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for any z ∈ S(Ij). Thus c−1P [k ∗ f ](z) ≥ c−1P [χIj ](z) ≥ 1 for any z ∈ S(Ij) and for each
1 ≤ j ≤ n. Therefore c−1P [k ∗ f ] ≥ 1 on ⋃nj=1 S(Ij) and so
µ(
n⋃
j=1
S(Ij)) =
∫
Sn
j=1 S(Ij)
dµ ≤c−2
∫
Sn
j=1 S(Ij)
|P [k ∗ f ]|2dµ
≤c−2‖f‖22, by Lemma 2.5.
Since f was an arbitrary test function for γ(E) it follows that µ(
⋃n
j=1 S(Ij)) ≤ c−2γ(E) and
so µ satisfies (2.26).
Conversely, suppose µ satisfies (2.26). Let f be a nonnegative function in L2(T ) and let
u = P [k ∗ f ]. The non-tangential approach region eiθΩr with vertex eiθ is the smallest convex
set that contains the disk centred at the origin with radius r, and the point eiθ on the unit
circle. The non-tangential maximal function Nru is defined to be the supremum of |u(z)| on
eiθΩr:
(Nru)(eiθ) = sup
z∈eiθΩr
|u(z)| (2.29)
Choose r large enough so that z ∈ eitΩr for all eit ∈ 2Iz.
We will also need the Hardy-Littlewood maximal function defined by
M [f ](eiθ) = sup
I
1
|I|
∫
I
|f(t)|dt (2.30)
where I is a subarc centred at eiθ. There are three facts concerning this maximal function we
are going to need. First, M [g] is bounded on L2(T ), that is
‖M [g]‖2 ≤ c‖g‖2 (2.31)
for any g ∈ L2(T ). See for example Theorem 8.18 [23]. Secondly, if g ∈ L2(T ) the non-
tangential maximal function of P [g] is dominated by the Hardy-Littlewood maximal function
corresponding to g:
(NrP [g])(eiθ) ≤M [g](eiθ) (2.32)
for each eiθ ∈ T . See Theorem 11.20 [23]. Finally, we want to prove the inequality
M [k ∗ f ] ≤ k ∗M [f ]. (2.33)
Let F (x, y) = f(x − y)k(y). Since F is dxdy-measurable and F ≥ 0 we can apply Fubinis
theorem. The notation I(θ) shall denote an arc on T centred at eiθ.
1
|I(θ)|
∫
I(θ)
|(k ∗ f)(x)|dx = 1
2pi|I(θ)|
∫
I(θ)
dx
∫ pi
−pi
f(x− y)k(y)dy
=
1
2pi|I(θ)|
∫ pi
−pi
k(y)dy
∫
I(θ)
f(x− y)dx
≤ 1
2pi
∫ pi
−pi
k(y)dy sup
I(θ)
1
|I(θ)|
∫
I(θ)
f(x− y)dx
=
1
2pi
∫ pi
−pi
k(y)dy sup
I(θ−y)
1
|I(θ − y)|
∫
I(θ−y)
f(t)dt
=(k ∗M [f ])(eiθ) (2.34)
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Take the supremum over all arcs centred at θ on the left in (2.34) to complete the proof of
(2.33).
Let At = {z ∈ U : |u(z)| > t} for t ≥ 0 and let K be a compact subset of At. Then we
can find a finite number of points z1, z2, . . . , zn ∈ K such that K ⊂
⋃n
i=1 S(2Izi). The union⋃n
i=1 2Izi can be expressed as a disjoint union
⋃m
j=1 Jj where each 2Izi is contained in some
Jj . Evidently K ⊂
⋃m
j=1 S(Jj). Define Bt = {eiθ ∈ T : (Nru)(eiθ) > t} and let eiθ ∈ 2Izi .
Then zi ∈ eiθΩr by our choice of r and so (Nru)(eiθ) = supz∈eiθΩr |u(z)| ≥ |u(zi)| > t since
zi ∈ K ⊂ At. Hence eiθ ∈ Bt and so
⋃n
i=1 2Izi =
⋃m
j=1 Jj ⊂ Bt. From this and the fact that
µ satisfies (2.26) we obtain that
µ(K) ≤µ(
m⋃
j=1
S(Jj))
≤cγ(
m⋃
J=1
Jj)
≤cγ(Bt). (2.35)
Since µ is a regular measure (2.35) imply that
µ({z : |u(z)| > t}) ≤ cγ({eiθ : Nru(eiθ) > t}). (2.36)
Finally, our considerations yield∫
U
P [k ∗ f ]2dµ =
∫ ∞
0
µ({z : |u(z)| > t})dt2 by (2.18)
≤c
∫ ∞
0
γ({eiθ ∈ T : (Nru)(eiθ) > t})dt2 by (2.36)
≤c
∫ ∞
0
γ({eiθ ∈ T : M [k ∗ f ](eiθ) > t})dt2 by (2.32)
≤c
∫ ∞
0
γ({eiθ ∈ T : (k ∗M [f ])(eiθ) > t})dt2 by (2.33)
≤c‖M [f ]‖22 by Corollary 2.8
≤c‖f‖22 by (2.31).
Since f was an arbitrary nonnegative function in L2(T ) the measure µ is a Carleson measure
by Lemma 2.5. This completes the proof.
Now that we have classified the Carleson measures, we can formulate a necessary and
sufficient condition for a function f to be a multiplier of the Dirichlet space.
Theorem 2.10. A function f ∈M(D) if and only if f is bounded and there is a constant c
such that ∫
Sn
i=1 S(Ii)
|f ′|2dA ≤ cC(τ(
n⋃
i=1
Ii)) (2.37)
for each disjoint collection {Ii}ni=1 of arcs on the unit circle.
Proof. The result follows immediately from Proposition 2.2 and Theorem 2.9.
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2.2 Multipliers of L21/2
In this section we shall characterize the multipliers of the Bessel potential space L21/2(R) and
the related space L21/2(T ) on the unit circle. This will also yield a characterization of the
multipliers of the harmonic Dirichlet space, when properly defined. This work will then aid
us in giving a similar boundary characterization of the multipliers of the Dirichlet space in
the next section.
Recall that L21/2 = L
2
1/2(R) = {G ∗ f : f ∈ L2(R)} is a Banach space with the norm
‖G ∗ f‖1/2 = ‖f‖2. A multiplier of L21/2 is a function f such that pointwise multiplication
of functions in L21/2 by f is a bounded linear operator from L
2
1/2 into L
2
1/2. In other words
f ∈M(L21/2) if and only if there is a constant c such that
‖fg‖1/2 ≤ c‖g‖1/2 (2.38)
for each g ∈ L21/2. Multipliers of the general Bessel potential space Lpα(RN ) were studied in
[30]. In this article it is proved that M(Lpα) ⊂ L∞ for α ≥ 0 (Proposition 1.1, Chapter 2).
If f ∈ L2, define the function
Df(x) =
(∫ ∞
−∞
|f(x− y)− f(x)|2
|y|2 dy
)1/2
. (2.39)
The following characterization is due to E. M. Stein, see [28].
Proposition 2.11. A function f is in L21/2 if and only if f ∈ L2 and Df ∈ L2. Moreover
‖f‖1/2 is comparable to ‖f‖2 + ‖Df‖2.
Lemma 2.12. Let µ be a positive Borel measure on R. A necessary and sufficient condition
that ∫
|f |2dµ ≤ c‖f‖21/2 (2.40)
for every f ∈ L21/2 is that µ(K) ≤ cC(K) for every compact subset K ⊂ R.
Proof. Assume (2.40) holds for all f ∈ L21/2, and let h be a test function for C(K) where K
is a compact subset of R. Then |G ∗ h|2 ≥ 1 on K and so
µ(K) =
∫
K
dµ ≤
∫
K
|G ∗ h|2dµ ≤
∫ ∞
−∞
|G ∗ h|2dµ = ‖G ∗ g‖22 ≤ ‖G ∗ h‖21/2 = ‖h‖22
by (2.15). Since h was an arbitrary test function for C(K) we conclude that µ(K) ≤ C(K).
Conversely, suppose µ(K) ≤ cC(K) for all compact subsets K ⊂ R and let f ∈ L2. Then
|f | ∈ L2 and so G ∗ |f | ∈ L21/2. Let Et = {x : G ∗ |f | > t}. With the aid of the capacitary
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strong type inequality we obtain that
c‖f‖22 = c‖|f |‖22 ≥
∫ ∞
0
C({x : G ∗ |f | > t})dt2 by (2.19)
≥
∫ ∞
0
sup{C(K) : K ⊂ Et, K compact}dt2 since C is subadditive
≥ 1
c
∫ ∞
0
sup{µ(K) : K ⊂ Et, K compact}dt2 by assumption
=
1
c
∫ ∞
0
µ({x : G ∗ |f | > t})dt2 since µ is regular
=
1
c
∫ ∞
−∞
|G ∗ f |2dµ by (2.18).
Since f was an arbitrary function in L2, (2.40) holds for all functions in L21/2. This completes
the proof.
The following result is due to R. S. Strichartz, see Lemma 3.1, Chapter 2, in [30].
Lemma 2.13. A function f is in M(L21/2) is and only if f ∈ L∞ and
‖gDf‖2 ≤ c‖g‖1/2 (2.41)
for all g ∈ L21/2.
Proof. Suppose f is bounded and Df is a multiplier of L21/2 into L
2. Then ‖fg‖2 ≤ ‖f‖∞‖g‖2
and so fg ∈ L2. Let g ∈ L21/2 and observe that
D(fg)(x) =
(∫ ∞
−∞
|f(x− y)g(x− y)− f(x)g(x)|2
|y|2 dy
)1/2
=
(∫ ∞
−∞
|f(x− y)g(x− y)− f(x− y)g(x) + f(x− y)g(x)− f(x)g(x)|2
|y|2 dy
)1/2
≤
(∫ ∞
−∞
|g(x− y)− g(x)|2|f(x− y)|2
|y|2 dy
)1/2
+
(∫ ∞
−∞
|f(x− y)− f(x)|2|g(x)|2
|y|2 dy
)1/2
≤ ‖f‖∞Dg(x) + |g(x)|Df(x). (2.42)
Thus ‖D(fg)‖2 ≤ ‖f‖∞‖Dg‖2 + ‖gDf‖2 ≤ ‖f‖∞‖Dg‖2 + c‖g‖1/2 by the hypothesis on Df ,
and so D(fg) ∈ L2. Hence fg ∈ L21/2 by Proposition 2.11. Moreover
‖fg‖1/2 ≤ c(‖fg‖2 + ‖D(fg)‖2)
≤ c(‖f‖∞‖g‖2 + ‖f‖∞‖Dg‖2 + ‖gDf‖2)
≤ c(c1‖f‖∞‖g‖1/2 + c2‖g‖1/2)
= c‖g‖1/2.
Thus f ∈M(L21/2).
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Conversely, suppose f ∈M(L21/2) and let g ∈ L21/2. Then f is bounded and
|g(x)|Df(x) =
(∫ ∞
−∞
|f(x− y)g(x)− f(x)g(x)|2
|y|2 dy
)1/2
≤
(∫ ∞
−∞
|f(x− y)|2|g(x− y)− g(x)|2
|y|2 dy
)1/2
+
(∫ ∞
−∞
|f(x− y)g(x− y)− f(x)g(x)|2
|y|2 dy
)1/2
≤ ‖f‖∞Dg(x) +D(fg)(x).
Hence
‖gDf‖2 ≤ ‖f‖∞‖Dg‖2 + ‖D(fg)‖2
≤ ‖f‖∞(‖g‖2 + ‖Dg‖2) + ‖fg‖2 + ‖D(fg)‖2
≤ c0‖g‖1/2 + c1‖fg‖1/2
≤ c‖g‖1/2 since f ∈M(L21/2).
Thus (2.41) holds for all g ∈ L21/2. This completes the proof.
Theorem 2.14. A function f is in M(L21/2) if and only if f ∈ L∞ and∫
K
|Df |2dx ≤ cC(K) (2.43)
for all compact subsets K ⊂ R.
Proof. By Lemma 2.13 f ∈M(L21/2) if and only if f ∈ L∞ and
‖gDf‖22 =
∫ ∞
−∞
|gDf |2dx ≤ c‖g‖21/2 (2.44)
for all g ∈ L21/2. Define the positive Borel measure dµ = |Df |2dx. By Lemma 2.12, (2.44)
holds for all g ∈ L21/2 if and only if
µ(K) =
∫
K
|Df |2dx ≤ cC(K)
for all compact subsets K ⊂ R. The proof is complete.
We now define and study a function space on the unit circle which is closely related to
L21/2(R), namely the space
L21/2(T ) = {f : f = k ∗ g, g ∈ L2(T )}. (2.45)
In Section 2.1 functions from this space were used, for example, in the definition of the capacity
γ on the unit circle, and in the boundary characterization of D. Indeed, much work in that
section centred on moving between the spaces L21/2(R) and L
2
1/2(T ). The key observation was
that the kernels G and k are comparable on [−pi, pi].
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Proposition 2.15. The space L21/2(T ) is a Banach space with the norm ‖k ∗ f‖1/2 = ‖f‖2.
Moreover L21/2(T ) ⊂ L2(T ) and ‖k ∗ f‖2 ≤ ‖k‖1‖f‖2 = ‖k‖1‖k ∗ f‖1/2.
Proof. Let {k∗fn} be a Cauchy sequence in L21/2(T ). Then {fn} is clearly a Cauchy sequence
in L2(T ) and so converge in the norm on L2(T ) to some function f ∈ L2(T ). Since k ∗ f ∈
L21/2(T ) and
‖k ∗ fn − k ∗ f‖1/2 = ‖k ∗ (fn − f)‖1/2 = ‖fn − f‖2
we conclude that {k∗fn} converges in the norm of L21/2(T ) to k∗f . Thus L21/2(T ) is complete
with the given norm.
Since k ∈ L1(T ) we know from the elementary theory of convolutions that k ∗ f ∈ L2(T )
for any f ∈ L2(T ) and that ‖k ∗ f‖2 ≤ ‖k‖1‖f‖2. This completes the proof.
We define multipliers of L21/2(T ) just as for L
2
1/2(R): f ∈ M(L21/2(T )) if and only if
‖fg‖1/2 ≤ c‖g‖1/2 for some constant c and for all g ∈ L21/2(T ). We will prove in Section 4.3
that M(L21/2(T )) ⊂ L∞(T ) (Corollary 4.27). With the operator norm
‖f‖ = ‖Mf‖ = sup
‖g‖1/2≤1
‖fg‖1/2
the space M(L21/2(T )) is a Banach algebra. Moreover M(L
2
1/2(T )) ⊂ L21/2(T ) since 1 ∈
L21/2(T ). For a proof of these statements, we refer again to Section 4.3 (Proposition 4.28).
For now, our interest is to give a characterization of of the multipliers of L21/2(T ).
Recall from Lemma 2.4 that the Dirichlet space D could be identified with the set of
functions {k ∗ f : f ∈ H2}. It turns out that the harmonic Dirichlet space can be identified
with the larger space L21/2(T ) = {k ∗ f : f ∈ L2(T )}. We will prove this shortly.
Let f ∈ Dh. If we define
Df(t) =
( 1
4pi
∫ pi
−pi
|f(θ)− f(t)|2
sin2
(
θ−t
2
) dθ)1/2 (2.46)
then D(f) = ‖Df‖22 since the Douglas formula (1.13) holds for functions in Dh.
Proposition 2.16. a function f is in Dh if and only if f = P [k ∗ g] where g is a function in
L2(T ). Moreover, this correspondence yields an isomorphism
Dh −→ L21/2(T )
f −→ f˜ = k ∗ g
and the norms ‖f‖Dh and ‖k ∗ g‖1/2 = ‖g‖2 are comparable.
Proof. By Proposition 1.6 the formula ‖f‖Dh =
∑∞
n=−∞(1 + |n|)|fˆ(n)|2 holds for any f ∈ Dh
where fˆ(n) is the n’th Fourier coefficient for the boundary function of f for any f ∈ Dh.
Hence the proof of this proposition is similar to the proof of Lemma 2.4. The only difference
is that the bondary functions corresponding to a function in Dh may have nonzero negative
Fourier coefficients.
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Recall from Section 1.2 that defining multipliers for the harmonic Dirichlet space in the
same manner as for the Dirichlet space turned out to be unsuccessful since products of har-
monic functions need not be harmonic. But having identified in the proposition above Dh
with the set of boundary functions L21/2(T ) we may define multipliers of Dh on the bound-
ary. That is, a harmonic function f in the unit disk is a multiplier of Dh if and only if the
corresponding boundary function is a multiplier of L21/2(T ). Denote the set of multipliers of
Dh by M(Dh).
We now want to show that Theorem 2.14 holds for multipliers of L21/2(T ). For this we
will use the following Lemma, which is an analogue of Proposition 2.11 for L21/2(T ).
Lemma 2.17. A function f is in L21/2(T ) if and only if f ∈ L2(T ) and Df ∈ L2(T ).
Moreover ‖f‖1/2 is comparable to ‖f‖2 + ‖Df‖2.
Proof. Suppose f ∈ L21/2(T ). Then f ∈ L2(T ) since L21/2(T ) ⊂ L2(T ). Moreover P [f ] ∈ Dh
by Proposition 2.16 and so D(P [f ]) = ‖Df‖22 <∞. Thus Df ∈ L2(T ).
Conversely, suppose f ∈ L2(T ) and Df ∈ L2(T ). Then P [f ] ∈ Dh since D(P [f ]) =
‖Df‖22 <∞ and so f ∈ L21/2(T ) by Proposition 2.16.
To prove the equivalence of ‖f‖1/2 and ‖f‖2+‖Df‖2, define the norm ‖g‖′ = ‖g‖2+D(g)1/2
on Dh. Evidently, ‖g‖ ≤ ‖g‖′ for any g ∈ Dh where ‖g‖ = ‖g‖Dh is the standard norm (1.26)
on Dh. We want to show that when Dh is endowed with the norm ‖g‖′ the resulting normed
space, denoted by (Dh, ‖.‖′), is complete. To this end, let {gn} be a Cauchy sequence in
(Dh, ‖.‖′). Then ‖gn − gm‖ ≤ ‖gn − gm‖′ and so {gn} is a Cauchy sequence of (Dh, ‖.‖).
Thus {gn} converges to some function g ∈ Dh in the norm ‖.‖. But then ‖gn − g‖2 → 0
and D(gn − g) → 0 and so {gn} converge to g in the norm ‖.‖′Dh as well. Hence (Dh, ‖.‖′)
is complete and so ‖g‖ and ‖g‖′ are comparable by a corollary of the open-mapping theorem
(see for example Proposition 11 in Chapter 10, [20]).
Since ‖f‖1/2 is comparable to ‖P [f ]‖Dh by Proposition 2.16 and ‖P [f ]‖Dh is comparable
to ‖f‖2+D(P [f ])1/2 = ‖f‖2+‖Df‖2, we conclude that ‖f‖1/2 is comparable to ‖f‖2+‖Df‖2.
This completes the proof.
We now rewrite Df in a form more appropriate to our needs. An easy computation shows
that 4 sin2
(
θ−t
2
)
= |ei(θ−t) − 1|2 and so
Df(t) =
( 1
pi
∫ pi
−pi
|f(θ)− f(t)|2
|ei(θ−t) − 1|2 dθ
)1/2
=
( 1
pi
∫ t−pi
t+pi
|f(t− s)− f(t)|2
|eis − 1|2 ds
)1/2
=
(∫ t−pi
t+pi
dµ
)1/2
= µ(eitT ) = µ(T )
=
( 1
pi
∫ pi
pi
|f(t− s)− f(t)|2
|eis − 1|2 ds
)1/2
. (2.47)
Notice the similarity between this expression for D and (2.39). Indeed, with the aid of this
expression, Proposition 2.15 and Lemma 2.17, the proofs of Lemma 2.12 and Lemma 2.13
goes through virtually unchanged. Simply replace the domain of integration by the unit circle,
and the denominator of Df by |eiy − 1|2). In addition, use the capacity γ in Lemma 2.12
instead of the Bessel capacity. Thus we have proved that the characterization of multipliers
of L21/2(R) holds for L
2
1/2(T ) as well. Moreover, this will also be the characterization of the
multipliers of the harmonic Dirichlet space. Explicitly, we have the following theorem:
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Theorem 2.18. Let f be a function on the unit circle. Then the following are equivalent:
1. f ∈M(L21/2(T ))
2. P [f ] ∈M(Dh)
3. f ∈ L∞(T ) and ∫K |Df |2dx ≤ cC(K) for all compact subsets K ⊂ T
2.3 A boundary characterization of multipliers of the Dirichlet
space
In this section, we shall give a boundary characterization of multipliers of the Dirichlet space
similar to the characterization of M(L21/2(T )) in the last section. In doing so, we will show
that the boundary function of a multiplier of D is a multiplier of L21/2(T ).
If Df is the expression (2.47) then D(f) = ‖Df‖22 for any f ∈ D, just as for Dh.
Lemma 2.19. A function f is in D if and only if f ∈ H2 and Df ∈ L2(T ). Moreover ‖f‖D
is comparable to ‖f‖2 + ‖Df‖2.
Proof. This is just a special case of Lemma 2.17 where f is assumed to be analytic.
Recall that Lemma 2.12 and Lemma 2.13 remain true if the real line is replaced by the
unit circle and Df is the expression 2.47. We now show that Lemma 2.12 can be improved
in this context.
Lemma 2.20. Let µ be a positive Borel measure on T . A necessary and sufficient condition
that ∫
T
|f˜ |2dµ ≤ c‖f‖2D (2.48)
for all f ∈ D is that µ(K) ≤ cC(τ(K)) for each compact subset K ⊂ T .
Proof. Assume (2.48) holds for all functions in D, and let f = k ∗ h ∈ L21/2(T ). Then
h ∈ L2(T ), and h = h1 + h¯2 where h1, h2 ∈ H2 and ‖h‖22 = ‖h1‖22 + ‖h2‖22 as in the proof of
Lemma 2.5. Clearly f = k ∗ h = k ∗ h1 + k ∗ h2 and so∫
T
|f |2dµ ≤
∫
T
|k ∗ h1|2dµ+
∫
T
|k ∗ h2|2dµ
≤ c‖P [k ∗ h1]‖2D + c‖P [k ∗ h2]‖2D by (2.48)
≤ c‖h1‖22 + c‖h2‖22 by Lemma 2.4
= c‖h‖22
= c‖f‖21/2.
Since f was an arbitrary function in L21/2(T ) we conclude that µ(K) ≤ cC(K) for each
compact subset of T by Lemma 2.12.
Conversely, suppose µ(K) ≤ cC(τ(K)) for each compact subset of T . Then∫
T
|f |2dµ ≤ c‖f‖21/2
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for each f ∈ L21/2(T ) by Lemma 2.12. Suppose g = P [f ] ∈ D. Then f ∈ L21/2(T ) and the
norms ‖f‖1/2 and ‖g‖D are comparable by Lemma 2.4. Thus∫
T
|g˜|2dµ =
∫
T
|f |2dµ ≤ c‖f‖21/2 ≤ c‖g‖2D.
Since g was an arbitrary function in D the proof is complete.
Lemma 2.21. A function f is in M(D) if and only if f ∈ H∞ and
‖g˜Df‖2 ≤ c‖g‖D (2.49)
for each g ∈ D.
Proof. The proof of this lemma is analogous to the proof of Lemma 2.13. Assume f is bounded
and that (2.49) holds for all g ∈ D. Let g ∈ D. By an argument similar to the one found in
the proof of Lemma 2.13, we get that
D(fg)(t) =
( 1
pi
∫ pi
pi
|f(t− s)g(t− s)− f(t)g(t)|2
|eis − 1|2 ds
)1/2
≤ ‖f‖∞Dg(t) + |g(t)|Df(t)
and so
‖D(fg)‖2 ≤ ‖f‖∞‖Dg‖2 + ‖gDf‖2
≤ ‖f‖∞‖Dg‖2 + c‖g‖D
<∞.
Thus D(fg) = ‖D(fg)‖22 <∞ and so fg ∈ D. We conclude that f ∈M(D).
Conversely, suppose f ∈M(D) and let g ∈ D. Then f is bounded, fg ∈ D and
|g(t)|Df(t) =
( 1
pi
∫ pi
pi
|f(t− s)g(t)− f(t)g(t)|2
|eis − 1|2 ds
)1/2
≤ ‖f‖∞Dg(t) +D(fg)(t).
Thus
‖gDf‖2 ≤ ‖f‖∞‖Dg‖2 + ‖D(fg)‖2
≤ ‖f‖∞(‖g‖2 + ‖Dg‖2) + ‖fg‖2 + ‖D(fg)‖2
≤ c1‖g‖D + c2‖fg‖D by Lemma 2.19
≤ c‖g‖D since f ∈M(D).
The proof is complete.
We now quickly obtain the boundary characterization of functions in M(D). We include
the previous characterization for completeness in the following theorem.
Theorem 2.22. The following are equivalent:
1. f ∈M(D)
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2. f ∈ H∞ and ∫Sn
i=1 S(Ii)
|f ′|2dA ≤ cC(τ(⋃ni=1 Ii)) for each disjoint collection {Ii}ni=1 of
arcs on the unit circle
3. f ∈ H∞ and ∫K(Df)2dx ≤ cC(τ(K)) for all compact subsets K ⊂ T
Proof. We have already proved the equivalence of (1) and (2). We now prove the equivalence
of (1) and (3). By Lemma 2.21, f ∈M(D) if and only if
‖g˜Dg‖2 =
( 1
2pi
∫ pi
−pi
|g˜Df |2dx
)1/2 ≤ c‖g‖2 (2.50)
for all g ∈ D. Define the positive Borel measure dµ = (Df)2dx. Then Lemma 2.20 imply
that (2.50) holds for all g ∈ D if and only if µ(K) = ∫K(Df)2dx ≤ cC(K) for each compact
subset K ⊂ T . This completes the proof.
The boundary characterization of multipliers of the Dirichlet space together with the
characterization of multipliers of the Bessel potential space in the last section furnishes the
following interesting result.
Proposition 2.23. If f ∈M(D) then the boundary function of f is contained in M(L21/2(T )).
Equivalently, f ∈M(Dh).
Proof. If f ∈M(D) then f ∈ H∞ and ∫K(D f˜)2dx ≤ cC(K) for all compact subsets K ⊂ T by
Theorem 2.22. Thus f˜ ∈M(L21/2(T )) by Theorem 2.18. Hence f ∈M(Dh) since f ∈M(Dh)
if and only if f˜ ∈M(L21/2(T )). This completes the proof.
Chapter 3
Univalent multipliers of the
Dirichlet space
In this chapter we shall investigate a certain class of multipliers of the Dirichlet space, namely
the univalent multipliers arising from the application of the Riemann mapping theorem. The
discussion is mainly based on the article [5] and most of the results in this section can be
found in that article, in particular Theorem 3.5 and Theorem 3.6. However, we will extend
some of the results and add some comments to others.
First, we are going to generalize the definition of the Dirichlet space and the Bergman
space to include sets different from U . Let G be a connected and open subset of C, which we
shall call a domain. The Dirichlet space corresponding to G is the set of all analytic functions
f : G→ C such that f(z0) = 0 where z0 is some distinguished point in G, and
‖f‖2D(G) =
1
pi
∫
G
|f ′|2dA <∞. (3.1)
The condition f(z0) = 0 ensures that 0 is the the only constant function contained in D(G)
and so (3.1) indeed defines a norm as no non-zero function has zero norm. We can give D(G)
the inner product 〈f, g〉 = 1pi
∫
G f
′g¯′dA, turning it into a Hilbert space. A multiplier f of D(G)
is defined just as for D: f is bounded and the map Mf (h) = fh of pointwise multiplication
is a bounded linear operator from D(G) into itself. We will denote the space of multipliers of
D(G) by M(D(G)) or M(DG) for brevity.
The Bergman space corresponding to G is the set of all analytic functions f : G → C
such that
‖f‖2B(G) =
1
pi
∫
G
|f |2dA <∞. (3.2)
The proof of the following proposition is based on the proof of Theorem 12.38 in [21].
Proposition 3.1. Let G be a domain, and let K be a compact subset of G. Then there is a
constant c such that
|f(z)| ≤ c‖f‖B(G) (3.3)
for all z ∈ K and f ∈ B(G). In particular, evaluation at a point is a bounded linear functional
on B(G).
Proof. Let z ∈ K and let δ be a non-zero finite number less the distance from K to the
boundary of G. Note that this distance cannot be zero since G is open and K is compact.
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Let 4 be a disk of radius δ centred at z. Then f(ζ) = ∑∞n=0 an(ζ − z)n for ζ ∈ 4. If
ζ − z = reiθ then f(reiθ) = fr(eiθ) =
∑∞
n=0 anr
neinθ and ‖fr‖22 =
∑∞
n=0 |an|2r2n. Thus
1
pi
∫
4
|f |2dA = 1
pi
∫ δ
0
rdr
∫ pi
−pi
|f(reiθ)|2dθ = 2
∫ δ
0
∞∑
n=0
|an|2r2n+1dr =
∞∑
n=0
(n+ 1)−1|an|2δ2n+2.
Note that f(z) = a0 and so
|f(z)| = |a0| ≤δ−1
( ∞∑
n=0
(n+ 1)−1|an|2δ2n+2
) 1
2
=δ−1
(∫
4
|f |2dA
) 1
2
≤δ−1‖f‖B(G).
Since δ is independent of z and f , (3.3) holds for all z ∈ K and f ∈ B(G). Moreover, point
evaluations are bounded since G is locally compact. This completes the proof.
Corollary 3.2. Let G be a domain. Evaluation at a point is a bounded linear functional on
the Dirichlet space D(G), that is, for each z ∈ G there exists a constant c such that
|λz(f)| = |f(z)| ≤ c‖f‖D(G) (3.4)
for each f ∈ D(G).
Proof. Let z ∈ G and let Γ be a rectifiable arc in G from the distinguished point z0 to z. If
f ∈ D(G) then f ′ ∈ B(G) and so
|f(z)| =
∣∣∣ ∫ z
z0
f ′(w)dw
∣∣∣ ≤(length of Γ) sup
w∈Γ
|f ′(w)|, since Γ is rectifiable
≤c‖f ′‖B(G), by Proposition 3.1 since Γ is compact
=c‖f‖D(G).
This completes the proof.
Thus DG is a Hilbert space of analytic functions on the domain G such that evaluation
at a point is a bounded linear functional. Hence Proposition 1.7 and Proposition 1.9 holds
for DG as we remarked at the end of Chapter 1. Consequently, f ∈ M(DG) if and only if
fD(G) ⊂ D(G). Moreover M(DG) is a Banach algebra.
Now, consider the special case where G = U and z0 = 0. Evidently, any function f ∈ D(U)
has a power series representation with constant term equal to zero. Moreover Proposition 1.2
holds for D(U). If w ∈ U − {0} define k∗w(z) = log 11−w¯z . If w = 0 let k∗w = 0. Then k∗w will
be a reproducing kernel for D(U), that is f(z) = 〈f, k∗z〉. The proof is similar to the proof of
Proposition 1.4. Thus Proposition 1.5 holds for D(U) as well.
Proposition 3.3. An analytic function f in the unit disk is a multiplier of D if and only it
is a multiplier of D(U), that is, M(D) = M(DU ).
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Proof. Suppose f ∈M(D). Then f is clearly a multiplier of D(U) since D(U) ⊂ D.
Conversely, if f(z) =
∑∞
n=0 anz
n ∈ M(DU ) then f ∈ M(D) if and only if f multiply the
constant functions, that is, D(f) < ∞. But zf ∈ D(U) since f ∈ M(DU ) and z ∈ D(U).
Since (zf)(z) =
∑∞
n=0 anz
n+1 =
∑∞
n=1 bnz
n where bn = an−1 we obtain that
∞ > D(zf) =
∞∑
n=1
n|bn|2 =
∞∑
n=1
n|an−1|2 =
∞∑
n=0
(n+ 1)|an|2 ≥
∞∑
n=1
n|an|2 = D(f).
Thus f ∈M(D) and so M(D) = M(DU ).
If G is a domain and z0 ∈ G, then the Riemann mapping theorem furnishes an analytic
homeomorphism φ of U onto G such that φ(0) = z0. We will call φ a Riemann map. Let Cφ
denote the composition operator defined by Cφ(g) = g ◦ φ.
Lemma 3.4. Cφ is an isometry from D(G) onto D(U).
Proof. Cφ is obviously a linear operator. To verify that Cφ is surjective, choose f ∈ D(U).
Since w = φ(z) is an analytic homeomorphism of U onto G, the inverse function z = φ−1(w)
is also analytic. Moreover, the derivative φ′ can never vanish and (φ−1(w))′ = 1
φ′(φ−1(w)) .
Then g = f ◦ φ−1 is an analytic function and
g′(w) = (f(φ−1(w)))′ =
f ′(φ−1(w))
φ′(φ−1(w))
Using the method of changing the integration variables, we deduce that
‖g‖2D(G) =
∫
G
|g′(w)|2dA(w) =
∫
G
∣∣∣∣f ′(φ−1(w))φ′(φ−1(w))
∣∣∣∣2dA(w)
=
∫
U
∣∣∣∣f ′(z)φ′(z)
∣∣∣∣2|φ′(z)|2dA(z) = ∫
U
|f ′|2dA(z) = ‖f‖2D(U) <∞.
Hence g ∈ D(G). Thus Cφ is surjective, since Cφ(g) = f . Moreover, the calculation above
shows that Cφ is norm preserving. It is trivial to verify that it is also injective. Thus Cφ is
an isometry, as was to be proved.
For G simply connected we define the integral operator V by the formula
(V g)(z) =
∫ z
z0
g(w)dw
Clearly, V maps B(G) onto D(G).
Theorem 3.5. Let G be a bounded simply connected domain and let φ be a Riemann map of
the unit disk U onto G. The following are equivalent.
1. D(G) ⊂ B(G)
2. zD(G) ⊂ D(G)
3. φD(U) ⊂ D(U), that is, φ ∈M(D)
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4. φ′D(U) ⊂ B(U)
5. V maps B(G) into B(G)
Proof. For g in D(G), (zg)′ = zg′ + g. Since g′ ∈ B(G) and z is bounded on G, the function
zg′ is in B(G). Thus the equation above shows that zg is in D(G) if and only if g is in B(G).
Hence (1) and (2) are equivalent.
Choose the distinguished point z0 of G to be φ(0). Note that the validity of (1) and (2)
are independent of the choice of z0.
To show the equivalence of (2) and (3), suppose that (2) holds. Let f be in D(U). Since
φf = Cφ(zC−1φ f), we see that φf is in D(U) as required.
Conversely, suppose (3) holds. Let g be in D(G). Since zg = C−1φ (φCφ(g)) we see that zg
is in D(G), and (2) holds.
To see the equivalence of (3) and (4), let f be in D(U). Then (φf)′ = φ′f + φf ′. Since φ
is bounded and f ′ is in B(U), we see that φf is in D(U) if and only if φ′f is in B(U), and so
(3) and (4) are equivalent.
Thus (1) through (4) are all equivalent. Finally, since V maps B(G) onto D(G), (1) is
equivalent to (5). This completes the proof.
A region G is called star convex if there is a point w0 in G such that for each point w in
G, the line segment from w0 to w is included in G. In particular, star convex sets are simply
connected.
Theorem 3.6. Let G be a bounded star convex domain and let φ be a Riemann map of the
unit disk U onto G. Then φ ∈M(D)
Proof. We can assume without loss of generality that that G is star convex with respect to the
origin and that the distinguished point z0 of G is also the origin. We will prove the theorem
by showing that condition (1) of theorem 3.5 holds.
Let g ∈ D(G). Then
g(z) =
∫ z
0
g′(w)dw = z
∫ 1
0
g′(tz)dt
Notice that we used the fact that G is star convex in the last integral above. By the Schwarz
inequality we now have
|g(z)|2 = |z|2
∣∣∣ ∫ 1
0
g′(tz)dt
∣∣∣2
≤ |z|2
(∫ 1
0
|g′(tz)|dt
)2
≤ |z|2
(∫ 1
0
12dt
)(∫ 1
0
|g′(tz)|2dt
)
≤ c
∫ 1
0
|g′(tz)|2dt (3.5)
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where c is a constant such that |z|2 ≤ c for all z ∈ G. From (3.5), the Fubini theorem and a
change of variables we obtain that
pi‖g‖2B(G) =
∫
G
|g(z)|2dA(z) ≤ c
∫
G
dA(z)
∫ 1
0
|g′(tz)|2dt
≤ c
∫ 1
0
dt
∫
G
|g′(tz)|2dA(z)
≤ c
∫ 1
0
t−2dt
∫
tG
|g′(w)|2dA(w). (3.6)
Since the origin is an interior point of G and G is bounded, there is a positive number s < 1
such that the closure of sG is contained in G. Since |g′|2 is continuous, there is a constant c0
such that |g′|2 < c0 on sG. If 0 < t < s then tG ⊂ sG and so
t−2
∫
tG
|g′(w)|2dA(w) < c0t−2
∫
tG
dA(w)
= c0
∫
G
dA(z)
= c0|G| (3.7)
where |G| denotes the area of G. So∫ s
0
t−2dt
∫
tG
|g′(w)|2dA(w) <
∫ s
0
c0|G|dt <∞ (3.8)
Moreover, ∫ 1
s
t−2dt
∫
tG
|g′(w)|2dA(w) ≤
∫ 1
s
t−2‖g‖2D(G)dt (3.9)
= (s−1 − 1)‖g‖2D(G) <∞ (3.10)
Now Equation (3.6), (3.8) and (3.9) show that g is in B(G), which completes the proof.
A simply connected domain G of the complex plane shall be called a piecewise star convex
domain if G is the union of finitely many disjoint star convex domains Gn and a set E of
Lebesgue measure zero. One can visualize E as the union of the arcs dividing G into star
convex domains. We shall extend Theorem 3.6 to piecewise star convex domains.
Lemma 3.7. Suppose f is analytic in the piecewise star convex domain G = G1 ∪G2 ∪ . . .∪
GN ∪ E, where the Gn are pairwise disjoint. Then f ∈ D(G) if and only if f ∈ D(Gn) for
each n = 1, 2 . . . N .
Proof. Since E has measure zero, we have
D(f) = 1
pi
∫
G
|f ′|2dA = 1
pi
∫
G1∪...∪GN
|f ′|2dA = 1
pi
N∑
n=1
∫
Gn
|f ′|2dA
The result now follows.
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Proposition 3.8. Let G be a bounded piecewise star convex domain, and let φ be a Riemann
map of the unit disk U onto G. Then φ ∈M(D).
Proof. We will prove the theorem by showing that condition (2) of Theorem 3.5 holds;
zD(G) ⊂ D(G). Write G = G1 ∪G2 ∪ . . .∪GN ∪E as in Lemma 3.7 and choose f ∈ zD(G).
Then f = zg where g ∈ D(G), and so g ∈ D(Gn) for each n = 1, 2 . . . N by Lemma 3.7.
Thus f = zg ∈ zD(Gn) for n = 1, 2 . . . N . Since each Gn is a bounded star convex domain,
we know that zD(Gn) ⊂ D(Gn) by Theorem 3.5 and Theorem 3.6. Thus f ∈ D(Gn) for
n = 1, 2 . . . N and so f ∈ D(G), again by Lemma 3.7. This completes the proof.
A polygon in the plane is a closed curve composed of a finite number of straight line
segments, called edges. A point where two edges meet is called a vertex. If none of the edges
intersect each other except at the vertices, the polygon is called simple.
Let P be a simple polygon. By the Jordan curve theorem the simple closed curve P divides
the plane into exactly two connected components, one of them being the (bounded) interior
of P , denoted by int(P ). We shall show that the interior of a simple polygon is a piecewise
star convex domain. Consequently, a Riemann map from U onto int(P ) is a multiplier of the
Dirichlet space by Proposition 3.8.
Proposition 3.9. The interior of a simple polygon P is a piecewise star convex domain.
Proof. Since P is a closed Jordan curve the interior int(P ) is evidently a simply connected
open set. To show that it is a piecewise star convex domain we shall divide the polygon into
finitely many triangles. Choose a vertex p such that the interior angle α is less then pi. It is
easy to see that at least one such angle must exist for simple polygons.
Denote by p1 and p2 the vertices connected to p by edges. Let Rp denote the open rectangle
with vertices p, p1 and p2. We shall draw a line which will be a subset of E; the set dividing
P into star convex domains. This will be done in one of two ways, depending on the interior
of Rp:
1. Rp ⊂ int(P ): There are no vertices of P contained in Rp. Draw the straight line between
p1 and p2. We have now successfully split P into a star convex rectangle and a polygon
P1 having less vertices then P .
2. Rp * int(P ): There are vertices of P contained in Rp. Clearly, a line contained in
int(P ) ∩ Rp can be drawn from p to one of these vertices. Having done so, we have
divided P into two smaller polygons P1 and P2, each having less vertices then P .
We proceed inductively in this fashion. With each step the original polygon is split into
two smaller polygons, each with less vertices then the polygon we started with. The process
only terminates when P has been split into a finite number of star convex rectangles. This
completes the proof.
We will now find another necessary and sufficient condition for a univalent map φ to be a
multiplier that will relate the problem of finding multipliers to other fields in analysis. First,
a lemma.
Lemma 3.10. Let G be a bounded simply connected domain. If D(G) ⊂ B(G) then the
inclusion map from D(G) into B(G) is a bounded linear operator, that is, there exists a
constant c such that
‖f‖B(G) ≤ c‖f‖D(G). (3.11)
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for all f ∈ D(G).
Proof. Let I denote the inclusion map. It is evidently a linear operator and we are left with
proving that it is also bounded. By the closed graph theorem it is sufficient to show that the
graph of I is closed.
Let {fn} be a sequence in D(G) converging in the norm on D(G) to the function f ∈ D(G)
and suppose I(fn) = fn converges in the norm on B(G) to the function g ∈ B(G). We must
show that I(f) = f = g. But since point evaluations are bounded linear functionals on both
D(G) and B(G) we know that fn → f and fn → g pointwise. Thus f = g and we conclude
that I is bounded. This completes the proof.
The inequality (3.11) is one form the Poincare´ inequality which arise, for example, in the
theory of Sobolev spaces. With this in mind we make the following definitions.
Definition 3.11. Let G be a domain and fix a point z0 ∈ G. Then G is called an analytic
Poincare´ domain if there exists a constant c depending only on G such that∫
G
|f |2dA ≤ c
∫
G
|f ′|2dA (3.12)
for all f ∈ Hol(G) such that f(z0) = 0.
Note that the validity of (3.12) is independent of the choice of z0. In fact, for G to be an
analytic Poincare´ domain it is sufficient to check the inequality for all functions f ∈ D(G)
(the point z0 is then included in the definition of D(G)).
Definition 3.12. A domain G is called a Poincare´ domain if there exists a constant c de-
pending only on G such that ∫
G
|f |2dA ≤ c
∫
G
|Of |2dA (3.13)
for all f ∈ C1(G) such that ∫G fdA = 0.
Hamilton proved in [14] that a simply connected domain G with finite area is an ana-
lytic Poincare´ domain if and only if it is a Poincare´ domain. This result was extended by
Stanoyevitch and Stegenga in [26]. Combining this result with Theorem 3.5 and Lemma 3.10
we obtain the following extension of Theorem 3.5:
Proposition 3.13. Let G be a bounded simply connected domain and let φ be a Riemann
map of the unit disk U onto G. The following are equivalent.
1. φ ∈M(D)
2. D(G) ⊂ B(G)
3.
∫
G |f |2dA ≤ c
∫
G |f ′|2dA for all f ∈ D(G)
4. G is an analytic Poincare´ domain
5. G is a Poincare´ domain
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Proof. The equivalence of (1) and (2) has already been proved. The equivalence of (2) and
(3) follows from Lemma 3.10. The equivalence of (3) and (4) follows by definition and the
equivalence of (4) and (5) is the result by Hamilton mentioned above. This completes the
proof.
From the observations above we see that finding bounded simply connected Poincare´
domains will yield univalent multipliers of the Dirichlet space. In [24] several domains of this
type are found and they will all yield multipliers by the corresponding Riemann map from U
into the Poincare´ domain. In the same article the authors also construct an interesting non-
Poincare´ domain (see Section 5 of the article). Let φ be the Riemann map corresponding to
this domain. From the results of Chapter 2 we know that the corresponding measure |φ′|2dA
is not a Carleson measure and so the characterization (2) in Theorem 2.22 does not holds for
arbitrary collections of disjoint arcs on the unit circle. However, it is shown that the property
holds for intervals on the unit circle. We conclude that it is not sufficient for property (2) of
Theorem 2.22 to be satisfied on intervals of the unit circle. A counter-example of this sort
was also produced in [27] but it was not given by a conformal map as the example in [24].
We now apply the observations above to another concrete example. Let G be the ribbon
inside the unit disk spiralling out to the boundary. Then G is a bounded simply connected
domain and it is shown in [16] that G is not a Poincare´ domain since there exists an analytic
function f on G such that
‖f‖2D(G) =
1
pi
∫
G
|f ′|2dA <∞
but
‖f‖2B(G) =
1
pi
∫
G
|f |2dA =∞
Thus a Riemann map φ from the unit disk onto G is not a multiplier of the Dirichlet space.
However, since φ is bounded and univalent we know that piD(φ) = Area(φ(U)) < ∞ by
Proposition 1.1. Thus φ ∈ H∞D but φ /∈M(D).
Chapter 4
M(D) as a Banach algebra
In Chapter 1 we proved that M(D) is a complex commutative Banach algebra. In Section
4.1 we explore the structure of the maximal ideal space of M(D).
In Section 4.2 we change the domain of definition and investigate the maximal ideal space
of M(DG).
In Section 4.3 we discuss the open problem of identifying the Shilov boundary of M(D)
with the maximal ideal space of some Banach algebra of functions on the unit circle.
4.1 The maximal ideal space of M(D)
The space H∞ of bounded analytic functions in the unit disk is a Banach algebra with the
supremum norm. This Banach algebra is studied extensively in Chapter 10 of the book [15].
The space H∞D = H
∞∩D of bounded functions in the Dirichlet space is also a Banach algebra
with the norm ‖f‖ = ‖f‖∞ +D(f)1/2. References on this Banach algebra are the articles [7]
and [8]. It will turn out that the structure of the maximal ideal space of M(D) is very similar
to that of H∞D which in turn is very similar to the structure of the maximal ideal space of
H∞. The key to this observation is Proposition 4.2, which is an analogue of Proposition 2.2
in [7] for M(D). When this result is established several results obtained for H∞D in [7] and [8]
can be obtained for M(D) in a similar manner. Indeed, all of the propositions in this section
are proved for H∞D in those articles. However, in some cases the arguments for H
∞
D cannot
be reproduced for M(D) because they rely on specific bounded dirichlet finite functions that
may not be multipliers. However, this problem will be remedied with the aid of the Corona
theorem for multipliers.
First, we consider the following questions: is M(D) a uniformly closed subalgebra of H∞?
And is every function that is analytic in U and continuous on U contained in M(D)? The
answer to both of these questions can be given by considering the function f(z) =
∑∞
n=0
zn!
n2
given in [7]. In this article the same questions were posed for the Banach algebra H∞D . First,
notice that z ∈M(D) since D(zf) = 1pi
∫
U |f + zf ′|2dA ≤ ‖f‖2B +D(f) for any f ∈ D. Thus
all polynomials are contained in M(D) and so the partial sums fN (z) =
∑N
n=0
zn!
n2
∈ M(D).
If z ∈ U and  > 0 we see that
|f(z)− fN (z)| =
∣∣∣ ∞∑
n=N+1
zn!
n2
∣∣∣ ≤ ∞∑
n=N+1
1
n2
< 
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if N ≥M(). Thus fN converges uniformly to f on U and so f is analytic in U and continuous
on U . Observe that an! = 1/n2 is the n!’th Taylor coefficient of f and that am = 0 if m 6= n!
for any n ∈ N. Thus
D(f) =
∞∑
n=1
n|an|2 =
∞∑
n=1
n!
1
n4
which diverges. Thus f /∈ D and so f /∈ M(D). We conclude that M(D) is not a uniformly
closed subalgebra of H∞. Moreover, f is an example of a bounded analytic function on the
unit disk with continuous boundary values which is not a multiplier of D, nor even in the
Dirichlet space.
Lemma 4.1. If f ∈M(D) then f ′D ⊂ B.
Proof. We must show that
∫
U |f ′g|2dA <∞ for every g ∈ D. First, note that f ′g = (fg)′−fg′.
Hence ∫
U
|f ′g|2dA =
∫
U
|(fg)′ − fg′|2dA ≤
∫
U
|(fg)′|2dA+
∫
U
|fg′|2dA
The first integral is finite because fD ⊂ D. The second integral is finite because f is bounded
and g ∈ D. Thus f ′D ⊂ B, as was to be shown.
Proposition 4.2. For f ∈M(D), the following are equivalent:
1. f is invertible in M(D).
2. f is invertible in H∞D .
3. f is invertible in H∞
4. inf{|f(λ)| : λ ∈ U} > 0
Proof. First, note that (3) and (4) are obviously equivalent. Moreover (2) clearly implies (4).
To show that (4) implies (2), note that
D
( 1
f
)
=
1
pi
∫
U
∣∣∣( 1
f
)′∣∣∣2dA = 1
pi
∫
U
∣∣∣− f ′
f2
∣∣∣2dA ≤ 1
pi infλ∈U |f(λ)|4D(f) <∞
Thus f−1 ∈ H∞D , and so (4) implies (2).
We will now show that (1) is equivalent with the other statements. Clearly, (1) implies
(2) since M(D) ⊂ H∞D . To show that (2) implies (1), suppose f is invertible in H∞D . We
must show that f−1 ∈ M(D), that is, f−1D ⊂ D. Since (2) and (4) are equivalent, we have
inf{|f(λ)| : λ ∈ U} > 0. Choose g ∈ D. Then
D
( g
f
)
=
1
pi
∫
U
∣∣∣g′f − gf ′
f2
∣∣∣2dA
≤ 1
pi infλ∈U |f(λ)|4
[ ∫
U
|g′f |2dA+
∫
U
|gf ′|2dA
]
Since f is bounded and g ∈ D, the first integral above is finite. Since f ∈ M(D) we know
that gf ′ ∈ B by Lemma 4.1. Thus the second integral is also finite. Hence f−1 ∈ M(D).
This completes the proof.
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Let A be any complex commutative Banach algebra. The spectrum of any f ∈ A, denoted
by Sp(f,A), is the set of all complex numbers λ such that f −λ is not invertible. The spectral
radius of f is the number
r(f,A) = sup{|λ| : λ ∈ Sp(f,A)}.
LetM(A) be the set of complex homomorphisms φ : A→ C. If m is a maximal ideal of A
the Gelfand-Mazur theorem states that there is an isomorphism j of the quotient space A/m
onto C, and so the canonical surjection km of A onto A/m induces a complex homomorphism
φ = j ◦ km ∈ M(A) of A onto the field of complex numbers whose kernel is m. Conversely,
the kernel of every complex homomorphism φ ∈M(A) is a maximal ideal. Consequently, the
set of complex homomorphisms M(A) of A may be identified with the set of maximal ideals
of A and, as such, is commonly referred to as the maximal ideal space.
If A is equal to H∞, H∞D or M(D) and λ ∈ U define the the point evaluation homomor-
phism at λ by the formula
φλ(f) = f(λ) (4.1)
for each f ∈ A. Evidently, φλ ∈M(A).
If f ∈ A then the Gelfand transform of f is the function
fˆ : M(A) −→ C
φ −→ fˆ(φ) = φ(f).
Let Â be the set of all fˆ , for f ∈ A. We will sometimes refer to Â as the Gelfand space
corresponding to A, and we shall write fˆA whenever it is advantageous to specify the Banach
algebra to which f belongs. The weak topology of M(A) is the weakest topology such that
all the functions fˆ are continuous. With this topology, M(A) is a compact Hausdorff space
contained in the unit ball of the dual space A∗. Clearly Â ⊂ C(M(A)) and when Â is equipped
with the supremum norm
‖fˆA‖ = sup
φ∈M(A)
|fˆ(φ)| (4.2)
is will in fact be a subalgebra of C(M(A)). The spectral radius theorem asserts that
‖fˆA‖ = r(f,A) (4.3)
for any f ∈ A.
A commutative Banach algebra A is called semisimple if and only if A is isomorphic to the
space of Gelfand transforms Â. The Banach algebras H∞, H∞D and M(D) are all semisimple.
To show this, let f1 and f2 be functions in A where A is equal to H∞, H∞D or M(D), and
suppose f1 6= f2. Then f1(λ) 6= f2(λ) for some point λ ∈ U and so
fˆ1(φλ) = φλ(f1) = f1(λ) 6= f2(λ) = φλ(f2) = fˆ2(φλ).
Thus fˆ1 6= fˆ2 and so the map f → fˆ is injective.
It can be shown that H∞ is isometric to Ĥ∞. This does not hold for H∞D or M(D).
Proposition 4.3. If f ∈M(D), then
1. Sp(f,M(D)) = Sp(f,H∞D ) = Sp(f,H
∞)
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2. r(f,M(D)) = r(f,H∞D ) = r(f,H
∞)
Proof. The proof of (1) follows easily from Proposition 4.2. For example,
if λ ∈ Sp(f,M(D)), then f − λ is not invertible in M(D). But then it cannot be invertible
in H∞D either, by Proposition 4.2. Hence λ ∈ Sp(f,H∞D ). The other inclusions are proved in
the same manner.
Clearly, (2) follows immediately from (1).
Proposition 4.4. If f ∈M(D), then ‖fˆM‖ = ‖fˆH∞D ‖ = ‖fˆ∞‖
Proof. By the spectral radius theorem, we have ‖fˆA‖ = r(f,A) for any commutative Banach
algebra A. The result now follows from Proposition 4.3.
Proposition 4.5. Let A be M(D), H∞D or H
∞. If {fn} is a sequence of functions in A that
converges uniformly to some function f ∈ A on U , then {(fˆn)A} converges uniformly to fˆ on
M(A).
Proof. As we mentioned above, H∞ is isometrically isomorphic to Hˆ∞. From this and Propo-
sition 4.4 we see that
‖(fˆn − fˆ)A‖ = ‖(fˆn − fˆ)∞‖ = ‖fn − f‖∞ → 0 as n→∞
and so {(fˆn)A} converges uniformly to fˆ on U .
We will now show that the maximal ideal space of M(D) can be considered as as the unit
disk with certain fibers on the boundary, to be defined soon. The interior of the unit disk
will consist of the point evaluation homomorphisms. For the proof, we will need the following
lemma.
Lemma 4.6. Let A be M(D), H∞D or H
∞ and let λ ∈ U and f ∈ A. If f has a zero at λ
and f(z) = (z − λ)g(z), then g ∈ A.
Proof. First, note that g ∈ H∞ and so the statement holds for A = H∞.
Suppose f ∈ H∞D . We must show that g has finite Dirichlet integral. Let N be a closed
disk centred at λ and contained in U . Then
D(g) = 1
pi
∫
U
|g′|2dA = 1
pi
∫
N
|g′|2dA+ 1
pi
∫
U−N
|g′|2dA.
The first integral is finite because N is compact and |g′|2 is continuous. On U − N there
exists a constant c > 0 such that |z − λ| > c > 0, and we can write
g(z) =
f(z)
(z − λ) . (4.4)
Thus we have
g′(z) =
f ′(z)
z − λ −
f(z)
(z − λ)2 (4.5)
and so ∫
U−N
|g′|2dA ≤ c−2
∫
U−N
|f ′|2dA+ c−4
∫
U−N
|f |2dA. (4.6)
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Since f ∈ H∞D either integral in (4.6) is finite. Thus the proposition holds for A = H∞D .
Finally, we must show that gD ⊂ D. We proceed as above. Let N be a closed disk centred
at λ and contained in U . For any h ∈ D we have
D(gh) = 1
pi
∫
U
|(gh)′|2dA = 1
pi
∫
U
|g′h+ gh′|2dA
≤ 1
pi
∫
N
|g′h+ gh′|2dA+ 1
pi
∫
U−N
|g′h+ gh′|2dA (4.7)
The first integral is finite because |g′h+ gh′|2 is continuous and N is compact. On U −N the
expressions (4.4) and (4.5) hold and so∫
U−N
|g′h+ gh′|2dA ≤
∫
U−N
|g′h|2dA+
∫
U−N
|gh′|2dA
≤c−2
∫
U−N
|f ′h|2dA+ c−4
∫
U−N
|fh|2dA+ pi sup
z∈U
|g(z)|2D(h).
The first integral is finite because f ′ multiply D into B by Lemma 4.1. The second integral is
finite because f is bounded and h ∈ D ⊂ B. We conclude that D(gh) is finite for any h ∈ D.
Hence g ∈M(D). This completes the proof.
Proposition 4.7. Let A be M(D), H∞D or H
∞. Then the map zˆA is a continuous mapping
of M(A) onto the closed unit disk U¯ . Over the open unit disk U , zˆA is injective, and (zˆA)−1
maps U homeomorphically onto an open subset 4(A) of M(A).
Proof. The cases A = H∞ and A = H∞D were proved in [15] and [7] respectively. The proof
when A = M(D) follows similar lines. Write pi = zˆM = zˆ and let φ ∈M. By Proposition 4.4
we have
|pi(φ)| = |zˆ(φ)| ≤ sup
φ∈M(M)
|zˆ(φ)| = ‖zˆM‖ = ‖zˆ∞‖ = ‖z‖∞ = 1
Hence pi maps M into the closed unit disk. Each point λ in the open unit disk is in the
range of pi, since pi(φλ) = φλ(z) = λ. Moreover, pi is continuous by the definition of the weak
topology onM(M). SinceM(M) is compact, so is the range of pi. Therefore this range must
be the entire closed unit disk.
To show that pi is one-to-one over U , suppose pi(φ) = λ ∈ U . Suppose f ∈ M(D) and
f(λ) = 0. If f(z) = (z − λ)g(z) then g ∈M(D) by Lemma 4.6. Hence
φ(f) = φ(z − λ)φ(g) = 0 · φ(g) = 0
Thus φ(f) = 0 for every f which vanish at λ. Let g be any function in M(D). Then the
function g − g(λ) vanish at λ and so 0 = φ(g − g(λ)) = φ(g) − g(λ). Thus φ(g) = g(λ) and
since g was an arbitrary function in M(D), we conclude that φ is evaluation at λ.
Let 4 = 4(M) = pi−1(U). It is clearly an open subset of M. The restriction map pi|4 is
a continuous bijection of 4 onto U . To show that it is actually a homeomorphism, note first
that the set 4 consists precisely of the evaluation homomorphisms. Fix a point w ∈ U and
the corresponding φw ∈ 4. A basis neighbourhood of φw in the weak topology of 4 is of the
form
V ={φλ ∈ 4 : |φλ(fi)− φw(fi)| < , 1 ≤ i ≤ N, fi ∈M(D)}
={φλ ∈ 4 : |fi(λ)− fi(w)| < , 1 ≤ i ≤ N, fi ∈M(D)}
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Thus we have
pi(V ) = {λ ∈ U : |fi(λ)− fi(w)| < , 1 ≤ i ≤ N, fi ∈M(D)}
This is an open set in the weak topology of U defined by the functions f ∈ M(D). We
conclude that the map pi|4 from 4 onto U is open. Hence it is a homeomorphism. The proof
is complete.
We can visualize pi as the projection of M(A) onto the closed unit disk. The interior of
the disk, U , is homeomorphically embedded inM(A) by λ→ φλ. The image of the open unit
disk by this mapping is the set 4(A) introduced above. The rest of M(A) is mapped by pi
onto the unit circle.
If |α| = 1 we shall call pi−1(α) the fibre of M(A) over α.
M(α,A) = pi−1(α) = {φ ∈M(A) : pi(φ) = φ(z) = α)}
It is a closed, hence compact, subset of M(A).
The following result was first proved by Lennart Carleson for H∞. For an extensive
discussion of the proof, see [13]. For a proof of the Corona theorem for multipliers, see [32].
Theorem 4.8 (The Corona Theorem). Let A be M(D), H∞D or H
∞. The open unit disk
4(A) is dense in M(A).
For the remainder of this section, we will mostly consider M(D), though the results can be
proved for H∞ and H∞D as well. For brevity, we shall writeM =M(M) andMα =M(α,M).
Proposition 4.9 and Proposition 4.10 will be obtained independently of the Corona theorem.
Proposition 4.11 can be proved independently of the Corona theorem forH∞D but the argument
rely on a function that may not be a multiplier.
Proposition 4.9. Let f ∈ M(D) and let α be a point of the unit circle. Let {λn} be a
sequence of points in U which converges to α and suppose that the limit ζ = lim f(λn) exists.
Then there is a φ ∈Mα such that φ(f) = ζ.
Proof. Let J be the collection of all functions g ∈M(D) such that lim g(λn) exists. This is an
ideal in M(D) and is contained in a maximal ideal, that is, there is a complex homomorphism
φ ∈M such that φ(g) = 0 for all g ∈ J . But the functions z − α and f(z)− ζ are both in J .
Thus φ(z) = α and φ(f) = ζ.
Proposition 4.10. Suppose f ∈ M(D). The function fˆ is constant on the fibre Mα if and
only if f is continuously extendible to U ∪ {α}. If this holds, the constant is fˆ(φ) = f(α)
where φ ∈Mα.
Proof. Let φ ∈Mα and suppose f is continuously extendible to U ∪{α} with f(α) = ζ. Since
constant functions are multipliers of D, f is a multiplier of D if and only if f−ζ is a multiplier
of D. Thus we can assume that ζ = 0. Define h ∈ M(D) by h(z) = 12(1 + α¯z). Clearly
h(α) = 1 and |h(z)| < 1 for all z ∈ U . Since f is continuously extendible to U ∪ {α} with
value 0 at α, {hnf} → 0 uniformly on U as n→∞. By Proposition 4.5 {ĥnf} → 0 uniformly
on M. Thus limn→∞ φ(hnf) = 0. On the other hand, φ(h) = 1 and so φ(hnf) = φ(f) for all
n. Hence φ(f) = fˆ(φ) = 0. Since φ was an arbitrary homomorphism ofMα, fˆ is constant on
Mα with value 0.
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Conversely, suppose f is not continuously extendible to U∪{α}. Then there are sequences
{λn} and {wn} in U such that lim f(λn) = ζ1 and lim f(wn) = ζ2. By Proposition 4.9, there
are complex homomorphisms φ1, φ2 ∈Mα such that φ1(f) = ζ1 and φ2(f) = ζ2. Hence fˆ is
not constant on Mα.
Proposition 4.11. Let f ∈M(D) and let α be a point of the unit circle. Choose any ζ ∈ U
and suppose there is a φ ∈ Mα such that φ(f) = ζ. Then there exists a sequence {λn} of
points in U converging to α such that limn→∞ f(λn) = ζ.
Proof. By the Corona theorem, there exists a net of complex homomorphisms {φwν}ν∈J in 4
converging to φ, where J is a directed set with partial order , and wν ∈ U for each ν ∈ J .
For each basis neighbourhood
V = {ϕ ∈M : |ϕ(fi)− φ(fi)| < , 1 ≤ i ≤ N, fi ∈M(D)}
of φ there exists an η ∈ J such that η  ν ⇒ φzν ∈ V . In particular, this is true for the
neighbourhoods U obtained by choosing the functions z and f in the definition of V above:
U = {ϕ ∈M : |ϕ(f)− ζ| < , |ϕ(z)− α| < }
That is, for each  > 0 there is an η() ∈ J such that |φwν (z) − α| = |wν − α| <  and
|φwν (f)− ζ| = |f(wν)− α| <  for η()  ν. Let n = 1n . Choose one element νn  η(n) for
each n. We obtain a sequence {wνn} = {wn} such that limn→∞wn = α and limn→∞ f(wn) =
ζ. This completes the proof.
Corollary 4.12. Let f ∈ M(D) and let α be a point of the unit circle. The range of fˆ on
the fibre Mα consists of all complex numbers ζ for which there is a sequence of points {λn}
in U with limn→∞ λn = α and limn→∞ f(λn) = ζ.
Proof. The range of fˆ on the fibre Mα is fˆ(Mα) = {φ(f) : φ ∈ Mα}. Choose φ ∈ Mα.
Then φ(f) is in the range of fˆ on Mα and by Proposition 4.11 we can find a sequence {λn}
converging to α such that lim f(λn) = φ(f). Conversely, if there exists a sequence {λn}
converging to α such that ζ = lim f(λn) exists, then there is a φ ∈ Mα such that φ(f) = ζ
by Proposition 4.9. Thus φ(f) is in the range of fˆ on Mα. This completes the proof.
Corollary 4.13. If f ∈M(D) then
fˆM (M(α,M)) = fˆH∞D (M(α,H
∞
D )) = fˆ∞(M(α,H
∞)).
Proof. The characterization of the range of f given in Corollary 4.12 holds for any f ∈ H∞D
and f ∈ H∞ as well. Since M(D) ⊂ H∞D ⊂ H∞ the result now follows.
Since M(D) ⊂ H∞, we can define a restriction map from the maximal ideal space of H∞
to that of M(D) as follows:
ω : M(H∞) −→M(M)
φ −→ φ|M
This restriction map will yield topological properties of the maximal ideal space of M(D)
from the corresponding properties of M(H∞) with minimal effort. Similar restriction maps
can be defined from H∞ to H∞D and from H
∞
D to M(D).
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Proposition 4.14. The restriction map ω is a continuous surjection from M(H∞) onto
M(M). Moreover, ω is bijective over 4(M) and maps fibers onto fibers.
Proof. The restriction map ω is continuous if and only if for every convergent net of complex
homomorphisms (φν)ν∈J in (H∞), converging to φ, the net (ω(φν))ν∈J converges to ω(φ).
The statement that (φν)ν∈J converges to φ in the weak topology on M(H∞) is equivalent to
the following: (φν(f)) converges to φ(f) for every f ∈ H∞. Since M(D) ⊂ H∞, the same
statement is true for all f ∈ M(D). Thus (φν |M ) converges to (φ|M ) in the weak topology
on M(M), and so (ω(φν)) converges to ω(φ). Hence ω is continuous.
If φ ∈ M(α,H∞) then φ(z) = φ|M (z) = ω(φ)(z) = α. Hence ω(φ) ∈ M(α,M), and so
fibers are sent into fibers.
If φλ ∈ 4(H∞), then ω(φλ) = φλ|M is the unique evaluation homomorphism at λ ∈ U .
If ϕλ ∈ 4(M), then ω−1(ϕλ) is the unique evaluation homomorphism in M(H∞) at λ since
ω−1(ϕλ)(z) = ϕλ(z) = λ. Hence ω is bijective over 4(M).
Finally, we must show that ω is surjective on the fibers of M(M). Let ϕ ∈ M(α,M).
By the Corona theorem, we can find a net (ϕwν )ν∈J in 4(M) converging to ϕ. The corre-
sponding net (ω−1(ϕwν ))ν in4(H∞), which we denote by (φwν ), must contain a subnet (φwµ)
converging to some φ ∈M(H∞) since M(H∞) is compact. We must show that φ|M = ϕ. To
this end, observe that (ω(φwµ)) = (ϕwµ) is a subnet of (ϕwν ). Since (ϕwν ) converges to ϕ, so
must (ϕwµ). Thus, for any f ∈M(D) we have
ϕ(f) = limϕwµ(f) = limφwµ |M (f) = limφwµ(f) = φ(f)
But this means that φ|M = ω(φ) = ϕ. Hence ω is surjective. The proof is complete.
Proposition 4.15. The fibers M(M) are connected.
Proof. We have ω(M(α,H∞)) = M(α,M) by Proposition 4.14. The fibers M(α,H∞) are
connected; see [15], page 188. Since ω is continuous and continuous images of connected sets
are connected, the result now follows.
Proposition 4.16. In the maximal ideal space of M(D), the complement of the open unit
disk is connected.
Proof. We haveM(M)−4(M) = ω(M(H∞)−4(H∞)) by Proposition 4.14. In the maximal
ideal space of H∞, the complement of the open unit disk is connected; see [15], page 188.
The result now follows from the from the continuity of ω.
Let X be a compact Hausdorff space and let A be an algebra of complex-valued continuous
functions on X which contains the constant functions and separates the points of X. A
boundary for A is a subset S ⊂ X such that supx∈X |f(x)| = maxx∈S |f(x)| for all f ∈ A. In
other words, a boundary is a subset of X where all the functions in A attain their maximum
modulus. The Shilov boundary for A is the intersection of all closed boundaries for A. This is
a closed boundary for A and will be denoted by S (A). For a proof, see Theorem 4.2 of [12].
The Shilov boundary for a semisimple Banach algebra of analytic functions in the open unit
disk is defined to be the Shilov boundary of the corresponding algebra of Gelfand transforms,
which is an algebra of continuous functions on the compact maximal ideal space. In this
sense, the Shilov boundary of H∞ can be identified with X =M(L∞(T )). The identification
is as follows: Since H∞ ⊂ L∞ any φ ∈ X can be restricted to H∞ to yield a complex
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homomorphism on H∞. The set of all such restrictions turn out to be the Shilov boundary
for Ĥ∞ (and so for H∞). For a proof of this statement, see Chapter 10 in [15]. Using the
map ω we now obtain some information on the Shilov boundary for M(D).
Proposition 4.17. S (M(D)) ⊂ ω(S (H∞)) = ω(X)
Proof. Let f ∈M(D) and φ ∈M(H∞). Then
fˆ∞(φ) = φ(f) = φ|M (f) = fˆM (φ|M ) = (fˆM ◦ ω)(φ)
and so fˆ∞ = fˆM ◦ ω for any f ∈M(D). Thus
sup{|fˆM (φ)| : φ ∈M(M)} = ‖fˆM‖ = ‖fˆ∞‖
= sup{|fˆ∞(φ)| : φ ∈M(H∞)}
= sup{|fˆ∞(φ)| : φ ∈ S (H∞)}
= sup{|fˆM ◦ ω(φ)| : φ ∈ S (H∞)}
= sup{|fˆM (ϕ)| : ϕ ∈ ω(S (H∞))}
and so ω(S (H∞)) is a boundary for M(D). The Silov boundary S (H∞) is compact since it
is a closed subset of the compact maximal ideal spaceM(H∞). Thus ω(S (H∞)) is compact
since ω is continuous. Hence ω(S (H∞)) is closed since M(M) is Hausdorff. We conclude
that ω(S (H∞)) is a closed boundary for M̂(D) and the result now follows.
In light of the identification of the Shilov boundary for H∞, the result above seems
somewhat incomplete. Can we identify the Shilov boundary for M(D) with the maximal
ideal space of some Banach algebra of functions on the unit circle? This question remains
open, see Section 4.3.
We end this section with a remark on representing measures and algebras on the fibers. A
uniform algebra A on a compact Hausdorff space X is a uniformly closed subalgebra of C(X)
which contains the constants and separates points on X. If we endow A with the supremum
norm
‖fA‖ = sup
x∈X
|f(x)|
it becomes a Banach algebra. Consequently, if φ is a complex homomorphism of A we know
that φ is continuous:
|φ(f)| ≤ sup
x∈X
|f(x)|.
The map f → f |S (A), which restricts each function f to the Shilov boundary S (A), is
an isometric isomorphism of A onto a subalgebra of C(S (A)), and φ is a bounded linear
functional with norm ‖φ‖ = 1 on this subalgebra:
|φ(f)| ≤ sup
x∈S (A)
|f(x)|.
By the Hahn-Banach theorem such a functional can be extended to a bounded linear functional
with norm 1 on C(S (A)) and by the subsequent use of the Riesz representation theorem this
functional is determined by a complex measure mφ on S (A). Thus
φ(f) =
∫
S (A)
fdmφ
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for each f ∈ A. It turns out that mφ must be a positive measure and that mφ(S (A)) = 1.
Such a measure is called a representing measure for φ and we see that at least one must exist
for each φ ∈ M(A). The observations above are based on [15] page 180-181, which contains
more details.
If we try to apply these concepts to the algebras M̂(D) and Ĥ∞D a problem occurs:
neither algebra is uniformly closed and so cannot be Banach algebras when endowed with
the supremum norm. We proved this at the start of the section when we observed that the
functions fN =
∑N
n=0
zn!
n2
∈M(D) but the uniform limit has infinite Dirichlet integral. Thus
{fˆN} is a Cauchy sequence in M̂(D) and Ĥ∞D but the uniform limit fˆ is not contained in
either algebra.
The solution to this problem is given for H∞D in [8], and it works for M(D) as well.
We only sketch the solution and refer the reader to the mentioned article for details. Let
X = M(M). Consider the uniform closure M of M̂(D) in C(X). Clearly, M is a Banach
algebra with the supremum norm. It can be shown that the maximal ideal spaces of M(D)
and M are homeomorphic. Moreover S (M(D)) ' S (M ) and M(α,M(D)) ' M(α,M )
for each |α| = 1 where ' denotes a homeomorphism. Let Mα be the algebra obtained by
restricting each function to the fiber M(α,M ). Since M is uniformly closed we are now in
the same situation as for H∞ in [15] and the same results and proofs hold.
Proposition 4.18. 1. Mα is a uniformly closed subalgebra of C(M(α,M )).
2. The maximal ideal space of Mα is M(α,M ).
3. The Shilov boundary for Mα is contained in Xα = S (M ) ∩M(α,M ).
Corollary 4.19. For each φ ∈ M(M) the representing measures for φ are supported on
Xα = S (M ) ∩M(α,M ) ' S (M(D)) ∩M(α,M(D)).
4.2 The maximal ideal space of M(DG)
Let G be a domain and let z0 ∈ G be the distinguished point of the Dirichlet space D(G).
Recall that from Chapter 3 that the multipliers of D(G), denoted by M(DG), is a Banach
algebra. We also showed that if ω : U −→ G is a Riemann map and ω(0) = z0, then the
composition operator Cω(f) = f ◦ ω is an isometry of D(G) onto D(U). This raises several
questions. Are M(D) and M(DG) isometric? Will their maximal ideal spaces be isomorphic,
or even homeomorphic? Can we say anything about the structure of the maximal ideal space
of M(DG)? The answer to these questions are yes, at least when certain extra conditions are
imposed on G.
Proposition 4.20. The composition operator Cω is an isometric isomorphism of M(DG)
onto M(D) with respect to the operator norms.
Proof. If f ∈ M(DG) then the number ‖fh‖D(G) = ‖Cω(fh)‖D(U) = ‖(f ◦ ω)(h ◦ ω)‖D(U) is
finite for each h ∈ D(G). But every function in D(U) is of the form h ◦ ω for some h ∈ D(G)
and so f ◦ ω ∈ M(D) ⊂ D(U). Hence Cω maps M(DG) into M(D). Similarly, if f ∈ M(D)
then Cω−1(f) = f ◦ ω−1 ∈M(DG) and so Cω is an isomorphism of M(DG) onto M(D).
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Now, let f ∈ M(DG). Since Cω is an isometric isomorphism of D(G) onto D(U), we see
that
‖Mf‖ = sup{‖fh‖D(G) : ‖h‖D(G) ≤ 1}
= sup{‖Cω(fh)‖D(U) : ‖Cω(h)‖D(U) ≤ 1}
= sup{‖(f ◦ ω)g‖D(U) : ‖g‖D(U) ≤ 1}
=‖Mf◦ω‖.
Thus Cω is isometric with respect to the operator norms on M(DG) and M(D). The proof
is complete.
From the proposition above it follows immediately that the maximal ideal spaces of
M(DG) and M(D) are isomorphic. The isomorphism, which we denote by Hω, sends a
maximal ideal m ⊂ M(D) to the maximal ideal C−1ω (m) = {g ◦ ω−1 : g ∈ m} ⊂ M(DG).
Let φ be the unique complex homomorphism of M(D) with kernel m. The unique complex
homomorphism φ˜ of M(DG) with the kernel C−1ω (m) is
φ˜(f) = φ(f ◦ ω)
for f ∈ M(G). For, if f ∈ C−1ω (m) then f ◦ ω ∈ m and so φ˜(f) = φ(f ◦ ω) = 0. Thus
Hω(φ) = φ˜ ∈M(MG) for each φ ∈M(MU ).
Lemma 4.21. The map Hω :M(MU ) −→M(MG) is a homeomorphism.
Proof. Let (φν)ν∈J be a net in M(MU ) converging to φ ∈ M(MU ). This means that
limφν(f) = φ(f) for any f ∈ M(D). We must show that (Hω(φν))ν∈J converges to Hω(φ).
But Hω(φν)(g) = φ˜ν(g) = φν(g ◦ ω) and so
limHω(φν)(g) = limφν(g ◦ ω) = φ(g ◦ ω) = Hω(φ).
By a similar argument the inverse map H−1ω is also continuous. This completes the
proof.
We will now study the structure of the maximal ideal space of M(DG), as we did for M(D).
Let ζ ∈ G and define the point evaluation homomorphism of M(DG) at ζ by ϕζ(f) = f(ζ) for
each f ∈M(DG). Let 4(MG) denote the set of point evaluation homomorphisms of M(DG).
Clearly, 4(MU ) and 4(MG) are homeomorphic. For, if λ ∈ U , then ω(λ) ∈ G and
Hω(φλ)(f) = φ˜λ(f) = φλ(f ◦ ω) = (f ◦ ω)(λ) = f(ω(λ)) = ϕω(λ)(f)
for each f ∈M(DG). Conversely, if ζ ∈ G then H−1ω (ϕζ)(f) = φω−1(ζ)(f) for each f ∈M(D).
Now we want to define the fibers of M(MG). But in order for this to make sense, z must
be in M(DG), that is, z must be a multiplier of D(G). Otherwise we cannot consider the
map zˆ of M(MG) onto some subset of the complex plane. But if G is bounded and simply
connected the statement zD(G) ⊂ D(G) is precisely statement (2) of Theorem 3.5. We will
assume that this property holds. In other words, we are assuming that ω is a multiplier of
the Dirichlet space or that G is a bounded Poincare´ domain.
We are going to need another condition on G as well: it must be a Jordan region (the
interior of a closed Jordan curve). For the following is known (a statement without proof can
be found in [3], page 232):
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Theorem 4.22. Suppose f is an analytic homeomorphism of Ω onto Ω′. If Ω and Ω′ are
Jordan regions, then f can be extended to a homeomorphism of the closure of Ω onto the
closure of Ω′.
If λ ∈ G then zˆ(φλ) = φλ(z) = λ. Thus zˆ is a continuous bijection of 4(MG) onto G,
given by λ −→ φλ. In fact, it is a homeomorphism. The proof of this statement is similar to
the analogous result for M(D) in Proposition 4.7.
Now, choose φ ∈M(α,MU ), that is, a complex homomorphism from the fiber of M(MU )
over α. Then Hω(φ) = φ˜ ∈M(MG) and
zˆ(φ˜) = φ˜(z) = φ(z ◦ ω) = φ(ω) = ωˆ(φ). (4.8)
By Proposition 4.10, ωˆ is constant on the fiber M(α,MU ) if and only if ω is continuously
extendible to α. In this case, the value of ωˆ assumed on the fiber is equal to ω(α). Assuming
that G is a Jordan region, we conclude from Theorem 4.22 that for each α ∈ ∂U the value
of ωˆ is constant and equal to ω(α) ∈ ∂G on the fiber M(α,MU ). Thus zˆ(φ˜) = ω(α) if
φ ∈M(α,MU ) by 4.8. If we define the fiber of M(MG) over ζ ∈ ∂G by
M(ζ,MG) = {ϕ ∈M(MG) : zˆ(ϕ) = ϕ(z) = ζ}
we conclude that the map Hω sends fibers into fibers.
Proposition 4.23. Let G be a bounded simply connected Jordan region, and suppose zD(G) ⊂
D(G). If ω : U −→ G is a Riemann map, then the map
Hω : M(MU ) −→M(MG)
φ −→ φ˜(g) = φ(g ◦ ω)
is a homeomorphism. Moreover, it maps the fibers of M(MU ) onto the fibers of M(MG) and
4(MU ) onto 4(MG).
Proof. In view of the discussion above, it remains only to show that Hω(M(α,MU )) =
M(ω(α),MG). We have already proved the inclusion ⊂. To prove the reverse inclusion,
let φ˜ ∈M(ω(α),MG). Then
ω(α) = zˆ(φ˜) = φ(z ◦ ω) = φ(ω) = ωˆ(φ)
Hence φ ∈M(α,MU ). For, if α0 6= α and φ0 ∈M(α0,MU ) then ωˆ(φ0) = ω(α0) 6= ω(α) since
ω is constant on each fiber and maps ∂U bijectively onto ∂G. The proof is complete.
4.3 The Shilov boundary for M(D) - an open question
At the end of Section 4.2 we asked the question: can we identify the Shilov boundary of
M(D) with the maximal ideal space of some Banach algebra of functions on the unit circle?
Recall that the boundary function of any multiplier of the Dirichlet space is a multiplier of
the Bessel potential space L21/2(T ). In this sense, M(D) ⊂ M(L21/2(T )). If φ ∈M(M(L21/2))
then this inclusion yields the restriction map
τ : M(M(L21/2)) −→M(M(D))
φ −→ φ|M(D)
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from the maximal ideal space of M(L21/2), denoted by X, into the maximal ideal space of
M(D). The map τ is continuous. The proof of this is analogous to the proof of the continuity
of ω in Proposition 4.14. Arne Stray has pointed out that τ maps X homeomorphically onto
the Shilov boundary for M(D) if the answer to the following question is yes: if g ∈M(L21/2(T ))
is real-valued, u = P [g] and v is the harmonic conjugate of u, is f = eu+iv ∈M(D)? In other
words, is the function
f(z) = exp
[ 1
2pi
∫ pi
−pi
eiθ + z
eiθ − zu(θ)dθ
]
in M(D) for real valued functions u in M(L21/2(T ))? This question remains open and we will
refer to it as the multiplier hypothesis. Notice that f ∈ H∞ even though v may be unbounded.
The goal of this section is the identification of the Shilov boundary for M(D) given that
the multiplier hypothesis holds. First, we prove that M(L21/2(T )) is a Banach algebra and
that functions in this space are bounded (independently of the multiplier hypothesis). To this
end, we now introduce some tools.
First off, we show an analogue of Proposition 1.7 for L21/2.
Proposition 4.24. Let L21/2 be L
2
1/2(T ) or L
2
1/2(R). A function f is in M(L
2
1/2) if and only
if fL21/2 ⊂ L21/2.
Proof. If f ∈M(L21/2) then it is clear that fL21/2 ⊂ L21/2.
Conversely, suppose fL21/2 ⊂ L21/2. We must show that the operator Mf of multiplication
by f is bounded. To this end, let {hn} be a sequence in L21/2 converging in the norm on L21/2
to h. Then fhn ∈ L21/2 for each n and fh ∈ L21/2 by assumption. Assume {fhn} converges
in the norm on L21/2 to some function g ∈ L21/2. If we can show that g = fh, then Mf is a
bounded operator by the closed graph theorem.
Recall that ‖g‖2 ≤ c‖g‖1/2 for some constant c and for any g ∈ L21/2 ((2.15) and Propo-
sition 2.15). Thus any sequence of functions which converge in L21/2(T ) will also converge in
L2(T ). Thus {hn} has a subsequence {hns} which converge pointwise almost everywhere to
h (this is a general result for Lp spaces, see [23], page 68). Then {fhns} converges pointwise
almost everywhere to fh. But {fhns} is a subsequence of {fhn} and so converges to g in
the norm on L2. Thus {fhns} has a subsequence {fhnt} which converges pointwise almost
everywhere to g. But {fhnt} is a subsequence of {fhns} and so converges pointwise almost
everywhere to fh. Thus g = fh and we conclude that Mf is a bounded operator. Hence
f ∈M(L21/2). This completes the proof.
Recall that f ∈ L21/2(R) if and only if f ∈ L2(R) and∫ ∞
−∞
dx
∫ ∞
−∞
|f(x− y)− f(x)|2
|y|2 dy =
∫ ∞
−∞
dx
∫ ∞
−∞
|f(x)− f(y)|2
|x− y|2 dy <∞. (4.9)
We also showed that f ∈ L21/2(T ) if and only if f ∈ L2(T ) and∫ pi
−pi
dx
∫ pi
−pi
|f(x− y)− f(x)|2
|eiy − 1|2 dy =
∫ pi
−pi
dx
∫ pi
−pi
|f(x)− f(y)|2
|ei(x−y) − 1|2 dy <∞. (4.10)
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Suppose φ ∈ C∞(R) have compact support in (−pi, pi). Such functions clearly exists, for
example
φ(x) =
{
exp( 1
1−x2 ) if |x| < 1
0 otherwise
. (4.11)
Let φ˜ denote the 2pi periodic extension of φ. We will often identify φ and φ˜. The context
should make it clear which function is referred to.
Proposition 4.25. Let φ ∈ C∞ have compact support in (−pi, pi).
1. φ ∈M(L21/2(R))
2. φ˜ ∈M(L21/2(T ))
Proof. First, we prove (1). Suppose g ∈ L21/2(R). We will show that the integral (4.9) is finite
for φg. Since φg is in L2(R), this will imply that φg ∈ L21/2(R) and so φ is a multiplier of
L21/2(R) by Proposition 4.24. Now∫ ∞
−∞
dx
∫ ∞
−∞
|φ(x)g(x)− φ(y)g(y)|2
|x− y|2 dy
=
∫ ∞
−∞
dx
∫ ∞
−∞
|φ(x)g(x)− φ(y)g(x) + φ(y)g(x)− φ(y)g(y)|2
|x− y|2 dy
≤
∫ ∞
−∞
|g(x)|2dx
∫ ∞
−∞
|φ(x)− φ(y)|2
|x− y|2 dy (4.12)
+
∫ ∞
−∞
dx
∫ ∞
−∞
|φ(y)|2 |g(x)− g(y)|
2
|x− y|2 dy. (4.13)
The integral (4.13) is finite because φ is bounded and g ∈ L21/2(R). For the integral (4.12),
observe that∫ ∞
−∞
|φ(x)− φ(y)|2
|x− y|2 dy =
∫ x+1
x−1
|φ(x)− φ(y)|2
|x− y|2 dy +
∫
|y−x|≥1
|φ(x)− φ(y)|2
|x− y|2 dy. (4.14)
By the mean value theorem ∣∣∣φ(x)− φ(y)
x− y
∣∣∣2 = |φ′(z)|2
for some z between x and y. Since φ′ is continuous and has compact support, we know that
|φ′(z)|2 ≤ M1 for some constant M1 and for all z. Consequently, the the first integral to the
right of (4.14) is finite.
For fixed x the expression |φ(x)−φ(y)|2 is bounded since φ is bounded. Denote the bound
by M2. If t = y − x then dt = dy and∫
|y−x|≥1
|φ(x)− φ(y)|2
|x− y|2 dy ≤M2
∫ ∞
1
dt
t2
+M2
∫ −1
−∞
dt
t2
which is finite. We conclude that (4.14) is finite and so (4.12) is finite as well since∫ pi
−pi |g(x)|2dx ≤ ‖g‖22 <∞. Hence φg ∈ L21/2(R). This proves (1).
Since |eit− 1|2 and t2 are comparable on (−pi, pi) the same arguments as used in the proof
of (1) apply for (2) as well. The proof is complete.
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The function φ is more then an example of a multiplier; it allows us to move between the
spaces L21/2(T ) and L
2
1/2(R) as the following Proposition, based on Lemma 2.2 in [4], shows.
Proposition 4.26. Let φ ∈ C∞(R) have compact support on (−pi, pi).
1. If f ∈ L21/2(T ) then φf ∈ L21/2(R)
2. If f ∈ L21/2(R) then φf ∈ L21/2(T )
3. If f ∈M(L21/2(T )) then φf ∈M(L21/2(R))
4. If f ∈M(L21/2(R)) then φf ∈M(L21/2(T ))
Proof. We first prove (1). By Proposition 4.25 we know that φf ∈ L21/2(T ) and so∫ pi
−pi
dx
∫ pi
−pi
|φ(x)f(x)− φ(y)f(y)|2
|ei(x−y) − 1|2 dy (4.15)
is finite. Notice that (4.15) is finite if |ei(x−y)−1|2 replaced by |x−y|2 since these expressions
are comparable on (−pi, pi). The function φf has compact support in (−pi, pi) and is clearly
in L2(R). We must show that the integral∫ ∞
−∞
dx
∫ ∞
−∞
|φ(x)f(x)− φ(y)f(y)|2
|x− y|2 dy (4.16)
is finite. Let u = φf and write the integrand as
F (x, y) =
|u(x)− u(y)|2
|x− y|2 . (4.17)
Notice that (4.17) is zero on {(x, y) : |x| ≥ pi, |y| ≥ pi} and so (4.16) reduces to∫ ∞
−∞
dx
∫ ∞
−∞
F (x, y)dy =
∫ pi
−pi
dx
∫ pi
−pi
F (x, y)dy +
∫ ∞
pi
dx
∫ pi
−pi
F (x, y)dy
+
∫ −pi
−∞
dx
∫ pi
−pi
F (x, y)dy +
∫ pi
−pi
dx
∫ ∞
pi
F (x, y)dy +
∫ pi
−pi
dx
∫ −pi
−∞
F (x, y)dy. (4.18)
We have already observed that the first integral to the right in (4.18) is finite. The remaining
four integrals are all of the same type, that is, integrals over infinite strips in the plane. We
consider the second integral: ∫ ∞
pi
dx
∫ pi
−pi
|u(x)− u(y)|2
|x− y|2 dy. (4.19)
Since φ has compact support in (−pi, pi) the integral (4.19) is equal to∫ ∞
pi
dx
∫ pi−
−pi+
|u(y)|2
|x− y|2dy. (4.20)
for some  > 0. By Fubini’s theorem we see that (4.20) is equal to∫ pi−
−pi+
|u(y)|2dy
∫ ∞
pi
1
|x− y|2dx. (4.21)
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Let t = x− y. Then dt = dx and the lower bound of integration is pi − y ≥ pi − (pi − ) = .
Thus (4.21) is less then or equal to∫ pi−
−pi+
|u(y)|2dy
∫ ∞

dt
t2
=
1

∫ pi−
−pi+
|u(y)|2dy (4.22)
which is finite since u = φf ∈ L2(T ). Thus (4.19) is finite. The arguments for the remaining
three integrals in (4.18) are similar. Thus (4.16) is finite and so φf ∈ L21/2(R). This completes
the proof of (1).
The proof of (2) is simpler. Suppose f ∈ L21/2(R). Then φf ∈ L21/2(R) by Proposition
4.25 and so (4.16) is finite. But this clearly implies that (4.15) is finite as well. Since φf has
compact support in (−pi, pi) we can extend it to a 2pi periodic function and so φf ∈ L21/2(T ).
To prove (3), let g ∈ L21/2(R). We must show that φfg ∈ L21/2(R). Then φf ∈M(L21/2(R))
by Proposition 4.24. First, note that φg ∈ L21/2(T ) by (2). Thus fφg ∈ L21/2(T ) since f is a
multiplier of L21/2(T ). If u = φfg we conclude that the integral∫ pi
−pi
dx
∫ pi
−pi
|u(x)− u(y)|2
|ei(x−y) − 1|2 dy (4.23)
is finite. But the function u has compact support in (−pi, pi) and so the calculations in the
proof of (1) shows that the integral (4.23) is finite if and only if the integral∫ ∞
−∞
dx
∫ ∞
−∞
|u(x)− u(y)|2
|x− y|2 dy (4.24)
is finite. In other words (4.23) and (4.24) are simultaneously bounded for u. Thus φfg ∈
L21/2(R) and so φf ∈M(L21/2(R)). This proves (3).
Finally, we prove (4). Let g ∈ L21/2(T ). Then φg ∈ L21/2(R) by (1) and so fφg ∈ L21/2(R)
since f ∈ M(L21/2(R)). Writing u = fφg we conclude that (4.24) is finite. Thus (4.23) is
finite as well and so fφg ∈ L21/2(T ). Consequently, fφ ∈M(L21/2(T )) and so (4) holds.
The proof of the proposition is complete.
Corollary 4.27. If f ∈M(L21/2(T )) then f ∈ L∞(T ).
Proof. Let (a, b) ⊂ (−pi, pi) where a, b /∈ {−pi, pi}. Then (a, b) is contained in the compact set
[a− , b+ ] where [a− , b+ ] ⊂ (−pi, pi) for some  > 0. We can find a function φ ∈ C∞ with
compact support Kφ containing [a − , b + ] and contained in (−pi, pi). If f ∈ M(L21/2(T ))
then φf ∈M(L21/2(R)) by Proposition 4.26 and so φf ∈ L∞(R) since M(L21/2(R)) ⊂ L∞(R).
Since (a, b) ⊂ [a − , b + ] ⊂ Kφ there exists a constant c such that |φ| ≥ c > 0 on (a, b).
Thus f ∈ L∞((a, b)).
It remains only to verify that no problems occur in neighbourhoods pi or −pi. To see this,
let I be a small open interval containing pi and choose δ > 0 such that I − δ ⊂ (−pi, pi). The
shift h→ hδ = h(x+ δ) is an isometric isomorphism of L21/2(T ) onto itself. For, if t = x+ δ
and θ = y + δ then∫ pi
−pi
dx
∫ pi
−pi
|h(x+ δ)− h(y + δ)|2
|x− y|2 dy =
∫ pi
−pi
dt
∫ pi
−pi
|h(t)− h(θ)|2
|t− θ|2 dθ (4.25)
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and so ‖hδ‖1/2 = ‖h‖1/2. Let f ∈M(L21/2(T )). Then∫ pi
−pi
dx
∫ pi
−pi
|f(x+ δ)h(x)− f(y + δ)h(y)|2
|x− y|2 dy =
∫ pi
−pi
dt
∫ pi
−pi
|f(t)h(t− δ))− f(θ)h(θ − δ)|2
|t− θ|2 dθ
by the same change of variables as in (4.25). Thus fδ ∈ M(L21/2(T )) since any function
in L21/2(T ) can be written in form h(x − δ) as we observed above. Thus the shift f → fδ
maps multipliers into multipliers. Consequently, fδ ∈ L∞((I − δ)) and so f ∈ L∞(I). This
completes the proof.
Proposition 4.28. The space M(L21/2(T )) is a Banach algebra with pointwise multiplication
and the operator norm
‖f‖ = ‖Mf‖ = sup
‖g‖1/2≤1
‖fg‖1/2.
Moreover, M(L21/2(T )) ⊂ L21/2(T ).
Proof. First, notice that M(L21/2(T )) is a linear space. Moreover M(L
2
1/2(T )) ⊂ L21/2(T ) since
1 ∈ L21/2(T ). To see this, observe that 1 ∈ L2(T ) and (4.10) is finite when f = 1:∫ pi
−pi
dx
∫ pi
−pi
|1− 1|2
|eiy − 1|2dy = 0.
If f1 and f2 are multipliers of L21/2(T ) then the pointwise product f = f1f2 is multiplier
as well. The proof is similar to the proof of the analogous statement for the Banach algebra
M(D) in Proposition 1.9.
It remains only to show that M(L21/2(T )) is complete. Let {fn} be a Cauchy sequence in
M(L21/2(T )) and let h ∈ L21/2(T ). Then
‖fnh− fmh‖1/2 ≤ ‖fn − fm‖‖h‖1/2 < 
when n,m ≥ N(, h). Thus {fnh} is a Cauchy sequence in L21/2(T ) for each fixed h ∈ L21/2(T ).
Consequently {fnh} converges to some function F (h) ∈ L21/2(T ) in the norm on L21/2(T ) since
L21/2(T ) is complete. In particular, {fn} converges to f = F (1). Recall that ‖g‖2 ≤ c‖g‖1/2 for
some constant c and for any g ∈ L21/2(T ) (Proposition 2.15). Thus any sequence of functions
which converge in L21/2(T ) will also converge in L
2(T ). Hence {fn} is a Cauchy sequence
in L2(T ) with limit f and so there exists a subsequence {fns} which converges pointwise
almost everywhere to f . Now {fnsh} is a subsequence of {fnh} and, consequently, converge
to F (h) in the norm on L21/2(T ) and the norm on L
2(T ). Thus {fnsh} has a subsequence
{fnth} which converge pointwise almost everywhere to F (h). But {fnth} converges pointwise
almost everywhere to fh since {fns} converges pointwise almost everywhere to f and {fnt}
is a subsequence of {fns}. Thus fh = F (h) ∈ L21/2(T ) and so
fL21/2(T ) ⊂ L21/2(T ). (4.26)
Thus f ∈M(L21/2(T )) by Proposition 4.24.
Finally, the proof that {fn} converges to f in the operator norm is similar to the analogous
proof in Proposition 1.9. We conclude that M(L21/2(T )) is complete. This completes the
proof.
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We will now state and prove some lemmas concerning the maximal ideal space and Gelfand
space of M(L21/2(T )). They will be needed in the hypothetical identification of the Shilov
boundary for M(D), but are not themselves dependent on the multiplier hypothesis.
Lemma 4.29. If f ∈M(L21/2(T )) is real valued and φ ∈M(M(L21/2)) then φ(f) is real.
Proof. Assume φ(f) = x + iy. Then φ(f − x) = iy and so φ((f − x)2) = −y2 and φ((f −
x)2 + y2) = 0. Set g = (f − x)2 + y2. Then g(t) ≥ y2 > 0 for all eit ∈ T and u = g
y2
≥ 1. Set
v = 1u . Then v ≤ 1 and
|v(t1)− v(t2)| =
∣∣∣ 1
u(t1)
− 1
u(t2)
∣∣∣ = ∣∣∣u(t1)− u(t2)
u(t1)u(t2)
∣∣∣ ≤ |u(t1)− u(t2)|
and so v ∈ M(L21/2(T )) by Proposition 2.18. Thus u is invertible in M(L21/2(T )) which is
a contradiction. For φ(u) = φ( g
y2
) = 0, but if u is invertible then 1 = φ(1) = φ(uu−1) =
φ(u)φ(u−1) and so φ(u) 6= 0. We conclude that φ(f) is real. This completes the proof.
Lemma 4.30. If f = u+ iv ∈M(L21/2(T )) then u, v and f¯ are in M(L21/2(T )) and
ˆ¯f(φ) = fˆ(φ)
for each φ ∈M(M(L21/2(T )).
Proof. Since
|f(t1)− f(t2)|2 = |u(t1)− u(t2)|2 + |v(t1)− v(t2)|2
we see that f = u + iv ∈ M(L21/2(T )) if and only if u, v ∈ M(L21/2(T )) by Proposition 2.18.
Thus f¯ = u− iv ∈M(L21/2(T )) as well.
Let φ ∈M(M(L21/2)). Then φ(u) and φ(v) are real numbers by Lemma 4.29 and so
ˆ¯f(φ) = φ(f¯) = φ(u)− iφ(v)
= φ(u) + iφ(v)
= φ(f)
= fˆ(φ).
This completes the proof.
If A is any Banach algebra and u ∈ A then
eu =
∞∑
n=0
un
n!
(4.27)
is in A where the convergence of the series (4.27) is in the norm on A. To see this, notice that
the partial sums sN =
∑N
n=0
un
n! ∈ A for any N . Moreover, sN is a Cauchy sequence in A, for∥∥∥ N∑
n=0
un
n!
−
M∑
n=0
un
n!
∥∥∥ = ∥∥∥ N∑
n=M+1
un
n!
∥∥∥ ≤ N∑
n=M+1
‖u‖n
n!
<  (4.28)
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if N,M > P () since ‖u‖ is a complex number and ∑Nn=0 ‖u‖nn! converges to the complex
number e‖u‖. Thus sN →
∑∞
n=0
un
n! = e
u in the norm on A since A is complete.
From the observations we conclude that eu ∈ M(L21/2(T )) for any u ∈ M(L21/2(T )). The
same argument cannot be used for the Gelfand space M̂(L21/2(T )) since this algebra is not
uniformly closed and, consequently, is no Banach algebra with the supremum norm. It is still
true though, for êu ∈ M̂(L21/2(T )) for any u ∈M(L21/2(T )) and if φ ∈M(M(L21/2)) then
êu(φ) = φ(eu)
= φ
( ∞∑
n=0
un
n!
)
= lim
N→∞
φ
( N∑
n=0
un
n!
)
= lim
N→∞
N∑
n=0
φ(u)n
n!
= eφ(u)
= euˆ(φ).
Thus euˆ ∈ M̂(L21/2(T )) and euˆ = êu.
Lemma 4.31. Suppose u ∈M(L21/2(T )) and
u = log |Fu|
where Fu is some invertible element of M(D). Then
uˆ = log |F̂u|.
Proof. Clearly êu = |̂Fu| and from the observations above, we know that euˆ = êu. Moreover,
F u ∈M(L21/2(T )) by Lemma 4.30 and if φ ∈M(M(L21/2)) we see that
(|̂Fu|(φ))2 = φ(|Fu|2) = φ(Fu)φ(Fu)
= φ(Fu)φ(Fu)
= |F̂u(φ)|2
and so |̂Fu| = |F̂u|. Thus euˆ = |F̂u| and uˆ = log |F̂u| as was to be shown.
Lemma 4.32. The uniform closure of the algebra M̂(L21/2(T )) is the set of all complex con-
tinuous functions on X.
Proof. We will show that the algebra M̂(L21/2(T )) is self-adjoint, separates points on X and
vanishes at no point of X. The result then follows by the Stone-Weierstrass theorem (see for
example [22] page 165).
First, M̂(L21/2(T )) is self-adjoint by Lemma 4.30.
To show that M̂(L21/2(T )) separates points on X, let φ1, φ2 ∈ X and suppose φ1 6= φ2.
Then φ1(f) 6= φ2(f) for some f ∈M(L21/2(T )) and so fˆ(φ1) 6= fˆ(φ2).
If φ ∈ X and φ 6= 0 then φ(f) 6= 0 for some f ∈ M(L21/2(T )). Thus fˆ(φ) 6= 0 and so
M̂(L21/2(T )) vanishes at no point of X. This completes the proof.
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Proposition 4.33. Suppose the multiplier hypothesis holds. Then τ is a homeomorphism of
X into M(M(D)), and the image set τ(X) is the Shilov boundary for M(D).
Proof. First, we prove that τ(X) is a closed boundary for M(D). But τ(X) is closed since
τ(X) is compact and compact subsets of Hausdorff spaces are closed. Notice further that
since M(L21/2(T )) ⊂ L∞(T ) there is a restriction map
κ : M(L∞) −→M(M(L21/2))
φ −→ φ|M(L2
1/2
).
If f ∈M(L21/2) then
sup{|fˆ(φ)| : φ ∈M(M(L21/2))} ≥ sup{|fˆ(φ)| : φ ∈M(M(L∞))}. (4.29)
To see this, let φ ∈ M(M(L∞)). Then κ(φ) = φ|M(L2
1/2
) ∈ M(M(L21/2)) and φ|M(L21/2)(f) =
φ(f). Thus the right side of (4.29) cannot be greater then the left side.
We remark that the map L∞ → L̂∞ which sends f to its Gelfand transform, fˆ , is an
isometric isomorphism (the norm on L∞ is the supremum norm). Let f ∈M(D). Then
sup{|fˆ(φ)| : φ ∈ τ(X)} = sup{|fˆ(φ)| : φ ∈M(M(L21/2))}
≥ sup{|fˆ(φ)| : φ ∈M(L∞)}
= sup
t∈T
|f(t)|
= sup
λ∈U
|f(λ)| by the maximum modulus principle
= sup
λ∈U
|φλ(f)| where φλ is evaluation at λ
= sup{|φ(f)| : φ ∈ 4(M)}
= sup{|fˆ(φ)| : φ ∈M(M(D))}
since 4(M) is dense inM(M(D)) by the Corona theorem. We conclude that τ(X) is a closed
boundary for M(D).
Since X is compact,M(M(D)) is Hausdorff and τ is continuous, we can prove that τ is a
homeomorphism of X onto its image τ(X) by showing that it is injective (see [18] page 167).
Suppose φ1 and φ2 are in X and that φ1 6= φ2. Then φ1(u) 6= φ2(u) for some real valued
u ∈M(L21/2(T )). The function
Fu(z) = exp
[ 1
2pi
∫ pi
−pi
eiθ + z
eiθ − zu(θ)dθ
]
is in M(D) by the multiplier hypothesis. Consequently, Lemma 4.31 yields that
log |φ1(Fu)| = log |Fˆu(φ1)|
= uˆ(φ1)
6= uˆ(φ2)
= log |φ2(Fu)|
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and so |φ1(Fu)| 6= |φ2(Fu)|. In other words τ(φ1)(Fu) 6= τ(φ2)(Fu). Hence τ is injective and
so τ is a homeomorphism of X onto its image τ(X).
Finally, we must show that τ(X) is the smallest closed boundary for M(D). Suppose
X0 ⊂ X is a proper closed subset of X. Since X0 is a closed subset of a compact space, it
must be compact. Let ψ ∈ X−X0. Since X is a compact Hausdorff space, it must be regular
(see [18], Exercise 3, page 205) and so we can find disjoint open sets U and V of X containing
ψ and X0 respectively. By Urysohn’s Lemma there exists a function g ∈ C(X) such that
• 0 ≤ g(φ) ≤ 1 for all φ ∈ X
• g(φ) = 1 for φ ∈ X0
• supp(g) ⊂ V
where supp(g) denotes the support of g (see [23], page 39). Clearly, g(ψ) = 0 since ψ ∈ U .
Let h = 1 − g. Then h ∈ C(X) and h(φ) = 0 for all φ ∈ X0, supp(g) ⊂ X − V and
h(ψ) = 1. By Lemma 4.32 the algebra M̂(L21/2) is dense in C(X). Thus the real valued
functions in M̂(L21/2) are dense in the real continuous functions on X. Consequently, for
every  > 0 there exists a real valued function uˆ ∈ M̂(L21/2) such that
‖uˆ− h‖ = sup
φ∈X
|uˆ(φ)− h(φ)| < .
Choosing  small, we get a function uˆ which is close to zero on X0 and close to 1 at ψ. Notice
further that uˆ = ¯ˆu since uˆ is real. But ¯ˆu = ˆ¯u by Lemma 4.30. Thus uˆ = ˆ¯u and so u = u¯ since
M(L21/2(T )) is semisimple. We conclude that u is real. Thus
Fu(z) = exp
[ 1
2pi
∫ pi
−pi
eiθ + z
eiθ − zu(θ)dθ
]
is in M(D) by the multiplier hypothesis and
• log |φ(Fu)| = |uˆ(φ)| <  for φ ∈ X0
• ∣∣ log |ψ(Fu)| − 1∣∣ = |uˆ(ψ)− 1| < 
by Lemma 4.31. Thus
• |φ(Fu)| < e for φ ∈ X0
• e1− < |ψ(Fu)|.
Choosing  sufficiently small, we see that F̂u does not attain its maximum modulus on τ(X0)
and so τ(X0) cannot be a boundary for M(D). Consequently, S (M(D)) = τ(X). This
completes the proof assuming the multiplier hypothesis is true.
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