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 Intraspecific trait variation occurs in nearly all species and is found in a variety of 
traits,  including morphological, behavioral, and physiological traits. Unlike fields such 
as evolutionary biology and behavioral ecology which have long recognized the 
importance of intraspecific trait variation (ITV), community ecologists have historically 
viewed ITV as “noise” that obscures broader population- and community-level patterns 
of interest. However, recent work has demonstrated that ITV can profoundly affect 
ecological interactions and processes through a variety of mechanisms (other earlier 
paper, Bolnick et al. 2011). Of particular interest is the effect of ITV on competition and 
coexistence. Empirical work has shown that ITV can promote coexistence between 
competitors, with some even suggesting that ITV is “needed to explain why large 
numbers of intensely competing species coexist” (Clark 2010). Theoretical work 
struggles to support this claim, instead finding that ITV generally makes it more difficult 
for competitors to coexist. This dissertation seeks to resolve these disparate outcomes. In 
particular, I ask are there general mechanisms that would allow intraspecific 
variation to promote coexistence and under what ecological and evolutionary 
conditions would these mechanisms be possible?  
 First, I numerically analyzed a novel model of exploitative resource competition 
for two essential resources. The model presented in Chapter 2 differs from previous 
theoretical work in competition between populations with ITV because it explicitly 
models the mechanisms of competition (exploitative resource use) and assumes that the 
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resources consumers compete for are essential rather than substitutable. I demonstrated 
that it is possible for ITV to promote coexistence if it allows the growth of some 
individuals in a population to be limited by a different resource than their competitors. I 
used a graphical-mechanistic approach to describe two ways in which ITV can rescue 
populations from exclusion either through persistence mechanisms or coexistence 
mechanisms. The key feature of the model that allows ITV to promote coexistence was 
the sigmoidal function that maps trait onto function, which emphasizes the need to 
understand the shapes of empirical trait mapping functions. 
 Second, I used a stochastic simulation algorithm to explore competitive outcomes 
when ITV is allowed to emerge naturally as a result of individual-level processes. I 
simulated competition under three evolutionary regimes: one in which ITV occurred 
exclusively through mutations in a quantitative trait, and two in which selection acted on 
standing variation in either partially or fully heritable traits. ITV generated through 
mutations was best at promoting coexistence when competitors were on average limited 
by the same resource, otherwise leading to exclusion of the species with higher resource 
requirements. Under conditions where populations would otherwise be excluded due to a 
mismatch between their average resource uptake and internal stoichiometric needs, 
standing ITV in fully heritable traits allowed populations to persist. Although previous 
work has suggested that moderate heritability is a key feature that allows ITV to promote 
coexistence (Maynard et al. 2019), I found that partially heritable traits generated fairly 
continuous trait distributions that made competitors’ niches more likely to overlap 
beyond limiting similarity that would allow for coexistence. Patterns of evolutionary 
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convergence and divergence between competitor populations occurred, and both were 
capable of promoting coexistence.  
 Third, I created a theoretical framework for calculating interaction strengths, 
fitness differences, and niche differences between individuals and used this to illustrate 
how various assumptions about the creation and maintenance of ITV, the shape of 
tradeoff and trait mapping functions, and the types of resources that populations compete 
for can lead to different competitive outcomes. The sigmoidal trait mapping function 
assumed in Chapters 2 and 3 led to bimodally distributed interaction strengths, where 
some individuals had interspecific interactions that were weaker than intraspecific 
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Chapter 1: A mechanistic approach to understanding resource competition with 
intraspecific variation 
 Intraspecific trait variation (ITV) is a common feature of most species that has 
long been recognized by evolutionary biology as the necessary fuel for selection to occur. 
Until recently, most community ecologists treated individual variation as “noise” that 
obscures processes at the population, community, and ecosystem-level. However, a 
growing body of evidence shows that intraspecific variation can meaningfully alter 
ecological processes (Kichenin et al. 2013, Forsman and Wennersten 2015). One area of 
particular interests is the effects of intraspecific trait variation on competition and 
coexistence. While most empirical work on the topic has concluded that intraspecific 
variation promotes coexistence between competitors (Lankau and Strauss 2007, Clark 
2010), the preponderance of theoretical evidence suggests that intraspecific variation 
tends to weaken coexistence except in a few limited cases (Lichstein et al. 2007, Hart et 
al. 2016, Barabás and D’Andrea 2016, Hausch et al. 2018, Uriarte and Menge 2018). This 
dissertation resolves these conflicting conclusions by asking what conditions are 
necessary for intraspecific trait variation to contribute positively to coexistence 
mechanisms and considering when these conditions are possible and important in 
ecological systems.  
 Van Valen’s (1965) niche variation hypothesis, which states that niche expansion 
occurs through individual specialization, fueled a number of empirical studies on 
intraspecific variation in the 1960s and 70s (Fretwell 1969, Willson 1969, Grant et al. 
1976, Bernstein 1979) as well as contentious debate over the validity of this hypothesis 
(Soulé and Stewart 1970, Van Valen and Grant 1970, Soulé 1972). A number of these 
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studies concluded that variation between individuals in the same population is small, rare, 
and likely inconsequential to ecological processes, although critics noted that these 
studies were often biased by small sample sizes and comparisons between highly 
unrelated taxa (Rothstein 1973). More recent empirical work suggests that inter-
individual variation is common in plants (Siefert et al. 2015) and animals (Bolnick et al. 
2003), and that such variation can meaningfully alter ecological processes (Kichenin et 
al. 2013, Forsman and Wennersten 2015), including competition and coexistence (Clark 
et al. 2007, Lankau and Strauss 2007, Lankau 2009, Clark et al. 2010, Ehlers et al. 2016, 
Hausch et al. 2018). Citing evidence from the covariance structure of observational data 
on 33 competing tree species in the south eastern United States, Clark (2010) goes so far 
as to suggest that intraspecific variation is necessary for many competitors to coexist. In 
contrast to most empirical work, Hausch and colleagues (2018) suggest that individual 
variation could promote coexistence between congeneric bean weevils by strengthening 
resource partitioning, but ultimately conclude that individual variation is more likely to 
increase fitness differences between competitors (Chesson 2000) and, thereby, inhibit 
coexistence. Although the majority of empirical studies agree that intraspecific variation 
promotes coexistence, they provide little insight into how this might occur as they rarely 
test the mechanisms through which intraspecific variation can have ecological effects 
(Bolnick et al. 2011, Turcotte and Levine 2016). Better theoretical understanding of how 
intraspecific variation acts on ecological dynamics through specific mechanisms, such as 
Jensen’s inequality and portfolio effects (Bolnick et al. 2011), will provide targeted 
direction for future empirical work.  
 From a theoretical perspective, coexistence among competitors requires that 
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intraspecific competition must be stronger than interspecific competition (Chesson 2000; 
but see Siepielski and McPeek 2010, Barabás et al. 2016) and thus if intraspecific 
variation promotes coexistence it must do so by reinforcing this paradigm. In competitive 
communities, ‘intraspecific variation’ typically refers to variation in a quantitative 
functional trait related to resource extraction (Roughgarden 1972, 1974, Bolnick et al. 
2003), for example, seed size in the diets of desert granivores (Brown and Lieberman 
1973). Additional intraspecific variation will tend to weaken (rather than strengthen) 
intraspecific competition by spreading the same number of individuals across a larger 
span of trait space (Bolnick 2001). Furthermore, intraspecific variation can de-emphasize 
differences among species, leading to greater niche overlap in resource use and stronger 
interspecific competition. Using an annual plant model, Hart et al. (2016) emphasized 
these patterns and additionally showed that intraspecific variation tended to further 
weaken coexistence by exacerbating fitness differences among superior and inferior 
competitors. This is a result of the nonlinear relationship between traits and fitness (seed 
production), which allows intraspecific trait variation to increase interspecific relative 
fitness in a manner that confers a greater increase in fitness to the superior competitor. 
This nonlinear phenomenon is known as Jensen’s inequality (Ruel and Ayres 1999) and 
is the most cited mechanism in theoretical work on the ecological effects of intraspecific 
variation.  
 Hart et al. (2016) found that intraspecific variation only promoted coexistence 
when competitors have strongly differentiated niches and the variance in intraspecific 
interaction coefficients is equal to that of interspecific interaction coefficients. Others 
have similarly identified special cases where intraspecific variation promotes coexistence, 
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for example, when variation is unequal, such that one competitor acts as a specialist while 
the other is a generalist (Begon and Wall 1987, Barabás and D’Andrea 2016). Lichstein 
et al. (2007) found that, when the superior competitor’s density is low, intraspecific 
variation prolongs unstable coexistence by reducing fitness differences between species. 
Using a spatially explicit version of the same model used by Hart et al. (2016), Uriarte 
and Menge (2018) found that intraspecific variation can facilitate coexistence if 
competitors are habitat specialists and the relationship between competitive response and 
population growth rates is concave up and decreasing. However, a general and robust 
mechanism has yet to be identified.  
 At current, much of our understanding arises from models where competition is 
modeled implicitly (e.g. the Lotka-Volterra model) (Begon and Wall 1987, Vellend 2006, 
Hart et al. 2016, Barabás and D’Andrea 2016) and in this setting the mapping of 
intraspecific variation in functional traits onto competition coefficients is largely 
phenomenological (sensu Schoener 1986, Tilman 1987), but nonetheless important 
(Keddy 1992). Recently, Maynard et al. (2019) showed that when different genotypes 
were given random competition coefficients, coexistence with conspecifics was 
promoted. However, this outcome is challenging to interpret since the variation cannot be 
linked to a phenotypic trait with a well-behaved distribution. Competition frameworks 
that incorporate explicit interactions, such as the shared resource exploitation models of 
MacArthur (1970), León and Tumpson (1975), Abrams (1987a, 1988), and Tilman 
(1982), are able to provide a more explicit platform on which to link intraspecific 
variation in functional traits to coexistence outcomes (Schoener 1986).  
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 The theoretical work presented throughout this dissertation differs from previous 
work in a variety of ways that not only lend novelty to the model, but allowed me to 
probe certain aspects of biology that might allow intraspecific trait variation (ITV) to 
contribute positively to coexistence mechanisms. These aspects include: exploitative 
resource competition rather than phenomenological, non-substitutable resources rather 
than substitutable, non-Gaussian trait distributions rather than normally distributed traits, 
and well-defined trait mapping functions rather than randomized mapping.  
According to modern coexistence theory, in order for a mechanism to promote 
coexistence, it must increase niche differences faster than it decreases fitness differences 
(Chesson 2000, Song et al. 2019). How and when might ITV produce such an effect? To 
investigate this question, I used a model of exploitative resource competition between 
two consumers for two essential resources that is well-studied in regard to its ecological 
and evolutionary dynamics and stability in the absence of ITV (León and Tumpson 1975, 
Fox and Vasseur 2008, Fox and Vasseur 2011). In the model, consumer population 
growth rates are either limited by one resource or the other (except at one unique value 
where consumers are colimited), meaning that as the population’s average uptake rate 
changes, there is a discontinuous shift between two distinct states of resource limitation. 
Coexistence is possible if consumers are limited by difference resources and consume 
relatively more of the resource that is most limiting to their growth (Tilman 1982). I 
incorporated ITV into the model by assuming that individuals within a population can 
vary in their resource preference (uptake rates). I hypothesized that the discontinuity in 
the way a continuous trait maps onto function, as well as the nonlinearity of this mapping 
function, would provide an opportunity for ITV to promote coexistence.  
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 Character displacement is defined as trait evolution in response to or maintained 
by resource competition, and includes character divergence (in which competitors’ 
phenotypes become less similar) and convergence (competitors’ traits become more 
similar) (Schluter 2000). Character convergence is possible if traits are correlated such 
that decreasing overlap along one trait axis in order to reduce the effects of competition 
leads to an increase in overlap along one or more other axes (Abrams 1986). Character 
convergence is also expected when populations compete for non-substitutable resources, 
as they do in all variants of the model analyzed through this dissertation. Character 
convergence is the evolutionary stable strategy (ESS) for consumers that compete for 
essential resources with both nonevolving (Abrams 1987b) and evolving competitors 
(Fox and Vasseur 2008). I expected to find that character convergence is also optimal in 
the presence of ITV, and that more ITV would allow populations to reach this ESS more 
quickly. 
 A variety of mechanisms are capable of creating and maintaining ITV, including 
tradeoffs (Skellam 1951, Stemberger and Gilbert 1985), mutation-selection balance 
(Latter 1960, Lande 1975), frequency-dependent selection (Fisher 1930, Ayala and 
Campbell 1974), disruptive selection (Mather 1955), and diversified bet-hedging in 
response to variable environmental conditions (Hedrick et al. 1976). Theoretical work has 
suggested that trait heritability is a key parameter controlling the relationship between 
ITV and coexistence because it determines whether or not populations are able to 
increase niche differences in response to competition (Schreiber et al. 2011, Barabás and 
D’Andrea 2016, Maynard et al. 2019). Maynard and colleagues (2019) found that 
moderate levels of heritability are optimal because it produces distinct phenotypes, which 
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increases the chance that a population will contain a phenotype that can persist, while 
also allowing the population to respond to selection, thereby increasing fitness 
differences. I hypothesized that selection on ITV in partially heritable traits will be the 
best evolutionary regime for promoting coexistence in the model presented here.  
 Finally, in real ecological systems interactions typically occur between 
individuals rather than populations as a whole and it is the traits of those individuals that 
matter in determining the outcome of an interaction. The outcomes of many individual 
interactions can produce emergent behavior in systems that differs from the outcomes 
that averages and even probability distributions predict. Further, most population-level or 
“aggregate” measurements of interaction strengths fail to capture three potentially 
important mechanisms: spatio-temporal changes in interactions, differences and 
fluctuations in population abundance, and changes that occur as a result of individual 
properties (e.g. differences in resource pliability or consumer preferences for certain 
resources) (Wells and O’Hara 2013). In general, competitors can coexistence if 
intraspecific competitive interactions are stronger than interspecific interactions. I 
predicted that a theoretical framework that calculates interaction strengths individually, 
rather than at the population-level, would reveal a complex network of interaction that, 
under the right conditions, can create opportunities for coexistence where average values 
cannot. In particular, I expected to find that bimodal distributions of interaction strengths 
are possible in some cases, for example when trait mapping functions are discontinuous 
or when ITV is maintain by disruptive selection. I also hypothesized that showing how 
niche and fitness differences were distributed across trait space could reveal opportunities 
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for ITV to promote coexistence in some areas of trait space, and inhibit coexistence in 
others. 
Chapter 2 
I developed a theoretical model in which two consumers with ITV exploitatively 
compete for two essential resources. The consumers varied intraspecifically in their 
preferences for particular resources, such that resource uptake rates could vary between 
conspecific and heterospecific individuals. I used an invasion experiment approach to 
numerically solve for the values of ITV maximizes invasion growth rates in the invading 
population, with and without fixed resident variation. I also numerically analyzed 
versions of the model in which variation is fixed in both the resident and the invader. 
Using a graphical-mechanistic approach, I demonstrated that there are two distinct 
scenarios in which ITV can contribute positively to coexistence. 
Chapter 3 
I simulated the same exploitative competition model using a continuous time 
stochastic simulation algorithm (Gillespie 1977). Instead of assigning a prescribed trait 
distribution, I allowed ITV to emerge naturally as a result of individual-level processes 
under three evolutionary regimes: mutations only and selection on standing ITV in 
partially and fully heritable traits. From these simulations, I presented competitive 
outcomes, trajectories of average trait change and patterns that emerge within trait 
distributions under each regime. I also explored character displacement, by quantifying 
average resource limitation states over the course of simulations.  
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Chapter 4 
I constructed a theoretical approach for calculating interaction strengths, as well 
as two key components of modern coexistence theory, niche and fitness differences, at 
the individual-level. I calculated individual interaction strengths and plotted their 
distributions under varying assumptions of evolutionary maintenance regimes, trait 
distributions, and resource utilization functions. I compared these distributions, and the 
outcomes they suggest based on modern coexistence theory, to the outcomes expected 
based on aggregated population-level interaction strengths. I explored how fitness and 
niche differences are distributed across trait axes, and how ITV can be spread across such 
axes to create opportunities for coexistence. 
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Chapter 2: Intraspecific variation promotes coexistence under competition for 
essential resources 
Introduction  
Intraspecific variation is ubiquitous and, while its role has long been appreciated by 
evolutionary biologists, we have only recently begun to consider its impact on ecological 
processes and functions (Bolnick et al. 2011). A focal point of this work has been the 
study of coexistence of competing species. While many empirical studies have found that 
intraspecific variation promotes coexistence between competitors (Lankau and Strauss 
2007, Clark 2010, Hausch et al. 2018), most theoretical work shows that intraspecific 
variation makes coexistence more difficult to achieve, except in a few specific contexts 
(Lichstein et al. 2007, Hart et al. 2016, Barabás and D’Andrea 2016, Uriarte and Menge 
2018). In this chapter, I utilize the essential resource competition framework developed 
by León and Tumpson (1975) and popularized by Tilman (1980) to demonstrate that 
intraspecific variation can promote coexistence by allowing some individuals in the 
population to be differentially resource limited than their competitors when traits map 
onto uptake rates through a discontinuous function.  My work provides an important 
bridge, linking previously disparate findings by focusing on the relationship between 
intraspecific trait variation and ecological function. 
Recent work describing inter-individual variation has stressed its significance in 
ecological processes (Kichenin et al. 2013, Forsman and Wennersten 2015), including 
competition and coexistence (Clark et al. 2007, Lankau and Strauss 2007, Lankau 2009, 
Clark et al. 2010, Ehlers et al. 2016, Hausch et al. 2018). In competitive communities, 
“intraspecific trait variation” (ITV) typically refers to variation in a quantitative 
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functional trait related to resource use (Roughgarden 1972, 1974, Bolnick et al. 2003), 
for example, preference for different seed sizes in desert granivores (Brown and 
Lieberman 1973).  This ITV can have important effects on the ecology of communities 
independent of the effects of selection and eco-evolutionary feedbacks. In part, these 
effects stem from alterations in their constituent populations’ abilities to exploit resources 
(e.g. niche expansion – Berg and Ellers 2010), buffer environmental changes (Agashe 
2009), and through the decrease in average fitness that can occur when traits vary around 
a peak in the fitness landscape (Bolnick 2001; Bolnick et al. 2011).  In addition, when 
traits map onto an ecological effect (e.g. performance or fitness) via a non-linear 
function, variation can strongly influence the ecological effect due to Jensen’s Inequality 
(Ruel and Ayers 1999).   
 Most empirical evidence supports the idea that ITV makes it easier for competing 
species to coexist, and can increase both equalizing mechanisms (Fridley and Grime 
2010) and stabilizing mechanisms (Lankau and Strauss 2007). Stabilizing mechanisms 
are broadly defined as those which concentrate intraspecific competition relative to 
interspecific competition (Chesson 2000). Stabilizing mechanisms (e.g. niche 
differences) permit the coexistence of species whose average fitness differs. In contrast, 
equalizing mechanisms (those which reduce average fitness differences) reduce the 
strength of stabilizing mechanisms needed to support coexistence. 
 Long term data on the individual growth rates of trees shows that random but 
ecologically important differences between individuals can allow species to coexist via 
high-dimensional niche partitioning (Clark et al. 2007). Although the high dimensionality 
of traits in the system makes coupling ITV to species-level niche differentiation difficult 
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(Chase and Myers 2011), it is possible that individual variation ensures that fitness 
differences among species are small – thus allowing weak stabilizing mechanisms or 
neutrality to maintain a high diversity of species. Based on these data, Clark (2010) 
suggests that this ITV is a necessary condition for coexistence among a large number of 
competing species. In less diverse experimental populations, genetic variation in 
allelopathic secondary compounds has been shown to create an intransitive competitive 
hierarchy between the various Brassica nigra genotypes and their heterospecific 
competitors, which leads to mutual invasibility and, thereby, coexistence (Lankau and 
Strauss 2007). Such experiments are challenging to conduct, because experimental 
manipulation of ITV while controlling for selection requires careful consideration. ITV 
has been shown to help coexistence in experimental populations of congeneric bean 
weevils by increasing the probability that some individuals can exploit a non-overlapping 
niche during invasion (Hausch et al. 2018). However, demonstrating ITV’s importance as 
fuel during the initial stages of invasion and establishment does not lend support to its 
importance for coexistence at equilibrium where character displacement is expected to 
reduce niche overlap.  
In order to show that ITV promotes coexistence, it is necessary for ITV to 
contribute positively to a stabilizing mechanism. Unfortunately it is nearly impossible to 
increase stabilizing mechanisms without also increasing fitness differences (Song et al. 
2019). The key question is therefore best posed: When and how does ITV increase 
stabilizing mechanisms more rapidly than fitness differences, thereby increasing the 
probability of coexistence?  
 29 
Theoretical work has suggested that ITV should generally decrease coexistence. It 
is possible for ITV to enhance coexistence if competitors have large niche differences 
and individuals interact as strongly with conspecifics as they do with heterospecifics. 
However, ITV tends to weaken intraspecific competition, making this scenario unlikely 
(Hart et al. 2016). Intraspecific trait variation can also promote coexistence between 
competitors that experience a specialist-generalist tradeoff (Begon and Wall 1987, 
Barabás and D’Andrea 2016) because making the dominant competitor a generalist by 
increasing ITV reduces fitness differences faster than it reduces niche differences. Uriarte 
and Menge (2018) found that intraspecific variation can facilitate coexistence if 
competitors are habitat specialists and the relationship between competition and growth 
rates takes on a particular (concave up and decreasing) form. In general, these 
mechanisms rely on carefully balanced assumptions about ITV itself, making them 
difficult to apply generally.  
   Historically, models focused on the evolutionary mechanisms through which ITV 
can alter competitive outcomes (e.g. character displacement – Slatkin 1980, Taper and 
Chase 1985). More recently, various theoretical approaches have been utilized to 
investigate the ecological effects of ITV on coexistence. These works differ markedly in 
many respects, but are consistent in their assumption that variation in some trait or 
character maps smoothly and continuously onto variation in an ecologically relevant 
parameter (e.g. a competition coefficient). In such cases it has been shown that the 
stabilizing mechanisms supporting coexistence (niche differences) tend to grow more 
slowly than the fitness differences that inhibit coexistence (Song et al. 2019). The most 
common approach utilizes a generalized Lotka-Volterra competition framework in which 
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traits are allowed to evolve in response to competition (Barabás and D’Andrea 2016, Hart 
et al. 2016). Spatially explicit versions of these models have provided additional insights 
(Uriarte and Menge 2018). These studies are critical to our understanding of how ITV 
affects coexistence, but, like many empirical approaches, do not decouple the eco-
evolutionary effects of ITV from purely ecological mechanisms. Furthermore, 
competition in these models is phenomenological rather than explicit, which makes 
identifying biologically relevant mechanisms difficult. Maynard and colleagues (2019) 
analyzed a zero-sum model of competition for space in which genotypes were randomly 
assigned competition coefficients. The model demonstrates that phenotypic variability is 
beneficial for coexistence, in part, because it increases the likelihood that at least one 
phenotype will survive (i.e. portfolio effects), particularly when heritability is moderately 
strong. Although this demonstrates an important conceptual point, the random mapping 
of genotypes onto competition coefficients challenges our intuition that traits should be 
predictive of an individual’s role in the community (McGill et al. 2006). A large body of 
literature also focuses on competition between stage- or size-structured populations, 
where different stages or sizes utilize different resources (Hartvig and Andersen 2013, 
Miller and Rudolph 2011). Variation between life stages can increase stabilizing 
mechanisms and produce coexistence if competitors are dominant in different stages and 
each population’s growth is most limited in the stage that is competitively inferior 
(Loreau and Ebenhoh 1994, Moll and Brown 2008). The biological tractability of these 
models is appealing, but they critically depend on the way that traits and function are 
distributed among life stages in each population.  
 31 
Here I use a model of competition for two essential resources (León and Tumpson 
1975, Fox and Vasseur 2008), in which exploitative competition occurs through shared 
use of two non-living resources. When resources are essential, optimal growth is 
achieved when resources are taken up in a fixed ratio (generally assumed to match the 
organism’s stoichiometry). If the intake of resources does not match this ratio, one 
resource will be limiting for growth (Droop 1968). However, as resource densities or 
consumer traits such as uptake preference change, there can be a discontinuous shift to 
limitation by the alternative resource.  I exploit this discontinuity, which represents a 
biologically plausible situation where continuous variation amongst otherwise identical 
conspecific individuals leads to a discontinuous change in their contribution to population 
growth (see Figure 2.1).  I demonstrate that ITV, in one or both competitors, expands the 
conditions allowing for coexistence.   
Methods 
 I model resource competition among two consumers which differ in their 
stoichiometric requirements for growth using the formalism described in León and 
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where i,j = {1,2}.  The first term of Eq. 2.1a describes the dynamics of resources in the 
absence of consumers, where Ri is the abundance of the ith resource, Si is the inflow 
concentration, D is the flow rate. The second term describes resource uptake by 
consumers, where Nj is the abundance of the jth consumer, gj is the growth rate, and yij is 
 32 
a yield coefficient describing the units of consumer j that can be produced with one unit 
of resource i. For Eq. 2.1b, the rate of change in consumer abundance Nj is determined by 
the growth rate gj minus a constant background death rate of dj.  
In the model without variation (Droop 1968, León and Tumpson 1975, Fox and 
Vasseur 2008), the growth of consumer gj is determined by whichever resource is 
limiting and calculated as the lesser of the yield from intake of R1 and yield from intake 
of R2: 
𝑔( = 𝑚𝑖𝑛2𝑦)(𝑢(𝑅), 𝑦*(+1 − 𝑢(.𝑅*7    (2.2) 
where uj is the uptake preference for resource 1 (R1) and the uptake of R2, (1-uj), is 
subject to a strict tradeoff.  Each consumer has a different fixed stoichiometric ratio 
(𝑦)( 𝑦*(⁄ ), which ensures that species rely differently on the essential resources.  
I include ITV in consumer uptake preferences by assuming that individuals 
express differences in a quantitative trait f that determines their uptake rates uj, according 
to the sigmoid function: 
 𝑢((𝜙) = 0.5 + 𝜋+)𝐴𝑟𝑐𝑇𝑎𝑛(ℎ𝜙)  (2.3) 
This function allows me to explore an unbounded trait space (i.e. 𝜙 has the range [-¥, ¥]) 
while constraining uj to the plausible range [0,1]. The constant h determines the steepness 
of the tradeoff and therefore shapes how variation in f translates into differences in uj.  
Without loss of generality I assume h=1.  
I focus on variation in uptake rate for two reasons. First, uptake rate has been 
empirically shown to vary within populations (Hughes et al. 2009, Abbott et al. 2017, 
Brandenburg et al. 2018), while other traits in the model, such as resource requirement 
ratios, are typically fixed within taxa (Rhee and Gotham 1980,  Boersma and Elser 2006, 
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Behmer and Joern 2008, Göthlich and Oschlies 2012, Atkinson et al. 2020). Second, 
previous theoretical work (Fox and Vasseur 2008) has provided a biologically intuitive, 
well-behaved function that maps traits onto uptake rates (Eq. 2.3). Equation 2.3 is a 
numerically tractable continuous approximation of the partial derivative of consumer per 
capita growth rates with respect to uptake rates, where larger values of h and the use of 
other sigmoid functions do not change competitive outcomes (Fox and Vasseur 2008). 
Equations 2.1 and 2.2 can be used to accurately predict empirical competitive outcomes 
for populations that compete for essential resources without (reviewed in Grover 1997) 
and with ITV (Appendix 2.4: Competition Between Asterionella formosa and Cyclotella 
meneghiniana). 
The colimitation point for a single consumer is the uptake rate which satisfies the 
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(Fox and Vasseur 2008). Rearrangement of Eq. 2.4 then gives the value of the trait which 
coincides with colimitation, fc as: 
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Equation 2.2 reflects the principle that only a single essential resource limits 
population growth (except at the colimitation point) of each population.  However, in the 
presence of ITV it is possible that some individuals within a population are limited by R1 
while others are limited by R2.  I achieve this distinction by introducing the parameter wj, 
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along with a pair of non-linear averages into a new equation for the growth of population 
j: 
𝑔( = 𝜔(𝑦)(𝑢K(𝑅) + (1 − 𝜔()𝑦*((1 − 𝑢/)KKKKKKKKKKK𝑅*    (2.6) 
where wj is the fraction of the population that is limited by R1 and 𝑢K( and (1 − 𝑢/)KKKKKKKKKKK 
represent the average uptake rates exhibited by each fraction of the population (Figure 
2.1). 
I determine the weighting parameter ωj by calculating the fraction of individuals 
of population j whose trait value causes them to be limited by R1, given the densities of 
R1 and R2. Common practice is to assume a normal distribution of traits within a 
population (e.g. Hart et al. 2016, Barabás and D’Andrea 2016). For mathematical 
tractability, I assume that ITV in a trait f is described by a uniform distribution with a 
maximum fmax and minimum fmin; however, my results are robust to other trait 
distributions (Appendix 2.3: Other Trait Distributions). I further assume that this 
distribution is continually recreated via phenotypic variation (i.e. that variation is not 
heritable).  In this instance, the fraction of the population that falls below the colimitation 
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  (2.7) 
 
I determine the average uptake rates for each population fraction as:  
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𝑑𝜙  (2.8b) 
 
In order to contrast the model with and without trait variation, and to look at behavior 
across the range of possible uptake rates, I use the following equations to determine the 
minimum and maximum trait values in the population: 
 
 𝜙012 = −𝑇𝑎𝑛 S
.
*+.=mid
T − 𝛿  (2.9a) 
 𝜙089 = −𝑇𝑎𝑛 S
.
*+.=mid
T + 𝛿  (2.9b) 
 
Where umid represents the midpoint of the trait range and d is half of the range. In this 
way, I create u1,u2 combinations with expected coexistence outcomes based on Fox and 
Vasseur (2008), and introduce different amounts of variation in one or both consumers to 
test the effect of variation on those outcomes. Importantly, the model with and without 
variation are equivalent because Eq. 2.6 converges upon Eq. 2.2 as the extent of ITV 
approaches 0.  
Given the assumptions above, Eq. 2.6 can be used to analytically solve the 
invasion growth rate when a resident consumer does not have ITV (see Appendix 2.1: 
Invasion Analyses).  I leverage this solution, and previous work on this framework (Fox 
and Vasseur 2008, León and Tumpson 1975) to demonstrate how ITV in an invader alters 
the potential for invasion across the full range of u1, u2 parameter space.  I complement 
the analytical solutions with numerical simulations to determine the outcome of 
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competition (using a pair-wise invasion approach) and extend this to a scenario where 
both invader and resident have ITV. 
Results 
My model framework allows me to assess coexistence most effectively using an invasion 
analysis, where one consumer’s (invader) growth rate is measured in an equilibrium 
community of its competitor (resident).  Figure 2.2 shows the expanded domain of 
coexistence when an invader has ITV and when both resident and invader have ITV.  
When only the invader has ITV (Figure 2.2B), conditions where the resident would 
otherwise outcompete the invader shift to form a larger contiguous coexistence region. 
When both the invader and resident have ITV the range of conditions supporting 
coexistence is not diminished, but rather shifted and expanded slightly to accommodate 
the effects of variation on the resident community at equilibrium (Figure 2.2D).   
The aforementioned discontinuity plays a critical role in driving these patterns.   
Competition for essential resources results in stable coexistence when consumers (i) are 
limited by different resources and (ii) consume a larger fraction of the resource that is 
most limiting for their growth (León and Tumpson 1975).  These conditions together 
generate the four boundaries defining the diamond-shaped coexistence region in Figure 
2.2A (where no ITV is incorporated).  Outside those boundaries, coexistence is not 
possible when all individuals are identical. However, in the presence of ITV, some 
individuals can have uptake rates (u) that span the discontinuity and place them inside the 
coexistence region (while the mean remains outside) .  If this fraction of the population 
can grow quickly enough to compensate for the losses incurred by the remaining fraction, 
stable coexistence is achieved.   
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 I demonstrate this mechanism using a classic graphical technique (Tilman 1980), 
by plotting the zero-net-growth isoclines (ZNGIs) along axes of resource densities 
(Figure 2.3).  Here the coexistence conditions are realized by the existence of an 
intersection between consumer ZNGIs and a correct orientation of consumption vectors 
with respect to the resource supply point (Figure 2.3A). Intraspecific variation has effects 
on both the ZNGIs and, by association, on the consumption vectors as well. However, 
which effect drives coexistence depends on the location in parameter space. Along the 
curved persistence boundaries (left and top boundaries in Figure 2.1), the condition 
requiring consumption of the limiting resource is violated.  Here, the distribution of 
consumption vectors generated by ITV leads again to some individuals having the correct 
orientation (Figure 2.3B). Along the linear coexistence boundaries (right and bottom 
boundaries in Figure 2.1), the condition requiring an intersection among the ZNGIs is 
violated.  Here, the distribution of ZNGIs generated by ITV leads to some individuals 
having the required intersection (Figure 2.3C).   
 Generating the appropriate conditions for coexistence in a subset of individuals is 
not sufficient for changing the outcome of coexistence unless that subset’s rate of 
population growth is sufficient to compensate for losses in the remaining fraction.  Given 
that I assume a symmetric distribution of ITV, if the mean trait lies outside the 
coexistence region, so too will more than half of the population.  Thus, those individuals 
which exist inside the coexistence region must have a disproportionate positive effect on 
the population growth rate. This is demonstrated in Figure 2.4, where in the absence of 
ITV, the invader has a negative invasion growth rate and both consumers are entirely 
limited by R2.  Increasing ITV in the invader leads to coexistence even when only a small 
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fraction of individuals is limited by R1, because the contribution of those individuals to 
the population growth rate is outsized (Figure 2.4B).  Similarly, when the resident 
competitor has ITV, coexistence occurs because a large enough fraction of the resident 
population shifts to limitation by R1 (Figure 2.4C). Even when only a small fraction of 
the population exists inside of the coexistence region, it can grow quickly enough to 
result in positive total population growth rates (Figure 2.4D).  
Discussion 
Previous work linking ITV to coexistence has found that the benefits of ITV are 
typically constrained to cases where there are strict assumptions about the form of ITV 
itself.  For example, Barabás and D’Andrea (2016) found that two species with the same 
mean trait value (on a single trait axis) could coexist if one had large ITV relative to the 
other.  Here the generalist (large ITV) is successful outside the area of trait overlap while 
the specialist (small ITV) is dominant within this area.  When the mean trait values differ 
among species, adding ITV in equal amounts to both competitors does not promote 
coexistence (Hart et al. 2016) but instead increases the niche overlap of species, leading 
to more intense interspecific competition and a weakening of the stabilizing mechanism.  
In contrast, I provide a novel demonstration that intraspecific trait variation in one or both 
competitors can promote coexistence.  This is possible because the discontinuity that is 
inherent to species utilizing essential resources generates an important transition point in 
the model.  Here, individuals with very similar trait values can have a vastly different 
ecological role, allowing a reduction in niche overlap with both con- and heterospecifics.  
 My model uses the well-established Droop function (Droop 1968; Eq. 2.2), which 
scales the growth rate to the density of the essential resource that is most limiting in the 
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environment.  This model is a staple in studies of competition among aquatic autotrophs 
(e.g. Sommer 1989, Grover 1991, Fujimoto et al. 2003), where abiotic nutrients such as 
phosphate and nitrite are essential (excess phosphate cannot compensate for a lack of 
nitrite and vice-versa; Rhee 1978). Tilman (1977, 1982) demonstrated that Droop’s 
model predicted the outcome of competition for phosphate and silicon dioxide amongst 
the diatoms Asterionella and Cyclotella, failing to predict the outcome only when the 
supply of resources was sufficiently near the coexistence boundary.  Although 
competitive exclusion may be slow near the coexistence boundary, this region also 
corresponds closely to that depicted in Figure 2.2B where ITV extends the coexistence 
region (Appendix 2.4: Competition Between Asterionella formosa and Cyclotella 
meneghiniana).  
 The scenario in my model falls under the broad category of “piecewise smooth 
systems” (PWS), which are commonly used to describe the behavior of many biological 
systems (May 1977, Dercole et al. 2007) including the impact of harvest on fisheries and 
forests (Dercole et al. 2003), regime shifts in ecosystems (Scheffer and Carpenter 2003), 
disease epidemics (Alexander and Moghadas 2004), and optimal foraging problems in 
predator-prey (Křivan 1996) and host-parasite systems (Křivan and Sirot 1997). In PWS 
systems, smooth changes to a variable of interest produce abrupt (discontinuous) changes 
in behavior when a threshold is traversed. Although I draw my conclusions from a model 
of competition for essential resources, this mechanism could easily be generalized to 
other systems of competition.  Average leaf area per tree varies continuously in an 
eastern North American forest, while spruce budworm density as a function of leaf area 
does not vary continuously, instead showing an abrupt shift between a low density 
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‘predator controlled’ population or a high density population (Morris 1963, Ludwig et al. 
1978). This discontinuity could facilitate coexistence between competing conifer species 
if some individuals are limited by natural enemies (spruce budworm) while other are 
limited by some other factor (e.g. edaphic factors). Dietary overlap in threespine 
sticklebacks decreases when individuals differ in gape width (Bolnick and Paull 2008). In 
this system, ITV in gape width could allow individuals on either side of some threshold 
gape width to access prey items that heterospecific and conspecific competitors cannot. 
This shift in diet along a continuous range of trait variation would alleviate resource 
competition for some individuals in the same way ITV allows a proportion of individuals 
in my model to be differentially resource limited, which generates coexistence. 
 A key component of my model is that a proportion of individuals in the 
population must grow fast enough to compensate for the proportion of individuals that 
are limited by the same resource as their competitor. Some work looking at source-sink 
dynamics in metapopulations has suggested that most populations are sinks that are 
maintained by disproportionately productive source populations (Pulliam 1988). Similar 
ideas have been proposed in models of structured populations, where one stage acts as a 
“refuge” by overcompensating for high mortality in another stage (Miller and Rudolph 
2011). Further support comes from empirical work on genetic load in plant populations. 
It is often assumed that high genetic load is deleterious and should, therefore, be 
“purged” from the population by selection. However, meta-analyses have found no 
evidence of purging in plant populations and instead find that populations maintain 
suboptimal trait variation (Byers and Waller 1999, Byers 2005) in spite of the fact that 
theory suggests selection should eliminate such variation (Falconer and Mackay 1996).  
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 The functional forms and parameters sets I chose allow me to place my model in 
the context of previous work (Fox and Vasseur 2008). Competition for essential 
resources is common in nature among plants and phytoplankton (Salisbury and Ross 
1992, Rhee 1978) and is theoretically well studied (León and Tumpson 1975, Tilman 
1977, Abrams 1987, Huisman and Weissing 2001, Fox and Vasseur 2008). My approach 
gives a conservative estimate of the extent to which ITV can expand the region of 
coexistence (Figure 2.2). However, different parameter sets or functional forms might 
result in a larger effect size. Heterotrophs are more likely to compete for nutritionally 
complementary resources which would show less abrupt threshold behavior, and models 
such as this one have been adapted to include these kinds of utilization functions 
(Vasseur and Fox 2011). The parameter set I chose assumes that competition is 
symmetric in that the internal stoichiometry of each species (yij) is symmetric. However, 
asymmetric competition is common in plants and can alter competitive outcomes (Weiner 
1990). Similarly, I assume that trait variation is symmetric and follows a uniform 
distribution. Though it does not qualitatively change my results (see Appendix 2.3: Other 
Trait Distributions), different trait distributions have to potential to increase the observed 
effect size.  
 To isolate the ecological effects of ITV, the trait distributions in my model are 
externally imposed and held constant while ecological interactions occur. I assume that 
the distribution is maintained regardless of population size, dynamics, and the effects of 
selection. Indeed, this is a feature of my model that differentiates it from previous work 
where the ecological effects of ITV cannot be decoupled from the evolutionary effects 
(Barabás and D’Andrea 2016, Hart et al. 2016, Uriarte and Menge 2018).  An eco-
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evolutionary analysis of this model previously showed that the evolutionary stable 
strategy exists at the intersection of the linear boundaries of the coexistence region (Fox 
and Vasseur 2008).  This point is directly adjacent to parameter regions where ITV can 
override competitive exclusion and yield coexistence.  Thus, competitors which have 
evolved in sympatry may benefit from a “coexistence buffer” that is provided by ITV if a 
perturbation pushed the system outside the coexistence region. Future work is needed to 
provide insight into how selection on the distribution of traits in the population is (i) 
shaped by ecological and evolutionary forces and (ii) changes the impact of ITV on 
coexistence.   
 I utilize the standard practice of assessing competitive outcomes using the 
invasion criterion (Siepielski and McPeek 2010), but recognize that this is precisely the 
scenario under which the assumption of trait variation makes the least sense (Tsutsui et 
al. 2000, Sakai et al. 2001, Allendorf and Lundquist 2003).  My intent is not to imply that 
an invading individual must possess an impossible diversity of traits in order to be 
successful; rather I use this technique to measure the change in strength of coexistence 
mechanisms in the presence of ITV.  Others have demonstrated that trait variation can be 
important during invasion because it increases the probability that some individual will 
have traits that promote growth (Hausch et al. 2018).  Under such a scenario, selection 
acts as a filter for traits, but ITV itself does not have an effect, sensu stricto, on the 
invasion growth rate. My work focuses on the ecological mechanisms through which ITV 
alters competitive outcomes, while previous work has focused on the evolutionary effects 
of ITV as the fuel on which selection acts.        
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 Intraspecific variation has an unquestionably important role in ecological 
processes, but whether it helps or hinders coexistence remains an open question. Here, I 
present a theoretical model to show that intraspecific variation promotes coexistence of 
competitors for essential nutrients by allowing a proportion of the population to respond 
to its environment differently than conspecifics and heterospecific competitors, thus 
increasing niche differences. I also find that intraspecific variation can allow invaders to 
displace residents under conditions where they would otherwise not be able to invade. By 
explicitly modeling the mechanism by which competition occurs, I not only show that 
intraspecific variation promotes coexistence under a wide variety of conditions, but also 
provide insight into the mechanism that allows it to do so. 
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Figure 2.1 Model set-up. I categorically partition the population into the fraction limited 
by R1 (w; solid region) and the fraction limited by R2 (1-w; hatched region); these are 
separated by the trait value at which an individual is co-limited (fc). Within each group, I 
calculate the non-linear average uptake rate given the trait range and the function u(f) 




Figure 2.2 Intraspecific variation expands region of coexistence. The outcome of 
competition across the domain of uptake preferences for resident and invading consumers 
in for different scenarios incorporating (A) no intraspecific variation, (B) only invader 
variation, (C) only resident variation, and (D) with variation in both species.  The lines 
dividing outcome domains are adapted from Fox and Vasseur (2008) for the case without 
ITV and are shown in all panels for contrast.  Adding ITV to the invader (panel B) 
increases the domain of coexistence (darker green) and the domain where the invader 
excludes the resident (violet).  Adding a fixed amount of ITV to the resident (panel C) 
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further increase the coexistence domain along all four of its boundaries.  In panels B and 
D, the extended regions show the outcome of competition for the extent of ITV (d) which 
optimizes the invasion growth rate (see Appendix 2.2: Sufficient Amounts of Intraspecific 
Variation for details on how much variation is necessary). Additional parameter values 
are given by S1 = S2 =1, y11 = y22 =0.5, y12 = y21 = 1, d = 0.1.  
 
 
Figure 2.3 Graphical-mechanistic approach with intraspecific variation. Mechanisms 
supporting an expansion of the coexistence region rely upon the contributions from 
individuals within the coexistence boundaries.  The zero net growth isoclines (lines), 
resource supply points (stars) and consumption vectors are shown for a parameter set (A) 
with no variation where stable coexistence is possible, (B) where variation (d = 0.5) in 
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uptake rate alters the consumption vector of the blue species (N1) such that stable 
coexistence occurs and (C) scenarios where variation (d = 0.5) in uptake rate uj alters the 
zero net growth isocline of the invader (blue) such that coexistence occurs where it would 
not be possible without variation. Variation that spans the critical boundary into 
parameter space supporting coexistence is shaded in darker tones. Note that in both (B) 
and (C), ITV alters isoclines and consumption vectors, but only the changes that matter 
for coexistence are shown. 
 
 
Figure 2.4 Contributions to total population growth rate. Coexistence is possible when 
variation within either species allows a proportion of the population to be limited by the 
opposite resource as its competitor. The first three panels show a scenario (u1mid = 0.76 
and u2mid = 0.5) in which coexistence is not possible (A) without intraspecific variation, 
but is possible when there is variation in (B) the invader (dinv = 1.8) or (B) the resident 
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(dres = 1.8). The colimitation point is shown for each species (horizontal dotted lines) 
along with the corresponding uptake rates for the proportion of the population below 
(dark blue/dark red) and above (light blue/light red) the colimiting trait value. (D) 
Although the proportion of the population that crosses into the coexistence region is 
small (yellow lines), never exceeding half of the population in my model, it contributes 
enough growth (dark blue lines) to the total population (green lines) to compensate for 
the proportion outside of the coexistence region (light blue lines). The horizontal dashed 
line represents the positive invasion threshold (d = 0.1).  
Appendices 
Appendix 2.1: Invasion Analyses 
The invasion growth rate is proportional to Eq. 2.6, but where R1 and R2 represent the 
equilibrium resource densities in a community with a single (resident) consumer.  Since 
all other parameters in the model are symmetric or equal (d1 = d2 = 0.1; y11 = y22 = 0.5; 
y21 = y12 = 1), the results would be symmetric for scenarios in which N2 is the invader. I 
proceed with N1 as the invader and N2 as the resident. 
The resident equilibrium resource densities 𝑅)) and 𝑅*) depend upon which 
resource is most limiting for the resident’s growth (see Fox and Vasseur 2008) such that: 
 





Y  (S2.1a) 
 
when R1 is the limiting resource and  
 





Y  (S2.1b) 
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when R2 is the limiting resource.  The point where resource limitation switches from R1 to 
R2, as a function of u, can be determined as:  
 






^  (S2.2) 
 
There is an additional condition that defines the persistence boundary for the resident 
consumer. When R1 and R2 cannot meet or exceed the inflow concentrations of the 
resources S1 and S2, the consumer cannot persist (N2=0) and therefore 𝑅)) = 𝑆) and/or 
𝑅*) = 𝑆*.    
Using this set of conditions I calculate the invasion growth rate of consumer (with ITV) 
into a resident community (without ITV) as:  
  
 𝐼$?@ = 𝜔$?@𝑦)$?@𝑢K$?@𝑅) + (1 − 𝜔$?@)𝑦*$?@(1 − 𝑢A?@)KKKKKKKKKKKKK𝑅* − 𝑑$?@  (S2.3) 
 
In cases where both the invading and resident consumer have ITV, Eq. S2.3 still 
represents the invasion growth rate. However, R1 and R2 will deviate from the analytical 
values determined in Eqs. S2.1a and S2.1b to reflect the effects of ITV. To analyze these 
cases, I utilize numerical simulation of the resident dynamics to determine the R1 and R2 
at equilibrium (see below). I use Eq. S2.3 to calculate the maximum invasion growth rate 
for any amount of ITV d  (see Figures S2.1 and S2.2 for details on how much variation is 
necessary to produce various outcomes).    
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 A different approach is needed to calculate the equilibrium resource values when 
the resident in allopatry has intraspecific variation. For simplicity, I assume that the 
resident has a constant amount of variation, d = 1. To do this, I use the same categorical 
growth partitioning scheme to calculate the growth of the resident population as I do with 
the invader, 
 
                        𝑔BCD = 𝜔BCD𝑦)BCD𝑢KBCD𝑅) + (1 − 𝜔BCD)𝑦*BCD(1 − 𝑢BCD)KKKKKKKKKKKKK𝑅* (S2.4) 
 
which is then substituted into the following system of equations:   
   
!"!
!#
= 𝐷(𝑆BCD − 𝑅BCD) −
%./0&./0
'!	./0
     (S2.5a) 
!%./0
!#
= 𝑁BCD(𝑔BCD − 𝑑BCD)      (S2.5b) 
 
where i = {1,2}. This system of equations can then be numerically solved for R1 and R2 at 
equilibrium. Invasion analyses can then proceed as described in the main text by 
substituting these solutions into Eq. S2.3. 
Appendix 2.2: Sufficient Amounts of Intraspecific Variation 
 Throughout the main text, I discuss competition outcomes with intraspecific 
variation. Here, I describe how much variation is necessary for these outcomes to occur. 
Relatively modest amounts of variation (d  < 1) can result in positive invasion growth 
rates and coexistence where it would otherwise not be possible (Figure S2.1), particularly 
when the resident’s preference for R1 and R2 are close to symmetrical (i.e. u2 = ~0.5). 
Larger amounts of variation are necessary to produce positive invasion growth rates when 
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the resident’s resource preferences become strongly skewed in either direction (Figure 
S2.1), which roughly corresponds to the regions where intraspecific variation leads to 
displacement of the resident by the invader rather than coexistence (see Figure 2.2B in 
the main text). 
In some cases, when variation increases beyond a certain point (i.e. becomes “too 
large”), it is no longer beneficial for invasion. I demonstrate this by calculating invasion 
growth rates for a range of d  from 0 to 10 for three fixed u1, u2 combinations just outside 
of the coexistence boundary (Figure S2.2). If variation spreads the trait distribution in 
such a way that a large proportion of the population has an uptake ratio that skews 
heavily toward being limited by the same resource as its competitor, the proportion that is 
limited by the opposite resource is unable to compensate for the high degree of niche 
overlap experienced by the rest of the population (Figure S2.2). As a result, overall 
population growth rates will be negative. 
 Since ITV’s effect on coexistence is the product of discontinuity in the uptake 
function u(f) (Eq. 2.3), it is useful to consider how different values of d change the 
distribution of uptake rates. As ITV increases, the distribution of uptake rates in the 
population becomes increasingly bimodal (Figure S2.3), consistent with the conclusion 
that continuous change in the trait f mapped onto the discontinuous uptake function u(f) 
allows individuals in the population to be limited by opposite resources. The degree of 
discontinuity in the function depends on the shaping parameter h (Eq. 2.3), which I 
assume is equal to 1 throughout my analyses. Larger amounts of ITV would be necessary 
for individuals to traverse this discontinuity for values of h < 1. However, my results 




Figure S2.1 Phase plane of the u1,u2 surface showing the minimum amount of variation d 
needed to produce a positive invasion growth rate Iinv.  
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Figure S2.2 Invasion growth rates Iinv over a range of intraspecific variation values d at 
three points along the coexistence boundary, with and without resident variation. 
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Figure S2.3 As the magnitude of variation (d) increases, populations show an 
increasingly bimodal distribution of uptake rates (u1). Shown here are distributions of 
uptake rates for populations with mid-uptake rate values (umid) of (A) 0, (B) 0.5, and (C) 
1 for d = 0.2, 1, and 5 (blue, orange, and green curved respectively). Note that the 
distribution of uptake rates converges upon the same distribution regardless of umid as d 
increases. 
Appendix 2.3: Other Trait Distributions 
 Although I assume a uniform distribution for my analyses to aid in mathematical 
tractability, my results are robust to other trait distributions. For example, if trait variation 














 if  𝜇 − 3𝜎 < 𝜙, < 𝜇 − 3𝜎
0                              if  𝜙, > 𝜇 + 3𝜎
 (S2.6) 
 
where F is the cumulative distribution function of a normal distribution with a mean µ 
and a standard deviation s, and fc is the colimiting trait value, I show that variation in 
uptake rates still allows for positive invasion growth rates outside of the region where 
they are possible without variation (Figure S2.4).  
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Figure S2.4 Invasion growth rates assuming a normal distribution for trait variation in 
uptake ranging from d = 0 to 1 when the resident preference for R1 (u2) = 0.5. The region 
between the vertical dashed lines is the range of u1 values over which positive invasion 
growth rates are possible without variation.  
Appendix 2.4: Competition Between Asterionella formosa and Cyclotella meneghiniana 
 I show that ITV in uptake rates can alter zero-net growth isoclines and 
consumption vectors such that coexistence is possible under resource conditions that 
would otherwise lead to competitive exclusion (Figure 2.4 in the main text). Tilman 
(1977) performed competition experiments with the diatoms Asterionella formosa and 
Cyclotella meneghiniana under various resource conditions. Tilman (1982) further shows 
that the competitive outcomes of these experiments generally agree with the graphical 
predictions based on zero-net growth isoclines and consumption vectors parameterized 
for these species. However, two data points that fall within the graphical region where C. 

























































meneghiniana should win resulted in coexistence in the experiments. Using yield and 
death rate parameters from Tilman (1977) and R* values from Tilman (1982) (Table 






     (S2.10) 
 
where i,j = {1,2}. I then used resource supply values (S1, S2) extracted from Tilman 
(1982) using ImageJ (Schneider et al. 2012) to numerically solve my model for the 
outcomes of competition with and without ITV in the uptake rates of A. formosa. Without 
ITV, the outcomes are as predicted by the graphical model (Figure S2.5). Intraspecific 
trait variation in the uptake rates of A. formosa alter the outcomes of competition at three 
































































Figure S2.5 Intraspecific trait variation can alter zero-net growth isoclines and 
consumption vectors such that coexistence is possible under resource conditions where it 
is not possible without ITV. Using parameters from Tilman (1977, 1982), I determined 
the outcome of competition between diatoms Asterionella formosa (blue) and Cyclotella 
meneghiniana (red) with and without ITV in uptake rates for A. formosa. In the original 
experiments, two data points resulted in coexistence where the model without variation 
predicts that C. meneghiniana should win. The model with ITV in A. formosa leads to 
coexistence in the same two data points, here denoted by the two points that change from 
diamonds in the left panel to circles in the right panel. 
 
 𝑦!"#!  𝑦$#"  d 𝑅𝑆𝑖𝑂2
∗  𝑅𝑃𝑂4
∗  
A. formosa 2.51 × 10:, 2.18 × 10; 0.25 1.9 0.01 
C. meneghiniana 4.20 × 10: 2.59 × 10< 0.25 0.6 0.02 
 
Table S2.1 Parameter values from Tilman (1977, 1982) used to numerically solve my 
model for competitive outcomes between A. formosa and C. meneghiniana with and 
without ITV in the uptake rates of A. formosa. 
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Chapter 3: Ecological and evolutionary effects of intraspecific trait variation 
promote coexistence 
Introduction 
 Intraspecific variation is capable of expanding the range of environmental 
conditions under which competitors can coexist (Uriarte and Menge 2018, Hausch et al. 
2018, Maynard et al. 2019, Holdridge and Vasseur, in review). There are a number of 
ecological and evolutionary mechanisms through which this might occur. Intraspecific 
variation is necessary for selection, and can thus allow species to coexist if selection 
leads to greater niche partitioning. Similarly, beneficial mutations can allow individuals 
to exploit novel resources, thereby increasing niche differences between competitors. 
Aside from these evolutionary effects, intraspecific variation can promote coexistence 
through purely ecological mechanisms (Bolnick et al. 2011). For example, even when 
intraspecific trait variation is held constant (i.e. is not allowed to evolve in response to 
competition), increasing variation can expand the range of environments over which two 
competitors can coexist (Holdridge and Vasseur, in review). However, because ecological 
and evolutionary mechanisms are likely to be operating simultaneously and interact in 
most systems, it is difficult to parse the effects that each has on competition.  
 Many studies have focused on the evolutionary effects of intraspecific trait 
variation (ITV) on competition. In general, they find that ITV allows for selection in 
response to competition, which in turn increases niche differences by selecting for 
individuals with traits that differ from those of their competitors. This process is often 
referred to as “niche shift” (Diamond 1978) or “character displacement” (Brown and 
Wilson 1956, Pfennig and Pfennig 2009) and is one of three mechanisms responsible for 
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adaptive radiation (Schluter 1996). For example, when placed in separate ponds, three 
species of sunfishes preferred to consume epiphytes found on aquatic vegetation. 
However, when placed in the same ponds, two of the three species behaviorally shifted 
their grazing habitat such that one primarily consumed prey within the sediment while the 
other primarily consumed zooplankton in the water column within one generation 
(Werner and Hall 1976). Theoretical studies have largely found the same result; 
competitors shift their resource utilization curves away from one another in response to 
competition (Roughgarden 1976, Case 1981, 1982, Pacala and Roughgarden 1982, 
Doebeli 1996). In other words, selection on ITV in response to competition will result in 
competitors having less similar traits and function, which increases niche differences and 
contributes positively to coexistence. Even when competitors cannot fully eliminate niche 
overlap, as in the case of essential or non-substitutable resources, selection on ITV can 
affect competitive outcomes by changing populations’ competitive abilities or minimum 
resource requirements (i.e. R* values) for shared limiting resources (Bernhardt et al. 
2020).  
Interestingly, some studies find the opposite response, where selection causes the 
traits of competitors converge to a similar value (Abrams 1986, Fox and Vasseur 2008, 
Vasseur and Fox 2011, terHorst et al. 2010). In fact, Schluter’s (2000) definition of 
ecological character displacement – “the process of phenotypic evolution in a species 
generated or maintained by resource competition with one or more coexisting species” – 
encompasses both divergence and convergence. If populations compete along multiple 
axes, it is possible that competition will increase overlap along some axes and can even 
result in an overall increase in overlap between competitors (Abrams 1986). Character 
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convergence also occurs when populations compete for nutritionally non-substitutable or 
essential resources (Fox and Vasseur 2008), especially when there is a cost to luxury 
uptake of resources that are not limiting to growth (Vasseur and Fox 2008). In these 
cases, character convergence, rather than divergence, allows competitors to stably coexist 
(Vasseur and Fox 2011). 
 Another evolutionary source of ITV that can affect competition occurs through 
mutations that have the potential to produce novel beneficial phenotypes. When 
mutations arise, they can allow individuals to access novel resources or environments. If 
the resulting novel phenotype confers a fitness advantage, it will be selected for and 
potentially fixed in the population. The ability to exploit a novel resource or environment 
can increase niche differentiation between competitors, allowing for coexistence. 
Although mutations are typically rare, and beneficial mutations are even more so 
(Mackay 1990, Elena et al. 1998, Acevedo et al. 2014), when they do occur their effects 
on fitness and ecological interactions can be substantial. For example, in a long-term 
evolution experiment of twelve populations of Escherichia coli, a mutant evolved in one 
population which had the novel ability to grow aerobically on citrate while its 
competitors primarily used glucose as a carbon source (Blount et al. 2008). This novel 
resource use lead to an increase in population size (Blount et al. 2008). Although the 
mutant consumed a combination of citrate and glucose, it was able to stably coexist with 
the strain that exclusively used glucose as a carbon source because the latter uses glucose 
more efficiently (Blount et al. 2008, Turner et al. 2015). Others have similarly found that 
mutation can give rise to populations that utilize novel niches, which allows them to 
coexist with competitors (Treves et al. 1998, Spiers et al. 2002, Rozen et al. 2005). 
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Theoretical studies have found that small mutation rates are sufficient to allow for 
coexistence between competitors (Bagnoli and Bezzi 1997).   
Heritability determines how strongly populations will respond to selection. 
Previous theoretical work suggests that heritability is a key factor through which ITV can 
increase niche differences (Maynard et al. 2019). High heritability allows populations to 
respond more quickly to selection gradients imposed by competition. In cases that result 
in competitive exclusion in the absence of selection, highly heritable traits can ensure that 
a species responds strongly enough to avoid exclusion (Barabás and D’Andrea 2016). As 
a result, variation in highly heritable traits leads to communities with more predictable 
trait patterns, greater species richness, and more resilience to environmental perturbations 
(Barabás and D’Andrea 2016), provided that there are available niches for species to 
evolve into. In addition to reducing the response to selection, low heritability can lead to 
transient dynamics that make stochastic extinction events more likely (Schreiber et al. 
2011). Although fully heritable traits respond more strongly to selection, selection on 
these traits reduces ITV in the absence of another mechanism to maintain trait variation. 
In contrast, partial heritability generates phenotypic variation that can contribute 
positively to coexistence through purely ecological mechanisms (described below). For 
this reason, moderate levels of heritability in traits that exhibit ITV may be optimal for 
coexistence (Maynard et al. 2019).  
 Relatively few studies have focused on the purely ecological effects of ITV on 
competition, though a number have stressed ITV’s importance in understanding 
competitive interactions (Clark et al. 2007, 2010, Lankau and Strauss 2007, Lankau 2009, 
Ehlers et al. 2016, Hausch et al. 2018). There are a variety of ecological mechanisms 
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through which ITV can alter ecological interactions (Bolnick et al. 2011). One of the 
most commonly cited is Jensen’s inequality, a mathematical property that describes how 
trait variation affects mean interaction strengths when traits map nonlinearly onto 
ecological function (Ruel and Ayers 1999). Intraspecific trait variation can also produce 
negative covariation between the densities of different phenotypes (“portfolio effects”, 
Maynard et al. 2019), increase the number or strength of interactions in a system (Vellend 
2006), buffer populations against environmental changes (Agashe 2009), and lead to 
overall expansion of the population’s niche (Berg and Ellers 2010, Hausch et al. 2018). 
Some have found carefully balanced circumstances in which ITV contributes positively 
to coexistence, such as in competition between a generalist and specialist (Uriarte and 
Menge 2018) and in intransitive competitive networks between conspecific and 
heterospecific genotypes (Lankau and Strauss 2007). Generally speaking, intraspecific 
trait variation promotes coexistence ecologically by allowing some individuals within a 
population to be functionally different from their heterospecific and conspecific 
competitors (Holdridge and Vasseur, in review).  
 Calls for more work on the role of individual variation in community ecology 
emphasized the need to derive “the properties of ecological systems from the properties 
of their elements, i.e. individuals” (Lomnicki 1988). However, up to this point, models of 
ITV have not explored whether or not it is important to consider population dynamics as 
emergent properties of individuals. To date, most models have shared two features: (i) 
ITV follows a prescribed (typically Gaussian) distribution and (ii) most assume 
populations are infinite, with a few notable exceptions (Hart et al. 2016). Intraspecific 
trait variation is almost exclusively represented by a predefined distribution (Hart et al. 
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2016, Uriarte and Menge 2018, Maynard et al. 2019). In some cases, the moments of the 
trait distribution are allowed to evolve in response to selection and ecological interactions 
(Barabás and D’Andrea 2016, Hart et al. 2016), but the functional form of the distribution 
remains the same. Similar models that utilize a trait-based approach to understanding 
community eco-evolutionary dynamics aggregate functional traits across species and 
represent them by the first two moments of their trait distributions, which are typically 
assumed to be normally distributed with small variance (e.g. Tirok et al. 2011, Terseleer 
et al. 2014). Aggregate models are not as reliable as models that treat functionally distinct 
species separately (e.g. Norberg et al. 2001) when accounting for complex selection 
regimes or trait distributions where higher order moments (skewness and kurtosis) are 
important (Coutinho et al. 2016). Maynard and colleagues (2019) studied a zero-sum 
model in which individual phenotypes were able to respond independently to selection, 
and found that phenotypic variation can promote coexistence through portfolio effects. 
Although the stochastic nature of ITV may play an important role in promoting 
coexistence (i.e. greater amounts of ITV increases the chances that a population will 
contain a phenotype with the right characteristic to survive in a given ecological context), 
other mechanisms may also be important, particularly when traits map onto fitness 
through a well-defined function. Since the processes that shape trait distributions and 
their response to ecological interactions and selection occur at the individual-level 
(genotype-to-phenotype mapping, births, deaths, etc.), it is important to ask what 
additional insights can be gained by allowing ITV to emerge naturally as a result of these 
individual-level processes under a realistic set of ecological constraints. 
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Here, I use a stochastic simulation algorithm (SSA; Gillespie 1977) to describe 
the competitive dynamics and coexistence outcomes between two populations in which 
individuals intraspecifically vary in their uptake rates of two essential resources. This 
approach differs from other kinds of individual-based models (e.g. “agent-based models” 
sensu Black and McKane 2012) in that they can be simulated exactly using Monte Carlo 
methods and can be analytically analyzed using the master equations, or Kolmogorov 
equations, that determine how stochastic events in the model behave dynamically (Black 
and McKane 2012). This approach also allows me to dynamically track trait distributions 
as they respond to competition and selection (DeLong and Gibert 2016). The stochastic 
nature of my approach allows trait distributions to naturally emerge as a product of 
ecological interactions and selection, providing insights into what ITV looks like under 
ecological constraints and, further, how this naturally emerging ITV maps onto fitness 
through a well-defined function. The ecological dynamics (Fox and Vasseur 2008), 
evolutionary dynamics (Vasseur and Fox 2011), and effect of ITV (Holdridge and 
Vasseur, in review) have been studied for this model, but we still do not have a good 
sense of how the various processes at play (inter- and intraspecific competition, selection, 
mutation, etc.) shape and maintain ITV. In particular, the evolutionary stable state for this 
model sits on an ecologically unstable point at the intersection of two transcritical 
bifurcations (Fox and Vasseur 2008). It becomes stable in the presence of evolution (Fox 
and Vasseur 2008), but it’s not clear whether stability will hold in the presence of 
stochasticity and ITV. My goal in using this approach is to allow ITV to emerge from 
processes that occur at the individual level (birth, death, mutation, genotype-to-phenotype 
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mapping) in order to understand what this individual-level perspective adds to our 
understanding of how ITV affects ecological processes.  
Consistent with deterministic results, I find that ITV expands the conditions under 
which coexistence can occur. I outline ways in which the stochastic model results differ 
from those of the deterministic model. I then explore the propensity for mutations to 
generate novel phenotypic variation, and the effects this can have on competitive 
outcomes. I also allow the trait distributions to evolve under the assumption that traits are 
fully or partially heritable. My results show that ITV can promote coexistence under a 
variety of evolutionary regimes. I highlight the importance of understanding underlying 
mechanisms through which ITV affects ecological processes by showing how outcomes 
differ along persistence and coexistence boundaries in the model. 
Methods  
The Algorithm  
 The stochastic simulation algorithm (Gillespie 1977) I use begins with a set of 
master equations that determine the dynamics of the system. For this model, the 
dynamics of two consumers Nj and two essential resources Ri are described by a set of 
differential equations (León and Tumpson 1975): 
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  (3.1a) 
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= 𝑁(+𝑔( − 𝑑(.  (3.1b) 
 
where i,j = {1,2}. In the absence of consumers, resource dynamics in the system are 
determined by the first term of Eq. 3.1a, where D is the flow rate of resources through the 
system and Si is the supply concentration of resource i. When consumers are present, they 
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reduce the abundance of each resource based on their abundance Nj, individual 
consumption rate gjk, and yield coefficient yij which describes how many units of 
consumer j can be produced with one unit of resource i. 𝜁 is a scaling parameter that 
converts consumptive effects into units of resource density. The deterministic behavior of 
this model has been studied without (León and Tumpson 1975, Fox and Vasseur 2008) 
and with intraspecific variation (Holdridge and Vasseur, in review). As in Chapter 2, I 
assume that individuals vary in their uptake preference for each resource. Individual 
uptake preference follows a strict tradeoff such that individual k’s uptake preference for 
R1 is 𝑢(K  while individual k’s uptake preference for R2 is +1 − 𝑢(K..  
The algorithm consists of two components: consumer dynamics modeled as 
discrete birth and death events (described below) and resource dynamics modeled 
continuously. At each discrete time interval (Dt), I dynamically update resource 
abundance by numerically solving Eq. 3.1a at t = t + Dt for i = {1,2} using the discretely 
updated states for Nj. This results in two assumptions. First, while the deterministic 
version of the model conceptualizes growth gj in terms of biomass (León and Tumpson 
1975), here I treat gj as births. The scaling parameter in Eq. 3.1a allows me to make 
discrete births in the stochastic model analogous to a birth or biomass growth rate (see 
Appendix 3.1: Different Values of 𝜁 and Mutation Rates for more detail). Second, I 
assume that resource dynamics are fast relative to consumer dynamics, which is a 
common assumption in many models (e.g. Abrams 1984, Geritz and Kisdi 2004, 
Reynolds and Brassil 2013).  
 74 
Each individual k contributes to the population growth rate according to 
whichever resource is more limiting. Each individual’s contributions to the population 
growth rate are calculated as: 
𝑔(K = 𝑚𝑖𝑛2𝑦)(𝑢(K𝑅), 𝑦*(+1 − 𝑢(K.𝑅*7    (3.2)  
Traits map onto uptake rates (𝑢((𝜙)) via a sigmoid function: 
𝑢((𝜙) = 0.5 + 𝜋+)𝐴𝑟𝑐𝑇𝑎𝑛(ℎ𝜙)    (3.3) 
where h is a scaling constant that determines the steepness of the tradeoff. This function 
allows for the trait f to be quantitative and unbounded on the interval 𝜙 = [−∞,∞] while 
ensuring that uptake rates are restricted on the range 𝑢(K 	= [0,1].  Uptake rates determine 
the proportion of an individual’s resource uptake that is composed of R1, where the 
remaining proportion is composed of R2 according to +1 − 𝑢(K.. To initialize the 
algorithm, individuals are randomly drawn from a uniform trait distribution where the 
midpoint of the trait range corresponds to a given uptake preference umid. The maximum 
and minimum of the trait distribution are 
   𝜙012/089 = −𝑇𝑎𝑛 S
.
*+.=mid
T ± 	𝛿    (3.4) 
,respectively, such that 2d is the range of intraspecific trait variation.  
 Once the model is initialized, the first step is to generate a vector of all possible 
events that can occur in the system (e.g. birth and death for each individual consumer) 
where the probability that any given event will occur is proportional to its rate (and 
therefore by the resource densities) (Gillespie 1977, DeLong and Gibert 2015). An event 
is randomly selected from this weighted vector. Once an event is selected, the time 
increment from the current time until the selected event Dt is drawn from an exponential 
distribution with a scaling parameter equal to the total of all possible event rates in the 
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system (Gillespie 1977, DeLong and Gibert 2015), such that faster rates and/or more 
individuals in the system decreases the time between events. Finally, time is incremented 
by Dt and the states of the system are updated according to the event that was chosen. In 
the case of my model, this means that if the event is a birth in population j, a new 
individual with trait 𝜙(K and phenotype 𝑢(K+𝜙(K. will be added to the population, where 
𝜙(K is assumed to be clonal with some probability of mutation and 𝑢(K+𝜙(K. is 
determined by the given inheritance regime described below. If the chosen event is a 
death in population j, the individual corresponding to that event will be removed from the 
population (along with its trait 𝜙(K from the population trait distribution).  The algorithm 
repeats with these updated states until both populations go extinct or time reaches a given 
maximum (tmax = 1000).   
Evolutionary Dynamics 
 The model assumes clonal asexual reproduction. I incorporate the potential for 
evolution in two ways: mutation and selection on standing intraspecific trait variation. 
Mutations are determined by drawing a real variate between [0,1] each time there is a 
birth, where a variate that is less than the mutation rate 𝜇 results in a change in the value 
of the quantitative trait 𝜙. I assume that mutations occur rarely and, when they do, the 
offspring’s new trait is drawn from a normal distribution with a mean of the parent’s trait 
value  𝜙(K and a small standard deviation s  that corresponds to the potential size of a 
mutation. New mutations allow novel phenotypes to occur in the population, which can 
drift in frequency as that genotype reproduces and dies. Throughout the main text, I 
assume that 𝜇 = 0.005 for the mutation-driven case and 𝜇 = 10+M for both selection 
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cases (Table 3.1), but see Appendix 3.1 for discussion and analyses using different 
mutation rates. 
 Further, I explore cases where standing ITV follows two potential inheritance 
regimes: full heritability, where each value of the quantitative trait 𝜙(K maps strictly onto 
a single phenotype 𝑢(K+𝜙(K., and partial heritability, where the same quantitative traits 
can produce different phenotypes, which might reflect biological processes such as gene 
epistasis or gene-environment (GxE) interactions. Heritability is incorporated into the 
model through Eq. 3.4, which converts individual traits 𝜙(K into phenotypes 𝑢(K+𝜙(K.. 
When traits are fully heritable (i.e. phenotype is strictly determined by the quantitative 
trait), individual uptake preferences are directly calculated using Eq. 3.4. However, if 
traits are partially heritable (i.e. phenotype is determined by a combination of trait and 
environment), an individual’s uptake preference is calculated as 𝑢(K+𝜙(K + 𝜀., where 𝜀 is 
the phenotypic deviation, which is drawn from a normal distribution with a mean of the 
directly mapped phenotype 𝑢(K+𝜙(K. and a small standard deviation t. When t > 0, this 
generates a greater amount of phenotypic variation, given the same amount of trait 
variation. I assume that 𝜏 = 	10+M for the full heritability case and 𝜏 = 0.05 for the 
partial heritability case (see Appendix 3.2: Degree of Heritability for analyses using other 
values of 𝜏).  
Measuring State Displacement 
 For consumers who compete for essential resources, I consider “state divergence” 
to be the state in which consumers have evolved to be limited by different resources and 
trait convergence to be the state in which consumers have evolved to be limited by the 
same resource. I distinguish this from trait divergence because it is possible for consumer 
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traits to converge while their states of resource limitation diverge, and vice versa, due to 




     (3.5) 
where 𝑢/+𝜙/.(#)
KKKKKKKKKKK is the average uptake rate and 𝑢𝑐((#) is the colimiting uptake rate of 
consumer Nj at a given time point t. The colimiting uptake rate reflects the uptake rate at 
which a consumer takes up both resources in a ratio that matches its resource 




     (3.6) 
 The difference between a population’s average uptake rate 𝑢/+𝜙/.KKKKKKKKK and its colimitation 
point 𝑢𝑐/KKKK is positive when the population is limited by R1 and negative when it is limited 
by R2. Thus, the displacement metric 𝜃 is negative when uptake rates diverge (i.e. 
populations are limited by different resources) and positive values when traits converge 
(i.e. populations are limited by the same resource). I calculate this metric at all integer 
time points for each simulation until one population goes extinct or tmax is reached. I 
report displacement metric values averaged across all time points, which reflects the state 
displacement that competitors spend the majority of time in. 
Results 
Ecological Effects of ITV 
 I find that increasing ITV in the model promotes coexistence in the sense that it 
increases the range of uptake preference values over which coexistence can occur (Figure 
3.1). This result is consistent with results from the deterministic model (see Chapter 2 
for a full discussion of deterministic results). The primary effect of increasing ITV in one 
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competitor is an increase in the range of uptake rates over which coexistence can occur 
along the axis that corresponds to that competitor’s uptake rates. For example, when only 
N1 has ITV (Figure 3.1C), there is a 4.2% increase in the range of 𝑢)values over which 
coexistence occurs relative to the range when neither competitor has ITV (Figure 3.1B). 
However, ITV in one competitor also results in a small increase in the range of its 
competitor’s uptake rates over which coexistence can occur. Figure 3.1C shows a 0.8% 
increase in the range of 𝑢*	values over which coexistence occurs. In other words, 
although only N1 possesses ITV, there is an increase in the range of both competitors’ 
uptake rates that allow for coexistence. Increasing ITV in both competitors promotes 
coexistence even further. When both competitors have ITV, the range of coexistence 
expands by 9.2% along the 𝑢) axis of phase space and by 7.7% along the 𝑢* axis of phase 
space (Figure 3.1D) relative to the range of coexistence without any variation (Figure 
3.1B). These results are consistent with deterministic results which show that increasing 
ITV in either one or both competitors can promote coexistence (Holdridge and Vasseur, 
in review). 
 Importantly, ITV in one or both competitors allows for coexistence at 𝑢)/𝑢*	pairs 
outside of the coexistence boundaries but is less effective at doing so outside of the 
persistence boundaries (Figures 3.1C and 3.1D). The two straight lines in Figure 3.1 are 
coexistence boundaries which indicate combinations of 𝑢)/𝑢* for which R*1 or R*2 are 
equal for both competitors. Competitors are limited by different resources at any 
combination of 𝑢)/𝑢* above and to the left of these boundaries. The point at which these 
two boundaries cross is the sympatric equilibrium. The two curved lines are persistence 
boundaries that indicate 𝑢)/𝑢* pairs at which competitors consume proportionally 
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equivalent amounts of both resources relative to their resource requirements. Each 
competitor consumes proportionally more of the net supply of the resource that is most 
limiting to its growth at any combination of 𝑢)/𝑢* below and to the right of these 
boundaries. Together, these four boundaries define the two necessary conditions for 
stable coexistence in the model. Consumers must be limited by different resources, which 
allows for coexistence, and consume relatively more of the resource that is most limiting 
to their growth, which allows coexistence to be stable (Tilman 1982). Including ITV in 
the stochastic model allows primarily for coexistence outside of the coexistence 
boundaries but not the persistence boundaries (Figure 3.1). Furthermore, the persistence 
boundaries, but not the coexistence boundaries, appear to be shifted in the stochastic 
results, leading to a smaller region of coexistence overall (Figure 3.1B versus Figure 
3.1A). This is notably different from the deterministic results where ITV allows for 
coexistence outside of both the persistence and coexistence boundaries (Holdridge and 
Vasseur, in review). 
 
Evolutionary Effects of ITV 
I ran 100 replicate simulations at four points along the persistence and coexistence 
boundaries, as well as at the sympatric equilibrium (Figure 3.2) to track stochastic 
competitive outcomes and evolution of average uptake rates. In the case where mutation 
was the only source of ITV, coexistence was less likely along the curved persistence 
boundaries than it is along coexistence boundaries, where only 3/100 and 6/100 replicates 
resulted in coexistence along the left and top boundaries, respectively (Figure 3.2A). 
Instead, species 1 tended to competitively exclude species 2 along the top persistence 
boundary, while the opposite outcome was most likely along the left persistence 
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boundary (Figure 3.2A). However, coexistence was the most likely outcome along both 
coexistence boundaries and at the sympatric equilibrium in the mutation-only case, 
accounting for over 2/3 of outcomes at all three points (Figure 3.2A). In contrast, 
selection on standing ITV in partially and fully heritable traits was more likely than 
mutations alone to result in coexistence along the persistence boundaries, but less likely 
along the coexistence boundaries and at the sympatric equilibrium (Figures 3.2B and 
3.2C). Partially heritable traits produced coexistence in 19/100 and 23/100 replicates and 
fully heritable traits produces coexistence in 35/100 and 25/100 replicates along the left 
and top persistence boundaries, respectively (Figure 3.2B and 3.2C). Standing ITV in 
partially and fully heritable traits was less likely to result in coexistence than mutation 
along the coexistence boundaries and at the sympatric equilibrium, accounting for 
between 34/100 and 63/100 of outcomes at these points (Figure 3.2B and 3.2C).  
The magnitude of average trait evolution was relatively small when mutations 
were the only source of ITV (Figure 3.2A), although this is highly dependent upon a 
number of factors, including the mutation rate, size of mutations, and population size (see 
Appendix 3.1: Different Values of 𝜁 and Mutation Rates). The magnitude of average trait 
evolution was relatively larger when there was selection on standing ITV in partially and 
fully heritable traits (Figures 3.2B and 3.2C), but did not differ between these two cases 
(except for values of 𝜏 that are at least two orders of magnitude larger; see Appendix 3.2: 
Degree of Heritability). Persistence boundaries correspond to a point at which resource 
supply is sufficient, but the consumer’s uptake preferences do not meet their own 
resource requirements. As a result, only a relatively large change in uptake preference 
will allow the consumer to persist. Coexistence boundaries correspond to the scenario 
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where the consumer is limited by the same resource as its competitor. In this case, a small 
shift in uptake preference can be sufficient to allow for coexistence if it causes the 
consumer to shift to being limited by the other resource. Trajectories that resulted in 
coexistence tended toward the center coexistence region, and those that resulted in 
competitive exclusion tended toward the outer regions (Figure 3.2), consistent with the 
deterministic expectations of the model (Figure 3.1A).  
All three evolutionary regimes did not differ in the overall extent of ITV 
maintained over the course of simulations, but did differ in how variation was spread 
within trait distributions (Figure 3.3). Although populations do not begin with substantial 
ITV in the mutation only case, mutations were able to generate and maintain similar 
ranges of ITV to selection on both partially and fully heritable traits (Figure 3.3A). 
Further, partial and full heritability did not differ in their ability to maintain the overall 
extent of ITV (Figures 3.3B and 3.3C). Although the overall range of ITV at the end of 
simulations was similar for all three cases, they did differ in the patterns they produced 
within distributions. The trait distributions of population with fully heritable traits were 
typically composed of 2-3 distinct phenotypes (Figure 3.3C), while those of population 
with partially heritable traits produced a more continuous array of phenotypes (Figure 
3.3B). The degree of continuity within trait distributions relies heavily on the degree of 
heritability in traits (i.e. the value of 𝜏; see Appendix 3.2: Degree of Heritability). 
Mutations produced within-distribution patterns that were similar to those of fully 
heritable traits, reflecting populations that were composed of a few distinct phenotypes 
(Figure 3.3A). However, mutations sometimes produced paired u1/u2 distributions there 
were elongated, resembling vertical or horizontal lines (Figure 3.3A), which reflects the 
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circumstance in which one population possesses and maintains novel phenotypic 
variation through mutations, while the other does not. This can occur if the latter 
population does not experience mutations or if any mutations are selected against or 
stochastically go extinct over the course of the simulation.  
I calculated the character displacement metric 𝜃# for 100 replicate simulations 
between populations with initial average uptake rates at the sympatric equilibrium ({u1mid, 
u2mid} = {2/3,1/3}) and a point in the center of the coexistence region ({u1mid, u2mid} = 
{0.6,0.4}). Both trait convergence and divergence occurred under all three evolutionary 
regimes (Figure 3.4). Convergence was most common at the sympatric equilibrium, while 
divergence was most common within the center coexistence region (Figure 3.4). This 
contrast is most stark when ITV is produced exclusively through mutations, where almost 
all simulations at the sympatric equilibrium followed a convergence pattern, while almost 
all within the center coexistence region followed a divergence pattern (Figure 3.4). The 
same patterns hold true when ITV is maintained by selection on standing ITV in partially 
and fully heritable traits (Figure 3.4).  
Discussion 
 Here I find that ITV can promote coexistence between competitors through both 
ecological and evolutionary mechanisms. Through purely ecological mechanisms, 
competitors with ITV are able to coexist over a larger range of conditions (Figure 3.1) 
because it allows some individuals within the population to be differently resource 
limited than their competitors. Intraspecific trait variation can also promote coexistence 
evolutionarily through trait convergence, which decreases fitness differences, or trait 
divergence, which increases niche differences (Figure 3.4). Mutation and selection on 
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standing intraspecific variation in partially and fully heritable traits produced similar 
overall trait distributions, but different patterns within distributions (Figure 3.3). The 
average magnitude of trait change as a result of mutation was relatively small, which is 
most effective at promoting coexistence along the coexistence boundaries (Figure 3.2A). 
Selection on standing ITV in partially and fully heritable traits resulted in larger average 
trait change, and the latter was most likely to promote coexistence along the persistence 
boundaries (Figures 3.2B and 3.2C).  
The stochastic results presented here are qualitatively consistent with 
deterministic results from the same model (Holdridge and Vasseur, in review). Including 
ITV in one or both competitors increased the range of 𝑢)/𝑢* values over which 
coexistence occurs (Figure 3.1). However, behavior along the curved persistence 
boundaries differs between the stochastic and deterministic models. In the stochastic 
model, the persistence boundaries appear to be shifted down (for the top boundary) or to 
the right (for the left-hand boundary), which leads to a smaller coexistence region (Figure 
3.1A versus 3.1B). This occurs because population densities for N1 and N2 decrease 
gradually as they approach the persistence boundaries (Figure 3.5). Although population 
densities follow the same pattern in the deterministic model, they do not affect 
coexistence within the boundaries because stochastic extinctions are not possible.  
Both forms of evolution (mutation-driven and selection on standing ITV) 
explored here are capable of promoting coexistence. Mutation-driven evolution (i.e. small 
mutation rates and no initial ITV) was more effective at promoting coexistence along the 
coexistence boundaries and at the sympatric equilibrium, but was less effective along the 
persistence boundaries (Figure 3.2A). This is likely due to the low rate of mutations for 
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the parameter set chosen here (see Appendix 3.1: Different Value of 𝜁 and Mutation 
Rates), an even smaller fraction of which will be beneficial mutations that confer a fitness 
advantage. In addition, because mutations arise in a single individual, there is a chance 
the individual will die before experiencing a reproductive event that would allow the 
mutation to spread throughout the population, regardless of how beneficial or deleterious 
the mutation is (Fisher 1958, pg. 80). The chance that a beneficial mutation would spread 
through the population becomes even less likely when populations are small, as they are 
when populations approach the persistence boundaries (Figure 3.5). Selection on standing 
ITV in fully heritable traits was the most effective evolutionary regime at preventing 
competitive exclusion along the persistence boundaries (Figure 3.2C). Previous work has 
suggested that moderate (partial) heritability would be best for promoting coexistence 
(Maynard et al. 2019). When traits are partially heritable, there is greater phenotypic 
variation through which ecological mechanisms can promote coexistence. However, this 
is mitigated by the fact that lower heritability decreases the response to selection 
(Falconer and MacCay 1996). I found that the more heritable traits are, the more strongly 
they respond to selection which allows populations to adaptively respond to the selection 
gradient generated by competition and resource limitation, through divergence, which 
increases niche differences, or convergence, which decreases fitness differences.  
By allowing ITV to emerge as a property of individual-level processes, I show 
that different evolutionary regimes can produce trait distributions that are similar in their 
overall extent but differ in their within-distribution patterns (Figure 3.3). Mutation and 
selection on fully heritable traits produced trait distributions that were composed of 2-3 
distinct phenotypes (Figure 3.3A and 3.3C), while selection on partially heritable traits 
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produced more continuous phenotypic variation (Figure 3.3B). Populations that are 
composed of only a few phenotypes are more vulnerable to drift events that could reduce 
overall ITV within the population, particularly when populations are small, which would 
be ecologically and evolutionarily detrimental. However, from an ecological standpoint, 
limiting similarity suggests that a trait distribution composed of 2-3 distinct phenotypes 
would be more likely to persist since it reduces the potential for similarity between 
competitors’ niches, even in the case where their overall extent overlaps (MacArthur and 
Levins 1967, Abrams 1983). The form of trait distributions at the end of simulations 
varied greatly (Appendix 3.3: Forms of Distributions). Final trait distributions could not 
be reasonably approximated by a normal distribution in 97%, 50%, and 60% of 
simulations for mutation only, partial, and full heritability regimes, respectively, and 
bimodality emerged frequently (Appendix 3.3: Forms of Distributions). This suggests that 
approaches that use fixed (typically normal) forms of distributions do not accurately 
describe eco-evolutionary dynamics of populations with ITV, particularly when selection 
regimes are complex, similar to community-level trait-based models (Coutinho et al. 
2016). Future work can be aimed at uniting the large literature on the microevolutionary 
processes that maintain genetic variation (Houle 1998) and ecological theories, such as 
modern coexistence theory, to consider how different processes may produce different 
patterns of ITV both within and between distributions, and how these different patters 
may lead to different ecological dynamics and outcomes. 
Incorporating evolution into the model allowed for coexistence through both trait 
convergence and divergence (Figure 3.4). Competitors’ trait distributions tend toward 
convergence when they are initially at or near the sympatric equilibrium, which is the 
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point at which both competitors will be colimited, but tend toward divergence when one 
or both competitors are strongly limited by one resource. Character convergence is likely 
to occur when populations are at or near the sympatric equilibrium, which reflects a set of 
conditions where resource uptake is tightly matched with the internal stoichiometric 
requirements for each competitor. In this case, it is beneficial for competitors’ traits to 
converge because, although it decreases niche differences, it more significantly decreases 
fitness differences. Conversely, evolution tends toward divergence when one or both 
populations have an uptake preference that is strongly skewed relative to the consumer’s 
stoichiometric requirements. In this case, because uptake preferences are already heavily 
skewed, coexistence is best promoted by further increasing niche differences. This differs 
from Fox and Vasseur (2008), which only predicted convergence for the same model of 
competition for essential resources presented here. Models of competition for 
substitutable resources have found that both convergence and divergence are possible 
when intra- and interspecific competition coefficients are identical, allowing species with 
convergent traits to coexist neutrally (terHorst et al. 2010). 
The amount of ITV within populations also influences the dynamics of the 
trajectories of populations through phase space. In cases where there is sufficient ITV, 
transient trajectories are highly dynamic as traits respond to resource limitation, 
consistent with previous findings from this model (Fox and Vasseur 2008). These 
trajectories can even result in cases that briefly pass through regions of phase space that 
do not allow for coexistence without resulting in the extinction of either competitor 
(Figure 3.6A). However, with little or no standing ITV, populations tend to remain fairly 
stationary in phase space (Figure 3.6B). In this sense, ITV has the potential to be 
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detrimental for coexistence because populations risk extinction by passing through 
regions of phase space that would lead to exclusion or extinction without ITV or 
stochasticity (Figure 3.1A). 
Although I provide sources of ITV in the form of mutation and initial standing 
variation, I find that without a mechanism to maintain it, ITV typically diminishes over 
time (Figure 3.6). Using the same stochastic simulation algorithm as the one presented 
here, DeLong and Gibert (2016) found that variation tends to erode over the course of the 
simulation, which can hinder eco-evolutionary dynamics at later time points. Stabilizing 
and directional selection are known have the long-term effect of reducing genetic 
variation (Robertson 1956, Charlesworth 1994, Falconer and Mackay 1996). The 
mutation rates I used were not high enough to generate a mutation-selection balance, 
although this is one mechanism that can maintain variation (Charlesworth 1990). Future 
work should explore the effectiveness of other mechanisms, such as negative frequency 
dependence and tradeoffs between traits, at maintaining ITV in eco-evolutionary models. 
Persistence and coexistence are separate but related process that contribute to 
overall species richness in system. They differ in their underlying mechanisms and 
systems in which they will be most important. As such, it is worth considering how and 
when ITV will affect each separately. Overall, the eco-evolutionary dynamics in my 
model are more likely to prevent exclusion along coexistence boundaries than along 
persistence boundaries (Figure 3.2). Intraspecific trait variation affects dynamics through 
different mechanisms depending on which process contributes most to stability, 
persistence or coexistence. Mechanisms that contribute to persistence are particularly 
important in small populations and when population density is affected by unpredictable 
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environmental fluctuations (Holling 1973). These kinds of systems are arguably more 
common than highly stable systems that are usually at or near equilibrium (Weins 1984, 
Strong 1986). For example, populations of tropical insects and crop pests exhibit large 
annual fluctuations in density (Bigger 1976, Wolda 1978). Around persistence 
boundaries, populations are small and vulnerable to stochastic extinction (Figure 3.5). In 
my model, persistence boundaries correspond to a situation in which the consumer’s 
resource uptake preference no longer satisfies its stoichiometric resource requirements. 
As such, large amounts of change are necessary in order for ITV to promote competition 
along persistence boundaries (Figure 3.2). ITV can contribute to persistence of small 
populations by decoupling the response of different phenotypes to environmental 
fluctuations and reducing temporal variation in fitness (i.e. “portfolio effects”). When 
populations are strongly influenced by demographic stochasticity and drift, as is common 
among small populations, ITV can affect ecological processes through stochastic shifts in 
the phenotypic makeup of populations (i.e. “sampling effects”). Classic evolutionary 
rescue, in which populations rebound from near extinction due to rapid adaptation to 
environmental change, relies on eco-evolutionary mechanisms that contribute to 
persistence (Gomulkiewicz and Holt 1995). My results suggest that ITV would not 
contribute substantially to evolutionary rescue unless relatively large trait change 
occurred. Desert plants have evolved a variety of persistence mechanisms in response to 
high annual variability in environmental quality, including diversifying bet-hedging in 
the form of seed banks (Pake and Venable 1996).  Similar to the dichotomous state of 
resource limitation on my model, ITV in germination state, whereby some seeds 
geminate immediately while others enter the seed bank to germinate in later years, 
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generates negative covariation in the growth of different phenotypes, allowing 
populations to persist. 
When populations are at or near equilibrium, stability will be most influenced by 
coexistence mechanisms rather that persistence mechanisms (Holling 1973). Empirical 
evidence suggests that lakes (Carpenter and Kitchell 1996) and lotic systems (Steinman et 
al. 1991) are fairly stable environments that return to equilibrium rapidly following a 
disturbance. Coexistence boundaries in my model correspond to situations in which 
competitors become limited by the same resource, leading to competitive exclusion in the 
absence of ITV. In this case, a small change in average trait values can promote 
coexistence by allowing a population to be limited by the opposite resource as its 
competitor (Figure 3.2). Along coexistence boundaries, ITV can promote coexistence by 
allowing the population to adaptively respond to the selection gradient generated by 
competition, which increases niche differences. This corresponds to state divergence in 
my model (Figure 3.4). It can also promote coexistence by allowing populations to 
evolve toward their colimiting uptake preference, which maximizes growth rates. This 
corresponds to state convergence in my model (Figure 3.4). Both scenarios present a 
challenge because, in order to promote coexistence, fitness differences must decrease 
faster than niche differences, but the two measures are generally non-independent (Song 
et al. 2019). Intraspecific trait variation can also contribute to coexistence by creating 
intransitive competitive networks between different phenotypes within and between 
competitors (Lankau and Strauss 2007). In contrast, ITV can have the detrimental effect 
of decreasing the strength of intraspecific competition relative to interspecific 
competition (Hart et al. 2016). As individuals within the same population become 
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increasingly divergent in their traits and ecological function, they will tend to compete 
less strongly with one another (i.e. “niche complementarity”), but may compete just as or 
more strongly with interspecific competitors. 
Intraspecific trait variation can affect ecological interactions through a variety of 
ecological and evolutionary mechanisms. Although most studies have focused on the 
evolutionary effects of ITV on competition, recent work has shown that it can also affect 
competitive dynamics and outcomes through exclusively ecological mechanisms. Here, I 
show that both the ecological and evolutionary effects of ITV on competition can 
promote coexistence. Ecologically, ITV allows some individuals within the population to 
be functionally different than their competitors. Evolutionarily, selection on ITV can 
promote coexistence through both trait convergence and divergence. Not only does this 
emphasize that ITV is a critical component in ecological theory, but it highlights the 
importance of a deeper understanding of the mechanisms through which ITV affects 
ecological processes. 
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Parameter Definition Mutation Partial Full 
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Table 3.1 Simulation parameters. Definitions and values for parameters used for each 







Figure 3.1 Variation in resource uptake preference in one (C) or both (D) competitors 
expands the range of u1/u2 values over which coexistence can occur, relative to the case 
(B) without variation, via purely ecological mechanisms. Light blue points indicate 
simulations in which both competitors persisted, white points indicate simulations where 
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only N1 persisted, light gray indicates simulations where only N2 persisted and dark gray 
indicates simulations where both competitors went extinct. The blue lines show 
persistence/coexistence boundaries from the deterministic model which enclose the 
diamond-shaped coexistence region in the middle of the phase space (see Fox & Vasseur 
2008 for boundary solutions). The deterministic expectation for outcomes without 
variation is indicated in (A). For no variation d = 0.001, for variation d = 0.5, and for all 
cases d1 = d2 = D = 0.01, y11 = y22 = 0.5, y12 = y21 = 1, S1 = S2 = 1.  
 
 
Figure 3.2 Coexistence outcomes and average trait evolution. Pie charts showing 
competition outcomes (upper row) and vectors showing the average uptake rates (lower 
row) of populations at the start and end of 100 simulations when (A) variation is 
produced only through mutation, (B) when there is standing variation in partially 
heritable traits and (C) when there is standing variation in fully heritable traits.  
 



































































Figure 3.3 Trait distributions before and after evolution. Different evolutionary 
processes lead to different phenotypic distribution patterns. Shown are points at all 
individual u1/u2 combinations for simulations that resulted in coexistence (green), only N1 
(blue) or N2 (red) persisting, and both populations going extinct (gray) along the four 
boundaries that enclose the coexistence region {u1mid, u2mid} = {{0.5, 0.25}, {0.75, 0.5}, 
{0.3, 0.4}, {0.5, 0. 714286}} at the start (left column) and end (right column) of the 
simulations. (A) Mutation generates ITV that is somewhat continuous. (B) Selection on 





variation. (C) Selection on standing variation in fully heritable traits results in phenotypic 
distributions comprised of a small number of distinct phenotypes. 
 
 
Figure 3.4 Patterns of state convergence and divergence. State convergence is common 
near the sympatric equilibrium, while divergence is most common when populations are 
initially within the center coexistence region. This is particularly true when mutation is 
the only source of variation. I calculated the distance between each final populations’ 
average uptake rate and their respective colimitation uptake rate, the sign of which 
indicates the resource that limits growth, for each time point across 100 simulation until 
one population went extinct or tmax was reached with initial {u1mid, u2mid} = 
{{2/3,1/3},{0.6,0.4}} corresponding to the sympatric equilibrium and a point in the 
center coexistence region, respectively. Here I show the distance for N1/distance for N2, 
such that negative values indicate that the populations are limited by different resources 
















Sympatric Equilibrium Center of Coexistence Region
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(trait divergence) and positive values indicate that they are limited by the same resource 
(trait convergence).  
 
 
Figure 3.5 Population size at coexistence and persistence boundaries. Population size for 
N1 (blue dots and fitted lines) and N2 (orange dots and fitted lines) decrease sharply as 
they approach their respective coexistence boundary but gradually as they approach their 









































respective persistence boundary. Points represent simulated population densities at 




Figure 3.6 Example dynamic trajectories and states of resource limitation. These two 
cases show outcomes where populations show (A) trait divergence and (B) trait 
convergence. The phase planes on the right show the dynamic trajectories of the 
competitors throughout the simulation, where they are initiated at the gray star and end at 
the green dot. The time series on the right show the distance between the populations’ 
average uptake rate and their respective colimiting uptake rate, where positive numbers 
indicate limitation by R1, negative numbers indicate limitation by R2, and zero indicates 
colimitation. The darker red and blue lines indicate population average distance from uc 
while the light red and blue regions indicate the first and third quartiles of variation 
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around the averages. Parameter sets are the same as for the mutation-driven case (, s = 
0.5, µ = 0.005, d1 = d2 = 0.001). 
Appendices  
Appendix 3.1: Different Values of 𝜁 and Mutation Rates 
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where 𝜁 is a scaling parameter that converts discrete births in the stochastic model into 
their equivalent birth or biomass growth rates. It is important to consider how different 
values of 𝜁 will affect model outcomes because smaller values allow for more individuals 
in the system, which decreases demographic stochasticity. Throughout the main text, I set 
𝜁 = 0.001, which allowed for ~ 350 total individuals in the system. This, in turn, affects 
how time proceeds in the stochastic algorithm because the time between events Dt is 
drawn from an exponential distribution with a scaling parameter equal to the total of all 
possible event rates in the system (Gillespie 1977, DeLong and Gibert 2015), such that 
faster rates and/or more individuals in the system decreases the time between events. I 
calculate the expected number of events for a system with a given number of individuals 
as: 
#	𝑜𝑓	𝑒𝑣𝑒𝑛𝑡𝑠 = 	 #ABC
[Q(&$)-Q(&#)-Q(!$)-Q(!#)]3$
    (S3.2) 
where the numerator is the maximum amount of time a simulation is run and the 
denominator is the “event vector” or the total of all possible event rates. Figure S3.1 
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shows how increasing the number of individuals in the system increases the potential 
number of events in a simulation run by decreasing the expected value of the exponential 
distribution from which Dt is drawn. In other words, more individuals in the system 
decreases Dt, which increases the number of events. Note that because Dt is probabilistic, 
the actual number of events can vary greatly around the expectation. 
 This point is particularly important in order to understand how stochastic 
processes affect model outcomes, including when variation relies on a stochastic event, 
mutation. Note that because birth rates are lower than death rates, birth events are less 
common than death events in the model presented here, only accounting for one third of 
the total possible events for a system of any size. As such, I estimate the expected number 
of mutations for a system of a given size by dividing the expected total number of events 
by three, then drawing that many random real numbers where numbers < 𝜇 result in a 
mutation. Figure S3.2 shows how the expected number of mutations that will occur over 
the course of one simulation increases with the number of individuals in a systems, as 
well as different mutation rates. A greater number of mutations means more opportunity 
for beneficial variation to evolve. As with Dt, because mutations are a probabilistic event, 
the actual number of mutations that occurs during any one simulation could vary greatly. 
However, in general, it is true that more individuals in a system will lead to a greater 
number of events and mutations. 
 In order to test how increasing the total number of individuals in the system, 
thereby increasing the number of events and mutations, affects model outcomes, I ran 
100 simulations of the model where 𝜁 = {0.002, 0.0005} at five points in phase space: 
one along each of the four boundaries {u1mid, u2mid} = {{0.5, 0.25}, {0.75, 0.5}, {0.3, 
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0.4}, {0.5, 0. 714286}} and at the sympatric equilibrium {u1mid, u2mid} = {2/3,1/3}. 
Values of 𝜁 = {0.002, 0.0005} allow for the total system (all individuals in both 
populations) to be about half (~150) and twice (~700) as large as the value used 
throughout the main text where 𝜁 = 0.001. I also test the effect of varying mutation rates 
by running simulations with three different mutation rates 𝜇 = {	0.0025, 0.005, 0.01}. 
Increasing mutation rate will increase the number of mutations but does not affect the 
total number of individuals or events (i.e. demographic stochasticity). 
 Decreasing 𝜁, thereby increasing the number of individuals in the system, 
produced more continuous phenotype distributions (Figure S3.3). Systems with more 
individuals experience mutations more frequently, which generates phenotypic variation. 
This did not, however, change the overall extent (maximum and minimum values) of 
variation. Smaller values of 𝜁 promoted coexistence, particularly along the curved 
persistence boundaries (Figure S3.4) where demographic stochasticity is strongest 
(Figure 3.5 in the main text). Populations with a greater number of individuals experience 
less demographic stochasticity and are more likely to be able to coexist with their 
competitors. 
 Increasing mutation rates resulted in populations with more continuous phenotype 
distributions, but did not affect the overall extent of variation (Figure S3.5). Populations 
with higher mutation rates are more likely to generate a variety of novel traits. The extent 
of variation is constrained by the potential size of mutations, which are typically small. 
Mutation rate did not affect competitive outcomes (Figure S3.5). Competitive outcomes 
were the same at all five points in phase space, regardless of mutation rate. This suggests 
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that it is the overall extent of variation that matters more for competitive outcomes than 




Figure S3.1 The number of events that occurs over the course of a single simulation 
increases with the number of individuals in the system because the time increment Dt 
between events is drawn from an exponential distributions with a scaling parameter equal 
to the total of all possible event rates in the system. The vertical lines indicate roughly 
how many total individuals are expected for 𝜁 = {0.002, 0.001, 0.0005}. Note that the 























Figure S3.2 The number of mutations that occurs over the course of a single simulation 
increases as the total number of individuals in the system increases, because increasing 
the number of individuals increases the number of events (Figure S1). The vertical lines 
indicate roughly how many total individuals are expected for 𝜁 =
{0.002	,0.001, 0.0005}. Shown is the number of mutations expected for three different 
mutation rates 𝜇 = {	0.0025, 0.005, 0.01}. Throughout the main text, I assume that 𝜇 =
0.005, meaning that there is a 0.5% chance that a birth event will result in a mutation. 
Note that mutation is a probabilistic event, so the actual number of mutations that occurs 
during any given simulation varies. 
 





















Figure S3.3 Decreasing the scaling parameter 𝜁, and thereby the total number of 
individuals in the system, makes phenotype distributions more continuous. Shown are the 
final phenotype distributions for each case (mutation only, partially heritable traits, and 
fully heritable traits) where 𝜁 = {0.002, 0.001, 0.0005}. The color of the points 
corresponds to the competitive outcome, where green is coexistence, blue is N1 wins, red 








Figure S3.4 Smaller values of 𝜁 promote coexistence by decreasing demographic 
stochasticity along the persistence and coexistence boundaries. Shown are the proportion 
of simulations at five points along the persistence and coexistence boundaries for which a 
certain competitive outcome occurred (gray for extinction, green for coexistence, blue for 










































































Figure S3.5 Higher mutation rates produce more phenotypic variation in uptake rates, but 
do not change competitive outcomes along persistence/coexistence boundaries. Shown 
are the final phenotype distributions (top row) and proportion of outcomes (bottom row) 
for simulation where µ is (A) 0.0025, (B) 0.005, and (C) 0.01.   
Appendix 3.2: Degree of Heritability  
I include heritability in the model when mapping genotypes onto phenotypes 
according to: 
𝑢(K+𝜙(K. = 0.5 + 𝜋+)𝐴𝑟𝑐𝑇𝑎𝑛+ℎ𝜙(K.   (S3.3) 
where h controls the steepness of the sigmoid function, and I assume that h=1. When a 
birth event occurs, offspring inherit their parent’s genotype  𝜙(K (barring a mutation), and 
their phenotype  𝑢(K+𝜙(K. is drawn from a normal distribution with a mean of the 
parent’s phenotype and a standard deviation t. Larger values of t lead to a larger possible 
range of phenotypes that can be generated by the same genotype (Figure S3.6). 
Throughout the main text, I assume that t = 10-8 for the fully heritable case and t = 0.05 
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for the partially heritable case. In this appendix, I report outcomes and trait distributions 
for different values of t.  
 Larger values of t produce populations with extensive phenotypic variation in 
uptake rates that quickly encompass the majority of the u1/u2 phase space (Figure S3.7). 
In addition, increasing t leads to phenotype distributions that are more continuous, in 
contrast with distributions produced in the fully heritable (t = 10-8) case, which as 
composed of a small number of distinct phenotypes (Figure 3.3C in the main text).  
 Larger values of t can alter competitive outcomes if phenotype distributions 
become large enough that the average uptake rate falls outside of the coexistence region 
(Figure S3.8). Simulations along the coexistence and persistence boundaries showed a 
greater propensity toward competitive exclusion when t = 0.5 (Figure S3.8C) than 
simulations initiated at the same average uptake rates with smaller values of t (Figure 
S3.8A and S3.8B). Populations with larger values of t had more dynamic trajectories for 
their average uptake rates, which in some cases resulted in average uptake rates that fell 





Figure S3.6 The possible range of uptake rates that offspring can express increases with 
the standard deviation of the distribution from which offspring traits are drawn s. 
Vertical lines are shown at s = {0.005, 0.05, 0.5}, corresponding to the different values 
used in Appendix 3.2.   
























Figure S3.7 Increasing the potential phenotypic variation of offspring s not only 
increases the extent of uptake rates in the population, but also the continuity of trait 
distributions. Shown are the starting (left column) and ending (right column) phenotype 








Figure S3.8 Larger amounts of potential phenotypic variation in offspring s can alter 
competitive outcomes in cases where the average uptake rate becomes so extreme that it 
falls outside of the coexistence region. Shown are vectors indicating the average starting 
and ending uptake rate for simulated populations with s equal to (A) 0.005, (B) 0.05, and 
(C) 0.5 where the color of the arrows indicate outcomes (gray for extinction, green for 
coexistence, blue for N1 wins, and red for N2 wins). When phenotypic variation is large 
(C), some populations evolve to have average uptake rates that fall outside of the 
coexistence region, leading to competitive exclusion.   
Appendix 3.3: Forms of Distributions 
 Previous models of competition between populations with ITV have assumed that 
populations are normally distributed and modeled trait evolution by allowing the 
moments of trait distributions to respond to selection while the form of the distribution 
remains the same (Barabás and D’Andrea 2016, Hart et al. 2016). I test whether the 
emergent trait distributions in my model produced through individual-level processes can 
be approximated using a normal distribution using the ‘DistributionFitTest’ function in 
Mathematica 12.1 (Wolfram Research, Inc., 2020). 
 I found that the final trait distributions of populations often deviated from 
normality, particularly in under mutation only selection regime where there was no initial 
A B C
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standing trait variation (Figure S3.10). Final trait distributions deviated from normality in 
97%, 50%, and 60% of simulations for the mutation only, partially, and fully heritable 
evolutionary regimes, respectively. Example trait distributions from each evolutionary 
regime show that bimodality emerged frequently (Figure S3.10). Under the mutation only 
and full heritability regimes, populations often evolved distributions that were composed 
of a few distinct phenotypes (Figure S3.10). 
 
 
Figure S3.10 Goodness of fit tests for normality (top row) of final simulated trait 
distributions show that populations often evolve distributions that deviate from normality. 
Example final trait distributions (bottom row) show that bimodality evolves frequently.  
 
Appendix 3.4: Colimitation Isocline 
 Abrams and Cortez (2015) argue that changes in the relative abundance of shared 
resources is the proximate selective pressure for character displacement (divergence and 
convergence), which can be a product of a number of ecological interactions including, 
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but not limited to, competition. In the model of competition between two consumers for 
two essential resources (León and Tumpson 1975), each consumer’s optimal uptake rate 
occurs when it is co-limited by both resources, such that both are taken up at a ratio that 
matches the consumer’s stoichiometric requirements (Fox and Vasseur 2008, Vasseur 





     (S3.4) 
 
where yij are the stoichiometric requirements of consumer j for resource i. From this, it is 
clear that the value of 𝑢,( depends not only on the internal stoichiometry of the 
consumer, but also the abundance of resources R1/R2 in the environment. Therefore, the 
evolutionary trajectory of consumers depends on the relative abundance of resources, and 
has the potential to shift if the relative abundance of resources does so.  
 Stochastic simulations show that 𝑢,( does indeed shift over the course of 
simulation, following a curved trajectory that passes through the sympatric coexistence 
equilibrium when {u1, u2} = {2/3,1/3}, regardless of initial average uptake rates, trait 
heritability, and mutation rates (Figure S3.11). This curve is an isocline along which both 
consumers are colimited at different ratios of resource availability, with a unique u1,u2 
pair at which coexistence is possible (the sympatric equilibrium). The stochastic 
trajectory along the curve can be simulated by plotting {uc1, uc2} for combinations of 
{R1, R2} = {[0,1],[0,1]} (Figure S3.12). The equation for the curve can be derived by first 




     (S3.5) 
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    (S3.7) 
The colimiting uptake rates for N1 and N2 can both be plotted as a function of R1 and R2 
density (Figure S3.13). For both consumers, the colimitation point decreases with 
increasing density of R1 and increases with increasing density of R2, which reflects a 
change in optimal uptake preference in response to relative resource densities becoming 
skewed toward one resource or the other. However, the colimitation point of N1 is less 
sensitive to changes in R1 (Figure S3.13A) and N2 less sensitive to changes in R2 (Figure 
S3.13B), which corresponds to the resource that provides greater per unit reproductive 





Figure S3.11 Example simulation showing colimiting uptake rates (purple) and uptake 
preference for R1 (black) for the parameter set S1 = S2 = 1, w = d1 = d2 = .01, y11 = y22 = 1, 
y12 = y21 = .5, N1 var  = N2 var = .5, µ1 = µ2 = 10^-8 (no mutation), t1 = t2 = .2 (partially 
heritable traits). The gray asterisk shows u1,u2 where the simulation was initiated and the 
green circle shows where the simulation ended. 
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Figure S3.12 Co-limitation points shift down the isocline when R1 > R2, up the isocline 
when R1 < R2, and fall directly on the sympatric equilibrium {u1, u2} = {2/3,1/3} when R1 
= R2. Plot shows points at {uc1, uc2} for combinations of {R1, R2} = {[0,1],[0,1]}. 
Stoichiometric requirements are constant at y11 = y22 = 1, y12 = y21 = .5.  
















































Figure S3.13 The co-limiting uptake rates for both consumers as a function of (A) R1 and 
(B) R2. The dashed gray vertical line is the point at which R1 = R2 and corresponds to the 
co-limiting uptake rates at the sympatric equilibrium, where u1 = 2/3 (blue dashed lines) 
and u2 = 1/3 (orange dashed lines). N1 is less sensitive to changes in R1 and N2 is less 
sensitive to changes in R2, corresponding to the resource that provides a greater per unit 


















Chapter 4: Interaction Strengths, Niche Differences, and Fitness Differences in 
Populations with Intraspecific Variation 
Introduction  
 A primary goal of ecology is to describe the structure of communities that consist 
of many interacting species. Interaction strength is a common metric used by ecologists 
to quantitatively describe the magnitude of these interactions, which can be used to reveal 
the structure and stability of ecological communities. In theoretical and empirical 
systems, interaction strength describes the magnitude of the effect that one population has 
on another (MacArthur 1972). When embedded in complex communities, these pairwise 
interactions can also shed light on indirect interactions between species (Wootton 2002, 
Ohgushi 2004) and predict the overall stability of communities in the face of 
environmental change and perturbations (Williams and Martinez 2004). It is necessary to 
understand the strengths of species interactions in order to make predictions about how 
complex communities will respond to changes in the environment (Yodzis 1988).  
 Interaction strength is a favored metric among ecologists because of its versatility 
in describing any type of interaction, applicability to theoretical problems as well as 
different kinds of empirical data including presence/absence and abundance data, and 
utility in both describing the structure of communities and predicting community 
stability. It has been particularly useful in revealing generalities about complex food 
webs (Paine 1966, 1980, 1992) and keystone species (Menge et al. 1994, Power et al. 
1996, Navarette and Menge 1996). In addition, interaction strengths can be used to 
describe communities of species that interact in a variety of ways (competitor, predators, 
mutualists, etc.), which has provided useful insights into the nature of higher order 
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interactions and indirect effects (Levine 1976, Letten and Stouffer 2019).  
 Interaction strength can be used to quantify the magnitude of any kind of 
interaction between species, including competition (Morin et al. 1988), predation 
(Emmerson and Raffaelli 2004, Rall et al. 2010), mutualism (Vazquez et al. 2012, Weiner 
et al. 2014) and facilitation (Goldberg et al. 1999). Theoretical approaches typically 
involve constructing a matrix of all pairwise interactions within an ecosystem. Although 
this matrix is most often referred to as the “community matrix” (Levins 1968), there are a 
number of methods that have been employed in constructing such a matrix, which has 
resulted in a variety of matrices to which this term might be applied. The most common 
are the Community matrix, which measures the effect of one species on another’s growth 
rate, the Interaction matrix, which measure the per-capita effect of one species on 
another’s growth rate, and the Alpha matrix, which measures the effect of a species on 
another’s growth rate relative to the effect is has on its own growth rate (Novak et al. 
2016). Many theoretical treatments of interaction strength also refer to the Jacobian 
matrix, which is a mathematical term that encompasses any of the three previously 
discussed matrices, and is simply an i by j matrix whose elements are the first-order 
derivative of the ith function (in this case the growth rate of species i) with respect to the 
jthe variable (species j) (May 1973). Another, less common but still widely used term is 
the Removal matrix, which describes the change in growth rate of a focal species’ growth 
rate following the complete removal of another species (MacArthur 1972). Competition 
matrices are different in that they abstract consumer-resource dynamics in order to 
estimate the indirect effects that one consumer has on another through exploitative 
resource use (May 1975). In order to avoid this abstraction, mechanistic community 
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matrices allow the interaction strength between competitors to respond to changes in 
resource dynamics explicitly rather than implicitly (Schaffer 1981, Schoener 1986, Laska 
and Wootton 1998, Linzmaier and Jeschke 2020).  
 An even greater number of methods have been proposed for empirically 
measuring interaction strengths, many of which are conceptually related to the theoretical 
approaches previously discussed. There have been many thorough reviews of the 
empirical methods used to measure interaction strengths (Laska and Wootton 1998, 
Goldberg et al. 1999, Wootton and Emmerson 2005), so I will only provide a brief 
overview of methods as they relate to the focus of this chapter. Gause (1934) was one of 
the first to use an experimental approach to measure interaction strength between 
protozoans by using their growth in monocultures and polycultures to calculate per-capita 
interaction strength. Early field experiments using interaction strengths compared the 
absolute change in species densities before and after the removal of another species 
(Menge 1979, Paine 1980, Power et al. 1985). Several methods have been proposed for 
calculating per-capita interaction strengths (Bender et al. 1984, Paine 1992, Wootton 
1997). Path analysis is yet another way that interaction strengths can be measured in 
experiments, though this approach has no clear theoretical counterpart (Johnson et al. 
1991). Observational methods for estimating interaction strengths in empirical systems 
include statistical regression of species abundances along a spatial gradient (Schoener 
1974, Rosenzweig et al. 1985), regression of time series data of species abundances 
(Chase 1996), and fitting observational data to theoretical models in order to derive 
estimates of per-capita interaction strength (Goldwasser and Roughgarden 1993). Some 
approaches combine these observational methods with natural experiments (i.e. 
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observations in communities that are known to have experienced a disturbance; Dayton 
1971) or manipulative field experiments (Seifert and Seifert 1976). 
 Interestingly, some observational approaches have used niche overlap as a proxy 
for interaction strength based on the principle of limiting similarity (MacArthur and 
Levins 1967, Pianka 1973). Limiting similarity is the idea that there is an upper limit to 
the degree of similarity in resource utilization that two or more coexisting species can 
exhibit. Just as interaction strength can be used to predict community stability, modern 
coexistence theory has provided metrics for describing aspects of competitive interactions 
that can predict whether or not stable coexistence is possible – niche and fitness 
differences. Niche differences increase the stability of competitive interactions by 
decreasing niche overlap between competitors. Stabilizing mechanisms, such as niche 
partitioning (Tilman 1982) and relative nonlinearity (Chesson 1994), tend to increase 
niche differences because they increase intraspecific competition relative to interspecific 
competition (Chesson 2000). Increasing fitness differences between competitors 
destabilizes coexistence because this increases the competitive ability of one population 
relative to the other. Equalizing mechanisms, such as tradeoffs between competitive 
ability and susceptibility to predation (Chesson and Huntly 1997), contribute positively to 
coexistence by decreasing average fitness differences between competitors (Chesson 
2000). Intraspecific trait variation (ITV) has been show to promote coexistence through 
both equalizing mechanisms (Fridley and Grime 2010) and stabilizing mechanisms 
(Lankau and Strauss 2007). However, metrics for calculating niche and fitness 
differences do not explicitly take intraspecific variation into account (Spaak and De 
Laender 2020). 
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 Interaction strengths calculated at the species-level fail to capture certain 
ecologically important aspects of interactions that can alter the magnitude of interactions 
and be important for interpreting the nature of interactions as well as their overall 
contribution to community structure and stability. Wells and O’Hara (2013) outline three 
problems with aggregating interaction strengths at the species level: (1) aggregation of 
spatio-temporal changes in interactions as a result of changing environmental factors, (2) 
lack of information about differences in relative population abundances over time and 
space, and (3) an inability to disentangle changes in individual properties (e.g. the affinity 
of a particular predator for a particular prey item) and population properties (e.g. 
fluctuations in abundance). Species-level aggregation of interactions inherently 
aggregates over space and time, even though interactions can vary over spatial and 
temporal scales as a result of varying environmental conditions (Abrams 2001, Carnicer 
et al. 2009) and can even vary between laboratory and field experiments (Skelly 2002). 
Methods that calculate interaction strength by regressing species abundances across 
spatial (Schoener 1974, Rosenzweig et al. 1985) and temporal gradients (Chase 1996) can 
address some but not all of these issues. Species interactions can also be affected by 
fluctuations in population abundance, particularly if abundances are heavily skewed 
between interacting species, resulting in asymmetric interactions (Vazquez et al. 2007, 
Wells et al. 2014). Although per capita interaction strengths do account for differences in 
abundance (Paine 1992), population fluctuations can reduce statistical power, which 
makes it more difficult to draw functional comparisons between interaction networks 
(Wells et al. 2014). Species-level interaction strengths can change due to a variety of 
mechanisms, which cannot be distinguished from one another without considering 
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individual-level interactions (Pennings and Silliman 2005; Appendix 4.1: Individual and 
Population Mechanisms Contribute to Interaction Strength). For example, interaction 
strength can increase in response to increases in density of an interacting species (Menge 
et al. 2004) or in response to decreases in consumer satiety (Berlow et al. 1999) or 
resource palatability (Graff et al. 2007, Yoshida et al. 2007).  
Intraspecific trait variation can alter interaction strengths through evolutionary 
and ecological mechanisms. Prey that exhibit ITV can rapidly evolve to be less 
susceptible to predators, which reduces population-level interaction strength (Yoshida et 
al. 2007). Gibert and Brassil (2014) found that nonheritable intraspecific variation in 
attack rates and handling time decreased interaction strengths in a consumer-resource 
model, which in turn increased stability and persistence of community members. In their 
model, traits varied intraspecifically but interaction strengths were still calculated at the 
species-level (Gibert and Bassil 2014). Still, these results suggest that approaches that 
incorporate intraspecific variation into measurements of interaction strengths are needed 
in order to fully understand the stability and dynamics of complex ecological networks.  
 Recently proposed empirical approaches use hierarchical Bayesian models to take 
into account contributions from ITV when measuring interaction strength (Wells and 
O’Hara 2013) and investigating questions of coexistence (Clark et al. 2007, Clark 2010). 
Frequentist approaches consider ITV part of the error term of the statistical model, which 
includes other sources of “noise” such as measurement error (Clark et al. 2007). As a 
result, frequentist approaches do not allow ITV to contribute explanatory power to 
ecological processes. In many cases, it is impossible to directly measure ITV in 
parameters of interest. For example, it would be impossible to count seeds on every 
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individual tree in a stand (Clark 2005). To remedy this, hierarchical Bayesian models 
include random individual effects at the “process level” (i.e. variation that results from 
deterministic rather than purely stochastic processes). These techniques have been used to 
demonstrate that ITV can allow species to coexist even when average traits indicate that 
competitive exclusion should occur (Clark et al. 2007). Interaction strengths calculated 
using these methods overcome biases associated with sample size and are more suitable 
for drawing comparisons between different communities of interacting species (Wells 
and O’Hara 2013). However, there is no theoretical counterpart to these methods and 
some have argued that it can be difficult to form convincing scientific arguments based 
on Bayesian analyses (Dennis 1996), although many ecologists have no such reservations 
(Clark 2005). 
 In this chapter, I expanded upon these statistical methods to provide a theoretical 
method that calculates interactions at the individual-level, which could be conceptually 
applied to empirical datasets as well as other theoretical models. I highlighted the utility 
of this framework using a model of exploitative resource competition between two 
consumers. I further used individual interaction strengths, niche, and fitness differences 
to demonstrate how certain properties of populations (e.g. traits distribution shapes and 
resource utilization functions) can determine whether or not intraspecific trait variation 
promotes coexistence between competing species. 
Methods 
The Model 
 The model consists of two consumer populations Ni that compete for nutritionally 
complementary resources R (Vasseur and Fox 2011). Each resource is composed of some 
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ratio kj of the same two chemical nutrients and follows a chemostat dynamic. The system 
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where D is the flow rate of resources through the system, Sj is the supply concentration, ui 
is the uptake rate of R1 by consumer i and uptake of R2, 1 – ui, follows a strict tradeoff. 
Uptake rate ui is a function of an unbound arbitrary trait f that maps onto uptake rate 
according to the function 
 
𝑢$(𝜙$) = 0.5 +	𝜋+)𝐴𝑟𝑐𝑇𝑎𝑛[ℎ	𝜙$]    (4.2) 
 
where h is a scaling constant. In this way, intraspecific trait variation can be unbound 
between [-¥, ¥] while uptake rates are bound between [0, 1]. Individuals within a 
population vary in their uptake rate ui. The growth of an individual consumer i is 
determined by the rates at which it ingests the two chemical nutrients a and b (gai and 
gbi): 
 
𝑔T$ = 𝑘)𝑢$𝑅) + 𝑘*(1 − 𝑢$)𝑅*    (4.3a) 
 
𝑔U$ = (1 − 𝑘))𝑢$𝑅) + (1 − 𝑘*)(1 − 𝑢$)𝑅*    (4.3b) 
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Where kj is the proportion of Rj that is composed of nutrient a. Resources behave like 
essential resources at the limit {k1, k2} = {0.99, 0.01}. Unless the consumer’s uptake rate 
ui is such that it is colimited by both nutrients (i.e. nutrient uptake occurs at the same ratio 
as the consumer’s demand), the consumer will be limited by one nutrient and will ingest 
the other in excess. Consumers excrete excess nutrients at no cost in order to maintain 
that internal stoichiometry, following the assimilation fraction: 
 






v    (4.4) 
 
where bi is consumer i’s nutrient demand.  
Individual Interaction Strengths 
 The outcome of pairwise species interactions (Wootton and Emmerson 2005) and 
the stability of complex systems of interacting populations (May 1972) are influenced by 
the strength of interactions between populations. Interactions strengths, in turn, can be 
influenced by variation in demographic and ecological traits (Gibert and Brassil 2014). 
As a result, populations that possess individual variation in traits that are relevant to their 
interactions with other populations will experience a range of interaction strengths. More 
specifically, some individuals will experience stronger or weaker interactions depending 
on their traits. The outcome of interactions for such a population might differ from what 
is expected based on their average population interaction strength due to a variety of 
mechanisms (Bolnick et al. 2011). In systems where interactions occur indirectly through 
shared resources, as they do in the model described here, these changes will occur first 
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through changes to the rate of change of the resources and then through subsequent 
changes to the other population. In order to account for this, I constructed interaction 
strengths for this model as mechanistic community matrices (Schaffer 1981, Schoener 
1986, Laska and Wootton 1998, Linzmaier and Jeschke 2020). However, the use of other 
types of matrices, including abstracted competition matrices, would also work with this 
framework depending on the system of interest.  
 Following this logic, I calculated a matrix composed of the interaction strengths 
between all conspecific and heterospecific pairs of individuals in a system following a 
two-step process. First, I determined which nutrient is limiting for a focal individual i 
based on its uptake rate ui. To do so, I calculated the colimiting uptake rate (Vasseur and 
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Individuals whose uptake rate fall below uci are limited be nutrient a, while those with 
uptake rates above uci are limited by nutrient b. Then, I calculated the relative impact of a 
competitor individual j on the resource that is limiting to the focal individual i based each 









    (4.6) 
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In this way, I was able to construct a matrix of interaction strengths for each pair of 
individuals within and between consumer populations. This matrix can then be 
decomposed into inter- and intraspecific interactions. I assumed that resources are at their 
equilibrium densities, which I numerically solved for prior to calculating interaction 
strengths. As is standard in studies of competitive interaction strength, I standardize the 
average interspecific interaction strength for each individual by the individual’s average 
intraspecific interaction strength (Seifert and Seifert 1976, Bender et al. 1984). The 
resulting relative interaction strength can be interpreted as allowing for coexistence when 
values are less than one (i.e. interspecific interactions are weaker than intraspecific 
interaction). 
 Similar to hierarchical Bayesian approaches used for empirical data, this method 
can incorporate variation between individuals that results from deterministic processes 
rather than pure randomness. In theory, it is possible to integrate many processes of 
interest into this framework, including those that shape and maintain ITV as well as those 
that could alter how functional traits map onto species interactions. This opens up an 
array of opportunities to explore how particular mechanisms can influence the ways in 
which ITV affects species interactions and community stability. To illustrate the utility of 
this approach, I simulated consumer populations under different assumptions and used 
their resulting trait distributions to calculate distributions of individual interaction 
strengths. I focused on three mechanisms that either affected the trait distributions 
themselves or the nature of the interactions between competitors. First, different 
mechanisms are capable of creating and maintaining ITV and can produce differently 
shaped trait distributions. For example, stabilizing selection can produce normal 
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distributions, directional selection can produce skewed distributions, and disruptive 
selection can produce bimodal distributions. I explored how different trait distribution 
shapes can affect competitive outcomes by simulating consumer populations of 1000 
individuals each (2000 individuals total) whose traits follow these three shapes and 
comparing them to outcomes for populations whose traits are uniformly distributed. 
Second, as shown in Chapter 3, different evolutionary regimes can result in trait 
distributions that are similar in overall extent but differ in their continuity (Figure 3.3). 
Using the simulated populations from Chapter 3, I calculated interaction strengths 
between consumer populations at the beginning and end of these simulations under 
different evolutionary regimes. This not only allowed me to explore the effects of trait 
distribution continuity of competitive interactions, but also how interaction strength 
changes in response to evolution. Finally, I compared a model where consumers compete 
for essential resources ({k1, k2} = {0.99, 0.01} in Equations 4.3a and 4.3b) with a version 
where consumers compete for nutritionally complementary resources ({k1, k2} = {0.8, 
0.2} in Equations 4.3a and 4.3b). Without ITV, character convergence is expected in 
response to competition for essential resources (Abrams 1987, Fox and Vasseur 2008) 
but convergence and divergence are possible when consumers compete for 
complementary resources (Vasseur and Fox 2011) or when inter- and intraspecific 
competition coefficients are identical (terHorst et al. 2010). These two scenarios pose 
interesting possibilities for the strength of interactions. 
Individual Niche and Fitness Differences 
 Chesson (1990) defines niche differences as the linear independence between the 
resource utilization functions of two competing populations, which describes how 
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(dis)similar their resource use is. Larger niche differences correspond to greater 
dissimilarity in resource use, which promotes coexistence. In contrast, fitness differences 
destabilize coexistence. Recent work suggests that niche and fitness differences may be 
positively correlated (Song et al. 2019). Therefore, in order for any mechanism to 
contribute positively to coexistence, it must increase niche differences faster than it 
increases fitness differences.  
 A number of definitions of niche differences are commonly used in the literature, 
each of which are formulated under the assumptions of a particular mathematical model. 
As a result, these definitions differ in the types of communities they can be applied to, the 
range of values they can take on, and whether or not they provide inference about 
coexistence. Spaak and De Laender (2020) proposed an intuitive definition of niche 
differences that unifies previous work. When written in Lotka-Volterra form, their 
definition converges upon the definition proposed by Chesson (2000). I used their 
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where  𝑓$+0, 𝑁(∗. in the focal individual’s invasion growth rate, 𝑓$(0,0) is the intrinsic 
growth rate, and 𝑓$+𝑐($𝑁(∗, 0. is the “no-niche” growth rate which describes the growth 
rate in the absence of niche differentiation (i.e. 𝒩 = 0). The conversion factor cji 
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converts the density of population j into the density of population i that would consume 
the same amount of resources. In the model described here, it can be thought of as a 






    (4.8) 
 
The numerator of 𝒩$ describes growth when only interspecific interactions are present 
versus when only intraspecific interactions are present, and measures the strength of 
frequency dependence. The denominator compares growth when the density of 
population i is close to zero with growth when the density of population i is at 
equilibrium, and measures the strength of density dependence. Taken as a whole, 𝒩$ 
measures the strength of frequency dependence relative to the strength of density 
dependence and ℱ$ measures growth in the absence of frequency dependence relative to 
the intrinsic growth rate. When intraspecific interactions are stronger than interspecific 
interactions, 𝒩$ is bound by [0,1]. When interspecific interactions are stronger than 
intraspecific interactions 𝒩$ is negative. Positive values of 𝒩$ are also possible under this 
definition when species interact positively (e.g. mutualism). A value of  ℱ$ = 0 
competitive neutrality, while ℱ$ > 0 indicates competitive dominance. 
For the model described here, the three growth rates needed to calculate 𝒩$ and  
ℱ$ are: 
 
𝑓$(0,0) = 	 (1 − 𝛿$)(𝑔T$ + 𝑔U$) − 𝑑    (4.9a) 
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𝑓$+0, 𝑁(∗. = 	 (1 − 𝛿$)(𝑔T$ + 𝑔U$) − 𝑑 −	 
u[(1 − 𝛿$)(𝑔T$ + 𝑔U$)]2+1 − 𝛿(.+𝑔T( + 𝑔U(.7v
Y)+W"\Y&B"-&D"\+!
]Y)+W"\Y&B"-&D"\^
# 	     (4.9b) 
 
𝑓$+𝑐($𝑁(∗, 0. = 	 (1 − 𝛿$)(𝑔T$ + 𝑔U$) − 𝑑 − 𝑐($2+1 − 𝛿(.+𝑔T( + 𝑔U(. − 𝑑7   (4.9c) 
 
which can be calculated for interspecific (i ¹ j) or intraspecific (i = j) pairs. 
 Population-level niche and fitness differences can be calculated in a similar 
manner, by using nonlinear averaging to determine the uptake rates above and below the 
colimitation uptake rate. The colimiting trait value 𝜙, is: 
 
𝜙,$ = 𝑇𝑎𝑛 u
.+Z.`	.	K$+Z.`	.	K#+Z.`	.	K$V!+Z.`	.	K#V!
K$+K#-K$V!+K#V$
v   (4.10)   
 
Assuming that intraspecific trait variation is uniformly distributed with a maximum value 
𝜙aTb and a minimum value 𝜙a$?, the proportion of the population that is limited by 






		𝑖𝑓	𝜙a$? < 𝜙,$ < 𝜙aTb
0																										𝑖𝑓	𝜙,$ <	𝜙a$?
    (4.11) 
 
Extensions to other distributions are possible (Appendix 2.3: Other Trait Distributions). 
The average uptake rates below 𝑢A}  and above 1 − 𝑢AKKKKKKKK are: 
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𝑢A} = ∫ 0.5 +	𝜋+)𝐴𝑟𝑐𝑇𝑎𝑛[ℎ	𝜙]
7A!E-(7ABC+7A!E):!
7A!E
   (4.12a) 
 
1 − 𝑢AKKKKKKKK = ∫ 0.5 +	𝜋+)𝐴𝑟𝑐𝑇𝑎𝑛[ℎ	𝜙]
7ABC
7ABC+(7ABC+7A!E)()+:!)
   (4.12b) 
 
From this, the consumption rates of nutrients a and b can be calculated as: 
 
𝑔T$ = 𝜔$𝑘)𝑢A}𝑅) + (1 − 𝜔$)𝑘*(1 − 𝑢A)KKKKKKKKKKK𝑅*    (4.13a) 
 
𝑔U$ = 𝜔$(1 − 𝑘))𝑢A}𝑅) + (1 − 𝜔$)(1 − 𝑘*)(1 − 𝑢A)KKKKKKKKKKK𝑅*   (4.13b) 
 
which converge upon the classic equations (Hsu et al. 1981, Abrams 1987) when 𝜙a$? ≈
𝜙aTb (i.e. when there is no intraspecific variation). These equations for ga and gb can then 
be substituted into the equations for  𝑓$+0, 𝑁(∗., 𝑓$(0,0), and 𝑓$+𝑐($𝑁(∗, 0. in order to 
calculate the population average 𝒩$ and ℱ$.  
 As with interaction strengths, I considered how niche and fitness differences may 
differ between simulated populations of consumers depending on the shape of traits 
distributions (uniform, normal, skewed and bimodal) and resource utilization functions 
(essential and complementary resources) as well as how niche and fitness differences 
might change in response to evolution under different regimes (mutation only and 
selection on partially and fully heritable traits). I also standardized interspecific niche and 
fitness differences by their intraspecific counterparts, such that values greater than one 
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indicated that interspecific differences were greater than intraspecific differences, and 
vice versa.  
Results 
 When traits vary within a population and map onto ecological function via a 
discontinuous function, individual interaction strengths within a population can be 
bimodal such that some individual experience interspecific competition that is stronger 
than intraspecific, while other individuals experience the opposite. As a result, ITV 
generates opportunities for coexistence that would otherwise not exist. Just as Bayesian 
approaches that incorporate individual variation reveal coexistence opportunities that 
average trait values do not (Clark et al. 2007), so does the theoretical approach used here.  
 Consumers experience the strongest interactions along coexistence boundaries, 
and weakest interactions along persistence boundaries (Figure 4.1). Nearly all 
interactions between individual competitors along the persistence boundary are weak for 
both populations (Figure 4.1A). Along the persistence boundaries, both consumers are 
limited by different resources, but one is at risk of exclusion due to a mismatch between 
its internal stoichiometric needs and its uptake preferences. As such, interactions are 
weak along persistence boundaries because the risk of extinction is a product of the 
consumer’s own biology rather than competitive effects. In the center of the coexistence 
region, both consumers experience mostly weak interactions and a few strong 
interactions. Both consumers are limited by different resources on average, and consumer 
relatively more of the resource that is most limiting to their growth, which allows for 
coexistence. Depending on the range of the trait distribution, some individuals with 
extreme trait values may be limited by the same resource as their competitor, and thus 
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experience strong interactions. Consumers experience strong interactions along the 
coexistence boundary where they are nearing competitive exclusion (Figure 4.1C). This 
corresponds to a scenario where a consumer population is limited by the same resource as 
its competitor, and that resource is the one that the consumer’s competitor acquires more 
efficiently. In the absence of mechanisms that contribute to coexistence, the consumer is 
at risk of being excluded. 
 Different mechanisms that create and maintain ITV can produce different trait 
distributions, and these different distribution shapes can change how ITV affects 
coexistence. Normal and uniform distribution had similar affects, which do not have any 
particular advantages for promoting coexistence except that ITV itself (regardless of 
distribution shape) creates the potential that some individuals can be differentially 
resource limited than their competitors (Figures 4.2A and 4.2B). Skewed distributions 
can increase or decrease the chance that ITV will result in individuals that are limited by 
a different resource than their competitors, depending on the direction of the skew 
relative to the consumer’s colimitation point (Figure 4.2C). If the skew is oriented toward 
the colimitation point, such that increasing ITV causes the distribution to traverse the 
colimitation point, resulting in a large number of individuals that are limited by the 
opposite resources, it will be beneficial for coexistence. If the skew is away from the 
colimitation point, such that increasing ITV pushes the majority of individuals further 
away from the colimitation point, then it will not be beneficial for coexistence. Bimodal 
distributions are capable of increasing the positive affect of ITV on coexistence, but only 
if the two peaks of the distribution are on opposite sides of the colimitation point (Figure 
4.1D).  
 141 
 Regardless of the evolutionary regime, evolution tends to result in relative 
interactions strengths that are close to 1 (Figure 4.3), meaning intra- and interspecific 
interactions are of roughly equal strength. Although the three different evolutionary 
regimes produced different trait distributions, they all resulted in populations that have 
relative interaction strength of roughly 1 (Figure 4.3), which suggests that evolution will 
tend to decrease intraspecific interaction strength up to the point that intraspecific 
interactions are weaker than interspecific interactions. At this point, individuals will be 
competitively excluded and their traits selected against, thus stabilizing relative 
interactions at one. 
 Consumers that competed for complementary rather than essential resources tend 
to have interaction strengths that were less extreme and closer to one (Figure 4.4B). Like 
the essential resource model, interaction strengths in the complementary resource model 
were bimodal, with some individuals experiencing strong interactions while other 
experienced weak interactions. However, in the essential resource model, weak 
interactions were less than one (~0.5; Figure 4.1A), but were closer to or slightly above 
one in the complementary resource model (Figure 4.1B). Conversely, strong interactions 
in were ~2 in the essential resource model and ~1.5 in the complementary resource 
model.  
 Unsurprisingly, relative niche differences are greatest when competing 
individuals are limited by different resources (i.e. are on opposite sides of their respective 
colimitation points) and lowest when they share a limiting resource (Figure 4.5). One can 
understand how relative niche and fitness differences contribute to coexistence in this 
particular competition model by looking at how they change as population move across 
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their uptake colimitation points in trait space. Approaching its own colimitation point 
from the left, the inferior competitor (i.e. the competitor that would be excluded outside 
of this boundary) showed niche differences that increased faster than fitness differences 
(Figure 4.5B), which is critical for coexistence to occur (Song et al. 2019). Directly on 
the inferior competitor’s colimitation point, there was a discontinuous shift such that the 
inferior competitor now had high relative niche differences and, although the dominant 
competitor show the opposite shift toward lower niche differences, its niche differences 
increased faster than fitness differences across the region of trait space between the two 
competitor’s colimitation points. Taken in total, these conditions allow both competitors 
to coexist between their respective colimitation points (Figure 4.5). A precipitous 
decrease in the inferior competitor’s fitness differences that exceeded the rate of decrease 
in niche differences allowed it to persist up to the dominant competitor’s colimitation 
point (Figure 4.5B). However, to the right of the competitor’s colimitation point, the 
inferior competitor’s niche differences collapsed to zero while its fitness differences 
gradually begin to increase, resulting in the exclusion of the inferior competitor to the 
right of the dominant competitor’s colimitation point (Figure 4.5).   
Discussion 
 Interaction strength is a powerful metric in ecology that has been used to reveal 
patterns of community structure and stability, but current methods for calculating 
interaction strength do not take into account intraspecific variation, which can lead to bias 
and obscure important mechanisms (Wells and O’Hara 2013). Here, I presented a method 
for calculating interaction strength, niche, and fitness differences at the individual-level. 
This framework also allowed me to incorporate a variety of deterministic processes that 
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can affect ITV and interaction strength. I simulated populations under the assumption of 
three different deterministic processes (distribution shape, evolutionary regime, and 
resource utilization) and calculated individual interaction strengths, niche, and fitness 
differences. I found that interaction strengths are weakest along persistence boundaries, 
where populations are limited by different resources and strongest along coexistence 
boundaries where they are limited by the same resource (Figure 4.1). Distribution shapes, 
such as skewed distributions and bimodal distributions, can decrease relative interaction 
strengths and increase niche differences, but this depended heavily on their orientation 
with respect to the competitor’s trait distribution and their colimiting uptake rate (Figure 
4.2). Evolution tended to produce relative interaction strengths close to one, regardless of 
the source of ITV in the model (Figure 4.3). Competition for complementary resources 
tended to result in individual interaction strengths that were less extreme (i.e. weak 
interactions were stronger and strong interactions were weaker) than competition for 
essential resources (Figure 4.4). I also calculated individuals niche and fitness 
differences, which followed predictable patterns based on known coexistence and 
persistence behavior in the model and showed discontinuous shifts across colimiting 
uptake rates (Figure 4.5).  
 Relative interaction strengths less than one indicate that intraspecific interactions 
are stronger than interspecific interactions, which is the condition necessary for 
coexistence. I found that nearly all individuals in both consumer populations experience 
relative interaction strengths less than one along the persistence boundaries (Figure 
4.1A). These boundaries correspond to scenarios where exclusion occurs not as a result 
of resource limitation, but due to a mismatch between the consumer’s stoichiometric 
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needs and resource uptake preferences. Therefore, it is reasonable that interaction 
between consumers would not be strong along these boundaries. Conversely, almost all 
individuals in the consumer population that is as at risk of exclusion experience relative 
interaction strength greater than one along the coexistence boundary (Figure 4.1C). This 
again makes sense because the coexistence boundary corresponds to the scenario in 
which exclusion occurs because both consumers are limited by the same resource, where 
the population with lower competitive ability is excluded.  
It is interesting to note that both populations experience many weak and a few 
strong individual interactions in the center of the coexistence region. Many studies have 
found that communities tend to exhibit many weak and a few strong interactions 
(O’Gorman et al. 2010, Navia et al. 2019) and that this, in combination with the correct 
arrangement, generates stability (MacArthur 1955, May 1972, McCann et al. 1998, 
Kokkoris et al. 2002, Wootton and Stouffer 2016). My findings presented here suggest 
that this is not only true at the species-level, but also at the individuals-level when 
populations have ITV in functional traits that relate to their interactions.  
 A number of evolutionary and ecological processes are capable of creating and 
maintaining trait variation (Houle 1998, Mackay 2010), the details of which can 
determine how trait variation is distributed. I found that bimodally distributed traits can 
produce relative interaction strengths less than one, specifically if the two peaks of the 
distribution are widely dispersed in trait space (Figure. 4.2D). This is not an unreasonable 
assumption since bimodal trait distributions are often the result of disruptive selection, 
which favors extremely trait values (Mather 1955). Similarly, skewed trait distributions 
can decrease relative interaction strengths depending on the direction of the skew relative 
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to the colimiting uptake rate (Figure 4.2C). Specifically, if both consumers are limited by 
the same resource, any mechanism that allows individuals within a population to be 
limited by the opposite resource will reduce the strength of interspecific interaction for 
those individuals. When the trait distribution skewed toward the colimitation point, such 
that some individuals had traits that fall on the opposite side of the colimitation point (i.e. 
that are limited by the opposite resource), it resulted in those individuals having relative 
interaction strengths less than one, which in turn promotes coexistence.  
 Evolution tended to result in interaction strengths equal to one regardless of the 
source of ITV in the model (Figure 4.3). This can be understood in light of two process: 
selection in response to intraspecific competition and selection in response to 
interspecific competitive exclusion. Intraspecific competition increases niche differences 
between conspecifics (Bolnick 2001, Svanbäch and Bolnick 2006), which negatively 
impacts coexistence between competitors because it decreases intraspecific competition 
relative to interspecific competition. Selection would therefore favor increasing niche 
differences between conspecifics (thereby decreasing intraspecific interaction strengths) 
up to the point that intraspecific interaction strengths were weaker than interspecific 
interaction strengths. At this point, there would be selection against individuals whose 
traits confer a relative interaction strength that is greater than one. In other words, 
selection will act to increase interspecific niche differences. This balance of selection to 
increase intraspecific niche differences, but not so much that intraspecific interaction 
strengths exceed interspecific interaction strengths, stabilizes interaction strengths at a 
value of one.  
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I used a competition model to illustrate the kinds of inferences that can be made 
using individual interactions strengths, but this approach can be generalized to other 
kinds of interactions and even complex communities with different types of interactions 
present and indirect or higher order interactions. One of the advantages of interaction 
strength as a metric is that it can be applied to any type of interaction including 
competition (Morin et al. 1988), predation (Emmerson and Raffaelli 2004, Rall et al. 
2010), mutualism (Vazquez et al. 2012, Weiner et al. 2014) and facilitation (Goldberg et 
al. 1999) as well as systems where more than one type of interaction is present (Ohgushi 
2004). In principle, the approach I have presented here is no different and additionally 
benefits from incorporating the effects of individual variation, which is known to alter 
ecological interactions (Vellend 2006, Bolnick et al. 2011).  
There are two primary limitations to the method presented here that may limit its 
application to certain problems. First, interpretation of results becomes more difficult 
beyond two or three interacting species. Although the approach could be used in more 
complex communities to reveal higher order and indirect interactions, more detailed 
interpretation is best for pairwise interactions. In light of this, I suggest two potential 
ways the approach could be applied depending on the number of interacting populations 
being considered. One application is a detailed analysis of the effects of deterministic 
mechanisms on individual variation and interaction strengths for two and potentially 
three interacting species, as presented throughout this chapter. Another application is a 
less detailed analyses are for understanding the overall structure and stability of more 
complex systems, while still allowing for the emergent effects of ITV on these properties. 
Second, this approach requires data on individual traits in order to be used with empirical 
 147 
data, which may not be possible to measure for all systems. For example, it would not be 
possible to count seeds on every tree in a stand (Clark 2005). In these cases, a 
hierarchical Bayesian approach would be more appropriate since individual variation can 
be treated as a random process-level effect without the need for data from all individuals. 
Understanding the structure of species interactions within communities is a 
primary focus of ecology. Interaction strengths have helped to build many interesting 
generalities over the past four decades since their introduction, particularly regarding the 
structure of complex food webs and the significance of keystone species. More recently, 
it has become clear that intraspecific variation can meaningfully alter ecological 
interactions. Incorporating intraspecific variation into estimates of interaction strengths 
will not only provide better estimates, but can also reveal information about the 
underlying mechanisms that can change interaction strengths. This is an important step in 
improving our ability to predict how complex ecological communities will respond to 
changes in the environment. 
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Figure 4.1 Interactions are weakest along persistence boundaries and strongest along 
coexistence boundaries. Trait distributions (A-C) and individual interaction strengths (D-
F) for both consumers are shown for populations with {u1mid/u2mid} (A and D) along the 
persistence boundary where {u1mid/u2mid} = {0.4, 0.3}, (B and E) in the center of the 
coexistence region where {u1mid/u2mid} = {0.4, 0.6}, and (C and F) along the coexistence 
boundary where {u1mid/u2mid} = {0.5, 0.75}. The dashed vertical lines in the top row 
indicate the colimitation uptake rates for N1 (righthand line shown in blue) and N2 




Figure 4.2 Interaction strength for different trait distribution shapes. Individual 
interaction strengths for populations with traits that follow a (A) uniform distribution, (B) 
normal (Gaussian) distribution, (C) right skewed distribution, and (D) bimodal 
distribution. For call cases {u1mid/u2mid} = {0.5, 0.75}, corresponding to a point along the 
coexistence boundary.  
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Figure 4.3 Evolution of relative interaction strengths. Relative interaction strengths at 
the beginning (A-C) and end (D-F) of simulations under evolutionary regimes where (A 
and D) ITV evolved exclusively through mutations or there is selection on standing ITV 
in (B and E) partially heritable or (C and F) fully heritable traits. In all cases, traits are 








Figure 4.4 Interaction strengths between competitors for essential and complementary 
resources. Distributions of individual interaction strengths between consumers that 
compete for (A) essential resources {k1, k2} = {0.99, 0.01} and (B) nutritionally 
complementary resources {k1, k2} = {0.8, 0.2}. In both cases, consumer traits are 
normally distributed and {u1mid/u2mid} = {0.5, 0.75}. 
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Figure 4.5 Niche and fitness differences. Niche differences (dark colors) and fitness 
differences (light colors) for (A) N1 and (B) N2 across a plane of phase space where N2 





Appendix 4.1: Individual and Population Mechanisms Contribute to Interaction Strength 
Wells and O’Hara (2013) note that interaction strengths can change are a result of 
changes to population abundance as well as changes to individual-level properties, such a 
consumer affinity for a particular resource, and that one cannot discern between these 
mechanisms using population aggregated measurements of interaction strength. In order 
to illustrate the difficulty of disentangling the effects of individual and population 
properties on interaction strengths, I calculated individual interaction strengths for a 
simulated focal population of 1000 individuals with no intraspecific trait variation and a 
competitor population with bimodal trait variation. I strategically constructed the 
bimodality of the competitor’s traits such that one peak of the distribution was to the left 
of the population’s colimitation uptake rate (limited by R1) and the other was to the right 
(limited by R2). All individuals in the focal population were limited by R2 and therefore 
compete more strongly with competitor individuals that are limited by the same resource.  
 Under the baseline assumptions, the focal population’s interspecific interaction 
strength was -0.49 (Figure S4.1A). Every individual in the focal population has the same 
interaction strength since their traits are identical. I then shifted the bimodal distribution 
of the competitor population so that a greater number of individuals were limited by R2, 
the same resource that limits all individuals in the focal population. This strengthened the 
focal population’s interspecific interaction strength to -0.89 (Figure S4.1B). Finally, 
using the same bimodal distribution as the initial competitor population, I shifted the 
competitor’s yield coefficients from {y1j, y2j} = {1, 0.5} to {y1j, y2j} = {0.995, 0.505}, 
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thereby altering the internal stoichiometry of all competitor individuals. This 
strengthened the focal population’s interspecific interaction strength to -1.49. 
 Overall, this demonstration shows that interaction strengths can be alter by 
population-level (e.g. abundance) or individual-level (e.g. internal stoichiometry) 
properties. These mechanisms are impossible to disentangle without considering 
individual variation. 
 
Figure S4.1 Mechanisms that alter interaction strength. Interaction strengths for a focal 
(blue) competitor can increase from a baseline measurement (A) when (B) the number of 
competitors that share are limit resource increases or (C) the competitor increases its 
affinity for the resource that is more limiting to its growth. In case (C), the yield 
coefficients for the orange population are shifted from {y1j, y2j} = {1, 0.5} to {y1j, y2j} = 
{0.995, 0.505}.  
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