Abstract-Managing customer feedback data has become a necessity for firms in order for them to gain competitive advantage in the sector. Analyzing customer complaints' data to find useful information that's hidden is an important step in understanding customers. This important, hidden knowledge must be extracted automatically to allow firms to gain a better understanding of the general market and of their own and their competitors' customers. A firm can learn the needs of customers and show how its products and services satisfy these needs by analyzing these documents.
I. INTRODUCTION
Nowadays one of the biggest needs of a firm is to extract knowledge by analyzing these unstructured data in the strategic decision making process. It is also important for a firm to make decisions by using these obtained patterns.
Collecting and analyzing customer feedback is important because it allows organizations to learn in a continuous manner to adapt their offerings to customer preferences. Increasingly, customers use multiple communication channels to provide feedback, making it cumbersome for organizations to develop efficient and effective processes to collect and analyze all the information [1] . Firms must manage customer complaints to improve the quality of their service. After collecting data correctly, data must be analyzed without loss of information in order to ensure an effective complaint management system.
A firm must analyze consumers' complaints to pinpoint the factors that are behind low satisfaction levels. Low satisfaction can be a result of a consumer's dissatisfaction with factors ranging from product quality to price. These data can also show some factors in which the consumer is highly satisfied. Additionally, firms can develop marketing strategies to meet the consumer's needs [2] .
Previous studies on deriving useful information from customer reviews have focused mainly on numerical and categorical data. Textual data have been somewhat ignored although they are deemed valuable. Existing methods of opinion mining in processing customer reviews concentrate on counting the positive and negative comments of review writers, but this is not enough to cover all the important topics and concerns across different review articles [3] .
Huge amount of data are available in textual data formats. It is impossible managers to read all big unstructured complaint data which form an unstructured free data type and analyze them without loss of information. Consequently, analysists need to use TM in addition to data mining (DM) techniques. Extracting meaningful information from the textual data is critical to the success of a business. Text mining, which processes unstructured information, will help managers to analyze customer feedback documents automatically. Consequently, knowledge is discovered that would have been extremely difficult to find, even if it had been possible to read all the documents.
TM extracts meaningful numeric indices from the text, and, thus, makes the information contained in the text accessible to various DM algorithms including statistical, machine learning and artificial intelligence. Words, clusters of words used in documents, etc., or documents can be analyzed and similarities between them can be determined. DM, machine learning, and artificial intelligence techniques can be applied to these digitized documents.
In this research, TM is used to analyze natural language documents. The customer complaint documents of a big telecommunication firm about ignoring their subscriptions are used in this research. The aim of this study is to summarize and group these customer feedback data. 841 customer complaint documents were collected in 2013. The paper is organized as follows: Section II provides the literature, Section III presents the experimental analysis, and Section IV ends the paper with a brief conclusion.
II. RELATED RESEARCH
DM, which is the process of identifying patterns in large sets of data, has long been studied [4] , [5] . TM has become an important research area in business in recent years [6] . Chang, Lin and Wang [7] aimed at applying data warehouse and DM technologies to analyze customers' behavior in order to form the right customers' profile and a growth model in an Internet and e-commerce environment.
Gamon [8] demonstrated that it was possible to perform automatic sentiment classification in the very noisy domain of customer feedback data. Gamon used natural language processing techniques and linear support vector machines that achieved high classification accuracy on data that present classification challenges even for a human annotator.
Gamon et al. [9] presented a prototype system, code-named Pulse, for mining topics and sentiment orientation jointly from free text customer feedback. They described the application of the prototype system to a database of car reviews; a simple but effective technique for clustering sentences, the application of a bootstrapping approach to sentiment classification, and a novel user-interface. Ittoo, Zhang and Jiao [10] proposed a TM-based recommendation system which assists customers in their decision making in online product customization. The proposed system allowed customers to describe their interests in textual format, and thus to capture customers' preferences to generate accurate recommendations.
Coussement, and Van den Poel [11] introduced a methodology to improve complaint-handling strategies through an automatic email-classification system that distinguishes complaints from non-complaints. The study focused on how a company could optimize its complaint-handling strategies through an automatic email-classification system. Natural processing techniques with TF-IDF were used.
Weng and Liu [12] proposed a template for e-mails with multiple questions. Therefore, using multiple concepts to display the document topic is definitely a clearer way of extracting the information that a document wants to convey when the vector of similar documents is used. Zhan, Loh, and Liu [3] discovered and extracted salient topics from a set of online reviews and further ranked these topics. Özyurt and Köse [13] analyzed chat conversations to determine the characteristics of conversations via machine learning and DM methods. Thorleuchter, Van den Poel and Prinzie [14] introduced idea mining as a process of extracting new and useful ideas from unstructured text. They used an idea definition from technique philosophy and focused on ideas that can be used to solve technological problems.
Fuller, Biros and Delen [15] reported on the promising results of a research study where data and TM methods along with a sample of real-world data from a high-stakes situation were used to detect deception. Tsai and Kwee [16] explored the feasibility and performance of novelty mining and database optimization of business blogs. Gopal, Marsden, and Vanthienen [17] summarized the state of data and TM. Taking a very broad view, they used the term "information mining" to refer to the organization and analysis of structured or unstructured data that can be quantitative, textual, and/or pictorial in nature.
Sunikka and Bragge [18] combined a TM approach for profiling personalization and customization research with a traditional literature review in order to distinguish the main characteristics of these two research streams.
Onishi and Manchanda [19] assembled a unique data set from Japan that contains market outcomes (sales) for new products, new media (blogs) and traditional media (TV advertising) in the movie category. Armentano, Godoy and Amandi [20] aimed to determine the impact of different profiling strategies based on the text analysis of micro-blogs as well as several factors that allow the identification of users acting as good information sources.
Thorleuchter and Van den Poel [21] analyzed the impact of textual information from e-commerce companies' Websites on their commercial success. Thorleuchter, Van den Poel and Prinzie [22] used Web TM. They analyzed the customers of a large German business-to-business mail-order company. Ur-Rahman and Harding [23] focused on the use of hybrid applications of TM or textual DM techniques to classify textual data into two different classes. Hao [24] compared the k-medoids algorithm and k-medoids social evolutionary programming in clustering documents.
He Zha, and Li [25] described an in-depth case study which applies TM to analyze unstructured text content on the Facebook and Twitter sites of the three largest pizza chains.
Kahya Özyirmidokuz [6] used TM to analyze online Turkish social shopping firms. The relationships are discovered via a Web TM model. Two hundred popular Turkish companies' web URLs are used. Web TM through natural language processing techniques is examined. Kahya Özyirmidokuz and Özyirmidokuz [2] analyzed the top seven heating systems firms' customer complaint documents in Turkey via web TM. Ordenes et al. [1] used linguistics-based TM modeling to help in the process of developing an improved framework. The proposed framework incorporated important elements of customer experience, service methodologies, and theories such as cocreation processes, interactions, and context.
We mine customer complaint documents about ignoring their subscriptions of a telecommunication firm in Turkey. TM and natural language processing techniques are used to extract useful knowledge from customer feedback documents.
III. DATA PREPROCESSING
A total of 841 documents are used dating between the dates   ( , ) ( , ) / max ( , ) :
After tokenization process, we remove 220 unnecessary Turkish stopwords. Stemming, which is a technique for the reduction of words into their roots, is applied. The outputs from the preprocessing techniques consist of word lists and document vectors. TF-IDF scores are achieved, with attribute name, total occurrences and document occurrences. One of the outputs of the preprocessing process is the example set. The example set of the firm has 841 examples
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January 1 2013 -31 December 2013. We use the TF-IDF (Term Frequency -Inverse Document Frequency) numerical static which reflects how important a word is to a document in a collection. It can be seen in Equation (1) and (2) . with 10 special attributes and 4,626 regular attributes. The term "message" is the most frequently used word in the documents, and "detail, complaint, customer, like" are the other attributes that are most frequently used. The extracted document vectors are used in similarity analysis. Table I presents the most frequently used words in the documents.
IV. MODELING
Although similarity between documents is an essential ingredient in organizing unlabeled documents into distinct groups, measuring the similarity of documents is an end in itself. Measuring the similarity between documents is fundamental to most forms of document analysis, especially information retrieval [26] . Given two documents Cosine similarity is used. The histograms of similarities are given in Fig. 1 . The similarity graphs are presented in Fig. 2 . Performance operators, which can be used to derive a performance measure (in the form of a performance vector) from the dataset, are used. The performance vector of the model's cluster number index is 0.984.
V. CONCLUSION
TM has gained increasing attention in recent years. In addition, firms need to analyze unstructured feedback data to make good decisions because there is important hidden knowledge in textual databases. Customer complaints must be systematically mined to discern patterns and make better decisions.
Managers save time by understanding the huge amount of unstructured data with TM, instead of reading it through page by page. In addition, there is no danger of overlooking data. Consequently, analyzing complaint documents will result in a competitive advantage for a firm.
In this research, DM and TM techniques, and natural language processing are applied to extract knowledge. Documents were clustered. Similarity analysis was used to determine similar documents. The similarities of firms about the subject were determined. Graphs and tables were obtained.
In time, this model will lose its validity. Proposed method must be integrated in the complaint management system of the firm to prevent this.
In the future we plan the further evaluation and implementation of this framework. Alternative methods could be applied in this framework. Further work could be done. For example, a scenario could be improved to indicate the importance of this type of clustering. Solutions could be produced by these clusters. Responses could be added to the 
