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ON THE LINEAR WAVE REGIME OF THE GROSS-PITAEVSKII
EQUATION
FABRICE BE´THUEL, RAPHAE¨L DANCHIN, AND DIDIER SMETS
Abstract. We study a long wave-length asymptotics for the Gross-Pitaevskii equation cor-
responding to perturbation of a constant state of modulus one. We exhibit lower bounds
on the first occurence of possible zeros (vortices) and compare the solutions with the cor-
responding solutions to the linear wave equation or variants. The results rely on the use
of the Madelung transform, which yields the hydrodynamical form of the Gross-Pitaevskii
equation, as well as of an augmented system.
1. Introduction
The dynamics of the Gross-Pitaevskii equation
(GP ) i
∂Ψ
∂t
+∆Ψ = Ψ(|Ψ|2 − 1)
on RN × R, for N ≥ 1, with non-trivial limit conditions at infinity, exhibits a remarkable
variety of special solutions and regimes. The purpose of this paper is to investigate one of these
regimes, namely perturbations of constant maps of modulus one, which are obvious stationary
solutions, in a long-wave asymptotics. In particular, we restrict ourselves to solutions Ψ which
do not vanish, so that we may write
Ψ = ρ exp(iϕ).
In the variables (ρ, ϕ), (GP ) is turned into the system{
∂tρ+ 2∇ϕ · ∇ρ+ ρ∆ϕ = 0,
ρ∂tϕ+ ρ|∇ϕ|2 −∆ρ = ρ(1− ρ2).
Setting u = 2∇ϕ leads to the hydrodynamical form of (GP )
(1)
 ∂tρ
2 + div(ρ2u) = 0,
∂tu+ u · ∇u+ 2∇ρ2 = 2∇
(∆ρ
ρ
)
.
If one neglects the right-hand side of the second equation, which is often referred to as the
quantum pressure, system (1) is similar to the Euler equation for a compressible fluid, with
pressure law p(ρ) = 2ρ2. In particular, the speed of sound waves near the constant solution
Ψ = 1, that is ρ = 1 and u = 0, is given by
cs =
√
2.
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In order to specify the nature of our perturbation as well as of our long-wave asymptotics
we introduce a small parameter ε > 0 and set
(2)
 ρ
2(x, t) = 1 +
ε√
2
aε(εx, εt),
u(x, t) = εuε(εx, εt),
so that system (1) translates into
(3)

∂taε +
√
2 div uε = −εdiv(aεuε),
∂tuε +
√
2∇aε = ε
−uε · ∇uε + 2∇(∆
√√
2 + εaε√√
2 + εaε
) .
The l.h.s. of this system corresponds to the linear wave operator with speed
√
2, whereas the
r.h.s. contains terms of higher order derivatives, which correspond to the dispersive nature
of the Schro¨dinger equation (with infinite speed of propagation).
Our first main result provides a lower bound for the first occurrence of a zero of Ψ.
Theorem 1. Let s > 1+N2 . There exists C ≡ C(s,N) such that for any initial datum (a0ε, u0ε)
verifying (a0ε, u
0
ε) ∈ Hs+1 ×Hs and Cε‖(a0ε , u0ε)‖Hs+1×Hs ≤ 1 there exists
Tε ≥ 1
Cε‖(a0ε, u0ε)‖Hs+1×Hs
such that system (3) as a unique solution (aε, uε) ∈ C0([0, Tε];Hs+1 ×Hs) satisfying
‖(aε(·, t), uε(·, t))‖Hs+1×Hs ≤ C‖(a0ε, u0ε)‖Hs+1×Hs and
1
2
≤ ρ
(
· , t
ε
)
≤ 2
whenever t ∈ [0, Tε].
Remark 1. i) From the ansatz (2), the time scale of system (3) is accelerated by a factor ε
with respect to the time scale of system (GP ). In terms of the Gross-Pitaevskii equation, the
lower bound Tε given in Theorem 1 translates therefore into the bound
Tε = ε−1Tε ≥ 1
Cε2‖(a0ε, u0ε)‖Hs+1×Hs
.
ii) A typical initial datum that Theorem 1 allows to handle is
Ψ0(x) =
√
1 +
ε√
2
a0(εx) exp(iϕ0(εx)),
where u0 ≡ 2∇ϕ0 and a0 do not depend on ε and belong to Hs+1 ×Hs. This corresponds to
pertubations of the constant map 1 of order ε for the modulus and of wave-length of order
ε−1. In this case, we obtain the lower bound Tε ≥ cε , that is Tε ≥ cε2 .
As a byproduct of Theorem 1, treating the r.h.s of (3) as a perturbation, we deduce the
following comparison estimate with loss of three derivatives:
Theorem 2. Let s, a0ε and u
0
ε be as in Theorem 1 and let (a, u) denote the solution of the
free wave equation {
∂ta+
√
2 div u = 0
∂tu+
√
2∇a = 0,
with initial datum (a0ε, u
0
ε). If ε ≤ 1 then for 0 ≤ t ≤ Tε we have
‖(aε, uε)(t)− (a, u)(t)‖Hs−2 ≤ C
[
εt‖(a0ε , u0ε)‖2Hs+1×Hs + ε2t‖(a0ε, u0ε)‖Hs+1×Hs
]
.
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In Theorem 1, the fact that (a0ε, u
0
ε) ∈ Hs+1×Hs with s ≥ 0 implies in particular that the
Ginzburg-Landau energy E(Ψ0) of the corresponding function Ψ0 is finite, where
E(Ψ) =
∫
RN
e(Ψ) =
∫
RN
[1
2
|∇Ψ|2 + 1
4
(1− |Ψ|2)2]
is the Hamiltonian for (GP ).
Notice that according to [26], the Cauchy problem for (GP ) is globally well-posed in the
energy space, in dimension N = 2, 3. On the other hand, by means of a basic energy method,
it may be easily seen that (GP ) is locally well-posed in 1 + Hs in any dimension provided
s > N2 . In addition, in both cases, the Ginzburg-Landau energy E(Ψ) remains conserved
during the evolution.
In dimension N ≥ 2, in order to handle longer time scales, one may take advantage of the
dispersive properties of system (3). As a matter of fact, the linearization about (0, 0) of the
system (3) does not exactly yield the wave operator, as appearing in Theorem 2, but rather
the ε-depending operator
Lε(a, u) =
(
∂ta+
√
2 divu, ∂tu+
√
2∇a−
√
2 ε2∇∆a
)
,
which possesses even better dispersive properties. Indeed, performing a Fourier transform
with respect to the space variables, the above operator rewrites for ξ ∈ RN and t ∈ R as
L̂ε(a, u)(ξ, t) =
(
∂tâ(ξ, t)
∂tû(ξ, t)
)
+ i
(
0
√
2 ξT(√
2 +
√
2 ε2|ξ|2)ξ 0
)(
â(ξ, t)
û(ξ, t)
)
.
If we restrict our attention to potential solutions, that is solutions for which u is a gradient,
then the eigenvalues associated to the above system are
λ± = ±i
√
2|ξ|
√
ε2|ξ|2 + 1.
Therefore, we expect Lε to behave as the linear wave operator with velocity
√
2 for low
frequencies |ξ| ≪ ε−1 whereas for high frequencies |ξ| ≫ ε−1, it should resemble the linear
Schro¨dinger equation with small diffusion coefficient equal to
√
2 ε. We thus expect to glean
some additional smallness for the solution to the nonlinear equation (3) by resorting to the
dispersive properties of those two linear equations1. This will enable us to improve the lower
bound for Tε stated in Theorem 1 assuming the dimension N is larger than or equal to two.
More precisely, we prove the following statement.
Theorem 3. Under the assumptions of Theorem 1 with s > 2 + N2 and ε ≤ 1, the time Tε
may be bounded from below by
c
ε2‖(a0ε, u0ε)‖2Hs+1×Hs
if N ≥ 4,
min
(
c
ε1+α‖(a0ε, u0ε)‖1+αHs+1×Hs
,
1
ε3‖(a0ε , u0ε)‖2Hs+1×Hs
)
if N = 3 and 0 < α < 1,
min
(
c
ε
4
3‖(a0ε , u0ε)‖
4
3
Hs+1×Hs
,
1
εq+1‖(a0ε, u0ε)‖qHs+1×Hs
)
if N = 2 and 2 > q > 2s−2 .
The constant c depends only on s and also on N if N ≥ 4, α if N = 3 and q if N = 2.
1Note however, that since no dispersion occurs for the wave equation in dimension N = 1, our method does
not give any additional information on that case.
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Remark 2. With an initial datum as in Remark 1 ii), we obtain, as ε → 0, Tε ≥ cε−2 if
N ≥ 4, Tε ≥ cε−(2−) if N ≥ 3, and Tε ≥ cε− 43 if N = 2.
Remark 3. In dimension 1 and 2, the Gross-Pitaevskii equation is known to have travel-
ling wave solutions ψ(x, t) = Wε(x − cεt) which are small amplitude and long wavelength
perturbations of the constant 1. They are of the form
Wε(x) = 1 + ε
2wε(εx) in dimension 1,
and
Wε(x) = 1 + ε
2wε(εx1, ε
2x2) in dimension 2,
where the speed cε is given by c
2
ε = 2 − ε2, and where wε remains bounded in strong norms
as ε → 0. For initial data of this form (but not necessarily the travelling waves), the corre-
sponding a0ε and u
0
ε satisfy
‖a0ε, u0ε‖Hs+1×Hs =
{
O(ε) if N = 1,
O(
√
ε) if N = 2.
If N = 1, Theorem 1 shows that Tε ≥ Cε−3, and Theorem 3 shows similarily that Tε ≥ Cε−3
when N = 2. In view of Theorem 2, the wave equation is a good approximation on time
scales small with respect to ε−3. For times of order ε−3, the wave equation is no longer a good
approximation, as can be seen considering the travelling waves. Indeed since the speed of the
travelling wave differs from the speed of sound
√
2 by an amout of order ε2, both solutions
are shifted (in the variables for (3)) by an amount of order 1 exactly after a time of order
ε−2, which corresponds to a time of order ε−3 in the time variable of (GP ).
For such timescales, one is lead to consider nonlinear approximations such as the KdV or
the KP equations (see [5, 10]).
Remark 4. It may be worthwhile to compare these existence results with the corresponding
ones for the irrotational compressible Euler equation with smooth compactly supported per-
turbations of size or order ε of a constant state. In that case, the corresponding Tε is known
to be Tε = +∞ for N ≥ 4, Tε ≥ exp( cε) for N = 3, Tε ≥ cε−2 for N = 2 and Tε ≥ cε−1 for
N = 1. (see e.g. [27, 28, 20] following pioneering ideas by Klainerman [23]).
On the larger time scale given by Theorem 3, equation (3) is better approximated by the
linear equation Lε(a, u) = 0 than by the free wave equation. More precisely, we have
Theorem 4. Let s > 2+ N2 and (a
0
ε, u
0
ε) be as in Theorem 3, let (aε, uε) be the corresponding
maximal solution of (3) and (aε, uε) be the solution to the system
Lε(aε, uε) = 0 with initial datum (a
0
ε, u
0
ε).
Let α ∈ (0, 12) (satisfying also α > 2 − s/2 if N = 2). There exists a constant C depending
only on s, N and possibly also on α if N = 2, 3 such that for all t ∈ [0, Tε], the difference
(a˜, u˜) := (aε − aε, uε − uε) satisfies
‖(a˜, u˜ℓ)(t)‖Hs−1 + ε−1‖u˜h(t)‖Hs−2 ≤ Cε
√
t ‖(a0ε, u0ε)‖2Hs+1×Hs if N ≥ 4,
‖(a˜, u˜ℓ)(t)‖Hs−1 + ε−1‖u˜h(t)‖Hs−2 ≤ C
(
t1−αε+ ε
3
2
√
t
)‖(a0ε, u0ε)‖2Hs+1×Hs if N = 3,
‖(a˜, u˜ℓ)(t)‖Hs−1 + ε−1‖u˜h(t)‖Hs−2 ≤ C
(
εt
3
4 + ε2−αt1−α
)‖(a0ε, u0ε)‖2Hs+1×Hs if N = 2.
Here, u˜ℓ and u˜h denote respectively the low and high frequency parts of u˜, the threshold
between the two being set once more at ε−1 (see the exact definition in (30) below).
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In the existing mathematical literature, the Gross-Pitaevskii equation is sometimes con-
sidered in its semi-classical form
(4) iε
∂Ψε
∂t
+ ε2∆Ψε = Ψε(|Ψε|2 − 1).
One can easily recover the original equation (GP ) by mean of the hyperbolic scaling
Ψε(x, t) = Ψ(
x
ε
,
t
ε
).
In this setting, we have  aε =
√
2
ε
(|Ψε|2 − 1),
uε = 2∇ (arg(Ψε)) .
In [11], equation (4) is considered on a bounded simply connected domain Ω ⊂ R2 with
Dirichlet boundary condition and initial datum of modulus one (so that aε vanishes at time
zero), independent of ε and bounded in H1(Ω). It is proved that Ψε converges weakly in
L∞(R+,H1(Ω)) and strongly in C0([0, T ], L2(Ω)) to Ψ∗ of modulus one whose phase satisfies
the linear wave equation with speed
√
2. This is consistent with our result. It is stronger in
the sense that it allows for rough data, but it is also weaker in the sense that it only provides
weak convergence.
Another regime for (4), corresponding to oscillating phases, has been investigated by Gre-
nier in [18], and more recently by Alazard and Carles [1], Lin and Zhang [25], Zhang [30] and
Chiron and Rousset [9].
Finally, the Gross-Pitaevskii equation has also been widely considered in a parabolic type
scaling, namely
Υε(x, t) = Ψ(
x
ε
,
t
ε2
),
so that (GP ) is turned into
(5) i
∂Υε
∂t
+∆Υε =
1
ε2
Υε(|Υε|2 − 1),
whose Hamiltonian reads
Eε(Υ) =
∫
RN
[1
2
|∇Υ|2 + 1
4ε2
(1− |Υ|2)2].
Equation (5) is mainly considered in the regime where vortices are present [12, 24, 21, 6]
and the energy is essentially reduced to the vortex energy so that no energy is left for wave
oscillations as considered here. As long as Ψ does not vanish, equation (GP ) and the system
(3) are obviously equivalent. Therefore, Theorem 1 yields a lower bound on the first occur-
rence of a zero of Ψ and hence of a vortex. It would be of high interest to combine the two
approaches in order to understand the interaction between these two different regimes.
System (1) also enters in the class of capillary fluid equations studied in [4], with capillary
coefficient K(ρ) = 1ρ . Indeed, we have
(6)
∆ρ
ρ
= K(ρ2)∆ρ2 +K ′(ρ2)|∇ρ2|2 with K(s) = 1
s
·
Notice that, if we consider more general nonlinearities for (GP ), of the form ΨF (|Ψ|2), the
pressure is turned into p(ρ) = 2F (ρ2), whereas the capillarity coefficient remains unchanged.
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We now come to the main ingredients in the proofs of Theorem 1, 2, 3 and 4. For expository
purposes, it is convenient to use the parabolic scaling so as to remove as much as possible
the ε−dependence. More precisely, we introduce the new unknowns
bε(x, t) = aε(x,
t
ε
)
vε(x, t) = uε(x,
t
ε
)
so that the lower bound that we want to exhibit in Theorem 1 becomes of order 1, for initial
data as in Remark 1.
Notice that we have the relation
Υε = ρεe
iϕε with ρ2ε := 1 +
ε√
2
bε and vε = 2∇ϕε,
and that (bε, vε) satisfies the system
(7)

∂tbε +
√
2
ε
divvε = −div(bεvε),
∂tvε +
√
2
ε
∇bε = −vε · ∇vε + 2∇
(∆ρε
ρε
)
.
In view of the form of system (7), our aim is to transpose the classical energy estimates for
symmetrizable hyperbolic systems. Indeed, in the linear case, the singular terms involving√
2
ε are transparent due to the skewsymmetry, and do not contribute to the final balance.
However for the full system, in the computation of the energy estimates, the higher order
derivatives are difficult to control, both by themselves and by their interaction with the
previously mentioned singular terms. A similar difficulty in a related context was overcome
by S. Benzoni-Gavage, the second author and S. Descombes in [4]. The crucial point there,
inspired by earlier works by F. Coquel [13], is to consider an augmented system, adding the
equation for ∇(log ρ2ε). This choice is in fact quite natural since one may write
Υε = exp
(
i
2
(
2ϕε − i log ρ2ε
))
.
Therefore, we consider the new CN -valued function2
(8) z = v + iw ≡ ∇(2ϕ− i log ρ2).
We obtain the following system for the functions z and b
(9)

∂tb+
√
2
ε
div(Rez) = −div(bRez),
∂tz +
√
2
ε
∇b = i∆z −∇
(z · z
2
)
.
Here, for z, z′ ∈ CN , we write z · z′ = ∑Nk=1 zkz′k where the products within the sum are
complex multiplications. We first observe that
∇Υε
Υ ε
=
i
2
z and |Υε|2 − 1 = ε
2
2
b.
Therefore
E(Υε) =
1
8
(
‖b‖2L2(RN ) + ‖z‖2L2(RN ;(1+εb/√2)dx)
)
.
2Whenever it does not lead to a confusion, we omit the subscript ε.
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The main ingredient in the proof of Theorem 1 is the following weighted a priori energy
estimate involving high-order space derivatives:
Proposition 1. Let s be a nonnegative integer and let Υε be a solution to (5) such that
(b, z) ∈ C1([0, T ],Hs+1(RN )) and (Db,Dz) ∈ C0([0, T ];L∞) for some T > 0. Assume that
(10) m := inf
x,t
|Υε(x, t)| > 0.
Then there exists a constant C depending only on s, m, N, such for any time t ∈ [0, T ] we
have for all integer s′ ∈ {0, · · · , s},
d
dt
Γs
′
(b, z) ≤ C(1 + ε‖b‖L∞)‖(Db,Dz)‖L∞
(
Γs
′
(b, z) + Eε(Υε)
)
,
where
Γs(b, z) = ‖Dsb‖2L2(RN ) + ‖Dsz‖2L2(RN ;(1+εb/√2)dx).
Remark 5. A generalization of the above proposition to noninteger Sobolev exponents and
Besov spaces is given in Section 3.2. Notice that for the case s′ = 0, we have, in view of the
conservation of energy, the identity
d
dt
Γ0(b, z) = 0.
The main idea of the proof of Proposition 1 is that, up to lower order terms which may
be bounded with no loss of derivatives provided Db and Dz are in L∞, the structure for the
system satisfied by (Dkb,Dkz) is the same as that of system (9). For the proof of Theorem
1, we perform a time integration in the estimate of Proposition 1 which yields
‖(b, z)(t)‖Hs ≤ C‖(b0, z0)‖Hs exp
(∫ t
0
‖(Db,Dz)‖L∞ dτ
)
whenever 1 + εb/
√
2 remains bounded and bounded away from zero. In other words, the Hs
norms of (b, z)(t) may be bounded in terms of the Hs norms of the initial data provided we
have a control over (Db,Dz) in L1([0, t];L∞). If s > N/2 + 1, it follows from the Sobolev
embedding that ‖(Db,Dz)‖L∞ may be bounded by ‖(b, z)‖Hs so that the above inequality
leads to an explicit differential inequality for ‖(b, z)(t)‖Hs and it is then straightforward to
close the estimate for times of order ‖(b0, z0)‖−1Hs .
The proof of Theorem 2 is based on elementary energy estimates for the system satisfied
by (aε, uε)− (a, u), the source term of which being controlled thanks to Theorem 1.
As mentioned above, the proofs of Theorem 3 and Theorem 4 rely on dispersive properties
of the equation. More precisely, we provide in Proposition 4 some Strichartz type estimates
(in the spirit of the pioneering work by R. Strichartz in [29] and of the paper by J. Ginibre
and G. Velo [17]) tailored for the operator Lε. Let us emphasize that related estimates
have been used by the second author in [14] for the study of slightly compressible fluids
and by S. Gustafson, K. Nakanishi and T.P. Tsai in [19] for the Gross-Pitaevskii equation.
These estimates allow to improve the control on the term ‖(Db,Dz)‖L∞ appearing in the
key inequality of Proposition 1. Indeed, it turns out that in dimension N ≥ 2, one gets
an additional bound for ε
− 1
p ‖(Db,Dz)‖Lp([0,t];L∞) for some p ∈ [2,∞[ depending on the
dimension.
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2. Short time existence and well-posedness for (GP )
This section is devoted to the proof of local well-posedness for (GP ) with suitably smooth
initial data which bounded away from zero. Since such data do not fit in the standard Sobolev
space framework, we introduce, as in [7], the class of maps
V =
{
U ∈ L∞(RN ,C),∇kU ∈ L2(RN ),∀k ≥ 2,∇|U | ∈ L2(RN ), (1 − |U |2) ∈ L2(RN )
}
.
A first short time existence result is given by
Proposition 2. i) Let U ∈ V and s > Max(1, N/2). The Cauchy problem for (GP ) is locally
well-posed in U+Hs(RN ). More precisely, given R > 0 there exists a time T (R) > 0 such that
if ‖Φ0‖Hs ≤ R then there exists a unique solution t 7→ Ψ(t) in C0([−T (R), T (R)];U+Hs(RN ))
satisfying the initial time condition
Ψ(0) = U +Φ0.
ii) The flow map Φ0 7→ Φ := Ψ − U is continuous from the ball B(R) of Hs(RN ) into
C0([−T (R), T (R)], U +Hs(RN )).
iii) If Ψ(0) ∈ U +Hs+2(RN ), then t 7→ Ψ(t) belongs to C1([−T (R), T (R)];U +Hs(RN )).
iv) If E(Ψ(0)) < +∞, then
d
dt
E(Ψ(t)) = 0, ∀t ∈ (−T (R), T (R)).
v) If E(Ψ(0)) < +∞, then
‖Ψ(t)−Ψ(0)‖L2(RN ) ≤ C exp(C|t|), ∀t ∈ (−T (R), T (R)),
where the constant C depends only on E(Ψ(0)).
The proof of Proposition 2 statements i) to iii) is similar to that of [7] Proposition 3, and
follows directly from classical semi-group theory with locally lipschitz nonlinearities (see e.g.
[8] Section 4.3). For the proof of iv) we invoke the conservation of energy for sufficiently
regular solutions (say in U +Hs+2(RN )) and then pass to the limit using well-posedness in
U +Hs(RN ). This only requires s > 1. For the proof of v), we refer to [7] Lemma 3.
Remark 6. In view of Proposition 2, if s > 1+N/2 then for Ψ0 in V+Hs+1(RN ) there exists
a maximal time of existence T s(Ψ0) and a unique solution u ∈ C([0, T s(Ψ0)),Ψ0+Hs+1(RN ))
such that Ψ(0) = Ψ0. Moreover, either
T s(Ψ0) = +∞ or lim sup
t→T s(Ψ0)
‖Ψ(t)−Ψ(0)‖Hs+1(RN ) = +∞,
and the map Ψ0 7→ T s(Ψ0) is upper semi continuous for the Hs+1 distance.
3. Proof of Proposition 1, and related results
Setting X ≡ (b,Re z, Im z) ∈ R2N+1, system (9) may be recast in a more abstract form as
(11) ∂tX =
N∑
j=1
Ajε∂jX +Nε(X)
where the (2N + 1)−matrices Ajε are symmetric, and represent the linear one order terms of
the r.h.s. of the system, whereas Nε stands for the nonlinear and second order terms. The
matrices Ajε are constant, and contain terms which diverge as ε
−1. If the term Nε were not
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present in (11), then one would have a linear symmetric hyperbolic system, and therefore
conservation of all the Hk norms of X. Indeed, if
(12) ∂tY =
N∑
j=1
Ajε∂jY
then,
1
2
d
dt
‖DkY ‖2L2 =
∫
RN
〈Dk∂tY,DkY 〉 =
N∑
j=1
∫
RN
〈Ajε∂jDkY,DkY 〉,
and, using the symmetry of the matrices,
(13)
N∑
j=1
∫
RN
〈Ajε∂jDkY,DkY 〉 =
N∑
j=1
∫
RN
〈∂jDkY,AjεDkY 〉 = −
N∑
j=1
∫
RN
〈DkY,Ajε∂jDkY 〉.
Therefore ‖DkY ‖2L2 is time independent.
Owing to the additional term Nε(X), proving Sobolev estimates (or even energy estimates)
for (11) is more involved. The reason why is that the function Nε contains terms of rather
different nature from the “algebraic” point of view:
• semi-linear first order terms, namely −Rez∇b− bdiv(Rez), and −∇(z·z2 ),• the linear second order term −i∆z.
It is not clear however that adding this latter terms to (12) would not change the computation
in (13). To deal with the semi-linear first order terms, we will have to introduce the quantity
Γs(b, z) which is different from ‖DsX‖L2 since the z part is weighted by the weight 1 + ε√2b.
This weight plays somehow the role of a symmetrizer. To control its influence (in particular
on the second order term), we invoke the relation between the weight and z, namely
(14) −∇
(
1 +
ε√
2
b
)
=
(
1 +
ε√
2
b
)
Imz
which, in some sense, represents a gain of one derivative. When s is an integer, the compu-
tation is a little more explicit. Therefore we present that case first.
3.1. Proof when s in an integer. In this paragraph, we assume that s = k for some
k ∈ N. Throughout, it is understood that for z1 ∈ CN and z2 ∈ CN the notation 〈z1, z2〉
stands for the inner product in R2N between the vectors (Re z1, Im z1) and (Re z2, Im z2). We
first compute the time derivative of Γk(b, z), namely we have
d
dt
∫
RN
(1 +
ε√
2
b)〈Dkz,Dkz〉+ 〈Dkb,Dkb〉
= 2
∫
RN
(1 +
ε√
2
b)〈Dkz,Dk∂tz〉+ 〈Dkb,Dk∂tb〉+
∫
RN
ε√
2
∂tb〈Dkz,Dkz〉
= I1 + I2 + I3.
(15)
Step 1: Expansion of I1 and I2.
In I1 + I2, we replace ∂tz and ∂tb by their values according to (9), and expand the corre-
sponding expressions. This yields
I1 = 2(I1,1 + I1,2 + I1,3 + I1,4 + I1,5) and I2 = 2(I2,1 + I2,2)
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where
I1,1 =
∫
RN
〈Dkz,Dk(−
√
2
ε
∇b)〉, I2,1 =
∫
RN
〈Dkb,Dk(−
√
2
ε
div(Rez))〉,
I1,2 =
∫
RN
b〈Dkz,Dk(−∇b)〉, I2,2 =
∫
RN
〈Dkb,Dk(−div(bRez))〉.
I1,3 =
∫
RN
〈Dkz,Dk(i∆z)〉,
I1,4 =
∫
RN
ε√
2
b〈Dkz,Dk(i∆z)〉,
I1,5 =
∫
RN
(1 +
ε√
2
b)
〈
Dkz,Dk
(−∇(z · z
2
)
)〉
,
Step 2: Both I1,3 and I1,1 + I2,1 vanish.
This is a consequence of the properties of the linear part of the equation as explained
before. It follows by integration by parts, and, for I1,1 + I2,1, from the fact that b is real
valued.
Step 3: Estimates for I1,2 + I2,2.
Integrating by parts in I2,2 then using Leibniz formula, we obtain
I1,2 + I2,2 =
∫
RN
〈Dk(∇b),Dk(bRez)− bDkz〉
=
∫
RN
〈Dk(∇b),DkbRez〉+
k−1∑
j=1
∫
RN
〈Dk(∇b),DjbDk−jRez〉
=
∫
RN
〈∇|D
kb|2
2
,Rez〉 −
k−1∑
j=1
∫
RN
〈Dkb,div(DjbDk−jRez)〉
= −
∫
RN
|Dkb|2
2
div(Rez)−
k−1∑
j=1
∫
RN
〈Dkb,div(DjbDk−jRez)〉.
For the first term, we write∣∣∣∣∫
RN
|Dkb|2 div(Rez)
∣∣∣∣ ≤ ‖Dz‖L∞‖b‖2Hk .
In order to bound the second term , one may rely on Lemma 3 in the Appendix which yields,
for j = 1, · · · , k − 1,∫
RN
|〈Dkb,div(DjbDk−j| ≤ C‖(Db,Dz)‖L∞
(
‖b‖2Hk + ‖z‖2Hk
)
.
Combining the two last inequalities we obtain
(16) |I1,2 + I2,2| ≤ C‖(Db,Dz)‖L∞
(
‖b‖2Hk + ‖z‖2Hk
)
.
Step 4: Estimates for 2I1,4 + 2I1,5 + I3.
The sum of these three terms presents a remarkable compensation. Indeed, integrating by
parts in I1,4 we obtain
I1,4 = −
∫
RN
ε√
2
∇b〈Dkz,Dk(i∇z)〉,
where we used the pointwise identity 〈Dk(∇z),Dk(i∇z)〉 = 0.
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Using identity (14), we are led to
I1,4 =
∫
RN
(1 +
ε√
2
b)〈Dkz,Dk(i∇z)〉Imz.
Next, we turn to I1,5. First, expanding ∇(z·z2 ), we get
I1,5 = −
∫
RN
(1 +
ε√
2
b)〈Dkz,Dk(z · ∇z)〉
= −
∫
RN
(1 +
ε√
2
b)〈Dkz,Dk(∇z) · z〉 −
k−1∑
j=0
∫
RN
(1 +
ε√
2
b)〈Dkz,Dj(∇z) ·Dk−jz〉
= I ′1,5 + I
′′
1,5.
Relying once more on Lemma 3 of the Appendix, we obtain for j = 0, · · · , k − 1,
(17) I ′′1,5 ≤ C
(
1 + ε‖b‖L∞
)‖Dz‖L∞‖z‖2Hk .
To estimate the first term I ′1,5, we use the algebraic identity
〈z1, ζ z2〉 = 〈z1, z2〉Re ζ + 〈z1, iz2〉Im ζ ∀z1, z2 ∈ CN ,∀ζ ∈ C.
This yields for all j ∈ {1, · · · , N},
(1 +
ε√
2
b)〈Dkz,Dk(∂jz) · zj〉 = (1 + ε√
2
b)
[
〈Dkz,Dk(∂jz)〉Re zj + 〈Dkz,Dk(i∂jz)〉Im zj
]
= (1 +
ε√
2
b)
[
Re zj∂j(
|Dkz|2
2
) + 〈Dkz,Dk(i∂jz)〉Im zj
]
so that, integrating by parts in the first integral,
2
(
I ′1,5 + I1,4
)
+ I3 = −
∫
RN
(1 +
ε√
2
b)Re z · ∇|Dkz|2 +
∫
RN
ε√
2
∂tb〈Dkz,Dkz〉
=
∫
RN
div
((
1 +
ε√
2
b
)
Re z
)
|Dkz|2 +
∫
RN
ε√
2
∂tb |Dkz|2.
Since system (9) is satisfied, one can now conclude that
(18) 2I ′1,5 + 2I1,4 + I3 = 0.
Step 5: Proof of Proposition 1 completed when s is an integer.
Under condition (10), there exists a constant C depending only on k, m and such that
(19) ‖(b, z)‖2Hk ≤ C
(
Eε(Υε) + Γ
k(b, z)
)
.
Hence, combining (15), (16), (17) and (18) completes the proof. 
3.2. Generalization of Proposition 1. In this section, we extend Proposition 1 to the
case of Sobolev spaces with noninteger exponents. The proof that we propose is based on a
Littlewood-Paley decomposition and actually covers the case of Besov spaces Bs2,r as well.
We first recall the notion of Littlewood-Paley decomposition. Let (χ,ϕ) being smooth
compactly supported functions such that
(1) χ is supported in B(0, 4/3),
(2) ϕ is supported in the annulus C(0, 3/4, 8/3),
(3) ∀ξ ∈ RN , χ(ξ) +∑q∈N ϕ(2−qξ) = 1.
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We denote3 Sq := χ(2
−qD), ∆q := ϕ(2−qD) for q ∈ N, and ∆−1 := S0 = χ(D). We have
Sq =
∑q−1
p=−1∆p and u =
∑
q≥−1∆qu whenever u is in S ′(RN ). Moreover, we have
(20) |p − q| > 1 =⇒ ∆q∆pu = 0 and |p− q| > 4 =⇒ ∆q(Sp−1u∆pv) = 0.
The Littlewood-Paley decomposition is defined by the identity
u =
∑
q≥−1
∆qu
and makes sense for arbitrary tempered distributions. Furthermore, it is not difficult to check
that Hs(RN ) coincides with the space of tempered distributions u such that( ∑
q≥−1
22qs‖∆qu‖2L2
) 1
2
<∞
and the left-hand side of this inequality defines a norm on Hs(RN ) which is equivalent to the
usual one. More generally, one can define the Besov space Bs2,r(R
N ) as the set of tempered
distributions u such that
‖u‖Bs
2,r
:=
∥∥2qs‖∆qu‖L2‖ℓr <∞.
For r = 2, we recover the usual Sobolev space since Hs(RN ) = Bs2,2(R
N ) with equivalent
norms.
The remainder of this section is devoted to the proof of the following proposition.
Proposition 3. Let s > 0 and r ∈ [1,∞]. Assume that Υε is a solution to (5) such that
(b, z) ∈ C1([0, T ];Bs+12,r )∩C0([0, T ];W 1,∞) for some T > 0, and that m := infx,t |Υε(x, t)| > 0.
There exists a constant K depending only on m, s and N such for any time t ∈ [0, T ] we
have
(21)
d
dt
∫ (
1+
ε√
2
b
)
22qs|∆qz|2+22qs|∆qb|2 ≤ Kcq(1+ε‖b‖L∞ )‖(Db,Dz)‖L∞‖(Db,Dz)‖Bs−1
2,r
where the sequence (cq)q≥−1 satisfies ‖(cq)‖ℓr = 1.
Remark 7. Remark that if we assume that
|Υε(x, t)|±1 ≤M for all (x, t) ∈ RN × [0, T ],
then a ℓr summation and a time integration in (21) implies that we have for some constant
K depending only on M, s and N,
‖(b, z)(t)‖Bs
2,r
≤ K
(
‖(b, z)(0)‖Bs
2,r
+
∫ t
0
‖(Db,Dz)(τ)‖L∞‖(b, z)(τ)‖Bs
2,r
dτ
)
.
In particular, taking r = 2 yields
‖(b, z)(t)‖Hs ≤ K
(
‖(b, z)(0)‖Hs +
∫ t
0
‖(Db,Dz)(τ)‖L∞‖(b, z)(τ)‖Hs dτ
)
.
3According to a classical convention, ψ(D) will stand for the Fourier multiplier of symbol ψ(ξ).
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Proof. The proof works follows almost the same lines as the case in the Sobolev case with
integer exponents: the main point is to replace the differential operator Dk by the Littlewood-
Paley operator ∆q. Throughout the computation, several commutators will appear, which
may be dealt with thanks to Lemma 4. The starting point is the following computation
d
dt
∫
RN
{
(1 +
ε√
2
b)〈∆qz,∆qz〉+ |∆qb|2
}
= 2
∫
RN
{
(1 +
ε√
2
b)〈∆qz,∆q∂tz〉+∆qb∆q∂tb
}
+
∫
RN
ε√
2
∂tb〈∆qz,∆qz〉
= Iq1 + I
q
2 + I
q
3 .
As in Section 3.1, we split Iq1 and I
q
2 into
Iq1 = 2(I
q
1,1 + I
q
1,2 + I
q
1,3 + I
q
1,4 + I
q
1,5) and I
q
2 = 2(I
q
2,1 + I
q
2,2)
where
Iq1,1 =
∫
RN
〈∆qz,∆q(−
√
2
ε
∇b)〉, Iq2,1 =
∫
RN
∆qb∆q(−
√
2
ε
div(Rez)),
Iq1,2 =
∫
RN
b〈∆qz,∆q(−∇b)〉, Iq2,2 =
∫
RN
∆qb∆q(−div(bRez)).
Iq1,3 =
∫
RN
〈∆qz,∆q(i∆z)〉,
Iq1,4 =
∫
RN
ε√
2
b〈∆qz,∆q(i∆z)〉,
Iq1,5 =
∫
RN
(1 +
ε√
2
b)〈∆qz,∆q(−∇(z · z
2
)〉,
As in Section 3.1, both Iq1,3 and I
q
1,1 + I
q
2,1 vanish. Next, in order to deal with I
q
1,2 + I
q
2,2, one
may integrate by parts in Iq2,2. We find that
Iq1,2 + I
q
2,2 =
∫
RN
〈∇∆qb,∆q(bRez)− b∆qRe z〉
=
∫
RN
∆qb
(
b∆qdiv Re z −∆q(bdiv Re z)
)
+
∫
RN
∆qb
(∇b ·∆qRe z −∆q(∇b · Re z))
=
∫
RN
∆qb [b,∆q]div Re z +
∫
RN
∆qb∇b ·∆qRe z
−
∫
RN
∆qb∆q∇b · Re z +
∫
RN
∆qb[Re z,∆q] · ∇b
=
∫
RN
∆qb[b,∆q]div Re z +
∫
RN
∆qb∇b ·∆qRe z
+
1
2
∫
RN
(∆qb)
2divRe z +
∫
RN
∆qb [Re z,∆q] · ∇b.
For the second and third term, we have∣∣∣∣∫
RN
∆qb∇b ·∆qRe z
∣∣∣∣ ≤ ‖Db‖L∞‖∆qb‖L2‖∆qz‖L2 ,∣∣∣∣∫
RN
|∆qb|2 divRez
∣∣∣∣ ≤ ‖div z‖L∞‖∆qb‖2L2 .
14 F. BETHUEL, R. DANCHIN, AND D. SMETS
The first and last terms may be bounded according to Lemma 4. We find that for some
sequence (cq)q≥−1 such that ‖(cq)‖ℓr = 1,∣∣∣∣∫
RN
∆qb [b,∆q]div Re z
∣∣∣∣ ≤ Ccq2−qs(‖Db‖L∞‖div z‖Bs−1
2,r
+ ‖div z‖L∞‖Db‖Bs−1
2,r
)‖∆qb‖L2 ,∣∣∣∣∫
RN
∆qb [Re z,∆q]∇b
∣∣∣∣ ≤ Ccq2−qs(‖Dz‖L∞‖Db‖Bs−1
2,r
+ ‖Db‖L∞‖Dz‖Bs−1
2,r
)‖∆qb‖L2 .
Combining the previous inequalities, we obtain
(22) |Iq1,2 + Iq2,2| ≤ Ccq2−qs
(‖Dz‖L∞‖Db‖Bs−1
2,r
+ ‖Db‖L∞‖Dz‖Bs−1
2,r
)‖∆qb‖L2 .
To finish with, let us prove that
(23) |2Iq1,4 + 2Iq1,5 + Iq3 | ≤ Ccq
(
1 + ε‖b‖L∞
)‖Dz‖L∞‖Dz‖Bs−1
2,r
‖∆qz‖L2 .
Integrating by parts in Iq1,4, and using the pointwise identity 〈∆q∇z,∆q(i∇z)〉 = 0 and (14),
we derive the identity
Iq1,4 =
∫
RN
(1 +
ε√
2
b)〈∆qz,∆q(i∇z)〉Imz.
Next, expanding ∇(z·z2 ), we are led to
Iq1,5 = −
∫
RN
(1 +
ε√
2
b)〈∆qz,∆q(∇z) · z〉+
∫
RN
(1 +
ε√
2
b)〈∆qz,∆q∇z · z −∆q(z · ∇z)〉
= I ′q1,5 + I
′′q
1,5.
On the one hand, Lemma 4 ensures that I ′′q1,5 may be bounded by the right-hand side of
(23). On the other hand, mimicking the computations made in Section 3.1, we get
2
(
I ′q1,5 + I
q
1,4
)
+ Iq3 = −
∫
RN
(1 +
ε√
2
b)Re z · ∇|∆qz|2 +
∫
RN
ε√
2
∂tb〈∆qz,∆qz〉
=
∫
RN
div
((
1 +
ε√
2
b
)
Re z
)
|∆qz|2 +
∫
RN
ε√
2
∂tb |∆qz|2
so that, since system (9) is satisfied,
2I ′q1,5 + 2I
q
1,4 + I
q
3 = 0.
This completes the proof of (23), and thus of (21). 
4. Proof of Theorems 1 and 2
We first notice that by Sobolev embedding and the definition of aε there exists a constant
C1(s,N) ≥ 1 independent of ε such that if C1(s,N)ε‖aε‖Hs+1 ≤ 1 then
(24) ρ±1ε ≤ 2.
The constant C(s,N) will be required to satisfy C(s,N) > C1(s,N), so that in particular
ρ±1ε (·, 0) < 2. If we denote by Ψ0 the corresponding initial datum for (GP ) then one may
prove that Ψ0 ∈ V+Hs+1(RN ). In fact, it turns out that for any smooth nonnegative function
α compactly supported in RN and satisfying
∫
α = 1 the function U := Ψ ∗ α belongs to
V and Ψ0 − U belongs to Hs+1(RN ) (see e.g. [16]). Therefore, by virtue of Proposition 2,
equation (GP ) possesses a unique solution Ψ in Ψ0 +Hs+1 on some time interval [0, T ].
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Proof of Theorem 1
Step 1: In a first step, we assume that in addition (a0ε, u
0
ε) ∈ Hs+3×Hs+2. By Proposition
2 iii) combined with an appropriate change of variable, equation (5) has a unique maximal
solution Υε in V + C1([0, T s);Hs+1(RN )). We introduce the stopping time
t0 = Sup
{
0 ≤ t < T s s.t. ρ±1ε ≤ 2 and A(τ) ≤ 2A(0), ∀τ ∈ [0, t]
}
,
where we have set4
A(t) := Γs(b(·, t), z(·, t)) +Eε(Υε(·, t)).
By continuity and the fact that ρ(·, 0) > 12 , we have t0 > 0. Next, we apply Proposition 1
on the interval [0, t0), which yields the inequality
d
dt
Γs(b, z) ≤ C2(s,N)‖(Db,Dz)‖L∞ (Γs(b, z) + Eε(Υε)) .
On the one hand, by conservation of energy, we have on [0, T ),
d
dt
Eε(Υε) = 0.
On the other hand, by Sobolev embedding and (19), we have
‖(Db,Dz)‖2L∞ ≤ C3(s,N) (Γs(b, z) + Eε(Υε)) .
Therefore, after summation we are led to
d
dt
A(t) ≤ C4(s,N)A(t)3/2 on [0, t0).
Integrating this inequality we obtain
A(t) ≤ A(0)
(1− C4(s,N)
√
A(0)t/2)2
whenever t < t1 := min(t0,
2√
A(0)C4
).
Notice that, owing to (24) and to the definition of Γs, we have
(25)
1
2
‖(a0ε, u0ε)‖Hs+1×Hs ≤
√
A(0) ≤ 2‖(a0ε , u0ε)‖Hs+1×Hs .
Therefore, choosing C(s,N) sufficiently large, we have, for t ≤ t∗ := 1C(s,N)‖a0ε ,u0ε‖Hs+1×Hs ,
C4(s,N)
√
A(0)t/2 ≤ C5(s,N)‖(a0ε , u0ε)‖Hs+1×Hs ·
1
C(s,N)‖(a0ε, u0ε)‖Hs+1×Hs
≤ 1
2
,
so that
A(t) ≤ 2A(0) whenever t ≤ min(t0, t∗).
For such t, we then have
ε‖(aε(·, t
ε
), uε(·, t
ε
)‖Hs+1×Hs ≤ C6(s,N)ε‖(a0ε , u0ε‖Hs+1×Hs ≤
C6(s,N)
C(s,N)
so that condition (24) is satisfied provided C(s,N) is chosen sufficiently large. It follows
that t0 > t∗. The case where s 6∈ N follows from the same arguments. It suffices to apply
Proposition 3 with r = 2 instead of Proposition 1. The conclusion in Theorem 1 therefore
holds in the case considered in this step.
Step 2: The general case. In order to prove Theorem 1 in the general case, we mollify the
inital datum by an approximation of the identity and then rely on Case 1 and the continuity
of the flow map on C0([0, T ]; Ψ0+Hs+1). The details are standard and left to the reader. 
4For expository purposes, we assume here that s is an integer number.
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Proof of Theorem 2
We notice that (a˜ε, u˜ε) := (aε, uε)− (a, u) satisfies the wave equation{
∂ta˜ε +
√
2 div u˜ε = εdiv f
1
ε ,
∂tu˜ε +
√
2∇a˜ε = ε∇
(
g1ε + 2g
2
ε
)
with null initial datum and
f1ε := −aεuε, g1ε := −|uε|2 and g2ε :=
∆
√√
2 + εaε√√
2 + εaε
·
Using basic energy estimates for the wave equation, we readily get
(26) ‖(a˜ε, u˜ε)(t)‖Hs−2 ≤
∫ t
0
(‖f1ε ‖Hs−1 + ‖g1ε‖Hs−1 + 2‖g2ε‖Hs−1) dτ.
Now, as Hs−1 is an algebra, one can write
‖f1ε ‖Hs−1 ≤ C‖aε‖Hs−1‖uε‖Hs−1 and ‖g1ε‖Hs−1 ≤ C‖uε‖2Hs−1 ,
whence, according to Theorem 1,
(27) ‖f1ε ‖Hs−1 + ‖g1ε‖Hs−1 ≤ C‖(a0ε, u0ε)‖2Hs+1×Hs for all t ∈ [0, Tε).
In order to bound the last term in (26), we notice that, under condition (24), there exist two
smooth functions K1 and K2 vanishing at 0 and such that
g2ε =
ε
4
∆aε + εK1(εaε)∆aε + ε∇aε · ∇K2(εaε).
Therefore, applying Proposition 6 yields
‖g2ε‖Hs−1 ≤ C
(
ε‖aε‖Hs+1 + ε2‖aε‖Hs−1‖aε‖Hs+1 + ε2‖aε‖2Hs
)
,
so that, using the bounds provided by Theorem 1,
(28) ‖g2ε‖Hs−1 ≤ C
(
ε‖(a0ε , u0ε)‖Hs+1×Hs + ε2‖(a0ε, u0ε)‖2Hs+1×Hs
)
for all t ∈ [0, Tε).
Using inequalities (27) and (28) in (26), it is now easy to complete the proof of Theorem 2. 
Remark 8. Using Proposition 3, the results in Theorem 1 and Theorem 2 can be extended
to the spaces Bs+12,r ×Bs2,r instead of Hs+1×Hs whenever Bs2,r embeds continuously in W 1,∞.
The Besov spaces framework allows to get a result for the critical regularity s = 1+N/2 since
B
1+N/2
2,1 →֒W 1,∞ (whereas H1+N/2 6 →֒W 1,∞).
5. Proof of Theorems 3 and 4
As mentioned in the introduction, our proofs will be based on the dispersive properties of
the linearized system (7) about (0, 0), namely
(29)

∂tb+
√
2
ε
divv = f,
∂tv +
√
2
ε
∇b−
√
2ε∇∆b = g.
More precisely, we shall use the following result, the proof of which is presented in the
Appendix.
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Proposition 4. Let (b, v) solve system (29) on [0, T ]×RN . There exists a smooth compactly
supported function χ with value 1 near the origin such that for all ε > 0, if we denote
(30) bℓ := χ(εD)b, bh := (1− χ(εD))b, vℓ := χ(εD)v and vh := (1− χ(εD))v
then the following a priori estimates hold true for some constant C depending only on N :
• if N ≥ 4 then ‖(b, v)ℓ‖L2
T
(C0,1) ≤ Cε
1
2
(
‖(b0, v0)ℓ‖
B
N
2
+ 1
2
2,1
+ ‖(f, g)ℓ‖
L1
T
(B
N
2
+1
2
2,1 )
)
• if N = 3 then for all p > 2, ‖(b, v)ℓ‖Lp
T
(C0,1)≤Cε
1
p
(
‖(b0, v0)ℓ‖
B
5
2
−1p
2,1
+‖(f, g)ℓ‖
L1
T
(B
5
2
−1p
2,1
)
)
• if N = 2 then ‖(b, v)ℓ‖L4
T
(C0,1) ≤ Cε
1
4
(
‖(b0, v0)ℓ‖
B
7
4
2,1
+ ‖(f, g)ℓ‖
L1
T
(B
7
4
2,1
)
)
• if N ≥ 3 then ‖(ε∇b, v)h‖L2
T
(C0,1) ≤ C
(
‖(ε∇b0, v0)h‖
B
N
2
2,1
+ ‖(ε∇f, g)h‖
L1
T
(B
N
2
2,1)
)
• if N = 2 then for all p > 2,
‖(ε∇b, v)h‖Lp
T
(C0,1) ≤ C
(
‖(ε∇b0, v0)h‖
B
2− 2p
2,1
+ ‖(ε∇f, g)h‖
L1
T
(B
2− 2p
2,1
)
)
.
Throughout the proof of Theorem 3, we shall use freely the following inequalities which
are proved in the Appendix:
Lemma 1. With the notation used in Proposition 4, there exists a constant C > 0 depending
only on N and σ > 0 such that, under condition (24),
C−1‖(b, z)‖Bσ
2,r
≤ ‖(b, v)ℓ‖Bσ
2,r
+‖(ε∇b, v)h‖Bσ
2,r
≤ C‖(b, z)‖Bσ
2,r
for r ∈ [1,∞],(31)
C−1‖(b, z)‖C0,1 ≤ ‖(b, v)ℓ‖C0,1 + ‖(ε∇b, v)h‖C0,1 ≤ C‖(b, z)‖C0,1 .(32)
5.1. Proof of Theorem 3 in the case N ≥ 4. According to Proposition 4, the linear
system (29) possesses better dispersive properties in high dimension N ≥ 4. Therefore, we
shall first prove Theorem 3 in this case.
Assume that we are given some map Ψ solution of (GP ) with datum Ψ0, satisfying (b, z) ∈
C1([0, T ];Hs) and
(33)
1
2
≤ ρ ≤ 2 on [0, T ].
Integrating the inequality in Proposition 3 in the case r = 2 and taking inequality (33) into
account yields for all t ∈ [0, T ],
‖(b, z)(t)‖Hs ≤ 2‖(b0, z0)‖Hs + C
∫ t
0
‖(Db,Dz)‖L∞‖(b, z)‖Hs dτ,
whence, according to Cauchy-Schwarz inequality and to inequality (32),
(34) ‖(b, z)‖L∞t (Hs)≤2‖(b0, z0)‖Hs+Ct
1
2
(‖(b, v)ℓ‖L2t (C0,1)+‖(ε∇b, v)h‖L2t (C0,1))‖(b, z)‖L∞t (Hs).
In order to bound (b, v)ℓ and (ε∇b, v)h in L2([0, T ];C0,1), we shall take advantage of Propo-
sition 4. As N ≥ 4 and (b, v) satisfies system (29) with source terms5
f := −div (bv) and g := g1 + g2 with g1 := −∇|v|2 and g2 :=
√
2 ε∇div (b Im z),
5To get the formula for g2, it suffices to use (7) and the identities (6), (14) which imply that
∆ρ
ρ
= −div Im z and
ε
√
2
∆b = −
ε
√
2
div (b Im z)− div Im z.
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we get for all t ∈ [0, T ],
‖(b, v)ℓ‖L2t (C0,1) ≤ Cε
1
2
(‖(b0, v0)ℓ‖
B
N
2
+1
2
2,1
+ ‖(f, g)ℓ‖
L1t (B
N
2
+ 1
2
2,1
)
)
,(35)
‖(εDb, v)h‖L2t (C0,1) ≤ C
(‖(εDb0, v0)h‖
B
N
2
2,1
+ ‖(εDf, g)h‖
L1t (B
N
2
2,1)
)
.(36)
We claim that
(37) ε
1
2‖(b0, v0)ℓ‖
B
N
2
+ 1
2
2,1
+ ‖(εDb0, v0)h‖
B
N
2
2,1
≤ Cε 12 ‖(b0, z0)‖
B
N
2
+1
2
2,1
.
In fact, for the high frequency part of the datum, one may exchange the factor ε
1
2 against
half a derivative. This is due to the fact that for all σ ∈ R, α > 0 and φ ∈ Bs+α2,1 , we have
(38) ‖φh‖Bs
2,1
≤ Cεα‖φh‖Bs+α
2,1
.
Indeed, owing to the support properties of function χ, one may write for some suitable ε0 > 0,
‖φh‖Bs
2,1
=
∑
2qε≥ε0
2qs‖∆qφh‖L2 ≤
( ε
ε0
)α ∑
2qε≥ε0
2q(s+α)‖∆qφh‖L2 ≤
( ε
ε0
)α
‖φh‖Bs+α
2,1
.
Therefore
ε
1
2 ‖(b0, v0)ℓ‖
B
N
2
+1
2
2,1
+ ‖(εDb0, v0)h‖
B
N
2
2,1
≤ Cε 12 (‖(b0, v0)ℓ‖
B
N
2
+ 1
2
2,1
+ ‖(εDb0, v0)h‖
B
N
2
+ 1
2
2,1
)
and applying inequality (31) gives (37).
It follows from the previous discussion that the problem reduces to finding suitable bounds
for (f, g)ℓ in L
1([0, T ];B
N
2
+ 1
2
2,1 ), and for (ε∇f, g)h in L1([0, T ];B
N
2
2,1). For that purpose, we use
standard tame estimates for the product of functions in Besov spaces which are stated in
Proposition 5. This yields
‖fℓ‖
B
N
2
+1
2
2,1
≤ C‖bv‖
B
N
2
+3
2
2,1
≤ C(‖b‖L∞‖v‖
B
N
2
+ 3
2
2,1
+ ‖v‖L∞‖b‖
B
N
2
+3
2
2,1
)
,
‖(g1)ℓ‖
B
N
2
+ 1
2
2,1
≤ C‖|v|2‖
B
N
2
+3
2
2,1
≤ C‖v‖L∞‖v‖
B
N
2
+ 3
2
2,1
.
To deal with the term (g2)ℓ, we notice that for all σ ∈ R and φ ∈ Bσ2,1, we have
(39) ‖ε∇φℓ‖Bσ
2,1
≤ C‖φℓ‖Bσ
2,1
.
Indeed, owing to the support properties of Supp φ̂ℓ and Parseval formula, we have for some
ε1 > ε0,
‖ε∇φℓ‖Bσ
2,1
=
∑
2qε≤ε1
2qσε‖∇∆qφℓ‖L2 ≤
∑
2qε≤ε1
(ε2q)2qσ‖∆qφℓ‖L2 ≤ ε1‖φℓ‖Bσ2,1 .
Therefore,
‖(g2)ℓ‖
B
N
2
+ 1
2
2,1
≤ C‖b Im z‖
B
N
2
+3
2
2,1
,
≤ C(‖b‖L∞‖Im z‖
B
N
2
+3
2
2,1
+ ‖Im z‖L∞‖b‖
B
N
2
+ 3
2
2,1
)
.
Summing the inequalities above, we end up with
(40) ‖(f, g)ℓ‖
B
N
2
+ 1
2
2,1
≤ C‖(b, z)‖L∞‖(b, z)‖
B
N
2
+3
2
2,1
.
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To deal with the high-frequency terms, we use Proposition 5 once more. We obtain
‖ε∇fh‖
B
N
2
2,1
≤ Cε‖bv‖
B
N
2
+2
2,1
≤ Cε(‖b‖L∞‖v‖
B
N
2
+2
2,1
+ ‖v‖L∞‖b‖
B
N
2
+2
2,1
)
,(41)
‖(g2)h‖
B
N
2
2,1
≤ Cε‖b Im z‖
B
N
2
+2
2,1
≤ Cε(‖b‖L∞‖Im z‖
B
N
2
+2
2,1
+ ‖Im z‖L∞‖b‖
B
N
2
+2
2,1
)
.(42)
A direct estimate of (g1)h would give a term of order 1. To get the factor ε, one may first
take advantage of inequality (38) so as to get,
‖(g1)h‖
B
N
2
2,1
≤ Cε‖g1‖
B
N
2
+1
2,1
,
≤ Cε‖|v|2‖
B
N
2
+2
2,1
,
≤ Cε‖v‖L∞‖v‖
B
N
2
+2
2,1
.
The above inequality together with (41) and (42) implies that
(43) ‖(ε∇f, g)h‖
B
N
2
+1
2
2,1
≤ Cε‖(b, z)‖L∞‖(b, z)‖
B
N
2
+2
2,1
.
Finally, inserting inequalities (37), (40), (43) into (35), (36), we end up with
‖(b, v)ℓ‖L2t (C0,1) + ‖(ε∇b, v)h‖L2t (C0,1) ≤ Cε
1
2
(
‖(b0, z0)‖
B
N
2
+ 1
2
2,1
+t
1
2‖(b, z)‖L2t (L∞)‖(b, z)‖L∞t (B
N
2
+2
2,1
)
)
.
Since s > N/2 + 2, we have Hs →֒ B
N
2
+ 1
2
2,1 →֒ B
N
2
+2
2,1 so that
‖(b, v)ℓ‖L2t (C0,1) + ‖(ε∇b, v)h‖L2t (C0,1) ≤ Cε
1
2
(
‖(b0, z0)‖Hs + t
1
2‖(b, z)‖L2t (L∞)‖(b, z)‖L∞t (Hs)
)
.
Let X0 := ‖(b0, z0)‖Hs and X(t) := ‖(b, z)‖L∞t (Hs) + cε−
1
2 ‖(b, z)‖L2t (C0,1) where c = c(S,N)
is some constant which is assumed to be sufficiently small. We deduce from the previous
inequality, (34) and Lemma 1, that, changing possibly the constant C,
(44) X(t) ≤ 3X0 + C
√
εtX2(t).
Therefore, using a stopping time argument similar to the one used in the proof of Theorem
1, we conclude that X(t) ≤ 4X(0) for all t ∈ [0, T ] whenever T satisfies
16CX0
√
εT ≤ 1.
We finally complete the proof of Theorem 3 in the case N ≥ 4 as the end of the proof of
Theorem 1. The details are left to the reader. 
Remark 9. The above proof may be easily adapted to the Besov spaces framework, and in
particular to the case where the data (aε0, u
ε
0) are in B
N
2
+3
2,1 ×B
N
2
+2
2,1 and satisfy
Cε‖(a0ε, u0ε)‖
B
N
2
+3
2,1
×B
N
2
+2
2,1
≤ 1.
As an easy consequence, we discover that under the conditions of Theorem 3 there exists a
constant c independent of s such that |Ψ| remains bounded away from zero up to time
c
ε2‖(a0ε, u0ε)‖2
B
N
2
+3
2,1 ×B
N
2
+2
2,1
·
20 F. BETHUEL, R. DANCHIN, AND D. SMETS
5.2. Proof of Theorem 3 in the case N = 3. The proof Theorem 3 in the three-
dimensional case relies on very similar arguments: however, the endpoint inequality pertain-
ing to p = 2 in Proposition 4 does not hold for N = 3 and has to be replaced by slightly
more technical arguments.
As above, we assume that we are given some suitably smooth map Ψ, solution of (GP )
with datum Ψ0 and satisfying (33). Fix some α ∈ (0, 1), and set p := 1+1/α and p′ = α+1.
Arguing as for the proof (34), we obtain
‖(b, z)‖L∞t (Hs) ≤ 2‖(b0, z0)‖Hs
+C
(
t
1
p′ ‖(b, v)ℓ‖Lpt (C0,1) + t
1
2 ‖(ε∇b, v)h‖L2t (C0,1)
)
‖(b, z)‖L∞t (Hs).(45)
It remains to find appropriate bounds for (b, v)ℓ in L
p([0, T ];C0,1) and (ε∇b, v)h in L2([0, T ];C0,1).
For the low-frequency part of the solution, Proposition 4 ensures that
(46) ‖(b, v)ℓ‖Lpt (C0,1) ≤ Cε
1
p
(‖(b0, v0)ℓ‖
B
5
2
− 1p
2,1
+ ‖(f, g)ℓ‖
L1t (B
5
2
− 1p
2,1
)
)
.
As in the case N ≥ 4, the source terms fℓ and gℓ may be easily bounded thanks to Proposition
5. We end up with
(47) ‖(f, g)ℓ‖
B
5
2
− 1p
2,1
≤ C‖(b, z)‖L∞‖(b, z)‖
B
7
2
− 1p
2,1
.
To deal with the high-frequency terms, we notice that, by virtue of Proposition 4, we have
(48) ‖(εDb, v)h‖L2t (C0,1) ≤ C
(‖(εDb0, v0)h‖
B
3
2
2,1
+ ‖(εDf, g)h‖
L1t (B
3
2
2,1
)
)
.
Taking advantage of Proposition 5 and inequality (38), we get
‖ε∇fh‖
B
3
2
2,1
≤ Cε(‖b‖L∞‖v‖
B
7
2
2,1
+ ‖v‖L∞‖b‖
B
7
2
2,1
)
,
‖(g1)h‖
B
3
2
2,1
≤ Cε‖(g1)h‖
B
5
2
2,1
≤ Cε‖v‖L∞‖v‖
B
7
2
2,1
,
‖(g2)h‖
B
3
2
2,1
≤ Cε(‖b‖L∞‖Im z‖
B
7
2
2,1
+ ‖Im z‖L∞‖b‖
B
7
2
2,1
)
.
Following the lines of the computations leading to inequality (37), it is not difficult to show
that
‖(εDb0, v0)h‖
B
3
2
2,1
≤ Cε‖(b0, z0)‖
B
5
2
2,1
.
It follows that, if s > 7/2 then inequalities (46) to (48) yield
ε−
1
p ‖(b, v)ℓ‖Lpt (C0,1) + ε
−1‖(εDb, v)h‖L2t (C0,1) ≤ C
(
‖(b0, v0)‖Hs
+
(
t
1
p′ ‖(b, v)ℓ‖Lpt (C0,1) + t
1
2‖(ε∇b, v)h‖L2t (C0,1)
)
‖(b, z)‖L∞t (Hs)
)
.
We introduce, for a constant c which is assumed to be arbitrarily small, the quantity
X(t) := ‖(b, z)‖L∞t (Hs) + cε
− 1
p ‖(b, v)ℓ‖Lpt (C0,1) + cε
−1‖(εDb, v)h‖L2t (C0,1).
We obtain, in view of the prevous estimates
X(t) ≤ 3X0 + C
(
ε
1
p t
1
p′ + ε
√
t
)
X2.
Using a standard bootstrap argument, one can conclude that X(t) ≤ 4X(0) for all t ∈ [0, T ]
whenever T satisfies
16C
(
ε
1
p t
1
p′ + ε
√
t
)
X0 ≤ 1.
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It is then straightforward to complete the proof of the theorem. 
Remark 10. As a by-product of the above proof, we see that if the data (aε0, u
ε
0) are in
B
9
2
2,1(R
3)×B
7
2
2,1(R
3) and satisfy
Cε‖(a0ε , u0ε)‖
B
9
2
2,1×B
7
2
2,1
≤ 1
then for all α ∈ (0, 1), there exists a constant c such that |Ψ| remains bounded away from
zero up to time
min
(
c
ε1+α‖(a0ε, u0ε)‖1+α
B
9
2
2,1
×B
7
2
2,1
,
c
ε3‖(a0ε, u0ε)‖2
B
9
2
2,1
×B
7
2
2,1
)
·
Let us also point out that, resorting to the logarithmic Strichartz estimate (as in e.g. [3], Th.
8.27), one may replace the factor ε1+α by ε2
√
log ε−1. However we do not intend to provide
proofs it in this paper.
5.3. Proof of Theorem 3 in the two-dimensional case. Arguing as in the proof of (34),
one may write for all p ≥ 2,
‖(b, z)‖L∞t (Hs) ≤
3
2
‖(b0, z0)‖Hs
+C
(
t
3
4 ‖(b, v)ℓ‖L4t (C0,1) + t
1
p′ ‖(ε∇b, v)h‖Lpt (C0,1)
)
‖(b, z)‖L∞t (Hs).(49)
Therefore it remains to bound (b, v)ℓ in L
4([0, T ];C0,1) and (ε∇b, v)h in Lp([0, T ];C0,1). For
the low-frequency part of the solution, Proposition 4 ensures that
(50) ‖(b, v)ℓ‖L4t (C0,1) ≤ Cε
1
4
(‖(b0, v0)ℓ‖
B
7
4
2,1
+ ‖(f, g)ℓ‖
L1t (B
7
4
2,1
)
)
.
The source terms fℓ and gℓ may be easily bounded thanks to Proposition 5: we get
(51) ‖(f, g)ℓ‖
B
7
4
2,1
≤ C‖(b, z)‖L∞‖(b, z)‖
B
7
4
2,1
.
Let us now focus on the high-frequency part of the solution. Applying Proposition 4 yields
(52) ‖(εDb, v)h‖Lpt (C0,1) ≤ C
(‖(εDb0, v0)h‖
B
2− 2p
2,1
+ ‖(εDf, g)h‖
L1t (B
2− 2p
2,1 )
)
.
Taking advantage of Proposition 5 and inequality (38), we get
‖ε∇fh‖
B
2− 2p
2,1
≤ Cε(‖b‖L∞‖v‖
B
4− 2p
2,1
+ ‖v‖L∞‖b‖
B
4− 2p
2,1
)
,
‖(g1)h‖
B
2− 2p
2,1
≤ Cε‖|v|2‖
B
4− 2p
2,1
≤ Cε‖v‖L∞‖v‖
B
4− 2p
2,1
,
‖(g2)h‖
B
2− 2p
2,1
≤ Cε(‖b‖L∞‖Im z‖
B
4− 2p
2,1
+ ‖Im z‖L∞‖b‖
B
4− 2p
2,1
)
.
Following the computations leading to inequality (37), it is not difficult to show that
‖(εDb0, v0)h‖
B
2− 2p
2,1
≤ Cε‖(b0, z0)‖
B
3− 2p
2,1
.
If we assume that s > 4− 2p then inequalities (46) to (48) imply that
ε−
1
4 ‖(b, v)ℓ‖L4t (C0,1) + ε
−1‖(εDb, v)h‖Lpt (C0,1) ≤ C
(
‖(b0, v0)‖Hs
+
(
t
3
4 ‖(b, v)ℓ‖L4t (C0,1) + t
1
p′ ‖(ε∇b, v)h‖Lpt (C0,1)
)
‖(b, z)‖L∞t (Hs)
)
.
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We introduce as before, for a constant c which is assumed to be sufficiently small, the quantity
X(t) := ‖(b, z)‖L∞t (Hs) + cε−
1
4 ‖(b, v)ℓ‖L4t (C0,1) + cε
−1‖(εDb, v)h‖Lp′t (C0,1),
we get
X(t) ≤ 3X0 + C
(
ε
1
4 t
3
4 + εt
1
p′
)
X2.
It is now easy to complete the proof of the theorem. 
5.4. Proof of Theorem 4. With Theorem 3 at our disposal, we compare the solution
(aε, uε) to the hydrodynamical form (3) of the Gross-Pitaevskii equation, to the solution
(aε, uε) of the linear system Lε(aε, uε) = 0 with the same initial datum. We notice that
(b˜, v˜)(x, t) := (aε − aε, uε − uε)(x, tε) satisfies
∂tb˜+
√
2
ε
div v˜ = f,
∂tv˜ +
√
2
ε
∇b˜−
√
2ε∇∆b˜ = g
with null initial datum, f := −div (bv) and g := −∇(|v|2)−√2ε∇div (b Im z).
By standard energy method, it follows that
‖(b˜, ε∇b˜, v˜)ℓ(t)‖Hs−1 ≤
∫ t
0
‖(f, ε∇f, g)ℓ(τ)‖Hs−1 dτ,
‖(b˜, ε∇b˜, v˜)h(t)‖Hs−2 ≤
∫ t
0
‖(f, ε∇f, g)h(τ)‖Hs−2 dτ.
Parseval equality entails that
(53) ‖(b, ε∇b, v)ℓ‖Hs−1 ≈ ‖(b, v)ℓ‖Hs−1 and ‖(b, ε∇b, v)h‖Hs−2 ≈ ε‖bh‖Hs−1 + ‖vh‖Hs−2 ,
and a similar property holds for (f, g). We remark that, thanks to the low frequency cut-off,
we have
‖ε∇div (b Im z)ℓ‖Hs−1 ≤ C‖div (b Im z)‖Hs−1 .
Therefore, using Lemma 3, we get
(54) ‖(f, g)ℓ‖Hs−1 ≤ C‖(b, z)‖L∞‖(b, z)‖Hs .
In order to bound ‖(ε∇f, g)h‖Hs−2 , we use the fact that
‖(∇|v|2)h‖Hs−2 ≤ Cε‖|v|2‖Hs
so that we end up with the inequality
(55) ‖(ε∇f, g)h‖Hs−2 ≤ Cε‖(b, z)‖L∞‖(b, z)‖Hs .
Combining inequalities (54) and (55) and making use of (53), we obtain that
(56) ‖b˜(t)‖Hs−1 + ‖v˜ℓ(t)‖Hs−1 + ε−1‖v˜h(t)‖Hs−2 ≤ C
∫ t
0
‖(b, z)(τ)‖L∞‖(b, z)‖Hs dτ.
If we assume that N ≥ 4 then, according to inequality (44), we have for some constant C
depending only on s and on N,
‖(b, z)‖L∞t (Hs) + ε−
1
2‖(b, z)‖L2t (C0,1) ≤ C‖(b0, z0)‖Hs for all t ∈ [0, Tε].
Inserting the above inequality in (56) directly implies Theorem 4 in the case N ≥ 4.
The conclusion in the case N = 2, 3 follows from similar arguments. The details are left
to the reader. 
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Appendix A. Tame estimates
We recall several Gagliardo-Nirenberg type inequalities, the proof of which may be found
in [15], provide the proof to Lemma 1, and finally present a commutation result.
Lemma 2. Let k ∈ N and j ∈ {0, · · · , k}. There exists a constant Cj,k depending only on j
and k and such that the following inequality holds true:
‖Djv‖
L
2k
j
≤ Cj,k‖v‖1−
j
k
L∞ ‖Dkv‖
j
k
L2 .
The Gagliardo-Nirenberg inequalities stated above will enable us to prove the following
tame estimates for the product of two functions :
Lemma 3. Let k ∈ N and j ∈ {0, · · · , k}. There exists a constant Ck,N depending only on
(k,N), such that
‖DjuDk−jv‖L2 ≤ Cj,k
(
‖u‖L∞‖Dkv‖L2 + ‖v‖L∞‖Dku‖L2
)
,(57)
‖uv‖Hk ≤ Ck
(
‖u‖L∞‖u‖Hk + ‖v‖L∞‖u‖Hk
)
.(58)
Proof. Note that Leibniz formula combined with inequality (57) yields (58). So let us prove
the first inequality. According to Ho¨lder inequality, we have
‖DjuDk−jv‖L2 ≤ ‖Dju‖
L
2k
j
‖Dk−jv‖
L
2k
k−j
.
This yields (57) if j = 0 or k. Otherwise, using Lemma 2, one can write that
‖DjuDk−jv‖L2 ≤ Ck,N
(
‖u‖1−
j
k
L∞ ‖Dku‖
j
k
L2
)(
‖v‖
j
k
L∞‖Dkv‖
1− j
k
L2
)
,
≤ Ck,N
(
‖u‖L∞‖Dkv‖L2
)1− j
k
(
‖v‖L∞‖Dku‖L2
) j
k
,
and Young inequality leads to (57). 
The tame estimates for the product of two functions extend in every Hs with s ≥ 0 and
in the Besov space framework as follows (see the proof in e.g. [3], Chap. 2).
Proposition 5. For any r ∈ [1,∞] and s > 0 there exists a constant C such that
‖uv‖Bs
2,r
≤ C(‖u‖L∞‖v‖Bs
2,r
+ ‖v‖L∞‖u‖Bs
2,r
)
.
We also recall the following continuity results in Besov spaces for the left-composition (see
again e.g. [3], Chap. 2).
Proposition 6. Let F be a smooth function defined on some open interval I containing 0,
and such that F (0) = 0. For any r ∈ [1,∞], s > 0 and compact subset J of I, there exists a
constant C such that for any function u ∈ Bs2,r valued in J we have
‖F (u)‖Bs
2,r
≤ C‖u‖Bs
2,r
.
Proof of Lemma 1. We assume that condition (33) holds. Using the fact that v = vℓ + vh
and Parseval formula, we easily get
‖v‖Bσ
2,r
≤ ‖vℓ‖Bσ
2,r
+ ‖vh‖Bσ
2,r
≤ 2‖v‖Bσ
2,r
.
Next, because b = bℓ + bh and ε|ξ| ≥ ε0 for ξ ∈ Supp bh, one may write
‖b‖Bσ
2,r
≤ ‖bℓ‖Bσ
2,r
+ ε−10 ‖ε∇bh‖Bσ2,r and ‖bℓ‖Bσ2,r ≤ ‖b‖Bσ2,r .
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According to (14), we have Im z = −∇ log(1 + εb/√2). Therefore, condition (33) and Propo-
sition 6 imply that
‖Im z‖Bσ
2,r
≤ ‖ log(1 + εb/
√
2)‖Bσ+1
2,r
≤ Cε‖b‖Bσ+1
2,r
.
Now, using the definition of the Bσ+12,r norm and of bℓ, bh, one may write for a suitable ε1 > ε0,
ε‖b‖Bσ+1
2,r
≤
∑
ε2q≤ε1
(ε2q) 2qσ‖∆qbℓ‖L2 +
∑
ε2q≥ε0
2qσ (ε2q‖∆qbh‖L2) ≤ C
(‖bℓ‖Bσ
2,r
+ ‖ε∇bh‖Bσ
2,r
)
.
Therefore
‖(b, Im z)‖Bσ
2,r
≤ C(‖bℓ‖Bσ
2,r
+ ‖ε∇bh‖Bσ
2,r
)
.
In order to complete the proof of (31), we still have to show that
(59) ‖ε∇bh‖Bσ
2,r
≤ C‖(b, Im z)‖Bσ
2,r
.
In fact, as L : z 7→ log(1 + z) is a smooth diffeomorphism from (a, b) to L((a, b)) for any
0 < a < b, and vanishes at 0, Proposition 6 enables us to write that
‖ε∇bh‖Bσ
2,r
≤ ‖εb‖Bσ+1
2,r
,
≤ C‖ log(1 + εb√
2
)‖Bσ+1
2,r
,
≤ C(‖ log(1 + εb√
2
)‖Bσ
2,r
+ ‖∇ log(1 + εb√
2
)‖Bσ
2,r
)
,
≤ C(ε‖b‖Bσ
2,r
+ ‖Im z‖Bσ
2,r
)
.
This completes the proof of (59) thus of (31).
Let us now turn to the proof of inequality (32). Because
z = v − i ε√
2
∇b
1 + ε√
2
b
and ∇z = ∇v − i ε√
2
∇2b
1 + ε√
2
b
− iε
2
2
|∇b|2(
1 + ε√
2
b
)2 ,
condition (33) guarantees that
‖(b, z)‖C0,1 ≤ ‖v‖C0,1 + Cε‖∇b‖C0,1 .
Let us notice that, whenever χ˜ ∈ C∞c has value 1 on Suppχ, one may write bℓ = χ˜(ε−1D)bℓ.
Therefore, there exists a L1(RN ;RN ) function k so that
(ε∇b)ℓ = ε∇χ˜(εD)bℓ = ε−Nk(ε−1·) ⋆ bℓ.
This ensures that
ε‖∇b‖C0,1 ≤ ‖(ε∇b)ℓ‖C0,1 + ‖(ε∇b)h‖C0,1 ≤ C‖bℓ‖C0,1 + ‖(ε∇b)h‖C0,1 .
so that
‖(b, z)‖C0,1 ≤ C
(‖(b, v)ℓ‖C0,1 + ‖(εDb, v)h‖C0,1).
The reverse inequality follows from similar arguments. The details are left to the reader. 
The following commutation lemma is central in the proof of Proposition 3.
Lemma 4. Let s > 0, r ∈ [1,∞] and ψ be a smooth function compactly supported in an
annulus {ξ ∈ RN /R1 ≤ |ξ| ≤ R2}. There exists a constant C depending only on ψ and s
such that for all q ∈ N the following estimate holds true:
(60) ‖[a, ψ(2−qD)]f‖L2 ≤ Ccq2−qs
(‖Da‖L∞‖f‖Bs−1
2,r
+ ‖Da‖Bs−1
2,r
‖f‖L∞
)
for some sequence (cq)q∈N with ‖cq‖ℓr = 1.
A similar estimate is true with q = 0 if ψ is only supported in a ball.
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Proof. Decomposing a into a = S0a+ a˜, one may write
(61) [a, ψ(2−qD)]f = [S0a, ψ(2−qD)]f + [a˜, ψ(2−qD)]f.
Remark that, owing to the support properties of ψ, there exists some integer N0 such that
[S0a, ψ(2
−qD)]f =
∑
|q′−q|≤N0
[S0a, ψ(2
−qD)]∆q′f.
Now, according to Lemma 2.93 in [3], we have
‖[S0a, ψ(2−qD)]∆q′f‖L2 ≤ C2−q‖DS0a‖L∞‖∆q′f‖L2 ,
whence, since ‖DS0a‖L∞ ≤ C‖Da‖L∞ ,
2qs‖[S0a, ψ(2−qD)]f‖L2 ≤ C2−qs‖Da‖L∞
∑
|q′−q|≤N0
2(q−q
′)(s−1) (2q′(s−1)‖∆q′f‖L2)
so that we find that, for some sequence (cq)q∈N such that ‖cq‖q∈N = 1 and
(62) ‖[S0a, ψ(2−qD)]f‖L2 ≤ Ccq2−qs‖Da‖L∞‖f‖Bs−1
2,r
.
To deal with the last term in (61), one may take advantage of the paradifferential calculus
based on a Littlewood-Paley decomposition, a tool introduced by J.-M. Bony in [2]. The
paraproduct of two tempered distributions u and v is defined by
Tuv :=
∑
q≥1
Sq−1u∆qv
and we have the following (formal) Bony’s decomposition for the product of two distributions:
uv = Tuv + T
′
vu with T
′
vu :=
∑
q≥−1
Sq+2v∆qu.
This leads us to expand [a˜, ψ(2−qD)]f into
[a˜, ψ(2−qD)]f = [Ta˜, ψ(2
−qD)]f + T ′ψ(2−qD)f a˜− ψ(2−qD)T ′f a˜.
Taking advantage of the support properties of ψ, one may write for some suitable integer N0,
[Ta˜,∆q]f =
∑
q′≥1
|q′−q|≤N0
[Sq′−1a˜, ψ(2−qD)]∆q′f.
Using again Lemma 2.93 in [3], one may write
‖[Sq′−1a˜, ψ(2−qD)]∆q′f‖L2 ≤ C2−q‖DSq′−1a˜‖L∞‖∆q′f‖L2 ,
so that we find
(63) ‖[Ta˜, ψ(2−qD)]f‖L2 ≤ Ccq2−qs‖Da‖L∞‖f‖Bs−1
2,r
.
Next, we have
T ′ψ(2−qD)f a˜ =
∑
q′≥q−N0
Sq′+2ψ(2
−qD)f ∆q′ a˜.
Therefore
(64) ‖T ′ψ(2−qD)f a˜‖L2 ≤
∑
q′≥q−N0
‖ψ(2−qD)f‖L2 ‖∆q′ a˜‖L∞ .
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Because F a˜ is supported away from the origin, Bernstein inequality ensures that ‖∆q′ a˜‖L∞ ≤
C2−q
′‖Da‖L∞ . Inserting this inequality in (64), we thus get
‖T ′ψ(2−qD)f a˜‖L2 ≤ C2−qs‖Da‖L∞
(
2q(s−1)‖ψ(2−qD)f‖L2
) ∑
q′≥q−N0
2q−q
′
,
whence
(65) ‖T ′ψ(2−qD)f a˜‖L2 ≤ C‖Da‖L∞ 2q(s−1)‖ψ(2−qD)f‖L2 .
Note that because ∆q′ψ(2
−qD) = 0 for |q′− q| > N0, there exists some sequence (cq)q∈N with
‖cq‖ℓr = 1 such that (see [3, Section 2.7])
(66) 2q(s−1)‖ψ(2−qD)f‖L2 ≤ Ccq‖f‖Bs−1
2,r
.
Finally, standard continuity results for the paraproduct6 ensure that
‖T ′f a˜‖Bs2,r ≤ C‖f‖L∞‖a˜‖Bs2,r ≤ C‖f‖L∞‖Da‖Bs−12,r
so that, because ∆q′ψ(2
−qD) = 0 for |q′ − q| > N0,
(67) ‖ψ(2−qD)T ′f a˜‖L2 ≤ Ccq2−qs‖f‖L∞‖Da‖Bs−1
2,r
.
Putting together inequalities (62)–(67) completes the proof. 
Appendix B. Dispersive estimates
This section is devoted to the proof of Proposition 4. We first symmetrize system (29) by
introducing the new functions
c = (1− ε2∆) 12 b and d = (−∆)− 12div v,
and set F = (1 − ε2∆) 12 f and G = (−∆)− 12div g. If we restrict ourselves to solutions (b, v)
such that v is a gradient, then system (29) translates into
(68)
d
dt
(
c
d
)
=
(
0 −ε−1(−2∆) 12 (1− ε2∆) 12
ε−1(−2∆) 12 (1− ε2∆) 12 0
)(
c
d
)
+
(
F
G
)
.
We recover our original system (29) using the inverse transformation b = (1 − ε2∆)− 12 c and
v = −∇(−∆)− 12 d. For ε > 0, we are hence led to consider the unitary group (Vε(t))t∈R on
L2(RN ) for the infinitesimal generator Iε = iε−1(−2∆) 12 (1− ε2∆) 12 . As already suggested in
the introduction, when ε is large Vε behaves as the Schro¨dinger equation, whereas when ε is
small, it behaves as part of the wave system with speed
√
2/ε. For this resaon, we introduce
the slowed operator
Uε(t) = Vε(
ε√
2
t),
which should therefore behave as the wave operator of speed 1.
The main ingredient for the proof of the Strichartz estimates provided in Proposition 4 are
the following uniform bounds.
6Here we need that s > 0, see [3, Section 2.8]
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Lemma 5. Let R2 > R1 > 0 and a ∈ L1(RN ) such that Supp â ⊂ {ξ ∈ RN /R1 ≤ |ξ| ≤ R2}.
There exist two positive constants ε1 and C depending only on N,R1, R2 and such that for
all t > 0 and ε ≥ ε1, we have
(69) ‖Vε(t)a)‖L∞ ≤ Ct−
N
2 ‖a‖L1 .
For all ε0 there exists a constant C = C(ε0, N,R1, R2) such that for all t > 0 and ε ∈ (0, ε0],
we have
(70) ‖Uε(t)a)‖L∞ ≤ Ct
1−N
2 ‖a‖L1 .
Proof. Fix some function φ ∈ C∞c (RN ) supported in {R1/2 ≤ |ξ| ≤ 2R2} and with value 1
on {R1 ≤ |ξ| ≤ R2}. In view of to the assumption on Supp â, we may write
Uε(t)a = (2π)
−NLε(t) ⋆ a and Vε(t)a = (2π)−NHε(
√
2 t) ⋆ a
where we have set
Lε(t, x) :=
∫
RN
ei(x·ξ+t|ξ|
√
1+(ε|ξ|)2)φ(ξ) dξ and Hε(t, x) :=
∫
RN
ei(x·ξ+t|ξ|
2
√
1+(ε|ξ|)−2)φ(ξ) dξ.
In order to prove the lemma, it suffices therefore to establish that for all ε0 > 0 there exists
a constant C such that for all t > 0, we have
(71) ‖Lε(t)‖L∞ ≤ Ct
1−N
2 if ε ≤ ε0,
and that there exists ε1 > 0 and a constant C
′ such that for all t > 0,
(72) ‖Hε(t)‖L∞ ≤ C ′t−
N
2 if ε ≥ ε1.
As a matter if fact, inequalities (71) and (72) are derived from the stationary and nonstation-
ary phase theorems. The basic result that we shall invoke (see the proof in e.g. [3], Chap. 8)
reads.
Lemma 6. Let K be a compact subset of RN and ψ be a smooth function supported in K.
Let A be a real-valued smooth function defined on some neighborhood of K. Set
I(t) :=
∫
RN
eitA(ξ)ψ(ξ) dξ.
For all couple (k, k′) of positive real numbers, there exists a constant C depending only on
k, k′ and on (a finite number of) derivatives of A and ψ such that for all t > 0,
|I(t)| ≤ C
(
t−k +
∫
{ξ∈K / |∇A(ξ)|≤1}
(1 + t|∇A(ξ)|2)−k′ dξ
)
.
Proof of Lemma 5 completed. We first turn to inequality (71). We notice that for any x ∈ RN
and t > 0, we have
Lε(t, tx) =
∫
RN
eit(x·ξ+|ξ|
√
1+ε2|ξ|2)φ(ξ) dξ.
According to Lemma 6, we thus have for some constant C depending only on N and φ,
(73) |Lε(t, tx)| ≤ C
(
t
1−N
2 +
∫
Cεx
(
1 + t|∇Aεx(ξ)|2
)−N
dξ
)
where we have set
Aεx(ξ) := x · ξ + |ξ|
√
1 + ε2|ξ|2 and Cεx :=
{
ξ ∈ Suppφ/ |∇Ax(ξ)| ≤ 1
}
.
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We compute
∇Aεx(ξ) = x+
(
1 + 2(ε|ξ|)2
|ξ|√1 + (ε|ξ|)2
)
ξ.
We may assume without no loss of generality that x 6= 0, and decompose ξ into
ξ = ξx + ξ
′
x where ξx :=
(
ξ.
x
|x|
) x
|x| ,
so that we obtain, for some positive constant c depending only on ε0,
|∇Aεx(ξ)| ≥ c|ξ′x| for all ξ ∈ Suppφ and ε ∈ (0, ε0].
Plugging this inequality into (73), one ends up with
|Lε(t, tx)| ≤ C
(
t
1−N
2 +
∫ 2R2
−2R2
∫
RN−1
(
1 + t|ξ′x|2
)−N
dξ′x dξx
)
.
The change of variable η′ =
√
t ξ′x finally yields (71).
For the proof of inequality (72), we use the fact that
Hε(t, tx) =
∫
RN
eit(x·ξ+|ξ|
2
√
1+(ε|ξ|)−2)φ(ξ) dξ.
Using Lemma 6once more, we obtain that
(74) |Hε(t, tx)| ≤ C
(
t−
N
2 +
∫
Dεx
(
1 + t|∇Bεx(ξ)|2
)−N
dξ
)
where we have set
Bεx(ξ) := x · ξ + |ξ|2
√
1 + (ε|ξ|)−2 and Dεx :=
{
ξ ∈ Suppφ/ |∇Bx(ξ)| ≤ 1
}
.
we write
∇Bεx(ξ) = x+Rε(ξ)ξ where Rε(ξ) :=
2 + (ε|ξ|)−2√
1 + (ε|ξ|)−2 ·
Decomposing ξ into ξ = ξx+ ξ
′
x as before, and using the fact that the integration is restricted
to the set of R1/2 ≤ |ξ| ≤ 2R2, Lemma 6 implies that if ε ≥ ε1 > 0 then we have
|Hε(t, tx)| ≤ C
(
t−
N
2 +
∫
R1
2
<|ξx|<2R2
∫
RN−1
(
1 + t
(|ξ′x|2 + (x+ 2ξxRε(ξ))2))−N dξ′x dξx)
for some constant C depending only on ε1, N. If ε1 is assumed to be sufficiently large, then
for all ε ≥ ε1 the map
Φεx : ξ 7−→
√
t
(
x+ ξxRε(ξ) + ξ
′
x
)
is a diffeomorphism from Ω := {ξ ∈ RN /R1/2 < |ξ| < 2R2} to Φεx(Ω) and that the jacobian
of Φεx is bounded by below by αt
N/2 for some α > 0 independent of ε. Making the change of
variable η = Φ(ξ) in the above integral, we derive inequality (72). 
The above lemma will enable us to prove Strichartz estimates for the one-parameter uni-
tary group (Vε(t))t∈R. Before we state these estimates, we recall the definition of wave or
Schro¨dinger admissible couples.
Definition 1. A couple of numbers (p, r) ∈ [2,∞]2 is said to be
• wave admissible if
1
p
+
N − 1
2r
=
N − 1
4
and (p, r,N) 6= (2,∞, 3),
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• Schro¨dinger admissible if
1
p
+
N
2r
=
N
4
and (p, r,N) 6= (2,∞, 2).
If p ≥ 1, we denote by p′ its Ho¨lder conjugate exponent. As a consequence of Lemma 5 we
have
Corollary 1. Let (p, r) and (p1, r1) be in [2,∞]2, a0 ∈ L2(RN ) and f ∈ Lp′1([0, T ];Lr′1(RN )).
Assume in addition that â0 and f̂(t, ·) are supported in {ξ ∈ RN /R1 ≤ |ξ| ≤ R2}.
i) There exists ε1 = ε1(N,R1, R2) and a constant C (independent of T ) such that if (p, r)
and (p1, r1) are Schro¨dinger admissible then for all ε ≥ ε1,
‖Vε(t)a0‖Lp
T
(Lr) ≤ C‖u0‖L2 ,∥∥∥∫ t
0
Vε(t− t′)f(t′) dt′
∥∥∥
Lp
T
(Lr)
≤ C‖f‖
L
p′
1
T
(L
r′
1 )
.
ii) For all ε0 there exists a constant C (independent of T ) such that if (p, r) and (p1, r1) are
wave admissible then for all ε ∈ (0, ε0],
‖Vε(t)a0‖Lp
T
(Lr) ≤ Cε
1
p ‖u0‖L2 ,∥∥∥∫ t
0
Vε(t− t′)f(t′) dt′
∥∥∥
Lp
T
(Lr)
≤ Cε
1
p
+ 1
p1 ‖f‖
L
p′
1
T
(L
r′
1 )
.
Proof. It follows from Lemma 5 and the fact that Vε and Uε are unitary operators on L
2(RN )
that the assumptions of the main result in [22] are met 7. The conclusion of [22] yields i) for
Vε and ε ≥ ε1. For statement ii), it suffices to rephrase the conclusion of [22] for Uε in terms
of Vε, since
Vε(t)a0 = Uε
(√
2
ε t
)
a0 and
∫ t
0
Vε(t− t′)f(t′) dt′ = ε√
2
∫ √2
ε
t
0
Uε
(
ε√
2
t− τ
)
f
(
ε√
2
τ
)
dτ. 
Lemma 7. Let (c, d) satisfy system (68) with real-valued initial datum (c0, d0) and source
terms (F,G).
i) For all ε0 > 0 and all wave admissible couples (p, r) and (p1, r1) there exists a constant
C such that for all q ∈ Z and ε > 0 such that 2qε ≤ ε0 we have
2q
N
r ‖(∆qc,∆qd)‖Lp
T
(Lr) ≤ C
(
ε
1
p 2q(
N
2
− 1
p
)‖(∆qc0,∆qd0)‖L2
+ε
1
p
+ 1
p1 2
q( N
r′
1
− 1
p
− 1
p1
)‖(∆qF,∆qG)‖
L
p′
1
T
(L
r′
1 )
)
.
ii) There exists a constant C such that for all q ∈ Z and ε > 0 such that 2qε ≥ ε1, and all
Schro¨dinger admissible couples (p, r) and (p1, r1), we have
2q
N
r ‖(∆qc,∆qd)‖Lp
T
(Lr)≤C
(
2
q(N
2
−2
p
)‖(∆qc0,∆qd0)‖L2 + 2
q( N
r′
1
−2
p
− 2
p1
)‖(∆qF,∆qG)‖
L
p′
1
T
(L
r′
1 )
)
.
Proof. Since the data are real-valued, we have the identities
c(t) = Re
(
Vε(t)c0
)− Im (Vε(t)d0)+Re ∫ t
0
Vε(t− t′)F (t′) dt′ − Im
∫ t
0
Vε(t− t′)G(t′) dt′,
d(t) = Im
(
Vε(t)c0
)
+Re
(
Vε(t)d0
)
+ Im
∫ t
0
Vε(t− t′)F (t′) dt′ +Re
∫ t
0
Vε(t− t′)G(t′) dt.
7For the choices σ = N
2
for Vε and σ =
N−1
2
for Uε, σ being a parameter entering in the statement of [22].
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Therefore, we introduce the functions
(c˜q, d˜q)(t, x) := (∆qc,∆qd)(2
−2qt, 2−qx) and (F˜q, G˜q)(t, x) := 2−2q(∆qF,∆qG)(2−2qt, 2−qx)
so that c˜q, d˜q, F˜q and G˜q are spectrally supported in {3/4 ≤ |ξ| ≤ 8/3}, and we have
c˜q(t) = Re
(
V2qε(t)c˜q(0)
) − Im (V2qε(t)d˜q(0))
+Re
∫ t
0
V2qε(t− t′)F˜q(t′) dt′ − Im
∫ t
0
V2qε(t− t′)G˜q(t′) dt′,
d˜q(t) = Im
(
V2qε(t)c˜q(0)
)
+Re
(
V2qε(t)d˜q(0)
)
+Im
∫ t
0
V2qε(t− t′)F˜q(t′) dt′ +Re
∫ t
0
V2qε(t− t′)G˜q(t′) dt.
Next we fix some ε0 > 0. Applying the first part of Corollary 1, we derive that for all wave
admissible couples (p, r) and (p1, r1), and ε ∈ (0, ε0], we have
‖(c˜q, d˜q)‖Lp
T
(Lr) ≤ C
(
(ε2q)
1
p ‖(c˜q(0), d˜q(0))‖L2 + (ε2q)
1
p
+ 1
p1 ‖(F˜q , G˜q)‖
L
p′
1
T
(L
r′
1 )
)
.
Going back to the initial variables, we obtain the desired estimate for (∆qc,∆qd).
The proof of the inequality in the high-frequency regime goes along the same lines: for
this case, we use instead of the first part the second part of Corollary 1. 
Proof of Proposition 4 completed. With Lemma 7 at our disposal, we complete the proof of
Proposition 4. Indeed, fix some smooth cut-off function χ with compact support and value
1 on B(0, 43ε1) and denote zℓ := χ(ε
−1D)z and zh := z − zℓ for any tempered distribution z.
Owing to the spectral properties of zℓ and zh, there exists some ε0 > ε1 such that
(75) ∆qzℓ = 0 for 2
qε > ε0 and ∆qzh = 0 for 2
qε < ε1.
Let (b, v) satisfy system (29). By virtue of (74) and of Bernstein inequality, one may write
for all r ∈ [1,∞],
(76) ‖(bℓ, vℓ)‖L∞ ≤
∑
2qε≤ε0
‖(∆qbℓ,∆qvℓ)‖L∞ ≤ C
∑
2qε≤ε0
2q
N
r ‖(∆qbℓ,∆qvℓ)‖Lr .
Notice that as ∇|D|−1 and |D|−1div are homogeneous multipliers of degree 0, we have (see
e.g. Lemma 2.2 in [3])
(77) ‖∆qvℓ‖Lr ≈ ‖∆qdℓ‖Lr .
Next, we have bℓ = (1 − ε2∆)
1
2 cℓ and it is not difficult to show that Aε(D) := (1 − ε2∆)
1
2
and its inverse A−1ε are S0-multipliers uniformly for ε ≤ ε0: for every k ∈ N, there exists a
constant Ck such that for every ε ≤ ε0 and ξ ∈ RN , we have
|DkA±1ε (ξ)| ≤ Ck(1 + |ξ|2)−k/2.
Therefore, a classical result (see e.g. Lemma 2.2 in [3]) ensures that there exists a constant
C = C(N) such that for all q ∈ Z, r ∈ [1,+∞] and tempered distribution z we have
(78) ‖∆q(1− ε2∆)±
1
2 z‖Lr ≤ C‖∆qz‖Lr for all ε ∈ [0, ε0].
Combining these inequalities with (76), we deduce that
(79) ‖(bℓ, vℓ)‖L∞ ≤ C
∑
2qε≤ε0
2q
N
r ‖(∆qcℓ,∆qdℓ)‖Lr
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Let us consider first the case N ≥ 4. In this case, we apply the first part of Lemma 7 with
the wave admissible couples (p, r) := (2, 2(N − 1)/(N − 3) and (p1, r1) := (∞, 2) to deduce
that
‖(bℓ, vℓ)‖L2
T
(L∞) ≤ Cε
1
2
∑
2qε≤ε0
2q(
N
2
− 1
2
)
(
‖(∆qc0,∆qd0)ℓ‖L2 + ‖(∆qF,∆qG)ℓ‖L1
T
(L2)
)
.
In order to bound the r. h.s in terms of the functions b0, v0 f and g, we invoke (77) and (78).
We end up with
(80) ‖(bℓ, vℓ)‖L2
T
(L∞) ≤ Cε
1
2
∑
2qε≤ε0
2q(
N
2
− 1
2
)
(
‖(∆qb0,∆qv0)ℓ‖L2 + ‖(∆qf,∆qg)ℓ‖L1
T
(L2)
)
.
Using similar arguments, we get
‖(∇b,∇v)ℓ‖L2
T
(L∞) ≤ Cε
1
2
∑
2qε≤ε0
2q(
N
2
− 1
2
)
(
‖(∆q∇b0,∆q∇v0)ℓ‖L2 + ‖(∆q∇f,∆q∇g)ℓ‖L1
T
(L2)
)
.
Combining this latter inequality with (80) and using Bernstein inequality and the definition
of the norm in B
N
2
+ 1
2
2,1 , we conclude that if N ≥ 4 then
‖(b, v)ℓ‖L2
T
(C0,1) ≤ Cε
1
2
(
‖(b0, v0)ℓ‖
B
N
2
+ 1
2
2,1
+ ‖(f, g)ℓ‖
L1
T
(B
N
2
+1
2
2,1
)
)
.
If N = 3, the proof is almost the same except that the endpoint couple (2,∞) is not ad-
missible. However, we may take any couple (p, r) with 1/p + 1/r = 1/2, and (as before)
(p1, r1) = (∞, 2). Applying Lemma 7, we get after a few computations,
‖(b, v)ℓ‖Lp
T
(C0,1) ≤ Cε
1
p
(
‖(b0, v0)ℓ‖
B
5
2
− 1p
2,1
+ ‖(f, g)ℓ‖
L1
T
(B
5
2
− 1p
2,1 )
)
.
Finally, in the case N = 2, one can take (p, r) = (4,∞) and (p1, r1) = (∞, 2). We end up
with
‖(b, v)ℓ‖L4
T
(C0,1) ≤ Cε
1
4
(
‖(b0, v0)ℓ‖
B
7
4
2,1
+ ‖(f, g)ℓ‖
L1
T
(B
7
4
2,1)
)
.
The part of Proposition 4 pertaining to the high frequencies of the solution may be proved
exactly along the same lines. It suffices to apply the second part of Lemma 7. The details
are left to the reader.

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