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Abstract
In our previous work we studied minimal fractional decompositions of
a rational matrix pseudodifferential operator: H = AB−1, where A
and B are matrix differential operators, and B is non-degenerate of
minimal possible degree deg(B). In the present paper we introduce
the singular degree sdeg(H) = deg(B), and show that for an arbi-
trary rational expression H =
∑
α
Aα
1
(Bα
1
)−1 . . . Aαn(B
α
n )
−1, we have
sdeg(H) ≤
∑
α,i
deg(Bαi ). If the equality holds, we call such an ex-
pression minimal. We study the properties of the singular degree and
of minimal rational expressions. These results are important for the
computations involved in the Lenard-Magri scheme of integrability.
1 Introduction
Let K be a field with a derivation ∂ (this is called a differential field), and
let K[∂] be the algebra of differential operators over K (with multiplication
defined by the relation ∂ ◦ f = ∂(f) + f∂). The algebra K[∂] embeds in
the skewfield of pseudodifferential operators K((∂−1)) (with multiplication
defined by the relation ∂m ◦ f =
∑∞
n=0
(
m
n
)
∂n(f) ∂m−n, m ∈ Z). Denote by
K(∂) the subskewfield of K((∂−1)) generated by K[∂]. Elements of K(∂) are
called rational pseudodifferential operators.
In the present paper we continue the study of the algebra Matℓ×ℓK(∂) of
ℓ× ℓ rational matrix pseudodifferential operators that we began in [2, 3, 4].
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The first important property of the algebra Matℓ×ℓK[∂] of matrix dif-
ferential operators, is to be a left and right principal ideal ring, hence one
can talk about such arithmetic notions for this ring as the left and right
greatest common divisor and the left and right least common multiple of
a collection of elements. Using this one can deduce that a rational matrix
pseudodifferential operator H has a presentation in minimal terms, very
much like rational functions in one indeterminate over a field. Namely,
H = AB−1, where A,B ∈ Matℓ×ℓK[∂], B is non-degenerate, i.e. invertible
in Matℓ×ℓK(∂), and A and B are right coprime. Moreover, for any other
(right) fractional decomposition H = A˜B˜−1 one has A˜ = AD, B˜ = BD,
where D ∈ Matℓ×ℓK[∂] is non degenerate, see [3, 4]. In these papers we es-
tablish several equivalent properties of a minimal fractional decomposition
H = AB−1. The most important for the present paper is that deg(B) (i.e.
the degree of the Dieudonne´ determinant of B) is minimal among all (right)
fractional decomposition of H.
We call deg(B) the singular degree of the rational matrix pseudodiffer-
ential operator H. It is a nonnegative integer, denoted by sdeg(H), which is
a “non-commutative analogue” of the number of poles (counting multiplic-
ities) of a rational function in one indeterminate. We study the properties
of the singular degree in some detail in Section 3.3.
It is not difficult to show (see Lemma 2.6 below) that for a collection
B1, . . . , BN of non-degenerate ℓ× ℓ matrix differential operators one has
(1.1) deg
(
l.c.m.(B1, . . . , BN )
)
≤ deg(B1) + · · ·+ deg(BN ) ,
where l.c.m. denotes the left (resp. right) least common multiple. These
matrix differential operators are called strongly left (resp. right) coprime if
equality holds in (1.1). This property implies pairwise coprimeness (see
Proposition 2.8), but it is stronger for N ≥ 3 (see Remark 2.9). The
main theorem on strong coprimeness says that for strongly left coprime
non-degenerate matrix differential operators B1, . . . , BN ∈ Matℓ×ℓK[∂] and
vectors F1, . . . , FN ∈ K
ℓ solving the equations B1F1 = · · · = BNFN there
exists F ∈ Kℓ such that Fi = CiF , i = 1, . . . , N , where B1C1 = · · · = BNCN
is the right l.c.m. of B1, . . . , BN (see Theorem 2.11). This result (which was
proved for N = 2 in [3]) plays an important role in our theory of minimal
rational expressions.
A rational matrix pseudodifferential operator usually comes in the form
of a rational expression
(1.2) H =
∑
α∈A
Aα1 (B
α
1 )
−1 . . . Aαn(B
α
n )
−1 ,
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where Aαi , B
α
i ∈ Matℓ×ℓK[∂], i ∈ I = {1, . . . , n}, α ∈ A, (A is a finite index
set), and the Bαi ’s are non-degenerate. It is natural to ask what it means
for such an expression to be in its “minimal” form, and in the present paper
we propose the following answer to this question. We prove that, in general,
(1.3) sdeg(H) ≤
∑
i∈I,α∈A
deg(Bαi ) ,
(see Lemma 4.9), and we say that the rational expression (1.2) is minimal
if equality holds in (1.3).
In general, it is not easy to compute the singular degree of a rational
expression (1.2). One of our main results is Theorem 4.4, which gives a
better upper bound than (1.3), and a lower bound, for the singular degree
of H. These upper and lower bounds become equal, thus giving an effective
formula for sdeg(H), if either the space E in (4.30), or the space E∗ in
(4.31), is zero. As a consequence of these results, we get, in Corollary 4.11,
an effective way to check when a rational expression (1.2) is minimal: this
happens if and only if both spaces E and E∗ are zero.
One of the main goals of the paper is to demonstrate that this defini-
tion of minimality is the right generalization of the minimality of a frac-
tional decomposition. A rational matrix pseudodifferential operator H ∈
Matℓ×ℓK(∂) does not define a function K
ℓ ∋ ξ 7→ P = H(ξ) ∈ Kℓ. It
is natural instead to define the following association relation: if H has a
rational expression as in (1.2), we reinterpret the equation “P = H(ξ)”
via the association relation ξ
H
←−→ P , meaning that there exist Fαi ∈ K
ℓ
(i = 1, . . . , n, α ∈ A) such that
(1.4)
ξ = BαnF
α
n for all α ∈ A ,
Aαi F
α
i = B
α
i−1F
α
i−1 for all 1 6= i ∈ I , α ∈ A ,∑
α∈A
Aα1F
α
1 = P .
Such association relation is a generalization of the H-association relation
introduced in [6]. It plays a crucial role in the theory of Hamiltonian equa-
tions, and it is needed to develop the Lenard-Magri scheme of integrability
for a compatible pair of non-local Poisson structures (written in the form of
a general rational expression, as in (1.2)). Theorem 4.12, which is our sec-
ond main result, says, in particular, that the association relation ξ
H
←−→ P
is independent of the minimal rational expression (1.2) for H.
3
This paper was written while the second and the third author were vis-
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2 Matrix differential operators and their degree
2.1 Matrix differential and pseudodifferential operators and
the Dieudonne´ determinant
Let K be a differential field of characteristic 0, with a derivation ∂, and let
C = Ker ∂ be the subfield of constants. Consider the algebra K[∂] (over
C) of differential operators with coefficients in K. It is a subalgebra of the
skewfield K((∂−1)) of pseudodifferential operators with coefficients in K.
Given ℓ ≥ 1, we consider the algebra Mat ℓ×ℓK[∂] of ℓ× ℓ matrix differential
operators with coefficients in K. It is a subalgebra of Mat ℓ×ℓK((∂
−1)), the
algebra of ℓ× ℓ matrix pseudodifferential operators with coefficients in K.
By definition, the Dieudonne´ determinant of A ∈ Matℓ×ℓK((∂
−1)) has
the form det(A) = det1(A)ξ
deg(A) where det1(A) ∈ K, ξ is an indeterminate,
and deg(A) ∈ Z. It exists and is uniquely defined by the following properties
(see [Die43], [Art57]) :
(i) det(AB) = det(A) det(B);
(ii) if A is upper triangular with non-zero diagonal entries Aii ∈ K((∂
−1))
of degree (or order) deg(Aii) ∈ Z and leading coefficient ai ∈ K, then
det1(A) =
n∏
i=1
ai ∈ K , deg(A) =
n∑
i=1
deg(Aii) ∈ Z ,
and det(A) = 0 if one of the Aii is 0.
Remark 2.1. Let A ∈ Matℓ×ℓK((∂
−1)) and let A∗ be the adjoint matrix
pseudodifferential operator. If det(A) = 0, then det(A∗) = 0. If det(A) 6= 0,
then det(A∗) = (−1)deg(A)det(A).
2.2 Degree of a non-degenerate matrix
A matrix A ∈ Mat ℓ×ℓK((∂
−1)) whose Dieudonne´ determinant is non-zero is
called non-degenerate. In this case the integer deg(A) is well defined.
Definition 2.2. The degree of a non-degenerate matrix pseudodifferential
operator A ∈ Mat ℓ×ℓK((∂
−1)) is the integer deg(A).
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By the multiplicativity of the Dieudonne´ determinant, we have that
deg(AB) = deg(A) + deg(B) if both A and B are non-degenerate.
Proposition 2.3 ([4]). Let A ∈ Matℓ×ℓK[∂] be a non-degenerate matrix
differential operator. Then
(a) deg(A) ∈ Z+.
(b) A is an invertible element of Matℓ×ℓK[∂] if and only if A is non-
degenerate and deg(A) = 0.
2.3 Right and left least common multiple
Recall the following result.
Lemma 2.4 ([4]). Let A,B ∈ Matℓ×ℓK[∂] be matrix differential operators,
and assume that B is non-degenerate.
(a) There exist a right least common multiple
right l.c.m.(A,B) = AB˜ = BA˜ ,
with A˜, B˜ ∈ Matℓ×ℓK[∂], and B˜ non-degenerate, such that A˜ and B˜ are
right coprime. We have deg(B˜) ≤ deg(B), and equality holds if and
only if A and B are left coprime.
(b) There exist a left least common multiple
left l.c.m.(A,B) = B˜A = A˜B ,
with A˜, B˜ ∈ Matℓ×ℓK[∂], and B˜ non-degenerate, such that A˜ and B˜ are
left coprime. We have deg(B˜) ≤ deg(B), and equality holds if and only
if A and B are right coprime.
In Section 4 we will need the following generalization of Lemma 2.4.
Lemma 2.5. Let Ai, Bi ∈ Matℓ×ℓK[∂], i = 1, . . . , n, where the Bi’s are
non-degenerate. Then there exist X1, . . . ,Xn ∈ Matℓ×ℓK[∂], with Xn non-
degenerate, such that
(2.5) BiXi = Ai+1Xi+1 for all i = 1, . . . , n − 1 .
In this case, we have the following identity of rational matrix pseudodiffer-
ential operators (see Section 3.1):
(2.6) A1B
−1
1 . . . AnB
−1
n = (A1X1)(BnXn)
−1 .
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Proof. Let, by Lemma 2.4(a),
B1A˜2 = A2B˜1 ,
be the right least common multiple of B1 and A2, with A˜2, B˜1 ∈ Matℓ×ℓK[∂]
and B˜1 non-degenerate. Let
B2B˜1A˜2 = A3B˜2 ,
be the right least common multiple of B2B˜1 and A3, where A˜3, B˜3 lie in
Matℓ×ℓK[∂] and B˜3 is non-degenerate. After repeating the same procedure
several times, we finally let
Bn−1B˜n−2A˜n = AnB˜n−1 ,
be the right least common multiple of Bn−1B˜n−2 and An, with A˜n, B˜n−1 ∈
Matℓ×ℓK[∂] and B˜n−1 non-degenerate. Equation (2.5) then holds letting
X1 = A˜2A˜3 . . . A˜n−1A˜n , X2 = B˜1A˜3 . . . A˜n−1A˜n , . . . ,
Xn−2 = B˜n−3A˜n−1A˜n , Xn−1 = B˜n−2A˜n and Xn = B˜n−1 .
The last claim is immediate since, by (2.5), we have
B−1n−1An = Xn−1X
−1
n , B
−1
n−2An−1Xn−1 = Xn−2 ,
B−1n−3An−2Xn−2 = Xn−3 . . . B
−1
1 A2X2 = X1 .
Given an arbitrary finite number of non-degenerate matrix differential
operators B1, . . . , BN ∈ Matℓ×ℓK[∂], we can consider their right (resp. left)
least common multiple
right l.c.m.(B1, . . . , BN ) = B1C1 = · · · = BNCN ,(
resp. left l.c.m.(B1, . . . , BN ) = C1B1 = · · · = CNBN
)
.
It can be defined as the generator of the intersection of the right (resp. left)
principal ideals in Matℓ×ℓK[∂] generated by B
1, . . . , BN . Equivalently, it is
given inductively by (here l.c.m. means right (resp. left) l.c.m.):
(2.7) l.c.m.(B1, . . . , BN ) = l.c.m.
(
l.c.m.(B1, . . . , BN−1), BN
)
.
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Lemma 2.6. Let B1, . . . , BN ∈ Matℓ×ℓK[∂] be non-degenerate matrix dif-
ferential operators. We have
deg
(
right (resp. left) l.c.m.(B1, . . . , BN )
)
≤ deg(B1) + · · ·+ deg(BN ) .
Proof. For N = 2 the claim is Lemma 2.4. For arbitrary N ≥ 2, it follows
inductively by equation (2.7).
2.4 Strongly coprime matrices
Definition 2.7. We say that the non-degenerate matrix differential opera-
tors B1, . . . , BN ∈ Matℓ×ℓK[∂] are strongly left (resp. right) coprime if
deg
(
right (resp. left) l.c.m.(B1, . . . , BN )
)
= deg(B1) + · · ·+ deg(BN ) .
Note that, by Lemma 2.4, strong coprimeness is equivalent to coprime-
ness if N = 2.
Proposition 2.8. Let B1, . . . , BN ∈ Matℓ×ℓK[∂] be non-degenerate and
strongly left (resp. right) coprime. Then they are pairwise left (resp. right)
coprime.
Proof. Let B be the right (resp. left) least common multiple of B1, . . . , BN .
By assumption, deg(B) = deg(B1) + · · ·+ deg(BN ). Let now B˜N−1 be the
right (resp. left) least common multiple of BN−1 and BN . By the inductive
formula (2.7) we have
B = right (resp. left) l.c.m(B1, . . . , BN−2, B˜N−1) ,
and therefore, by Lemma 2.6, we have
(2.8)
deg(B) ≤ deg(B1) + · · · + deg(BN−2) + deg(B˜N−1)
≤ deg(B1) + · · · + deg(BN−2) + deg(BN−1) + deg(BN ) .
It follows that all inequalities in (2.8) are actually equalities, and therefore,
in particular,
deg(B˜N−1) = deg(BN−1) + deg(BN ) .
By Lemma 2.4 this is equivalent to say that BN−1 and BN are left (resp.
right) coprime. The same argument works for any other pair (Bi, Bj).
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Remark 2.9. Strong coprimeness is stronger than pairwise coprimeness of
N ≥ 3 differential operators. To see this, consider the differential operators
∂, ∂ + 1
x
, ∂ + 1
x+1 with coefficients in the field F(x) of rational functions in
x. They are obviously pairwise left coprime. On the other hand, their right
least common multiple is
∂2 =
(
∂ +
1
x
)
◦
(
∂ −
1
x
)
=
(
∂ +
1
x+ 1
)
◦
(
∂ −
1
x+ 1
)
,
which has degree 2 < 1+1+1. Hence, ∂, ∂+ 1
x
and ∂+ 1
x+1 are not strongly
coprime.
Recall the following result:
Theorem 2.10 ([3]). Let A,B ∈ Matℓ×ℓK[∂] be left coprime matrix dif-
ferential operators, with B non-degenerate. Let AB˜ = BA˜ be their right
least common multiple. Then, for every X,Y ∈ Kℓ solving the equation
AX = BY , there exists Z ∈ Kℓ such that X = B˜Z and Y = A˜Z.
We can generalize this to an arbitrary number of strongly coprime oper-
ators.
Theorem 2.11. Let B1, . . . , BN ∈ Matℓ×ℓK[∂] be strongly left coprime non-
degenerate matrix differential operators. Let B = B1C1 = · · · = BNCN be
their right least common multiple. Then, for every F 1, . . . , FN ∈ Kℓ solving
the equations
(2.9) B1F 1 = · · · = BNFN ,
there exists F ∈ Kℓ such that Fα = CαF for every α = 1, . . . , N .
Proof. For N = 2 the claim holds by Theorem 2.10. For N ≥ 3, we prove
the claim by induction on N . Let
B˜2 = right l.c.m.(B2, . . . , BN ) = B2D2 = · · · = BNDN .
By the strong coprimeness of B1, . . . , BN and Lemma 2.6, we immediately
have that deg(B˜2) = deg(B2) + · · ·+deg(BN ), and that B1 and B˜2 are left
coprime. Since B2F 2 = · · · = BNFN , by the inductive assumption there
exists F˜ 2 ∈ Kℓ such that
(2.10) F 2 = D2F˜ 2, . . . , FN = DN F˜ 2 .
Hence, by the first equation in (2.9), we have
(2.11) B1F 1 = B˜2F˜ 2 .
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On the other hand, by the inductive formula (2.7) we have
B = right l.c.m.(B1, B˜2) = B1C1 = B˜2E ,
and, therefore,
(2.12) C2 = D2E, . . . , CN = DNE .
Since B1 and B˜2 are left coprime, by equation (2.11) and Theorem 2.10
there exists F ∈ Kℓ such that
F 1 = C1F and F˜ 2 = EF .
These equations, combined with (2.10) and (2.12), prove the claim.
Remark 2.12. The example in Remark 2.9 shows that Theorem 2.11 may fail
for pairwise left coprime Bi’s. Indeed, let, as in Remark 2.9, B1 = ∂, B2 =
∂ + 1
x
, B3 = ∂ +
1
x+1 , and C1 = ∂, C2 = ∂ −
1
x
, C3 = ∂ −
1
x+1 , so that
B1C1 = B2C2 = B3C3 is the right l.c.m. of B1, B2, B3. Let also F1 = 1,
F2 =
1
x
and F3 =
α
x+1 , where α is a constant. They solve the equations
B1F1 = B2F2 = B3F3 = 0. On the other hand, the only function F solving
C1F = F1 and C2F = F2 is F = x − 1. Such F solves also the equation
C3F = F3 if and only if α = 2.
2.5 Linearly closed differential fields
A differential field K is called linearly closed if every homogeneous linear
differential equation of order n ≥ 1,
(2.13) anu
(n) + · · ·+ a1u
′ + a0u = 0 ,
with a0, . . . , an in K, an 6= 0, has a non-zero solution u ∈ K.
It is easy to show that the solutions of equation (2.13) in a differential
field K form a vector space over the field of constants C of dimension less
than or equal to n, and equal to n if K is linearly closed (see e.g. [5]).
Proposition 2.13 ([4]). If A ∈ Matℓ×ℓK[∂] is a non-degenerate matrix
differential operator and b ∈ Kℓ, then the inhomogeneous system of linear
differential equations in u =
(
ui
)n
i=1
,
(2.14) A(∂)u = b ,
admits the affine space (over C) of solutions of dimension less than or equal
to deg(A), and equal to deg(A) if K is linearly closed.
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Definition/Proposition 2.14 ([8] (see also [4])). Let K be a differential
field with subfield of constants C, and let C¯ be the algebraic closure of C.
Then there exists a unique (up to isomorphism) minimal linearly closed
extension K ⊂ L with subfield of constants C¯, called the linear closure of K.
Corollary 2.15. Let K be a differential field with subfield of constants C.
Let C¯ be the algebraic closure of C, and let L be the linear closure of K. Let
A ∈ Matℓ×ℓK[∂] be a non-degenerate matrix differential operator. Then,
deg(A) = dimC¯ KerL(A) ,
where KerL(A) denotes the kernel of A, considered as a map L
ℓ → Lℓ.
3 Singular degree of a rational matrix pseudodif-
ferential operator
3.1 Rational matrix pseudodifferential operators
Throughout the rest of the paper we let K be a differential field with deriva-
tion ∂ and with subfield of constants C, we let C¯ be the algebraic closure of
C and L be the linear closure of K.
The algebra K(∂) of rational pseudodifferential operators over K is, by
definition, the smallest subskewfield of K((∂−1)) containing K[∂]. Any ratio-
nal pseudodifferential operator L ∈ K(∂) admits a fractional decomposition
h = ab−1, with a, b ∈ K[∂] (see e.g. [2]).
A matrix H ∈ Matℓ×ℓ(K(∂)) is called a rational matrix pseudodifferential
operator. In other words, all the entries of such a matrix have the form
hij = aijbij
−1, i, j = 1, . . . , ℓ, where aij , bij ∈ K[∂] and all bij 6= 0. Denoting
by b a right common multiple of the bij ’s (see e.g. [2]), we see that H
admits a fractional decomposition H = AB−1, where A,B ∈ Matℓ×ℓK[∂]
and B = b1I is non-degenerate.
3.2 Minimal fractional decomposition for a rational matrix
pseudodifferential operator and singular degree
Definition 3.1. A right fractional decomposition H = AB−1, where A,B ∈
Mℓ×ℓK[∂] and B non-degenerate, is called minimal if deg(B) ( ∈ Z+) is
minimal among all possible right fractional decompositions of H.
Theorem 3.2 ([4]). (a) Let H ∈ Matℓ×ℓK(∂), and let H = AB
−1 be a
right fractional decomposition for H, with A,B ∈ Matℓ×ℓK[∂] and B
non-degenerate. The following conditions are equivalent:
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(i) H = AB−1 minimal;
(ii) A and B are right coprime, i.e. if A = A1D and B = B1D, with
A1, B1,D ∈Mn(K[∂]), then D is invertible in Mℓ×ℓ(K[∂]);
(iii) CA+DB = 1I for some C,D ∈ Matℓ×ℓK[∂] (Bezout identity);
(iv) KerLA ∩KerLB = 0.
(b) If A0B0
−1 is a minimal fractional decomposition of the fraction H =
AB−1, then one can find a non-degenerate matrix differential operator
D such that A = A0D and B = B0D.
(c) A minimal right fractional decomposition H = AB−1 ∈ Matℓ×ℓK(∂),
and a minimal left fractional decomposition H = B−11 A1 (i.e. with
B1 ∈ Matℓ×ℓK[∂] non-degenerate of minimal possible degree), have de-
nominators of the same degree: deg(B) = deg(B1).
Definition 3.3. Let H ∈ Matℓ×ℓK(∂) be a rational matrix pseudodifferen-
tial operator, and let H = AB−1 be its minimal fractional decomposition,
with A,B ∈ Matℓ×ℓK[∂] and B non-degenerate. The singular degree of H
is the non-negative integer sdeg(H) = deg(B).
3.3 Some properties of the singular degree
Proposition 3.4. Let H ∈ Matℓ×ℓK(∂), and let D ∈ Matℓ×ℓK[∂] be a
non-degenerate matrix such that HD ∈ Matℓ×ℓK[∂]. Then
sdeg(H) = dimC¯
(
(HD)(Ker LD)
)
.
Proof. By assumption, D ∈ Matℓ×ℓK[∂] is a non-degenerate matrix such
that C = HD ∈ Matℓ×ℓK[∂], hence H = CD
−1. Let H = AB−1, with
A,B ∈ Matℓ×ℓK[∂] and B non-degenerate, be a minimal fractional decom-
position for H. Then, by Theorem 3.2(b), there exists a non-degenerate
matrix E ∈Matℓ×ℓK[∂] such that C = AE and D = BE. We claim that
(3.15) C(Ker LD) = A(Ker LB) .
Indeed, let y ∈ C(KerLD). Namely, y = C(k) ∈ L
ℓ, with k ∈ KerLD.
Then, E(k) ∈ KerB, and y = C(k) = AE(k) = A(Ek) ∈ A(KerLB),
proving the inclusion ⊂. For the opposite inclusion, let x ∈ A(KerLB).
Namely, x = A(h) ∈ Lℓ, with h ∈ KerLB. Since L is a linearly closed
differential field and E is non-degenerate, by Proposition 2.13 there exists
k ∈ Lℓ such that h = E(k). Therefore, D(k) = BE(k) = B(h) = 0, and
C(k) = AE(k) = A(h) = x, so that x ∈ C(KerLD).
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By Definition 3.3, we have sdeg(H) = deg(B). By Corollary 2.15, we
have deg(B) = dimC¯(KerLB). On the other hand, since, by assumption,
H = AB−1 is a minimal fractional decomposition, by Theorem 3.2(a)(iv) we
have KerLA∩KerLB = 0, and therefore dimC¯(KerLB) = dimC¯ A(KerLB).
The claim follows by the above observations and equation (3.15).
Proposition 3.5. For H ∈ Matℓ×ℓK(∂), we have sdeg(H) = 0 if and only
if H ∈ Matℓ×ℓK[∂].
Proof. The if part is obvious, by Definition 3.3. The only if part follows
from Proposition 2.3(b).
Proposition 3.6. If A ∈ Matℓ×ℓK[∂] and H ∈ Matℓ×ℓK(∂), then sdeg(A+
H) = sdeg(H).
Proof. If H = A1B
−1
1 is a minimal fractional decomposition for H, then,
clearly, A+H = (AB1 +A1)B
−1
1 is a minimal fractional decomposition for
A+H. The claim follows.
Proposition 3.7. For H ∈Matℓ×ℓK(∂), we have sdeg(H) = sdeg(H
∗).
Proof. Clearly, H = AB−1 is a minimal right fractional decomposition for
H, if and only if H∗ = B∗−1A∗ is a minimal left fractional decomposition
for H∗. Therefore, by Theorem 3.2(c) and Remark 2.1, we obtain that
sdeg(H∗) = deg(B∗) = deg(B).
Proposition 3.8. Let p1, . . . , ps be positive integers such that p1+ · · ·+ps =
ℓ, and let H =
(
Hij
)s
i,j=1
be a block form for the rational ℓ × ℓ matrix
pseudodifferential operator H, where Hij ∈ Matpi×pj K(∂) for every i, j =
1, . . . , s. Assume, moreover, that Hij ∈ Matp1×pj K[∂] if i 6= j. Then
sdeg(H) = sdeg(H11) + · · · + sdeg(Hss) .
Proof. For every i = 1, . . . , s, let Hii = AiB
−1
i be a fractional decomposition
for Hii ∈ Matpi×pi K(∂). The matrix
B =
 B1 0. . .
0 Bs
 ∈ Mat ℓ×ℓK[∂]
is clearly non-degenerate. Then HB lies in Matℓ×ℓK[∂], KerB = Ker(B1)⊕
· · · ⊕ Ker(Bs), and HB(Ker(B1) ⊕ · · · ⊕ Ker(Bs)) = A1Ker(B1) ⊕ · · · ⊕
AsKer(Bs). The claim follows by Proposition 3.4.
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Proposition 3.9. Let H ∈ Matℓ×ℓK(∂).
(a) If H = AB−1 is a right fractional decomposition for H, with A,B ∈
Matℓ×ℓK[∂] and B non-degenerate, then
(3.16) sdeg(H) = deg(B)− dimC¯(Ker LA ∩Ker LB) .
(b) If H = B−1A is a left fractional decomposition for H, with A,B ∈
Matℓ×ℓK[∂] and B non-degenerate, then
(3.17) sdeg(H) = deg(B)− dimC¯(Ker LA
∗ ∩Ker LB
∗) .
Proof. Let H = A0B
−1
0 be a minimal fractional decomposition for H, with
A0, B0 ∈ Matℓ×ℓK[∂] and B0 non-degenerate. By Theorem 3.2(b) there
exists a non-degenerate E ∈ Matℓ×ℓK[∂] such that A = A0E and B = B0E.
Since B0 and E are both non-degenerate, and B = B0E, we have
(3.18) deg(B) = deg(B0) + deg(E) .
By assumption H = A0B
−1
0 is a minimal fraction, and therefore by Theorem
3.2(a)(iv) we have KerLA0 ∩ KerLB0 = 0. It immediately follows that
Ker LA ∩Ker LB = Ker LE. Therefore, by Corollary 2.15,
(3.19) deg(E) = dimC¯
(
KerLA ∩Ker LB
)
.
Equation (3.16) follows from equations (3.18) and (3.19), and the fact that,
by Definition 3.3, sdeg(H) = deg(B0).
In order to prove part (b), note that H∗ = A∗B∗−1. Therefore, by
part (a), sdeg(H∗) = deg(B∗)− dimC¯(Ker LA
∗ ∩Ker LB
∗). Equation (3.17)
follows from Proposition 3.7 and the fact that, by Remark 2.1, deg(B) =
deg(B∗).
Proposition 3.10. Let H = AB−1C ∈ Matℓ×ℓK(∂), where A,B,C ∈
Matℓ×ℓK[∂] are matrix differential operators, and B is non-degenerate.
(a) If B and C are left coprime, then sdeg(H) = deg(B)− dimC¯(KerLA ∩
KerLB).
(b) If A and B are right coprime, then sdeg(H) = deg(B)−dimC¯(KerLB
∗∩
KerLC
∗).
(c) If A and B are right coprime and B and C are left coprime, then H =
AB−1C is a minimal rational expression for H, i.e. sdeg(H) = deg(B).
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Proof. We start proving claim (c) (which is a special case of (a) and (b)).
Let BC1 = CB1 be the right l.c.m. of B and C. In particular, B1 and C1 are
right coprime. Moreover, since, by assumption, B and C are left coprime,
we have by Lemma 2.4(a) that deg(B1) = deg(B). We then have H =
(AC1)B
−1
1 , and we claim that this is a minimal fractional decomposition
for H (so that sdeg(H) = deg(B1) = deg(B).) Tho do so, it suffices to
prove, by Theorem 3.2(a), that KerL(AC1) ∩ KerL(B1) = 0. Indeed, let
F ∈ KerL(AC1) ∩KerL(B1). We have
(3.20) AC1F = 0 and B1F = 0 .
Applying C to the second equation, we get
(3.21) BC1F = CB1F = 0 .
Combining the first equation in (3.20) and equation (3.21), we get that
C1F ∈ KerLA ∩ KerLB = 0, since, by assumption, A and B are right
coprime. But then, by the second equation in (3.20) we get that F ∈
KerLB1 ∩ KerL C1 = 0, since B1 and C1 are right coprime as well. This
completes the proof of part (c).
Next, we prove part (a). Let D ∈ Matℓ×ℓK[∂] be the right greatest
common divisor of A and B. In other words, D is non-degenerate, A = A0D,
B = B0D, and A0 and B0 are right coprime. It is immediate to cheek that
KerLD = KerLA ∩KerLB. Hence, by Corollary 2.15, we have
(3.22) deg(D) = dimC¯(Ker LA ∩Ker LB) .
Since, by assumption, B and C are left coprime, we have, a fortiori, that B0
and C are left coprime as well. Hence, the expression H = A0B
−1
0 C satisfies
all the assumptions of part (c), and we conclude that sdeg(H) = deg(B0).
Claim (a) follows from equation (3.22) and the fact that deg(B) = deg(B0)+
deg(D).
Finally, part (b) follows from part (a) and Proposition 3.7.
Proposition 3.11. For H,K ∈ Matℓ×ℓK(∂), we have
(a) sdeg(HK) ≤ sdeg(H) + sdeg(K);
(b) sdeg(H +K) ≤ sdeg(H) + sdeg(K).
Proof. Let H = AB−1 and K = CD−1 be minimal fractional decomposi-
tions for H and K respectively, so that, by definition, sdeg(H) = deg(B)
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and sdeg(K) = deg(D). By Lemma 2.4(a), there exist right corpime ma-
trices B˜, C˜ ∈ Matℓ×ℓK[∂] such that B˜ is non-degenerate with deg(B˜) ≤
deg(B), and right l.c.m.(B,C) = BC˜ = CB˜. Hence, HK = AB−1CD−1 =
AC˜
(
DB˜
)−1
, and therefore, by the definition of the singular degree,
sdeg(HK) ≤ deg(DB˜) = deg(D) + deg(B˜)
≤ deg(D) + deg(B) = sdeg(H) + sdeg(K) .
Similarly, by Lemma 2.4(b), there exist left corpime matrices B˜1, D˜ ∈
Matℓ×ℓK[∂] such that B˜1 is non-degenerate with deg(B˜1) ≤ deg(B), and
left l.c.m.(B,D) = B˜1D = D˜B. Hence,
H +K = AD˜(BD˜)−1 + CB˜1(DB˜1)
−1 =
(
AD˜ + CB˜1
)
(DB˜1)
−1 .
Therefore,
sdeg(H +K) ≤ deg(DB˜1) = deg(D) + deg(B˜1)
≤ deg(D) + deg(B) = sdeg(H) + sdeg(K) .
3.4 Basic Lemma
Lemma 3.12. Let Aα, Bα ∈ Matℓ×ℓK[∂], α = 1, . . . , N , where B
α is non-
degenerate for every α. Consider the rational matrix pseudodifferential op-
erator
(3.23) H = A1(B1)−1 + · · ·+AN (BN )−1 ,
and assume that
(3.24) sdeg(H) = deg(B1) + · · · + deg(BN ) .
(In other words, (3.23) is a minimal rational expression for H, cf. Definition
4.10 below.) Let
(3.25) B = B1C1 = · · · = BNCN ,
be the right least common multiple of B1, . . . , BN . Then:
(a) Each summand Aα(Bα)−1 is a minimal fractional decomposition.
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(b) The non-degenerate matrices B1, . . . , BN are strongly left coprime (see
Definition 2.7).
(c) H = (A1C1 + · · · + ANCN )B−1 is a minimal fractional decomposition
for H.
Proof. By equation (3.23) and Proposition 3.11(b), we have
sdeg(H) ≤ sdeg(A1(B1)−1) + · · ·+ sdeg(AN (BN )−1)
≤ deg(B1) + · · ·+ deg(BN ) .
Hence, by the assumption (3.24), all inequalities above are in fact equalities.
In particular, sdeg(Aα(Bα)−1) = deg(Bα) for every α = 1, . . . , N , proving
(a).
By the obvious identity H = (A1C1+ · · ·+ANCN )B−1 and Lemma 2.6
we have
sdeg(H) ≤ deg(B) ≤ deg(B1) + · · · + deg(BN ) .
Again, by the assumption (3.24), all inequalities above are equalities. In
particular deg(B) = deg(B1) + · · · + deg(BN ), proving (b), and sdeg(H) =
deg(B), proving (c).
Remark 3.13. Clearly, conditions (a), (b) and (c) imply that (3.23) is a min-
imal rational expression (i.e. (3.24) holds). On the other hand, conditions
(a) and (b) alone are not sufficient for the minimalty of (3.23). To see this,
consider the rational expression
(3.26) H = e−x∂−1 + 1(∂ + 1)−1 .
Clearly, e−x◦∂−1 and 1◦(∂+1)−1 are minimal fractional decompositions, and
∂ and ∂+1 are left coprime (hence strongly left coprime). Hence, conditions
(a) and (b) of Lemma 3.12 hold. On the other hand, we have ∂(∂ + 1) =(
∂ + 11+e−x
)(
∂ + e
−x
1+e−x
)
, and e−x(∂ + 1) + ∂ = (1 + e−x)
(
∂ + e
−x
1+e−x
)
, so
that
H = (1 + e−x)
(
∂ +
1
1 + e−x
)−1
.
Hence, sdeg(H) = 1 < 1 + 1, and condition (3.24) fails.
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4 The association relation
4.1 Definition of the association relation
Recall the definition of H-association relation from [6]:
Definition 4.1. Given a rational matrix pseudodifferential operator H ∈
Matℓ×ℓK(∂), we say that the elements ξ, P ∈ K
ℓ are H-associated, and we
denote this by ξ
H
←−→ P , if there exist a fractional decompositionH = AB−1,
with A,B ∈ Matℓ×ℓK[∂] and B non-degenerate, and an element F ∈ K
ℓ,
such that ξ = BF and P = AF .
Remark 4.2. One can generalize the notion of association relation ξ
H
←−→ P
for ξ and P with entries in a differential domain V (see e.g. [6]). However
the solution F of the equations ξ = BF and P = AF is allowed to have
entries in the field of fractions K. The same remark applies to Definition 4.3
below.
We want to generalize the above association relation to an arbitrary
rational expression for H, namely an expression of the form
(4.27) H =
∑
α∈A
Aα1 (B
α
1 )
−1 . . . Aαn(B
α
n )
−1 ,
with Aαi , B
α
i ∈ Matℓ×ℓK[∂] and B
α
i non-degenerate, for all i ∈ I, α ∈ A.
(Here and further, we let I = {1, . . . , n} and A be a finite index set, of
cardinality |A| = N .)
Definition 4.3. Given matrices Aαi , B
α
i ∈ Matℓ×ℓK[∂], i ∈ I, α ∈ A, with
Bαi non-degenerate for all i, α, we say that the elements ξ, P ∈ K
ℓ are
{Aαi , B
α
i }i,α-associated over the differential field extension K ⊂ K1, and we
denote this by
(4.28) ξ
{Aαi ,B
α
i }i,α←−−−−−−→
K1
P ,
if there exist Fαi ∈ K
ℓ
1, i ∈ I, α ∈ A, such that
(4.29)
ξ = BαnF
α
n for all α ∈ A ,
Aαi F
α
i = B
α
i−1F
α
i−1 for all 1 6= i ∈ I , α ∈ A ,∑
α∈A
Aα1F
α
1 = P .
In this case, we say that the collection {Fαi }i,α is a solution for the associa-
tion relation (4.28) over the field K1.
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In particular, Definition 4.1 can be rephrased by saying that ξ
H
←−→ P if
and only if ξ
{A,B}
←−−→
K
P for some fractional decomposition H = AB−1. In the
remainder of the section we want to establish a deeper connection between
Definition 4.1 and Definition 4.3. In fact, in Section 4.3 we prove that, if
(4.27) is a minimal rational expression for H, then the association relation
(4.28) holds over any differential field extension of K if and only if ξ
H
←−→ P .
4.2 An upper and lower bound for the singular degree
Let H ∈ Matℓ×ℓK(∂) be a rational matrix pseudodifferential operator, and
let (4.27) be a rational expression for H, with Aαi , B
α
i ∈ K[∂], and B
α
i non-
degenerate, for all α ∈ A, i ∈ I. We associate to this rational expression
the following vector space, of solutions for the zero association relation:
(4.30)
E := E({Aαi , B
α
i }i∈I,α∈A)
=
{
(Fαi )i∈I,α∈A ∈ L
ℓNn solution for 0
{Aαi ,B
α
i }i,α←−−−−−−→
L
0
}
.
Note that a rational expression for H∗ is
H∗ =
∑
α∈A
1(Bαn
∗)−1Aαn
∗ . . . (Bα1
∗)−1Aα1
∗1−1 .
The corresponding vector space of solutions for the zero association relation
is
(4.31)
E∗ := E({Aαn+1−i
∗, Bαn−i
∗}i∈{0,...,n},α∈A)
=
{
(Fαi )i∈I,α∈A ∈ L
ℓNn solution for 0
{Aαn+1−i
∗,Bαn−i
∗}i,α
←−−−−−−−−−−−→
L
0
}
,
where we let Aαn+1 = B
α
0 = 1I.
Theorem 4.4. For the rational matrix pseudodifferential operator H, given
by the rational expression (4.27), we have
(4.32)
∑
i∈I,α∈A
deg(Bαi )− dimC¯ E − dimC¯ E
∗ ≤ sdeg(H)
≤
∑
i∈I,α∈A
deg(Bαi )−max
{
dimC¯ E , dimC¯ E
∗
}
.
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Proof. We prove the inequalities (4.32) for the rational expression (4.27) by
induction on the pair (n,N), in lexicographic order. For n = N = 1 the
rational expression (4.27) reduces to H = AB−1, and in this case the spaces
(4.30) and (4.31) are
E =
{
F ∈ Lℓ solution of 0
(A,B)
←−−→
L
0
}
= Ker LA ∩Ker LB ,
and
E∗ =
{
F ∈ Lℓ solution of 0
{(1,B∗),(A∗,1)}
←−−−−−−−−→
L
0
}
= 0 .
Therefore, the upper and the lower bounds in (4.32) coincide with deg(B)−
dimC¯(KerLA ∩KerLB), which is equal to sdeg(H) by Proposition 3.9(a).
Next, let us consider the case when n = 1 and N ≥ 2. In this case the
rational expression (4.27) becomes
(4.33) H = A1(B1)−1 + · · ·+AN (BN )−1 .
In this case the spaces E and E∗ defined in equations (4.30) and (4.31) are,
respectively,
(4.34) E =
{
(Fα)Nα=1
∣∣∣∣∣ B1F 1 = · · · = BNFN = 0 ,A1F 1 + · · ·+ANFN = 0 .
}
,
and
(4.35) E∗ =
{
(Fα)Nα=1
∣∣∣∣∣ B1∗F 1 = · · · = BN∗FN = 0 ,F 1 + · · ·+ FN = 0 .
}
.
Let Q ∈ Matℓ×ℓK[∂] be the left greatest common divisor of BN−1 and BN ,
so that
(4.36) BN−1 = QB¯N−1 , BN = QB¯N ,
and B¯N−1 and B¯N are left coprime. Let also
(4.37) B¯N−1CN−1 = B¯NCN
be the right least common multiple of B¯N−1 and B¯N . In particular, by
Lemma 2.4(a), CN−1 and CN are non-degenerate, right coprime, and
(4.38) deg(CN−1) = deg(B¯N ) = deg(BN )− deg(Q) .
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Moreover,
(4.39) B˜N−1 = BN−1CN−1 = BNCN
is the right least common multiple of BN−1 and BN . By equation (4.38) we
have
(4.40) deg(B˜N−1) = deg(BN−1) + deg(BN )− deg(Q) .
Let also A˜N−1 = AN−1CN−1 + ANCN . Then, H admits the following
rational expression:
(4.41) H = A1(B1)−1 + · · · +AN−2(BN−2)−1 + A˜N−1(B˜N−1)−1 .
This rational expression has N − 1 summands, therefore we can apply the
inductive assumption. We have:
(4.42)
N−2∑
α=1
deg(Bα) + deg(B˜N−1)− dimC¯ E1 − dimC¯ E
∗
1 ≤ sdeg(H)
≤
N−2∑
α=1
deg(Bα) + deg(B˜N−1)−max
{
dimC¯ E1, dimC¯ E
∗
1
}
,
where, recalling (4.30) and (4.31), we let
(4.43)
E1 =
{
(Gα)N−1α=1
∣∣∣∣∣ B1G1 = · · · = BN−2GN−2 = B˜N−1GN−1 = 0 ,A1G1 + · · ·+AN−2GN−2 + A˜N−1GN−1 = 0 .
}
,
and
(4.44)
E∗1 =
{
(Gα)N−1α=1
∣∣∣∣∣ B1∗G1 = · · · = BN−2∗GN−2 = B˜N−1∗GN−1 = 0 ,G1 + · · · +GN−2 +GN−1 = 0 .
}
.
In order to continue the proof, we need the following two lemmas.
Lemma 4.5. We have an exact sequence
(4.45) 0→ E1
f
−→ E
g
−→ Ker LQ ,
where f is the map
(4.46) f : (Gα)N−1α=1 7→ (G
1, . . . , GN−2, CN−1GN−1, CNGN−1) ,
and g is the map
(4.47) g : (Fα)Nα=1 7→ B¯
N−1FN−1 − B¯NFN .
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Proof. First, it is clear that the image of g lies in the kernel of Q, since, for
(Fα)Nα=1 ∈ E , we have
Qg(Fα)Nα=1 = Q(B¯
N−1FN−1−B¯NFN ) = BN−1FN−1−BNFN = 0−0 = 0 .
Moreover, since CN−1 and CN are right coprime, we have, by Theorem
3.2(a), that KerL(C
N−1) ∩ KerL(C
N ) = 0. This clearly implies that the
map f is injective. We are left to prove that Im(f) = Ker(g). We have
g(f(Gα)N−1α=1 ) = B¯
N−1CN−1GN−1 − B¯NCNGN−1 = 0 ,
by (4.37). Hence, Im(f) ⊂ Ker(g). To prove the opposite inclusion, let
(Fα)Nα=1 ∈ Ker(g), i.e.
(4.48)
B1F 1 = · · · = BN−2FN−2 = 0 , B¯N−1FN−1 = B¯NFN ∈ KerQ ,
A1F 1 + · · ·+ANFN = 0 .
Since B¯N−1 and B¯N are left coprime, by Theorem 2.10 there exists GN−1 ∈
Lℓ such that
(4.49) FN−1 = CN−1GN−1 and FN = CNGN−1 .
Therefore, by (4.48) we have (F 1, . . . , FN−2, GN ) ∈ E1, and by (4.49) we
have (Fα)Nα=1 = f(F
1, . . . , FN−2, GN ). Therefore, Ker(g) ⊂ Im(f).
Lemma 4.6. We have a short exact sequence
(4.50) 0→ Ker(Q∗)
g∗
−→ E∗
f∗
−→ E∗1 → 0 ,
where f∗ is the map
(4.51) f∗ : (Fα)Nα=1 7→ (F
1, . . . , FN−2, FN−1 + FN ) ,
and g∗ is the map
(4.52) g∗ : G 7→ (0, . . . , 0, G,−G) .
Proof. The map g∗ is obviously injective, and its image lies in E∗, since
BN−1
∗
and BN
∗
are divisible on the right by Q∗. Moreover, since f∗◦g∗ = 0,
we have the inclusion Im(g∗) ⊂ Ker(f∗). The opposite inclusion is clear too:
if (Fα)Nα=1 ∈ Ker f
∗, then F 1 = · · · = FN−2 = 0, and
FN = −FN−1 ∈ KerL(B
N ∗) ∩Ker L(B
N−1∗) = Ker L(Q
∗) ,
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so that (Fα)Nα=1 = g
∗(FN−1). We are left to prove that f∗ is surjective. Let
(Gα)N−1α=1 ∈ E
∗
1 . We have
(4.53) 0 = B˜N−1∗GN−1 = CN−1
∗
BN−1
∗
GN−1 = CN
∗
BN
∗
GN−1 .
Recall that CN−1
∗
and CN
∗
are left coprime, and their right least common
multiple is CN−1
∗
B¯N−1∗ = CN
∗
B¯N ∗. By equation (4.53) we have, in par-
ticular, that CN−1
∗
(BN−1
∗
GN−1) = CN
∗
(0). Therefore, by Theorem 2.10,
there exists Z ∈ Lℓ such that
(4.54) BN−1
∗
GN−1 = B¯N−1∗Z and B¯N ∗Z = 0 .
Note that Q∗ is a non-degenerate matrix, therefore, since L is linearly closed,
there exists X ∈ Lℓ such that Z = Q∗X. It thus follows by (4.54) that
(4.55) BN−1
∗
GN−1 = BN−1
∗
X and BN
∗
X = 0 .
In other words, X ∈ Ker(BN
∗
) and GN−1 − X ∈ Ker(BN−1
∗
). But then
(Gα)N−1α=1 = f
∗(G1, . . . , GN−2, GN−1 −X,X).
By Lemma 4.5 we have
(4.56) dimC¯ E1 ≤ dimC¯ E ≤ dimC¯ E1 + deg(Q) ,
while by Lemma 4.6 we have
(4.57) dimC¯ E
∗ = dimC¯ E
∗
1 + deg(Q) .
Combining equation (4.42) with equations (4.40), (4.56) and (4.57), we get
(4.32), in this case.
Next, we prove the claim in the general case, when n ≥ 2. Recall the
definition (4.30) and (4.31) of the spaces E and E∗, which can be rewritten
as follows
(4.58) E =
{
(Fαi )i∈I,α∈A
∣∣∣∣∣
BαnF
α
n = 0 , α ∈ A ,
Aαi F
α
i = B
α
i−1F
α
i−1 , 2 ≤ i ≤ n, α ∈ A ,∑
α∈AA
α
1F
α
1 = 0 .
}
,
and
(4.59) E∗ =
{
(Fαi )i∈A,α∈A
∣∣∣∣∣
Bα1
∗Fα1 = 0 , α ∈ A ,
Aαi
∗Fαi−1 = B
α
i
∗Fαi , 2 ≤ i ≤ n, α ∈ A ,∑
α∈A F
α
n = 0 .
}
.
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For every α ∈ A, let Qα ∈ Matℓ×ℓK[∂] be the left greatest common divisor
of Bαn−1 and A
α
n, so that
(4.60) Bαn−1 = Q
αB¯αn−1 , A
α
n = Q
αA¯αn ,
and B¯αn−1 and A¯
α
n are left coprime. Let also
(4.61) B¯αn−1C
α = A¯αnD
α
be the right least common multiple of B¯αn−1 and A¯
α
n. In particular, by
Lemma 2.4(a), Cα and Dα are right coprime, and Dα is non-degenerate of
degree
(4.62) deg(Dα) = deg(B¯αn−1) = deg(B
α
n−1)− deg(Q
α) .
In view of equations (4.60) and (4.61), we can rewrite the rational expression
(4.27) for H as follows:
(4.63) H =
∑
α∈A
Aα1 (B
α
1 )
−1 . . . Aαn−2(B
α
n−2)
−1(Aαn−1C
α)(BαnD
α)−1 .
This expression has n − 1 factors in each summand, therefore we can ap-
ply the inductive assumption. We have, by the inductive assumption and
equation (4.62):
(4.64)
∑
i∈I,α∈A
deg(Bαi )−
∑
α∈A
deg(Qα)− dimC¯ E2 − dimC¯ E
∗
2 ≤ sdeg(H)
≤
∑
i∈I,α∈A
deg(Bα)−
∑
α∈A
deg(Qα)−max
{
dimC¯ E2, dimC¯ E
∗
2
}
,
where
(4.65)
E2 =
(Gαi )1≤i≤n−1,α∈A
∣∣∣∣∣∣∣∣
BαnD
αGαn−1 = 0 , α ∈ A ,
Aαn−1C
αGαn−1 = B
α
n−2G
α
n−2 , α ∈ A ,
Aαi G
α
i = B
α
i−1G
α
i−1 , 2 ≤ i ≤ n− 2, α ∈ A ,∑
α∈AA
α
1G
α
1 = 0 .
 ,
and
(4.66)
E∗2 =
(Gαi )1≤i≤n−1,α∈A
∣∣∣∣∣∣∣∣
Bα1
∗Gα1 = 0 , α ∈ A ,
Aαi
∗Gαi−1 = B
α
i
∗Gαi , 2 ≤ i ≤ n− 2, α ∈ A ,
Cα∗Aαn−1
∗Gαn−2 = D
α∗Bαn
∗Gαn−1 , α ∈ A ,∑
α∈AG
α
n−1 = 0 .
 .
In order to complete the proof, we need the following two lemmas.
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Lemma 4.7. We have an exact sequence
(4.67) 0→ E2
f
−→ E
g
−→
⊕
α∈A
Ker LQ
α ,
where f is the map
(4.68) f : (Gαi )1≤i≤n−1,α∈A 7→ (G
α
1 , . . . , G
α
n−2, C
αGαn−1,D
αGαn−1)α∈A ,
and g is the map
(4.69) g : (Fαi )i∈I,α∈A 7→ (B¯
α
n−1F
α
n−1 − A¯
α
nF
α
n )α∈A .
Proof. First, it is clear by (4.60) and the definition of E that the image of g
lies in
⊕
α∈AKerLQ
α. Moreover, since Cα and Dα are right coprime, f is
clearly injective. The inclusion Im(f) ⊂ Ker(g) immediately follows by the
definitions (4.58) of E and (4.65) of E2, and by equations (4.60) and (4.61).
We are left to prove that Ker(g) ⊂ Im(f). Let (Fαi )i∈I,α∈A ∈ Ker(g), i.e.,
(4.70)
BαnF
α
n = 0 , α ∈ A ,
A¯αnF
α
n = B¯
α
n−1F
α
n−1 , α ∈ A ,
Aαi F
α
i = B
α
i−1F
α
i−1 , 2 ≤ i ≤ n− 1, α ∈ A ,∑
α∈A
Aα1F
α
1 = 0 .
Since B¯αn−1 and A¯
α
n are left coprime, by Theorem 2.10 there exists G
α ∈ Lℓ
such that
(4.71) Fαn−1 = C
αGα and Fαn = D
αGα .
Therefore, by (4.70) we have (Fα1 , . . . , F
α
n−2, G
α)α∈A ∈ E2, and by (4.71) we
have
(Fαi )i∈I,α∈A = f
(
(Fα1 , . . . , F
α
n−2, G
α)α∈A
)
.
Lemma 4.8. We have a short exact sequence
(4.72) 0→
⊕
α∈A
Ker LQ
α∗ g
∗
−→ E∗
f∗
−→ E∗2 → 0 ,
where f∗ is the map
(4.73) f∗ : (Fαi )i∈I,α∈A 7→ (F
α
1 , . . . , F
α
n−2, F
α
n )α∈A ,
24
and g∗ is the map
(4.74) g∗ : (Gα)α∈A 7→ (0, . . . , 0, G
α, 0)α∈A .
Proof. The map g∗ is obviously injective. Its image lies in E∗, since Bαn−1
∗
and Aαn
∗ are divisible on the right by Qα∗. The inclusion Im(g∗) ⊂ Ker(f∗)
is obvious, and the opposite inclusion Im(g∗) ⊂ Ker(f∗) follows immediately
from the definition of E∗. We are left to prove that f∗ is surjectve. Let then
(Gαi )1≤i≤n−1,α∈A ∈ E
∗
2 . We have, in particular,
(4.75) Cα∗Aαn−1
∗Gαn−2 = D
α∗Bαn
∗Gαn−1 , α ∈ A .
Recall that Cα∗ and Dα∗ are left coprime, and (cf. (4.39)) Cα∗B¯αn−1
∗ =
Dα∗A¯αn
∗ is their right least common multiple. Therefore, by Theorem 2.10,
there exists Zα ∈ Lℓ such that
(4.76) Aαn−1
∗Gαn−2 = B¯
α
n−1
∗Zα and Bαn
∗Gαn−1 = A¯
α
n
∗Zα .
Since Qα∗ is non-degenerate, there exists Xα ∈ Lℓ such that Zα = Qα∗Xα.
Hence, equation (4.76) can be rewritten as
(4.77) Aαn−1
∗Gαn−2 = B
α
n−1
∗Xα and Bαn
∗Gαn−1 = A
α
n
∗Xα .
Equation (4.77) guarantees that (Gα1 , . . . , G
α
n−2,X
α, Gαn−1)α∈A lies in E
∗,
and, clearly,
(Gαi )1≤i≤n−1,α∈A = f
∗
(
(Gα1 , . . . , G
α
n−2,X
α, Gαn−1)α∈A
)
.
By Lemma 4.7 we have
(4.78) dimC¯ E2 ≤ dimC¯ E ≤ dimC¯ E2 +
∑
α∈A
deg(Qα) ,
while by Lemma 4.8 we have
(4.79) dimC¯ E
∗ = dimC¯ E
∗
2 +
∑
α∈A
deg(Qα) .
Combining equation (4.64) with equations (4.78) and (4.79), we get (4.32).
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4.3 Minimal rational expression
Lemma 4.9. Let H ∈ Matℓ×ℓK(∂) be a rational matrix pseudodifferential
operator, with a rational expression of the form (4.27). Then
sdeg(H) ≤
∑
i∈I,α∈A
deg(Bαi ) .
Proof. It follows immediately from Proposition 3.11.
Definition 4.10. We say that a rational expression (4.27) is minimal if
sdeg(H) =
∑
i,α
deg(Bαi ) .
Corollary 4.11. A rational expression (4.27) for a rational matrix pseudod-
ifferential operator H ∈ Matℓ×ℓK(∂) is minimal if and only if E = E
∗ = 0
(cf. equations (4.30) and (4.31)).
Proof. It follows immediately from Theorem 4.4.
4.4 The main results on the association relation
Theorem 4.12. Let H ∈ Matℓ×ℓK(∂) and let ξ, P ∈ K
ℓ. Then
(a) The association relation
(4.80) ξ
{Aαi ,B
α
i }i,α←−−−−−−→
K1
P ,
is independent of the minimal rational expression (4.27) for H and of
the intermediate differential field K ⊂ K1 ⊂ L. In particular, it is
equivalent to ξ
H
←−→ P .
(b) If ξ
H
←−→ P , then the association relation
(4.81) ξ
{Aαi ,B
α
i }i,α←−−−−−−→
L
P ,
holds for any rational expression (4.27) for H.
The rest of this section will be devoted to the proof of Theorem 4.12.
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Lemma 4.13. Let H ∈ Matℓ×ℓK(∂) and let H = AB
−1 be a minimal
fractional decomposition for H. Then, for every ξ, P ∈ Kℓ,
ξ
H
←−→ P if and only if ξ
{A,B}
←−−→
K
P .
Proof. The “if” part is obvious. Recall that, by definition, ξ
H
←−→ P if
and only if there exists a fractional decomposition H = A˜B˜−1 for H such
that ξ
{A˜,B˜}
←−−→
K
P . On the other hand, by Theorem 3.2(b) there exists a
non-degenerate matrix D ∈ Matℓ×ℓK[∂] such that A˜ = AD and B˜ = BD.
Therefore, if F ∈ Kℓ is a solution for the association relation ξ
{A˜,B˜}
←−−→
K
P ,
then DF is a solution for ξ
{A,B}
←−−→
K
P .
Lemma 4.14. Let H ∈ Matℓ×ℓK(∂), let H = AB
−1 be a minimal fractional
decomposition for H, and let (4.27) be an arbitrary rational expression for
H. Then, for every ξ, P ∈ Kℓ,
ξ
{A,B}
←−−→
L
P implies ξ
{Aαi ,B
α
i }i,α←−−−−−−→
L
P .
Proof. Consider the rational expression (4.27). For every α ∈ A, we can
apply Lemma 2.5 to get matrices Xα1 , . . . ,X
α
n ∈ Matℓ×ℓK[∂], with X
α
n non-
degenerate, such that
(4.82) Bαi X
α
i = A
α
i+1X
α
i+1 for all i = 1, . . . , n− 1, α ∈ A .
Then the rational matrix H admits the following new rational expression:
(4.83) H =
∑
α∈A
(Aα1X
α
1 )(B
α
nX
α
n )
−1 .
Next, let
(4.84) B˜ = B1nX
1
nC
1 = · · · = BNn X
N
n C
N ,
be the least right common multiple of B1nX
1
n, . . . , B
N
n X
N
n . We thus get the
fractional decomposition H = A˜B˜−1, where:
(4.85) A˜ = A11X
1
1C
1 + · · · +AN1 X
N
1 C
N .
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By Theorem 3.2(b) there exists a non-degenerate matrix D ∈ Matℓ×ℓK[∂]
such that
(4.86) A˜ = AD and B˜ = BD
By assumption, ξ
{A,B}
←−−→
L
P . In other words, there exists F ∈ Lℓ such that
BF = ξ and AF = P . Since D is non-degenerate and L is linearly closed,
there exists Z ∈ Lℓ such that F = DZ. Therefore, Z is a solution for
ξ
{A˜,B˜}
←−−→
L
P . It is straightforward to check, using equations (4.82), (4.84)
and (4.85), that, letting Zα = CαZ, α ∈ A, we get a solution for
ξ
{Aα1X
α
1 ,B
α
nX
α
n }α∈A
←−−−−−−−−−−−→
L
P ,
and letting Zαi = X
α
i Z
α, i ∈ I, α ∈ A, we get a solution for
ξ
{Aαi ,B
α
i }i∈I,α∈A←−−−−−−−−−→
L
P .
Lemma 4.15. Let H ∈ Matℓ×ℓK(∂), let H = AB
−1 be a minimal fractional
decomposition for H, and let (4.27) be a minimal rational expression for H.
Then, for every ξ, P ∈ Kℓ, we have
ξ
{A,B}
←−−→
L
P if and only if ξ
{Aαi ,B
α
i }i,α←−−−−−−→
L
P .
Proof. The “only if” part is given by Lemma 4.14, so we only need to prove
the “if” part. Assume that ξ
{Aαi ,B
α
i }i,α←−−−−−−→
L
P . We shall prove that ξ
{A,B}
←−−→
L
P
by induction on the ordered pair (N,n). In the case N = n = 1 the state-
ment is obvious since, by Theorem 3.2, two minimal fractional decomposi-
tions for H are obtained from each other by multiplication on the right by
an invertible ℓ× ℓ matrix differential operator.
Next, we consider the case when N = 1 and n ≥ 2. In this case, the
rational expression (4.27) is
(4.87) H = A1B
−1
1 . . . An−1B
−1
n−1AnB
−1
n ,
and by the minimality assumption we have
(4.88) sdeg(H) = deg(B1) + deg(B2) + · · · + deg(Bn) .
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By Lemma 2.4(a), there exist right coprime matrix differential operators
A˜n, B˜n−1 ∈ Matℓ×ℓK[∂], with B˜n−1 non-degenerate, such that
(4.89) right l.c.m.(An, Bn−1) = AnB˜n−1 = Bn−1A˜n ,
and, moreover,
(4.90) deg(B˜n−1) = deg(Bn−1) ,
since, by minimality of (4.87) An and Bn−1 are left coprime. Combining
equations (4.87) and (4.89), we get the following new rational expression for
H, with n− 1 factors:
(4.91) H = A1B
−1
1 . . . An−2B
−1
n−2An−1A˜n
(
BnB˜n−1
)−1
,
which is again minimal by (4.88) and (4.90). By the inductive assumption
we have:
ξ
{A1,B1,...,An−2,Bn−2,An−1A˜n,BnB˜n−1}
←−−−−−−−−−−−−−−−−−−−−−−−−→
L
P implies ξ
{A,B}
←−−→
L
P ,
and we have to prove that
(4.92) ξ
{Ai,Bi}i∈I
←−−−−−→
L
P implies ξ
{A1,B1,...,An−2,Bn−2,An−1A˜n,BnB˜n−1}
←−−−−−−−−−−−−−−−−−−−−−−−−→
L
P .
A solution for the association relation in the left of (4.92) is an n-tuple
F1, . . . , Fn ∈ L
ℓ such that
(4.93)
BnFn = ξ , AnFn = Bn−1Fn−1 , An−1Fn−1 = Bn−2Fn−2 ,
An−2Fn−2 = Bn−3Fn−3 , . . . , A2F2 = B1F1 , A1F1 = P ,
Since An and Bn−1 are left coprime, by the second identity in (4.93) and
Theorem 2.10, there exists F˜n−1 ∈ L
ℓ such that Fn−1 = A˜nF˜n−1 and
Fn = B˜n−1F˜n−1. It is then immediate to check that F1, . . . , Fn−2, F˜n−1
is a solution for the association relation in the right of (4.92).
Next, we consider the general case when N ≥ 2. In this case, we have
H = H1 + · · ·+HN , where
(4.94) Hα = Aα1 (B
α
1 )
−1 . . . Aαn(B
α
n )
−1 , α = 1, . . . , N .
By Proposition 3.11 it follows that
sdeg(H) ≤
∑
α∈A
sdeg(Hα) ≤
∑
α∈A
∑
i∈I
deg(Bαi ) .
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Hence, since, by assumption, (4.27) is a minimal rational expression for H,
all inequalities above are in fact equalities. In particular, (4.94) is a minimal
rational expression for Hα for every α, and
(4.95) sdeg(H) = sdeg(H1) + · · · + sdeg(HN ) .
For every α ∈ A, let Hα = Aα(Bα)−1 be a minimal fractional decomposition
for Hα, and let
(4.96) B˜ = B1C1 = · · · = BNCN ,
be the right least common multiple of B1, . . . , BN . Thanks to equation
(4.95), we can apply Lemma 3.12 to conclude that the matrices B1, . . . , BN
are strongly left coprime, and that
(4.97) H = (A1C1 + . . . ANCN )B˜−1 ,
is a minimal fractional decomposition for H. By definition, {Fαi }i∈I,α∈A ⊂
Lℓ is a solution for the association relation ξ
{Aαi ,B
α
i }i∈I,α∈A←−−−−−−−−−→
L
P if and
only if, for every α ∈ A, {Fαi }i∈I is a solution for the association relation
ξ
{Aαi ,B
α
i }i∈I←−−−−−−→
L
Aα1F
α
1 =: P
α, and P 1 + · · ·+ PN = P . Hence,
(4.98) ξ
{Aαi ,B
α
i }i∈I,α∈A←−−−−−−−−−→
L
P if and only if ξ
{Aαi ,B
α
i }i∈I←−−−−−−→
L
Pα ,
for some P 1, . . . , PN ∈ Lℓ such that P 1+ · · ·+PN = P . On the other hand,
by the case N = 1 we have that, for every α ∈ A,
(4.99) ξ
{Aαi ,B
α
i }i∈I←−−−−−−→
L
Pα if and only if ξ
{Aα,Bα}
←−−−−→
L
Pα .
By definition, the association relation in the right of (4.99) means that there
exists Fα ∈ Lℓ such that
(4.100) BαFα = ξ and AαFα = Pα .
Since B1, . . . , BN are strongly left coprime, it follows by the first equation
in (4.100) and Theorem 2.11 that there exists F ∈ Lℓ such that Fα = CαF
for every α ∈ A. Hence, B˜F = ξ, and, by by the second equation in (4.98),
(A1C1 + · · · +ANCN )F = A1F 1 + · · ·+ANFN = P .
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In other words, F ∈ Lℓ is a solution for the association relation
(4.101) ξ
{A1C1+···+ANCN ,B˜}
←−−−−−−−−−−−−−→
L
P .
Since any minimal fractional decompositions for H differ by multiplication
by an invertible ℓ × ℓ matrix differential operator, we thus get ξ
{A,B}
←−−→
L
P ,
completing the proof.
Lemma 4.16. Let H ∈ Matℓ×ℓK(∂), and let (4.27) be a minimal rational
expression for H. Then, for every ξ, P ∈ Kℓ,
ξ
{Aαi ,B
α
i }i,α←−−−−−−→
L
P implies ξ
{Aαi ,B
α
i }i,α←−−−−−−→
K
P .
Proof. Let {Fαi }i∈I,α∈α ⊂ L be a solution for ξ
{Aαi ,B
α
i }i,α←−−−−−−→
L
P . Since, by as-
sumption, the rational expression (4.27) is minimal, we have from Corollary
4.11 that the space E of solutions for the association relation 0
{Aαi ,B
α
i }i,α←−−−−−−→
L
0
is zero. Therefore, by linearity, {Fαi }i∈I,α∈α ⊂ L must be the unique solu-
tion for ξ
{Aαi ,B
α
i }i,α←−−−−−−→
L
P .
We want to prove that, in fact, Fαi lies in K
ℓ for every i, α. For this, we
shall use some differential Galois theory (see e.g. [9]). Let K˜ = C¯⊗CK. By [4,
Lem.5.12(a)], K˜ is a differential field extension of K, with field of constants C¯,
and the linear closure L is obtained as union of the Picard-Vessiot composita
K˜ = K˜0 ⊂ K˜1 ⊂ · · · ⊂ L, see [8]. Suppose that, for some i, α, one of the
entries of Fαi does not lie in K˜. Then, by [4, Lem.5.9], there exists k and
a Picard-Vessiot extension P of Kk such that, for every i, α, all the entries
of Fαi lie in P, and not all lie in Kk. Clearly, being the unique solution for
the association relation ξ
{Aαi ,B
α
i }i,α←−−−−−−→
L
P (with all the matrices Aαi , B
α
i with
coefficients in K), the element (Fαi )i∈I,α∈A ∈ P
ℓnN is fixed by the differential
Galois group Gal(P/Kk). Therefore, by [4, Prop.5.14] all the entries of F
α
i
lie in Kk, which is a contradiction. Therefore, F
α
i ∈ K˜
ℓ for every i, α. In
order to prove that Fαi ∈ K
ℓ for every i, α, we apply the ordinary Galoise
theory. Clearly, the entries of Fαi , being elements of C¯ ⊗C K, lie in a finite
Galois extension of K. Again, being the unique solution for the association
relation ξ
{Aαi ,B
α
i }i,α←−−−−−−→
L
P , (Fαi )i∈I,α∈A is fixed by the corresponding Galois
group, and therefore all the entries lie in K.
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Corollary 4.17. Let H ∈ Matℓ×ℓK(∂), and let (4.27) be a minimal rational
expression for H. Then, the association relation
ξ
{Aαi ,B
α
i }i,α←−−−−−−→
K1
P ,
is independent of the intermediate differential field K ⊂ K1 ⊂ L.
Proof. By definition of association relation, if K1 ⊂ K2, then ξ
{Aαi ,B
α
i }i,α←−−−−−−→
K1
P
implies ξ
{Aαi ,B
α
i }i,α←−−−−−−→
K2
P . Therefore the statement follows immediately from
Lemma 4.16.
Proof of Theorem 4.12. The first assertion of part (a) is an immediate con-
sequence of Lemma 4.13, Lemma 4.15, and Corollary 4.17. Part (b) follows
from part (a) and Lemma 4.14.
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