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1. INTRODUCTION
 In M1, M2 , Martin introduces and studies the partition algebras,
Ž .P Q . These are finite dimensional algebras indexed by a positive integern
n and complex number Q. They are associative with identity and are
generically semisimple. By this we mean they are semisimple except for a
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Ž .finite number of values of Q. The distinct generic irreducibles of P Qn
  Ž .are indexed by integer partitions  with   n and are denoted S n . In
  Ž .M2 , Martin studies the question of when there is a nonzero P Q -homo-n
Ž . Ž .morphism from S n to S n for distinct  and . Of course, this is only 
Ž .  possible at the values of Q for which P Q is not semisimple. In M2 ,n
Ž .Martin gives an explicit and very elegant condition on triples , , Q for
which there is such a homomorphism when Q 0. We extend this to
include Q 0.
THEOREM 1.1. If Q 0 suppose  is not empty; for Q 0 there is no
Ž . Ž .restriction on . There is a nonzero P Q homomorphism from S n ton 
Ž .S n if and only if   or  , all of the boxes of the skew-shape 
are in one row, and
 Q   c p  0,Ž .
Ž .where c p is the content of the right-most box, p, in .
This was proved by Martin when Q 0. By introducing a modified
functor when Q 0, we prove this for Q 0 as well. This is a very
powerful result. It allows Martin to give an algorithm which computes the
radical and dimensions of the irreducible modules for values of Q for
Ž .which P Q is not semisimple. The structure of the partition algebra cann
 also be obtained from MW as described in the remarks at the end.
In this paper, we provide a different, more combinatorial, view of the
 material in M2 . By noticing some underlying combinatorial structures in
Martin’s work, we are able to give cleaner proofs of some of his results.
We also tidy up a key proof in which Martin inadvertently uses complete
Ž .reducibility of certain modules which is invalid when P Q is not semisim-n
ple. Indeed, the modules do not split, but fortunately under the appropri-
ate circumstances, the modules either split or appear as bottom con-
Ž .stituents anyway see Section 8 . We also give more details about some of
 the arguments sketched in M2 ; see for example Sections 10 and 12. We
Ž .  also show P Q is a cellular algebra in the sense of GL . This is alson
  Ž .shown in X . Some of the properties of the modules S n are common to
the natural representations described there.
1.1. Notation
Ž .An integer partition         is a weakly decreasing1 2 l
sequence of positive integers. If the sum of the  ’s is n, then this isi
 denoted by 	 n and   n. The integers  are called the parts of .i
The Ferrers diagram associated with a partition  is the collection of boxes
  Ž . 4 2  i, j : 1 j  in Z using matrix style coordinates. For a boxi
Ž .   Ž .p i, j in  , the content of p, denoted c p , is the value j i. If  and
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 are two partitions for which    for all i, then we say  contains ,i i
   written 
 . If 
 , then as sets  
  and the skew-partition 
   is the set    . A special case is when  contains one box. In this
case, we say  coers , denoted  , or  is coered by , denoted
. If all of the boxes in  are in the same row, then  is said to
Ž .be a horizontal row. For a fixed integer Q, an ordered pair ,  is called a
Q-pair if  ,  is a horizontal row, and
 Q   c p  0,Ž .
where p is the right-most box in . For any given  and Q, there is at
Ž .most one  for which ,  is a Q-pair.
A set partition of a finite set A is a decomposition of A into disjoint
 4subsets. That is a collection of subsets B , . . . , B of A such that AB1 t i
and B  B  if i j. Set partitions are denoted  B  B . Thei j 1 t
subsets B are called blocks of the partition  . Any block containing onlyi
one element is called a singleton block. The collection of all set partitions
Ž .    4of A is denoted  A . For brevity, n denotes the set 1, 2, . . . , n and
Ž . Ž . Ž . n  n . The Sterling number of the second kind, denoted S n, k ,
 equals the number of set partitions of n with k blocks. The Bell number
Ž .  Ž .  Ž .B n   n Ý S n, k .k
1.2. Partition Algebra
Ž .The partition algebra P Q is defined for every positive integer n andn
complex number Q. It is an algebra over the complex numbers. A basis for
Ž .P Q is the collection of set partitions of 2n points. We view these 2nn
points as two rows of n points, one aligned atop the other. The blocks are
denoted by drawing a line between points which are in the same block. For
example,
For clarity, many of the lines are not drawn. The actual blocks of the set
partition are the transitive closure of the drawn lines. For reference
purposes, the points of a diagram are numbered 1 to n from left to right in
both the top and bottom. When a set partition  is arranged in this
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Ž .fashion, the top row of  is denoted top  , and the bottom row is
Ž .denoted bot  .
Ž .The elements of P Q are complex linear combinations of these setn
partitions. The multiplication of two set partitions,  and  , is defined1 2
Ž .by placing  above  and and drawing an edge from point i in bot 1 2 1
Ž .to point i in top  for all 1 i n. The result is a set partition  of2 3
4n points. Let  be the set partition on 2n points obtained by intersecting
Ž . Ž . Ž .each block of  with top   bot  . Let   , be the number of3 1 2 1 2
Ž . Ž .blocks in  , which do not intersect top  or bot  . The multiplication3 1 2




Ž . Ž .and   ,  1. So,    Q . The algebra P Q is associative1 2 1 2 n
Ž .  Ž . with identity and has dimension B 2n   2n . The identity is the
 4partition where the blocks are point i in top, point i in the bottom .
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It is important to notice that the group algebra of the symmetric group
 Ž . Ž . Ž .C Sym n is embedded in P Q . The permutation  Sym n getsn
Ž . embedded in P Q as the set partition with n blocks point i in top, pointn
Ž . 4 Ž .Ž .Ž . i in the bottom . For example, the permutation 245 137 6 , written in
cycle notation, corresponds to
The multiplication in the partition algebra is exactly the same as the
Ž .multiplication of permutations. Moreover, since   ,  0 when 1 2 1
and  arise from permutations, the value of Q plays no role. We freely2
Ž . Ž . Ž .refer to elements of Sym n as elements of P Q . Also, given a P Q -n n
Ž .module, it can be viewed by restriction as a Sym n -module.
Ž .Given  2n , define the number of ertical lines of  , denoted
Ž . Ž .  , to be the number of blocks in  which intersect both top  and
Ž .bot  . This is the minimum number of lines from the top row to the
bottom row needed to draw the diagram of  . In all of our drawings, the
number of such lines is equal to the number of vertical lines in the set
Ž partition. Martin calls this statistic the ‘‘propagating number’’ see M2,
.Definition 5 . Notice that
    min   ,  Ž . Ž . Ž .Ž .1 2 1 2
Ž .for all pairs of set partitions  and  in  2n . In other words,1 2
multiplication in the partition algebra can destroy vertical lines but can
 never create them. This is Proposition 2 of M2 . Thus, the span of all set
Ž .partitions with m or fewer vertical lines is an ideal of P Q . Denote thisn
mŽ . m1Ž .ideal by P Q . These ideals form an increasing series as P Q n n
mŽ . Ž . mŽ .P Q . This gives a filtration of P Q . Accordingly, define I Q n n n
mŽ . m1Ž . mŽ . Ž .P Q P Q . A basis for I Q is given by all element of  2n withn n n
mŽ .exactly m vertical lines. Multiplication by  in I Q is exactly as inn
Ž .P Q except if the resulting set partition has fewer than m vertical lines,n
the product is set equal to 0.
Ž .There are two families of special elements in  2n that are needed
i  throughout the paper. First, let A be the set partition of 2n , where point
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i in the top row and point i in the bottom row are singletons, and point k
in the top is joined to point k in the bottom for every k i.
The second family is denoted Ai, j with i j. In Ai, j, points i and j in
both the top and the bottom form a block of size 4, and point k in the top
is joined to point k in the bottom for every k i or j.
i i, j n1Ž .The elements A and A are in P Q . These elements along with then
Ž . Ž . elements corresponding to permutations in Sym n generate P Q M2,n
 Ž .Proposition 1 . Thus to show that two P Q -modules are isomorphic, itn
Ž . Žsuffices to show that they are isomorphic as Sym n -modules by restric-
. i, j ition and that the action of the A ’s and A ’s is the same in both.
1.3. Representation Theory of the Symmetric Group
Several results on the representation theory of the symmetric group are
needed. Here, we review some definitions and notation. For more details,
   Ž .see J, JK, S . For 	 n, let S denote the irreducible Sym n -module
corresponding to . The dimension of S is denoted f  and its character
 Ž . Ž .  by 	 . The irreducibles of Sym n  Sym m are denoted S S , where
	 n and 	m.
 Ž .  4In the group algebra C Sym n , let e : 	 n be a set of irreducible
  Ž .orthogonal idempotents where the indexing is such that S  C Sym n e .
A combinatorial description of one choice for e is as follows. Let R be 
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  Ž .the row stabilizer of the Ferrers diagram  . So, R  Sym    1
Ž .  Sym  . Let C be the column stabilizer of  ; thenl 
f 
e  sgn  
 ,Ž .Ý Ý n! C 
R 
Ž . Ž .where sgn  is the sign of the permutation  . If V is a Sym n -module,
then for any   V, e   is in the -isotopic component of V. For
another choice of the e ’s, use the same formula with the product 

reversed.
1.4. Partially Ordered Sets
A partially ordered set or poset is a set P with a reflexive, antisymmetric,
transitive binary relation  . The poset notation used in this paper follows
 Stanley St, Chap. 3 . We consider only finite posets; that is, the set P is
   4finite. If x y in P, then define the interal x, y  z P: x z y .
   Ž .An element y is said to coer x if x, y  2. Let C x denote the set of
elements of P which cover x.
A poset is called a lattice if for every pair of elements x and y in P,
 4there is a unique least upper bound for x, y , denoted x y, and a unique
 4greatest lower bound for x, y , denoted x y. The element x y is
called the join of x and y, and x y is called the meet of x and y. For
any A
 P, A and  A denote the join and meet of the elements in A,
respectively.
Ž .One important example is the partition lattice. The set P is  n and
A  A  B  B if for each i, 1 i s, there exists a j, 1 j t,1 s 1 t
such that A 
 B . This ordering is referred to as ‘‘refinement.’’ The meeti j
is easy to define. Let  and  be the two set partitions denoted above.1 2
Then the blocks of    are nonempty C  A  B for 1 i s1 2 i, j i j
and 1 j t. The join is more difficult to define. The elements a and b
are in the same block of    if and only if there exists a sequence1 2
Ž .a c , . . . , c  b such that for 1 i r 1 c and c are in the1 r i i1
same block of  or  .1 2
Ž .Let P be a finite poset. For ordered pairs x, y of elements of P,
recursively define the Mobius function of P to be¨
1, if x y ,Ý  x , z , if x y , x , y  Ž .Ž . x z y PP 
0, otherwise.
The Mobius function is a powerful invariant of a poset and plays a key role¨
Ž .in later sections. The value  x, y depends only on the poset structure of
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 the interval x, y . Given   A  A    B  B in the par-1 1 s 2 1 t
Ž .tition lattice  n , the Mobius function is given by¨
t
c 1i  ,  1 c  1 !,Ž . Ž . Ž .Ł Žn. 1 2 i
i1
where c equals the number of blocks of  which are contained in thei 1
block B of  .i 2
There are many results on Mobius functions. One particular result¨
which we need is Weisner’s Theorem.
Ž .THEOREM 1.2 Weisner’s theorem . Let P be a finite poset. Take x y in
Ž . Ž .   ŽP. Let A x  C x  x, y i.e., the elements which coer x in the
.  interal . If x, y is a lattice, then
 A




 A proof of this is given in St .
2. GENERIC IRREDUCIBLES
Ž .In this section, we describe the generic irreducible module S n of the
Ž .partition algebra. These are irreducibles of P Q except for finitely manyn
values of Q.
mŽ . mŽ .Let m n. Define I Q to be the submodule of I Q generated byn n
Ž .all set partitions in  2n with bottom row
Here, points 1 to m in the bottom are disjoint blocks, each of which
contains at least one point from the top row, and points m 1 through n
in the bottom are singleton blocks. A typical element for n 7, m 3 is
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Every set partition of this form has m vertical lines. Consider this as a left
Ž .module. To see that this is indeed a P Q -module, notice that multiplica-n
tion on the left by any set partition  does not affect the singletons in the
bottom row. It may combine two of the other points into a single block, but
then the resulting product would be 0 because it has fewer than m vertical
lines.
mŽ . Ž .A basis for I Q is indexed by ordered pairs , g where  is a setn
 partition of n with at least m blocks, and g is a one-to-one function from
   m to the blocks of  . The set partition of 2n corresponding to this pair
Ž .has top row , bottom row 1 , and point i in the bottom row is placed in
Ž .the same block as g i in the top for 1 im. For notational purposes,
Ž . Ž . Ž .the pair , g is written as a set partition with block g 1 first left-most ,
Ž . Ž .g 2 next, and so on. Then a double slash ‘‘’’ is written after block g m ,
Ž .and the remaining blocks of  if any are written in any order to the
right of . Such a set partition is called an m-partial ordered set partition
   of n . The set of m-partial ordered set partitions of n is denoted O .m , n
Ž .  4For example with n 7 and m 2, if  1354726 and g 1  47 ,
Ž .  4g 2  26 . This is written 4726135 and the corresponding element of
mŽ .I Q isn
As a reminder of the value of m and to differentiate from regular set
partitions, the ‘‘’’ is still written even if there are no blocks after it. So,
the blocks to the left of  are ordered and those to the right are
mŽ .unordered. This map from O to elements of I Q is denoted by f.m , n n
mŽ . Ž . Ž .Notice the space I Q is a right Sym m -module where Sym m is then
Ž .subgroup of Sym n acting only on the first m positions and fixing the
Ž . Ž .remaining nm ones see Section 1.2 . Here for  Sym m and
1 jm, the block B in the top which had been joined to point j in thej
Ž .bottom becomes joined to point  j in the bottom. The remaining blocks
k on the top are not joined to any point k on the bottom. Notice
f B  B B  B  f B  B B  B  .Ž . Ž .1 m m1 k  Ž1.  Žm. m1 k
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Ž . Ž .Given 	m, define S n to be the P Q -module n
I m Q  SŽ .n SymŽm.
Ž . Ž .with the multiplication being         , where the mul-1 2 1 2
mŽ .tiplication    is in I Q . This product is either 0 if there are fewer1 2 m
Ž . Ž .than m vertical lines in the P Q multiplication or is the P Q product ifn n
 there are m lines. In M2 , Martin shows that these are generic irre-
Ž .ducibles of P Q for Q 0. Moreover, for all but finitely many values ofn
 Ž .   4 Ž .Q, S n :   n is the set of distinct irreducible modules of P Q and n
Ž .in these cases P Q is semisimple.n
Ž .Next, we give an explicit basis for S n . Let 	 n and take B   1
Ž .B B  B in O . For any  Sym m ,m m1 k m , n
f B  B B  B Ž .1 m m1 k
 f B  B B  B Ž . Ž1.  Žm. m1 k
 f B  B B  B     .Ž . Ž1.  Žm. m1 k
Thus, the blocks B  B can be ordered so they have the property1 m
Ž . Ž .that min B min B for i j. In other words, the blocks to the left ofi j
 are sorted based on the value of their minimal elements. Such a
partially ordered set partition is called proper. Let the set of proper
partially ordered set partitions be denoted by O .m , n
Ž . PROPOSITION 2.1. Let  , . . . ,  be a basis for the Sym m -module S .1 f
 Ž .  4 Ž .Then f x  : x O , 1 i f is a basis for S n .i m , n 
 The proper m-partially ordered set partitions of n can be gotten by
 first selecting a set partition of n with at least m blocks and then
selecting which m of the blocks are on the left of . The order of these
m blocks is obtained from the ‘‘proper’’ property. Thus, the dimension of
Ž .S n is
n
kf S n , k .Ž .Ý ž /m
km
It is an interesting exercise to show that
2n
kB 2n  f S n , k .Ž . Ž .Ý Ý ž /mž /
  kmn
An important special case is when 	 n. The only proper element in
mŽ .O is 1 n, and the corresponding element in I Q is then, n n
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Ž . Ž . Ž . Ž . Ž .identity 1. Then in S n ,  1   1   1   1  
Ž . Ž .for  S . Thus S n when viewed as a Sym n -module by restriction isn 
 Ž . Žisomorphic to S . For any  2n which is not a permutation,  1
. Ž . Ž .    1   0  0. Thus to show that S n is embedded in
Ž . Ž . S n , it suffices to find a subspace W of S n which is isomorphic to S 
Ž . i i, jas a Sym n -module and annihilated by every A and A . This plays a
Ž .major role in the paper. Also, since S n is generically irreducible and Q
plays no role in its structure when 	 n, it is irreducible for all Q. Thus
Ž . Ž . Ž .any nontrivial P Q -homomorphism from S n into S n must be ann  
embedding.
Ž .Remark. The description here gives a way to identify P Q as an
 cellular algebra in the sense of GL . This fact is not used later in the
paper, and readers not familiar with cellular algebras may skip the remain-
der of this remark. This is similar to the development for the Brauer
 algebra in DHW . It was first shown that the Brauer algebra was a cellular
  Ž .algebra in GL, Sect. 4 . We use the KahzdanLusztig basis for Sym m as
mŽ . Ž .discussed there. A basis for I Q can be given by all x , x ,  where then 1 2
Ž .  is in Sym m and x are in O . Here a diagram,  , with exactly mi m , n 1
Ž .vertical lines is represented by top   x with the blocks containing1 1
Ž .vertical lines to the left of , bot   x with the same convention, and1 2
 is the permutation which maps the ith block on the bottom from the left
Ž . Ž . Ž .in bot  to the  i th block in top  for 1 im. Recall the first m1 1
blocks in both x and x are the ones to the left of the  and are both in1 2
increasing order. Let J m be the complex vector space with the basis beingn
mŽ . mŽ .diagrams in I Q in which  is the identity. Now I Q can be identifiedn n
with the vector space J m  V where V is a space representing then SymŽm.
Ž . Ž .regular representation of Sym m . In particular identify x , x ,  with1 2
   , where  is the diagram in J m with top x , bottom x , andx , x x , x n 1 21 2 1 2
 is taken in V. Now pick a KazhdanLusztig basis w for V ast , t1 2 described in GL, Sects. 1 and 4 which is labelled by pairs of standard
Young tableaux, t , t , of shape  for all partitions  of m. We require a1 2
partially ordered set  which we take to be all 	m for which 0m n.
The order is the usual dominance order for partitions of the same size. For
partitions of different sizes the smaller one is less than the larger one. For
Ž . Ž . each such  we let M  be the set x, d where x O and d is am , n
Ž .standard Young tableau of shape . Now we need a basis of P Q labelledn
Ž .by pairs of elements from M  for each . The cellular basis needed for
Ž . Ž .  4x ,  , x ,  is   w for m ranging over all m, with 0m1 1 2 2 x , x t , t1 2 1 2
 n. The important condition C3 in GL, Definition 1.1 follows from the
Ž Ž . . Ž .m maction of  . In particular  f x  w    f x  w is 0 if  i I ŽQ. i I ŽQ.n n
Ž . Ž Ž . .  Ž , f Ž x .. Ž . Ž .f x  0, and is  f x  w Q f y   w , where  Sym mi i
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is as above. The same result is true here if we replace w with the basisi
Ž .vectors w and if we change the bottom from 1 to any fixed bottom, sayt , t1 2
Ž . Ž . Ž .x , and replace f x with x, x , id . The action of Sym m now inter-2 2
changes the vertical lines from the bottom to the top, rather than the first
m points on the bottom. The crucial fact which makes this a cellular basis
is that the action of  does not depend on which bottom, x , has been2
 chosen. This leads to the defining relations C3 in GL . When the action
gives 0, it is modulo the span of diagrams with fewer vertical lines which
are lower in the order of . When the action does not give 0, the relation
  Ž .C3 in GL follows because the w are a cellular basis for Sym m . Int , t1 2
particular  acting on w is the same linear combination of terms wt , t t, t1 2 2
 modulo lower terms for each t . Using the construction given in GL , it is2
Ž .straightforward to check that the representations S n given here are the
Ž .  same as the modules W  for the elements of  given in GL .
Ž .Some of the properties of the modules S n follow from the general
 results in GL . They can also be proved as they were for the Brauer
    Ž .algebra in HW . It follows from GL that the S n have a symmetric
associative bilinear form defined on them. Either it is 0 or the radical is
Ž .the unique maximal proper submodule. Let U n be this proper submod-
Ž .ule. It is in fact the radical of the form. The irreducible modules of P Qn
Ž . Ž .are the quotients S n U n for each  for which this is non-zero. 
Ž .We now introduce elements in P Q which help to determine whenn
these are non-zero. Let T  Am , m1Am1, m2  An1, n. Notice T ism m
the identity in the first m 1 positions and all remaining nodes are
joined. Let S  Am1Am2  An. Notice S2 QnmS . Also T 2 T .m m m m m
The elements T and S are in I m.m m n
  LEMMA 2.2. Suppose   S is not 0. If m  is positie, then T m
Ž . Ž .is not in U n for any n with m n. If Q 0, S  is not in U n for m 
any m n whether m is 0 or not.
  Ž .Proof. It follows from GL that U n is exactly the submodule of
Ž . mŽ . Ž .S n annihilated by all elements in I Q . But T T   T  0 n m m m
Ž .so T  is not in U n . The same applies to S  provided Q 0.m  m
Ž .COROLLARY 2.3. The irreducible representations of P Q are the represen-n
Ž . Ž .tations S n U n for all 	m and 0m n proided Q 0. If 
Ž . Ž .Q 0, they are S n U n for 1m n. 
Ž .Proof. This follows from Lemma 2.2 as in each case S n property
Ž . Ž . Ž .includes in U n . If Q 0 and  is empty, S n U n as d d  0   1 2
for any d , d in I 0. This follows as there is always an internal component1 2 n
so the product is always multiplied by Q which is 0.
 As discussed in GL, Sect. 4 , over fields of characteristic p, the same is
true provided the partitions are restricted to p-regular partitions.
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3. FUNCTORS F AND G
 For notational purposes, for any   n, let
S n , S n  dim hom S n , S n .² :Ž . Ž . Ž . Ž .Ž .ž /  P ŽQ.  n
  Ž . Ž .If   n, nontrivial homomorphisms of S n  S n are in general not 
isomorphisms.
In this section, we recall two functors introduced by Martin M2, Sect.
1.2 . Using these functors, Martin showed that when Q 0, determining
² Ž . Ž .:whether S n n , S n n is nonzero is equivalent to determining 0  0
² Ž . Ž .:whether S n , S n is nonzero, where 	 n. This is a critical reduc- 
Ž .tion in the problem due to the structure for the modules S n described
 above. These functors are studied in a more general setting by Green G .
Here we extend this method for Q 0.
Ž . Ž .Let P Q -mod be the category of P Q -modules. Let e denote then n
1 n Ž .idempotent A in P Q . We must assume Q 0 whenever we use thisnQ
Ž .idempotent, as e is not defined when Q 0. Notice that eP Q e isn
generated by elements in which point n in the top and point n in the
bottom are both isolated. In this manner, it can then be identified with
Ž . Ž .P Q . Furthermore, if M is a P Q -module, eM is naturally ann1 n
Ž . Ž .eP Q e-module and so a P Q -module. This leads to the definition ofn n1
the functors F and G by
F : P Q -mod P Q -modŽ . Ž .n n1
M eM
and
G: P Q -mod P Q -modŽ . Ž .n1 n
M P Q e M .Ž .n P ŽQ.n1
Ž .This tensor product is well defined because all the elements in P Q en
have point n in the bottom row isolated. To be completely proper, these
functors should be called F and G . However, since the value of n isn n
easily determined from the context, we do not display the subscript.
The modifications needed when Q 0 are straightforward. The functor
n Ž n .F is given by F: M A M, rather than A Q M. As elements in
Ž . Ž .P Q embedded in P Q by adjoining two nodes on the right with an1 n
n Ž .vertical line between them commute with A , this is a P Q submodule.n1
Ž .The functor for G is not as easy. Let H Q be the subalgebra ofn1
Ž .P Q spanned by all diagrams for which the point n 1 in the bottomn1
Ž . n1is isolated. Notice this is P Q A and is a left ideal. Now define Gn1
Ž . Ž . Ž .for a P 0 -module M by G: MH 0  M. This is a P 0 -n n1 P Ž0. n1n
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module by left multiplication. This same definition can be used when
Ž .Q 0 with the tensor product of course being over P Q to give the samen
G as above.
Ž .PROPOSITION 3.1. i If Q 0 the composition FG is the identity.
Ž .ii If Q 0, the functor F is exact. That is, if 0 V  V  V 1 2 3
Ž . Ž . Ž . Ž .0 is an exact sequence of P Q -modules, then 0 F V  F V  F Vn 1 2 3
Ž . 0 is an exact sequence of P Q -modules.n1
Ž . Ž . Ž .iii If  : V  V is a P Q -homomorphism, then : G V 1 2 n1 1
Ž . Ž . Ž .G V gien by :     is a P Q -homomorphism where 2 n
is an element of H . Moreoer, if  0, then  0.n
Ž . Ž . Ž . Ž .iv If MM M , then G M G M G M .1 2 1 2
Ž . Ž .   Ž .Proof. Proofs of i and ii are given in G . Part iv is a property of
  Ž .tensor products as shown in DHW, Sect. 5 . The proof of iii given in
 DHW, Lemma 5.1 for the Brauer Algebra applies here with some
Ž .modification for the case Q 0. Notice there is a map from H Q Mn
Ž n .M given by M A  M where the isolated points n in the top
n Ž .and the bottom of A  are ignored. Here  is a diagram in H Q . Nown
 Ž .let  be the identity in P Q except the point n 1 in the bottom isn
isolated and the points n 1 and n in the top are joined to the point
n 1 in the bottom. Notice  is in H . Now as  mm, mn
Ž .   0 in G M . The remaining steps, an easy exercise, follow as in DHW .
The importance of G and F follow from the fact that they connect the
Ž . Ž .modules S n and S n 1 . 
Ž  .THEOREM 3.2 when Q 0; M2, Sect. 1.3 .
Ž . Ž Ž .. Ž .  i F S n  S n 1 if   n. 
Ž . Ž Ž .. Ž .ii G S n  S n 1 . 
Ž . Ž .  Remark. Actually, Martin uses ii as the definition of S n for   n
and then states our definitions as a theorem later in the paper. This has
Ž .the unintended effect of having S n not well defined when Q 0.
  Ž .Proof. Because of M2 , to show i , we only need to prove this when
  n mŽ . m Ž .Q 0. Take  m n. Then A I Q is naturally mapped to I Qn n1
by deleting the two isolated nodes on the right in the top and the bottom
or giving 0 if that is the result of the multiplication. The image is all of
m Ž . m Ž .I Q as seen by taking any diagram in I Q and adding an isolatedn1 n1
point n in the bottom and a point n in the top joined to any of the other
nŽ mŽ . . m Ž .points on the top. In particular, A I Q  V becomes I Q  Vn n1
Ž Ž .. Ž . Ž .and F S n is S n 1 . It is easy to check the P Q actions are the  n1
Ž . i i, jsame by checking on the generators Sym n 1 , A , and T where here
i, j n 1.
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Ž .  For ii , a proof for Q 0 is given in M2 . The proof here is valid for all
Q. By definition
G S n H Q  S nŽ . Ž . Ž .Ž . n1 P ŽQ. n
H Q  I m Q  VŽ . Ž .Ž .n1 P ŽQ. n SymŽm.n
 H Q  I m Q  V .Ž . Ž .Ž .n1 P ŽQ. n SymŽm.n
Ž . Ž mŽ .. m Ž .We show H Q  I Q can be identified with I Q withn1 P ŽQ. n n1n
Ž . Ž .consistent left action by P Q and right action by Sym m . This givesn1
Ž . Ž .the isomorphism to S n 1 . Consider a diagram d in H Q and  in n1
mŽ .I Q . Many of the terms d  are either 0 or can be identified. Inn P ŽQ.n
Ž .  Ž .fact, for any diagram d in H Q there is a diagram d in H Qn1 n1
n Ž .   which is also in I Q for which d  d   for a new  .n1
It is a routine exercise to check this. For example, suppose there is an
isolated block on the bottom containing more than one point, say i and j.
Let d dAi. Now dAiAi j d and so
d  dAi j  d Ai j .
This shows d can be replaced by d. Continue this way until all isolated
blocks on the bottom are singleton blocks. Now if there is a block, d, on
the top not joined to the bottom, take the diagram joining one of the
isolated points, i, on the bottom to this block. Now multiplying this by Ai
gives the original. We can continue until there are no more isolated points
of the bottom except n 1 or some block on the top which is joined to the
bottom has more than one element. Now let point l on the bottom be
joined to points j and k on the top. We suppose point i is isolated on the
bottom. Now take the diagram which is the same as d except for a line
from k to i which replaces the line from k to the other points in its block,
including j and also l. Now multiply this by Al, i and then by Ai to get the
original d.
This now means we may assume there are no isolated blocks on the
bottom of d except n 1 and so all remaining blocks are joined to the
top. If they are all singleton blocks on the bottom we are done. Otherwise
some block on the bottom includes say i, j joined to k on the top. If there
is a block on the top not joined to the bottom containing a point l replace
d by itself except j is joined to l instead of being part of the block
including i and k. Now multiply this by A j and then by Ai, j to get the
original d.
We can now assume all blocks on the top are joined to blocks on the
bottom. In particular, some block on the top has more than one point.
Suppose first i, j on the bottom are both joined to k, l on the top, plus
other points. Replace this with the same diagram except i is joined only to
k; then multiply by Ai, j to get the original. The only case left is for a block
DORAN AND WALES280
containing i, j on the bottom joined to k on the top and another contain-
ing u,  on the top joined to w on the bottom. Replace this with the same
except remove u and i from their blocks and join them. Now act on the
i, w i i, j n Ž .right by A A A . We can continue until d is in I Q .n1
This shows we can replace using the tensor product any d  with a
term in which d has the isolated point n 1 in the bottom and vertical
lines for the remaining points 1, 2, . . . , n on the bottom. The top either has
one block with two points joined to a point on the bottom and the
remaining blocks of size one each joined to a point on the bottom, or one
isolated block with the remaining blocks of size one each joined to one
Ž . Ž .point on the bottom. We can act, if we wish, by Sym n in P Q so thatn
the vertical lines have no crossings. For each term identify the elements i
in the top of  with the bottom of d and adjoin an isolated point n 1 on
m Ž .the bottom to get an element of I Q . The blocks of the top are then1
tops of the lines in d emanating from the blocks of the top of  after being
identified with the bottom of d together with the isolated point on the top
of d if there is one. The ones joined to 1, 2, . . . , m are the images of the
blocks in the top of  joined to 1, 2, . . . , m. A short check shows this is an
isomorphism of vector spaces. We must check the actions are the same.
Ž .This is certainly true for Sym n 1 which permutes the points in the top
m Ž .of d just as it does the points when identified in I Q . We must alson1
check Ai and Ai, j. Notice for this that if i is joined to i and j is joined to
j in d, that Aid dAi

and Ai, jd dAi
 , j. Now Ai

and Ai
 , j can be taken
through the tensor product. Now some checking shows that the actions are
the same. The action is determined by the action on the top of  . Suppose
for example that we are multiplying by Ai, j and i and j are in different
blocks, both connected to the bottom. The result is 0 in both cases. For the
action on d  it is because i and j are in different blocks of the top of
 both joined to the bottom. The other cases are similar. If i or j is a point
in the top of d which is isolated, the actions of Ai or A j both give
multiplication by Q. This is the only place in which the value of Q comes
in. The other cases are handled similarly.
THEOREM 3.3. Take 	 n and n a positie integer. If Q 0 assume 0
² Ž . Ž .: ² Žis not empty. The alue of S n , S n is nonzero if and only if S n  
. Ž .:n , S n n is nonzero.0  0
² Ž . Ž .:Proof. Suppose S n n , S n n  0. Apply the functor F, n 0  0 0
Ž . Ž .times. By Theorem 3.2, this gives a map from S n to S n . We will show 
at each step that F is not zero and so the application n times is not 0.0
Ž .Since S n is irreducible, it is an embedding.
Ž . Ž .Suppose  maps S n n to S n n . Let W be the image and 0  0
Ž . nn0suppose F W  0. This means W is annihilated by A . As W is
Ž . Ž .Sym n n invariant, we may act by Sym n n to see that W is0 0
invariant under all A j for 1 j n n . Suppose first m 0. Then0
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n nn0 nn0Ž . nn0T A T  T so A T   T  0. This means A doesn n n n
Ž . Ž .not annihilate S n n U n n by Lemma 2.2. If m 0 we know 0  0
Q 0. Now Ann0 S QS and again Ann0 does not annihilatenn nn0 0
Ž . Ž . Ž .S n n U n n . But W is isomorphic to S n n U for some 0  0  0
Ž .U which in these cases must be contained in U n n by Corollary 2.3. 0
This is a contradiction.
Ž . Ž .Given an embedding of S n in S n , apply the functor G, n times.  0
Ž . Ž .By Theorem 3.2, this gives a map from S n n to S n n . By 0  0
Ž .Proposition 3.1 iii , this map is not zero which shows the other direction.
This allows us to restrict our attention to the special case 	 n which
we do for the remainder of the paper. One word of warning, though: when
² Ž . Ž .: Ž . Ž .S n , S n  0 with 	 n, then S n embeds in S n . However,   
Ž . Ž . Ž .the nonzero P Q -homomorphism : S n n  S n n isnn  0  00
not in general an embedding.
4. NECESSARY CONDITIONS FROM ANNIHILATION BY Ai, j’s
Ž . Ž .Suppose S n is embedded in S n with 	 n. Let W be the image 
Ž . Ž . i, jof S n in S n . Then by the remarks at the end of Section 2, A w 0 
for all wW. In this section, we give a description of the space
m  u I m Q : Ai , j  u 0 for all i j .Ž . 4n n
We also show that the space W above must lie in m  S. It turns outn
that Q plays no role in the description of m.n
mŽ .Recall from Section 2 that a basis for I Q is indexed by m-partialn
  mŽ .ordered set partitions of n which are denoted O and f : O  I Qm , n m , n n
is the mapping. We place a partial order on O by B  B B m , n 1 m m1
B  C  C C  C if and only ifk 1 m m1 l
Ž .i C  B for all 1 im, andi i
Ž .ii viewed as set partitions B  B  C  C .1 k 1 l
For example, with n 3 and m 1 the poset is
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With n 3 and m 2, the poset is
These are ranked posets in which every interval is isomorphic to an
interval in some partition lattice, and thus its Mobius function is easily¨
computed.
Ž .For i j, define  : O  O by  B  B B  Bi, j m , n m , n i, j 1 m m1 k
equals 0, if i and j are in different blocks to the left of , equals itself if i
and j are in the same block, and otherwise combine the two blocks
containing i and j. In the third case, if one of the blocks is to the left of
, place the new enlarged block in that position to the left of . For
example,
 132  123Ž .1, 2
 123  0Ž .1, 2
 123  123Ž .1, 2
 3412  3412.Ž .1, 2
ˆ ˆŽ . Ž .Put another way,  x  x ij1 ij n if this is welli, j
Ž .defined i.e., is an element of O and zero otherwise. The importance ofm , n
 comes from the following result.i, j
Ž Ž .. i, j Ž .PROPOSITION 4.1. Take x O and i j. Then f  x  A  f xm , n i, j
mŽ .where this multiplication takes place in I Q .n
Proof. Let x B  B B  B . There are three cases de-1 m m1 k
pending on which blocks contain i and j.
Ž .Case 1. i B and j B with 1 s tm. Then  x  0 ands t i, j
Ž Ž .. i, j Ž .f  x  0. The product A  f x  0 as it has fewer than m verticali, j
lines.
 4 Ž . Ž Ž .. Ž .Case 2. i, j 
 B . Here  x  x and f  x  f x . Since i andt i, j i, j
Ž .j are in the same block of x, points i and j in top of f x are in the same
i, j Ž . Ž .block. Thus A  f x  f x .
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Case 3. i B and j B with s t and at least one of them greaters t
Ž .than m. In this case,  x equals x with blocks B and B combined. So,i, j s t
Ž Ž .. Ž .f  x equals f x with these two blocks combined. On the other side,i, j
the effect of multiplying by Ai, j on the left is to combine these two blocks.
Thus the action of  on O is essentially the action of Ai, j oni, j m , n
mŽ . mI Q . So, determining  is equivalent to computing which linearn n
 combinations in the vector space C O are zeroed by all  ’s. Here m , n i, j i, j
   is thought of as a map C O  C O by extending linearly.m , n m , n
Let M be the set of minimal elements of O when viewed as a poset.m , n
These are the partially ordered set partitions in which each block has size
Ž .  4one with m of them to the left of . Recall that C x  y: y covers x .
We can now describe m.n
THEOREM 4.2. Gien any function h: M C, define
	 h  h y  y , x xŽ . Ž . Ž .Ý Ý
yMxOm , n
  Ž Ž ..in C O , where  is the Mobius function of O . Then  	 h  0 for¨m , n m , n i, j
Ž . Ž .all i j. Moreoer, if  	  0 for all i j, then 	 	 h for some h:i, j
M C.
Ž .Proof. Using Weisner’s theorem Theorem 1.2 and rearranging the
terms, we have
 S
	 h  h y 1 xŽ . Ž . Ž .Ý Ý Ýž /yM Ž .xO S
C ym , n
Sx
 S h y 1 SŽ . Ž .Ý Ý
yM Ž .S
C y
with the understanding that S 0 if S is not well defined.
Ž . Ž .Claim. If y x with yM, then  x  x  y .i, j i, j
ˆ ˆŽ . Ž .Proof. Since y x,  x  x ij1 ij n x  y .i, j i, j
Ž .  Ž . Ž . 4Claim. If yM, C y   y :  y  0 .i, j i, j
Ž .Proof. If x C y , then x can be obtained from y by combining two
blocks of y. Let i and j be the values in those two blocks. Then
Ž .x  y .i, j
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Ž Ž ..A computation shows that  	 h  0:i, j
 S
 	 h  h y  1 SŽ . Ž . Ž .Ž . Ý Ýi , j i , j ž /yM Ž .S
C y
 S h y 1 S   yŽ . Ž . Ž .Ý Ý i , jž /yM Ž .S
C y
 S h y 1 S  yŽ . Ž . Ž .Ž .Ý Ý i , jž yM Ž Ž . Ž ..S
 C y  yi , j
 S1 1  S  y   y .Ž . Ž . Ž .Ž .Ž .i , j i , j /
Ž . Ž Ž .. Ž . Ž Ž .Since S  y  S  y   y for all S
 C y i, j i, j i, j
Ž .. Ž Ž .. y , every term is zero. And thus  	 h  0.i, j i, j
Now suppose  	 0 for all i j. For any x O , let c be thei, j m , n x
Ž .coefficient on x in 	 . Define h: M C by h y  c . We claim thaty
Ž . Ž .	 	 h . Consider  	 	 h and assume it is not 0. By the assump-
Ž .tion and by the above argument,    0. By construction, the coeffi-i, j
cients on the elements of M are all 0. Now take a minimal x O form , n
which the coefficient in  is not 0. As x is not in M, there is a pair i j
Ž . Žfor which  x  x take any pair i, j which are in the same block of thei, j
. Ž .ordered set partition corresponding to x . The coefficient of x in  xi, j
Ž . c as for all a lower than x, c  0 and  x  x. This means c  0x a i j x
also and provides a contradiction.
This enables us to determine m explicitly. Given any function h:n
M C define
f 	 h  h y  y , x f x .Ž . Ž . Ž . Ž .Ž . Ý Ý
yMxOm , n
mŽ . i, jThis gives an element in I Q which is annihilated by all A and then
theorem says these are the only such elements. One way to interpret this is
to consider the characteristic function h which is 1 on y and 0 on ally
Ž Ž .. mŽ .other elements of M. The corresponding element, f 	 h of I Qy n
i, j Ž . Ž .which is annihilated by all A , is Ý  y, x f x . The terms involv-x Om , n
ing M and ones of height one above M are
y x  .Ý
Ž .xC y
Ž .This has a unique nonzero term of the form f y for yM. Thus they are
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linearly independent and form a basis for m. This shows the space mn n
n has dimension M  m!. We record this in the following proposition.ž /m
m  Ž . Ž .PROPOSITION 4.3. A basis for  is the set Ý  y, x f x : yn x Om , n
4 Ž .M . Each of these basis elements has a unique nonzero term of the form f y
Ž .for yM in its sum. All other nonzero terms are f x for x strictly greater
than y.
m mŽ . Ž .Thinking of the elements of  as in I Q , the group Sym n acts onn n
m Ž . by multiplication on the left, and Sym m acts by multiplication on then
m Ž .right. Equivalently, thinking of the elements of  as in O , Sym n actsn m , n
 4by permuting the symbols 1, . . . , n in the m-partially ordered set parti-
Ž .tion, and Sym m acts by permuting the position of the m blocks to the left
of the . The following result which Martin states without proof gives a
m Ž . Ž .decomposition of  as a Sym n  Sym m -module.n
Ž . Ž .PROPOSITION 4.4. As a Sym n  Sym m -module,
m  S 1 SymŽn. S.Ž . ž /n SymŽnm. SymŽm.SymŽnm.
	m
Proof. From the description above, we can index a basis for m by M.n
Ž . Ž . Ž .Notice that Sym n  Sym m acts transitively on this set. In fact, Sym n
acts transitively. As a module, then, m is 1  where H is the stabilizern H
Ž . Ž .in Sym n  Sym m of one of the elements of M. We may as well pick a
Ž . Ž .simple one, so pick y as 12  mm 1 n . Let Sym m be the
Ž .  4 Ž .subgroup of Sym n which acts on the values 1, . . . , m and let Sym nm
Ž . Ž .act on the remaining values. Then Sym m  Sym nm is a natural
Ž .subgroup of Sym n . The stabilizer of y is the set of permutations
ŽŽ  . .  Ž .  Ž . , , where  is any permutation in Sym nm ,  is in Sym m ,
Ž . Ž .1and  is in Sym m and acts the same as  . This subgroup is H and
m SymŽn.SymŽm. Ž Ž . Ž is 1 . Induce first to the subgroup Sym m  Sym nn H
.. Ž . Ž . Ž .m  Sym m in Sym n  Sym m . It is well known and easy to check
using Frobenius reciprocity that inducing the trivial character from the
Ž Ž .1 .4 Ž . Ž . Ž . Ž .subgroup K  ,  of Sym m  Sym m to Sym m  Sym m
gives Ý SS. Recall we are inducing the trivial character from	m
Ž .Sym nm which has no effect here. It follows that
1ŽSymŽm.
SymŽnm. .SymŽm.  S 1  S.Ž .Ý SymŽnm.H
	m
This can be written as
S 1  S.Ý SymŽnm.ž /

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Ž .Now induce the inner sum to Sym n . This has no effect on the last factor,
Ž .as seen for example by taking coset representatives in Sym n .
Using the LittlewoodRichardson rule we obtain the following complete
decomposition.
Ž . Ž .PROPOSITION 4.5. As a Sym n  Sym m -module
m  SSÝn
 4 , 
for all  and for a gien  only those  for which c  1. These are the, nm
 which can be obtained from  by adding nm boxes no two in a column.
Proof. This follows from the LittlewoodRichardson rule. The Little-
woodRichardson coefficients c can only be 0 or 1. Note as a, nm
Ž . Ž .Sym n  Sym m -module it is multiplicity free.
Ž . i, jPROPOSITION 4.6. The elements of S n which are annihilated by all A
are spanned by elements of the form  for  in S and m.n
Proof. Take an element  in m. Nown
Ai , j   Ai , j    0  0.Ž .
This means that if w is in the span of  , for m, then Ai, jw 0.n
i, j mŽ . On the other hand, suppose A w 0 for some w in I Q  S . Then
Ž .terms of w are sums of the form f x  . For a given x O , collectx m , n
Ž .the terms f x  together so there is just one and let the coefficient of
Ž .f x  be c . Only consider x for which c  0. Now consider inx x x
particular the y which are in M. We know from above that if
w c  y , x f x   0,Ž . Ž .Ž .Ý Ý y y
yMxOm , n
i, j  i, jŽ . Ž .then A w  0. Now A w w  0 and the coefficients of f y  y
are all 0 for yM. If w w  0 take a minimal x in the partial order
 4for which c  0. As in the proof of Theorem 4.2 above there is an i, jx
i, j Ž . Ž . i, jŽ Ž . . Ž .for which A f x  f x and so A f x   f x  . But nowx x
i, jŽ . Ž .A w w  0 because the coefficient of f x  is not 0. Noticex
 i, jŽ Ž . . there is no x lower than x with nonzero c for which A f x  x x
Ž .f x  and only x lower than x could satisfy this.x
Ž .PROPOSITION 4.7. Suppose S n contains a non-triial homomorphic
Ž .image of S n for 	 n. Then 
 , all of the elements in  are in
Ž . Ž .different columns, and there is a unique copy of S n in S n . 
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Ž . Ž .Proof. Let W be the image of S n in S n . Because it is annihilated 
i, j m  Ž . by all A , W must be in   S . As a left Sym n -module it is S .n
Ž  
 .  Notice that S S  S  0 if 
 . This follows because S 
 Ž .  Ž .  Ž .C Sym m e and for 
 , e C Sym m e  0 and so e C Sym m 
  

 Ž . C Sym m e  0. This means the only terms from Proposition 4.5SymŽm. 
m  4we need consider in  are those ,  with this given . By Propositionn
4.5, 
  and the nodes of  are in different columns. Furthermore,
c  1, and so there is a unique copy., nm
Ž .In particular this means that the only possible Sym n -irreducibles
Ž . Ž .appearing in the irreducible decomposition of S n as a Sym n -module
are S with 
  and with all nodes of  is different columns. We
Ž .assume this from now on. An explicit decomposition of S n as a
Ž .  Sym n -module is not known. In HW , the decomposition of the analo-
gous modules for the Brauer centralizer algebra is computed. Even though
their method can be applied in this case, a complete description would
require a decomposition of
1SymŽab.SymŽa.wr SymŽb.
w hich is not known, and moreover known to be quite difficult. For the
Brauer algebra modules, only the case b 2 is needed, which has been
computed.
5. NECESSARY CONDITIONS FROM ANNIHILATION BY Ais
We now give a stronger necessary condition for the existence of an
Ž . Ž . Ž .embedding of S n into S n where 	 n. Suppose S n is embedded  
Ž .in S n . By the comments at the end of Section 2, this implies that there
Ž . Ž . Ž .is a subspace W of S n which as a P Q -module is isomorphic to S n . n 
n1Ž .The subspace W must be annihilated by P Q . We saw in Propositionn
4.6 that the condition of being annihilated by all Ai, j means it is in
 n1 S. But W must also be annihilated by each Ak. Hence, it mustn
be annihilated by the element
T Ak .Ý
1kn
Using this fact, we prove the following necessary condition.
Ž . Ž . Ž .THEOREM 5.1. If S n  S n with 	 n and 	 n 1, then ,  
is a Q-pair; i.e.,
 Q   c p  0,Ž .
where p is the unique box in .
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Proof. The minimal elements, M, of O contain only singletonn1, n
blocks. Since we are considering the special case m n 1, there is one
ˆblock i to the right of . The remaining integers 1, . . . , i, . . . , n are in
some order to the left of . The only other elements of O are ofn1, n
rank 1 and have all blocks to the left of  with one block of size 2 and all
others of size 1. Each element, y, of M is covered by n 1 elements in
the partial order on O . The elements covering y are obtained from yn1, n
by joining the unique singleton block to the right of  to one of the
isolated blocks to the left of  in y. The poset O has only two levels,n1, n
Ž . Ž .and the Mobius function for any yM and x C y is  y, x 1.¨
Ž .For a given element, YM we can describe f y in terms of the isolated
Ž .point i to the right of  and a permutation in Sym n 1 . In particular,
Ž .for  Sym n 1 and 1 i n, let
ˆW  f 1 i ni  .Ž . , i
n1Ž .These are the elements in I Q corresponding to M. In W , point i inn  , i
the top is a singleton block, point n in the bottom is also a singleton block,
and the remaining points in the top are joined to the first n 1 points in
the bottom in blocks of size 2 by the permutation  . In particular, the
Ž .point j in the bottom is joined to the  j th point from the left in the top
not counting point i.
Now for j i, let W j  Ai, jW . The set partition W j is W with , i  , i  , i  , i
the point i in the top joined to the block containing point j in the top. For
Ž .Ž .example, with  13452 6 ,
and if j 2
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j n1Ž . Ž .The resulting W is also an element in I Q . It is f x where x , i n
covers y in the partial order. Thus by Proposition 4.3, a basis for  n1 isn
given by
X W  W jÝ , i  , i  , i
ji
Ž .for  Sym n 1 and 1 i n.
We now investigate the action of Ak on X . The action on W is , i  , i
0, if k i ,kA W  , i ½ QW , if k i . , i
This is because when k i the vertical line joined to point k is removed
k n1Ž .by A and thus multiplication gives 0 in I Q . When k i, then
matching isolated points do not affect the set partition and multiplication
gives a contribution Q.
The action on W j is , i
W , if k i ,  , i
k j A  W  i , j W , if k j,Ž . , i  , i
0, otherwise.
To see this suppose k is neither i nor j. Then Ak  W j  0 as the line , i
k k  Ž .joined to k is removed. When k j, A  W W where   i, j  , i  , k
1Ž .because the vertical line from point  k in the bottom to point k in the
top now goes to point i in the top. When k i, the effect of Ai on W j is , i
i j Žto isolate point i in the top and yields W . So, A Ý W  n , i j i  , i
.1 W . This means , i
i , k W , if k i ,Ž .  , ikA  X  , i ½ Q n 1 W , if k i .Ž .Ž .  , i
We now consider T  X : , i
n
kT  X  A  X  Q n 1  i , k W .Ž . Ž .Ž .Ý Ý , i  , i  , iž /
k1 ki
Notice we can write
i , k W  i , k W W a, b ,Ž . Ž . Ž .Ý Ý Ý , i  , i  , iž / ž / ž /
 ki 1i k n 1abn1
2Ž .
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Ž  .where the involutions i , k act as usual on the left and the involutions
Ž .a,b act on the right on the first n 1 points in the bottom. This holds
  Ž  . Ž .because when neither i nor k is i, i , k W W a, b for the unique , i  , i
values a and b on the bottom joined to i and j on the top of W . These , i
Ž  . Ž . terms negate each other. The sums Ý i , k and Ý a, b act as aŽ i , k . Ža, b.
scalar on the appropriate irreducibles as each is in the center of the
respective group algebras. Let  be the sum of the transpositions inn
 Ž . Ž . Ž .C Sym n . The right hand side of 2 is  W W  . Define  1, 2n  , i  , i n1 
Ž .  Ž .for 	 n by     1, 2  for any nonzero   S . Define  1, 2n  
 similarly for 	 n 1. As is well known D ,
 1, 2  c qŽ . Ž .Ý
 q 
and
 1, 2  c q ,Ž . Ž .Ý
 q 
Ž .where c q is the content of a box in  or . Notice that for 
 , the
Ž . Ž . Ž .difference  1, 2   1, 2 equals c p where p . 
Ž .Now suppose  is a nonzero vector in S n which is also in the image
Ž .  4  n1 of S n . Let s , . . . , s be a basis for S . Since    S , we can 1 f n
write
  a X  s .Ý  , i , j  , i j
 , i , j
Because  is in the S component,
 a X  s   1, 2 a X  s .Ž .Ý Ýn  , i , j  , i j   , i , j  , i jž / ž /
 , i , j  , i , j
Restricting this the bottom rank of O givesn1, n
 a W  s   1, 2 a W  s .Ž .Ý Ýn  , i , j  , i j   , i , j  , i jž / ž /
 , i , j  , i , j
Note also that
W   wW   w   1, 2 W  w.Ž . Ž . Ž . , i n1  , i n1   , i
THE PARTITION ALGEBRA 291
But now
T  a T X  sŽ .Ý  , i , j  , i j
 , i , j
 a T X  sŽ .Ž .Ý  , i , j  , i j
 , i , j
 a Q n 1  i , j W  sŽ . Ž . Ž .Ý Ý , i , j  , i jž /
 , i , j ki
 a Q n 1   W  sŽ .Ž . Ž .Ý  , i , j n  , i j
 , i , j
 a W   sŽ .Ý  , i , j  , i n1 j
 , i , j
 a Q n 1  c p W  s .Ž . Ž .Ž . Ž .Ý  , i , j  , i j
 , i , j
Collecting terms and using the formulae above gives
T  Q n 1  c p w ,Ž . Ž .Ž .
where wÝa W  s . Because  0, some term a X  s is , i, j  , i j  , i, j  , i j
not zero which implies a W  s  0. This in turn implies that , i, j  , i j
Q n 1  c p  0.Ž . Ž .
Notice that we have only considered the projection onto the span of the
W  S to prove this. , i
6. NECESSARY CONDITION
 We now consider the case   2 and obtain a necessary formula for
Q in terms of the content of .
Ž . Ž .THEOREM 6.1. Suppose S n  S n with 	 n and 	m. Let 
1 s 1  Ž Ž ..s nm. Then Q   Ý c p  .p s 2
 Proof. The case   1 was treated in the previous section. The
idea here is similar to the above in that we use the same element T and
derive consequences from the fact that T annihilates the copy of S in
Ž .S n . In this case, the result is obtained by considering a special subset of
the vectors in the image of the embedding.
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Ž . Ž .Suppose there is an embedding of S n into S n where 	 n and 
n1Ž .	m with s nm 2. Because P Q annihilates the image ofn
Ž . Ž . m S n , the image of S n is in   S . Extending the notation from the  n
previous section, a basis for m is the set of elements of the formn
X where , i , i , . . . , i 41 2 s
X W  T  T 1 . , i , i , . . . , i 4  , i , i , . . . , i 4  , i , i , . . . , i 4  , i , i , . . . , i 41 1 s 1 2 s 1 2 s 1 2 s
 4Here W has free points i , i , . . . , i on the top and the map  , i , i , . . . , i 4 1 2 s1 2 s
gives a one-to-one map from the first m points of the bottom to the m
points on the top which are not free. In the m-partially ordered set
Ž Ž . Ž . Ž . .partition notation it is f  1  2   m i i   i . These cor-1 2 s
respond to the minimal elements of O . The term T is them , n  , i , i , . . . , i 41 2 s
sum of all the elements which cover W when considered in the , i , i , . . . , i 41 2 s
partial order on O . The Mobius function is 1 for all such elements¨m , n
and thus the minus sign. These are the elements obtained from W , i , i , . . . , i 41 2 s
 4by joining one of the points i , i , . . . , i to any other point on the top.1 2 s
The elements in T 1 correspond to those set partitions with rank , i , i , . . . , i 41 2 s
at least two above W . The tops of these elements have at least , i , i , . . . , i 41 2 s
two blocks of size 2 or one of size at least 3. The coefficients of these
terms are not needed in the proof. However, they can be determined from
the Mobius function of O .¨ m , n
We consider the action of TÝ Ak on X and examine thek  , i , i , . . . , i 41 2 s
coefficients only of the terms of the form X . In Section 5, these
 ,  j , j , . . . , j 41 2 s
were the only terms in the image but here there are terms with lines in the
top, which we ignore. As above we consider first the action of Ak on
X . Since we are only looking for terms of the form X , , i ,i , . . . , i 4 
 ,  j , j , . . . , j 41 2 s 1 2 s
the only terms we need to consider are W and terms in , i , i , . . . , i 41 2 s
T as the nonzero terms in T 1 must have at least one , i , i , . . . , i 4  , i , i , . . . , i 41 2 s 1 2 s
line in them after multiplying by Ak.
As in Section 5, we establish directly that
AkW QW , i , i , . . . , i 4  , i , i , . . . , i 41 2 s 1 2 s
if k i for 1 j s and is 0 otherwise. Terms in T eitherj  , i , i , . . . , i 41 2 s
have a line between i and i for some 1 j, t s or a line between i andj t j
a line l which is not i for any t. For terms of the first kind multiplying ont
the left by Ak is 0 unless k is i or i in which case it is W . Forj t  , i , i , . . . , i 41 2 s
terms of the second kind it is 0 unless k is i or l. If k is i the result isj j
Ž .W . If it is l, as in Section 5, it is l, i W . Recall ,i , i , . . . , i 4 j  , i , i , . . . , i 41 2 s 1 2 s
TÝn Ai. Now T  W  sQW , one contribution fori1  , i , i , . . . , i 4  , i , i , . . . , i 41 2 s 1 2 s
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each of the i . The action of T on T is given by T j  , i , i , . . . , i 41 2 s
Ž . Ž Ž . Ž ..T  s s 1  smÝ l, i W where l ranges , i , i , . . . , i 4 j  , i , i , . . . , i 41 2 s 1 2 s
over the values from 1, 2, . . . , n which are not i for any j with 1 j s.j
Ž . The s s 1 comes from the fact that for any pair of distinct i , i there isj j
1 Ž .a contribution of 2 and there are s s 1 such pairs. The sm comes from2
the lines joining each of i to the m points, l, not of the form i and usingj s
Ai j. The sum comes from these same terms where the corresponding Al is
the l which is joined to i . In particularj
T  X , i , i , . . . , i 41 2 s
 sQ sm s s 1  i , l W .Ž . Ž .Ý j  , i , i , . . . , i 41 2 sž /1js
li for 1jsj
Recall here we are only considering terms of the form W .
 ,  j , j , . . . , j 41 2 sŽ .s s 1Ž .Now notice Ý i , i W  W . Now1 j k s j k  , i , i , . . . , i 4  , i , i , . . . , i 421 2 s 1 2 s
combining the sum over these transpositions plus the ones in the above
paragraph gives the sum over all transpositions except the ones of the form
Ž .l, t where neither l nor t is of the form i , 1 j s. Just as in Section 5,j
Ž . Ž . Ž .for such a transposition l, t , l, t W W a, b where , i , i , . . . , i 4  , i , i , . . . , i 41 2 s 1 2 s
a and b are the unique points joined to l and t. This gives
s s 1Ž .
T  X  sQ sm  l , t WŽ .Ý , i , i , . . . , i 4  , i , i , . . . , i 41 2 s 1 2 sž /2 1ltn
W a, b .Ž .Ý , i , i , . . . , i 4 ž /1 2 s
1abm
Ž . Ž .But now, just as in Section 5, let w be in the image of S n  S n . 
We know W must be in m  V where V is isomorphic to S. As inn
Section 5, the sums of the involutions are in the center of the group
algebras and act as the scalars indicated in Section 5. It follows that for
wW,
1
Tw Qsms s s 1  c p w,Ž . Ž .Ýž /2 p
Ž .s s 1where w 0. This means as Tw  0 that Qs ms 2
Ž .Ý c p  0. Now dividing by s gives the result.p 
Ž .Remark. Notice that if ,  is a Q-pair, then this condition is satis-
fied. Furthermore, if  is a horizontal row, the condition forces the
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1Ž . Ž . Žvalue of Q to form a Q-pair. This is because Ý c p  sc q  s sp  2
. 1 , where q is the element at the right of the row . In order to show
Q-pairs give the only embeddings, we must examine the restriction. This is
done in Sections 8 to 12.
 7. SUFFICIENT CONDITION WHEN   1
Ž .We now turn our attention to showing that ,  being a Q-pair implies
Ž . Ž .that there is an embedding of S n into S n . This is done inductively. 
 In this section, we show that it is true when   1 which is the base
case for the induction.
  Ž .THEOREM 7.1. Take 	 n and   1. If ,  is a Q-pair, i.e., if
 Q   c p  0,Ž .
Ž . Ž .where p is the unique box in , then S n embeds in S n . 
Ž .Proof. In order to do this, we must find a submodule of S n which as
Ž .  i, ja Sym n -module is isomorphic to S and which is annihilated by all A
and by all Ai. In order to be annihilated by all Ai, j we have seen in
Proposition 4.7 it must be in  n1 S. We know from Proposition 4.7n
there is a unique copy of S in  n1 S. Because we are usingn
 n1 S, we need only consider elements in  n1 in the S compo-n n
nent of  n1 as a right module. We must identify the SS componentn
of  n1 and show that after tensoring with S it is annihilated by all Ak.n
We know it is annihilated by all Ai, j by Proposition 4.6.
In order to describe an idempotent corresponding to SS we visual-
ize the Ferrers diagrams of  and  with 
  with p the box . We
define the standard filling of  as the filling of the boxes of  with the
integers 1, 2, . . . , n 1 starting in the first row of  in order 1, 2, . . . , 1
and then in the second row   1,   2, . . . ,    , etc. Then label1 1 1 2
p  with n.
 4  4Here  6, 3, 1 and  6, 2, 1 .
For these diagrams the column and row stabilizers for  are naturally
contained within the column and row stabilizers of . An idempotent for
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  mŽ .the S S component of I Q isn
f  f 
  
 e  sgn  sgn  
  
 ,Ž . Ž .Ý Ý Ý Ý
 n 1 ! n!Ž . C 
R  C 
 R   
where C and R are the column and row stabilizers of the Ferrers 
diagram for  and C and R are the column and row stabilizers of the 
Ferrers diagram for . For simplicity we ignore the factor f n!. Here we
consider the elements of C and R as permuting the positions 1, 2, . . . , n 
of the diagram according to the positions given in the standard filling. The
elements of C and R permute the labels 1, 2, . . . , n 1 within the 
standard filling.
We say that a filling of  or 1-filling of  is a placing of the integers
1, 2, . . . , n 1 plus a into the boxes of  all in distinct boxes. For example,
There is a one-to-one correspondence between fillings of  and the
diagrams W from Section 5. In particular the a is placed in position i as , i
labelled in the standard filling. The permutation  in one line notation is
read from reading the integers in the filling within  in order from top to
bottom, left to right, skipping a if it is in . The last term in the one line
notation for  if a is in  is the entry in p. For example in the filling
 4  4 Ž .above  6, 3, 1 ,  6, 2, 1 , i 7, and  2, 5, 4, 6, 3, 8, 9, 7, 1 in
one line notation.
Ž .We adopt the notation of Section 4. In particular the subspace of S n
annihilated by all Ai, j is spanned by vectors X  . Recall from Section , i i
5 that X W  T is a basis for  n1. Consider X  X , i  , i  , i n  , i id, n
kŽ .where  is the identity and i n. We show A X  0 for all k withid, n
kŽ .this value of Q. This means A X   0 for any  . Now pick aid, n
vector  in S for which e   . There must be such a vector. Notice
X  e X e . Now X   e X  e   e X  . Recallid, n  id, n  id, n  id, n   id, n
here that 
  and   are acting on the right and can be pulled through the
tensor product. It is an idempotent for S acting either on the right or the
left. It is evident from inspection that this is not 0. In particular the
coefficient of W  comes only from the permutations 
 where bothid, n
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are the identity. This gives a nonzero element, u, annihilated by all Ak and
i j Ž .also all A . Furthermore if  is in Sym n , then  u is also annihilated by
these Ai and Ai j as Ai1  Ai

and Ai j1  Ai
 j. This means the
Ž . n1Ž .Sym n -module spanned by u is annihilated by P Q . But this meansn
 Ž .the unique S constituent is annihilated. This means S n embeds in
Ž . kŽ .S n . It remains, then, to show that A X  0. id, n
Let  W . The corresponding 1-filling has the entries 1, 2, . . . , n 1n id, n
arranged in order in  with a in  where n had occurred in the
standard filling. This is just the filling above with a placed where n had
been in the box . The permutations in C and R permute the 
positions, and the permutations in C and R permute the labels, 
  Ž .1, 2, . . . , n 1. The terms 
  
  give other 1-fillings of  when a is
Ž .placed in the isolated point of 
 n and can be interpreted accordingly.
We describe the permutations in C and R by using the standard 
labelling for . We always distinguish these from the elements in C
and R .
Just as for W the terms in T can be interpreted as fillings of  with , i  , i
the integers 1, 2, . . . , n 1 with one line of length two between the point
corresponding to i and the point j to which it is joined. It has a common
label shared between these points which is the label of j. Recall each term
of T has a line from i to another j on the top. This filling can be , i
interpreted in the same way. Let  jW j  A jnW  A jn . Then letn id, n id, n n
  Ýn1 j X . Recall X was defined in the proof of Theo-n j1 n id, n id, n
rem 5.1. By our choice of  , Ar s 0. The following lemma completes the
proof.
k Ž .LEMMA 7.2. Following the aboe notation, A    is either 0 or
Ž Ž . Ž .. Ž .Q n 1  c   where  is in the Sym n span of  and is
defined below. The case 0 is when k is in a row lower than . This means
k Ž .for Q as gien that A     0.
Proof. We do the case in which k is lower than p  first. Note
that k in a row lower than  means there is no pair  , 
 so that
Ž . Ž .
 n  k because  n cannot be lower than n as it is the bottom of its
column and 
 moves it horizontally. In particular k is not isolated in
  Ž . k
  
  and A isolates it, taking away one of the lines. This meansn
k   Ž .that A  
  
   0.n
In this lemma it is important to distinguish between the locations
defined using the standard filling and the entries in these locations after
some action by elements of the form 
 on the entry. We will sometimes
denote the entry in a location by a prime. In particular, if j is a location in
the standard filling, its entry is of course j, which we may indicate by j.
Now 
 j is another location, for 
 R and  C . Suppose this is 
location r. Then we say the location r has label j. We do this because in
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the proof of the lemma, it is important to keep track of not only the
location, but the entry in it.
k   Ž j.The terms of the form A 
  
  need not all be 0. However, heren
we show for the first time how to match nonzero ones in pairs so that each
negates the other. Suppose Ak
  
 j  0. This means that the line fromn
Ž j.location n to location j in  has been moved by 
 so that one end isn
location k. Because k is lower than , n cannot be moved by 
 so
that it is k as we saw in the paragraph above, and so j must be moved.
Ž . Ž .This means  j must be in the same row as k, and then 
 moves  j to
Ž j. Ž .k. We consider   . Suppose  j is in column y. Recall that n has then
 Ž .label of location j here, which we are calling j . Let  n be in row  and
suppose this was label r in the standard filling. Let u be the entry in
Ž .column y, the column of j, which is in the same row,  , as  n  r in
Ž j. Ž  .  . Let that position be s. Notice the transposition u , j is in C andn 
Ž j. Ž  .Ž . Ž j.has sign 1. Now compare   with u , j r, s   , where heren n
Ž  . Ž .u , j is in C and r, s is in R and interchanges the position r with the 
position s.
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Ž .These diagrams are the same except the first has a line from  j to r
  Ž .labelled by j . The label in s is u . The second has a line from  j to s
with label u and the label in r is j. The signs of these are opposite. Now
  kŽ   Ž j.. kŽ  Ž  . Ž . Ž j..no matter what 
  are, A 
  
   A 
  u , j 
 r, s   . Inn n
particular they cancel in pairs. Recall here R and C commute with R  
k Ž .and C . This shows that if k is lower than  then A    0.
We now consider the case in which k is not lower than . We
k Ž .consider the possible contributions to A   . We first deal with  .n
k   Ž .Recall n is the isolated point of  . In order that A 
  
  be nonzero,n n
Ž .it is necessary that 
 n be k, for otherwise k would not be isolated on
k Ž .the top and A would remove its line. If 
 n is in position k then k is
  Ž .   Ž . Ž   Ž ..isolated in 
  
 n and so A 
  
  Q 
  
  . Let D be thek n n
Ž .set of pairs of permutations 
 R ,  C for which  
 with 
 n 
  Ž . in position k. Let Ý 
  
  . This is the  in the
 ,  ,  D4 n
k k Ž .statement of the theorem. Notice A Q. Also A   Q.n
These terms account for the Q in the expression.
k Ž n1 j.We now consider the remaining terms coming from A  Ý   .j1 n
k   Ž j. Ž .There is only a nonzero contribution to A 
  
  when either 
 nn
Ž . Ž .or 
 j is k. We treat the case of 
 n  k first. Suppose a pair 
 , 
Ž . k   Ž j.satisfies 
 n is in position k. The effect of acting by A on 
  
  isn
Ž . to isolate the point k and to leave 
 j , which itself has label j labelled
 Ž . k   Ž j.   Ž .with 
  j . But this means A 
  
   
  
  . These are justn n
the pairs in D, and the value of j is irrelevant. There are n 1 such terms
j Ž . , one for each j. These terms account for the  n 1  in then
expression.
Ž .We have yet to account for the c p . We first find the terms which
Ž .contribute c p , and then show the remaining nonzero terms cancel
in pairs. The remaining terms which have to be considered for nonzero
Ž .values are all ones in which 
 j is in position k as we have accounted
Ž .for all the ones in which 
 n is in position k.
Ž .Suppose p  is in position a, b . There are b 1 possible j for
j Ž .which  has j in the same column above p and n, j  C . Supposen 
Ž . Ž .Ž . Ž .
 j  k. Notice then 
 n, j n  k and so 
 n, j is one of the
Ž .Ž j. j Ž .permutations  in D. Notice n, j    as n, j fixes the linen n
Ž j. Ž j. Ž Ž ..between n and j. This means 
     . Notice sgn  n, j n n
Ž .sgn  and so the sign is opposite to the sign of  . Summing these and
multiplying by Ak gives . Recall we are summing over  j and so then
Ž .Ž .contribution has positive sign. These contribute b 1  .
Ž .Ž .We have yet to account for  a 1  . Pick a 
D and pick a
specific column, say the lth, to the left of p. There are a 1 choices. This
Ž .means  n is in the same row as k. Suppose it is in position r. There is
some element, j, in the lth column which under  is in the same row as k.
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Ž . Ž . Ž j.Call this position s. Now notice 
 r, s  maps j to k, and also r, s  n
Ž j. Ž .   . Of course r, s is in R .n 
For each column to the left of p there is a unique j for which  j gives an
Ž .contribution. This accounts for  a 1  and together with the above
Ž . Ž . Ž . Ž .givesc p . Notice c p  a b a 1  b 1 . All of the nonzero
contributions have been accounted for and it only remains to show the
remaining entries negate each other in pairs. We need only consider terms
j Ž . for which 
 j  k.n
Ž .We first consider terms in which j is to the left of p. Suppose 
 j  k.
Ž .We begin by considering permutations  C for which  j is in the
Ž . Ž .same row as k but  n is in a different row. Notice if  n is in the same
row as k, this gives the case in the paragraph above and has been handled
Ž .there. This means  n is in a different row than k, which is the row of
Ž . Ž .  j . Of course  j is labelled by j . An argument works here which is
Ž .similar to the argument above when k was below n. Suppose  n is in
position r. Let s be the position in the same column as j and same row as
Ž .   r  n . Suppose after  it has label u . We know u  j as r is in a
Ž .different row than k which is the same row as  j . Now the row
Ž .permutation r, s in R interchanges these positions and the column
Ž   .permutation u , j in C interchanges the labels. After applying these
transpositions the resulting diagrams have opposite signs. Now no matter
  kŽ   Ž j.. kŽ   Ž  .Ž . Ž j..what 
 and  are, A 
  
   A 
  
 j , u r, s   .n n
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Once again these terms cancel in pairs as the signs are opposite.
In the remaining case j is to the right of p and so above it. Recall we
have considered the terms with j directly above p already. In this case we
again see the non-zero terms negate each other in pairs. In order that
k   Ž j. Ž .A 
  
   0 we need  j in the same row as k as we are treatingn
Ž .the case in which 
 j  k. Suppose this is the case and consider
 Ž j. Ž . Ž .     . As usual let r be the position  n . Suppose  j  l . Let un
be the entry in  j in the same column as p and in the same row as l.n
Recall l is in the same column as j and to the right of p. Let u be in
 Ž j. Ž .  position s of    . Notice s r as  p has label l and so u must ben
Ž  .in one of the other nodes in the same column. Also u , l is in R .
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Ž  .Ž .  Ž j.Now compare this with u , l r, s    . The picture isn




  u , l r , s    j  Ak 
 
   j .Ž . Ž . Ž . Ž .Ž . Ž .n n
ŽŽ .  . Ž .Notice sgn r, s   sgn  . Each of these terms occurs once in
 j with opposite sign. In particular the contribution is 0. This completesn
all cases.
The proof of this lemma completes the proof of Theorem 7.1.
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8. RESTRICTION AND INDUCTION
In this section, we give several results about the restriction and induc-
Ž .tion of the generic irreducibles of P Q . The proofs of these results aren
quite technical and are deferred until Section 11. The standard embedding
Ž . Ž .  Ž .of P Q in P Q is given as follows. For any set partition   P Qn1 n n1
append one point in both the top and bottom rows of   at the right and
draw a vertical line between these two points. Call this  . Extend this map
Ž . Ž . Ž .linearly to get an embedding of P Q in P Q . Given a P Q -modulen1 n n
Ž .M, the restriction of M to a P Q -module via this embedding is denotedn1
 M. In the semisimple case, Martin has shown M1
S n  S n 1  S n 1  S n 1Ž . Ž . Ž . Ž .    
 
 S n 1 . 3Ž . Ž . 

Ž . Ž .However, when P Q is not semisimple, S n  need not decomposen1 
into a direct sum of irreducibles.
  Ž .This is where Martin makes an error in M2 . He assumes that 3 holds
as a direct sum in all cases and uses it to construct certain embeddings
inductively. His basic idea is correct but requires deeper study of the
Ž .structure of the restriction of a P Q -module. The first result is then
following.
THEOREM 8.1. Fix n and take 	m with m n. If m n 2, there
Ž .are four subspaces V, V , U, and U of S n . The spaces V and U are1 1 
Ž . Ž .P Q -submodules of S n  as are V V and U V V . The struc-n1  1 1
Ž .ture as a P Q -module of the quotients is as follows:n1
V S n 1Ž . 

U S n 1Ž .
V V V S n 1Ž . Ž .1 
 : 
U V V U  U V V  S n 1 .Ž . Ž . Ž .1 1 1 

Ž .These are complementary subspaces whose direct sum is all of S n . If
m n 1, the result is the same except the space U is 0 and the last sum is1
Ž .0. If m n, V is the only term. This is the same as restriction in Sym n .
These subspaces and their decompositions are independent of Q.
The proof of this is given in Section 11.
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Ž .Take   and consider the S n 1 appearing in the last quotient. It
might happen that it splits off as a submodule. Also, it could appear as a
Ž .submodule of one the generic irreducibles of U, V, or V V V. This1
leads to the following result which is also proven in Section 11.
THEOREM 8.2. Take 	 n 2 and  . Then one of the following
holds for the module in Theorem 8.1.
Ž .  41 Gien coset representaties  ,  , . . . ,  in U for which the1 2 f 1
Ž . Ž .cosets  U V  V are a basis in U V V U  U V Vi 1 1 1 1
Ž .  4for S n 1 , there exist elements w , . . . , w in U V V such that 1 f 1
 4 Ž .  w , . . . ,   w is a basis for S n 1 in U V V U . This is1 1 f f  1 1
Ž .a splitting of S n 1 .
Ž . Ž . Ž .2 The module S n 1 appears as a submodule of one of S n 1 , 
Ž . Ž .S n 1 where   , or S n 1 where  . 
  COROLLARY 8.3. Let   n 2. If   and for no  where  ,
4 Ž . Ž . Ž . ,    is S n 1 a submodule of S n 1 , then S n 1  
Ž . Ž Ž .splits off as a direct summand of S n . The only way for S n 1 not to 
Ž . .split off is for it to be embedded in some S n 1 .
Proof. The previous result proves this for the case 	 n 2. The
other cases follow from this case by applying the G functor and using
Ž .Proposition 3.1, part iv .
THEOREM 8.4. Take 	 n 1 and   . Then one of the follow-
ing holds for the module in Theorem 8.1.
Ž .  41 Gien coset representaties  ,  , . . . ,  in V for which the1 2 f 1
 4cosets   V are a basis for S in V V V, there exist elements w , . . . , wi  1 1 f
 4 Ž .in V such that   w , . . . ,   w is a basis for S n 1 in V V .1 1 f f  1
Ž .This is a splitting of S n 1 .
Ž . Ž . Ž2 The module S n 1 appears as a submodule of one of S n 
. 1 , where   .
Ž .THEOREM 8.5. Suppose 	 n 2 and   . Suppose S n 2
Ž . Ž .is not a constituent of any S n 2  . Then S n 1 is a bottom 
Ž .constituent of S n .
We now show how to relate induction to the G map.
Ž . Ž .Given a P Q -module M, define the induced P Q -module Mn n1
to be
P Q  M .Ž .n1 P ŽQ.n
Ž . Ž .If M is a P Q -module and M is a P Q -module, then Frobenius1 n 2 n1
reciprocity says
² : ² :M , M  M , M  .1 2 1 2
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A more powerful tool for handling induced modules is given by Martin
 M2, Proposition 7, p. 326 when Q 0. The same argument works when
Q 0 with the definitions above.
Ž . Ž Ž Ž ...THEOREM 8.6. Let M be a P Q -module. Then M G G M .n
  Ž .COROLLARY 8.7. If   n 2, S n 2  has the same decomposi-
² Ž . Ž .:tion as in Theorem 8.1. In particular, if S n 2 , S n 1  0 then 
² Ž . Ž .:S n 1 , S n 1  0 for one of the 
 appearing in one of the sums
 
 4on the right in Theorem 8.1, i.e., 
 , 
 , 
  , 
  .
Ž . Ž .Proof. By Theorem 8.6 and Theorem 3.2, S n 2  S n . The 
result follows from Theorem 8.1.
9. THE Q-PAIR CONDITION
Ž . Ž .We show in this section that if S n  S n for some value of Q, 
    Ž .  n, and   3, then ,  is a Q-pair. We assume in this section
   that the result holds for n 1, even when   2. The case   2
is done independently in Section 12 after the preparations in Theorem 9.2.
Ž . Ž .    THEOREM 9.1. Suppose that S n  S n for   n and   3. 
Ž .Then ,  is a Q-pair.
Ž . Ž .Proof. We assume that S n  S n . We use induction and assume 
 the theorem is true for n 1 and that if   2 it is a Q-pair. We
  know it is true for   1 by Theorem 5.1. Let   . We know that
Ž . Ž .S n  S n  and we have just found an invariant series for these. 
Ž .Because S n 1 is irreducible, it must be a constituent of one of the
Ž . Žquotients of S n  as described in Theorem 8.1. This means that S n 
. Ž . 1 occurs as a constituent of S n 1 for some  with  ,  ,
Ž  .or   . In particular, by the induction assumption,  , is a
Q-pair for this value of Q.
From Proposition 4.7, we assume that all the boxes in  are in
different columns.
Suppose first  has boxes in at least three different rows. Suppose
one of these rows contains two or more boxes. Let  be  with the
right-most box of this row deleted. There is no possible  for which 
has even just one row, so this is not a Q-pair. This means all rows have one
box. After deleting any one, the corresponding  would have one of the
other boxes adjoined to  or to  with a box removed. The value of Q
  Ž .   Ž .would be   1 c p or   c p , where p is the box corresponding
to the Q-pair. Now delete that box instead and the same argument gives a
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different value of Q. Notice the contents of distinct corners differ by at
least two.
This means that there are at most two rows. Recall we already know if
there is just one row; the value of Q has been determined to be the correct
value for a Q-pair at the end of Section 6. Suppose in each row there are
at least two boxes. If either of the rows had three points, deleting the
right-most box in that row would give a  for which no  would be
possible because no matter which  is taken, there are two rows. This
means each row has two entries. But now after deleting a corner, the only
possible  with only one row is the one obtained by adjoining the box to
the left of the removed box and possibly removing a box to the left of the
other row. The value of Q is determined by the Q-pair condition to be
  Ž .   Ž .  1 c p or   c p , where p is the box at the right of the line
left intact. But now there are different values of Q for the two different
rows as the contents of the right-most boxes in  differ by at least 3.
This leaves the case in which one row has a single box and the remaining
row has at least two boxes.
In this case let q  be the box in the row with one box. Let p be
the right-most box in the other row and let r be the left-most box. Let y
be the entry to the left of r, which is only needed if it is a corner of . Let
Ž . Ž .  c c p and d c q . Let m  and s nm as in Theorem 6.1.
We now have using Theorem 6.1 that
s 1 1
Qm  d c c 1   c s 2Ž . Ž .Ž .Ž .
2 s
s 1 1 s 2 s 1Ž . Ž .
m  s 1 c  dŽ .ž /2 s 2
1
m 1 c 1 c d .Ž .
s
We now delete p. Then if s 3,  must be  with q added and y
possibly deleted if it is a corner. These give cases Qm 1 c or
Qm c. If s 3 there is a further possibility in which r is added. In
this case Qm 1 d. But now solve the equation
1m 1 c 1 c d  1m d,Ž .3
1 Ž .which is the two expressions for Q using s 3. This gives c 1 2 d .2
But this means c is not an integer and this last case with s 3 does not
occur, leaving the first two with Qm 1 c and m c.
We now delete q instead. There are now three possibilities for . Either
 , or it is  with r added or with y deleted. The values are
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Ž . Ž .Qm c, Q m 1  c, or Q m 1  c. It is therefore one of
the first two.
Suppose it is Qm 1 c. Now the two expressions for Q are
1
m 1 cm 1 c 1 c d .Ž .
s
Solving gives c d 1. But this is impossible since the contents of two
distinct corners must differ by at least 2.
Suppose it is Qm c. Then
1
m cm 1 c 1 c d .Ž .
s
Here the solution is c s 1 d. But this is impossible also as here q
must be below and to the left of r. Both of these cases are therefore
impossible.
 We are left with the case in which   2. We content ourselves here
with the following, and finish it completely in Theorem 12.2.
  Ž . Ž .LEMMA 9.2. Suppose   2 and S n  S n with 	 n. If  
Ž b d.has its two boxes in two distinct rows, then  a , c with a c and with b
and d both nonzero. Then  is  with the two distinct corners remoed, i.e.,
Ž b1 d1 . a , a 1, c , c 1 .
Ž . Ž .Proof. Suppose S n  S n with 	 n and let p and q be the 
boxes in . We assume they are in different rows. There must be
another corner to  other than the ones for  if  is not as specified.
Let  be  with r removed. Use the notation of the above theorem. The
only possible  here must be  with r removed and one of p or q added.
Ž . Ž .Now Qm c p or m c q depending on which was added. But
1 Ž Ž . Ž .. Ž . Ž .Qm 1 c p  c q . The solution is c p  c q  1 or its re-2
verse. Both are impossible.
Notice this does not require any induction hypothesis upon n 1.
10. EXISTENCE OF EMBEDDINGS FOR Q-PAIRS
Ž .In this section, we show that if ,  is a Q-pair, then there is a
Ž . Ž .nontrivial mapping from S n to S n . We defer one case until Theorem 
12.1. This finishes the proof of Theorem 1.1.
Ž . bTHEOREM 10.1. Suppose that ,  is a Q-pair. Suppose  a if
  Ž . Ž .  2. Then there is a nontriial mapping from S n into S n . 
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Proof. First, from previous discussion of the F and G functors, we only
need to prove this in the case 	 n. We prove this case by induction on
      . The case   1 was done in Section 7. So, we assume   2
  band if   2 we assume  a .
Let p be the right-most box of  and let q be the left-most box.
  Ž .Since   2, p q. Since ,  is a Q-pair,
 Q   c p .Ž .
 We first consider the case in which   3. Let s be the point just to
Ž . Ž .the left of p. It has content c p  1. Consider  p,  q . Now
    q  c s    1  c p  1Ž . Ž .Ž . Ž .
Q.
Ž .This means that  p,  q is a Q-pair. By induction
S n 1 , S n 1  0.² :Ž . Ž .p q
² Ž . Ž .: ² Ž . Ž . :Claim. S n 1 , S n 1  0 S n 1 , S n  p q p 
0.
Ž . Ž .Proof. It suffices to show that S n 1 splits off S n . Byq 
Corollary 8.3, we need to show that there is no  for which  ,  ,
4 Ž .or    such that  q,  is a Q-pair. Let y be any corner of 
not in the row  if there is one, and let x be the box one left of q
providing  x is still a diagram.
Ž . Ž .Recall that if  q, is a Q-pair, then 
  q and  q  is in
one line. Assuming this, the only possible  ’s are given in the following
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Ž .chart along with the reason why  q, does not form a Q-pair.
 reason
      c q    c p QŽ . Ž .
    x  x  c q    1 c p QŽ . Ž .
  y q  y q  c y Q  c y  c pŽ . Ž . Ž .
Thus, the claim follows by Corollary 8.3.
² Ž . Ž . : ² ŽBy Frobenius reciprocity, S n 1 , S n   0 S np  p
. Ž .:1 , S n  0.
² Ž . Ž .: ² Ž . Ž .:Claim. S n 1 , S n  0 S n , S n  0.p   
² Ž . Ž .: ² Ž . Ž .:Proof. By Corollary 8.7, S n 1 , S n  0 S n , S np   
:  0 for some  with   p,   p,   p, or   
4p . We want to show that the only possibility is  . We eliminate the
Ž .others by showing that ,  is not a Q-pair. Let y be any corner of  not
in the row , and let s be the box one to the left of p.
Using the fact that 
  and  is in one row, the possible  ’s are ,
Ž . Ž . p, and  p s. But neither  p,  nor  p s,  are
  Ž .Q-pairs as the value of Q is   c p . This completes the case in which
     3. We are left with the case that   2.
Suppose first that  2 but  ab. This means  consists of the
two points p and q with p being to the right. As  ab there must be
Ž .another corner besides p. Let it be r. Notice  r,  r q is a
Ž . Ž . ² ŽQ-pair with  r   r q being p. This means by 7.1 that S nr
. Ž .: Ž . 1 , S n 1  0. Notice by Theorem 8.4 that S n  containsrq 
Ž . ² ŽS n 1 as a bottom constituent. This means that S nrq r
. Ž . : ² Ž . Ž .:1 , S n   0 and so by Frobenius reciprocity, S n 1 , S n r 
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² Ž . Ž .: 0. The only possibility is S n , S n  0. This is direct from Corol- 
² Ž . Ž .:lary 8.7 as S n , S n  0 for some  with  ,   r,   
 r, or    r. Also 
 . In particular r must be in  and  is
the only contender.
b b1 Ž .It remains to consider the case  a and of course  a , a 2 .
We do this in Theorem 12.1.
11. PROOFS OF RESULTS FROM SECTION 8
In this section we prove the statements in Section 8. We start with
Theorem 8.1.
THEOREM 11.1. Fix n and take 	m with m n. If m n 2, there
Ž .are four subspaces V, V , U, and U of S n . The spaces V and U are1 1 
Ž . Ž . Ž .P Q -submodules of S n . The structure as a P Q -module has ann1  n1
inariant series as follows:
V S n 1Ž . 

U S n 1Ž .
V V V S n 1Ž . Ž .1 
 : 
U V V U  U V V  S n 1 .Ž . Ž . Ž .1 1 1 

Ž .These are complementary subspaces whose direct sum is all of S n . If
m n 1, the result is the same except the space U is 0 and the last sum is1
Ž .0. If m n, V is the only term. This is the same as restriction in Sym n .
These subspaces and their decompositions are independent of Q.
 4 Proof. Let  , . . . ,  be a basis for S . Partition the set of proper1 f
  Ž  .m-partially ordered set partitions of n i.e., O into four sets:m , n
Ž .1 A is the set of proper m-partially ordered set partitions, in which
n is a singleton block to the left of .
Ž .2 B is those in which n is a singleton block to the right of .
Ž .3 C is those in which n is to the left of  and the block
containing n contains at least one other element.
Ž .4 D is those in which n is to the right of  and the block
containing n contains at least one other element.
Ž .  Ž .  4Recall that a basis for S n is f x  : x O , 1 i f . Define i m , n
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Ž .the following subspaces of S n :
Ž . ² Ž . :1 V f a  : a A, 1 i f ,i
Ž . ² Ž . :2 U f b  : b B, 1 i f ,i
Ž . ² Ž . :3 V  f c  : c C, 1 i f , and1 i
Ž . ² Ž . :4 U  f d  : dD, 1 i f .1 i
It is clear from the construction that these subspaces are complementary,
Ž .and their direct sum is S n . We need to examine their structures when
Ž .restricted to P Q .n1
Ž .We show that the action of P Q on each of these spaces orn1
quotients is as indicated above. In each case, we only need to show that
Ž . i i, jSym n 1 , A for 1 i n 1, and A for 1 i, j n 1 act the
same on both sides.
Ž .To begin with, we show both U and V are invariant under P Q .n1
 Ž . Ž .Given any   P Q , let  P Q be the corresponding element inn1 n
Ž .P Q . In all elements a A and b B, point n is in a singleton block. Son
Ž .there are two possibilities for   f a : either it is in A or multiplication by
 has reduced the number of vertical lines, in which case the product is
mŽ .zero as this multiplication is taking place in I Q . In either casen
Ž Ž . . Ž . f a   V and this shows that V is a P Q -submodule. Ai n1
Ž .similar proof shows that U is a P Q -submodule.n1
Now we show that the structure of each space is as indicated. We start
Ž . Ž . Ž .with U as it is the easiest. Given b B, let f b  2n 2 be f b
with point n in both the top and bottom row removed. Recall these
Ž .are both isolated, and so no lines are involved. Then the P Q -isomor-n1
phism is
 : U S n 1Ž .
f b   f b  .Ž . Ž .i i
Ž . r , s rIt is straightforward to check that Sym n 1 , A , and A have the same
action on both sides for r, s n 1.
Ž . m1Ž .Now we consider V. Notice that  S n 1  I Q  n1   
Ž . m1Ž .   Ž .S n 1  I Q  S  as S  S n 1 . Given a A,n1  
Ž . Ž . Ž .let f a  2n 2 be f a with point n in both the top and bottom
row removed along with the line from point n in the top to point m in the
Ž .bottom. This edge must be present in f a due to the fact that a is proper.
Ž .Then the P Q -isomorphism isn1
 : V I m1 Q  SŽ .n1
f a   f a  .Ž . Ž .i i
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Ž . Ž . Ž .   Ž .Given  Sym n 1 ,  f a  f a  for some   Sym m 1 . Be-
cause  fixes n, the line connecting point n in the top to point m in the
Ž . Ž . bottom is fixed. Thus  f a   f a    and the action on the righti i
 Ž .of the tensor is S . Hence the action of Sym n 1 is preserved under
this mapping. Checking that the action of Ar , s and Ar agree is again
straightforward.
Ž . ŽNow we consider the more interesting case, U V V U  U V1 1
. Ž . m1Ž .  V . Notice that  S n 1  I Q  S  as above where1  n1 
here S S. We need to recall some facts about the induced 
Ž . Ž .representations from Sym m to Sym m 1 . For 1 im 1, let
Ž . Ž .
  i, m 1 here 
  1 . These form a set of coset representativesi m1
Ž . Ž .   4for Sym m 1 Sym m . A basis for S  is indexed by  , . . . ,  1 f
 4 Ž . 1, . . . , m 1 . Take  Sym m 1 . The action of  on S  is given
by
  , j  
1
  , k ,Ž . Ž .ž /i k j i
1 Ž . 1where k is the unique value such that 
 
  Sym m and so 
 
  isk j k j i
defined.
Ž . Ž . Ž .Given dD, let f d  2n 2 be f d with point n both the
top and bottom row removed and add point m 1 in the bottom row to
the rest of the block in the top which contained the point n before its
removal. For example, if
then
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Ž .Note that f d  is not necessarily proper. However, for some  d
Ž . Ž . Ž .Sym m 1 , f d  is proper. The P Q -homomorphism isd n1
 : U V V U  U V V  I m1 Q  SŽ . Ž . Ž .1 1 1 n1
f d   f d   , m 1 .Ž . Ž . Ž .i i
Ž . Ž .We must show that this is a bijection. Notice the map f d  f d d
is an m 1-to-1 map. To see this let B , B , . . . , B be the blocks to the1 2 m
left of  and let B be the block containing n with n removed. Them1
Ž .same f d  is obtained if any of B is joined to n and the remainingd i
Ž  . Ž . Ž . Žm blocks are to the left of . As dim S   m 1 dim S , U V
. Ž . m1Ž .  V U  U V V and I Q  S  have the same dimen-1 1 1 n1
sion. Thus, to get an isomorphism of vector spaces, it suffices to show that
m1 Ž . Ž is onto. Choose  I . We need dD so that f d   , mn1
. Ž  . 1    , j for each j and all  . Let B , B , . . . , B be the blocks1 2 m1
on the top of d which are joined to the bottom in increasing order. For
given jm 1 form the element d of D which has the blocks B ini
increasing order to the left of  except that the block B is now joined toj
n, and moved to the right of . The remaining blocks on the top of  are
Ž . Žall to the right of . Then f d    where   j, j 1, . . . , md d
. Ž . 1 . Notice that 
  m 1 m 1 or equivalently that 
  
 j d j d m1
Ž . Ž . Ž  .   Ž Ž .Sym m . So,   , j   , m 1 for some   S . But then  f d d
. Ž . Ž . Ž  .     , m 1     , m 1    , j as desired. Byd d
Ž .taking all   V it is clear this is onto  V, j and the map is onto.
Ž . ŽNow we show that  is a P Q -homomorphism. Take  Sym nn1
. 1 , dD, and   S . Since the block containing point n in the top ofi
Ž . Ž . Ž . f d does not contain any element in the bottom row,  f d  f d  for
  Ž . Ž Ž . . Ž . some d D and   Sym m . Notice that  f d   f d  .
Ž Ž Ž . .. Ž . Ž Hence a short calculation shows   f d   f d    , mi i
. Ž Ž Ž . .. Ž . 1    f d  which shows that  is a Sym n 1 -homomor-i
phism. Except for one case, showing that A i and A i , j
act the same on both sides is straightforward. The one exception is when
the block containing n in d contains exactly one other element i. In this
iŽ Ž . .case, A f d    0 because it is in V . On the other side,i 1
iŽ Ž . Ž .. i Ž .A f d   , m 1  0 because A f d  contains fewer thani
m 1 vertical lines.
Ž . Ž .We finish with the case V V V. Notice that  S n 1 1  
m Ž .     Ž .I Q  S  as S  S . A basis for S  is  , j :n1 i 
 4 Ž . Ž .1 i f , 1 jm . For 1 km, let   k, m  Sym m . Thenk
Ž .for  Sym m ,
   , j  1    , k ,Ž . Ž .ž /i k j S  i
1 Ž .where k is the unique value such that    Sym m 1 .k j
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Ž . Ž . Ž .Given c C, let f c  2n 2 be f c with point n in both
the top and bottom row removed. The block which contained point n in
Ž .the top still contains elements in the top and bottom. The P Q -isomor-n1
phism is
 : V V V I m Q  SŽ . Ž .1 n1
f c  f c   , m .Ž . Ž . Ž .
The proof that this is a bijection is similar to the previous case and is
Ž .omitted. The proof that this is a P Q -homomorphism is similar to then1
previous case. The only interesting case is when the block containing n in
iŽ Ž . .c contains exactly one other element, say i. Then A f c   0
iŽ Ž . Ž .. i Ž .because it is in V, and A f c   , m  0 because A f c 
contains fewer than m vertical lines.
It is clear from the construction that these decompositions and their
quotients are independent of Q.
EXAMPLE 1. Before proceeding with the next result we sketch an
example which demonstrates the idea behind the first part of the proof. In
Ž .particular let us consider S 4 . The bottom sum in Theorem 11.1 is then2
Ž . Ž . Ž . Ž .2S 3  S 3 . The term above is S 3  S 3 . The terms above that3 2, 1 2 1
Ž . Ž .are S 3 and S 3 . We consider the bottom sum. A basis for U is given2 1 1
Ž . Ž .by f d  where the d are defined below and  is a trivial Sym 3 -mod-i i
  44ule which of course has dimension one. Here d  23 4, 1 , d 1 2
  44   44 Ž . Ž .13 4, 2 , and d  12 4, 3 . Let w f d   f d  3 1 2
Ž . Ž .f d . Clearly w is fixed by any permutation in Sym 3 as the d ’s are3 i
i jŽ Ž . .permuted. Notice that A f d  is in V  V if k is i or j and is 0k 1
otherwise. In particular modulo V V U it is 0 and as we will use1
iŽ .below, even 0 modulo V V . Note also that A d  is either 0 or is in1 j
U . In particular Ai and Ai j annihilate w modulo U V  V. We see the1 1
Ž .action on wU V  V modulo U V  V is indeed S 3 . Similar1 1 3
Ž .results hold for the S 3 if we replace w by the span of d   d 2, 1 1 2
and d   d .1 3
We now ask whether it is possible to split w further modulo V V .1
Then wU modulo V V would be a direct sum of U and the1
Ž . Ž .one-dimensional S 3 . A basis for U is of the form f b  where the3
 4elements b have a singleton block 4 to the right of . It is easy to
Ž .identify U with S 3 by ignoring the 4’s appearing in the top and bottom2
Ž .of the defining diagrams. The P Q action is the same. We must look for3
Ž .a u in U for which w u modulo V V is S 3 . In particular u must be1 3
Ž . i, jfixed by all  in Sym 3 . We saw above that A w 0 modulo   .1
This means we want Ai, ju 0. We see directly, as we have also seen in
Ž .Proposition 4.7 that there is a unique such subspace of S 3 . Notation is2
suggested by Section 5. We consider elements b and b j in B fori i
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1 i, j with j i. Let b for 1 i 3 have i isolated to the right ofi
 4 j as well as 4 . Now let b be b except i has been joined to j. Of coursei i
 4 i, j Ž .4 is still isolated. A basis for elements annihilated by all A is f b 1
Ž 2 . Ž 3. Ž . f b   f b  and its three images under Sym 3 . The only one1 1
Ž .fixed by Sym 3 is the sum of all three. Let this sum be u. Notice
i Ž .Ž Ž . . Ž .A u Q 4 f b  . The Q comes from f b  and the 4i i
Ž k .comes once each from the four terms f b  for which one of j, k is i.j
i Ž .Also A w f b  . In order to check for a splitting we must choose thei
iŽ . Ž Žvector from U as some multiple of u, say u. Now A w u  1  Q
..Ž Ž . . 4 f b  . This can always be solved unless Q 4, and so it splitsi
unless Q 4. However, if Q 4, it does not split. In this case the vector u
Ž .in U itself affords the module S 3 as we have checked. In particular, U3
Ž .itself has S 3 as a submodule. Notice indeed the pair  3,  23
satisfies the conditions of Theorem 1.1 with Q 4. This is indeed an
Ž . Ž .embedding from S 3 into S 3 . Notice the same equations for Q came3 2
i Ž .up for each of the A here. Similar results hold in trying to split the S 32, 1
except here the nonsplitting occurs when Q 1. It is helpful to keep this
example in mind when working through the next proof. Similar conditions
arise when trying to split the span of w from V V and from V.1
We now prove Theorem 8.2.
THEOREM 11.2. Take 	 n 2 and  . Then one of the following
holds for the module in Theorem 11.1:
Ž .  41 Gien coset representaties  ,  , . . . ,  in U for which the1 1 f 1
Ž . Ž .cosets  U V  V are a basis in U V V U  U V Vi 1 1 1 1
Ž .  4for S n 1 , there exist elements w , . . . , w in U V V such that 1 f 1
 4 Ž .  w , . . . ,   w is a basis for S n 1 in U VU  V . This is1 1 f f  1 1
Ž .a splitting of S n 1 .
Ž . Ž . Ž . Ž2 The module S n 1 appears as a submodule of S n 1 , S n  
. Ž . 1 where   , or S n 1 where  .
Remark. The import of this theorem is that if the top constituent
Ž .S n 1 does not split off as a submodule, it must occur as a constituent
of one of the other constituents in the invariant series in Theorem 11.1.
We will show later that this condition is necessary and sufficient for the
splitting from U. More can be proven along these lines but we do not
presume it here.
 4Proof. Fix  . Pick coset representatives  , . . . ,  in U which are1 f 1
Ž . Ž . Ž . Ž .a basis for S n 1 in U V V U  U V V . To satisfy 1 , 1 1 1
 4  4we want to find w , . . . , w in U V V such   w , . . . ,   w is a1 f 1 1 1 f f
Ž .basis for S n 1 in U VU  V . We construct the w ’s in three 1 1 i
steps: first computing the U component of each, then the V component,1
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and finally the V component. Of course, at any step, this might not be
Ž .possible. However, we show that if it is not possible, condition 2 holds.
Ž . Ž . Ž .The three components are denoted w , w , and w , respectively.i U i V i V1
 4 ² : Our conditions for w , w , . . . , w are that   w , . . . ,   w  S1 2 f 1 1 f f
Ž . r , sŽ . rŽ .as a Sym n 1 -module, and A   w  0 and A   w  0 fori i i i
Ž .all r, s, i. Since U, U , V, and V are Sym n 1 -submodules, it must be1 1
²Ž . Ž . :  Ž .that w , . . . , w  S as a Sym n 1 -module, and likewise for the1 U f U
V and V components. Notice that for r, s n 1,1
Ar , s : V V Ar : V V
V  V V  V V1 1 1 1
UU UU
U  V U UU .1 1 1 1
r , s  The case of A acting on U is as indicated here because   n 2. In1
general Ar , s maps U into U  V rather than just V . These conditions1 1 1 1
mean that we must have
Ar , s   w  V ,Ž .Ž .i i 1U
Ar , s   w  w  V , andŽ . Ž .Ž .Vi i iU 1
Ar , s   w  w  w  0.Ž . Ž . Ž .Ž .Vi i i iU V1
Likewise, the same must hold for the Ar ’s. In other words, the effect of
Ar , s and Ar at each step is to make the term zero modulo the future
components. This is the reason for the order in which we are constructing
the components.
 4Before continuing, we need a basis for U . Let s , . . . , s be a basis for1 1 f
 ˆŽS . For 1 i n 1, let B be the set partition f 1 i ni
.1in .
 4A basis for U is B  s : 1 i n 1, 1 k f . We take  ,  , . . . , 1 i k 1 2 f
to be linear combinations of the elements B  s .i k
Ž .Step 1 the U component . For 1 i n 1, let C be the set parti-i
ˆŽ .tion f 1 i n 1in .
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ˆŽFor 1 i j n 1, let D be the set partition f 1 i ji i, j
.n 1n .
Notice that D D because the lines from points i and j in the bottomi, j j, i
are connected to different locations in general. A generating set for U is
 4 C  s : 1 i n 1, 1 k f  D  s : 1 i j n 1, 1i k i, j k
4k f .
r , s r , s r , sŽSince A : U  V , A : UU, and since we require that A  1 1 i
Ž . . r , sŽ .w  V , it must be that A w  0.i U 1 i U
Ž . Ž .The action of P Q on U is that of S n 1 . We are looking for an1 
Ž . submodule which as a Sym n 1 -module acts as S and which is annihi-
lated by Ar , s. We showed in Theorems 4.5 and 4.6 that there is a unique
Ž .such submodule of S n 1 . Thus by Schur’s lemma, there is a unique
Ž . Ž .choice for the span of the w ’s up to scalar. As a Sym n 1 -module, iti U
is isomorphic to S.
Ž . Ž . Ž . 4Let w , w , . . . , w be a basis for this space corresponding to1 U 2 U f U
 4 the basis  ,  , . . . ,  . Then the copy of S we are looking for is1 2 f
Ž ŽŽ . ..spanned by    w for some  . We need to show that there is ai i U
rŽ ŽŽ . ..choice of the scalar  such that A    w  V  V for all r andi i U 1
rŽ ŽŽ . .. ri. Actually A    w  V  V must be zero in this case as Ai i U 1
maps UU to itself. The value of this scalar depends on the value of Q.1
Furthermore, there are values of Q for which no such  exists. We claim
Ž . Ž . Žthat if no such  occurs, S n 1 embeds in S n 1 i.e., condition 
Ž . .2 is satisfied .
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rŽ ŽŽ . ..We fix a particular r n and try to show A    w  0 for alli i U
sŽ ŽŽ . ..i. It would then follow that A    w  0 for all s n and all ii i U
Ž . rby conjugation by elements in Sym n 1 . Notice the effect of A on B ,i
C , and D :i i, j
C , if i r ,rrA B i ½ 0, otherwise;
QC , if i r ,rrA C i ½ 0, otherwise;
C , if i r , r
r A D  C  , if j r , for some  Sym n 2 ,Ž .i , j r
0, otherwise.
Recall that  is spanned by terms of the form B  s , and by the resultsl i k
Ž . Ž .in Section 4, w is spanned by terms of the form C Ý D  s .l U i j i i, j k
Ž . Ž . ŽŽ . .Let  Ý  B  s and let w Ý  C Ý D  s .l i, k i, k i k l U i, k i, k i j i i, j k
ŽŽ . . Ž Ž . .Now    w Ý  B   C  Ý D  s . Noticel i U i, k i, k i i, k i j i i, j k
rŽ . r Ž . rA Ý  B  s  A B  Ý  s  C  s. Notice A   0 ifi, k i, k i k r k r , k k r l
rŽ Ž ..and only if s 0. Similarly A Ý  C  s QC  s andi, k i, k i k r
rŽ . rŽ Ž . .A Ý  Ý D  s  C  s. Then A    w  Ci, k i, k j i i, j k r l l U r
Ž . s Qs  s for these choices of s, s, and s in
 rŽ ŽŽ . ..S . In order to find a choice of  such that A    w  0, wel l U
need to solve
s Qs  s 0. 4Ž .
Ž .Because P Q is semisimple for almost all Q, a solution must exist forn1
almost all Q. Recall the decompositions as vector spaces are independent
of Q and so the vectors s, s, and s are the same for all Q.
Ž .Suppose s and s were linearly independent. Then, by 4 , s is
in their linear span and s cs ds for unique c and d. But
Ž .then the only solution to 4 is d and Q cd. This contradicts the
fact that there are infinitely many solutions. Thus, s and s are
Ž .linearly dependent. By 4 , it follows that s, s, and s are linearly
multiples of one another.
We need to distinguish cases for technical reasons later. In particular we
introduce a property that the various Ar may or may not possess,l
although we shall see later that they do.
Property 1. There is an l such that Ar  0.l
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Notice first that if Property 1 does not hold, the  ’s already provide ai
splitting modulo V V and we are with Step 1. Notice the action of Ar , s1
acting on U is already in V as above.1 1
Suppose then there is an l such that Ar  0. This implies s 0. So,l
Ž .4 becomes
s 1Q    0,Ž .1 2
where s  s and s  s. This applies for all l for which1 2
Ar  0. Because this can be solved for almost all Q, and because  isl
determined by it,  and  are the same for all these l because1 2
  Ž  . Q   Q   implies Q        .1 2 1 2 1 1 2 2
Given an l for which Ar  0, s and s cannot both be zero, forl
Ž .otherwise 4 could not be solved. So
1

Q  1 2
Ž .gives the desired solution to 4 unless Q   happens to be 0. If this1 2
rŽ . ²Ž . Ž . :were the case, then A w  0 for all l. Hence, w , . . . , w is anl U 1 U f U
Ž . Ž . Ž Ž . .embedding of S n 1 in S n 1 i.e., condition 2 holds . Notice 
r Ž .also that for an l for which A   0,  Qs s  0 for anl
infinite number of Q so either  0 or s s 0 and for these
Ž .values 4 always holds.
Ž .For future reference, notice that if there is an embedding of S n 1
Ž .in S n 1 , then Q    0 which implies that there is no solution 1 2
Ž .for  and condition 1 cannot be satisfied. This means that if there is an
r , s Ž .embedding and A   0 for some l, then condition 1 does not hold.l
This completes Step 1.
Ž .Step 2 the V component . For 1 i j n 1, let E be the1 i, j
n ˆ ˆŽ . Ž .element of I Q given by f 12 i j n 1jni .n1
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ˆ ˆŽ .For 1 i j n 1, let F  f 1 i j n 1ijn .i, j
ˆ ˆŽFor 1 i j l n 1, let G  f 1 li i  j ni, j, l
.1nj .
 4  4  4A generating set for V is E  s  F  s  G  s .1 i, j k i, j k i, j, l k
The proof of Step 2 is similar to that of Step 1, but has two further
complications:
Ž . r , s Ž . r , sŽ .a Acting by A part of w must negate A  which is in V .i V i 11
Ž . Ž .b The structure of V  V V is much more complicated. From1
Theorem 10.1, it is
S n 1 .Ž . 
 : 
The first complication is dealt with by letting
	 r , sw  A  .Ž . Ž .ÝVi i1
1rsn1
r , sŽ Ž . Ž .	 .Notice now A   w  w  0 by checking the basis B  s .i i U i V i k1r , sŽ . Ž .Recall that A w  0. As the  span a Sym n 1 -module isomor-i U i
 Ž .	 Ž . Ž .	 Ž  .phic to S , the same is true of the w . We let w  w  wi V i V i V i V1 1 1 1
Ž .for a vector w which is in V .i V 11
Ž .The second complication is handled by considering the part of w ini V1
Ž .each S n 1 individually. Each of these  can be indexed by particular
Ž . . That is, for each pair ,  with   , there is a submodule
Ž . Ž . Ž .isomorphic to S n 1 . We look for a basis w , w , . . . , 1 Ž ,  . 2 Ž ,  .
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Ž .w of this space which satisfies appropriate splitting conditions.f Ž ,  .
Ž .However, we show that if these cannot be satisfied, S n 1 is a
Ž .submodule of S n 1 . We do not mean to imply these different copies
Ž . Ž .of S n 1 are different as P Q modules. This notation just distin- n1
guishes them for notational purposes.
Ž . Ž . Ž .For a given ,  let w span the component of w in this copyi  ,  i V1
Ž . Ž . Ž .of S n 1 . For each of these ,  , the vectors w must generate i Ž ,  .
Ž .  r , sŽ Ž . Ž . .as a Sym n 1 -module S . As A   w  w must be in V andi i U i V1
r , s r , sŽ .since A maps V to V , we must have A w  0. By Theorems 4.51 1 i V1
Ž . Ž .and 4.6, there is a unique such subspace in S n 1 . Now pick w i Ž ,  .
Ž .to be a basis in the appropriate S n 1 subspace corresponding to the
 4  Ž .basis  ,  , . . . ,  . These generate S as a Sym n 1 -module. The1 2 f
Ž . Ž .,  component is spanned by the vectors  w for 1 i fŽ ,  . i Ž ,  .
and some  .Ž ,  .
We need to solve for  so thatŽ ,  .
	r rA   w  w   A w  0 modulo V .Ž . Ž . Ž .Ž . Ž .V  , Ž .i i i Ž ,  . iU  , 1
rŽ Ž . .Recall that A   w  0. The proof from this point on is the samei i U
as in the U case except for the Property 1 which is not needed. The vectors
Ž . Ž . Ž .	 are replaced here by the ,  components of   w  w . Asi i i U i V1r Ž .	we are acting by A , this is the same as w . Notice no Q is introduced ini V1rŽ .	A w as these are spanned by the vectors F and no power of Q isi V i, j1
introduced by multiplication by Ar. Note they are spanned by vectors of
the form F because Ar , sB is of the form F if it is nonzero. Thei, j i i, j
vectors are not of the form C  s, C  s, etc., but are linearr r
combinations of similar vectors. The important part is that the contribu-
rŽ .tion from A w has a part multiplied by Q when coming fromi Ž ,  .
vectors spanned by E and a part not multiplied by Q when coming fromi, j
the span of Fi, j and Gi, j, l. Each of these is independent of Q. This
Ž .shows that there exists a solution to this equation unless S n 1
Ž . Ž .embeds in some S n 1 just as in Step 1. This is 2 .
Ž .Step 3 the V component . The proof of this case is very similar to that
of Step 2. In this case, we display only the elements of V of minimal rank
n1 ˆ ˆŽas in O . For 1 i j n 1, let H  f 1  i j n i, j
.nij .
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Ž . Ž .So far the vectors   w   satisfyi i U i V1
Ar   w  w  VŽ . Ž .Ž .Vi i iU 1
Ar , s   w  w  0.Ž . Ž .Ž .Vi i iU 1
Ž . r , sŽ . rŽ Ž . Ž . .The vectors w must satisfy A w  0 and A   w  wi V i V i i U i V1rŽ . Ž . A w  0. As above, break this into the S n 1 components fori V 
rŽ Ž . Ž . . Ž .each  . Let A   w  w Ý w be the decomposi-i i U i V   i 1
Ž . Ž . Ž  .tion. Then for each  , let w Ý w . Now we require wi V   i  i 
rŽ . r , sŽ . A w  0. Also A w  0. Now as in the earlier steps choosei  i 
Ž . Ž . Ž . vectors w , w , . . . , w to generate S corresponding to  ,  , . . . , i  2  f  1 2 f
Ž . r , sŽ . Ž .as a Sym n -module and to satisfy A w  0. Note that w isi  i 
independent of Q as only ArE and ArG can be in V and only theni, j i, j, l
when no power of Q has appeared. Again as in 4.4 and 4.5, there is up to
scalar a unique choice for these vectors. From this point on the proof is
the same as in the V case. This completes all cases.1
We now give a partial converse to Theorem 11.2 which applies to a
splitting over U.
THEOREM 11.3. Suppose the notation is the same as in Theorem 11.2.
r Ž .Then for some l, A   0; i.e., Property 1 holds. Furthermore, if S n 1l 
Ž . Ž .embeds in S n 1 , then S n 1 does not split oer U modulo V V .  1
Ž . Ž .Remark. Recall S n 1 embeds in S n 1 if and only if  is a 
Q-pair.
Proof. From the proof of Theorem 11.2 it is only necessary to show
Ar  0 for some l and the rest follows. Take any nonzero vector  . Thenl l
for some i and k, the coefficient of B  s in  is not 0. Then thei k l
i i rŽŽ . .coefficient of C  s in A  is also not 0, so A   0. Now A r, i  i k l l l
² :0 which is in  ,  , . . . ,  .1 2 f
We now prove Theorems 8.4 and 8.5.
THEOREM 11.4. Take 	 n 2 and   . Then one of the follow-
ing holds for the module in Theorem 11.1:
Ž .  41 Gien coset representaties  ,  , . . . ,  in V for which the1 2 f 1
Ž . Ž .cosets   V are a basis in V  V V for S n 1 , there exist elementsi 1 
 4  4 Ž .w , . . . , w in V such that   w , . . . ,   w is a basis for S n 1 in1 f 1 1 f f 
Ž .V  V. This is a splitting of S n 1 .1 
Ž . Ž . Ž .2 The module S n 1 appears as a submodule of S n 1 for 
some  where  .
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Proof. The case of 	 n 1 can be proved entirely as above to give
Theorem 8.4. We omit the details. Applying the G map gives Theorem 8.5.
 12. THE CASE   2
 In this section we finish the case that   2. We must show that if
Ž . has size 2 with ,  a Q-pair, then there is an embedding. As was
b Ž .shown in Theorem 10.1 we may assume that  a . In this case for , 
Ž b1 .to be a Q-pair we must have  a , a 2 and Q n 2 a b.
We also have one other case to dispense with from Lemma 9.2. In this case
 has its two entries in different rows, and there are no other corners in
. We must show here there is no embedding. We start with the following
result.
Ž . Ž .b b1THEOREM 12.1. There is an embedding of S n into S na Ža , a2.
Ž b b1 .proided Q n 2 a b; i.e., a ; a , a 2 is a Q-pair.
 Proof. We do this much as we dealt with the case in which   1
in Section 7. In particular we show that
Ak 0
when Q n 2 a b for a particular choice of  for which  0.
Just as there, this shows the embedding exists. Also as in Section 7, we
consider fillings of the Ferrers diagram. Here the standard filling of  has
the integers 1, 2, . . . , a, in the first row, the integers a 1, a 2, . . . , 2 a in
Ž .the second row, until the last row which contains the integers b 1 a
Ž . Ž .1, b 1 a 2, . . . , b 1 a a ba n. The positions n 1 and n
are the positions for . The labelling obtained from the standard filling
is used to label the positions. Just as in Section 7, the row and column
stabilizers for , R and C , act on the positions labelled by 1, 2, . . . , n, and 
R and C are the row and column stabilizers for . As in Section 7 we 
denote these by the labels 1, 2, . . . , n 2.
Because of the particular shape of  it is more convenient to use a
different idempotent, , here. In particular, we use the idempotent
f  f 
  
 sgn    
 
 .Ž .Ý Ý Ý Ý
 n 1 ! n!Ž .  C 
 R C 
R   
Note this is the same as the earlier one except the order of  and 
 is
reversed as is the order for   and 
 . Also as in Section 7 we ignore the
factor f n!.
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The minimal elements, M, for  n2 are interpreted as fillings of  withn
entries 1, 2, . . . , n 2 plus two empty boxes. If these boxes are p and q,
call this X where  is the permutation in one-line notation obtainedp, q, 
by reading the entries according to the order of the standard filling and
skipping p and q.
Let  be X . This is the diagram with 1, 2, . . . , n 2 in order0 n1, n, id
with n 1 and n empty. The terms of rank one above  all have one line0
from either n 1 or n to one of the other positions or a line from n 1
to n. The Mobius function is 1 for this interval and each term has¨
coefficient 1. The elements of rank two above  either have two0
distinct lines, one from n 1 to a position less than n 1 plus a line
from n to a different position less than n 1, or n 1 is joined to n and
one further point. The Mobius function for the interval for the first type is¨
1 and the Mobius function for the second type is 2. This is because there¨
are three paths from  to those of the second type, and two to those of0
the first type. Let  be the sum over the elements of rank one and let 1 2
be the sum over the elements of rank two with the elements of the second
Žtype having coefficient 2 i.e., multiplicity the Mobius function for the¨
. n2appropriate interval . Then from Proposition 4.3, the element  of n
corresponding to  is       .0 0 1 2
We show that Ak 0 if Q n 2 a b for all k. Notice the
coefficient of  in  is  0. We know from Proposition 4.6 that0
i, j Ž . Ž .b b1A  0. This shows as in Section 7 that S n embeds into S n .a a Ža2.
The proof is similar to that of Theorem 7.1 in that we find terms which
Ž . Žcancel and terms for which the result is a multiple of Q n 2  a
.b times a sum of terms. We sketch some of the arguments since they are
familiar from Section 7.
Let  be Ý 
 . We see  is justR 
 R
sgn   sgn   
  .Ž . Ž .Ý Ý Ý R
 
 C 
 R C  
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It is evident from the form of  , its symmetry about columns, and theR
sum over  C that if Ak 0 the same is true for Ak

provided k is
in the same row as k but a different column. Indeed, if 
 is the element0










 sgn    
  sgn   Ž . Ž .Ý0 0 R
 
 Ak sgn    
  sgn  
 
1
  .Ž . Ž .Ý0 0 0 0 R
 1 4 Ž 1 .As the 
 
 ;  C is the same as C , sgn 
 
  sgn  , and0   0 0

   , we see Ak

 
 Ak and so one is 0 if and only if the other0 R R 0
is 0. We may therefore assume that k is in the ath column.
Similarly, if k is not n in the bth row, let  be the element in C0 
which interchanges its row with the bth row. Now  Ak  An. If An0 0
k Ž . k k 0, 0  A   sgn   A  , and so A  0. Here we have0 0 0 0
Ž Ž . . Ž . Ž .used  Ý sgn    sgn  Ý sgn   . We may then as-0  C 0  C 
sume k n, which we do for the remainder of this section.
Our task is to show that An 0 provided Q n 2 a b. The
method is to look at the various terms entering in  . Here of course there
are the minimal terms of the form 
 , the terms of height one above0
these, and the terms of height two above these, all with the appropriate
signs and coefficients. In many cases, there are terms which after multiply-
ing by An negate each other. These often involve an action by a particular
 C . In other cases, we are able to gather enough terms so that the
n Ž . Ž .value after multiplying by A is a multiple of Q n 2  a b .
These also involve acting by appropriate  C .
We begin by considering terms entering into An which contain no
lines. These terms arise from a particular 
 where of course  C and

 R . We need notations for these terms. We start by taking one of the
terms,   in  . These terms consist of  , the terms of height one above0
 , and those of height two above  . Consider 
  and let  be 
 .0 0
Suppose first  has exactly one line from the bottom row at point s not
in the last column to a point t in the last column but not in the bot-
tom row.
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The line has the label of t. Let this be j. Let the entry above s in the
same row as t be u and suppose it has label i. Call this diagram d. There
is another diagram, d, obtained by acting by the element of R which
interchanges i and j. This is exactly the same as d except the labels of u
and t are interchanged. Now suppose  moves t to n. Then after acting by
An on d, n becomes isolated and location  s has the label j and location
 u takes the label i. Now acting by An on d gives the same diagram
except locations  s and  u have interchanged values. In particular i and
 Ž .j are interchanged. But the element  u,  s  C interchanges these
locations and has negative sign. It follows that after acting by An, these
terms negate in pairs. The same works after acting by  
  provided we act
Ž  .on the cosets of the transposition i , j as above. This argument is similar
to ones in Section 7.
Now consider a particular  
 which of course has no line and for0
n Ž .which n is isolated. Acting by A gives Q. There are n 2  1 terms
of height one above  obtained by adjoining a line from n to each of the
other boxes. Acting by An gives  also. The signs of these are negative.
Ž Ž . .Taking the sum of these gives Q n 2  1 . There are b 1
terms in which n is joined to a point directly above it in the ath column.
These are all invariant under the transposition  in C interchanging n
with this point. The sign of these is plus. Acting by An on these also gives
. Furthermore, there are a 2 terms in  for which there is a lineR
from n to a point in the bottom row, other than the other free point in

 . These all occur by interchanging n with this point. This interchange is0
in R. Acting on An on these gives . These have sign 1. The total
n Ž Ž . Žcontribution of A acting on all these terms is Q n 2  1 a
. Ž .. Ž . Ž .2  b 1 . The coefficient here is Q n 2  a b . A word
is in order here about why an extra term was used here for diagrams with a
line from n to each of the points on the bottom except the other free
point, which is the image of n or n 1. Notice that after summing over all
elements 
 of R , there are two terms which are identical to 
, namely

 and the one interchanging the free points. Each of these terms must0
be counted as above and so it should be added only once for each
occurrence.
Now we can act by  taking care that for the terms in which   had a
line from n to a point vertically above it we act by the coset of the
transposition interchanging n with this point. This accounts for all terms

  which after multiplying by An give a diagram with two free points
and no lines. In order to see this consider the different cases for 
 . Note
such a term either has n free or a line from n. If it is free we have counted
it. Otherwise, if  fixes n, we have counted it. If  does not fix n, we have
counted it if it is a horizontal or vertical line. If in 
  there is a
nonhorizontal or vertical line from the bottom, it only gives a nonzero
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value after acting by  if the line goes from the bottom to the ath column,
and we have seen it can be cancelled by another such term. The same
applies no matter what  
  are and all such terms have been taken into
account.
We now consider the terms for which An
  has one line. Of course, n
is free after acting by An. We again consider the possibilities for 
 . We
first consider the case in which   has one free point and one line. In
order that An
  has one line and one free point, it must be the case that
there is a line not containing n, and n is free in  
  and in 
 .
The line in  is from the bottom to another position, not n. Clearly
AnQ and AnQ. The coefficient is 1. There are n 3
terms which are  with a line joining n to each of the n 3 positions
other than n and points of the line. The coefficient here is 1. The
n Ž Ž ..contribution from applying A to these terms is Q n 3 . The
same applies to . We now break the argument into three cases,
depending on the locations of the points of the line in , one point of
which is on the bottom of . The first case is when the other point is not
in the bottom row or last column. The second is when the other point is in
the last column. The final case is when both points are in the bottom row.
In any case we know it is not joined to n. In each of these cases we must
ŽŽ . .find an extra a b  1  and the same for .
We begin with the first case. The argument here is much as above. As
above there are b 1 further terms with lines from n to each of the
points directly above. Then acting by the transpositions in C also as above
Ž . Ž .subtracts b 1 . Now as above there are a 2 terms with horizontal
lines from n to each of the points in the bottom row other than the one
Ž .with a line on it. Adding these gives a 2 . The contribution so far is
Ž Ž .. Ž .a 2 b 1  a b 1 . There is one further term, namely
when n is joined to the line. The coefficient here is 2. Adding this term
gives just the correct value. Notice it gets added once here and once when
the two free points are interchanged. This gives the correct value, and
works just as well when  
  is applied, provided of course that  fixes n.
In the second case, the line is joined to a point, say location q, in the
last column. Applying just the same argument as in the above paragraph
gives the correct value, except we would not be able to interchange the
point n with the one point, q, above it. Suppose the point on the bottom
containing the line is location p. There is a further complication in that
the term in which p, q, n are all joined has an added transposition fixing it
which interchanges n with q. This term has coefficient 2. This negates the
Žtwo that had been added for this term. The contribution now is a 2 b
. 2  a b. Suppose the line from p in the bottom to q in the last
column and has label j. We know q is not in position n. The extra 1
comes from a term in which there is another line from n to the point r
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directly above p in the same row as q. Suppose this has label i. The label
on this new line is j. The label on the old line is i.
Ž .Ž .Now acting by the double transposition p, r q, n gives a term which
after acting by An gives . This is the extra term needed.
The final case is when both points of the line are in the bottom. Suppose
these are p and q both in the bottom. The contributions from horizontal
lines from n to the bottom other than to p or q give a 3. As above we
Ž .obtain  b 1 from the vertical lines from n to points above n. This
leaves a b 2 and we need an addition three. These come from adding
the terms in which n, p, q are joined. The coefficient is 2 here. Note this
particular term occurs several times. In particular it occurs when p, q are
free, when p, n are free, and when q, n are free. With each occurrence it
occurs twice when the free points are interchanged for a total of six times.
Its total coefficient is 12. For these considerations, however, we count it
only four times because this term does not occur when the points p and q
are free points in the minimal element. This gives the coefficient 3 as
needed.
We now show the remaining terms contribute 0, and we are done. For
this we consider the corresponding . The only remaining terms which
can contribute either have two distinct lines with at least one being in the
last column with neither line containing n, or three points joined together
with one of the points in the last column. If there are three points joined
containing n, the obvious transposition of columns fixes and negates it. If
the other line contains n it has been counted above. In each case  maps
the point in the last column to n. Suppose first there are two lines. Again
consider . Suppose there is a line from p in the bottom to s in the last
column. There is another line from the q in the bottom to some other
location. Suppose the point r directly above p in the same row as s is not
on the line from q. The argument above when we were considering terms
with no lines gives a way to negate these terms. In particular consider the
same term with the labels for r and s interchanged. By acting with a
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transposition interchanging r and p we may cancel these terms in pairs.
That leaves only the case in which q is joined to r.
Let t be the point above q in the same row as r and s. There are two ways
a similar situation occurs: either this way or with q joined to s and p
Ž . Ž .joined to t. Now acting by r, p in the first case, by t, q in the second
case, and then by  over all six permutations of the labels k, i, j, for
t, r, s gives 12 terms. These just negate the six terms all with coefficient 2
which come from the same permutations of these labels with points q, p,
and s all joined. These terms then all vanish and we are done.
 We have one final task involving   2 remaining from Lemma 9.2.
The notation and method for the preceding make this easy.
 THEOREM 12.2. Suppose   2 with 	 n but  is not in a row.
Ž . Ž .Then S n does not embed in S n . 
Ž b d.Proof. We showed in Theorem 9.2 that we must have  a , c with
a c and with b and d both nonzero. Use the notation of Theorem 12.1.
1If there is an embedding we know from Theorem 6.2 that Q n 2 2
1 Ž Ž . Ž .. c p  c q , where  is the union of p and q. Let  be the02
standard filling of  with respect to  which has the integers 1, 2, . . . , n 2
in order filling . Place n 1 and n in  with n 1 above n. Let 
be the corresponding element of  n2 associated with it as in Propositionn
4.3. Here q is in row b d and p in row b. In particular q is lower and to
the left of p. We will show that with this value of Q, An 0. We know
Ž . Ž . n2 that in S n any image of S n must be in   S and that there is  n
Ž .a unique copy of S n by Proposition 4.6. Elements of the form  must
be in this. However, this would mean An would have to annihilate it. This
Ž . Ž .shows that S n does not embed into S n . Here n is in the position 
of q.
We will consider only the coefficient of  in An and show it is0
Ž .nonzero. In particular we will show it is a nonzero multiple of Q n 1
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1 1Ž . Ž Ž . Ž .. c q . This is nonzero as Q n 2  c p  c q and if Q2 2
Ž . Ž . Ž . Ž . Ž .n 1  c q  0 also, then c p  1 c q . However, we know c p
Ž . n c q  2. This shows A  0.
ŽRecall the terms in  consist of  , terms with one line from q which is0
. Žposition n to another location, terms with one line from p which is
.location n 1 to another position, and terms with lines from both p and
q to other locations. We will examine only the terms in  for which
acting by An gives  . Suppose   is one of the terms in  . Suppose   has0
two lines. Then each term in   has two lines and acting by An eliminates
at most one of the lines. In particular none of the terms give  . Suppose0
  has only one line from location n 1 to another position not n. In this
n   Ž .  case also A  
 
  cannot be  either. In this lemma the terms 
 , 0
are in the row and column stabilizers of the labels 1, 2, . . . , n 2 of  and

 ,  are in the row and column stabilizers of the locations 1, 2, . . . , n of .
To see this notice the one line must be removed. The only way for this to
happen is if one end of the line after acting by 
 is in position n.
However, after action by 
 , the entry in position n 1 has a label, which
could be the label of the line. After acting by An, this position retains this
label, and is not isolated and so is not  .0
We need only consider, then, terms   which have at most one line with
location n 1 being isolated. These are  minus all the terms with a line0
from n to another location.
One of these is  with a line from n to n 1, i.e., from p to q.n1, n
n   Ž .Notice that if A  
 
    , 
 fixes n 1 or the location ofn1, 1 0
n 1 will have a label which cannot be changed by acting on An. Now
 fixes n or the line cannot be removed. The coefficient of  in0
n   Ž . Ž . Ž .    4A  
 
  is Ý sgn  sgn  where the sum is over all  ,  , 
 , 
 ,n1, n
  Ž .where  and 
 both fix n and n 1 and for which  
 
    .0 0
 Ž .Notice for this to be true, 
 
    and for each 
 the corresponding0 0
action by 
  is the unique 
  which does this. Notice the same for   and
the signs are the same. In particular the signs are all positive and the
coefficient is the number of them which is the product of the row and
column stabilizers for the partition . These have a minus sign when they
n Ž .appear in the sum A   .
˜Let  be the sum over the remaining terms, i.e.,  minus the terms0
with one line from n to a location other than n 1. For these we refer to
n   ˜Lemma 7.2. Notice to start that if a term in A  
 
 is  , then0
Ž . Ž .
 n 1  n 1 for if 
 n 1  n 1, the location n 1 would
have a label, which is not changed by acting by An. We need only sum over
all  in the column stabilizer of p and the 
 in the row stabilizer of
p. Now we can just ignore the isolated point n 1 and use Lemma 7.2.
Ž .We use Lemma 7.2 with k n, the group Sym n 1 acting on the
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integers 1, 2, . . . , n with n 1 removed, and the partition p. The fact
that these diagrams have an extra node at n 1 is of no consequence.
Note also in the expression here the order of 
 and  
  has been
Ž Ž . Ž ..Ž .reversed. The expression after summing is Q n 2  c q  ,
  ˜where in our context Ý 
 
 , where  , 
 fix both n and n 1.
The coefficient of  here is the same as the coefficient of  above,0 n1, 1
namely the product of the row and column stabilizers of . Consequently
n Ž . Ž .the coefficient of  in A  is a multiple of Q n 1  c q which0
cannot be 0.
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