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Непременным атрибутом жизни современного человека является 
регулярное использование словаря: 
будь то электронный словарь в смар-
тфоне, тезаурус текстового редактора 
«Microsoft Word» или программа про-
верки орфографии, ориентированная 
на использование орфографического 
словника, работа с которой ощуща-
ется даже тогда, когда пишем e-mail 
или sms. Словарь стал незаменимым 
аксессуаром, когда мы находимся в за-
граничной поездке. И безусловно, не-
оспорима ключевая роль словаря при 
освоении того или иного языка. Тра-
диционно лексиконом №1 в этом про-
цессе становится словарь-минимум, 
скомпилированный по частотному 
принципу, причем ориентируются на 
«нижний порог» употребительности, 
то есть подтверждение единицы тре-
мя источниками1. В целом же словари 
могут дифференцироваться по разным 
основаниям: по характеру отображае-
мой информации (лингвистические и 
энциклопедические), по типу носите-
ля (от древних словарей на глиняных 
табличках до современных электрон-
ных), − характер оснований класси-
фикаций зависит преимущественно от 
вкуса и личных предпочтений лекси-
кографа. Строгая классификация сло-
варей, по определению В.М. Лейчика, 
вообще вряд ли возможна2. Нередко 
дискуссию вызывает само определе-
ние словаря в контексте того или ино-
го лингвистического направления3, а 
также характер построения современ-
ных лингвистических словарей и их 
типология, особенно жаркие споры 
разгораются вокруг отличительных 
признаков толкового словаря от те-
зауруса или глоссария4, а также вок-
руг концепции идеального словаря5. 
В этой статье нас будут интересовать 
прежде всего современные учебные 
словари-минимумы научно-техничес-
ких терминов. Это весьма актуальное 
для сегодняшнего дня направление 
– научно-техническая терминография. 
И рост интереса к ней связан преиму-
щественно со следующими двумя 
факторами:
1. взрывообразное развитие сов-
ременной научно-технической терми-
нологии, обусловленное развитием 
новых технологий (компьютеры, элек-
троника, связь etc.);
2. заметное (более чем в 10 раз) 
численное преобладание терминоло-
гических словарей по сравнению с 
другими видами лексиконов6. 
Первый фактор влечёт за собой 
ряд следствий методического харак-
тера. Так, научно-технические текс-
ты, отобранные для учебных целей 
и предназначенные для занятий по 
русскому языку в студенческой ауди-
тории, довольно быстро перестают 
быть актуальными и уже не моти-
вируют учащихся к изучению языка 
как инструмента профессиональной 
коммуникации, поскольку исчезает 
элемент новизны в текстах, соответс-
твенно снижается интерес к предмету. 
Учебный словарь-минимум (терми-
нологический, двуязычный, энцикло-
педического типа, комплексный или 
просто словник – любая из этих разно-
видностей) традиционно составляется 
по частотному принципу на основа-
нии учебных текстов, таким образом, 
он устаревает тоже. При изменении 
набора текстов, используемых в тер-
минографических целях, закономерно 
меняется содержание массива терми-
нологических единиц и происходит их 
частотное перераспределение, то есть 
меняется содержание словаря-мини-
мума, иногда радикальным образом. 
Второй фактор демонстрирует не-
обходимость наличия такого рода сло-
варей. Но, с другой стороны, процесс 
компилирования словаря-минимума, 
отбора для него лексических единиц – 
трудоёмкое и долгое занятие7, которое 
практикующему русисту приходится 
делать довольно часто. Поэтому акту-
ализируется проблема автоматизиро-
1 Кудашев И.С. Проектирование переводческих словарей специальной лексики. – Хельсинки, 2007. – С. 172.
2 Лейчик В.М. Опыт построения классификации терминологических словарей // Теория и практика научно-технической лек-
сикографии. – М., 1988. – С.4.
3 Pius ten Hacken. What is a Dictionary? A View from Chomskyan Linguistics // International Journal of Lexicography. Volume 22, 
issue 4, 2009. – P.399-421.
4 Stricker S. Glossary-Vocabulary-Dictionary and the Question of their Differentiation // Sprachwissenshaft. Volume 36, issue 2-3, 2011. 
– P.115-144.
5 Abecassis M. The Ideology of the Perfect Dictionary: How Efficient Can a Dictionary Be? // Lexicos. Volume 18, 2008. – P.1-14.
6 Гринёв-Гриневич С.В. Введение в терминографию. Как быстро и легко составить словарь. – М., 2009. – С.10.
7 Susniene D., Vibrickaite R. Toward a Systematic Dictionary: Compiling a Glossary of Terms // International Conference on Nation and 
Language “Nation and Language: Modern Aspects of Socio-Linguistic Development Proceedings”, 2008. – P.110-114.
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ванного поиска (выборки) терминов 
из конкретного набора актуальных 
научно-технических текстов. 
На сегодняшний день существует 
неавтоматизированный гибридный ме-
тод отбора терминов из аутентичных 
текстов, в котором частично исполь-
зуются лексическая классификация, 
анализ ключевых слов, терминоизвле-
чение и систематическое классифи-
цирование8. Тем не менее этот метод 
не решает проблемы автоматизиро-
ванного отбора терминов, поскольку 
лексическая классификация терминов 
в автоматизированных системах, как 
будет показано далее, в силу объек-
тивных причин затруднена.
Мы предлагаем разработанный 
механизм поиска терминов из научно-
технического текста, отличающийся 
системой исправления и распознава-
ния запросов, а также системой ран-
жирования и смешивания результатов, 
т.е. наборов терминов, полученных из 
разных текстов. Этот механизм, как и 
большинство современных онлайно-
вых лингвистических ресурсов (Ма-
шинный фонд, Национальный корпус 
русского языка и т.д.), предполагается 
использовать в Интернете. 
Алгоритм поисковой системы 
состоит из 3 систем. Это следующие 
системы: Система распознавания и 
исправления запросов, Система кеши-
рования результатов, Система получе-
ния и смешивания результатов, поиск. 
На рисунке 1 представлена общая мо-
дель автоматизации составления учеб-
ного словаря-минимума на основе из-
влечения терминов из определённого 
массива текстов.
При смешивании результатов соб-
людаются следующие требования:
−  результаты со всех трех поиско-
вых систем являются равноправными;
−  учет, уничтожение дубликатов 
и ранжирование результатов произво-
дится по доменному имени “site.kz”, а 
не по полному url-адресу, т.к. поиско-
вые системы запоминают конкретные 
страницы веб-сайтов с разными пере-
менными и префиксами;
−  результаты с поисковых систем 
берутся пакетами по 10-20-30 и т.д. 
адресов, но с Google – 8-16-24 и т.д. 
Ограничение Google API.
Все получаемые с поисковых сис-
тем результаты условно делятся на 
три группы и при смешивании каждая 
группа следует за предыдущей по по-
рядку:
−  адрес сайта (доменное имя) встре-
чается в трех поисковых системах;
−  адрес сайта (доменное имя) встре-
чается в двух поисковых системах;
−  адрес сайта (доменное имя) встре-
чается в одной поисковой системе.
В каждой группе результаты вы-
страиваются по принципу: 
– чем меньше сумма мест каж-
дого отдельного результата в каждой 
поисковой системе, тем выше этот ад-
рес при ранжировании в смешанных 
результатах.
Результаты в первой группе. Если 
страница сайта “а” во всех трех поис-
ковых системах заняла первые места, 
т.е. её сумма мест будет равна 3, что 
является максимально низкой сум-
мой мест, то и при ранжировании в 
смешанных результатах она займет 
первое место. Если страница сайта 
“b” во всех трех поисковых систе-
мах заняла вторые места, сумма мест 
будет равна 6 и при ранжировании в 
смешанных результатах она займет 
второе место. Если страница сайта “с” 
во всех трех поисковых системах за-
няла третьи места, сумма мест будет 
равна 9 и при ранжировании в сме-
шанных результатах она займет третье 
место.
Результаты во второй группе, кото-
рая следует за первой. Если страница 
сайта “а” в двух любых поисковых 
системах (при условии отсутствия в 
третьем поисковике) заняла первые 
места, т.е. её сумма мест будет равна 2, 
что является максимально низкой 
суммой мест, то и при ранжировании 
в смешанных результатах она займет 
первое место. Если страница сайта “b” 
в двух любых поисковых системах 
(при условии отсутствия в третьем по-
исковике) заняла вторые места, сумма 
мест будет равна 4 и при ранжирова-
нии в смешанных результатах она зай-
мет второе место и т.д.
Рис. 1. Общая модель автоматизации составления учебного словаря-минимума  
на основе извлечения терминов из определённого массива текстов
8 Deny Armos Kwary. A Hybrid Method for Determining Technical Vocabulary // System. Volume 39, issue 2, 2011. – P.175-185.
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Таким образом, при ранжировании 
групп и адресов сайтов (рис. 2), а так-
же уничтожении дубликатов при сме-
шивании результатов от всех поиско-
вых системах, на отдельной странице 
выстраивается наиболее релевантная 
по отношению к запросу пользовате-
ля последовательность поисковых ре-
зультатов.
Таким образом, разработан меха-
низм поиска, отличающейся системой 
исправления и распознавания запро-
сов, системой ранжирования и смеши-
вания результатов.
Распознавание лексических зна-
чений неоднозначных единиц произ-
водится человеком автоматически, на 
основе некоторых имплицитных пра-
вил. Поскольку отправитель и адресат 
сообщения в одинаковой степени вла-
деют этими правилами, лексическая 
неоднозначность не препятствует их 
общению. Компьютер же подобными 
правилами декодирования не облада-
ет, т.е. их необходимо задать9, то есть 
необходимо сформулировать запрос. 
И здесь возникает сложность, состо-
ящая в принципиальной невозмож-
ности формулировки технического 
задания как такового. Связано это со 
следующими причинами.
1. Влияние человеческого факто-
ра. Подавляющее большинство текс-
тов (в том числе научно-технических) 
являются продуктом работы челове-
ческого мозга. Поэтому в техничес-
ких текстах не исключены ошибки в 
употреблении терминов, например, 
на почве паронимии: спектр – спекл, 
кюри – кюрий, гало – галоид, ангид-
рит – ангидрид, квадрат – квадрант 
и т.п., эти ошибки можно распознать, 
опираясь на контекст и располагая со-
ответствующими знаниями в данной 
области, что в настоящее время под 
силу только человеку. 
2. Отсутствие идеального тер-
мина. Так, термин – определяемое, 
т.е. субъект, обычно обозначается 
аббревиатурой Dfd (от латинского 
Definiendum), языковое выражение 
значения термина – определяющее, 
т.е. предикат, обозначается Dfs (от 
латинского Definiens). Установление 
тождества субъекта и предиката обыч-
но обозначается формулой Dfd ≡ Dfs 
(≡ − знак дефиниционного тождества). 
Для автоматизированного извлечения 
термина из текста целесообразно ис-
пользовать метод качественно-коли-
чественного логического анализа. В 
его основе лежит понимание содержа-
ния понятия как суммы всех качеств и 
отношений соответствующего этому 
понятию конкретного или абстрактно-
го предмета. Формально это выглядит 
так10:
              n m
 B = ∑ Ki (B) Λ ∑ K (C),         (1)
            i=k i=1
где B – максимально полное понятие 
о предмете; 
К
1
, К
2
, … Кn – качества; С1,С2, … Сn 
– разнопорядковые стороны, свойства, 
отношения и т.п.; 
К (В) – качества объекта в целом; 
К(С) – качества его сторон, 
свойств, отношений и т.п.; 
Λ – знак конъюнкции.
Термины, имеющие все представ-
ленные в этом выражении перемен-
ные, то есть безупречную характе-
ристику, сравнительно редки. Более 
того, в научно-техническом дискур-
се встречаются термины-девиации: 
многозначные и термины свободного 
использования, абсолютные терми-
нологические синонимы-дублеты, 
нестандартизованные и устаревшие 
термины, а также профессионально-
просторечные варианты терминов. 
Кроме того, категории терминов не-
одинаково распределяются текстах 
различных подстилей и жанров науч-
но-технического стиля (табл. 1). Так, 
например, в монографиях, диссер-
тациях, научных статьях и тезисах, 
проектных и конструкторских доку-
ментах, в описаниях изобретений ect. 
будут содержаться нестандартизован-
ные термины11, которые невозможно 
выделить автоматически как раз в 
силу их нестандартизованности, то 
есть незафиксированности в тезаурус-
ной системе компьютера.
9 Трибис Л.И. Об одной модели распознавания лексических значений неоднозначных слов. В кн.: Статистика речи и автомати-
ческий анализ текста. – М., 1972. – С.131.
10 Квитко И.С., Лейчик В.М., Кабанцев Г.Г. Терминоведческие проблемы редактирования. – Львов, 1986. – С.47.
11 Там же. С.75.
Рис. 2. Алгоритм смешивания результатов поиска
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Таблица 1
Матрица распределения терминов в подстилях и жанрах научно-технического стиля
Термины
Собственно 
научный подстиль
Техн. 
подстиль
Техн.-экон. 
Подстиль
Научно-
деловой 
подстиль
Учебно-
научный 
подстиль
Научно-справочный 
подстиль
Научно-
популярный 
подстиль
М
он
ог
ра
ф
ии
Н
ау
чн
ы
е 
ст
ат
ьи
 и
 т
ез
ис
ы
Д
ис
се
рт
ац
ии
О
бз
ор
ы
 и
 о
бз
ор
ны
е 
ст
ат
ьи
О
пи
са
ни
е 
от
кр
ы
ти
й
П
ро
ек
тн
ы
е 
и 
ко
нс
тр
. д
ок
ум
ен
ты
Т
ех
но
ло
ги
че
ск
ие
 д
ок
ум
ен
ты
О
пи
са
ни
е 
из
об
ре
те
ни
й
П
ла
но
вы
е 
до
ку
м
ен
ты
С
та
ти
ст
ич
ес
ки
е 
до
ку
м
ен
ты
К
ла
сс
иф
ик
ат
ор
ы
О
рг
ан
из
ац
ио
нн
ы
е 
до
ку
м
ен
ты
Р
ас
пр
ед
ел
ит
ел
ьн
ы
е 
до
ку
м
ен
ты
С
пр
ав
оч
н.
-и
нф
. д
ок
ум
ен
ты
У
че
бн
ик
и 
и 
уч
еб
ны
е 
по
со
би
я
У
че
бн
ы
е 
и 
сп
ра
во
чн
ы
е 
сл
ов
ар
и
Т
ез
ау
ру
сы
Э
нц
ик
ло
пе
ди
и 
и 
сп
ра
во
чн
ик
и
Ре
ф
ер
ат
ы
А
нн
от
ац
ии
П
ро
м
ы
ш
ле
нн
ы
е 
ка
та
ло
ги
И
нс
тр
ук
ци
и
Ре
кл
ам
ны
е 
м
ат
ер
иа
лы
Н
ау
чн
о-
по
пу
ля
рн
ы
е 
пр
ои
зв
ед
ен
ия
М
ас
со
во
-п
ро
из
во
дс
тв
. и
зд
ан
ия
 
Стандарт. + + + + + + + + + + + + + + + + + + + + + +
Рекоменд. + + + + + + + + + + + + + + + +
Нестандарт. + + + +  + + +  + +  +
Кроме того, весьма сложной зада-
чей даже для эксперта в области тер-
миноведения является классифици-
рование слов в особой функции по их 
категориям: общенаучная лексика, об-
щеспециальная нетерминологическая 
лексика, общеспециальная термино-
логия, общеотраслевая терминология, 
терминология частных областей.
3. Терминированность, обуслов-
ленная контекстом, который не всегда 
может быть распознан автоматичес-
кими системами (ср.: вода – тяжёлая 
вода).
4. Отсутствие максимально глубо-
кой семантической разметки термина, 
развивающего свои лингвистические 
характеристики, особенно это замет-
но в обновляющихся терминологиях 
(компьютерные технологии, электро-
ника, связь ect.). 
Корпусные данные (www.
ruscorpora.ru) по терминам и данные, 
предоставляемые различными терми-
нологическими банками, к  сожале-
нию, опираются на собственные текс-
тотеки, которые могут использоваться 
в учебном процессе лишь отчасти, не 
в полной мере, а имеющиеся часто-
тные словари (Алексеев П.М. Часто-
тный англо-русский словарь по элект-
ронике. – М., 1971; Тер-Мисакянц З.Т. 
Частотный словарь математической 
лексики. – Ереван, 1973; Денисов П.Н., 
Морковкин В.В., Сафьян Ю.А. Комп-
лексный частотный словарь русской 
научной и технической лексики. – М., 
1978) не являются словарями-мини-
мумами, более того – лексический 
состав многих из них требует об-
новления. Единственным, пожалуй, 
исключением на сегодня является 
частотный англо-русский словарь по 
оптоэлектронике и лазерной технике 
Щаповой И.А. (2011).
Таким образом, в области авто-
матизации компилирования учебного 
словаря-минимума технических тер-
минов на основе закрытого массива 
текстов больше проблем, чем гото-
вых оптимальных решений, несмотря 
на стремительный взлёт компьютер-
ной лингвистики в последнее деся-
тилетие.
