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DENSITY OF NUMERICAL SETS ASSOCIATED TO A
NUMERICAL SEMIGROUP
DEEPESH SINGHAL AND YUXIN LIN
ABSTRACT. A numerical set is a co-finite subset of the natural numbers
that contains zero. Its Frobenius number is the largest number in its
complement. Each numerical set has an associated semigroup A(T ) =
{t | t+T ⊆ T}, which has the same Frobenius number as T . For a fixed
Frobenius number f there are 2f−1 numerical sets. It is known that there
is a number γ close to 0.484 such that the ratio of these numerical sets
that are mapped to Nf = {0} ∪ (f,∞) is asymptotically γ. We identify
a collection of familiesN(D, f) of numerical semigroups such that for a
fixed D the ratio of the 2f−1 numerical sets that are mapped to N(D, f)
converges to a positive limit as f goes to infinity. We denote the limit
as γD, these constants sum up to 1 meaning that they asymptotically
account for almost all numerical sets.
Keywords: Numerical set, Numerical semigroup, Associated semigroup,
Atomic monoid.
1. INTRODUCTION
N is the set of non-negative integers. A numerical set is a subset of N that
contains zero and whose complement is finite. For example {0, 2, 3, 6 →}
is a numerical set, the→ indicates that every integer larger than 6 is in the
numerical set. The largest number in the complement of a numerical set T
is called its Frobenius number, it is denoted by f(T ). For a fixed Frobenius
number f we have 2f−1 numerical sets.
A numerical semigroup is a numerical set that is closed under addition.
The exact number of numerical semigroups with a fixed Frobenius number
is hard to evaluate, but [2] showed that it is of the order 2f , where f =
bf−1
2
c. Each numerical set has an associated semigroup defined as A(T ) =
{t | t+T ⊆ T}, where t+T = {t+x | x ∈ T}. It is easy to see that A(T )
is actually a numerical semigroup and it has the same Frobenius number as
that of T . Given a numerical semigroup S the number of numerical sets that
have S as their associated semigroup is denoted by P (S).
If we consider all numerical semigroups with Frobenius number f , it is
clear that ∑
f(S)=f
P (S) = 2f−1.
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2 DEEPESH SINGHAL AND YUXIN LIN
We define the density of a numerical semigroup S (with f(S) = f ) as
µ(S) = P (S)
2f−1 . The density of S is the fraction of numerical sets with Frobe-
nius number f(S) that are mapped to S. If we give a partial ordering by set
theoretic containment on the set of numerical semigroups with Frobenius
number f , it is observed that a few semigroups at the bottom have larger
density and all of the other numerical semigroups have a very small density.
To illustrate this we consider numerical semigroups with Frobenius number
9, there are 21 of them. In the diagram below each semigroup is labeled by
S ∩ [1, 8], and its density is mentioned.
Numbers in S ∩ [1, f(S)] are called small atoms of S. Note that for any
f , the poset has a unique minimal semigroup Nf = {0, f + 1 →} and
it has no small atoms. In Marzuola and Miller’s paper [5] they compute
µ(Nf ) and prove that the limit limf→∞ µ(Nf ) exists and is positive. This
limit is denoted by γ is approximately 0.484451 with an error of at most
±0.005011. This means that a little less than half of the numerical sets are
mapped to this numerical semigroup.
In [1], the authors study the density of numerical semigroups with one
small atom and conjectured a similar result. We denote numerical semi-
groups with one small atom as Nl,f = {0, f− l, f +1→}, they conjectured
that for any fixed l the limit limf→∞ µ(Nl,f ) exists.
We prove this conjecture and extend it to the case of n small atoms. Given
a finite set D of positive integers and a positive integer f we define
N(D, f) = {0} ∪ {f − l | l ∈ D} ∪ {f + 1→}.
Note that if f > Max(D) then N(D, f) is a numerical set with Frobe-
nius number f . Moreover if f > 2Max(D) then all non zero elements
of N(D, f) are bigger than f
2
, hence N(D, f) is closed under addition and
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therefore is a numerical semigroup. It has |D| small atoms. Our main result
is the following.
Theorem 1.1. For a fixed finite subset of positive integers D the following
limit exists and is positive
lim
f→∞
µ(N(D, f)).
It is proved in Theorem 3.5 and Theorem 4.5. We denote the limit by γD.
We list several of the values in Table 1.
D γD D γD D γD
∅ 0.48660 6 0.00700 1,6 0.00186
1 0.09476 3,4 0.00443 2,6 0.00174
2 0.06079 7 0.00435 1,2,3 0.00152
3 0.02538 2,5 0.00400 4,5 0.00132
1,3 0.02035 1,3,5 0.00332 9 0.00131
4 0.01793 1,2,5 0.00280 2,3,4 0.00106
1,2 0.01683 8 0.00269 1,2,6 0.00091
2,3 0.01205 1,2,4 0.00228 1,3,4 0.00068
1,4 0.01184 1,5 0.00200
5 0.01017 2,4 0.00191
TABLE 1. Values of limits with error at most ±0.00212
We prove in Corollary 5.2.1 that∑
|D|<∞
γD = 1.
This means that given  > 0 one can find a finite collection of Ds for which
the sum of γD is bigger than 1 − . It follows that for sufficiently large f
the combined density of N(D, f) for these Ds is bigger than 1 −  and in
turn the combined density of all other numerical semigroups of Frobenius
number f is at most .
In the following two theorems we investigate, given a general sequence
of numerical semigroups when is their density positive in the limit. It is
related to difference between the Frobenius number and the smallest pos-
itive element being bounded. The smallest positive element is called the
multiplicity and is denoted by m(S). We define R(S) = f(S)−m(S).
Theorem 1.2. Given a sequence of numerical semigroups Sn, R(Sn) is
bounded if and only if
lim inf
n→∞
µ(Sn) > 0.
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Theorem 1.3. Given a sequence of numerical semigroups Sn, R(Sn) goes
to∞ if and only if
lim
n→∞
µ(Sn) = 0.
These two theorems are proved in Theorem 5.3, Corollary 5.3.1, Theorem
5.4 and Corollary 5.4.1. Given any numerical semigroup S, we can uniquely
express it as N(D, f), indeed D = D(S) = {f − s | s ∈ S, 1 ≤ s ≤ f}
and f = f(S). It follows thatm(S) = f−Max(D) i.e. Max(D) = R(S).
Notice thatR(Sn) is bounded if and only if the set {D(Sn) | n ∈ N} is finite
i.e. the sequence Sn is eventually a combination of sequences N(D, f) for
finitely many D.
2. NUMERICAL SEMIGROUPS WITH VERY SMALL ATOMS
A very small atom of S is a positive element of S which is smaller than
f(S)
2
. In this section we show that the combined density of numerical semi-
groups which have very small atoms is small. This will be needed later.
Theorem 2.1. For fixed  > 0 (and < 1)
lim
f→∞
#{T | f(T ) = f,m(A(T )) ≤ (1− )f}
2f−1
= 0.
Proof. For the moment fix m, f with m < f , m - f . Say f = mq + r with
0 < r < m. Consider the number of numerical sets T for which f(T ) = f
and m(A(T )) = m, we will first prove that it is at most
(q + 2)r−1(q + 1)m−r.
Consider a numerical set with A(T ) = S. Now if x ∈ T then x +m ∈ T
as m ∈ A(T ). Consider the numbers 1, 2, . . . , f − 1 and divide them in
equivalence classes mod m. Note that r − 1 of these equivalence classes
have q+1 elements and m− r equivalence classes have q elements (we are
not including the class 0(mod m)). Now in each class we need to choose the
first number to be included in T , or whether to include no number from that
class. Thus the number of numerical sets is at most (q + 2)r−1(q + 1)m−r.
Next by the AM-GM inequality(
(q + 2)r−1(q + 1)m−r
) 1
m−1 ≤ (r − 1)(q + 2) + (m− r)(q + 1)
m− 1
=
mq + r +m− q − 2
m− 1 <
f +m− 1
m− 1 = 1 +
f
m− 1 .
And thus the number of numerical sets with m(A(T )) = m and f(T ) = f
is at most
(
1 + f
m−1
)m−1
.
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Note that for a fixed f , (1+ f
x
)
x
f is an increasing function of x. Therefore
by fixing f and adding the contribution of each m we get that
#{T | f(T ) = f,m(A(T )) ≤ (1− )f}
2f−1
≤ (1− )f 1
2f−1
(
1 +
1
1− 
)(1−)f
< 2f
( c
2
)f
where c =
(
1 + 1
1−
)(1−)
< 2. Now letting f →∞ we are done. 
Corollary 2.1.1. The size of the set {T | f(T ) = f,m(A(T )) ≤ f
2
} is at
most f × 3 f2 .
Proof. If  = 1
2
then c =
√
3. 
3. THE LIMITS EXIST
In this section we will prove part of Theorem 1.1 by proving that the limit
exists. We start with a key observation that the last elements of A(T ) are
determined by the last and the starting elements of T ; the elements in the
middle play no role.
Lemma 3.1. If f(T1) = f1, f(T2) = f2, T1 ∩ [1, k] = T2 ∩ [1, k] and for
each x ∈ [1, k] f1 − x ∈ T1 if and only if f2 − x ∈ T2, then for each
x ∈ [1, k] we have f1 − x ∈ A(T1) if and only if f2 − x ∈ A(T2).
Proof. Given x ∈ [1, k], if f1 − x 6∈ A(T1) then there exists y ∈ T1 such
that f1 − x+ y 6∈ T1. Therefore f1 − x+ y ≤ f1 i.e. y ≤ x ≤ k and hence
y ∈ T2 and f2 − (x− y) 6∈ T2. It follows that f2 − x 6∈ A(T2). 
For example consider a numerical set T with Frobenius number f . For
f − 1 to be in A(T ) firstly we need f − 1 ∈ T . Moreover for x ≥ 2
f − 1+x ∈ T , f − 1+1 6∈ T . Therefore f − 1 ∈ A(T ) if and only if f − 1
is in T and 1 is not in T . Similarly the condition for having f − 2 in A(T )
is that f − 2 ∈ T , 2 6∈ T and if 1 is in T then so is f − 1.
Definition 3.2. Given a finite set D and positive integer f > 2Max(D) we
define B(D, f) to be the set of numerical sets T with f(T ) = f and
A(T ) ∩ [f −Max(D), f − 1] = {f − l | l ∈ D}.
Further we define AD = |B(D, 2Max(D) + 1)|.
Lemma 3.3. If D is a finite set with Max(D) = t and f ≥ 2t+ 1 then
|B(D, f)| = AD2f−2t−1.
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Proof. Consider a map g from numerical sets with Frobenius number f to
those with Frobenius number 2t+ 1, given by
g(T ) = (T ∩ [1, t]) ∪ ((T ∩ [f − t, f − 1])− (f − 2t− 1)) ∪N2t+1.
The map g is surjective and every numerical set with Frobenius number
2t+1 has exactly 2f−2t−1 numerical sets in its preimage. Since T ∩ [1, t] =
g(T ) ∩ [1, t] and for each x ∈ [1, t] we have f − x ∈ T if and only if
2t + 1 − x ∈ g(T ), we can conclude by Lemma 3.1 that for y ∈ [1, t],
f − y ∈ A(T ) if and only if 2t + 1 − y ∈ A(g(T )). Thus T ∈ B(D, f) if
and only if g(T ) ∈ B(D, 2t+ 1). Therefore |B(D, f)| = AD2f−2t−1. 
We define S(D, f) to be the subset of B(D, f) that consists of all T for
which m(A(T )) ≤ f
2
. As proved in Corollary 2.1.1, |S(D, f)| < f × 3f/2,
so it is relatively small compared to 2f .
Theorem 3.4. Given a finite set D, Max(D) = t and f ≥ 2t+ 1
µ(N(D, f)) = AD4
−t −
b f−1
2
c∑
k=t+1
AD∪{k}4−k +O
(
f
(√3
2
)f)
.
Proof. Call a numerical set T good if A(T ) = N(D, f), we know that
all good sets are contained in B(D, f). Next, the complement of good
numerical sets with respect toB(D, f) consists of those T for whichA(T )∩
[1, f− t−1] 6= ∅. If A(T )∩ [1, f− t−1] 6= ∅, pick the smallest k for which
f − k ∈ A(T )∩ [1, f − t− 1] and note that T ∈ B(D ∪ {k}, f). Therefore
the complement can be written as a disjoint union ∪f−1k=t+1B(D ∪ {k}, f).
Moreover
f−1⋃
k=d f
2
e
B(D ∪ {k}, f) = S(D, f).
Therefore by Lemma 3.3
P (N(D, f)) = |B(D, f)| −
b f−1
2
c∑
k=t+1
|B(D ∪ {k}, f)| − |S(D, f)|
= AD2
f−2t−1 −
b f−1
2
c∑
k=t+1
AD∪{k}2f−2k−1 −O
(
f
√
3
f
)
.

Theorem 3.5. Given a finite set D, Max(D) = t
lim
f→∞
µ(N(D, f)) = AD4
−t −
∞∑
k=t+1
AD∪{k}4−k.
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Proof. Note that the right hand side of the equation is monotonically de-
creasing and bounded below by 0 and hence convergent. 
4. THE LIMIT IS POSITIVE
In this section we will show that the limits γD are actually positive.
Definition 4.1. Given k < f , we define
Gl(f) = {T | A(T ) = Nf , T ∩ [1, l] = ∅}.
Bl(k, f) = {T | T ∈ B({k}, f), T ∩ [1, l] = ∅}.
If k ≥ l we define Cl,k to be the |Bl(k, 2k+1)|. And if k ≤ l then we define
Cl,k to be |Bl(k, l + k + 1)|.
We first prove that for a fixed l the limit
lim
f→∞
|Gl(f)|
2f−1
exists and is positive. The proof will follow a method similar to the last
section. This result will then be used to prove that γD are all positive.
Lemma 4.2. If f ≥ 2k + 1 and k ≥ l then |Bl(k, f)| = Cl,k2f−2k−1.
Proof. Consider the map g from numerical sets with Frobenius number f
to those with Frobenius number 2k + 1, given by
g(T ) = (T ∩ [1, k]) ∪ ((T ∩ [f − k, f − 1])− (f − 2k − 1)) ∪N2k+1.
The map g is surjective and every numerical set with Frobenius number
2k + 1 has exactly 2f−2k−1 numerical sets in its preimage. Lemma 3.1 tells
us that T ∈ B({k}, f) if and only if g(T ) ∈ B({k}, 2k + 1). Moreover
since l ≤ k it is clear that T ∩ [1, l] = ∅ if and only if g(T ) ∩ [1, l] = ∅.
Therefore |Bl(k, f)| = Cl,k2f−2k−1. 
Lemma 4.3. If f ≥ l + k + 1 and k < l then |Bl(k, f)| = Cl,k2f−k−l−1.
Proof. Consider the map g from numerical sets with Frobenius number f
to those with Frobenius number l + k + 1, given by
g(T ) = (T ∩ [1, l]) ∪ ((T ∩ [f − k, f − 1])− (f − l − k − 1)) ∪Nl+k+1.
The map g is surjective. and every numerical set with Frobenius number
l + k + 1 has exactly 2f−l−k−1 numerical sets in its preimage. Lemma 3.1
tells us that T ∈ B({k}, f) if and only if g(T ) ∈ B({k}, l + k + 1). Also
T ∩ [1, l] = ∅ if and only if g(T ) ∩ [1, l] = ∅. Therefore |Bl(k, f)| =
Cl,k2
f−l−k−1. 
Note that f > 2l, k < f
2
will ensure that f − k > l i.e. f ≥ k + l + 1.
Theorem 4.4. Fix l, then limf→∞ |Gl(f)|2f−1 exists and is positive.
8 DEEPESH SINGHAL AND YUXIN LIN
Proof. Assume f > 2l, we start with the collection of all numerical sets T
with Frobenius number f for which T∩[1, l] = ∅. There are 2f−1−l of them.
The complement ofGl(f) consists of those T for whichA(T )∩ [1, f−1] 6=
∅. Given such a T , it belongs to a uniqueBl(k, f). The k is determined such
that f − k is the largest element of A(T ) ∩ [1, f − 1].
Now 2(f−k) ∈ A(T ) asA(T ) is additively closed, and 2(f−k) > f−k
therefore 2(f−k) > f i.e. k < f
2
. Therefore the complement is the disjoint
union of Bl(k, f) as k ranges from 1 to bf−12 c.
|Gl(f)| = 2f−1−l −
b f−1
2
c∑
k=1
|Bl(k, f)|.
Therefore the limit is
lim
f→∞
Gl(f)
2f−1
=
1
2l
−
l∑
k=1
Cl,k2
−l−k −
∞∑
k=l+1
Cl,k4
−k.
Next we estimate the constants Cl,k. First consider the case k ≤ l, we
will prove Cl,k = 1. Let f = l + k + 1 and T ∈ Bl(k, f). We know
f − k = l + 1 ∈ T , T ∩ [1, l] = ∅. If some x ∈ [f − k + 1, f − 1] is in
T , then for any non-zero y in T x + y ≥ f − k + 1 + l + 1 > f which
would imply that x ∈ A(T ). Therefore x cannot be in T , it follows that
T = {f − k} ∪Nf and Cl,k = 1.
Second if l < k ≤ 2l + 1, we will again prove Cl,k = 1. Let f = 2k + 1,
T ∈ Bl(k, f). By the argument in the first case it follows that T ∩ [f− l, f−
1] = ∅. Since f−k ∈ A(T ) it follows that T ∩ [k− l, k−1] = ∅. Now since
k− l ≤ l+1 we have T ∩ [1, k−1] = ∅ and hence T ∩ [f−k+1, f−1] = ∅.
Therefore T = {f − k} ∪Nf .
Lastly for k ≥ 2l + 2 we will show that Cl,k ≤ 2l × 3k−2l−1. Let f =
2k + 1 and consider a T in Bl(k, f). T ∩ [1, l] = ∅, this implies that
T ∩ [f − l, f − 1] = ∅. Since f − k ∈ A(T ) this in turn implies that
T ∩ [k − l, k − 1] = ∅. We see that T is a subset of
[l+1, k− l− 1]∪ {k, k+1} ∪ [k+2, k+ l+1]∪ [k+ l+2, 2k− l]∪Nf .
We know that k + 1 = f − k ∈ T , k 6∈ T since f − k ∈ A(T ). Moreover
k+1 ∈ A(T ) also implies that whenever some x ∈ [l+1, k− l− 1] in in T
then k+1+x ∈ [k+ l+2, 2k− l] is also in T . Counting numerical sets with
these conditions we have 3k−2l−1 choices for [l+1, k−l−1]∪[k+l+2, 2k−l]
and 2l choices for [k + 2, k + l + 1]. In conclusion Cl,k ≤ 2l3k−2l−1.
We now see that
l∑
k=1
Cl,k2
−l−k = 2−l
l∑
k=1
1
2k
=
1
2l
− 1
4l
,
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2l+1∑
k=l+1
Cl,k4
−k =
2l+1∑
k=l+1
1
4k
=
1
3
1
4l
− 1
3
1
42l+1
.
Therefore
1
2l
−
l∑
k=1
Cl,k2
−l−k −
2l+1∑
k=l+1
Cl,k4
−k =
2
3
1
4l
+
1
3
1
42l+1
>
2
3
1
4l
.
Also
∞∑
k=2l+2
Cl,k4
−k ≤
∞∑
k=2l+2
2l × 3k−2l−1 × 4−k = 2
l × 3
42l+1
.
Finally note that
2
3
1
4l
>
3× 2l
42l+1
and hence the limit is positive. 
Denote the constant al = 23
1
4l
− 3×2l
42l+1
.
Theorem 4.5. Given a finite D with Max(D) = t we have γD ≥ at2t+1 , and
in particular it is positive.
Proof. We create an injective map from Gt(f − t− 1) to the numerical sets
associated with N(D, f). Given T1 ∈ Gt(f − t− 1) let
T = (T1 ∩ [0, f − t− 1]) ∪ {f − l | l ∈ D} ∪ {f + 1→}.
Note that f(T ) = f and T ∩ [1, t] = ∅, therefore
A(T ) ∩ [f − t, f ] = {f − l | l ∈ D}.
Given 1 ≤ x < f − t if x ∈ T then x ∈ T1 but x 6∈ A(T1) so there exists
y ∈ T1 such that x+ y 6∈ T1. In this case we must have x+ y ≤ f − t− 1
and hence y ∈ T , x+ y 6∈ T . Therefore A(T ) = N(D, f).
Finally the size of Gt(f − t − 1) is at least at2f−t−2(1 + o(1)) and the
result follows. 
We next investigate how fast the sequence for γD converges.
Lemma 4.6. For a finite set D with Max(D) = t we have AD ≤ 3t−1.
Proof. Let f = 2t + 1, consider a T in B(D, f). We know that t + 1 =
f − t ∈ A(T ) so t + 1 ∈ T and t 6∈ T . Also whenever some x ∈ [1, t− 1]
is in T then t+ 1 + x ∈ [t+ 2, 2t] is also in T . Therefore AD ≤ 3t−1. 
It follows that
∑∞
k=N+1AD∪{k}4
−k ≤ (3
4
)N . This was used to compute
Table 1.
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5. GENERAL SEQUENCES OF NUMERICAL SEMIGROUPS
Recall that for a numerical semigroup S, R(S) = f(S)−m(S). We have
obtained families N(D, f) such that each family has a positive density in
the limit. We also know that R(N(D, f)) = Max(D) remains constant
within each family. One might wonder if there are other families of nu-
merical semigroups which asymptotically have a positive density. We show
that this is essentially determined with R(S) being bounded. Moreover any
sequence of numerical semigroups for which R(S) is bounded is obtained
by combining finitely many N(D, f) sequences.
Definition 5.1. We define
αn(f) =
#{T | f(T ) = f,R(A(T )) = n}
2f−1
.
Also let αn = limf→∞ αn(f).
Theorem 3.5 implies that these limits actually exist, for example α−1 =
γ, α1 = γ1, α2 = γ2 + γ1,2, α3 = γ3 + γ1,3 + γ2,3 + γ1,2,3. In general αn is
the sum of 2n−1 terms, one for each subset of {1, 2, . . . , n− 1}.
We use the notation f = bf−1
2
c.
Theorem 5.2.
∑∞
n=−1 αn = 1.
Proof. Fix a M for which 2
1
M
√
3 < 2. Note that
∑f−1
n=−1 αn(f) = 1. Now
Theorem 2.1 with  = 1− 1
M
implies that
f−1∑
n= f
M
αn(f) =
#{T | f(T ) = f,m(A(T )) ≤ (1− )f}
2f−1
goes to 0 as f goes to infinity. Thus
∑f−1
n= f
M
αn(f) = o(1). And
∑ f
M
n=−1 αn(f) =
1− o(1).
Consider some n < f
2
, by Theorem 3.5 and Theorem 3.4 we know that
αn(f)− αn =
∑
D⊆{1,2,...,n−1}
∞∑
k=f+1
AD∪{n,k}4−k +O
(
f
(√3
2
)f)
.
We know by Lemma 4.6 that AD∪{n,k} ≤ 3k−1. Therefore
|αn(f)− αn| ≤ 2n−1
∞∑
k=f+1
1
3
(3
4
)k
+O
(
f
(√3
2
)f)
= 2n−1
(3
4
)f
+O
(
f
(√3
2
)f)
.
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Next we have
f
M∑
n=1
|αn(f)− αn| ≤
f
M∑
n=1
2n−1
(3
4
)f
+O
(f 2
M
(√3
2
)f)
< 2
f
M
(3
4
) f
2
+O
(
f 2
(√3
2
)f)
=
(2 1M√3
2
)f
+O
(
f 2
(√3
2
)f)
= o(1).
Combining the two it follows that
f
M∑
n=−1
αn =
f
M∑
n=−1
αn(f)−
f
M∑
n=1
(αn(f)− αn)− (α−1(f)− α−1)
= 1− o(1)− o(1)− o(1) = 1− o(1).
Letting f tend to infinity we are done. 
Corollary 5.2.1.
∑
|D|<∞ γD = 1, where D ranges over all finite subsets of
positive integers.
Theorem 5.3. If Sn is a sequence of numerical semigroups such that
limn→∞R(Sn) =∞ then
lim
n→∞
µ(Sn) = 0.
Proof. Since R(Sn) → ∞ we have f(Sn) → ∞. Given  > 0 there is a N
such that 1−∑Ni=−1 αi < . Also there is a N ′ (depending on N ) such that
n > N ′ implies
∑N
i=−1 |αi(f(Sn))− αi| < . Therefore n > N ′ implies
1−
N∑
i=−1
αi(f(Sn)) < 2.
Also there is a N ′′ such that n > N ′′ implies R(Sn) > N . Then for n >
Max(N ′, N ′′) we have
µ(Sn) ≤ αR(Sn)(f(Sn)) < 1−
N∑
i=−1
αi(f(Sn)) < 2.
Therefore
lim sup
n→∞
µ(Sn) ≤ 2.
Since  was arbitrary we are done. 
Corollary 5.3.1. If Sn is a sequence of numerical semigroups for which
lim inf
n→∞
µ(Sn) > 0
then R(Sn) is bounded.
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Proof. IfR(Sn) is not bounded, then there is a subsequence for whichR(S)
goes to∞. Now Theorem 5.3 leads to a contradiction. 
Theorem 5.4. If Sn is a sequence of numerical semigroups for whichR(Sn)
is bounded above then
lim inf
n→∞
µ(Sn) > 0.
Proof: Say R(Sn) < M for each n. Each semigroup can be written as
N(D, f) for someD withMax(D) < M . There are 2M−1 suchDs. Create
a separate sub-sequence for each choice of D. Now within a sub-sequence
remember that
lim
f→∞
µ(N(D, f)) = γD.
which we have proven to be positive. Therefore each sub-sequence has a
positive liminf and hence the original sequence has a positive liminf.
Corollary 5.4.1. If Sn is a sequence of semigroups such that
lim
n→∞
µ(Sn) = 0
then limn→∞R(Sn) =∞.
Proof. If R(Sn) does not go to infinity then there will be a subsequence for
which R(Sn) is bounded. Then Theorem 5.4 leads to a contradiction. 
Conjecture 5.5. If D1 6= D2 then γD1 6= γD2 .
A consequence of this conjecture would be the following
Corollary 5.5.1. If Sn is a sequence of distinct numerical semigroups then
the sequence µ(Sn) converges if and only if either R(Sn) → ∞ or there
exist D such that Sn is eventually a sub-sequence of N(D, f).
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