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Abstract 
 
The paper deals with one of the possible educational method of developing students’ algorithmic thinking. The presented method 
is based on mathematical processing, modeling and computer simulation of experimental measured data. The presented 
educational method develops algorithmic thinking of the students but also demonstrates possible multidisciplinary learning - 
relationship among physics, computer science and mathematics, which is considered to be a very important part of future 
teachers’ education. In detail, the paper presents case study - creation of algorithm for the calculation of estimates of parameters 
of regressive straight polyline of measured y = f(x) dependence, for example linear parts of dependence of temperature as a 
function of heat during melting. 
© 2014 The Authors. Published by Elsevier Ltd. 
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1. Introduction 
 
The ability to create algorithms develops logical thinking and process creation skills. It is an inseparable part of a 
student’s study in studying of the future teacher’s specializations at the Faculty of Science, University of Hradec 
Kralove. The students, future teachers, not only get as deep knowledge as possible in this area, but also are made 
familiar with various ways of teaching of algorithm development. It has been discovered that it is important develop 
not only basic but also complex algorithms (Hubalovsky, 2012). The ability on creation of complex algorithm helps 
them with development of their algorithm skills. The output of the process algorithm development and then 
programming is computer program - computer simulation model. Computer simulation program is an application 
that runs on a computer and that has the standard user interface. 
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One of the most important aspect influencing the teaching of the algorithm development and programming is the 
choice of methods. In principle, it can be chosen between two fundamental, opposite methods. The first is primarily 
based on mono-disciplinary approach, where teaching is clearly structured and the emphasis is on interpretation and 
understanding of algorithmic structures. Understanding the algorithmic structure is the primary objective of the 
teaching. In contrast, teaching can be based on a multi-disciplinary approach. The understanding of the algorithmic 
structures is secondary, but significant issues. In this context, we can talk about the systems approach. Higher 
efficiency of the multi-disciplinary method was discovered by Hubalovska and Hubalovsky (2013). 
 
2. System multidisciplinary approach in education 
 
For a system approach is generally considered such way of solving the problems, where phenomena and 
processes are studied comprehensively in their internal and external contexts (Wilson, 2001). System approach in 
pedagogy means formulation, understanding and solutions of the studied problem under the consideration that the 
corresponding processes, events and phenomena that objectively exist in the world and which are transformed into 
the model learning situations. In connection with the concepts of system and system approach is necessary to 
mention the other term that is commonly used in pedagogy – interdisciplinarity. This concept can be understood 
based on Checklan and Poulter (2006) as a method of linking and active cooperation between different sciences in 
order to achieve integrated and synergistic results in theoretical and practical professional activities, science and 
research. Multi-disciplinary approach in algorithm development and programing is closely related to a systems 
modeling and computer simulation. Modeling is a method that is often used in professional and scientific practice in 
many fields of human activity. The main goal of modeling is not only describing the content, structure and 
behaviour of the real system, real process or mathematical processing of experimentally measured data representing 
a part of the reality or describing the processes. The process of mathematical processing of experimentally measured 
data can be understood as series of transformations that changes the input values to output values. From the system 
point of view mathematical processing can be understand us system in which the values of the characteristic of the 
system elements are changed under the influence of the measurement. The models are always only approaching of 
the reality, because the real systems are usually more complex than the models are. The model is always to be 
understood as simplification of the original (Crainic et al., 2010). The result of process of modeling is conceptual 
model of the studied real system / real process / experimentally measured data. Conceptual model can be represented 
in different way. The most used representations are: 
x  mathematical equitation; 
x  process chart; 
x  dependency graph of variables. 
 
The process of modeling is closely related to the simulation. Simulation can be understood as process of 
executing of the conceptual model. Simulation enables representation of the modelled real system and its behaviour 
in real time by means of computer or data processing. The simulation enables also visualization and editing of the 
model (Hubalovsky and Musilek, 2010). A typical simulation model can be written both through specialized 
programming languages that were designed specifically for the requirements of simulations, or the simulation model 
can be created in standard programming languages and spread sheets (MS Excel) (Hubalovska and Hubalovsky, 
2013; Hubalovsky and Hanzalova, 2013). Implementation of system approach, modeling and simulation to the 
teaching of algorithm development and programming can be understand as new method of developing students’ 
algorithmic thinking and programming. 
 
3. Case study 
 
3.1. Problem definition 
 
As we have already mentioned at the beginning of the paper we will present case study demonstrating 
implementation of system approach, modeling and simulation to teaching of algorithm development. When 
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processing experimentally measured data very often we found cases where the dependent variable y is at least in a 
limited interval of the independent variables x¢x1; x2² a linear function of independent variable x, while outside of 
this interval the dependence is non-linear. The algorithm of solution for two linear sub-section described Jehlicka 
and Mach (1995) and Jehlicka and Mach (1999). Some experimentally measured functional dependencies show 
more than two linear sections. For example, the dependence of temperature as a function of heat during melting 
consists of three linear sections. The result is a regression straight polyline. The students should generalize the 
algorithm so that it can be used for calculation of more than two linear sections of functional dependence. Suggested 
algorithm will be verified on an experimentally measured dependence, which contains three linear sections, see 
Figure 1. 
 
Fig. 1. Experimentally measured functional dependence with three linear sections 
 
3.2. Mathematical analysis of the problem 
 
The functional dependency f(x) of linear function in the limited sub-interval of the independent variable x¢x1; x2² 
of can be described by: 
f(x) = b0 + b1x for x¢x1; x2²
f(x) = g(x) for x¢x1; x2², where g(x)  (b0 + E1x)      (1) 
Firstly the interval ¢x1; x2² in which part of the function f(x) is linear has to be determined and then in this interval 
the parameters of the regression line have to be calculated. This task was solved graphically in the past. Now it can 
be solved numerically using the regression diagnostics with identification of influential points. Particularly, data, 
which was drawn down in the graph on the Figure 1, can be fit by three regression lines defined by (1). The most 
serious problem is to find break point of the functional dependence. The measured values y of the linear part of the 
function f(x) are values of random variables with normal distribution N(b0, + b1x,V2). The measured values y of the 
non-linear part of the function f(x) are values of random variables with normal distribution N(g(x),V2). For xi  xj the 
corresponding random variables Y(xi) and  Y(xj) are independent. The parameter b0 and b1 can be obtained by the 
The Last Square Method (Hubalovsky and Sedivy, 2010): 
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3.3. Algorithm development of the problem 
 
After the mathematical analysis student has to create algorithm of the solution. The algorithm can be split into the 
following steps. 
x First the number n of experimentally measured data is specified and then to the two-dimensional array are 
inputed coordinates xi, yi of all analyzed points.  
x The five neighbouring experimental points which are characterized by the smallest value of standard deviation 
sx,y is designated by the Last Square Method. 
x The coefficients b0 and b1 of regression lines y = b0 + b1x are calculated based on the terms (2) by The Last 
Square Method where n = 5 in this case. The sum of the square deviation is calculated by the term: 
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x Relevant five points are always sought at a maximum of ten neighbouring points. It means that the calculation is 
performed for group of first five points, e.g. point from1st to 5th.  
x The remaining set of non-included points is systematically tested with regard to the first group of five points. If 
the absolute value of the deviation of the test point from the regression line interlaid set already includes points 
less than the critical value of the criterion (3), then the tested points will be included into a set of included points. 
This leads to increase of the set of data that can be counted in the linear section. Otherwise, the test point is 
marked as an outlier. 
x The parameters of regression line are determined from the set of all points included to the linear part by The Last 
Square Method (2). 
x The calculation is thus returning to the second step and the cycle is repeated as long as all the linear sections 
located in the experimentally measured dependence are not set. The algorithm was tested for three linear 
segments. 
 
3.4. Simulation model 
 
Simulation model can be realized in MS Excel spread sheet. The above proposed algorithm was programmed in 
Visual Basic for Excel. The input data are entered directly into the Excel spreadsheet. The x, y chart is constructed 
by Excel chart tool.  
By means of this program the reliability of the algorithm has been verified. The simulation model enables 
dynamic visualization of program running. Final result is shown on Figure 2. 
 
Fig. 2. Simulation model – three linear dependecies calculated based on proposed algorithm 
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4. Conclusion 
 
The optimal solution of teaching of algorithm development and programming is system and multidisciplinary 
approach that is based on identification of real systems, processes, events and interaction. Algorithm development 
and programming becomes more of a means to reach the goal end, not its own goal. Without this broad-based 
system approach is education of programming and algorithm development inefficient. In the paper the theory system 
multidisciplinary approach, modelling and computer in education process as well as case study demonstrating 
practical example of the using of mentioned approaches has been presented. 
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