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We investigate the connection between the time-evolution of averages of stochastic quantities and
the Fisher information and its induced statistical length. As a consequence of the Cra´mer-Rao
bound, we find that the rate of change of the average of any observable is bounded from above
by its variance times the temporal Fisher information. As a consequence of this bound, we obtain
a speed limit on the evolution of stochastic observables: Changing the average of an observable
requires a minimum amount of time given by the change in the average squared, divided by the
fluctuations of the observable times the thermodynamic cost of the transformation. In particular for
relaxational dynamics, which do not depend on time explicitly, we show that the Fisher information
is a monotonically decreasing function of time and that this minimal required time is determined
by the initial preparation of the system. We further show that the monotonicity of the Fisher
information can be used to detect hidden variables in the system and demonstrate our findings for
simple examples of continuous and discrete random processes.
I. INTRODUCTION
Information geometry [1] is a branch of information
theory which describes information in terms of differ-
ential geometry. This can be motivated by a question
central to any physical experiment: Given a system de-
scribed by a set of parameters, how much information
about the system can we gain from a slight variation
of the parameters? Under certain regularity conditions,
how the system changes under such a small parameter
variation defines a metric, the so-called Fisher informa-
tion metric [2–5]. This metric encodes the maximum
amount of information that can be gained by measur-
ing the change of any observable due to the parameter
change.
The relation between the measurement of (macro-
scopic) observables and information gained about the
physical system is also central to thermodynamics. De-
ciding which observables to measure and which parame-
ters to vary in doing so is essential for reconstructing the
thermodynamic potentials and thus obtaining a complete
information about the macroscopic state of the system.
Thus, it is not surprising that there exists a strong con-
nection between thermodynamics and information the-
ory, which, despite dating back all the way to Gibbs and
Boltzmann [6], has recently received much attention [7–
16]. This is in part motivated by improved experimental
techniques, allowing to probe the relation between infor-
mation and thermodynamic quantities on a more detailed
and microscopic level [17, 18], but also by new theoret-
ical proposals based on understanding information as a
quantity that is just as physical as matter or energy.
Recently, a 7connection between information geome-
try and stochastic thermodynamics was established in
Ref. [19]. Stochastic thermodynamics describes the be-
havior of thermodynamic quantities like heat, work and
entropy in small systems, where these quantities fluctu-
ate due to the presence of noise [20, 21]. In particular,
Ref. [19] found an intimate connection between Fisher
information and stochastic entropy. In this case, the pa-
rameter, whose change is described by the Fisher infor-
mation, is time. Thus, the temporal Fisher information
quantifies how much information can be gained from the
time evolution of the system.
In this work, our aim is to expand on the idea of de-
scribing the time evolution of a Markovian stochastic sys-
tem in terms of information, and to elucidate the conse-
quences for the behavior of measurable observables. Our
first result is a speed limit on the time evolution of any
observable, which is related to the Cra´mer-Rao bound
[22, 23]. Specifically, the rate of change of an observ-
able is bounded from above by its fluctuations times the
temporal Fisher information. This provides a measurable
consequence of the Fisher information as the maximum
obtainable information. Interpreting the Fisher informa-
tion as a thermodynamic cost, this result complements a
class of recently derived steady-state thermodynamic un-
certainty relations [24–28]. As our second main result, we
show that if the stochastic system describes a relaxation
process without time-dependent driving, then the tem-
poral Fisher information is a monotonically decreasing
function of time. Thus, the amount of information that
can be gained by observing a relaxation process gradu-
ally decreases. Together with our first result, this pro-
vides an explicit quantification of the physical intuition
that the time evolution of a system should gradually slow
down during a relaxation process. The monotonicity of
the Fisher information for relaxation processes has two
profound consequences: First, it results in a lower bound
on the time required to evolve a stochastic system from
an initial to a final configuration, extending previously
obtained speed limits for stochastic dynamics [19, 29].
Second, it can serve as an indicator for the presence of
hidden variables in the system: If we observe an increase
of the Fisher information during a relaxation process,
this necessarily implies that we are missing some infor-
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2mation about the system. We show that this discrepancy
between observed and total information can be used to
detect hidden degrees of freedom.
The present paper is organized as follows: In Sec-
tion II, we introduce the Fisher information and some
of its basic properties. In Section III we show how,
in the case of a time-dependent stochastic system, the
Cra´mer-Rao bound leads to a speed limit for arbitrary
observables. We briefly discuss the relation between this
speed limit and previously obtained bounds. Section IV
contains the explicit proof of the monotonicity of the
Fisher information in Markovian dynamics without ex-
plicit time-dependence, followed by a more general argu-
ment based on the relation between Fisher information
and the Kullback-Leibler divergence. In Section V, we
use the monotonicity to derive a generalization of a pre-
viously obtained speed limit for stochastic dynamics. As
a second consequence, we show in Section VI how a non-
monotonic behavior of the Fisher information can be used
to detect hidden degrees of freedom in the system. Sec-
tion VII is dedicated to examples that provide an explicit
demonstration of the general results of the previous sec-
tions; starting from the explicit expression for the Fisher
information for an arbitrary normal distribution, we dis-
cuss the paradigmatic examples of diffusion and a particle
in a parabolic potential. We go on to construct a simple
jump process and show that the behavior of the Fisher in-
formation behaves qualitatively differently depending on
whether hidden states are present in the system or not.
We finish with some concluding remarks and outlook in
Section VIII.
II. LENGTH AND FISHER INFORMATION
We study a general stochastic system that is described
by a probability density P (X = x|θ) ≡ P (x, θ), where
X is a vector of M continuous random variables X =
(X1, . . . XM ) ∈ RM and θ ∈ R is a parameter. If θ is
equal to the observation time t ∈ [0, T ] then P (x, t)
describes the time evolution of the probability density.
However, θ may also be some other, more general pa-
rameter, e. g. P (x, θ) could be the steady state probabil-
ity density of the system and θ some externally tunable
field. In the following, we assume that P (x, θ) depends
smoothly on θ, such that, in particular, the derivative
∂θP (x, θ) exists and is a continuous function and the sec-
ond derivative ∂2θP (x, θ) exists. The Fisher information
I(θ) is defined by [30]
I(θ) =
∫
dx
(
∂θP (x, θ)
)2
P (x, θ) (1)
=
〈(
∂θ lnP
)2〉
θ
= −
〈
∂2θ lnP
〉
θ
,
where 〈. . .〉θ denotes an average with respect to P (x, θ).
Here, and in the following, we use the shorthand ∂θf =
∂f/∂θ for partial and dθf = df/dθ for total derivatives.
The last equality follows from the normalization of the
probability density ∂θ
∫
dx P (x, θ) = ∂θ1 = 0. We note
that, by definition, the Fisher information is positive and
vanishes only if the probability density is independent of
θ. The Fisher information is related to the Kullback-
Leibler divergence or relative entropy between two dis-
tributions P (x) and Q(x),
DKL(Q‖P ) =
∫
dx Q(x) ln
(
Q(x)
P (x)
)
. (2)
Choosing Q(x) = P (x, θ + dθ), i. e. the probability dis-
tribution at an infinitesimally different value of θ, the
corresponding Kullback-Leibler divergence is to leading
order in dθ given by
DKL(P (θ + dθ)‖P (θ)) = 12I(θ)dθ
2 +O(dθ3), (3)
and the Fisher information thus is the curvature of the
Kullback-Leibler divergence. Similar to the Kullback-
Leibler divergence, the Fisher information is additive in
the following sense: Suppose that we subdivide the ran-
dom variables into two setsX = (Y ,Ψ). Introducing the
conditional probability density PΨ|Y (ψ, θ|y) = P (Ψ =
ψ|Y = y, θ), we can then write
P (x, θ) = PΨ|Y (ψ, θ|y)PY (y, θ), (4)
where PY (y, θ) = P (Y = y|θ) is the marginal density of
the random variables Y . Then a straightforward calcu-
lation shows that
I(θ) = IΨ|Y (θ) + IY (θ) with (5)
IΨ|Y (θ) ≡
∫
dψ
∫
dy
(
∂θPΨ|Y (ψ, θ|y)
)2
PΨ|Y (ψ, θ|y) PY (y, θ)
=
〈
(∂θPΨ|Y )2
〉
θ
IY (θ) ≡
∫
dy
(
∂θPY (y, θ)
)2
PY (y, θ)
=
〈
(∂θPY )2
〉
θ
.
The Fisher information can thus be decomposed into two
positive terms, depending on the conditioned statistics
of the random variables Ψ and the statistics of the ran-
dom variables Y , respectively. In particular, we have
I(θ) ≥ IY (θ), i. e. eliminating variables decreases the
Fisher information. If the random variables Ψ and Y are
further independent, then we have I(θ) = IΨ(θ) + IY (θ).
The geometric interpretation of the Fisher information
follows from defining a statistical line element ds by
ds2 = I(θ)dθ2. (6)
The quantity dsmay be thought of as a dimensionless dis-
tance between the probability densities at two infinites-
imally different values of θ, i. e. between P (x, θ) and
P (x, θ+ dθ). The infinitesimal statistical line element in
a natural way defines a statistical length,
L(θ2, θ1) =
∫ θ2
θ1
ds =
∫ θ2
θ1
|dθ|
√
I(θ). (7)
3FIG. 1. Illustration of different parameterizations of the path
between two probability densities P (θ1) and P (θ2) (red dots).
While any parameterization P˜ is constrained to lie on the unit
sphere due to normalization, the length of the path can be ar-
bitrarily long (blue). By contrast, the shortest possible path
is given by the geodesic P ∗ (green dashed). Note that this
three-dimensional illustration corresponds to the case of three
discrete states, whereas in the case of continuous random vari-
ables the underlying space is infinite-dimensional.
This length measures the length of the path traced by
the probability density under a change of the parameter
from θ = θ1 to θ = θ2. We remark that the statistical
length has all the properties expected of a path length,
in that it satisfies the triangle inequality and is invari-
ant under monotonic reparameterizations of the path.
We further remark that the above notions can be ex-
tended to a higher-dimensional parameter space; how-
ever, in what follows, we will take θ to be the evolu-
tion time of a stochastic system and thus will only re-
quire the one-dimensional case. In principle, there in-
finitely many possible parameterizations of the path from
θ1 to θ2, e. g. P˜ (x, θ) with P˜ (x, θ1) = P (x, θ1) and
P˜ (x, θ2) = P (x, θ2) but P˜ (x, θ) 6= P (x, θ) otherwise.
However, since any parameterization has to give a nor-
malized probability density,
∫
dx P (x, θ) = 1, there ex-
ists a unique parameterization that minimizes the path
length L(θ2, θ1). Geometrically, the normalization con-
dition means that
√
P (x, θ) has to be a vector of length
1, i. e. tracing a path on the infinite-dimensional unit
sphere, see the illustration in Fig. 1. Thus the minimal
length is the arc length between the point P (x, θ1) and
P (x, θ2),
Λ ≡ 2 arccos
(∫
dx
√
P (x, θ2)P (x, θ1)
)
. (8)
The parameterization that realizes this minimal length is
the geodesic curve,
P ∗(x, θ) = 1
sin
(Λ
2
)2( sin(Λ2 θ2 − θθ2 − θ1
)√
P (x, θ1)
+ sin
(Λ
2
θ − θ1
θ2 − θ1
)√
P (x, θ2)
)2
, (9)
which simultaneously minimizes the action integral
C(θ2, θ1) = 12
∫ θ2
θ1
dθ I(θ). (10)
For the geodesic curve, we thus have
L∗(θ2, θ1) = Λ, C∗(θ2, θ1) = Λ
2
2(θ2 − θ1) , (11)
while for any other parameterization P (x, θ), we have the
inequalities
C(θ2, θ1) ≥ L
2
2(θ2 − θ1) ≥
Λ2
2(θ2 − θ1) , (12)
where the first inequality follows from applying the
Cauchy-Schwartz inequality to L2 and the second one
is a consequence of L ≥ Λ.
III. CRA´MER-RAO BOUND AND
DIFFERENTIAL SPEED LIMIT
We define an observable R(X) as a function of the ran-
dom variables; its average corresponding to a parameter
value θ is given by
〈R〉θ =
∫
dx R(x)P (x, θ). (13)
Since P (x, θ) is a normalized probability density, we have∫
dx ∂θP (x, θ) = 0, or 〈∂θ lnP 〉θ = 0. Then, using the
covariance inequality, it is straightforward to obtain the
following inequality(
dθ〈R〉θ
)2 = 〈R ∂θ lnP〉2θ = 〈∆R ∂θ lnP〉θ (14)
≤ 〈∆R2〉
θ
I(θ),
where we defined ∆R(x) = R(x) − 〈R〉θ. Taking the
square root of the above, and using the definition Eq. (6)
of the statistical line-element,∣∣d〈R〉θ∣∣√〈∆R2〉θ ≤ ds. (15)
This inequality states that the change in some observ-
able R due to a change in θ relative to its fluctuations
is bounded by the line element ds. Interpreting the left-
hand side as a distance in the average of R, the intu-
itive interpretation of this inequality is that the distance
4elapsed in the space of probability densities is always
larger than the distance in the projection of this space
onto any observable. Note that if the observable R = θˆ
is an unbiased estimator of θ, i. e. 〈θˆ〉θ = θ, then this is
equivalent to the Cra´mer-Rao bound [22, 23],
〈
∆θˆ2
〉
θ
≥ 1
I(θ) . (16)
Written in terms of the Fisher-information, the inequality
(15) is thus equivalent to the generalized Cra´mer-Rao
bound [30],
〈
∆Rˆ2
〉
θ
≥
(
dθ〈R〉θ
)2
I(θ) , (17)
where Rˆ is any unbiased estimator of 〈R〉θ. The variance
of an estimator of R is thus always larger than the sensi-
tivity of the expectation of R with respect to changes in
the parameter θ divided by the Fisher information. The
Cra´mer-Rao bound is widely used in estimation theory
and statistics. However, the inequality (15) and thus the
Cra´mer-Rao bound have another intriguing physical in-
terpretation if θ = t is equal to the physical time. In this
case, we have the bound
(
dt〈R〉t
)2 ≤ 〈∆R2〉
t
I(t) =
〈
∆R2
〉
t
(
ds
dt
)2
, (18)
where we defined the temporal Fisher information
I(t) =
∫
dx
(
∂tP (x, t)
)2
P (x, t) . (19)
This bound provides a differential speed limit for the
time evolution of any observable without explicit time
dependence: the rate of change of any such observable
is bounded by its fluctuations times the speed ds/dt of
the evolution of the probability density. Alternatively,
we can interpret the temporal Fisher information as the
maximum information that one can obtain by observ-
ing the time evolution of the system. The speed limit
Eq. (18) then implies that measuring the time evolu-
tion of any observable can only yield less information.
The appearance of the fluctuations of the observable ap-
pear in the bound (18) reflects that, if the fluctuations
of an observable are large, then we also have to observe
a large change in the average value in order to make a
meaningful statement about the system. Occasionally,
it may be useful to consider vector-valued observables
R(X) = {R1(X), . . . , RN (X)}. In this case, the speed-
limit Eq. (18) generalizes to(
dt〈R〉t
)TΞR(t)−1(dt〈R〉t) ≤ I(t), (20)
where ΞR is the covariance matrix of R,(
ΞR(t)
)
ij
= 〈RiRj〉t − 〈Ri〉t 〈Rj〉t . (21)
In Ref. [19], a thermodynamic interpretation of the
action Eq. (10) defined by (ds/dt)2,
C = 12
∫ T
0
dt
(
ds
dt
)2
, (22)
was proposed as the thermodynamic cost associated with
the time evolution of the system during the time inter-
val [0, T ]. This thermodynamic cost measures the rate
of local entropy entropy production; see Appendix A for
a more detailed discussion for the case of Fokker-Planck
dynamics. At this point, we briefly recall the thermo-
dynamic uncertainty relation for currents in steady state
systems [24–28]
〈X˙〉2st ≤ DX〈σbath〉st, (23)
where 〈X˙〉st is the steady state current of some observable
X, DX = limT→∞〈∆X2〉T /(2T ) the corresponding dif-
fusion coefficient (quantifying fluctuations) and 〈σbath〉st
the average rate of entropy production in the heat bath
(quantifying the thermodynamic cost of maintaining the
current). In analogy to Eq. (23), also Eq. (18) can be
understood as a uncertainty relation, since it relates the
rate of a change in the system to the fluctuations and the
thermodynamic cost of the time evolution. In this sense
Eqs. (18) and (23) are dual to each other: The uncer-
tainty relation provides a bound on the rate at which a
quantity is transported in a steady state situation, while
the speed limit bounds the rate of change of a quantity
due to a transient dynamics. We remark that a speed
limit similar to Eq. (18) can also be obtained for higher
order moments of R, e. g. for the variance(
dt〈∆R2〉t
〈∆R2〉t
)2
≤ 2
(
κR(t)− 12γR(t)
2
)(ds
dt
)2
, (24)
where κR(t) = 〈∆R4〉t/〈∆R2〉2t and γR(t) =
〈∆R3〉t/(〈∆R2〉t)3/2 denote the kurtosis and skewness of
the distribution with respect to R. We provide a deriva-
tion of this bound in Appendix B.
In Ref. [19] also an integral speed limit for the total
evolution time T was derived
T ≥ L
2
2C , (25)
where L = L(T , 0) is the length of the path traced by
the probability density during the time evolution from
0 to T and C is the corresponding thermodynamic cost.
From the definition of the statistical length L, Eq. (7)
and Eq. (18) we have
L =
∫ T
0
ds(t) ≥
∫ T
0
dt
|dt〈R〉t|√〈∆R2〉t ≥
∣∣〈R〉T − 〈R〉0∣∣√〈∆R2〉max ,
(26)
where 〈∆R2〉max denotes the maximum variance of R in
the interval [0, T ]. Then we can get an integral speed
5limit in terms of the observable R from Eq. (25),
T ≥ L
2
2C ≥
1
2C
(〈R〉T − 〈R〉0)2
〈∆R2〉max . (27)
Thus the time for needed the system to evolve from one
state to another is bounded from below by the change
of any observable between the two states relative to its
fluctuations, divided by the cost C. Note that the speed
limit Eq. (25) constitutes a tighter bound on the evolu-
tion time than the observable-dependent bound Eq. (27).
However, if we are not interested in the precise state of
the system but only in the value of the observable R, the
latter bound may be the more relevant one. Indeed, we
can also read it as a bound on the required thermody-
namic cost to change the value of the observable from
〈R〉0 to 〈R〉T within time T ,
C ≥ 12
(〈R〉T − 〈R〉0)2
T 〈∆R2〉max . (28)
Read in this way, the bound states that a fast (small T )
and precise (small fluctuations) change of an observable
necessarily incurs a large thermodynamic cost. Again,
this is similar to the uncertainty relation Eq. (23), which
states that fast transport with small fluctuations likewise
requires a large investment in terms of entropy produc-
tion [24, 31].
As a particularly interesting case of Eq. (18), we note
that the time derivative of the Shannon entropy Σsys(t) =
− ∫ dx ln(P )P is given by
dtΣsys(t) ≡ σsys(t) = −
∫
dx ln
(
P (x, t)
)
∂tP (x, t).
(29)
We thus have the bound
σsys(t)2 ≤
(
〈ln(P )2〉t − 〈ln(P )〉2t
)
I(t). (30)
This provides an inequality between two central quan-
tities of information theory, the Fisher information and
the rate of change of Shannon entropy. If we consider the
Shannon entropy as the average of a stochastic Shannon
entropy Φ(x, t) = − ln(P (x, t)), then the first factor on
the right-hand side can be interpreted as the fluctua-
tions of this stochastic Shannon entropy. The inequality
(30) then states that the average rate of Shannon en-
tropy change is always less than the fluctuations of the
Shannon entropy times the Fisher information.
IV. MONOTONICITY OF FISHER
INFORMATION
Up to this point, the origin of the probability den-
sity P (x, t), i. e. the precise stochastic system that is
described by the latter, has not been specified. We now
assume that P (x, t) describes the time-evolution of a dif-
fusive dynamics, i. e. is the solution of the Fokker-Planck
equation [32]
∂tP (x, t) = G(x, t)P (x, t) with (31)
G(x, t) = −∂xi
(
ai(x, t)− 12∂xjBij(x, t)
)
,
where a sum over repeated indices is implied. Here
a(x, t) is a drift vector and B(x, t) is a symmetric and
positive semidefinite diffusion matrix, i. e.
viBij(x, t)vj ≥ 0 (32)
for an arbitrary vector v and for all x and t. The Fokker-
Planck operator G is the generator of the dynamics. We
further introduce the adjoint of the generator,
G†(x, t) =
(
ai(x, t) +
1
2Bij(x, t)∂xj
)
∂xi , (33)
which satisfies
∫
dx fGg =
∫
dx gG†f (34a)
G†f2 = 2fG†f + [∂xif]Bij[∂xjf] (34b)
for suitable (smooth and integrable) functions f(x, t) and
g(x, t). For such a dynamics, we consider the time-
derivative of the Fisher information
dtI(t) =
∫
dx
2P
[
∂tP
][
∂2t P
]− [∂tP ]3
P 2
, (35)
with the convention that derivatives inside square brack-
ets do not act on terms outside the brackets. Here and
in the following, we omit the arguments of the respec-
tive functions for brevity. We write the second time-
derivative of the probability density as ∂2t P = ∂tGP =
G˙P + G∂tP , where we introduced the time-derivative of
the Fokker-Planck operator
G˙(x, t) = −∂xi
([
∂tai(x, t)
]− 12∂xj [∂tBij(x, t)]). (36)
Defining the generalized potential Φ(x, t) =
− ln(P (x, t)), which can be identified as a stochastic
Shannon entropy in the sense that the Shannon entropy
is the average of Φ, Σsys = − ∫ dx ln(P )P = 〈Φ〉t,
we can write for the time-derivative of the Fisher
6information
dtI(t) + 2
∫
dx
[
∂tΦ
]G˙P (37)
= −
∫
dx
(
2
[
∂tφ
]G2P + [∂tΦ]2GP)
= −
∫
dx
(
2
[GP ][G†∂tΦ]+ P [G†(∂tΦ)2])
= −
∫
dx
(
2
[GP ][G†∂tΦ]+ 2P [∂tΦ][G†∂tΦ]
+ P
[
∂xi∂tΦ
]
Bij
[
∂xj∂tΦ
])
= −
∫
dx
[
∂xi∂tφ
]
Bij
[
∂xj∂tΦ
]
P
− 2
∫
dx
([GP ]+ P [∂tΦ])[G†∂tΦ].
From the definition of Φ we have P∂tΦ = −∂tP = −GP ,
such that the last term vanishes. We thus arrive at
dtI(t) = −2
〈[G˙†∂tΦ]〉t − 〈[∂xi∂tΦ]Bij[∂xj∂tΦ]〉t (38)
with the operator
G˙†(x, t) =
([
∂tai(x, t)
]
+ 12
[
∂tBij(x, t)
]
∂xj
)
∂xi . (39)
The rate of change of the Fisher information thus decom-
poses into two terms. We can think of the two terms as
the dynamical and statistical contribution to the change
in Fisher information: The former contribution is pro-
portional to the explicit time-dependence of the dynam-
ics via the drift vector a and diffusion matrix B and can
be either positive or negative. The latter contribution,
on the other hand, is always less or equal zero, since the
diffusion matrix is positive semidefinite. It characterizes
the relaxation of the system towards the instantaneous
steady state and the loss of information due to this relax-
ation process. In particular, if the dynamics do not have
any explicit time-dependence (i. e. a and B do not de-
pend on time), the Fisher information is a non-increasing
function of time,
dtI(t) ≤ 0. (40)
For systems possessing a steady state P st(x) =
limt→∞ P (x, t), this guarantees that the approach to-
wards the steady state is always monotonic with re-
spect to the Fisher information, independent of the initial
state. This is obviously not the case for arbitrary observ-
ables, which need not approach their steady state value
in a monotonic fashion, e. g. for an underdamped particle
in a confining potential, whose position may exhibit oscil-
lations. Note that the monotonic behavior of the Fisher
information is a consequence of the time-translation in-
variance of the generator.
We remark that the same result holds for e. g. Markov
jump processes (see Appendix D). It is in fact a conse-
quence of the monotonicity of the Kullback-Leibler di-
vergence: For both Fokker-Planck and Markov jump dy-
namics, given two solutions for the probability (density)
P (t) and Q(t),
∂tP (t) = G(t)P (t) and ∂tQ(t) = G(t)Q(t), (41)
their Kullback-Leibler divergence is a non-increasing
function [32]
dtDKL(Q(t)‖P (t)) ≤ 0. (42)
If the generator of the dynamics is independent of time,
then both P (t) and Q(t) = P (t + τ) are valid solutions.
To leading order in τ , their Kullback-Leibler divergence
is given by
DKL(P (t+ τ)‖P (t)) = 12I(t)τ
2 +O(τ3) (43)
and we thus have
dtDKL(Q(t)‖P (t)) = 12dtI(t)τ
2 +O(τ3) ≤ 0 (44)
⇒ dtI(t) ≤ 0.
If the system possesses a steady state, then obviously also
the Kullback-Leibler divergence between the instanta-
neous probability and the steady state is a non-increasing
quantity. We thus have two related measures for the ap-
proach of a system to the steady state: Both the Fisher
information I(t) = 〈(∂tP/P )2〉t and the Kullback-Leibler
divergence DKL(P (t)‖P st) = 〈ln(P/P st)〉t are positive,
non-increasing functions of time and zero only in the
steady state. However, the Fisher information has the
advantage that it is local in time, i. e. it depends only
on the instantaneous state of the system and does not
require knowledge about (or even the existence of) the
steady state.
V. INTEGRAL SPEED LIMIT
Using the properties of the Fisher information dis-
cussed above, specifically the minimal statistical length
Eq. (11) and the monotonic behavior of the Fisher infor-
mation for dynamics without explicit time-dependence
Eq. (40), we can conclude from the speed limit Eq. (25)
T ≥ L
2
2C ≥
Λ2
2C ≥
Λ2
T I(0) . (45)
Here, we used that L ≥ Λ and 2C = ∫ T0 dt I(t) ≤∫ T
0 dt I(0) = T I(0). We thus have the following speed
limit for dynamics without explicit time-dependence
T ≥ 2 arccos
( ∫
dx
√
P i(x)P f(x)
)√∫
dx (GP
i(x))2
P i(x)
, (46)
7Importantly, this speed limit depends only on the initial
and final state and on the generator G of the dynam-
ics. We remark that such speed limits have been ex-
tensively discussed in quantum-mechanical systems (see
e. g. Ref. [33]), however, it has recently been found that
similar bounds also apply to classical and stochastic dy-
namics [29]. We note that in contrast to the Margolus-
Levitin-type bound derived in Ref. [29] (Eq. (23) therein),
this result does not require any particular spectral prop-
erties of the generator or existence of a steady state;
the only requirement is that the generator does not
depend explicitly on time. It is further tighter than
the Mandelstam-Tamm-type bound derived in Ref. [29]
(Eq. (26) therein) for a particle relaxing in a binding po-
tential, since we have 2 arccos(x) ≥ pi(1 − x) for x > 0.
Using the monotonicity of the Fisher information, we also
have from Eq. (18)(
dt〈R〉t
)2
〈∆R2〉t
≤ I(t) ≤
∫
dx
(GP i(x))2
P i(x) (47)
Thus, in the absence of explicit time dependence, the
initial state limits how fast any observable may evolve at
any later time. As mentioned before, 〈R〉t is not neces-
sarily a monotonic function of time, however, the magni-
tude of dt〈R〉t relative to the fluctuations of R is bounded
from above by a decreasing function. Thus, if 〈R〉t ex-
hibits oscillations, this result implies that the amplitude
of the oscillations necessarily decreases over time, pro-
vided 〈∆R2〉t is bounded.
VI. FISHER INFORMATION AS AN
INDICATOR FOR HIDDEN DEGREES OF
FREEDOM
For Fokker-Planck and Markov jump dynamics with-
out explicit time-dependence, we have shown in Section
IV, respectively Appendix D, that the Fisher informa-
tion has to decrease monotonically with time. Combin-
ing this with the additivity of Fisher information (see
Eq. 5), we can make a statement about the behavior of
the Fisher information in the presence of hidden degrees
of freedom. Suppose that, as in Eq. 5, the system of in-
terest is composed two sets of degrees of freedom Y and
Ψ. Physically, we assume that Y contains the observable
degrees of freedom, that are accessible to direct observa-
tion, and Ψ is composed of hidden degrees of freedom,
which are not directly observable. If the system is time-
independent, we then have for the Fisher information of
the total system from Eqs. (5) and (40)
dtI(t) = dtIΨ|Y (t) + dtIY (t) ≤ 0. (48)
While each individual term may be positive or negative,
the sum of the terms has to be negative. This means that
if we measure IY (t) from the probability distribution of
the observable degrees of freedom and find dtIY (t) > 0
at any time, than this is a clear indicator that hidden de-
grees of freedom are present in the system. We can make
this precise in the form of the following statement: If, for
some stochastic process Y (t), we observe dtIY (t) > 0 at
any time t, the process cannot be described in terms of
a diffusion process with time-independent drift and dif-
fusion coefficient. Thus, either the drift and/or diffusion
coefficient depend explicitly on time, or there are hid-
den degrees of freedom in the system which effectively
render the process Y (t) non-Markovian. Similarly, for
a Markov jump dynamics with states labeled by the set
X = {1, . . . ,M} and occupation probabilities pi, i ∈ X,
we can divide the states into observable states Y ⊂ X
and hidden states Ψ = X \ Y . For a state i ∈ B, we
define the occupation probability restricted on the set of
observable states as pi|Y = pi/pY , where pY =
∑
i∈Y pi is
the probability to find the system in an observable state.
Then the Fisher information can be decomposed as
I =
∑
i∈X
(
dtpi
)2
pi
= I|Y pY + I|ΨpΨ +
(
dtpΨ
)2
pΨ(1− pΨ)
(49)
with I|Y ≡
∑
i∈Y
(
dtpi|Y
)2
pi|Y
, I|Ψ ≡
∑
i∈C
(
dtpi|Ψ
)2
pi|Ψ
.
Here we used that the probability of the system being in
a hidden state satisfies pΨ = 1 − pY . The total Fisher
information thus consists of three terms: The first two
contain the Fisher information I|Y , I|Ψ due to changes in
the occupation probabilities within the observable and
hidden states, respectively. These correspond to the dy-
namics within the subsets Y and Ψ. The third term
describes exchange of probability between the subsets Y
and Ψ. If only the set Y of states is accessible to obser-
vation, then only the restricted occupation probabilities
pi|Y and thus I|Y can be measured. Assuming that the
transition rates are time-independent, we have for time-
derivative of the total Fisher information dtI(t) ≤ 0 (see
Eq. (D9)). If we now measure I|Y (t) as a function of
time and find dtI|Y (t) > 0 at any time, then this is a
clear indication for the presence of hidden states. Thus,
the existence of hidden states can potentially be deter-
mined from the behavior of the Fisher information of the
observable states.
VII. EXAMPLES
A. General normal distributions
A particularly succinct and widely applicable example
for the relation between statistical lenght, Fisher infor-
mation and observables is for a normal distribution in M
8variables,
P (x, t) = 1√
(2pi)M det(Ξ(t))
(50)
× exp
[
− 12
(
x− µ(t))TΞ(t)−1(x− µ(t))]
with the average 〈x〉t = µ(t) and the (symmetric and
positive definite) covariance matrix Ξ(t) defined by
Ξij(t) =
〈(
xi − µi(t)
)(
xj − µj(t)
)〉
t
. (51)
Here the subscript T denotes transposition and det the
determinant. In this case, we can compute the rate
of Shannon entropy change σsys(t) = dtΣsys(t) and the
Fisher information explicitly [34],
σsys(t) = 12dt ln
(
det(Ξ)
)
= 12tr
(
Ξ(t)−1Ξ˙(t)
)
(52a)
I(t) = µ˙(t)TΞ(t)−1µ˙(t) + 12tr
(
Ξ−1(t)Ξ˙(t)Ξ−1(t)Ξ˙(t)
)
,
(52b)
where µ˙(t) and Ξ˙(t) are the component-wise time deriva-
tives of the respective quantities and tr is the trace.
A normal distribution can arise from the solution of a
Fokker-Planck equation with linear drift coefficients
∂tP (x, t) = −∂xi
(
ai(x, t)− 12Bij(t)∂xj
)
P (x, t) (53)
with ai(x, t) = Kij(t)xj + ki(t)
with a symmetric, positive semidefinite matrix B, pro-
vided that the initial distribution is normal
P0(x) =
1√
(2pi)M det(Ξ0)
(54)
× exp
[
− 12
(
x− µ0
)TΞ−10 (x− µ0)].
The mean and covariance matrix then are determined by
the differential equations
dtµi(t) = Kij(t)µj(t) + ki(t) (55a)
dtΞij(t) = Kil(t)Ξlj(t) +Kjl(t)Ξli(t) (55b)
+ 12
(
Bij(t) +Bji(t)
)
,
or in matrix notation (using that B is symmetric)
µ˙(t) = K(t)µ(t) + k(t) (56a)
Ξ˙(t) = K(t)Ξ(t) + Ξ(t)KT (t) +B(t), (56b)
with initial condition µ(0) = µ0 and Ξ(0) = Ξ0. These
equations allow us to write the Fisher information with-
out relying on time-derivatives,
I(t) =
(
Kµ+ k
)TΞ−1(Kµ+ k) (57)
+ 12tr
[(
Ξ−1KΞ +KT
)2
+ 2B
(
Ξ−1K +KTΞ−1
)
+BΞ−1BΞ−1
]
.
Obviously, any normal distribution is uniquely deter-
mined by its mean and covariance matrix and thus the
latter two quantities also specify the average of any ob-
servable R(x) and its time evolution. However, how pre-
cisely the time evolution of the mean and covariance ma-
trix impact the time evolution of 〈R〉t, i. e. the explicit
expression of 〈R〉t in terms of µ and Ξ is not obvious
except in simple cases. Nevertheless, from Eq. (20), we
always have the bound
〈R˙〉TΞ−1R 〈R˙〉 ≤ µ˙TΞ−1µ˙+
1
2tr
(
Ξ−1Ξ˙Ξ−1Ξ˙
)
. (58)
This bound is particularly instructive for a time-
independent covariance matrix Ξ˙ = 0, where it states
that the change in the average of any observable, relative
to its covariance matrix, is always less than the respective
quantity for the mean of the distribution. In this sense,
no observable can change faster than the mean of the dis-
tribution. We further note a result valid for any probabil-
ity distribution which depends on time only via its mean
µ, and can thus be written as P (x, t) = P˜ (x−µ(t)). For
such a probability distribution, the Fisher information
is always larger than for a normal distribution with the
same mean and variance,
I(t) ≥ Inormal(t) = µ˙(t)TΞ(t)−1µ˙(t). (59)
Thus, a normal distribution minimizes the Fisher infor-
mation for pure translations. We give the proof of this re-
sult in Appendix E. Note that the inequality (59) breaks
down if the variance or some higher cumulants depend
on time.
For a normal distribution, the relation between Fisher
information and Shannon entropy Eq. (30) change takes
a particularly simple form, since, as we show in Appendix
E, we have 〈
(lnP )2
〉
t
− 〈lnP 〉2t =
M
2 , (60)
independent of the shape of the covariance matrix. For
a normal distribution, we thus have the relation between
Shannon entropy and Fisher information(
σsys(t)
)2 ≤ M2 I(t). (61)
Using Σsys(T )−Σsys(0) = ∫ T0 dt σsys(t) and applying the
Cauchy-Schwarz inequality, this yields
T ≥
(
Σsys(T )− Σsys(0))2
MC (62)
Since we generally expect both C and Σsys to scale lin-
early with the number M of degrees of freedom, we can
write this in terms of the following speed limit for normal
distributions
T ≥
(
Σ¯sys(T )− Σ¯sys(0))2
C¯ , (63)
9where we Σ¯sys = Σsys/M and C¯ = C/M are the Shannon
entropy and thermodynamic cost per degree of freedom.
This result has two interesting consequences: First, it
provides a speed limit in terms of the Shannon entropy
difference between initial and final state. Second, it ex-
plicitly demonstrates that, at least in the case of a normal
distribution, this speed limit remains useful in the limit
of a macroscopic number of degrees of freedom M  1.
We stress that the latter statement is not self-evident:
For the case of the speed limit Eq. (46), the numerator is
obviously bounded from above by pi, the largest possible
arc length on the unit sphere. On the other hand, the
denominator scales as
√
M for independent degrees of
freedom, since the Fisher information is additive in this
case. Thus the right-hand side of Eq. (46) is typically of
order 1/
√
M and the bound becomes meaningless in the
macroscopic limit.
B. Brownian motion
The most basic example of a continuous-valued ran-
dom process is Brownian motion. Let us first consider
the classical case of an overdamped particle in a envi-
ronment at temperature T , described by the diffusion
equation
∂tP (x, t) = − 1
γ
∂x
(
F0 − T∂x
)
P (x, t), (64)
or, equivalently the overdamped Langevin equation
γx˙(t) = F0 +
√
2γTξ(t) (65)
where γ is the friction coefficient, F0 is a constant bias
force, T is the temperature and ξ(t) is Gaussian white
noise. The solution of the diffusion equation is straight-
forward,
P (x, t) = 1√
2pi(2Dxt+ 〈∆x2〉0)
(66)
× exp
−
(
x− (F0γ t+ 〈x〉0))2
2
(
2Dxt+ 〈∆x2〉0
)
 ,
where 〈x〉0 and 〈∆x2〉0 are the initial average and vari-
ance of the particle’s position at time t = 0. Here, we
introduced the diffusion coefficient Dx given by the Ein-
stein relation Dx = T/γ. As we only have one degree
of freedom, the expression for the Fisher information
Eq. (52b) simplifies to
I(t) = F
2
0
2γT
(
t+ 〈∆x2〉02Dx
) + 1
2
(
t+ 〈∆x2〉02Dx
)2 . (67)
Both with and without bias, the Fisher information for
Brownian motion is a monotonously decaying function
and thus (biased) Brownian motion is a generalized re-
laxation process. Note that even though the Fisher in-
formation decreases, the time-derivative of the average
position dt〈x〉t = F0/γ does not decay to zero but re-
mains constant. This is not in contradiction with the
speed limit Eq. (18), which only demands that the time
derivative of 〈x〉t relative to the fluctuations of x—which
in this case increase with time—should decrease along
with the Fisher information.
C. Particle in a parabolic trap
As a second paradigmatic example, we consider a sin-
gle overdamped particle with position x(t) in a parabolic
trap U(x, t) = κ(t)(x− r(t))2/2,
∂tP (x, t) =
1
γ
∂x
(
κ(t)(x− r(t)) + T (t)∂x
)
P (x, t), (68)
or, equivalently, the Langevin equation
γx˙(t) = −κ(t)(x(t)− r(t)) +
√
2γT (t)ξ(t), (69)
where γ is the friction coefficient, κ the spring constant
and T the temperature. We allow the spring constant,
temperature and equilibrium position r(t) of the trap to
change as a function of time. Provided that the initial
state is given by a normal distribution with average 〈x〉0
and variance 〈∆x2〉0, the solution to this problem is the
normal distribution
P (x, t) = 1√
2pi〈∆x2〉t
exp
[
− (x− 〈x〉t)
2
2〈∆x2〉t
]
, (70)
where the average and variance of the position obey the
following differential equations,
dt〈x〉t = −κ(t)
γ
(〈x〉t − r(t)) (71a)
dt〈∆x2〉t = −2κ(t)
γ
〈∆x2〉t + 2T (t)
γ
. (71b)
Again, for a single degree of freedom, the expression for
the Fisher information is immediate from Eq. (52b)
I(t) =
(
ds
dt
)2
= 12
(
dt〈∆x2〉t
〈∆x2〉t
)2
+
(
dt〈x〉t
)2
〈∆x2〉t (72)
Here, the Fisher information (and thus the thermody-
namic cost C) consists of two positive terms: The first
one is non-zero if the variance changes as a function of
time, the second one if the average position changes. The
average rates of change of Shannon σsys(t) = dtΣsys(t)
and total entropy σtot(t) = dtΣtot(t) (see Appendix A)
are given by
σsys(t) = 12
dt〈∆x2〉t
〈∆x2〉t (73)
σtot(t) = γ〈∆x
2〉t
T (t)
(
1
4
(
dt〈∆x2〉t
〈∆x2〉t
)2
+
(
dt〈x〉t
)2
〈∆x2〉t
)
.
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In this case, the bound Eq. (61) on the rate of change of
the Shannon entropy is obvious, since we have (M = 1)
I(t) = 12
(
dt〈∆x2〉t
〈∆x2〉t
)2
+
(
dt〈x〉t
)2
〈∆x2〉t (74)
≥ 12
(
dt〈∆x2〉t
〈∆x2〉t
)2
= 2
(
σsys(t)
)2
.
In the case of a single Gaussian degree of freedom, we
thus have equality in Eq. (61) if the average position does
not change in time. On the other hand, the local change
in Shannon and total entropy, defined in Appendix A, is
given by
∆Σsysloc(x, t) =
x− 〈x〉t
〈∆x2〉t (75)
∆Σtotloc(x, t) =
γ
T (t)
(
dt〈∆x2〉t
2〈∆x2〉t
(
x− 〈x〉t
)
+ dt〈x〉t
)
.
The local change in Shannon entropy vanishes only if the
particle is located at the instantaneous average position,
since this corresponds to the maximum of the probability
distribution and thus a slight change of the particle’s po-
sition will not change its Shannon entropy. On the other
hand, the local change in total entropy always vanishes
independent of the particle’s position if the system is in
an equilibrium state dt〈x〉t = dt〈∆x2〉t = 0. This reflects
the fact that in an equilibrium system, the total entropy
production is zero not only on average but also for every
single trajectory. Using the equations of motion (71), we
can also write the Fisher information as
I(t) = 2
γ2
(
T (t)
〈∆x2〉t − κ(t)
)2
+ κ(t)
2
γ2〈∆x2〉t
(
〈x〉t − r(t)
)2
.
(76)
Then the time-derivative of the Fisher information can
be calculated as
dtI(t) =
2dt〈∆x2〉t
γ〈∆x2〉2t
T˙ (t)− 2κ(t)dt〈x〉t
γ〈∆x2〉t r˙(t) (77)
+
(
2
(
dt〈x〉t
)2
κ(t)〈∆x2〉t −
2dt〈∆x2〉t
γ〈∆x2〉t
)
κ˙(t)
− 2T (t)
γ
((
dt〈∆x2〉t
)2
〈∆x2〉3t
+
(
dt〈x〉t
)2
〈∆x2〉2t
)
.
The first three terms depend explicitly on the time-
derivative of T , r and κ, respectively, while the last term
is negative. In particular, if the parameters T , r and κ
are independent of time, then we have
dtI(t) = −2T
γ
((
dt〈∆x2〉t
)2
〈∆x2〉3t
+
(
dt〈x〉t
)2
〈∆x2〉2t
)
≤ 0, (78)
and the Fisher information decreases monotonically, as
predicted by Eq. (40).
FIG. 2. Time-dependence of the Fisher information I(t) of
the joint distribution (black) and the marginal x-distribution
(orange) for an underdamped particle in a parabolic trap for
m = 1 (top) and m = 1/10 (bottom). The remaining param-
eters are given by T = 2, γ = 1, κ = 1, r = 0 and the system
is initially in the equilibrium state corresponding to κ = 4
and r = 2.
The same calculation can be done for an underdamped
particle with position x(t) and velocity v(t)
∂tP (x, v, t) =
(
− v∂x + κ(t)
m
(x− r(t))∂v (79)
+ γ
m
∂v
(
v + γT (t)
m
∂v
))
P (x, v, t),
with the associated equations of motion for the moments
dt〈x〉t = 〈v〉t, (80)
dt〈v〉t = − γ
m
〈v〉t − κ(t)
m
(〈x〉t − r(t)),
dt〈∆x2〉t = 2〈∆x∆v〉t,
dt〈∆x∆v〉t = − γ
m
〈∆x∆v〉t − κ(t)
m
〈∆x2〉t + 〈∆v2〉t,
dt〈∆v2〉t = −2γ
m
〈∆v2〉t − 2κ(t)
m
〈∆x∆v〉t + 2γT (t)
m2
.
Note that the overdamped case is obtained by taking the
limit of vanishing particle mass m→ 0. In this case, the
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solution of the equations is already quite involved and
we refrain from writing down the cumbersome expres-
sion for the Fisher information, which can be obtained
from Eq. (52b). However, in this case, since we have two
degrees of freedom, already the case where T , r and κ
do not depend on time offers some interesting insights.
In this case, we observe a relaxation from the initial
state to the equilibrium state with 〈x〉eq = r, 〈v〉eq = 0,
〈∆x2〉eq = T/κ, 〈∆x∆v〉eq = 0 and 〈∆v2〉eq = T/m. For
a non-equilibrium initial condition corresponding to po-
tential with κ˜ > κ and r˜ 6= r, the Fisher information
of the relaxation process is show in Fig. 2. While the
Fisher information of the joint distribution decays mono-
tonically, as prediced by Eq. (40), the Fisher information
of the marginal position distribution P (x, t) exhibits a
non-monotonic behavior. As the system approaches the
overdamped limit of vanishing mass (bottom panel) the
maximum in the marginal Fisher information moves to
shorter times and we recover the monotonic behavior of
the overdamped Fisher information for times longer than
the typical relaxation time of the velocity, m/γ. As an
example of the speed limit Eq. (18), we show the time-
derivative of the average relative to the variance (green
line in Fig. 2. We observe that this quantity is bounded
both by I(t) and Ix(t).
D. Hidden states
To demonstrate how the Fisher information can be
used as a tool to reveal hidden states, we construct
a simple Markov jump model consisting of four states
X = {1, 2, 3, 4} with associated energies Ei. The time-
evolution of the occupation probability pi(t) of state i is
governed by the Master equation
dtpi(t) =
4∑
j=1
(
Wijpj(t)−Wjipi(t)
)
, (81)
with given initial occupation pi(0). We take the transi-
tion rates Wij > 0 from state j to state i to be time-
independent and assume that they satisfy the detailed
balance condition
Wij = Wjie−β(Ei−Ej), (82)
where β = 1/(kBT ) is the inverse temperature and kB the
Boltzmann constant. Under this condition, the equilib-
rium occupation probabilities are given by the Boltzmann
weights,
peqi =
e−βEi∑4
j=1 e
−βEj
. (83)
We take the states Y = {1, 2, 3} to be low-energy states
with similar energies, whereas state 4 is a short-lived,
high-energy state. Since the system only spends a short
time in the high-energy state, we consider this state as
hidden and want to study the behavior of the system us-
ing only the occupation probabilities of the observable
states Y , conditioned on the system to be in an observ-
able state,
pi|Y (t) ≡ pi(t)∑3
j=1 pj(t)
for i ∈ Y. (84)
As we discussed in Section VI, while the total Fisher
information
I(t) =
4∑
j=1
(
dtpj(t)
)2
pj(t)
(85)
is a monotonous function of time dtI(t) ≤ 0, this is not
necessarily true for the Fisher information restricted to
the observable states,
I|Y (t) =
3∑
j=1
(
dtpj|Y (t)
)2
pj|Y (t)
. (86)
We can thus use this to distinguish between the system
with the hidden state 4 present and a system without
this hidden state by examining the time-dependence of
the Fisher information. In the following we choose β = 1,
E1 = 0.79, E2 = 1.19, E3 = 1.14 and E4 = 3 and use the
following transition rate matrix
W =
 0 1.28 1.31 10.50.86 0 1.06 6.500.93 1.12 0 5.36
1.15 1.06 0.83 0
 , (87)
which is obtained by randomly assigning values between
0.8 and 1.2 to the lower-left half of the matrix and
then enforcing the detailed balance condition on the
upper-right half. Note that the entries in the last col-
umn are larger, reflecting the large transition rates out
of the short-lived state 4. We initialize the system
with equal probability in each of the observable states,
p1(0) = p2(0) = p3(0) = 1/3 and then evolve it with
the above transition rate matrix. Figure 3 shows the
resulting time-evolution of the occupation probabilities
and the Fisher information. Clearly, the Fisher infor-
mation of the observable degrees of freedom, Eq. (86),
shows a non-monotonic behavior in the presence of the
hidden state. Thus, observing only the occupation prob-
abilities of the observable states, we can conclude that a
three-state model with time-independent transition rates
cannot possibly describe the dynamics correctly.
VIII. DISCUSSION
The speed limit Eq. (18) on the time-evolution of the
average of a fluctuating observable shows that the be-
havior of measurable observables (averages and fluctua-
tions) is governed by the information-theoretic concept
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FIG. 3. Occupation probabilities of the observable states (left) and the resulting Fisher information (right) for the four-state
Markov-jump model. The solid lines are the probabilities pi|Y (t) of the observable states, Eq. (84), in the system including the
hidden state; the dashed lines correspond to a three-state model with the same transition rates but without the hidden state,
obtained by deleting the last row and column from the transtion matrix W . Note that while the presence of the hidden state
modifies the time-evolution of the occupation probabilities (left), there is no qualitative difference discernible. On the other
hand, the Fisher information (right) displays a markedly different behavior: Without the hidden state, the Fisher information
decays monotonically (dashed line), as expected. However, in the presence of the hidden state, the Fisher information I|Y (t),
Eq. (86), becomes non-monotonic (solid line), giving a clear indication that the system cannot be described by a three-state
Markov model any longer.
of Fisher information. A similar connection between the
Fisher information and the family of thermodynamic un-
certainty relations was recently obtained in Refs. [35, 36].
Such a connection can potentially be exploited in several
ways. If the underlying probability distribution and the
corresponding Fisher information is not known, then we
can obtain a lower bound in terms of measurable quanti-
ties. Since the lower bound is guaranteed to hold for all
observables, we may also compare the bounds obtained
by measuring different observables in order to find the
observable that contains the most information about the
time-evolution of the probability density.
On the other hand, if we have a theoretical model for a
particular physical system, then the speed limit can serve
as a test for the validity of the model: If we find that the
observed time evolution of any observable exceeds the
Fisher information bound predicted by the theoretical
model, then this is a sure indication that crucial infor-
mation about the system is missing in the model. For
systems without explicit time-dependence the monotonic
decay of the Fisher information provides even stricter re-
strictions on the type of models that can describe a given
system. Finally, if the Fisher information itself is known,
then the speed limit imposes a regularity condition on
the system in the sense that it limits the rate of change
of any conceivable observable.
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Appendix A: Thermodynamic cost for Fokker-Planck dynamics
In Ref. [19], the justification for referring to the quantity C as a thermodynamic cost was provided by relating it
to the entropy change upon the system transitioning between two discrete states x and x′. To provide the analog for
the case when the system is described by a set of continuous variables, we first note that the Fokker-Planck equation
(31) for the probability density is equivalent to the stochastic evolution of the state x(t) of the system described by
the Langevin equation [32]
dx(t) = a(x(t), t)dt+
√
B(x(t), t) · dW (t), (A1)
where
√
B refers to the unique positive semidefinite principal square root of the symmetric and positive semidefinite
matrix B. W is a vector of mutually uncorrelated Wiener processes and · denotes the Ito¯ product. We want to
describe the stochastic Shannon entropy (or generalized potential)
Φsys(t) = − lnP (x(t), t), (A2)
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with 〈Φsys〉t = Ssys(t). We rewrite Fokker-Planck equation (31) as a continuity equation in terms of the probability
current j(x, t),
∂tP (x, t) = −∇j(x, t) with j(x, t) =
(
a(x, t)− 12∇B(x, t)
)
P (x, t), (A3)
where we define the operator ∇B = ∂xjBij . By Ito¯’s Lemma, we have for the differential of Φsys,
dΦsys(t) = −∂t lnP (x(t), t)dt−∇ lnP (x(t), t) · dx(t)− 12B(x, t)∇∇ lnP (x, t), (A4)
where by B∇∇ we mean the operator Bij∂xi∂xj . We can equivalently write this using the Stratonovich product ◦,
dΦsys(t) = −∂t lnP (x(t), t)dt−∇ lnP (x(t), t) ◦ dx(t). (A5)
The first term describes the change in Shannon entropy in a fixed state x due to the change in the ensemble probability
P (x, t) to be in state x. We interpret this term as a global (in the sense of ensemble) contribution; note that due to
conservation of probability, this term always vanishes on average. On the other hand, the second, local, contribution
describes the change in Shannon entropy due to a change in state from x to x′ = x + dx; this change in Shannon
entropy in a transition ∆σsysx′→x of a Markov jump process, as defined in Ref. [19]. In analogy to Ref. [19], we thus
interpret
∆Σsysloc(x, t) ≡ −∇ lnP (x, t) (A6)
as the local change in Shannon entropy, which is related to the change in average Shannon entropy via
dΣsys = 〈∆Σsysloc ◦ dx〉 =
∫
dx ∆Σsysloc(x, t)j(x, t)dt (A7)
Using this definition and integrating by parts, it is then easy to show that
−〈∂t∆Σsysloc ◦ x˙〉t ≡ −∫ dx j(x, t)∂t∆Σsysloc(x, t) = ∫ dx j(x, t)∇∂t lnP (x, t) = −∫ dx ∂t lnP (x, t)∇j(x, t)
=
∫
dx ∂t lnP (x, t)∂tP (x, t) =
(
ds
dt
)2
, (A8)
in analogy to Eq. (37) of Ref. [19]. For a diagonal diffusion matrix Bij = Biδij with Bi > 0, we can further write the
change in total entropy as follows [37, 38],
dΦtot(t) = dΦsys(t) + dΦmed(t) with dΦmed(t) = 2
(
Bi(x(t), t)
)−1(
ai(x(t), t)− 12∂xiBi(x(t), t)
)
◦ dxi(t). (A9)
Defining the local change in medium entropy and total entropy
∆Σmedloc (x, t) ≡ 2
(
a(x, t)− 12b
′(x, t)
)
B−1(x, t) (A10)
∆Σtotloc(x, t) ≡ ∆Σmedloc (x, t) + ∆Σsysloc(x, t)
with the vector b′i(x, t) = ∂xiBi(x, t), we thus have for the average change in total entropy [38]
dΣtot =
〈(
∆Σmedloc + ∆Σ
sys
loc
)
◦ dx
〉
= 2
∫
dx
j(x, t)B−1(x, t)j(x, t)
P (x, t) dt. (A11)
This further allows us to write (
ds
dt
)2
=
〈(
∂t∆Σmedloc − ∂t∆Σtotloc
)
◦ x˙
〉
, (A12)
again in analogy to the identification made in Ref. [19].
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Appendix B: Speed limit for the variance
We want to prove the bound Eq. (24)
(
dt
〈
∆R2
〉
t
〈∆R2〉t
)2
≤ 2
(
κR(t)− 12γR(t)
2
)(ds
dt
)2
, (B1)
where κR(t) = 〈∆R4〉t/〈∆R2〉2t and γR(t) = 〈∆R3〉t/(〈∆R2〉t)3/2 denote the kurtosis and skewness of the distribtuion
with respect to R. We first note that dt〈∆R2〉t cannot be written as the time-derivative of a time-independent observ-
able
∫
dx ψ(x)∂tP (x, t). However, by taking the trivially extended probability distribution Q(x,y, t) = P (x, t)P (y, t)
with ∂tQ(x,y, t) = P (x, t)∂tP (y, t) + P (x, t)∂tP (y, t), we can write
dt
〈
∆R2
〉
t
= ∂t
∫
dxdy
(
R(x)2 −R(x)R(y)
)
P (x, t)P (y, t) =
∫
dxdy
(
R(x)2 −R(x)R(y)
)
∂tQ(x,y, t). (B2)
Now we can apply the covariance inequality
(
dt
〈
∆R2
〉
t
)2
≤
(∫
dxdy
(
R(x)2 −R(x)R(y)
)2
Q(x,y, t)−
(∫
dxdy
(
R(x)2 −R(x)R(y)
)
Q(x,y, t)
)2)
(B3)
×
∫
dxdy
(
∂tQ(x,y, t)
)2
Q(x,y, t) .
For the second factor on the right-hand side, it is easy to see that
∫
dxdy
(
∂tQ(x,y, t)
)2
Q(x,y, t) =
∫
dxdy
P (x, t)2
(
∂tP (y, t)
)2 + 2P (x, t)P (y, t)∂tP (x, t)∂tP (y, t) + P (y, t)2(∂tP (x, t))2
P (x, t)P (y, t)
(B4)
= 2
∫
dx
(
∂tP (x, t)
)2
P (x, t) ,
since the middle term vanishes. In the first factor, we replace R(x) = ∆R(x, t) + 〈R〉t with ∆R(x, t) = R(x)− 〈R〉t
and, after some algebra, find∫
dxdy
(
R(x)4 − 2R(x)3R(y) +R(x)2R(y)2
)
P (x, t)P (y, t)−
(
〈∆R2〉t
)2
(B5)
=
〈
∆R4
〉
t
+ 2
〈
∆R3
〉
t
〈R〉t + 2
〈
∆R2
〉
t
〈R〉2t .
Finally, we use that R(x) and R˜(x, t) = R(x) + r0(t) with an arbitrary function r0(t) have the same fluctuations,
i. e. ∆R(x, t) = ∆R˜(x, t) to write the bound as follows
(
dt
〈
∆R2
〉
t
)2
≤ 2
( 〈
∆R4
〉
t
+ 2
〈
∆R3
〉
t
(〈R〉t + r0(t))+ 2 〈∆R2〉t (〈R〉t + r0(t))2)∫ dx
(
∂tP (x, t)
)2
P (x, t) . (B6)
Since r0(t) is arbitrary, we can minimize the right-hand side with respect to r0(t) to obtain the tightest bound, which
yields r0(t) = −〈R〉t − 〈∆R3〉t/(2〈∆R2〉t) and thus
(
dt
〈
∆R2
〉
t
)2
≤ 2
(〈
∆R4
〉
t
− 12
〈∆R3〉2t
〈∆R2〉t
)∫
dx
(
∂tP (x, t)
)2
P (x, t) . (B7)
Introducing the kurtosis and skewness, as above, this is precisely Eq. (24). Note that since the kurtosis and the
skewness satisfy the relation κR(t) ≥ γR(t)2 + 1, we have κR(t) − γR(t)2/2 ≥ (κR(t) + 1)/2 and the right hand side
of Eq. (24) is indeed always positive.
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Appendix C: Minimal cost probability density
Let us consider two particular values θ1, θ2 of a parameter and the corresponding probability densities P a(x) =
P (x, θ1) and P b(x) = P (x, θ2). Note that there is an infinite number of possible parameterized probability densities
satisfying these conditions, e. g. we may have two probability densities P (x, θ) and P˜ (x, θ) that coincide at θ1 and
θ2 but are different otherwise. Each of these possible choices has an associated statistical length and cost defined by
Eqs. (7) and (22)
L(θ2, θ1) =
∫ θ2
θ1
dθ
√∫
dx
(
∂θP (x, θ)
)2
P (x, θ) , C(θ2, θ1) =
1
2
∫ θ2
θ1
dθ
∫
dx
(
∂θP (x, θ)
)2
P (x, θ) , (C1)
where we assumed θ2 > θ1 without loss of generality. Note that for different P and P˜ , also the length and cost are
generally different. However, there exists a unique choice P ∗(x, θ) which simultaneously minimizes the length and
cost. To see this, we first minimize the cost C with respect to P (x, θ). In order to simplify the notation, we first
reparameterize θ(q) = θ2q + θ1(1− q) with q ∈ [0, 1]. Using this, we can write the length and cost as
L(θ2, θ1) =
∫ 1
0
dq
√∫
dx
(
∂qP (x, q)
)2
P (x, q) (C2)
C(θ2, θ1) = 12(θ2 − θ1)
∫ 1
0
dq
∫
dx
(
∂qP (x, q)
)2
P (x, q) ,
with P (x, q) ≡ P (x, θ(q)). We now want to minimize C with respect to P (x, q), under the condition that P (x, q) is
a well-defined probability density, i. e. P (x, q) > 0 and
∫
dx P (x, q) = 1. Introducing the Lagrange multiplier α, we
thus have to minimize the auxiliary functional
FC [P, ∂qP ] =
∫ 1
0
dq fC [P, ∂qP ](q) ≡
∫ 1
0
dq
(∫
dx
(
∂qP
)2
P
− 4α
(∫
dx P − 1
))
, (C3)
where the factor 4 in front of α is included for later notational convenience. The corresponding Euler-Lagrange
equation reads
∂P fC − dq∂∂qP fC =
(
∂qP
)2
P 2
− 2∂
2
qP
P
− 4α = 0, (C4)
Since P (x, q) > 0, we can write this as (
∂qP
)2 − 2P∂2qP − 4αP 2 = 0, (C5)
which has the general solution
P (x, q) = f(x) cos
(√
α(q − g(x)
)2
. (C6)
The functions f(x) and g(x), as well as the value of α are fixed by the boundary conditions P (x, 0) = P a(x) and
P (x, 1) = P b(x) and the normalization. The final result for P ∗(x, q) minimizing the cost reads,
P ∗(x, q) = 1
1− cos (Λ2 )2
(
sin
(Λ
2 (1− q)
)√
P a(x) + sin
(Λ
2 q
)√
P b(x)
)2
(C7)
with Λ = 2 arccos
(∫
dx
√
P a(x)P b(x)
)
.
For this choice, we have I∗(q) =
∫
dx (∂qP ∗(x, q))2/P ∗(x, q) = Λ2 and thus the minimal cost and statistical length
C∗ = Λ
2
2(θ2 − θ1) , L
∗ = Λ. (C8)
In hindsight, it is obvious that C is minimized by a probability density that yields constant Fisher information, since
the former is defined as C = ∫ θ2
θ1
dθ I(θ). The same is true for the length L, which is thus also minimized by P ∗. We
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note that, in analogy to the discussion in Ref. [19], the choice P ∗(x, q) is the geodesic curve connecting P a(x) and
P b(x), however, the geometric analogy is now less intuitive, since the underlying space is infinite-dimensional. Since
P ∗(x, q) yields the minimal length between P a and P b for a normalized probability density, we can interpret L∗ = Λ
as the arc length between P a and P b on the infinite-dimensional unit sphere.
Since C∗ is the minimal cost, any other normalized probability density P˜ (x, q) results in a larger cost C˜ ≥ C∗. In
particular, for a simple linear interpolation
P˜ (x, q) = P b(x)q + P a(x)(1− q), (C9)
which is positive and normalized, we obtain the cost
C˜(θ2, θ1) = 12(θ2 − θ1)
∫
dx
(
P b − P a) ln(P b
P a
)
(C10)
= 12(θ2 − θ1)
(
DKL(P b‖P a) +DKL(P a‖P b)
)
≡ 1
θ2 − θ1D
sym
KL (P
b, P a),
where we defined the symmetrized Kullback-Leibler divergence or relative entropy. We thus obtain the by no means
obvious lower bound on the latter,
DsymKL (P
b, P a) ≥ 2 arccos
(∫
dx
√
P a(x)P b(x)
)2
. (C11)
Applying the above discussion to the time evolution of a stochastic dynamics θ = t, we fix the initial and final
state of the system, P (x, 0) = P i(x) and P (x, T ) = P f(x). The optimal time evolution between these two states is
given by Eq. (C7) with s = t/T . Since this results in L∗ = Λ and C∗ = Λ2/(2T ), we obtain a lower bound on the
thermodynamic cost of the evolution from the initial to the final state [19],
C ≥ Λ
2
2T with Λ = 2 arccos
(∫
dx
√
P i(x)P f(x)
)
. (C12)
Thus, the minimal thermodynamic cost is given by the square of the shortest distance between the initial and final
state, divided by the evolution time. This shows that, in particular, a faster evolution is generally associated with
a larger thermodynamic cost; further, zero cost is only realizable in the quasistatic limit where the time evolution is
infinitely slow.
Appendix D: Monotonicity of Fisher information for Markov jump processes
Consider a Markov jump process on a set of M discrete states defined by the (generally time-dependent) transition
rates Wij(t) ≥ 0 from state j to state i and occupation probabilities pi(t) of state i. The time-evolution of the
occupation probabilities is governed by the Master equation [39]
dtpi(t) =
∑
j
(
Wij(t)pj(t)−Wji(t)pi(t)
)
=
∑
j
Gij(t)pj(t), (D1)
where we defined the matrix-valued generator G(t)
Gij(t) = Wij(t)− δij
∑
k
Wki(t). (D2)
In analogy to the continuous case, the (temporal) Fisher information is given in terms of the time-derivative of the
occupation probability [19],
I(t) =
∑
i
(
dtpi(t)
)2
pi(t)
. (D3)
The time-derivative of the Fisher information is then
dtI(t) =
∑
i
2pi(t)
[
dtpi(t)
][
d2tpi(t)
]− [dtpi(t)]3
pi(t)2
=
∑
i
(
2
[
dt ln pi(t)
][
d2tpi(t)
]− [dt ln pi(t)]2[dtpi(t)]), (D4)
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or in terms of the generator
dtI(t) =
∑
i
(
2
[
dt ln pi(t)
][
dt
∑
j
Gij(t)pj(t)
]
− [dt ln pi(t)]2[∑
j
Gij(t)pj(t)
])
(D5)
= 2
∑
i,j
[
dt ln pi(t)
]G˙ij(t)pj(t) +∑
i,j
(
2
[
dt ln pi(t)
]Gij(t)[dt ln pj(t)]− [dt ln pi(t)]2Gij(t))pj(t),
where we introduced the time-derivative of the generator G˙(t). We define ai ≡ dt ln pi(t), in terms of which we can
rewrite the above as
dtI(t) = 2aT G˙b+
∑
i,j
(
2aiGijajpj − a2iGijpj
)
. (D6)
We now plug the explicit definition (D2) of the generator into the second term,∑
i,j
(
2aiGijajpj − a2iGijpj
)
=
∑
i,j
(
ai
(
2Gijaj − aiGij
)
pj
)
(D7)
=
∑
i,j
(
ai
(
2
(
Wij(t)− δij
∑
k
Wki(t)
)
aj − ai
(
Wij(t)− δij
∑
k
Wki(t)
))
pj
)
=
∑
i,j
(
2aiWijajpj − a2iWijpj
)
−
∑
i,k
(
2a2i piWki − a2i piWki
)
=
∑
i,j
(
2aiWijajpj − a2iWijbj −Wija2jpj
)
= −
∑
i,j
((
ai − aj
)2
Wijpj
)
,
where we renamed the summation indices in the last term from (i, k) to (j, i) in the second-to-last step. Since the both
the transition rates and occupation probabilities are positive, Wij ≥ 0 and pi ≥ 0, this term is evidently negative. We
thus arrive at
dtI(t) = −2
[
dtΦ(t)
]T G˙(t)p(t)−∑
i,j
(
dtΦi(t)− dtΦj(t)
)2
Wij(t)pj(t), (D8)
where, in analogy to the continuous case, we introduced the vector of state-dependent Shannon entropy Φ defined
by Φi = − ln pi. As in Eq. (38), the time-derivative of the Fisher information decomposes into a term involving the
explicit time-dependence of the generator and a negative semidefinite term. If the transition rates do not depend
explicitly on time, dtWij = 0, then, just as in the case of Fokker-Planck dynamics, the Fisher information decreases
monotonically in time
dtI(t) ≤ 0, (D9)
in complete analogy to Eq. (40). We remark that the same result holds for a mixed process,
∂tP
k(x, t) = −∂xi
(
aki (x)− ∂xjBkij(x)
)
P k(x, t) +
∑
l
(
W kl(x)P l(x, t)−W lk(x)P k(x, t)
)
, (D10)
i. e. a Fokker-Planck dynamics with additional discrete states labeled by k and a state-dependent drift vector and
diffusion matrix, since the generator is the sum of a diffusion and jump part, to which the arguments leading to
Eqs. (40) and (D9) can be applied separately.
Appendix E: Shannon entropy and Fisher information for normal distributions
We consider a multivariate normal distribution
P (x) = 1√
(2pi)M det(Ξ−1)
exp
[
− 12
(
x− µ)TΞ−1(x− µ)], (E1)
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where M denotes the dimension of x, Ξ is the (positive definite and symmetric) covariance matrix defined by
Ξij = 〈(xi − µi)(xj − µj)〉 (E2)
and µ is the average of x. We want to compute the variance of the logarithm of P ,
∆ln ≡
〈
(lnP )2
〉− 〈lnP〉2 . (E3)
By definition, we have
ln(P (x)) = −12
(
M ln(2pi) + ln(det Ξ−1) +
(
x− µ)TΞ−1(x− µ)). (E4)
Since the first two terms are independent of x, they do not contribute to the variance and we thus have
∆ln =
1
4
(〈((
x− µ)TΞ−1(x− µ))2〉− 〈(x− µ)TΞ−1(x− µ)〉2). (E5)
The average in the second term is readily computed,〈(
x− µ)TΞ−1(x− µ)〉 = 〈(xi − µi)(Ξ−1)ij(xj − µj)〉 = (Ξ−1)ij 〈(xi − µi)(xj − µj)〉 = (Ξ−1)ijΞij , (E6)
where summation over repeated indices is implied. Since the covariance matrix is symmetric, this is equal to〈(
x− µ)TΞ−1(x− µ)〉 = (Ξ−1)
ij
Ξji = Tr(Ξ−1Ξ) = Tr(1) = M. (E7)
For the first term, on the other hand, we have〈((
x− µ)TΞ−1(x− µ))2〉 = 〈(xi − µi)(Ξ−1)ij(xj − µj)(xk − µk)(Ξ−1)kl(xl − µl)〉 (E8)
=
(
Ξ−1
)
ij
(
Ξ−1
)
kl
〈(
xi − µi
)(
xj − µj
)(
xk − µk
)(
xl − µl
)〉
.
We now apply Isserli’s theorem for higher order moments of normal random variables,〈(
xi − µi
)(
xj − µj
)(
xk − µk
)(
xk − µk
)〉
= ΞijΞkl + ΞikΞjl + ΞilΞjk (E9)
and again use the symmetry of the covariance matrix to write,(
Ξ−1
)
ij
(
Ξ−1
)
kl
〈(
xi − µi
)(
xj − µj
)(
xk − µk
)(
xl − µl
)〉
(E10)
=
(
Ξ−1
)
ij
(
Ξij
(
Ξ−1
)
kl
Ξlk + Ξik
(
Ξ−1
)
kl
Ξlj + Ξjk
(
Ξ−1
)
kl
Ξli
)
.
We now recast the sum over l in matrix notation,
Ξij
(
Ξ−1
)
kl
Ξlk + Ξik
(
Ξ−1
)
kl
Ξlj + Ξjk
(
Ξ−1
)
kl
Ξli = Ξij
(
Ξ−1Ξ
)
kk
+ Ξik
(
Ξ−1Ξ
)
kj
+ Ξjk
(
Ξ−1Ξ
)
ki
(E11)
= Ξijδkk + Ξikδkj + Ξjkδki
= ΞijM + Ξij + Ξji,
where we performed the sum over k in the last step. We thus have〈((
x− µ)TΞ−1(x− µ))2〉 = (Ξ−1)
ij
(
ΞijM + Ξij + Ξji
)
= M2 + 2M. (E12)
Plugging the results for the first and second term into Eq. (E5), we obtain the result,
∆ln =
M
2 , (E13)
independent of the form of the covariance matrix.
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Next, for any distribution that depends on time only via its mean,
P (x, t) = P˜ (x− µ(t)), (E14)
with a function P˜ (z) that does not explicitly depend on time, the Fisher information can be written as
I(t) =
∫
dx
(
∂tP (x, t)
)2
P (x, t) =
∫
dz
(
µ˙(t)T∇zP˜ (z)
)2
P˜ (z)
. (E15)
We now use the operator inequality,
D −Ξ−1 ≥ 0, (E16)
in the sense that the expression on the left-hand side is a positive semidefinite matrix. Here we defined
(D)ij =
∫
dz
∂zi P˜ (z)∂zj P˜ (z)
P˜ (z)
. (E17)
This inequality holds for arbitrary differentiable probability distributions and leads to
I(t) = µ˙(t)TDµ˙(t) ≥ µ˙(t)TΞ−1µ˙(t). (E18)
Since the rightmost expression is just the Fisher information for a normal distribution with time-independent covari-
ance matrix, Eq. (52b), this proves the bound (59). What is left to do is to prove the operator inequality Eq. (E16). To
do so, we consider the covariance cov(f, g) ≡ 〈fg〉−〈f〉〈g〉 with respect to some differentiable probability distribution
P (x), x ∈ RM ,
cov(aTx, bT∇ ln(P )) =
∫
dx aixibj∂xjP (x)−
∫
dx aixiP (x)
∫
dy bj∂yjP (x) (E19)
= −
∫
dx aibjP (x)∂xjxi = −aibjδij ,
where a, b ∈ RM are arbitrary vectors and we sum over repeated indices. Here, we integrated by parts in the
second-to-last step. On the other hand, we have from the covariance inequality
cov(aTx, bT∇ ln(P ))2 ≤ var(aTx)var(bT∇ ln(P )), (E20)
where var denotes the variance with respect to P (x), var(f) ≡ 〈f2〉 − 〈f〉2 First, we note that 〈bT∇ ln(P )〉 = 0 and,
consequently, the variance of bT∇ ln(P ) is given by
var(bT∇ ln(P )) =
∫
dx bi
∂xiP (x)∂xjP (x)
P (x) bj = b
TDb, (E21)
Next, we evaluate the variance
var(aTx) =
∫
dx aiajxixjP (x)−
∫
dx
∫
dy aiajxiyjP (x)P (y) = aTΞa (E22)
Then, the covariance inequality (E20) can be written as
bTDb ≥
(
bTa
)2
aTΞa . (E23)
Since this holds for arbitrary a and Ξ is positive definite and thus invertible, we may choose
a = Ξ−1b. (E24)
For this choice, we obtain
bTDb ≥
(
bTΞ−1b
)2
bTΞ−1ΞΞ−1b = b
TΞ−1b, (E25)
where we used the symmetry of Ξ and that ΞΞ−1 = 1. Since b is arbitrary, this is equivalent to the inequality (E16).
