Mildly Overparametrized Neural Nets can Memorize Training Data
  Efficiently by Ge, Rong et al.
Mildly Overparametrized Neural Nets can Memorize Training Data
Efficiently
Rong Ge
Duke University
rongge@cs.duke.edu
Runzhe Wang∗
IIIS, Tsinghua University
wrz16@mails.tsinghua.edu.cn
Haoyu Zhao∗
IIIS, Tsinghua University
zhaohy16@mails.tsinghua.edu.cn
Abstract
It has been observed (Zhang et al., 2017) that deep neural networks can memorize: they achieve 100%
accuracy on training data. Recent theoretical results explained such behavior in highly overparametrized
regimes, where the number of neurons in each layer is larger than the number of training samples. In
this paper, we show that neural networks can be trained to memorize training data perfectly in a mildly
overparametrized regime, where the number of parameters is just a constant factor more than the number
of training samples, and the number of neurons is much smaller.
1 Introduction
In deep learning, highly non-convex objectives are optimized by simple algorithms such as stochastic gradient
descent. However, it was observed that neural networks are able to fit the training data perfectly, even when
the data/labels are randomly corrupted(Zhang et al., 2017). Recently, a series of work (Du et al. (2019);
Allen-Zhu et al. (2019c); Chizat and Bach (2018); Jacot et al. (2018), see more references in Section 1.2)
developed a theory of neural tangent kernels (NTK) that explains the success of training neural networks
through overparametrization. Several results showed that if the number of neurons at each layer is much
larger than the number of training samples, networks of different architectures (multilayer/recurrent) can
all fit the training data perfectly.
However, if one considers the number of parameters required for the current theoretical analysis, these
networks are highly overparametrized. Consider fully connected networks for example. If a two-layer network
has a hidden layer with r neurons, the number of parameters is at least rd where d is the dimension of the
input. For deeper networks, if it has two consecutive hidden layers of size r, then the number of parameters
is at least r2. All of the existing works require the number of neurons r per-layer to be at least the number
of training samples n (in fact, most of them require r to be a polynomial of n). In these cases, the number
of parameters can be at least nd or even n2 for deeper networks, which is much larger than the number of
training samples n. Therefore, a natural question is whether neural networks can fit the training data in
the mildly overparametrized regime - where the number of (trainable) parameters is only a constant factor
larger than the number of training data. To achieve this, one would want to use a small number of neurons
in each layer - n/d for a two-layer network and
√
n for a three-layer network. Yun et al. (2018) showed
such networks have enough capacity to memorize any training data. In this paper we show with polynomial
activation functions, simple optimization algorithms are guaranteed to find a solution that memorizes training
data.
∗This work is completed when Runzhe Wang and Haoyu Zhao were visiting students at Duke University.
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1.1 Our Results
In this paper, we give network architectures (with polynomial activations) such that every hidden layer has
size much smaller than the number of training samples n, the total number of parameters is linear in n, and
simple optimization algorithms on such neural networks can fit any training data.
We first give a warm-up result that works when the number of training samples is roughly d2 (where d
is the input dimension).
Theorem 1 (Informal). Suppose there are n ≤ (d+12 ) training samples in general position, there exists a
two-layer neural network with quadratic activations, such that the number of neurons in the hidden layer is
2d + 2, the total number of parameters is O(d2), and perturbed gradient descent can fit the network to any
output.
Here “in general position” will be formalized later as a deterministic condition that is true with probability
1 for random inputs, see Theorem 4 for details.
In this case, the number of hidden neurons is only roughly the square root of the number of training
samples, so the weights for these neurons need to be trained carefully in order to fit the data. Our analysis
relies on an analysis of optimization landscape - we show that every local minimum for such neural network
must also be globally optimal (and has 0 training error). As a result, the algorithm can converge from an
arbitrary initialization.
Of course, the result above is limited as the number of training samples cannot be larger than O(d2). We
can extend the result to handle a larger number of training samples:
Theorem 2 (Informal). Suppose number of training samples n ≤ dp for some constant p, if the training
samples are in general position there exists a three-layer neural network with polynomial activations, such
that the number of neurons r in each layer is Op(
√
n), and perturbed gradient descent on the middle layer
can fit the network to any output.
Here Op considers p as a constants and hides constant factors that only depend on p. We consider “in
general position” in the smoothed analysis framework(Spielman and Teng, 2004) - given arbitrary inputs
x1, x2, ..., xn ∈ Rd, fix a perturbation radius
√
v, the actual inputs is x¯j = xj + x˜j where x˜j ∼ N(0, vI).
The guarantee of training algorithm will depend inverse polynomially on the perturbation v (note that the
architecture - in particular the number of neurons - is independent of v). The formal result is given in
Theorem 5 in Section 4. Later we also give a deterministic condition for the inputs, and prove a slightly
weaker result (see Theorem 6).
1.2 Related Works
Neural Tangent Kernel Many results in the framework of neural tangent kernel show that networks
with different architecture can all memorize the training data, including two-layer (Du et al., 2019), multi-
layer(Du et al., 2018; Allen-Zhu et al., 2019c; Zou and Gu, 2019), recurrent neural network(Allen-Zhu et al.,
2019b). However, all of these works require the number of neurons in each layer to be at least quadratic in
the number of training samples. Oymak and Soltanolkotabi (2019) improved the number of neurons required
for two-layer networks, but their bound is still larger than the number of training samples. There are also
more works for NTK on generalization guarantees (e.g., Allen-Zhu et al. (2019a)), fine-grained analysis for
specific inputs(Arora et al., 2019b) and empirical performances(Arora et al., 2019c), but they are not directly
related to our results.
Representation Power of Neural Networks For standard neural networks with ReLU activations,
Yun et al. (2018) showed that networks of similar size as Theorem 2 can memorize any training data. Their
construction is delicate and it is not clear whether gradient descent can find such a memorizing network
efficiently.
2
Matrix Factorizations Since the activation function for our two-layer net is quadratic, training of the
network is very similar to matrix factorization problem. Many existing works analyzed the optimization
landscape and implicit bias for problems related to matrix factorization in various settings(Bhojanapalli
et al., 2016; Ge et al., 2016, 2017; Park et al., 2016; Gunasekar et al., 2017; Li et al., 2018; Arora et al.,
2019a). In this line of work, Du and Lee (2018) is the most similar to our two-layer result, where they showed
how gradient descent can learn a two-layer neural network that represents any positive semidefinite matrix.
However positive definite matrices cannot be used to memorize arbitrary data, and our two-layer network
can represent an arbitrary matrix.
Interpolating Methods Of course, simply memorizing the data may not be useful in machine learning.
However, recently several works(Belkin et al., 2018, 2019; Liang et al., 2019; Mei and Montanari, 2019) showed
that learning regimes that interpolate/memorize data can also have generalization guarantees. Proving
generalization for our architectures is an interesting open problem.
2 Preliminaries
In this section, we introduce notations, the two neural network architectures used for Theorem 1 and 2, and
the perturbed gradient descent algorithm.
2.1 Notations
We use [n] to denote the set {1, 2, ..., n}. For a vector x, we use ‖x‖2 to denote its `2 norm, and sometimes
‖x‖ as a shorthand. For a matrix M , we use ‖M‖F to denote its Frobenius norm, ‖M‖ to denote its spectral
norm. We will also use λi(M) and σi(M) to denote the i-th largest eigenvalue and singular value of matrix
M , and λmin(M), σmin(M) to denote the smallest eigenvalue/singular value.
For the results of three-layer networks, our activation is going to be xp, where p is considered as a small
constant. We use Op(), Ωp() to hide factors that only depend on p.
For vectors x, y ∈ Rd, the tensor product is denoted by (x⊗ x) ∈ Rd2 . We use x⊗p ∈ Rdp as a shorthand
for p-th power of x in terms of tensor product. For two matrices M,N ∈ Rd1×d2 , we use M ⊗N ∈ Rd21×d22
denote the Kronecker product of 2 matrices.
2.2 Network Architectures
In this section, we introduce the neural net architectures we use. As we discussed, Theorem 1 uses a two-layer
network (see Figure 1 (a)) and Theorem 2 uses a three-layer network (see Figure 1 (b)).
Two-layer Neural Network For the two-layer neural network, suppose the input samples x are in Rd,
the hidden layer has r hidden neurons (for simplicity, we assume r is even, in Theorem 4 we will show that
r = 2d+ 2 is enough). The activation function of the hidden layer is σ(x) = x2.
We use wi ∈ Rd to denote the input weight of hidden neuron i. These weight vectors are collected as
a weight matrix W = [w1, w2, . . . , wr] ∈ Rd×r. The output layer has only 1 neuron, and we use ai ∈ R
to denote the its input weight from hidden neuron i. There is no nonlinearity for the output layer. For
simplicity, we fix the parameters ai, i ∈ [r] in the way that ai = 1 for all 1 ≤ i ≤ r2 and ai = −1 for all
r
2 + 1 ≤ i ≤ r. Given x as the input, the output of the neural network is
y =
r∑
i=1
ai(w
T
i x)
2.
3
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Figure 1: Neural Network Architectures. The trained layer is in bold face. The activation function after the
trained parameters is x2(blue neurons). The activation function before the trained parameters is xp(purple
neurons).
If the training samples are {(xj , yj)}j≤n, we define the empirical risk of the neural network with param-
eters W to be
f(W ) =
1
4n
n∑
j=1
(
r∑
i=1
ai(w
T
i xj)
2 − yj
)2
.
Three-layer neural network For Theorem 2, we use a more complicated, three-layer neural network. In
this network, the first layer has a polynomial activation τ(x) = xp, and the next two layers are the same as
the two-layer network.
We use R = [r1, . . . , rk]
T ∈ Rk×d to denote the weight parameter of the first layer. The first hidden
layer has k neurons with activation τ(x) = xp where p is the parameter in Theorem 2. Given input x, the
output of the first hidden layer is denoted as z, and satisfy zi = (r
T
i xj)
p.The second hidden layer has r
neurons (again we will later show r = 2k + 2 is enough). The weight matrix for second layer is denoted as
W = [w1, . . . , wr] ∈ Rk×r where each wi ∈ Rk is the weight for a neuron in the second hidden layer. The
activation for the second hidden layer is σ(x) = x2. The third layer has weight a and is initialized the same
way as before, where a1 = a2 = · · · = ar/2 = 1, and ar/2+1 = · · · = ar = −1. The final output y can be
computed as
y =
r∑
i=1
ai(w
T
i z)
2.
Given inputs (x1, y1), ..., (xn, yn), suppose zi is the output of the first hidden layer for xi, the empirical
loss is defined as:
f(W ) =
1
4n
n∑
j=1
(
r∑
i=1
ai(w
T
i zj)
2 − yj
)2
.
Note that only the second-layer weight W is trainable. The first layer with weights R acts like a random
feature layer that maps xi’s into a new representation zi’s.
2.3 Second order stationary points and perturbed gradient descent
Gradient descent converges to a global optimum of a convex function. However, for non-convex objectives,
gradient descent is only guaranteed to converge into a first-order stationary point - a point with 0 gradient,
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which can be a local/global optimum or a saddle point. Our result requires any algorithm that can find a
second-order stationary point - a point with 0 gradient and positive definite Hessian. Many algorithms were
known to achieve such guarantee(Ge et al., 2015; Sun et al., 2015; Carmon et al., 2018; Agarwal et al., 2017;
Jin et al., 2017a,b). As we require some additional properties of the algorithm (see Section 3), we will adapt
the Perturbed Gradient Descent(PGD, (Jin et al., 2017a)). See Section B for a detailed description of the
algorithm. Here we give the guarantee of PGD that we need. The PGD algorithm requires the function and
its gradient to be Lipschitz:
Definition 1 (Smoothness and Hessian Lipschitz). A differentiable function f(·) is `-smooth if:
∀x1, x2, ||∇f(x1)−∇f(x2)|| ≤ `||x1 − x2||.
A twice-differentiable function f(·) is ρ-Hessian Lipschitz if:
∀x1, x2, ||∇2f(x1)−∇2f(x2)|| ≤ ρ||x1 − x2||.
Under these assumptions, we will consider an approximation for exact second-order stationary point as
follows:
Definition 2 (ε-second-order stationary point). For a ρ-Hessian Lipschitz function f(·), we say that x is
an ε-second-order stationary point if:
||∇f(x)|| ≤ ε, and λmin(∇2f(x)) ≥ −√ρε.
Jin et al. (2017a) showed that PGD converges to an ε-second-order stationary point efficiently:
Theorem 3 (Convergence of PGD (Jin et al. (2017a))). Assume that f(·) is `-smooth and ρ-Hessian Lip-
schitz. Then there exists an absolute constant cmax such that, for any δ > 0, ε ≤ `2ρ ,∆f ≥ f(x0) − f∗, and
constant c ≤ cmax, PGD(x0, `, ρ, ε, c, δ,∆f ) will output an ε-second-order stationary point with probability
1− δ, and terminate in the following number of iterations:
O
(
`(f(x0)− f∗)
ε2
log4
(
d`∆f
ε2δ
))
.
3 Warm-up: Two-layer Net for Fitting Small Training Set
In this section, we show how the two-layer neural net in Section 2.2 trained with perturbed gradient descent
can fit any small training set (Theorem 1). Our result is based on a characterization of optimization
landscape: for small enough ε, every ε-second-order stationary point achieves near-zero training error. We
then combine such a result with PGD to show that simple algorithms can always memorize the training
data. Detailed proofs are deferred to Section D in the Appendix.
3.1 Optimization landscape of two-layer neural network
Recall that the two-layer network we consider has r-hidden units with bottom layer weights w1, w2, ..., wr,
and the weight for the top layer is set to ai = 1 for 1 ≤ i ≤ r/2, and ai = −1 for r/2 + 1 ≤ i ≤ r. For a set
of input data {(x1, y1), (x2, y2), ..., (xn, yn)}, the objective function is defined as
f(W ) =
1
4n
n∑
j=1
(
r∑
i=1
ai(w
T
i xj)
2 − yj
)2
.
With these definitions, we will show that when a point is an approximate second-order stationary point
(in fact, we just need it to have an almost positive semidefinite Hessian) it must also have low loss:
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Lemma 1 (Optimization Landscape). Given training data {(x1, y1), (x2, y2), ..., (xn, yn)}, Suppose the ma-
trix X = [x⊗21 , . . . , x
⊗2
n ] ∈ Rd
2×n has full column rank and the smallest singular value is at least σ. Also
suppose that the number of hidden neurons satisfies r ≥ 2d + 2. Then if λmin∇2f(W ) ≥ −ε, the function
value is bounded by f(W ) ≤ ndε24σ2 .
For simplicity, we will use δj(W ) =
∑r
i=1 ai(w
T
i xj)
2 − yj to denote the residual for j-th data point: the
difference between the output of the neural network and the label yj . We will also combine these residuals
into a matrix M(W ) := 1n
∑n
j=1 δj(W )xjx
T
j . Intuitively, we first show that when M(W ) is large, the smallest
eigenvalue of ∇2f(W ) is very negative.
Lemma 2. When the number of the hidden neurons r ≥ 2d+ 2, we have
λmin∇2f(W ) = −max
i
|λi(M)|,
where λmin∇2f(W ) denotes the smallest eigenvalue of the matrix ∇2f(W ) and λi(M) denotes the i-th
eigenvalue of the matrix M .
Then we complete the proof by showing if the objective function is large, M(W ) is large.
Lemma 3. Suppose the matrix X = [x⊗21 , . . . , x
⊗2
n ] ∈ Rd
2×n has full column rank and the smallest singular
value is at least σ. Then if the spectral norm of the matrix M = 1n
∑n
j=1 δjxjx
T
j is upper bounded by λ, the
function value is bounded by
f(W ) ≤ ndλ
2
4σ2
.
Combining the two lemmas, we know f(W ) is bounded when the point has almost positive Hessian,
therefore every ε-second-order stationary point must be near-optimal.
3.2 Optimizing the two-layer neural net
In this section, we show how to use PGD to train our two-layer neural network.
Given the property of the optimization landscape for f(W ), it is natural to directly apply PGD to find
a second-order stationary point. However, this is not enough since the function f does not have bounded
smoothness constant and Hessian Lipschitz constant (its Lipschitz parameters depend on the norm of W ),
and without further constraints, PGD is not guaranteed to converge in polynomial time. In order to control
the Lipschitz parameters, we note that these parameters are bounded when the norm of W is bounded
(see Lemma 5 in appendix). Therefore we add a small regularizer term to control the norm of W . More
concretely, we optimize the following objective
g(W ) = f(W ) +
γ
2
||W ||2F .
We want to use this regularizer term to show that: 1. the optimization landscape is preserved: for appropriate
γ, any ε-second-order stationary point of g(W ) will still give a small f(W ); and 2. During the training process
of the 2-layer neural network, the norm of W is bounded, therefore the smoothness and Hessian Lipschitz
parameters are bounded. Then, the proof of Theorem 1 just follows from the combination of Theorem 3 of
PGD and the result of the geometric property.
The first step is simple as the regularizer only introduces a term γI to the Hessian, which increases all
the eigenvalues by γ. Therefore any ε-second-order stationary point of g(W ) will also lead to the fact that
|λmin∇2f(W )| is small, and hence f(W ) is small by Lemma 1.
For the second step, note that in order to show the training process using PGD will not escape from the
area {W : ||W ||2F ≤ Γ} with some Γ, it suffices to bound the function value g(W ) by γΓ/2, which implies
‖W‖2F ≤ 2γ g(W ) ≤ Γ. To bound the function value we use properties of PGD: for a gradient descent step,
since the function is smooth in this region, the function value always decreases; for a perturbation step, the
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function value can increase, but cannot increase by too much. Using mathematical induction, we can show
that the function value of g is smaller than some fixed value(related to the random initialization but not
related to time t) and will not escape the set {W : ||W ||2F ≤ Γ} for appropriate Γ.
Using PGD on function g(W ), we have the following main theorem for the 2-layer neural network.
Theorem 4 (Main theorem for 2-layer NN). Suppose the matrix X = [x⊗21 , . . . , x
⊗2
n ] ∈ Rd
2×n has full column
rank and the smallest singular value is at least σ. Also assume that we have ||xj ||2 ≤ B and |yj | ≤ Y for all
j ≤ n. We choose our width of neural network r ≥ 2d+2 and we choose ρ = (6B4√2(f(0) + 1)) (nd/(σ2ε))1/4,
γ =
(
σ2ε/nd
)1/2
, and ` = max{(3B4 2(f(0)+1)γ + Y B2 + γ), 1}. Then there exists an absolute constant cmax
such that, for any δ > 0,∆ ≥ f(0) + 1, and constant c ≤ cmax, PGD(0, `, ρ, ε, c, δ,∆) on W will output an
parameter W ∗ such that with probability 1 − δ, f(W ∗) ≤ ε when the algorithm terminates in the following
number of iterations:
O
(
B8`(nd)5/2(f(0) + 1)2
σ5ε5/2
log4
(
Bnrd`∆(f(0) + 1)
ε2δσ
))
.
4 Three-Layer Net for Fitting Larger Training Set
In this section, we show how a three-layer neural net can fit a larger training set (Theorem 2). The main
limitation of the two-layer architecture in the previous section is that the activation functions are quadratic.
No matter how many neurons the hidden layer has, the whole network only captures a quadratic function
over the input, and cannot fit an arbitrary training set of size much larger than d2. On the other hand, if
one replaces the quadratic activation with other functions, it is known that even two-layer neural networks
can have bad local minima(Safran and Shamir, 2018).
To address this problem, the three-layer neural net in this section uses the first-layer as a random mapping
of the input. The first layer is going to map inputs xi’s into zi’s of dimension k (where k = Θ(
√
n)). If zi’s
satisfy the requirements of Theorem 4, then we can use the same arguments as the previous section to show
perturbed gradient descent can fit the training data.
We prove our main result in the smoothed analysis setting, which is a popular approach for going beyond
worst-case. Given any worst-case input {x1, x2, ..., xn}, in the smoothed analysis framework, these inputs will
first be slightly perturbed before given to the algorithm. More specifically, let x¯j = xj + x˜j , where x˜j ∈ Rd
is a random Gaussian vector following the distribution of N (0, vI). Here the amount of perturbation is
controlled by the variance v. The final running time for our algorithm will depend inverse polynomially on
v. Note that on the other hand, the network architecture and the number of neurons/parameters in each
layer does not depend on v.
Let {z1, z2, ..., zn} denote the output of the first layer with (zj)i = (rTi x¯j)p(j = 1, 2, ..., n), we first show
that {zj}’s satisfy the requirement of Theorem 4:
Lemma 4. Suppose k ≤ Op(dp) and
(
k+1
2
)
> n, let x¯j = xj + x˜j be the perturbed input in the smoothed
analysis setting, where x˜j ∼ N (0, vI), let {z1, z2, ..., zn} be the output of the first layer on the perturbed input
((zj)i = (r
T
i x¯j)
p). Let Z ∈ Rk2×n be the matrix whose j-th column is equal to z⊗2j , then with probability at
least 1− δ, the smallest singular value of Z is at least Ωp(vpδ4p/n2p+1/2k4p).
This lemma shows that the output of the first layer (zj ’s) satisfies the requirements of Theorem 4. With
this lemma, we can prove the main theorem of this section:
Theorem 5 (Main theorem for 3-layer NN). Suppose the original inputs satisfy ‖xj‖2 ≤ 1, |yj | ≤ 1, inputs
x¯j = xj + x˜j are perturbed by x˜j ∼ N (0, vI), with probability 1 − δ over the random initialization, for
k = 2d√ne, perturbed gradient descent on the second layer weights achieves a loss f(W ∗) ≤  in Op(1) ·
(n/v)O(p)
5/2
log4(n/) iterations.
Using different tools, we can also prove a similar result without the smoothed analysis setting:
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Theorem 6. Suppose the matrix X = [x2p1 , ..., x
2p
n ] ∈ Rd
2p×n has full column rank, and smallest singular
value at least σ. Choose k = Op(d
p), with high probability perturbed gradient descent on the second layer
weights achieves a loss f(W ∗) ≤  in Op(1) · (n)
O(p)
σ55/2
log4(n/) iterations.
When the number of samples n is smaller than d2p/(2p)!, one can choose k = Op(d
p), in this regime the
result of Theorem 6 is close to Theorem 5. However, if n is just larger, say n = d2p, one may need to choose
k = Op(d
p+1), which gives sub-optimal number of neurons and parameters.
5 Experiments
In this section, we validate our theory using experiments. Detailed parameters of the experiments as well as
more result are deferred to Section A in Appendix.
Small Synthetic Example We first run gradient descent on a small synthetic data-set, which fits into
the setting of Theorem 4. Our training set, including the samples and the labels, are generated from a fixed
normalized uniform distribution(random sample from a hypercube and then normalized to have norm 1).
As shown in Figure 2, simple gradient descent can already memorize the training set.
Figure 2: Training loss for random sample experiment
MNIST Experiment We also show how our architectures (both two-layer and three-layer) can be used
to memorize MNIST. For MNIST, we use a squared loss between the network’s prediction and the true
label (which is an integer in {0, 1, ..., 9}). For the two-layer experiment, we use the original MNIST dataset,
with a small Gaussian perturbation added to the data to make sure the condition in Theorem 4 is satisfied.
For the three-layer experiment, we use PCA to project MNIST images to 100 dimensions (so the two-layer
architecture will no longer be able to memorize the training set). See Figure 3 for the results. In this part,
we use ADAM as the optimizer to improve convergence speed, but as we discussed earlier, our main result
is on the optimization landscape and the algorithm is flexible.
MNIST with random label We further test our results on MNIST with random labels to verify that
our result does not use any potential structure in the MNIST datasets. The setting is exactly the same as
before. As shown in Figure 4, the training loss can also converge.
6 Conclusion
In this paper, we showed that even a mildly overparametrized neural network can be trained to memorize
the training set efficiently. The number of neurons and parameters in our results are tight (up to constant
factors) and matches the bounds in Yun et al. (2018). There are several immediate open problems, including
generalizing our result to more standard activation functions and providing generalization guarantees. More
8
(a) Two-layer network with perturbation on in-
put
(b) Three-layer network on top 100 PCA direc-
tions
Figure 3: MNIST with original label
(a) Two-layer network with perturbation on in-
put
(b) Three-layer network on top 100 PCA direc-
tions
Figure 4: MNIST with random label
importantly, we believe that the mildly overparametrized regime is more realistic and interesting compared
to the highly overparametrized regime. We hope this work would serve as a first step towards understanding
the mildly overparametrized regime for deep learning.
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A More Experiments and Detailed Experiment Setup
A.1 Experiments setup
In this section, we introduce the experiment setup in detail.
Small Synthetic Example We generate the dataset in the following way: We first set up a random
matrices X ∈ RN×d(samples), where N is the number of samples, d is the input dimension and Y ∈
RN (labels). Each entry in X or Y follows a uniform distribution with support [−1, 1]. Each entry is
independent from others. Then we normalize the dataset X such that each row in X has norm 1, denote
the normalized dataset as Xˆ = [xˆ1, . . . , xˆN ]
T . Then we compute the smallest singular value for the matrix
[xˆ⊗21 , . . . , xˆ
⊗2
N ]
T , and we feed the normalized dataset Xˆ into the two-layer network(Section 2.2) with r hidden
neurons. We select all the parameters as shown in Theorem 4, and plot the function value for f(·).
In our experiment for the small artificial random dataset, we choose N = 300, d = 100, and r = 300.
MNIST experiments For MNIST, we use a squared loss between the network’s prediction and the true
label (which is an integer in {0, 1, ..., 9}).
For the first two-layer network structure, we first normalize the samples in MNIST dataset to have
norm 1. Then we set up a two-layer network with quadratic activation with r = 3000 hidden neurons
(note that although our theory suggests to choose r = 2d + 2, having a larger r increases the number of
decreasing directions and helps optimization algorithms in practice). For these experiments, we use Adam
optimizer(Kingma and Ba, 2014) with batch size 128, initial learning rate 0.003, and decay the learning rate
by a factor of 0.3 every 15 epochs (we find that the learning rate-decay is crucial for getting high accuracy).
We run the two-layer network in two settings, one for the original MNIST data, and one for the MNIST
data with a small Gaussian noise (0.01 standard deviation per coordinate). The perturbation is added in
order for the conditions in Theorem 4 to hold.
For the three-layer network structure, we first normalize the samples in MNIST dataset with norm 1.
Then we do the PCA to project it into a 100-dimension subspace. We use D = [x1, . . . , xn] to denote this
dataset after PCA. Note that the original 2-layer network may not apply to this setting, since now the
matrix X = [x⊗21 , . . . , x
⊗2
n ] does not have full column rank(60000 > 100
2). We then add a small Gaussian
perturbation to D˜ ∼ N (0, σ21) to the sample matrix D and denote the perturbed matrix D¯ = [x¯1, . . . , x¯n].
We then randomly select a matrix Q ∼ N (0, σ22)k×d and compute the random feature zj = (Qx¯j)2, where
(·)2 denote the element-wise square. Then we feed this sample into the 2-layer neural network with hidden
neuron d. Note that this is equivalent to our three-layer network structure in Section 2.2. In our experiments,
k = 750, r = 3000, σ1 = 0.05, σ2 = 0.15.
MNIST with random labels These experiments have exactly the same set-up as the original MNIST
experiments, except that the labels are replaced by a random number in {0,1,2,...,9}.
A.2 Experiment Results
In this section, we give detailed experiment results with bigger plots. For all the training loss graphs, we
record the training loss for every 5 iterations. Then for the ith recorded loss, we average the recorded loss
from i − 19th to ith and set it as the average loss at (5i)th iteration. Then we take the logarithm on the
loss and generated the training loss graphs.
Small Synthetic Example As we can see in Figure 5 the loss converges to 0 quickly.
MNIST experiments with original labels First we compare Figure 6 and Figure 7. In Figure 6,
we optimize the two-layer architecture with original input/labels. Here the loss decreases to a small value
(∼ 0.1), but the decrease becomes slower afterwards. This is likely because for the matrix X defined in
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Figure 5: Synthetic Example
Figure 6: Two-layer network on original MNIST
Theorem 4, some of the directions have very small singular values, which makes it much harder to correctly
optimize for those directions. In Figure 7, after adding the perturbation the smallest singular value of the
matrix X becomes better, and as we can see the loss decreases geometrically to a very small value (< 1e−5).
A surprising phenomenon is that even though we offer no generalization guarantees, the network trained
as in Figure 6 has an MSE error of 1.21 when tested on test set, which is much better than a random guess
(recall the range of labels is 0 to 9). This is likely due to some implicit regularization effect (Gunasekar
et al., 2017; Li et al., 2018).
For three-layer networks, in Figure 8 we can see even though we are using only the top 100 PCA directions,
the three-layer architecture can still drive the training error to a very low level.
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Figure 7: Two-layer network on MNIST, with noise std 0.01
Figure 8: Three-layer network with top 100 PCA directions of MNIST, 0.05 noise per direction
MNIST with random label When we try to fit random labels, the original MNIST input does not work
well. We believe this is again because there are many small singular values for the matrix X in Theorem 4,
so the data does not have enough effective dimensions fit random labels. The reason that it was still able
to fit the original labels to some extent (as in Figure 6) is likely because the original label is correlated with
some features of the input, so the original label is less likely to fall into the subspace with smaller singular
values. Similar phenomenon was found in Arora et al. (2019b).
Once we add perturbation, for two-layer networks we can fit the random label to very high accuracy, as
in Figure 9. The performance for three-layer network in Figure 10 is also similar to Figure 8.
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Figure 9: Two-layer network on MNIST, with noise std 0.01, random labels
Figure 10: Three-layer network with top 100 PCA directions of MNIST, 0.05 noise per direction, random
labels
B Detailed Description of Perturbed Gradient Descent
In this section we give the pseudo-code of the Perturbed Gradient Descent algorithm as in Jin et al. (2017a),
see Algorithm 1. The algorithm is quite simple: it just runs the standard gradient descent, except if the loss
has not decreased for a long enough time, it adds a perturbation. The perturbation allows the algorithm to
escape saddle points. Note that we only use PGD algorithm to find a second-order stationary point. Many
other algorithms, including stochastic gradient descent and accelerated gradient descent, are also known to
find a second-order stationary point efficiently. All these algorithms can be used for our analysis.
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Algorithm 1 Perturbed Gradient Descent
Input: x0, `, ρ, ε, c, δ,∆f .
1: χ← 3 max
{
log
(
d`∆f
cε2δ
)
, 4
}
, η ← c` , r ←
√
cε
χ2` , gthres ←
√
cε
χ2 , fthres ← c
√
ε3
χ3
√
ρ , tthres ← χ`c2√ρε
2: tnoise ← −tthres − 1
3: for t = 0, 1, . . . do
4: if ||∇f(xt)|| ≤ gthres and t− tnoise > tthres then
5: x˜t ← xt, tnoise ← t
6: xt ← x˜t + ξt, where ξt is drawn uniformly from B0(r).
7: end if
8: if t− tnoise = tthres and f(xt)− f(x˜tnoise) > −fthres then
9: return x˜tnoise
10: end if
11: xt+1 ← xt − η∇f(xt)
12: end for
C Gradient and Hessian of the Cost Function
Before we prove any of our main theorems, we first compute the gradient and Hessian of the functions f(W )
and g(W ). In our training process, we need to compute the gradient of function g(W ), and in the analysis
for the smoothness and Hessian Lipschitz constants, we need both the gradient and Hessian.
Recall that given the samples and their corresponding labels {(xj , yj)}j≤n, we define the cost function
of the neural network with parameters W = [w1, . . . , wr] ∈ Rd×r,
f(W ) =
1
4n
n∑
j=1
(
r∑
i=1
ai(w
T
i xj)
2 − yj
)2
.
Given the above form of the cost function, we can write out the gradient and the hessian with respect to W .
We have the following gradient,
∂f(W )
∂wk
=
1
4n
n∑
j=1
2
(
r∑
i=1
ai(w
T
i xj)
2 − yj
)
· 2ak(wTk xj)xj
=
ak
n
n∑
j=1
(
r∑
i=1
ai(w
T
i xj)
2 − yj
)
xjx
T
j wk.
and ∂
2f(W )
∂wk1∂wk2
=
ak1
n
n∑
j=1
(
r∑
i=1
ai(w
T
i xj)
2 − yj
)
xjx
T
j +
2ak1ak2
n
n∑
j=1
(xTj wk1)(x
T
j wk2)xjx
T
j , if k1 = k2
2ak1ak2
n
n∑
j=1
(xTj wk1)(x
T
j wk2)xjx
T
j , if k1 6= k2
In the above computation, ∂f(W )∂wk is a column vector and
∂2f(W )
∂wk1∂wk2
is a square matrix whose different rows
means the derivative to elements in wk2 and different columns represent the derivative to elements in wk1 .
Then, given the above formula, we can write out the quadratic form of the hessian with respect to the
parameters Z = [z1, z2, . . . , zr] ∈ Rd×r,
∇2f(W )(Z,Z)
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=r∑
k=1
zTk
ak
n
n∑
j=1
(
r∑
i=1
ai(w
T
i xj)
2 − yj
)
xjx
T
j
 zk
+
∑
1≤k1,k2≤r
wTk2
2ak1ak2
n
n∑
j=1
(xTj wk1)(x
T
j wk2)xjx
T
j
wk1
=
r∑
k=1
zTk
ak
n
n∑
j=1
(
r∑
i=1
ai(w
T
i xj)
2 − yj
)
xjx
T
j
 zk + 2
n
n∑
j=1
(
r∑
i=1
aiw
T
i xjx
T
j zi
)2
.
In order to train this neural network in polynomial time, we need to add a small regularizer to the original
ocst function f(W ). Let
g(W ) = f(W ) +
γ
2
||W ||2F ,
where γ is a constant. Then we can directly get the gradient and the hessian of g(W ) from those of f(W ).
We have
∇wkg(W ) =
ak
n
n∑
j=1
(
r∑
i=1
ai(w
T
i xj)
2 − yj
)
xjx
T
j wk + γwk
∇2W g(W )(Z,Z) =
r∑
k=1
zTk
ak
n
n∑
j=1
(
r∑
i=1
ai(w
T
i xj)
2 − yj
)
xjx
T
j
 zk
+
2
n
n∑
j=1
(
r∑
i=1
aiw
T
i xjx
T
j zi
)2
+ γ||Z||2F .
For simplicity, we can use xTj WAW
Txj − yj to denote (
∑r
i=1 ai(w
T
i xj)
2 − yj , where A is a diagonal matrix
with Aii = ai. Then we have
∇W g(W ) = 1
n
n∑
j=1
(
xTj WAW
Txj − yj
)
xjx
T
j WA+ γW
∇2W g(W )(Z,Z) =
r∑
k=1
zTk
ak
n
n∑
j=1
(
xTj WAW
Txj − yj
)
xjx
T
j
 zk
+
2
n
n∑
j=1
(
r∑
i=1
aiw
T
i xjx
T
j zi
)2
+ γ||Z||2F .
D Omitted Proofs for Section 3
In this section, we will give a formal proof of Theorem 4. We will follow the proof sketch in Section 3. First
in Section D.1 we prove Lemma 1 which gives the optimization landscape for the two-layer neural network
with large enough width;then in Section D.2 we will show that the training process on the function with
regularization will end in polynomial time.
D.1 Optimization landscape of two-layer neural net
In this part we will prove the optimization landscape(Lemma 1) of 2-layer neural network. First we recall
Lemma 1.
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Lemma 1 (Optimization Landscape). Given training data {(x1, y1), (x2, y2), ..., (xn, yn)}, Suppose the ma-
trix X = [x⊗21 , . . . , x
⊗2
n ] ∈ Rd
2×n has full column rank and the smallest singular value is at least σ. Also
suppose that the number of hidden neurons satisfies r ≥ 2d + 2. Then if λmin∇2f(W ) ≥ −ε, the function
value is bounded by f(W ) ≤ ndε24σ2 .
For simplicity, we will use δj(W ) =
∑r
i=1 ai(w
T
i xj)
2 − yj to denote the error of the output of the neural
network and the label yj . Consider the matrix M =
1
n
∑n
j=1 δjxjx
T
j . To show that every ε-second-order
stationary point W of f will have small function value f(W ), we need the following 2 lemmas.
Generally speaking, the first lemma shows that, when the network is large enough, any point with almost
Semi-definite Hessian will lead to a small spectral norm of matrix M .
Lemma 2. When the number of the hidden neurons r ≥ 2d+ 2, we have
λmin∇2f(W ) = −max
i
|λi(M)|,
where λmin∇2f(W ) denotes the smallest eigenvalue of the matrix ∇2f(W ) and λi(M) denotes the i-th
eigenvalue of the matrix M .
Proof. First note that the equation
λmin∇2f(W ) = −max
i
|λi(M)|
is equivalent to
min
||Z||F=1
∇2f(W )(Z,Z) = − max
||z||2=1
|zTMz|,
and we will give a proof of the equivalent form.
First, we show that
min
||Z||F=1
∇2f(W )(Z,Z) ≥ − max
||z||2=1
|zTMz|.
Intuitively, this is because ∇2f(W ) is the sum of two terms, one of them is always positive semidefinite, and
the other term is equivalent to a weighted combination of the matrix M applied to different columns of Z.
∇2f(W )(Z,Z)
=
r∑
k=1
zTk
ak
n
n∑
j=1
(
r∑
i=1
ai(w
T
i xj)
2 − yj
)
xjx
T
j
 zk + 2
n
n∑
j=1
(
r∑
i=1
aiw
T
i xjx
T
j zi
)2
=
r∑
k=1
akz
T
kMzk +
2
n
n∑
j=1
(
r∑
i=1
aiw
T
i xjx
T
j zi
)2
≥
r∑
k=1
akz
T
kMzk
≥−
r∑
k=1
max
i
|λi(M)| · ||zk||22
=−max
i
|λi(M)| · ||Z||2F .
Then we have
min
||Z||F=1
∇2f(W )(Z,Z) ≥ min
||Z||F=1
(−max
i
|λi(M)| · ||Z||2F ) = −max
i
|λiM | = − max||z||2=1 |z
TMz|.
For the other side, we show that
min
||Z||F=1
∇2f(W )(Z,Z) ≤ − max
||z||2=1
|zTMz|
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by showing that there exists Z, ||Z||F = 1 such that ∇2f(W )(Z,Z) = −max||z||2=1 |zTMz|.
First, let z0 = arg max||z||2=1 |zTMz|. Recall that for simplicity, we assume that r is an even number
and ai = 1 for all i ≤ r2 and ai = −1 for all i ≥ r+22 . If zT0 Mz0 < 0, there exists u ∈ Rr such that
1. ||u||2 = 1,
2. ui = 0 for all i ≥ r+22 ,
3.
∑r
i=1 aiuiwi = 0,
since for constraints 2 and 3, they form a homogeneous linear system, and constraint 2 has r2 equations and
constraint 3 has d equations. The total number of the variables is r and we have r > r2 + d since we assume
that r ≥ 2d+ 2. Then there must exists r 6= 0 that satisfies constraints 2 and 3. Then we normalize that u
to have norm ||u||2 = 1.
Then, let Z = z0u
T , we have ||Z||2F = ||z0||22 · ||u||22 = 1 and
∇2f(W )(Z,Z) =
r∑
k=1
akz
T
kMzk +
2
n
n∑
j=1
(
r∑
i=1
aiw
T
i xjx
T
j zi
)2
=
r∑
k=1
aku
2
kz
T
0 Mz0 +
2
n
n∑
j=1
(
r∑
i=1
aiuiw
T
i xjx
T
j z0
)2
=zT0 Mz0 +
2
n
n∑
j=1
(
r∑
i=1
0Txjx
T
j z0
)2
=− max
||z||2=1
|zTMz|,
where the third equality comes from the fact that ||u||22 =
∑r
i=1 u
2
i = 1, ui = 0 for all i >
r
2 , and∑r
i=1 aiuiwi = 0. The proof for the case when z
T
0 Mz0 > 0 is symmetric, except we use the second half of
the coordinates (where ai = −1).
The next step needs to connect the matrix M and the loss function. In particular, we will show that if
the spectral norm of M is small, the loss is also small.
Lemma 3. Suppose the matrix X = [x⊗21 , . . . , x
⊗2
n ] ∈ Rd
2×n has full column rank and the smallest singular
value is at least σ. Then if the spectral norm of the matrix M = 1n
∑n
j=1 δjxjx
T
j is upper bounded by λ, the
function value is bounded by
f(W ) ≤ ndλ
2
4σ2
.
Proof. We know that the function value f(W ) = 1n
∑n
j=1 δ
2
j =
1
n ||δ||22, where δ ∈ Rn is the vector whose j-th
element is δj . Because X = [x
⊗2
1 , . . . , x
⊗2
n ] ∈ Rd
2×n has full column rank and the smallest singular value is
at least σ, we know that for any v ∈ Rn,
||Xv||2 ≥ σmin(X) · ||v||2 ≥ σ||v||2.
Since M = 1n
∑n
j=1 δjxjx
T
j is a symmetric matrix, M has d real eigenvalues, and we use λ1, . . . , λd to denote
these eigenvalues. Because we assume that the spectral norm of the matrix M = 1n
∑n
j=1 δjxjx
T
j is upper
bounded by λ, which means that |λi| ≤ λ for all 1 ≤ i ≤ d, and we have
||M ||2F =
d∑
i=1
λ2i ≤
d∑
i=1
λ2 = dλ2.
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Then we can conclude that
||M ||2F = ||
1
n
n∑
j=1
δjxjx
T
j ||2F =
1
n2
||Xδ||22 ≥
1
n2
σ2||δ||22,
where the second equation comes from the fact that reordering a matrix to a vector preserves the Frobenius
norm.
Then combining the previous argument, we have
f(W ) =
1
4n
||δ||22 ≤
n
4σ2
||M ||2F ≤
ndλ2
4σ2
.
Lemma 1 follows immediately from Lemma 2 and Lemma 3.
D.2 Training guarantee of the two-layer neural net
Recall that in order to derive the time complexity for the training procedure, we add a regularizer to the
function f . More concretely,
g(W ) = f(W ) +
γ
2
||W ||2F ,
where γ is a constant that we choose in Theorem 4.
To analyze the running time of the PGD algorithm, we first bound the smoothness and Hessian Lipschitz
parameters when the Frobenius norm of W is bounded.
Lemma 5. In the set {W : ||W ||2F ≤ Γ}, if we have ||xj ||2 ≤ B and |yj | ≤ Y for all j ≤ n, then
1. ∇g(W ) is (3B4Γ + Y B2 + γ)-smooth.
2. ∇2g(W ) has 6B4Γ 12 -Lipschitz Hessian.
Proof. We first figure out the smoothness constant. We have
||∇g(U)−∇g(V )||F
=|| 1
n
n∑
j=1
(
xTj UAU
Txj − yj
)
xjx
T
j UA+ γU −
1
n
n∑
j=1
(
xTj V AV
Txj − yj
)
xjx
T
j V A− γV ||F
≤|| 1
n
n∑
j=1
(
xTj UAU
Txj − yj
)
xjx
T
j UA−
1
n
n∑
j=1
(
xTj V AV
Txj − yj
)
xjx
T
j V A||F + γ||U − V ||F .
Then we bound the first term, we have
|| 1
n
n∑
j=1
(
xTj UAU
Txj − yj
)
xjx
T
j UA−
1
n
n∑
j=1
(
xTj V AV
Txj − yj
)
xjx
T
j V A||F
=|| 1
n
n∑
j=1
(
xTj UAU
Txj − yj
)
xjx
T
j UA−
1
n
n∑
j=1
(
xTj UAU
Txj − yj
)
xjx
T
j V A
+
1
n
n∑
j=1
(
xTj UAU
Txj − yj
)
xjx
T
j V A−
1
n
n∑
j=1
(
xTj UAV
Txj − yj
)
xjx
T
j V A
+
1
n
n∑
j=1
(
xTj UAV
Txj − yj
)
xjx
T
j V A−
1
n
n∑
j=1
(
xTj V AV
Txj − yj
)
xjx
T
j V A||F
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≤|| 1
n
n∑
j=1
(
xTj UAU
Txj − yj
)
xjx
T
j UA−
1
n
n∑
j=1
(
xTj UAU
Txj − yj
)
xjx
T
j V A||F
+ || 1
n
n∑
j=1
(
xTj UAU
Txj − yj
)
xjx
T
j V A−
1
n
n∑
j=1
(
xTj UAV
Txj − yj
)
xjx
T
j V A||F
+ || 1
n
n∑
j=1
(
xTj UAV
Txj − yj
)
xjx
T
j V A−
1
n
n∑
j=1
(
xTj V AV
Txj − yj
)
xjx
T
j V A||F .
The first term can be bounded by
|| 1
n
n∑
j=1
(
xTj UAU
Txj − yj
)
xjx
T
j UA−
1
n
n∑
j=1
(
xTj UAU
Txj − yj
)
xjx
T
j V A||F
≤|| 1
n
n∑
j=1
(
xTj UAU
Txj
)
xjx
T
j UA−
1
n
n∑
j=1
(
xTj UAU
Txj
)
xjx
T
j V A||F
+ || 1
n
n∑
j=1
yjxjx
T
j UA− yjxjxTj V A||F
≤|| 1
n
n∑
j=1
(
xTj UAU
Txj
)
xjx
T
j ||F ||(U − V )A||F + Y B2||(U − V )A||F
≤B4Γ||U − V ||F + Y B2||U − V ||F .
Similarly, we can show that
|| 1
n
n∑
j=1
(
xTj UAU
Txj − yj
)
xjx
T
j V A−
1
n
n∑
j=1
(
xTj UAV
Txj − yj
)
xjx
T
j V A||F ≤ B4Γ||U − V ||F ,
and
|| 1
n
n∑
j=1
(
xTj UAV
Txj − yj
)
xjx
T
j V A−
1
n
n∑
j=1
(
xTj V AV
Txj − yj
)
xjx
T
j V A||F ≤ B4Γ||U − V ||F .
Then, we have
||∇g(U)−∇g(V )||F ≤ (3B4Γ + Y B2 + γ)||U − V ||F .
Then we bound the Hessian Lipschitz constant. We have
|∇2g(U)(Z,Z)−∇2g(V )(Z,Z)|
=|
r∑
k=1
zTk
ak
n
n∑
j=1
(
xTj UAU
Txj − yj
)
xjx
T
j
 zk + 2
n
n∑
j=1
(
r∑
i=1
aiu
T
i xjx
T
j zi
)2
+ γ||Z||2F
−
r∑
k=1
zTk
ak
n
n∑
j=1
(
xTj V AV
Txj − yj
)
xjx
T
j
 zk − 2
n
n∑
j=1
(
r∑
i=1
aiv
T
i xjx
T
j zi
)2
− γ||Z||2F |
≤
r∑
k=1
|zTk
ak
n
n∑
j=1
(
xTj (UAU
T − V AV T )xj
)
xjx
T
j
 zk|
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+
2
n
n∑
j=1
|
(
r∑
i=1
aiu
T
i xjx
T
j zi
)2
−
(
r∑
i=1
aiv
T
i xjx
T
j zi
)2
|.
First we have
|zTk
ak
n
n∑
j=1
(
xTj (UAU
T − V AV T )xj
)
xjx
T
j
 zk|
≤ 1
n
n∑
j=1
|| (xTj (UAUT − V AV T )xj)xjxTj ||F ||zk||22
≤ 1
n
n∑
j=1
|| (xTj (UAUT − UAV T + UAV T − V AV T )xj)xjxTj ||F ||zk||22
≤2B4Γ 12 ||U − V ||F ||zk||22,
So we can bound the first term by
r∑
k=1
|zTk
ak
n
n∑
j=1
(
xTj (UAU
T − V AV T )xj
)
xjx
T
j
 zk|
≤
r∑
k=1
2B4Γ
1
2 ||U − V ||F ||zk||22 = 2B4Γ
1
2 ||U − V ||F ||Z||2F .
Then for the second term, note that
r∑
i=1
aiu
T
i xjx
T
j zi = 〈UA, xjxTj Z〉,
and we have
2
n
n∑
j=1
|
(
r∑
i=1
aiu
T
i xjx
T
j zi
)2
−
(
r∑
i=1
aiv
T
i xjx
T
j zi
)2
|
=
2
n
n∑
j=1
|〈UA, xjxTj Z〉2 − 〈V A, xjxTj Z〉2|
=
2
n
n∑
j=1
|〈(U − V )A, xjxTj Z〉〈(U + V )A, xjxTj Z〉|
≤ 2
n
n∑
j=1
||(U − V )A||F ||xjxTj Z||F ||(U + V )A||F ||xjxTj Z||F
≤4B4Γ 12 ||U − V ||F ||Z||2F ,
where the first inequality comes from the Cauchy-Schwatz inequality. Combining with the previous compu-
tation, we have
|∇2g(U)(Z,Z)−∇2g(V )(Z,Z)| ≤ 6B4Γ 12 ||U − V ||F ||Z||2F .
We also have the theorem showing the convergence result of Perturbed Gradient Descent(Algorithm 1).
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Theorem 3 (Convergence of PGD (Jin et al. (2017a))). Assume that f(·) is `-smooth and ρ-Hessian Lip-
schitz. Then there exists an absolute constant cmax such that, for any δ > 0, ε ≤ `2ρ ,∆f ≥ f(x0) − f∗, and
constant c ≤ cmax, PGD(x0, `, ρ, ε, c, δ,∆f ) will output an ε-second-order stationary point with probability
1− δ, and terminate in the following number of iterations:
O
(
`(f(x0)− f∗)
ε2
log4
(
d`∆f
ε2δ
))
.
Then based on the convergence result in Jin et al. (2017a) and the previous lemmas, we have the following
main theorem for 2-layer neural network with quadratic activation.
Theorem 4 (Main theorem for 2-layer NN). Suppose the matrix X = [x⊗21 , . . . , x
⊗2
n ] ∈ Rd
2×n has full column
rank and the smallest singular value is at least σ. Also assume that we have ||xj ||2 ≤ B and |yj | ≤ Y for all
j ≤ n. We choose our width of neural network r ≥ 2d+2 and we choose ρ = (6B4√2(f(0) + 1)) (nd/(σ2ε))1/4,
γ =
(
σ2ε/nd
)1/2
, and ` = max{(3B4 2(f(0)+1)γ + Y B2 + γ), 1}. Then there exists an absolute constant cmax
such that, for any δ > 0,∆ ≥ f(0) + 1, and constant c ≤ cmax, PGD(0, `, ρ, ε, c, δ,∆) on W will output an
parameter W ∗ such that with probability 1 − δ, f(W ∗) ≤ ε when the algorithm terminates in the following
number of iterations:
O
(
B8`(nd)5/2(f(0) + 1)2
σ5ε5/2
log4
(
Bnrd`∆(f(0) + 1)
ε2δσ
))
.
Proof of Theorem 4. We first show that during the training process, if the constant c ≤ 1, the objective
function value satisfies
g(Wt) ≤ g(Wins) + 3cε
2
2χ4
,
where we choose the smoothness constant ` ≥ 1 to be the smoothness for the region g(W ) ≤ g(Wins) + 3cε22χ4 .
In the PGD algorithm (Algorithm 1), we say a point is in a perturbation phase, if t− tnoise < tthres. A
point xt is the beginning of a perturbation phase if it reaches line 5 of Algorithm 1 and a perturbation is
added to it.
We use induction to show that the following properties hold.
1. If time t is not in the perturbation phase, then g(Wt) ≤ g(Wins).
2. If time t is in a perturbation phase, then g(Wt) ≤ g(Wins) + 3cε22χ4` . Moreover, if t is the beginning of a
perturbation phase, then g(W˜t) ≤ g(Wins).
First we show that at time t = 0, the property holds. If t = 0 is not the beginning of a perturbation phase,
then the inequality holds trivially by initialization. If t = 0 is the beginning of a perturbation phase, then
we know that g(W˜0) = g(Wins) from the definition of the algorithm, then
g(W0) =g(W˜0 + ξ0) (1)
≤g(W˜0) + ||ξ0||F ||∇g(W˜0)||F + `
2
||∇g(W˜0)||2F
≤g(W˜0) + r · gthres + `
2
r2
≤g(W˜0) +
√
cε
χ2`
·
√
cε
χ2
+
`
2
√
cε
χ2`
·
√
cε
χ2`
=g(Wins) +
3cε2
2χ4`
.
Now we do the induction: assuming the two properties hold for time t, we will show that they also hold
at time t+ 1. We break the proof into 3 cases:
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Case 1: t+ 1 is not in a perturbation phase. In this case, the algorithm does not add a perturbation on
Wt+1, and we have
g(Wt+1) =g(Wt − η∇g(Wt)) (2)
≤g(Wt)− 〈η∇g(Wt),∇g(Wt)〉+ `
2
||η∇g(Wt)||2F
≤g(Wt)− η
2
||∇g(Wt)||2F ||
≤g(Wt).
If t is not in a perturbation phase, then from the induction hypothesis, we have
g(Wt+1) ≤ g(Wt) ≤ g(Wins),
otherwise if t is in a perturbation phase, since t+ 1 is not in a perturbation phase, t must be at the end of
the phase. By design of the algorithm we have:
g(Wt+1) ≤ g(Wt) ≤ g(W˜tnoise)− fthres ≤ g(Wins).
Case 2: t+1 is in a perturbation phase, but not at the beginning. Using the same reasoning as equation 2,
we know
g(Wt+1) ≤ g(Wt) ≤ g(Wins).
Case 3: t+ 1 is at the beginning of a perturbation phase. First we know that
g(Wt) ≤ g(Wins),
since t is either not in a perturbation phase of at the end of a perturbation phase, then we have g(W˜t+1) ≤
g(Wins). Same as the computation in equation 1, we have
g(Wt+1) ≤ g(Wins) + 3cε
2
2χ4`
.
This finishes the induction.
Since we choose ` ≥ 1, we can choose the other parameters such that g(Wt+1) ≤ g(Wins) + 3cε22χ4 ≤
g(Wins) + 1. Then since
g(W ) = f(W ) +
γ
2
||W ||2F ,
we know that during the training process, we have ||W ||2F ≤ 2(g(Wins)+1)γ . Since we train from Wins = 0, we
have ||W ||2F ≤ 2(f(0)+1)γ . From Lemma 5, we know that
1. ∇g(W ) is (3B4 2(f(0)+1)γ + Y B2 + γ)-smooth.
2. ∇2g(W ) has 6B4
√
2(f(0)+1)
γ -Lipschitz Hessian.
As we choose γ = (6B4
√
2(f(0) + 1))2/5 · ε2/5, we know that ρ = (6B4√2(f(0) + 1))4/5 · ε−1/5 is an upper
bound on the Lipschitz Hessian constant.
When PGD stops, we know that
λmin(∇2g(W )) ≥ −√ρε = −(6B4
√
2(f(0) + 1))2/5 · ε2/5,
and we have
λmin(∇2f(W )) ≥ λmin(∇2g(W ))− γ ≥ −2(6B4
√
2(f(0) + 1))2/5 · ε2/5.
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From Lemma 2, we know that the spectral norm of matrix M is bounded by 2(6B4
√
2(f(0) + 1))2/5 · ε2/5,
and from Lemma 3, we know that
f(W ) ≤ nd · 4(6B
4
√
2(f(0) + 1))4/5 · ε4/5
4σ2
=
nd · (6B4√2(f(0) + 1))4/5 · ε4/5
σ2
.
The running time follows directly from the convergence theorem of Perturbed Gradient Descent(Theorem
3) and the previous argument that the training trajectory will not escape from the set {W : ||W ||2F ≤
2(g(Wins)+1)
γ }.
Then, in order to get the error to be smaller than ε, we choose
ε′ =
(
σ2ε
nd
)5/4
1
6B4
√
2(f(0) + 1)
,
and the total running time should be
O
(
B8`(nd)5/2(f(0) + 1)2
σ5ε5/2
log4
(
Bnrd`∆(f(0) + 1)
ε2δσ
))
.
Besides, our parameter ρ and γ is chosen to be
ρ = (6B4
√
2(f(0) + 1))4/5 · ε′−1/5 = (6B4
√
2(f(0) + 1))
(
nd
σ2ε
) 1
4
,
and
γ = (6B4
√
2(f(0) + 1))2/5 · ε′2/5 =
(
σ2ε
nd
) 1
2
.
E Omitted Proofs in Section 4
In this section, we give the proof of the main results of our three-layer neural network(Theorem 5 and 6).
Our proof mostly uses leave-one-out distance to bound the smallest singular value of the relevant matrices,
which is a common approach in random matrix theory (e.g., in ). However, the matrices we are interested
in involves high order tensor powers that have many correlated entries, so we need to rely on tools such as
anti-concentration for polynomials in order to bound the leave-one-out distance.
First in Section E.1, we introduce some more notations and definitions, and present some well-known
results that will help us present the proofs. In Section E.2, we proof Theorem 5 which focus on the smoothed
analysis setting. Finally in Section E.3 we prove Theorem 6 where we can give a deterministic condition for
the input.
E.1 Preliminaries
Representations of symmetric tensors Throughout this section, we use T pd to denote the space of p-th
order tensors on d dimensions. That is, T pd = (Rd)⊗p. A tensor T ∈ T pd is symmetric if T (i1, i2, ..., ip) =
T (ipi(1), ipi(2), ..., ipi(p) for every permutation pi from [p]→ [p]. We use Xpd to denote the space of all symmetric
tensors in T pd . The dimension of X
p
d is D
p
d =
(
p+d−1
p
)
.
Let X¯pd =
{
x ∈ Xpd
∣∣∣‖x‖2 = 1} be the set of unit tensors in Xpd (as a sub-metric space of T pd ). For Rd,
let {ei|i = 1, 2 · · · d} be its standard orthonormal basis. For simplicity of notation we use Sp to denote the
group of bijections (permutations) [p]→ [p], and Ipd to denote the set of integer indices Ipd = {(i1, i2 · · · id) ∈
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Nd|
d∑
j=1
ij = p}. We can make Xpd isomorphic (as a vector space over R) to Euclidean space RI
p
d (|Ipd | = Dpd) by
choosing a basis {s(i1,i2···id)∈Ipd = 1d∏
j=1
ij !
∑
σ∈Sp
ejσ(1)⊗ejσ(2)⊗· · ·⊗ejσ(p) |(j1◦j2◦· · ·◦jp) = (1(i1)◦2(i2)◦· · ·◦d(id))}
where (1(i1) ◦ 2(i2) ◦ · · · ◦ d(id)) means a length p string with i1 1’s, i2 2’s and so on, and let the isomorphism
be φpd. We call the image of a symmetric tensor through φ
p
d its reduced vectorized form, and we can define a
new norm on Xpd with ‖x‖rv = ‖φpd(x)‖2.
Given the definition of reduced vectorized form and the norm ‖ · ‖rv, we have the following lemma that
bridges between the norm ‖ · ‖rv and the original 2-norm.
Lemma 6. For any x ∈ Xpn,
‖x‖rv ≥ 1√
p!
‖x‖2.
Proof. We can expand x as x =
∑
i∈Ipn
xisi. Then ‖x‖rv =
√∑
i∈Ipn
x2i and ‖x‖2 =
√∑
i∈Ipn
x2i ‖si‖22 as {si} are
orthogonal. Notice that for i = (i1, i2 · · · in), ‖si‖22 = p!n∏
j=1
ij !
≤ p!, and therefore
‖x‖2 ≤
√∑
i∈Ipn
x2i p! =
√
p!‖x‖rv.
ε-net Part of our proof uses ε-nets to do a covering argument. Here we give its definition.
Definition 3 (ε-Net). Given a metric space (X, d). A finite set N ⊆ P is called an ε-net for P ⊂ X if for
every x ∈ P, there exists pi(x) ∈ N such that d(x, pi(x)) ≤ ε. The smallest cardinality of an ε-net for P is
called the covering number: N (P, ε) = inf{|N | : N is an ε-net of P}.
Then we introduce give an upper bound on the size of ε-net of a set K ⊆ Rd. First, we need the definition
of Minkowski sum
Definition 4 (Minkowski sum). Let A,B ⊆ Rd be 2 subsets of Rd, then the Minkowski sum is defined as
A+B := {a+ b : a ∈ A, b ∈ B}.
Then the covering number can be bounded by a volume argument. This is well-known, and the proof
can be found in Vershynin (2018)(Proposition 4.2.12 in Vershynin (2018)).
Proposition 1 (Covering number). Given a set K ⊆ Rd and the corresponding metric d(x, y) := ‖x− y‖2.
Suppose that ε > 0, and then we have
N (K, ε) ≤ |K + B
d
2(ε/2)|
|Bd2(ε/2)|
,
where | · | denote the volume of the set.
Then with the help of the previous proposition, we can now bound the covering number of symmetric
tensors with unit length.
Lemma 7 (Covering number of X¯pd ). There exists an ε-net of X¯
p
d with size O
((
1 + 2
√
p!
ε
)Dpd)
, i.e.
N (X¯pd , ε) ≤ O
((
1 +
2
√
p!
ε
)Dpd)
.
26
Proof. Recall that φpd(·) : Rd
p → RDpd is an bijection between the symmetric tensors in Rdp and a vector in
RD
p
d . We first show that an ε√
p!
-net for the image φpd(X¯
p
d ) implies an ε-net for the unit symmetric tensor
X¯pd .
Suppose that the ε√
p!
-net for the image φpd(X¯
p
d ) is denoted as N ⊂ φpd(X¯pd ), and for any x ∈ φpd(X¯pd ),
there exists pi(x) ∈ N such that ||pi(x)− x||2 ≤ ε√p! . Then we know that (φ
p
d)
−1
(N) is an ε-net for the unit
symmetric tensors X¯pd , because for any x
′ ∈ X¯pd , we have
‖x′ − (φpd)−1 (pi(φpd(x′)))‖2 ≤
√
p!‖φpd(x′)− pi(φpd(x′))‖2
≤
√
p! · ε√
p!
=ε,
where the first inequality comes from Lemma 6.
Next, we bound the covering number for the set φpd(X¯
p
d ). First note that the set satisfies φ
p
d(X¯
p
d ) ⊂ RD
p
d ,
and from Proposition 1, we have
N
(
φpd(X¯
p
d ),
ε√
p!
)
≤
∣∣∣∣φpd(X¯pd ) + BDpd2 ( ε2√p! )∣∣∣∣∣∣∣∣BDpd2 ( ε2√p! )∣∣∣∣
≤
∣∣∣∣BDpd2 (1) + BDpd2 ( ε2√p! )∣∣∣∣∣∣∣∣BDpd2 ( ε2√p! )∣∣∣∣
=
(
1 +
2
√
p!
ε
)Dpd
,
where the first inequality comes from Proposition 1 and the second inequality comes from the fact that
||φpd(x)||2 ≤ ||x||2.
Leave-one-out Distance Another main ingredient in our proof is Leave-one-out distance. This is a notion
that is closely related to the smallest singular value, but usually much easier to compute and bound. It has
been widely used in random matrix theory, for example in Rudelson and Vershynin (2009).
Definition 5 (Leave-one-out distance). For a set of vectors V = {v1, v2 · · · vn}, their leave-one-out distance
is defined as
l(V ) = min
1≤i≤n
inf
a1,a2···an∈R
‖vi −
∑
j 6=i
ajvj‖2.
For a matrix M , its leave-one-out distance l(M) is the leave-one-out distance of its columns.
The leave-one-out distance is connected with the smallest singular value by the following lemma:
Lemma 8 (Leave-one-out distance and smallest singular value). For a matrix M ∈ Rm×n with m ≥ n,
let l(M) denote the leave-one-out distance for the columns of M , and σmin(M) denote the smallest singular
value of M , then
l(M)√
n
≤ σmin(M) ≤ l(M).
We give the proof for completeness.
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Proof. For any x ∈ Rn\{0}, let r(x) = argmax
i∈[n]
|xi|, then |xr(x)| > 0 for x 6= 0.
Because l(M) = min
i∈[n]
inf
x∈Rn,xi=1
‖Mx‖2, we have
σmin(M) = inf
x∈Rn\0
‖Mx‖2
‖x‖2
= min
i∈[n]
inf
x∈Rn\0,r(x)=i
‖M xxi ‖2
‖ xxi ‖2
= min
i∈[n]
inf
x′∈Rn\0,x′i=1
‖Mx′‖2
‖x′‖2 .
Because of the equations ‖x′‖2 ≥ |x′i| = 1 and ‖x′‖2 =
√ ∑
j∈[n]
x2j ≤
√
n|x′i| =
√
n, we have l(M)√
n
≤ σmin(M) ≤
l(M).
Anti-concentration To make use of the random Gaussian noise added in the smoothed analysis setting,
we rely on the following anti-concentration result by Carbery and Wright (2001):
Proposition 2 (Anti-concentration (Carbery and Wright (2001))). For a multivariate polynomial f(x) =
f(x1, x2 · · ·xn) of degree p, let x ∼ N (0, 1)n follows the standard normal distribution, and Var[f ] ≥ 1, then
for any t ∈ R and ε > 0,
Pr
x
[|f(x)− t| ≤ ε] ≤ O(p)ε1/p (3)
Gaussian moments To apply the anti-concentration result, we need to give lower bound of the variance
of a polynomial when the variables follow standard Gaussian distribution N (0, 1). Next, we will show some
definitions, propositions, and lemmas that will help us to give lower bound for variance of polynomials.
Proposition 3 (Gaussian moments). if x ∼ N (0, 1) is a Gaussian variable, then for p ∈ N , Ex[x2p] =
(2p)!
2p(p!) ≤ 2pp!; Ex[x2p+1] = 0.
Definition 6 (Hermite polynomials). In this paper, we use the normalized Hermite polynomials, which are
univariate polynomials which form an orthogonal polynomial basis under the normal distribution. Specifically,
they are defined by the following equality
Hn(x) =
(−1)ne x22√
n!
(
dne−
x2
2
dxn
)
The Hermite polynomials in the above definition forms a set of orthonormal basis of polynomials in
the standard Normal distribution. For a polynomial f : Rn → R, let f(x) = ∑
i∈I≤pn
fMi
n∏
j=1
x
ij
j and f(x) =∑
i∈I≤pn
fHi
n∏
j=1
Hij (xj) be its expansions in the basis of monomials and Hermite polynomials respectively (Hk
is the Hermite polynomial of order k). Let the index set I≤pn =
p⋃
j=0
Ijn. We have the following propositions.
The propositions are well-known and easy to prove. We include the proofs here for completeness.
Proposition 4. for i ∈ Ipn, fMi =
(
n∏
j=1
1√
ij !
)
fHi
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Proof. Consider i = (i1, i2 · · · in) ∈ Ipn, in the monomial expansion, the coefficient for the monomial Mi =
n∏
j=1
x
ij
j is f
M
i . In the Hermite expansion, since Hn(x) is an order-n polynomial, if the term
n∏
j=1
Hi′j (xj)
contain the monomial Mi, there must be i
′
j ≥ ij , and therefore for i ∈ Ipn the only term in the Hermite
expansion that contains Mi is f
H
i
n∏
j=1
Hij (xj) (with Mi as its highest order monomial). The coefficient for
x
ij
j in Hij (xj) is
1√
ij !
, and therefore fMi =
(
n∏
j=1
1√
ij !
)
fHi
Proposition 5. For x ∼ N (0, 1)n, Ex[f ] = fH0n , Ex[f2] =
∑
i∈I≤pn
(fHi )
2 (0n refers to the index (0, 0, 0 · · · 0) ∈
I0n).
Proof. Firstly, let w(x) = 1√
2pi
e−x
2/2 be the PDF of N (0, 1), then
∞∫
−∞
Hn(x)w(x)dx =
(−1)n√
2pin!
∞∫
−∞
[
dne−x
2/2
dxn
]
dx
=
{
0 n ≥ 1
1 n = 0
,
as a result of d
ne−x
2/2
dxn → 0 when x→ ±∞ for n ≥ 0. Besides,
∞∫
−∞
Hn(x)Hm(x)w(x)dx = δnm
for its well-known orthogonality in Guassian distribution (with δnm = I[n = m] as the Kronecker function).
Therefore,
Ex[f ] =
∑
i∈I≤pn
fHi
∏
j∈[n]
∞∫
−∞
Hij (xj)w(xj)dxj
=
∑
i∈I≤pn
fHi
∏
j∈[n]
I[ij = 0]
= fH0n ,
Ex[f
2] =
∑
i,i′∈I≤pn
fHi f
H
i′
∏
j∈[n]
∞∫
−∞
Hij (xj)Hi′j (xj)w(xj)dxj
=
∑
i,i′∈I≤pn
fHi f
H
i′
∏
j∈[n]
I[ij = i′j ]
=
∑
i∈I≤pn
(fHi )
2.
Then, we have the following lemma that lower bounds the variance of a polynomial with some structure.
Given the following lemma, we can apply the anti-concentration results in the proof of Theorem 5 and 6.
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Lemma 9 (Variance). Let f(x) = f(x1, x2 · · ·xd) be a homogeneous multivariate polynomial of degree p,
then there is a symmetric tensor M ∈ Xpd that f(x) = 〈M,x⊗p〉. For all x0 ∈ Rd, when x ∼ N (0, 1)d,
Varx[f(x0 + x)] ≥ ‖M‖2rv
Proof. We can view f(x0 + x) as a polynomial with respect to x and let f
M
i and f
H
i be the coefficients of
its expansion in the monomial basis and Hermite polynomial basis respectively (with variable x). It’s clear
to see that (fMi |i ∈ Ipn) is the reduced vectorized form of M . From the Proposition 4 and 5, we have
Var[f(x0 + x)] =E[f(x0 + x)2]− E[f(x0 + x)]2
=
∑
i∈I≤pn \0n
(fHi )
2
≥
∑
i∈Ipn
(fHi )
2 ≥
∑
i∈Ipn
(fMi )
2
=‖M‖2rv.
We also need a variance bound for two sets of random variables
Lemma 10. Let f(x) = f(x1, x2 · · ·xd) be a homogeneous multivariate polynomial of degree 2p, then there
is a symmetric tensor M ∈ Xpn that f(x) = 〈M,x⊗2p〉. For all u0, v0 ∈ Rd, when u, v ∼ N (0, Id), we have
Varu,v[〈M, (u0 + u)⊗p ⊗ (v0 + v)⊗p〉] ≥ 1
(2p)!
‖M‖2rv
Proof. The proof is similar to Lemma 9. We can view 〈M, (u0 +u)⊗p⊗(v0 +v)⊗p〉 as a degree-2p polynomial
g over 2d variables (u, v). Therefore by Lemma 9 the variance would be at least the rv-norm of g. Note that
every element (monomial in the expansion) in M corresponds to at least one element in g, and the ratio of
coefficient in the correspnding rv-basis is bounded by (2p)!, therefore ‖g‖rv ≥ 1(2p)!‖M‖rv, and the lemma
follows from Lemma 9.
E.2 Proof of Theorem 5
In this section, we give the formal proof of Theorem 5. First recall the setting of Theorem 5: we add a small
independent Gaussian perturbation x˜ ∼ N (0, v)d on each sample x, and denote x¯ = x + x˜. The output of
the first layer is {zj} where zj(i) = (r>i x¯j)p.
Our goal is to prove that {zj}’s satisfy the conditions required by Theorem 4, in particular, the matrix
Z = [z⊗21 , ..., z
⊗2
n ] has full column rank and a bound on smallest singular value. To do that, note that if we
let X¯ = [x¯1
⊗2p, x¯2⊗2p · · · x¯n⊗2p] be the order-2p perturbed data matrix, and Q be a matrix whose i-th row
is equal to r⊗pi , then we can write Z = (Q⊗Q)X¯.
We first show an auxiliary lemma which helps us to bound the smallest singular value of the output
matrix (Q⊗Q)X¯, and then we present our proof for Lemma 4.
Generally speaking, the proof of Lemma 4 consists of the lower bound of the Leave-one-out distance by
the anti-concentration property of polynomials and the use of Lemma 8 to bridge the Leave-one-out distance
and the smallest singular value.
Lemma 11. Let M be a k-dimensional subspace of the symmetric subspace of Xpd , and let ProjM be the
projection into M . For any x ∈ Rd with pertubation x˜ ∼ N (0, v)d, x¯ = x+ x˜,
Pr
{
‖ProjM x¯⊗p‖2 <
(
k
(2p)!
)1/4
v
p
2 ε
}
< O(p)ε1/p.
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Proof. Let m1,m2 · · ·mk ∈ Xpd be a set of orthonormal (in T pd as a Euclidean space) basis that spans M , and
each mi is symmetric. Then ‖ProjM x¯⊗p‖2 =
√
k∑
i=1
〈mi, x¯⊗p〉2. Let g(x) =
k∑
i=1
〈mi, x⊗p〉2 = 〈
k∑
i=1
m⊗2i , x
⊗2p〉,
then g(x) is a homogeneous polynomial with order 2p. For any initial value x, if x¯ = x + x˜, then 1√
v
x¯ =
1√
v
x+ 1√
v
x˜ is a vector where the random part 1√
v
x˜ ∼ N (0, 1)n. Therefore by Lemma 9
Varx
[
g
(
1√
v
x¯
)]
≥ ‖
k∑
i=1
m⊗2i ‖2rv ≥
1
(2p)!
‖
k∑
i=1
m⊗2i ‖22 =
k
(2p)!
.
Hence from Proposition 2 we know that, when xˆ ∼ N (0, vI),
Pr
{
‖ProjM x¯⊗p‖2 <
(
k
(2p)!
)1/4
vp/2ε
}
= Pr
{∣∣∣∣
√
(2p)!
k
g(
x¯√
v
)
∣∣∣∣ < ε2
}
≤ O(p)ε1/p.
Lemma 12. Let M be a k-dimensional subspace of the symmetric subspace of X2pd , and let ProjM be the
projection into M . For any x, y ∈ Rd with pertubation x˜, y˜ ∼ N (0, v)d, x¯ = x+ x˜, and y¯ = y + y˜, there is
Pr
{
‖ProjM (x¯⊗p ⊗ y¯⊗p)‖2 <
(
k
((4p)!)2
)1/4
vpε
}
< O(p)ε1/2p.
Proof. The proof here is similar to that of Lemma 11. Let m1,m2 · · ·mk ∈ X2pd be a set of orthonormal (in
T 2pd as a Euclidean space) basis that spans M , and each mi is symmetric. Then ‖ProjM (x¯⊗p ⊗ y¯⊗p)‖2 =√
k∑
i=1
〈mi, (x¯⊗p ⊗ y¯⊗p)〉2. Let g(x, y) =
k∑
i=1
〈mi, (x⊗p ⊗ y⊗p)〉2 = 〈
k∑
i=1
m⊗2i , (x
⊗p ⊗ y⊗p ⊗ x⊗p ⊗ y⊗p)〉 =
〈
k∑
i=1
m
(2)
i , (x
⊗2p⊗ y⊗2p)〉 for some tensor m(2)i ,then g(x) is a homogeneous polynomial with order 4p. Notice
that ‖m(2)i ‖2 = ‖m⊗2i ‖2 by a change of coordinate. For any initial value x and y, if x¯ = x+ x˜ and y¯ = y+ y˜,
then 1√
v
x¯ and 1√
v
y¯ are vectors where the random part 1√
v
x˜, 1√
v
y˜ ∼ N (0, 1)n. Therefore by Lemma 10,
Varx,y
[
g
(
1√
v
x¯,
1√
v
y¯
)]
≥ 1
(4p)!
‖
k∑
i=1
m
(2)
i ‖2rv
≥ 1
((4p)!)2
‖
k∑
i=1
m
(2)
i ‖22
=
1
((4p)!)2
‖
k∑
i=1
m⊗2i ‖22
=
k
((4p)!)2
.
Hence from Proposition 2 we know that, when xˆ ∼ N (0, vI),
Pr
{
‖ProjM (x¯⊗p ⊗ y¯⊗p)‖2 <
(
k
((4p)!)2
)1/4
vpε
}
= Pr
{∣∣∣∣ (4p)!√k g
(
x¯√
v
,
y¯√
v
) ∣∣∣∣ < ε2} ≤ O(p)ε1/2p.
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Then we can show Lemma 4 as follows.
Lemma 4. Suppose k ≤ Op(dp) and
(
k+1
2
)
> n, let x¯j = xj + x˜j be the perturbed input in the smoothed
analysis setting, where x˜j ∼ N (0, vI), let {z1, z2, ..., zn} be the output of the first layer on the perturbed input
((zj)i = (r
T
i x¯j)
p). Let Z ∈ Rk2×n be the matrix whose j-th column is equal to z⊗2j , then with probability at
least 1− δ, the smallest singular value of Z is at least Ωp(vpδ4p/n2p+1/2k4p).
Actually, we show a more formal version which also states the dependency on p.
Lemma 13 (Smallest singular value for (Q⊗Q)X¯ with pertubation). With Q being the k×dp matrix defined
as Q = [r⊗p1 , r
⊗p
2 · · · r⊗pk ]T (ri ∼ N (0, I)), with pertubed X¯ = [x¯1⊗2p, x¯2⊗2p · · · x¯n⊗2p] (x¯i = xi + x˜i), and
with Z = (Q×Q)X¯, when x˜i is drawn from i.i.d. Gaussian Distribution N (0, vI), for 2
√
n ≤ k ≤ D
2p
d
Dpd(
2p
p )
=
Op(d
p), with overall probability ≥ 1−O(pδ), the smallest singular value
σmin(Z) ≥
(
[D2pd − kDpd
(
2p
p
)
][
(
k+1
2
)− n]
[(4p)!]3
)1/4
vpδ4p
n2p+1/2k4p
(4)
Proof. First, we show that with high probability, the projection of rows of Q⊗Q in the space of degree 2p
symmetric polynomials (in this proof we abuse the notation ProjX2pd
(Q⊗Q) to denote the matrix with rows
being the projection of rows of Q⊗Q onto the space in question) has rank k2 :=
(
k+1
2
)
, and moreover give
a bound on σk2(ProjX2pd
(Q⊗Q)).
We do this by bounding the leave one out distance of the rows of ProjX2pd
(Q ⊗ Q), note that we only
consider rows (i, j) as ProjX2pd
(r⊗pi ⊗ r⊗pj ) where 1 ≤ i ≤ j ≤ k (this is because the (i, j) and (j, i)-th row of
ProjX2pd
(Q⊗Q) are clearly equal).
The main difficulty here is that different rows of ProjX2pd
(Q⊗Q) can be correlated. We solve this problem
using a technique similar to Ma et al. (2016).
For any 1 ≤ i ≤ j ≤ k, fix the randomness for rl where l 6= i, j. Consider the subspace S(i,j) :=
span{ProjX2pd (r
⊗p
l ⊗ x⊗p), x ∈ Rd, l 6= i, j}. The dimension of this subspace is bounded by k ·Dpd ·
(
2p
p
)
(as
there are
(
2p
p
)
ways to place p copies of rl and p copies of x). Note that any other row of ProjX2pd
(Q ⊗ Q)
must be in this subspace.
Now by Lemma 12, we know that the projection of row (i, j) onto the orthogonal subspace of S(i,j) has
norm
(
D2pd −kDpd(2pp )
((4p)!)2
)1/4
ε with probability O(p)1/2p. Thus by union bound on all the rows, with probability
at least 1−O(pδ), the leave-one-out distance is at least
l(ProjX2pd
(Q⊗Q)) ≥
(
D2pd − kDpd
(
2p
p
)
((4p)!)2
)1/4(
δ(
k+1
2
))2p ,
and by Lemma 8 the minimal absolute singular value σmin(ProjX2pd
(Q⊗Q)) ≥
l
(
Proj
X
2p
d
(Q⊗Q)
)
√
(k+12 )
.
Next, let V (Q ⊗Q) be the rowspace of ProjX2pd (Q ⊗Q), which as we just showed has dimension
(
k+1
2
)
.
We wish to show that the projections of columns of X in V (Q⊗Q) have a large leave-one-out distance, and
thus (Q⊗Q)X has a large minimal singular value.
Actually for each i, the subspace (which for simplicity will be denoted as V−i(Q ⊗ Q)) of V (Q ⊗ Q)
orthogonal to span{x¯⊗2pj |j 6= i} has dimension
(
k+1
2
)− n+ 1 almost surely, and therefore by Lemma 11 and
union bound, with probability 1−O(p)τ1/2pn = 1−O(pδ), for all i,
‖PV−i(Q⊗Q)(x⊗2pi )‖2 = E
[
‖PV−i(Q⊗Q)(x⊗2pi )‖2
∣∣∣{x¯j |j 6= i}] ≥ ((k+12 )− n
(4p)!
)1/4
vpτ,
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thus with probability 1−O(pδ), for any vector c ∈ Rn with ‖c‖2 = 1, let i∗ = argmaxi|ci|, |ci∗ | ≥ 1√n , and
‖(Q⊗Q)Xˆc‖2 ≥ σmin(ProjX2pd Q⊗Q)|ci∗ |‖ProjV (Q⊗Q)Xˆ
c
|ci∗ |‖2
≥
σmin(Proj
X
2p
d
Q⊗Q)
√
n
‖ProjV−i∗ (Q⊗Q)(x⊗2pi∗ )‖2
≥
(
[D2pd −kDpd(2pp )][(k+12 )−n]
[(4p)!]3
)1/4
vpδ4p
n2p+1/2k4p
And therefore we will get Lemma 13.
A minor requirement of on zj ’s is that they all have bounded norm. This is much easier to prove:
Lemma 14 (Norm upper bound for Qx¯⊗p). Suppose that ||xj ||2 ≤ B for all j ∈ [n] and x¯j = xj + x˜j where
x˜j ∼ N (0, vI). Same as the previous notation, Q = [r⊗p1 , . . . , r⊗pk ]T ∈ Rk×d
p
. Then with probability at least
1− δ√
2pi ln((k+n)dδ−1/2)(k+n)d
, for all i ∈ [n], we have
||Qx¯⊗pi ||2 ≤
√
k
(
2(B + 2
√
vd ln((k + n)dδ−1/2))
√
d ln((k + n)dδ−1/2)
)p
.
Proof. First we have, for a standard normal random variable N ∼ N (0, 1), we have
Pr{|N | ≥ x} ≤
√
2√
pix
e−
x2
2 .
Then, apply the union bound, we have with probability at least 1 − δ√
2pi ln((k+n)dδ−1/2)(k+n)d
, for all l ∈
[k], i ∈ d, j ∈ [n], ` ∈ d, δ < 1, we have
|(rl)i| ≤ 2
√
ln((k + n)dδ−1/2), |(x˜j)`| ≤ 2
√
v ln((k + n)dδ−1/2).
Then for all j ∈ [n], we have
||x¯||2 ≤ ||x||2 + ||x˜||2 ≤ B + 2
√
vd ln((k + n)dδ−1/2).
If for all i ∈ [d], l ∈ [k], |(rj)i| < 2
√
ln((k + n)dδ−1/2), then for any x¯ such that
||x¯|| ≤ B + 2
√
vd ln((k + n)dδ−1/2)
and any l ∈ [k], we have
| ((rl)⊗p)T x¯⊗p| =|(rTl x¯)p|
≤(||rl|| · ||x¯||)p
≤
(
2(B + 2
√
vd ln((k + n)dδ−1/2))
√
d ln((k + n)dδ−1/2)
)p
.
Then we have
||Qx¯⊗p||2 ≤
√
k
(
2(B + 2
√
vd ln((k + n)dδ−1/2))
√
d ln((k + n)dδ−1/2)
)p
.
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Then combined with the previous lemmas which lower bound the smallest singular value(Lemma 13) and
upper bound the norm(Lemma 14) of the outputs of the random feature layer and Theorem 4, we have the
following Theorem 5.
Theorem 5 (Main theorem for 3-layer NN). Suppose the original inputs satisfy ‖xj‖2 ≤ 1, |yj | ≤ 1, inputs
x¯j = xj + x˜j are perturbed by x˜j ∼ N (0, vI), with probability 1 − δ over the random initialization, for
k = 2d√ne, perturbed gradient descent on the second layer weights achieves a loss f(W ∗) ≤  in Op(1) ·
(n/v)O(p)
5/2
log4(n/) iterations.
Proof. From the above lemmas, we know that with respective probability 1 − o(1)δ, after the random
featuring, the following happens:
1. σmin((Q⊗Q)X¯) ≥
(
[D2pd −kDpd(2pp )][(k+12 )−n]
[(4p)!]3
)1/4
vpδ4p
p4pn2p+1/2k4p
2. ‖Qx¯⊗pj ‖2 ≤
√
k
(
2(B + 2
√
vd ln((k + n)dδ−1/2))
√
d ln((k + n)dδ−1/2)
)p
for all j ∈ [n].
Thereby considering the PGD algorithm on W , since the random featuring outputs [(rTi x¯j)
p] = Q[x¯⊗pj ] has
[(rTi x¯j)
2p] = (Q ⊗ Q)X¯, from Theorem 4, given the singular value condition and norm condition above we
obtain the result in the theorem.
E.3 Proof of Theorem 6
In this section, we show the proof of Theorem 6. In the setting of Theorem 6, we do not add perturbation
onto the samples, and the only randomness is the randomness of parameters in the random feature layer.
Recall that Q ∈ Rk×dp is defined as Q = [r⊗p1 , r⊗p2 · · · r⊗pk ]T . We show that: when ri is sampled from
i.i.d. Normal distribution N (0, 1)d and k is large enough, with high probability Q is robustly full column
rank. Let Nε and Nσ be respectively an ε-net and a σ-net of X¯
p
d with size Zε and Zσ.
The following lemmas(Lemma 15, 16 and 17) apply the standard ε-net argument and lead to the smallest
singular value of matrix Q(Lemma 18). Then we will derive the smallest singular value for the matrix
(Q⊗Q)X(Lemma 19).
Note that unlike the Q matrix in the previous section, in this section the Q matrix is going to have more
rows than columns, so it has full column rank (restricted to the symmetry of Q). The Q matrix in the
previous section has full row rank. This is why we could not use the same approach to bound the smallest
singular value for Q.
Lemma 15. For some constant C, with probability at least 1− Zε
(
Cpη1/p
)k
, for all c ∈ Nε, we have
‖Qc‖22 ≥
η2
p!
.
Proof. For any c ∈ X¯pd , by Lemma 6, ‖c‖rv ≥ 1√p! . Let f(r) = cT r⊗p, then f is a polynomial of degree p
with respect to r, and therefore by Lemma 9,
Var
r∼N (0,1)d
[f(r)] ≥ ‖c‖2rv ≥
1
p!
.
Thus by Proposition 2,
Pr
r∼N (0,1)d
{∣∣f(r)∣∣ < η√
p!
}
≤ O(p)η1/p.
Therefore, as ‖Qc‖22 =
K∑
i=1
f(ri)
2,
Pr
r1,r2···rK∼N (0,1)d
{
‖Qc‖22 <
η2
p!
}
≤ Pr
r1,r2···rK∼N (0,1)d
{
∀ri : |f(ri)| < η√
p!
}
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≤
(
O(p)η1/p
)k
.
Therefore for some constant C, for each c ∈ X¯pd , with probability at most
(
Cpη1/p
)k
there is ‖Qc‖22 < η
2
p! .
Thus by union bound this happens for all c ∈ Nε with probability at most ≤ Zε
(
Cpη1/p
)k
, and thereby the
proof is completed.
Lemma 16. For τ > 0, with probability 1−O
(
(Zσ
(√
k
τ
)1/p
ke
− 12
(
τ√
k
)2/p)
, for each c ∈ Nσ, ‖Qc‖2 ≤ τ .
Proof. For any c ∈ X¯pd ,
Pr
Q
{‖Qc‖22 > τ2} ≤ Pr
r1,r2···rk∼N (0,1)d
{
∃i : |cT r⊗pi | >
τ√
k
}
≤k Pr
r∼N (0,1)d
{
|cT r⊗p| > τ√
k
}
.
Furthermore,
Pr
r∼N (0,1)d
{
|cT r⊗p| > τ√
k
}
≤ Pr
r∼N (0,1)d
{
‖c‖2‖r‖p2 >
τ√
k
}
= Pr
r∼N (0,1)d
{
‖r‖2 >
(
τ√
k
)1/p}
≤O
(√k
τ
)1/p
e
− 12
(
τ√
k
)2/p
Therefore for the σ-net Nσ, with a union bound we know with probability at least
1−O
(Zσ (√k
τ
)1/p
ke
− 12
(
τ√
k
)2/p ,
for all c ∈ Nσ, ‖Qc‖22 ≤ τ2.
Lemma 17. For σ < 1, τ > 0, with probability at least 1−O
(
Zσ
(√
k
τ
)1/p
ke
− 12
(
τ√
k
)2/p)
, we have for each
c ∈ X¯pd , ‖Qc‖2 ≤ τ1−σ .
Proof. We first show that give Nσ, for each c ∈ X¯pd , we can find c1, c2, c3 · · · ∈ Nσ and a1, a2, a3 · · · ∈ R such
that
c =
∑
i≥1
aici,
and that a1 = 1, 0 ≤ ai ≤ σai−1 (i ≥ 2). Thus ai ≤ σi−1.
In fact, we can construct the sequence by induction. Let I : X¯pd → Nσ that
I(x) = argmin
y∈Nσ
‖y − x‖2.
We take c1 = I(c), a1 = 1, and recursively
ai =
∥∥∥∥c− i−1∑
j=1
ajcj
∥∥∥∥
2
, ci = I

c−
i−1∑
j=1
ajcj
ai
 .
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By definition, for any c ∈ X¯pd , ‖c− I(c)‖2 ≤ σ, and therefore∥∥∥∥c−
∑i−1
j=1 ajcj
ai
− ci
∥∥∥∥
2
≤ σ,
which shows that 0 ≤ ai+1 = ‖c−
i∑
j=1
ajcj‖2 ≤ σai, and by induction ai ≤ σi−1.
We know from Lemma 16 that with probability at least 1−O
(
Zσ
(√
k
τ
)1/p
ke
− 12
(
τ√
k
)2/p)
, for all ci ∈ Nσ,
‖Qci‖2 ≤ τ , and therefore
‖Qc‖2 ≤
∑
i≥1
ai‖Qci‖2 ≤
∑
i≥1
σi−1τ =
τ
1− σ .
Lemma 18 (least singular value of Q). If Q is the k × dp matrix defined as Q = [r⊗p1 , r⊗p2 · · · r⊗pk ]T with
ri drawn i.i.d. from Gaussian Distribution N (0, I), then there exists constant G0 > 0 that for k = αpDpd
(α > 1), with probability at least 1− o(1)δ, the rows of Q will span Xpd , and for all c ∈ X¯pd ,
‖Qc‖2 ≥ Ω
 δ
(
1
(α−1)Dp
d
)
(
pp
√
p!
) α
α−1 (k(G0p ln pD
p
d)
p))
1
2(α−1)
 = Ωp
δ
(
1
(α−1)Dp
d
)
k
p+1
2(α−1)
 ,
where Ωp is the big-Ω notation that treats p as a constant.
Proof. We show that with high probability, for all c ∈ X¯pd , ‖Qc‖22 =
k∑
i=1
(
[r⊗pi ]
T c
)2
is large. To do this we
will adopt an ε-net argument over all possible c.
First, we take the parameters
σ =
1
10
, τ =
√
k
(
2 log
Zσk
δ
)p
, and ε = c0
δ
(
1
(α−1)Dp
d
)
(
τpp
√
p!
) α
α−1
,
for small constant c0 such that c0C
pD
1
(α−1)D  1, and η = 209 ετ
√
p!. From Lemma 15 and 17, we know that
with probability at least
1− Zε
(
cpη1/p
)k
−O
Zσ (√k
τ
)1/p
ke
− 12
(
τ√
k
)2/p
=1−O
(
c
(α−1)Dpd
0 2
DpdCkDδ
)
−O
 δ√
2 log Zσkδ

=1− o(1)δ,
the following holds true:
1. ∀ci ∈ Nε, ‖Qci‖2 ≥ η√p! ;
2. ∀c ∈ X¯pd , ‖Qc‖2 ≤ τ1−σ = η2ε√p! .
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Therefore for any c ∈ x¯pd, let i∗ = argmin
i:ci∈Nε
‖c− ci‖2, we know
‖Qc‖2 ≥‖Qci‖2 − ‖Q(c− ci)‖2
≥ η√
p!
− ‖c− ci‖2
∥∥∥∥Q c− ci‖c− ci‖2
∥∥∥∥
2
≥ η√
p!
− ε η
2ε
√
p!
=
η
2
√
p!
,
and by definition we know that λmin(Q) ≥ η2√p! . By lemma 7, with logZσ = O(p ln pD
p
d) ≤ G0p ln pDpd for
some constant G0, this gives us the lemma.
Lemma 19 (Smallest singular value for (Q ⊗Q)X without pertubation). With Q being the k × dp matrix
defined as Q = [r⊗p1 , r
⊗p
2 · · · r⊗pk ]T , X being the d2p × n matrix defined as X = [x⊗2p1 , . . . , x⊗2pn ] ∈ Rd
2p×n,
and Z = (Q ⊗Q)X, for k = αpDpd (α > 1), when ri are randomly drawn from i.i.d. Guassian distribution
N (0, I), there exists constant G0 > 0 such that with probability ≥ 1− o(1)δ, the smallest singular value of Z
satisfies
σmin(Z) ≥ Ω
 δ
(
2
(α−1)Dp
d
)
σmin(X)(
pp
√
p!
) 2α
α−1 [k(G0p ln pD
p
d)
p)]
1
(α−1)
 = Ωp
δ
(
2
(α−1)Dp
d
)
k
p+1
(α−1)
σmin(X) (5)
(where Ωp is the big-Ω notation that treats p as a constant). Furthermore, for k = Ω(p
2Dpd), with high
probability 1− δ, σmin(Z) ≥ Ω(σmin(X)k ) (if δ is not exponentially small).
Proof. From Lemma 18, with probability ≥ 1− o(1)δ, for all c ∈ X¯pd ,
‖Qc‖2 ≥ ∆ = Ω
 δ
(
1
(α−1)Dp
d
)
(
pp
√
p!
) α
α−1 (k(G0p ln pD
p
d)
p))
1
2(α−1)
 .
Then, from linear algebra, we know for all s ∈ X¯pd ⊗ X¯pd , ‖(Q⊗Q)s‖2 ≥ ∆2. As X¯2pd ⊂ X¯pd ⊗ X¯pd ,
σmin(Q⊗Q)X = inf
u∈Rn,‖u‖2=1
‖(Q⊗Q)Xu‖2
= inf
u∈Rn,‖u‖2=1
‖(Q⊗Q) Xu‖Xu‖2 ‖2‖Xu‖2 ≥ ∆2 infu∈Rn,‖u‖2=1 ‖Xu‖2 = ∆
2σmin(X),
which gives us this lemma 19.
Besides the lower bound for the smallest singular value, we also need the following lemma to show that
with high probability, the norm is upper bounded.
Lemma 20 (Norm upper bound forQx⊗p). Suppose that ||xi||2 ≤ B for all i ∈ [n], and Q = [r⊗p1 , . . . , r⊗pk ]T ∈
Rk×dp . Then with probability at least 1− δ√
2pi ln(kdδ−1/2)kd
, for all i ∈ [n], we have
||Qx⊗pi ||2 ≤
√
k
(
2B
√
d ln(kdδ−1/2)
)p
.
Proof. First we have, for a standard normal random variable N ∼ N (0, 1), we have
Pr{|N | ≥ x} ≤
√
2√
pix
e−
x2
2 .
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Then, apply the union bound, we have
Pr
{
∃i ∈ [d], j ∈ [k], |(rj)i| ≥ 2
√
ln(kdδ−1/2)
}
≤kd
√
2√
pi2
√
ln(kdδ−1/2)
exp (−2 ln(kdδ−1/2))
=
δ√
2pi ln(kdδ−1/2)kd
.
If for all i ∈ [d], j ∈ [k], |(rj)i| < 2
√
ln(kd), then for any x such that ||x|| ≤ B and any k0 ∈ [k], we have
| ((rk0)⊗p)T x⊗p| =|(rTk0x)p|
≤(||rk0 || · ||x||)p
≤(2B
√
d ln(kdδ−1/2))p.
Then we have
||Qx⊗p||2 ≤
√
k
(
2B
√
d ln(kdδ−1/2)
)p
.
Then, combining the previous lemmas and Theorem 4, we have the following Theorem 6.
Theorem 6. Suppose the matrix X = [x2p1 , ..., x
2p
n ] ∈ Rd
2p×n has full column rank, and smallest singular
value at least σ. Choose k = Op(d
p), with high probability perturbed gradient descent on the second layer
weights achieves a loss f(W ∗) ≤  in Op(1) · (n)
O(p)
σ55/2
log4(n/) iterations.
Proof. From the above lemmas, we know that with respective probability 1 − o(1)δ, after the random
featuring, the following happens:
1. There exists constant G0 that σmin((Q⊗Q)X) ≥ δ
(
2
(α−1)Dp
d
)
σmin(X)
(pp
√
p!)
2α
α−1 [k(G0p ln pDpd)p)]
1
(α−1)
2. ‖Qx⊗pj ‖2 ≤
√
k(2B
√
d ln(kdδ−1/2))p for all j ∈ [n].
Thereby considering the PGD algorithm on W , since the random featuring outputs [(rTi xj)
p] = Q[x⊗pj ] has
[(rTi xj)
2p] = (Q ⊗ Q)X, from Theorem 4, given the singular value condition and norm condition above we
obtain the result in the theorem.
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