Abstract QoS analysis is a necessary step for the early verification and validation of an appropriate design, and for taking design decisions about the most rewarding choice, in relation with user requirements. The area of distributed applications, whose development is increasing more and more, favoured by the high connectivity provided by advanced Internet and Web technologies, poses special challenges in this respect. In this chapter, we describe an analytical approach for the evaluation of the QoS offered by two group communication protocols in a wireless environment. Experimental data are used both to feed the models and to validate them. Specific performance and dependability related indicators have been defined and evaluated. To improve the utility of our study, we analysed the protocols taking into account relevant phenomena affecting the environment in which such protocols are called to operate. Specifically, the fading phenomenon and the user mobility have been explicitly introduced in our models, to evaluate their impact on the correlation among successive packet transmissions. Also, in order to enhance the correctness of the derived models, a formal description of the protocols has been performed, adopting the timed asynchronous system model. The aim of this work is to provide a fast, cost effective, and formally sound way to analyse and understand protocols behaviour and their environment.
INTRODUCTION
The advances of the Internet and the Web technologies, as well as those of the mobile networks infrastructures, have greatly favoured the development of distributed applications by providing high connectivity. To properly account for the different users requiring such applications, it is important to have suitable computational and structural models to represent the point of view of the specific user, and appropriate methods to evaluate the system quality of service (QoS). QoS can be defined as a set of qualitative and quantitative characteristics of a distributed system, which are necessary for obtaining the required functionality of an application [1] . Therefore the term QoS encompasses many aspects including reliability, availability, fault tolerance and also properties such as the atomicity or reliability of broadcast/multicast services.
It is clear that the usefulness and practical utilisation of such (sub)system designs depend on the possibility to provide a QoS analysis of their offered features, in terms of properly defined indicators. When building a system, this is a necessary step for the early verification and validation of an appropriate design, and for taking design decisions about the most rewarding choice, in relation with user requirements. Our approach for contributing towards these objectives is through analytical modelling and experimental evaluation. In this paper, we concentrate on two group communication protocols in wireless environment, used as reference systems to which the QoS analysis is applied. The protocols defined in [2] provide real-time reliable group communication by extending the IEEE 802.11 standard for wireless local area networks [3] .
In this paper, we analyse the two protocols and their environment, focusing our attention on typical performance indicators and on the coverage of the assumptions the correctness of the protocol is based on. To improve the understanding of the protocols behaviour, necessary to a correct analysis, a formal description of the protocols is first provided, using the timed asynchronous system model [4] . Based on this formal description, the analysis is carried on, resorting to an analytical approach adopting Stochastic Activity Networks (SAN) [5, 6] . Experimental data, previously collected in a representative experimental context [7] , are used both to provide parameters values for the model and to validate the analytical model itself, thus raising the confidence on the accuracy of the (more complex) final figures derivable from the analytical model. To keep adherence with reality, the fading channels phenomenon and the user mobility are considered, and their influence on the correlation on messages losses is analysed. Previous work based on the simplistic assumption of independence among message failures had, in fact, shown deficiencies when comparing the obtained results with others experimentally derived.
The rest of the paper is organised as follows. Section 2 is devoted to the introduction of the considered communication protocols, and to their formal description in the timed asynchronous system model. The definition of relevant metrics representative of the QoS in the selected environment is also presented. In Section 3, our approach to modelling and the assumptions made are described. Section 4 is devoted to the models description. Parameters settings and results of the models' evaluation are discussed in Section 5. Finally, concluding remarks are outlined in Section 6.
A FAMILY OF GROUP COMMUNICATION PROTOCOLS FOR WIRELESS LANS

Definition of the protocols
A basic means for supporting the co-operation of autonomous mobile systems is their ability to communicate via wireless links. To achieve a realtime reliable group communication [8] in wireless local area networks is a hard task: the mobility of the system components has a direct effect on the definition of a co-operative group and the hostility of the environment produces a great loss of messages. The protocol presented in [2] , based on extending the IEEE 802.11 standard for wireless local area networks, allows reliable and efficient group communication services.
The IEEE 802.11 [3] standard has the great advantage of providing the basic means for the implementation of a real-time communication protocol via the "Contention Free Period" (T CFP ) a phase in which the medium access control is centralised and performed by a central station, denoted as the "Access Point" (AP). The problem of message losses shows a relevant phenomenon, because the wireless medium is unshielded and exposed to external interference. Broadcast messages are just unreliable datagrams sent on a best effort basis, neither order nor atomic delivery of broadcast messages is considered.
The protocols in [2] are developed following these fault assumptions: 1) Messages delivered during the T CFP are delivered correctly within a fixed time-bound (t m ). 2) Messages may be lost (omission faults). Furthermore, the losses may be asymmetric; i.e., some stations may receive a broadcast message and some may not. We assume that the number of consecutive message losses is bounded by the so-called omission degree OD. 3) Stations may suffer crash failures or leave the reach of the access point. 4) The access point is stable; i.e., it is not subject to any kind of error. Using the AP as the central co-ordinator, the communication of the group has been structured into rounds. During each round, the AP polls each station of the group exactly once. Upon being polled, a station returns a broadcast request message to the access point, which assigns a sequence number to that message and broadcasts it to the stations group. The broadcast request message is also used to acknowledge each of the preceding broadcasts by piggybacking a bit field on the header of the request message. Each bit is used to acknowledge one of the preceding broadcasts. By this, one round after sending a broadcast message, the access point is able to decide whether each group member has received the message or not. In the latter case, the access point will retransmit the affected message. By the assumptions made above, a message is successfully transmitted after at most OD+1 rounds. If the AP does not receive the request message within a certain delay after polling the station, it considers the request message (or polling message) to be lost, and transmits again the last broadcast message of the not responding station, if such message has not yet been acknowledged by all stations. If the AP does not receive the request message from a station for more than OD consecutive times, it considers that station to have left the group and broadcasts a message indicating the change in the group membership.
In order to improve the timing guarantees, a variant of the protocol has been developed, that allows the user to specify the maximum number of retransmissions of the messages. This user-defined bound on message retransmissions (called resiliency degree, res(c)) may be varying for different message classes c. Obviously, it is not useful to choose res(c) greater than OD. Choosing res(c) smaller than OD, however, allows trading reliability of message transmission for shorter transmission delays. If a message m is acknowledged by all stations within res(c)+1 rounds, the AP issues the decision to deliver m to the applications, through the broadcast of a decision message (retransmitted OD+1 consecutive times to guarantee reception by all the correct stations under assumption 2) above). If, however, this is not the case, a decision not to deliver m is issued, again through the broadcast of a decision message. To make the implementation efficient, the access point piggybacks its decisions on the messages it broadcasts, by properly extending their headers. In this version of the protocol, the shorter delivery time for a message, obtained by allowing at most res(c) retransmissions, is paid in terms of violation of the validity property (point i) above). In fact, a message broadcast by a correct station may not be delivered. However, the agreement and integrity properties are retained, which is enough for significant application scenarios.
Formalisation
We proceed here with a formalisation of the protocols and of their supporting system, using the timed asynchronous system model introduced by Cristian and Fetzer in [4] . In fact, the protocols under analysis rely on a synchronous system model where messages can be lost; the mentioned timed asynchronous system model is shown to be adequate and even appropriate to expose such characteristics, as well illustrated in the following. The benefits of such an effort are twofold. First, it determines a rigorous description of the protocols characteristics so as to enhance the correctness of the models defined for QoS evaluation purposes. Second, expressing the protocols in terms of a general system model, as the timed asynchronous system is, allows to simplify the definition of a family of protocols (obtained through modifying individual predicates), leading to identify the protocol variant more adequate for QoS requirements of specific applications. In this paper we adopt the results of the formalisation for improving QoS evaluation models, postponing a full discussion on a family of such protocols to better fit disparate application requirements to a next development of this study.
At the basis of the timed asynchronous model is the consideration that existing fault-tolerant services for asynchronous distributed systems are timed. The specification of the services describes not only the states transitions and the outputs in response to invocations of operations, but also the time interval within which these transitions have to be completed [4] . The timed asynchronous system model is characterised by a set of assumptions on the behaviour of processes, communications and hardware clocks: 1) all services are timed (the temporal characteristics of the events are specified), so it is possible to associate some time-outs whose expiration produces a performance failure; 2) communication between processes is obtained via an unreliable datagram service with omission/performance failure semantics; 3) processes have crash/performance failure semantics [9] ; 4) all non-crashed processes have access to private hardware clocks that run within a linear envelope of real-time; 5) no bound exists on the rate of communication and process failures.
The timed asynchronous system model does not require the existence of upper bounds for message transmissions and scheduling delays. However, the access to local hardware clocks and the definition of time-outs allow de-fining the performance failure as that failure which occurs when an experienced delay is greater than the associated time-out delay. For the datagram service the following assumptions hold: i) there are no assumptions on the physical network topology; ii) it permits to transmit messages either via unicast and broadcast; iii) it univocally identifies every message; iv) there is no upper bound on the message transmission delay; v) it permits the definition of a time-out on the message transmission whose value influences the failures rate and, consequently, the system stability; vi) it transmits the messages with a time proportional to their dimension; vii) it has a crash/omission failure semantics (the possibility of message corruption is negligible). It can be easily recognised that these assumptions cover the characteristics of the wireless LAN the analysed protocols are based on. We now proceed to the definition of our system with the concepts introduced so far.
We assume to have a timed asynchronous system with omission failures. The access point is assumed to be stable, i.e. to suffer no kind of failure.
As a first step, we need to define several predicates that allow refining the notion of a correct station.
(P1) A station is within an (OD,t m ) broadcast range of the access point if it receives at least one message with delay ≤ t m out of OD+1 broadcasts of the same message from the access point.
(P2) A station is within an ( OD cons ,t m ) broadcast range of the access point if it receives at least one message with delay ≤ t m out of OD+1 consecutive broadcast messages of the access point.
(P3) A station is within an ( OD,t PR ) request-reply range of the access point if at least one polling-request pair out of OD +1 pairs exchanged between them is successful with delay ≤ t PR .
(P4) A station is within a (res(c),t m ) broadcast range of the access point if it receives at least one message with delay ≤ t m out of res(c)+1 broadcast of the same message from the access point.
On the basis of the behaviour of the first protocol, the following predicates can be defined for the system: (P5) A station is said to be correct if it has not crashed, it is in an (OD,t PR ) request-reply range and in an (OD,t m ) broadcast range.
We recall that the aim of the protocol is to ensure that all the stations that belong to the group deliver the same messages to their application level.
Assuming that in the group there are correct stations, the protocol has the following properties:
(Pr1) A station that is part of the group will not be excluded from the group as long as it is correct. (Pr7) Timeliness: If all stations belonging to the group are within a (OD, t m ) broadcast range of the access point, a message broadcast by a correct station at real time t either is delivered to all the stations before real-time t+∆t, or not at all, for some known constant ∆t.
Let's analyse first why we need such a definition for a correct station. The (OD,t PR ) request-reply range condition ensures that the pair of messages poll-request is, at least once over OD times, successfully exchanged between the AP and the station itself. This gives the AP the knowledge of the participation of the station to the group. If the condition (OD,t PR ) request-reply range is not respected, the station is excluded from the group. As we can see, this condition is essential for guaranteeing properties Pr1 and Pr2 and, therefore, the liveness of the protocol.
The (OD,t m ) broadcast range condition is necessary for the safety of the protocol; in fact, the AP retransmits the same message at most OD+1 times: the case where a message is not received after all these transmissions is not explicitly considered.
Properties Pr3..Pr7 describe the characteristics of the broadcast, which is de facto an atomic broadcast. By definition, if a station is correct it will successfully exchange a couple of poll-request messages with the AP, so the AP will be 'in possess' of the message to be broadcast. The OD broadcast range condition mentioned earlier ensures validity and agreement. Integrity and Total Order are easily guaranteed by the use of the global and local sequence numbers attached to each message.
As already discussed, the second variant has been developed to improve on the protocol execution time: OD might have a very pessimistic value, while in most cases a lower number of retransmissions could be enough for all the stations to receive the broadcast. The supposed performance improvement has a cost in terms of assumptions on the system. The definition of correct station is now the following:
(P6) A station is said to be correct if it has not crashed, it is in an (OD,t PR )-request reply range and in an (OD cons ,t m ) broadcast range.
Also in this case, the safety and liveness of the protocol rely on the exis-tence of correct stations. Differently from the first protocol, the (OD,t m ) broadcast range condition is no more necessary for the safety of the protocol; it is instead necessary that a station do receive one out of OD+1 consecutive messages, to guarantee that decision messages issued by the AP be received by each correct station. For this protocol, however, correctness alone is not satisfactory: guaranteeing that progress is made by the correct stations is required. The following predicate on progress is therefore defined: (P7) The protocol is said to make progress if each correct station are in a (res(c),t m ) broadcast range.
The properties guaranteed by the second version of the protocol slightly differ from the previous one. Specifically, properties Pr1, Pr2, Pr4, Pr6, Pr7 remain the same, while the others change as follows:
(Pr3) "Probabilistic" Validity: the probability that a message broadcast by a correct station will be delivered by every correct station increases with the resiliency degree res(c).
(Pr5) Integrity: For any message m, every correct station delivers m at most once and only if m has been broadcast.
Properties Pr1, Pr2, Pr4, Pr6 and Pr7 do not change with respect to the previous protocol because of the presence of the (OD,t PR ) request-reply range and (OD,t m ) broadcast range conditions in the definition of correctness and to the presence of sequence numbers. Property Pr4 is still the same but it is ensured by the (OD cons ,t m ) broadcast range condition (in the first protocol it was thanks to the (OD,t m ) broadcast range condition).
By reducing the number of retransmissions, property Pr3 cannot be anymore deterministic as before: the AP can decide for a message not to be delivered even if all the stations are correct. For this reason, an evaluation of the coverage of the assumption can give also an information on the QoS provided by this protocol.
APPROACH TO MODELLING
Based on the formal description of the protocols, we defined Stochastic Activity Networks (SAN) [10] models, to analyse their QoS indicators. Instead of just one single model for all the analysed measures, we defined some models, each one tailored for the evaluation of specific indicators. This allows limiting both the complexity and the size of the resulting models, with obvious benefits. The analysis has been conducted under the following assumptions: 1) the time-bound for sending a message over the network is fixed and denoted with t m . It represents a bound for both a) the time to exchange a message between two agents in the network (namely, the AP and any other mobile station), and b) the time to broadcast a message from the AP to all the other stations; 2) each message exchanged among system components has the same marginal probability of failure PE; 3) the couple of actions "AP polls station i -station i sends a request to broadcast" (indicated as poll-request) is managed as a single event. In fact, it is of minor importance in our study whether the access point does not receive an answer because of a lost polling-or a lost broadcast-request message. The probability of failure for the couple poll-request is constant and equal for each station; it is indicated as q pr ; 4) failures considered are only those affecting the messages, which may fail to be received by the mobile stations and/or by the AP (omission failure).
Mobile stations are therefore reliable. However, a station may migrate from the group; this event is taken into account by the protocol, through counting the number of poll-request messages towards the station that leaves the group. Although the probability of this event is not of interest per-se in the derived models, it contributes to the probability of failure of a message. The AP is assumed to be stable and reachable by all the stations belonging to the group; 5) correlation between successive transmissions of messages by the same station due to the fading channels phenomenon is considered. However, message failures among different stations are independent (the failure of a message transmitted by station i does not influence the message transmission by any other station j ); 6) the value of res(c) is the same for all the messages; 7) the models for the evaluation of the dependability-related figures assume that the group membership remains the same during the whole T CFP interval, that is, no station misses OD+1 consecutive poll-requests, the condition for the AP to consider that station as migrated from the group.
We concentrate in the following on the analysis of two groups of figures of interest, namely dependability and performance related measures. Based on the formal description introduced, the dependability-related figures for the first variant are related to the definition of correctness and in particular to the conditions of (OD,t m ) broadcast range and (OD,t PR ) request-reply range. For the second variant, the dependability indicators are related to the concept of (OD cons ,t m ) broadcast range and to the probabilistic nature of property Pr4 ("Probabilistic" Validity). A measure P R>OD is defined and evaluated for the first version of the protocol, indicating the probability that a broadcast message is not received by at least one of the receiving stations after OD+1 transmissions, in the time interval T CFP (i.e., the timing window during which the protocol operates). A corresponding measure P D>OD is defined and evaluated for the second protocol, indicating the probability that a decision message misses to be received by at least one station, again evaluated in the T CFP time interval. So, both P R>OD and P D>OD represent the probability, for the protocols, to fail in an undetected way, a very undesirable event with possibly catastrophic consequences on the system and its users (catastrophic failure of the protocol).
Knowing such a measure is very important at design phase, in order to take appropriate actions to avoid or limit such undesirable failure event. For example, should P R>OD result too high, a possible recovery could be to use higher values for OD, properly trading higher probability of delivering a message to all the stations within OD retransmissions with the consequent diminishing of throughput. Alternatively, the protocol could be slightly modified, by disconnecting the stations which did not acknowledge the receipt of the message (they are known to the AP), so as to maintain a consistent view of the received messages by all the active stations.
Moreover, evaluated is also the probability P UM that, in the second protocol, the AP does not receive acknowledgements on a message by all the stations in res(c) retransmissions. P UM gives an indication of the extent of the probabilistic validity condition discussed in subsection 2.
2; to get desired values of P UM implies proper tuning of the protocol parameter res(c).
The performance analysis is intended to determine the technical limitations imposed by the communication system and the way the protocol behaves according to them. Representative figures to evaluate are: i) the average number R m of retransmissions for a single message; and ii) the throughput, determined as the number of delivered messages per second. These metrics are typical performance indicators, with R m also useful to properly tune the protocol parameter res(c).
THE MODELS
The fading phenomenon
Fading is caused by interference between two or more versions of the transmitted signal which arrive at the receiver at slightly different times following several different paths. In urban areas, fading occurs because there is no single line-of-sight path between a mobile antenna and the base station (e.g. because of the difference of height between the mobile antenna and the surrounding structures). Even when a line-of-sight exists, the reflections from the ground and the surrounding structures cause the fading phenomenon. Another cause of the fading is the relative motion between the transmitting and the receiving antennas which originates a different shift in the received signal frequency called Doppler shift [11] .
We considered the model proposed in [12] for the representation of data transmission on fading channels. This model considers the so-called flat fading channel with relatively high data-rates (hundreds of kbit/s) and data blocks of hundreds of bits. In the literature this channel is modelled as a Gaussian random process and its correlation properties depend only on the normalized Doppler frequency F D *T where: F D = Doppler Frequency = (speed of the antenna) / (signal wave-length); T = packet size / Data rate. If F D *T is < 0.1 then the process is very correlated. If F D *T is > 0.2 then the correlation is practically negligible. The fading channel can be approximated by a first-order Markov model, depicted in Figure 1 .
The transition matrix M(x) = M(1) x that describes the Markov process is:
where p(x) (q(x)) is the probability that the i th transmission is successful (unsuccessful) given that transmission (i-x) th was successful (unsuccessful). Note that 1/(1-q) is the average length of error bursts, while the steady state probability that an error occurs (i.e. that the process is in state F) is given by PE=(1-p)/(2-p-q). Parameters p and q depend on the fading model and on the characteristics of the communication scheme. This kind of correlation has been included in the protocols models, and appropriate values for p and q have been derived using experimental data, as shown later on.
Using the SAN formalism, the alternation between the two states can be modelled by a place (called "SUCCESS") and by an activity whose case probabilities depend on the marking of this place. The marking of SUCCESS (0 or 1 in our models) represents the state of the channel (F and S, respectively). The probabilities to be associated to the cases of the activity representing the reception of a message are derived from the probabilities associated to the transitions of the Markov Model in Figure 1 . Once the outcome of the activity is determined, the subsequent action consists in changing the marking of SUCCESS in a consistent way.
Model for evaluating P D>OD, P R>OD and P UM
We have defined a single model for the evaluation of P D>OD, P R>OD (1) and P UM , from which the three indicators can be obtained by simply changing the value of some parameters.
Taking advantage of the features offered by the tool UltraSAN (used to solve the models), the whole model is obtained by defining the sub-model for a single station i , and then using the REP operator to replicate such submodel for the number of stations in the system [13] . Of course, common places among the sub-models are identified, through which the evolution of the protocol is captured. The structure of the model for P D>OD, P R>OD and P UM is in Figure 2 .
Let's start considering the evaluation of P D>OD . Since we are interested in decision messages (i.e., messages broadcast by the AP to commit or abort the delivery of a broadcast message), we have to consider the reception of consecutive messages by each station. In Figure 3 , the sub-model representing the reception of a message by one generic station is detailed. The place common to all the sub-models when connecting them through the REP operator is FAIL. The activity PRB represents the execution of the three actions: i-ii) the exchange of the poll-request messages between the AP and the station iii) the broadcast of the received message. These actions require the exchange of messages, which may be affected by the fading phenomenon. The "poll" message is shorter than the "broadcast request message" and the "broadcast message" (these last two being of the same length). Define M' as the transition matrix for the "poll" message and M the transition matrix for the other messages (as previously explained in subsection 4.1). We obtain the state transition probabilities after the three actions, as the product of the matrices M'*M*M. These probabilities are associated to the cases of the activity PRB. If a failure occurs (case1) the output gate FAIL_BC will add one to the and, unless the new marking exceeds OD, it also sets the marking of POLL to 1. If COUNTER exceeds OD, a token is put in FAIL and this event will stop any further action in the sub-model. Moreover, since FAIL is in common with all the sub-models, and since the input gate CHK enables the activity PRB only when one token is in POLL and no tokens are in FAIL, all the sub-models will stop their activity. When a success occurs, the marking of COUNTER is set to zero, and a new poll can be executed. From this model, P D>OD is obtained through a transient analysis at time T CFP ,.
The evaluation of P R>OD shifts our attention to the reception of messages broadcast once per round. In fact, the event we are now interested in is the reception by the generic station i of the same broadcast message, relative to station j , broadcast by the AP once per round (in correspondence to the polling of station j ). The model in Figure 3 can be used to evaluate the occurrence of this event, by properly setting the rate of the activity PBR to a round duration (i.e., 3t m *N). Accordingly, keeping into account the fading phenomenon, the state transition probabilities after the three actions "pollrequest-broadcast" have to be determined on the basis of a round interval. Therefore, the transition matrix which determines such probabilities is given by the product M'*M*M performed N times, that is, [M'*M*M] N . P UM can be determined exactly as P R>OD , but considering res(c) instead of OD as the threshold for COUNTER to put a token in FAIL.
Model for the evaluation of R m
The model for the evaluation of R m is obtained following the same approach illustrated at the previous section: identification of the sub-model for a generic station i , and the replication of such sub-model through the REP operator. The sub-model station i is derived from that used to evaluate P R>OD . In fact, we are still interested in what happens to a specific broadcast message, so the related events occur once per round. the sub-models when combining a (parametric) number of them through the REP operator. As in the previous model, the place COUNTER contains information on the number of retransmissions a message is subject to. If the number of retransmissions is greater than OD+1, a token is put in FAIL indicating a catastrophic failure of the protocol. To evaluate R m , we have to compute the maximum value reached by COUNTER for each broadcast message. Thus the place MAX_RTX has been introduced, which is updated by both the output gates FAIL_BC and SUCC_BC by replacing its marking with that of COUNTER, if this last is higher. When all the sub-models terminate their execution (the marking of DELIVER is equal to the number of stations), the marking of MAX_RTX is the actual number of retransmissions needed by the message, and will give the number of average retransmissions.
EVALUATION RESULTS
A numerical evaluation of the SAN models presented in section 4 has been carried out, by using the tool UltraSAN [13] . Table 1 reports the parameters of the models, and the values used in the numerical evaluation. Time-bound for a poll message transmission 2380 µsec T duration of a Contention Free Period (in msec) {600, 2400} P D>OD probability that a decision message is lost by a station after OD+1 retransmissions P R>OD probability that a broadcast message is lost by a station after OD+1 retransmissions R m number of retransmissions for a broadcast message (average) T hr throughput (number of delivered messages per second) P UM probability that a broadcast message is not delivered
Most of the values adopted in this setting have been directly derived through experimental measurements performed in [7] . In fact, an implementation of the second version of the protocol was set up on a system of Win-dows NT 4.0 Workstations and Laptops connected by an IEEE 802.11 Standard compliant wireless network. The settings were as follows:
Carrying frequency: 2.4 GHz Packet size: 100-1000 bytes Data Rate: 2 Mbit/sec Some experiments have been carried out in an office environment under good physical conditions providing the following results:
Marginal probability of packet loss (PE): 1,60E-04 Upper-bound for messages: 7646µsec (1000bytes), 2843µsec (100bytes) From the experimental data it has been possible to derive values for those parameters related to the correlation of packet loss (p and q of Figure 1) . A commonly adopted approximation in the presence of coding for data block transmission [14] considers the success determined by comparing the signal power to a threshold: if the received power is above a certain threshold the block is successfully decoded with probability 1, otherwise it is lost with probability 1. This threshold is sometimes called fading margin F. When a Rayleigh fading channel is considered, PE and q can be calculated as in [15] :
Where ρ= J 0 (2πF D *T) and
Q(.,.) is the Marcum Q function. J 0 is the modified Bessel function of 0-th order.
Recalling the equations for F D and T from section 4.1, given the packet size, the speed of the mobile stations and the marginal error probability, one can compute F D *T, p and q. A few values for p and q are reported in Table  2 (1000byte packets). Note that when FD*T is equal to 3E-01 p=1-q, thus reproducing the case of independence among message failures. 1.0E-37
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1.0E-01 When PE increases, P D>OD increases, whereas for the same PE higher values of F D *T determine lower values for P D>OD . When F D *T = 3E-3 (Figure 5.a) , the fading is quite strong with strong correlation between message failures, thus resulting in a higher probability of protocol failure. The effects of the fading decreases as F D *T increases, as it can be observed in Figure  5 .b, resembling independence. The influence of the marginal probability of message failure PE and that of the contention free interval T are not surprising. The higher is PE, the higher is P D>OD ; similarly, the longer is T and the higher is P D>OD . 1.0E-38
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1.0E+00 It can be noted that values of P R>OD are lower than values of P D>OD with the same settings. This is due to the different time interval between retransmissions of two consecutive decision messages and broadcast messages; as already discussed in Section 4, the influence of fading on message losses depends on the time interval between two message transmissions. For the comparison with the case of independence among message failures (performed in Figure 6 .b), comments similar to those already discussed for P D>OD apply.
Figures 7.a plots P UM , using res(c)=[0, 3], PE={1.6E-4, 1E-2}, T={600, 2400} and F D *T=3E-03. Since P UM is obtained from the model used for P R>OD by simply substituting the parameter res(c) with OD, the same considerations already made for P R>OD apply. 1.0E-15
1.0E-01 As a final observation on dependability indicators, we report together, in Figure 8 , the values of P D>OD and P R>OD on a system with the same stations (2, 4, 6, and 8) and parameter setting: F D *T = 3E-2; OD = 5; PE = 5E-4. It is apparent that correlation makes the second protocol less resilient than the first. The higher probability of failure shown by such protocol version is due to the higher influence of the fading on consecutive messages (i.e., decision messages, on which the P R>OD measure is defined) than on cyclic messages (i.e., broadcast messages, on which the P D>OD measure is defined).
Moreover, it can be also observed the influence of the varying number of mobile stations N on both measures. It does not appear that much relevant; in the figure, it amounts to a maximum of one order of magnitude in the case of P R>OD , when moving from N=2 to N=8. This is mainly due to the fact that failures of messages transmitted by different stations are kept independent, according to the assumptions in Section 3. In our setting, the results obtained for R m vary depending on F D *T. Figure 9 .a shows the variations on R m at varying OD and PE for F D *T=3E-03. We observe that, while it depends on PE, some dependence on OD is observed only for high PE. When F D *T=3E-02 and F D *T=3E-01, as depicted in Figure 9 .b, OD does not impact on the obtained results (and their range of variation is very narrow [1.002, 1.04]). Finally, the evaluation of the throughput is based on R m and the average message delay t m . In our settings, the throughput depends only on R m , since we assumed a constant message delay. The values for the throughput are given by the formula 1/((t p +2t m )*R m ). Table 3 reports the values of the throughput T hr as determined by the analytical and experimental evaluation.
Performance-related indicators
Interestingly, changing res(c) has a negligible impact on the throughput in both cases. Actually, message losses are a small fraction of the total number and the number of retransmissions is low, this explains why the impact of res(c) is minor. This result suggests that using the (more complex) protocol version with both res(c) and OD is not worthwhile if only throughput considerations matter; however, if real-time requirements have to be accounted for, restricting to res(c) retransmissions allows meeting the timing guarantees. The fading, instead, has significant impact on T hr : when F D *T=3.0E-3 (high fading), the throughput changes significantly at varying the probability of message loss. However, such influence decreases at decreasing values of the fading, becoming negligible for F D *T=3.0E-1.
CONCLUSIONS
The work presented in this paper is concerned with QoS analysis of group communication protocols in an experimental setting. This study contributes to the QoS analysis of distributed systems, being group communication protocols basic mechanisms for the co-operation among the distributed entities. QoS analysis is being more and more recognised as an important step for the early verification and validation of system designs, also providing precious feedback for the refinement process.
The identified QoS metrics relate to both dependability and performance. Specifically, the dependability-related figures aim at giving an estimate of the coverage of the assumptions on which the protocols rely, while the performance figures can be used as indicators of the technical limitations imposed by the communication system.
In order to improve the correct representation of the protocols, their formal description has been provided using the timed asynchronous model. The QoS analysis has been developed through an analytical approach based on the SAN formalism. The derived models closely represent the system and the environment, by accounting for physical characteristics such as the fading channel phenomenon, and for user mobility. In fact, both of them affect a wireless communication and cause time correlation among successive messages, captured by our models. We used experimental data previously collected in a representative experimental context to provide parameters values. Then we performed several evaluations to highlight the behaviour of the protocols depending on their settings and on the environment characteristics.
Although shown through two group protocols, the work presented can be applied to other distributed contexts. First, the formalisation of group communication properties can be exploited to generate a number of variants of group communication protocols, to find the "best fit" among performance, delay time, reliability and formal properties of the broadcast, in accordance with user requirements. Second, the basic approach to QoS analysis defined here can be successfully applied to other distributed protocols/mechanisms with proper adaptation to the specific characteristics of the new context.
