Abstract. An artifact found in magnetic resonance images (MRI) called partial volume averaging (PVA) has received much attention since accurate segmentation of cerebral anatomy and pathology is impeded by this artifact. Traditional neurological segmentation techniques rely on Gaussian mixture models to handle noise and PVA, or high-dimensional feature sets that exploit redundancy in multispectral datasets. Unfortunately, model-based techniques may not be optimal for images with non-Gaussian noise distributions and/or pathology, and multispectral techniques model probabilities instead of the partial volume (PV) fraction. For robust segmentation, a PV fraction estimation approach is developed for cerebral MRI that does not depend on predetermined intensity distribution models or multispectral scans. Instead, the PV fraction is estimated directly from each image using an adaptively defined global edge map constructed by exploiting a relationship between edge content and PVA. The final PVA map is used to segment anatomy and pathology with subvoxel accuracy. Validation on simulated and real, pathology-free T1 MRI (Gaussian noise), as well as pathological fluid attenuation inversion recovery MRI (non-Gaussian noise), demonstrate that the PV fraction is accurately estimated and the resultant segmentation is robust. Comparison to model-based methods further highlight the benefits of the current approach.
Introduction
Analyzing magnetic resonance images (MRI) of the brain often requires an accurate tissue segmentation of the gray matter (GM), white matter (WM), cerebrospinal fluid (CSF), and pathology. Manual segmentation of these tissues by an expert is time-consuming, labor-intensive, subjective, and error-prone since many structures must be manually outlined for several images per patient. To combat these challenges, automated techniques may be used since they offer efficient, objective, repeatable, and quantitative segmentations.
A common challenge of automatic MR brain segmentation is the partial volume averaging (PVA) artifact, which concerns the way a volume element is imaged when there is more than one tissue present within the extent of the voxel. PVA can lead to 30% to 60% error in the volume measurement of complex brain structures [1] [2] [3] and, therefore, must be taken into account to ensure that segmentations are accurate and volume measurements are precise. The most commonly used PVA model assumes each intensity value in the image is the weighted sum of random variables, each of which represents a pure tissue class. 3, 4 The weighting factor is referred to as the partial volume (PV) fraction, which describes the percentage of each tissue present in the voxel.
The process of estimating the PV fraction for every pixel is usually performed in two stages. 3, 5 First, a PV classification step finds class labels for the pure tissue and mixture (PVA) classes, which is used to estimate distributional parameters for each class. Following this, the PV fraction is estimated using the parameters found during the PV classification step. The most popular method of PV classification is based on Bayesian frameworks and an image histogram that is approximated by mixture models constructed with a priori class distributions. [2] [3] [4] [6] [7] [8] Usually, Gaussian intensity models with equal variances are used to represent the intensity distributions of the pure tissue classes, and the PVA voxels are modeled by a separate Gaussian, 9 as a combination of the neighboring tissue classes' Gaussians 6 or as a uniform distribution. 2 These works are foundational and provide critical understanding of PVA.
After PV classification, the PV fraction is estimated using the maximum-likelihood principle (usually assuming equal tissue type variances). [3] [4] [5] As discussed in these papers, the accuracy of PV fraction is strongly affected by noise, as well as the accuracy of the parameter estimation phase. To combat noise, some works have employed Markov random fields as well as noise filtering methods and have achieved promising results. [3] [4] [5] However, even a small amount of error in the parameter estimation phase causes huge amounts of error in the estimate of the PV fraction. 3 The accuracy of the parameters is directly related to the probability distribution function (PDF) that is chosen to represent the tissue classes. Therefore, models would need to be accurately chosen for pure tissues, PVA classes, as well as a pathology class (if present). Most often Gaussian models are selected since it eases parameter estimation and has been shown to be related to images acquired with single-coil acquisition systems with high signal-to-noise ratios. 10 However, there are challenges with these approaches: newer (multicoil) acquisition systems generate non-Gaussian noise with distributions that are often unknown or mathematically intractable; 10 there is no explicit mathematical model for PVA even in the presence of Gaussian noise, 5 and pathology generally does not follow any known mathematical distribution. In these scenarios, previous works are suboptimal since Gaussian distributions do not accurately represent tissues, which leads to inaccurate parameter and PV fraction estimation. Other authors have noted the selection of a Gaussian model as controversial. 5 Preselecting a model or distribution that can handle tissue classification for images with non-Gaussian noise and pathology classes in one is very difficult. Therefore, in this work, we focus on avoiding the pre-selection of a distribution a priori by developing a generalized methodology that is based on the inherent properties of the image, instead of noise statistics and models of pathology. It can perform brain tissue segmentation for all types of scenarios within one framework, and also avoids expectation maximization (EM) for parameter estimation, which is computationally complex and local. 6 There are nonparametric classification techniques in the literature that attempt to overcome model-selection issues by processing coregistered, multicomponent datasets [i.e., T1, T2, proton density (PD)]. [11] [12] [13] Redundancy removes dependency on distributional parameters, but the classification result is not a PV fraction. Rather the result is a probability value that describes the likelihood or degree of membership to a particular class. 5 Increased image acquisition cost (several modalities per patient), computational complexity, memory requirements, as well as registration errors further reduce the appeal of such approaches.
The current work is a computationally efficient, model-independent approach that operates on a single modality to estimate the PV fraction directly from the image by exploiting a mathematical relationship between edge content and PVA. The proposed work is generalized in that it does not make any assumption regarding the underlying tissue classes or noise distribution. As a result, it can operate on normal and abnormal images (with/without pathology) as well as those acquired by both single coil and multicoil technologies (contaminated by Gaussian or non-Gaussian noise). To the best of our knowledge, the proposed work is one of the only techniques that can efficiently handle all these scenarios within a single framework. The method is validated and compared to model-based approaches for several databases: simulated and real T1 MRI with no pathology and Gaussian noise, as well as fluid attenuation inversion recovery (FLAIR) MRI with white matter lesions (WML) and non-Gaussian noise.
The paper is structured as follows. Section 2 describes the motivation and mathematical foundations of the current approach, Sec. 3 describes the image processing methods used to implement the approach, and Sec. 4 contains the results.
Motivation and General Framework
Consider a neurological MR image denoted by YðxÞ, where each voxel has an intensity y at spatial location x ¼ ðx 1 ; x 2 Þ ∈ Z 2 . In pure tissue regions (single tissue type within the voxel), the intensity is drawn from a probability distribution, i.e., YðxÞ ¼ Y k , where Y k ∼ p k ðyÞ and k is the tissue type. In PVA voxels, there are usually two tissues present within the extent of the voxel. (In neurological MRI, PVA is considered to have two pure tissues mixing per PVA voxel since the number of voxels with more than two tissue types is negligible. [2] [3] [4] ) The intensity of these mixture pixels is determined by the PV fraction α jk ðxÞ (percentage of tissue j versus tissue k), 2, 6 as in:
where α jk ðxÞ ∈ ½0; 1, Y j ðxÞ is the intensity value of tissue j drawn from p j ðyÞ, and Y k ðxÞ is the intensity value selected from p k ðyÞ for tissue k. The mixel class Y jk occurs over specific intensity ranges that are bounded, i.e., Y k < Y jk ðxÞ < Y j , whereas the two pure classes correspond to approximately unique intensity values Y j , Y k . A direct consequence is that PVA voxels occur in edgy regions of the image, whereas pure tissue classes occur in the flat regions. Since PVA occurs in tissue boundaries, this work seeks a relation between the edge content and PV fraction α jk ðxÞ.
To ensure PV fraction estimation is accurate, noise filtering and bias field reduction should be employed first. 5 Assuming noise filtering and bias field reduction have been employed, the following ideal (noise-free) signal model is realized:
where I j , I k are constant gray-level values uniquely depicting each tissue, and I j > I k ≥ 0. Using the ideal signal model, we formulate a relationship between the PV fraction and the edge content in the image by taking the gradient, as in
where α 0 jk is the change in the tissue fraction between tissue j and tissue k. Solving for the change in tissue fraction α 0 jk ðxÞ results in a unique PVA quantifier
which is a normalized and class specific representation of edge information in PVA regions. It is normalized because the largest possible value of Y 0 jk ðxÞ is I j − I k (step-edge or maximum intensity change in one pixel step) and the minimum is 0 in a constant region, resulting in 0 ≤ α 0 jk ðxÞ ≤ 1. It is class-specific because the value is dependent on the edge information of the underlying class representation of edge information in PVA regions. This mathematical relationship directly relates the PV fraction to the edge content in the image. This is a relationship that we believe will be foundational in paving the way for many new works. The remainder of this paper will demonstrate how to exploit this relationship to estimate the PV fraction.
Considering the derivative in Eq. (4), the PV fraction may be found by integration of α 0
where x 1 ≤ x ≤ x 2 , x 1 , x 2 are the spatial coordinates that delineate the jk PVA region from the surrounding pure tissues (tissue j and tissue k), C is the constant of integration, and ϵ is a dummy variable used for integration. There are three main challenges with estimating the PV fraction in such a manner: The proposed work manages these three challenges in an efficient manner. Integration bounds and classification challenges are handled since classification is performed directly in the global (intensity) domain using thresholds that dynamically change depending on the image's edge content, instead of performing it in the spatial domain. Therefore, neither is there a need to define integration bounds nor is classification a priori required with this approach. Since intensity is related to the tissue classes, estimation of the PV fraction in the global domain results in accurate tissue segmentations. Noise and tissue intensity variation is minimized by robust noise preprocessing (filtering) as discussed in Ref. 5 in addition to the fact that estimates are derived using the entire three-dimensional (3-D) volume at once.
To transform α 0 ðxÞ to the global domain, edge and intensity information are coupled through the conditional PDF of α 0 ðxÞ for a particular intensity y by 
where 0 ≤ a ≤ 1, 0 ≤ y ≤ y max , a is the realization of α 0 ðxÞ, and y max is the maximum gray level in the volume. This PDF quantifies the distribution of the edge information α 0 ðxÞ for a specific gray level y for the entire 3-D volume. In flat regions (pure tissues), there is clustering in the PDF for low edge values at the corresponding intensities. Across anatomical boundaries (PVA), high edge values dominate the PDF for the respective intensity ranges. Using this PDF, a global estimate of the change in the tissue fraction, α 0 ðyÞ, is found with the conditional expectation operator. It offers the best prediction [in the mean square error (MSE) sense] of the edge content in the image, given the intensity is y, as in
The change in the tissue fraction, α 0 ðyÞ, discriminates between PVA and pure tissue classes based on their respective edge content and intensity values. Intensity ranges with large edge values [maximally edgy, maxima of α 0 ðyÞ] correspond to PVA regions, while intensity ranges with small edge content are linked to pure tissue classes [minimally edgy, or minima of α 0 ðyÞ]. Contiguous, large amplitude regions of α 0 ðyÞ that are bounded by two minima constitute a PVA pulse, which describes the change in PV fraction between neighboring pure tissues, i.e., jk. For three tissue classes (i.e., CSF, WM, GM), there are two PVA pulses that represent the two mixture classes (CSF-WM, WM-GM) and three minima in α 0 ðyÞ corresponding to the pure tissue classes y j , j ¼ 1; 2; 3. Let the minima of α 0 ðyÞ be denoted by min j , j ¼ 1; 2; 3, and the maxima of the PVA pulse be denoted by max jk , jk ¼ 12; 23.
To compute α 0 jk ðyÞ from α 0 ðyÞ, voxels that are maximally edgy, i.e., PVA, are retained. Since noise generates artificial edginess, the minima of α 0 ðyÞ are nonzero for pure tissue regions. To find which voxels belong to the PVA class, an adaptive threshold is applied to the left and right side of each PVA pulse that retains voxels that are most probable to contain mixture components
where min k and min j are the minimum values of α 0 ðyÞ for pure tissue k and j, respectively, and max jk is the maximum value of α 0 ðyÞ for the PVA pulse that describes the mixture of tissue k with tissue j.
To find the class-specific change in PV fraction, the adaptive thresholds are applied
where y min j , y min k , and y max jk are the gray levels that correspond to landmarks (optima) in α 0 ðyÞ (min k , min j , and max jk ). The remaining nonzero values define α 0 jk ðyÞ, over the gray levels in the range of y ∈ ðy k ; y j Þ, which are the regions that contain large-valued edge information.
To decode the PV fraction, α jk ðxÞ, each refined PVA pulse α 0 jk ðyÞ is integrated over the corresponding intensity values
where the denominator is a normalizing constant, such that 0 ≤ α jk ðyÞ ≤ 1. This PV fraction describes the proportion of each tissue found in voxels with intensity y. Converting the localized edge metric into the global domain eases computation of the PV fraction. As α jk ðyÞ dictates which gray levels belong to mixture classes, it can be easily modified to get class memberships for each tissue class. Class memberships are nonzero over the gray-level values that belong to each of the classes, and the value of the membership function dictates the amount of tissue j present in the voxel (α jk ðyÞ ¼ 1 for pure tissues and 0 < α jk ðyÞ < 1 for PVA voxels). The class membership for tissue k is found by
and the class membership of tissue j is computed similarly 
These profiles describe the fractional membership of gray levels to each tissue class.
Image Processing Methods
The following section will describe the image processing algorithms that are used to implement the PV fraction estimation and tissue segmentation approach. The various stages are depicted in Fig. 1 .
Estimation of α 0 ðx Þ
A fuzzy technique based on the cumulative distribution function (CDF) of the gradient 14, 15 is employed to find α 0 ðxÞ. First, the magnitude of the gradient, g ¼ k∇yk, is estimated by the Sobel operator followed by computation of the PDF of the gradient p G ðgÞ. The CDF of the gradient magnitude is found by
where α 0 ðgÞ ∈ ½0; 1. This nonlinear edge measure quantifies the certainty of edge presence for gradient g. As shown in Refs. 14 and 16, α 0 ðgÞ assigns high and like values to significant edges, despite them occurring over a wide range of g and with few occurrences. Therefore, it groups significant edges (edgy regions), while suppressing the irrelevant ones (flat regions). It is normalized 0 ≤ α 0 ðgÞ ≤ 1, and to arrive at α 0 ðxÞ, α 0 ðgÞ is mapped back to the spatial domain: α 0 ðgÞ → α 0 ðxÞ.
Estimation of p α 0 ðx ÞjY ðajy Þ
The conditional PDF p α 0 ðxÞjY ðajyÞ is used to transform the localized edge metric to a global one. A kernel density estimator (KDE) is used since it creates a smoother visual construction of the frequency distribution 17 compared to the empirical distribution. Given a sample of fuzzy edge values α 0 ðx 1 Þ; α 0 ðx 2 Þ; · · · α 0 ðx n Þ, for a specific intensity y, the KDE is formed by the summation of a series of kernels for all sample data
where Kð·Þ is a Gaussian kernel function and h n is the standard deviation of the Gaussian. Since this technique is applied in 3-D, n is the total number of voxels with intensity y from the 3-D volume.
To discriminate between pure tissue voxels and PVA voxels, two bin locations at a ¼ 0 and a ¼ 1 are substituted into Eq. (16), resulting in a conditional PDF that describes edge presence for each gray level y for the nonedge class (pure) and edge class (PVA), respectively. The PDF for the nonedgy regions (pure tissue class) is described by
where the last line is valid for symmetric kernels since K 0 ðxÞ ¼ K 0 ð−xÞ and K 0 ðxÞ ¼ K½ðxÞ∕ðh n Þ. The probability that a voxel lies in a PVA region (significant edge) is found by
The two probability functions describe the likelihood that intensity y belongs to a PVA (edge) or pure tissue (flat) class. Since they are PDFs, it is required that p α 0 ðxÞjY ða ¼ 0jyÞþ The support of the Gaussian kernel K 0 ðxÞ ¼ K½ðxÞ∕ðh n Þ is roughly −3h n ≤ x ≤ 3h n , where h n is the standard deviation of the distribution. To perform the classification, the minimum length of the support of the Gaussian should be 0.5, to ensure that there are no invalid probabilities [i.e., p α 0 ðxÞjY ða ¼ 0jyÞ ¼ 0 ¼ p α 0 ðxÞjY ða ¼ 1jyÞ]. Moreover, the maximum support of the Gaussian should also be ≤1.0, so the characteristic functions are not defined outside the valid range for symmetric classifiers. As a result, the scale parameter h n can be found by
which simplifies to ð1∕6Þ < jh n j ≤ ð1∕3Þ. The smallest possible kernel in this range is taken for better discrimination between classes.
Estimating α 0 ðy Þ
Using the probability estimates found by Eqs. (17) and (18), the global estimate for the change in tissue fraction, α 0 ðyÞ, is found by the conditional expectation operator. where the last line shows that the PV fraction is related to the probability that a voxel is located on an edge. Mapping α 0 ðyÞ back to the spatial domain [α 0 ðx 1 ; x 2 Þ] highlights PVA voxels with large values.
Estimating Threshold T
To estimate the thresholds for each PVA pulse, the optima of α 0 ðyÞ need to be computed to determine the ranges of the PVA pulses. An optima-finding algorithm is used to estimate min k , min j , max k , and max j . Initially, the gray-level histogram of the volumetric dataset is computed, and a peak-finding algorithm is invoked to locate the maxima of the histogram. The derivative of the histogram is taken, and the points where the derivative changes sign are used to locate candidates for min k and min j [the maxima or peaks of the histogram correspond roughly to the minima of α 0 ðyÞ]. Using the initial estimates of min k and min j found in this phase, the maxima, max k and max j , are found by searching between two adjacent minima. For error checking, the minimum between two adjacent maxima are found again to ensure the correct minima were found by the peak-finding algorithm. For three pure tissues, two PVA peaks are automatically detected, along with the gray-level ranges that pure and PVA voxels span.
PV Fraction Estimation and Tissue Segmentation
The thresholds are used to solve for α 0 jk ðyÞ, and the PV fraction α jk ðyÞ is decoded with Eq. (12) . An example is shown in Fig. 2 , as applied to the simulated image of Fig. 2 (a) (three pure tissue classes and two PVA classes). The estimated PV fraction (spatial domain representation) is shown in Fig. 2(b) , where the brightest voxels signify the first tissue j is dominating the PVA voxel Y jk . The averaged one-dimensional scanline of the estimated PV fraction, α est jk ðx 2 Þ, and the ground truth partial volume fraction, α true jk ðx 2 Þ, are shown in Fig. 2(c) . The estimated and true values are very similar, demonstrating the accuracy and precision of the approach. The left-most peak is the tissue fraction for the Y 23 mixels, or α 23 , and the rightmost peak shows the tissue fraction for the Y 12 PVA region, or α 12 .
The corresponding class membership functions are shown in Fig. 2(d) . Each curve automatically describes the membership of each gray level to every tissue class. The class membership functions mapped back to the spatial domain are shown in Fig. 3 . The pure tissue classes are denoted by "hot" red values, and PVA voxels receive fractional values in boundaries that separate two pure tissue classes.
Experiments
This section details the experimental results of the proposed work employed on a series of simulated and real neurological MRI.
Preprocessing
To ensure the approach is robust, if bias field correction is required, it may be completed by any number of methods. 18 Fortunately, the experimental images already had bias field correction performed (see BrainWeb, ISBR V2.0), or have it built into the scanner (see FLAIR). To reduce the impact of noise, we 
Image Databases
The image databases that are used for experimentation were selected for two reasons: (1) every database has ground truth tissue masks and, thus, segmentation and PVA classification performance can be quantitatively judged and (2) the datasets represent many different different imaging scenarios, such as real/ simulated images, T1/FLAIR modalities, normal/pathology (WML), Gaussian/non-Gaussian noise types. The specifications and descriptions of each of the database are listed in Table 1 and briefly discussed below.
The first set of images are from McGill's simulated BrainWeb database. 19, 20 These simulated images have been pivotal in validating many algorithms, especially since both the discrete tissue masks and PV fraction ground truth are supplied. BrainWeb contains simulations for various noise levels and slice thicknesses, so the performance of algorithms as a function of distortions can be tested. The noise is (approximately) normally distributed and there is no pathology present.
To test the methods on real data, the Internet Brain Segmentation Repository (IBSR) (http://neuro-www.mgh.harvard.edu/ cma/ibsr), Version 2 (IBSR V2) is used (ISBR V2 is more reliable than ISBR V1 since the imaging parameters in ISBR V2 are uniform throughout, permitting fair comparison). ISBR V2 contains 18 volumetric T1 MRI (128 slices/patient), which were positionally normalized into the Talairach orientation (rotation only) and processed by bias field correction routines. Ground truth masks were generated by manual segmentations.
The noise approximately follows a Gaussian distribution and there is no pathology.
An additional FLAIR MRI database is used since they possess atypical qualities: non-Gaussian noise and pathology. The database contains volumetric scans acquired with a multichannel MRI system from 25 patients with WML (this research project received Institutional ethics approval in January 2008). Volume measurements of these lesions are important in assessing a patient's risk factor for stroke, 21 and therefore, precise segmentation is critical. For validation purposes, the lesions were manually segmented by an experienced radiologist.
Performance Metrics
To analyze the PVA quantification performance, BrainWeb's fuzzy membership maps (ξ true ) are compared to the estimated class memberships (ξ est ) through the MSE. This metric takes into consideration the fractional nature of the tissue maps. The MSE is computed by
where N is the number of pixels in class j. For databases that have only binary (discrete) ground truths, the dice similarity coefficient (DSC) 22, 23 is utilized to measure similarity between binary sample sets. Let AðxÞ and BðxÞ be the 
where N denotes number of items in.
BrainWeb Database
The BrainWeb database is used to quantify the performance of both PVA estimation and tissue segmentation. To estimate the conditional probability model p α 0 ðxÞjY ðajyÞ, 3-D intensity and edge values were utilized to compute Eq. (16). This PDF is then used to find the global edge map α 0 ðyÞ, which is thresholded and integrated to solve for the tissue fraction for each PVA class. The corresponding functions for several simulated volumes are shown in Fig. 4 The class memberships ξ j ðyÞ, j ¼ f1; 2; 3g highlight the amount of each tissue for every intensity value. The corresponding spatial domain representations are shown in Fig. 5 . A heatmap is used to display the fractional values of the masks, where a maximum value (1) receives a "hot" red color and a minimum value (0) is color coded with a "cool" blue color. The ground truth and estimated class memberships are similar in appearance, in terms of detection accuracy (location) and precision (value). Thesholding the class memberships at 0.5 results in a discrete tissue segmentation, and the results for several simulations are shown in Fig. 6 . The estimated segmentation closely resembles the ground truth for several slice thicknesses and noise levels. To quantitatively validate the performance of the PVA estimation framework, the estimated and true spatial masks are compared to one another using the MSE. The average MSE for each tissue class is shown in Fig. 7 .
Over all slice thicknesses and noise levels, the performance is high, with MSE < 0.14 over all simulation parameters and tissue types. The best performance occurs for the lowest levels of artifacts (1% noise, 1 mm slice thickness) and the lowest performance occurs for the most severe imaging artifacts (9% noise and 9 mm slice thickness).
To evaluate the tissue segmentation (detection) accuracy, the true and estimated binary tissue classification masks are compared using the DSC. The DSC for each tissue class is shown in Figs. 7(d) to 7(f). High DSC values are achieved over all slice thicknesses and noise levels for each tissue type. Interestingly, each tissue type is performing comparably (DSC trends are similar). The DSC is highest for minimal degradation and artifact levels and lowest for the most severe imaging artifacts.
An important consideration of the proposed work is the ability of the gradient to localize edge information and the dependency on the Sobel framework in different types of gradient conditions, including almost nonexistent gradient regions ("faint" edges), lesions, and/or multiscale edges.
First, the effect of the gradient on the accuracy of the PV fraction is examined in faint-edged regions (where the gradient is almost nonexistent). Mainly, such edges are created when the contrast is so low between adjacent classes and/or the noise is so high that it is difficult to differentiate between classes as seen by the gradient operator.
In images with high noise and/or low contrast, an initial denoising and/or contrast enhancement phase can be applied to enhance the results of the edge detector. There are various advanced edge-preserving smoothing filters and contrast enhancement functions that can be used, and some examples are described in this work to improve the localization capabilities of the edge detector. Additionally, as the method is a generalized framework, other edge metrics besides the Sobel operator can be applied, such as the phase congruency measure, which are less dependent on the contrast between classes. We look forward to applying these edge metrics in future work.
To analyze the performance of the Sobel operator in low-contrast/high-noise situations, the class membership maps in the GM sulci are examined further (the GM sulci are composed of a low-contrast edge between GM and WM). The class membership values are linearly related to the PV fraction and will provide good visual representation of the gradient in low-contrast regions under different noise scenarios. The resultant class membership maps for a zoomed-in region of the sulci are shown as a function of noise in Fig. 8 .
Visual results of the sulci demonstrate that the class membership values correlate well to the ground truth mask in low-contrast GM regions. In many of the deep sulci, the edges and GM membership were detected well. Additionally, the MSE and DSC of Figs. 7(b) and 7(e) indicate that the gradient is successful in quantifying the PV fraction over many noise levels for the GM class (which includes low-contrast regions such as sulci).
As noise is increased, the contrast-to-noise level is reduced and there is reduced performance of the algorithm. This is expected since it is a well-known fact that noise and low contrast reduces the gradient's ability to localize edge information. Despite this, even at the highest noise levels (9% noise), the tissue segmentation produced low MSE and high DSC results [Figs. 7(b) and 7(e), MSE ∼ 0.11 and DSC ∼ 0.83]. Although there is noise in the estimation, there is still a high degree of similarity between the true and estimated GM masks. (a) Ground Truth GM (b) Estimated GM, 1% noise (c) Estimated GM, 3% noise (d) Estimated GM, 5% noise (e) Estimated GM, 7% noise (f) Estimated GM, 9% noise We predict that the algorithm would begin to fail beyond a 9% noise level. As can be seen in Fig. 4 , the difference between the maxima and minima of α 0 ðyÞ for the WM and GM class (in terms of amplitude) decreases for higher noise situations. Eventually, the edge will not localize and it will not be possible to detect the maxima and minima of α 0 ðyÞ. Fortunately, these high-noise situations are not commonly encountered in real MRI (see the results on real images in the following sections). The localization capabilities of the gradient are not affected by the presence of lesions either, which is shown later by the experimental results on the FLAIR MRI database results-that is a big advantage of this methodology.
We can now address the second concern regarding the fact that edges exist at different scales. The size of the PVA band (contiguous PVA pixels dividing two classes) is dependent on the degradation level of the PV artifact (larger slices result in more noticeable PVA). Also, different-sized objects, such as pathology, are common place. The edge information in these two cases is size dependent and, therefore, edges exist at multiple scales.
The fact that edges occur at multiple scales is a major consideration for future works. We are considering the design of a multiscale approach, which models edge information at multiple scales to estimate the PVA fraction. Inherent in this approach will be a built-in multiscale denoising scheme, which eliminates the need for preprocessing and allows us to elegantly handle the multiscale mathematics. However, this single-scale approach is foundational and paves the way for many more advanced applications, such as a multiscale one. Furthermore, results show that the localization capabilities at a single scale still produces high results, even for the 9-mm (thickest) slices [MSE ∼ 0.10 and DSC ∼ 0.72 for the GM class as per Figs. 7(b) and 7(e)].
The effect of filtering and enhancement on performance is also an important consideration. These preprocessing stages are part of the image processing pipeline and are selected to maintain edge integrity (bilateral filtering is an edge-preserving smoothing filter). We want to estimate the true or ideal edge profiles, and this is handled through denoising in our approach. Adaptive parameters were used for the bilateral filter (function of the dynamic range of the images intensity). Therefore, this filter can be dynamically applied to a variety of images with good results.
As shown by the experimental results (see DSC and MSE of Fig. 7) , the performance is excellent, indicating that despite preprocessing, the edges are maintained sufficiently and the PV fraction is estimated with high fidelity. As discussed above, we will be looking at a multiscale approach next, which includes a multiscale filtering stage. Therefore, the next version will not require any parameters to be defined, and the need for separate preprocessing is removed. However, the proposed method lays the ground work for those future approaches.
The difference between the proposed works and prior art is that there is no need to assume a Gaussian model-if the variance of the distribution (any type of distribution) is varied, the approach can handle it. This is important in modern MR systems that generate images that do not have Gaussian noise, as well as images with pathology (see results for FLAIR database).
As long as the contrast-to-noise ratio is high enough and the gradient localizes the edge information, class variability is automatically and adaptively handled without having to change anything in the method. The intensities with the highest or lowest probabilities in αðyÞ ¼ pðajyÞ are automatically chosen as the maxima and minima using a peak-finding algorithm, which has several error-checking reassurances in place that double check the results. Since the most probabilistic values for the minima and maxima of αðyÞ have been selected, the thresholds that are defined using these values are also selected in a probabilistically sound way.
There could be some variability caused by noise that could impact the estimation of the intensity values that separate adjacent tissue classes [I j or I k in Eq. (4)], which in turn are used to compute the threshold. Suboptimal choices for these intensity values change the intensity ranges of the pure and PVA classes and also the corresponding thresholds. The effect is usually negligible since the range between tissue classes is sufficiently large enough to reduce the impact of any small error.
If you consider Fig. 4 , this point is highlighted. The figure shows the estimated class membership functions for several different noise situations (which are found by the intensity values I j , I k as well as the thresholds). As can be seen, the class memberships are very similar to one another for all of the noise scenarios and for each class. There are some minor differences contributed to noise, but that is expected as it would effect other methods, as well. However, these minor changes do not translate into gross errors, which is supported by the low MSE and high DSC results for all noise levels and slice thicknesses (Fig. 7) .
In the future, error bounds or confidence intervals for PV fraction estimates will be added for uncertainty handling. The applicability of the conditional variance of αðyÞ is currently being considered for this.
As a final proof-point of the robustness of the proposed method, the results are compared to the results of modelbased algorithms. The first comparison is with the six modelbased approaches discussed in Ref. 6 . The six methods, labeled A to F, encompass a variety of model-based approaches that use Gaussian mixture models, as well as spatial and anatomical priors. This paper presents a deep study of the performance of tissue modelization and classification techniques. The DSC results for these six methods as well as the proposed method, applied to T1-weighted BrainWeb images with 7% noise and 1 mm slice thickness, are reproduced in Table 2 . The proposed approach outperforms methods A to F consistently and by modest amounts.
Another experiment was conducted, which compares the tissue segmentation performance of the proposed work to a recently developed, open-source implementation of a modelbased segmentation technique. 24 This method performs tissue segmentation with finite mixture models using a real-coded genetic algorithm (RCGA) to solve the optimization problem globally. The results of the RCGA approach are listed in Table 2 as well.
The RCGA-based approach performs better than the previously developed model-based techniques (A to F) (likely as a result of the optimization improvements), but the current approach outperforms them all.
ISBR V2.0 Database
The ISBR V2.0 database is utilized to examine the performance of the technique on real images. These images contain normal anatomy (no pathology) and are contaminated by Gaussian noise. In addition to bilateral filtering preprocessing, local histogram equalization is applied to improve the signal-to-noise ratio and contrast between classes since they are low in this database.
To see the effect of histogram equalization, refer to Fig. 9 . The estimated α 0 ðyÞ for the original image has a single defined PVA pulse and a second one of low amplitude, which is hardly distinguishable from the first one. If the contrast is too low, the gradient has limited ability to localize edge information. Using contrast enhancement, the PVA pulses are clearly defined and optima detection is successful as shown in Fig. 9(d) .
The estimated WM and GM class memberships for three images are shown in Fig. 10 , alongside the original brain image and ground truth mask. Visually, the proposed method is robust on real images.
For each of the 18 patients, the binary segmentation masks for the GM and WM classes were compared to the ground truth manual segmentations using the DSC as shown in Fig. 11(a) . Averaging over the entire database, the average DSC for the WM and GM tissues are 0.90 and 0.88, respectively, indicating excellent agreement.
The RCGA model-based approach was also employed on the IBSR V2.0 database and validation results are shown in Fig. 11(b) . GM segmentation performance is significantly lower than that of WM using the model-based method. A fewer number of GM pixels (versus WM) are used to create One volume from ISBR V2.0 was not included in the analysis (patient 6). The estimated α 0 ðyÞ for this volume is shown in Fig. 12(a) . As shown, the gradient operator was unable to differentiate between classes since only a single PVA pulse was localized and it had low amplitude. Comparing the DSC of the proposed work for all volumes as a function of the contrast between classes (the contrast was found by calculating the difference between histogram peaks, normalized by the total range of the image) in Fig. 12(b) demonstrates high performance is achieved for all the images except for patient 6, which is of low contrast (∼10% contrast). This patient demonstrates the breaking point of the algorithm.
FLAIR Database
The last set of experiments are focused on the FLAIR database. As shown in Table 1 , the images in this database have WML pathology and the noise is non-Gaussian. 10 Highly accurate segmentation of WML on these images will highlight the benefits of a generalized approach.
To prepare the images for segmentation, brain extraction was applied using the technique in Ref. 14 and bilateral filtering was utilized (as previously described). In brain extracted FLAIR MRI with WML, there are three tissue classes: (1) CSF, (2) brain (WM and GM form a single class 25 ) , and (3) WML. Although the tissue classes have different contrast properties than T1-weighted images, no modifications are required to employ the algorithm on the FLAIR MRI with WML.
The results for several images are shown in Fig. 13 , where the top row contains original FLAIR MRI with WML manual segmentations, and the bottom row contains the corresponding estimated class membership maps for the WML class, ξðxÞ. The interior of the lesions are red (pure) and the boundaries (PVA) receive proportionally less weighting.
The binary class membership masks are compared to the manual segmentation using the DSC, as shown in Fig. 14(a) for all patients. An average DSC of 0.78 was found for the entire database, indicating good agreement. In Fig. 14(b) , performance as a function of lesion volume for the proposed method also shows stable and robust segmentation, despite the variety of lesion loads. A few segmentation results (all tissue classes) are shown in Fig. 15 , clearly demonstrating that WML are robustly segmented.
The WML segmentation performance of the proposed work is compared to the model-based technique in Fig. 14 . The segmentation performance for the model-based technique is low for some images, and moreover, the results are highly variable, suggesting lack of repeatability and reproducibility. The low performance is caused by gross oversegmentation of the WML class as shown by the tissue segmentation masks in Fig. 15 . Over segmentation is likely caused by the presence of pathology, as well as the non-normal noise characteristics (non-Gaussian phenomena and pathology, which cannot be handled easily by a model-based technique). This greatly shows the benefits of the current PV fraction estimation and tissue segmentation work. 
Discussion
The results demonstrate the advantages of the current approach. PV fraction estimation and tissue segmentation performance was high for Gaussian and non-Gaussian noise scenarios, as well as images with pathology. Comparison to model-based approaches shows that it performs exceptionally well, especially in images with non-Gaussian noise properties and pathology. The challenges associated with model-based approaches are mitigated, i.e., intensity distribution of the noise and PVA models do not need to be selected a priori.
There are some challenges with the proposed method. Because the method is based on the gradient, for low contrast-to-noise ratios, there is a decrease in discrimination between PVA and pure regions in α 0 ðyÞ (difference between their respective amplitudes is reduced). If the noise and edge information are indistinguishable (as seen by the gradient), it is difficult to recover the edge information. We are currently investigating interesting ways to solve this challenge, for example, by employing a multiscale noise reduction framework that maximizes contrast-to-noise ratios, or other edge metrics that are not dependent on the gradient (i.e., phase congruency or texturebased features). These methods will be incorporated into the overall framework. Another challenge that stems from low gradient values surrounds the minima/maxima (threshold) detection step. If the contrast is not high enough between classes, the edge strength measure between pure and PVA classes will be small, ultimately reducing the efficacy of the optima detection algorithm. Future works just described will be important for this phase as well. A common challenge with neuro MRI segmentation approaches is the classification of PVA around the ventricles because PVA in these regions are composed of CSF and WM, which is not usually accounted for in classification problems since they are quantitatively insignificant. 6 It forms a special case that has to be handled separately, and although insignificant, we are currently looking at methods to handle this. A ventricle segmentation algorithm is being developed that will be used to impose a spatial constraint in the ventricular region.
The last consideration for future works is the selection of the thresholds. We are currently considering a variety of statistical quantities that explicitly model any uncertainty in this step. Therefore, it will be possible to model the PV fraction, along with an associated confidence interval.
Conclusion
The current paper presents a way to model PVA artifacts based on the edge content in the image. It is a generalized and adaptive approach that can be applied to several MRI-weightings for robust PV fraction estimation and brain segmentation. There are no a priori assumptions made about the distributions and no extra imaging modalities are required. It is a stand-alone approach that gives way to complete characterization of the brain tissue's class membership maps.
The proposed algorithm was employed successfully on simulated and real T1 MRI, as well as FLAIR MRI with WML. Comparison to model-based techniques shows that the edgebased approach outperforms traditional methods for brain segmentation in terms of segmentation performance. This is especially true for images with pathology and non-Gaussian noise characteristics, which are not easily handled by modelbased techniques. The proposed methods have great potential for future PV fraction estimation and brain segmentation works.
