Multiplication effects in point processes are important in a number of areas of electrical engineering and physics. We examine the properties and applications of a point process that arises when each event of a primary Poisson process generates a random number of subsidiary events with a given time course. The multiplication factor is assumed to obey the Poisson probability law, and the dynamics of the time delay are associated with a linear filter of arbitrary impulse response function; special attention is devoted to the rectangular and exponential case. Primary events are included in the final point process, which is expected to have applications in pulse, particle, and photon detection. We refer to this as the Thomas point process since the counting distribution reduces to the Thomas distribution in the limit of long counting times. Explicit results are obtained for the singlefold and multifold counting statistics (distribution of the number of events registered in a fixed counting time), the time statistics (forward recurrence time and interevent probability densities), and the counting correlation function (noise properties). These statistics can provide substantial insight into the underlying physical mechanisms generating the process. An example of the applicability of the model is provided by betaluminescence photons produced in a glass photomultiplier tube, when Cherenkov events are also present.
I. Introduction
To describe the statistics of photons, particles, or in general a random sequence of pulses, the theory of point processes is used. The simplest and most common process is the homogeneous Poisson point process (HPP). It is characterized by a single quantity, its rate, which is constant. One of its distinguishing features is that it evolves in time without aftereffects. This means that the occurrence times, and number of events before an arbitrary time, have no bearing on the subsequent occurrence times and number of events. It is said to have zero memory.' Photons of a stabilized laser above threshold obey the HPP to very good approximation.
There are many generalizations of the HPP. One case that has been studied extensively is the doubly stochastic Poisson point process (DSPP), which differs from the HPP in that the rate is no longer constant. 2 Rather it takes on a stochastic nature of its own. This process was first examined by Cox (and by Bartlett in Poisson point process itself and an independent randomness associated with its rate. Photons of classical sources of light are described by the DSPP.
A special case of the DSPP obtains when the stochastic rate is a filtered HPP (ie., shot noise); it is, therefore, convenient to call this the shot-noise-driven doubly stochastic Poisson point process (SNDP). 48 The SNDP arises when the rate of a (secondary) inhomogeneous Poisson pulse sequence is determined by another (primary) Poisson pulse sequence. An example is the sequence of primary Poisson electrons producing a sequence of photons in betaluminescence. The SNDP has been recently studied in great detail. The singlefold and multifold counting and time statistics, 8 as well as the time statistics in the presence of dead time and sick time, 7 have been obtained. One important result that emerges from the study is that in the limit of counting time long in comparison with the fluctuation time of the shot noise, a unique SNDP counting distribution emerges, the Neyman type-A distribution. 9 -1 ' Even in the nonstationary case, this limit turns out to be appropriate.1 2 The behavior of the SNDP in the presence of dead time (self-excitation) has also been examined in several cases 7 "13"1 4 ; phenomenological arguments show that in certain limits, the Neyman type-A counting distribution provides a satisfactory approximation in this case as well.1 4 Finally, multiplied-Poisson point processes have been examined in the context of quantum optics, where interference effects can occur, 15 and the counting statistics for cascades of SNDPs have been formulated.16
About thirty-five years ago, Thomas carried out a study' 7 in the context of ecology in which she introduced a two-parameter counting distribution distinct from the Neyman type-A only in that primary events were included in the final counts. Although she originally referred to this as the double-Poisson distribution, it has since come to be called the Thomas distribution . In this paper, we consider a stochastic point process that includes time dynamics and reduces to the Thomas counting distribution in the limit of long counting times. We assume that the primary events are instantaneouisly carried forward to the final process and that the secondary events are randomly delayed with respect to the primary events. The model is, therefore, identical to the SNDP considered earlier with the additional condition that primary events are fed forward. This is not a trivial addition, however, since the primary and secondary events are not independent. In Sec. II, we review the properties of the instantaneous Thomas process (when time dynamics are absent). The effects of time dynamics are incorporated in Sec. III; the counting statistics, counting correlation function, and time statistics are obtained, and their behaviors are investigated in special cases. Applications of the Thomas process are discussed in Sec. IV, and the conclusion is provided in Sec. V.
Instantaneous Thomas Process
In this section, we briefly review the Thomas distribution and study its various statistical properties. Consider the primary point process whose events are illustrated in Fig. 1(a) . The number of events (counts) The angular brackets represent an ensemble average. Let each primary event produce independently A subsidiary events [as illustrated in Fig.  1(b) ], where A is a discrete random variable that has an mgf QA(S) = (exp(-sA)). Since the primary process is fed forward and added to the secondary events, the total number of events N is given by
k=1
where the Ak are independent values of A. If A and M are statistically independent, it can be shown that the mgf of N,QN(s), is given byl""1
This equation can be used to relate the moments of N to those of M and A. The means are related by
the second factorial moment obeys the equation (4) and the variances are expressed as
Equation (5) is related to the Burgess variance theorem. When the primary events constitute a Poisson point process, the random variable M has a Poisson distribution with the mgf
which, when combined with Eq. (2), gives rise to
The count variance associated with Eq. (7) is then var(N) = (1 + ci)(N), (6) (7) (8) where
Equation (8) demonstrates that for a Poisson primary process, whatever the distribution of the multiplication factor A, the variance of N is always proportional to the mean (N). The ratio var(N)/(N) is known as the dispersion ratio or the Fano factor. 8 ' 2 ' We denote the parameter cl as the excess Fano factor.
When the multiplication factor A also has a Poisson distribution, Eq. (7) yields (10) which is the mgf for the Thomas distribution."" 7 Using Eq. (10), we have derived the following recurrence relation for the mth ordinary moment of N denoted by (N m ):
The first three ordinary moments are explicitly written
The variance is obtained from Eq. (12):
(b) (13) in accord with the results in Refs. 11 and 17.
The mth factorial moments Fm are obtained from the factorial moment generating function: (14) which is related to the ordinary mgf by
Combining Eqs. (10) and (15) yields
By use of the formula
together with Eq. (16), the mth factorial moment is expressed as the recurrence relation:
where
The first three factorial moments are easily shown to be
The Fano factor FT for the case of a Poisson primary process with Poisson multiplication is simply
The counting distribution p (n) can be obtained from the formula 2 3
where GN(Z) is the probability-generating function defined as
This is related to the ordinary mgf by
Combining Eqs. (10) and (23) yields
(c) By use of Eqs. (21) and (24), the counting distribution is expressed as
Ii
which can also be written as the finite sum
In the next section, we incorporate the effects of time dynamics, demonstrating that the counting distribution reduces to the Thomas in the limit of long counting times.
Ill. Thomas Process with Random Time Delay
In the previous section, each primary event was assumed to instantaneously excite a random number of subsidiary events. In many physical systems, a time delay will be inherent in the multiplication process, and that time delay will itself be random, as illustrated in Fig. 1(c) . The primary events are included in the final process for the Thomas process. The same result can be obtained by application of the SNDP, 8 as shown in The generation of the Thomas point process is represented in block diagram form in Fig. 3 . A process of Poisson impulses Zp (t) of constant rate ,u is filtered by a time-invariant linear filter with a non-negative impulse response function h(t). This results in the shot-noise process X(t).24 This process in turn is the stochastic rate giving rise to the DSPP U(t). The union of the doubly stochastic Poisson point process [rate X(t)] and the homogeneous Poisson point process (rate A) produces the Thomas process Z(t). It is important to note that the resulting point process may not be a DSPP because U(t) and Zp(t) are not independent.
We are interested in determining the following statistical properties of the Thomas process: (1) the counting statistics (probability distribution and moments) of the number of counts N registered in the time interval [0,T]; (2) the autocorrelation function of the counts in the time interval T, separated by a time delay r; and (3) the time statistics, i.e., the probability density functions for the forward recurrence time and the interevent time. We begin with the moment generating functional, specializing our results as we proceed with the calculations.
A. Moment Generating Functional
We define the moment generating functional of the random process 2 22 Z(t) as (26) It can be shown (see Appendix) that Eq. (26) can be rewritten as (27) where the moment generating functional for the process
Combining Eqs. (27) and (28) yields the final result
The joint statistical properties of the number of counts Nj in the L time intervals (tj,tj + Ti), j -1,2, . . , L, are determined from 
Here u(t) is the unit step function, and the asterisk * represents the operation of vector transposition. The substitution of Eq. (29) into Eq. (30) yields the L-dimensional moment generating function
By using this equation, we can explicitly determine the joint statistics of Nj.
C. Singlefold Moment Generating Function and Moments
The singlefold moment generating function can be found by simply substituting L = 1 in Eq. (31). This gives
where the linear filter impulse response function hT(t) is obtained by convolving h(t) with a rectangular impulse response function on the time interval [0,T]. This corresponds to ideal integration (which is assumed to be noncausal for convenience), so that
It can be shown that substituting h(t) = (A )6(t) into
Eq. (32) yields Eq. (10) with (M) = ,uT. This explicitly demonstrates that all moments of the Thomas instantaneous multiplication process can be recovered in the limit T/rp >> 1, where rp is the characteristic decay time for the impulse response function h(t). Using Eq.
(32), we obtain the following relation for the mth ordinary moments of N denoted (N m (T)):
The mean and variance are given by
Here A and Ai' are degrees-of-freedom parameters which depend on the counting time T and the characteristic decay time rp of the impulse response function h(t). The Fano factor is, therefore,
It has previously been shown that the Fano factor for the SNDP is given by
where 4 is given in Eq. (35a). In the limit when h(t)
, and (A) = a, 4 = ' = 1, and Eq. (20) is reproduced.
The behavior of A and At' has been studied in detail for the cases of exponential and rectangular impulse response (filter) functions. When the filter is exponential, 6 '
and we obtain
where /3 T/-rP. When h(t) is rectangular, i.e.,
the degrees-of-freedom parameters turn out to be
From Fig. 4 , it is apparent that the specific shape of the filter function plays its largest role in the vicinity of 3 = 1. This is to be expected, since for : << 1 the process approaches Poisson, while for: >> 1 it approaches the Thomas instantaneous process. These limits are valid for arbitrary h(t). Like the SNDP, the Thomas process is particlelike in nature. For short counting times, the particlelike clusters are cut apart leading to the independence characteristic of the Poisson, whereas for long counting times they are fully captured. 6 This is in sharp distinction to the counting process obtained for thermal light, which is wavelike in nature. 6 
D. Factorial Moments and Counting Distribution
The factorial moments and the counting distribution can be derived from the factorial moment generating function defined by Eq. (14) . This is related to the ordinary mgf in accordance with Eq. (15) The degrees-of-freedom parameters A and At' are presented graphically in Fig. 4 for the exponential (.texpAexp) and rectangular (trectArect) impulse response functions.
For << 1, Jttexp = Atrect = 1/3, and Aexp = Arect = 3, as is evident from Eqs. (40), (41), (43), and (44). In this limit, FT 1, as is seen from Eq. (37). For >> 1, all curves approach unity, indicating that the Fano factor achieves its maximum value
associated with the Thomas instantaneous multiplication distribution.l" 7 Note that this occurs in the limit of large counting time and is independent of the functional form of h (t). Furthermore, for > 1, Arect and
Arect are identical. This leads to a recurrence relation for distribution of the form the counting
Equations (50a) and (SOb) are identical to Eqs. (25a) and (25b), respectively, when T/rp >> 1 and /IT = (M)-In Fig. 5(a) , we display the counting distribution for the Thomas process, p(n) vs n, with 2TIrp as a parameter, when a = 0.5 and (N(T)) = 10. In Fig. 5(b) , the case for a = 2 is shown. In both cases, the variance increases with T/rp, as is understood from Fig. 4 and Eq. (37). Furthermore, for fixed T/-rp, the count uncertainty increases with a, which can also be understood on the basis of Eq. (37).
In Fig. 6 we compare the Thomas and SNDP counting distributions in the limit T/rp >> 1. (In this limit the SNDP is described by the Neyman type-A counting distribution.) In Fig. 6(a) we present the results for identical values of ,uT(=5) and a(=1) in both cases. Clearly the mean and variance for the Thomas (10 and 25, respectively) are greater than that for the Neyman type-A (5 and 10, respectively) because of the feedforward path. In Fig. 6(b) , we effect the comparison on the basis of an identical overall count mean [(N(T)) = 10] for a = 2. (Thus the driving rate 1A differs in the two cases.) The most pronounced differences should appear for moderate values of a since the Thomas counting distribution becomes the Poisson when a = 0, and the SNDP approaches the Poisson when a -0.11 Also, in the limit of large multiplication parameter (a -> ), the SNDP and the Thomas counting distributions both approach the fixed multiplicative Poisson distribution. 11 Even for a = 2, however, it is apparent from 
E. Counting Correlation Function
. In this subsection, we obtain the correlation function between counts observed in two time intervals of duration T, separated by a time delay -r = t 2 -t, for the Thomas process. The autocorrelation function is defined as 2 
R(tlt 2 ) = ([N(t 1 + T)-N(tl)][N(t 2 + T)-N(t 2 )]). (52)
It is obtained from the 2-D mgf expressed in Eq. (31) by setting L = 2, T 1 = T2 = T, and by forming the derivative
R(tlt2) =--QN(S)
asl 19S2 '°= A straightforward calculation yields the autocorrelation function for the Thomas process: 
R(T) = (N(T)) 2 + (N(T))O(T),

h(1TT)T X) + S h X hT(X -T)dX
The counting correlation function is, therefore, exponential. The result may be compared with that derived for the SNDP. 8 It is clear that they are quite similar, converging to the same result for a >> 1, as they should.
F. Time Statistics
We now determine the statistics for the forward recurrence time and the interevent time for the Thomas process. The forward recurrence time is defined as the time to the first event from an arbitrary time instant. This may be mathematically expressed as 2 ' 22 Pi ( Since the process is taken to be stationary, we set t = 0 in Eq. (57). To calculate the above joint probability, we make use of the probability generating function. Using the substitutions
in Eq. (31) yields the 2-D joint mgf
The probability generating function is related to the result in Eq. (58) by means of
Prob[1 event in AT 1 ),
Because of the stationarity, we set t = 0 in Eq. (62) as before. The 3-D joint probability can be found by the following substitutions in Eq. (31):
The 3-D joint probability generating function is related to the 3-D joint mgf by Eq. (59), and the joint probability is obtained as From the definition of the probability generating function, we have
Combining Eqs. (58), (59), and (60), it can be shown that the forward recurrence time probability density has the following form:
Similarly,
Combining Eqs. (62)- (65), the interevent time probability density turns out to be 2 5 P 2 (r) = exp(-r 1
J exp[-hT(t)] -ldt)
X [h(T) expf-h(0)] + h(-r) + 3 h(t)h(t + T) exp[-h,(t)]dt + A 1 + fO h(t + T) exp[-h,(t)]dt x {exp[-h,(O)] + fS h(t) exp[-ht(t)]dtlI X exp[-,(r -SO 1exp[-h,(t)] -ldtlI where h(t) = h(t + t')dt'.
The interevent time density is the probability density function for the time intervals between consecutive events. This is the same as the conditional joint probability that a single event occurs in (t,t + Ar 1 ), zero events occur in (t + AI,t + r + AT 1 ), and a single event occurs in (t + T + AiT 1 ,t + r + ATr + AT 2 ), conditioned on the occurrence of a single event in (t,t + Ar 1 ).
, 22
Using the definition of conditional probability, 2 4 we express this as (66) (61) where h 7 
(t) = h(t + t')dt'.
For the exponential filter example, we plot PI(T) and P 2 (r) vs r for different values of a and Tp/2 when () = 1 in Figs. 7 and 8. 
IV. Applications of the Thomas Process
The mathematical description discussed to this point applies to many physical and optical phenomena. The Thomas model will be useful in problems similar to those characterized by the SNDP 8 ,1"" 1 2 ,1 4 when primary events are included in the final point process. These include x-ray radiography, tomography, electronography, and image intensification. Of course, in those cases where the primary and/or secondary events are not describable by a Poisson process, the Thomas process will not provide proper representation. We briefly consider a number of applications of special interest in. optics. In particular, we use the Thomas model for describing the detection of scintillation and Cherenkov photons created by nuclear particles and photomultiplier noise induced by ionizing charged particles.
A. Scintillation/Cherenkov Photon Counting
The detection of ionizing radiation is often accomplished through a radiation-matter interaction in which a single high-energy particle produces a shower of particles of lower energy. A case in point is the scintillation detector, which is a combination of a scintillation crystal (e.g., NaI:Tl, plastic) with a photomultiplier tube. 2 6 Conditions for the validity of the SNDP in describing scintillation detection are that the incident primary ionizing particles (e.g., electrons, gammas, protons) be representable as a homogeneous Poisson point process and that each primary event have associated with it an impulse response function h(t) that directly governs the rate of production of Poisson optical photons. 6 8 1 ', 14 When the primary process consists of high-energy charged particles (e.g., electrons), Cherenkov radiation can be produced in addition to luminescence radiation.
However, if a large number of photoelectrons are generated by the Cherenkov photons arising from a single particle, they will appear as a single (large) photoelectron pulse, since the Cherenkov radiation emission time is much shorter than the transit time in the photomultiplier. In the presence of Cherenkov radiation, therefore, the (unmarked) overall point process will include the primary as well as the subsidiary events.
A model for this process is illustrated in Fig. 9 . It is seen to be identical in form to the block diagram presented in Fig. 3 , so that the resulting photon emissions form a Thomas process. The function h (t) will often be approximately a decaying exponential, so that the counting and time statistics are given by Eqs. (51) and Eqs. (61) and (66), respectively. The description is completely characterized by Az and h(t) and, therefore, in this case, by three parameters: g, the rate of the primary process; ax, the multiplication parameter; and ip, the lifetime of the process of secondary event generation. If we perform photon counting, we must adjoin T, the counting time. The Thomas process provides a realistic way of incorporating the effects of finite quadrat size, as does the SNDP. It is clear that in the limit of counting times much longer than the exponential decay time, the counting distribution will reduce to the Thomas probability distribution for arbitrary h(t). The special mathematical properties of this distribution, such as permanence under convolution and convergence in distribution to the Gaussian, have been discussed elsewhere.1 It is interesting to note that the fits provided by the Neyman type-A distribution to the (large T) experimental data reported in Refs. 6, 8, and 14 are always as good as or better than those provided by the Thomas distribution.
B. Photomultiplier Noise Induced by Ionizing Radiation
In certain applications in which we wish to observe photon arrivals by using a photomultiplier tube, e.g., in astronomy conducted at high altitudes or in space, the description provided above may be characteristic of the noise rather than of the signal. Viehmann and Eubanks 2 7 2 8 have discussed sources of noise in photomultiplier tubes in the ionizing radiation environment of space. Such noise may arise from several mechanisms such as luminescence and Cherenkov radiation in the photomultiplier window; secondary electron emission from the window, photocathode, and dynodes; bremsstrahlung in turn causing such secondary electron emission; cosmic-ray bursts; and, of course, thermionic emission dark current. These effects clearly degrade both the dynamic range and the photometric accuracy of low-light-level measurements and, therefore, must be properly modeled. It is evident from the experimental results reported in the previous subsection that the SNDP and Thomas processes provide a sound point of departure in modeling a number of these sources of noise.
V. Conclusion
Thorough consideration has been given to the counting and time statistics for the Thomas process. It provides a natural description for phenomena involving the random multiplication (or reduction) of Poisson point events with a random time delay, when primary events are included in the overall point process. The model has application in a number of important problems in electrical engineering, physics, and optics, including photomultiplier-tube luminescence and Cherenkov noise induced by ionizing radiation, the photon counting detection of nuclear particles, x-ray radiography, tomography, and electronography. There are other single-stage random multiplication processes involving random delay, for which this model provides a ready solution.
The model could be extended and strengthened in a number of ways. In this concluding section, we point to various restrictions that have been implicitly and explicitly imposed on the mathematical formulation and discuss ways in which these restrictions can be relaxed.
The primary Poisson point process was taken to be homogeneous (HPP) and, therefore, stationary (see Fig.  3 ). Physical situations in which primary events are nonstationary also occur, and it is of interest to determine the statistical properties of the resultant process. Such an analysis has been carried out for the nonstationary SNDP, where primary events are excluded.12 Similarly, the nature of the process in the presence of interference effects1 5 remains to be worked out. We should point out that, unlike the DSPP (and the SNDP), 2 0 the Thomas process is not invariant under random deletion.
Concerning the linear filter in Fig. 3 , we have tacitly assumed throughout that h(t) is a deterministic impulse response function. Gilbert and Pollak 2 9 have shown that if the filter h(t) contains a random parameter, an equivalent completely deterministic impulse response function h'(t) can always be found that generates X(t) with identical statistics. In particular, if h(t) =
ho(t/rp), where p is random, h'(t) = ho(t/( ITpI)).
This is an important result because it tells us that the analysis we have carried out applies also when the linear filter is not deterministic.
Again examining Fig. 3 , we see that the shot noise X(t) provides the rate for the second Poisson process. Our model can be modified to permit the process to be self-excited, thereby allowing for aftereffects triggered by past events. 2 This modification will be immediately useful for calculating the effects of phenomena such as dead time (absolute refractoriness) and sick time (relative refractoriness). We have carried out some of these calculations for the SNDP.
7 '14 Given a Thomas process (see Fig. 3 ), we can easily account for the effects of a statistically independent Poisson point process representing, for example, broadband background light in a photomultiplier tube. The counting statistics for the superposition process can be simply determined by numerical convolution. It should also be mentioned that the statistical behavior of the clustered processes considered here is sufficiently unique that one may conceive of innovative signal processors and receivers specifically designed to enhance such signals (or discriminate against such noise). Calculations of the performance characteristics of such devices (detection, discrimination, estimation) will have to be carried out to ascertain the value of any such proposed scheme. In the meantime, we have experimentally shown that dead time does selectively discriminate against such clusters for the SNDP. 7 '14 Finally, we should say a few words about higher-order clustering processes, in which each stage of a Thomas process cascades with another stage and so on. We have determined that such a cascade of Thomas processes is equivalent to an m-stage branching process with Poisson multiplication and arbitrary time dynamics. We shall shortly report on this work, showing that such a model provides a useful generalization of the Yule-Furry birth process. 3 Let Z(t) be a point process decomposable into two point processes U(t) and Zp(t). Let U(t) be a DSPP, whose rate is the process Zp (t) filtered by the impulse response function h(t). The moment generating functional for the process Z(t) is defined by 2 22 Lz(s) = exp[-3' Z(t)s(t)dt]) (Al) Using the method of conditioning, the above equation can be rewritten as 
Z P(t)s(t)dt (expf
U(t)s(t)dt
