Abstract -We propose a new discretization of an initial value problem for differential equations of the first order in a Banach space with a strongly P-positive operator coefficient. Using the strong positiveness, we represent the solution as a DunfordCauchy integral along a parabola in the right half of the complex plane, then transform it into real integrals over (−∞, ∞), and finally apply an exponentially convergent Sinc quadrature formula to this integral. The integrand values are the solutions of a finite set of elliptic problems with complex coefficients, which are independent and may be solved in parallel.
Introduction
We consider the initial value probleṁ
where u : R + → E is a vector-valued function, A is a strongly P-positive densely defined closed operator with the spectrum lying in a parabola Γ and with a domain D(A) in a Banach space E (see [7] and below for definitions and examples). In particular, equation (1.1) with the Laplace operator A = −∆ is the well-known heat equation . Using the improper DunfordCauchy integral (see [9, 11] for details) we will show that one can represent the solution of (1. The key steps that allow us to find an approximate solution to (1.1) are:
1. Choose N points z 1 , z 2 , ..., z N on the parabola and find the solutionsû(z i ) of (1.3).
2. Find the approximation u N (t) for the solution of (1.1)by u N (t) = with appropriate coefficients α i .
The next question is how to choose z i and α i . This will be discussed in what follows. Note that there are many possibilities of choosing the integration path, and this choice can decide on the quality of discretisation. An analogous idea to use an integral representation for the solution of equation (1.1) was used in [12] . A common feature of [12] and of our paper is only the very general idea of integral representation of the solution. But the realization of this idea, the way to an algorithm, and the algorithms are principally different. We underline these differences in detail: 1. The choice of the integration path depends decidedly on the "geometrical" properties of the spectrum and the behavior of the resolvent. Paper [12] considers only self-adjoint spatial operators, and the choice of the integration path leads to a singular integrand which implies that a part of the algorithm deals with the overcoming of this difficulties. At the end the algorithm possesses only a polynomial (of degree 2 or 4) convergence rate. 2. We choose a parabola as an integration path (which is defined by the coefficients of the elliptic spatial part), get an a n a l y t i c a l integrand, and use a Sinc quadrature. At the end we get a principally other algorithm with an e x p o n e n t i a l convergence rate which works for a significant larger class of spatial operators as self-adjoint ones, namely for general elliptic operators and other P-positive operators.
Representation of solutions of the first order differential equations with a strongly P-positive operator coefficients
In order to motivate the next definitions, we begin with the following examples.
Example 2.1. Let us consider the one-dimensional operator A :
Let us estimate the Green function on the parabola z = η
for |z| large enough, where
Actually, we have
The above function increases monotonically for
It follows from 
The case ξ x can be considered analogously. The above estimate implies that (zI
where Ω Γ is the domain inside the parabola. The same estimates for the Green function imply the analogous estimate in the norm of L ∞ (0, 1).
Example 2.2. This example deals with a differential operator which being considered in the Hilbert space L 2 (0, 1) is not symmetric.
Let
It is easy to find that the spectrum of A consists of the eigenvalues λ k = (2kπ) 2 + 1, k = 0, 1, 2, ... which are enveloped by the parabola Γ = {z = ξ + iη : ξ = η 2 }. Each eigenvalue corresponds to one eigenfunction and one joint function.We denote by Ω Γ the domain inside of the parabola. The solution of the problem (zI−A)u = −f (x), x ∈ (0, 1) can be represented by
Analogously, as in Example 2.1, one can show that for all z ∈ C \Ω Γ the estimate
holds with a positive constant M . Using the estimate 
be a strongly elliptic differential operator, i.e.,
and a pq = a qp .
In the usual way (see for example [6, 11] ) the differential expression (2.3) defines the sesquilinear form a(u, v) and the unbounded operator A : Denoting
and using the well-known Gårdings inequality [11] , one can obtain (see also [6] ) for the numerical range {a(u,
from where
It follows from the first and the second inequalities that the numerical range ( and the spectrum ) of A are enveloped by the parabola η
i.e., the parabola is completely determined by the coefficients of the differential equation. It was proved in [6] that A possesses only a discrete spectrum. Supposing that the spectrum of A lies in the right half-plane, one can easily see that there exists a parabola Γ = {z = ξ + iη| ξ = aη 2 + b, } with a, b > 0 enveloping the spectrum of A. Analogously to [7] one can prove that
holds with a positive constant M .
Note that the inequality c 1 c F − c 2 > 0 is a sufficient one to guarantee that the spectrum of A lies in the right half-plane.
This example gives a motivation for the following generalization.
be a triple of Hilbert spaces and let a(·, ·) be a sesquilinear form on V . We denote by c e the constant from the imbedding inequality u X c e u V . Assume that
The boundedness of a(·, ·) implies the well-posedness of a bounded operator A : 
guarantee that the numerical range {a(u, u), ∀u | u X = 1} of A (and the spectrum Σ(A)) lies inside of the parabola determined by the constants 13) where
14)
The first and the second inequalities mean that the parabola Γ δ = {z = ξ + iη : ξ = 
holds true with a positive constant M (see [7] ).
Note that there is another important class of operators in the mathematical literature, namely, the strongly positive operators which play a significant role in the theory of semigroups, theory of the strongly elliptic operators, theory of finite-element method, and other fields (see, e.g., [3, 11] ). Contrary to the strongly P-positive operators, these operators possess a spectrum Σ placed in a symmetric (with respect to the positive x-axis) angle 2φ, φ < π 2
with the vertex at the origin, e Σ > 0 and having a resolvent satisfying
on the edges and outside of the angle.
The strongly elliptic partial differential operators with e Σ > 0 are important examples of both the strongly P-positive and strongly positive operators. Clearly, good approximations of these partial differential operators have to possess analogous spectral properties.
In this section we show that the solution of (1.1) can be represented by (1.2) with an
+ γ 0 } and under assumptions that A is a strongly P-positive operator and u 0 ∈ D(A ) for any > 1 2 (no other information about the operator is necessary).
In fact, after parametrization of the path of Γ and using the strong P-positivity of A we have
It is easy to see that this integral converges for all t > 0 if = 0 and for t = 0 provided that > 1 2 . Analogously we get for the derivative of u u (t) = 1 2πi
This integral converges for t > 0 and = 0. The convergence of these integrals implies that u(0) = u 0 and moreover for t > 0
i.e., (1.2) is the solution of (1.1). Thus, we have proved the following result. 
2).
The parametrized integral (1.2) can be represented in another form 
A unifying numerical algorithm using representation (2.19) as well as its analysis will be described in the next sections where we will consider the case u 0 ∈ E.
Representation of the solution of the first order equations with an initial function from E
Let us show that the solution of problem (1.1) and its derivatives can be represented by the formulas
also in the case x 0 ∈ E provided that A possesses a discrete spectrum inside of a parabola Γ 0 consisting of the eigenvalues λ j = µ j + iν j , j = 1, 2, ... with e λ j > γ which correspond to the eigenfunctions e j , j = 1, 2, ... forming a basis of E. In this case there exists a biorthogonal system f j , j = 1, 2, ... in the dual space X * such that < e k , f j >= δ k,j , where <, > denotes the duality relation. One can represent
i.e.,
where
as a Cauchy integral. It follows from (3.5) that
In order to show that the function (3.1) satisfies the differential equation we consider integral (3.2) in the form
1,j (t) (3.7)
with
The function
possesses a local maximum at the point
For the maximum over the interval [γ 0 , ∞) we have
This yields the estimate
Therefore, function (3.1) satisfies the initial condition u(0) = u 0 and the differential equation
Thus, we have proved the following result. 
Computational algorithm and analysis
Following [13] , we construct a quadrature rule for the integral in (2.19) by using the Sinc approximation on (−∞, ∞). 
Applying the quadrature rule T N with the vector-valued function
we obtain for integral (2.19)
This quadrature rule allows one to introduce the following algorithm for the solution of problem (1.1) at a given time value t. Algorithm 4.1. The Sinc-algorithm for parallel solution of problem (1.1).
Given a, γ
.
Solve the equations (z
p − A)û(z) = u 0 , p = −N, .
. . , N (note that it can be done in parallel).

Find the approximation u N for the solution of (1.1) in the form
(4.8) 
. , t M )).
Adapting the ideas of [13] , one can prove the following approximation results for functions from H 1 (D d ).
Lemma 4.1. For any vector-valued function
which yields the estimate
If, in addition, f satisfies on R the condition
Proof. Let E(f, h) be defined as follows:
E(f, h)(z) = f (z) − C(f, h)(z).
Analogously to [13] (see Theorem 3.1.2) one can get
and upon replacing z by x, we have
(here d − points to the boundary value of f when the argument tends to the boundary of the strip). After interchanging the order of integration and using the identities
we obtain (4.9). Using the estimate (see [13; p. 133 
, and the identity (4.9), we obtain the desired bound (4.10). Assumption (4.11) now implies
(4.16)
For the last sum we use the simple estimate
(4.17)
It follows from (4.11) that
which together with (4.16) and (4.17) implies
which completes the proof.
Theorem 4.2. Under the assumptions of Theorems 2.1 or 3.1, choose
and M is the constant from the inequality of the strong P-positiveness.
Proof. First, we note that one can choose as an integration path any parabola
which contains the spectral parabola
In order to apply Lemma 4.1 for the quadrature rule u N we have to provide that the integrand F (η, t) can be analytically extended in a strip D d around the real axis η. It is easy to see that it is sufficient that there exists d > 0 such that for |ν| < d the function (transformed resolvent)
has a bounded norm R E→E . Due to the strong P-positivity of A, the latter can be easily verified if the parabola set 
Now, it is easy to see that if we choose 
selects from the family Γ b(k) (ν) the particular parabola
, which for |ν| d is the most remote from the spectral parabola Γ 0 . Due to the strong P-positivity of A there holds for
We have also
The constant c in (4.31) is then given by 
Equalizing the exponents by setting
Substitution of this value into (4.33) leads to the estimate
which completes our proof.
Remark 4.2. Choosing k such that
i.e., the constant c in (4.31) tends exponentially to 0 when t → ∞.
Remark 4.3. The theorem 4.2 guarantees the exponential convergence of the Sincalgorithm provided that t > 0. Let us show that the algorithm converges even for t = 0 with the convergence rate depending on u 0 .
Actually, for t = 0 we have to compute the integrals
The Sinc-algorithm 4.1 for the integrand F 1 (η, λ j ) reads as follows
and the error is given by
stays for the error of the trapezoidal rule. Supposing m λ j = 0, we have
(4.40)
Let us estimate the error of the trapezoidal rule T r N (λ j ) :
It is clear that for a bounded operator A there exists an absolute constant c F such that
In the case of an unbounded operator we have λ j − b → ∞ as j → ∞ and due to
, there exists a number j * such that β j > 0 ∀j > j * . For all these j we can see from Further, we have
we get from (4.47)
(4.49) Now, in order to get an estimate for (4.39), we need to estimate the summand (4.49). Let us show that there exists a strongly P-positive operator and such integration parabola that the uniform bound with respect to j for the right-hand side in (4.49) can be a constant only (in what follows we suppose N >> 1).
We consider the operator A from Example 2.1. This operator possesses the eigenvalues λ j = (jπ) 
i.e., there exists k *
. Choosing this k, we get 
Further, we have in the space H 2 0 
[(N + 1)
where F is the greatest integer which is less than, or equal to, (N + 1)
/2 and F 1 is the greatest integer which is less than, or equal to, 3(N + 1)
/2. The last sum can converge arbitrarily slowly to 0 as N → ∞.
Let us get an estimate from below. We have where c is a constant independent of N .
We now turn to discretization in both space and time. Letû h 1 (z j ) be the solution of the discrete problem (z j − A h 1 )û h 1 (z j ) = P h 1 u 0 with a discretization A h 1 for A and a projection operator P h 1 so that û h 1 (z j ) −û(z j ) ch k 1 u 0 holds with c polynomially dependent on z j (note that finite difference and finite element approximations of elliptic operators possess this property ). The fully discrete approximation for the solution of (1.1) is then defined by u N,h 1 (t) = h (4.58)
The next short statement gives the error estimate for this approximation. , we get immediately the complete error estimate (4.59). with the exact solution u(x, t) = e −π 2 t sin πx. The numerical solution was computed in accordance with the Sinc-algorithm 4.1 (a = 1, b = 1, k = 2) where step 2 was performed using explicit formulas. The error ε N = ε N (x, t) = u(x, t) − u N (x, t) for x = 0.5 as a function of N is given by Table 1 and is in a good agreement with the estimate (4.19).
The next table presents the error of Algorithm 4.1 at x = 0.5, t = 0 and the experimental convergence rate with respect to N −ρ indicating the order ρ ≈ 1/3. 
