We investigate the relationship between the Mg ii λ2798 emission-line and the 3000Å continuum variations using a sample of 68 intermediate-redshift (z ∼ 0.65−1.50) broad-line quasars spanning a bolometric luminosity range of 44.49 erg s −1 ≤ logL bol ≤ 46.31 erg s −1 (Eddington ratio from ∼ 0.026 to 0.862). This sample is constructed from SDSS-DR7Q and BOSS-DR12Q, each with at least 2 spectroscopic epochs in SDSS-I/II/III surveys. Additionally, we adopt the following signalto-noise ratio (S/N) selection criteria: a) for Mg ii and the 3000Å continuum, S/N ≥ 10; b) for narrow lines, S/N ≥ 5. All our quasar spectra are recalibrated based on the assumption of constant narrow emission-line fluxes. In an analysis of spectrum-to-spectrum variations, we find a fairly close correlation (Spearman ρ = 0.593) between the variations in broad Mg ii and in the continuum. This is consistent with the idea that Mg ii is varying in response to the continuum emission variations. Adopting the modified weighted least squares regression method, we statistically constrain the slopes (i.e., the responsivity α of the broad Mg ii) between the variations in both components for the sources in different luminosity bins after eliminating intrinsic biases introduced by the rescaling process itself. It is shown that the responsivity is quite small (averageᾱ ≈ 0.464) and anti-correlates with the quasar luminosity. Our results indicate that high signal-to-noise flux measurements are required to robustly detect the intrinsic variability and the time lag of Mg ii line.
INTRODUCTION
It is now widely accepted that quasars are powered by accretion of material onto supermassive black holes (SMBHs). The continuum emission and the broad emission lines (BELs) often show aperiodic variations (e.g., Fitch et al. 1967; Andrillat & Souffrin 1968) . Theoretically, the BEL fluxes are supposed to vary in response to the variations of the ionizing continuum with a lag of about light travelling time. Hence, via the cross correlation analysis of the BELs and the continuum, we are able to constrain the geometry of the spatially unresolved broad emission-line region (BLR) in active galactic nucleus (AGN). Notably, with the light-travel time delay, the distance of the BLR to the ionizing source is directly determined (e.g., Peterson 1993) . By an attempt to model that the BLR is virialized, the central SMBH mass then can be estimated (e.g., Wandel et al. 1999) .
So far emission-line reverberation mapping (RM; e.g., Blandford & McKee 1982) experiments have succeeded in measuring emission line lags in ≥ 60 AGNs; (e.g., Peterson et al. 1998 Peterson et al. , 2002 Peterson et al. , 2004 Wandel et al. 1999; Kaspi et al. 2000 Kaspi et al. , 2005 Vestergaard & Peterson 2006; Bentz et al. 2009 Bentz et al. , 2013 Denney et al. 2010; Barth et al. 2011a,b; Grier et al. 2012; Hu et al. 2015; Goad et al. 2016; Jiang et al. 2016; Shen et al. 2016) . It is revealed that, the BLR size as measured for a particular emission line such as Hβ λ4861, is closely related to the AGN luminosity in the approximate form R ∝ L 1/2 (the R-L relation; e.g., Kaspi et al. 2000; Bentz et al. 2006; Shen & Liu 2012) . This relation offers the possibility of taking advantage of single-epoch (SE) spectra to determine the SMBH masses (e.g., Vestergaard 2002; McLure & Jarvis 2002; Vestergaard & Peterson 2006) . Over the past decade, several editions of these estimations have been developed (see, e.g., McGill et al. 2008; ). Resulted from the economical efficiency and operability, the SE virial SMBH mass estimation is a sort of praticable method on the determination of AGN SMBH masses compared to RM technique (e.g., Woo & Urry 2002; McLure & Dunlop 2004) .
RM studies, as they are known, have been traditionally performed mostly on low-luminosity AGNs at low redshift (z < 0.3) using the Hβ emission-line to measure SMBH masses. For AGNs at redshifts beyond 1, rest-frame ultraviolet (UV) BELs are required, such as Mg ii, a crucial emission line of RM interest that can be presented in quasar spectra having redshifts between 0.3 and 2. However, RM results of Mg ii line (i.e., reliable detection of Mg ii lag) are quite scarce. This is initially interpreted that the Mg ii emission-line varies more slowly in response to continuum changes than Hβ emission line, suggesting that the Mg ii-emitting region may have larger-scale structure than that of Hβ (e.g., Corbett et al. 2003) .
The relationship between the BEL flux (F line ) and the continuum flux (F cont ) within an individual source is often expressed by F line ∝ F α cont , where α is traditionally measured from emission line and continuum flux light curves from AGN monitoring campaigns. This is related to the so-called intrinsic "Baldwin Effect" (see, e.g., Kinney et al. 1990; Pogge & Peterson 1992; Goad et al. 2004; . In fact, α is commonly referred to as the response of the BEL to variations in the ionizing continuum flux. Formally, we can parameterize the correlation between the variations in the Mg ii λ2798 line (dlogF line ) and in the 3000Å continuum (dlogF cont ) with a simple linear function of the form dlogF line ∝ dlogF cont . Given that the ratio in magnitude changes ought to be equivalent to α, the value of Mg ii responsivity can be calculated by analysing spectroscopic monitoring data.
When determining the emission line responsivity parameter α = dlogF line /dlogF cont , it is of great importance to ensure that the emission-line flux is referenced to the correct (in time) continuum value (e.g., Goad et al. 2004; Goad & Korista 2014) . Generally, this parameter is determined from temporally well-sampled continuum and emission line light curves, and the correct reference continuum is determined by shifting the emission line light curve backward in time by the emission line lag. In practice, the Mg ii lag is not wellconstrained in prior RM campaigns (e.g., Clavel et al. 1991; Cackett et al. 2015 , but see, Reichert et al. 1994 Metzroth et al. 2006) , and few robust measurements of its responsivity have been measured. Instead of temporally well-sampled light curves of a single AGN, in this study, we use 1210 data pairs of spectroscopic observations of 68 AGNs to statistically estimate the responsivity of the broad Mg ii emission line. Here, we posit that our ignorance of the emission line lag corrections averages out statistically, and an ensemble responsivity of Mg ii may be determined from many pairs of measurements from an amount of AGNs.
Reliable flux calibration is of significance to accurately determine the observed emission-line and continuum flux. The Sloan Digital Sky Survey (SDSSS; York et al. 2000) spectroscopy is routinely calibrated using a series of standard stars, particularly main sequence F stars. For a single observation, it is assumed that the uncertainty of SDSS-I/II spectroscopic data is ∼ 0.04 mag (Adelman-McCarthy et al. 2008) . With the smaller fibers, SDSS-III BOSS (e.g., Margala et al. 2015; Harris et al. 2016 ) spectroscopy is usually not as accurate as that of SDSS-I/II. In this work, we assume that the fluxes of narrow emission line have no variations during the spectroscopic monitoring due to the much large narrow-line region (NLR). Therefore, we attempt to use narrow-line fluxes to recalibrate SDSS quasar spectra. All the flux variations are measured using ground-based optical monitoring data from the observed flux of emission-lines and continuum in any two epochs during SDSS-I/II/III surveys.
The structure of this paper is as follows. In Section 2 we describe our quasar sample selection. In Section 3 we introduce the details of our spectral measurements. We derive the correlation between the variations of Mg ii λ2798 and of the 3000Å continuum in the SDSS quasars in Section 4. We discuss the related results in Section 5, and a summary of our conclusions in Section 6. Throughout this paper, we adopt a flat cosmology with Ω m = 0.3, Ω Λ = 0.7, and H 0 = 70 km s −1
Mpc
−1 , and use magnitude (rather than flux or luminosity) differences to characterize variations. Unless otherwise specified, the reported wavelengths (taken from Berk et al. 2001) and timescales are in the quasar restframe.
THE SAMPLE
In this work, we use the quasar data from the compilation of the SDSS Data Release 7 Quasar catalog (DR7Q; e.g., Schneider et al. 2010; Shen et al. 2011) and Data Release 12 Quasar catalog (DR12Q; e.g., Pâris et al. 2014; Pâris et al. 2017) . All the spectra were taken by the Apache Point 2.5 m wide-field telescope (Gunn et al. 2006 ) during SDSS-I/II/III surveys (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) . Each spectrum is stored in vacuum wavelength with a resolution of R ∼ 1500 − 2500.
Our parent sample was compiled from the following 2 sub-samples: the DR7Q consisted of 105,783 objects that are brighter than M i = −22.0, and the DR12Q including 297,301 quasars. There are 7,063 quasars from DR7Q and 28,105 quasars from DR12Q, each with multiple (≥ 2) spectroscopic epochs, respectively. After confirming the quasar as a point-source in the SDSS image and rejecting the epoch with low-quality spectrum, we selected a sample of 2,374 quasars with Mg ii broad-line by requiring 0.65 ≤ z ≤ 1.50. This requirement ensures that broad Mg ii, narrow-lines (e.g., [ O iii] λλ4960, 5008) and the 3000Å continuum region are presented in the SDSS spectra.
We notice that additional flux deficit is confirmed in the SDSS-III Baryon Oscillation Spectroscopic Survey (BOSS; e.g., Eisenstein et al. 2011; Bolton et al. 2012; Dawson et al. 2013; Smee et al. 2013) relative to SDSS-I/II due to the difference in flux calibration from SDSS-I/II to BOSS. To obtain an accurate and reliable measurement of the intrinsic variations in Mg ii λ2798 and in the 3000Å continuum for each quasar, we develop an independent correction to the flux variations, which is called narrow-line flux-recalibration (see Section 4.1). This requires that every quasar in our sample not only has repeated observations but also contains a minimum signal-to-noise ratio (S/N; defined as the ratio between the emission-line flux and its error) of 5 for narrowline(s). In addition, we rejected objects with unusual emission line profiles and/or continuum shapes (i.e., BALQSOs) from our final sample. The reduced χ 2 values (χ 2 /dof) of our best-fit model for these sources are often fairly large during emission-line fitting (see Section 3.6). More details about the sample-selection criteria include the following. 2. Quasar is confirmed to be a point-source in the SDSS image (take example for DR7Q, sdss morpho = 0).
3. A minimum S/N ratio of 10 for quasar spectrum covering Mg ii through the 3000Å continuum is preferred.
4. A redshift between 0.65 and 1.50 should be possessed for each object.
5. A minimum S/N ratio of 5 for narrow-line(s) are required in the SDSS quasar spectra.
6. Quasar with peculiar Mg ii emission-line and continuum property is rejected. Table 1 summarizes part of the final 1210 data pairs consisting of 68 quasars that passed all the selection criteria and will be used for subsequent relation analysis of the spectroscopic variations in the Mg ii λ2798 emissionline and in the 3000Å continuum. Note-Column 1: identification number of our data pairs in this paper. Column 2: SDSS object name. Column 3-5: plate, fiber, and MJD (i.e., JD-2400000) optical SDSS spectrum for each object. Column 6: the broad Mg ii EW relative to the underlying continuum at 3000Å. Column 7-11: luminosity measurem
, and [O iii] λ5008 in this paper. Column 12: improved quasar redshift from catalog D and DR12Q. Column 13: the 3000Å continuum luminosity measurement for each spectroscopic epoch in our sources. Column 14: quasar catalog in which observation is included. Column 15: the number of narrow-lines used in our final flux-recalibration.
For each quasar, we estimate the bolometric luminosity using the continuum luminosity at 3000Å and L bol = 5L 3000 (e.g., Richards et al. 2006) . The range of the bolometric luminosities of our quasars is 44.49 erg s −1 ≤ logL bol ≤ 46.31 erg s −1 , and the median is logL bol ∼ 45.48 erg s −1 . The distribution of the logL bol of our quasars and the timescales ∆t of our dataset is shown in Figure 1 . Note that a small fraction (∼ 30%) of the SDSS-I/II quasars observed with SDSS-III is also taken into account. In this section, we proceed to measure the strength of Mg ii λ2798 emission-line, the 3000Å continuum, and
To derive the accurate flux of Mg ii λ2798 and that of the 3000Å continuum emission, we used a pseudocontinuum model to fit the quasar spectra. This model consists of Fe ii multiplets, the power-law (PL) continuum, Balmer continuum, and high order Balmer lines. Before the local fits, we corrected the Galactic extinction in the SDSS spectra using the Milky Way (MW) reddening law derived by Cardelli et al. (1989) and the derived E(B − V ) based on Schlegel et al. (1998) dust map, and shifted the spectra to rest-frame using the cataloged redshift as the systemic redshift. Following Shen & Liu (2012) , we masked out narrow absorption lines for each source to reduce the uncertainties of our continuum and emission-line fits.
Though a Fe iii template was derived from UV spectrum of I Zw 1 (Vestergaard & Wilkes 2001), we do not include it in our pseudo-continuum model because it is routinely difficult to constrain this component in spectral fits (see, e.g., Greene et al. 2010 ). The Fe ii template used in this work is exactly the same as the template Shen & Liu (2012) used. That is, the UV Fe ii template is a combination of templates of Vestergaard & Wilkes (2001) in 1000-2200Å, Salviander et al. (2007) in 2200-3090Å and Tsuzuki et al. (2006) in 3090-3500Å, and the optical Fe ii template is Boroson & Green (1992) template (3686-7484Å). We independently fitted these two Fe ii templates, each with three free parameters, i.e., the normalization, the velocity dispersion, and the wavelength shift of the template. For the PL continuum model, the normalization factor and the slope are used as two free parameters.
For the contribution of the Balmer continuum, we follow the formula from Dietrich et al. (2003) and Tsuzuki et al. (2006) , in which the Balmer continuum is expressed by
(1) where f 3646 is the normalization coefficient at Balmer edge 3646Å and τ λ = τ BE (λ/λ BE ) 3 in which τ BE is the optical depth at Balmer edge λ BE (3646Å), and B λ (T e ) is the Planck function at an electron temperature T e , which is assumed to be 15,000 K (e.g., Dietrich et al. 2003 , Ji et al. 2012 .
To improve the local fit for each narrow-line, high order Balmer lines up to n = 50 are also included in our pseudo-continuum model, as Ji et al. (2012) did. Utilizing the Balmer line emissivities for Case B, T e = 15, 000 K and n e = 10 8 cm −3 (Storey & Hummer 1995) , we constrain the relative strengths of these lines. We fix the flux ratios of the high order Balmer lines to the Balmer continuum flux at the edge (3646Å) according to the results in Wills et al. (1985) . Below we describe the detailed fitting procedures for Mg ii broad line, the 3000 A continuum, and several narrow lines.
Mg ii
For the broad Mg ii λ2798 line, we first fitted the pseudo-continuum model consisting of the PL continuum, Balmer continuum, and the UV Fe ii template. All these components were fitted simultaneously in the following windows: 2155-2675Å and 2925-3500Å, which are devoid of strong emission lines.
We then subtracted the pseudo-continuum from the original SDSS spectra, and fitted the Mg ii line over the [2690, 2910] Å wavelength range. The broad Mg ii component was modelled with multiple Gaussians with up to three Gaussians (each with FWHM ≥ 900 km/s). As to the narrow component of Mg ii, we used two Gaussians 1 and checked both possibilities of doublet ratio, 2:1 for optically thin and 1:1 for optically thick, and then chose the one that has a smaller reduced χ 2 value.
T he 3000Å Continuum
We used the PL continuum model in the above pseudo-continuum fitting procedure to estimate the 3000Å continuum luminosity L = λL λ at 3000Å (Shen & Liu 2012) . We found that our local fits for pseudo-continuum and Mg ii line are perfect and the reduced χ 2 values from the spectral fits are close to 1, with the median value of 1.15 and 0.98. Since [Ne v] doublet are intrinsically weak lines, we did not adopt such restrict condition as S/N ≥ 10 in our spectral fitting procedure. Instead, we discard the rescaling factor differing significantly from the ones obtained from other narrow-lines in the spectra. Nevertheless, the doublet could provide reference to the fluxcalibration correction factors that are calculated from other narrow-lines. (see Section 4.1 for more details). On the other hand, the broad components of Hζ λ3890 and Hǫ λ3971 were each fit with multiple Gaussians up to three Gaussians. We tied the flux ratio of the 1 Given that Mg ii λ2798 is a fairly widely separated doublet at 2795.530Å and 2802.704Å, a separation of ∼ 750 km s −1 in Doppler shift, and Mg ii is often the narrowest of the broad emission lines, we apply the following additional constraints to the narrow component: FWHM < 900 km s −1 and flux < 10% of the total Mg ii flux, see, e.g., Wills et al. (1993) Considering the modest quality of the SDSS spectra, we fitted each of the two [O iii] lines with a single Gaussian. We tied the flux ratio of the [O iii] doublet to be f 5008 /f 4960 = 3 to reduce possible ambiguities. It is true that asymmetric blue wings (see, e.g., Heckman et al. 1981; Komossa et al. 2008 ) and dramatic double-peaked profiles (e.g., Liu et al. 2009; ) often appeared in the [O iii] lines. However, these features can only be well constrained in high S/N (≥ 10) spectra. For these spectra, we used up to two Gaussians for each of the narrow [O iii] lines.
[Ne v]

[O ii] & [Ne iii]
Measurement Uncertainties
It is of immense significance to determine the uncertainties in the continuum and emission-line flux measurements. We followed Shen & Liu (2012) and adopted the following Monte-Carlo method:
1. Using the given flux density errors, we perturb the original spectra randomly to generate mock spectra.
2. The mock spectra are each fitted with the same fitting routine to get the corresponding line fluxes.
3. We repeat 1 and 2 for 50 times and obtain a distribution of our spectral measurements.
4. The semi-amplitude of the range enclosing the 16th and 84th percentiles of the distribution is adopted as an estimation of our measurement uncertainties.
Figures 2 and 3 show two examples of our fits to the spectra in presence of different levels of UV/optical Fe ii emission.
We visually inspected our fits and rejected BALQSOs.
RESULTS
Variations Calculation
Now we start to determinate the flux variations of broad Mg ii and of continuum. During the calculation, we adopt narrow-line flux-recalibration to the line flux variations. Following the conversion between fluxes and magnitudes and applying the narrow-line flux rescaling factor to the flux of broad Mg ii and continuum for each source, we define the basic variation as:
where f 1 ,f 2 denote the observed fluxes of broad Mg ii or continuum at two epochs, ∆m r represents the variation of our final rescaling factor cross the epochs, and r is the rescaling factor from each narrow-line during two observations. We calculate ∆m for the flux pairs of broad Mg ii and the 3000Å continuum separated by ∆t for each source. Assuming that one quasar was observed with n spectroscopic epochs, the largest number of our data points (i.e., ∆m pairs) for this object would be C 2 n , if we take no account of the spectral quality. For each ∆m pair, we chose the narrow-line rescaling factors in the range of 0.6−1.4. These data pairs occupy the vast majority of our dataset.
Given that most data points have different rescaling factors for different narrow-line, making the selection of the rescaling factors becomes one of keys in our variation calculation. To obtain a fairly reliable rescaling factor for each data point, we calculate error-weighted average value of all narrow-line rescaling factors (i.e., each rescaling factor is weighted by its uncertainty). In addition, we also require that the final rescaling factors is still in the range of 0.6−1.4, and the corresponding error is limited to 0.10. As a consequence, for the data pair with at least two S/N ≥ 5 narrow-lines, the median of the standard deviation from the mean (i.e., final correction factor) for these data pairs is ∼ 0.05, reflecting that the different narrow-line rescaling factors for each data pair are pretty tightly bunched together; for the data pair with only one S/N ≥ 5 narrow-line, our limited rescaling factor error requires that the S/N of this narrow-line should be ≥ 14, which is good enough to do flux-recalibration. The total number of our data points for the following variations correlation analysis is 1210 (see Section 4.2 and 4.3). Figure 4 shows the distribution and error distribution of our final rescaling factor in our variation calculation for all the data pairs. We notice that Shen et al. (2016) obtained a precision (∼ 5%) of the spectroscopy achieved for SDSS-RM in reference to the median asbolute deviation (MAD) of narrow-line flux variations; while here we try not to make deductions from this parameter, as we did a totally different rescaling factor measurement. More important, our sample includes the quasars observed with both SDSS-I/II and SDSS-III, where studies have confirmed a deficit in flux in BOSS of roughly 20% relative to SDSS-I/II at long wavelengths (see, e.g., Harris et al. 2016 ).
Variations Correlation Coefficient
First we compare the narrow-line flux-recalibrated variations in broad Mg ii with those in the 3000Å continuum for all the quasars in our sample in the left panel of Figure 5 . For comparison, we also plot uncorrected line and continuum variations on the same timescales in the right panel. The correlation between the narrowline flux-recalibrated variations in broad Mg ii and the 3000Å continuum is tested using the Spearman rank correlation test. The null hypothesis is that there is no correlation between the input datasets. The correlation coefficient of this test is ρ = 0.593 (0.456 for the dataset without narrow-line flux-recalibration). If we focus on the data on timescales of ∆t 100 days, the result is 0.644 (0.453 for the other dataset), which is consistent with the result in Sun et al. (2015) .
For the p value (i.e., the probability of being incorrect in rejecting the null hypothesis), we adopt a bootstrap resampling method. That is, we randomly (with replacement) select ∆m pairs from the observed sample. We then perturb the data pairs of the random sample by their uncertainties. We calculate spearman's ρ for the random sample and repeat the same process for many times (e.g., 10,000) to get an estimation of the significance level. The distribution of the Spearman's ρ obtained from our 10,000 random samples is shown in the left panel of Figure 6 . We reason that the p value is far less than 0.01%, indicating a significant positive correlation between the variations of broad Mg ii and the 3000 A continuum.
In addition, we also attempt to recalibrate only the variations that the narrow-line flux-recalibration errors are small enough in comparison with the rescaling factor (e.g., | ln r| >2 ∆r) to generate a partly recalibrated dataset. Adopting the bootstrap resampling method to the two datasets on timescales of ∆t ≤ 3 days, we find that our flux-recalibration process hardly biases our variation correlation analysis by comparing both significance levels. To make further validation, we also plot the distribution of the Spearman's ρ for the random samples deduced from partly flux-recalibration on the timescales of ∆t ≥ 1 day in the right panel of Figure 6 . The comparison of both significance levels infers that our flux-recalibration for all variations does not introduce a much larger uncertainty for the points with relatively large rescaling factor errors in our correlation analysis.
The Slope Between Variations of Two Components
Given the correlated measurement uncertainties of the broad Mg ii λ2798 emission-line and the 3000Å continuum variations, we perform a modified weighted least squares regression method to calculate the slope between narrow-line flux-recalibrated variations of both components. The covariance of the Mg ii line and the continuum variations, generated by the bootstrap resampling method, is also taken into consideration in our modified method. Assuming a linear model, we can get the following relation.
where in this case ∆m line , ∆m cont represent narrow-line flux-recalibrated variations in broad Mg ii and in the continuum respectively. ∆m line0 , ∆m cont0 are the corresponding original variations without narrow-line fluxrecalibration, respectively. Clearly, both the ∆m line and the ∆m cont are correlated with ∆m r , which is induced by the flux calibration. The total measurement uncertainty of our linear weighted least squares fit model is as follows.
where σ 2 ∆m line ∆mcont is the covariance of the variations of emission line and the continuum. In the calculation of σ 2 ∆m line ∆mcont , we assign normal distributed errors to ∆m line0 , ∆m cont0 , and ∆m r for each data point, as these parameters are independent of each other. Then we get an estimation of the covariance after repeating the same Another example of our model fits to different emission-lines in the spectra of a broad-line quasar (J224412.33+240110.0) that involves stronger UV/optical Fe ii emission. The original spectrum (black), the power-law continuum (gray), the continuum+Fe ii template fit (blue dashed), and the combined pseudo-continuum model (orange) to be subtracted off are presented in the upper panel of each plot. The corresponding bottom panels show the emission-line fits to Mg ii through [O iii] doublet, where black lines are the residuals and red lines are the combined model line profiles. For Mg ii, we also show the model narrow-line emission in green and violet and the model broad-line emission in purple, pink and skyblue.
process for many times (e.g., 10,000).
Note that the variations of emission line and of the continuum are dependent on quasar luminosities, and hence we will discuss the slopes for different luminosity bins. Our sample is divided into 4 sub-samples by (4)), we calculate the slope between the variations of both components for the quasars in each luminosity bin. The intrinsic bias introduced by narrow-line flux-recalibration process itself is estimated by the following method. 1) we constrained the intrinsic variability of the 3000Å continuum; 2) we assumed that variations (X) follow a Guassian distribution, whose RMS equals to the intrinsic variability of the 3000Å continuum; 3) we generated mock samples from such a distribution; 4) we calculated mock line variations by adopting Y = a + b * X; 5) we fitted the slope between these two mock variations; 6) we repeated this process for 100,000 times and obtained the distribution of the fitted slope. The difference between the mean of the slope measurement and the value of the input parameter b is then defined as the intrinsic slope bias. In Figure 7 , we show an example of the intrinsic slope bias (∼ 0.072) due to our correction to the variations of both components for the sources covering a bolometric luminosity range of 44.95 erg s −1 ≤ logL bol < 45.40 erg s −1 .
After eliminating the intrinsic biases introduced by the rescaling process, we obtain the corrected slopes between the narrow-line flux-recalibrated variations of broad Mg ii and of the 3000Å continuum for our quasars in different luminosity bins. Table 2 presents our parameter measurements of the correlation between variations of Mg ii line and continuum. It is revealed that the slope decreases as the quasar luminosity increases. In Figure 8 , we compare the emission line variations with the continuum variations for our 4 sub-samples. We also estimate virial SMBH masses using the 3000Å continuum luminosity and archive Mg ii FWHM data from SDSS-DR7Q and BOSS-DR12Q (e.g., Shen et al. 2011; Sun et al. 2015) . The median SMBH mass for each luminosity bin is ∼ constant (approximately ∼ 10 8 M ⊙ ), meaning that the slope and Eddington ratio are also anti-correlated. Additionally, we obtained an distribution of ∆m MgII /∆m 3000Å (equivalent to the responsivity α) for our 1210 data pairs of spectroscopic observations of 68 SDSS quasars. The median α = 0.428 is roughly consistent with our average corrected slope (0.464 ± 0.013).
DISCUSSION
There have been some studies discussing the correlation between emission-line and continuum variations (e.g., Baldwin 1977; Kinney et al. 1990; Pogge & Peterson 1992; Goad et al. 1993; O'Brien et al. 1995; Gilbert & Peterson 2003; Goad et al. 2004; Kong et al. 2006) . However, most of these correlation studies either focused on other emission-lines (e.g., Lyα λ1216, C iv λ1549, Hβ λ4861) or did not correct the ensemble flux variations using narrow-line fluxes. Thus we attempt to statistically investigate the relationship between the flux variations of broad Mg ii λ2798 emission-line and of the nearby 3000Å continuum using narrow-line calibrated SDSS spectra.
Our results generally agree with earlier observational studies that the variations in the Mg ii λ2798 emissionline is well correlated with those in the 3000Å continuum (e.g., Wilhite et al. 2005; Woo 2008; Benitez et al. 2009; Cackett et al. 2015; Sun et al. 2015) . We analysed the data from the SDSS-RM project in Sun et al. (2015) using the same method (i.e., modified weighted least squares regression) and found that the slope between the variations of broad Mg ii and of the 3000Å continuum for this dataset is 0.620 ± 0.028. Though different quasar samples are used in the two studies, both Note-Column 1: identification number assigned in this paper. Column 2: divided quasar luminosity bins. Colomn 3-9: the Spearman's coefficient, fitted slope, range of timescale (in units of days), median quasar virial SMBH mass (in units of M ⊙ ), total number of sources, the intrinsic fitted slope bias due to the narrow-line rescaling factor, and the corrected slope that is equivalent to the responsivity α of Mg ii for the quasars in each luminosity bin.
results indicate a very small value in the responsivity of Mg ii. This suggests that the line not be expected to respond strongly to changes in continuum flux, and that it is might not easy to detect a plausible lag between the 3000Å continuum and the Mg ii variations (see, e.g., Cackett et al. 2015) .
On the other hand, using a sample of 101 quasars and 88 Seyferts with multiple International Ultraviolet Explorer (IUE) observations, Kinney et al. (1990) confirmed the existence of a correlation between the continuum and the C iv λ1549 equivalent width with a slope of β ∼ -0.17 ± 0.04. They further concluded a similar relation for Lyα λ1216 emission-line with a slope of β ∼ -0.12 ± 0.05. Given that α = β + 1, the responsivity α of C iv is ∼ 0.83 ± 0.04 and that of Lyα is ∼ 0.88 ± 0.05. This indicates that, unlike Mg ii, C iv and Lyα vary greatly in response to the variability of the continuum emission. Subsequently, Gilbert & Peterson (2003) and Goad et al. (2004) studied the Hβ variability for NGC 5548 using the IUE archived UV spectra and/or ground-based optical monitoring data of 13-yearobservations. They found that the responsivity α of the broad Hβ λ4861 varies from 0.4 (bright states) to 1 (dim states), anti-correlated with the flux of the incident continuum. This is consistent with our result of a negative relationship or inverse relationship between the emission-line responsivity and Eddington ratio.
In addition, our results are roughly in good agreement with theoretical studies on the intrinsic variability of Mg ii. Goad et al. (1993) computed the response function for Mg ii λ2798 covering various ionization states originated from the spherical BLR. Assuming a panchromatically changing flux in the incident continuum, they found that the responsivity of the Mg ii emission-line varies throughout the BLR, but is generally small (α < 0.5). Given that the shorter wavelength UV contin- uum usually has larger amplitude variability relative to the continuum at longer wavelength, our estimation of α might be slightly higher compared to (but roughly consistent with) the one predicted by photoionization models (e.g., Goad et al. 1993; Korista & Goad 2000; . Moreover, O'Brien et al. (1995) utilized the multicloud BLR models to confirm the non-linear response of the Mg ii line, resulting in the continuum-level dependent response function. This is well verified by our results that the emission-line responsivity is anti-correlated with Eddington ratio (i.e., high/low states). Furthermore, our results have important consequences for future studies of Mg ii RM and SMBH mass estimation for a large set of 0.3 < z < 2 quasars. The statistically derived average value of dlogF line /dlogF cont ≈ 0.464, suggests a weak Mg ii BEL responsivity to continuum variations. This indicates that minimizing spectrophotometric errors is essential to revealing the intrinsic variability of Mg ii. Only high signal-to-noise flux of Mg ii in monitoring campaigns of long duration can we expect to determine reliable lags between the Mg ii and 3000Å continuum.
CONCLUSIONS
In this paper, we have statistically determined the relation between the magnitude differences of broad Mg ii and those of the 3000Å continuum based on the broadline quasars taken from SDSS-I/II/III surveys, using a sample of 68 intermediate-redshift quasars, each with multiple (≥ 2) observations and at least one S/N ≥ 5 narrow-line. The main conclusions are the following.
1. We found that Mg ii and the continuum variations are significantly correlated (Spearman ρ = 0.593). This is consistent with the idea that Mg ii varies in response to the continuum emission changes (see Figures 5 ; Section 4.2).
2. Using the modified weighted least squares regress method, we confirmed that the slope between the variations in broad Mg ii emission-line and in the continuum (i.e., the responsivity α) is not constant. But instead, we found that the slope anticorrelates with the quasar luminosity and/or Eddington ratio (i.e., high/low states; see Table 2 ; Figure 8 ; Section 4.3).
3. We demonstrated the responsivity of Mg ii with an averageᾱ ≈ 0.464 (median 0.428) in our quasars, suggesting that high signal-to-noise flux measurements are statistically required to robustly detect the intrinsic variability and the time lag of Mg ii line (see Sections 4.3 and 5).
Generally speaking, a small slope would require high precision of the line flux measurements (i.e., small spectrophotometric errors and high S/N spectra) in order to obtain the time delay of Mg ii with respect to the ionizing continuum. One can also use the slope to constrain the physical parameters of the BLR. For instance, the optical thin gas would imply a negative response (see, e.g., Goad et al. 1993; O'Brien et al. 1994) . From this point, our results provide a useful diagnostic of physical conditions in the BLR for the sources with different luminosities.
We would like to thank the anonymous referee for constructive comments that led to an improved presentation. We are grateful to Chenwei Yang for giving friendly advice on our quasar sample selection and to Yue Shen for providing the UV and optical Fe ii templates used in this work. We want to thank Chenwei Yang, Yue Shen, Qingfeng Zhu, Xiaobo Dong, Tuo Ji, Jianhui Lian 
