Abstract. This paper presents a novel context-aware methodology for modelling and measuring user-perceived quality of experience (QoE) over time. In particular, we create a context-aware model for QoE modelling and measurement using dynamic Bayesian networks (DBN) and a context-aware state-space approach. The proposed model is then used to infer and determine users' QoE in a sequential manner. We performed experimentation to validate the proposed model. The results prove that it can efficiently model, reason and measure QoE of the users'.
Introduction
Measuring user perceived quality of experience is a challenging task. This can be attributed to the fact that QoE not only depends on network parameters, but also on user's, device and the environmental context parameters [24, 13, 3, 15] . These parameters together, affect users' expectations and their cognitive, behavioral and psychological states [24, 22] . These states then dictate how they perceive the overall QoE. We argue that QoE of users' evolves over time i.e., based on previous interactions with the system, application or the service. By repeatedly using a service/object/tool, users' may get more accustomed and comfortable and measuring QoE at a single point in time and space will not yield correct measurements. Rather, their QoE needs to be assessed over a period of time (e.g., several days or several experimental runs) so that correct conclusions can be drawn.
Karapanos et al. [10] conducted a study concerning mobile phone usage. Their results show that users' perception of innovativeness inscreased during the first month and then remained stable. Also, users learnability was low for the first week and then increased sharply when users' got accustomed to their mobile between the QoE and QoS related classes. Their approach can be impractical when there are several QoE and QoS parameters as finding correlations between each and every parameter is a complex task. Furthermore, they do not consider the use of user and device related context parameters. Moller et al. [15] , provides a taxonomy based on which application designers can select relevant QoE and QoS parameters to build multimedia applications. However, they do not present methods for modelling QoS and QoE relationships. Brooks and Hestnes [3, 8] stress the need to consider a combination of subjective and objective methods to determine QoE. Mitra et al. [12, 13] , developed a context-aware, decisiontheoretic approach for QoE measurement using Bayesian networks and utility theory. Their results show that they can achieve 94% accuracy for QoE estimation for two QoE classes. Karapanos et al. [10] suggests the need for finding causal relations between QoE parameters over time.
We gather that none of the techniques mentioned in the state-of-the-art address the problem of sequential QoE assessment. We state that a unified framework for sequential QoE modelling and measurement is required. Thus, in this paper, we develop and present a novel context-aware methodology for QoE modelling, reasoning and inference over time.
Context-Aware Quality of Experience Modelling and Measurement Using State-Space Approach and Dynamic Bayesian Networks
In this section, we present a methodology for sequential modelling, reasoning and measurement of QoE experienced by users'. Our model uses the cues collected from context sources such as sensors and network probes as observations and measures the QoE over time. We consider context spaces theory (CST) [18] n , is defined by the set of variables V which satisfies the predicate P i.e., a R n = {V |P (V )}. Considering the aforementioned context states, the overall situation would be "user is in his home and his QoE is very good ".
Before defining a DBN for QoE measurement, we need to define a simple context-aware QoE model based on static BN and utility nodes. We refer to notations of [20] to define a BN as a directed acyclic graph (DAG) where random variables form the nodes of a network. The directed links between the nodes form the causal relationships. The direction of a link from X to Y means that X is the parent of Y. Any entry in the network can be calculated using the joint probability distribution (JPD) denoted as:
Where, Parents (X i ) is the parent of x i . Figure 1 shows our BN which is extended to include utility nodes to calculate the overall QoE. At the lowest level, context information such as bandwidth (a Finally, the top-most state is the situation state or the goal state which is inferred to determine the overall QoE situation of the user (R t QoE ). Based on [12] , to infer (R t QoE ), expected utility of each context state is calculated. Using multi-attribute utility theory, these utilities are added together as a weighted sum to determine a scalar value. This scalar values in then linearly transformed on the scale of 0 and 1 and is mapped on the bi-polar scale to determined the QoE situation, R t QoE . Once it is determined, a new BN (BN 2 ) is created and it is added to the BN 2 as a chance node and the network is re-learnt using the previous context attributes, states and the new QoE values.
Sequential QoE Assessment and Measurement Using Probabilistic Inference
In the previous section, we use CST, BN and utility theory for QoE modelling, assessment and measurement. However, the proposed approach did not consider QoE evolving over time. Thus, in this section, we develop a new probabilistic model for assessing and measuring QoE over time. This results in capturing the behaviour and experiences of a user that also evolves over time and which cannot be measured at only one instance and within a limited scenarios. User interacts with their system on a daily basis and generates new ratings. The resulting data is used to improve the model with better modelling and prediction capabilities. Once a BN is created, as mentioned in the previous section, we can unroll it further to formulate a DBN which can incorporate temporal inter-dependencies [20] . In our case, the strategy is to find an approximate hypothesis (h n ) that best describes the QoE of users' at each experimental trail as we are dealing with partially observable environment and the user choices about QoE classes are not deterministic. To infer approximate QoE, we compute the marginals at each time step for the state sequences related to hidden variables such as S and R t QoE . In order to use the DBN, we unroll the BN 2 to several time slices as required by the stakeholders. This will include setting up of temporal dependencies (transition probabilities). In our case, we will use the data to learn the transition probabilities along with other parameters of the network. Figure 2 shows a simple DBN for QoE measurement over time (assuming two time slices). As can be seen in the figure, BN 2 is unrolled and is repeated along two time slices. 
Model Description and a Context
Using e.q.2, any query regarding QoE states and the context attributes can be answered. QoE measurement can be done in each state based on the inferring the probability of the hypothesis, h n ∈ S t . In particular, given the evidence or the context attributes (A t ), we calculate the marginals P (S t |A t ) for all the context and situation states. For inference in our DBN, exact and approximate algorithms can be used based on the space and time requirements [20] . In this paper we use an exact algorithm called Clustering [20] to infer all the hidden states.
In addition to inferencing, we must perform learning based on the data collected from the test subjects. In DBNs, the problem of learning can be divided into two parts, i.e., learning the sensor model parameters and learning transition probabilities (transition model) between the state variables. We consider the use of expectation maximization (EM) algorithm [20] . In order to learn the model, data can be collected from the users' then parameters can be learnt. In EM algorithm, there are two main steps: E-step which compute posteriors over the states and M-step which adjusts the model parameters maximize the likelihood of posteriors calculated in the E-step. The algorithm to calculate R t QoE is given below. As we have the transformed BN 2 into a DBN, this algorithm calculates the QoE at each time step based on current and and previous states along with the context attributes. As mentioned previously, we assume that our model follows the 1 st order Markov process where only the current and only previous states are considered. It might happen that the state space is large or the R t QoE needs to be measured in an online recursive manner. We use a sliding window (W) of a particular size to keep sufficient statistics for the model. For example, we can keep in history the states of past ten tests to infer the current QoE. After which, the latest observations and the states are added to the sliding window and the model is re-adjusted. This algorithm provide enough power to accurately determine QoE at each time interval of infinite size while remaining within the Markov framework.
A context-aware algorithm to learn and measure QoE sequentially.
Initialize the model and the sliding window (W).
(a) Using the collected data learn network parameters. i. Append it to latest observations in the sliding window. 3. Re-learn the network parameters from the new observations. 4. Go to Step 1 and repeat until final state. 5. Select the states with arg max (QoE) using the most likely state algorithm.
Once the new observations are generated at experimental trial, our model infers all QoE states for the current time-step by keeping in memory previous QoE states. The inferred values are then appended to the observation set and the W is re-adjusted. Then EM is run again to re-estimate the model parameters. This process repeats till the final state is reached. After parameter estimation, we have the smoothed estimates of the QoE for each time slice. To determine the most likely states, we use the most likely state algorithm [20] . This algorithm performs filtering on the all the states to find the most like state in linear-time.
Results Evaluation

Experimental Setup
For results evaluation, we considered QoE assessment related to VoIP application that can use both ITU-T G.729 narrow band (NB) and ITU-T G.722 wide band (WB) codecs. We considered two QoE metrics, user satisfaction (US) and technology acceptance (TA) represented as state variables, S t T A and S t US to measure the overall QoE (R t QoE ). In this paper, US is represented as the mean opinion score (MOS) and is calculated on the scale of 1 to 5. Where, 1 means "poor" and 5 means "excellent". "fair", "good" and "very good" are represented as 2, 3 and 4, respectively. TA is classified as a behavioural factor [13] that determines whether the user will use the technology, application or the service again by consciously or sub-consciously observing the underlying QoS and environmental related context. TA is calculated as a boolean variable represented as either "yes" or "no" to represent "user will accept the technology" and "user will reject the technology", respectively. low (0% -5%), medium (5% -7%), high (7% -10%) delay (ms) low (0 ms -150 ms), medium (150 ms -300 ms), high ( >300 ms) location home, tram stop, office
Experimental scenarios and the choice of data set: We generated data simulating five users to be assessed over a period of six weeks. The choice of the number of users' is selected due to fact that in the living-labs settings such as [4] , it is very difficult and expensive to collect user data over a period of several days and usually studies are conducted with a limited number of test subjects. We would also like to determine whether a small data set can be used to obtain satisfactory results. In our simulations, we considered a case where users' randomly give ratings based on the VoIP calls made at various times of the day. In all, we expect users' to make at least four calls daily (per user). Thus, every day, we expect 20 observations for all the test subjects. We used a non-overlapping time-window (W) of 1 week i.e., the overall QoE is predicted at the end of one week using 140 observations taken together. Indeed, stakeholders can adjust the size of W according to their needs. Based on W, we train the DBN for all the observations generated at every week for six weeks. Based on these observations, we generated data for six weeks related to user satisfaction (US) and technology acceptance (TA) for both the codecs based on ITU-T recommendations [5, 6] . Table 1 shows the values and ranges for several context parameters. We set TA according to US i.e., if US lies between 3-5, the user will most likely accept the technology, else he/she will reject it. It was shown in [19] , that user tends to give a lower score at the end of four week period. Thus, we bias the calculated US using this intuition and reduce the US by 2 (from "excellent" to "good"), uniformly, over a period of four weeks. Based on this, TA is also reduced accordingly as shown in figure 3 . We further manipulated the conditional probability tables (CPTs) to include the effects of location on the overall QoE based on the fact that users' social context changes at different locations [8] . For example, we expect a user to be more comfortable at home rather than his/her office due to stress or background noise which might affect his/her QoE. This is reflected by assigning higher probability to home followed by tram stop and the office to maximize R 
Results Analysis
We developed a prototype using the GeNIe/SMILE package and APIs [1]. We used exact algorithm called Clustering [20] as the DBN inference algorithm. Figure 3 shows our DBN used for results evaluation. We consider finite horizon cases where we already know the finish time (T f =6) of the assessment period in advance (set by stakeholders). At each time-step (t s ), QoE is inferred by our algorithm. Using the simulated data, parameters of the DBN are learnt using the expectation maximization algorithm (EM) [7, 20] , as shown in our algorithm. Indeed, data generated at each experimental run can be based on any number of test cases. As can be seen in figure 3 , QoE of users' decreases uniformly from t 1 to t 3 and remains same at t 4 while using ITU-T G.729 codec, and the model is able to correctly track the varying QoE. This validation was performed using the leave-one out cross-validation procedure to test whether the proposed model is able to correctly estimate the QoE values over time. We can notice that the proposed model can correctly determine the most likely state sequence for QoE from time t 1 to t 4 . To further validate the proposed model, we consider another case, where after assessing users' QoE over time, a smart VoIP application decides to change the codec proactively such that users' QoE is maximized. We simulate this case by changing the codec from NB to WB once the QoE of the user is predicted to fall below or remain constant for some time at a particular threshold (3 for MOS) at the end of four-week (t 4 ). It was shown in [16] , that ITU-T G.722 codec gives higher QoE than NB codecs such as ITU-T G.711 and ITU-T G.729 codecs. Thus, we generated data based on this observation, for time t 5 to t 6 and use our algorithm to re-estimate by re-learning the model parameters. As can be seen in figure 3 , QoE of users' increases from 3 to 4 after the codec change at time t 5 and then remains constant at t 6 . Figure 3 , shows the true and predicted estimates of the QoE values at each t. We can notice that the QoE decreases with time from week 1 to week 4 and it then starts to increase from week 5 due to the changes made by the smart application. We show that how our model is able to correctly match the true QoE estimates. We again performed leave-one-out cross-validation to test whether the proposed model is able to correctly estimate the R t QoE values. From these results, we can gather that the proposed model is able to establish causal relationships between several QoE states and is able track the variations in QoE involving over time. Figure 3 , shows the true and predicted estimates of the QoE values at each t (for six weeks). It shows that the QoE decreases with time from t 1 to t 4 and it then starts to increase from t 5 due to the codec changes made by the smart application. We show how our model is able to correctly match the true QoE estimates using leave-one-out cross-validation based on three QoE states (S t T A , S t US and R t QoE ) and several context parameters a P L , a delay , a location and a codec , over time. Our model is flexible as it allows the addition and deletion of QoE states and context attributes as and when required. It ensures that QoE states can be measured correctly under uncertainty using DBNs. This is achieved by fusing these states probabilistically based on current observations and prior estimates of the states. This helps to determine the overall QoE in a realistic settings based on the experiences of the users'. We are currently investigating the use of our QoE measurement model to incorporate several other QoE classes by involving more use case scenarios in our study to further validate the proposed model.
Discussion
Conclusion and Future Work
In this paper, we present a novel context-aware methodology for quality of experience (QoE) modelling and measurement over time. The proposed methodology is based on a state space approach and dynamic Bayesian networks. It can incorporate several QoE classes and context parameters to accurately determine and predict QoE over time. We use the expectation maximization algorithm to deal with learning under uncertainty and missing user data. Our methodology is beneficial for network operators, codec engineers or application designers who are interested in measuring users' QoE in realistic settings. To the best of our knowledge, this is the first such attempt to measure QoE over time. In future, we will extend this methodology to incorporate sequential decision making in heterogeneous access networks.
