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Resumo
Neste trabalho, investigamos a interac¸a˜o de um spray de part´ıculas finas com um fluido
Newtoniano, viscoso e incompreens´ıvel. O fluido e´ governado pelas equac¸o˜es de α-Navier-
Stokes, enquanto que as part´ıculas/got´ıculas do spray sa˜o descritas por uma func¸a˜o de
densidade que satisfaz uma equac¸a˜o do tipo Vlasov ou, quando for levada em considerac¸a˜o
a difusa˜o das part´ıculas, uma equac¸a˜o do tipo Vlasov-Fokker-Planck. As equac¸o˜es sa˜o
acopladas atrave´s de uma forc¸a de arrasto, que depende da velocidade relativa do fluido
e das part´ıculas do spray, e da func¸a˜o densidade. Iremos abordar o caso tridimensional
com condic¸o˜es perio´dicas no domı´nio espacial. Para o sistema de equac¸o˜es de α-Navier-
Stokes-Vlasov provamos existeˆncia e regularidade de soluc¸o˜es fracas globais no tempo.
Ale´m disso, investigamos o comportamento das soluc¸o˜es quando o paraˆmetro α tende a
0. Para o sistema de equac¸o˜es de α-Navier-Stokes-Vlasov-Fokker-Planck analisamos a
existeˆncia de soluc¸o˜es fracas globais no tempo.
Palavras-chave: Equac¸o˜es de α-Navier-Stokes, Equac¸a˜o de Vlasov, Equac¸a˜o de
Vlasov-Fokker-Planck.
Abstract
In this work, we investigate the interaction of a spray of thin particles with a New-
tonian, viscous and incompressible fluid. The fluid is governed by the α-Navier-Stokes
equations, whereas the particles/droplets of the spray are described by a density func-
tion that satisfies a Vlasov type equation or, when the particles’ diffusion is considered,
an equation of Vlasov-Fokker-Planck type. The equations are coupled by a drag force,
which depends on the relative velocity of the fluid and the spray particles, and the den-
sity function. We will address the three-dimensional case with periodic conditions in the
spatial domain. For the system of α-Navier-Stokes-Vlasov equations we prove existence
and regularity of global in-time weak solutions. Furthermore, we investigate the beha-
vior of the solutions when the parameter α tends to 0. For the system of equations of
α -Navier-Stokes-Vlasov-Fokker-Planck we analyze the existence of global in-time weak
solutions.
Keywords: α-Navier-Stokes equations, Vlasov equation, Vlasov-Fokker-Planck equa-
tion.
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Introduc¸a˜o
A investigac¸a˜o da interac¸a˜o entre sprays de part´ıculas/got´ıculas e fluidos teˆm recebido
grande atenc¸a˜o devido a`s suas aplicac¸o˜es em aerosso´is, biotecnologia, medicina, teoria da
combusta˜o e sprays, veja [3, 7, 40, 41], por exemplo.
Entre os fenoˆmenos investigados podem-se considerar sprays espessos e finos. No caso
de sprays espessos e´ levada em considerac¸a˜o a interac¸a˜o entre as part´ıculas, enquanto
que para sprays finos esta interac¸a˜o e´ desprezada. Para modelarmos o spray podem
ser consideradas as equac¸o˜es de Vlasov (modelo sem difusa˜o) ou Vlasov-Fokker-Planck
(modelo com a influeˆncia da difusa˜o). Ale´m disso, a equac¸a˜o de Boltzmann podera´ ser
acoplada ao sistema para levar em considerac¸a˜o a colisa˜o entre as part´ıculas do spray.
Diversas equac¸o˜es para descrever o escoamento do fluido tem sido usadas, entre elas
podemos destacar as equac¸o˜es de Euler (quando a viscosidade e´ nula) e de Navier-Stokes
(para fluidos viscosos), nos casos incompress´ıvel e compress´ıvel (densidade constante ou
na˜o, respectivamente). Em geral, o acoplamento e´ dado atrave´s da forc¸a de arrasto que
leva em considerac¸a˜o o atrito entre o fluido e o spray.
Entre os primeiros resultados a cerca de modelos que descrevem a interac¸a˜o entre um
fluido e um spray, podemos citar Anoshchenko e Boutet de Monvel [2], onde provaram
a existeˆncia de soluc¸a˜o generalizada do sistema tridimensional de equac¸o˜es de Vlasov-
Navier-Stokes, com a soluc¸a˜o dependendo do raio das part´ıculas do spray. Por sua vez,
Hamdache [26] estudou as equac¸o˜es de Vlasov-Stokes sobre um domı´nio limitado com
condic¸o˜es de fronteira de reflexa˜o (as part´ıculas sa˜o refletidas pela fronteira seguindo a
lei da reflexa˜o especular), obtendo existeˆncia de soluc¸a˜o para qualquer dimensa˜o n ≥ 2
e comportamento assinto´tico para n = 2, 3. Entre outras ana´lises, temos Goudon et
al. [24, 25] que investigaram o limite hidrodinaˆmico para o sistema de equac¸o˜es de
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Vlasov-Navier-Stokes. Enquanto que Baranger e Desvillettes [4] estudaram as equac¸o˜es
de Euler-Vlasov no caso compress´ıvel, obtendo soluc¸o˜es cla´ssicas locais no tempo.
Para uma ana´lise do sistema de equac¸o˜es de Navier-Stokes-Vlasov-Fokker-Planck,
podemos citar Mellet e Vasseur [29] que provaram a existeˆncia de soluc¸a˜o fraca, para o
caso compress´ıvel com condic¸o˜es de fronteira de Dirichlet e de reflexa˜o para dimensa˜o
n = 3. Ale´m disso, os mesmos autores analisaram o comportamento assinto´tico do
sistema em [30]. A existeˆncia de soluc¸a˜o forte global perto do equil´ıbrio para o sistema de
equac¸o˜es de Navier-Stokes-Vlasov-Fokker-Planck no caso incompress´ıvel foi tratada por
Goudon et al. [23]. Enquanto Carrillo et al. [10] estudaram o caso correspondente para
o sistema de equac¸o˜es de Vlasov-Fokker-Planck-Euler. Em [11], Chae et al. estudaram
a existeˆncia de soluc¸a˜o fraca global para o sistema de equac¸o˜es de Navier-Stokes-Vlasov-
Fokker-Planck, para os casos bidimensional e tridimensional. Ale´m disso, obtiveram
existeˆncia e unicidade de soluc¸a˜o global para o caso bidimensional. Por outro lado, Chae
et al. [12] provaram a existeˆncia de soluc¸a˜o forte perto do equil´ıbrio para o mesmo tipo
de sistema.
Novos resultados para o sistema de equac¸o˜es de Navier-Stokes-Vlasov foram obtidos
por Boudin et al. [6] ao provarem a existeˆncia global de soluc¸a˜o fraca para o modelo
tridimensional e perio´dico em relac¸a˜o a varia´vel espacial. Uma extensa˜o dos resultados
de [6], pode ser visto em Yu [42], onde o autor estudou o sistema de equac¸o˜es Navier-
Stokes-Vlasov sobre um domı´nio limitado com condic¸o˜es de fronteira de reflexa˜o para
os casos bidimensional e tridimensional. Recentemente, Boudin et al. [8] estenderam o
resultado de [6] para domı´nios dependentes do tempo. Tambe´m podemos citar o trabalho
de Mathiaud [28] que obteve existeˆncia local de soluc¸o˜es regulares para o sistema tridi-
mensional de equac¸o˜es de Euler-Vlasov-Boltzmann no caso compress´ıvel. Ale´m disso,
para um fluido compress´ıvel podemos citar Wang and Yu [39], que provaram a existeˆncia
de soluc¸a˜o fraca global para o sistema de equac¸o˜es de Navier-Stokes-Vlasov.
Recentemente, foram consideradas outras equac¸o˜es para o fluido, como em Chen
et al. [13] que investigou o acoplamento entre as equac¸o˜es de Vlasov e de magneto-
hidrodinaˆmica no caso incompress´ıvel.
Neste trabalho investigamos a interac¸a˜o de um spray de part´ıculas finas com um fluido
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Newtoniano, viscoso e incompress´ıvel. O fluido e´ governado pelas equac¸o˜es de α-Navier-
Stokes, com velocidades associadas u(t,x) para o fluido e w(t,x) para a velocidade de
transporte, as respectivas presso˜es hidrosta´ticas pi(t,x) e p(t,x) = pi(t,x)+‖u(t)‖2L2(T3)−
α2u(t,x) ·∆u(t,x), onde T3 denota o toro tridimensional. O paraˆmetro constante ν > 0
denota a viscosidade do fluido (durante este trabalho iremos considerar ν = 1); α > 0
e´ uma constante dada, associada a velocidade de transporte regularizada no modelo de
α-Navier-Stokes. As part´ıculas do spray sa˜o descritas por uma func¸a˜o de densidade f no
espac¸o de fase, que satisfaz uma equac¸a˜o do tipo Vlasov (para σ = 0) ou uma equac¸a˜o
do tipo Vlasov-Fokker-Planck (para σ > 0); σ ≥ 0 e´ uma constante dada e representa
o coeficiente de difusa˜o do spray. A quantidade f(t,x,v) e´ a densidade das part´ıculas
localizadas em x ∈ T3, no tempo t que tem a velocidade v ∈ R3. As equac¸o˜es sera˜o
acopladas atrave´s de uma forc¸a de arrasto, que depende da velocidade relativa do fluido
e das part´ıculas, u−v, e da func¸a˜o densidade f . Mais precisamente, f , u e p satisfazem
o seguinte sistema:
∂tf + v · ∇xf +∇v · [(u− v)f − σ∇vf ] = 0 em (0, T )× T3 × R3,
∂tw − ν∆w − u× (∇×w) +∇p = −
∫
R3
f(u− v) dv em (0, T )× T3,
w = u− α2∆u em (0, T )× T3,
∇x · u = 0 em (0, T )× T3,
f(0,x,v) = fin(x,v) em T3 × R3,
u(0,x) = uin(x) em T3,
sendo fin ≥ 0 e uin os dados iniciais.
Iremos abordar o caso tridimensional (embora todos os ca´lculos utilizados se estendam
automaticamente para o caso bidimensional) e estamos supondo condic¸o˜es perio´dicas no
domı´nio espacial.
Organizamos este trabalho como segue. No Cap´ıtulo 1, introduzimos as notac¸o˜es e
espac¸os de func¸o˜es utilizados durante este trabalho. Enunciamos e provamos caso ne-
cessa´rio, alguns resultados que vamos utilizar no decorrer do texto, incluindo alguns re-
sultados a respeito da existeˆncia, unicidade e regularidade de soluc¸o˜es para as equac¸o˜es de
Vlasov, Vlasov-Fokker-Planck e α-Navier-Stokes. No Cap´ıtulo 2, analisamos as equac¸o˜es
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de α-Navier-Stokes-Vlasov (correspondente ao caso σ = 0). Mostramos a existeˆncia de
soluc¸a˜o fraca global no tempo, alguns resultados de regularidade e investigamos o com-
portamento das soluc¸o˜es encontradas quando o paraˆmetro α → 0+. No Cap´ıtulo 3,
estudamos as equac¸o˜es de α-Navier-Stokes acopladas a` equac¸a˜o de Vlasov-Fokker-Planck
(correspondente ao caso σ > 0). Mostramos a existeˆncia de soluc¸a˜o fraca global no tempo
no caso tridimensional de forma semelhante ao que foi feito no Cap´ıtulo 2.
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Cap´ıtulo 1
Preliminares
Neste cap´ıtulo, apresentaremos algumas definic¸o˜es e resultados que sera˜o ferramentas
importantes no desenvolvimento do trabalho.
1.1 Notac¸o˜es e Espac¸os Funcionais
As seguintes notac¸o˜es sera˜o usadas no trabalho:
Rn representara´ espac¸o euclidiano n-dimensional.
Tn representara´ o toro n-dimensional.
Q representara´ o cubo n-dimensional [0, 1]n.
As derivadas parciais sera˜o representadas por u′ ou
∂u
∂t
e
∂u
∂xi
, i = 1, . . . , n.
∇ =
(
∂
∂xi
)n
i=1
representara´ o operador gradiente.
∆ =
n∑
i=1
∂2
∂x2i
representara´ o operador Laplaciano.
Um vetor da forma β = (β1, . . . , βn) composto por inteiros na˜o negativos e´ chamado de
multi-´ındice de ordem
|β| = β1 + · · ·+ βn.
Dado um multi-indice β definimos
Dβu =
∂|β|u
∂xβ11 · · · ∂xβnn
.
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|x| =
(
n∑
i=1
x2i
)1/2
e |∇u| =
(
n∑
i=1
(
∂u
∂xi
)2)1/2
sa˜o a norma euclidiana de x ∈ Rn e do
vetor gradiente.
B(x, R) representara´ a bola n-dimensional {v ∈ Rn; |x− v| < R}.
Diremos que u : Rn → R e´ perio´dica com per´ıodo Q (ou apenas perio´dica quando na˜o
houver confusa˜o quanto ao per´ıodo), se para todo k ∈ Zn, temos u(x+ k) = u(x), para
qualquer x ∈ Rn.
Se u : Rn → R e´ uma func¸a˜o perio´dica e localmente integra´vel, enta˜o∫
Tn
u(x) dx :=
∫
[0,1]n
u(x) dx.
Cm(Tn) e´ o espac¸o das func¸o˜es perio´dicas com todas as derivadas de ordem menor ou
igual a m cont´ınuas em Rn (m inteiro positivo ou m =∞).
Lq(Tn) e´ o espac¸o de Banach das (classes de) func¸o˜es perio´dicas u : Rn → R men-
sura´veis (no sentido de Lebesgue) e localmente q-integra´veis (q ≥ 1) cuja norma e´ dada
por
‖u‖Lq(Tn) =
(∫
Tn
|u(x)|q dx
)1/q
(1 ≤ q <∞),
‖u‖L∞(Tn) = ess sup
x∈[0,1]n
|u(x)| (q =∞).
Wm,p(Tn) e´ o espac¸o de Banach (com m inteiro) das func¸o˜es u ∈ Lp(Tn) com derivadas
generalizadas (no sentido usual) de ordem menor ou igual a m que pertencem a Lp(Tn)
e cuja norma e´ dada por
‖u‖Wm,p(Tn) =
∑
|β|≤m
∥∥Dβu∥∥
Lp(Tn) .
Observac¸a˜o 1.1. Para o caso particular de p = 2, a notac¸a˜o dos espac¸os de Sobolev
sera´ Wm,2(Tn) = Hm(Tn).
Observac¸a˜o 1.2. O produto escalar em (L2(Tn))n sera´ denotado por (·, ·). Ale´m disso,
para α > 0, definimos
(u,w)α = (u,w) + α
2(∇u,∇w),
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‖u‖α =
√
‖u‖2L2(Tn) + α2 ‖∇u‖2L2(Tn),
sobre H1(Tn).
Notemos que
min(1, α) ‖u‖H1(Tn) ≤ ‖u‖α ≤ max(1, α) ‖u‖H1(Tn) ,
para todo u,w ∈ H1(Tn).
Seja T > 0. Uma func¸a˜o vetorial e´ uma func¸a˜o w(t) que para cada t ∈ (0, T ) associa
um elemento w(t) do espac¸o de Banach X. Dizemos que w : (0, T ) → X e´ fortemente
mensura´vel se a func¸a˜o t 7−→ ‖w(t)‖X e´ mensura´vel. Representamos por Lp(0, T ;X)
com p ≥ 1, o espac¸o das func¸o˜es fortemente mensura´veis w : (0, T )→ X tais que
‖w‖Lp(0,T ;X) =
(∫ T
0
‖w(t)‖pX
)1/p
<∞ se 1 ≤ p <∞,
‖w‖L∞(0,T ;X) = sup
0≤t≤T
ess ‖w(t)‖X <∞ se p =∞.
Representaremos por C([0, T ];X) o espac¸o das func¸o˜es cont´ınuas w : [0, T ]→ X com
a norma
‖w‖C([0,T ];X) = max0≤t≤T ‖w(t)‖X .
Observac¸a˜o 1.3. Observe que, para p1, p2 ∈ R tais que 1 ≤ p1 < p2 < ∞ tem-se
Lp2(0, T ;X) ⊂ Lp1(0, T ;X).
Definic¸a˜o 1.1. Uma sequeˆncia regularizante (θk)k∈N e´ qualquer sequeˆncia de func¸o˜es
sobre Rn tais que
θk ∈ C∞c (Rn), supp θk ⊂ B(0, 1/k),
∫
Rn
θk(x) dx = 1, θk ≥ 0 sobre Rn.
Observac¸a˜o 1.4. Durante este trabalho iremos usar θk(x) = k
nθ(kx), com θ ∈ C∞c (Rn)
tal que θ e´ uma func¸a˜o na˜o nula, supp θ ⊂ B(0, 1), θ ≥ 0 sobre Rn e ∫Rn θ dx = 1.
Definic¸a˜o 1.2. Uma sequeˆncia de corte (γk)k∈N (cut-off ) e´ qualquer sequeˆncia de
func¸o˜es sobre Rn da forma γk(x) = γ(k−1x), com γ ∈ C∞c (Rn) tal que 0 ≤ γ ≤ 1 e
γ(x) =
 1 se |x| < 1,0 se |x| ≥ 2.
17
1.2 Resultados Auxiliares
Lembremos do Teorema de Banach-Alaoglu que pode ser encontrado em Brezis [9, p.
66].
Teorema 1.1. Seja B uma espac¸o de Banach reflexivo. Se a sequeˆncia (wk)
∞
k=1 ⊂ B
e´ limitada, enta˜o existe uma subsequeˆncia (wkj)
∞
j=1 de (wk)
∞
k=1 e w ∈ B tais que wkj
converge fracamente para w (escrevemos wkj ⇀ w).
Imerso˜es de Sobolev
Os seguintes Teoremas se encontram em Temam [37, p. 11].
Teorema 1.2. As seguintes imerso˜es sa˜o cont´ınuas:
Hm(Tn) ⊂ Lq(Tn) para 2m < n, q = 2n/(n− 2m),
Hm(Tn) ⊂ C(Tn) para 2m > n.
Teorema 1.3. Sejam m1,m2, θ, q ∈ R tais que 0 ≤ m1 ≤ m2, θ ∈ (0, 1) e
q = (1− θ)m1 + θm2, enta˜o valem as seguintes desigualdades de interpolac¸a˜o
‖u‖Hq(Tn) ≤ ‖u‖(1−θ)Hm1 (Tn) ‖u‖θHm2 (Tn) , ∀u ∈ Hm2(Tn).
Ale´m disso, para q > n/2 ou q = n/2 e 0 ≤ m1 < n/2 < m2 temos
‖u‖L∞(Tn) ≤ C ‖u‖(1−θ)Hm1 (Tn) ‖u‖θHm2 (Tn) , ∀u ∈ Hm2(Tn).
Encontramos o seguinte resultado em Evans [20, p. 294] para domı´nios limitados que
pode ser imediatamente aplicado a Tn.
Lema 1.4. Seja u : Tn → Rn, enta˜o u e´ Lipschitz cont´ınua se e somente se, u ∈
W 1,∞(Tn). Ale´m disso,
|u(v)− u(x)| ≤ |v − x| ‖∇u‖L∞(Tn) ,
para todo x,v ∈ Tn.
Derivada generalizada de func¸o˜es vetoriais
Vamos introduzir a noc¸a˜o de derivada fraca de uma func¸a˜o vetorial.
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Lema 1.5. Seja X um espac¸o de Banach e X ′ seu dual. Sejam u e g func¸o˜es de
L1(a, b;X). Enta˜o, as seguintes afirmac¸o˜es sa˜o equivalentes:
(i) u e´ q.t.p. igual a primitiva de g,
u(t) = ξ +
∫ t
a
g(s)ds, ξ ∈ X, q.t.p t ∈ [a, b]; (1.1)
(ii) Para cada φ ∈ C∞c ((a, b)),∫ b
a
u(t)φ′(t)dt = −
∫ b
a
g(t)φ(t)dt,
(
φ′ =
dφ
dt
)
; (1.2)
(iii) Para cada η ∈ X ′
d
dt
〈η, u(t)〉X′ = 〈η, g(t)〉X′ , (1.3)
no sentido das distribuic¸o˜es sobre (a, b).
Se (i)-(iii) sa˜o satisfeitas, em particular, u e´ q.t.p. igual a uma func¸a˜o de C([a, b];X).
A demonstrac¸a˜o deste Lema pode ser encontrada em Temam [36, p. 250].
O Lema 1.5 sugere a seguinte definic¸a˜o:
Definic¸a˜o 1.3. A func¸a˜o g dada no Lema 1.5 e´ chamada derivada fraca de u e sera´
representada pelos s´ımbolos usuais, isto e´,
g = u′ =
du
dt
.
Lema 1.6. Sejam X0, X,X1 espac¸os de Banach tais que X0 ⊂ X ⊂ X1 com imerso˜es
cont´ınuas e com a imersa˜o de X0 → X compacta. Enta˜o, para 0 < T < ∞ e
1 < α0, α1 <∞ fixados, temos que o espac¸o
W = W (α0, α1, X0, X1) = {v ∈ Lα0(0, T ;X0), v′ ∈ Lα1(0, T ;X1)}
munido da norma
‖v‖W = ‖v‖Lα0 (0,T ;X0) + ‖v′‖Lα1 (0,T ;X1)
e´ um espac¸o de Banach e a imersa˜o de W em Lα0(0, T ;X) e´ compacta. Ale´m disso, se
α0 =∞ e α1 > 1, enta˜o a imersa˜o de W em C([0, T ];X) e´ compacta.
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A demonstrac¸a˜o deste Lema pode ser encontrada em Simon [35, p. 85].
Lema 1.7. Sejam V,H dois espac¸os de Hilbert separa´veis tais que V ⊂ H com imersa˜o
cont´ınua e V denso em H. Definamos D(S) o conjunto de todos os u ∈ V tais que a
aplicac¸a˜o linear
v → (u, v)V
e´ cont´ınua sobre V equipado com a topologia induzida por H. Enta˜o, D(S) e´ um espac¸o
vetorial normado equipado da norma
‖u‖D(S) =
{‖u‖2H + ‖Su‖2H}1/2 .
Seja S : D(S) ⊂ V → H um operador tal que
(Su, v)H = (u, v)V .
Com as notac¸o˜es anteriores, as seguintes imerso˜es sa˜o cont´ınuas
W (2, 2, V, V ′) ↪→ C([0, T ];H),
W (2, 2, D(S), H) ↪→ C([0, T ];V ).
A demonstrac¸a˜o deste Lema pode ser encontrada em Dautray e Lions [18, p. 480] e
Lions e Magenes [27, p. 18].
Algumas Desigualdades
Lembremos algumas desigualdades que iremos utilizar com frequeˆncia no texto.
Desigualdade de Ho¨lder: Se u ∈ Lp(Tn) e v ∈ Lq(Tn) tal que 1
p
+
1
q
= 1, com
1 < p <∞, enta˜o ∫
Tn
|u v|dx ≤ ‖u‖Lp(Tn) ‖v‖Lq(Tn) .
Desigualdade de Young: Para todo a, b, ε > 0 e para p, q tal que p−1 + q−1 = 1, com
1 < p <∞ tem-se
ab ≤ εap + C(ε)bq,
onde C(ε) = (pε)−q/pq−1.
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Desigualdade de Young para convoluc¸o˜es: Sejam p, q, r tais que p−1+q−1 = 1+r−1.
Se u ∈ Lp(Tn) e v ∈ Lq(Tn), enta˜o u ∗ v ∈ Lr(Tn). Ale´m disso,
‖u ∗ v‖Lr(Tn) ≤ ‖u‖Lp(Tn) ‖v‖Lq(Tn) .
Os pro´ximos dois Lemas para desigualdades do tipo Gronwall podem ser encontrados
em Mitrinovic´ et al. [31, p. 356, 360]:
Lema 1.8 (Lema de Gronwall). Sejam x, a, b e k func¸o˜es mensura´veis tais que kx, ka e
kb sejam integra´veis sobre J = [α, β], com b e k na˜o negativas. Suponhamos que
x(t) ≤ a(t) + b(t)
∫ t
α
k(s)x(s) ds, ∀t ∈ J,
enta˜o
x(t) ≤ a(t) + b(t)
∫ t
α
a(s)k(s) exp
(∫ t
s
b(r)k(r) dr
)
ds, ∀t ∈ J.
Em particular, para a na˜o decrescente e b ≡ 1,
x(t) ≤ a(t) exp
(∫ t
α
k(r) dr
)
, ∀t ∈ J.
Lema 1.9 (Lema de Gronwall na˜o-linear). Seja u(t) uma func¸a˜o na˜o-negativa satisfa-
zendo a desigualdade integral
u(t) ≤ c+
∫ t
t0
(
a(s)u(s) + b(s)u(s)β
)
ds, c ≥ 0, β ≥ 0,
onde a(t) e b(t) sa˜o func¸o˜es cont´ınuas e na˜o-negativas para t ≥ t0.
Para 0 ≤ β < 1 temos
u(t) ≤
{
c1−β exp
[
(1− β)
∫ t
t0
a(s) ds
]
+ (1− β)
∫ t
t0
b(s) exp
[
(1− β)
∫ t
s
a(r) dr
]
ds
} 1
1−β
;
para β = 1
u(t) ≤ c exp
{∫ t
t0
[a(s) + b(s)] ds
}
;
e para β > 1, com a hipo´tese adicional
c <
{
exp
[
(1− β)
∫ t0+h
t0
a(s) ds
]} 1
β − 1 {
(β − 1)
∫ t0+h
t0
b(s) ds
} 1
1− β
,
para algum h > 0, enta˜o
u(t) < c
{
exp
[
(1− β)
∫ t
t0
a(s) ds
]
− c−1(β − 1)
∫ t
t0
b(s) exp
[
(1− β)
∫ t
s
a(r) dr
]
ds
} 1
β − 1
,
para todo t ∈ [t0, t0 + h].
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A seguir, apresentaremos duas verso˜es do Lema de Gronwall na forma discreta:
Lema 1.10. Sejam T > 0 e (an) uma sequeˆncia de func¸o˜es cont´ınuas na˜o-negativas sobre
[0, T ]. Suponha que (an) satisfaz, para qualquer n,
an+1(t) ≤ A+B
∫ t
0
an(s) ds+ C
∫ t
0
an+1(s) ds,
com A,B,C constantes na˜o-negativas.
(i) Se A = 0, existe uma constante K ≥ 0 tal que
an(t) ≤ K
n+1tn
n!
,
para t ∈ [0, T ] e ∀n ∈ N.
(ii) Se A > 0, enta˜o existe uma constante K ≥ 0, dependendo de A,B,C tal que
an(t) ≤ K exp(Kt),
para t ∈ [0, T ] e ∀n ∈ N.
A demonstrac¸a˜o deste Lema pode ser vista em Boudin et al. [6, p. 1270].
Lema 1.11. Sejam T > 0 e (an) uma sequeˆncia de func¸o˜es cont´ınuas na˜o-negativas sobre
[0, T ]. Suponhamos que (an) satisfaz, para qualquer n,
an+1(t) ≤ A
∫ t
0
an+1(s) ds+B
∫ t
0
an(s) ds+ C
∫ t
0
(∫ s
0
(t− τ)− 12an(τ) 12 dτ
)2
ds,
com A,B,C constantes na˜o-negativas. Enta˜o existe uma constante K ≥ 0 tal que
an(t) ≤ K
n+1tn
n!
,
para t ∈ [0, T ] e ∀n ∈ N.
Demonstrac¸a˜o: Se A = 0, enta˜o basta escolhermos K = max
(
max
t∈[0,T ]
a0, B + 4TC
)
.
Demonstraremos o resultado por induc¸a˜o. Para n = 0, o resultado e´ imediato. Agora,
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suponhamos que o resultado e´ va´lido para n = m, enta˜o
am+1(t) ≤ B
∫ t
0
am(s) ds+ C
∫ t
0
(∫ s
0
(t− τ)− 12am(τ) 12 dτ
)2
ds
≤ BK
m+1
m!
∫ t
0
sm ds+ C
Km+1
m!
∫ t
0
(∫ s
0
(t− τ)− 12 τ m2 dτ
)2
ds
≤ BK
m+1
m!
∫ t
0
sm ds+ C
Km+1
m!
∫ t
0
sm
(∫ s
0
(t− τ)− 12 dτ
)2
ds
≤ BK
m+1
m!
∫ t
0
sm ds+ C
Km+1
m!
∫ t
0
sm ds
(∫ t
0
(t− τ)− 12 dτ
)2
≤ K
m+1tm+1
(m+ 1)!
(B + 4TC) ≤ K
m+2tm+1
(m+ 1)!
.
Se A > 0, enta˜o aplicamos a desigualdade de Gronwall para func¸a˜o an+1(t) e obtemos
an+1(t) ≤ BeAT
∫ t
0
an(s) ds+ Ce
AT
∫ t
0
(∫ s
0
(t− τ)− 12an(τ) 12 dτ
)2
ds.
Logo, basta aplicar o caso anterior para obtermos o resultado. 
Finalmente, introduzimos os momentos de uma func¸a˜o e uma estimativa que os rela-
ciona.
Definic¸a˜o 1.4. Para todo β ≥ 0, definimos os momentos de f : [0, T ] × Tn × Rn → R
por
mβf(t,x) =
∫
Rn
f(t,x,v)|v|β dv, Mβf(t) =
∫∫
Tn×Rn
f(t,x,v)|v|β dx dv.
Lema 1.12. Sejam β > 0 e g ∈ L∞((0, T ) × Tn × Rn) uma func¸a˜o na˜o-negativa, tal
que mβg(t,x) < +∞, para quase todo (t,x). A seguinte estimativa vale, para qualquer
0 ≤ γ < β:
mγg(t,x) ≤
(
ω(n) ‖g(t,x, ·)‖L∞(Rn) + 1
)
mβg(t,x)
γ+n
β+n ,
com ω(n) o volume da bola de raio unita´rio em Rn.
A demonstrac¸a˜o deste Lema pode ser vista em Boudin et al. [6, p. 1261] para n = 3.
1.3 Equac¸o˜es de α-Navier-Stokes
Nesta sec¸a˜o iremos resumir as principais propriedades e resultados para as equac¸o˜es
de α-Navier-Stokes, necessa´rias para o desenvolvimento deste trabalho.
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Lembremos que as equac¸o˜es de α-Navier-Stokes consistem no seguinte sistema de
equac¸o˜es diferenciais
∂tw − ν∆w − u× (∇×w) +∇p = f em (0, T )× T3,
w = u− α2∆u em (0, T )× T3,
∇x · u = 0 em (0, T )× T3,
u(0,x) = u0(x) em T3,
(1.4)
com u,w velocidades associadas a um fluido, com respectivas presso˜es hidrosta´ticas pi e
p = pi + ‖u‖2L2(T3) − α2(u ·∆u). O paraˆmetro constante ν > 0 denota a viscosidade do
fluido; α > 0 e´ uma constante dada, associada a velocidade de transporte regularizada.
Primeiramente, precisamos definir dois espac¸os que sa˜o frequentemente usados na
teoria das equac¸o˜es de Navier-Stokes:
H = {u ∈ (L2 (T3))3 ; ∇ · u = 0}, V = {u ∈ (H1 (T3))3 ; ∇ · u = 0},
equipados com as normas induzidas por (L2(T3))3 e (H1(T3))3, respectivamente.
Denotaremos por P a projec¸a˜o ortogonal de (L2(T3))3 em H, A = −P∆ o operador
de Stokes com domı´nio D(A) = (H2(T3))3 ∩ V . Ale´m disso, para Sα := I + α2A, temos
que Sα e´ um operador auto-adjunto, positivo e seu inverso e´ compacto (em Temam [36,
p. 249] vemos este operador quando o domı´nio e´ um aberto ilimitado). Portanto, existe
uma base ortonormal {vi}i∈N de H formada por autofunc¸o˜es de Sα; denotaremos por λi
o autovalor associado a` autofunc¸a˜o vi.
Notemos que da periodicidade espacial das func¸o˜es em (H2(T3))3, existe C > 0 tal
que
C ‖u‖D(A) ≤ ‖u‖H2(T3) ≤ C−1 ‖u‖D(A) ,
onde
‖u‖D(A) =
{‖u‖2H + ‖Au‖2H}1/2 .
Denotaremos o produto de dualidade 〈·, ·〉D(A)′ apenas por 〈·, ·〉.
Definamos as formas bilineares
B(u,w) = P[(u · ∇)w],
B˜(u,w) = −P(u× (∇×w)),
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para todo u,w ∈ V .
Podemos verificar que
(B(u, z),w) = −(B(u,w), z),
e pela identidade
(b · ∇)a+
3∑
j=1
aj∇bj = −b× (∇× a) +∇(a · b),
para todo a, b ∈ R3, obtemos
(B˜(u, z),w) = (B(u, z),w)− (B(w, z),u),
para todo u,w, z ∈ V .
O seguinte Lema tem sua demonstrac¸a˜o em Foias et al. [21, p. 6-7] e explicita as
principais propriedades de A e B˜:
Lema 1.13. Sejam A e B˜ definidos como anteriormente, enta˜o
(i) O operador A pode ser estendido continuamente ao espac¸o V com valores em V ′
tal que
〈Au,w〉V ′ = (∇u,∇w),
para todo u,w ∈ V .
(ii) Analogamente, o operador A2 pode ser estendido continuamente ao espac¸o D(A)
assumindo valores em D(A)′, de forma que〈
A2u,w
〉
= (Au,Aw),
para todo u,w ∈ D(A).
(iii) O operador B˜ pode ser estendido continuamente de V ×V com valores em V ′ e em
particular satisfaz∣∣∣〈B˜(u, z),w〉
V ′
∣∣∣ ≤ c ‖u‖1/2H ‖u‖1/2V ‖∇z‖H ‖w‖V
e ∣∣∣〈B˜(u, z),w〉
V ′
∣∣∣ ≤ c ‖u‖V ‖∇z‖H ‖w‖1/2H ‖w‖1/2V ,
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para todos u, z,w ∈ V. Ale´m disso,〈
B˜(u, z),w
〉
V ′
= −
〈
B˜(w, z),u
〉
V ′
, para todos u, z,w ∈ V
e em particular 〈
B˜(u, z),u
〉
V ′
= 0, para todos u, z ∈ V.
(iv) Para u ∈ H, z ∈ V e w ∈ D(A), temos∣∣∣〈B˜(u, z),w〉∣∣∣ ≤ c ‖u‖H ‖∇z‖H ‖w‖1/2V ‖w‖1/2D(A)
e para u ∈ D(A), z ∈ V e w ∈ H, temos∣∣∣(B˜(u, z),w)∣∣∣ ≤ c ‖u‖1/2V ‖u‖1/2D(A) ‖∇z‖H ‖w‖H .
(v) Para u ∈ V , z ∈ H e w ∈ D(A), temos∣∣∣〈B˜(u, z),w〉∣∣∣ ≤ C (‖u‖1/2H ‖u‖1/2V ‖z‖H ‖w‖D(A) + ‖∇u‖H ‖z‖H ‖w‖1/2V ‖w‖1/2D(A)) .
(vi) Para u ∈ D(A), z ∈ H e w ∈ V , temos∣∣∣〈B˜(u, z),w〉
V ′
∣∣∣ ≤ C (‖u‖1/2V ‖u‖1/2D(A) ‖z‖H ‖∇w‖H + ‖u‖D(A) ‖z‖H ‖w‖1/2H ‖w‖1/2V ) .
Agora iremos introduzir em que sentido procuramos uma soluc¸a˜o de (1.4):
Definic¸a˜o 1.5. Dizemos que u e´ soluc¸a˜o fraca de (1.4) se:
• u ∈ L2(0, T ;D(A)) ∩ C([0, T ];V );
• ∂tu ∈ L2(0, T ;H);
• u(0,x) = u0(x) em V ;
• w = u+ α2Au;
• Para todo ψ ∈ L2(0, T ;D(A)) temos∫ T
0
〈∂tw(s),ψ(s)〉 ds+
∫ T
0
〈
B˜(u(s),w(s)),ψ(s)
〉
ds+ ν
∫ T
0
〈Aw(s),ψ(s)〉 ds
=
∫ T
0
(f(s),ψ(s)) ds. (1.5)
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Observac¸a˜o 1.5. Como u ∈ L2(0, T ;D(A))∩C([0, T ];V ) com ∂tu ∈ L2(0, T ;H), enta˜o
w ∈ L2(0, T ;H) ∩ C([0, T ];V ′) com ∂tw ∈ L2(0, T ;D(A)′). Portanto, faz sentido procu-
rarmos soluc¸o˜es satisfazendo (1.5).
Finalmente, podemos enunciar o principal resultado desta sec¸a˜o
Teorema 1.14. Sejam f ∈ L2(0, T ;L2(T3)), u0 ∈ V e 0 < T < ∞ fixados. Enta˜o o
problema (1.4) tem uma u´nica soluc¸a˜o fraca.
Demonstrac¸a˜o: Procederemos como em Foias et al. [21], onde e´ considerada f inde-
pendente do tempo e com me´dia nula.
Primeiro iremos mostrar a existeˆncia de soluc¸a˜o:
• Existeˆncia
Para mostrarmos a existeˆncia de soluc¸a˜o fraca do problema (1.4) vamos aplicar o
me´todo de Faedo-Galerkin. Para isto, sejam {vj}j∈N a base de H formada pelas auto-
func¸o˜es do operador Sα e Hm o espac¸o gerado por {v1, . . . ,vm}. Definamos o seguinte
problema aproximado: para cada m fixo, encontrar uma soluc¸a˜o
um(t) =
m∑
i=1
gim(t)vi,
satisfazendo, para 1 ≤ j ≤ m,
(w′m(t),vj) + ν(wm(t),Avj) +
(
B˜(um(t),wm(t)),vj
)
= (f(t),vj), (1.6)
um(0) = Pmu0, (1.7)
com wm = Sαum e Pm a projec¸a˜o ortogonal de H em Hm.
Lembremos que λi e´ o autovalor associado a` autofunc¸a˜o vi, enta˜o o problema (1.6)-
(1.7) e´ equivalente ao seguinte sistema de equac¸o˜es diferenciais ordina´rias:

g′jm(t) +
ν
α2
(λj − 1)gjm +
m∑
i,k=1
λk
λj
gim(t)gkm(t)
(
B˜(vi,vk),vj
)
=
1
λj
(f(t),vj),
gjm(0) = (Pmu0,vj),
(1.8)
para 1 ≤ j ≤ m.
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Agora, pelo Teorema de Carathe´odory em Coddington e Levinson [17, p. 43, 45], o sis-
tema (1.8) tem uma u´nica soluc¸a˜o maximal e absolutamente cont´ınua gm = (g1m, . . . , gmm)
no intervalo [0, tm] para algum tm ≤ T .
Se tm < T, enta˜o necessariamente temos que
lim
t→t−m
‖um(t)‖H =∞.
Portanto, se mostrarmos que ‖um(t)‖H e´ limitada independente de m e t, enta˜o
provaremos que tm = T e portanto, um(t) sera´ uma soluc¸a˜o global de (1.6)-(1.7), para
cada m ∈ N.
Para isto, iremos multiplicar (1.6) por gjm(t) e somar as equac¸o˜es, para j = 1, . . . ,m,
para obter
1
2
d
dt
‖um(t)‖2α+ν
(‖∇um(t)‖2H + α2 ‖Aum(t)‖2H)+(B˜(um(t),wm(t)),um(t)) = (f(t),um(t))
e pelo Lema 1.13 (iii), obtemos
1
2
d
dt
‖um(t)‖2α + ν
(‖∇um(t)‖2H + α2 ‖Aum(t)‖2H) = (f(t),um(t)).
Aplicando a desigualdade de Young
d
dt
‖um(t)‖2α + 2ν
(‖∇um(t)‖2H + α2 ‖Aum(t)‖2H) ≤ ‖f(t)‖2L2(T3) + ‖um(t)‖2α . (1.9)
Pela desigualdade de Gronwall
‖um(t)‖2α ≤ et
(
‖um(0)‖2α +
∫ t
0
‖f(s)‖2L2(T3) ds
)
≤ eT
(
‖u0‖2α +
∫ T
0
‖f(s)‖2L2(T3) ds
)
:= C1, (1.10)
portanto, (um)m∈N e´ uniformemente limitada em L∞(0, T ;V ).
Notemos que (1.10) implica que (wm)m∈N e´ uniformemente limitada em L∞(0, T ;V ′).
De fato, para v ∈ V
|(wm(t),v)| ≤ |(um(t),v)|+ α2|(∇um(t),∇v)| ≤ C ‖um(t)‖V ‖v‖V ,
enta˜o da estimativa (1.10) conclu´ımos que ‖wm(t)‖V ′ ≤ C.
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Agora, integrando (1.9) de 0 a t, obtemos
‖um(t)‖2α + 2ν
∫ t
0
( ‖∇um(s)‖2H + α2 ‖Aum(s)‖2H
)
ds
≤ ‖u0‖2α +
∫ t
0
(
‖f(s)‖2L2(T3) + ‖um(s)‖2α
)
ds
≤ ‖u0‖2α + ‖f‖2L2(0,T ;L2(T3)) + TC1, (1.11)
logo, (um)m∈N e´ uniformemente limitada em L2(0, T ;D(A)). Esta estimativa tambe´m
implica que (wm)m∈N e´ uniformemente limitada em L2(0, T ;H).
Agora, iremos mostrar que (w′m)m∈N e´ uniformemente limitada em L
2(0, T ;D(A)′).
Para isto notemos que para todo ϕ ∈ D(A), temos
(w′m,ϕ) = (w
′
m, Pmϕ) = −ν(wm,APmϕ)−
(
B˜(um,wm), Pmϕ
)
+ (f , Pmϕ).
Enta˜o, iremos estimar os termos do lado direito da equac¸a˜o: aplicando o Lema 1.13 (v)
e (1.10) ∣∣∣(B˜(um,wm), Pmϕ)∣∣∣ ≤C ‖um‖1/2H ‖um‖1/2V ‖wm‖H ‖Pmϕ‖D(A)
+ C ‖∇um‖H ‖wm‖H ‖Pmϕ‖1/2V ‖Pmϕ‖1/2D(A)
≤C ‖ϕ‖D(A) ‖um‖D(A) ,
ale´m disso,
| (wm,APmϕ) | = |(wm,Aϕ)| ≤ ‖wm‖H ‖Aϕ‖H ≤ C ‖um‖D(A) ‖ϕ‖D(A) ,
|(f(t), Pmϕ)| ≤ ‖f(t)‖L2(T3) ‖Pmϕ‖H ≤ C ‖f(t)‖L2(T3) ‖ϕ‖D(A) .
Portanto,
‖w′m‖L2(0,T ;D(A)′) ≤ C
(
‖um‖L2(0,T ;D(A)) + ‖f‖L2(0,T ;L2(T3))
)
,
de onde conclu´ımos que
‖u′m‖L2(0,T ;H) ≤
∥∥S−1α ∥∥ ‖w′m‖L2(0,T ;D(A)′) ≤ C.
Pelo Lema 1.6, temos que existe u ∈ L∞(0, T ;V )∩L2(0, T ;D(A))∩C([0, T ];H), tal que,
a menos de subsequeˆncia,
um ⇀ u em L
2(0, T ;D(A)),
um → u em L2(0, T ;V ),
um → u em C([0, T ];H).
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ou equivalentemente
wm ⇀ w em L
2(0, T ;H),
wm → w em L2(0, T ;V ′),
wm → w em C([0, T ];D(A)′).
Notemos que (1.6)-(1.7) e´ equivalente a
(w′m(t), z) + ν(wm(t),Az) +
(
B˜(um(t),wm(t)), z
)
= (f(t), z), (1.12)
um(0) = Pmu0, (1.13)
para todo z ∈ Hm e q.t.p. em [0, T ].
Seja ψ ∈ C1([0, T ]) tal que ψ(T ) = 0. Multiplicando (1.12) por ψ(t), integrando em
[0, T ] e tomando z = Pmv, com v ∈ D(A), tem-se∫ T
0
(w′m(t),v)ψ(t) dt+ ν
∫ T
0
(wm(t),Av)ψ(t) dt+
∫ T
0
(
B˜(um(t),wm(t)), Pmv
)
ψ(t) dt
=
∫ T
0
(f(t), Pmv)ψ(t) dt.
Mas, por integrac¸a˜o por partes, temos∫ T
0
(w′m(t),v)ψ(t) dt = −(wm(0),v)ψ(0)−
∫ T
0
(wm(t),v)ψ
′(t) dt.
Logo,
−
∫ T
0
(wm(t),v)ψ
′(t) dt+ ν
∫ T
0
(wm(t),Av)ψ(t) dt+
∫ T
0
(
B˜(um(t),wm(t)), Pmv
)
ψ(t) dt
= (Pmu0,v)αψ(0) +
∫ T
0
(f(t), Pmv)ψ(t) dt.
Usando que wm ⇀ w em L
2(0, T ;H) temos
lim
m→∞
∫ T
0
(wm(t),v)ψ
′(t) dt =
∫ T
0
(w(t),v)ψ′(t) dt,
lim
m→∞
∫ T
0
(wm(t),Av)ψ(t) dt =
∫ T
0
(w(t),Av)ψ(t) dt.
(1.14)
Ale´m disso,∣∣∣∣∫ T
0
(
B˜(um(t),wm(t)), Pmv
)
ψ(t) dt−
∫ T
0
〈
B˜(u(t),w(t)),v
〉
ψ(t) dt
∣∣∣∣ ≤ I(1)m +I(2)m +I(3)m ,
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com
I(1)m =
∣∣∣∣∫ T
0
〈
B˜(um(t),wm(t)), Pmv − v
〉
ψ(t) dt
∣∣∣∣ ,
I(2)m =
∣∣∣∣∫ T
0
〈
B˜(um(t)− u(t),wm(t)),v
〉
ψ(t) dt
∣∣∣∣ ,
I(3)m =
∣∣∣∣∫ T
0
〈
B˜(u(t),wm(t)−w(t)),v
〉
ψ(t) dt
∣∣∣∣ .
Enta˜o,
I(1)m ≤ C ‖Pmv − v‖D(A)
∫ T
0
‖um(t)‖V ‖wm(t)‖H |ψ(t)| dt
≤ C ‖Pmv − v‖D(A) ‖um‖L2(0,T ;V ) ‖wm‖L2(0,T ;H) ‖ψ‖L∞(0,T )
e
I(2)m ≤ C ‖v‖D(A)
∫ T
0
‖um(t)− u(t)‖V ‖wm(t)‖H |ψ(t)| dt
≤ C ‖v‖D(A) ‖um − u‖L2(0,T ;V ) ‖wm‖L2(0,T ;H) ‖ψ‖L∞(0,T )
e portanto,
lim
m→∞
I(1)m = lim
m→∞
I(2)m = 0.
Ale´m disso, como a aplicac¸a˜o
h 7→
∫ T
0
〈
B˜(u(t),h(t)),v
〉
ψ(t) dt
e´ um funcional cont´ınuo sobre L2(0, T ;H) e wm ⇀ w em L
2(0, T ;H), enta˜o
lim
m→∞
I(3)m = 0.
Logo,
lim
m→∞
∫ T
0
(
B˜(um(t),wm(t)), Pmv
)
ψ(t) dt =
∫ T
0
〈
B˜(u(t),w(t)),v
〉
ψ(t) dt,
com isso conclu´ımos
−
∫ T
0
(w(t),v)ψ′(t) dt+ ν
∫ T
0
(w(t),Av)ψ(t) dt+
∫ T
0
〈
B˜(u(t),w(t)),v
〉
ψ(t) dt
= (u0,v)αψ(0) +
∫ T
0
(f(t),v)ψ(t) dt. (1.15)
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Logo, se ψ ∈ D((0, T )) obtemos
d
dt
(w(t),v) + ν(w(t),Av) +
〈
B˜(u(t),w(t)),v
〉
= (f(t),v)
em D((0, T )), ∀v ∈ D(A).
Ou ainda, tomando
g(t) = (w(t),v) e h(t) = −ν(w(t),Av)−
〈
B˜(u(t),w(t)),v
〉
+ (f(t),v),
temos que
g(t) = g(0) +
∫ t
0
h(s) ds.
Enta˜o, para todo ψ ∈ C1([0, T ]), com ψ(T ) = 0, temos∫ T
0
g(t)ψ′(t) dt =
∫ T
0
(
g(0) +
∫ t
0
h(s) ds
)
ψ′(t) = −g(0)ψ(0)−
∫ T
0
h(t)ψ(t) dt,
ou seja,
−
∫ T
0
(w(t),v)ψ′(t) dt+ν
∫ T
0
(w(t),Av)ψ(t) dt+
∫ T
0
〈
B˜(u(t),w(t)),v
〉
ψ(t) dt
= (u(0),v)αψ(0) +
∫ T
0
(f(t),v)ψ(t) dt. (1.16)
Comparando (1.15) e (1.16) tem-se
(u(0)− u0,v)αψ(0) = 0, ∀v ∈ D(A).
Logo, para ψ(0) 6= 0 e usando o fato que V = D(A)V , temos u(0) = u0.
Com isso conclu´ımos a prova da existeˆncia de soluc¸a˜o e agora iremos mostrar a uni-
cidade.
• Unicidade
Para mostrarmos a unicidade do problema, suponhamos que u1,u2 sa˜o soluc¸o˜es e
denotemos u = u2 − u1 e w = u+ α2Au. Por (1.5) temos∫ T
0
〈∂tw(s),ψ(s)〉 ds+
∫ T
0
〈
B˜(u2(s),w2(s)),ψ(s)
〉
ds
−
∫ T
0
〈
B˜(u1(s),w1(s)),ψ(s)
〉
ds+ ν
∫ T
0
〈Aw(s),ψ(s)〉 ds = 0,
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ou ainda, usando o fato de que B˜ e´ bilinear∫ T
0
〈∂tw(s),ψ(s)〉 ds+
∫ T
0
〈
B˜(u(s),w2(s)),ψ(s)
〉
ds
+
∫ T
0
〈
B˜(u1(s),w(s)),ψ(s)
〉
ds+ ν
∫ T
0
〈Aw(s),ψ(s)〉 ds = 0.
Agora, como u ∈ L2(0, T ;D(A)), podemos escolher ψ = u e aplicando o Lema 1.13 (iii)
temos
1
2
d
dt
‖u‖2α + ν
(‖∇u‖2H + α2 ‖Au‖2H)+ 〈B˜(u1,w),u〉 = 0.
Pelo Lema 1.13 (vi)∣∣∣〈B˜(u1,w),u〉∣∣∣ ≤ c(‖u1‖1/2V ‖u1‖1/2D(A) ‖w‖H ‖∇u‖H + ‖u1‖D(A) ‖w‖H ‖u‖1/2H ‖u‖1/2V )
≤ c ‖u1‖D(A) ‖w‖H ‖u‖V ,
aplicando a desigualdade de Young∣∣∣〈B˜(u1,w),u〉∣∣∣ ≤ c ‖u1‖2D(A) ‖u‖2V + ν2α2 ‖w‖2H ,
agora notando que
‖w‖2H = ‖u‖2α + α2(‖∇u‖2H + α2 ‖Au‖2H),
obtemos∣∣∣〈B˜(u1,w),u〉∣∣∣ ≤ c ‖u1‖2D(A) ‖u‖2α + ν2α2 ‖u‖2H + ν2(‖∇u‖2H + α2 ‖Au‖2H).
Portanto,
d
dt
‖u(t)‖2α + ν
(‖∇u(t)‖2H + α2 ‖Au(t)‖2H) ≤ c(‖u1(t)‖2D(A) + 1) ‖u(t)‖2α
e pela desigualdade de Gronwall
‖u(t)‖2α ≤ ‖u(0)‖2α exp
[
c
∫ t
0
(
‖u1(s)‖2D(A) + 1
)
ds
]
= 0,
portanto (1.4) possui uma u´nica soluc¸a˜o. 
Regularidade
Agora, iremos enunciar dois resultados para a regularidade de soluc¸a˜o de (1.14).
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Proposic¸a˜o 1.15. Suponhamos que u0 ∈ D(A) e f ∈ L2(0, T ;L2(T3)). Se u e´ a soluc¸a˜o
de (1.14), enta˜o u ∈ L2(0, T ; (H3(T3))3 ∩ V ) ∩ C([0, T ];D(A)) com ∂tu ∈ L2(0, T ;V ).
Demonstrac¸a˜o: Primeiramente, vamos escolher z = wm(t) em (1.12)
(w′m(t),wm(t)) + ν(wm(t),Awm(t)) +
(
B˜(um(t),wm(t)),wm(t)
)
= (f(t),wm(t)),
logo
1
2
d
dt
‖wm(t)‖2H + ν ‖∇wm(t)‖2H ≤
∣∣∣(B˜(um(t),wm(t)),wm(t))∣∣∣+ |(f(t),wm(t))|.
Pelo Lema 1.13 (iv)
1
2
d
dt
‖wm(t)‖2H+ν ‖∇wm(t)‖2H ≤ C ‖um(t)‖D(A) ‖∇wm(t)‖H ‖wm(t)‖H+‖f(t)‖L2(T3) ‖wm(t)‖H
e pela Desigualdade de Young
1
2
d
dt
‖wm(t)‖2H + ν ‖∇wm(t)‖2H ≤ C ‖um(t)‖2D(A) ‖wm(t)‖2H +
ν
2
‖∇wm(t)‖2H
+
1
2
‖f(t)‖2L2(T3) +
1
2
‖wm(t)‖2H ,
ou ainda,
d
dt
‖wm(t)‖2H + ν ‖∇wm(t)‖2H ≤ ‖wm(t)‖2H
(
C ‖um(t)‖2D(A) + 1
)
+ ‖f(t)‖2L2(T3) . (1.17)
Aplicando a desigualdade de Gronwall
‖wm(t)‖2H ≤
(
‖wm(0)‖2H +
∫ t
0
‖f(s)‖2L2(T3)
)
exp
[∫ t
0
(
C ‖um(s)‖2D(A) + 1
)
ds
]
≤
(
‖w0‖2H + ‖f‖2L2(0,T ;L2(T3))
)
exp
[∫ T
0
(
C ‖um(s)‖2D(A) + 1
)
ds
]
,
com w0 = Sαu0.
Como (um)m∈N e´ uniformemente limitada em L2(0, T ;D(A)), por (1.11), enta˜o (wm)m∈N
e´ uniformemente limitada em L∞(0, T ;H), o que implica que w ∈ L∞(0, T ;H), ou equi-
valentemente, u ∈ L∞(0, T ;D(A)).
Por outro lado, integrando (1.17) de 0 a t, temos
‖wm(t)‖2H + ν
∫ t
0
‖∇wm(s)‖2H ds ≤ ‖wm(0)‖2H +
∫ t
0
‖wm(s)‖2H
(
C ‖um(s)‖2D(A) + 1
)
ds
+
∫ t
0
‖f(s)‖2L2(T3) ds
≤ ‖w0‖2H +
(
C ‖um‖2L∞(0,T ;D(A)) + 1
)
‖wm‖2L2(0,T ;H) + ‖f‖2L2(0,T ;L2(T3)) ≤ C.
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Portanto (wm)n∈N e´ uniformemente limitada em L2(0, T ;V ), o que implica que w ∈
L2(0, T ;V ), ou equivalentemente, u ∈ L2(0, T ; (H3(T3))3 ∩ V ).
Por outro lado, para todo ϕ ∈ V
(w′m(t),ϕ) = (w
′
m(t), Pmϕ) = −ν(Awm(t), Pmϕ)− (B˜(um(t),wm(t)),ϕ) + (f(t),ϕ),
|(Awm(t), Pmϕ)| = |(Awm(t),ϕ)| = |(∇wm(t),∇ϕ)| ≤ ‖∇wm(t)‖H ‖ϕ‖V .
Pelo Lema 1.13 (iv)∣∣∣(B˜(um(t),wm(t)), Pmϕ)∣∣∣ ≤ C ‖um(t)‖D(A) ‖∇wm(t)‖H ‖Pmϕ‖H
≤ C ‖um(t)‖D(A) ‖∇wm(t)‖H ‖ϕ‖H
e por fim
|(f , Pmϕ)| ≤ ‖f‖L2(T3) ‖Pmϕ‖H ≤ ‖f‖L2(T3) ‖ϕ‖H .
Portanto,
‖w′m‖2L2(0,T ;V ′) ≤ C
∫ T
0
‖∇wm(t)‖2H
(
1 + ‖um(t)‖2D(A)
)
dt+ ‖f‖2L2(0,T ;L2(T3))
≤ C ‖∇wm‖2L2(0,T ;H)
(
1 + ‖um‖2L∞(0,T ;D(A))
)
+ ‖f‖2L2(0,T ;L2(T3)) ≤ C,
logo w′ ∈ L2(0, T ;V ′), ou equivalentemente, u′ ∈ L2(0, T ;V ).
Finalmente, como w ∈ W (2, 2, V, V ′), enta˜o pelo Lema 1.7, w ∈ C([0, T ];H), ou
equivalentemente u ∈ C([0, T ];D(A)). 
Proposic¸a˜o 1.16. Suponhamos que u0 ∈ (H3(T3))3 ∩ V e f ∈ L2(0, T ;L2(T3)). Se u
e´ a soluc¸a˜o de (1.14), enta˜o u ∈ L2(0, T ; (H4(T3))3 ∩ V ) ∩ C([0, T ]; (H3(T3))3 ∩ V ) com
∂tu ∈ L2(0, T ;D(A)).
Demonstrac¸a˜o: Primeiramente, vamos escolher z = Awm(t) em (1.12)
(w′m(t),Awm(t)) + ν(wm(t),A
2wm(t)) +
(
B˜(um(t),wm(t)),Awm(t)
)
= (f(t),Awm(t)),
logo
1
2
d
dt
‖∇wm(t)‖2H + ν ‖Awm(t)‖2H ≤
∣∣∣(B˜(um(t),wm(t)),Awm(t))∣∣∣+ |(f(t),Awm(t))|.
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Pelo Lema 1.13 (iv)
1
2
d
dt
‖∇wm(t)‖2H + ν ‖Awm(t)‖2H ≤ C ‖um(t)‖D(A) ‖∇wm(t)‖H ‖Awm(t)‖H
+ ‖f(t)‖L2(T3) ‖Awm(t)‖H
e pela desigualdade de Young
1
2
d
dt
‖∇wm(t)‖2H + ν ‖Awm(t)‖2H ≤C ‖um(t)‖2D(A) ‖∇wm(t)‖2H +
ν
4
‖Awm(t)‖2H
+
1
ν
‖f(t)‖2L2(T3) +
ν
4
‖Awm(t)‖2H ,
ou ainda,
d
dt
‖∇wm(t)‖2H + ν ‖Awm(t)‖2H ≤ C ‖um(t)‖2D(A) ‖∇wm(t)‖2H +
2
ν
‖f(t)‖2L2(T3) . (1.18)
Aplicando a desigualdade de Gronwall
‖∇wm(t)‖2H ≤
(
‖∇wm(0)‖2H +
2
ν
∫ t
0
‖f(s)‖2L2(T3) ds
)
exp
[
C
∫ t
0
‖um(s)‖2D(A) ds
]
≤
(
‖∇w0‖2H +
2
ν
‖f‖2L2(0,T ;L2(T3))
)
exp
[
C
∫ T
0
‖um(s)‖2D(A) ds
]
.
Como (um)m∈N e´ uniformemente limitada em L2(0, T ;D(A)), enta˜o (wm)m∈N e´ uni-
formemente limitada em L∞(0, T ;V ), o que implica que w ∈ L∞(0, T ;V ), ou equivalen-
temente, u ∈ L∞(0, T ; (H3(T3))3 ∩ V ).
Por outro lado, integrando (1.18) de 0 a t, temos
‖∇wm(t)‖2H + ν
∫ t
0
‖Awm(s)‖2H ds ≤ ‖∇wm(0)‖2H + C
∫ t
0
‖um(s)‖2D(A) ‖∇wm(s)‖2H ds
+
2
ν
∫ t
0
‖f(s)‖2L2(T3) ds,
ou seja,
ν ‖Awm‖2L2(0,T ;H) ≤ ‖∇w0‖2H + C ‖um‖2L∞(0,T ;D(A)) ‖∇wm‖2L2(0,T ;H) +
2
ν
‖f‖2L2(0,T ;L2(T3)) .
Portanto (wm)m∈N e´ uniformemente limitada em L2(0, T ;D(A)), o que implica que
w ∈ L2(0, T ;D(A)), ou equivalentemente, u ∈ L2(0, T ; (H4(T3))3 ∩ V ).
Por outro lado, escolhendo z = w′m(t) em (1.12)
(w′m(t),w
′
m(t)) + ν(wm(t),Aw
′
m(t)) +
(
B˜(um(t),wm(t)),w
′
m(t)
)
= (f(t),w′m(t)),
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logo,
‖w′m(t)‖2H +
ν
2
d
dt
‖∇wm(t)‖2H ≤ |
(
B˜(um(t),wm(t)),w
′
m(t)
)
|+ |(f(t),w′m(t))|.
Integrando de 0 a t∫ t
0
‖w′m(s)‖2H ds+
ν
2
‖∇wm(t)‖2H ≤
ν
2
‖∇wm(0)‖2H +
∫ t
0
∣∣∣(B˜(um(s),wm(s)),w′m(s))∣∣∣ ds
+
∫ t
0
|(f(s),w′m(s))| ds,
pelo Lema 1.13 (iv) e a desigualdade de Young∫ t
0
‖w′m(s)‖2H ds ≤
ν
2
‖∇w0‖2H + C
∫ t
0
‖um(s)‖2D(A) ‖∇wm(s)‖2H ds+
1
4
∫ t
0
‖w′m(s)‖H ds
+
∫ t
0
‖f(s)‖2L2(T3) ds+
1
4
∫ t
0
‖w′m(s)‖H ds.
Portanto,∫ t
0
‖w′m(s)‖2H ds ≤ ν ‖∇w0‖2H +C ‖um‖2L∞(0,T ;D(A)) ‖∇wm‖2L2(0,T ;H) + 2 ‖f‖2L2(0,T ;L2(T3)) ,
de onde segue que w′ ∈ L2(0, T ;H), ou equivalentemente, u′ ∈ L2(0, T ;D(A)).
Finalmente, como w ∈ W (2, 2, D(A), H), enta˜o pelo Lema 1.7, w ∈ C([0, T ];V ), ou
equivalentemente u ∈ C([0, T ]; (H3(T3))3 ∩ V ). 
1.4 Equac¸a˜o de Vlasov
Nesta sec¸a˜o iremos estudar as principais propriedades da seguinte equac¸a˜o:
∂tf + v · ∇xf +∇v · [(F − v)f ] = 0 em (0, T )× T3 × R3,
f(0,x,v) = fin(x,v) em T3 × R3,
(1.19)
onde F : [0, T ]× T3 → R3.
Seja G : [0, T ]× Rm → Rn tal que
(P1) G ∈ C([0, T ]× Rm;Rn);
(P2) ∇xG ∈ C([0, T ]× Rm;Rn);
37
(P3) |G(t,x)| ≤ κ(1 + |x|), para algum κ > 0 e para todo (t,x) ∈ [0, T ]× Rm.
Lema 1.17. Seja G : [0, T ]×Rn → Rn satisfazendo (P1)-(P3), enta˜o para cada (t,x) ∈
[0, T ]× Rn fixado, a equac¸a˜o diferencial
X ′(s) = G(s,X(s)),
X(t) = x,
(1.20)
possui uma u´nica soluc¸a˜o X(s; t,x) definida para todo s ∈ [0, T ]. Ale´m disso, X ∈
C1([0, T ]× [0, T ]× Rn).
A demonstrac¸a˜o deste Lema pode ser encontrada em Golse [22, p. 18] e Mouzoni [33, p.
11].
Observac¸a˜o 1.6. Se F : [0, T ]×R3 → R3 satisfaz (P1)-(P3) com respeito a (t,x), enta˜o
G(t,x,v) = (v,F (t,x)− v) satisfaz (P1)-(P3) com respeito a (t,x,v). De fato, (P1) e
(P2) sa˜o satisfeitas imediatamente. Ale´m disso, temos que
|G(t,x,v)|2 = |v|2 + |F (t,x)− v|2 ≤ 3|v|2 + 2|F (t,x)|2 ≤ 3|v|2 + 2κ2(1 + |x|)2
≤ max(
√
3,
√
2κ)2(1 + |(x,v)|)2,
portanto,
|G(t,x,v)| ≤ κ¯(1 + |(x,v)|),
o que mostra que G satisfaz (P3).
A demonstrac¸a˜o dos seguintes Teoremas podem ser encontradas em Golse [22, p. 21]
e Mouzoni [33, p. 27].
Teorema 1.18. Sejam fin ∈ C1(T3×R3), G(t,x,v) = (v,F (t,x)−v) e F satisfazendo
(P1)-(P3), enta˜o existe uma u´nica soluc¸a˜o cla´ssica f ∈ C1([0, T ] × T3 × R3) de (1.19).
Ale´m disso,
f(t,x,v) = e3tfin(χ(t,x,v)), (1.21)
com χ(t,x,v) = X(0; t,x,v) e X(s; t,x,v) a u´nica soluc¸a˜o de (1.20).
Definic¸a˜o 1.6. Dizemos que f e´ soluc¸a˜o fraca de (1.19), se para todo φ ∈ C1([0, T ] ×
T3 × R3) com suporte compacto na varia´vel v e φ(T, ·, ·) = 0, temos
−
∫ T
0
∫∫
T3×R3
f [∂tφ+ v · ∇xφ+ (u− v) · ∇vφ] dx dv ds =
∫∫
T3×R3
finφ(0,x,v) dx dv.
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Teorema 1.19. Sejam fin ∈ L1(T3×R3), G(t,x,v) = (v,F (t,x)−v) e F satisfazendo
(P1)-(P3), enta˜o existe uma u´nica soluc¸a˜o fraca f ∈ C([0, T ];L1(T3 × R3)) de (1.19).
Ale´m disso,
f(t,x,v) = e3tfin(χ(t,x,v)), (1.22)
com χ(t,x,v) = X(0; t,x,v) e X(s; t,x,v) a u´nica soluc¸a˜o de (1.20).
1.5 Equac¸a˜o de Vlasov-Fokker-Planck
Nesta sec¸a˜o iremos resumir resultados a respeito da existeˆncia, unicidade e regulari-
dade da soluc¸a˜o do seguinte problema:
∂tf + v · ∇xf +∇v · [(E − v)f −∇vf ] = 0 em (0, T )× T3 × R3,
f(0,x,v) = f0(x,v) em T3 × R3, (1.23)
onde E : [0, T ]× T3 → R3 e f0 : T3 × R3 → R+ sa˜o dados.
Para analisar a existeˆncia e unicidade de soluc¸a˜o de (1.23), precisamos supor que
sup
t∈[0,T ]
‖E(t)‖L∞(T3) <∞, sup
t∈[0,T ]
‖∇xE(t)‖L∞(T3) <∞.
Agora, iremos introduzir o conceito de soluc¸a˜o fundamental.
Definic¸a˜o 1.7. Uma soluc¸a˜o fundamental de (1.23) e´ uma func¸a˜o Γ(t,x,v, τ, ξ,ν) defi-
nida para (x,v), (ξ,ν) ∈ T3 × R3 e 0 ≤ τ < t ≤ T , satisfazendo as seguintes condic¸o˜es:
• Para cada (τ, ξ,ν) ∈ [0, T ]× T3 × R3 fixado, Γ(·, ·, ·, τ, ξ,ν) satisfaz
∂tf + v · ∇xf +∇v · [(E − v)f −∇vf ] = 0 em (τ, T )× T3 × R3.
• Para cada func¸a˜o f0 : T3 × R3 → R cont´ınua e limitada
lim
t→τ
∫∫
T3×R3
Γ(t,x,v, τ, ξ,ν)f0(ξ,ν) dξ dν = f0(x,v).
Para encontrarmos Γ, primeiro precisamos introduzir o seguinte problema:
∂tG+ v · ∇xG− v · ∇vG−∆vG = 0 em (τ, T )× R6,
G(τ,x,v, τ, ξ,ν) = δ(x− ξ,v − ν) em R6. (1.24)
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De forma ana´loga a` definic¸a˜o anterior iremos definir o que e´ uma soluc¸a˜o fundamental
para (1.24).
Definic¸a˜o 1.8. Uma soluc¸a˜o fundamental de (1.24) e´ uma func¸a˜o G(t,x,v, τ, ξ,ν) de-
finida para (x,v), (ξ,ν) ∈ R6 e 0 ≤ τ < t ≤ T , satisfazendo as seguintes condic¸o˜es:
• Para cada (τ, ξ,ν) ∈ [0, T ]× R6 fixado, G(·, ·, ·, τ, ξ,ν) satisfaz
∂tf + v · ∇xf − v · ∇vf −∆vf = 0 em (τ, T )× R6.
• Para cada func¸a˜o f0 : R6 → R cont´ınua e limitada
lim
t→τ
∫∫
R6
G(t,x,v, τ, ξ,ν)f0(ξ,ν) dξ dν = f0(x,v).
Considerando estes problemas e definic¸o˜es, temos o seguinte resultado
Lema 1.20. Existe uma u´nica soluc¸a˜o fundamental de (1.24) dada por
G(t,x,v, τ, ξ,ν) =
[
et−τ
4piζ1/2(t− τ)
]3
exp
{
−|x− ξ + v − ν|
2
4(t− τ)
}
× exp
−
∣∣∣∣et−τ − 1t− τ (x− ξ + v − ν) + ν − vet−τ
∣∣∣∣2
4(t− τ)−1ζ(t− τ)
 ,
onde
ζ(t) =
e2t − 1
2
t− (et − 1)2.
A demonstrac¸a˜o deste Lema pode ser encontrada em O’Dwyer [34, p. 21] e Victory
e O’Dwyer [38, p. 111].
Definamos
H(t,x,v, τ, ξ,ν) =
∑
k∈Z3
G(t,x+ k,v, τ, ξ,ν) =
∑
k∈Z3
G(t,x,v, τ, ξ − k,ν).
Os seguintes resultados podem ser encontrados em Clark [16, p. 8-27]:
Lema 1.21. Existe uma u´nica Γ soluc¸a˜o fundamental de (1.23). Ale´m disso, Γ satisfaz
a seguinte equac¸a˜o integral
Γ(t,x,v, τ, ξ,ν) = H(t,x,v, τ, ξ,ν)
+
∫ t
τ
∫∫
T3×R3
∇ν′H(t,x,v, τ ′, ξ′,ν ′)E(τ ′, ξ′)Γ(τ ′, ξ′,ν ′, τ, ξ,ν) dξ′ dν ′ dτ ′.
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Definic¸a˜o 1.9. Dizemos que f : [0, T ] × T3 × R3 → R+ e´ uma soluc¸a˜o cla´ssica de
(1.23), se satisfaz (1.23) pontualmente, se f e´ cont´ınua com as derivadas de primeira
ordem em relac¸a˜o as varia´veis x, t cont´ınuas e com as derivadas ate´ a segunda ordem em
relac¸a˜o a varia´vel v cont´ınuas.
Teorema 1.22. Se f0 e´ uma func¸a˜o cont´ınua e limitada, enta˜o existe uma u´nica soluc¸a˜o
cla´ssica de (1.23) dada por
f(t,x,v) =
∫∫
T3×R3
Γ(t,x,v, 0, ξ,ν)f0(ξ,ν) dξ dν,
com Γ a u´nica soluc¸a˜o fundamental de (1.23).
Observac¸a˜o 1.7. Notemos que f pode ser reescrita da seguinte maneira
f(t,x,v) =
∫∫
T3×R3
H(t,x,v, 0, ξ,ν)f0(ξ,ν) dξ dν
+
∫ t
0
∫∫
T3×R3
∇ν′H(t,x,v, τ ′, ξ′,ν ′)E(τ ′, ξ′)f(τ ′, ξ′,ν ′) dξ′ dν ′ dτ ′.
Finalmente, enunciamos propriedades de H e Γ que sera˜o utilizadas no texto.
Lema 1.23. Sejam H e Γ definidas como anteriormente, enta˜o
|∇ν′H(t,x,v, τ ′, ξ′,ν ′)| ≤ C(β)(t− τ ′)−1/2H(t, βx, βv, τ ′, βξ′, βν ′), (1.25)
para todo 0 < β < 1. Ale´m disso,∫∫
T3×R3
H(t,x,v, τ, ξ,ν) dξ dν =
∫∫
T3×R3
Γ(t,x,v, τ, ξ,ν) dξ dν = e3(t−τ), (1.26)
sempre que t− τ > 0, e∫∫
T3×R3
H(t,x,v, 0, ξ,ν) dx dv =
∫∫
T3×R3
Γ(t,x,v, 0, ξ,ν) dx dv = 1, (1.27)
sempre que t− τ > 0.
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Cap´ıtulo 2
Equac¸o˜es de α-Navier-Stokes-Vlasov
Neste Cap´ıtulo vamos considerar as equac¸o˜es de α-Navier-Stokes para o fluido, aco-
pladas com uma equac¸a˜o do tipo Vlasov para a densidade das part´ıculas, que modelam
a interac¸a˜o entre um fluido e um spray. As equac¸o˜es sa˜o acopladas atrave´s de uma forc¸a
de arrasto, que depende da velocidade relativa do fluido e das part´ıculas, ou seja, u− v,
e na func¸a˜o densidade f . Mais precisamente, f(t,x,v), u(t,x) e p(t,x) satisfazem o
seguinte sistema:
∂tf + v · ∇xf +∇v · [(u− v)f ] = 0 em (0, T )× T3 × R3, (2.1)
∂tw − ν∆w − u× (∇×w) +∇p
= −
∫
R3
f(u− v) dv em (0, T )× T3, (2.2)
w = u− α2∆u em (0, T )× T3, (2.3)
∇x · u = 0 em (0, T )× T3, (2.4)
f(0,x,v) = fin(x,v) em T3 × R3, (2.5)
u(0,x) = uin(x) em T3, (2.6)
sendo 0 < T <∞, fin e uin dados.
Observac¸a˜o 2.1. Iremos considerar o paraˆmetro ν = 1.
Iremos analisar as seguintes questo˜es referentes a`s soluc¸o˜es de (2.1)-(2.6):
— existeˆncia de soluc¸a˜o fraca;
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— regularidade da soluc¸a˜o;
— comportamento das soluc¸o˜es quando α→ 0+.
2.1 Existeˆncia de Soluc¸a˜o Fraca
Com relac¸a˜o aos dados, assumimos que
• fin ∈ L∞(T3 × R3) ∩ L1(T3 × R3),
• |v|2fin ∈ L1(T3 × R3),
• fin ≥ 0,
• uin ∈ V.
Agora, iremos introduzir o conceito de soluc¸a˜o fraca de (2.1)-(2.6):
Definic¸a˜o 2.1. Dizemos que (u, f) e´ soluc¸a˜o fraca de (2.1)-(2.6) se:
• u ∈ L2(0, T ;D(A)) ∩ C([0, T ];V );
• ∂tu ∈ L2(0, T ;H);
• f(t,x,v) ≥ 0, (t,x,v) ∈ (0, T )× T3 × R3;
• f ∈ L∞(0, T ;L∞(T3 × R3) ∩ L1(T3 × R3));
• f |v|2 ∈ L∞(0, T ;L1(T3 × R3));
• Para todo φ ∈ C1([0, T ]×T3×R3) com suporte compacto na varia´vel v e φ(T, ·, ·) =
0, temos
−
∫ T
0
∫∫
T3×R3
f [∂tφ+v·∇xφ+(u−v)·∇vφ] dx dv ds =
∫∫
T3×R3
finφ(0,x,v) dx dv.
• Para todo ψ ∈ L2(0, T ;D(A)) temos∫ T
0
〈∂tw(s),ψ(s)〉 ds+
∫ T
0
〈
B˜(u(s),w(s)),ψ(s)
〉
ds+
∫ T
0
〈Aw(s),ψ(s)〉 ds
= −
∫ T
0
∫∫
T3×R3
f(u− v)ψ dx dv ds,
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com w = u+ α2Au.
Observac¸a˜o 2.2. Pela definic¸a˜o dew e a regularidade de u, temos quew ∈ L2(0, T,H)∩
C([0, T ], V ′) e ∂tw ∈ L2(0, T ;D(A)′), portanto a formulac¸a˜o fraca esta´ bem definida.
A seguir enunciamos o principal resultado desta sec¸a˜o:
Teorema 2.1. Para cada T > 0 existe pelo menos uma soluc¸a˜o fraca (u, f) de (2.1)-(2.6)
satisfazendo a seguinte desigualdade de energia:
1
2
M2f(t) +
1
2
‖u(t)‖2α +
∫ t
0
(‖∇u(s)‖2H + α2 ‖Au(s)‖2H) ds
+
∫ t
0
∫∫
T3×R3
f |u− v|2 dx dv ds ≤ 1
2
M2fin +
1
2
‖uin‖2α ,
(2.7)
para quase todo t ∈ [0, T ]. Ale´m disso,
‖f‖L∞((0,T )×T3×R3) ≤ e3T ‖fin‖L∞(T3×R3) .
Para provarmos este Teorema, precisaremos de 4 passos intermedia´rios:
— Vamos propor uma versa˜o regularizada de (2.1)-(2.6);
— Vamos considerar um esquema iterativo e provar que as suas soluc¸o˜es formam uma
sequeˆncia que converge para uma soluc¸a˜o do problema regularizado;
— Provar que existe uma sequeˆncia de soluc¸o˜es do problema regularizado que converge
para uma soluc¸a˜o local de (2.1)-(2.6);
— Estender a soluc¸a˜o local a todo intervalo [0, T ].
2.1.1 Problema Regularizado
Agora iremos introduzir uma versa˜o regularizada de (2.1)-(2.6), afim de aplicar os
resultados desenvolvidos nas sec¸o˜es 1.3 e 1.4.
Sejam (θk)k∈N uma sequeˆncia regularizante e (γk)k∈N uma sequeˆncia de corte, ambas
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sobre R3 e definamos o seguinte problema
∂tfk + v · ∇xfk +∇v · [(θk ∗ uk − v)fk] = 0 em (0, T )× T3 × R3, (2.8)
∂twk −∆wk − uk × (∇×wk) +∇pk
= −
∫
R3
fk(uk − v)γk(v) dv em (0, T )× T3, (2.9)
wk = uk − α2∆uk em (0, T )× T3, (2.10)
∇x · uk = 0 em (0, T )× T3, (2.11)
fk(0,x,v) = f
k
in(x,v) em T3 × R3, (2.12)
uk(0,x) = uin(x) em T3, (2.13)
com fkin = θ¯k∗gk, sendo (θ¯k) uma sequeˆncia regularizante sobre R6 ; gk(x,v) = χk(v)fin(x,v)
e χk e´ a func¸a˜o caracter´ıstica do conjunto B(0, k).
Observac¸a˜o 2.3. Da definic¸a˜o de fkin temos que
• fkin ∈ C∞(T3 × R3);
• fkin possui suporte compacto em v;
• fkin → fin em Lp(T3 × R3), para todo 1 ≤ p <∞;
• fkin ∗⇀ fin, a menos de subsequeˆncia, em L∞(T3 × R3).
Ale´m disso, ainda temos as seguintes propriedades.
Lema 2.2. Seja fkin definida anteriormente, enta˜o
M2f
k
in ≤ 4(‖fin‖L1(T3×R3) +M2fin), (2.14)
lim
k→∞
M2f
k
in = M2fin, (2.15)∥∥fkin∥∥L∞(T3×R3) ≤ ‖fin‖L∞(T3×R3) . (2.16)
Lembremos que
M2f
k
in =
∫∫
T3×R3
|v|2fkin dx dv
e´ o segundo momento de fkin.
45
Demonstrac¸a˜o: Primeiramente, notemos que trocando a ordem de integrac¸a˜o temos
que
M2f
k
in =
∫∫
T3×R3
|v|2
(∫∫
R6
θ¯k(ξ,ν)χk(v − ν)fin(x− ξ,v − ν)dξ dν
)
dx dv
=
∫∫
R6
θ¯k(ξ,ν)
(∫∫
T3×R3
|v|2χk(v − ν)fin(x− ξ,v − ν)dx dv
)
dξ dν.
Por outro lado, fazendo uma mudanc¸a de varia´veis∫∫
T3×R3
|v|2χk(v − ν)fin(x− ξ,v − ν)dx dv =
∫
R3
∫
Qξ
|v¯ + ν|2χk(v¯)fin(x¯, v¯)dx¯ dv¯,
com Qξ = [0, 1]
3 − ξ.
Como fin e´ perio´dica em x, enta˜o∫
R3
∫
Qξ
|v¯ + ν|2χk(v¯)fin(x¯, v¯)dx¯ dv¯ =
∫∫
T3×R3
|v¯ + ν|2χk(v¯)fin(x¯, v¯)dx¯ dv¯.
Ale´m disso,
|v¯ + ν|2 ≤ 2(|v¯|2 + |ν|2) ≤ 2(1 + |v¯|2)(1 + |ν|2),
logo,
M2f
k
in ≤ 2(‖fin‖L1(T3×R3) +M2fin)
∫∫
R6
θ¯k(ξ,ν)(1 + |ν|2) dξ dν
e por outro lado∫∫
R6
θ¯k(ξ,ν)(1 + |ν|2) dξ dν =
∫∫
B(0,1/k)
θ¯k(ξ,ν)(1 + |ν|2) dξ dν
≤ (1 + k−2)
∫∫
B(0,1/k)
θ¯k(ξ,ν) dξ dν ≤ 2,
enta˜o obtemos (2.14).
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Agora,
M2f
k
in −M2fin =
∫∫
T3×R3
∫∫
R6
θ¯k(ξ,ν)fin(x,v)
(|v + ν|2χk(v)− |v|2) dξ dν dx dv
=
∫∫
T3×R3
∫∫
R6
θ¯(ξ,ν)fin(x,v)
(|v + k−1ν|2χk(v)− |v|2) dξ dν dx dv
=
∫∫
T3×R3
∫∫
R6
θ¯(ξ,ν)fin(x,v)|v|2 (χk(v)− 1) dξ dν dx dv
+
∫∫
T3×R3
∫∫
R6
θ¯(ξ,ν)fin(x,v)χk(v)
(
2k−1vν + k−2|ν|2) dξ dν dx dv
e como 2vν ≤ |v|2 + |ν|2, temos que
|M2fkin −M2fin| ≤
∫∫
R6
θ¯(ξ,ν) dξ dν
∫∫
T3×R3
fin(x,v)|v|2 (1− χk(v)) dx dv
+ k−1
∫∫
R6
θ¯(ξ,ν) dξ dν
∫∫
T3×R3
fin(x,v)χk(v)|v|2 dx dv
+ k−1(k−1 + 1)
∫∫
R6
θ¯(ξ,ν)|ν|2 dξ dν
∫∫
T3×R3
fin(x,v)χk(v) dx dv
≤
∫∫
T3×R3
fin(x,v)|v|2 (1− χk(v)) dx dv
+ k−1(M2fin + (k−1 + 1)M0fin),
como χk → 1 pontualmente e |v|2fin ∈ L1(T3 × R3), enta˜o do Teorema da convergeˆncia
dominada, o lado direito da desigualdade tende a zero quando k →∞, de onde conclu´ımos
(2.15).
Por u´ltimo, da definic¸a˜o de fkin e aplicando a desigualdade de Young para convoluc¸o˜es
estimamos
∥∥fkin∥∥L∞(T3×R3) ≤ ∥∥θ¯k∥∥L1(R6) ‖gk‖L∞(T3×R3) ≤ ‖fin‖L∞(T3×R3) ,
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de onde segue (2.16). 
Agora estamos prontos para definir em que sentido (uk, fk) e´ uma soluc¸a˜o fraca de
(2.8)-(2.13).
Definic¸a˜o 2.2. Dizemos que (uk, fk) e´ soluc¸a˜o fraca de (2.8)-(2.13) se:
• uk ∈ L2(0, T ;D(A)) ∩ C([0, T ];V );
• ∂tuk ∈ L2(0, T ;H);
• uk(0,x) = uin em V ;
• fk ∈ C1([0, T ]× T3 × R3) tal que o suporte de fk em relac¸a˜o a v e´ compacto;
• fk e´ soluc¸a˜o cla´ssica de (2.9) com condic¸a˜o inicial (2.12);
• Para todo ψ ∈ L2(0, T ;D(A)) temos
〈∂twk(t),ψ(t)〉+
〈
B˜(uk(t),wk(t),ψ(t)
〉
+ 〈Awk(t),ψ(t)〉
= −
∫∫
T3×R3
fk(t)(uk(t)− v)γk(v)ψ(t) dv dx, (2.17)
para quase todo t em (0, T ).
2.1.2 Esquema Iterativo
Para encontrarmos uma soluc¸a˜o de (2.8)-(2.13), teremos que analisar um sistema
auxiliar.
Para cada k ∈ N fixado e para qualquer n ∈ N, desejamos encontrar uma sequeˆncia
(un+1k , f
n
k ) satisfazendo o seguinte esquema iterativo:
∂tf
n
k + v · ∇xfnk +∇v · [(θk ∗ unk − v)fnk ] = 0 em (0, T )× T3 × R3, (2.18)
∂tw
n+1
k −∆wn+1k − un+1k × (∇×wn+1k ) +∇pn+1k
= −
∫
R3
fnk (u
n
k − v)γk(v) dv em (0, T )× T3, (2.19)
wn+1k = u
n+1
k − α2∆un+1k em (0, T )× T3, (2.20)
∇x · un+1k = 0 em (0, T )× T3, (2.21)
fnk (0,x,v) = f
k
in(x,v) em T3 × R3, (2.22)
un+1k (0,x) = uin(x) em T
3, (2.23)
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com u0k = uin.
Vamos introduzir o conceito de soluc¸a˜o fraca de (2.18)-(2.23):
Definic¸a˜o 2.3. Dizemos que (un+1k , f
n
k ) e´ soluc¸a˜o fraca de (2.18)-(2.23) se:
• un+1k ∈ C([0, T ];V ) ∩ L2(0, T ;D(A));
• ∂tun+1k ∈ L2(0, T ;H);
• un+1k (0,x) = uin(x) em V ;
• fnk ∈ C1([0, T ]× T3 × R3) ∩ L∞((0, T )× T3 × R3);
• Para todo ψ ∈ L2(0, T ;D(A)) temos〈
∂tw
n+1
k (t),ψ(t)
〉
+
〈
B˜(un+1k (t),w
n+1
k (t)),ψ(t)
〉
+
〈
Awn+1k (t),ψ(t)
〉
= −
∫∫
T3×R3
fnk (t)(u
n
k(t)− v)γk(v) ·ψ(t) dx dv, (2.24)
para quase todo t em [0, T ].
A seguinte Proposic¸a˜o garante a existeˆncia e unicidade de soluc¸a˜o fraca do esquema
iterativo (2.18)-(2.23):
Proposic¸a˜o 2.3. Para cada n ∈ N, existe um u´nico par (un+1k , fnk ) satisfazendo (2.18)-
(2.23).
Demonstrac¸a˜o: Por simplicidade, escreveremos un e fn ao inve´s de unk e f
n
k . Para
mostrarmos que para cada n ∈ N existe um u´nico par (un+1, fn), iremos aplicar o processo
de induc¸a˜o finita:
(i) n = 0.
Temos que u0 = uin e´ dado. Ale´m disso, como θk ∗ u0 satisfaz as propriedades
(P1)-(P3) vistas na Sec¸a˜o 1.4 e tendo em vista a Observac¸a˜o 1.6, temos que para
cada (t,x,v) fixado, podemos aplicar o Lema 1.17 para garantir que existe uma
u´nica soluc¸a˜o (X0(s; t,x,v),V 0(s; t,x,v)) da equac¸a˜o diferencial
dX
ds
0
(s; t,x,v) = V 0(s; t,x,v),
dV
ds
0
(s; t,x,v) = (θk ∗ u0)(s,X0(s; t,x,v))− V 0(s; t,x,v),
X0(t; t,x,v) = x, V 0(t; t,x,v) = v,
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para todo s ∈ [0, T ].
Ale´m disso, fkin ∈ C∞(T3 × R3), enta˜o aplicando o Teorema 1.18, temos que para
n = 0, a equac¸a˜o (2.18) com a condic¸a˜o inicial (2.22) possui uma u´nica soluc¸a˜o
f 0 ∈ C1([0, T ]× T3 × R3) dada por
f 0(t,x,v) = e3tfkin(χ
0(t,x,v)), (2.25)
com χ0(t,x,v) = (X0(0; t,x,v),V 0(0; t,x,v)).
Por outro lado, como fkin ∈ L∞(T3 × R3), enta˜o f 0 ∈ L∞((0, T )× T3 × R3). Ale´m
disso, u0 ∈ V e
|F 0(t,x)| =
∣∣∣∣∫
R3
f 0(u0 − v)γk(v) dv
∣∣∣∣ ≤ ∥∥f 0∥∥L∞((0,T )×T3×R3) ∫
B(0,2k)
|u0|+ |v| dv
≤ C(k)∥∥f 0∥∥
L∞((0,T )×T3×R3) (|u0|+ 1).
Portanto, F 0 ∈ L2(0, T ;L2(T3)) e como uin ∈ V , temos pelo Teorema 1.14 que
existe uma u´nica u1 ∈ C([0, T ];V ) ∩ L2(0, T ;D(A)) tal que ∂tu1 ∈ L2(0, T ;H),
u1(0,x) = uin(x) em V e satisfazendo (2.24) (para n = 0).
(ii) Suponhamos agora que a nossa afirmac¸a˜o e´ va´lida para n = m − 1, para algum
m ∈ N, ou seja, existe um par (um, fm−1) soluc¸a˜o fraca de (2.18)-(2.23) (para
n = m − 1). Enta˜o iremos provar que existe (um+1, fm) soluc¸a˜o fraca de (2.18)-
(2.23) (para n = m).
Por argumentos ana´logos ao caso n = 0, temos que existe uma u´nica soluc¸a˜o
(Xm(s; t,x,v),V m(s; t,x,v)) da equac¸a˜o diferencial
dX
ds
m
(s; t,x,v) = V m(s; t,x,v),
dV
ds
m
(s; t,x,v) = (θk ∗ um)(s,Xm(s; t,x,v))− V m(s; t,x,v), (2.26)
Xm(t; t,x,v) = x, V m(t; t,x,v) = v,
para todo s ∈ [0, T ].
Ale´m disso, para n = m, a equac¸a˜o (2.18) com a condic¸a˜o inicial (2.22) possui uma
u´nica soluc¸a˜o fm ∈ C1([0, T ]× T3 × R3) ∩ L∞((0, T )× T3 × R3) dada por
fm(t,x,v) = e3tfkin(χ
m(t,x,v)), (2.27)
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com χm(t,x,v) = (Xm(0; t,x,v),V m(0; t,x,v)).
Por outro lado, para
Fm(t,x) =
∫
R3
fm(um − v)γk(v) dv,
temos que Fm ∈ L2(0, T ;L2(T3)) e assim como antes, existe uma u´nica um+1 ∈
C([0, T ];V ) ∩ L2(0, T ;D(A)) tal que ∂tum+1 ∈ L2(0, T ;H), um+1(0,x) = uin(x)
em V e satisfazendo (2.24) (para n = m). 
O seguinte Lema nos da estimativas independentes de n para a soluc¸a˜o fraca do
esquema iterativo (2.18)-(2.23).
Lema 2.4. A sequeˆncia (un+1k , f
n
k ) satisfaz as seguintes estimativas
‖fnk ‖L∞((0,T )×T3×R3) ≤ e3T ‖fin‖L∞(T3×R3) , (2.28)∥∥un+1k ∥∥L∞(0,T ;V )∩L2(0,T ;D(A)) ≤ C(k), (2.29)∥∥∂tun+1k ∥∥L2(0,T ;H) ≤ C(k), (2.30)
com C(k) independente de n.
Demonstrac¸a˜o: Novamente escreveremos un e fn ao inve´s de unk e f
n
k . Temos de (2.27)
que
‖fn‖L∞((0,T )×T3×R3) ≤ e3T
∥∥fkin∥∥L∞(T3×R3)
e de (2.16) ∥∥fkin∥∥L∞(T3×R3) ≤ ‖fin‖L∞(T3×R3) ,
portanto, obtemos (2.28).
Por outro lado, escolhendo ψ = un+1 em (2.24) obtemos〈
∂tw
n+1(t),un+1(t)
〉
+
〈
B˜(un+1(t),wn+1(t)),un+1(t)
〉
+
〈
Awn+1(t),un+1(t)
〉
= −
∫∫
T3×R3
fn(t)(un(t)− v)γk(v) · un+1(t) dx dv, (2.31)
para quase todo t ∈ [0, T ].
Observamos que o primeiro termo pode ser reescrito como〈
∂tw
n+1(t),un+1(t)
〉
=
1
2
d
dt
∥∥un+1(t)∥∥2
α
,
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(veja por exemplo Temam [36, p. 260]).
Agora, aplicando o Lema 1.13
〈
Awn+1(t),un+1(t)
〉
=
∥∥∇xun+1∥∥2H + α2 ∥∥Aun+1∥∥2H ,〈
B˜(un+1(t),wn+1(t)),un+1(t)
〉
= 0.
Ale´m disso, usando (2.28) e a desigualdade de Young, temos∣∣∣∣∫∫
T3×R3
fn(un − v)γk(v) · un+1 dx dv
∣∣∣∣
≤ ‖fn‖L∞((0,T )×T3×R3)
(
m0γk
∫
T3
|un||un+1| dx+m1γk
∫
T3
|un+1|dx
)
≤ C(k, T ) ‖fin‖L∞(T3×R3)
(∫
T3
|un|
2
2
+
|un+1|
2
2
dx+
∫
T3
1
2
+
|un+1|
2
2
dx
)
≤ C(k, T )
(
1 + ‖un‖2H +
∥∥un+1∥∥2
H
)
.
Observac¸a˜o 2.4. Lembremos que para β ≥ 0,
mβγk =
∫
Rn
γk(v)|v|β dv.
Portanto,∣∣∣∣∫∫
T3×R3
fn(un − v)γk(v) · un+1 dx dv
∣∣∣∣ ≤ C(k, T, α)(1 + ‖un‖2α + ∥∥un+1∥∥2α) .
Combinando os resultados anteriores a (2.31), obtemos
1
2
d
dt
‖un+1‖2α +
(
‖∇xun+1‖2H + α2 ‖Aun+1‖2H
)
≤ C(k, T, α)
(
1 + ‖un‖2α + ‖un+1‖2α
)
,
(2.32)
ou ainda, integrando a desigualdade anterior de 0 a t conclu´ımos
∥∥un+1(t)∥∥2
α
≤ C(k, T, α)
(
1 +
∫ t
0
‖un(s)‖2α ds+
∫ t
0
∥∥un+1(s)∥∥2
α
ds
)
,
logo pelo Lema de Gronwall discreto (Lema 1.10),
‖un(t)‖2α ≤ C exp(CT ), (2.33)
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com C uma constante dependendo de k, T e α, mas independente de n.
Ale´m disso, integrando (2.32) de 0 a t e usando a estimativa (2.33), obtemos
∥∥un+1(t)∥∥2
α
+
∫ t
0
(∥∥∇xun+1(s)∥∥2H + α2 ∥∥Aun+1(s)∥∥2H) ds ≤ C(k, T, α). (2.34)
Portanto, combinando as estimativas (2.33) e (2.34) obtemos a estimativa (2.29).
Provaremos agora (2.30) e para isso lembremos que do Lema 1.13, item (v), temos
que ∣∣∣〈B˜(un(t),wn(t)),ψ(t)〉∣∣∣ ≤ C ‖ψ(t)‖D(A) ‖un(t)‖V ‖wn(t)‖H .
Consequentemente, por (2.29)∫ T
0
∣∣∣〈B˜(un(t),wn(t)),ψ(t)〉∣∣∣ dt ≤ C ‖ψ‖L2(0,T ;D(A)) ‖un‖L∞(0,T ;V ) ‖wn‖L2(0,T ;H)
≤ C(k) ‖ψ‖L2(0,T ;D(A)) .
Ale´m disso, novamente de (2.29)∫ T
0
| 〈Awn,ψ〉 | dt ≤
∫ T
0
‖wn‖H ‖Aψ‖H dt
≤ ‖wn‖L2(0,T ;H) ‖ψ‖L2(0,T ;D(A))
≤ C(k) ‖ψ‖L2(0,T ;D(A)) ,
como
∫ T
0
∣∣∣∣∫∫
T3×R3
fn(un − v)γk(v) ·ψ dx dv
∣∣∣∣ dt
≤ ‖fn‖L∞((0,T )×T3×R3)
(
m0γk
∫ T
0
∫
T3
|un||ψ| dx dt+m1γk
∫ T
0
∫
T3
|ψ|dx dt
)
≤ C(k, T ) ‖fin‖L∞(T3×R3)
(∫ T
0
‖un‖H ‖ψ‖H dt+ ‖ψ‖L1(0,T ;L1(T3))
)
≤ C(k, T ) ‖fin‖L∞(T3×R3) ‖ψ‖L2(0,T ;H)
(
‖un‖L2(0,T ;H) + 1
)
,
temos finalmente de (2.29)∫ T
0
∣∣∣∣∫∫
T3×R3
fn(un − v)γk(v) ·ψ dx dv
∣∣∣∣ dt ≤ C(k, T ) ‖ψ‖L2(0,T ;D(A)) .
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Enta˜o, usando estas estimativas em (2.24) conclu´ımos∣∣∣∣∫ T
0
〈
∂tw
n+1(t),ψ(t)
〉
dt
∣∣∣∣ ≤ C(k, T ) ‖ψ‖L2(0,T ;D(A))
e com isso obtemos ∥∥∂twn+1∥∥L2(0,T,D(A)′) ≤ C(k, T ),
ou equivalentemente (2.30). 
Observac¸a˜o 2.5. Notemos que (2.29) e (2.30) sa˜o equivalentes as estimativas∥∥wn+1k ∥∥L∞(0,T ;V ′)∩L2(0,T ;H) ≤ C(k),∥∥∂twn+1k ∥∥L2(0,T ;D(A)′) ≤ C(k),
respectivamente.
Apesar das estimativas da Proposic¸a˜o anterior serem essenciais para encontrarmos
uma soluc¸a˜o fraca de (2.8)-(2.13), elas na˜o sa˜o suficientes, pois garantem apenas que
alguma subsequeˆncia de (unk , f
n
k ) converge, quando n→∞. Enta˜o, para encontrarmos a
soluc¸a˜o fraca, vamos provar que a pro´pria sequeˆncia converge.
Lema 2.5. A sequeˆncia (unk , f
n
k )n∈N e´ de Cauchy em L
∞(0, T ;V )×L∞((0, T )×T3×R3)
e portanto convergente.
Demonstrac¸a˜o: Escrevemos unk = u
n e fnk = f
n por simplicidade. Denotemos un+1 =
un+1−un e wn+1 = wn+1−wn, enta˜o subtraindo a equac¸a˜o (2.24) para wn da equac¸a˜o
(2.24) para wn+1 temos〈
∂tw
n+1,ψ
〉
+
〈
Awn+1,ψ
〉
+
〈
B˜(un+1,wn+1),ψ
〉
−
〈
B˜(un,wn),ψ
〉
= −
∫∫
T3×R3
fn(un − v)γk(v) ·ψ dx dv +
∫∫
T3×R3
fn−1(un−1 − v)γk(v) ·ψ dx dv.
Como B˜ e´ bilinear, podemos reescrever
B˜(un+1,wn+1)− B˜(un,wn) = B˜(un+1,wn+1) + B˜(un,wn+1) em D(A)′.
Logo, escolhendo ψ = un+1, temos
1
2
d
dt
∥∥un+1∥∥2
α
+
(∥∥∇xun+1∥∥2H + α2 ∥∥Aun+1∥∥2H)+〈B˜(un+1,wn+1),un+1〉+〈B˜(un,wn+1),un+1〉
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= −
∫∫
T3×R3
fn(un − v)γk(v) · un+1 dx dv +
∫∫
T3×R3
fn−1(un−1 − v)γk(v) · un+1 dx dv.
Denotemos
I1(t) =
〈
B˜(un+1,wn+1),un+1
〉
+
〈
B˜(un,wn+1),un+1
〉
,
I2(t) = −
∫∫
T3×R3
fn(un−v)γk(v)·un+1 dx dv+
∫∫
T3×R3
fn−1(un−1−v)γk(v)·un+1 dx dv.
Pelo item (vi) do Lema 1.13〈
B˜(un+1(t),wn+1(t)),un+1(t)
〉
= 0
e ∣∣∣〈B˜(un(t),wn+1(t)),un+1(t)〉∣∣∣ ≤ C ‖un(t)‖D(A) ∥∥w(t)n+1∥∥H ∥∥un+1(t)∥∥V .
Assim, aplicando a desigualdade de Young podemos estimar
|I1| ≤ C(α)
∥∥un+1∥∥2
V
‖un‖2D(A) +
1
2α2
∥∥wn+1∥∥2
H
= C(α)
∥∥un+1∥∥2
V
‖un‖2D(A) +
1
2α2
∥∥un+1∥∥2
α
+
1
2
(∥∥∇xun+1∥∥2H + α2 ∥∥Aun+1∥∥2H)
≤ C(α)∥∥un+1∥∥2
α
(‖un‖2D(A) + 1) +
1
2
(∥∥∇xun+1∥∥2H + α2 ∥∥Aun+1∥∥2H) .
Por outro lado, reescrevendo I2, temos
I2(t) = −
∫∫
T3×R3
f
n
(un − v)γk(v) · un+1 dx dv −
∫∫
T3×R3
fn−1unun+1γk(v) dx dv.
Pela estimativa (2.29)∣∣∣∣∫∫
T3×R3
f
n
(un − v)γk(v) · un+1 dx dv
∣∣∣∣
≤ C(k)∥∥un+1(t)∥∥
H
(‖un(t)‖H + 1)
∥∥∥fn(t)∥∥∥
L∞(T3×R3)
≤ C(k)∥∥un+1(t)∥∥
H
∥∥∥fn(t)∥∥∥
L∞(T3×R3)
e pela estimativa (2.28)∣∣∣∣∫∫
T3×R3
fn−1unun+1γk(v) dx dv
∣∣∣∣ ≤ C(k) ‖un(t)‖H ∥∥un+1(t)∥∥H ∥∥fn−1∥∥L∞((0,T )×T3×R3)
≤ C(k) ‖un(t)‖H
∥∥un+1(t)∥∥
H
.
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Destas estimativas e da desigualdade de Young temos
|I2| ≤ C(k)
(∥∥un+1(t)∥∥
H
‖un(t)‖H +
∥∥un+1(t)∥∥
H
∥∥∥fn(t)∥∥∥
L∞(T3×R3)
)
≤ C(k)
(∥∥un+1(t)∥∥2
H
+ ‖un(t)‖2H +
∥∥∥fn(t)∥∥∥2
L∞(T3×R3)
)
.
(2.35)
Agora, vamos estimar f
n
em termos de un. Pelo Teorema do valor me´dio∣∣∣fn(t,x,v)∣∣∣ ≤ e3T ∥∥∇fkin∥∥L∞(T3×R3) ∣∣(χn − χn−1)(t,x,v)∣∣ . (2.36)
Por outro lado, para cada (t,x,v) ∈ (0, T )×T3×R3 fixado e para todo 0 ≤ s ≤ t temos
|(V n − V n−1)(s; t,x,v)| =
∣∣∣∣∫ t
s
er−s[(θk ∗ un) (r,Xn(r))− (θk ∗ un−1)
(
r,Xn−1(r)
)
] dr
∣∣∣∣
≤ J1 + J2,
com
J1 =
∫ t
s
er−s |(θk ∗ un) (r,Xn(r))| dr,
J2 =
∫ t
s
er−s
∣∣(θk ∗ un−1) (r,Xn(r))− (θk ∗ un−1) (r,Xn−1(r))∣∣ dr.
Pela desigualdade de Young para convoluc¸o˜es
J1 ≤
∫ t
s
er−s ‖θk ∗ un(r)‖L∞(T3) dr ≤ eT ‖θk‖L2(R3)
∫ t
s
‖un(r)‖H dr.
Agora iremos estimar J2. Aplicando o Lema 1.4 temos
J2 ≤
∫ t
s
er−s
∥∥∇x(θk ∗ un−1)(r)∥∥L∞(T3) |(Xn −Xn−1)(r)| dr.
Aplicando novamente a desigualdade de Young para convoluc¸o˜es
J2 ≤ eT ‖∇θk‖L2(R3)
∫ t
s
∥∥un−1(r)∥∥
H
|(Xn −Xn−1)(r)| dr
e da estimativa (2.29)
J2 ≤ C(k, T )
∫ t
s
|(Xn −Xn−1)(r)| dr.
Notemos que por (2.26)∫ t
s
|(Xn −Xn−1)(r)| dr =
∫ t
s
(∫ t
r
|(V n − V n−1)(τ)| dτ
)
dr
≤ (t− s)
∫ t
s
|(V n − V n−1)(τ)| dτ (2.37)
≤ T
∫ t
s
|(V n − V n−1)(τ)| dτ,
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portanto,
J2 ≤ C(k, T )
∫ t
s
|(V n − V n−1)(r)| dr.
Usando as estimativas de J1 e J2 conclu´ımos
|(V n − V n−1)(s; t,x,v)| ≤ C(k, T )
(∫ t
s
‖un(r)‖H dr +
∫ t
s
|(V n − V n−1)(r)| dr
)
.
Logo, pela desigualdade de Gronwall
|(V n − V n−1)(s; t,x,v)| ≤ C(k, T ) e(t−s)C(k,T )
∫ t
s
‖un(r)‖H dr.
Ale´m disso, novamente de (2.26) e (2.37)
|(Xn −Xn−1)(s; t,x,v)| ≤ C(k, T )
∫ t
s
‖un(r)‖H dr,
portanto
|(χn − χn−1)(t,x,v)| ≤ C(k, T )
∫ t
0
‖un(s)‖H ds, (2.38)
e consequentemente de (2.36) conclu´ımos que∥∥∥fn(t)∥∥∥
L∞(T3×R3)
≤ C(k, T )
∫ t
0
‖un(s)‖H ds. (2.39)
Assim, combinando (2.39) com (2.35), temos que
|I2| ≤ C(k, T )
(∥∥un+1(t)∥∥2
H
+ ‖un(t)‖2H +
∫ t
0
‖un(s)‖2H ds
)
.
Das estimativas de I1 e I2, obtemos
d
dt
∥∥un+1(t)∥∥2
α
+
(∥∥∇xun+1(t)∥∥2H + α2 ∥∥Aun+1(t)∥∥2H)
≤ C
[(
‖un(t)‖2D(A) + 1
)∥∥un+1(t)∥∥2
α
+ ‖un(t)‖2α +
∫ t
0
‖un(s)‖2α ds
]
,
com C := C(k, T, α).
Usando a desigualdade de Gronwall e (2.29) segue que∥∥un+1(t)∥∥2
α
≤ C exp
[
C
∫ T
0
(
‖un(s)‖2D(A) + 1
)
ds
] ∫ t
0
‖un(s)‖2α ds
≤ C
∫ t
0
‖un(s)‖2α ds.
Enta˜o, pelo Lema 1.10
‖un(t)‖2α ≤
Cntn
n!
≤ C.
Portanto, (un) converge em L∞(0, T ;V ) e combinando esta convergeˆncia com a desi-
gualdade (2.39), temos que (fn) converge em L∞((0, T )× T3 × R3). 
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2.1.3 Existeˆncia de Soluc¸a˜o do Problema Regularizado
Agora iremos provar que o limite da sequeˆncia (unk , f
n
k ) e´ soluc¸a˜o fraca de (2.8)-(2.13).
Proposic¸a˜o 2.6. Existe pelo menos uma soluc¸a˜o fraca de (2.8)-(2.13).
Demonstrac¸a˜o: Acabamos de concluir que existe (uk, fk) ∈ L∞(0, T ;V )×L∞((0, T )×
T3 × R3) tal que
unk → uk em L∞(0, T ;V ),
fnk → fk em L∞((0, T )× T3 × R3).
Ale´m disso, de (2.29), (2.30) e do Lema 1.6
∂tu
n
k ⇀ ∂tuk em L
2(0, T ;H),
unk ⇀ uk em L
2(0, T ;D(A)),
unk → uk em C([0, T ];H).
Equivalentemente,
∂tw
n
k ⇀ ∂twk em L
2(0, T ;D(A)′),
wnk ⇀ wk em L
2(0, T ;H),
wnk → wk em L∞(0, T ;V ′),
wnk → wk em C([0, T ];D(A)′).
Portanto, conseguimos as seguintes convergeˆncias
lim
n→∞
∫ T
0
〈
∂tw
n+1
k (t),ψ(t)
〉
dt =
∫ T
0
〈∂twk(t),ψ(t)〉 dt
e
lim
n→∞
∫ T
0
〈
Awn+1k (t),ψ(t)
〉
dt = lim
n→∞
∫ T
0
(
wn+1k (t),Aψ(t)
)
dt
=
∫ T
0
(wk(t),Aψ(t)) dt.
Agora, usando que B˜ e´ bilinear, temos que∣∣∣∣∫ T
0
〈
B˜(un+1k (t),w
n+1
k (t)),ψ(t)
〉
dt−
∫ T
0
〈
B˜(uk(t),wk(t)),ψ(t)
〉
dt
∣∣∣∣ ≤ I(1)n + I(2)n ,
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onde
I(1)n =
∣∣∣∣∫ T
0
〈
B˜(un+1k (t)− uk(t),wn+1k (t)),ψ(t)
〉
dt
∣∣∣∣ ,
I(2)n =
∣∣∣∣∫ T
0
〈
B˜(uk(t),w
n+1
k (t)−wk(t)),ψ(t)
〉
dt
∣∣∣∣ .
Pelo item (iv) do Lema 1.13,
I(1)n ≤ C
∫ T
0
∥∥(un+1k − uk)(t)∥∥V ∥∥wn+1k (t)∥∥H ‖ψ(t)‖D(A) dt
≤ C ∥∥un+1k − uk∥∥L2(0,T ;V ) ∥∥wn+1k ∥∥L2(0,T ;H) ‖ψ‖L∞(0,T ;D(A)) ,
portanto, pela convergeˆncia de un+1k → uk em L∞(0, T ;V ), quando n → ∞, e da esti-
mativa uniforme de (wn+1k ) com relac¸a˜o a n
lim
n→∞
I(1)n = 0.
Como a aplicac¸a˜o
h 7→
∫ T
0
〈
B˜(uk(t),h(t)),ψ(t)
〉
dt
e´ um funcional linear cont´ınuo sobre L2(0, T ;H) e wn+1k ⇀ wk em L
2(0, T ;H), quando
n→∞, enta˜o
lim
n→∞
I(2)n = 0.
Logo,
lim
n→∞
∫ T
0
〈
B˜(un+1k (t),w
n+1
k (t)),ψ(t)
〉
dt =
∫ T
0
〈
B˜(uk(t),wk(t)),ψ(t)
〉
dt.
Finalmente temos que∣∣∣∣∫ T
0
∫∫
T3×R3
(fnk (u
n
k − v)γk(v)ψ − fk(uk − v)γk(v)ψ) dx dv dt
∣∣∣∣ ≤ I(3)n + I(4)n + I(5)n ,
onde
I(3)n =
∫ T
0
∫∫
T3×R3
(fnk − fk)γk(v)unkψ dx dv dt,
I(4)n =
∫ T
0
∫∫
T3×R3
fkγk(v)(u
n
k − uk)ψ dx dv dt,
I(5)n =
∫ T
0
∫∫
T3×R3
(fk − fnk )γk(v)vψ dx dv dt.
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Aplicando a desigualdade de Ho¨lder e usando a estimativa (2.29)
∣∣I(3)n ∣∣ ≤ C(k) ‖fnk − fk‖L∞((0,T )×T3×R3) ‖unk‖L2(0,T ;H) ‖ψ‖L2(0,T ;H)
≤ C(k) ‖fnk − fk‖L∞((0,T )×T3×R3) ‖ψ‖L2(0,T ;H) ,
como fnk → fk em L∞((0, T )× T3 × R3), enta˜o I(3)n → 0, quando n→∞.
Novamente pela desigualdade de Ho¨lder
∣∣I(4)n ∣∣ ≤ C(k) ‖fk‖L∞((0,T )×T3×R3) ‖unk − uk‖L2(0,T ;H) ‖ψ‖L2(0,T ;H) ,
como unk → uk em L2(0, T ;V ), enta˜o I(4)n → 0, quando n→∞.
De forma ana´loga,
∣∣I(5)n ∣∣ ≤ C(k) ‖fnk − fk‖L∞((0,T )×T3×R3) ‖ψ‖L1(0,T ;L1(T3)) ,
logo I
(5)
n → 0, quando n→∞.
Portanto,
lim
n→∞
∫ T
0
∫∫
T3×R3
fnk (u
n
k − v)γk(v)ψ dx dv dt =
∫ T
0
∫∫
T3×R3
fk(uk − v)γk(v)ψ dx dv dt.
Estas convergeˆncias permitem passar ao limite (2.24) e concluir que (2.17) e´ satisfeita.
Para provarmos que fk tambe´m satisfaz a equac¸a˜o (2.8) com condic¸a˜o inicial (2.12),
consideremos para cada (t,x,v) ∈ [0, T ]×T3×R3 o par de func¸o˜es (Xk(s; t,x,v),Vk(s; t,x,v)),
como a u´nica soluc¸a˜o da equac¸a˜o diferencial
dXk
ds
(s; t,x,v) = Vk(s; t,x,v),
dVk
ds
(s; t,x,v) = (θk ∗ uk)(s,Xk(s; t,x,v))− Vk(s; t,x,v), (2.40)
Xk(t; t,x,v) = x, Vk(t; t,x,v) = v.
Enta˜o, por ca´lculos ana´logos aos feitos para provarmos a estimativa (2.38) obtemos
|(V nk − Vk)(s; t,x,v)| ≤ C(k, T )
∫ t
s
‖(unk − uk)(r)‖H dr.
Como unk → uk em L2(0, T ;V ), conclu´ımos que V nk (s; t,x,v)→ Vk(s; t,x,v) uniforme-
mente.
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Ale´m disso, como
Xnk (s; t,x,v) = −
∫ t
s
V nk (r; t,x,v) dr + x,
enta˜o, Xnk (s; t,x,v)→Xk(s; t,x,v) uniformemente.
Desta forma obtemos que fnk (t,x,v) = e
3tfkin(χ
n
k(t,x,v)) → e3tfkin(χk(t,x,v)) uni-
formemente, com χk(t,x,v) = (Xk(0; t,x,v), (Vk(0; t,x,v)). Portanto,
fk(t,x,v) = e
3tfkin(χk(t,x,v)), (2.41)
desta identidade e do Teorema 1.18, temos que fk ∈ C1([0, T ] × T3 × R3) e satisfaz a
equac¸a˜o (2.8) com condic¸a˜o inicial (2.12).
Portanto, (uk, fk) e´ soluc¸a˜o de (2.8)-(2.13). 
2.1.4 Existeˆncia de Soluc¸a˜o Local
Agora iremos mostrar que existe um par de func¸o˜es (u, f), soluc¸a˜o fraca local de
(2.1)-(2.6).
Provaremos o seguinte Lema, que fornece estimativas independentes de k para a
sequeˆncia (uk, fk):
Lema 2.7. Existe T ∗ ∈ (0, T ], tal que a soluc¸a˜o (uk, fk) satisfaz
‖fk‖L∞((0,T )×T3×R3) ≤ e3T ‖fin‖L∞(T3×R3) , (2.42)
‖uk‖L∞(0,T ∗;V ) + ‖uk‖L2(0,T ∗;D(A)) + ‖M2fk‖L∞(0,T ∗) ≤ C, (2.43)
com C independente de k.
Demonstrac¸a˜o: De (2.16) e (2.41) segue imediatamente (2.42).
Como o suporte de fk em relac¸a˜o a v e´ compacto, enta˜o multiplicando a equac¸a˜o
(2.8) por |v|2 e integrando sobre (0, t)× T3 × R3, conseguimos a seguinte igualdade∫∫
T3×R3
fk(t)|v|2 dx dv−
∫ t
0
∫∫
T3×R3
2fk(θk ∗uk−v)v dx dv ds =
∫∫
T3×R3
fkin|v|2 dx dv.
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Portanto,
M2fk(t) + 2
∫ t
0
M2fk(s) ds = M2f
k
in + 2
∫ t
0
∫
T3×R3
fk(θk ∗ uk)v dx dv ds
≤ M2fkin + 2
∫ t
0
∫
T3
|θk ∗ uk|m1fk dx ds.
(2.44)
Por outro lado, pelo Lema 1.12 e (2.42) temos
0 ≤ m1fk(t,x) ≤
(
4
3
pi ‖fk‖L∞((0,T )×T3×R3) + 1
)
m2fk(t,x)
4/5
≤
(
4
3
pie3T ‖fin‖L∞(T3×R3) + 1
)
m2fk(t,x)
4/5,
logo,
‖m1fk(t)‖L5/4(T3) ≤ C (M2fk(t))4/5. (2.45)
Agora, aplicando a desigualdade de Ho¨lder em (2.44) temos
M2fk(t) + 2
∫ t
0
M2fk(s) ds ≤M2fkin + 2
∫ t
0
‖θk ∗ uk‖L5(T3) ‖m1fk‖L5/4(T3) ds
≤M2fkin + C
∫ t
0
‖uk‖L5(T3) (M2fk)4/5 ds,
onde usamos a desigualdade de Young para convoluc¸o˜es e (2.45).
Portanto, pela desigualdade de Young
M2fk(t) + 2
∫ t
0
M2fk(s) ds ≤M2fkin + C
∫ t
0
‖uk(s)‖5L5(T3) ds+ 2
∫ t
0
M2fk(s) ds,
ou seja,
M2fk(t) ≤M2fkin + C
∫ t
0
‖uk(s)‖5L5(T3) ds.
Ainda pelo Lema 2.2 e a imersa˜o H1(T3) ↪→ L5(T3), conclu´ımos
M2fk(t) ≤ C
(
1 +
∫ t
0
‖uk(s)‖5V ds
)
. (2.46)
Por outro lado, tomando ψ = uk em (2.17), temos
1
2
d
dt
‖uk‖2α +
(‖∇xuk‖2H + α2 ‖Auk‖2H) = −∫∫
T3×R3
fkuk(uk − v)γk(v) dx dv
≤
∫
T3
|uk|m1fk dx,
pois 〈
B˜(uk,wk),uk
〉
= 0 e −
∫∫
T3×R3
fk|uk|2γk(v) dx dv ≤ 0.
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Usando a desigualdade de Ho¨lder, a imersa˜o H1(T3) ↪→ L5(T3), (2.45) e (2.46)
1
2
d
dt
‖uk‖2α +
(‖∇xuk‖2H + α2 ‖Auk‖2H) ≤ ‖uk‖L5(T3) ‖m1fk‖L5/4(T3)
≤ C ‖uk‖V
(
1 +
∫ t
0
‖uk‖5V ds
)4/5
.
Das desigualdades de Young e Ho¨lder
1
2
d
dt
‖uk‖2α +
(‖∇xuk‖2H + α2 ‖Auk‖2H) ≤ ‖uk‖2V + C (1 + ∫ t
0
‖uk‖8V ds
)
e consequentemente
d
dt
‖uk‖2α + C ‖uk‖2D(A) ≤ C
(
‖uk‖2V +
∫ t
0
‖uk‖8V ds+ 1
)
,
Denotando
g(t) = ‖uk(t)‖2α + C
∫ t
0
‖uk(s)‖2D(A) ds,
e integrando de 0 a t, vemos que
g(t) ≤ C
(∫ t
0
g(s) ds+
∫ t
0
g(s)4 ds+ 1
)
.
Logo, aplicando o Lema 1.9 para β = 4, existe T ∗ > 0 tal que
g(t) = ‖uk(t)‖2α + C
∫ t
0
‖uk(s)‖2D(A) ds ≤ C,
para quase todo t ∈ [0, T ∗].
Observac¸a˜o 2.6. Para usarmos o Lema 1.9 para β = 4, precisamos da condic¸a˜o adicional
C < e−hC(3hC)−1/3,
para algum 0 < h ≤ T . Para isto podemos tomar
h = min
(
T,
e−3TC
6C4
)
,
por exemplo.
Ale´m disso, pela desigualdade (2.46) temos que M2fk(t) ≤ C para quase todo t ∈
[0, T ∗]. 
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Proposic¸a˜o 2.8. Existe (u, f) soluc¸a˜o fraca local de (2.1)-(2.6).
Demonstrac¸a˜o: Agora, iremos provar que uk converge para uma soluc¸a˜o fraca de (2.2)-
(2.4) com condic¸a˜o inicial (2.6) . Para isso precisamos de convergeˆncia forte para passar
ao limite nos termos na˜o lineares. Portanto, vamos estimar a norma da sequeˆncia (∂twk)
em L2(0, T ∗;D(A)′). Como∫ T ∗
0
〈∂twk(t),ψ(t)〉 dt = −
∫ T ∗
0
〈
B˜(uk(t),wk(t)),ψ(t)
〉
+ 〈Awk(t),ψ(t)〉 dt
−
∫ T ∗
0
∫∫
T3×R3
fk(t)(uk(t)− v)γk(v) ·ψ(t) dx dv dt,
basta estimar o lado direito desta identidade. De fato, pelo Lema 1.13 e pela estimativa
(2.43) temos∣∣∣∣∫ T ∗
0
〈
B˜(uk(s),wk(s)),ψ(s)
〉
ds
∣∣∣∣ ≤ C ∫ T ∗
0
‖uk(s)‖V ‖wk(s)‖H ‖ψ(s)‖D(A) ds
≤ C ‖uk‖L∞(0,T ∗;V ) ‖wk‖L2(0,T ∗;H) ‖ψ‖L2(0,T ∗;D(A))
≤ C ‖ψ‖L2(0,T ∗;D(A)) .
Estimamos o segundo termo usando o Lema 2.7,∣∣∣∣∫ T ∗
0
〈Awk,ψ〉 dt
∣∣∣∣ = ∣∣∣∣∫ T ∗
0
(wk,Aψ) dt
∣∣∣∣ ≤ ‖wk‖L2(0,T ∗,H) ‖ψ‖L2(0,T ∗;D(A))
≤ C ‖ψ‖L2(0,T ∗;D(A)) .
Por outro lado,∣∣∣∣∫ T ∗
0
∫∫
T3×R3
fk(uk − v)γk(v)ψ dv dx ds
∣∣∣∣
≤
∫ T ∗
0
∫
T3
m0fk|uk||ψ| dx ds+
∫ T ∗
0
∫
T3
m1fk|ψ| dx ds
≤
∫ T ∗
0
‖m0fk‖L3/2(T3) ‖uk‖L6(T3) ‖ψ‖L6(T3) ds+
∫ T ∗
0
‖m1fk‖L5/4(T3) ‖ψ‖L5(T3) ds
≤ ‖uk‖L2(0,T ∗;L6(T3)) ‖ψ‖L2(0,T ∗;L6(T3)) ‖m0fk‖L∞(0,T ∗;L3/2(T3))
+ ‖ψ‖L2(0,T ∗;L5(T3)) ‖m1fk‖L2(0,T ∗;L5/4(T3)) .
Mas, pelo Lema 1.12 e pelas estimativas (2.43) e (2.42)
‖m0fk‖L∞(0,T ∗;L5/3(T3)) ≤ C ‖M2fk‖3/5L∞(0,T ∗) ≤ C,
64
‖m1fk‖L∞(0,T ∗;L5/4(T3)) ≤ C ‖M2fk‖4/5L∞(0,T ∗) ≤ C.
Enta˜o, pelas imerso˜es
L∞(0, T ∗;L5/3(T3)) ↪→ L∞(0, T ∗;L3/2(T3)),
L∞(0, T ∗;L5/4(T3)) ↪→ L2(0, T ∗;L5/4(T3))
e pela estimativa (2.42) temos que∣∣∣∣∫ T ∗
0
∫∫
T3×R3
fk(uk − v)γk(v)ψ dv dx ds
∣∣∣∣ ≤ C ‖ψ‖L2(0,T ∗;L6(T3))
≤ C ‖ψ‖L2(0,T ∗;D(A)) .
Segue destas estimativas que (∂twk) e´ uniformemente limitada em L
2(0, T ∗;D(A)′).
Finalmente, pelos Lemas 2.7 e 1.6 provamos que existe um par (u, f), tal que, a menos
de subsequeˆncia,
• fk ∗⇀ f em L∞((0, T ∗)× T3 × R3),
• uk ⇀ u em L2(0, T ∗;D(A)),
• uk → u em L2(0, T ∗;V ) ∩ C([0, T ∗];H),
• ∂tuk ⇀ ∂tu em L2(0, T ∗;H).
Portanto conseguimos as seguintes convergeˆncias de forma ana´loga ao que foi feito na
demonstrac¸a˜o da Proposic¸a˜o 2.6
lim
k→∞
∫ T ∗
0
〈∂twk(t),ψ(t)〉 dt =
∫ T ∗
0
〈∂tw(t),ψ(t)〉 dt;
lim
k→∞
∫ T ∗
0
〈Awk(t),ψ(t)〉 dt =
∫ T ∗
0
〈Aw(t),ψ(t)〉 dt;
lim
k→∞
∫ T ∗
0
〈
B˜(uk(t),wk(t)),ψ(t)
〉
dt =
∫ T ∗
0
〈
B˜(u(t),w(t)),ψ(t)
〉
dt.
Por outro lado, temos que∣∣∣∣∫ T ∗
0
∫∫
T3×R3
[fk(uk − v)γk(v)− f(u− v)]ψ dx dv dt
∣∣∣∣ ≤ ∣∣∣I(1)k ∣∣∣+ ∣∣∣I(2)k ∣∣∣+ ∣∣∣I(3)k ∣∣∣ ,
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onde
I
(1)
k =
∫ T ∗
0
∫∫
T3×R3
fk(uk − v)(γk − 1)ψ dx dv dt,
I
(2)
k =
∫ T ∗
0
∫∫
T3×R3
fk(uk − u)ψ dx dv dt,
I
(3)
k =
∫ T ∗
0
∫∫
T3×R3
(fk − f)(u− v)ψ dx dv dt.
Denotando hk = fk(1− γk), temos que
I
(1,1)
k =
∫ T ∗
0
∫∫
T3×R3
hk|uk||ψ| dx dv dt ≤ ‖uk‖L2(L6) ‖ψ‖L2(L6) ‖m0hk‖L∞(0,T ;L3/2(T3)) ,
com L2(L6) = L2(0, T ;L6(T3)).
O Lema 1.12 implica que
m0hk(t,x) ≤
(
C ‖hk‖L∞((0,T )×T3×R3) + 1
)
m3/2hk(t,x)
2/3
≤
(
C ‖fin‖L∞(T3×R3) + 1
)
m3/2hk(t,x)
2/3,
logo,
‖m0hk(t)‖L3/2(T3) ≤ CM3/2hk(t)2/3.
Observemos que
M3/2hk(t) =
∫∫
T3×R3
|v|3/2fk(1− γk) dvdx ≤
∫∫
T3×{|v|≥k}
|v|3/2fk dvdx ≤ k−1/2M2fk(t).
Como (M2fk) e´ uniformemente limitada em L
∞(0, T ∗), enta˜o (m0hk) converge para
0 em L∞(0, T ∗;L3/2(T3)) quando k → ∞. Ale´m disso, por (2.43) (uk) e´ uniformemente
limitada em L∞(0, T ∗;V ), enta˜o I(1,1)k converge para 0 quando k →∞.
Por outro lado,
I
(1,2)
k =
∫ T ∗
0
∫∫
T3×R3
hk|v||ψ| dx dv dt ≤ ‖ψ‖L1(0,T ;L6(T3)) ‖m1hk‖L∞(0,T ;L6/5(T3)) ,
Novamente, pelo Lema 1.12 temos que
m1hk(t,x) ≤
(
C ‖hk‖L∞((0,T )×T3×R3) + 1
)
m9/5hk(t,x)
5/6
≤
(
C ‖fin‖L∞(T3×R3) + 1
)
m9/5hk(t,x)
5/6,
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e da´ı obtemos
‖m1hk(t)‖L6/5(T3) ≤ CM9/5hk(t)5/6.
Notemos
M9/5hk(t) =
∫∫
T3×R3
|v|9/5fk(1− γk) dvdx ≤
∫∫
T3×{|v|≥k}
|v|9/5fk dvdx ≤ k−1/5M2fk(t).
Assim, como (M2fk) e´ uniformemente limitada em L
∞(0, T ∗), enta˜o (m1hk) converge
para 0 em L∞(0, T ∗;L6/5(T3)) quando k → ∞. Portanto, I(1,2)k converge para 0 quando
k →∞. Como
∣∣∣I(1)k ∣∣∣ ≤ I(1,1)k + I(1,2)k , enta˜o
lim
k→∞
I
(1)
k = 0.
Agora, iremos analisar I
(2)
k . Notemos que
I
(2)
k ≤ ‖uk − u‖L2(0,T ∗;L5(T3)) ‖ψ‖L2(0,T ∗;L5(T3)) ‖m0fk‖L∞(0,T ∗;L5/3(T3))
≤ C ‖uk − u‖L2(0,T ∗;L5(T3)) ‖ψ‖L2(0,T ∗;L5(T3)) ‖M2fk‖3/5L∞(0,T ∗) .
Como (M2fk) e´ uniformemente limitada em L
∞(0, T ∗) e uk → u em L2(0, T ∗;V ), enta˜o
I
(2)
k converge para 0 quando k →∞.
Finalmente, para passarmos ao limite em I
(3)
k , consideremos γm uma sequeˆncia de
corte. Logo, para cada m fixado∫ T ∗
0
∫∫
T3×R3
|u− v|ψγm(v) dx dv dt ≤ m0γm ‖u‖L2 ‖ψ‖L2 +m1γm ‖ψ‖L1 <∞.
Como fk
∗
⇀ f em L∞((0, T )× T3 × R3), enta˜o
lim
k→∞
∫ T ∗
0
∫∫
T3×R3
(fk − f)(u− v)ψγm(v) dx dv dt = 0.
Por outro lado, definindo gk = |fk − f | e aplicando ca´lculos ana´logos aos feitos para I(1)k ,
temos∫ T ∗
0
∫∫
T3×R3
gk|u− v||ψ|(1− γm(v)) dx dv dt
≤ C ‖u‖L2(0,T ;L6(T3)) ‖ψ‖L2(0,T ;L6(T3))
(
m−1/2 ‖M2gk‖L∞(0,T ∗)
)2/3
+ C ‖ψ‖L1(0,T ;L6(T3))
(
m−1/5 ‖M2gk‖L∞(0,T ∗)
)5/6
,
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como (M2gk) e´ limitada em L
∞(0, T ∗) independentemente de k, enta˜o
lim
m→∞
lim
k→∞
∫ T ∗
0
∫∫
T3×R3
gk|u− v||ψ|(1− γm(v)) dx dv dt = 0.
Consequentemente,
lim
k→∞
I
(3)
k = 0.
Portanto,
lim
n→∞
∫ T ∗
0
∫∫
T3×R3
fk(uk − v)γk(v)ψ dx dv dt =
∫ T ∗
0
∫∫
T3×R3
f(u− v)ψ dx dv dt.
Com isso, podemos integrar (2.17) de 0 a T ∗ e passar ao limite quando k →∞. Assim,
demonstramos que (u, f) satisfaz∫ T ∗
0
〈∂tw(s),ψ(s)〉 ds+
∫ T ∗
0
〈
B˜(u(s),w(s)),ψ(s)
〉
ds+
∫ T ∗
0
〈Aw(s),ψ(s)〉 ds
= −
∫ T ∗
0
∫∫
T3×R3
f(u− v)ψ dx dv ds,
para todo ψ ∈ L2(0, T ;D(A)) e w = u+ α2Au.
Finalmente, multiplicando (2.8) por φ ∈ C1([0, T ∗]×T3×R3) com suporte compacto
em relac¸a˜o a v e φ(T ∗, ·, ·) = 0; integrando sobre (0, T ∗)×T3×R3 e aplicando integrac¸a˜o
por partes, obtemos
−
∫ T ∗
0
∫∫
T3×R3
fk[∂tφ+v·∇xφ+(θk∗uk−v)·∇vφ] dx dv ds =
∫∫
T3×R3
fkinφ(0,x,v) dx dv.
Notemos que da definic¸a˜o de fkin, da convergeˆncia fk
∗
⇀ f em L∞((0, T ∗)×T3×R3) e da
classe de func¸o˜es teste escolhida, obtemos imediatamente
lim
k→∞
∫ T ∗
0
∫∫
T3×R3
fkL[φ] dx dv ds =
∫ T ∗
0
∫∫
T3×R3
fL[φ] dx dv ds,
lim
k→∞
∫∫
T3×R3
fkinφ(0,x,v) dx dv =
∫∫
T3×R3
finφ(0,x,v) dx dv,
com L[φ] = ∂tφ + v · ∇xφ − v∇vφ. Por fim, pela desigualdade de Ho¨lder e Young para
convoluc¸o˜es∫ T ∗
0
∫∫
T3×R3
|θk ∗ uk − u||∇vφ| dx dv ds
≤ (‖uk − u‖L2(0,T ;H) + ‖θk ∗ u− u‖L2(0,T ;H)) ‖m0|∇vφ|‖L2((0,T )×T3),
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portanto,
lim
k→∞
‖(θk ∗ uk) · ∇vφ− u · ∇vφ‖L1((0,T )×T3×R3) → 0,
consequentemente,
lim
k→∞
∫ T ∗
0
∫∫
T3×R3
fk(θk ∗ uk) · ∇vφ dx dv ds =
∫∫
T3×R3
fu · ∇vφ dx dv ds,
de onde obtemos o resultado desejado. 
2.1.5 Existeˆncia de Soluc¸a˜o Global
Para provarmos que a soluc¸a˜o local pode ser estendida para uma soluc¸a˜o global, vamos
mostrar que (u, f) satisfaz uma desigualdade de energia e que f satisfaz o principio do
ma´ximo.
Lema 2.9. A soluc¸a˜o (u, f) obtida anteriormente, satisfaz as seguintes desigualdades
para quase todo t ≤ T ∗
1
2
M2f(t) +
1
2
‖u(t)‖2α +
∫ t
0
‖∇xu(s)‖2H + α2 ‖Au(s)‖2H ds
+
∫ t
0
∫∫
T3×R3
f |u− v|2 dx dv ds ≤ 1
2
M2fin +
1
2
‖uin‖2α , (2.47)
‖f‖L∞((0,T ∗)×T3×R3) ≤ e3T ‖fin‖L∞(T3×R3) . (2.48)
Demonstrac¸a˜o: Como fk
∗
⇀ f em L∞((0, T ∗)× T3 × R3) e fk satisfaz (2.42), enta˜o
‖f‖L∞((0,T ∗)×T3×R3) ≤ lim inf
k→∞
‖fk‖L∞((0,T ∗)×T3×R3) ≤ e3T ‖fin‖L∞(T3×R3)
e com isso conclu´ımos (2.48).
Por outro lado, multiplicando a equac¸a˜o (2.8) por |v|2 e integrando sobre (0, t)×T3×
R3, conseguimos
1
2
M2fk(t) +
∫ t
0
∫∫
T3×R3
fk|v|2 dv dx ds =
∫ t
0
∫∫
T3×R3
fk(θk ∗ uk)v dv dx ds+ 1
2
M2f
k
in,
que reescrevemos na forma
1
2
M2fk(t) +
∫ t
0
∫∫
T3×R3
fk|uk − v|2 dv dx ds
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=
∫ t
0
∫∫
T3×R3
[
fk|uk|2 − fkvuk + fk(θk ∗ uk − uk)v
]
dv dx ds+
1
2
M2f
k
in.
Agora, escolhemos ψ = uk em (2.17),
1
2
‖uk(t)‖2α +
∫ t
0
‖∇xuk(s)‖2H + α2 ‖Auk(s)‖2H ds
=
1
2
‖uin‖2α −
∫ t
0
∫∫
T3×R3
(
fkγk(v)|uk|2 − fkγk(v)ukv
)
dv dx ds.
Somando estas duas identidades, temos
1
2
M2fk(t) +
1
2
‖uk(t)‖2α +
∫ t
0
‖∇xuk(s)‖2H + α2 ‖Auk(s)‖2H ds
+
∫ t
0
∫∫
T3×R3
fk|uk − v|2 dxdvds = 1
2
M2f
k
in +
1
2
‖uin‖2α + Ik(t), (2.49)
onde Ik = I
1
k + I
2
k + I
3
k com
I1k(t) =
∫ t
0
∫∫
T3×R3
fk|uk|2(1− γk(v)) dx dv ds,
I2k(t) =
∫ t
0
∫∫
T3×R3
fkukv(γk(v)− 1) dx dv ds,
I3k(t) =
∫ t
0
∫∫
T3×R3
fk(θk ∗ uk − uk)v dx dv ds.
Definindo hk = fk(1− γk), temos
|I1k(t)| ≤ T ∗ ‖m0hk‖L∞(0,T ∗;L3/2(T3)) ‖uk‖2L∞(0,T ∗;L6(T3)) .
O Lema 1.12 implica que
m0hk(t,x) ≤
(
C ‖hk‖L∞((0,T )×T3×R3) + 1
)
m3/2hk(t,x)
2/3
≤
(
C ‖fin‖L∞(T3×R3) + 1
)
m3/2hk(t,x)
2/3,
logo,
‖m0hk(t)‖L3/2(T3) ≤ CM3/2hk(t)2/3.
Observemos que
M3/2hk(t) =
∫∫
T3×R3
|v|3/2fk(1− γk) dvdx
≤
∫∫
T3×{|v|≥k}
|v|3/2fk dvdx
≤ k−1/2M2fk(t).
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Como (M2fk) e´ uniformemente limitada em L
∞(0, T ∗), enta˜o (m0hk) converge para
0 em L∞(0, T ∗;L3/2(T3)) quando k → ∞. Ale´m disso, por (2.43) (uk) e´ uniformemente
limitada em L∞(0, T ∗;V ), enta˜o (I1k) converge para 0 quando k →∞.
Por outro lado,
|I2k(t)| ≤ T ∗ ‖m1hk‖L∞(0,T ∗;L6/5(T3)) ‖uk‖L∞(0,T ∗;L6(T3)) .
Novamente, pelo Lema 1.12 temos que
m1hk(t,x) ≤
(
C ‖hk‖L∞((0,T )×T3×R3) + 1
)
m9/5hk(t,x)
5/6
≤
(
C ‖fin‖L∞(T3×R3) + 1
)
m9/5hk(t,x)
5/6,
da´ı obtemos
‖m1hk(t)‖L6/5(T3) ≤ CM9/5hk(t)5/6.
Notemos que
M9/5hk(t) =
∫∫
T3×R3
|v|9/5fk(1− γk) dvdx
≤
∫∫
T3×{|v|≥k}
|v|9/5fk dvdx
≤ k−1/5M2fk(t).
Assim, como (M2fk) e´ uniformemente limitada em L
∞(0, T ∗), enta˜o (m1hk) converge
para 0 em L∞(0, T ∗;L6/5(T3)) quando k →∞. Ale´m disso, como (uk) e´ uniformemente
limitada em L∞(0, T ∗;V ), enta˜o (I2k) converge para 0 quando k →∞.
Finalmente,
|I3k(t)| ≤
∫ T ∗
0
∫
T3
|uk − θk ∗ uk|m1fk dx dt
≤
∫ T ∗
0
‖uk − θk ∗ uk‖L5(T3) ‖m1fk‖L5/4(T3) dt
≤ ‖uk − θk ∗ uk‖L1(0,T ∗;L5(T3)) ‖m1fk‖L∞(0,T ∗;L5/4(T3))
≤ C ‖uk − θk ∗ uk‖L1(0,T ∗;L5(T3)) ‖M2fk‖5/4L∞(0,T ∗) ,
onde usamos (2.45). Observemos que ‖uk − θk ∗ uk‖L1(0,T ∗;L5(T3)) → 0 pois
‖uk − θk ∗ uk‖X ≤ ‖uk − u‖X + ‖u− θk ∗ u‖X + ‖θk ∗ (u− uk)‖X
≤ 2 ‖uk − u‖X + ‖u− θk ∗ u‖X ,
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onde X = L1(0, T ∗;L5(T3)) e usamos a desigualdade de Young para convoluc¸o˜es. Logo,
tomando k → ∞, temos que o lado direito da desigualdade anterior converge para 0.
Portanto, I3k → 0 e consequentemente Ik → 0 em L∞(0, T ∗), quando k →∞.
Lembremos que
1
2
M2fk(t)+
1
2
‖uk(t)‖2α+
∫ t
0
‖∇xuk(s)‖2H+α2 ‖Auk(s)‖2H ds+
∫ t
0
∫∫
T3×R3
fk|uk−v|2 dx dv ds
≤ 1
2
M2f
k
in +
1
2
‖uin‖2α + ‖Ik‖L∞(0,T ∗) .
Usando que M2f
k
in →M2fin e que Ik → 0 em L∞(0, T ∗), segue que
lim inf
k→∞
‖M2fk‖L∞(0,T ∗) ≤M2fin + ‖uin‖2α .
Seja γm uma sequeˆncia de corte. Enta˜o, para cada m ∈ N fixado, temos que
‖M2(fkγm)‖L∞(0,T ∗) ≤ ‖M2fk‖L∞(0,T ∗) .
Por outro lado, como fk
∗
⇀ f em L∞((0, T )×T3 ×R3), enta˜o M2(fkγm) ∗⇀M2(fγm)
em L∞(0, T ∗). Assim, temos que
‖M2(fγm)‖L∞(0,T ∗) ≤ lim inf
k→∞
‖M2(fkγm)‖L∞(0,T ∗) .
Finalmente pelo Lema de Fatou
M2f(t) ≤ lim inf
m→∞
M2(fγm)(t)
e das estimativas anteriores segue que,
M2f(t) ≤ lim inf
k→∞
‖M2fk‖L∞(0,T ∗) .
De forma ana´loga,
lim inf
k→∞
∫ T ∗
0
∫∫
T3×R3
fk|uk − v|2 dxdvds ≤ 1
2
(
M2fin + ‖uin‖2α
)
e para cada m ∈ N fixado∫ T ∗
0
∫∫
T3×R3
fk|uk − v|2γm(v) dx dv ds ≤
∫ T ∗
0
∫∫
T3×R3
fk|uk − v|2 dx dv ds.
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Ale´m disso, como uk → u em L2(0, T ∗;H) e∫ T ∗
0
∫∫
T3×R3
∣∣|uk − v|2 − |u− v|2∣∣ γm(v) dv dx dt ≤ C(T ∗,m) ‖uk − u‖L2(0,T ;H) ,
enta˜o,
lim
k→∞
∫ T ∗
0
∫∫
T3×R3
fk|uk − v|2γm(v) dx dv ds =
∫ T ∗
0
∫∫
T3×R3
f |u− v|2γm(v) dx dv ds.
Pelo Lema de Fatou∫ t
0
∫∫
T3×R3
f |u− v|2 dx dv ds ≤ lim inf
m→∞
∫ t
0
∫∫
T3×R3
f |u− v|2γm(v) dx dv ds.
Destas estimativas deduzimos∫ t
0
∫∫
T3×R3
f |u− v|2 dx dv ds ≤ lim inf
k→∞
∫ T ∗
0
∫∫
T3×R3
fk|uk − v|2 dx dv ds.
Ale´m disso, como uk → u fortemente em L2(0, T ;V ) e fracamente em L2(0, T ;D(A)),
temos
1
2
‖u(t)‖2α +
∫ t
0
‖∇xu(s)‖2H + α2 ‖Au(s)‖2H ds
≤ lim inf
k→0
(
1
2
‖uk(t)‖2α +
∫ t
0
‖∇xuk(s)‖2H + α2 ‖Auk(s)‖2H ds
)
,
para quase todo t ∈ [0, T ].
Com isso, de (2.49) conclu´ımos (2.47). 
Agora iremos mostrar que o Lema 2.9 garante que a soluc¸a˜o (u, f) pode ser estendida:
Extensa˜o
Pelo Lema 2.9, temos que existe µ ≥ 0 tal que
u(T ∗ − µ) ∈ V, f(T ∗ − µ) ∈ L∞(T3 × R3), M2f(T ∗ − µ) <∞.
Por outro lado, para K > 0 tal que
1
2
‖uin‖2α +
1
2
M2fin ≤ K, e3T ‖fin‖L∞(T3×R3) ≤ K,
temos que a constante C em (2.43) depende apenas de T e K. Portanto, existe τ > 0,
dependendo somente de T e K, tal que podemos tomar T ∗ ∈ [τ, T ].
Desta forma, podemos resolver novamente o sistema (2.1)-(2.6), com condic¸o˜es ini-
ciais u(0) = u(T ∗ − µ) e f(0) = f(T ∗ − µ), estendendo a soluc¸a˜o (u, f) ao intervalo
(T ∗ − µ, T ∗ − µ + τ). Assim, podemos repetir este processo ate´ estendermos a soluc¸a˜o
para todo o intervalo [0, T ]. Com isto, esta´ demonstrado o Teorema 2.1.
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2.2 Regularidade da Soluc¸a˜o
Nesta sec¸a˜o, vamos estudar a regularidade da soluc¸a˜o do problema (2.1)-(2.6) encon-
trada no Teorema 2.1. Primeiramente, iremos mostrar que se o dado inicial fin possui
momentos de ordem maior finitos, enta˜o a soluc¸a˜o f tambe´m os tera´.
Teorema 2.10. Suponhamos que Mpfin < ∞, para algum p > 2. Enta˜o, Mqf ∈
L∞(0, T ), para todo q ≤ p.
Demonstrac¸a˜o: Primeiro, iremos mostrar que Mpf ∈ L∞(0, T ). Multiplicando a
equac¸a˜o (2.8) por |v|p e integrando sobre (0, t)× T3 × R3, obtemos∫∫
T3×R3
fk(t)|v|p dx dv = p
∫ t
0
∫∫
T3×R3
fk(θk ∗ uk − v) · v|v|p−2 dx dv ds
+
∫∫
T3×R3
fkin|v|p dx dv,
ou ainda,
Mpfk(t) + p
∫ t
0
Mpfk(s) ds = p
∫ t
0
∫∫
T3×R3
fk(θk ∗ uk) · v|v|p−2 dx dv ds+Mpfkin
≤ p
∫ t
0
∫
T3
|θk ∗ uk|mp−1fk dx ds+Mpfkin.
Aplicando a desigualdade de Ho¨lder e o Lema 1.12
Mpfk(t) + p
∫ t
0
Mpfk(s) ds ≤ p
∫ t
0
‖θk ∗ uk‖Lp+3(T3) ‖mp−1fk‖
L
p+3
p+2 (T3)
ds+Mpf
k
in
≤ C(‖fk‖L∞ + 1)
∫ t
0
‖θk ∗ uk‖Lp+3(T3) (Mpfk)1−
1
p+3 ds+Mpf
k
in
e finalmente pelo Lema 1.9
Mpfk(t) ≤
((
Mpf
k
in
) 1
p+3 +
C
p+ 3
(‖fk‖L∞ + 1)
∫ t
0
‖θk ∗ uk‖Lp+3(T3) ds
)p+3
≤ C
(
(M0fin +Mpfin)
1
p+3 + (‖fin‖L∞ + 1)
∫ T
0
‖uk‖Lp+3(T3) ds
)p+3
.
Por outro lado, pelo Lema de Fatou
Mpf(t) ≤ lim inf
m→∞
Mp(fγm)(t),
onde γm e´ uma sequeˆncia de corte.
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Como fk
∗
⇀ f em L∞((0, T )×R3 × T3), enta˜o Mp(fkγm) ∗⇀Mp(fγm) em L∞(0, T ) e
‖Mp(fγm)‖L∞(0,T ) ≤ lim infk→∞ ‖Mp(fkγm)‖L∞(0,T ) .
Portanto,
Mpf(t) ≤ lim inf
k→∞
‖Mpfk‖L∞(0,T ) .
Enta˜o, basta observar que (uk)k∈N e´ uniformemente limitado em L2(0, T ;D(A)) para
concluirmos que Mpf ∈ L∞(0, T ).
Agora, pelo Lema 1.12, temos que para q < p
mqf(t,x) ≤
(
C ‖f‖L∞((0,T )×T3×R3) + 1
)
mpf(t,x)
q+3
p+3 ,
logo, integrando e aplicando a desigualdade de Ho¨lder
Mqf(t) ≤
(
C ‖f‖L∞((0,T )×T3×R3) + 1
)∫
T3
mpf(t,x)
q+3
p+3 dx
≤
(
C ‖f‖L∞((0,T )×T3×R3) + 1
)
(Mpf(t))
q+3
p+3
≤
(
C ‖f‖L∞((0,T )×T3×R3) + 1
)
‖Mpf‖
q+3
p+3
L∞(0,T ) ,
portanto, Mqf ∈ L∞(0, T ), para todo q ≤ p. 
Ale´m disso, tambe´m temos o seguintes resultados:
Teorema 2.11. Seja (u, f) a soluc¸a˜o encontrada no Teorema 2.1. Suponhamos que
uin ∈ H3(T3) ∩ V e M5fin <∞, enta˜o
• u ∈ L2(0, T ; (H4(T3))3 ∩ V ) ∩ C([0, T ]; (H3(T3))3 ∩ V );
• ∂tu ∈ L2(0, T ;D(A));
• f ∈ C([0, T ];L1(T3 × R3)) ∩ L∞((0, T )× T3 × R3).
Demonstrac¸a˜o: Primeiramente, notemos que pelo Teorema 2.10, a condic¸a˜o M5fin <
∞, implica que Mpf ∈ L∞(0, T ), para p ≤ 5. Por outro lado, para
F (t,x) = −
∫
R3
f(u− v) dv,
temos que ∫ T
0
∫
T3
|F (t,x)|2 dx dt ≤
∫ T
0
∫
T3
|u|2(m0f)2 + (m1f)2 dx dt
75
≤
∫ T
0
(
‖u‖L∞(T3) ‖m0f‖L2(T3) + ‖m1f‖L2(T3)
)
dt,
enta˜o, pelo Lema 1.12∫ T
0
∫
T3
|F (t,x)|2 dx dt ≤ C
(
‖u‖L1(0,T ;L∞(T3)) ‖M3f‖L∞(0,T ) + ‖M5f‖L∞(0,T )
)
,
com C =
(
C ‖f‖L∞((0,T )×T3×R3) + 1
)
.
Portanto, F ∈ L2(0, T ;L2(T3)). Agora, pelo Teorema 1.14, temos que u e´ a u´nica
soluc¸a˜o de (2.2)-(2.4) com condic¸a˜o inicial (2.6) e ale´m disso, como uin ∈ H3(T3) ∩ V
enta˜o da Proposic¸a˜o 1.16, u ∈ L2(0, T ; (H4(T3))3 ∩ V ) ∩ C([0, T ]; (H3(T3))3 ∩ V ) com
∂tu ∈ L2(0, T ;D(A)).
Finalmente, como u ∈ C([0, T ] × T3) e ∇xu ∈ C([0, T ] × T3), enta˜o pelo Teorema
1.19, f e´ a u´nica soluc¸a˜o do problema (2.1) com condic¸a˜o inicial (2.5) e ale´m disso
f ∈ C([0, T ];L1(T3 × R3)). 
Corola´rio 2.12. Seja (u, f) a soluc¸a˜o encontrada no Teorema 2.1. Suponhamos que
uin ∈ H3(T3) ∩ V , fin ∈ C1(T3 × R3) e M5fin <∞, enta˜o
• u ∈ L2(0, T ; (H4(T3))3 ∩ V ) ∩ C([0, T ]; (H3(T3))3 ∩ V );
• ∂tu ∈ L2(0, T ;D(A));
• f ∈ C1([0, T ]× T3 × R3).
Demonstrac¸a˜o: Como fin ∈ C1(T3 × R3), enta˜o podemos revisitar a demonstrac¸a˜o do
Teorema 2.11 e aplicar o Teorema 1.18 ao inve´s do Teorema 1.19 no u´ltimo paragrafo,
obtendo assim f ∈ C1([0, T ]× T3 × R3). 
2.3 Limite quando α→ 0+
Nesta sec¸a˜o, iremos mostrar que e´ poss´ıvel obtermos soluc¸o˜es do problema de Navier-
Stokes-Vlasov quando o paraˆmetro α tende a 0.
Teorema 2.13. Suponhamos que fin ∈ L1(T3 × R3) ∩ L∞(T3 × R3), M2fin < ∞ e
uin ∈ V . Se (uα, fα) e´ uma soluc¸a˜o de (2.1)-(2.6) para α ∈ (0, 1] e wα = uα + α2Auα,
enta˜o existe (u, f) tal que, a menos de subsequeˆncia,
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• uα → u fortemente em L2(0, T ;H) e fracamente em L2(0, T ;V );
• wα → u fracamente em L2(0, T ;H) e fortemente em L2(0, T ;V ′);
• fα ∗⇀ f em L∞((0, T )× T3 × R3);
quando α→ 0+.
Ale´m disso, (u, f) e´ uma soluc¸a˜o fraca do sistema de Navier-Stokes-Vlasov.
Demonstrac¸a˜o: Pelo Lema 2.9 temos
1
2
M2fα(t) +
1
2
‖uα(t)‖2α +
∫ t
0
(‖∇uα(s)‖2H + α2 ‖Auα(s)‖2H) ds
+
∫ t
0
∫∫
T3×R3
fα|uα − v|2 dx dv ds ≤ 1
2
M2fin +
1
2
‖uin‖2α , (2.50)
‖fα‖L∞((0,T ∗)×T3×R3) ≤ e3T ‖fin‖L∞(T3×R3) , (2.51)
logo
• uα e´ uniformemente limitada em L2(0, T ;V ) ∩ L∞(0, T ;H) com respeito a α;
• M2fα e´ uniformemente limitada em L∞(0, T ) com respeito a α;
• fα e´ uniformemente limitada em L∞((0, T )× T3 × R3) com respeito a α.
Ale´m disso,
‖wα‖2H = ‖uα‖2α + α2
(‖∇uα‖2H + α2 ‖Auα‖2H) .
Portanto,
• wα e´ uniformemente limitada em L2(0, T ;H).
Estas estimativas nos permitem concluir que existem u, w e f tais que, a menos de
subsequeˆncia,
• uα ⇀ u em L2(0, T ;V );
• wα ⇀ w em L2(0, T ;H);
• fα ∗⇀ f em L∞((0, T )× T3 × R3).
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Relembrando que Sα = I + α
2A e denotando S1 := S, temos
S−1 (u′α(t)) + S
−1 (Auα(t)) + S−1S−1α
(
B˜(uα(t),wα(t))
)
= S−1S−1α
(
−
∫
R3
fα(t)(uα(t)− v) dv
)
, em D(A),
para quase todo t ∈ [0, T ].
Agora, precisamos estimar (u′α) em L
2(0, T ;D(A)′) independentemente de α. Para
isto, primeiro notemos que
‖u′α‖D(A)′ = sup‖ψ‖D(A)≤1
∣∣(S−1u′α, Sψ)∣∣ ≤ C ∥∥S−1u′α∥∥H ,
portanto, basta estimarmos (S−1u′α) em L
2(0, T ;H) independentemente de α. Para isto,
fac¸amos as seguintes estimativas:∥∥S−1 (Auα)∥∥2H ≤ ∥∥S−1 (Auα)∥∥2H + 2 ∥∥S−1 (∇uα)∥∥2H + ∥∥S−1uα∥∥2H = ‖uα‖2H ≤ C,
pois
‖Suα‖2H = ‖uα‖2H + 2 ‖∇uα‖2H + ‖Auα‖2H .
Por outro lado, pelo Lema 1.13∥∥∥S−1S−1α (B˜(uα,wα))∥∥∥
H
≤
∥∥∥S−1B˜(uα,wα)∥∥∥
H
≤ C(‖uα‖
1
2
H ‖uα‖
1
2
V ‖wα‖H + ‖∇uα‖H ‖wα‖H)
≤ C ‖uα‖V (‖uα‖H + α2 ‖Auα‖H),
logo,∫ T
0
∥∥∥S−1S−1α (B˜(uα,wα))∥∥∥2
H
dt ≤ C
∫ T
0
(‖uα‖2V ‖uα‖2H + (α2 ‖uα‖2V )(α2 ‖Auα‖2H)) dt
≤ C
∫ T
0
(‖uα‖2V + α2 ‖Auα‖2H) dt ≤ C.
Seja
Fα = −
∫
R3
fα(uα − v) dv,
enta˜o, ∥∥S−1S−1α Fα∥∥H ≤ ∥∥S−1Fα∥∥H = sup‖ψ‖H≤1
∣∣(S−1Fα,ψ)∣∣
= sup
‖ψ‖H≤1
∣∣∣∣∫∫
T3×R3
fα(uα − v)S−1ψ dv dx
∣∣∣∣ .
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Por outro lado, pelo Lema 1.12 e pela estimativa (2.51)
m0fα(t,x) ≤
(
C ‖fα‖L∞((0,T )×T3×R3) + 1
)
m2fα(t,x)
3/5
≤
(
C ‖fin‖L∞(T3×R3) + 1
)
m2fα(t,x)
3/5
e pela estimativa (2.50)
‖m0fα(t)‖L5/3(T3) ≤ CM2fα(t)3/5 ≤ C.
De maneira ana´loga,
m1fα(t,x) ≤
(
C ‖fα‖L∞((0,T )×T3×R3) + 1
)
m2fα(t,x)
4/5
≤
(
C ‖fin‖L∞(T3×R3) + 1
)
m2fα(t,x)
4/5,
logo,
‖m1fα(t)‖L5/4(T3) ≤ CM2fα(t)4/5 ≤ C.
Destas estimativas conclu´ımos que∣∣∣∣∫
T3
FαS
−1ψ dx
∣∣∣∣ ≤ (‖uα‖L5(T3) ‖m0fα‖L5/3(T3) + ‖m1fα‖L5/4(T3))∥∥S−1ψ∥∥L5(T3)
≤ C [‖uα‖V (M2fα)3/5 + (M2fα)4/5] ‖ψ‖H
≤ C(‖uα‖V + 1) ‖ψ‖H ,
logo, ∥∥S−1S−1α Fα∥∥H ≤ C(‖uα‖V + 1).
Como ∥∥S−1u′α(t)∥∥H ≤∥∥S−1Auα(t)∥∥H
+
∥∥∥S−1S−1α (B˜(uα(t),wα(t)))∥∥∥
H
+
∥∥S−1S−1α Fα∥∥H ,
enta˜o (u′α) e´ uniformemente limitada em L
2(0, T ;D(A)′). Portanto, pelo Lema 1.6, a
menos de subsequeˆncia,
• uα → u em L2(0, T ;H).
Ale´m disso, ∫ T
0
‖wα − uα‖2H ds = α4
∫ T
0
‖Auα‖2H ds ≤ α2C.
Como wα − u = wα − uα + uα − u, enta˜o
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• wα → u em L2(0, T ;H)
e w = u q.t.p.
Seja z ∈ D(A) e ψ ∈ C1([0, T ]), tal que ψ(T ) = 0. Notemos que∫ T
0
〈w′α(t), z〉ψ(t) dt = −(wα(0), z)ψ(0)−
∫ T
0
(wα(t), z)ψ
′(t) dt
= −(uin, Sαz)ψ(0)−
∫ T
0
(wα(t), z)ψ
′(t) dt,
logo
lim
α→0+
∫ T
0
〈w′α(t), z〉ψ(t) dt = −(uin, z)ψ(0)−
∫ T
0
(u(t), z)ψ′(t) dt.
Ale´m disso
lim
α→0+
∫ T
0
〈Awα(t), z〉ψ(t) dt = lim
α→0+
∫ T
0
(wα(t),Az)ψ(t) dt
=
∫ T
0
(u(t),Az)ψ(t) dt
=
∫ T
0
(∇u(t),∇z)ψ(t) dt
e ∣∣∣∣∫ T
0
〈
B˜(uα,wα − u), z
〉
dt
∣∣∣∣ ≤ C ∫ T
0
‖uα‖V ‖wα − u‖H ‖z‖D(A) dt
≤ C ‖uα‖L2(0,T ;V ) ‖wα − u‖L2(0,T ;H) ‖z‖D(A) ,
como (uα) e´ uniformemente limitada em L
2(0, T ;V ) e wα → u em L2(0, T ;H), enta˜o
lim
α→0+
∫ T
0
〈
B˜(uα,wα − u), z
〉
dt = 0. (2.52)
Por outro lado,∣∣∣∣∫ T
0
〈
B˜(uα − u,u), z
〉
dt
∣∣∣∣ ≤ C ∫ T
0
‖uα − u‖H ‖u‖V ‖z‖D(A) dt
≤ C ‖uα − u‖L2(0,T ;H) ‖u‖L2(0,T ;V ) ‖z‖D(A) ,
como uα → u em L2(0, T ;H), enta˜o
lim
α→0+
∫ T
0
〈
B˜(uα − u,u), z
〉
dt = 0. (2.53)
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Como
B˜(uα,wα)− B˜(u,u) = B˜(uα,wα − u) + B˜(uα − u,u),
enta˜o combinando (2.52) e (2.53) obtemos
lim
α→0+
∫ T
0
〈
B˜(uα,wα), z
〉
dt =
∫ T
0
〈
B˜(u,u), z
〉
dt =
∫ T
0
〈B(u,u), z〉 dt.
Sejam ψ = zψ e (γm)m∈N uma sequeˆncia de corte, enta˜o podemos escrever∫ T
0
∫∫
T3×R3
fα(uα − v)ψ dv dx dt = J1α,m + J2α,m,
onde
J1α,m =
∫ T
0
∫∫
T3×R3
fαγm(v)(uα − v)ψ dv dx dt;
J2α,m =
∫ T
0
∫∫
T3×R3
fα(1− γm(v))(uα − v)ψ dv dx dt.
Para analisarmos J1α,m, primeiro notemos que∣∣∣∣∫ T
0
∫∫
T3×R3
(uα − u)γm(v)ψ dv dx dt
∣∣∣∣ ≤ ‖γm‖L1(R3) ‖uα − u‖L2(0,T ;H) ‖ψ‖L2(0,T ;H) ,
logo
(uα − v)γmψ → (u− v)γmψ em L1((0, T )× T3 × R3),
para cada m ∈ N quando α→ 0+.
Como fα
∗
⇀ f em L∞((0, T )× T3 × R3), enta˜o
lim
m→∞
lim
α→0+
J1α,m =
∫ T
0
∫∫
T3×R3
f(u− v)ψ dv dx dt.
Por outro lado, denotando hα,m = fα(1− γm), temos que∣∣J2α,m∣∣ ≤ ‖uα‖L2(L6) ‖ψ‖L2(L6) ‖m0hα,m‖L∞(0,T ;L3/2(T3)) ,
com L2(L6) = L2(0, T ;L6(T3)).
O Lema 1.12 implica que
m0hα,m(t,x) ≤
(
C ‖hα,m‖L∞((0,T )×T3×R3) + 1
)
m3/2hα,m(t,x)
2/3
≤
(
C ‖fin‖L∞(T3×R3) + 1
)
m3/2hα,m(t,x)
2/3,
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logo,
‖m0hα,m(t)‖L3/2(T3) ≤ CM3/2hα,m(t)2/3.
Observemos que
M3/2hα,m(t) =
∫∫
T3×R3
|v|3/2fα(1− γm) dvdx
≤
∫∫
T3×{|v|≥m}
|v|3/2fα dvdx
≤ m−1/2M2fα(t).
Como (M2fα) e´ uniformemente limitada em L
∞(0, T ), enta˜o (m0hα,m) converge para
0 em L∞(0, T ;L3/2(T3)) quando m→∞, uniformemente com respeito a α. Ale´m disso,
(uα) e´ uniformemente limitada em L
2(0, T ;V ), enta˜o
lim
m→∞
lim
α→0+
J2α,m = lim
m→∞
lim
α→0+
∫ T
0
∫∫
T3×R3
fα(1− γm(v))uαψ dx dv dt = 0.
Com estas convergeˆncias podemos passar ao limite na formulac¸a˜o fraca de (2.1)-(2.6)
e mostrar que (u, f) satisfaz:
−
∫ T
0
∫∫
T3×R3
f [∂tφ+ v · ∇xφ+ (u− v) · ∇vφ] dx dv ds =
∫∫
T3×R3
finφ(0,x,v) dx dv,
pata toda φ ∈ C1([0, T ]× T3 × R3) com suporte compacto em v e φ(T, ·, ·) = 0; e
−
∫ T
0
(u, ∂tψ) ds+
∫ T
0
(B(u,u),ψ) ds+
∫ T
0
(∇u,∇ψ) ds
= −
∫ T
0
∫∫
T3×R3
f(u− v)ψ dx dv ds+ (uin,ψ(0)),
para todo ψ ∈ C1([0, T ]× T3) com ∇ ·ψ = 0 e ψ(T ) = 0.
Portanto, temos o resultado desejado. 
82
Cap´ıtulo 3
Equac¸o˜es de α-Navier-Stokes
Vlasov-Fokker-Planck
Neste cap´ıtulo, vamos considerar novamente equac¸o˜es para um fluido e um spray que
sa˜o acopladas atrave´s de uma forc¸a de arrasto, que depende da velocidade relativa do
fluido e das part´ıculas e da func¸a˜o densidade f , no entanto, desta vez vamos considerar um
efeito de difusa˜o na velocidade (por simplicidade assumimos σ = 1). Mais precisamente,
f(t,x,v), u(t,x) e p(t,x) (como definidas para as equac¸o˜es de α-Navier-Stokes-Vlasov)
satisfazem o seguinte sistema:
∂tf + v · ∇xf +∇v · [(u− v)f −∇vf ] = 0 em (0, T )× T3 × R3, (3.1)
∂tw −∆w − u× (∇×w) +∇p
= −
∫
R3
f(u− v) dv em (0, T )× T3, (3.2)
w = u− α2∆u em (0, T )× T3, (3.3)
∇x · u = 0 em (0, T )× T3, (3.4)
f(0,x,v) = fin(x,v) em T3 × R3, (3.5)
u(0,x) = uin(x) em T3, (3.6)
sendo fin e uin dados.
Vamos provar a existeˆncia global de uma soluc¸a˜o fraca para o problema acima.
Observamos que, de forma ana´loga ao problema α-Navier-Stokes-Vlasov, podemos
estudar o comportamento das soluc¸o˜es de (3.1)-(3.6) quando α → 0+, assim obtendo
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uma versa˜o correspondente do Teorema 2.13 para este caso. Ou seja, quando α → 0+,
as soluc¸o˜es de (3.1)-(3.6) convergem para uma soluc¸a˜o fraca do sistema Navier-Stokes-
Vlasov-Fokker-Planck.
3.1 Existeˆncia de Soluc¸a˜o Fraca
Suponhamos a seguinte regularidade para os dados iniciais
• fin ≥ 0,
• fin ∈ L∞(T3 × R3) ∩ L1(T3 × R3),
• |v|2fin ∈ L1(T3 × R3),
• uin ∈ V.
Agora iremos introduzir a definic¸a˜o de soluc¸a˜o fraca de (3.1)-(3.6):
Definic¸a˜o 3.1. Dizemos que (u, f) e´ soluc¸a˜o fraca de (3.1)-(3.6) se:
• u ∈ L2(0, T ;D(A)) ∩ C([0, T ];V ),
• ∂tu ∈ L2(0, T ;H),
• u(0,x) = uin(x) em V ,
• f(t,x,v) ≥ 0, (t,x,v) ∈ (0, T )× T3 × R3,
• f ∈ L∞(0, T ;L∞(T3 × R3) ∩ L1(T3 × R3)),
• f |v|2 ∈ L∞(0, T ;L1(T3 × R3)),
• ∇vf ∈ L2((0, T )× T3 × R3).
• Para todo φ ∈ C2([0, T ] × T3 × R3) com suporte compacto em v e φ(T, ·, ·) = 0,
temos
−
∫ T
0
∫∫
T3×R3
f [∂tφ+v·∇xφ+(u−v)·∇vφ+∆vφ] dx dv ds =
∫∫
T3×R3
finφ(0,x,v) dx dv.
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• Para todo ψ ∈ L2(0, T ;D(A)), temos∫ T
0
〈∂tw(s),ψ(s)〉 ds+
∫ T
0
〈
B˜(u(s),w(s)),ψ(s)
〉
ds+
∫ T
0
〈Aw(s),ψ(s)〉 ds
= −
∫ T
0
∫∫
T3×R3
f(u− v)ψ dx dv ds,
com w = u+ α2Au.
A seguir enunciamos o principal resultado deste Cap´ıtulo.
Teorema 3.1. Para cada T > 0 existe pelo menos uma soluc¸a˜o fraca (u, f) de (3.1)-
(3.6). Ale´m disso,
‖f‖L∞((0,T )×T3×R3) ≤ e3T ‖fin‖L∞(T3×R3) .
Para provarmos este Teorema, procederemos de forma ana´loga a` prova do Teorema
2.1. A saber:
— Vamos propor uma versa˜o regularizada de (3.1)-(3.6);
— Vamos considerar um esquema iterativo e provar que as suas soluc¸o˜es formam uma
sequeˆncia que converge para uma soluc¸a˜o do problema regularizado;
— Provar que existe uma sequeˆncia de soluc¸o˜es do problema regularizado que converge
para uma soluc¸a˜o local de (3.1)-(3.6);
— Estender a soluc¸a˜o local a todo intervalo [0, T ].
3.1.1 Problema Regularizado
Mais uma vez, iremos introduzir uma versa˜o regularizada do problema proposto, afim
de aplicar os resultados desenvolvidos no Cap´ıtulo 1.
Sejam (θk)k∈N uma sequeˆncia regularizante e (γk)k∈N uma sequeˆncia de corte, ambas
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sobre R3 e definamos o seguinte problema
∂tfk + v · ∇xfk +∇v · [(θk ∗ uk − v)fk −∇vfk] = 0 em (0, T )× T3 × R3, (3.7)
∂twk −∆wk − uk × (∇×wk) +∇pk
= −
∫
R3
fk(uk − v)γk(v) dv em (0, T )× T3, (3.8)
wk = uk − α2∆uk em (0, T )× T3, (3.9)
∇x · uk = 0 em (0, T )× T3, (3.10)
fk(0,x,v) = f
k
in(x,v) em T3 × R3, (3.11)
uk(0,x) = uin(x) em T3, (3.12)
com fkin = θ¯k∗gk, sendo (θ¯k) uma sequeˆncia regularizante sobre R6 ; gk(x,v) = χk(v)fin(x,v)
e χk e´ a func¸a˜o caracter´ıstica do conjunto B(0, k).
Vamos introduzir a definic¸a˜o de soluc¸a˜o fraca de (3.7)-(3.12):
Definic¸a˜o 3.2. Dizemos que (uk, fk) e´ soluc¸a˜o fraca de (3.7)-(3.12) se:
• uk ∈ L2(0, T ;D(A)) ∩ C([0, T ];V );
• ∂tuk ∈ L2(0, T ;H);
• uk(0,x) = uin em V ;
• fk ∈ L∞(0, T ;L1(T3 × R3) ∩ L∞(T3 × R3));
• fk e´ soluc¸a˜o cla´ssica de (3.7) com condic¸a˜o inicial (3.11);
• Para todo ψ ∈ L2(0, T ;D(A)) temos∫ T
0
〈∂twk,ψ〉 ds+
∫ T
0
〈
B˜(uk,wk),ψ
〉
ds+
∫ T
0
〈Awk,ψ〉 ds
= −
∫ T
0
∫∫
T3×R3
fk(uk − v)γk(v) ·ψ dv dx ds, (3.13)
com wk = uk + α
2Auk.
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3.1.2 Esquema Iterativo
Embora o sistema (3.7)-(3.12) tenha mais regularidade que o problema proposto,
ainda precisamos introduzir um problema auxiliar para resolve-lo.
Para cada k ∈ N fixado e para qualquer n ∈ N, desejamos encontrar uma sequeˆncia
(un+1k , f
n
k ) satisfazendo o seguinte esquema iterativo:
∂tf
n
k + v · ∇xfnk +∇v · [(θk ∗ unk − v)fnk −∇vfnk ] = 0 em (0, T )× T3 × R3, (3.14)
∂tw
n+1
k −∆wn+1k − un+1k × (∇×wn+1k ) +∇pn+1k
= −
∫
R3
fnk (u
n
k − v)γk(v) dv em (0, T )× T3, (3.15)
wn+1k = u
n+1
k − α2∆un+1k em (0, T )× T3, (3.16)
∇x · un+1k = 0 em (0, T )× T3, (3.17)
fnk (0,x,v) = f
k
in(x,v) em T3 × R3, (3.18)
un+1k (0,x) = uin(x) em T
3, (3.19)
com u0k = uin.
Definic¸a˜o 3.3. Dizemos que (un+1k , f
n
k ) e´ soluc¸a˜o fraca de (3.14)-(3.19) se:
• un+1k ∈ C([0, T ];V ) ∩ L2(0, T ;D(A));
• ∂tun+1k ∈ L2(0, T ;H);
• un+1k (0,x) = uin(x) em V ;
• fnk e´ soluc¸a˜o cla´ssica de (3.14) com condic¸a˜o inicial (3.18);
• Para todo ψ ∈ L2(0, T ;D(A)) temos〈
∂tw
n+1
k (t),ψ(t)
〉
+
〈
B˜(un+1k (t),w
n+1
k (t)),ψ(t)
〉
+
〈
Awn+1k (t),ψ(t)
〉
= −
∫∫
T3×R3
fnk (t)(u
n
k(t)− v)γk(v) ·ψ(t) dx dv, (3.20)
com wn+1k = u
n+1
k + α
2Aun+1k e para quase todo t em [0, T ].
A seguinte Proposic¸a˜o garante a existeˆncia e unicidade de soluc¸a˜o fraca para o es-
quema iterativo (3.14)-(3.19):
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Proposic¸a˜o 3.2. Para cada n ∈ N, existe uma u´nica soluc¸a˜o (un+1k , fnk ) de (3.14)-(3.19).
Demonstrac¸a˜o: Por simplicidade, escreveremos un e fn ao inve´s de unk e f
n
k . Para
mostrarmos que para cada n ∈ N existe um u´nico par (un+1, fn), iremos aplicar o processo
de induc¸a˜o finita:
(i) Para n = 0, temos que u0 = uin. Logo,
sup
t∈[0,T ]
∥∥θk ∗ u0(t)∥∥L∞(T3) <∞,
sup
t∈[0,T ]
∥∥∇x(θk ∗ u0)(t)∥∥L∞(T3) <∞.
Ale´m disso, fkin ∈ C∞(T3 × R3) ∩ L∞(T3 × R3), enta˜o aplicando o Teorema 1.22,
temos que para n = 0, a equac¸a˜o (3.14) com a condic¸a˜o inicial (3.18), possui uma
u´nica soluc¸a˜o cla´ssica f 0 dada por
f 0(t,x,v) =
∫∫
T3×R3
Γ0(t,x,v, 0, ξ,ν)fkin(ξ,ν) dξ dν, (3.21)
com Γ0 satisfazendo
Γ0(t,x,v, τ, ξ,ν) = H(t,x,v, τ, ξ,ν)
+
∫ t
τ
∫∫
T3×R3
∇ν′H(t,x,v, τ ′, ξ′,ν ′)θk ∗ u0(τ ′, ξ′)Γ0(τ ′, ξ′,ν ′, τ, ξ,ν) dξ dν ′ dτ ′.
Ale´m disso, como fkin ∈ L∞(T3 × R3), enta˜o pelo Lema 1.23
|f 0(t,x,v)| ≤ ∥∥fkin∥∥L∞(T3×R3) ∫∫
T3×R3
Γ0(t,x,v, 0, ξ,ν) dξ dν = e3t
∥∥fkin∥∥L∞(T3×R3) ,
logo f 0 ∈ L∞((0, T )× T3 × R3).
Por outro lado, para
F 0(t,x) = −
∫
R3
f 0(u0 − v)γk(v) dv,
vimos na demonstrac¸a˜o da Proposic¸a˜o 2.3 que para u0 ∈ V conseguimos F 0 ∈
L2(0, T ;L2(T3)). Em adic¸a˜o, uin ∈ V , portanto pelo Teorema 1.14, existe uma
u´nica u1 ∈ C([0, T ];V ) ∩ L2(0, T ;D(A)) tal que ∂tu1 ∈ L2(0, T ;H), u1(0,x) =
uin(x) em V e satisfazendo (3.20) (para n = 0).
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(ii) Suponhamos agora que a nossa afirmac¸a˜o e´ va´lida para n = m − 1, para algum
m ∈ N, ou seja, existe um par (um, fm−1) soluc¸a˜o fraca de (3.14)-(3.19) (para
n = m − 1). Enta˜o iremos provar que existe (um+1, fm) soluc¸a˜o fraca de (3.14)-
(3.19) (para n = m).
De forma ana´loga ao caso para n = 0, temos
sup
t∈[0,T ]
‖θk ∗ um(t)‖L∞(T3) <∞,
sup
t∈[0,T ]
‖∇x(θk ∗ um)(t)‖L∞(T3) <∞,
logo pelo Teorema 1.22, a equac¸a˜o (3.14) com a condic¸a˜o inicial (3.18) (com n = m)
possui uma u´nica soluc¸a˜o cla´ssica fm dada por
fm(t,x,v) =
∫∫
T3×R3
Γm(t,x,v, 0, ξ,ν)fkin(ξ,ν) dξ dν, (3.22)
com Γm satisfazendo
Γm(t,x,v, τ, ξ,ν) = H(t,x,v, τ, ξ,ν)
+
∫ t
τ
∫∫
T3×R3
∇ν′H(t,x,v, τ ′, ξ′,ν ′)θk ∗ um(τ ′, ξ′)Γm(τ ′, ξ′,ν ′, τ, ξ,ν) dξ dν ′ dτ ′.
(3.23)
Ale´m disso, como fkin ∈ L∞(T3 × R3), enta˜o
|fm(t,x,v)| ≤ ∥∥fkin∥∥L∞(T3×R3) ∫∫
T3×R3
Γm(t,x,v, 0, ξ,ν) dξ dν,
mas pelo Lema 1.23 ∫∫
T3×R3
Γm(t,x,v, 0, ξ,ν) dξ dν = e3t,
de onde conseguimos
|fm(t,x,v)| ≤ e3t ∥∥fkin∥∥L∞(T3×R3) , (3.24)
logo fm ∈ L∞((0, T )× T3 × R3).
Por outro lado, para
Fm(t,x) =
∫
R3
fm(um − v)γk(v) dv,
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novamente, como na demonstrac¸a˜o da Proposic¸a˜o 2.3, conseguimos
Fm ∈ L2(0, T ;L2(T3)) e pelo Teorema 1.14, existe uma u´nica um+1 ∈ C([0, T ];V )∩
L2(0, T ;D(A)) tal que ∂tu
m+1 ∈ L2(0, T ;H), um+1(0,x) = uin(x) em V e satisfa-
zendo (3.20) (para n = m). 
Agora, provaremos que a sequeˆncia (unk , f
n
k ) satisfaz estimativas independente de n:
Lema 3.3. A sequeˆncia (unk , f
n
k ) satisfaz as seguintes estimativas
‖fnk ‖L∞((0,T )×T3×R3) ≤ e3T ‖fin‖L∞(T3×R3) , (3.25)
‖unk‖L∞(0,T ;V )∩L2(0,T ;D(A)) ≤ C(k), (3.26)
‖∂tunk‖L2(0,T ;H) ≤ C(k), (3.27)
com C(k) independente de n.
Demonstrac¸a˜o: Temos de (3.24) que
|fn(t,x,v)| ≤ e3t ∥∥fkin∥∥L∞(T3×R3)
e de (2.16) ∥∥fkin∥∥L∞(T3×R3) ≤ ‖fin‖L∞(T3×R3) ,
portanto obtemos (3.25).
As estimativas (3.26) e (3.27) sa˜o obtidas de forma ana´loga as estimativas (2.29) e
(2.30) do Lema 2.4. 
Lema 3.4. A sequeˆncia (unk , f
n
k ) e´ de Cauchy em L
∞(0, T ;V )× L∞((0, T )× T3 ×R3) e
portanto convergente.
Demonstrac¸a˜o: Denotemos un+1 = un+1−un, wn+1 = wn+1−wn e fn+1 = fn+1−fn,
enta˜o de forma ana´loga a demonstrac¸a˜o do Lema 2.5
d
dt
∥∥un+1(t)∥∥2
α
+
(∥∥∇xun+1(t)∥∥2H + α2 ∥∥Aun+1(t)∥∥2H)
≤ C
[(
‖un(t)‖2D(A) + 1
)∥∥un+1(t)∥∥2
α
+ ‖un(t)‖2α +
∥∥∥fn(t)∥∥∥2
L∞(T3×R3)
]
, (3.28)
com C := C(k, T, α).
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Agora, precisamos estimar f
n
em termos de un. De (3.22) e (3.23)
f
n
(t,x,v) =
∫ t
0
∫∫
T3×R3
∇νH(t,x,v, τ, ξ,ν)θk ∗ un(τ, ξ)fn(τ, ξ,ν) dτ dξ dν
−
∫ t
0
∫∫
T3×R3
∇νH(t,x,v, τ, ξ,ν)θk ∗ un−1(τ, ξ)fn−1(τ, ξ,ν) dτ dξ dν,
ou ainda, reescrevendo f
n
f
n
(t,x,v) =
∫ t
0
∫∫
T3×R3
∇νH(t,x,v, τ, ξ,ν)θk ∗ un(τ, ξ)fn(τ, ξ,ν) dτ dξ dν
+
∫ t
0
∫∫
T3×R3
∇νH(t,x,v, τ, ξ,ν)θk ∗ un−1(τ, ξ)fn(τ, ξ,ν) dτ dξ dν.
Denotemos
J1(t) =
∫ t
0
∫∫
T3×R3
∇νH(t,x,v, τ, ξ,ν)θk ∗ un(τ, ξ)fn(τ, ξ,ν) dτ dξ dν,
J2(t) =
∫ t
0
∫∫
T3×R3
∇νH(t,x,v, τ, ξ,ν)θk ∗ un−1(τ, ξ)fn(τ, ξ,ν) dτ dξ dν.
Aplicando a estimativa (1.25) em J1(t) obtemos para 0 < β < 1,
J1(t) ≤ C
∫ t
0
∫∫
T3×R3
(t− τ)− 12H(t, βx, βv, τ, βξ, βν)
× ‖θk ∗ un(τ)‖L∞(T3) ‖fn(τ)‖L∞(T3×R3) dτ dξ dν
e pela identidade (1.26)
J1(t) ≤ C
∫ t
0
(t− τ)− 12 e3(t−τ) ‖θk ∗ un(τ)‖L∞(T3) ‖fn(τ)‖L∞(T3×R3) dτ.
Assim, de (3.25) conclu´ımos que
J1(t) ≤ C
∫ t
0
(t− τ)− 12 ‖un(τ)‖H dτ,
com C = C(β, k, T ).
De forma ana´loga,
J2(t) ≤ C
∫ t
0
∫∫
T3×R3
(t− τ)− 12H(t, βx, βv, τ, βξ, βν)
× ∥∥θk ∗ un−1(τ)∥∥L∞(T3) ∥∥∥fn(τ)∥∥∥L∞(T3×R3) dτ dξ dν
≤ C
∫ t
0
(t− τ)− 12 e3(t−τ) ∥∥θk ∗ un−1(τ)∥∥L∞(T3) ∥∥∥fn(τ)∥∥∥L∞(T3×R3) dτ
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≤ C
∫ t
0
(t− τ)− 12 ∥∥un−1(τ)∥∥
H
∥∥∥fn(τ)∥∥∥
L∞(T3×R3)
dτ
e da estimativa (3.26)
J2(t) ≤ C
∫ t
0
(t− τ)− 12
∥∥∥fn(τ)∥∥∥
L∞(T3×R3)
dτ,
com C = C(β, k, T ).
Das estimativas de J1 e J2 temos∥∥∥fn(t)∥∥∥
L∞(T3×R3)
≤ C
∫ t
0
(t− τ)− 12 ‖un(τ)‖H dτ + C
∫ t
0
(t− τ)− 12
∥∥∥fn(τ)∥∥∥
L∞(T3×R3)
dτ.
Pela desigualdade de Gronwall∥∥∥fn(t)∥∥∥
L∞(T3×R3)
≤ Ce2C
√
t
∫ t
0
(t− τ)− 12 ‖un(τ)‖H dτ. (3.29)
Assim, combinando as estimativas (3.28) e (3.29)
d
dt
∥∥un+1(t)∥∥2
α
+
(∥∥∇xun+1(t)∥∥2H + α2 ∥∥Aun+1(t)∥∥2H)
≤ C
[∥∥un+1(t)∥∥2
α
(
‖un(t)‖2D(A) + 1
)
+ ‖un(t)‖2α +
(∫ t
0
(t− s)− 12 ‖un(s)‖α ds
)2]
,
consequentemente integrando de 0 a t, temos∥∥un+1(t)∥∥2
α
≤ C
∫ t
0
∥∥un+1(s)∥∥2
α
(
‖un(s)‖2D(A) + 1
)
ds+ C
∫ t
0
‖un(s)‖2α ds
+ C
∫ t
0
(∫ s
0
(t− τ)− 12 ‖un(τ)‖α dτ
)2
ds.
Usando a desigualdade de Gronwall temos que
∥∥un+1(t)∥∥2
α
≤ C
[∫ t
0
‖un(s)‖2α ds+
∫ t
0
(∫ s
0
(t− τ)− 12 ‖un(τ)‖α dτ
)2
ds
]
eU(t),
com
U(t) = C
∫ t
0
(
‖un(s)‖2D(A) + 1
)
ds.
Da estimativa (3.26)
∥∥un+1(t)∥∥2
α
≤ C
[∫ t
0
‖un(s)‖2α ds+
∫ t
0
(∫ s
0
(t− τ)− 12 ‖un(τ)‖α dτ
)2
ds
]
.
Aplicando o Lema 1.11 deduzimos a seguinte estimativa
‖un(t)‖2α ≤
Cn+1tn
n!
.
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Portanto, unk → uk em L∞(0, T ;V ).
Ale´m disso, da desigualdade (3.29)
∥∥∥fn(t)∥∥∥
L∞(T3×R3)
≤ C
(
T n+1
n!
) 1
2
.
Portanto, fnk → fk em L∞((0, T )× T3 × R3). 
3.1.3 Existeˆncia de Soluc¸a˜o do Problema Regularizado
Agora estamos em posic¸a˜o para encontrarmos uma soluc¸a˜o fraca de (3.7)-(3.12):
Proposic¸a˜o 3.5. Existe uma soluc¸a˜o fraca do problema regularizado (3.7)-(3.12).
Demonstrac¸a˜o: Iremos provar que o limite da sequeˆncia (unk , f
n
k ) e´ soluc¸a˜o fraca de
(3.7)-(3.12). De fato, pelo Lema 3.4 existe (uk, fk) ∈ L∞(0, T ;V )×L∞((0, T )×T3×R3)
tal que
unk → uk em L∞(0, T ;V ),
fnk → fk em L∞((0, T )× T3 × R3).
Ale´m disso, das estimativas (3.26), (3.27) e Lema 1.6
unk ⇀ uk em L
2(0, T ;D(A)),
unk → uk em C([0, T ];H).
Como a demonstrac¸a˜o que (uk, fk) satisfaz (3.13) e´ ideˆntica a demonstrac¸a˜o contida
na Proposic¸a˜o 2.6, iremos omitir os passos envolvidos. Agora, para provarmos que fk
tambe´m satisfaz a equac¸a˜o (3.7) com condic¸a˜o inicial (3.11), consideremos gk a u´nica
soluc¸a˜o cla´ssica de
∂tgk + v · ∇xgk +∇v · [(θk ∗ uk − v)gk −∇vgk] = 0 em (0, T )× T3 × R3,(3.30)
gk(0,x,v) = f
k
in(x,v) em T3 × R3. (3.31)
Logo, pelo Teorema 1.22
gk(t,x,v) =
∫∫
T3×R3
Γk(t,x,v, 0, ξ,ν)f
k
in(ξ,ν) dξ dν, (3.32)
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com Γk satisfazendo
Γk(t,x,v, τ, ξ,ν) = H(t,x,v, τ, ξ,ν)
+
∫ t
τ
∫∫
T3×R3
∇ν′H(t,x,v, τ ′, ξ′,ν ′)θk ∗ uk(τ ′, ξ′)Γk(τ ′, ξ′,ν ′, τ, ξ,ν) dξ dν ′ dτ ′.
Enta˜o, por ca´lculos ana´logos aos feitos para provarmos a desigualdade (3.29) obtemos
|(fnk − gk)(t,x,v)| ≤ C
∫ t
0
(t− τ)− 12 ‖(unk − uk)(τ)‖H dτ
≤ 2C√t ‖unk − uk‖L∞(0,T ;H) .
Como unk → uk em L∞(0, T ;V ), enta˜o fnk → gk em C([0, T ]×T3×R3)∩L∞((0, T )×T3×
R3). Portanto, fk = gk e´ soluc¸a˜o cla´ssica da equac¸a˜o (3.7) com condic¸a˜o inicial (3.11).
3.1.4 Existeˆncia de Soluc¸a˜o Local
Agora, provaremos o seguinte Lema, que fornece estimativas independentes de k para
a soluc¸a˜o do problema regularizado.
Lema 3.6. Existe T ∗ ∈ (0, T ], tal que a soluc¸a˜o (uk, fk) satisfaz
‖fk‖L∞((0,T )×T3×R3) ≤ e3T ‖fin‖L∞(T3×R3) , (3.33)
‖fk‖L∞(0,T ;L2(T3×R3)) ≤ e
3T
4
∥∥fkin∥∥L2(T3×R3) , (3.34)
‖∇vfk‖L2((0,T )×T3×R3) ≤ e
3T
4
∥∥fkin∥∥L2(T3×R3) , (3.35)
‖uk‖L∞(0,T ∗;V ) + ‖uk‖L2(0,T ∗;D(A)) + ‖M2fk‖L∞(0,T ∗) ≤ C, (3.36)
com C independente de k.
Demonstrac¸a˜o: De (3.25) temos imediatamente (3.33). Por outro lado, multiplicando
a equac¸a˜o (3.7) por fk e integrando sobre (0, t)× T3 × R3, temos∫∫
T3×R3
|fk(t)|2 dx dv+
∫ t
0
∫∫
T3×R3
|∇vfk(s)|2 dx dv ds
=
3
2
∫ t
0
∫∫
T3×R3
|fk(s)|2 dx dv ds+
∫∫
T3×R3
|fkin|2 dx dv,
logo, pelo Lema de Gronwall 1.8∫∫
T3×R3
|fk(t)|2 dx dv ≤ e 3t2
∫∫
T3×R3
|fkin|2 dx dv,
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consequentemente∫ t
0
∫∫
T3×R3
|∇vfk(s)|2 dx dv ds ≤ e 3t2
∫∫
T3×R3
|fkin|2 dx dv,
com isso provamos (3.34) e (3.35).
Agora, multiplicando a equac¸a˜o (3.7) por |v|2 e integrando sobre (0, t) × T3 × R3,
temos ∫∫
T3×R3
fk(t)|v|2 dx dv − 2
∫ t
0
∫∫
T3×R3
fk(θk ∗ uk − v)v dx dv ds
=
∫∫
T3×R3
fkin|v|2 dx dv + 6
∫ t
0
∫∫
T3×R3
fk dx dv ds,
onde usamos que ∆v|v|2 = 6.
Ale´m disso, pela expressa˜o de fk e aplicando (1.27) do Lema 1.23,
‖fk(t)‖L1(T3×R3) =
∥∥fkin∥∥L1(T3×R3) .
Portanto,
M2fk(t) + 2
∫ t
0
M2fk(s) ds = 6tM0f
k
in +M2f
k
in + 2
∫ t
0
∫
T3×R3
fk(θk ∗ uk)v dx dv ds.
(3.37)
Assim como na demonstrac¸a˜o da Lema 2.7∫ t
0
∫
T3×R3
fk(θk ∗ uk) · v dx dv ds ≤ C
∫ t
0
‖uk‖L5(T3) (M2fk)4/5 ds.
Portanto, pela desigualdade de Young
M2fk(t)+2
∫ t
0
M2fk(s) ds ≤ 6tM0fkin+M2fkin+C
∫ t
0
‖uk(s)‖5L5(T3) ds+2
∫ t
0
M2fk(s) ds,
ou seja,
M2fk(t) ≤ 6tM0fkin +M2fkin + C
∫ t
0
‖uk(s)‖5L5(T3) ds.
Por outro lado, pelo Lema 1.12
m0f
k
in(x) ≤
(
C
∥∥fkin∥∥L∞(T3×R3) + 1)m2fkin(x)3/5,
portanto
M0f
k
in ≤
(
C
∥∥fkin∥∥L∞(T3×R3) + 1) (M2fkin)3/5 .
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Conclu´ımos pelo Lema 2.2 e da imersa˜o H1(T3) ↪→ L5(T3),
M2fk(t) ≤ C
(
1 +
∫ t
0
‖uk(s)‖5V ds
)
. (3.38)
Por outro lado, tomando ψ = uk em (3.13), temos
1
2
d
dt
‖uk‖2α +
(‖∇xuk‖2H + α2 ‖Auk‖2H) = −∫∫
T3×R3
fkuk(uk − v)γk(v) dx dv
e mais uma vez, da mesma forma que na demonstrac¸a˜o do Lema 2.7
1
2
d
dt
‖uk‖2α +
(‖∇xuk‖2H + α2 ‖Auk‖2H) ≤ ‖uk‖L5(T3) (M2fk)4/5.
Enta˜o, pela desigualdade (3.38) e pela imersa˜o H1(T3) ↪→ L5(T3)
1
2
d
dt
‖uk‖2α +
(‖∇xuk‖2H + α2 ‖Auk‖2H) ≤ C ‖uk‖V (1 + ∫ t
0
‖uk‖5V ds
)4/5
.
Logo, pelo Lema de Gronwall na˜o-linear (Lema 1.9), existe T ∗ > 0 tal que
‖uk(t)‖2α + C
∫ t
0
‖uk(s)‖2D(A) ds ≤ C,
para quase todo t ∈ [0, T ∗].
Ale´m disso, pela desigualdade (3.38) temos que M2fk(t) ≤ C para quase todo t ∈
[0, T ∗]. 
Finalmente, das estimativas do Lema 3.6, conseguimos mostrar a existeˆncia de soluc¸a˜o
fraca local de (3.1)-(3.6).
Proposic¸a˜o 3.7. Existe (u, f) soluc¸a˜o fraca local de (3.1)-(3.6).
Demonstrac¸a˜o: Agora, iremos provar que uk converge para uma soluc¸a˜o fraca de (3.2)-
(3.4) com condic¸a˜o inicial (3.6). Segue de forma ana´loga a Lema 2.7 que (∂twk) e´ uni-
formemente limitada em L2(0, T ∗;D(A)′).
Finalmente, provamos que existe um par (u, f), tal que, a menos de subsequeˆncia,
• fk ∗⇀ f em L∞((0, T ∗)× T3 × R3),
• uk ⇀ u em L2(0, T ∗;D(A)),
• uk → u em L2(0, T ∗;V ) ∩ C([0, T ∗];H).
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Ale´m disso, pela estimativa (3.35), obtemos que ∇vf existe e pertence a
L2((0, T ∗)× T3 × R3). Estas convergeˆncias, nos permitem passar ao limite no problema
regularizado de forma ana´loga a` passagem ao limite feita na Proposic¸a˜o 2.8. 
3.1.5 Existeˆncia de Soluc¸a˜o Global
O seguinte Lema fornece estimativas para a soluc¸a˜o local, que permitira´ a extensa˜o
da soluc¸a˜o ao intervalo [0, T ].
Lema 3.8. A soluc¸a˜o (u, f) obtida anteriormente, satisfaz as seguintes desigualdades
para quase todo t ≤ T ∗
1
2
M2f(t) +
1
2
‖u(t)‖2α +
∫ t
0
D(u(s), f(s)) ds
≤ 3T ‖fin‖L1(T3×R3) +
1
2
M2fin +
1
2
‖uin‖2α , (3.39)
‖f‖L∞((0,T ∗)×T3×R3) ≤ e3T ‖fin‖L∞(T3×R3) , (3.40)
‖∇vf‖L2((0,T ∗)×T3×R3) ≤ e
3T
4 ‖fin‖L2(T3×R3) , (3.41)
onde
D(u(t), f(t)) = ‖∇xu(t)‖2H + α2 ‖Au(t)‖2H +
∫∫
T3×R3
f(t)|u(t)− v|2 dv dx.
Demonstrac¸a˜o: Como fk
∗
⇀ f em L∞((0, T × T3 × R3)) e fk satisfaz (3.33), enta˜o
‖f‖L∞((0,T ∗)×T3×R3) ≤ lim inf
k→∞
‖fk‖L∞((0,T ∗)×T3×R3) ≤ e3T ‖fin‖L∞(T3×R3)
e com isso obtemos (3.40).
Por outro lado, pela estimativa (3.35), temos que∇vfk converge fracamente para∇vf
em L2((0, T )× T3 × R3). E pelo fato de fkin convergir para fin em L2(T3 × R3), temos
‖∇vf‖L2((0,T ∗)×T3×R3) ≤ lim inf
k→∞
‖∇vfk‖L2((0,T ∗)×T3×R3) ≤ e
3T
4 ‖fin‖L2(T3×R3)
e com isso provamos (3.41).
Por outro lado, multiplicando a equac¸a˜o (3.7) por |v|2/2 e integrando sobre (0, t) ×
T3 × R3, obtemos
1
2
M2fk(t)+
∫ t
0
∫∫
T3×R3
fk(|v|2−3) dv dx ds =
∫ t
0
∫∫
T3×R3
fk(θk∗uk)v dv dx ds+ 1
2
M2f
k
in
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e reescrevemos na forma
1
2
M2fk(t) +
∫ t
0
∫∫
T3×R3
fk|uk − v|2 dv dx ds− 3
∫ t
0
∫∫
T3×R3
fk dv dx ds
=
∫ t
0
∫∫
T3×R3
[
fk|uk|2 − fkvuk + fk(θk ∗ uk − uk)v
]
dv dx ds+
1
2
M2f
k
in.
E escolhendo ψ = uk em (3.8), obtemos
1
2
‖uk(t)‖2α +
∫ t
0
‖∇xuk(s)‖2H + α2 ‖Auk(s)‖2H ds
=
1
2
‖uin‖2α −
∫ t
0
∫∫
T3×R3
fkγk(v)|uk|2 − fkγk(v)ukv dv dx ds.
Somando estas duas identidades, temos
1
2
M2fk(t) +
1
2
‖uk(t)‖2α +
∫ t
0
D(uk(s), fk(s)) ds
= 3
∫ t
0
∫∫
T3×R3
fk dv dx ds+
1
2
M2f
k
in +
1
2
‖uin‖2α + Ik(t), (3.42)
onde Ik = I
1
k + I
2
k + I
3
k ,
I1k(t) =
∫ t
0
∫∫
T3×R3
fk|uk|2(1− γk(v)) dx dv ds;
I2k(t) =
∫ t
0
∫∫
T3×R3
fkukv(γk(v)− 1) dx dv ds;
I3k(t) =
∫ t
0
∫∫
T3×R3
fk(θk ∗ uk − uk)v dx dv ds.
Pelos mesmos ca´lculos do Lema 2.9, temos que Ik → 0 em L∞(0, T ∗) quando k → ∞.
Como fkin → fin em L1(T3×R3), enta˜o passando ao limite em (3.42) de maneira ana´loga
ao Lema 2.9, obtemos (3.39). 
Extensa˜o
Pelo Lema 3.8, temos que existe µ ≥ 0 tal que
u(T ∗ − µ) ∈ V, f(T ∗ − µ) ∈ L∞(T3 × R3), M2f(T ∗ − µ) <∞.
Por outro lado, para K > 0 tal que
3T ‖fin‖L1(T3×R3) +
1
2
‖uin‖2α +
1
2
M2fin ≤ K,
e3T ‖fin‖L∞(T3×R3) + e
3T
4 ‖fin‖L2(T3×R3) ≤ K,
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temos que a constante C em (2.43) depende apenas de T e K. Portanto, existe τ > 0,
dependendo somente de T e K, tal que podemos tomar T ∗ ∈ [τ, T ].
Desta forma, podemos resolver novamente o sistema (3.1)-(3.6), com condic¸o˜es ini-
ciais u(0) = u(T ∗ − µ) e f(0) = f(T ∗ − µ), estendendo a soluc¸a˜o (u, f) ao intervalo
(T ∗ − µ, T ∗ − µ + τ). Assim, podemos repetir este processo ate´ estendermos a soluc¸a˜o
para todo o intervalo [0, T ].
Assim, conclu´ımos a demonstrac¸a˜o do Teorema 3.1.
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