We obtain a "Kronecker limit formula" for the Epstein zeta function. This is done by introducing a generalized gamma function attached to the Epstein zeta function. The methods involve generalizing ideas of Shintani and Stark. We first show that a generalized gamma function appears as the value at s = 0 of the first derivative of the associated Epstein zeta function. Then this is used to yield Kronecker's limit formula and its "s = 0"-version.
Introduction

Preliminary
The gamma function occupies an important place in analysis and number theory. In the present paper, we make an attempt to generalize the gamma function and start investigations on the theory of "generalized gamma functions". In this section, we will give the definition of generalized gamma functions attached to certain zeta functions. [1] , [16, II] and [17] .)
Euler's Γ -function (1.1.1) is one example in class (I).
Another notable example might be the appearance of the gamma function in (II) Lerch's theorem ( [11] , also see the footnote of p. 271 of [19] There exists already some generalization of the gamma functions along the line of (I). For instance, Igusa [7] developed the theory of local zeta functions, as a generalization of (1.1.1).
In the present paper, we will focus on a generalization of gamma functions along the line of (II).
Barnes and Shintani
In early 1900's, Barnes [3, 4] , considered generalizations of gamma functions in the direction (II). Barnes defined and discussed the double gamma functions, and subsequently the multiple gamma functions attached to the multiple (Hurwitz-) Riemann zeta functions. They are now called Barnes' multiple zeta functions.
Here we will briefly recall Barnes' multiple zeta function and multiple gamma function. Barnes Here I(λ, ∞) for a positive λ, denotes the integral path in the complex plane consisting of the linear segment from ∞ to λ, followed by the counterclockwise circle, with radius λ, around 0 which does not contain any poles = 0 of the integrand of (1.2.2), going from λ to λ and then the linear segment from λ to ∞. When Γ r (u;ω) and ζ r (s; u;ω) are related in this way, we say that Barnes' multiple gamma functions are attached to Barnes' multiple zeta functions. In the mid-1970's, Shintani [12, 13] introduced his zeta function ζ s; {L j };x;ξ =∞ where L j (ũ) is a linear form of r variables,ξ is an r-tuple of complex numbers ξ k , |ξ k | 1, k = 1, 2, . . . , r andx is an r-tuple of positive numbers. He then used it to evaluate, among others, the values of zeta functions of totally real algebraic number fields at non-positive integers. He also determined the "gamma function" attached to his zeta function. Further he developed the theory of gamma functions attached to his zeta function for the case n = r = 2, andξ = (1, 1) in (1.2.5).
Definition of the generalized gamma functions
In this paper, we only consider the Epstein zeta functions. This is the starting point of our investigation on the theory of generalized gamma functions. Generalized gamma functions attached to the other classes of zeta functions (for which Hurwitz type functions might be defined) will be considered in subsequent papers.
In the present paper, we follow the path laid down by Shintani. (Barnes) .
In this paper, we mainly discuss the case F = 1. In a subsequent paper, we will consider the case F (x) = e 2π √ −1x·w .
Summary
Now we briefly summarize the contents of the subsequent sections. In Section 2, we recall Barnes' (resp. Shintani's) gamma functions whose general terms are forms of degree 1 (resp. the product of forms of degree 1). This section also records some necessary formulas required for our subsequent discussion.
In Section 3, a connection between the theory of generalized gamma functions and Kronecker's limit formulas are given. The connection is inspired by the "s = 0"-version of Kronecker's limit formulas initiated by H.M. Stark [18] . In Theorem (3. 
h(s;ṽ 1 ; Q −1 ) = an entire function represented as the infinite sum of Bessel zeta functions.
Preparation: Barnes' and Shintani's multiple gamma functions
Barnes' multiple gamma functions
In this subsection, we shall recall some results from the theory of gamma functions of Barnes [2, 3] and that of Shintani [13, 14] . 
for Hurwitz's zeta function with modulus ω: 
From the difference equations, we can derive the following formulas
for z with positive real part first, then continued to [15] proved, also see [9, 10] ,
In the above, for Im z > 0 and u ∈ C, η(z) and ϑ 1 (u, z) are classically defined as
Twisted Bernoulli numbers and twisted zeta functions
We now recall the notion of twisted Bernoulli numbers and functions from [8] (1 − ξ)
where, in the binomial expansion of the right,
is a polynomial in ξ of degree n, called the Eulerian polynomial. Also, it is known that P n (ξ ) is reciprocal, monic with positive integer coefficients and has n different real roots [5, 
In particular
Proof. We have
Here by (2.2.2),
Proof. (i) is an easy consequence of Proposition (2.2.5). For (ii), we have
Res t=0 e −t t −p
is a reciprocal polynomial of degree p − 2. Therefore, for p odd, we have
Generalized gamma functions attached to Epstein zeta functions and Kronecker's limit formula
The classical Kronecker's limit formula
Gamma functions are closely connected with Kronecker's limit formulas. Shintani [15] first made this connection transparent. In this subsection, we briefly review his results.
Here we understand that log is a holomorphic function on C \ (−∞, 0] and is real valued on the positive real axis. Now we consider the gamma function attached to the Epstein zeta function of a binary positive
The notation below means the sum over allm such that 
4).
This is the "s = 0"-version of the classical Kronecker's limit formula (see Section 3.2 below). Here
to the both sides of (3.1.3) and let w 1 → 0.
Then by (3.1.3), (2.1.5) and Proposition (2.1.6), Shintani obtained, in [15] , 
with a i = a i (r;ũ;ṽ; Q ) and
In the case r = 2, E 2 (s;ũ,ṽ; Q ) of (3.2.1), forṽ =0, becomes the Eisenstein series: 
Here E 2 of the right-hand side is written as, for Re s > 1:
Classically, Kronecker's first limit formula is concerned with a 0 (2;0,0, Q ) for (3.2.4)(i) and Kronecker's second limit formula with a 0 (2;ũ,0;
From the view point of the "s = 0"-theory, these formulas are obtained in the following way: Put
. Then Q = aQ 1 and
Then by (3.1.3) and (3.1.4) and by using the functional equation (3.2.5), we obtain (3.2.6) and (3.2.7).
In [18] , Stark discussed the "s = 0"-version of Kronecker's limit formula. Namely the classical Kro- 
The "s = 0"-version is very useful and provides links between "Kronecker's limit formula" and the theory of Γ -functions. In fact, in [15] , Shintani obtained the formulas (3.1.3) and (3.1.4) using his "s = 0"-theory on Eisenstein series ζ 2;2;1 (s;ũ; Q 1 ) and the double gamma functions mentioned above. 
Hence we have the following consequence, which asserts "obtaining the gamma function" is equivalent to "obtaining Kronecker's limit formula" for Epstein's zeta function: 
∂ ∂s E r s;0,0; Q Remark. In the Hurwitz case, we reformulate the sum
Taking the sum from −∞ to ∞, we have 
Bessel zeta functions
In [16, II] ( §26.2), Siegel considered the expansion of the Epstein zeta function attached to a positive definite quadratic form of two variables, in terms of functions whose coefficients are Bessel functions. In this setting, Siegel was successful in deriving Kronecker's limit formula. In order to generalize the process to the n variables case, first we introduce Bessel zeta functions.
For ν, z ∈ C, we denote by K ν (z), the modified Bessel function of the second kind. It is defined by
for z which is not a negative real number.
It is known that K ν (z) has the integral representation
Also, known are the asymptotic expansion, for |z| → ∞,
the recursive formula
and the expansion, for half-integers ν of K ν , 
(3.4.5)
We putṽ
with a real r − 1 columnũ 1 and u ∈ R. We have 
where
and
Then the Mellin transform of (3.4.10) becomes
We divide our computation into two cases.
(I) The caseũ 1 =0 1 . In this case, 
is an entire function of s, wherem 1 runs over all Z r−1 except for0 1 .
By (3.4.10) and (3.3.7), it is easy to see that 
which coincides with the formula (53) of §28, [16, II] . Further, we have
Now we shall examine k 1 (s − (r − 1)/2;ũ 1 , u) and k 2 (s − (r − 1)/2;ũ 1 , u) at s = r/2 to obtain the constant term a 0 (r;ũ;0; Q ) of Laurent expansion of E r (s;ũ;0; Q ) at s = r/2 (ũ = t (ũ 1 , u) ). (i) The caseũ =0.
We have, by (3.4.12),
Since it is known that, with Euler's constant γ ,
and, at s = r/2,
. (3.4.16) (ii) The caseũ =0. By (3.4.13) and Example in the last part of Section 3.3, we have, at s = r/2,
andω is the complex conjugate of ω. 
Hence we obtain, by (3.4.11), the following main result: 
∂ ∂s E r s;0,0; Q
(ii) The caseũ =0. 
Next we shall derive the formula combining gamma functions for degree r and degree r − 1. Here we put
Letṽ 1 be a real column of size r − 1 with non-negative entries
In ( 
where m =0 means the sum form over all Z r−1 , r 1, except form =0.
We consider the Mellin transformation of this. But from the first sum on the right, the series
shows up if v = 0. So hereafter we assume v = 0. Now, for v = 0, the above formula becomes 
e −2π √ −1m We have
and ∂ ∂s
Consider the last term of the right-hand side of this. If r is odd, put r = 2k + 1. Then
If r is even, then it is easy to see
To compute the first term of the right of (3.4.24), we rewrite it as ∂ ∂s
First assume r is odd. Put r = 2k + 1. Then (3.4.25) becomes
This converges to a finite value, because the terms of 
Γ (s) Γ (s) .
Here s 
