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RESUMEN
La modulacio´n OFDM (Orthogonal Frequency Division Multiplexing) es una te´cnica de
transmisio´n multiportadora, que debido a sus grandes ventajas se utiliza en numerosos esta´n-
dares de comunicaciones de banda ancha. Sin embargo, uno de los principales inconvenientes
que presenta la modulacio´n OFDM, en el lado transmisor, es la presencia ocasional de grandes
picos en su potencia instanta´nea con respecto a su potencia media, conocido en la literatura
como el problema de la PAPR (Peak-to-Average Power Ratio) de los sistemas OFDM.
Al pasar la sen˜al con PAPR elevada por el amplificador de alta potencia (HPA - High
Power Amplifier) se produce saturacio´n del dispositivo, provocando radiacio´n fuera de banda,
que afecta a las bandas adyacentes, y radiacio´n dentro de banda, que produce rotacio´n,
atenuacio´n y desplazamiento de la sen˜al, provocando un incremento en la tasa de error de
bit (BER - Bit Error Rate). Para contrarrestar estos efectos, se debe reducir la PAPR de la
sen˜al OFDM transmitida con algu´n tipo de manipulacio´n en la sen˜al.
Una de las te´cnicas de reduccio´n de la PAPR ma´s prometedoras es la te´cnica CE (Cons-
tellation Extension), que mueve inteligentemente ciertos puntos externos de la constelacio´n
del s´ımbolo OFDM en el dominio de la frecuencia, de tal forma que la sen˜al en el dominio del
tiempo tenga una PAPR menor. La extensio´n de la constelacio´n de esta forma no afecta a la
distancia mı´nima de la constelacio´n y, consecuentemente, no se experimenta degradacio´n en
la BER del sistema. Adema´s, no hay pe´rdida en la tasa de transmisio´n de datos porque no se
requiere la transmisio´n de informacio´n de control. Sin embargo, se introduce un incremento
de la energ´ıa por s´ımbolo.
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El objetivo principal de esta Tesis es proponer varios algoritmos de reduccio´n de la PAPR,
basados en te´cnicas CE. Por un lado, como primer objetivo (cap´ıtulo 4) se presentan algo-
ritmos eficientes en energ´ıa, que se consiguen al combinar adecuadamente un esquema CE,
basado en me´trica, con secuencias piloto. Dicha combinacio´n deja tres posibles arquitecturas
de implementacio´n dependiendo del orden en que se usa cada algoritmo. Se determina la
arquitectura que proporciona un compromiso adecuado entre reduccio´n de la PAPR y com-
plejidad, esta u´ltima medida en te´rminos del nu´mero de ciclos adicionales del procesador
(que se traducen en energ´ıa consumida) que se requieren para procesar la reduccio´n de la
PAPR. Adema´s, se demuestra que las tres arquitecturas propuestas demandan una energ´ıa
por s´ımbolo menor que otras te´cnicas CE, si se insertan adecuadamente las secuencias piloto
en el s´ımbolo OFDM
Por otro lado, como segundo objetivo se presentan los esquemas de reduccio´n de la PAPR,
basados en te´cnicas CE, que se formulan como problemas de optimizacio´n (cap´ıtulo 5). Se
propone una solucio´n o´ptima, en te´rminos de reduccio´n de la PAPR, llamada algoritmo
GBDCE (Generalized Benders Decomposition for Constellation Extension), el cual se plantea
como un problema no lineal mixto-entero (MINLP - Mixed Integer Non-Linear Programming)
y que sirve como cota inferior de referencia para comparar con otras te´cnicas CE. Adema´s, se
proponen los algoritmos subo´ptimos: BBCE (Branch-and-Bound for Constellation Extension)
que se formula como un problema de programacio´n entera, y DCE (Dynamic Constellation
Extension) que combina un esquema BBCE con un algoritmo basado en me´trica. El objetivo
de ambos algoritmos subo´ptimos es reducir la complejidad del algoritmo o´ptimo.
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ABSTRACT
OFDM (Orthogonal Frequency Division Multiplexing) modulation is a multicarrier trans-
mission technique that, due to its important advantages, has been widely used in many wi-
deband communication standards. However, one of the major drawbacks of the transmitted
OFDM signal is the infrequent high peak power with respect to average power, which is known
in the literature as the PAPR (Peak-to-Average Power Ratio) problem in OFDM systems.
When the signal with high PAPR passes through an HPA (High Power Amplifier), it
suffers from saturation, which causes both out-of-band radiation, that affects the adjacent
channels, and in-band radiation, which produces rotation, attenuation and shift of the signal,
that increases the BER (Bit Error Rate). In order to address the PAPR problem, the OFDM
signal must be manipulated.
One of the most promising PAPR techniques is CE (Constellation Extension), that intelli-
gently moves certain outer constellation points of the OFDM signal in the frequency domain,
in such way that the OFDM signal in the time domain has a lower PAPR. The constellation
extension in this way does not affect the minimum distance of the constellation, and BER
degradation is not consequently experienced by the system. Moreover, there is no user’s data
rate loss because these methods do not require side information. Nevertheless, they introduce
an increase in the energy per symbol.
The main aim of this Thesis is to propose several PAPR reduction algorithms, based on
CE techniques. On one side, the fist objective (chapter 4) is to present an energy efficient
algorithm, which consists in the adequate combination of a metric-based CE technique with
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pilot sequences. The combination allows three possible implementation architectures, depen-
ding on the order of use of the algorithms. It has been determined the architecture that
provides an adequate trade-off between PAPR reduction and complexity, the latter measured
in number of additional CPU cycles (which translates into energy consumption) needed to
perform the PAPR reduction. Moreover, the three proposed architectures require less energy
per symbol than other CE techniques, if the pilot sequences are appropriately inserted in the
OFDM symbol.
On the other side, the second objective is to present CE based algorithms, which are
formulated as an optimization problem (chapter 5). The optimal solution, in terms of PAPR
reduction is called GBDCE (Generalized Benders Decomposition for Constellation Extension)
algorithm. GBDCE is formulated as a MINLP (Mixed Integer Non-Linear Programming) pro-
blem, and it turns out to be a lower bound for CE schemes and provides a benchmark to
compare with other CE technique. Moreover, two suboptimal algorithms are proposed: BBCE
(Branch-and-Bound for Constellation Extension), which is formulated as Integer Program-
ming, and DCE (Dynamic Constellation Extension), that combines a BBCE scheme with a
metric-based algorithm. The objetive of both suboptimal algorithms is to reduce the GBDCE
complexity.
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CAP´ITULO 1
INTRODUCCIO´N
El objetivo principal de esta Tesis es buscar te´cnicas de reduccio´n de la PAPR1(Peak-to-
Average Power Ratio) en los sistemas OFDM2 (Orthogonal Frequency Division Multiplexing).
Con esta finalidad se derivara´n algunos algoritmos basados en la extensio´n de cierto puntos
externos de la constelacio´n que forman el s´ımbolo OFDM en el dominio de la frecuencia de
tal manera que la PAPR se reduzca. El presente cap´ıtulo muestra, por una parte las razones
que motivan esta investigacio´n, los objetivos a lograr, as´ı como los antecedentes y trabajos
previos relacionados con el problema aqu´ı analizado. Por otra parte, se describe la estructura
de esta Tesis y sus principales contribuciones.
1.1. Motivacio´n y objetivos
La modulacio´n OFDM es una te´cnica de transmisio´n multiportadora, que debido princi-
palmente a sus grandes ventajas como son, la robustez frente al multitrayecto, sencillez en
el receptor y su alta eficiencia espectral, es extensamente utilizada en varios esta´ndares de
comunicaciones de banda ancha, tales como la televisio´n (DVB-T - Digital Video Broadcas-
ting - Terrestrial) y audio digital (DAB - Digital Audio Broadcasting), en comunicaciones
inala´mbricas como WiFi (Wireless Fidelity) y WiMAX (Worldwide Interoperability for Mi-
1El acro´nimo PAPR, que se utiliza extensamente en la literatura, puede traducirse del ingle´s como Relacio´n
Potencia Pico - Potencia Promedio
2El acro´nimo OFDM se traduce del ingle´s como Multiplexacio´n por Divisio´n en Frecuencia Ortogonal
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crowave Access), en comunicaciones mo´viles como LTE (Long Term Evolution) y tambie´n
es parte del conjunto de tecnolog´ıas de transmisio´n DSL (Digital Suscriber Line). En los
u´ltimos an˜os, todo este conjunto de tecnolog´ıas han ido transformando la calidad de vida
de la sociedad en general, ya que permiten la conexio´n de millones de personas en todo el
mundo, ayudan al desarrollo del capital humano, mejoran la asistencia sanitaria, y adema´s,
permiten el uso de servicios multimedia a gran velocidad, entre otros. Sin embargo, uno de
los principales inconvenientes que presenta la modulacio´n OFDM en el lado transmisor es la
presencia ocasional de grandes picos en su potencia instanta´nea con respecto a su potencia
media, que se conoce en la literatura como el problema de la PAPR. Dicho problema se debe
a que las subportadoras con ide´ntica fase podr´ıan llegar a sumarse.
Al pasar la sen˜al con PAPR elevada por el amplificador de alta potencia (HPA - High
Power Amplifier) se produce saturacio´n del dispositivo, provocando radiacio´n fuera de banda,
que afecta a las bandas adyacentes, y radiacio´n dentro de banda, que resulta en rotacio´n,
atenuacio´n y desplazamiento de la sen˜al, provocando un incremento en la tasa de error de
bit (BER - Bit Error Rate). Para contrarrestar estos efectos, la solucio´n convencional es
hacer trabajar al HPA por debajo de su punto de saturacio´n, lo que se traduce en pe´rdidas
en la eficiencia del terminal o´ que dicho dispositivo tenga un margen dina´mico mayor, que
resulta en equipos de coste mayor. Por tanto, evitar que aparezca dicha radiacio´n reduciendo
la PAPR de la sen˜al OFDM transmitida con algu´n tipo de manipulacio´n en la sen˜al es un
campo de estudio importante.
En la literatura se ha discutido ampliamente la reduccio´n de la PAPR a trave´s de te´cnicas
que podr´ıan o no involucrar distorsio´n de la sen˜al. La te´cnica ma´s simple e intuitiva es
Recorte y Filtrado (CAF - Clipping and Filtering), que consiste en recortar y filtrar varias
veces la sen˜al antes de ser amplificada. Sin embargo, este procedimiento es un proceso no
lineal que introduce distorsiones indeseables en la sen˜al. Como mejoras a este esquema se han
propuesto PW (Peak Windowing) y CTs (Companding Transforms), que son te´cnicas tambie´n
consideradas como procesos no lineales. Todas e´stas te´cnicas pueden reducir la PAPR, pero
al realizar procesos no lineales introducen radiacio´n dentro y fuera de banda, degradando la
tasa de error de bit.
Por otro lado, existen te´cnicas sin distorsio´n de la sen˜al que consisten en procesar la
sen˜al OFDM para crear un conjunto de secuencias que representan la misma informacio´n
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pero con una PAPR menor. Dentro de este grupo se incluyen te´cnicas como SLM (SeLected
Mapping), PTS (Partial Transmit Sequences), TR (Tone Reservation), TI (Tone Injection) y
Codificacio´n (Coding), que son esquemas que podr´ıan requerir la transmisio´n de informacio´n
adicional hacia el receptor para control, lo que se deriva en una disminucio´n indeseable en la
tasa de transmisio´n de datos. Adema´s, es imprescindible la proteccio´n de dicha informacio´n
de control en su transporte. En el caso de los me´todos de Codificacio´n, e´stos demandan una
gran carga computacional para efectuar la bu´squeda de la palabra co´digo adecuada y, adema´s,
requieren grandes tablas de almacenamiento para la codificacio´n y decodificacio´n. Dentro de
esta categor´ıa de te´cnicas sin distorsio´n, tambie´n se hallan los esquemas que buscan modificar
los puntos de la constelacio´n de la sen˜al en el dominio de la frecuencia, llamados en esta Tesis
te´cnicas CS (Constellation Shapping), de manera que los picos se reduzcan. En este caso no
hay pe´rdida en la tasa de informacio´n, pero pueden introducir un incremento en la energ´ıa
de bit por s´ımbolo. Finalmente, se tiene el esquema OPS (Ortoghonal Pilot Sequences) que
usa la rejilla 2D-PSAM (Two-Dimensional Pilot-Symbol Assisted Modulation) que se emplea
usualmente en la estimacio´n de canales OFDM coherentes. Las secuencias piloto se usan tanto
para estimar el canal como para reducir los picos de la sen˜al.
En las te´cnicas CS, se pueden mover los puntos de la constelacio´n de diferentes formas,
dando como resultado dos categor´ıas diferentes. Primero, esta´n aquellos esquemas que mueven
los puntos de la constelacio´n dentro de un error permitido, llamados en la literatura como
te´cnicas CCS (Constrained Constellation Shapping); estas propuestas consiguen una buena
reduccio´n de la PAPR a costa de degradar la BER. En segundo lugar, esta´n los esquemas
CE (Constellation Extension) que desplazan hacia afuera solamente los puntos externos de
la constelacio´n para evitar un incremento en la BER. Por este motivo, estas te´cnicas CE son
muy atractivas.
La clave de las te´cnicas CE es mover inteligentemente ciertos puntos externos de la cons-
telacio´n del s´ımbolo OFDM en el dominio de la frecuencia, de tal forma que la sen˜al en el
dominio del tiempo tenga una PAPR menor. Este procedimiento no afecta a la distancia
mı´nima de la constelacio´n y, por tanto, no se experimenta degradacio´n en la BER. Adema´s
no hay pe´rdida en la tasa de transmisio´n de datos porque no se requiere la transmisio´n de
informacio´n de control. Sin embargo, incrementan la energ´ıa de bit por s´ımbolo.
A la vista de lo anterior, esta Tesis se enmarca dentro de las te´cnicas CE, que solamente
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mueven los puntos externos de la constelacio´n para no degradar la BER. En este sentido, se
plantea como objetivo principal desarrollar diferentes algoritmos, basados en la extensio´n de
los puntos externos de la constelacio´n, para la reduccio´n de la PAPR de los sistemas OFDM.
Este objetivo general se concreta en dos objetivos que se detallan a continuacio´n.
El primer objetivo de esta Tesis es proponer nuevas te´cnicas basada en CE eficiente en
energ´ıa, que se consiguen al combinar adecuadamente un esquema CE, basado en me´trica,
con secuencias piloto. Dicha combinacio´n dan lugar a tres posibles arquitecturas de imple-
mentacio´n dependiendo del orden en que se usa cada algoritmo. Cada una de las arquitecturas
propuestas se evalu´a en te´rminos de reduccio´n de la PAPR y de complejidad desde el punto
de vista de las operaciones adicionales que se realizan en el procesador para llevar a cabo el
algoritmo de reduccio´n de la PAPR. Se determina la arquitectura que proporciona un com-
promiso adecuado entre reduccio´n de la PAPR y complejidad. Adema´s, en la propuesta se
considera la eficiencia energe´tica desde dos puntos de vista: primero, debido a que se obtiene
una reduccio´n de la energ´ıa transmitida, comparado con otras te´cnicas CE, si se insertan
adecuadamente las secuencias piloto en el s´ımbolo OFDM; y, segundo, porque se demuestra
que dos de las arquitecturas propuestas consiguen emplear un nu´mero de ciclos de procesador
menor (que se traducen en menor energ´ıa consumida) que otras te´cnicas conocidas como por
ejemplo BSLM (Blind - SLM).
Como segundo objetivo se presentan varios esquemas de reduccio´n de la PAPR, basados
en te´cnicas CE, cuyas soluciones se formulan como problemas de optimizacio´n. Por un lado,
se presenta una solucio´n o´ptima, en te´rminos de reduccio´n de la PAPR, llamado algoritmo
GBDCE (Generalized Benders Decomposition for Constellation Extension), el cual se plantea
como un problema No Lineal Mixto-Entero (MINLP - Mixed Integer Non-Linear Program-
ming) y que sirve como cota inferior de referencia para comparar con otras te´cnicas CE.
Adema´s, se proponen los algoritmos subo´ptimos: BBCE (Branch-and-Bound for Constella-
tion Extension) y DCE (Dynamic Constellation Extension) que buscan reducir la complejidad
del algoritmo o´ptimo.
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1.2. Estructura y contribuciones cient´ıficas asociadas a la Te-
sis
La presente Tesis se articula en torno a cinco cap´ıtulos. Tras concluir el que ahora ocupa,
en el cap´ıtulo 2 se realiza una revisio´n de conceptos ba´sicos relacionados con la modulacio´n
OFDM, los cuales resultan de especial relevancia para entender los siguientes cap´ıtulos de este
trabajo, como son: las caracter´ısticas de la transmisio´n y recepcio´n de las sen˜ales OFDM, las
limitaciones de esta modulacio´n y finalmente, los esta´ndares que consideran a la modulacio´n
OFDM como parte de su capa f´ısica.
En el cap´ıtulo 3 se hace hincapie´ en el problema de la PAPR de los sistemas OFDM, se
detallan las diferentes me´tricas de evaluacio´n de los picos de potencia presentes actualmente;
inmediatamente, se presenta el estado del arte con una completa revisio´n de todos los esque-
mas existentes en la literatura para la reduccio´n de la PAPR de los sistemas OFDM, donde
en cada uno de ellos, se enumerara´n sus ventajas e inconvenientes, adema´s de sus u´ltimos
avances.
Las principales contribuciones se exponen en los cap´ıtulos 4 y 5, en los cuales se plantean
diferentes algoritmos de reduccio´n de la PAPR, basados en la extensio´n de la constelacio´n.
Las aportaciones en cada uno de ellos se explican a continuacio´n en un breve resumen:
Cap´ıtulo 4
Este cap´ıtulo considera la extensio´n de ciertos s´ımbolos del conjunto que forman la
constelacio´n ayudada por secuencias piloto ortogonales, para conseguir una propuesta
eficiente en energ´ıa. Primero, se plantea un esquema OPS (Orthogonal Pilot Sequences)
de baja complejidad en su implementacio´n, llamado LC-OPS (Low-Complex Orthogo-
nal Pilot Sequences), que se consigue al trasladar el procesado de OPS al dominio del
tiempo, con lo que el transmisor OFDM evita el ca´lculo de (M − 1) operaciones IDFTs
(Inverse Discrete Fourier Transform) comparado con la te´cnica original OPS. Segun-
do, en la propuesta del esquema eficiente en energ´ıa, se usa un esquema CE simple,
basado en el ca´lculo de una me´trica, llamado SAP (Simple Amplitude Predistortion), y
ayudado por el algoritmo LC-OPS. De esta combinacio´n se obtienen tres arquitecturas
diferentes de implementacio´n dependiendo del orden en que se usa cada algoritmo (SAP
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y LC-OPS). Se analiza cada arquitectura en te´rminos de la reduccio´n de la PAPR y de
la complejidad adicional introducida al procesar un esquema de reduccio´n de la PAPR.
La finalidad es determinar la arquitectura que proporciona un mejor rendimiento con
menor complejidad. Adema´s, se demuestra que las tres arquitecturas son eficientes en
energ´ıa transmitida, ya que con la ayuda de las secuencias piloto se requiere un fac-
tor de extensio´n de menor valor, lo que se traduce en menor energ´ıa transmitida por
s´ımbolo OFDM; asimismo dos de las arquitecturas propuestas son eficientes en coste
computacional, ya que el nu´mero de operaciones adicionales que se llevan a cabo tanto
en el lado del transmisor como del receptor, al procesar la te´cnica de reduccio´n de la
PAPR, es menor que otros algoritmos como BSLM.
Las publicaciones que se han derivado de esta investigacio´n son:
• Martha C. Paredes Paredes, M. Julia Ferna´ndez-Getino Garc´ıa, “Energy Efficient
Peak Power Reduction in OFDM with Amplitude Predistortion aided by Ortho-
gonal Pilots”, IEEE Transactions on Consumer Electronics, vol.59, no.1, pp.45-53,
Febrero 2013.
• Martha C. Paredes Paredes, M. Julia Ferna´ndez-Getino Garc´ıa, “Comparison of
Architectures for PAPR reduction in OFDM combining Pilot Symbols with Cons-
tellation Extension”, IEEE European Conference, EUROCON 2013, pp.391-398,
Zagreb (Croacia), 1-4 Julio 2013.
Cap´ıtulo 5
En el cap´ıtulo 5, se presenta un novedoso esquema de reduccio´n de la PAPR basado en la
extensio´n de ciertos puntos externos del conjunto que forman la constelacio´n del s´ımbolo
OFDM. Aqu´ı, la reduccio´n de la PAPR se considera como un problema de minimizacio´n,
que se formula como un problema No Lineal Mixto-Entero (MINLP - Mixed Integer
Non-Linear Programming), donde la solucio´n o´ptima consiste en encontrar (1) aquellos
s´ımbolos en el dominio de la frecuencia que se deben extender y (2) el correspondiente
factor de extensio´n para todo el conjunto de puntos extendidos.
Para resolver el problema MINLP formulado, se usa el me´todo GBD (Generalized Ben-
ders Decomposition), que consiste en generar dos secuencias de actualizacio´n que con-
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vergen dentro de un valor predeterminado, una de las secuencias resuelve el problema
para la variable continua, fijando las variables enteras, mientras que la otra secuencia
busca resolver el problema de las variables enteras, fijando la variable continua dada en
la secuencia anterior. El algoritmo o´ptimo propuesto se denomina GBDCE (Generalized
Benders Decomposition Constellation Extension) y su finalidad es proporcionar un cota
inferior de comparacio´n con otras te´cnicas CE, que no estaba disponible hasta ahora.
A pesar de que GBDCE es un algoritmo con una significante reduccio´n de la PAPR, e´ste
presenta una complejidad considerable debido principalmente a su proceso secuencial,
motivo por el cual, se plantean los esquemas subo´ptimos: BBCE (Branch-and-Bound
for Constellation Extension) y DCE (Dynamic Constellation Extension).
El algoritmo BBCE transforma el problema MINLP en un problema de programacio´n
entero (IP - Integer Programming) para lo cual se restringe los valores del factor de
extensio´n a un conjunto finito de valores. El problema se resuelve a trave´s del me´todo
BB (Branch-and-Bound).
El esquema DCE busca un compromiso adecuado entre reduccio´n de la PAPR y tiempo
de procesamiento a trave´s del uso de un algoritmo de dos ramas. Hace uso del algoritmo
BBCE, pero en el caso poco probable de que e´ste presente una lenta convergencia, DCE
conmuta a la otra rama, donde se ejecuta un algoritmo menos eficiente en te´rminos de
reduccio´n de la PAPR pero con mucho menor tiempo de procesamiento. As´ı, se consigue
reducir el tiempo de procesamiento y obtener una buena reduccio´n de la PAPR. El
disen˜o de DCE se realiza desde dos puntos de vista: primero basa´ndose en restricciones
en el tiempo de procesamiento dado por las limitaciones pra´cticas y, segundo, basado
en restricciones en la reduccio´n de la PAPR.
Como resultado de esta investigacio´n, se presentan las siguientes publicaciones:
• Martha C. Paredes Paredes, J. Joaqu´ın Escudero-Garza´s and M. Julia Ferna´ndez-
Getino Garc´ıa, “PAPR reduction via Constellation Extension in OFDM systems
using Generalized Benders Decomposition and Branch and Bound techniques”,
IEEE Transactions on Vehicular Technology, en proceso de revisio´n, 2014.
• Martha C. Paredes Paredes, J. Joaqu´ın Escudero-Garza´s and M. Julia Ferna´ndez-
Getino Garc´ıa, “Dynamic Constellation Extension based on Branch and Bound
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algorithm for PAPR reduction in an OFDM signal”, IEEE Transactions on Con-
sumer Electronics, enviado, 2014.
Para finalizar, en el cap´ıtulo 6 se resumen las principales conclusiones que se extraen de
la Tesis y las l´ıneas futuras de investigacio´n.
Adicionalmente, los ape´ndices completan algunos aspectos relevantes de esta Tesis.
CAP´ITULO 2
PRINCIPIOS DE OFDM
Las te´cnicas de modulacio´n multiportadora (multicarrier) tienen su origen en el concepto
de particio´n de canal, que consiste en dividir el canal de banda ancha en un conjunto de
varios subcanales paralelos de banda estrecha idealmente independientes.
OFDM es un caso especial de las modulaciones multiportadora, ampliamente utilizado
en muchos esta´ndares de comunicaciones debido a que ofrece varias ventajas como son: la
flexibilidad, sencillez y robustez. Pero la sen˜al transmitida, adolece de grandes fluctuaciones
en su envolvente, lo que ocasiona una reduccio´n del rendimiento de los amplificadores de alta
potencia (HPA - High Power Amplifier).
Este cap´ıtulo presenta una breve revisio´n de los sistemas OFDM. Se inicia con una ra´pida
descripcio´n histo´rica de las modulaciones multiportadora y su evolucio´n hacia OFDM, segui-
damente se presenta el concepto de particio´n del canal y despue´s los principios ba´sicos de
transmisio´n y recepcio´n. Adema´s, se analizan las limitaciones que presenta la sen˜al OFDM.
Finalmente, se comentan los diferentes esta´ndares que consideran a OFDM como parte de su
capa f´ısica.
Con este cap´ıtulo se pretende describir conceptos ba´sicos de OFDM que servira´n para
entender los cap´ıtulos siguientes; si se desea conocer ma´s detalles de la informacio´n propor-
cionada se puede continuar en las referencias citadas.
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2.1. Revisio´n histo´rica
Se presume que la idea de OFDM nace con la te´cnica Multiplexacio´n por Divisio´n en
Frecuencia (FDM - Frequency Division Multiplexing), cuando las compan˜´ıas de telegraf´ıa
buscaban la transmisio´n de forma simulta´nea de varios canales de informacio´n sin interferen-
cia.
Los primeros sistemas que utilizaron una modulacio´n multiportadora (de forma muy ru-
dimentaria) fueron los sistemas militares en comunicaciones con enlaces de HF (High Fre-
quency) a finales de los an˜os 50 y principios de los 60. En 1958, el mo´dem Kineplex, desa-
rrollado por Collins Radio Co. [Doelz et al., 1957], presento´ un esquema de 20 tonos que
se espaciaban a intervalos de frecuencia casi iguales a la tasa de la sen˜al, para que la se-
paracio´n en el receptor fuera ma´s fa´cil de realizar. El mo´dem Kineplex fue seguido por el
AN/GSC-10, tambie´n conocido como mo´dem Kathryn, desarrollado por General Atronics
Corp. [Zimmerman and Kirsch, 1967], cuyo disen˜o permit´ıa ajustar diferentes esquemas de
codificacio´n y modulacio´n en las diferentes subportadoras. En 1965, P. Bello describio´ la
respuesta del mo´dem Kathryn para canales deficientes incluyendo el uso de un intervalo de
tiempo de guarda [Bello, 1965].
En 1964, J. Holsinger, en un informe te´cnico del Laboratorio de Investigacio´n Electro´nica
del MIT (Massachusetts Institute of Technology), propuso un mo´dem que se aproximaba a
la capacidad descrita por Shannon, mediante el “water-pouring” [Holsinger, 1964]. Posterior-
mente, R. Gallager, tambie´n del MIT, agrego´ el rigor matema´tico necesario y lo popularizo´
bajo el te´rmino de “water-filling”[Gallager, 1968].
La primera publicacio´n oficial de una transmisio´n multiportadora OFDM data de 1966,
cuando R. Chang de Laboratorios Bell, publico´ su trabajo “Synthesis of band-limited ortho-
gonal signals for multichannel data transmission” [Chang, 1966], que luego fue patentado en
1970 [Chang, 1970]. Chang presento´ un nuevo esquema para conseguir la transmisio´n simul-
ta´nea de sen˜ales a trave´s de canales de banda limitada sin reducir la velocidad de los datos
y cancelando completamente la interferencia entre s´ımbolos (ISI - Inter Symbol Interference)
y la interferencia inter subportadora (ICI - Inter Carrier Interference). Un an˜o ma´s tarde
Saltzberg exploro´ los resultados de Chang y los extendio´ para los datos complejos OQAM
(Offset Quadrature Amplitude Modulation) [Saltzberg, 1967].
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Pocos an˜os despue´s de estas publicaciones S. B. Weinstein y P. M. Ebert de Laborato-
rios Bell, hicieron una gran contribucio´n en el desarrollo de OFDM. Probaron que, tanto la
modulacio´n como la demodulacio´n multiportadora puede ser obtenida usando la Transfor-
mada Discreta de Fourier (DFT - Discrete Fourier Transform) [Weinstein and Ebert, 1971].
Con esto se consiguio´ una implemetacio´n en banda base completamente digital, eliminando
los bancos de osciladores de cada subportadora tanto del transmisor como del receptor. As´ı,
se redujo significativamente la complejidad en la implementacio´n superando las dificultades
f´ısicas como: sincronizacio´n de todos los osciladores, ruido de fase, etc. Para combatir la ISI
e ICI, los autores sugirieron usar tanto un intervalo de guarda como un enventanado de tipo
coseno alzado.
Otro gran escalo´n en la historia de OFDM se dio en 1980, cuando Peled y Ruiz de IBM
resolvieron el problema de la ortogonalidad introduciendo una extensio´n c´ıclica del s´ımbolo
OFDM [Peled and Ruiz, 1980], actualmente conocida como prefijo c´ıclico (CP - Cyclic Pre-
fix ). La propuesta consiste en sustituir las bandas de guarda vac´ıas por la extensio´n c´ıclica.
Con esto se consigue convertir la convolucio´n lineal del canal en una convolucio´n circular; as´ı
se mantiene la ortogonalidad de las subportadoras cuando la sen˜al atraviesa un canal cuya
duracio´n es menor a la extensio´n c´ıclica.
Durante estos an˜os, se han presentado varias contribuciones como la de Keasler de la
Universidad de Illinois, bajo la licencia de Gandalf Technologies en 1970, Hirosaki de NEC
en 1987, en los an˜os 90 las contribuciones de Baran de Telebit y, de Mallory y Chaffee de
IMC [Cioffi, 2001]. En 1985, L. Cimini de Laboratorios Bell puso en pra´ctica un transmisor
OFDM sobre canales de radio mo´viles con desvanecimiento ra´pido [Cimini, 1985].
El u´ltimo impulso que popularizo´ las transmisiones multiportadora se dio a comienzos de
1990, cuando se abordaron muchos problemas pra´cticos propios de la te´cnica multiportado-
ra con una solucio´n digitalmente implementable bajo el nombre de Modulacio´n Multitono
Discreto (DMT - Discrete MultiTone). DMT fue creado por un grupo de investigadores de
la Universidad de Stanford y Amati Communications Corp. bajo la direccio´n de John Cioffi
[Cioffi, 2001]. Varias compan˜´ıas de telecomunicaciones y el ANSI (American National Stan-
dards Institute) organizaron unas olimpiadas para decidir el mejor me´todo de transmisio´n
para la L´ınea Digital del Abonado (DSL - Digital Subscriber Line). El ganador fue DMT,
la tecnolog´ıa de mu´ltiples portadoras, que resulto´ ser ma´s ra´pida y ma´s eficiente que otras
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te´cnicas. Finalmente, DMT fue puesto en marcha a las 4:10 pm del 10 de marzo de 1993
sobre casi mil millones de l´ıneas telefo´nicas de par de cobre para transportar un gran flujo de
sen˜ales digitales [Cioffi, 2001].
A partir de ese momento, compan˜´ıas de todo el mundo han lanzado soluciones basadas
en modulaciones multiportadora DMT y OFDM. Actualmente, existen mu´ltiples esta´ndares
en los que se utiliza alguna modulacio´n multiportadora como se revisara´ brevemente en el
apartado 2.6.
Cabe aclarar que se han acun˜ado dos nomenclaturas diferentes para las modulaciones
multiportadora, a saber: OFDM y DMT. El primero es la versio´n de modulaciones multipor-
tadora usado en sistemas radio, mientras que el segundo, DMT, es usado para transmisiones
a trave´s de medios guiados.
2.2. Modulacio´n multiportadora
Todas las modulaciones multiportadora se fundamentan en el concepto de particio´n del
canal (channel partitioning), cuya idea se ilustra en la Fig. 2.1. Aqu´ı, el ancho de banda dis-
ponible, BW [Hz], se divide en un conjunto de N subcanales paralelos, teo´ricamente indepen-
dientes entre s´ı [Cioffi, 2001], de forma que el flujo de bits se reparte entre dichos subcanales
(a los que en la literatura se denomina subportadoras (subcarriers) [Bingham, 1990]) que
modulan su informacio´n de forma separada.
Ch. 1 Ch. 2 . . . Ch. N
BW
Canal
Figura 2.1: Concepto de particio´n del canal, donde los s´ımbolos son transmitidos simulta´neamente
usando varias subportadoras.
La particio´n del canal o´ptima, en tiempo continuo, usa un conjunto de autofunciones orto-
normales (orthonormal eigenfunction) [Cioffi, 2001] como funciones base que son generalmen-
te dif´ıciles de calcular para periodos de s´ımbolo finitos y no se usan en aplicaciones pra´cticas,
por lo que a continuacio´n se describe la particio´n del canal en tiempo discreto, asumiendo para
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este caso que los efectos combinados de los filtros de transmisio´n/recepcio´n y del canal pue-
den ser aproximados mediante un filtro de Respuesta al Impulso Finita (FIR - Finite Impulse
Response). Esta descripcio´n no es exacta, pero puede ser una consideracio´n cercana siempre
que el nu´mero de muestras a la entrada y salida del canal sean suficientemente grandes, que
permitan alcanzar una buena estimacio´n en tiempo y frecuencia [Schmidl and Cox, 1997] y
[Moose, 1994].
Se puede considerar al esquema de la Fig. 2.2 como una estructura ba´sica de una comu-
nicacio´n multiportadora, de longitud finita (nu´mero de subportadoras finito). Se asume un
canal invariante en el tiempo. Usualmente, en los sistemas de comunicaciones pra´cticos la
transmisio´n se lleva a cabo de una manera continua; cada s´ımbolo de N muestras es seguido
por otro de N y as´ı sucesivamente, por lo tanto el super´ındice (·)` indica que el s´ımbolo
`-e´simo es transmitido. Una vez que los datos a ser transmitidos se transforman de serie a
paralelo (S/P), cada bloque de datos se mapea en un vector de N s´ımbolos complejos, per-
tenecientes a una constelacio´n con densidad B = 2b, donde b indica el nu´mero de bits por
s´ımbolo. Estos s´ımbolos complejos se pueden expresar como un vector en el dominio de la
frecuencia, x˜` = [x˜`(0), . . . , x˜`(N − 1)]T , donde el super´ındice (·)T significa transpuesto y
x˜`(k) denota el s´ımbolo complejo en la subportadora k-e´sima (0 ≤ k ≤ N − 1) transmitido
en el bloque `-e´simo. El vector de la sen˜al modulada x` = [x[0], . . . , x[N − 1]]T , en el dominio
del tiempo, esta´ dado por la expresio´n,
x` =
N−1∑
k=0
mkx˜
`(k) = Mx˜` (2.1)
donde M es una matriz de taman˜o N ×N construida a partir del conjunto de vectores base
de transmisio´n (transmit basis vectors) mk como columnas con k = {0, . . . , N − 1}.
M = [m0 . . .mk . . .mN−1] (2.2)
El vector de datos transmitidos x`, agrupa las muestras en un vector de taman˜o 1 ×
(N + v), donde v es la duracio´n de la respuesta al impulso del canal. Entonces, x` =
[x`[−v], . . . , x`[−1], x`[0], . . . , x`[N−1]]T , donde las muestras de datos son x`[0], . . . , x`[N−1]
y las v muestras x`[−v], . . . , x`[−1] se an˜aden al inicio del s´ımbolo de datos como Intervalo
de Guarda (GI - Guard Interval).
En el receptor, el vector recibido en el dominio del tiempo, y` =
[
y`[0], . . . , y`[n− 1]]T ,
representa la relacio´n entrada-salida a trave´s de un canal de comunicaciones, la cual se puede
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x˜`(k)
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Figura 2.2: Estructura ba´sica de un sistema de comunicacio´n multiportadora.
expresar de la siguiente forma matricial,
y` = Hx` + w` (2.3)
donde
H =

h0 h1 . . . hv 0 0 . . . 0
0 h0 h1 . . . hv 0 . . . 0
...
. . .
. . .
. . .
. . .
. . .
. . .
...
0 0 . . . 0 h0 h1 . . . hv
 (2.4)
es la matriz del canal invariante en el tiempo, en tiempo discreto, de taman˜o N × (N + v)
construida a partir de h = [h0, . . . , hv]
T que representa la respuesta al impulso del canal en
representacio´n compleja banda base. El ruido introducido por el canal se representa por el
vector de N × 1 muestras, w` = [w`[0], . . . , w`[N − 1]]T .
En el receptor, las primeras v muestras recibidas, y`[−v], . . . , y`[−1], se ignoran debi-
do a que son corrompidas por las u´ltimas v muestras del bloque anterior, y las siguien-
tes N muestras y`[0], . . . , y`[N − 1] se almacenan en un vector de N × 1 muestras, y` =[
y`[0], . . . , y`[N − 1]]T , para ser demoduladas utilizando la expresio´n (2.5), y obtener la sen˜al
en el dominio de la frecuencia.
y˜` = FHy` (2.5)
donde FH es una matriz construida a partir de los vectores base de recepcio´n (receive basis
vectors) fHk , k = {0, . . . N − 1} como fila, donde el super´ındice (·)H significa Hermı´tica y y˜`
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es un vector de taman˜o N × 1 que recoge las muestras de la sen˜al recibida en el dominio de
la frecuencia.
FH =

fH0
fH1
. . .
fHk
. . .
fHN−1

(2.6)
La representacio´n completa de la relacio´n entrada-salida, en el dominio de la frecuencia,
que se ilustra en la Fig. 2.2, esta´ dada por la siguiente ecuacio´n,
y˜` = FHy` = FH(Hx` + w`) = FHHMx˜` + FHw` (2.7)
Existen diferentes formas de construir las matrices M y F, lo que deja varias posibilidades
de estructuras multiportadora. El principal objetivo es obtener una divisio´n del canal perfecta,
lo que significa crear losN canales independientes, es decir, que el vector recibido en el dominio
de la frecuencia y˜` pueda ser expresado en funcio´n del vector de transmisio´n, tambie´n en el
dominio de la frecuencia, x˜` y por tanto la ec. (2.7) pueda ser simplificada a N ecuaciones
escalares. Para el caso simple de un canal sin memoria, h = [h0, 0, . . . , 0], escoger M como una
matriz ortogonal resulta en una particio´n del canal perfecta, esto es, M−1 = MH y F = M,
como se puede observar en (2.8), donde las muestras de ruido w`(k) son muestras gaussianas
independientes e ide´nticamente distribuidas (i.i.d.).
y˜`(k) = h0x˜
`(k) + w`(k), k = {0, . . . , N − 1} (2.8)
Para canales no triviales, se han propuesto una gran variedad de estructuras multipor-
tadora, cada una con diferentes vectores base. Existen dos estructuras asinto´ticamente o´pti-
mas llamadas Vector Codding [Kasturia et al., 1990] y DMT/OFDM [Peled and Ruiz, 1980],
[Cimini, 1985], [Bingham, 1990], [Ruiz et al., 1992] y [Zou and Wu, 1995]. Otras estructuras
incluyen a vectores base DHT (Discrete Hartley Transform) [Dudevoir, 1989] y la modulacio´n
DWMT (Discrete Wavelet MultiTone) [Tzannes et al., 1994].
DMT y OFDM son los me´todos ma´s comunes de particio´n del canal, an˜adiendo un prefijo
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c´ıclico1 en cada s´ımbolo OFDM transmitido. Con esta restriccio´n la complejidad del trans-
misor y receptor es mucho menor que en el caso de particio´n del canal con VC. Las te´cnicas
multiportadora DMT y OFDM usan la misma matriz de particio´n del canal y so´lo difieren
en el ca´lculo del vector de transmisio´n x˜`. En los moduladores OFDM todos los componen-
tes del vector de datos transmitidos x˜`(k), k = {0, . . . , N − 1} se seleccionan con la misma
distribucio´n. Sin embargo, DMT optimiza la cantidad de energ´ıa y la de bits de cada subpor-
tadora para mejorar el rendimiento de todo el sistema; esta optimizacio´n se llama“bit-loading”
[Cioffi, 2001].
Como se ha mencionado previamente, DMT hace referencia a los esquemas multiporta-
dora para sistemas que usan como medio de transmisio´n el cable, mientras que OFDM es
empleado en sistemas de comunicaciones a trave´s de radio. Sin embargo, DMT y OFDM son
conceptualmente lo mismo, su utilizacio´n para diferentes aplicaciones es arbitrario y se ha ido
adoptando su significado por el a´mbito de la aplicacio´n ma´s que por diferencias en su disen˜o.
2.3. Modulador y demodulador OFDM en tiempo continuo
Los primeros sistemas OFDM no empleaban ni modulacio´n ni demodulacio´n digital. Por
ello, el modelo en tiempo continuo (a trave´s de banco de modulares analo´gicos, tal como se
realizaba en los primeros sistemas) de OFDM puede considerarse como el sistema ideal, que
en la pra´ctica es sintetizado digitalmente. Se iniciara´ este apartado describiendo el modelo
OFDM en tiempo continuo y, a partir de e´l se deducira´ el modelo en tiempo discreto para
dejar claro la particio´n del canal realizada con OFDM.
2.3.1. Modulador OFDM
Como se ha mencionado, OFDM divide el ancho de banda BW [Hz] disponible en N
subportadoras paralelas de igual ancho de banda BW/N [Hz], cada una de ellas asociada a
una frecuencia fk, k = {0, . . . , N − 1} de tal manera que f0 es la frecuencia ma´s baja. La
separacio´n entre las subportadoras consecutivas es ∆f = BW/N [Hz]. El resto de valores
de las frecuencias se obtiene mediante la expresio´n (2.9). Para garantizar la ortogonalidad,
la duracio´n del tiempo de s´ımbolo OFDM, denotado por T [s] viene dado por la relacio´n
1El concepto de prefijo c´ıclico se revisara´ en la seccio´n 2.3.2
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T = 1/∆f = N/BW [s] o un mu´ltiplo de e´ste.
fk = f0 +
k
T
= f0 +
BW
N
k, k = {0, . . . , N − 1} (2.9)
Las funciones base que usa el transmisor son funciones ortogonales dadas por φ`k(t) =
gT (t− `T ), las cuales pueden ser descritas como,
gk(t) =

gT (t)e
j2pifkt, si t ∈ [0, T ]
0, resto
(2.10)
donde gT (t) representa el filtro de transmisio´n con respuesta al impulso de duracio´n T [s] y
es transmitido en las diferentes subportadoras. Para el caso de la sen˜al compleja banda base,
si se considera la ecuacio´n (2.9), las funciones base se pueden reescribir como,
gk(t) =

gT (t)e
j2piBW
N
kt, si t ∈ [0, T ]
0, resto
(2.11)
Para simplificar las expresiones, normalmente se suele considerar el filtro gT (t) como un
pulso rectangular conformando la sen˜al de cada una de las subportadoras, siendo
gT (t) =

1, 0 ≤ t ≤ T
0, resto
(2.12)
La ortogonalidad de las funciones base se debe garantizar para ∀`, cumplie´ndose que∫ ∞
−∞
φk(t) (φk′(t))
∗ (t)dt = 0; k 6= k′ (2.13)
y su norma esta´ dada por
∫∞
−∞ ‖φk(t)‖2dt = T . Para obtener las funciones base ortonormales,
se redefine (2.11) a,
gˆk(t) =

1√
T
ej2pi
BW
N
kt, si t ∈ [0, T ]
0, resto
(2.14)
entonces φˆ`k(t) = gˆT (t− `T ), cumpliendo
∫∞
−∞ ‖φˆ`k(t)‖2dt = 1.
La generacio´n de la sen˜al compleja en banda base x(t) es la suma de las contribuciones
de las N ramas paralelas, donde cada una de las funciones base se genera modulado una
subportadora compleja con el pulso rectangular gT (t), siendo este formato de modulacio´n la
conocida como OFDM. Se debe notar que, para modular la sen˜al OFDM se puede utilizar
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cualquiera de las dos funciones base: ortogonales (φ`k) u ortonormales (φˆ
`
k). Matema´ticamente
la sen˜al compleja banda base x(t) se puede expresar como
x(t) =
1√
T
N−1∑
k=0
∞∑
`=−∞
x˜`(k)ej2pi
BW
N
k(t−`T ), (2.15)
donde se han usado las funciones base ortonormales2, x˜`(k) representa un s´ımbolo complejo
del conjunto que forman la constelacio´n, transportado en la subportadora k-e´sima del s´ımbolo
OFDM `-e´simo.
Para el s´ımbolo `-e´simo, la sen˜al OFDM banda base x`(t) viene dado por,
x`(t) =
N−1∑
k=0
x˜`(k)ej2pi
BW
N
k(t−`Ts). (2.16)
La expresio´n ma´s general de la sen˜al OFDM paso banda transmitida x`PB(t), en funcio´n
de su envolvente compleja x`(t) viene dada por
x`PB(t) = <{x`(t)ej2pifct}
= <{x`(t) cos (2pifct)} − ={x`(t) sen (2pifct)}
= x`R(t) cos (2pifct)− x`I(t) sen (2pifct) (2.17)
siendo fc la frecuencia de la portadora, <{·} y ={·} denotan, respectivamente, la parte real
e imaginaria de la sen˜al .
El esquema de la Fig. 2.3 representa la estructura general de un modulador OFDM en
tiempo continuo, que reu´ne cada uno de los procesos mencionados en los pa´rrafos previos.
La ortogonalidad entre las funciones base garantiza que no exista ISI e ICI, y por tanto,
el espectro de cada una de las subportadoras3 |Φk(f)| se solapan en frecuencia como se indica
en la Fig. 2.4, donde cada uno de ellos esta´ centrado a la frecuencia fk correspondiente.
En recepcio´n la informacio´n que lleva cada subportadora puede ser recuperada debido a la
ortoganalidad de las funciones base.
2La sen˜al x(t) cuando se usa las funciones base ortogonales, esta dada por
x(t) =
N−1∑
k=0
∞∑
`=−∞
x˜`ke
j2piBW
N
k(t−`T )
3Dado por el mo´dulo de la Transformada de Fourier de las funciones base dadas de (2.14) en te´rminos de
la funcio´n sinc(x)
|Φk(f)| = sinc (f − fk)T = sinc
[(
f − k
T
)
T
]
2.3 Modulador y demodulador OFDM en tiempo continuo 19
gT (t) +
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ej2pif(N−1)t
FPB
x˜`(0)
x˜`(k)
x˜`(N − 1)
x`0(t)
x`k(t)
x`(N−1)(t)
x`(t)
Figura 2.3: Modulador OFDM en tiempo continuo.
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Figura 2.4: Espectro de las funciones base correspondientes a las subportadoras k = {0, . . . , 9},
donde se puede observar el solapamiento espectral.
2.3.2. Prefijo c´ıclico
Para obtener una alta eficiencia espectral, es necesario mantener la ortogonalidad entre
las subportadoras a lo largo de toda la transmisio´n. La ortogonalidad se ve afectada cuando
la sen˜al OFDM pasa por un canal dispersivo y con propagacio´n multitrayecto, caracter´ısticas
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t´ıpicas de las comunicaciones inala´mbricas, apareciendo las indeseadas ISI e ICI.
Para que la ISI sea nula [Weinstein and Ebert, 1971] propone el uso de una banda de
guarda al principio de cada uno de los s´ımbolos, y as´ı se evitar´ıa que la cola de un s´ımbolo se
solape con la del siguiente. Sin embargo, si la banda de guarda se deja vac´ıa, no se consigue
mitigar la ICI, debido a que no existe diferencia entera dentro del tiempo de datos entre las
subportadoras del s´ımbolo OFDM enviado. En [Peled and Ruiz, 1980] se presento´ el concepto
del Prefijo C´ıclico (CP - Cyclic Prefix ) o extensio´n c´ıclica que consiste en rellenar la banda de
guarda con una copia de las u´ltimas v muestras del s´ımbolo OFDM, satisfaciendo la condicio´n,
x`−n = x
`
N−n, n = {1, . . . , v} ∀` (2.18)
con esto se consigue una perfecta particio´n del canal DMT/ODFM, como se ha visto en la
seccio´n 2.2.
Con la insercio´n del CP se logra transformar la convolucio´n lineal del canal en una con-
volucio´n c´ıclica. Con esto se mantiene la ortogonalidad siempre que la duracio´n de e´ste sea
mayor que la longitud del canal.
En el modelo de tiempo continuo, el s´ımbolo OFDM de duracio´n Td [s](anteriormente
descrito como T ) se ve incrementado por la duracio´n de la extensio´n c´ıclica Tcp [s], siendo
el nuevo s´ımbolo OFDM de duracio´n T [s] la suma de Td + Tcp; dicha idea se ilustra en la
Fig. 2.5. La insercio´n del prefijo c´ıclico se puede expresar matema´ticamente redefiniendo las
funciones base ortonormales de (2.14) como,
gˆk(t) =

1√
T−Tcp e
j2pifkt, si t ∈ [0, Ts]
0, resto
(2.19)
donde T = N/BW + Tcp [s].
2.3.3. Demodulador OFDM
La respuesta al impulso del canal, definida por la funcio´n h(τ, t), es la respuesta que ex-
perimenta una sen˜al impulso, transmitida en el instante de tiempo t, a trave´s del canal. Esta
funcio´n caracteriza completamente al canal, que es variante en el tiempo, debido principalmen-
te al desplazamiento que sufren los terminales y que considera el efecto del multitrayecto para
un valor concreto de t, mediante τ . Este modelo de canal fue introducido por [Bello, 1963].
2.3 Modulador y demodulador OFDM en tiempo continuo 21
Tcp Td
T
Figura 2.5: Prefijo C´ıclico, donde las u´ltimas muestras son copiadas al inicio del s´ımbolo OFDM.
Para un modelo general, variante en el tiempo, la sen˜al recibida en tiempo continuo y(t) esta´
dada por la convolucio´n de la respuesta al impulso del canal y la sen˜al enviada x(t) a la que
se le an˜ade ruido w(t).
y(t) =
∫ ∞
−∞
h(τ, t)x(t− τ)dτ + w(t) (2.20)
donde el super´ındice ` ha sido omitido por simplicidad. Generalmente, se asume que el canal
es fijo durante el intervalo de s´ımbolo OFDM [0, T ]; por tanto, la respuesta al impulso del
canal se simplifica h(τ, t) = h(τ), y as´ı el canal es LTI (Linear and Time Invariant). Adema´s,
se asume que el ruido an˜adido a la sen˜al recibida es ruido aditivo, blanco y gaussiano (AWGN
- Additive White Gaussian Noise).
El receptor OFDM consiste en un banco de filtros, dado por
Ψˆk(t) =
 φˆ∗k(T − t), t ∈ [0, T − Tcp]0, resto (2.21)
donde se asume que el prefijo c´ıclico ya ha sido eliminado previo a la demodulacio´n. La sen˜al
recibida en el dominio de la frecuencia y˜(t) esta´ dada por
y˜(k) =
N−1∑
k′=0
x˜(k′)
∫ T
Tcp
(∫ Tcp
0
h(τ)φˆk′(t− τ)dτ
)
φˆ∗k(t)dt+
∫ T
Tcp
w(T − t)φˆ∗k(t)dt (2.22)
La integral interior se puede escribir de la siguiente forma [Edfors et al., 1996],
∫ Tcp
0
h(τ)φˆk′(t− τ)dτ = e
j2piBw
N
k′(t−Tcp)√
T − Tcp
∫ T
Tcp
h(τ)e−j2pi
Bw
N
k′τdτ (2.23)
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donde la parte final de esta ecuacio´n se corresponde con la expresio´n muestreada de la res-
puesta en frecuencia del canal en la subportadora k′-e´sima dada por:
Hk = H
(
k′
BW
N
)
=
∫ Tcp
0
h(τ)e−j2pi
BW
N
k′τdτ (2.24)
donde H(f) es la transformada de Fourier de h(t). Haciendo algunas transformaciones (para
ma´s detalle se puede consultar en [Edfors et al., 1996]), la sen˜al recibida se puede escribir
como,
y˜(k) =
N−1∑
k′=0
x˜(k′)Hk′
∫ T
Tcp
φˆk′(t)φˆ
∗
k(t)dt+
∫ T
Tcp
w(T − t)φˆ∗k(t)dt (2.25)
Dado que φˆk(t) son ortonormales, entonces∫ T
Tcp
φˆk′(t)φˆ
∗
k(t)dt = δ[k − k′] (2.26)
donde δ[k] es la delta de Kronecker4.
Si se denota w(k) a la integral
∫ T
Tcp
w(T − t)φˆ∗k(t)dt que es AWGN, la expresio´n de la sen˜al
recibida puede simplificarse a
y˜(k) = Hkx˜(k) + w(k), 0 ≤ k ≤ N − 1 (2.27)
Se reescribe (2.27) de forma ma´s compacta usando notacio´n matricial, resultando
y˜ = Hx˜ + w (2.28)
donde y˜, x˜ y w son vectores de taman˜o N × 1, en el dominio de la frecuencia y H es una
matriz de taman˜o N × N que contiene las muestras de la respuesta en frecuencia del canal
en su diagonal principal. Por este motivo, OFDM puede ser visto como un conjunto de N
canales paralelos, como se muestra en la Fig. 2.6, que corresponde a un modelo multiplicativo
complejo y permite una ecualizacio´n extremadamente simple con una sola etapa del canal y
obtenie´ndose as´ı una particio´n del canal perfecta.
2.4. Modulador y demodulador OFDM en tiempo discreto
Para deducir el modelo en tiempo discreto se partira´ del modelo en tiempo continuo, donde
la sen˜al x`(t) se muestrea a la tasa de Nyquist, donde se considera T = NTs = N(1/BW ),
4δ[k − k′] =
0 si k 6= k
′
1 si k = k′
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×
H0
×
w(0)
...
...
×
Hk
×
w(k)
...
...
×
HN−1
×
w(N − 1)
x˜(0)
x˜(k)
x˜(N − 1)
y˜(0)
y˜(k)
y˜(N − 1)
Figura 2.6: Sistema OFDM en tiempo continuo como un conjunto de canales gaussianos paralelos,
llamado modelo multiplicativo complejo.
donde Ts representa el periodo de muestreo tomando N muestras por s´ımbolo OFDM. Cuando
no se considera sobremuestreo, el exponente de las funciones base se puede desarrollar como,
j2pik(
BW
N
t)→ j2pik(BW
N
nTs) = j2pik(
BW
N
1
BW
) = j
2pi
N
kn (2.29)
obtenie´ndose as´ı la versio´n discreta de las funciones base ortogonales φ`k[n] como,
φ`k[n] = e
j 2pi
N
kn k = {0, . . . , N − 1} (2.30)
Utilizando estas funciones base se puede obtener el equivalente discreto de la sen˜al en
banda base, denotado por x`[n],
x`[n] =
N−1∑
k=0
∞∑
`=−∞
x˜`(k)φ`k[n− `N ]
=
N−1∑
k=0
∞∑
`=−∞
x˜`(k)ej
2pi
N
k(n−`N), 0 ≤ n ≤ N − 1. (2.31)
Normalmente, en la literatura se utiliza la expresio´n de un solo s´ımbolo OFDM, obvia´ndose
el super´ındice `. As´ı, la ec. (2.31) para el s´ımbolo OFDM `-e´simo es,
x[n] =
N−1∑
k=0
x˜(k)ej
2pi
N
kn, 0 ≤ n ≤ N − 1. (2.32)
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La ventaja del modelo discreto se debe principalmente a que la parte derecha de la
ecuacio´n (2.32) se puede identificar como la IDFT (Inverse Discrete Fourier Transform)
[Weinstein and Ebert, 1971], lo que permite ca´lculos eficientes, especialmente si el nu´mero de
subportadoras N es potencia de 2.
Ana´logamente, en el lado del receptor se calcula la DFT de N puntos para demodular. Hay
que notar que previo a la demodulacio´n hay que eliminar la extensio´n c´ıclica para conservar
la ortogonalidad de las funciones base.
Equivalentemente, se puede representar la IDFT y la DFT de forma matricial como,
x` = QH x˜` (2.33)
y˜` = Qy` (2.34)
respectivamente, donde Q es la matriz DFT, ortonormal y de taman˜o N ×N con elementos
qk,n =
1√
N
e−j
2pi
N
kn, es decir,
Q =
1√
N

1 1 . . . 1
1 e−j
2pi
N
1·1 . . . e−j
2pi
N
(N−1)1
...
...
. . .
...
1 e−j
2pi
N
1(N−1) . . . e−j
2pi
N
(N−1)(N−1)
 (2.35)
y QH es la matriz IDFT.
Si se selecciona las columnas de QH como los vectores base de transmisio´n (vistas en la
seccio´n 2.2), a saber, M = QH y las columnas de Q como los vectores base de recepcio´n, esto
es, FH = Q, entonces, la relacio´n entrada-salida del canal puede escribirse como un conjunto
de N ecuaciones escalares.
y˜`(k) = Hkx˜
`(k) + w`(k), k = {0, . . . , N − 1} (2.36)
donde nuevamente el canal se divide en N canales independientes AWGN.
El esquema completo de un modulador y demodulador OFDM se muestra en la Fig.
2.7, donde se incluyen, respectivamente las operaciones IDFT/DFT para la modulacio´n y
demodulacio´n OFDM. Se representa la interpretacio´n que se suele hacer en los sistemas de
comunicaciones multiportadora donde se puede asociar cada s´ımbolo complejo x˜(k), k =
{0, . . . , N − 1} a una subportadora en el dominio de la frecuencia, pues no hay que olvidar
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que el significado f´ısico de una IDFT es pasar del dominio de la frecuencia al del tiempo.
Adema´s, este modelo en tiempo discreto es el que se usara´ en el resto de la Tesis, debido a
que es el modelo utilizado en la implementacio´n de sistemas pra´cticos.
Bits a
s´ımbolos
S´ımbolo
a bits
S/P
P/S
IDFT
DFT
Insercio´n
del CP
Supresio´n
del CP
P/S
S/P
D/A
A/D
Mod. RF
Demod. RF
CANAL
+
RUIDO
x˜(k)
x˜(0)
x˜(N − 1)
...
...
x[n]
x[0]
x[N − 1]
...
...
y˜(k)
y˜(0)
y˜(N − 1)
...
...
y[n]
y[0]
y[N − 1]
...
...
←→DOMINIO DE LA FRECUENCIA DOMINIO DEL TIEMPO
Modulacio´n QAM/PSK
Demodulacio´n QAM/PSK
Transmisor OFDM
Receptor OFDM
Figura 2.7: Transmisor y receptor OFDM en tiempo discreto implementado a trave´s de operaciones
FFT.
2.5. Limitaciones de OFDM
La modulacio´n OFDM tiene grandes ventajas (ampliamente descritas en la literatura
[Asif, 2011] y [Wu and Zou, 1995]), por ejemplo: su resistencia contra el desvanecimiento y
la interferencia, su alta eficiencia espectral y la estructura simple de su ecualizador. Sin
embargo, hay tres inconvenientes que hay que destacar: dos de ellas son los estrictos niveles de
precisio´n de sincronismo en tiempo, STO (Symbol Time Offset), y en frecuencia, CFO (Carrier
Frequency Offset) que se requieren para mantener la ortogonalidad entre las subportadoras
[Cho et al., 2010] y, la tercera, frecuentemente citada como el mayor problema de los sistemas
26 CAPI´TULO 2. PRINCIPIOS DE OFDM
OFDM, es la presencia de fluctuaciones grandes en la envolvente de la sen˜al en el dominio
del tiempo. Este problema de las fluctuaciones grandes tambie´n se conoce como el problema
de la PAPR (Peak-to-Average Power Ratio) de los sistemas OFDM, la cual se define como la
relacio´n entre la potencia ma´xima instanta´nea y la potencia media [Tellado, 2002].
2.5.1. Sincronizacio´n tiempo-frecuencia
Las ventajas de OFDM pueden conservarse so´lo cuando la ortogonalidad de las subpor-
tadas se mantiene a lo largo de la comunicacio´n, por tanto, hay que evitar la aparicio´n de la
ICI e ISI contando con una buena sincronismo tanto en tiempo (STO) como en frecuencia
(CFO)
(a) Sincronizacio´n en tiempo
La IDFT y DFT son respectivamente, las operaciones fundamentales para la modulacio´n
y demodulacio´n OFDM. Con el fin de realizar la DFT de N puntos en el receptor, se
necesita conocer las muestras exactas del s´ımbolo OFDM transmitido, en otras palabras,
se debe realizar una sincronizacio´n en tiempo, para encontrar el inicio de cada s´ımbolo
OFDM. Dependiendo de la localizacio´n estimada de inicio del s´ımbolo OFDM, i.e., o del
desajuste temporal de δt muestras, se producira´n o no errores de sincronizacio´n del s´ımbo-
lo OFDM, dejando cuatro casos diferentes de desajuntes, como se explica a continuacio´n
[Cho et al., 2010].
Caso I: En el caso en que la sincronizacio´n coincide exactamente con el punto de
inicio del s´ımbolo (δt = 0), se conserva la ortogonalidad entre las subportadoras. En
este caso el s´ımbolo OFDM se recupera perfectamente sin ningu´n tipo de interferen-
cia.
Caso II: Cuando el punto de inicio estimado del s´ımbolo OFDM es antes del punto
exacto, pero despue´s del final de la respuesta del canal del s´ımbolo OFDM anterior,
i.e. δt es un nu´mero negativo pequen˜o, el s´ımbolo OFDM `-e´simo no se solapa con
el s´ımbolo OFDM (`− 1)-e´simo ya que se toman las muestras del prefijo c´ıclico; por
tanto, se tendra´ una rotacio´n de los datos. Adema´s, puesto que despue´s de la etapa
de sincronizacio´n existe una estimacio´n de canal, el hecho de que se hayan tomado
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muestras del prefijo c´ıclico y, por tanto, se haya producido esta rotacio´n, podr´ıa ser
corregida por el algoritmo de estimacio´n de canal. En ese caso, las prestaciones no
se ven afectadas, y, a efectos pra´cticos, se obtienen resultados muy similares a los
que resultar´ıan si la sincronizacio´n hubiese sido perfecta.
Caso III: Cuando el inicio del s´ımbolo OFDM es estimado antes del final de la
respuesta del canal del s´ımbolo OFDM previo, i.e. δt es un valor negativo grande,
la sincronizacio´n se realiza demasiado pronto para evitar la ISI; en este caso, se
destruye la ortogonalidad entre las subportadoras por la ISI y adema´s aparece ICI.
Caso IV: Cuando la estimacio´n del punto de inicio es despue´s del punto exacto,
i.e. δt es un nu´mero positivo de muestras, en lugar de realizar la DFT sobre los
datos del s´ımbolo OFDM `-e´simo, parte de ellos sera´n muestras del prefijo c´ıclico del
s´ımbolo (`+1)-e´simo y por tanto, no so´lo se producira´ una rotacio´n, sino que adema´s
existira´ interferencia entre s´ımbolos OFDM, puesto que parte de la informacio´n se
estara´ tomando del s´ımbolo OFDM siguiente. En este caso, la degradacio´n es mucho
mayor.
(b) Sincronizacio´n en frecuencia
En general, el desplazamiento de frecuencia se debe a un desajuste de frecuencia entre los
osciladores locales del transmisor y del receptor que se manifiesta en banda base como
una rotacio´n adicional de la fase y una atenuacio´n de la amplitud [Hanzo et al., 2000],
[Cho et al., 2010].
Cuando las subportadoras esta´n correctamente sincronizadas y se muestrea a la frecuencia
o´ptima fk, las subportadoras son ortogonales. Sin embargo, cuando en recepcio´n existe
un desplazamiento en frecuencia δf , ya no se muestrea en la frecuencia o´ptima sino en
fk+δf , generando un desplazamiento del espectro recibido. Si el error es un mu´ltiplo de la
separacio´n entre sub-portadoras ∆f , las subportadoras seguira´n siendo ortogonales entre
s´ı, pero sin embargo la comunicacio´n no sera´ posible debido a que la informacio´n se ha
desplazado, aumentando la probabilidad de error. Por otra parte, si ese desplazamiento no
es un mu´ltiplo de la separacio´n entre subportadoras (que sera´ la situacio´n ma´s habitual),
entonces e´stas dejara´n de ser ortogonales entre s´ı y se producira´ la ICI.
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En lo referente a la sincronizacio´n en OFDM, la literatura es muy extensa. Para la sincro-
nizacio´n en tiempo o en frecuencia existen varios algoritmos que pueden implementarse tanto
en el dominio del tiempo como de la frecuencia. Para STO y CFO, la sincronizacio´n en el
dominio del tiempo se puede realizar usando el CP o a trave´s de s´ımbolos de entrenamiento
[Cho et al., 2010].
2.5.2. PAPR elevada
Otra limitacio´n de OFDM que se da en el lado del transmisor, es la PAPR elevada que
se produce cuando la sen˜al en el dominio del tiempo llega a tener picos de potencia instan-
ta´nea muy altos con respecto a su potencia media, debido a la posibilidad de que todas las
subportadoras se puedan sumar con ide´ntica fase en un momento dado, consiguiendo as´ı, una
contribucio´n de potencia muy importante. Si bien es muy improbable que se produzca una
coincidencia en fase tan mayoritaria de todas las subportadoras, la probabilidad de que apa-
rezca un pico de magnitud elevada es motivo suficiente para disparar la fluctuaciones grandes
en la envolvente de la sen˜al OFDM [Tellado, 2002].
Los elevados picos que presenta la sen˜al conducen a que ciertos componentes de hard-
ware como los conversores Digital a Analo´gica (DAC - Digital-to-Analog Converter) y los
Amplificadores de Alta Potencia (HPA -High Power Amplifier) tengan un comportamiento
por debajo de su rendimiento ma´ximo.
La eficiencia de potencia es muy necesaria en las comunicaciones inala´mbricas (mo´viles) ya
que se aprovecha de mejor manera el a´rea de cobertura, hay ahorro en el consumo de potencia
que permite terminales ma´s pequen˜os, etc. Es, por tanto, importante que la operacio´n del
HPA sea eficiente en potencia, la cual se ve afectada por los picos de la sen˜al que al pasar por
el HPA producen problemas de radiacio´n tanto dentro como fuera de banda, lo que resulta
en una degradacio´n de las prestaciones del sistema. Tratar de prevenir la ocurrencia de dicha
interferencia reduciendo la PAPR de la sen˜al transmitida con algu´n tipo de manipulacio´n en
la sen˜al au´n se considera como un a´rea de investigacio´n muy activa. Este problema es el a´rea
de investigacio´n de esta Tesis y se trata con ma´s detalle en los siguientes cap´ıtulos.
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2.5.2.1. Fluctuaciones de la envolvente de la sen˜al OFDM
La mayor´ıa de los sistemas radio emplean, en el transmisor, HPAs para obtener una
suficiente potencia de transmisio´n, los cuales operan cerca del punto de saturacio´n, como
se ilustra en la Fig. 2.8, para aprovechar su ma´ximo rendimiento. Adema´s, en los sistemas
pra´cticos el HPA es un dispositivo limitado en potencia y muy sensible a la variacio´n de la
amplitud de la sen˜al. Por tanto, la sen˜al OFDM con fluctuaciones grandes en su envolvente
ocasiona que el dispositivo se sature, provocando radiacio´n fuera de banda, que afecta a las
bandas adyacentes, y radiacio´n dentro de banda, que resulta en la rotacio´n, atenuacio´n y des-
plazamiento de la sen˜al recibida, incrementando la tasa de error de bit [Han and Hong, 2005]
y [Tellado, 2002]. Para evitar estos inconvenientes, el HPA se ve forzado a trabajar por de-
bajo del punto de saturacio´n (lo que en la literatura anglosajona se denomina back-off ), lo
que reduce su eficiencia, o el dispositivo es obligado a operar con un margen dina´mico muy
grande que incrementa el coste del terminal.
Para evaluar la cantidad de distorsio´n introducida por el HPA en la sen˜al OFDM se
definen los te´rminos IBO (Input Back-Off ) y OBO (Output Bak-Off ), matema´ticamente
definidos como [Litsyn, 2007]
IBO = 10 log10
Pmaxin
Pin
[dB] (2.37)
OBO = 10 log10
Pmaxout
Pout
[dB] (2.38)
donde Pmaxin y P
max
out son, respectivamente, la potencia ma´xima instanta´nea de entrada y salida
del HPA, y Pin y Pout son, respectivamente, la potencia media de entrada y salida del HPA.
Las fluctuaciones grandes halladas en la sen˜al OFDM obligan a que el IBO se desplace
hacia la izquierda (ve´ase Fig. 2.8), para asegurar que la sen˜al no exceda el punto de saturacio´n.
De forma general, modelar los amplificadores de potencia suele ser complicado, pero un
enfoque comu´n es modelarlos como dispositivos no lineales sin memoria con respuesta en
frecuencia no selectiva [Rowe, 1982]. En el ape´ndice A se dan ma´s detalles sobre los amplifi-
cadores de potencia.
En la Fig. 2.9, se ilustran los efectos ocasionados en un sistema OFDM con PAPR elevada
al pasar a trave´s de un HPA; espec´ıficamente se ha considerado el modelo modificado de
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Figura 2.8: Caracter´ısticas t´ıpicas de entrada-salida de un HPA
Rapp (ve´ase ape´ndice A) con s = 2. Se considera un sistema OFDM con 256 subportadoras,
modulacio´n 16-QAM y un factor de sobremuestreo J = 4. Se presentan los espectros (PSD -
Power Spectral Density) de la sen˜al a la entrada y a la salida del HPA para analizar el efecto
ocasionado por el HPA cuando se consideran diferentes valores de IBO = {5, 9, 11} [dB].
En esta figura se puede observar claramente que la sen˜al con PAPR elevada experimenta un
ensanchamiento espectral debido a las no linealidades del dispositivo. Mientras ma´s pequen˜o
es el valor de IBO, mayor es el ensanchamiento espectral lo que ocasiona interferencia entre las
bandas adyacentes de la sen˜al OFDM. Sin embargo, a mayor IBO (mayor margen dina´mico)
el rendimiento del HPA se ve comprometido [Jiang and Wu, 2008]. Para asegurar que los
picos amplificados de la sen˜al OFDM no excedan el punto de saturacio´n del HPA, el IBO
debe ser al menos igual a la PAPR de la sen˜al [Rahmatallah and Mohan, 2013].
En lo referente al DAC, los picos elevados demandan que estos dispositivos tengan un gran
margen dina´mico. Existen conversores de alta precisio´n que suelen soportar la PAPR alta con
una cantidad razonable de ruido, pero estos dispositivos podr´ıan ser demasiado caros. Por
otro lado, en los DACs de bajo coste, la cantidad de ruido introducida podr´ıa ser significativa
cuando el margen dina´mico se ve incrementado para soportar la PAPR elevada de la sen˜al,
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Figura 2.9: PSD de la sen˜al OFDM con N = 256 subportadoras y modulacio´n 16-QAM, se consideran
los valores de IBO = {5, 9, 11} [dB].
dando como resultado una reduccio´n de la SNR (Signal-to-Noise Ratio).
Por consiguiente, la mejor solucio´n es reducir la PAPR antes de que la sen˜al OFDM pase
por el HPA y el DAC.
2.5.2.2. Estad´ıstica de la sen˜al OFDM
Si se considera la sen˜al discreta banda base del s´ımbolo OFDM `-e´simo (definida en
(2.32)), como x = [x[0], . . . , x[N − 1]], cuyas muestras se obtienen a partir de
x [n] =
N−1∑
k=0
x˜(k)ej
2pi
N
kn, 0 ≤ n ≤ N − 1 (2.39)
siendo, respectivamente, k y n los ı´ndices en frecuencia y tiempo y x˜(k) el s´ımbolo complejo
sobre la subportadora k-e´sima, k = {0, . . . , N − 1}, como la suma de N sen˜ales independientes
moduladas en cada subportadora, donde cada uno de los s´ımbolos complejos en el dominio
de la frecuencia x˜(k), k = {0, . . . , N − 1} se consideran como variables aleatorias complejas
gaussianas, independientes e ide´nticamente distribuidas (i.i.d.) con media cero y varianza
igual a la unidad, entonces, las muestras de x son tambie´n variables aleatorias gaussianas,
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i.i.d. con media cero y varianza igual a la unidad [Tellado, 2002].
Si N es suficientemente grande (N > 32, suele ser suficiente), basado en el Teorema del
l´ımite central [Jiang and Wu, 2008] la parte real <{x} e imaginaria ={x} de la sen˜al en el
dominio del tiempo se distribuyen segu´n una gaussiana N (o, σ2), mientras que su envolvente
|x| se distribuye segu´n una Rayleigh [Cho et al., 2010], cuya Funcio´n de Distribucio´n de
Probabilidad (PDF - Probability Distribution Function), esta´ dada por [Ochi, 1990],
R = |x| ∼ fR(r) = r
σ2
e−
r2
2σ2 (2.40)
siendo σ2 la varianza de las componentes real e imaginaria de x. La media y la varianza de
una variable aleatoria Rayleigh vienen dadas, respectivamente por [Ochi, 1990]
E [R] =
√
pi
2
σ (2.41)
V [R] =
(
2− pi
2
)
σ2 (2.42)
En la Fig. 2.10 se representan por un lado, la parte real, imaginaria y la envolvente de la
sen˜al x y por otro lado se ilustran las correspondientes distribuciones, con lo que se deduce
que en amplitud aparecera´n ocasionalmente picos grandes respecto a la media de la sen˜al a
lo largo del tiempo.
2.6. Estandarizacio´n
OFDM es una te´cnica multiportadora que ha sido adoptaba como esquema de modulacio´n
en diferentes escenarios de comunicaciones inala´mbricos, debido principalmente a sus grandes
ventajas como son la robustez frente al desvanecimiento multitrayecto y su alta eficiencia
espectral. A continuacio´n se presenta una ra´pida revisio´n de los sistemas y/o esta´ndares que
emplean esta te´cnica de transmisio´n.
OFDM ha sido estandarizada como parte de las redes WLAN (Wireless Local Area Net-
work), en esta´ndares del IEEE (Institute of Electrical and Electronics Engineers) y del ET-
SI (European Telecommunications Standards Institute). Los esta´ndares IEEE que emplean
OFDM es su capa f´ısica son 802.11a/g/n [IEEE 802.11, 2012]5 y se conoce comercialmente
5Este esta´ndar es una revisio´n de la versio´n publicada en el 2007, el cual incorpora el esta´ndar original
publicado en 1999 (IEEE 802.11-1999) y reafirmado en 2003, y adema´s incluye las enmiendas: IEEE 802.11a-
1999, 802.11b-1999, 802.11b-1999/correccio´n 1-2001, 802.11g-2003, entre otros.
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Figura 2.10: Parte real, imaginaria y la magnitud con sus correspondientes distribuciones para un
sistema OFDM con N = 16 subportadoras y modulacio´n QPSK.
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como WiFi (Wireless Fidelity). El nu´mero de subportadoras utilizado es 64, de las cuales
48 son para datos y 4 son s´ımbolos piloto, los esquemas de modulacio´n especificados en este
esta´ndar son: BPSK, QPSK, 16-QAM y 64-QAM, dependiendo del modo seleccionado por
la capa f´ısica. Por otro lado el ETSI ha desarrollado, dentro del proyecto BRAN (Broadband
Radio Access Network), el esta´ndar HIPERLAN/2 [ETSI Hyperlan/2, 2001] que tambie´n em-
plea OFDM como te´cnica de transmisio´n de banda ancha en su capa f´ısisca, con las mismos
esquemas de modulacio´n y nu´mero de subportadoras que el esta´ndar IEEE 802.11-2012 arriba
mencionado.
En las redes inala´mbricas de a´rea metropolitana (WMAN -Wireless Metropolitan Area
Network), OFDM tambie´n ha sido seleccionada para formar parte de la capa f´ısica del es-
ta´ndar IEEE 802.16-2012 [IEEE 802.16, 2012]6 y se conoce comercialmente como WiMAX
(Worldwide Interoperability for Microwave Access). El esta´ndar IEEE 802.16-2012 puede tra-
bajar tanto con OFDM como OFDMA (Orthogonal Frequency Division Multiple Access);
ambas te´cnicas operan en conexiones sin l´ınea de visio´n directa (NLOS - Non Line of Sight)
y en la banda de frecuencia por debajo de 11 [GHz]. Con OFDM se emplean 256 subpor-
tadoras de las cuales 200 son usadas para transmitir datos. OFDMA permite hasta 2048
subportadoras y, para proporcionar compatibilidad con la versio´n anterior del esta´ndar IEEE
802.16-2004, soporta 1024, 512, y 128 subportadas.
Dentro de las redes inala´mbricas de a´rea personal (WPAN - Wireless Personal Area Net-
work), Multiband OFDM (MB-OFDM) fue propuesto como la te´cnica de modulacio´n para la
capa f´ısica de los sistemas UWB (UltraWideBand) [Batra et al., 2004] y [Batra et al., 2005].
La idea ba´sica de MB-OFDM es dividir el espectro en diferentes subbandas, donde los datos
de cada subbanda son transmitidos con OFDM de 128 subportadoras. El esta´ndar inicial-
mente considerado para redes WPAN de alta velocidad fue el IEEE 802.15.3a, sin embargo,
se ha retirado.
OFDM y OFDMA tambie´n han sido especificados como parte de la capa f´ısica del esta´ndar
IEEE 802.20, conocido como MBWA (Mobile Broadband Wireless Access) [IEEE 802.20, 2008],
para proporcionar acceso a Internet a trave´s de los tele´fonos mo´viles, y comercialmente es
conocido como MobileFi. El nu´mero de subportadoras que se pueden considerar son 128, 256,
6IEEE 802.16-2012 es una revisio´n del esta´ndar IEEE 802.16-2009, el cual consolidaba el IEEE 802.16-2004,
IEEE 802.16e entre otros
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512, 1024 o´ 2048.
OFDM es una tecnolog´ıa extensamente utilizada en la transmisio´n de audio y v´ıdeo di-
gital. El primer esta´ndar que utilizo´ OFDM fue creado por el ETSI para la difusio´n de
audio digital (DAB - Digital Audio Broadcasting) [ETSI ETS 300 401, 1995] en 1995. En
cuanto a la difusio´n de v´ıdeo digital, se utiliza OFDM en el DVB-T (Digital Video Broadcas-
ting - Terrestrial) [ETSI ETS 300 477, 1997] publicado en 1997. En 2004 el DVB-H (Digital
Video Broadcasting – Handheld) fue propuesto como el esta´ndar Europeo para la televi-
sio´n digital [ETSI EN 300 744, 2001] y [ETSI EN 302 304, 2004]. En la Repu´blica China,
el esta´ndar DMB-TH (Terrestrial Digital Multimedia Television and Handle Broadcasting)
[Zheng et al., 2003] y [GB 20600-2006, 2006] tambie´n fue propuesto para la difusio´n de tele-
visio´n digital usando la modulacio´n OFDM.
El sistema 3GPP2 (3rd Generation Partnership Project 2 ) estandarizo´ UMB (Ultra Mo-
bile Broadband), cuyo disen˜o incluye te´cnicas de modulacio´n avanzadas como la modulacio´n
OFDM [Wang, 2008] para obtener acceso mo´vil de banda ancha, alta eficiencia espectral y ba-
jas latencias. Actualmente, el principal patrocinador de UMB, Qualcomm, anuncio´ que pon´ıa
fin al desarrollo de esta tecnolog´ıa favoreciendo el apoyo de LTE (Long Term Evolution).
Dentro de las nuevas tecnolog´ıas para comunicaciones mo´viles, el esta´ndar del 3GPP,
LTE [3GPP, a] y [3GPP, b], proporciona alta eficiencia espectral al usar en su capa f´ısica
te´cnicas de modulacio´n y mu´ltiple acceso como OFDM, en el enlace descendente y SC-FDMA
(Single Carrier - Frequency Division Multiple Access) en el ascendente. Adema´s, aprovecha
la propagacio´n multitrayecto empleando la te´cnica MIMO (Multiple-Input Multiple-Output)
[Zyren and McCoy, 2007].

CAP´ITULO 3
ESTADO DEL ARTE EN REDUCCIO´N DE LA PAPR
Este cap´ıtulo provee una revisio´n sobre las me´tricas usadas para evaluar la PAPR y sobre
todo se exploran las diferentes te´cnicas de reduccio´n de la PAPR en los sistemas OFDM
propuestas en la literatura.
Cabe sen˜alar que a partir de aqu´ı, el super´ındice ` se omite en las expresiones matema´ticas
por simplicidad.
3.1. Me´tricas de cuantificacio´n de los picos de la sen˜al OFDM
Para evaluar los efectos ocasionados por los picos elevados de potencia de las sen˜ales
OFDM, en la literatura se han definido algunas me´tricas como son: la Relacio´n de po-
tencia pico - potencia promedio (PAPR - Peak-to-Average Power Ratio) [Litsyn, 2007] y
[Tellado, 2002], Factor de Cresta (CF - Crest Factor) [Cho et al., 2010] y Me´trica Cu´bica
(CM - Cubic Metric) [3GPP, 2004] y [3GPP, 2006].
La me´trica cla´sica y ma´s extensamente utilizada es la PAPR, por lo que el problema de
los picos de potencia tambie´n se conoce como el problema de la PAPR de los sistemas OFDM.
A continuacio´n se presenta, cada una de estas me´tricas, aunque la PAPR se revisara´ con
ma´s detalle por ser la que se empleara´ en los siguientes cap´ıtulos de la Tesis.
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3.1.1. PAPR (Peak-to-Average Power Ratio)
La relacio´n de potencia pico a potencia media, conocida como PAPR y que se denotara´
por χ, es la me´trica ma´s utilizada para cuantificar la excursio´n de la envolvente de la sen˜al.
Cla´sicamente, la definicio´n matema´tica de la PAPR de la sen˜al en tiempo continuo x(t) viene
dada por la siguiente expresio´n [Tellado, 2002]
χ = PAPR {x(t)} =
ma´x
0≤t≤T
|x(t)|2
E {|x(t)|2} , (3.1)
donde ma´x
0≤t≤T
|x(t)|2 denota la ma´xima potencia instanta´nea, E {|x(t)|2} es la potencia pro-
medio de la sen˜al, | · | es la operacio´n mo´dulo y E {·} es la esperanza matema´tica.
En los sistemas pra´cticos OFDM, se implementa el modelo en tiempo discreto, por tanto,
es ma´s conveniente trabajar con la PAPR en tiempo discreto. As´ı, la PAPR de la sen˜al
x [n] = [x[0], . . . , x[N − 1]] se define como,
χ = PAPR {x [n]} =
ma´x
0≤n≤N−1
|x [n] |2
E {|x [n] |2} . (3.2)
Una forma matema´tica alternativa que se usa para definir la PAPR es [Tellado, 2002]
χ = PAPR {x} = ‖ x ‖
2∞
E
{‖ x ‖22} /N , (3.3)
donde x = [x[0] . . . x[N − 1]] es un vector de 1 × N que recoge las muestras de la sen˜al en
el dominio del tiempo, y ‖ · ‖p denota la norma-p. Ambas definiciones (3.2) y (3.3) son
equivalentes.
3.1.1.1. PAPR de la sen˜al paso banda
La sen˜al OFDM paso banda xPB(t) definida en (2.17), es usualmente transmitida a una
frecuencia mucho mayor que el ancho de banda de cada subportadora de la sen˜al banda base,
i.e., fc  ∆f , siendo fc la frecuencia de la portadora; consecuentemente, el ma´ximo de la
sen˜al paso banda es aproximadamente igual al ma´ximo de la sen˜al banda base en tiempo
continuo [Tellado, 2002], [Ochiai and Imai, 2001] esto es,
ma´x |xPB(t)| ≈ ma´x |x(t)|. (3.4)
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Por otro lado, la potencia promedio de la sen˜al paso banda es
E
{|xPB(t)|2} = E {|<{x(t)j2pifct}|2}
= E
{|xR(t) cos (2pifct)− xI(t) sin (2pifct)}|2}
=
1
2
E
{|x(t)|2} . (3.5)
Por tanto, la PAPR de la sen˜al compleja paso banda χPB se puede aproximar por
χPB ≈ 2χ. (3.6)
3.1.1.2. PAPR y sobremuestreo
La PAPR de la sen˜al discreta banda base x [n] definida en (3.2) podr´ıa no ser la misma
PAPR de la sen˜al continua banda base x(t), de hecho se cumple que
PAPR {x [n]} ≤ PAPR {x(t)} (3.7)
debido a que la sen˜al x [n] al discretizarse podr´ıa no contener todos los picos de la sen˜al x(t)
[Ochiai and Imai, 2000a]. En la pra´ctica, la PAPR de la sen˜al continua banda base puede
calcularse so´lo despue´s de una implementacio´n de hardware concreta, incluido el DAC, lo
que resulta complejo de implementar. Afortunadamente, se sabe que la PAPR de la sen˜al
discreta banda base podr´ıa llegar a tener la misma PAPR de la sen˜al continua banda base
si se sobremuestrea la sen˜al x [n]. As´ı mientras ma´s grande es el factor de sobremuestreo,
denotado por J , menor sera´ el error cometido. En [Han and Hong, 2005] y [Cho et al., 2010]
recomiendan que con J ≥ 4 es suficiente para aproximarse a la PAPR de la sen˜al continua.
Para implementar sobremuestreo en la sen˜al x [n], se suele interpolar la sen˜al compleja a
la entrada de la IDFT; as´ı para el s´ımbolo `-e´simo, en el dominio del tiempo, la versio´n de la
sen˜al interpolada (con un factor de sobremuestreo J) xJ [n] es
xJ [n] =
1√
NJ
NJ−1∑
k=0
x˜J(k)e
j 2pi
NJ
kn, 0 ≤ n ≤ NJ − 1 (3.8)
siendo la sen˜al OFDM en el dominio de la frecuencia x˜J(k) definida por
x˜J(k) =
 x˜(k), 0 ≤ k < N/2 y NJ −N/2 < k ≤ NJ0 resto (3.9)
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donde x˜(k) , con k = {0, . . . N − 1}, es la sen˜al original en el dominio del tiempo sobre la
subportadora k-e´sima.
Consecuentemente, la PAPR para la sen˜al sobremuestreada con un factor J , se redefine
como
χ = PAPR {xJ [n]} =
ma´x
0≤n≤NJ−1
|xJ [n]|2
E
{
|xJ [n]|2
} (3.10)
3.1.1.3. Funcio´n de distribucio´n de la PAPR
Considerando la PAPR de la sen˜al discreta banda base χ dada por (3.2) como una variable
aleatoria, la probabilidad de que la PAPR de dicha sen˜al sea menor o igual que el umbral
χ0 esta´ dada por la Funcio´n de Distribucio´n (CDF - Cumulative Distribution Function),
denotada como Fχ(χ), siendo
Fχ(χ) = Pr {χ ≤ χ0} , (3.11)
que equivale a que todas y cada una de las muestras que forman el s´ımbolo OFDM x [n]
cumplan con dicha condicio´n, debido a la propiedad de independencia. Por tanto, la ec.
(3.11) se puede expresar como la probabilidad conjunta
Fχ(χ) = Pr {χ ≤ χ0}
= Pr
ma´x |x[0]|2E {|x[0]|2} ≤ χ0, ma´x |x[1]|
2
E
{
|x[1]|2
} ≤ χ0, . . . , ma´x |x[N − 1]|2
E
{
|x[N − 1]|2
} ≤ χ0

=
Pr
ma´x |x[n]|2E {|x[n]|2} ≤ χ0

N . (3.12)
Si se considera el te´rmino entre pare´ntesis como
Pr
ma´x |x[n]|2E {|x[n]|2} ≤ χ0
 = Pr{|x[n]|2 ≤ χ0E {|x[n]|2}}
= Pr
{
|x[n]| ≤
√
E
{
|x`[n]|2
}
χ0
}
(3.13)
y si se tiene en cuenta la media y la varianza de la distribucio´n Rayleigh de la envolvente de
la sen˜al dadas en (2.41) y (2.42) respectivamente, entonces E
{
|x[n]|2
}
= 2σ2, con lo que la
ecuacio´n (3.13) se puede escribir como
Pr
{
|x[n]| ≤
√
E
{
|x[n]|2
}
χ0
}
= Pr
{
|x[n]| ≤
√
2χ0σ
}
(3.14)
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donde
Pr
{
R ≤
√
2χ0σ
}
=
∫ √2χ0σ
0
R
σ2
e−
R2
2σ2 dR = 1− e−χ20 (3.15)
siendo R = |x[n]|, y finalmente se obtiene la expresio´n final de la CDF de la PAPR
Fχ(χ) = Pr{χ ≤ χ20} =
(
1− e−χ20
)N
. (3.16)
La probabilidad de que la PAPR supere el umbral χ0, viene dada por la probabilidad com-
plementaria (CCDF - Cumulative Complementary Distribution Function). De ah´ı, la CCDF
de la PAPR para la sen˜al discreta banda base viene dada por
CCDF{χ} = Pr{χ ≥ χ0} = 1−
(
1− e−χ20
)N
. (3.17)
Las ecuaciones (3.16) y (3.17) se derivan bajo la suposicio´n de que las N muestras son
independientes y N es suficientemente grande. Por tanto, no se aplica a sen˜ales OFDM con
banda limitada que se obtiene mediante simulaciones [Shepherd et al., 1998], incluso si el valor
de N es grande. E´sto debido al hecho de que en el ana´lisis convencional produce la muestra
ma´xima de la sen˜al, pero no necesariamente contiene el ma´ximo pico de la sen˜al OFDM de
banda limitada, aunque podr´ıa acercarse al pico [Ochiai and Imai, 2001]. Por tanto, es dif´ıcil
derivar la CDF exacta para una sen˜al OFDM de banda limitada, la siguiente expresio´n se ha
determinado emp´ıricamente [Van Nee and de Wild, 1998],
Fχ(χ) ≈
(
1− e−χ20
)αN
(3.18)
donde α = 2.8 es un para´metro determinado mediante simulaciones. Como se ha demostrado
[Ochiai and Imai, 2001] esta aproximacio´n no so´lo carece de justificacio´n teo´rica, sino que
tambie´n produce algunas discrepancias con los resultados de simulacio´n para valores de N
grandes.
En la Fig. 3.1 se puede observar el comportamiento estad´ıstico de la PAPR, a trave´s de la
CCDF de sistemas OFDM con N = {64, 128, 256, 512, 1024} subportadoras y con modulacio´n
QPSK. Se puede observar que la probabilidad de que la PAPR supere el umbral χ0 aumenta
a medida que crece el valor de N .
3.1.2. CF (Crest Factor)
El factor de cresta denotado por FC , es una me´trica que puede describir las grandes
fluctuaciones en te´rminos de magnitud (no de potencia) y se define como la ra´ız cuadrada de
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Figura 3.1: CCDF de la PAPR para la sen˜al OFDM banda base en tiempo discreto, donde se
considera N = {64, 128, 256, 512, 1024} subportadoras y modulacio´n QPSK.
la PAPR [Cho et al., 2010], entonces
FC = √χ (3.19)
siendo χ la PAPR de la sen˜al OFDM en el dominio del tiempo.
3.1.3. CM (Cubic Metric)
La me´trica cu´bica (CM - Cubic Metric) es una medida nueva definida por el 3GPP
[3GPP, 2004], que refleja la potencia de la sen˜al a la tercera potencia debido al hecho de
que la mayor distorsio´n introducida por el HPA es causada por el producto de intermodula-
cio´n de tercer orden. Matema´ticamente se define como [3GPP, 2006],
CM = CMnet − CMref
K
[dB], (3.20)
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donde CMnet es la CM neta de la sen˜al, dada en [dB]. Si se considera la sen˜al discreta banda
base en el dominio del tiempo x [n], entonces la CMnet viene definida por,
CMnet{x [n]} = 20 log10

√√√√√E

(
x [n]√
E {x [n]}
)3
 [dB], (3.21)
CMref es la CM de la sen˜al de referencia y K es una constante. Para enlaces LTE descendentes
se considera CMref = 1.52 [dB] y K = 1.56 [Deumal et al., 2011].
3.2. Clasificacio´n de las te´cnicas de reduccio´n de la PAPR
En la literatura se han propuesto varias te´cnicas para la reduccio´n de la PAPR de los
sistemas OFDM. Estas te´cnicas se clasifican en dos grandes grupos (ve´ase Fig. 3.2) (1) con
distorsio´n, que se considera a aquellas te´cnicas que introducen distorsio´n en la sen˜al, y (2)
las te´cnicas que no introducen distorsio´n y que buscan representar de forma distinta la se-
n˜al de tal forma que su PAPR sea menor. Cada una de las diferentes te´cnicas se presenta a
continuacio´n, donde se describe su funcionamiento, sus ventajas e inconvenientes y las publi-
caciones ma´s destacadas relacionadas con cada una de ellas. Se hace e´nfasis en las te´cnicas
CE (Constellation Extension) que son las que se abordara´n como solucio´n en los siguientes
cap´ıtulos.
3.2.1. Te´cnicas con distorsio´n de la sen˜al
Las te´cnicas con distorsio´n reducen significativamente la PAPR, pero al distorsionar la
sen˜al transmitida antes de que e´sta pase por el HPA, introducen radiacio´n fuera y dentro
de banda, y por lo tanto, provocan un incremento en la BER. Dentro de esta categor´ıa, el
me´todo de reduccio´n de la PAPR ma´s simple es Recorte y Filtrado (CAF - Clipping and
Filtering) y como mejoras a esta te´cnica se han propuesto los esquemas: Peak Windowing
(PW) y Companding Transforms (CTs).
3.2.1.1. Te´cnicas CAF
El esquema CAF es considerado como la te´cnica ma´s simple de reduccio´n de la PAPR
con distorsio´n de la sen˜al. Consiste ba´sicamente en recortar o limitar las partes de la sen˜al
44 CAPI´TULO 3. ESTADO DEL ARTE EN REDUCCIO´N DE LA PAPR
Te´cnicas de reduccio´n de la PAPR
Con Distorsio´n Sin Distorsio´n
Clipping and Filtering
Peak Windowing (PW)
Companding Trans-
forms (CTs)
Con informacio´n adicional Sin informacio´n adicional
Tone Reservation (TR)
Partial Transmit Sequences (PTS)
SeLective Mapping (SLM)
Codificacio´n
Orthogonal Pilot Sequences (OPS)
Constellation Shapping (CS)
• Tone Injection (TI)
• Constellation Extension (CE)
• Constrained Constellation
Shapping (CCS)∗
Figura 3.2: Clasificacio´n de las te´cnicas de reduccio´n de la PAPR.
∗La te´cnica CSS es estrictamente una te´cnica con distorsio´n en la sen˜al, pero por la forma en que se
lleva a cabo se ha puesto dentro de este grupo de esquemas, para una mejor organizacio´n.
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que esta´n por encima de un nivel permitido, para de esta manera, evitar las no linealidades
provocadas por la saturacio´n del HPA [O’neill and Lopes, 1995].
El vector x = [x[0], . . . , x[N − 1]] recoge las muestras de la sen˜al compleja banda base
que se obtiene a la salida del modulador OFDM, la cual se recorta por encima de un umbral
Ac predeterminado; as´ı las muestras de la sen˜al recortada se agrupan en el vector x
′ =
[x′[0], . . . , x′[N − 1]], que se define como
x′ [n] =
 x [n] |x [n] | ≤ AcAejϕ(x[n]), |x [n] | > Ac (3.22)
donde ϕ(x [n]) es la fase de x [n].
Varios autores utilizan un umbral de recorte normalizado, denominado Tasa de Recorte
(Clipping Ratio), que se denota como CR y se define como
CR =
Ac
E {x [n]}
=20 log10
Ac
E {x [n]} [dB] (3.23)
donde Ac es el umbral de recorte, y E {x [n]} es la potencia media de la sen˜al OFDM x[n].
Los efectos de recortar la amplitud de la sen˜al se han estudiado en diferentes traba-
jos. As´ı, por ejemplo [Bahai and Saltzberg, 1999] considera el recorte como una fuente de
ruido aditivo gaussiano que produce radiaciones dentro y fuera de banda. Ahora, si se con-
sidera sobremuestrear la sen˜al antes de que sea recortada, se consigue una comprensio´n del
espectro, y de esta manera se consigue disminuir los efectos ocasionados por la distorsio´n
dentro de banda [Ochiai and Imai, 2000a]. Por otro lado, la radiacio´n fuera de banda puede
eliminarse si se coloca un filtro despue´s de recortar la sen˜al [Ochiai and Imai, 2000b] para
mejorar la BER. Sin embargo, esta pra´ctica puede dar lugar a la regeneracio´n de los picos en
la envolvente de la sen˜al. Los trabajos presentados en [Armstrong, 2002], [Leung et al., 2002],
[Wang and Tellambura, 2005] proponen repetir varias veces el procedimiento“recorte-filtrado”
para reducir la reaparicio´n de los picos. En [Wang and Luo, 2011], se desarrolla un me´todo
de optimizacio´n convexa para que el proceso iterativo de recorte y filtrado se determine de
forma o´ptima, donde la respuesta en frecuencia del filtro para cada iteracio´n es la funcio´n
objetivo, de tal manera que el filtro se disen˜a para minimizar las distorsiones y de esta modo
conseguir que la PAPR se encuentre por debajo de un umbral fijado.
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En la Fig. 3.3 se ilustra la reduccio´n de la PAPR y la BER de una sen˜al OFDM con
N = 128 subportadoras y modulacio´n QPSK. Se considera un conjunto de valores de CR =
{0.8, 1.0, 1.2, 1.4, 1.6}. En estas figuras la letra “C” denota el caso donde so´lo se recorta la
amplitud y “CF” con recorte y filtrado de la sen˜al. En la Fig. 3.3a se observa que la PAPR
de la sen˜al decrece significativamente despue´s de recortar la amplitud, pero se observa que se
incrementa un poco despue´s del filtrado. Adema´s, se puede notar que mientras ma´s pequen˜o
es el valor de CR, ma´s grande sera´ la reduccio´n de la PAPR. En la Fig. 3.3b se presentan los
resultados de la BER, que muestra que la tasa de error de bit empeora a medida que el valor
de CR decrece.
3.2.1.2. Te´cnicas PW
A diferencia de la te´cnica CAF, donde los picos se recortan estrictamente cuando su-
peran un determinado umbral, de forma general, el me´todo PW1 (Peak Windowing) limi-
ta los picos elevados de la sen˜al OFDM en el dominio del tiempo x = [x[0], . . . , x[N − 1]]
multiplica´ndolos por una funcio´n de pesos, llamada en la literatura como funcio´n ventana
[Van Nee and de Wild, 1998]. As´ı las muestras de la nueva sen˜al OFDM en el dominio del
tiempo x′ = [x′[0], . . . , x′[N − 1]] se define por
x′[n] = x[n]fw[n] (3.24)
siendo fw[n] la funcio´n ventana. Ejemplos de estas funciones son ventanas de tipo: Kaiser,
Hamming y Hanning [Pauli and Kuchenbecker, 1998].
Para reducir la PAPR, la funcio´n ventana se debe alinear con las muestras de sen˜al de tal
forma que su valle se multiplica por los picos de la sen˜al, mientras que sus amplitudes ma´s
largas se multiplican por las muestras de la sen˜al de amplitud menor. Esta accio´n atenu´a los
picos de la sen˜al de una manera ma´s suave que simplemente recortando la sen˜al, teniendo
como resultado una disminucio´n en las distorsiones introducidas que son propias del esquema
PW.
En los sistemas pra´cticos, cuando la sen˜al tiene varios picos sucesivos de taman˜o menor a
un medio del taman˜o de la ventana, desafortunadamente las ventanas se sobreponen, lo que
1Traducido al espan˜ol como “pico enventanado”
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Figura 3.3: CCDF y BER de la sen˜al OFDM con N = 128 subportadoras y modulacio´n QPSK con
te´cnica CAF para reducir la PAPR. Se consideran los valores CR = {0.8, 1.0, 1.2, 1.4, 1.6}.
conlleva que los picos sean atenuados muy por debajo del nivel requerido, degradando au´n ma´s
la BER. Como solucio´n a este efecto [Vaananen et al., 2002] y [Cha et al., 2008] proponen el
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uso de filtros con estructura de realimentacio´n, que es referenciada en la literatura como FPW
(Feedback-Structured Peak Windowing).
3.2.1.3. Te´cnicas CTs
El esquema de reduccio´n de los picos de potencia, llamado CTs2 (Companding Trans-
forms) es t´ıpicamente utilizado en sen˜ales de voz para optimizar el nu´mero de bits por
muestra. Debido a que OFDM y las sen˜ales de voz se comportan de forma similar, en el
sentido de que los picos elevados ocurren de forma infrecuente, la misma te´cnica CTs puede
ser extrapolada para reducir la PAPR de los sistemas OFDM [Wang et al., 1999].
El objetivo de la te´cnica CTs es convertir la sen˜al OFDM en el dominio del tiempo x =
[x[0], . . . , x[N − 1]], segu´n sea la distribucio´n de potencia de dicha sen˜al, para conseguir que se
atenu´en las partes de la sen˜al con picos elevados, mientras que las zonas con amplitudes bajas
se amplifican [Huang et al., 2001a] y [Huang et al., 2001b]. A pesar que el esquema CTs tiene
una buena prestacio´n en reduccio´n de la PAPR, aumenta la BER ya que introduce distorsio´n
en la sen˜al transmitida; adema´s, al intentar recuperar la sen˜al original (decompander) en el
lado del receptor se podr´ıa tambie´n expandir el ruido del canal.
La sen˜al OFDM transformada x′ = [x′[0], . . . , x′[N − 1]] se define como
x′ = CT (x) (3.25)
donde CT (·) denota la transformada de compansio´n que debe satisfacer las siguientes condi-
ciones:
E
{|CT (x) |2} = E {|x|2}, |CT (x) | ≥ |x|, si |x| ≤ m|CT (x) | < |x|, resto
donde m denota el valor de inflexio´n de la transformada y E{·} es la esperanza matema´tica.
De forma general, la literatura clasifica en tres clases al esquema CTs, segu´n el tipo de
transformada que se utilice, a saber, LST (Linear Symmetrical Transform), LAST (Linear
Asymmetrical Transform) y NLCT (NonLinear Companding Transforms) [Huang et al., 2001a].
2Traducida al espan˜ol como“Transformadas de Compansio´n”, en donde la palabra compansio´n esta´ formada
de compresio´n y expansio´n
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Sin embargo, en [Rahmatallah et al., 2013] se demuestra que los esquemas NLCT pueden de-
gradar en menor proporcio´n la BER que otras clases de CTs, alcanzando el mismo nivel de
reduccio´n de la PAPR.
Una de las primeras te´cnicas no lineales propuestas para reducir la PAPR de los sis-
temas OFDM, fue µ-law CTs, ampliamente estudiado en los trabajos [Wang et al., 1999],
[Huang et al., 2001b], [Wang et al., 2003], [Pratt et al., 2006] y [Hsu and Liao, 2012]. La te´c-
nica µ-law CTs mantiene los picos de la sen˜al, pero aumenta las partes con amplitudes ma´s
bajas, obtenie´ndose as´ı una sen˜al con una potencia media menor, lo que conduce a una PAPR
ma´s baja. En el receptor, la sen˜al debe ser recuperada antes de la demodulacio´n.
En [Jiang and Zhu, 2004] se plantea un esquema NLCT, donde la transformada de com-
pansio´n es una funcio´n de error, que transforma la distribucio´n Gaussiana de la sen˜al en una
distribucio´n cuasi-uniforme. Por otro lado, el trabajo [Jiang et al., 2007] propone transfor-
mar la distribucio´n Rayleigh de la envolvente compleja en una distribucio´n uniforme. Tra-
bajos similares se tienen en [Hou et al., 2009] y [Jeng and Chen, 2011], los cuales proponen
transformar la distribucio´n de la sen˜al en una distribucio´n trapezoide; de hecho la propuesta
[Hou et al., 2009] es un caso ma´s general del trabajo presentado por [Jiang et al., 2007]. Se
han propuesto te´cnicas NLCT con diferentes tipos de transformadas para reducir la PAPR: ex-
ponenciales [Jiang et al., 2005a] y [Jiang et al., 2005b], logar´ıtmicas [Gong et al., 2005], tan-
gentes hiperbo´licas [Yang et al., 2007] y [Lowe and Huang, 2007] y transformadas con expan-
sio´n a trozos [Hou et al., 2010].
3.2.2. Te´cnicas sin distorsio´n de la sen˜al
Como alternativa para combatir el problema de la PAPR en los sistemas OFDM, se
han propuesto varias te´cnicas sin distorsio´n en la literatura. Estos me´todos consisten en
procesar la sen˜al OFDM con un conjunto de secuencias distintas que representen la misma
informacio´n pero con una PAPR menor. Las te´cnicas que caen dentro de esta categor´ıa
pueden o no requerir la transmisio´n de informacio´n adicional hacia el receptor. Adema´s, se
debe proteger dicha informacio´n de control para conseguir una demodulacio´n correcta de
la sen˜al. La principal caracter´ıstica de estos esquemas es que no introducen una distorsio´n
adicional en la sen˜al OFDM, y por tanto, no incrementan la tasa de error de bit. Estos
me´todos se clasifican en los siguientes grupos:
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Te´cnicas con informacio´n adicional
Te´cnicas sin informacio´n adicional
3.2.2.1. Con informacio´n adicional
Dentro de este grupo se revisan aquellos esquemas de reduccio´n de la PAPR que requieren
la transmisio´n de informacio´n adicional hacia el receptor, con la finalidad de que la sen˜al
recibida pueda ser recuperada correctamente antes de ser demodulada. El transporte de esta
informacio´n adicional conlleva una pe´rdida desfavorable de la velocidad de transmisio´n de los
datos. Entre los esquemas ma´s reconocidos esta´n:
Te´cnica TR (Tone Reservation)
Te´cnica PTS (Partial Transmit Sequences)
Te´cnica SLM (SeLected Mapping)
Te´cnicas de codificacio´n
(a) Te´cnica TR
El esquema TR (Tone Reservation) fue propuesto en [Tellado-Mourelo, 1999] y consiste
en reservar un subconjunto de ciertos tonos para reducir la PAPR. Estos tonos usualmente
no llevan informacio´n de datos y son de baja SNR.
Se define un vector c = [c[0], . . . , c[N − 1]] que recoge las muestras de una sen˜al en el
dominio del tiempo que se le an˜ade a las muestras de la sen˜al OFDM en el dominio del
tiempo x = [x[0], . . . , x[N − 1]] con la finalidad de cambiar la distribucio´n estad´ıstica de
la sen˜al para reducir la PAPR. Si se obtiene la correspondiente sen˜al en el dominio de la
frecuencia de dicho vector c, entonces c˜ = [c˜(0), . . . , c˜(N − 1)] agrupa dichas muestras.
Por lo tanto, el vector que reu´ne las nuevas muestras de la sen˜al OFDM en el dominio
del tiempo es x′ = [x′[0], . . . , x′[N − 1]] que se obtiene a partir de
x′ = x + c = IDFT {x˜ + c˜} (3.26)
donde x˜ = [x˜(0), . . . , x˜(N − 1)] es el vector que contiene las muestras de los s´ımbolos
complejos OFDM en el dominio de la frecuencia y x˜(k) denota el s´ımbolo complejo en la
subportadora k-e´sima, k = {0, . . . , N − 1}.
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Ahora, el objetivo de TR es encontrar los elementos del vector c˜ que hagan a la sen˜al
OFDM de PAPR mı´nima, es decir,
mı´n
c
‖x + c‖∞ = mı´n
c˜
‖x + IDFT {c˜} ‖∞ (3.27)
Si el s´ımbolo OFDM tiene NL subportadoras (tonos) libres y correspondientemente se
tiene un conjunto de NL subportadoras no nulas para el vector c˜, es decir, c˜(k) 6= 0 para
k ∈ {i1, i2, . . . , iNL}, entonces para x˜, los elementos x˜(k) = 0 para k ∈ {i1, i2, . . . , iNL}.
Las NL posiciones no nulas del vector c˜ son llamadas subportadoras de reduccio´n de picos
(PRCs - Peak Reduction Carriers). Los valores o´ptimos de c˜ son determinados por medio
de optimizacio´n convexa, usando me´todos de programacio´n lineal, que son altamente
complejos [Tellado-Mourelo, 1999].
Las posiciones de los elementos de c˜ dentro del s´ımbolo OFDM en el dominio de la
frecuencia deben ser de conocimiento del receptor, por lo que este me´todo requiere de la
transmisio´n de informacio´n adicional.
A partir de esta te´cnica se han publicado varios trabajos que buscan alternativas ma´s
eficientes para reducir la complejidad. Entre los trabajos ma´s recientes de la te´cnica
TR esta´n: [Wang and Tellambura, 2008] que propone el uso de sen˜ales de cancelacio´n
de picos en el dominio del tiempo y filtrado de la sen˜al en el dominio de la frecuencia
hasta alcanzar un nivel de PAPR deseado, pero este me´todo requiere muchas iteraciones
que incrementan la complejidad de la te´cnica. [Behravan and Eriksson, 2009] define a
TR como un problema de optimizacio´n convexa con restricciones de igualdad que pueden
resolverse iterativamente. [Li et al., 2011] implementa el proceso de optimizacio´n de TR
a trave´s de aproximaciones de mı´nimos cuadrados. En el trabajo [Wang et al., 2012] se
presenta TR basado en algoritmos gene´ticos.
(b) Te´cnica PTS
La te´cnica de reduccio´n de la PAPR llamada PTS (Partial Transmit Sequences) fue
originalmente introducida por [Mu¨ller, 1997] y consiste en dividir la sen˜al OFDM en el
dominio de la frecuencia x˜ = [x˜(0), . . . , x˜(N − 1)] en U subconjuntos disjuntos represen-
tados por el vector x˜u = [x˜u(0), . . . , x˜u(N − 1)] con 1 ≤ u ≤ U de tal manera que la sen˜al
OFDM en el dominio de la frecuencia x˜ es la combinacio´n de todos los U subbloques
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(como se ilustra en la Fig. 3.4), es decir,
x˜ =
U∑
u=1
x˜u. (3.28)
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Figura 3.4: Diagrama de bloques del transmisor OFDM con la te´cnica PTS para reducir la PAPR.
La sen˜al en el dominio del tiempo para cada subbloque se obtiene mediante la correspon-
diente operacio´n IDFT sobre cada subbloque y se denota como xu = [xu[0], . . . , xu[N − 1]]
con 1 ≤ u ≤ U . Luego, cada secuencia xu se multiplica independientemente por un vec-
tor de factores de fase, definido por el vector bu =
[
b1, . . . , bU
]
, donde cada elemento
bu = ejϕ
u
y ϕu ∈ [0, 2pi). Las muestras de la sen˜al despue´s de la combinacio´n se recogen
en el vector x′ = [x′[0], . . . , x′[N − 1]] que se obtiene a partir de
x′ =
U∑
u=1
buxu. (3.29)
El objetivo es obtener los elementos del vector bu que al combinarlos con xu la PAPR de la
sen˜al sea la menor posible; por tanto, se minimiza bajo el siguiente criterio [Mu¨ller, 1997]
arg min
bu
(
ma´x
0≤n≤N−1
∣∣x′[n]∣∣) (3.30)
Para reducir la complejidad en la bu´squeda de la solucio´n o´ptima, la seleccio´n de los
factores de fase, esta´ limitado a un conjunto de G elementos [Han and Hong, 2005]. As´ı,
el conjunto de factores de fase es bu = {ej2pig/G|g = 0, . . . G − 1}, con GU−1 conjuntos
de factores de fase. El nu´mero de bu´squedas se incrementa exponencialmente con el
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nu´mero de subbloques. Adema´s, esta te´cnica requiere calcular U operaciones IDFTs y la
transmisio´n de log2G
U bits adicionales para conseguir una decodificacio´n correcta.
El rendimiento de PTS se ve afectado por los para´metros G y U [Han and Hong, 2005].
De forma general, PTS puede dividir los subbloques de tres formas distintas, dando lugar
a las siguientes categor´ıas: particio´n adyacente, particio´n intercalada y particio´n pseu-
doaleatoria [Mu¨ller, 1997]. En [Mu¨ller and Huber, 1997] se demuestra que la particio´n
pseudoaleatoria es la mejor de las tres particiones.
Se han presentado varios trabajos que reducen la complejidad de PTS, como por ejemplo:
[Tellado-Mourelo, 1999] y [Cimini and Sollenberger, 2000] proponen un esquema iterativo
subo´ptimo para encontrar los factores de fase, y aunque la reduccio´n de la PAPR no es tan
buena como la te´cnica original, se consigue una implementacio´n ma´s simple. Otros traba-
jos ma´s recientes que reducen la complejidad de la te´cnica PTS son [Han and Lee, 2004],
[Yang et al., 2006], [Lim et al., 2006], [Ghassemi and Gulliver, 2008], [Hou et al., 2011] y
[Cho et al., 2012].
En la Fig. 3.5 se presentan los resultados de la CCDF de la reduccio´n de la PAPR con la
te´cnica PTS para un sistema OFDM de 256 subportadoras y con modulacio´n 16-QAM,
donde el nu´mero de subbloques es el conjunto U = {1, 2, 4, 8, 16}. En la figura, la etiqueta
“Original” se usa para designar la sen˜al OFDM sin ninguna te´cnica de reduccio´n de la
PAPR. Claramente, se puede observar que el comportamiento de la te´cnica es mejor a
medida que tambie´n crece el nu´mero de subbloques.
(c) Te´cnica SLM
La te´cnica SLM (SeLected Mapping) propuesta originalmente en [Ba¨uml et al., 1996],
tiene como objetivo generar un conjunto suficientemente diferente de s´ımbolos OFDM
todos representando la misma informacio´n que el s´ımbolo original, para elegir aque´l que
proporcione la PAPR menor del conjunto disponible. El diagrama de bloques de la te´cnica
SLM se presenta en la Fig. 3.6, cuyo funcionamiento se detalla a continuacio´n.
Cada s´ımbolo OFDM en el dominio de la frecuencia x˜ = [x˜(0), . . . , x˜(N − 1)] se multiplica
por U secuencias, cada una con diferentes factores de fases y de longitud N , que se recogen
en el vector bu = [bu(0), bu(1), . . . , bu(N − 1), ], 1 ≤ u ≤ U y donde bu(k) = ejϕuk con
ϕuk ∈ [0, 2pi), k = {0, . . . , N − 1} y u = {1, . . . , U}, resultando en U secuencias de datos
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Figura 3.5: CCDF de la PAPR con el esquema PTS para un sistema OFDM con N = 256 subpor-
tadoras y modulacio´n 16-QAM.
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Figura 3.6: Diagrama de bloques del transmisor OFDM con la te´cnica SLM para reducir la PAPR.
diferentes x˜u = [x˜u(0), x˜u(1), . . . , x˜u(N − 1)]. Luego, se obtiene para cada una de las U
secuencias la correspondiente sen˜al en el dominio del tiempo a trave´s de la IDFT, cuyas
muestras se recogen en el vector xu = [xu[0], . . . , xu[N − 1]] para u = {1, . . . , U}.
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El vector de secuencias de factores de fase bu =
[
b1, . . . , bU
]
debe minimizarse bajo el
criterio,
arg min
bu
(
ma´x
0≤n≤N−1
|xu[n]|
)
(3.31)
La sen˜al a ser transmitida se selecciona del conjunto xu = [xu[0], . . . , xu[N − 1]] , u =
{1, . . . , U} disponible, bajo el criterio de la PAPR menor [Ba¨uml et al., 1996].
Para la implementacio´n de SLM en los sistemas OFDM, se requiere que SLM realice U
operaciones IDFTs y que se transmita log2 U bits por cada bloque de datos. La habilidad
de SLM para reducir la PAPR dependera´ del nu´mero de factores de fase U fijados. Se
han propuesto varios trabajos para reducir la complejidad de SLM y el nu´mero de bits de
informacio´n adicional. Por ejemplo, [Breiling et al., 2001] propone un esquema SLM que
se abstiene de enviar la transmisio´n de informacio´n adicional hacia el receptor, conocido
como BSLM (Blind - SLM) insertando etiquetas y codificacio´n, a costa de introducir
redundancia en la sen˜al; otros trabajos que presentan a SLM sin informacio´n adicional
son [Le Goff et al., 2009] y [Ji and Ren, 2013].
A modo de ejemplo, en la Fig. 3.7 se ilustran los resultados de la CCDF de la reduccio´n de
la PAPR con la te´cnica SLM para un sistema OFDM de 256 subportadoras y modulacio´n
QPSK, donde se considera el nu´mero de factores de fase U = {2, 4, 8, 16}. Se puede
observar que el comportamiento de la te´cnica es mejor a medida que crece tambie´n el
nu´mero de factores de fase disponibles.
Aunque ya se ha propuestos un esquema SLM, que no tiene la necesidad de transmi-
tir informacio´n adicional hacia el receptor (BSLM), se ha incluido en esta categor´ıa de
te´cnicas, debido a que la te´cnica original y muchas de las mejoras s´ı lo requieren.
(d) Te´cnicas de codificacio´n
El objetivo de estas te´cnicas es buscar la secuencia de co´digos bloque que proporcione
la PAPR mı´nima dentro de un conjunto disponible, la idea inicial fue introducida por
[Jones et al., 1994]. Estos esquemas tienen la capacidad de realizar deteccio´n y correc-
cio´n de errores, pero tienen una carga computacional exhaustiva debido a que hay que
buscar la palabra co´digo de PAPR menor, dentro de tablas de almacenamiento grandes
tanto para la codificacio´n como para la decodificcio´n, especialmente cuando el nu´mero
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Figura 3.7: CCDF de la PAPR con te´cnica SLM para un sistema OFDM con N = 256 subportadoras
y modulacio´n QPSK.
de subportadoras N es elevado. Existen varias propuestas con diferentes tipos de codifi-
cacio´n, ente los que se destacan: Co´digos Bloque Lineales (LBC - Linear Block Codes),
Secuencias Complementarias Golay (GCSs - Golay Complementary Sequences) y Turbo
Co´digos (TC - Turbo Codes).
Co´digos Bloque Lineales (LBC - Linear Block Codes) En los LBC, en lugar
de dedicar algunos bits de las palabras co´digo para mejorar el rendimiento de la BER,
estos bits ahora se dedican a reducir la PAPR. El objetivo es escoger las palabras co´-
digo de menor PAPR para su transmisio´n. En 1994, el trabajo de [Jones et al., 1994]
propone usar un esquema LBC para que cada 3 bits de datos se mapeen en palabras
co´digo con longitud igual a 4 bits, an˜adiendo un bit de paridad. Ma´s tarde se publi-
caron otros trabajos como: [Wulich, 1996] que propone el uso de un co´digo c´ıclico de
tasa 3/4 para cualquier nu´mero de subportadoras mu´ltiplo de 4, donde la reduccio´n
de la PAPR conseguida fue de aproximadamente 3 [dB]. Un rendimiento similar,
pero con complejidad menor se presenta en [Zhang et al., 1999] a trave´s de codifica-
cio´n por subbloques (SBC - Sub-Block Coding). En [Jones and Wilkinson, 1996] se
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expone la combinacio´n de co´digos (8, 4) LBC para ofrecer capacidad de control de
errores y reduccio´n de la PAPR de 4 [dB] en modulaciones multiportadora.
Para reducir la PAPR a trave´s de co´digos LBC, en [Ahn et al., 2000] y ma´s recien-
temente en [Slimane, 2007] y [Hao and Lai, 2010] se presenta como alternativa que
las palabras co´digo se multipliquen por un vector de rotacio´n de fase, de tal forma
que la matriz de palabras co´digo y el vector de rotacio´n de fase seleccionados sean
lo que proveen la PAPR mı´nima.
El art´ıculo [Jiang and Zhu, 2005] propone reducir la complejidad de los esquemas
de codificacio´n a trave´s de co´digos bloque complementarios (CBC, Complementary
Block Codes), donde los bits complementarios se insertan en medio de los bits de
informacio´n para formar palabras co´digo de PAPR menor.
El uso de co´digos LDPC (Low Density Parity Check) tambie´n se han estudiado
recientemente para reducir la PAPR en [Daoud and Alani, 2009] y [Qu et al., 2014].
El uso de co´digos de fuente tambie´n se ha propuesto para controlar la PAPR de los
sistemas OFDM en [Jiang and Li, 2010].
Secuencias Complementarias Golay (GCSs - Golay Complementary Se-
quences) Las secuencias complementarias Golay [Golay, 1961] pueden usarse como
palabras co´digo para los sistemas OFDM. En las publicaciones que combinan pa-
res de secuencias Golay con ciertos co´digos Reed-Muller ([Davis and Jedwab, 1997],
[Davis and Jedwab, 1999] y [Paterson, 2000]) se proporciona una potente manera de
incorporar capacidad de correccio´n de errores y control de la PAPR, pero su uso esta´
limitado a sistemas OFDM con pocas subportadoras. En el caso de sistemas OFDM
con un mayor nu´mero de subportadoras, estos me´todos resultan en pe´rdida de la
tasa de transmisio´n y en un incremento considerable de la carga computacional,
debido a la naturaleza exhaustiva del me´todo para buscar los co´digos adecuados.
Algunos trabajos ma´s recientes como [Taha and Liu, 2007], [Liu and Wu, 2010b] y
[Liu and Wu, 2010a] estudian el uso de GCSs con constelaciones 16-QAM para redu-
cir la PAPR. En [Gil Jime´nez et al., 2008] se presenta el uso de GCSs con correccio´n
de errores hacia adelante (FEC - Forward Error Correction) para reducir la PAPR
en sistemas OFDM basados en redes WLAN.
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Turbo Co´digos (TC - Turbo Codes) Una manera de aprovechar al ma´ximo los
turbo co´digos para reducir la PAPR, es combinarlos con el me´todo SLM. Las posi-
bles secuencias SLM se generan con un codificador turbo con varios entrelazadores
[Lin et al., 2003] [Abouda, 2004] y [Tsai et al., 2008]. Con esta´ combinacio´n (SLM
y TC) no se requiere la transmisio´n de informacio´n de control, pero si se comparan
con la te´cnica SLM tradicional, se tiene degradacio´n en la BER, producto de la
incorrecta recuperacio´n de la informacio´n. Sin embargo, los turbo co´digos ofrecen la
capacidad de control de errores.
Co´digos BCH (Bose-Ray CHaudhuri) Otras propuestas ofrecen el uso de co´-
digos BCH para reducir la PAPR [Paterson and Tarokh, 2000], [Schmidt, 2008] y
[Sabbaghian et al., 2011]. Especialmente [Paterson and Tarokh, 2000] muestra que
las palabras co´digo empleadas pueden conseguir que la envolvente de la sen˜al OFDM
exhiba fluctuaciones bajas. Sin embargo, se ve limitado por la falta de decodificado-
res pra´cticos dejando una brecha entre el rendimiento y el l´ımite de Shannon. Para
resolver este brecha [Sabbaghian et al., 2011] propone el uso de decodificadores ba-
sados en el criterio de ma´ximo a posteriori.
3.2.2.2. Sin informacio´n adicional
En las siguientes l´ıneas se exponen aquellos esquemas de reduccio´n de la PAPR que no
requieren la transmisio´n de informacio´n adicional hacia el receptor para poder demodular la
informacio´n de forma correcta. Dentro de estos me´todos se pueden nombrar a:
Te´cnicas CS (Constellation Shapping)
Te´cnica con secuencias piloto
(a) Te´cnicas CS
Los esquemas CS (Constellation Shapping) hacen referencia a aquellos esquemas que
mueven o insertan los puntos de la constelacio´n del s´ımbolo OFDM en el dominio de la
frecuencia. Dependiendo de la forma en que se desplazan los puntos de la constelacio´n,
se pueden agrupar en tres te´cnicas, a saber,
Te´cnica TI (Tone Injection)
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Te´cnica CE (Constellation Extension)
Te´cnica CCS (Constrained Constellation Shapping)
Te´cnica TI
La te´cnica TI (Tone Injection) tambie´n fue propuesta junto a la te´cnica TR en
el trabajo [Tellado-Mourelo, 1999]. Tiene como objetivo incrementar el taman˜o de
la constelacio´n, de tal manera que se pueda mapear cada punto de la constelacio´n
original x˜(k), k = {0, . . . , N − 1} en varios puntos equivalentes de una constelacio´n
expandida, donde se aprovechan los grados adicionales de libertad para reducir la
PAPR. Esta te´cnica se llama TI porque substituye los puntos de la constelacio´n
originales en una constelacio´n ma´s grande “inyectando tonos” apropiadamente.
A diferencia de TR, esta´ te´cnica no requiere de la transmisio´n de informacio´n adi-
cional hacia el receptor, pero demanda de una energ´ıa por s´ımbolo mucho mayor,
producto de la extensio´n de la constelacio´n.
Si las muestras de la sen˜al original en el dominio de la frecuencia, que se recogen en
el vector x˜ = [x˜(0), . . . , x˜(N − 1)], se substituyen por una constelacio´n expandida
x˜′ = [x˜′(0), . . . , x˜′(N − 1)], entonces cada subportadora k-e´sima se obtiene a partir
de
x˜′(k) = x˜(k) + c˜(k), k = {1, . . . , N − 1} (3.32)
siendo c˜(k) la secuencia de reduccio´n de la PAPR en el dominio de la frecuencia
para la subportadora k-e´sima. Por consiguiente, la sen˜al expandida en el dominio
del tiempo x′ = [x[0], . . . , x[N − 1]] viene dada por
x′[n] = x[n] + c[n]
=
1√
N
N−1∑
k=0
(x˜(k) + c˜(k)) ej2pikn/N , 0 ≤ n ≤ N − 1 (3.33)
donde x[n] y c[n] denotan, respectivamente, la sen˜al OFDM original y secuencia de
reduccio´n de la PAPR en el dominio del tiempo. Cabe sen˜alar que si las secuencias de
reduccio´n de la PAPR no son ortogonales, sus efectos deben eliminarse en recepcio´n.
Cada secuencia k-e´sima c˜(k) se construye a partir de [Tellado-Mourelo, 1999]
c˜(k) = a(k)λ+ j · b(k)λ (3.34)
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donde λ > 0 ∈ R es una constante, y a(k) y b(k) son dos valores escogidos para
minimizar la PAPR.
La solucio´n o´ptima de TI (encontrar los valores de a(k) y b(k) ) requiere bu´squedas
exhaustivas de todas las combinaciones de las posibles permutaciones de la conste-
lacio´n.
En los trabajos recientes [Han et al., 2006] y [Han et al., 2008] se propone usar TI
con constelaciones hexagonales para alcanzar la reduccio´n de la PAPR con solo
un pequen˜o incremento en la energ´ıa de bit por s´ımbolo comparado con TI para
constelaciones QAM. Por otro lado, [Damavandi et al., 2013] presenta a TI como un
problema particular de optimizacio´n combinatoria, que se resuelve a trave´s de los
me´todos Cross-Entropy.
Te´cnica CE
El objetivo del esquema CE (Constellation Extension) es minimizar la PAPR mo-
viendo inteligentemente ciertos puntos externos del conjunto que forman parte de
la constelacio´n del s´ımbolo OFDM en el dominio de la frecuencia. Estos puntos se
desplazan hacia afuera dentro de una regio´n permitida (ve´ase la Fig. 3.8), de tal
forma que la distancia mı´nima no se vea afectada para no degradar la tasa de error
de bit. Esta idea se explica fa´cilmente, en el caso de una modulacio´n QPSK, como
se ilustra en la Fig. 3.8a; la regio´n permitida para desplazar los puntos corresponde
a la zona sombreada. Para el caso de constelaciones de orden mayor, los puntos
internos no se modifican para no afectar la distancia mı´nima, y los puntos externos
de la constelacio´n se movera´n segu´n su ubicacio´n, a saber, los puntos de las esqui-
nas pueden desplazarse dentro de la regio´n sombreada, mientras que los de l´ımites
exteriores, so´lo se desplazan en direccio´n de las flechas, como se observa en la Fig.
3.8b
Para expandir los puntos de la constelacio´n del s´ımbolo OFDM complejo x˜ =
[x˜(0), . . . , x˜(N − 1)] hacia cualquier punto de la regio´n permitida se an˜ade un factor
de extensio´n c˜ ∈ C, donde c˜ = [c˜(0), . . . , c˜(N − 1)] es un vector de taman˜o 1×N que
recoge los factores de extensio´n para cada subportadora k-e´sima. Como resultado
se obtiene un nuevo s´ımbolo complejo extendido, cuyas muestras se agrupan en el
vector x˜′ = [x˜′(1), . . . , x˜′(N − 1)], siendo x˜′(k) = x˜(k) + c˜(k) el s´ımbolo complejo
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Figura 3.8: Regiones de extensio´n permitidas para la te´cnica CE.
extendido sobre la subportadora k-e´sima y k = {0, . . . , N − 1}.
La correspondiente sen˜al extendida en el dominio del tiempo x′ = [x′[0], . . . , x′[N − 1]],
a la salida de la IDFT, esta´ dada por
x′[n] =
1√
N
N−1∑
k=0
(x˜(k) + c˜(k)) ej2pikn/N , 0 ≤ n ≤ N − 1. (3.35)
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Para determinar el conjunto de puntos de la constelacio´n que se debe extender, en
la literatura se han propuesto algunas versiones de la te´cnica CE. As´ı por ejem-
plo, ACE (Active Constellation Extension) [Krongold and Jones, 2003] y ACE-IPM
(ACE based on IPM ) [Wang and Leung, 2008] y [Yu et al., 2011] se presentan co-
mo problemas de optimizacio´n. En otros trabajos como [Sezginer and Sari, 2006] y
[Sezginer and Sari, 2007] la decisio´n de que´ s´ımbolos se extendera´n esta´ basado en
el ca´lculo de una me´trica. En [Jabrane et al., 2010] la decisio´n esta´ basada en redes
neuronales mientras que en [Gil Jime´nez et al., 2011] se propone que la extensio´n la
realice un sistema difuso basado en ANFIS (Adaptive Neural Fuzzy Inference Sys-
tems). Debido a que la te´cnica CE es en la que se enmarca la Tesis, los detalles de
estos esquemas se detallan en la seccio´n 3.3.
Te´cnica CSS
Este esquema reduce la PAPR moviendo ciertos puntos de la constelacio´n original
del conjunto que forman el s´ımbolo OFDM, dentro un error permitido, llamado
EVM (Error Vector Magnitude). La reduccio´n de la PAPR que se consigue a trave´s
de esta te´cnica es significativa, pero a costa de degradar la BER. Una de las carac-
ter´ıstica principales de este esquema es que puede ser formulado como un problema
de optimizacio´n, tenie´ndose las siguientes propuestas: [Aggarwal and Meng, 2006],
[Wang and Yi, 2009], [Liu et al., 2009] y [Wang et al., 2011].
Por ejemplo, en [Aggarwal and Meng, 2006] los autores proponen minimizar la PAPR
formulado el problema de minimizacio´n de la PAPR como esquema de optimizacio´n
convexo SOCP (Second Order Cone Program). Las restricciones a las que esta´ su-
jeto el problema son (1) el ma´ximo EVM permitido y (2) la potencia promedio de
las subportadoras libres. Este algoritmo considera Nd con (Nd < N) subportadoras
de datos en su proceso de optimizacio´n. Por tanto, si se considera que el s´ımbolo
OFDM en el dominio de la frecuencia x˜ = [x˜(0), . . . , x˜(N − 1)] contiene los puntos
de la constelacio´n original y que x˜′ = [x˜′(0), . . . , x˜′(N − 1)] agrupa los puntos de la
constelacio´n ideal, el EVM esta´ definido por
EVM =
√√√√√ Nd∑
i=1
‖x˜′(i)− x˜(i)‖
NdP0
(3.36)
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siendo Nd el nu´mero de subportadoras de datos que son indexadas por i1, i2, . . . iNd
y P0 es la potencia promedio de la constelacio´n. Para resolver el problema SOCP se
emplea el me´todo IPM (Interior Point Method).
En [Wang and Yi, 2009], se expone la reduccio´n de la PAPR como un problema
SOCP para alcanzar una PAPR cuasi-constante. Por otro lado, el trabajo propuesto
por [Liu et al., 2009] plantea minimizar el EVM para alcanzar un nivel de PAPR
dado como restriccio´n, por lo que tambie´n se resuelve a trave´s del me´todo IPM. El
trabajo ma´s reciente, [Wang et al., 2011] presenta la minimizacio´n del EVM como un
problema no convexo QP (Quadratic Program) que se resuelve a trave´s del me´todo
SDR (SemiDefinite Relaxation); las restricciones a las que esta´ sujeto el problema
de minimizacio´n del EVM es fijar un nivel de PAPR requerido y la de minimizar la
potencia de las subportadoras libres.
(b) Secuencias piloto
En los sistemas OFDM inala´mbricos coherentes, los s´ımbolos piloto se insertan usual-
mente en la rejilla 2D tiempo-frecuencia para estimar el canal. Si se considera que en
cada s´ımbolo OFDM `-e´simo de N suportadoras, un subconjunto Υ de subportadoras,
con cardinalidad Np = |Υ| llevara´n s´ımbolos piloto, entonces el vector que recoge las
muestras del s´ımbolo OFDM en el dominio de la frecuencia x˜ = [x˜(0), . . . , x˜(N − 1)] sera´
x˜(k) =
 p˜(k), k ∈ Υz˜(k), k /∈ Υ (3.37)
donde p˜(k) y z˜(k) son, respectivamente, los s´ımbolos piloto y de datos en la subportadora
k-e´sima, siendo k = {0, . . . , N − 1}.
Por tanto, la correspondiente sen˜al en el dominio del tiempo, a la salida de la IDFT
x[n] = z[n] + p[n] tambie´n podr´ıa separarse en dos partes, como
x [n] =

p [n] = 1√
N
∑
k∈Υ
p˜(k)ej
2pi
N
kn
z [n] = 1√
N
∑
k/∈Υ
z˜(k)ej
2pi
N
kn
(3.38)
donde p [n] y z [n] hacen referencia a la sen˜ales en el dominio del tiempo de pilotos y
datos, respectivamente.
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La te´cnica OPS (Orthogonal Pilot Sequences) [Ferna´ndez-Getino Garc´ıa et al., 2006] pro-
pone el uso de un conjunto predefinido de M secuencias piloto ortogonales cada una de
longitud Np (M ≤ Np). Para cada s´ımbolo OFDM, se selecciona la secuencia piloto que
al combinarse con los datos proporcione la PAPR ma´s baja del conjunto disponible. Este
esquema subo´ptimo reduce la complejidad si se compara con el uso de valores de pilotos
o´ptimos. Adema´s, evita la transmisio´n de informacio´n adicional hacia el receptor, ya que
es posible una deteccio´n ciega debido a las condiciones de ortogonalidad de las secuen-
cias piloto [Ferna´ndez-Getino Garc´ıa et al., 2006]. Para el s´ımbolo OFDM, la secuencia
p˜ = [p˜(0), . . . , p˜(N − 1)] recoge los s´ımbolos piloto en el dominio de la frecuencia en las
correspondientes posiciones de los s´ımbolos piloto, mientras que las dema´s posiciones se
ponen a cero, segu´n
p˜(k) =
 p˜(k), k ∈ Υ0, k /∈ Υ (3.39)
OPS dispone de un conjunto finito de M secuencias piloto, p˜m con m ∈ {1, · · · ,M},
es decir, {p˜1, . . . , p˜M}. Estas secuencias piloto son ortogonales entre s´ı, por tanto deben
cumplir la condicio´n de ortogonalidad
〈p˜m, p˜n〉 = 0 m 6= n m, n = {1, . . . ,M} (3.40)
siendo 〈·, ·〉 el producto escalar.
Particularmente, si se emplean las conocidas secuencias Walsh-Hadamard para los s´ım-
bolos piloto, entonces p˜(k) ∈ {1,−1}, y por tanto 〈p˜m, p˜n〉 = Npδ[m − n], m,n =
{1, . . . ,M}, donde δ[·] denota la funcio´n delta de Kronecker.
En esta te´cnica se usan las secuencias piloto del conjunto disponible p˜m, m = {1, . . . ,M}
para formar M s´ımbolos OFDM en el dominio de la frecuencia x˜m(k) k = {0, . . . , N−1},
segu´n (3.37). Seguidamente, se obtienen M s´ımbolos OFDM en el dominio del tiempo
a trave´s de la operacio´n IDFT segu´n (3.38). Luego, se selecciona el s´ımbolo OFDM m-
e´simo, que proporcione la PAPR menor del conjunto disponible. Por lo tanto, el algoritmo
OPS lleva a cabo M operaciones IDFT por cada s´ımbolo OFDM `-e´simo dejando una
implementacio´n pra´ctica compleja.
A modo de ejemplo, en la Fig. 3.9 se ilustran los resultados de la CCDF de la reduccio´n
de la PAPR con la te´cnica OPS [Ferna´ndez-Getino Garc´ıa et al., 2006] para un sistema
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OFDM de 256 subportadoras y modulacio´n 16-QAM, donde el nu´mero de secuencias
piloto ortogonales considerado es M = {2, 4, 6, 8}, en donde cada Nf = 8 se inserta
un s´ımbolo piloto, es decir, Np = N/Nf = N/8 pilotos por s´ımbolo OFDM. Se puede
observar que el comportamiento de la te´cnica es mejor a medida que crece el nu´mero de
secuencias piloto.
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Figura 3.9: CCDF de la PAPR con te´cnica OPS para un sistema OFDM con N = 256 subportadoras
y modulacio´n 16-QAM.
3.3. Te´cnicas CE (Constellation Extension)
Se ha considerado oportuno, que las versiones existentes actualmente en la literatura del
esquema CE sean considerados en una seccio´n aparte, ya que esta informacio´n sera´ usada en
los cap´ıtulos siguientes, por lo que se revisara´n con ma´s detalle en esta seccio´n del cap´ıtulo.
Cada una se detalla a continuacio´n.
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3.3.1. ACE (Active Constellation Extension)
La te´cnica ACE, propuesta en [Krongold and Jones, 2003], se formula como un problema
de optimizacio´n. As´ı, para el s´ımbolo OFDM `-e´simo el problema de minimizacio´n es
mı´n
c˜∈C
ma´x
n
|x′ [n] |2, (3.41)
siendo c˜ = [c˜(0), . . . , c˜(N − 1)] un vector de taman˜o 1×N que recoge los valores con los que
se debe extender la constelacio´n, C representa la regio´n de extensio´n permitida (ve´ase Fig.
3.8) y x′[n] es el s´ımbolo OFDM extendido dado por
x′[n] =
1√
N
N−1∑
k=0
(x˜(k) + c˜(k)) ej2pikn/N , 0 ≤ n ≤ N − 1 (3.42)
donde x˜(k) y c˜(k) son, respectivamente, el s´ımbolo OFDM original y el factor de extensio´n
sobre la subportadora k-e´sima y k = {0, . . . , N − 1}.
Este tipo de problema representa un caso especial de optimizacio´n QCQP (Quadrati-
cally Constrained Quadratic Program), cuya solucio´n es altamente compleja. Los autores de
[Krongold and Jones, 2003] proponen dos soluciones subo´ptimas para resolver el problema
de minimizacio´n de la PAPR y reducir la carga computacional asociada con el problema
formulado en (3.41), a saber: POCS (Projection onto Convex Sets) y SGP (Smart Gradient
Project). Por ejemplo, en el caso de POCS, la minimizacio´n consiste en recortar los picos de
la sen˜al en el dominio del tiempo que superen un umbral dado A, para obtener
x′[n] =
 x[n] |x[n]| ≤ AAeθ[n] |x[n]| ≥ A (3.43)
donde θ[n] es la fase de x[n].
Seguidamente, se obtiene la correspondiente sen˜al en el dominio de la frecuencia, v´ıa
DFT. Si los picos recortados se corresponden, en el dominio de la frecuencia, con puntos de la
constelacio´n que este´n fuera de la regio´n permitida, hay que volver a colocarlos en su posicio´n
original y repetir este procedimiento hasta no tener puntos fuera de la regio´n permitida o hasta
alcanzar un nu´mero ma´ximo de iteraciones que se ha fijado previamente. Estos algoritmos
subo´ptimos siguen siendo complejos debido al nu´mero de operaciones DFT/IDFT que se
realiza en cada iteracio´n.
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3.3.2. Basadas en me´trica
Para decidir el conjunto de s´ımbolos complejos del bloque OFDM en el dominio de la fre-
cuencia que se deben extender [Sezginer and Sari, 2006] y [Sezginer and Sari, 2007] proponen
el uso de una me´trica, que mide la contribucio´n de cada subportadora a la formacio´n de los pi-
cos en la sen˜al OFDM a la salida de la IDFT. Los autores proponen tres posibles variantes de
los algoritmos basados en me´trica: predistorsio´n de amplitud simple (SAP - Simple Amplitude
Predistortion) [Sezginer and Sari, 2006], predistorsio´n de amplitud multinivel (MAP - Multi-
level Amplitude Predistortion) [Sezginer and Sari, 2007] y predistorsio´n de s´ımbolo complejo
(CSP - Complex Symbol Predistortion) [Sezginer and Sari, 2007].
De forma general, para los algoritmos SAP y MAP, la me´trica para el s´ımbolo complejo
k-e´simo en el dominio de la frecuencia esta´ dada matema´ticamente por
µ(k) =
∑
n∈SK
ω(n)f(n, k) (3.44)
siendo, f(n, k) = − cos(ϕnk) una funcio´n que mide el a´ngulo de fase entre la sen˜al de entrada
x˜(k) y de salida x[n] de la IDFT, ϕnk es el a´ngulo entre las muestras, ω(n) es una funcio´n de
pesos para x[n], definida por
ω(n) = |x[n]|p (3.45)
donde p un para´metro predefinido previamente y SK es un conjunto de taman˜o K = |SK |
cuyos elementos son los ı´ndices de las muestras x[n] que superan un determinado valor A (el
valor de A puede ser considerado como un valor por el cual se obtiene la mayor disminucio´n
en la PAPR promedio; como regla general, el valor de A debe ser menor que la PAPR objetivo
[Sezginer and Sari, 2006]).
Una vez calculada la me´trica para todos los s´ımbolos complejos en el dominio de la
frecuecnia, e´stos se ordenan de forma descendente y el conjunto SL que corresponda a los
L = |SL| s´ımbolos con valores de me´trica ma´s grande se seleccionan para ser extendidos.
Para el algoritmo SAP, el factor de extensio´n es fijo para todas las subportadoras y todos
los s´ımbolos OFDM c(k) = α ∈ R (|α| ≥ 1). El rendimiento de SAP es limitado debido a
que α es restringido ∀k, `. Adema´s, α y L son valores sugeridos por los autores3, a saber,
α = {1.3, 1.55, 2} con L = {40, 26, 10} respectivamente [Sezginer and Sari, 2006].
3tras una bu´squeda emp´ırica exhaustiva
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Para MAP, el factor de extensio´n var´ıa de s´ımbolo a s´ımbolo, de una manera intuitiva
sugerida por los autores es c(k) =
(
1 + β
√
µ(k)
)
, siendo β ∈ R un nu´mero real positivo.
Por otro lado, para el algoritmo CSP se redefine la me´trica dada por (3.44) en dos partes,
una para la parte real y otra para la imaginaria de la sen˜al.
A modo de ejemplo, en la Fig. 3.10 se ilustra los resultados de la CCDF de la reduccio´n
de la PAPR con la te´cnica SAP para un sistema OFDM de 128 subportadoras y modulacio´n
16-QAM. Se considera los siguientes para´metros {L = 10, α = 2} y {L = 26, α = 1.55}.
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Figura 3.10: CCDF de la PAPR con te´cnica SAP para un sistema OFDM con N = 128 subportadoras
y modulacio´n 16-QAM.
3.3.3. ACE-IPM
En [Wang and Leung, 2008] la reduccio´n de la PAPR se formula como un problema SOCP
(Second Order Cone Program) y se resuelve usando el me´todo IPM (Interior Point Method).
En este caso, el problema formulado es
mı´n ma´x
0≤n≤N−1
|x [n] |2 (3.46)
s. t. xR = [<{x},={x}] = IDFT(x˜V, x˜F)
sign(x˜′V(g)− x˜V(g))× sign(x˜′V(g)) ≥ 0 g = 1, . . . , G
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donde xR ∈ R2N es un vector que contiene las partes real e imaginaria de la sen˜al en el dominio
del tiempo x, <{·} e ={·} representan la parte real e imaginaria, x˜V ∈ R es un vector de
taman˜o 1×G que recoge las parte real e imaginaria de puntos de la constelacio´n que pueden
extenderse (ve´ase Fig. 3.8), donde G es el nu´mero total de puntos de la constelacio´n que se
pueden extender, x˜F ∈ R es un vector de taman˜o (2N −G)× 1 que recoge todos los puntos
de la constelacio´n que permanecen fijos y x˜′V recoge los puntos extendidos de la constelacio´n.
3.4. Comparativa de las diferentes te´cnicas
El tema de reduccio´n de la PARR en los sistemas OFDM continu´a recibiendo mucha
atencio´n en el campo cient´ıfico, y au´n es un a´rea muy activa dentro de la investigacio´n.
Evidentemente, se debe pagar algu´n coste adicional por conseguir reducir la PAPR de los
sistemas OFDM. Las diferentes te´cnicas de reduccio´n de la PAPR alcanzan buenos resultados
pero a expensas de otros factores como: reduccio´n en la velocidad de transmisio´n debido al
transporte de informacio´n adicional, incremento en la energ´ıa de bit por s´ımbolo, deterioro de
la BER, aumento de la carga computacional, etc. A continuacio´n en la Tabla 3.1 se presentan
las diferentes te´cnicas de reduccio´n de la PAPR existentes en la literatura y que se han
discutido a lo largo de este cap´ıtulo.
Las prestaciones de una te´cnica, en te´rminos de reduccio´n de la PAPR, claramente, es
el aspecto ma´s importante para seleccionar un determinado esquema; sin embargo, se debe
prestar atencio´n a otros aspectos para que los efectos no sean perjudiciales para el sistema.
As´ı, por ejemplo, la te´cnica de recorte y filtrado, CTs (Companding Transforms) y PW (Peak
Windowing) consiguen una buena reduccio´n de la PAPR pero provocan radiacio´n dentro y
fuera de banda lo que conlleva una degradacio´n de la BER. De forma similar, la te´cnica CSS
(Constrained Constellation Shapping) proporcionan una reduccio´n de la PAPR significativa,
pero al mover los puntos de constelacio´n dentro de un error permitido, la degradacio´n de la
BER es importante, adema´s de que su complejidad es alta.
Algunas te´cnicas como SLM, PTS, TR y codificacio´n requieren que se transmita hacia
el receptor informacio´n adicional para demodular correctamente la informacio´n, lo que se
traduce en una pe´rdida en la velocidad de transmisio´n de datos. En ocasiones el transporte
de esta informacio´n adicional puede verse afectada durante el paso por el canal, por lo que
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Tabla 3.1: Comparacio´n de las te´cnicas de reduccio´n de la PAPR en los sistemas OFDM
Te´cnicas de Incremento Pe´rdida de Complejidad Incremento
reduccio´n de la BER tasa de datos potencia
Clipping si no baja no
Companding si no baja no
Codificacio´n no si alta no
SLM no si alta no
PTS no si alta no
TR no si alta si
TI no no alta si
CE no no alta si
CCS si no alta si
OPS no no alta no
el receptor recibe informacio´n de control erro´nea. Por lo tanto, es importante proporcionar
proteccio´n a dicha informacio´n.
La complejidad computacional de cualquier te´cnica, es otro aspecto fundamental a tener
en cuenta en la seleccio´n del esquema de reduccio´n de la PAPR. Por ejemplo, PTS, ACE-
POCS, etc. encuentran la solucio´n usando varias iteraciones, lo que aumenta la complejidad
del sistema. Generalmente te´cnicas ma´s complejas obtienen mejores prestaciones en reduccio´n
de la PAPR.
Las te´cnicas CS (Constellation Shapping) aumentan la energ´ıa transmitida de la sen˜al,
despue´s de procesar la te´cnica de reduccio´n. Por ejemplo, TI, ACE, SAP, etc. usan un conjunto
de puntos de constelacio´n equivalente a la sen˜al original para reducir la PAPR, pero este
nuevo conjunto requiere ma´s potencia que la original. En SAP, se puede limitar el aumento
de potencia, restringiendo el valor del factor de extensio´n de la constelacio´n.
Respecto a la complejidad, aunque para varios esquemas de reduccio´n de la PAPR se
indica que es “alta”, de manera cualitativa, existen diferencias significativas entre ellos.
CAP´ITULO 4
TE´CNICAS DE EXTENSIO´N DE LA CONSTELACIO´N BASADAS
EN ME´TRICA COMBINADA CON PILOTOS
Este cap´ıtulo considera el disen˜o de nuevas te´cnicas de reduccio´n de la PAPR a trave´s
de una propuesta eficiente en energ´ıa. Estas te´cnicas consisten en la adecuada combinacio´n
de un algoritmo de extensio´n de la constelacio´n CE, basado en me´trica, con s´ımbolos piloto
ortogonales. Debido a que ninguno de los dos algoritmos degrada la BER, ni requiere la trans-
misio´n de informacio´n adicional, se pueden aprovechar las ventajas de estos dos algoritmos,
y, por tanto, obtener una te´cnica con una mejor ganancia en PAPR.
Esta combinacio´n permite tres arquitecturas diferentes, donde cada una supera a los
algoritmos previos (SAP y OPS) en te´rminos de reduccio´n de la PAPR. Adema´s, se demuestra
que dicha combinacio´n es eficiente en energ´ıa por dos aspectos: por un lado, se consigue
reducir la energ´ıa por s´ımbolo adicional que introduce la extensio´n de la constelacio´n si se
insertan adecuadamente las secuencias piloto, y por otro lado, la implementacio´n de la te´cnica
requiere de carga computacional adicional que se traduce en ciclos de procesador adicionales
que demandan consumo energ´ıa, pero esta carga computacional es menor que otros esquemas
propuestos previamente.
A continuacio´n, se describen las aportaciones de este cap´ıtulo que son: (1) la reduccio´n
de complejidad en la implementacio´n del algoritmo OPS, (2) las tres arquitecturas que se
obtienen de la combinacio´n, (3) un ana´lisis de la energ´ıa de bit por s´ımbolo, (4) un ana´lisis
exhaustivo del coste computacional de cada arquitectura, para lo cual se considera un DSP
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(Digital Signal Processor) para determinar los ciclos adicionales requeridos para implementar
dichas arquitecturas, (5) se presentan los resultados obtenidos a trave´s de simulaciones, tanto
en te´rminos de PAPR como de complejidad.
4.1. LC-OPS (Low-Complex Orthogonal Pilot Sequences)
Como se reviso´ en la seccio´n 3.2.2.2, la te´cnica OPS [Ferna´ndez-Getino Garc´ıa et al., 2006]
hace uso de M secuencias piloto ortogonales en el dominio de la frecuencia, denotadas por el
vector p˜m = [p˜m(0), . . . , p˜m(N − 1)] con m = {1, . . . ,M}, donde cada elemento k-e´simo esta´
definida por
p˜m(k) =
 p˜m(k) k ∈ Υ0 k /∈ Υ (4.1)
siendo Υ el subconjunto de subportadoras piloto. Por tanto, cada secuencia es de longitud
N , pero tiene valores no nulos en Np = |Υ| elementos, con M ≤ Np.
Para el s´ımbolo OFDM `-e´simo, se combina cada una de las M secuencias piloto orto-
gonales p˜m con los datos del s´ımbolo OFDM z˜ = [z˜(0), . . . , z˜(N − 1)] con valores no nulos
z˜(k) en las posiciones k /∈ Υ, para formar M s´ımbolos OFDM en el dominio de la frecuencia
x˜m = [x˜m(0), . . . , x˜m(N − 1)], que se obtiene a partir de
x˜m = p˜m + z˜, m = {1, . . . ,M} (4.2)
que se pasan al dominio del tiempo v´ıa operacio´n IDFT, i.e, xm = IDFT {x˜m} , m =
{1, . . . ,M}. Seguidamente se selecciona el s´ımbolo OFDM m-e´simo que proporcione la PAPR
ma´s baja, como se observa en el diagrama de bloques de la Fig. 4.1.
Para obtener un algoritmo ma´s sencillo y menos complejo, se propone un nuevo esquema
OPS de baja complejidad, llamado LC-OPS (Low Complex - Orthogonal Pilot Sequences),
el cual evita que el transmisor OFDM realice (M − 1) operaciones IDFT comparado con
la te´cnica OPS original. Con el fin de reducir el nu´mero de operaciones IDFTs, LC-OPS
traslada el procesado de la te´cnica al dominio del tiempo. Por tanto, las M secuencias piloto
ortogonales en el dominio de la frecuencia p˜m se trasladan al dominio del tiempo pm =
[p[0], . . . , p[N − 1]] a trave´s del correspondiente ca´lculo de la IDFT, as´ı
pm[n] =
1√
N
∑
k∈Υ
p˜m(k)e
j 2pi
N
kn, 0 ≤ n ≤ N − 1, ∀m (4.3)
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Hay que considerar que previamente el vector de datos z˜ se debe trasladar al dominio del
tiempo z = [z[0], . . . , z[N − 1]] v´ıa operacio´n IDFT, entonces
z[n] =
1√
N
∑
k/∈Υ
z˜(k)ej
2pi
N
kn, 0 ≤ n ≤ N − 1 (4.4)
Luego, cada secuencia piloto en el dominio del tiempo pm = [pm[0], . . . , pm[N − 1]] , m =
{1, . . . ,M} se combina con los datos z de la siguiente forma
xm = z + pm, m = {1, . . . ,M}. (4.5)
Seguidamente, se selecciona el s´ımbolo OFDM m-e´simo que proporcione la PAPR ma´s baja.
El diagrama de bloques, que resume el procesamiento de LC-OPS se presenta en la Fig.
4.2, donde es evidente que el transmisor evita calcular M − 1 operaciones IDFTs. Adema´s,
hay que considerar que como las secuencias piloto son fijas para todo s´ımbolo OFDM no se
requiere calcular en cada s´ımbolo OFDM su valor en el dominio de la tiempo. Por tanto, las
M secuencias piloto pm una vez calculadas, se almacenan para utilizarse en cada s´ımbolo
OFDM.
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x˜2
x˜M
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Figura 4.1: Diagrama de bloques de la te´cnica OPS [Ferna´ndez-Getino Garc´ıa et al., 2006], donde la
te´cnica se realiza en el dominio de la frecuencia.
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+
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+
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tal que
PAPR {xm} ≤
PAPR {xj}
∀j ∈ {1, . . . ,M}
z˜ z
z
z
z
x1
x2
xM
xm
Figura 4.2: Diagrama de bloques de la te´cnica LC-OPS, donde el procesado se lleva a cabo en el
dominio del tiempo.
4.2. Arquitecturas propuestas
Como se ha indicado, se propone la reduccio´n de la PAPR considerando el uso combinado
de un algoritmo CE basado en me´trica (particularmente el algoritmo SAP en este caso)
con LC-OPS, cuya combinacio´n proporciona tres posibles arquitecturas de implementacio´n
dependiendo del orden en el que se use cada algoritmo. As´ı, las dos primeras propuestas son
consideradas como arquitecturas de dos etapas y la tercera es un procedimiento paralelo, que
se va a denotar como SOPP (SAP y LC-OPS Paralelo). Estas tres arquitecturas son
1. Esquema A: OPS-SAP
2. Esquema B: SAP-OPS
3. Esquema C: SOPP
La combinacio´n de SAP con secuencias piloto ortogonales no es trivial, debido a que
otras arquitecturas en lugar de estas tres no proporcionan ninguna mejora e incluso podr´ıan
degradar la PAPR por lo que se han descartado. Cada arquitectura propuesta se explica a
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continuacio´n a trave´s de diagramas de bloques, en el cual se detalla cada una de las etapas
de implementacio´n de los algoritmos propuestos.
Los beneficios de estas arquitecturas son: (1) se obtiene una mejora en te´rminos de re-
duccio´n de la PAPR, si se compara con los algoritmos previos (SAP y OPS) y, (2) se obtiene
una mejora desde un punto de vista energe´tico, ya que el s´ımbolo OFDM puede requerir una
energ´ıa por s´ımbolo menor, al combinar adecuadamente SAP con los s´ımbolos piloto, pues
obviamente, la energ´ıa de bit sera´ menor que la demandada por SAP al implementarse so´lo.
Las desventajas de esta unio´n son: (1) so´lo se puede considerar para sistemas coherentes
con s´ımbolos piloto y, (2) implica un ligero incremento de la complejidad si se compara con la
te´cnica SAP debido que adicionalmente se ejecuta el algoritmo LC-OPS. Sin embargo, esta
carga computacional es despreciable debido a que se evitan M − 1 operaciones IDFT.
4.2.1. Esquema A: OPS-SAP
El esquema OPS-SAP es una arquitectura de dos etapas, donde se implementa la te´cni-
ca LC-OPS como primer paso y el algoritmo SAP [Sezginer and Sari, 2006]1 como segunda
etapa. Los pasos que sigue el algoritmo OPS-SAP se detallan a trave´s del pseudoco´digo del
Algoritmo 1 y tambie´n del diagrama de bloques de la Fig. 4.3.
En la primera etapa LC-OPS, las secuencias piloto ortogonales pm [n] ,m ∈ {1, . . . ,M} se
insertan apropiadamente en el s´ımbolo OFDM en el dominio del tiempo. A continuacio´n, se
selecciona el s´ımbolo m-e´simo que proporcione la PAPR menor del conjunto disponible. Una
vez calculada la PAPR, si e´sta supera un predeterminado umbral γ, se lleva a cabo la segunda
etapa, esto es, calcular la me´trica µ(k), dada por la ecuacio´n (3.44) para el s´ımbolo OFDM
con los s´ımbolos piloto insertados. Una vez calculada la me´trica se selecciona el conjunto de
s´ımbolos SL, L = |SL| que corresponda a la me´trica ma´s grande, los cuales sera´n extendidos
o predistorsionados con un factor de extensio´n constante y predeterminado α ∈ R. Una vez
extendido el s´ımbolo complejo, se deben actualizar las muestras en el dominio del tiempo.
Hay que resaltar que la etapa SAP se ejecuta tanto sobre los s´ımbolos de datos como los
pilotos.
1ve´ase seccio´n 3.3.2
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Algoritmo 1 OPS-SAP
1: Entrada: Sı´mbolos de datos: z˜
2: z = IDFT {z˜}
3: Etapa LC-OPS:
4: Insertar las secuencias pm, m = {1, . . . ,M} a los datos z,
xm = pm + z
5: Calcular la PAPR de los M sı´mbolos xm: PAPR {xm}
6: Se escoge el sı´mbolo m-e´simo xm con la PAPR menor,
PAPR {xm} ≤ PAPR {xj} ∀j ∈ {1, . . . ,M}
7: if (PAPR {xm} ≤ γ) then
8: Etapa SAP:
9: Calcular la me´trica con ec. (3.44),
µ(k) =
∑
n∈SK
ω(n)f(n, k)
10: Seleccionar el conjunto de sı´mbolos SL que corresponde a los L sı´mbolos
con el valor de me´trica ma´s alto (L = |SL|)
11: Extender los L sı´mbolos seleccionados con el factor de escala α
x′m [n] = xm [n] +
α− 1√
N
N−1∑
k=0
x˜(k)ej
2pi
N
kn, 0 ≤ n ≤ N − 1
12: return x′m = [x′m[0], . . . , x′m[N − 1]]
13: else
14: return xm = [xm[0], . . . , xm[N − 1]]
15: end if
4.2.2. Esquema B: SAP-OPS
Esta segunda propuesta, tambie´n se considera una arquitectura de dos etapas, donde la
etapa SAP [Sezginer and Sari, 2006] se lleva a cabo como primera etapa y LC-OPS como
segunda. La ejecucio´n de esta arquitectura sigue los pasos descritos en el Algoritmo 2 y en el
diagrama de bloques de la Fig. 4.4.
A partir de los datos en el dominio del tiempo z = [z[0], . . . , z[N − 1]], se calcula la PAPR
correspondiente, y si e´sta supera un umbral determinado γ se procede a realizar el algoritmo
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Algoritmo 2 SAP-OPS
1: Entrada: Sı´mbolos de datos: z˜
2: z = IDFT {z˜}
3: if (PAPR {z} ≤ γ) then
4: Etapa SAP:
5: Calcular la me´trica con ec. (3.44),
µ(k) =
∑
n∈SK
ω(n)f(n, k)
6: Seleccionar el conjunto de sı´mbolos SL que corresponde a los L sı´mbolos
con el valor de me´trica ma´s alto (L = |SL|)
7: Extender los L sı´mbolos de datos seleccionados con el factor de escala
α
z′ [n] = z [n] +
α− 1√
N
N−1∑
k=0
z˜(k)ej
2pi
N
kn, 0 ≤ n ≤ N − 1
8: return z′ = [z′[0], . . . , z′[N − 1]]
9: else
10: return z = [z[0], . . . , z[N − 1]]
11: end if
12: Etapa LC-OPS:
13: Insertar las secuencias pm, m = {1, . . . ,M} a los datos z′,
xm = pm + z
′
14: Calcular la PAPR de los M sı´mbolos xm: PAPR {xm}
15: Se escoge el sı´mbolo m-e´simo xm con la PAPR menor,
PAPR {xm} ≤ PAPR {xj} ∀j ∈ {1, . . . ,M}
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Figura 4.3: Diagrama de bloques de la te´cnica A: OPS-SAP.
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Etapa: LC-OPS
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IDFT PAPR {z} ≥ γ
Ca´lculo de la me´trica
µ(k) =
∑
n∈SK
ω(n)f(n, k)
Extensio´n y actualizacio´n
z′ [n] = z[n] + α−1√
N
∑N−1
k=0 z˜(k)e
j 2pi
N
kn,
0 ≤ n ≤ N − 1
+
p1
+
p2
...
+
pM
Seleccio´n OPS
Se escoge x′m [n]
tal que
PAPR {x′m [n]} ≤
PAPR {x′j [n]}
∀j ∈ {1, . . . ,M}
z˜ z
z′
z′
z′
x′1
x′2
x′M
si
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x′m
Figura 4.4: Diagrama de bloques de la te´cnica B: SAP-OPS.
SAP como primer paso, que consiste en calcular la me´trica y extender el conjunto SL de
s´ımbolos con la me´trica ma´s alta. En este caso, SAP solamente se ejecuta sobre la secuencia
de datos, lo que implica que se opera sobre N − Np s´ımbolos complejos, donde Np es el
nu´mero de portadoras pilotos dentro del s´ımbolo OFDM. Luego, se lleva a cabo la etapa
LC-OPS, es decir, cada una de las M secuencias piloto ortogonales en el dominio del tiempo
pm, m = {1, . . . ,M} se inserta sobre el s´ımbolo (so´lo datos) OFDM extendido y se selecciona
la secuencia que proporcione la PAPR menor del conjunto disponible.
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4.2.3. Esquema C: SOPP
En el esquema C ambos algoritmos (SAP y LC-OPS) se ejecutan al mismo tiempo. El
diagrama de bloques que se presenta en la Fig. 4.5 y el Algoritmo 3 detallan los pasos que esta
arquitectura, denominada SOPP, lleva a cabo para reducir la PAPR de los sistemas OFDM.
En el dominio del tiempo, se insertan las M secuencias pilotos ortogonales pm, m =
{1, . . . ,M} en sus correspondientes posiciones dentro del s´ımbolo OFDM, es decir, xm =
pm+z, ∀m. Luego, para cada una de las M ramas del esquema LC-OPS, se calcula la PAPR
PAPR{xm} y si e´sta supera un umbral determinado γ se procede a ejecutar la etapa SAP, en
el cual la me´trica y la extensio´n del conjunto de s´ımbolos SL de los puntos de la constelacio´n se
realiza tanto sobre los s´ımbolos de datos como de pilotos, es decir, que se ejecuta el algoritmo
sobre N s´ımbolos complejos (datos y pilotos). Una vez que se procesan las M ramas, se
selecciona el s´ımbolo OFDM x′m que provea la PAPR menor para la transmisio´n.
Un aspecto importante de esta arquitectura, es que la etapa SAP se lleva a cabo M veces,
una por cada rama de LC-OPS. Consecuentemente, la etapa SAP se realiza M − 1 veces ma´s
que en las otras dos arquitecturas, dejando por tanto una implementacio´n ma´s compleja que
las otras.
4.3. Ana´lisis de la energ´ıa transmitida
La energ´ıa transmitida para el s´ımbolo OFDM `-e´simo es E = E(0)+E(1)+ . . .+E(N−1),
donde E(k), k = {0, . . . , N − 1} es la energ´ıa del s´ımbolo complejo en el dominio de la
frecuencia en la subportadora k-e´sima. La seleccio´n del factor de escala α en las te´cnicas
CE obviamente tiene un fuerte impacto en la energ´ıa transmitida. Si se denota SL como al
conjunto de ı´ndices del s´ımbolo complejo que son extendidos, esto es, L = |SL|, entonces
despue´s de la extensio´n de la constelacio´n en la subportadora k-e´sima, la energ´ıa por s´ımbolo
llega a ser EP (k) = α2E(k), k ∈ SL. Por tanto, para el s´ımbolo OFDM `-e´simo la energ´ıa
transmitida EP despue´s de la extensio´n de ciertos puntos de la constelacio´n es
EP =
∑
k
EP (k) =
∑
k/∈SL
E(k) + α2
∑
k∈SL
E(k) (4.6)
Sin extensio´n de la constelacio´n en ninguna subportadora (α = 1, ∀k ∈ SL), la energ´ıa
transmitida es EP = E . Si se considera la modulacio´n QPSK con E(k) = 1, ∀k, entonces la
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Algoritmo 3 SOPP
1: Entrada: Sı´mbolos de datos: z˜
2: z = IDFT {z˜}
3: for m = 1 . . .M do
4: Etapa LC-OPS:
5: Insertar la secuencia m-e´sima pm a los datos z,
xm = pm + z
6: Calcular la PAPR del sı´mbolos m-e´simo xm],
PAPR {xm}
7: if (PAPR {xm} ≤ γ) then
8: Etapa SAP:
9: Calcular la me´trica con ec. (3.44),
µ(k) =
∑
n∈SK
ω(n)f(n, k)
10: Seleccionar el conjunto de sı´mbolos SL que corresponde a los L sı´mbo-
los con el valor de me´trica ma´s alto L = |SL|
11: Extender los L sı´mbolos seleccionados con el factor de escala α
x′m [n] = xm [n] +
α− 1√
N
N−1∑
k=0
x˜(k)ej
2pi
N
kn, 0 ≤ n ≤ N − 1
12: return x′m = [x′m[0], . . . , x′m[N − 1]]
13: else
14: return xm = [xm[0], . . . , xm[N − 1]]
15: end if
16: end for
17: Seleccionar el sı´mbolo m-e´simo x′m con la PAPR menor,
PAPR {x′m} ≤ PAPR {x′m} ∀j ∈ {1, . . . ,M}
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Figura 4.5: Diagrama de bloques de la te´cnica C: SOPP, el cual ejecuta las etapas SAP y LC-OPS
de forma paralela.
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energ´ıa transmitida es EP = (N −L) +α2L. Si α = 1 en el caso particular de QPSK, (4.6) se
reduce a
EP = E =
N−1∑
k=0
E(k) = N (4.7)
Obviamente, en las tres arquitecturas propuestas mientras ma´s pequen˜o es el valor del
factor de extensio´n α menor sera´ la energ´ıa de s´ımbolo requerida, pero sin embargo, las
prestaciones, en te´rminos de reduccio´n de la PAPR, podr´ıan verse comprometidas. Uno de
los objetivos de la combinacio´n (SAP y LC-OPS) es obtener las mismas o mejores prestaciones
que so´lo el algoritmo SAP [Sezginer and Sari, 2006] empleando un factor de extensio´n menor,
es decir, (α < αSAP). Para evaluar el ahorro obtenido, en te´rminos de energ´ıa transmitida,
entre SAP (so´lo) y cualquiera de las tres arquitecturas propuestas se define la relacio´n de
energ´ıa RE , como
RE = E
ABC
P
ESAPP
(4.8)
donde EABCP denota la energ´ıa transmitida por s´ımbolo OFDM (despue´s de la extensio´n)
cuando se ejecuta una de las te´cnicas propuestas (esquema A, B o C), mientras que ESAPP se
refiere al mismo para´metro cuando se considera so´lo SAP.
De forma similar, para la subportadora k-e´sima, tambie´n se puede comparar la energ´ıa
por s´ımbolo entre estas tres arquitecturas propuestas y SAP, despue´s del proceso de extensio´n
de los puntos de la constelacio´n, a trave´s de la siguiente relacio´n matema´tica
RE(k) = E
ABC
P (k)
ESAPP (k)
, k = {0, . . . , N − 1} (4.9)
El ahorro de energ´ıa de s´ımbolo que se consigue a trave´s de estas arquitecturas, se presenta
en la seccio´n 4.5 de evaluacio´n y resultados.
4.4. Ana´lisis del coste de energ´ıa computacional
Todas las te´cnicas de reduccio´n de la PAPR introducen un procesado computacional
adicional para ejecutar dicha te´cnica de reduccio´n de la PAPR, ma´s alla´ de los requerimientos
tradicionales que demandan los sistemas OFDM. Dependiendo de cada te´cnica de reduccio´n
de la PAPR, el procesado adicional podr´ıa incrementar la complejidad del sistema en menor o
mayor grado y, obviamente, el Procesador Digital de Sen˜al (DSP - Digital Signal Processor)
necesitara´ realizar un mayor nu´mero de operaciones, lo que resulta en un consumo mayor
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de energ´ıa por requerir un nu´mero mayor de ciclos del procesador. Es, por tanto, razonable
pensar que las tres arquitecturas propuestas no son la excepcio´n. Por consiguiente, en esta
seccio´n del cap´ıtulo, se presenta un exhaustivo ana´lisis del nu´mero de operaciones que cada
te´cnica propuesta (OPS-SAP, SAP-OPS y SOPP) demanda para llevar a cabo la te´cnica
de reduccio´n de la PAPR, con la finalidad de determinar el consumo de energ´ıa que se
requiere. Adema´s, se incluye las te´cnicas SAP [Sezginer and Sari, 2006], LC-OPS y BSLM
(Blind SeLected Mapping) [Breiling et al., 2001] en el ana´lisis con propo´sitos comparativos.
Para este ana´lisis, se considera un DSP de coma fija, cuyos principales para´metros se
resumen en la Tabla 4.1 [Baxley and Zhou, 2004].
Tabla 4.1: Para´metros del DSP de coma fija
Para´metros Valor
Corriente/Ciclos por Segundo 0.33 [mA/MHz]
Voltaje de alimentacio´n 1.26 [V]
Energ´ıa/ciclo 415.8 [pW · s/ciclos]
Ciclos/FFT de N -puntos 306 + 5N2 log2(
N
2 )
Ciclos/Multiplicacio´n 1/2
Ciclos/Suma 1/4
Ciclos/Multiplicacio´n Compleja 3
Ciclos/Bu´squeda del ı´ndice mı´nimo de longitud X∗ 17 +X/2
Ciclos/Bu´squeda del valor ma´ximo de longitud Y ∗ Y/2 + 6
* X y Y pueden tomar cualquier valor.
4.4.1. Operaciones adicionales totales
A continuacio´n se presenta detalladamente el nu´mero de operaciones adicionales que em-
plean las arquitecturas propuestas, tanto en el lado del transmisor como en el receptor, para
llevar a cabo la reduccio´n de la PAPR.
(a) Transmisor:
En el lado del transmisor, como se presenta en las Figs. 4.3, 4.4 y 4.5 cada una de las
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etapas de las tres arquitecturas propuestas tienen asociados las operaciones matema´ticas
adicionales tanto de LC-OPS como de SAP, que son comunes para las tres. Por tal motivo,
el estudio parte del ana´lisis de LC-OPS y SAP de forma separada, para luego, incorporar
al ana´lisis de cada propuesta.
Por un lado, LC-OPS reduce la complejidad del esquema OPS originalmente propuesto
en [Ferna´ndez-Getino Garc´ıa et al., 2006] evitando el ca´lculo en el lado del transmisor de
(M − 1) operaciones IDFTs. Por consiguiente, en el algoritmo LC-OPS so´lo se necesita
llevar a cabo M sumas para insertar las secuencias piloto en el s´ımbolo OFDM, M
bu´squedas de valor ma´ximo de longitud N cada una, para encontrar la PAPR de cada
s´ımbolo OFDM m-e´simo y una bu´squeda de ı´ndice mı´nimo para determinar y seleccionar
el s´ımbolo OFDM que proporcione la PAPR menor del conjunto de M s´ımbolos OFDM
disponibles.
Por otro lado, el algoritmo SAP demanda operaciones en tiempo real, tanto para el
ca´lculo de la me´trica dada por (3.44) como para la actualizacio´n de las muestras a la
salida de la IDFT. El coste computacional del ca´lculo de la me´trica es proporcional a
KN , donde el para´metro K es el taman˜o del conjunto de muestras que superan un
umbral determinado 2, y la actualizacio´n de las muestras en el dominio del tiempo tiene
una complejidad proporcional a LN , siendo L el nu´mero de s´ımbolos que se extienden.
En el caso particular de la modulacio´n QPSK, calcular la me´trica requiere de al menos
7KN multiplicaciones reales, 3KN sumas y N divisiones y la actualizacio´n demanda
5LN multiplicaciones reales y (2L + 1)N sumas [Sezginer and Sari, 2006]. En la Tabla
4.2 se resume el nu´mero de operaciones adicionales que emplean estos dos algoritmos
(SAP y LC-OPS).
El transmisor de BSLM3 considera U secuencias de fase que se generan bajo demanda
[Baxley and Zhou, 2004], por tanto, el esquema BSLM requiere para generar cada secuen-
cia 3N multiplicaciones y N(U − 1) multiplicaciones complejas. Adema´s, el transmisor
BSLM demanda U operaciones IDFTs, luego se requieren U − 1 operaciones IDFTs adi-
cionales. Finalmente, para determinar la secuencia que proporcione la PAPR mı´nima del
conjunto disponible, el transmisor requiere U bu´squedas de valor ma´ximo, cada una de
2ve´ase seccio´n 3.3.2
3Para ma´s detalles sobre el funcionamiento de algoritmo SLM, ve´ase la seccio´n 3.2.2.1
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longitud N , y una bu´squeda de ı´ndice mı´nimo de longitud U . El nu´mero de operacio-
nes adicionales que requiere el transmisor BSLM, se incluyen en la Tabla 4.2, con fines
comparativos.
Tabla 4.2: Operaciones adicionales en el transmisor para los algoritmos: SAP, LC-OPS y BSLM
Operaciones LC-OPS SAP BSLM
IDFT - - U − 1
Multiplicaciones reales - N(7K + 5L) 3N(U − 1)
Multiplicaciones complejas - - N(U − 1)
Divisiones - N -
Sumas M N(3K + 2L+ 1) -
Bu´squeda de ı´ndice mı´nimo de longitud M 1 - -
Bu´squeda de ı´ndice mı´nimo de longitud U - - 1
Bu´squeda de valor ma´ximo de longitud N M - U
Bu´squeda de valor ma´ximo de longitud M - -
Overhead - - N
Ahora, el nu´mero de operaciones adicionales para reducir la PAPR con cada una de las
propuestas viene dado por la suma, aunque no estrictamente en alguna arquitectura, de las
operaciones que requieren LC-OPS y SAP. Sin embargo, hay que tomar en consideracio´n
que no en todas las arquitecturas el nu´mero de muestras del s´ımbolo OFDM es el mismo
y e´ste depende del orden en que se implementa cada etapa. Las operaciones adicionales
requeridas por el transmisor de cada arquitectura se resumen en la Tabla 4.3. Es evidente
que la propuesta C (SOPP) requiere un nu´mero mayor de operaciones, debido a que la
etapa SAP (ca´lculo de la me´trica y actualizacio´n de muestras) se realiza tantas veces como
ramas tiene el algoritmo LC-OPS, es decir, se ejecuta la etapa SAP M veces, mientras
que para los esquemas A (OPS-SAP) y B (SAP-OPS) la etapa SAP se realiza una sola
vez. Adema´s, se observa que el esquema B emplea (N − Np) s´ımbolos complejos en su
primera etapa, debido a que las secuencias piloto ortogonales au´n no se han insertado
en el s´ımbolo OFDM, es decir, que el procedimiento SAP, para este caso, se lleva a cabo
sobre (N −Np) s´ımbolos complejos (tanto para calcular la me´trica como para actualizar
las muestras en el dominio del tiempo), lo que involucra un consumo menor de recursos
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que el esquema A, el cual realiza la etapa SAP sobre N s´ımbolos complejos.
Tabla 4.3: Operaciones adicionales en el transmisor para las arquitecturas: A, B y C
Operaciones
Esquema A Esquema B Esquema C
OPS-SAP SAP-OPS SOPP
LC-OPS SAP LC-OPS SAP LC-OPS SAP
IDFT - - - - - -
Multiplicaciones reales - N(7K + 5L) - (N −Np)(7K + 5L) - NM(7K + 5L)
Multiplicaciones Complejas - - - - - -
Divisiones - N - N −Np - MN
Sumas M N(3K + 2L+ 1) M (N −Np)(3K + 2L+ 1) M MN(3K + 2L+ 1)
Bu´squeda de ı´ndice mı´nimo de longitud M 1 - 1 - 1 -
Bu´squeda de ı´ndice mı´nimo de longitud U - - - - - -
Bu´squeda de valor ma´ximo de longitud N M - M - M -
Bu´squeda de valor ma´ximo de longitud M - - - - - -
Overhead - - - - - -
(b) Receptor:
De forma similar, se realiza el ana´lisis en el lado del receptor. El esquema LC-OPS
permite deteccio´n ciega sin requerir la transmisio´n de informacio´n adicional para cono-
cer cua´l de las secuencias piloto ortogonales [Ferna´ndez-Getino Garc´ıa et al., 2006]. Este
procedimiento se ejecuta con una simple regla de decisio´n, basada en maximizar la co-
rrelacio´n entre la sen˜al ecualizada y las M posibles secuencias piloto ortogonales pm,
m = {1, . . . ,M}. Por otro lado, SAP no requiere realizar ningu´n ca´lculo adicional en el
receptor previo a la demodulacio´n OFDM.
Para el receptor BSLM, adema´s de la DFT necesaria en cualquier receptor, se deben
multiplicar (U − 1) secuencias de fase inversas por la sen˜al a la salida de la DFT, co-
mo en el transmisor. Se asume que el receptor genera las secuencias de fase inversas a
demanda utilizando 3N multiplicaciones. A continuacio´n, el receptor realiza la decodifi-
cacio´n de ma´xima verosimilitud (ML, Maximum Likelihood) y de distancia mı´nima, para
determinar que´ punto de la constelacio´n {Cb}B−1b=0 , (donde B es el nu´mero de puntos de
la constelacio´n) se corresponde con que´ factor de fase en cada subportadora k-e´sima,
esto es, {{y˜u(k)}N−1k=0 }Uu=1, siendo y˜(k), k = {0, . . . , N − 1}, la sen˜al recibida a la salida
de la DFT. Encontrar la distancia al cuadrado entre dos puntos cualquiera requiere 3
sumas y 2 multiplicaciones. Por tanto, se requieren 3NB sumas, 2NB multiplicaciones
y N bu´squedas de ı´ndice mı´nimo de longitud B para cada secuencia de fase. En BSLM,
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tambie´n es necesario identificar cua´l de las secuencias de fase ha usado el transmisor,
as´ı que el receptor emplea NU sumas y una bu´squeda de ı´ndice mı´nimo de longitud U
[Baxley and Zhou, 2004].
En la Tabla 4.4 se resume el nu´mero total de operaciones adicionales que requieren los
algoritmos SAP, LC-OPS y BSLM en el lado del receptor. Partiendo de estos datos, en
la Tabla 4.5 se recogen las operaciones adicionales de cada arquitectura propuesta al
implementar la te´cnica de reduccio´n de la PAPR en el receptor.
Tabla 4.4: Operaciones adicionales en el receptor para los algoritmos: SAP, LC-OPS y BSLM
Operaciones LC-OPS SAP BSLM
IDFT - - -
Multiplicaciones reales - - 2NB(U − 1) + 3N(U − 1)
Multiplicaciones complejas MNp - N(U − 1)
Divisiones - - -
Sumas M(Np + 1) - 3NB(U − 1) +NU
Bu´squeda de ı´ndice mı´nimo de longitud M - - -
Bu´squeda de ı´ndice mı´nimo de longitud U - - 1
Bu´squeda de ı´ndice mı´nimo de longitud B - - N(U − 1)
Bu´squeda de valor ma´ximo de longitud N - - U
Bu´squeda de valor ma´ximo de longitud M 1 - -
Overhead - - N
Como se puede observar las tres arquitecturas necesitan el mismo nu´mero de operacio-
nes adicionales en el receptor, las cuales corresponden a la etapa LC-OPS y son para
determinar que´ secuencia piloto ortogonal fue usada por el transmisor.
4.4.2. Ciclos adicionales totales
Si se utiliza la informacio´n de las Tablas 4.2, 4.3, 4.4 y 4.5 se puede calcular el nu´mero
total de ciclos adicionales que debe realizar el DSP, basa´ndonos en la Tabla 4.1, considerando
tanto el transmisor como el receptor para cada una de las diferentes te´cnicas: LC-OPS, SAP,
BSLM, OPS-SAP, SAP-OPS y SOPP.
De forma general, el nu´mero total de ciclos, denotado por C, se obtiene sumando todas
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Tabla 4.5: Operaciones adicionales en el receptor para las arquitecturas: A, B y C
Operaciones
Esquema A Esquema B Esquema C
OPS-SAP SAP-OPS SOPP
LC-OPS SAP LC-OPS SAP LC-OPS SAP
IDFT - - - - - -
Multiplicaciones reales - - - - - -
Multiplicaciones Complejas MNp - MNp - MNp -
Divisiones - - - - - -
Sumas M(Np + 1) - M(Np + 1) - M(Np + 1) -
Bu´squeda de ı´ndice mı´nimo de longitud M - - - - - -
Bu´squeda de ı´ndice mı´nimo de longitud U - - - - - -
Bu´squeda de ı´ndice mı´nimo de longitud B - - - - - -
Bu´squeda de valor ma´ximo de longitud N - - - - - -
Bu´squeda de valor ma´ximo de longitud M 1 - 1 - 1 -
Overhead - - - - - -
las operaciones requeridas en ambos lados (transmisor y receptor) y multiplicando por el
nu´mero de ciclos que demanda cada operacio´n, segu´n indica la Tabla 4.1. Se va a comenzar
analizando los ciclos adicionales en el transmisor de cada te´cnica, para despue´s calcular los
ciclos adicionales en el receptor. Finalmente, se combinara´n ambos resultados, para obtener
los ciclos adicionales totales o nu´mero total de ciclos C.
Por consiguiente, el transmisor del esquema LC-OPS, requiere procesar M sumas que
necesitan 1/4 de ciclo por cada operacio´n, ma´s una bu´squeda de ı´ndice mı´nimo de longitud
M , la cual demanda (17 + M/2) ciclos por bu´squeda y M bu´squedas de valor ma´ximo de
longitud N , que requieren (N/2 + 6) ciclos cada una. As´ı, el nu´mero total de ciclos en el lado
del transmisor que se requiere para procesar LC-OPS se obtiene con la siguiente expresio´n
CLC-OPSTx =
3
4
M +M
(
1
6
N + 6
)
+ 17 (4.10)
El algoritmo SAP demanda N(7K + 5L) multiplicaciones reales y N divisiones, que re-
quieren 1/2 ciclo por cada operacio´n, ma´s N(3K + 2L + 1) sumas que necesitan solamente
1/4 ciclo cada suma. Por lo tanto, el nu´mero de ciclos en el lado del transmisor esta´ dado por
CSAPTx =
1
2
N
(
17
2
K + 6L+
3
2
)
(4.11)
90
CAPI´TULO 4. TE´CNICAS DE EXTENSIO´N DE LA CONSTELACIO´N
BASADAS EN ME´TRICA COMBINADA CON PILOTOS
En el transmisor del esquema A (OPS-SAP) se llevan a cabo N(7K+5L) multiplicaciones
reales y N divisiones, que requieren 1/2 ciclo por cada operacio´n, ma´s M +N(3K + 2L+ 1)
sumas que demandan solamente 1/4 ciclo cada suma, ma´s una bu´squeda de ı´ndice mı´nimo
de longitud M , la cual procesa (17 + M/2) ciclos por bu´squeda, y finalmente M bu´squedas
de valor ma´ximo de longitud N que requieren (N/2 + 6) ciclos por cada una. Por tanto, el
nu´mero total de ciclos en el transmisor para la te´cnica OPS-SAP CATx puede calcularse como,
CATx =
1
2
N
(
17
2
K + 6L+
3
2
)
+
3
4
M +M
(
1
6
N + 6
)
+ 17 (4.12)
De forma similar, se obtiene el nu´mero de ciclos que se requieren para procesar en el lado
del transmisor los esquemas B (SAP-OPS) CBTx y C (SOPP) CCTx, matema´ticamente dados por
CBTx =
1
2
(N −Np)
(
17
2
K + 6L+
3
2
)
+
M
4
(2N + 27) + 17 (4.13)
CCTx =
1
2
MN
(
17
2
K + 6L+
3
2
)
+
M
4
(2N + 27) + 17 (4.14)
Por otro lado, el nu´mero de ciclos en el transmisor BSLM son (U − 1) IDFTs correspon-
dientes a las secuencias de fase, que requieren [306 + 5N2 log2(
N
2 )] ciclos por cada IDFT, ma´s
3N(U − 1) multiplicaciones reales, que necesitan so´lo 1/2 ciclo por cada multiplicacio´n, ma´s
2N(U−1) multiplicaciones complejas que requieren 3 ciclos por operacio´n, ma´s una bu´squeda
del ı´ndice mı´nimo de longitud U , la cual procesa (17+U/2) ciclos cada una, ma´s U bu´squedas
de valor ma´ximo de longitud N que necesitan (N/2 +6) ciclos cada bu´squeda y finalmente N
ciclos de overhead. Por tanto, el nu´mero total de operaciones adicionales para el transmisor
BSLM esta´ dado por:
CBSLMTx = (U − 1)[5
N
2
log2(
N
2
)] + 5N(U + 1)
13
2
U +N (4.15)
Ahora, se va analizar el nu´mero de ciclos para cada una de las te´cnicas en el lado del
receptor que esta´ determinado por las siguientes ecuaciones,
CLC-OPSRx =
1
4
M (13Np + 3) + 6 (4.16)
CSAPRx = 0 (4.17)
CARx = CBRx = CCRx =
1
4
M (13Np + 3) + 6 (4.18)
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donde CLC-OPSRx , CSAPRx , CARx, CBRx y CCRx representan el nu´mero de ciclos en el lado del receptor
para las te´cnicas: LC-OPS, SAP, A (OPS-SAP), B (SAP-OPS) y C (SOPP), respectivamente.
Hay que notar que las tres arquitecturas propuestas necesitan el mismo nu´mero de ciclos en
el receptor, que corresponde solamente al procesado de la etapa LC-OPS. En lo referente al
receptor BSLM, el nu´mero total de ciclos esta´ dado por
CBSLMRx = (U − 1)
[
N
2
log2(
N
2
)
]
+ 5N(U + 1)
13
2
U +N (4.19)
Finalmente, el nu´mero total de ciclos que demanda cada te´cnica de reduccio´n de la PAPR
analizada, esta´ dada por la suma de los ciclos requeridos por el transmisor y por el receptor,
de la siguiente manera
CLC-OPST = CLC-OPSTx + CLC-OPSRx (4.20)
CSAPT = CSAPTx + CSAPRx (4.21)
CAT = CATx + CARx (4.22)
CBT = CBTx + CBRx (4.23)
CBT = CCTx + CCRx (4.24)
CBSLMT = CBSLMTx + CBSLMRx (4.25)
donde CLC-OPST , CSAPT , CAT , CBT , CCT y CBSLMT denotan, respectivamente, el nu´mero de ciclos
adicionales totales que los esquemas LC-OPS, SAP, A (OPS-SAP), B (SAP-OPS), C (SOPP)
y BSLM requieren procesar, tanto en el transmisor como en el receptor, para reducir la PAPR.
4.4.3. Coste de energ´ıa computacional
El coste de energ´ıa computacional, tambie´n llamado como energ´ıa de implementacio´n, se
mide a trave´s de la energ´ıa consumida por el DSP para procesar los ciclos adicionales que se
deben realizar cualquiera de las te´cnica de reduccio´n de la PAPR. Para calcular el coste de
energ´ıa, denotado por ET, para cada uno de los esquemas se tiene
ET = CTEc (4.26)
donde CT denota el nu´mero de ciclos de cada te´cnica previamente calculados y Ec es la energ´ıa
consumida por ciclo en el procesador. Considerando los para´metros de la Tabla 4.1, Ec puede
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escribirse como
Ec = 0.33[mA · s/ciclo]× 1.26[V]
= 415.8[pW · s/ciclo]
Finalmente, esta expresio´n se particulariza para cada uno de los esquemas, por tanto
ELC-OPST = CLC-OPST · Ec (4.27)
ESAPT = CSAPT · Ec (4.28)
EAT = CAT · Ec (4.29)
EBT = CBT · Ec (4.30)
ECT = CCT · Ec (4.31)
EBSLMT = CBSLMT · Ec (4.32)
donde ELC-OPST , E
SAP
T , E
A
T , E
B
T , E
C
T y E
BSLM
T son, respectivamente, el consumo de energ´ıa de
las te´cnicas LC-OPS, SAP, A (OPS-SAP), B (SAP-OPS), C (SOPP) y BSLM.
4.5. Evaluacio´n y resultados
En esta seccio´n del cap´ıtulo se presenta la evaluacio´n y los resultados de las diferentes
arquitecturas propuestas en te´rminos de (1) reduccio´n de la PAPR, (2) energ´ıa transmitida
y (3) coste de energ´ıa computacional.
4.5.1. Reduccio´n de la PAPR
Las prestaciones de las te´cnicas de reduccio´n de la PAPR, se han evaluado en te´rminos
de la CCDF, a trave´s de la media de 104 s´ımbolos complejos OFDM generados aleatoria-
mente con modulacio´n QPSK y diferente nu´mero de subportadoras N = {64, 256}, de las
cuales cada Nf subportadoras se inserta un s´ımbolo piloto, por tanto, Np = N/Nf es el
nu´mero total de s´ımbolos piloto dentro de un s´ımbolo OFDM. Se evalu´a la etapa LC-OPS
con M secuencias piloto ortogonales en el dominio del tiempo y para generar dichas secuen-
cias piloto se emplean las conocidas secuencias Walsh-Hadamard, esto es, p˜(k) ∈ {1,−1}. El
umbral de decisio´n considerado γ es de 6 [dB] que se utiliza normalmente en la literatura
[Krongold and Jones, 2003]. Para la etapa SAP, se considera el conjunto de para´metros: para
el ca´lculo de la me´trica {p = 6, A = 3.9[dB]} [Sezginer and Sari, 2006] y para la evaluacio´n del
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algoritmo se utilizan los conjuntos {L = 10, α = 2}, {L = 26, α = 1.55} y {L = 40, α = 1.3}.
Para BSLM se emplea U = 4.
Los resultados de las tres arquitecturas propuestas (A, B y C) se comparan con los algo-
ritmos SAP [Sezginer and Sari, 2006], OPS [Ferna´ndez-Getino Garc´ıa et al., 2006] y BLSM
[Breiling et al., 2001] cuyos resultados han sido verificados con las correspondientes curvas
originales de CCDF para garantizar la validez de los resultados. Para obtener una compara-
cio´n justa, los para´metros de los algoritmos LC-OSP y SAP se han considerado iguales que
los de las arquitecturas propuestas.
En todas la figuras, la l´ınea continua de color azul representa la sen˜al OFDM sin ninguna
te´cnica de reduccio´n de la PAPR y es etiquetada como “Original”, las curvas con l´ınea punto
y raya de color verde corresponden a la te´cnica OPS, las curvas con l´ınea punteada y marcas
de color negro son del algoritmo SAP y las curvas con l´ınea punteada, con marcas y color
rojo se corresponden con las arquitecturas propuestas.
Las curvas de la CCDF del Esquema A (OPS-SAP) se presentan en las Figs. 4.6, 4.7 y
4.8, donde se ha considerado un conjunto de para´metros diferentes para evaluar la reduccio´n
de la PAPR. As´ı, la Fig. 4.6 representa un sistema OFDM con N = 64 subportadoras con
los siguientes para´metros en la etapa LC-OPS {M = 8, Np = 8 (Nf = 8)}. La Fig. 4.7
representa un sistema OFDM con N = 256 subportadoras con el conjunto de para´metros
{M = 8, Np = 8 (Nf = 32)} para la etapa LC-OPS y la Fig. 4.8 con N = 256 subportadoras
con {M = Np, Np = 32 (Nf = 8)}. En la etapa SAP se consideran los para´metros {α =
2, L = 10}, {α = 1.55, L = 26} y {α = 1.3, L = 40} para todas las figuras. En estas figuras
se observa claramente que la mejora, en te´rminos de reduccio´n de la PAPR, del esquema
A(OPS-SAP) es alrededor de 1.2 [dB] a una probabilidad de 10−3 con respecto al algoritmo
SAP.
Las curvas de la CCDF del Esquema B (SAP-OPS) se presentan en las Figs. 4.9,
4.10 y 4.11. En la Fig. 4.9 se contempla un sistema OFDM con N = 64 subportadoras y los
para´metros para la etapa LC-OPS son {M = 8 , Np = 8 (Nf = 8)}. Para la Fig. 4.10, se ilustra
un sistema OFDM con N = 256 subportadoras y con los para´metros {M = 8, Np = 8 (Nf =
32)} en la etapa LC-OPS. En la Fig. 4.11 se considera un sistema OFDM con N = 256
subportadoras y los para´metros para la etapa LC-OPS son {M = Np, Np = 32 (Nf = 8)}.
En la etapa SAP, para todas las figuras, se utilizan los para´metros {α = 2, L = 10}, {α =
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Figura 4.6: CCDF de la PAPR del esquema OPS-SAP para un sistema OFDM con N = 64 subpor-
tadoras con M = 8 y Np = 8 (Nf = 8).
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Figura 4.7: CCDF de la PAPR del esquema OPS-SAP para un sistema OFDM con N = 256
subportadoras con M = 8 y Np = 8 (Nf = 32).
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Figura 4.8: CCDF de la PAPR del esquema OPS-SAP para un sistema OFDM con N = 256
subportadoras con M = Np y Np = 32 (Nf = 8).
1.55, L = 26} y {α = 1.3, L = 40}. En estas figuras se observa que la mejora, en te´rminos de
reduccio´n de la PAPR, de la arquitectura B esta´ alrededor de 0.8 [dB] a una probabilidad de
10−3 si se compara con el algoritmo SAP.
La reduccio´n de la PAPR del Esquema C (SOPP) se representa en las Figs. 4.12, 4.13
y 4.14 para sistemas OFDM con N = 64 y N = 256 subportadoras. La Fig. 4.12 con N = 64
subportadoras, se evalu´a con los para´metros {M = 8, Np = 8 (Nf = 8)} en la etapa LC-
OPS, mientras que las Figs. 4.13 y 4.14 para N = 256 subportadoras, en la etapa LC-OPS
se consideran los para´metros {M = 8, Np = 8 (Nf = 32)} y {M = Np, Np = 32 (Nf = 8)}
respectivamente. La etapa SAP considera los para´metros {α = 2, L = 10}, {α = 1.55, L = 26}
y {α = 1.3, L = 40} en todas las figuras. Como resultado, se puede observar que la mejora
en cuanto a la reduccio´n de la PAPR proporcionada por el esquema C, es aproximadamente
1.3 [dB] a una probabilidad de 10−3.
Con fines comparativos, la reduccio´n de la PAPR que proporciona cada arquitectura A, B y
C se presenta en las Figs. 4.15 y 4.16 para N = 64 y N = 256 subportadoras, respectivamente.
Estas curvas indican que la arquitectura C, tiene una ligera mejora con respecto a los otros
96
CAPI´TULO 4. TE´CNICAS DE EXTENSIO´N DE LA CONSTELACIO´N
BASADAS EN ME´TRICA COMBINADA CON PILOTOS
3 4 5 6 7 8 9 10
10−3
10−2
10−1
100
χ0[dB]
P
r
{χ
>
χ
0
}
 
 
Original
OPS M =8 Nf =8
BSLM U = 4
SAP L = 10α = 2
SAP L = 26α = 1.55
SAP L = 40α = 1.3
OPS-SAP M =8 L = 10α = 2
OPS-SAP M =8 L = 26α = 1.55
OPS-SAP M =8 L = 40α = 1.3
Figura 4.9: CCDF de la PAPR del esquema SAP-OPS para un sistema OFDM con N = 64 subpor-
tadoras con M = 8 y Np = 8 (Nf = 8).
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Figura 4.10: CCDF de la PAPR del esquema SAP-OPS para un sistema OFDM con N = 256. con
M = 8 y Np = 8 (Nf = 32).
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Figura 4.11: CCDF de la PAPR del esquema SAP-OPS para un sistema OFDM con N = 256 con
M = 8 y Np = 32 (Nf = 8).
3 4 5 6 7 8 9 10
10−3
10−2
10−1
100
χ0[dB]
P
r
{χ
>
χ
0
}
 
 
Original
OPS M =8 Nf =8
BSLM U = 4
SAP L = 10α = 2
SAP L = 26α = 1.55
SAP L = 40α = 1.3
SOPP M =8 L = 10α = 2
SOPP M =8 L = 26α = 1.55
SOPP M =8 L = 40α = 1.3
Figura 4.12: CCDF de la PAPR del esquema SOPP para un sistema OFDM con N = 64 subporta-
doras, M = 8 y Np = 8 (Nf = 8).
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Figura 4.13: CCDF de la PAPR del esquema SOPP para un sistema OFDM con N = 256 subpor-
tadoras, M = 8 y Np = 8 (Nf = 32).
esquemas, pero como se ha visto, su complejidad es mucho mayor debido principalmente a
que ejecuta M veces la etapa SAP, una por cada secuencia piloto. Adema´s, se observa que el
esquema A y C tienen una ganancia en PAPR similar, mientras que el esquema B es el que
presenta una ganancia menor. Sin embargo, el esquema C es mucho ma´s complejo, debido
a que la etapa SAP se ejecuta varias veces. Por tanto, el esquema A (OPS-SAP) es el que
proporciona un compromiso adecuado entre PAPR y complejidad.
4.5.2. Energ´ıa transmitida
Para demostrar los beneficios de las arquitecturas propuestas, en te´rminos de energ´ıa
transmitida, a manera de ejemplo, se considera la arquitectura A (OPS-SAP) con N = 256
subportadoras y se compara con la te´cnica SAP dada en [Sezginer and Sari, 2006]. Como se
observa en la Fig. 4.17 OPS-SAP con α = 1.3 obtiene un comportamiento similar, en te´rminos
de reduccio´n de la PAPR, que el algoritmo SAP con α = 2 y L = 40, lo que se traduce en
que SAP requiere valores de α ma´s altos (lo que demanda ma´s energ´ıa para la transmisio´n)
para garantizar el mismo rendimiento que el esquema OPS-SAP.
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Figura 4.14: CCDF de la PAPR del esquema SOPP para un sistema OFDM con N = 256 subpor-
tadoras, M = Np y Np = 32 (Nf = 8).
La relacio´n dada en (4.9) para la subportadora k-e´sima, donde k ∈ SL, donde SL repre-
senta el conjunto de s´ımbolos extendidos, en este caso (Fig. 4.17) es RE(k) = 0.4225, lo que
significa que OPS-SAP consume so´lo el 42.25 % de la energ´ıa transmitida en comparacio´n con
el algoritmo SAP. Por lo tanto, el ahorro de energ´ıa transmitida es del 57.75 % por s´ımbolo
complejo extendido de la constelacio´n.
En la Fig. 4.18, se presenta el ahorro de energ´ıa transmitida cuando OPS-SAP y SAP
tienen un rendimiento similar en la reduccio´n de la PAPR, para lo cual se ha considerado un
sistema OFDM con N = 256 subportadoras, L = 40 y diferentes valores de α. As´ı, en el eje x
se representan los valores que puede tomar la variable α, y en el eje y se provee la diferencia
de umbrales χ (en [dB]), dada por la variable ∆χ, entre las dos te´cnicas mencionadas, medida
a una probabilidad de 10−3. Evidentemente, si ∆χ = 0 [dB], significa que las dos te´cnicas
tienen el mismo rendimiento. Cada curva corresponde a un valor fijo de α para la te´cnica
SAP (dado en la leyenda). En esta figura, se observa que si se ejecuta SAP con α = 2, se
tiene el mismo rendimiento que si se usa OPS-SAP con α = 1.3 (dado en el eje x) ya que
∆χ = 0. Por tanto, si se extienden L = 40 s´ımbolos complejos, como es el caso de la Fig. 4.18,
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Figura 4.15: CCDF de la PAPR para un sistema OFDM con N = 64 subportadoras. En la etapa
LC-OPS con para´metros M = 8 y Np = 8 (Nf = 8), y para la etapa SAP {α = 1.55, L = 26} y
{α = 1.3, L = 40}.
se consigue un ahorro de 24.57 % en la energ´ıa transmitida RE , valor que ha sido calculado
como 1−RE , donde RE se determina usando (4.8).
De forma similar, si se consideran extender L = 26 s´ımbolos complejos, para OPS-SAP
con α = 1.55 y SAP con α = 2, se obtiene una ligera mejora en el rendimiento, en te´rminos
de reduccio´n de la PAPR, pero el ahorro en energ´ıa transmitida es del 13.62 %.
4.5.3. Coste de energ´ıa computacional
En la Fig. 4.19, se ilustra la energ´ıa consumida por cada te´cnica, tanto en el lado del
transmisor como del receptor, para implementar cada una de las diferentes te´cnicas de re-
duccio´n de la PAPR, como son LC-OPS, SAP, BSLM y OPS-SAP usando, respectivamente,
las ecuaciones (4.27), (4.28), (4.29) y (4.32) para diferente nu´mero de subportadoras, N . En
los ca´lculos se descartan los requerimientos tradicionales de cualquier sistema OFDM para
realizar las operaciones IDFT/DFT y comu´n para todas las te´cnicas.
Claramente, se observa en las ecuaciones (4.27), (4.28), (4.29) y (4.32) que los valores
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Figura 4.16: CCDF de la PAPR para un sistema OFDM con N = 256 subportadoras, y con M = 8 y
Np = 8 (Nf = 32) para la etapa LC-OPS y para la etapa SAP {α = 1.55, L = 26} y {α = 1.3, L = 40}.
que toman los diferentes para´metros, que usan cada te´cnica, tiene un impacto variable en
el consumo de la energ´ıa del DSP. En efecto, en el esquema LC-OPS, el coste de energ´ıa
depende del taman˜o del conjunto de secuencias piloto ortogonales M , como se observa en la
Fig. 4.19, pero el impacto obtenido al cambiar el valor de este para´metro es insignificante. Por
ejemplo, si se evalu´a un sistema OFDM de N = 64 subportadoras con M = 4, la ELC-OPST es
0.0861[µW · s], pero si se incrementa el valor de M = 8, entonces la ELC-OPST es 0.1626[µW · s].
Por otro lado, la energ´ıa consumida por SAP en su mayor´ıa depende de los valores que
tomen los para´metros K y L, donde el mayor impacto lo introduce K, que se usa para calcular
la me´trica. A trave´s de simulaciones se ha encontrado que el valor de K se situ´a cerca del
valor de N , cuando N es mayor de 256. En cuanto al coste que introduce L, en la Fig. 4.19
se observa que el impacto que introduce el cambiar el valor de L es despreciable.
En la te´cnica SLM o BSLM el nu´mero de operaciones IDFTs utilizadas en el transmisor
es el que produce el mayor impacto en el consumo de energ´ıa, que coincide con el nu´mero
de secuencias de fase U que usa el algoritmo. Como se observa en la Fig. 4.19, conforme se
incrementa el valor de U el consumo de energ´ıa EBSLMT tambie´n crece.
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Figura 4.17: CCDF de la PAPR para la sen˜al OFDM con N = 256 subportadoras y modulacio´n
QPSK, donde se han extendido L = 40 s´ımbolos complejos tanto en SAP como en OPS-SAP. OPS-SAP
con diferentes valores de α, M = 8, Np = 16.
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Figura 4.18: Para un valor fijo de α en la te´cnica SAP (leyenda), la diferencia entre el rendimiento,
en te´rminos de reduccio´n de la PAPR, de OPS-SAP y SAP dado en [dB] (eje y) para un valor variable
de α en OPS-SAP (eje x). Valores negativos de ∆ son descartados. El sistema OFDM analizado
corresponde a N = 256 subportadoras con L = 40.
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Figura 4.19: Coste de energ´ıa computacional para cada te´cnica.
Ahora, el coste energe´tico de OPS-SAP involucra los para´metros tanto de LC-OPS co-
mo de SAP {M,K,L}, lo que hacen de e´l un algoritmo flexible. Si los para´metros se usan
adecuadamente se puede conseguir un buen rendimiento en la reduccio´n de la PAPR con un
coste de energ´ıa pequen˜o. Como se observa en la Fig. 4.19 el consumo de energ´ıa de OPS-SAP
es ligeramente ma´s alto que si se compara con el algoritmo SAP, debido a que se an˜ade el
coste casi despreciable que introduce la etapa LC-OPS, pero es significativamente menor si
se compara con la te´cnica BSLM.
Para evaluar el consumo de energ´ıa de OPS-SAP con respecto a BSLM, a manera de
ejemplo nume´rico, se considera un sistema OFDM con N = 64 subportadoras con los para´-
metros M = 8, L = {10, 26} y U = 4 para BSLM. Para ello se define la relacio´n RET del
consumo de energ´ıa entre dos te´cnicas como
RET =
EAT
EBSLMT
(4.33)
de la cual se obtiene que OPS-SAP consume 51.3 % y 58.04 % (para cada valor de L) menos
que la energ´ıa que demanda BSLM. De forma ana´loga, se define para el resto de te´cnicas.

CAP´ITULO 5
ALGORITMOS DE EXTENSIO´N DE LA CONSTELACIO´N
MEDIANTE OPTIMIZACIO´N
Este cap´ıtulo se dedica a la propuesta y disen˜o de novedosos algoritmos de reduccio´n de
la PAPR basados en te´cnicas CE, a trave´s de algoritmos de optimizacio´n. En primer lugar,
se presenta un algoritmo o´ptimo, que se formula como un problema de optimizacio´n no lineal
mixta-entera (MINLP - Mixed Integer Non-Linear Programming), que emplea los me´todos
GBD (Generalized Benders Decomposition) y BB (Branch-and-Bound) para determinar el
factor de escala ma´s adecuado y el conjunto o´ptimo de s´ımbolos complejos en el dominio
de la frecuencia que deben ser extendidos dentro de la regio´n permitida, sin degradar la
BER. La te´cnica o´ptima propuesta, llamada GBDCE (Generalized Benders Decomposition
for Constellation Extension), proporciona una mejora significativa en la reduccio´n de PAPR,
y se considera como una cota inferior que sirve para comparar con otras te´cnicas CE. No
obstante, el algoritmo GBDCE puede presentar una convergencia lenta, debido a que ejecuta
un proceso iterativo. En segundo lugar, con el objetivo de evitar el excesivo tiempo de proce-
samiento en los sistemas OFDM pra´cticos, se propone un esquema de reduccio´n de la PAPR
subo´ptimo, denotado como BBCE (Branch-and-Bound for Constellation Extension), que se
formula como un problema de optimizacio´n entero (IP - Integer Programming) y se resuelve
a trave´s del me´todo BB. BBCE obtiene una buena reduccio´n de la PAPR a la vez que redu-
ce la complejidad con respecto al algoritmo o´ptimo. A trave´s de simulaciones se demuestra
que BBCE consigue un buen compromiso entre complejidad y rendimiento (PAPR). Como
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tercera aportacio´n de este cap´ıtulo, se presenta el esquema subo´ptimo DCE (Dynamic Cons-
tellation Extension) como una alternativa para reducir au´n ma´s el tiempo de procesamiento
con respecto al esquema BBCE.
El cap´ıtulo esta´ organizado de la siguiente manera. Se inicia con la formulacio´n del pro-
blema de optimizacio´n, a continuacio´n se detallan los algoritmos GBDCE y BBCE y la
complejidad asociada a cada uno de ellos. Se continu´a el cap´ıtulo con el algoritmo DCE, su
disen˜o y el ana´lisis de la complejidad. Finalmente, se expone la evaluacio´n de resultados en
te´rminos de la CCDF, PSD (Power Spectral Density) y BER (Bit Error Rate) en presencia
de un HPA.
5.1. Formulacio´n del problema
Como se ha mencionado en los cap´ıtulos anteriores, la idea ba´sica de las te´cnicas CE,
consiste en mover hacia afuera ciertos puntos externos de la constelacio´n del s´ımbolo complejo
en el dominio de la frecuencia para combatir los picos grandes de la sen˜al a la salida de la
IDFT. Si se considera que el s´ımbolo complejo k-e´simo en el dominio de la frecuencia x˜ (k)
con k = {0, . . . , N−1} se desplaza hacia cualquier punto dentro de la regio´n permitida (ve´ase
Fig. 5.1), an˜adiendo un factor de extensio´n c (k) ∈ C, entonces el s´ımbolo complejo extendido
es x˜′ (k) = x˜ (k) + c (k). El correspondiente s´ımbolo OFDM extendido, en el dominio del
tiempo, x′ = [x′[0], . . . , x′[N − 1]] esta´ dado por
x′ [n] =
1√
N
N−1∑
k=0
(x˜ (k) + c (k)) ej2pikn/N , 0 ≤ n ≤ N − 1. (5.1)
Si se considera la definicio´n de la PAPR dada en (3.3), entonces, el problema general de
minimizacio´n de la PAPR a trave´s de las te´cnicas CE puede expresarse matema´ticamente de
la siguiente forma simplificada
mı´n
c∈C
χ = mı´n
c∈C
‖x′‖2∞
E
[
‖x′‖2
] , (5.2)
siendo χ la PAPR del s´ımbolo OFDM x′, c un vector de taman˜o 1×N que recoge los factores
de extensio´n c (k) y C es el espacio permitido para extender la constelacio´n.
Por conveniencia, en lugar de un factor de extensio´n aditivo c (k), donde x˜′ (k) = x˜ (k) +
c (k), se prefiere un factor de extensio´n multiplicativo d (k) ∈ C, donde x˜′ (k) = x˜ (k) d (k),
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siendo d ∈ D un vector 1×N que recoge los factores de extensio´n d (k) del s´ımbolo OFDM
`-e´simo, y D es la regio´n de extensio´n permitida. A partir de aqu´ı se utilizara´ esta notacio´n.
Los nuevos algoritmos propuestos se basan en determinar los factores de extensio´n d (k)
para cada s´ımbolo OFDM `-e´simo y el conjunto SL de los s´ımbolos complejos OFDM en el
dominio de la frecuencia que se deben extender para obtener una reduccio´n en la PAPR del
s´ımbolo OFDM. Consecuentemente, SL consta de los x˜ (k) tal que sus d (k) asociados son no
nulos, a saber
SL = {x˜ (k) | d (k) 6= 0}. (5.3)
La cardinalidad de este conjunto esta´ dado por L (L = |SL|) y se cumple que L ≤ N . El
hecho de determinar SL ha sido abordado indirectamente por otras versiones de la te´cnica
CE propuestas en la literatura. A continuacio´n se presenta una asociacio´n ra´pida de d (k) y
SL para cada te´cnica CE (revisadas en el cap´ıtulo 3).
(a) ACE (Active Constellation Extension): En la te´cnica ACE propuesta como un
problema de optimizacio´n min-max [Krongold and Jones, 2003], todos los puntos de la
constelacio´n podr´ıan ser extendidos por un valor d (k) diferente para cada subportadora,
con |d (k) | ≥ 1. E´sta te´cnica se puede caracterizar por
Cardinalidad de SL: L ≤ N
Factor de extensio´n: d = {d (k)}N−1k=0
(b) SAP (Simple Amplitude Predestortion): En la te´cnica SAP [Sezginer and Sari, 2006],
los puntos externos de la constelacio´n se modifican usando un factor de extensio´n predefi-
nido d (k) = α ∈ R, (|α| ≥ 1) que es independiente no solo del ı´ndice de las subportadoras
k sino tambie´n del s´ımbolo OFDM `-e´simo, es decir, se tiene el mismo factor de extensio´n
para todas las subportadoras y todos los s´ımbolos OFDM transmitidos. El conjunto SL
se determina a trave´s de una me´trica, y se extienden los L s´ımbolos con la me´trica ma´s
alta. Entonces,
Cardinalidad de SL: L < N
Factor de extensio´n: d = α11×N , siendo 11×N un vector de unos de taman˜o 1×N .
Este valor de α es fijo para todos los s´ımbolos OFDM.
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(c) ACE-IPM (ACE based on IPM ): ACE-IPM se formula como un problema de minimi-
zacio´n SOCP para reducir la PAPR en [Wang and Leung, 2008] utilizando algoritmos
logarithmic-barrier IPM y se caracteriza por
Cardinalidad de SL: L ≤ N
Factor de extensio´n: d = {d (k)}N−1k=0 .
5.1.1. Minimizacio´n de la PAPR como un problema mixto-entero
Con respecto al problema de minimizacio´n de la PAPR, el objetivo principal es determinar
las muestras del s´ımbolo OFDM en el dominio de la frecuencia que pertenecen al conjunto
SL y el correspondiente valor nume´rico del factor de escala d(k) para k ∈ SL. Esto implica
reformular el problema de minimizacio´n de la PAPR dado en (5.2) en te´rminos de variables
binarias como se detalla a continuacio´n.
Minimizar la PAPR es equivalente a minimizar el numerador de (5.2) si se considera el
s´ımbolo OFDM extendido en el dominio del tiempo x′ = [x′[0], . . . , x′[N − 1]] [Tellado, 2002].
Dado que el cuadrado puede suprimirse en la operacio´n de minimizacio´n, se define la funcio´n
objetivo como χ˜ = ‖x′‖∞, y el problema de optimizacio´n se convierte en
mı´n
d`∈D`
χ˜ (5.4)
con
x′ [n] = x [n] +
1√
N
∑
k∈SL
(d (k)− 1) x˜ (k) ej2pikn/N , 0 ≤ n ≤ N − 1 (5.5)
siendo x [n] las muestras en el dominio del tiempo sin extensio´n. El problema (5.4) se pue-
de reformular en te´rminos de variables binarias, definiendo la variable s (k) que es 1 o´ 0
dependiendo de si x˜ (k) pertenece o no a SL, i.e.,
s (k) =
 1, x˜ (k) ∈ SL0, x˜ (k) /∈ SL (5.6)
Entonces, (5.5) es
x′ [n] = x [n] +
1√
N
N−1∑
k=0
s (k) (d (k)− 1) x˜ (k) ej2pikn/N , 0 ≤ n ≤ N − 1. (5.7)
Para reducir la complejidad, se asume que d (k) es real y no cambia en cada subportadora:
d (k) = α ∈ R,∀k. No obstante, hay que hacer notar que este valor no es fijo para todos los
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s´ımbolos OFDM, sino que se actualiza s´ımbolo a s´ımbolo OFDM. Por consiguiente (5.7) se
reescribe como
x′ [n] = x [n] +
α− 1√
N
N−1∑
k=0
s (k) x˜ (k) ej2pikn/N , 0 ≤ n ≤ N − 1. (5.8)
Consecuentemente, la formulacio´n del problema de la PAPR se puede escribir como
mı´n
s,α
χ˜ (5.9)
siendo s = [s(0), . . . , s(N − 1)].
Sin embargo, para extender los puntos de una constelacio´n con un orden mayor que QPSK,
los ı´ndices de los s´ımbolos candidatos a ser extendidos se deben conocer a priori, como se
ilustra en la Fig. 5.1, y por consiguiente se redefine (5.8) como
x′ [n] =x [n] +
1√
N
∑
k∈Ip
s(k)x˜ (k) ej2pikn/N +
∑
k∈Cp
αs(k)x˜ (k) ej2pikn/N+
∑
k∈BR
s(k) (α<{x˜ (k)}+ j={x˜ (k)}) ej2pikn/N +
∑
k∈BI
s(k) (<{x˜ (k)}+ αj={x˜ (k)}) ej2pikn/N
 , 0 ≤ n ≤ N − 1. (5.10)
donde Ip,BR,BI y Cp son, respectivamente, los subconjuntos de s´ımbolos que pertenecen a
los puntos de la constelacio´n internos, frontera en el eje real, frontera en el eje imaginario y
esquinas.
De acuerdo con la caracterizacio´n hecha para las otras te´cnicas CE (ACE, SAP y ACE-
IPM) el problema de minimizacio´n de la PAPR propuesto se caracteriza por
Cardinalidad de SL: L ≤ N
Factor de extension: d = α11×N . Este valor de α cambia para cada s´ımbolo OFDM.
La solucio´n del problema de optimizacio´n dado por (5.9) proporciona el valor del factor
de extensio´n o´ptimo (α ∈ R) y el conjunto de ı´ndices de los s´ımbolos SL que se deben
extender, es decir, cuando s (k) = 1 el s´ımbolo x˜ (k) es extendido. La solucio´n se indicara´ con
el super´ındice (·)∗, y esta´ dada por (s∗, α∗).
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<
=
x˜(k)
x˜′(k)
Ip
BI
BR
Cp
Figura 5.1: Regiones de extensio´n permitida en una modulacio´n 16-QAM.
El problema (5.9) de minimizacio´n se considera como un problema de Programacio´n No
Lineal Mixto-Entero (MINLP), debido a que compromete variables con valores enteros (dadas
en el vector s) y variables no enteras (α ∈ R), y la funcio´n de optimizacio´n es no lineal.
5.2. Algoritmo o´ptimo GBDCE
En esta seccio´n del cap´ıtulo, se propone una solucio´n o´ptima al problema de reduccio´n de
la PAPR dado en (5.9), llamado algoritmo GBDCE (Generalized Benders Decomposition for
Constellation Extension), cuya solucio´n se encuentra a trave´s del me´todo GBD (Generalized
Benders Decomposition), detallado en el ape´ndice B. El me´todo GBD consiste en generar,
en un nu´mero finito de iteraciones, dos secuencias que se actualizan en cada iteracio´n: el
l´ımite superior (que es no creciente) y el l´ımite inferior (que es no decreciente), los cuales
convergen dentro de un valor ε [Geoffrion, 1972]. Para cada iteracio´n, encontrar el l´ımite
superior corresponde a resolver un subproblema de variables reales, donde el valor de las
variables enteras son fijos; este subproblema se denomina problema primal ; de forma similar,
el l´ımite inferior se obtiene resolviendo sucesivamente un subproblema de variables enteras,
donde los valores de las variables reales son fijos; este subproblema se denomina problema
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ma´ster.
Los detalles del algoritmo GBDCE se proporcionan a continuacio´n y se ilustran por medio
del diagrama de bloques de la Fig. 5.2. Las resoluciones de los problemas ma´ster y primal se
ejecutan para cada iteracio´n i-e´sima, 1 ≤ i ≤ I, donde I < ∞ es el nu´mero de iteraciones
que alcanza el algoritmo GBDCE hasta conseguir su convergencia.
mı´n
s,α
‖x′‖∞
Inicializacio´n
s = sˆ0
Problema primal:
χ˜UB,i = mı´n
α
‖x′‖∞
s. t. s = sˆi
Problema ma´ster:
χ˜LB,i = mı´n
s
‖x′‖∞
s. t. α = αˆi
sˆi = sˆi−1
χ˜UB,i − χ˜LB,i < ε
αˆi
no si (s
∗, α∗)
Figura 5.2: Diagrama de bloques del algoritmo o´ptimo de reduccio´n de la PAPR: GBDCE
Primero, para resolver el problema primal se proporciona una solucio´n entera sˆi−1, es
decir, los valores de las variables enteras sˆi−1 son fijos y el objetivo es obtener el valor de
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αi para conseguir el l´ımite inferior χ˜UB,i del problema dado en (5.9). Por consiguiente, el
problema primal en la iteracio´n i-e´sima se formula como
χ˜UB,i = mı´n
α
‖x¯‖∞ (5.11)
s. t. s = sˆi−1
La solucio´n de este problema proporciona el valor αˆi que se utiliza para resolver el proble-
ma ma´ster. Por tanto, como segundo paso, se resuelve el problem ma´ster para las variables
enteras s cuando se ha fijado α = αˆi (dado en la solucio´n del problema primal). La solucio´n
de este problema es el l´ımite inferior χ˜LB,i del problema dado en (5.9). Por tanto, el problema
ma´ster se formula como
χ˜LB,i = mı´n
s
‖x′‖∞ (5.12)
s. t. α = αˆi
donde se obtienen las variables enteras sˆi que son proporcionadas al problema primal en la
siguiente iteracio´n. El problema ma´ster puede resolverse por medio de me´todos esta´ndares de
optimizacio´n entera y en el caso particular del GBDCE se hace uso del me´todo BB (Branch-
and-Bound) [Bertsekas, 1999], expuesto en el ape´ndice B. Hay que tener en cuenta que aunque
GBDCE haga uso del me´todo BB para calcular el l´ımite inferior χ˜LB, este algoritmo GBDCE
difiere notablemente del esquema BBCE propuesto en la siguiente seccio´n.
Se debe observar que el algoritmo GBDCE se debe inicializar con una solucio´n sˆ0, por lo
que se ha determinado emp´ıricamente que sˆ0 = 01×N es una solucio´n inicial va´lida, donde
01×N es un vector nulo de taman˜o 1×N .
Estos dos problemas se ejecutan iterativamene hasta que se alcance la convergencia, es
decir, debe cumplirse la condicio´n (χ˜UB,i − χ˜LB,i) < ε, siendo ε el para´metro que define la
convergencia del esquema GBDCE. Como la secuencia de l´ımite superior {χ˜UB,i}Ii=1 es no
creciente y la del l´ımite inferior {χ˜LB,i}Ii=1 es no decreciente, entonces se garantiza que la
diferencia χ˜UB,i − χ˜LB,i converja dentro del valor de ε como tambie´n lo hace el algoritmo
propuesto de acuerdo al Teorema 1 del ape´ndice B.
Determinar la solucio´n o´ptima del problema de la PAPR por medio del esquema GBDCE
implica un proceso secuencial para calcular los valores de la variable real α ∈ R junto con el
ca´lculo de las variables enteras s hasta que la diferencia entre χ˜UB y χ˜LB sea menor que ε. En
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consecuencia, la convergencia de GBDCE depende de un valor adecuado de ε, ya que mientras
ma´s alto es el valor de ε, la convergencia del algoritmo es ma´s ra´pida, pero a expensas de una
precisio´n menor en la solucio´n y viceversa.
5.2.1. Convergencia del algoritmo GBDCE
Como se ha indicado, el algoritmo GBDCE termina cuando la diferencia entre los l´ımites
superior e inferior (χ˜UB − χ˜LB) es menor que un valor ε dado. A trave´s de simulaciones,
se demuestra que el algoritmo GBDCE converge en un nu´mero finito de iteraciones. As´ı, la
Fig. 5.3 muestra la convergencia del algoritmo GBDCE, donde para cada iteracio´n se evalu´a
la diferencia entre el l´ımite superior e inferior para sistemas OFDM con N = {16, 32, 64}
subportadoras. Se establecen los siguientes puntos iniciales del algoritmo, χ˜UB = 10
6, χ˜LB =
0 y se considera el para´metro de convergencia ε = 10−6. De esta figura, el hecho de que
χ˜UB − χ˜LB este´ cerca del cero significa que el algoritmo ha convergido en un nu´mero finito
de iteraciones.
1 2 3 4 5 6
0
0.02
0.04
0.06
0.08
0.1
0.12
No. Iteraciones
(χ˜
U
B
−
χ˜
L
B
)
 
 
(χ˜UB − χ˜LB) N = 16
(χ˜UB − χ˜LB) N = 32
(χ˜UB − χ˜LB) N = 64
Punto de convergencia
N = 16
Punto de convergencia
N = 32
Punto de convergencia
N = 64
Figura 5.3: Convergencia del algoritmo GBDCE: diferencia entre los l´ımites superior e inferior para
cada iteracio´n para sistemas OFDM con N = {16, 32, 64} subportadoras y modulacio´n QPSK.
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5.3. Algoritmo subo´ptimo BBCE
El esquema GBDCE tiene asociado una elevada complejidad computacional debido prin-
cipalmente a que es un proceso secuencial. En esta parte del cap´ıtulo, se propone un algoritmo
subo´ptimo llamado BBCE (Branch-and-Bound for Constellation Extension), el cual preten-
de aliviar el tiempo de ejecucio´n asociado al esquema GBDCE. Ambos objetivos se pueden
alcanzar con BBCE, si el valor del factor de extensio´n α se restringe a un conjunto de valores
dados por el conjunto A = {1, 1 + δ, 1 + 2δ, . . . , 1 + (Q− 1)δ}, siendo δ el paso entre valores
consecutivos de α, el cual define la granularidad en la precisio´n de la solucio´n, y Q es la
cardinalidad de A (Q = |A|).
El algoritmo BBCE soluciona el problema de la PAPR dado en (5.9) haciendo uso del me´-
todo BB (para detalles sobre este me´todo, ve´ase el ape´ndice B) como se detalla a continuacio´n
(ve´ase el diagrama del algoritmo en la Fig. 5.4). BBCE encuentra la solucio´n s∗ por medio
de Q ramas calculadas de forma paralela, donde en cada rama q-e´sima, q = {0, . . . Q − 1},
resuelve el problema de minimizacio´n de la PAPR para un valor α ∈ A, obtenie´ndose la
solucio´n s∗q . Por lo tanto, el problema de minimizacio´n de la PAPR se formula como
mı´n
s
‖x′‖∞ (5.13)
s. t. α = αq,
donde αq = 1 + qδ, con q = {0, . . . , Q − 1}. Por consiguiente, el problema (5.13) se resuelve
en paralelo, tantas veces como sea el valor de Q y en cada rama q-e´sima se tiene asociado un
valor de χ˜q dado por
χ˜q =
[‖x′‖∞]s∗q ,αq . (5.14)
Finalmente, se selecciona la solucio´n (s∗, α∗) que corresponda al valor ma´s bajo del con-
junto Sχ = {χ˜q}Q−1q=0 segu´n
(s∗, α∗) = arg min
(sq ,αq)
Sχ (5.15)
donde mı´nSχ es el mı´nimo valor dentro del conjunto Sχ, denotado como χ˜∗, y (s∗, α∗) son
los argumentos correspondientes a χ˜∗.
En te´rminos de complejidad, el punto clave es definir el conjunto A lo ma´s pequen˜o
posible, lo que significa una alta granularidad. A medida que se reduce el valor de delta
(δ → 0) se tiene una mejor aproximacio´n al caso continuo A = [1, Q] ∈ R, mientras que
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min
s,α
‖x′‖∞
min
s
‖x′‖∞
s. t. α = 1
min
s
‖x′‖∞
s. t. α = 1 + δ
...
min
s
‖x′‖∞
s. t. α = 1 + qδ
...
min
s
‖x′‖∞
s. t. α = 1 + (Q− 1)δ
Seleccionar
(s∗q , α
∗
q)
tal que
χ˜q < χ˜i
∀i = 0, . . . , Q− 1,
i 6= q
s∗0
s∗1
s∗q
s∗Q−1
(s∗, α∗)
Figura 5.4: Diagrama de bloques del algoritmo subo´ptimo BBCE.
para δ = 1 el conjunto se reduce a Q puntos: A = {1, . . . , Q}. Para valores ma´s altos de
δ, menor es el tiempo de procesamiento asociado con la ejecucio´n del BBCE. Con esto en
mente, se demuestra a trave´s de simulaciones en la seccio´n 5.6 que los efectos de incrementar
la granularidad (δ) so´lo tiene un ligero impacto en la reduccio´n de la PAPR. Por consiguiente,
determinar s es el valor cr´ıtico de la te´cnica BBCE.
5.4. Ana´lisis de la complejidad de GBDCE y BBCE
A continuacio´n se presenta el ana´lisis de la complejidad de los dos algoritmos hasta ahora
propuestos. Primero, se analizara´n en te´rminos de tiempo de ejecucio´n, donde se demuestra
que el esquema BBCE es menos complejo que GBDCE. Segundo, se investiga la complejidad
computacional teo´rica y se proporciona una comparacio´n con otras te´cnicas CE existentes en
la literatura.
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5.4.1. Ana´lisis del tiempo de ejecucio´n
El esquema GBDCE provee una solucio´n o´ptima al problema de la PAPR a trave´s de
la extensio´n de ciertos puntos de la constelacio´n del s´ımbolo OFDM en el dominio de la
frecuencia. Sin embargo, el tiempo de ejecucio´n de este algoritmo puede ser elevado debido a
que se lleva a cabo un proceso iterativo. Para evaluar eficazmente la diferencia entre GBDCE
y BBCE, en te´rminos de tiempo de ejecucio´n, se caracteriza el tiempo de ejecucio´n de ambos
algoritmos desde un punto de vista probabil´ıstico, como se detalla a continuacio´n.
Se denota el tiempo de ejecucio´n por s´ımbolo OFDM por medio de la variable aleatoria T ,
que representa el tiempo que requiere cada algoritmo para procesar la te´cnica de reduccio´n
de la PAPR por medio de simulaciones con Matlab. Se ha observado emp´ıricamente que los
histogramas de la variable aleatoria T sigue una distribucio´n Rayleigh (como se observa en
las Figs. 5.5 y 5.6). En consecuencia, la PDF (Probability Density Function) de T puede
expresarse como
fT (t) =
t
σ2
e−t
2/2σ2 , 0 < t ≤ ∞ (5.16)
donde σ es el para´metro de ma´xima verosimilitud de la distribucio´n, que puede ser estimado
a partir de M muestras como [Ochi, 1990]:
σˆ ≈
√√√√ 1
2M
M∑
m=1
(tm)
2, (5.17)
y la media y varianza de la distribucio´n esta´n, respectivamente, dados por [Ochi, 1990]:
E [T ] =
(√
pi/2
)
σ (5.18)
V ar [T ] = (2− pi/2)σ2. (5.19)
Los histogramas en las Figs. 5.5 y 5.6 representan el tiempo de ejecucio´n de sistemas
OFDM con N = 16 y N = 32 subportadoras respectivamente. En el eje x de estas figuras
se representa el tiempo de ejecucio´n por s´ımbolo OFDM en [s], mientras que en eje y se
proporciona la frecuencia de aparicio´n. El eje x de los algoritmos (GBDCE y BBCE) se
presentan en diferentes escalas con el fin de apreciar la envolvente Rayleigh. Se observa
claramente en estas figuras que el tiempo que requiere el algoritmo GBDCE es mayor que el
del esquema BBCE.
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Figura 5.5: Distribucio´n Rayleigh del tiempo de ejecucio´n de las te´cnicas GBDCE y BBCE para un
sistema OFDM con N = 16 subportadoras y modulacio´n QPSK (a trave´s de simulaciones en Matlab).
Figura 5.6: Distribucio´n Rayleigh del tiempo de ejecucio´n de la te´cnica GBDCE para un sistema
OFDM con N = 32 subportadoras (a trave´s de simulaciones en Matlab).
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Los para´metros de la distribucio´n Rayleigh de cada esquema se comparan para confirmar
que el esquema BBCE requiere un menor tiempo de procesamiento. Estos para´metros se
resumen en la Tabla 5.1, en la cual se puede notar que la media y la varianza de GBDCE
para un sistema OFDM con N = 32 subportadoras son significativamente ma´s grandes que
los valores de BBCE. Espec´ıficamente, la media es casi el triple y la varianza es siete veces
mayor aproximadamente, lo que implica que la distribucio´n Rayleigh del tiempo de ejecucio´n
del esquema GBDCE se extiende ma´s. As´ı se confirma que el algoritmo GBDCE es ma´s
costoso que el algoritmo BBCE, en te´rminos de tiempo de procesamiento.
Tabla 5.1: Para´metros de la distribucio´n Rayleigh para un sistema OFDM con N = {16, 32} subpor-
tadoras
Para´metros
N = 16 N = 32
GBDCE BBCE GBDCE BBCE
σˆ 9.6 6.7 73.3 27.5
E [T ] 12.1 8.3 91.9 34.5
V ar [T ] 39.9 19.2 2308.2 325.9
5.4.2. Complejidad computacional
En la literatura existen algunas propuestas que siguen la idea de minimizacio´n de la
PAPR a trave´s de programacio´n entera. Por ejemplo, ACE-POCS [Krongold and Jones, 2003]
demuestra que la complejidad asociada con el esquema POCS es O(N logN), donde N es
nu´mero de subportadoras. La complejidad del algoritmo GBDCE es O(IN logN), donde I es
el nu´mero de iteraciones hasta que el algoritmo alcance la convergencia. En lo que respecta
al algoritmo BBCE, hay que tener en cuenta que el me´todo BB (Branch-and-Bound) que
apoya al esquema, tiene una complejidad asociada que viene dada por O(N logN). Debe que
el algoritmo BBCE se calcula paralelamente, pues las Q ramas se resuelven simulta´neamente,
su complejidad esta´ dada tambie´n por O(N logN).
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Sin embargo, para estos dos algoritmos, se ha limitado a que so´lo los puntos externos
de la constelacio´n sean extendidos, lo que reduce la complejidad de manera considerable. Se
define Θ = BouterB , donde Θ representa el porcentaje de s´ımbolos de datos complejos x˜ (k) que
son susceptibles de ser expandidos, es decir, k ∈ BR,BI , Cp, Bouter es el nu´mero de puntos
externos de la constelacio´n con Bouter = |BR|+|BI |+|Cp| y B es el nu´mero total de puntos de la
constelacio´n. Por ejemplo, si se considera una modulacio´n 16-QAM, los cuatro puntos internos
no deben expandirse (k ∈ Ip) y el problema se resuelve con los doce puntos externos de la
constelacio´n, i.e., Θ = 12/16 = 0.75. Como los s´ımbolos complejos son variables aleatorias
i.i.d., Θ proporciona el porcentaje de puntos de la constelacio´n que podr´ıan extenderse, este
porcentaje es (1 − Θ) × 100 = 25 %. Por esta razo´n, se tiene que la complejidad asociada
con el algoritmo GBDCE es O(IΘN log ΘN), y la del algoritmo BBCE es O(ΘN log ΘN).
Claramente, dado que Θ 6 1 el algoritmo BBCE exhibe una menor complejidad que ACE-
POCS.
Con respecto a las te´cnicas CCS1, usualmente propuestas como problemas de minimizacio´n
convexa, el algoritmo EVM-IPM [Aggarwal and Meng, 2006] formula la minimizacio´n de la
PAPR como un problema SOCP, sujeto a restricciones en EVM y a la potencia de las subpor-
tadoras libres. Este problema conlleva una complejidad O(N3). En [Wang and Leung, 2008],
los autores presentan el algoritmo ACE-IMP el cual ligeramente mejora la complejidad teo´ri-
ca asociada con el algoritmo EVM-IPM, alcanzando una complejidad O(I(2N +N2)), donde
I representa el nu´mero de iteraciones que usa el algoritmo gradiente conjugado. Por otro
lado, el esquema G-IPM (Generalized IPM ) [Yu et al., 2011], incorpora un tipo espec´ıfico de
extensio´n de la constelacio´n en la formulacio´n del problema, como un conjunto de funciones
convexas, por tanto, el esquema G-IPM es esencialmente el mismo que el algoritmo ACE-
IPM, con la diferencia de que el taman˜o o´ptimo de paso α se debe calcular por medio de un
problema de optimizacio´n (en ACE-IPM, α se da en forma cerrada). Consecuentemente, la
complejidad es mayor que O(I(2N +N2)), con un aumento en la complejidad dada directa-
mente por el problema asociado de optimizacio´n del taman˜o del paso. Todos estos esquemas,
tienen en comu´n que necesitan de un criterio para terminar el algoritmo, ya sea por el nu´mero
ma´ximo de iteraciones o que la convergencia de la solucio´n sea dentro de un para´metro ε.
En lo referente a la complejidad de SAP [Sezginer and Sari, 2007], estrictamente hablando,
1ve´ase seccio´n 3.2.2.2
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esta es ma´s una te´cnica en lugar de un algoritmo. Esta te´cnica es u´til para determinar el nivel
de extensio´n y nu´mero de s´ımbolos complejos en el dominio de la frecuencia que se deben
extender para reducir la PAPR; estos para´metros se calculan offline a trave´s de simulaciones
exhaustivas. No se puede hacer ninguna modificacio´n adicional para estos valores prefijados
y, en consecuencia, se aplican los mismos valores a cualquier s´ımbolo OFDM transmitido.
Adema´s, los para´metros calculados son concretos para un nu´mero espec´ıfico de subportadoras
(taman˜o de la FFT) y del tipo de modulacio´n. Dicho esto, se considera que la complejidad
asociada con la te´cnica SAP no debe ser tomada en consideracio´n para comparar con los dos
algoritmos presentados hasta ahora en este cap´ıtulo ya que no es un algoritmo adaptativo.
5.5. Algoritmo subo´ptimo DCE
Como se ha analizado en la seccio´n 5.4.1, el tiempo de ejecucio´n del algoritmo subo´ptimo
BBCE sigue una distribucio´n Rayleigh, lo que significa que la mayor´ıa de los s´ımbolos OFDM
son procesados ra´pidamente, pero un pequen˜o porcentaje de los s´ımbolos OFDM presentara´n
un tiempo de procesamiento largo para encontrar la solucio´n. Con la finalidad de aliviar esta
lenta convergencia ocasional, se propone un nuevo esquema subo´ptimo llamado DCE (Dy-
namic Constellation Extension), el cual se presenta como una alternativa para obtener una
buena reduccio´n de la PAPR y que pueda ser implementado en sistemas reales, a diferencia de
muchos algoritmos CS, que en su mayor´ıa tienen buenas prestaciones, en te´rminos de reduc-
cio´n de la PAPR, pero, debido a que realizan procesos de optimizacio´n demandan de una com-
plejidad computacional bastante alta, [Krongold and Jones, 2003],[Wang and Leung, 2008],
[Yu et al., 2011], la cual es indeseable en los sistemas pra´cticos
El esquema DCE consiste en un algoritmo de dos ramas, llamadas rama BBCE y rama
SAP. DCE hace uso del algoritmo BBCE, pero en caso de que un cierto s´ımbolo OFDM
tenga una lenta convergencia, DCE evita este tiempo de ejecucio´n excesivo, conmutando a la
segunda rama, donde se lleva a cabo un algoritmo CE, basado en me´trica (espec´ıficamente el
algoritmo SAP [Sezginer and Sari, 2006]) que es menos eficiente, en te´rminos de reduccio´n de
la PAPR, pero ma´s ra´pido. Ahora, para decidir si el esquema DCE, en la rama del algoritmo
BBCE esta´ tardando demasiado tiempo en encontrar la solucio´n y es momento de conmutar
a la segunda rama, se debe determinar un umbral de tiempo adecuado. Dicho umbral debe
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proporcionar un buen compromiso entre prestaciones de PAPR y tiempo de ejecucio´n, que
esta´ ı´ntimamente relacionado con la complejidad.
Los detalles de la te´cnica DCE se presentan a trave´s del pseudoco´digo dado en el Algoritmo
4 y del diagrama la Fig. 5.7. El algoritmo DCE, para cada s´ımbolo OFDM, se inicia siempre
en la rama BBCE, esto es, que el proceso de optimizacio´n se realiza para encontrar los
elementos del vector s = [s(0), . . . , s(N − 1)] que correspondera´ a los s´ımbolos en el dominio
de la frecuencia que deben ser extendidos para s(k) = 1, y el correspondiente factor de
extensio´n α.
mı´n
s
‖x′‖∞ (5.20)
s. t. α = αq,
donde x′ = [x′[0], . . . , x′[N−1]] recoge las muestras del s´ımbolo OFDM extendido segu´n (5.8)
y αq = 1 + qδ, con q = {0, . . . , Q− 1}.
En el esquema DCE, en cada proceso de minimizacio´n q-e´simo de la rama BBCE, se debe
comprobar el tiempo de ejecucio´n t. Se denota tγ como el umbral de tiempo de ejecucio´n
permitido para que la rama BBCE encuentre la solucio´n, es decir, que una vez que tγ sea
alcanzado (t > tγ) sin que BBCE haya encontrado la solucio´n (s
∗, α∗), el algoritmo DCE debe
conmutar a la segunda rama, donde se lleva a cabo el algoritmo SAP [Sezginer and Sari, 2006],
esto es, se calcula la me´trica dada por (3.44) para determinar el conjunto de s´ımbolos que
deben extenderse, es decir, x˜(k), k ∈ SL; el valor de α, para el caso de la rama SAP sera´
fijado a priori [Sezginer and Sari, 2006]. Una vez que se determine el conjunto de s´ımbolos
que deben ser extendidos, ya sea por medio de la rama BBCE o de SAP, los datos deben ser
actualizados en el dominio del tiempo.
As´ı, se obtiene un algoritmo que alcanza una buena reduccio´n de la PAPR, mientras
decrece el excesivo tiempo de ejecucio´n que ocasionalmente presenta el algoritmo BBCE. Con
estas consideraciones, el disen˜o del algoritmo DCE, puede realizarse desde dos puntos de
vista: (1) restricciones en el tiempo de ejecucio´n y (2) l´ımites en el rendimiento de la PAPR.
Ambas consideraciones se abordan en esta seccio´n y se analizan los para´metros involucrados
que son determinados teo´ricamente.
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Algoritmo 4 DCE
1: Entrada: S´ımbolo OFDM de PAPR elevada: x = [x[0], . . . , x[N − 1]]
2: Rama BBCE
3: Formulacio´n del problema, segu´n (5.20)
mı´n
s
‖x′‖∞
s. t. α = αq,
4: Minimizar x′ en cada rama q-e´sima
5: Verificar la duracio´n del tiempo de procesado de cada rama q-e´sima hasta
t > tγ
6: if (t ≤ tγ) then
7: Seleccionar el conjunto (s, α) de la rama q-e´sima que proporcione la PAPR
menor
(s∗, α∗) = arg min
(sq ,αq)
Sχ
8: return (s∗, α∗)
9: else
10: Conmutar a la rama SAP
11: Calcular la me´trica usando (3.44)
12: Seleccionar los L sı´mbolos con me´trica ma´s alta
13: return SL
14: end if
15: Extender los puntos de la constelacio´n usando el conjunto (s∗, α∗) o SL con
α fijado a priori
16: Actualizar la se~nal en el dominio del tiempo
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rama BBCE:
mı´n
s
‖x′‖∞
s. t. α = αq,
q = {0, . . . , Q− 1}
t ≤ tγ
(s∗, α∗) = arg min
(sq ,αq)
Sχ
rama SAP:
• Me´trica:
µ(k) =
∑
n∈SK
ω(n)f(n, k)
• Formar conjunto SL
• Extensio´n:
x˜(k) =
 x(k), k /∈ SLαx˜(k), k ∈ SL
• Actualizacio´n:
x′[n] = IDFT{x˜′(k)}
si
no
x′
Figura 5.7: Diagrama de bloques del esquema DCE, donde se considera que las Q ramas del algoritmo
BBCE esta´n impl´ıcitas en la caja de la rama BBCE.
5.5.1. Disen˜o pra´ctico del algoritmo DCE
El algoritmo DCE, debe proporcionar un compromiso adecuado entre el tiempo de eje-
cucio´n (T ) y el rendimiento de la PAPR (CCDF). Evidentemente, la seleccio´n del umbral
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de tiempo (tγ) determina el tiempo de procesado y el rendimiento de la PAPR. Para aclarar
mejor esta idea, se presenta la Fig. 5.8, donde se observa que fijar el umbral de tiempo tγ ,
define la duracio´n del procesado de la te´cnica y las prestaciones en te´rminos de PAPR. As´ı
por ejemplo, si el valor de tγ es grande, la ganancia en PAPR es mejor, debido a que la rama
BBCE encontrara´ la solucio´n para la mayor´ıa de s´ımbolos OFDM transmitidos. Sin embargo,
si tγ es pequen˜o, la conmutacio´n dina´mica a la rama SAP, ocurrira´ con mayor frecuencia; y,
consecuentemente, las prestaciones de la PAPR son menores. En resumen, a medida que el
valor de tγ va decreciendo, lo hace tambie´n la ganancia en PAPR, pero el tiempo de ejecucio´n
del algoritmo es menor.
? ? ? ? ? ?? ??
?
????
???
????
???
????
???
????
???
????
???
?????????
Pr {t ≤ tγ}
????????
Pr {t > tγ}
????????????????
(tγ)
?? ? ?→
Tiempo de procesamiento [s]
D
en
si
d
ad
Figura 5.8: Distribucio´n Rayleigh del tiempo de ejecucio´n del algoritmo BBCE, donde el valor que
tome tγ determina las prestaciones del sistema. Si tγ se mueve cerca del cero, significa que DCE
conmutara´ con mayor frecuencia a la rama SAP.
Dependiendo de los requerimientos del disen˜o, se pueden tener dos consideraciones:
Si por razones de implementacio´n, el aspecto ma´s importante a tener en cuenta es
el tiempo de ejecucio´n del algoritmo, entonces es necesario determinar un adecuado
umbral de tiempo (tγ) que alivie la lenta convergencia que ocasionalmente presenta el
algoritmo BBCE, sin degradar excesivamente el rendimiento de la te´cnica de reduccio´n
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de la PAPR
Por otro lado, si el rendimiento (CCDF) es el criterio clave del disen˜o, es obligatorio
asegurar que el esquema DCE conmute a la rama SAP lo menos posible, sin que el
tiempo de ejecucio´n sea alto.
Por consiguiente, se debe conseguir un algoritmo con un compromiso adecuado entre tiempo
de ejecucio´n y rendimiento de la PAPR. Los dos casos de disen˜o se presentan a continuacio´n.
5.5.1.1. Disen˜o basado en restricciones de tiempo
En esta primera consideracio´n de disen˜o, se asume que el valor de tγ es fijo, debido a las
restricciones impuestas por los requerimientos de implementacio´n. Por tanto, el valor de tγ
debe fijarse lo ma´s bajo posible en funcio´n de las restricciones de tiempo que exista (tγ debe
moverse hacia la izquierda de la distribucio´n, como se observa en la Fig. 5.8), pero a costa
de degradar la ganancia de la PAPR. Consecuentemente, el valor escogido para tγ tiene un
impacto en las prestaciones del sistema.
Como se ha indicado, el tiempo de ejecucio´n de cada s´ımbolo OFDM `-e´simo para en-
contrar la solucio´n en la rama BBCE esta´ limitado al umbral de tiempo tγ , es decir, siempre
se debe cumplir t ≤ tγ . Si se denota como L1 al conjunto de ı´ndices de los s´ımbolos OFDM
(`) que son procesados solamente por la rama BBCE, mientras que L2 denota el conjunto
de ı´ndices que corresponden a los s´ımbolos OFDM que necesitaron conmutar a la rama SAP
para encontrar la solucio´n, entonces, L1 ∪ L2 agrupa todo los valores de `. Para aquellos
s´ımbolos que so´lo necesitan pasar por la rama BBCE para encontrar la solucio´n (` ∈ L1)
el tiempo de procesamiento asociado es t < tγ , es decir, encontraron la solucio´n antes de
alcanzar el umbral de tiempo. Y, para aquellos s´ımbolos que conmutaron a la rama SAP para
encontrar la solucio´n (` ∈ L2) el tiempo de procesamiento esta´ dado por t = tγ + tSAP , donde
tSAP denota el tiempo que consume la rama SAP para procesar la te´cnica de reduccio´n de la
PAPR. Por consiguiente, el tiempo de ejecucio´n total del esquema DCE (tT ) para una cierta
simulacio´n esta´ dado por
tT =
∑
`∈L1
t+
∑
`∈L2
(tγ + tSAP ) . (5.21)
Debido a que tSAP es insignificante comparado con tγ (tSAP  tγ) entonces, para ` ∈ L2,
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se puede aproximar t ≈ tγ , obtenie´ndose
tT ≈
∑
`∈L1
t+
∑
`∈L2
tγ . (5.22)
La pregunta relevante ahora es co´mo elegir el valor de tγ . Aunque el criterio para limitar
el tiempo de ejecucio´n son las restricciones en la implementacio´n pra´ctica, la seleccio´n puede
guiarse por el valor de la mediana de la distribucio´n Rayleigh, denotada por t0, la cual es
uno de los para´metros ma´s usados y representativos de la distribucio´n Raileigh. El valor de la
mediana separa la mitad superior de la mitad inferior de la curva de la PDF de la distribucio´n,
esto es,
Pr {T < t0} = Pr {T ≥ t0} . (5.23)
Esto significa que la expectativa de encontrar la solucio´n solamente con la rama BBCE es
la misma que encontrarla cuando se necesito´ conmutar a la rama SAP. Por tanto, el valor
sugerido de tγ podr´ıa estar alrededor de t0, aunque el valor fijado pueda ser impuesto por la
limitaciones pra´cticas, sin importar el rendimiento de la PAPR.
5.5.1.2. Disen˜o basado en rendimiento
En el segundo escenario de disen˜o se asume que las prestaciones de la PAPR son ma´s
relevantes que el tiempo de ejecucio´n. Por lo tanto, es necesario alcanzar un determinado
valor de PAPR (CCDF), para lo cual se debe garantizar que la solucio´n se encuentre, en la
mayor´ıa de casos, a trave´s de la rama BBCE. Por consiguiente, la conmutacio´n hacia la rama
SAP debe ocurrir con menor frecuencia. Cabe recordar que una probabilidad alta de encontrar
la solucio´n sin conmutacio´n requiere de una lenta convergencia del algoritmo BBCE.
Con el propo´sito de evaluar la probabilidad de que un cierto s´ımbolo OFDM solamente
necesite atravesar la rama BBCE para encontrar la solucio´n, se analiza la Funcio´n de Dis-
tribucio´n (CDF - Cumulative Distribution Function) de la distribucio´n Rayleigh. La CDF
provee la probabilidad de que el tiempo de ejecucio´n de un determinado s´ımbolo OFDM sea
menor o igual a un umbral de tiempo, y esta´ dada por [Proakis and Salehi, 2007]
Pr {T ≤ tγ} = 1− e−t2γ/2σ2 . (5.24)
Por otro lado, la probabilidad de que el tiempo de ejecucio´n de un determinado s´ımbolo
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OFDM exceda el umbral de tiempo tγ , es [Proakis and Salehi, 2007]
Pr {T > tγ} = e−t2γ/2σ2 (5.25)
Por lo tanto, la (5.24) provee la probabilidad de que la solucio´n se encuentre solamente
procesando los s´ımbolos OFDM en la rama BBCE, es decir, la solucio´n se encuentra antes de
alcanzar el valor de tγ . Sin embargo, (5.25) proporciona la probabilidad de que el esquema
DCE haya necesitado conmutar a la rama SAP para encontrar la solucio´n.
Si la cardinalidad del conjunto L1 se denota comoN1 = |L1| y, de forma similar,N2 = |L2|;
entonces, si Ns denota el numero total de s´ımbolos OFDM transmitidos, entonces se tiene
Ns = N1 + N2. Esto significa que N1 s´ımbolos OFDM encuentran la solucio´n a trave´s de la
rama BBCE y N2 s´ımbolos OFDM necesitan conmutar dina´micamente a la rama SAP para
encontrar la solucio´n.
Ahora, si se denota como p la probabilidad de que la solucio´n se encuentre so´lo en la rama
BBCE, i.e. p = Pr {T ≤ tγ}, y (1 − p) como la probabilidad que la solucio´n se encuentre a
trave´s de la conmutacio´n hacia la rama SAP, i.e. 1− p = Pr {T > tγ}, entonces,
N1 = Nsp (5.26)
N2 = Ns(1− p). (5.27)
Por consiguiente, para un valor fijo de p, el valor nume´rico de tγ puede calcularse despe-
jando (5.24) segu´n
p = 1− e−t2γ/2σ2 . (5.28)
5.5.2. Ana´lisis de la complejidad de DCE
En esta seccio´n se presenta un ana´lisis de la complejidad teo´rica asociada al algoritmo
DCE, la cual esta´ relacionada con la complejidad de los algoritmos que ejecuta en cada rama,
a saber, el algoritmo BBCE y SAP. Como se vio´ en secciones anteriores de este cap´ıtulo, el
algoritmo BBCE presenta una complejidad O(N logN), en cada rama q-e´sima del algoritmo,
donde las Q ramas del algoritmo BBCE se ejecutan de forma simulta´nea, mientras que la
complejidad del algoritmo SAP es O(N) [Sezginer and Sari, 2006] y [Sezginer and Sari, 2007].
Por consiguiente, la complejidad del algoritmo DCE para la mayor´ıa de los s´ımbolos
OFDM transmitidos es la complejidad del algoritmo BBCE, pero en caso de que la conver-
gencia del BBCE sea lenta y que el algoritmo DCE se vea obligado a conmutar a la segunda
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rama, donde se procesa el algoritmo SAP, la complejidad del DCE se vera´ modificada. Esta
modificacio´n viene dada porque no se procesa BBCE en su totalidad y su complejidad estara´
ahora dada por O(γN logN), siendo γ < 1; adema´s se incorpora la complejidad del algoritmo
SAP. Entonces, la complejidad del algoritmo DCE esta´ dada por la siguiente expresio´n
p ·O(N logN) + (1− p) [O(γN logN) +O(N)] (5.29)
donde p es la probabilidad de que los s´ımbolos OFDM solamente necesiten pasar por la rama
BBCE para encontrar la solucio´n.
Otras de las consideraciones que hay que tener en cuenta en el ana´lisis de la complejidad
del algoritmo DCE, es que la extensio´n de los puntos de la constelacio´n para modulaciones de
orden superior (B > 4), siendo B es el nu´mero total de puntos de la constelacio´n, solamente
tiene en cuenta los puntos externos de la constelacio´n. Entonces la complejidad se reduce,
debido a que no se consideran los puntos internos, es decir, x˜(k) tal que k /∈ Ip. Si se define
Θ =
Bouter
B
, (5.30)
donde Θ ≤ 1 representa el porcentaje de s´ımbolos complejos x˜(k) que son susceptibles de
ser extendidos, es decir, x˜(k), k ∈ BR,BI , Cp y Bouter es el nu´mero de puntos externos,
Bouter = |BR|+ |BI |+ |Cp|. Entonces, finalmente la complejidad del algoritmo DCE esta´ dada
por
p ·O(ΘN logN) + (1− p) [O(γΘN logN) +O(ΘN)] (5.31)
5.6. Evaluacio´n y resultados
En esta parte del cap´ıtulo, se evalu´a el rendimiento de los algoritmos propuestos (GBDCE,
BBCE y DCE) y se comparan con otros esquemas CE propuestos, espec´ıficamente con los
algoritmos ACE-POCS [Krongold and Jones, 2003], SAP [Sezginer and Sari, 2006] y ACE-
IPM [Wang and Leung, 2008]. El rendimiento de las te´cnicas de reduccio´n de la PAPR se
presenta en te´rminos de la CCDF, PSD (Power Spectral Density) y en el receptor se evalu´a
la BER.
Los resultados se obtienen por medio de simulaciones en Matlab, generando aleatoriamente
104 s´ımbolos OFDM, donde se ha considerado un conjunto de varios para´metros, como son
modulaciones QPSK, 16-QAM y 64-QAM, y N = {16, 32, 64, 128, 256} subportadoras.
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Las te´cnicas de reduccio´n de la PAPR se aplican siempre que la PAPR del s´ımbolo OFDM
sea mayor que 6 [dB], como se especifica usualmente en [Krongold and Jones, 2003]. En todas
las figuras, las curvas con l´ınea continu´a representan la sen˜al OFDM convencional, es decir,
sin ninguna te´cnica de reduccio´n de la PAPR y se etiqueta como “Original”. Las curvas de
color verde con l´ıneas continuas y con marcas corresponden al algoritmo GBDCE, y las de
color rojo con l´ınea continua y marcas a BBCE. Las curvas con l´ınea discontinua representan
a las iteraciones ACE-POCS. La l´ınea continu´a de color celeste con marcas son las iteraciones
de ACE-IPM, y las l´ıneas negras representan a SAP.
5.6.1. Evaluacio´n de los algoritmos GBDCE y BBCE
El rendimiento de la te´cnica GBDCE proporciona una cota de comparacio´n con otras
te´cnicas CE, en te´rminos de reduccio´n de la PAPR. Las figuras 5.9 - 5.13 muestran este hecho
para sistemas OFDM con N = {16, 32, 64, 128, 256} subportadoras y modulaciones QPSK,
16-QAM, y 64-QAM. Por ejemplo, se observa que la mejora de GBDCE a una probabilidad
de 10−2 puede ser aproximadamente de 4 [dB] con respecto a la “Original” y de un mı´nimo
de 1.4 [dB] con respecto a otras te´cnicas CE (ve´ase Fig.5.13).
En lo que se refiere al algoritmo BBCE, primero se evalu´a el impacto que introduce la
granularidad del factor de escala α dado que, cuanto mayor sea el valor de δ, menor sera´ la
precisio´n de α. Hay que tener en cuenta que se impone la restriccio´n 1 ≤ α ≤ 2 para evitar un
incremento excesivo en la energ´ıa transmitida. La figura 5.9 ilustra el rendimiento de BBCE
para un sistema OFDM con N = 16 subportadoras y modulacio´n QPSK. Se considera el con-
junto de valores δ = {0.05, 0.1, 0.25}. Se observa una pequen˜a degradacio´n en el rendimiento
cuando el valor de δ se incrementa, con una pe´rdida de 0.7 [dB] a una probabilidad de 10−2,
para el caso ma´s desfavorable δ = 0.25, con respecto a GBDCE. Al mismo tiempo, BBCE
supera a otras te´cnicas CE. Por tanto, para los siguientes escenarios, se utiliza el algoritmo
BBCE con δ = 0.25, dado que el compromiso entre la complejidad computacional y la reduc-
cio´n de la PAPR es satisfactorio. Las Figs. 5.10 - 5.13 confirman que BBCE se comporta mejor
que otra te´cnicas basadas en CE para mayor nu´mero de subportadoras. As´ı, para sistemas
OFDM con N = 128 subportadoras y modulaciones {QPSK, 16-QAM}, BBCE presenta una
reduccio´n de aproximadamente 2.8 [dB] a una probabilidad de 10−2 con respecto a la PAPR
de la sen˜al OFDM convencional.
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Figura 5.9: CCDF de la PAPR para un sistema OFDM con N = 16 suportadoras y modulacio´n
QPSK. Los para´metros del esquema SAP son {L = 10, α = 2}. BBCE con δ = {0.05, 0.1, 0.25}.
Para evaluar el algoritmo BBCE bajo la operacio´n completa de un transmisor, se verifica
la PSD a la salida de un HPA. Se considera una configuracio´n comu´n, por ejemplo, un ampli-
ficador de potencia de estado so´lido (SSPA - Solid State Power Amplifier), el cual puede ser
modelado de acuerdo al modelo modificado de Rapp [Honkanen and Haggman, 1997], donde
la conversio´n AM/AM (Amplitude/Amplitude) y la conversio´n AM/PM (Amplitude/Phase)
se detallan en el ape´ndice A, a trave´s de las ecuaciones (A.3) y (A.4), respectivamente.
Las figuras 5.14a y 5.14b ilustran la PSD para un sistema OFDM con N = 64 subpor-
tadoras a la salida del HPA, con valores de IBO de {5, 8, 15} [dB] para las modulaciones
{QPSK, 16-QAM}, con factor de sobremuestreo J = 4. Se ha escogido el valor de s = 2, un
valor adecuado en la pra´ctica [Kaitz, 2001]. Para estas figuras se observa claramente que a
medida que se incrementa el valor del IBO, los efectos de las no linealidades decrecen. Por
ejemplo, en la Fig. 5.14b la reduccio´n de la radiacio´n fuera de banda cuando se usa BBCE
con modulacio´n 16-QAM es de aproximadamente 3 [dB] para un valor de IBO = 8 [dB].
Tambie´n se evalu´a el algoritmo BBCE para confirmar que no ocurre una degradacio´n
significativa de la BER cuando se transmite la sen˜al OFDM usando un SSPA. Las simula-
ciones contemplan un sistema OFDM con N = 64 subportadoras, J = 4 y modulaciones
5.6 Evaluacio´n y resultados 131
3 4 5 6 7 8 9 10
10−3
10−2
10−1
100
χ0[dB]
P
r
{χ
>
χ
0
}
 
 
Original N=32
ACE-POCS (Iteraciones)
SAP α = 2 L = 10
SAP α = 1.55 L = 26
ACE-IPM
BBCE δ = 0.25
GBDCE
(a) Sistema OFDM con modulacio´n QPSK
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(b) Sistema OFDM con modulacio´n 64-QAM
Figura 5.10: CCDF de la PAPR para un sistema OFDM N = 32 subportadoras. SAP con para´metros
{L = 10, α = 2} y {L = 26, α = 1.55}, BBCE con δ = 0.25.
132
CAPI´TULO 5. ALGORITMOS DE EXTENSIO´N DE LA CONSTELACIO´N
MEDIANTE OPTIMIZACIO´N
3 4 5 6 7 8 9 10 11
10−3
10−2
10−1
100
χ0[dB]
P
r
(χ
>
χ
0
)
 
 
Original N=64
POCS (Iteraciones)
SAP α = 2L = 10
SAP α = 1.5L = 26
SAP α = 1.3L = 40
ACE-IPM
BBCE δ = 0.25
GBDCE
(a) Sistema OFDM con modulacio´n QPSK
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Figura 5.11: CCDF de la PAPR para un sistema OFDM con N = 64 subportadoras. SAP con
{L = 10, α = 2}, {L = 26, α = 1.55} y {L = 40, α = 1.3}. BBCE con δ = 0.25.
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Figura 5.12: CCDF de la PAPR para un sistema OFDM con N = 128. SAP con {L = 10, α = 2},
{L = 26, α = 1.55} y {L = 40, α = 1.3}. BBCE con δ = 0.25.
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Figura 5.13: CCDF de la PAPR para un sistema OFDM con N = 256 y modulacio´n QPSK. SAP
con los para´metros {L = 10, α = 2}, {L = 26, α = 1.55} y {L = 40, α = 1.3}. BBCE con δ = 0.25.
{QPSK, 16-QAM} sobre un canal AWGN (Additive White Gaussian Noise), y adema´s, se
considera el SSPA con IBO={5, 8, 15} [dB] tanto para la sen˜al “Original” como para la sen˜al
con BBCE. Con fines comparativos tambie´n se dibuja la BER de la sen˜al “Original” y del
BBCE usando un amplificador lineal, el cual no causa ninguna degradacio´n. En las Figs.
5.15a y 5.15b se observa un rendimiento mejor para el BBCE con respecto al “Original”,
debido a dos factores: (1) dado que la extensio´n de los puntos de la constelacio´n hecha por
el algoritmo BBCE no afecta a la distancia mı´nima de los puntos de la constelacio´n, como se
muestra en la Fig. 5.1 y (2) la extensio´n de la constelacio´n aumenta la energ´ıa de los puntos
extendidos. Por ejemplo, en la Fig. 5.15b para un valor de IBO = 5 [dB], la ganancia en SNR
para el esquema BBCE es aproximadamente 1.5 [dB] con respecto a la “Original” para una
BER = 10−3. Adema´s, se puede observar que las no linealidades del SSPA intr´ınsecamente
introducen alguna degradacio´n en la BER con respecto a un amplificador lineal tanto para la
sen˜al “Original” como para la sen˜al con BBCE. Como era de esperar, la degradacio´n decrece
a medida que el valor del IBO aumenta; esta degradacio´n es de aproximadamente 2 [dB]
para una BER = 10−3 cuando se usa un IBO = 5 [dB] y e´ste llega a ser insignificante para
IBO = 15 [dB].
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Figura 5.14: PSD a la salida del SSPA con IBO={5, 8, 15} [dB] para el esquema BBCE con N = 64
subportadoras, J = 4 y δ = 0.25.
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Adema´s, se comparan los algoritmos propuestos con las te´cnicas CSS, ma´s espec´ıficamente
con EVM-IPM [Aggarwal and Meng, 2006] y EVM-SDR [Wang et al., 2011], cuya principal
caracter´ıstica es que degradan la BER. En estas simulaciones se usa un sistema OFDM
representativo con N = 64 subportadoras, de las cuales 52 subportadoras son para datos y
12 subportadoras esta´n puestas a cero como en el escenario de simulaciones que se usa en
[Aggarwal and Meng, 2006, Wang et al., 2011]. La Figura 5.16a ilustra que la BER es peor
con las te´cnicas CSS. En lo que respecta a la reduccio´n de la PAPR, la Fig. 5.16b muestra la
CCDF, demostrando que el esquema EVM-SDR gana un 1 [dB] a una probabilidad de 10−3
respecto al GBDCE pero a costa de una degradacio´n de ma´s de 3 [dB] en la BER.
5.6.2. Evaluacio´n del algoritmo DCE
Los resultados se obtienen a trave´s de simulaciones en Matlab, promediando Ns = 10
4 s´ım-
bolos OFDM generados aleatoriamente con modulaciones QPSK y 16-QAM. Para mantener
la compatibilidad con los esta´ndares existentes se presentan resultados para IEEE 802.11a/g
que consideran sistemas OFDM con N = 64 subportadoras. Adema´s se presentan resultados
para N = {16, 32}. El algoritmo DCE se compara con BBCE con δ = 0.25 y SAP con el
conjunto de para´metros {α = 2, L = 10}, {α = 1.55, L = 26} y {α = 1.3, L = 40}. Cabe
sen˜alar que la comparacio´n con los otros algoritmos CE no son incluidos en esta seccio´n, de-
bido a que en la seccio´n de resultados de los algoritmos GBDCE y BBCE ya se han analizado
previamente.
La reduccio´n de la PAPR en los s´ımbolos OFDM se realiza si la PAPR supera los 6 [dB],
que es un valor considerado usualmente en la literatura [Krongold and Jones, 2003]. Para
todas las figuras de CCDF, la l´ınea continua representa a la sen˜al OFDM convencional, es
decir, sin ninguna te´cnica de reduccio´n de la PAPR, y se etiqueta como “Original”. Las curvas
con l´ınea discontinua correspondera´n al algoritmo BBCE (esto es tγ = ∞), las curvas con
l´ıneas discontinua y con marcas representara´n al algoritmo SAP y finalmente, las curvas del
algoritmo DCE se representan con l´ınea continua y con marcas.
Para una comparacio´n justa con respecto al tiempo de ejecucio´n de los algoritmos, todos
los algoritmos se consideran bajo las mismas condiciones.
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5.6.2.1. Disen˜o basado en restricciones de tiempo
Se evalu´a el tiempo total de ejecucio´n (tT ) y el rendimiento (CCDF) para un conjunto
de valores nume´ricos diferentes del para´metro tγ . Primero, se presentan los resultados para
el caso en que los s´ımbolos OFDM no conmutan a la rama SAP para encontrar la solucio´n,
esto es tγ = ∞ y N1 = Ns. Como se ha mencionado, un valor relevante de la distribucio´n
es la mediana, por lo que se proporcionan valores de tγ iguales a la mediana (t0) y adema´s
valores superiores e inferiores a este valor.
Para evaluar el porcentaje de tiempo de ejecucio´n que requiere el algoritmo DCE al fijar
el valor de tγ con respecto al tiempo de procesamiento que demanda el algoritmo BBCE
(tγ =∞), se define la variable “Tiempo consumido”, denotado por Tc. Dicho para´metro, que
esta´ dado en porcentaje, se define como la relacio´n entre el tiempo de ejecucio´n de DCE para
un valor de tγ dado en la ec. (5.21) y el tiempo consumido por el BBCE que sera´ el caso
(tγ =∞), por tanto
Tc [ %] =
tT
tT |tγ=∞
× 100. (5.32)
En la Fig. 5.17 se presenta Tc para sistemas OFDM con N = {16, 32, 64} subportadoras
y modulacio´n QPSK. Para aclarar, en esta figura el eje x representa los diferentes valores que
tγ puede tomar y en el eje y se tiene el valor de Tc. Por ejemplo, para el caso de N = 16
subportadoras, cuando el valor de tγ corresponde a la mediana t0 = 2.59 [s], el valor de Tc es
alrededor de 3.2 % con respecto al tiempo que el algoritmo BBCE demandar´ıa. Para N = 64
con tγ = t0 = 6.44 [s] el correspondiente valor de Tc es de aproximadamente 4.6 %. De esta
figura, se deduce que para valores de tγ ma´s altos, el tiempo consumido (Tc) asociado a ese
valor es tambie´n ma´s alto.
A manera de ejemplo, los valores nume´ricos correspondientes a los de la Fig. 5.17 se re-
sumen en la Tabla 5.2 para un sistema OFDM con N = 16 subportadoras. Estos resultados
evidencian el porcentaje de ahorro en tiempo de ejecucio´n que representa la te´cnica de re-
duccio´n de la PAPR con el algoritmo DCE con respecto a BBCE. Por ejemplo, si el umbral
de tiempo impuesto por s´ımbolo OFDM es tγ = 2.59 [s], que coincide con el valor de la
mediana (t0), el consumo de tiempo es de Tc = 3.2 %, que significa que el ahorro producido
es Ts [ %] = 100− Tc =96.8 %.
Evidentemente, en la Tabla 5.2 se observa que con el algoritmo DCE se obtiene una
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Tabla 5.2: Ana´lisis del tiempo consumido (Tc) cuando tγ es fijo, para N = 16 subportadoras
Umbral de tiempo Tiempo consumido Ahorro de tiempo
(tγ) [s] (Tc) [ %] (Ts) [ %]
1.50 0.52 % 99.48 %
2.59∗ 3.20 % 96.30 %
3.5 4.70 % 95.30 %
10 10.0 % 90.00 %
40 15.0 % 85.00 %
∞ 100 % 0 %
∗ valor correspondiente a la mediana
reduccio´n en el tiempo de ejecucio´n muy significativa. Como se he mencionado, el restringir
el tiempo de ejecucio´n del algoritmo produce una degradacio´n del sistema en te´rminos de
reduccio´n de la PAPR; consecuentemente a continuacio´n se analizan dichos efectos cuando se
fija el valor de tγ .
En la Fig. 5.18, se presenta la reduccio´n de la PAPR para un sistema OFDM con N =
16 subportadoras y con modulacio´n QPSK. Se puede observar que para obtener un buen
compromiso entre tiempo de ejecucio´n y rendimiento de la PAPR, el valor ma´s adecuado de
tγ aparentemente es la mediana, es decir, tγ = t0 = 2.59[s].
Para evaluar la PAPR para un sistema OFDM con N = 64 subportadoras y modulaciones
QPSK y 16-QAM se presentan las figuras 5.19a y 5.19b, respectivamente. La figura 5.19a
muestra el caso de la modulacio´n QPSK, donde se ha proporcionado el conjunto de valores
tγ = {1.6, 2.9, 3.2, 6.44, 10, 40} [s]; cabe resaltar que para el valor de la mediana (t0 = 6.44
[s]), el ahorro en el tiempo de ejecucio´n es del 95.4 %, mientras que la ganancia en la PAPR
es de aproximadamente 2.8 [dB] a una probabilidad de 10−3 con respecto a la sen˜al OFDM
original. La Fig. 5.19b presenta los resultados para el caso de la modulacio´n 16-QAM, donde
se ha considerado tγ = {0.5, 1.5, 2.9, 5.9, 9.4} [s]; para el correspondiente valor de la mediana
t0 = 5.9 [s], el ahorro es del 95.23 % y la ganancia en la PAPR es de aproximadamente 2.3
[dB] a una probabilidad de 10−3 con respecto a la sen˜al OFDM original.
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De estos resultados, se puede concluir que se obtiene una importante reduccio´n del tiempo
consumido al implementar esta te´cnica de reduccio´n de la PAPR, si el valor de umbral de
tiempo tγ se fija adecuadamente, pero a costa de obtener una ligera degradacio´n en el rendi-
miento de la PAPR. Para obtener un compromiso adecuado en el algoritmo DCE, el valor de
tγ se debe fijar con el valor de la mediana tγ = t0.
5.6.2.2. Disen˜o basado en rendimiento
La evaluacio´n del algoritmo DCE, cuyo disen˜o este´ basado en el rendimiento de la te´cnica,
en te´rminos de la PAPR, se presenta a continuacio´n. En este caso se fija la probabilidad p de
encontrar la solucio´n sin que DCE realice una conmutacio´n a la rama SAP. Como referencia,
primero se evalu´a el algoritmo DCE cuando p = 1, que significa que la solucio´n se encuentra
siempre en la rama BBCE.
Se calcula un conjunto de valores diferentes de tγ tras fijar el valor de p, y dichos resultados
se recogen en la Tabla 5.3, donde se ha considerado el caso de un sistema OFDM con N = 16
subportadoras con modulacio´n QPSK. A partir de los resultados de esta Tabla, se observa
que evidentemente, cuando el valor de p aumenta, es ma´s probable encontrar la solucio´n sin
necesidad de cambiar a la rama SAP, lo que provoca que el valor de tγ tambie´n aumente. En
ese caso, la ganancia en PAPR es mejor, pero obviamente la convergencia es ma´s lenta.
Tabla 5.3: Ana´lisis de tγ en funcio´n la probabilidad dada para la rama BBCE (p)
Algoritmo DCE
Umbral de tiempoProbabilidad de Probabilidad de
la rama BBCE (sin la rama SAP (tγ)
conmutacio´n (p) (1− p)
0.8 0.2 3.95
0.5 0.5 2.59
0.2 0.8 1.47
Para determinar el impacto en la reduccio´n de la PAPR ocasionado por fijar el valor de
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p, a continuacio´n se presentan las curvas correspondientes de la CCDF para un conjunto de
valores de p diferentes.
La Fig. 5.20 ilustra la reduccio´n de la PAPR de un sistema OFDM con N = 16 subpor-
tadoras y modulacio´n QPSK. Para el esquema DCE se considera p = {0.1, 0.2, 0.5, 0.8}. Se
compara al algoritmo DCE con el algoritmo SAP (p = 0) y el esquema BBCE (p = 1); no´tese
que p = 0 se corresponde con tγ = 0, mientras que p = 1 se corresponde con tγ =∞. Como se
puede observar en esta figura, la mejora del algoritmo BBCE (p = 1) es similar a la ganancia
que se obtiene con DCE con p = 0.8, mientras que el esquema DCE con p = 0.2 tiene casi
el mismo rendimiento que el algoritmo SAP (p = 0). Consecuentemente, para obtener un
compromiso adecuado entre tiempo de ejecucio´n y rendimiento, el valor de p puede fijarse en
0.5, que corresponde a tγ = t0 = 2.59 [s], y la degradacio´n es de apenas 0.2 [dB] con respecto
a BBCE.
En las Figs. 5.21 y 5.22 se presentan, respectivamente, los sistemas OFDM con N = 32
y N = 64 subportadoras. El algoritmo DCE se evalu´a con p = {0.1, 0.2, 0.5, 0.8} para los
dos sistemas. Nuevamente se observa que el valor ma´s adecuado de p es 0.5, debido a que la
degradacio´n en PAPR con respecto al BBCE (p = 1) es muy pequen˜a. As´ı, para el sistema
de la Fig. 5.21 la degradacio´n en PAPR es de apenas 0.2 [dB], y para los sistemas de las Figs.
5.22a y 5.22b es de apenas 0.4 [dB].
En la Fig. 5.23 se presenta la CCDF de la probabilidad de que el tiempo de ejecucio´n de
la rama BBCE para un s´ımbolo OFDM exceda un umbral de tiempo determinado. Esto es,
para un valor de tγ fijo, se obtiene el valor de Pr{T > tγ} = 1− p, el cual cumple (5.25), es
decir, 1− p = e−t2γ/2σ2 . En esta figura, el eje y presenta (1− p) que es la probabilidad de que
el algoritmo DCE deba conmutar a la rama SAP. Los resultados que se presentan son para
sistemas OFDM con N = {16, 32, 64} subportadoras y modulacio´n QPSK. Se puede observar
que si se aumenta el valor de tγ , la probabilidad de usar la rama SAP para encontrar la
solucio´n del problema decrece.
De estas figuras se puede concluir que para conseguir un compromiso adecuado entre
tiempo de ejecucio´n y ganancia de la PAPR, el valor de la probabilidad p ma´s adecuado
parece ser p = 0.5, el cual se corresponde con el valor de la mediana.
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Figura 5.15: BER del esquema BBCE con N = 64 subportadoras, J = 4 y δ = 0.25 sobre un canal
AWGN en presencia de un SSPA con IBO={5, 8, 15} [dB].
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(a) BER performance for N = 64 subcarriers and 16-QAM modulation over AWGN channe
3 4 5 6 7 8 9 10
10−3
10−2
10−1
100
χ0[dB]
P
r
{χ
>
χ
0
}
 
 
Original N=64
EVM-SDR
GBDCE
BBCE
EVM-IMP
(b) CCDF for OFDM system with N = 64 subcarriers and 16-QAM modulation
Figura 5.16: Comparacio´n con las te´cnicas CSS. BBCE con δ = 0.25, EVM-IPM y EVM-SDR con una
tolerancia en EVM de −25 [dB] y la potencia de las subportadoras libres es 0.15 [Wang et al., 2011].
5.6 Evaluacio´n y resultados 143
0 2000 4000 6000 8000 10000 12000
0
10
20
30
40
50
60
70
80
90
Threshold time (tγ)[s]
T
im
e
C
o
n
su
m
ed
(T
c)
[%
]
 
 
N = 16
N = 32
N = 64
Figura 5.17: Porcentaje de ahorro del tiempo consumido Tc requerido para sistemas OFDM con
N = {16, 32, 64} subportadoras y modulacio´n QPSK para diferentes valores de tγ .
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Figura 5.18: CCDF de la PAPR con el algoritmo DCE para un sistema OFDM con N = 16 subpor-
tadoras y modulacio´n QPSK. Se considera para DCE tγ = {1.5, 2.59, 10, 40} [s].
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Figura 5.19: CCDF de la PAPR con el algoritmo DCE para un sistema OFDM con N = 64 subpor-
tadoras. Para evaluar el algoritmo DCE se proporciona un conjunto de valores de tγ .
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Figura 5.20: CCDF de la PAPR a trave´s del algoritmo DCE para un sistema OFDM con N = 16
subportadoras y modulacio´n QPSK.
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Figura 5.21: CCDF de la PAPR a trave´s del algoritmo DCE para un sistema OFDM con N = 32
subportadoras y modulacio´n QPSK.
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(a) Sistema OFDM con N = 64 subportadoras y modulacio´n QPSK
2 3 4 5 6 7 8 9 10
10−3
10−2
10−1
100
χ0[dB]
P
r
{χ
>
χ
0
}
 
 
Original
SAP α = 2L = 10
SAP α = 1.55L = 26
SAP α = 1.3L = 40
DCE p = 0.1
DCE p = 0.20
DCE p = 0.50
DCE p = 0.80
BBCE (DCE p = 1)
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Figura 5.22: CCDF de la PAPR a trave´s del algoritmo DCE para un sistema OFDM con N = 64
subportadoras. Se evalu´a el algoritmo DCE para diferentes valores de p.
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Figura 5.23: CCDF de la distribucio´n Rayleigh del tiempo de ejecucio´n para sistemas OFDM con
N = {16, 32, 64} subportadoras y modulacio´n QPSK.

CAP´ITULO 6
CONCLUSIONES Y LI´NEAS FUTURAS DE INVESTIGACIO´N
Este cap´ıtulo presenta las conclusiones generales que se extraen de la investigacio´n hecha
en esta Tesis y las posibles l´ıneas de investigacio´n a que dan lugar los resultados.
6.1. Conclusiones generales
En esta Tesis se ha estudiado la importancia de la modulacio´n OFDM en los sistemas de
comunicaciones de banda ancha y el tratamiento adecuado que se le debe dar a la sen˜al para
reducir la PAPR. As´ı, para los sistemas OFDM se han derivado varios esquemas de reduccio´n
de la PAPR, que haciendo uso de la extensio´n de ciertos puntos externos de la constelacio´n
que forman el s´ımbolo OFDM en el dominio de la frecuencia, se reducen los picos de la sen˜al
en el dominio del tiempo.
Cabe aclarar que las aportaciones de esta investigacio´n se concentran en los cap´ıtulos 4 y
5, por lo que las conclusiones se detallan por separado.
Cap´ıtulo 4
En este cap´ıtulo se ha trabajado con un nuevo esquema de reduccio´n de la PAPR
combinando la extensio´n de ciertos puntos de la constelacio´n con s´ımbolos piloto. Esta
nueva propuesta recoge los beneficios de las dos te´cnicas SAP y LC-OPS, donde LC-OPS
se propone como un algoritmo que reduce la complejidad de la te´cnica OPS original, al
trasladar el procesado al dominio del tiempo. La unio´n de estos dos algoritmos permite
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obtener tres arquitecturas de implementacio´n, que dependen de la posicio´n que cada
algoritmo tiene dentro de la arquitectura. As´ı, dos de estas arquitecturas son esquemas
de dos etapas y se denominan respectivamente OPS-SAP y SAP-OPS, y la tercera
arquitectura ejecuta los algoritmos SAP y LC-OPS de forma paralela y se denomina
SOPP. Cada una de estas arquitecturas se analiza en te´rminos energe´ticos desde dos
puntos de vista: primero, la energ´ıa transmitida y segundo, el consumo de energ´ıa del
DSP para llevar a cabo la te´cnica de reduccio´n de la PAPR.
Se ha encontrado que las tres arquitecturas mejoran el rendimiento, en te´rminos de
reduccio´n de la PAPR, si se comparan con las te´cnicas SAP y OPS originales. As´ı,
la ganancia obtenida es de aproximadamente 1.2 [dB], 0.8 [dB] y 1.3 [dB] para las
arquitectura OPS-SAP, SAP-OPS y SOPP, respectivamente si se comparan con SAP.
Aunque SOPP es ligeramente mejor, en te´rminos de PAPR, que las arquitecturas de
dos etapas, su complejidad es mucho mayor ya que demanda la ejecucio´n de SAP tantas
veces como secuencias piloto sean consideradas para la etapa LC-OPS. La arquitectura
SAP-OPS es ligeramente menos compleja que OPS-SAP debido a que la etapa SAP se
realiza solamente sobre los s´ımbolos de datos, esto es, N − Np s´ımbolos complejos, lo
que demanda un nu´mero menor de operaciones, sin embargo la reduccio´n de la PAPR
es menor que las arquitecturas OPS-SAP y SOPP.
OPS-SAP proporciona un buen compromiso entre reduccio´n de la PAPR y complejidad,
por lo que se ha visto desde el punto de vista de eficiencia energe´tica. En cuanto a la
energ´ıa transmitida, se puede considerar que OPS-SAP es eficiente en energ´ıa transmi-
tida por s´ımbolo OFDM, ya que con un factor de extensio´n α menor puede proporcionar
un rendimiento similar a SAP, pero empleando e´ste u´ltimo un factor de extensio´n ma-
yor. As´ı, se ha conseguido un ahorro en energ´ıa transmitida de alrededor del 24.57 %.
Por otro lado, se ha obtenido ahorro en el consumo de energ´ıa del DSP al realizar los
ca´lculos computacionales necesarios para llevar a cabo la te´cnica de reduccio´n de la
PAPR. Si se compara con otras te´cnicas como BSLM, OPS-SAP consigue un ahorro
en la energ´ıa consumida por el DSP de alrededor del 58.04 %. Por lo tanto, se puede
concluir que si se insertan adecuadamente los s´ımbolos piloto y se combinan adecuada-
mente con la te´cnica SAP, se obtiene una reduccio´n considerable de la PAPR, y adema´s
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con eficiencia energe´tica tanto en la energ´ıa transmitida por s´ımbolo OFDM como en
la energ´ıa consumida por el DSP.
Cap´ıtulo 5
En el cap´ıtulo 5 se proponen tres algoritmos de reduccio´n de la PAPR, basados en
te´cnicas de extensio´n de la constelacio´n, mediante me´todos de optimizacio´n. El principal
objetivo de estos algoritmos es determinar el conjunto de s´ımbolos OFDM en el dominio
de la frecuencia que deben ser extendidos y su correspondiente factor de escala, de tal
manera que la PAPR de la sen˜al en el dominio del tiempo sea menor.
Primero, se propone un algoritmo o´ptimo, llamado GBDCE (Generalized Benders De-
composition for Constellation Extension) que proporciona una solucio´n o´ptima al pro-
blema de la PAPR a trave´s de te´cnicas CE (Constellation Extension). GBDCE se con-
sidera como una cota inferior de referencia para otras te´cnicas CE. Por ejemplo, para
un sistema OFDM con N = 256 y con modulacio´n 16-QAM, se obtiene una ganancia en
PAPR de aproximadamente 4 [dB] con respecto a la PAPR de la sen˜al OFDM sin nin-
guna te´cnica de reduccio´n de la PAPR y una mejora de al menos 1.4 [dB] con respecto
a otras te´cnicas CE, a una probabilidad de 10−2. No obstante, debido a la naturaleza
iterativa del algoritmo GBDCE, e´ste podr´ıa incurrir en una lenta convergencia, aunque
se ha demostrado a trave´s de simulaciones que para un sistema OFDM con N = 64
subportadoras, el nu´mero de iteraciones requeridas es cuatro. No obstante, esto au´n
supone una elevada carga computacional.
Segundo, como una alternativa para reducir la complejidad del algoritmo GBDCE se
presenta el algoritmo subo´ptimo BBCE (Branch-and-Bound for Constellation Exten-
sion), el cual reduce el tiempo de ejecucio´n al restringir a un conjunto finito los posibles
valores del factor de extensio´n. El algoritmo BBCE obtiene una ligera degradacio´n en
la ganancia de la PAPR, con respecto al algoritmo o´ptimo GBDCE, siendo de apenas
0.7 [dB] para un sistema OFDM de N = 64 subportadoras y modulacio´n QPSK, y la
ganancia con respecto a otras te´cnicas CE es de 0.8 [dB], a una probabilidad de 10−2.
Adema´s, se observa que el impacto que sufre la sen˜al al pasar por el HPA es mı´nima y no
se experimenta degradacio´n en la BER (Bit Error Rate) debido a que so´lo se extienden
los puntos externos de la constelacio´n, sin afectar a la distancia mı´nima de los puntos
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de la constelacio´n.
Finalmente, para reducir el tiempo de procesamiento ocasionalmente largo que presenta
el esquema BBCE, se presenta el algoritmo subo´ptimo DCE (Dynamic Constellation
Extension). Este esquema consiste en una te´cnica de dos ramas; en la primera rama,
se busca la solucio´n ejecutando el esquema BBCE, pero en caso de que BBCE no se
resuelva antes de que se alcance un umbral de tiempo fijo, se conmuta a una segunda
rama, donde se lleva a cabo el esquema SAP para encontrar la solucio´n. Cabe aclarar que
se hace uso de la rama SAP, so´lo en el caso de que la rama BBCE no haya solucionado
el problema dentro de un l´ımite de tiempo fijado. El disen˜o del algoritmo DCE se puede
realizar desde dos puntos de vista. Por un lado, si las restricciones de tiempo esta´n
dadas por la implementacio´n pra´ctica, se puede fijar un umbral de tiempo en base a
ello. A la vista de los resultados de las simulaciones se puede recomendar que el umbral
de tiempo, que indica la conmutacio´n de rama, tenga un valor alrededor de la mediana
de la distribucio´n Rayleigh del tiempo de ejecucio´n del algoritmo BBCE, con lo que se
obtiene un compromiso adecuado entre ganancia de la PAPR y tiempo de ejecucio´n.
Por otro lado, el segundo criterio de disen˜o se gu´ıa por el rendimiento del sistema en
PAPR, para lo cual se puede fijar la probabilidad de que los s´ımbolos OFDM encuentren
la solucio´n en la rama BBCE, es decir, sin conmutacio´n. A trave´s de simulaciones, se
ha visto que fijar una probabilidad p = 0.5 es suficiente para conseguir un ahorro en
tiempo de ejecucio´n de aproximadamente 96 % con respecto al algoritmo BBCE para
un sistema OFDM con N = 64 subportadoras y modulacio´n QPSK, mientras que la
degradacio´n de la PAPR es de so´lo 0.5 [dB].
6.2. L´ıneas futuras de investigacio´n
A lo largo de esta Tesis se han ido abriendo distintas l´ıneas de investigacio´n que, tomando
como punto de partida la reduccio´n de la PAPR, pueden dar lugar a estudios futuros. A
continuacio´n se enuncian brevemente algunas de estas l´ıneas
Debido a que las te´cnicas CE son muy prometedoras, ya que consiguen buenas prestacio-
nes solamente con un pequen˜o incremento en la energ´ıa transmitida, se puede continuar
con esta l´ınea de investigacio´n, y para ello se propone el uso de redes neuronales. Ya
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se ha iniciado esta l´ınea con ciertas pruebas iniciales, donde se ha considerado la sen˜al
de PAPR mı´nima que se obtiene mediante el algoritmo o´ptimo GBDCE, como sen˜al de
entrenamiento de la red neuronal.
Se puede extender la formulacio´n del problema de optimizacio´n de la PAPR, realizando
una minimizacio´n de la me´trica cu´bica (Cubic Metric), que es la me´trica que se esta´
comenzando a considerar en los sistemas de comunicaciones multiportadora.
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APE´NDICE A
AMPLIFICADORES DE ALTA POTENCIA
De forma general, la manera comu´n en que los amplificadores de alta potencia (HPA -
High Power Amplifier) suelen modelarse es por medio de un modelo no lineal y sin memoria
[Rowe, 1982]. La entrada al HPA puede describirse con
x(t) = |x(t)|ejθ(t) (A.1)
donde |x(t)| y ejθ(t) son, respectivamente, la amplitud y la fase de la sen˜al de entrada. La
sen˜al a la salida del HPA puede modelarse como
y(t) = G [|x(t)|] ej{θ(t)+Φ(|x(t)|)} (A.2)
donde G [·] y Φ [·] se conocen, respectivamente, como las conversiones AM/AM (Amplitu-
de/Amplitude) y AM/PM (Amplitude/Phase). G [·] muestra los efectos de las no linealidades
en la amplitud |x(t)| y Φ [·] muestra los efectos en la fase θ(t).
Existen dos tipos de amplificadores que se utilizan comu´nmente en la literatura:
SSPA (Solid State Power Amplifier)
TWTA (Traveling Wave Tube Amplifier)
A.1. SSPA
Existen varios modelos de amplificadores SSPA. As´ı, por ejemplo, se puede considerar el
modelo modificado de Rapp [Honkanen and Haggman, 1997], cuyas conversiones AM/AM y
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AM/PM pueden expresarse como
G [|x(t)|] = g0|x(t)|(
1 +
( |x(t)|
xsat
)2s) 12s (A.3)
Φ [|x(t)|] ≈ 0 (A.4)
donde g0 es la ganancia del amplificador, xsat es el nivel de saturacio´n del SSPA y s es el
para´metro que controla la precisio´n de la regio´n de saturacio´n del amplificador (mientras
ma´s pequen˜o es el valor de s, ma´s suave es la conversio´n como se observa en la Fig. A.1).
Se debe tener en cuenta que la conversio´n AM/PM se considera cero, pero los efectos no son
exactamente cero, aunque son muy pequen˜os por lo que no se la considera en este modelo.
En este caso el modelo modificado de Rapp so´lo introduce conversiones AM/AM.
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Figura A.1: Caracter´ıstica AM/AM para un SSPA con diferentes valores de s.
A.2. TWTA
En el modelo de TWTA, dado en [Costa et al., 1999], las conversiones AM/AM y AM/PM
acorde al modelo Saleh [Saleh, 1981] pueden expresarse como
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G [|x(t)|] = αa|x(t)|
1 + βa|x(t)|2 (A.5)
Φ [|x(t)|] = αθ|x(t)|
1 + βθ|x(t)|2 (A.6)
donde αa, βa, αθ y βθ son los para´metros que controlan las conversiones AM/AM y AM/PM.
Estas conversiones se ilustran en la Fig. A.2. Estos para´metros se escogen tal que el error
RMS (Root Mean Square) entre el modelo y el TWTA experimental sea mı´nimo. Los siguientes
valores se utilizan comu´nmente en la literatura, teniendo
αa = 2xsat, βa =
1
x2sat
, αθ =
pi
12
y βθ = 0.25
siendo xsat es nivel de saturacio´n del amplificador de potencia.
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Figura A.2: Caracter´ısticas AM/AM y AM/PM para TWTA.

APE´NDICE B
ME´TODOS DE OPTIMIZACIO´N
El propo´sito de este ape´ndice es proporcionar una breve revisio´n de las herramientas y
me´todos matema´ticos para la resolucio´n de problemas de optimizacio´n sujetos a un determi-
nado conjunto de restricciones, que permiten resolver los problemas formulados en el cap´ıtulo
5. La primera parte del ape´ndice se dedica a los me´todos que se formulan como problemas
en variable entera y la segunda parte a aquellos me´todos de optimizacio´n formulados como
problemas no lineales mixto-enteros.
B.1. Programacio´n entera
La programacio´n entera (IP - Integer Programming) contempla aquellos problemas de
optimizacio´n que restringen sus variables a valores enteros. Estos problemas de optmimiza-
cio´n presentan caracter´ısticas muy diferentes respecto a la optimizacio´n de problemas con
variables continuas, como por ejemplo, la no diferenciabilidad de las funciones, que hacen
que los me´todos y algoritmos sean completamente distintos y que en general demanden una
complejidad mayor en su resolucio´n.
Entre los algoritmos de programacio´n entera esta´ el me´todo BB (Branch-and-Bound), que
se resuelve a trave´s de una secuencia de modelos de programacio´n lineal que constituira´n los
nodos o subproblemas del problema entero.
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B.1.1. Me´todo BB (Branch-and-Bound)
El me´todo BB (Branch-and-Bound) se basa en una exploracio´n del tipo “divide y vence-
ra´s”del conjunto de soluciones posibles que tiene el problema de optimizacio´n. Si se considera,
por ejemplo, maximizar la funcio´n lineal de coste o funcio´n objetivo z sujeto a ciertas restric-
ciones y cuyo conjunto de soluciones se divide en subconjuntos, entonces se tiene el siguiente
problema de optimizacio´n
ma´x z = cTx
s. t. x ∈ S
(B.1)
donde c ∈ Z y n ∈ Z son vectores columna y S representa conjunto de soluciones del
problema entero.
El conjunto S se divide en R subconjuntos S1, . . . ,SR que se resuelven por separado, por
lo tanto, tendra´ R subproblemas resultantes
ma´x z = cTx
s.t. x ∈ Sr, r = {1, . . . , R}
(B.2)
Una vez que se resuelven los R subproblemas, se elije la mejor solucio´n. Como cada subpro-
blema Sr podr´ıa tener la misma complejidad que el problema original, e´stos son susceptibles
de que se resuelvan dividie´ndolos en nuevos subproblemas, y as´ı sucesivamente hasta que la
solucio´n sea lo suficientemente sencilla. Por lo tanto, el me´todo BB proporciona un a´rbol de
subproblemas.
Sin embargo, la solucio´n exacta de los subproblemas no siempre es sencilla, por lo que
resulta en este caso ma´s eficiente calcular una cota superior z(Sr) para cada subproblema
mediante un cierto algoritmo (por ejemplo, relajando la restriccio´n entera), esto es, z(Sr) ≥
ma´x
x∈Sr
cTx, pues obtener una solucio´n exacta puede ser muy complejo, mientras que obtener
una cota superior puede resultar muy sencillo. Esto permite mantener una cota del valor
o´ptimo de z, correspondiente al valor de la mejor solucio´n encontrada hasta el momento. As´ı,
se podra´n descartar aquellos subproblemas para los que se haya obtenido una cota superior.
B.2. Programacio´n no lineal mixta-entera
La programacio´n no lineal mixta-entera (MINLP - Mixed Integer Non-Linear Program-
ming) hace uso de variables discretas y continuas. Proporcionan un poderoso marco para el
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modelado matema´tico de muchos problemas de optimizacio´n. En los u´ltimos an˜os se ha pro-
ducido un incremento importante en el desarrollo de estos modelos, en particular en el campo
de la ingenier´ıa. Entre dichos modelos, uno de los principales algoritmos que se usan para
resolver los problemas MINLP esta´ el me´todo GBD (Generalized Benders Decomposition),
cuya descripcio´n se detalla a continuacio´n.
B.2.1. Me´todo GBD (Generalized Benders Decomposition)
En el art´ıculo [Benders, 1962], Benders propuso un nuevo me´todo para resolver problemas
de optimizacio´n con variables denominadas“complicated”, es decir, variables que a trave´s de su
presencia en las restricciones del problema originan acoplo entre las restricciones y la funcio´n
a optimizar, lo cual impide hacer el problema separable en problemas ma´s sencillos. Geoffrion,
en su trabajo [Geoffrion, 1972], generalizo´ esta propuesta para problemas de optimizacio´n no
lineales de la forma
ma´x
x,y
f(x,y)
s.t. g(x,y) > 0, (B.3)
x ∈ X ⊂ RN ,y ∈ Y ⊂ RM ,
donde y es un vector de variables tipo “complicated”, en el sentido de que (B.3) es mucho
ma´s fa´cil de resolver en x cuando y se ha fijado temporalmente, N y M son valores enteros
positivos y g(x,y) es un vector con las funciones de restriccio´n no lineales. Por tanto, el
me´todo GBD es adecuado para resolver situaciones en las cuales, para valores fijos de y, el
problema (B.3) se separa en subproblemas independientes en x o se asume una estructura
especial bien conocida.
De forma general, el me´todo GBD puede resumirse en los siguientes pasos:
1. (B.3) se proyecta en y:
ma´x
y
v(y) (B.4)
s.t. y ∈ Y ∩ V,
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donde
v(y) = ma´x
x
f(x,y), s.t. g (x,y) > 0,x ∈ X (B.5)
V , {y : g (x,y) > 0, x ∈ X}, (B.6)
con Y∩V representando la proyeccio´n en la regio´n factible de (B.3) en el espacio de y. El
problema (B.4) se conoce como problema ma´ster, y es equivalente al problema original
(B.3) de acuerdo al Teorema 2.1 de [Geoffrion, 1972], con la ventaja de que evaluar
v(y) se considera mucho ma´s fa´cil que resolver (B.3). El problem (B.5) se denota como
problema primal y corresponde a resolver (B.3) cuando se fijan los valores de y.
2. Al invocar la dualidad, el problema ma´ster puede formularse como
ma´x
y∈Y,y0
y0
s.t. y0 6 sup
x∈X
{f(x,y) + µg(x,y)},∀µ > 0 (B.7)
sup
x∈X
{λg(x,y)} > 0,∀λ > 0
3. Resolver el problema ma´ster relajado, es decir, el problema ma´ster particularizado en x∗
el cual optimiza el problema primal. La solucio´n o´ptima y∗ provee los valores o´ptimos
de y∗0, los cuales corresponden a una cota superior (UB - Upper Bound) de la solucio´n
o´ptima del problema original (B.3).
4. Resolver el problema primal para y∗, es decir, la solucio´n o´ptima x∗ se actualiza y los
valores o´ptimos v(y∗) se usan en la actualizacio´n. La cota inferior (LB - Lower Bound)
de la solucio´n o´ptima de (B.3) es LB = mı´n{LB, v (y∗)}.
Se resuelven de forma sucesiva los pasos 3 y 4, obtenie´ndose las secuencias correspondientes
a la cota superior e inferior. La secuencia UB y∗0 es mono´tona y no creciente, mientras que
LB es no decreciente mono´tonamente y se obtiene a partir de LB = mı´n{LB, v (y∗)}, dado
que la secuencia de valor v (y∗) no necesita ser mono´tona decreciente. La solucio´n o´ptima se
alcanza cuando UB = LB, aunque en la pra´ctica se usa un para´metro de error, denotado
por ε, siendo este ε = UB − LB. Entonces, la convergencia del me´todo GBD esta´ asegurado
dentro del valor de error ε, de acuerdo al siguiente teorema [Geoffrion, 1972].
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Teorema 1. El me´todo GBD termina en un nu´mero finito de iteraciones para cualquier
valor de ε > 0 e incluso para ε = 0, si se cumple las siguientes condiciones
X es no vac´ıo y convexo, y f(x,y), g (x,y) son convexas para cada valor fijo de y ∈
Y = {0, 1}.
El conjunto Z = {z : g (x,y) 6 z} es cerrado para cada valor fijo de y.
Para cada valor fijo de y ∈ Y ∩ V, una de las siguientes condiciones se deben cumplir
1. El problema original (B.3) tiene una solucio´n finita.
2. El problema original (B.3) es sin l´ımites.
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