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VERTICAL SQUARE FUNCTIONS AND OTHER OPERATORS ASSOCIATED WITH
AN ELLIPTIC OPERATOR
CRUZ PRISUELOS ARRIBAS
Abstract. We study the vertical and conical square functions defined via elliptic operators in di-
vergence form. In general, vertical and conical square functions are equivalent operators just in L2.
But when this square functions are defined through the heat or Poisson semigroup that arise from an
elliptic operator, we are able to find open intervals containing 2 where the equivalence holds. The
intervals in question depend ultimately on the range where the semigroup is uniformly bounded or
has off-diagonal estimates. As a consequence we obtain new boundedness results for some square
functions. Besides, we consider a non-tangential maximal function associated with the Poisson semi-
group and extend the known range where that operator is bounded. Our methods are based on the
use of extrapolation for Muckenhoupt weights and change of angle estimates. All our results are
obtained in the general setting of a degenerate elliptic operator, where the degeneracy is given by
an A2 weight, in weighted Lebesgue spaces. Of course they are valid in the unweighted and/or non-
degenerate situations, which can be seen as special cases, and provide new results even in those
particular settings.
We also consider the square root of a degenerate elliptic operator in divergence form Lw and
improve the lower bound of the interval where this operator is known to be bounded on Lp(vdw).
Finally, we give unweighted boundedness results for the degenerate operators under consideration.
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1. Introduction
The study of the operators that arise from an elliptic operators L in divergence form has been of
great interest specially after the solution of the Kato problem in [3]. In [1] P. Auscher developed
a complete study of the boundedness and off-diagonal estimates of the heat semigroup generated
by L, as well as its gradient. He also proved boundedness and other norm inequalities for the
square root of L, the Riesz transform, and two representative vertical functions. These results were
extended to weighted Lebesgue spaces for Muckenhoupt weights by P. Auscher and J.M. Martell in
[5, 6, 7]. Recently, in [12], D. Cruz-Uribe, J.M. Martell, and C. Rios carried on a similar study for
degenerate elliptic operators which are defined by introducing a degeneracy in the elliptic operator
in terms of a Muckenhoupt weight w ∈ A2. In [13], D. Cruz-Uribe and C. Rios considered these
degenerate elliptic operators and solved the Kato square root problem under the assumption that the
associated heat kernel satisfies classic Gaussian upper bounds.
Coming back to the square function associated with the operator L, in [4], P. Auscher, S. Hof-
mann, and J.M. Martell studied boundedness in weighted Lebesgue spaces for vertical and conical
square functions associated with the gradient of the heat and Poisson semigroups generated by L.
Besides, they showed how the vertical and conical operators are related in general. Specifically,
they showed that the norm on Lp(w) of the conical operator controls the norm on Lp(w) of the ver-
tical one for all 0 < p < 2 and w ∈ RH(2/p)′ , and the reverse inequality holds for all 2 < p < ∞ and
w ∈ Ap/2. In particular, we have that these operators are equivalent on L2(Rn).
Furthermore, in [19] J.M. Martell and the author of this paper studied weighted norm estimates
and boundedness of the conical square functions associated with the operator L defined via the heat
or Poisson semigroup, or their gradients. In order to obtain the boundedness of the conical square
functions associated with the Poisson semigroup it was essential to compare their norms on Lp(w)
with the corresponding norms of the conical square functions associated with the heat semigroup.
This work was extended for degenerate elliptic operators in [9]. The weighted boundedness of the
non-tangential maximal functions associated with the heat and Poisson semigroup was proved in
[20] in the context of Hardy spaces.
In this work our aim is to complete this theory in the most general way that has been considered
so far. More precisely, given a Muckenhoupt weight w ∈ A2 we consider a second order divergence
form degenerate elliptic operator defined by
Lw f := −w−1 div(wA∇ f ).
If the reader is interested only in the non-degenerate case, we note that all our results and proofs are
valid replacing the weight w with a constant equal to one. For example, when w ≡ 1 in the previous
definition we obtain the uniformly elliptic operator L f = − div(A∇ f ), (see the complete definitions
in Section 2).
In the papers mentioned above the boundedness of the vertical and conical square functions were
considered independently. This is natural because, for instance, when we apply the general norm
comparison results between vertical and conical operators proved in [4, Proposition 2.1, Proposi-
tion 2.3] to s2,H and S2,H (see the definitions below), the boundedness of the conical square function
implies boundedness for the vertical one just for values of p less than 2, while we know that this
vertical square function could be bounded for values of p up to infinity (see [4]), as in the case of
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L = −∆. In Theorems 3.1 and 3.2 of this paper we prove sharper norm comparison results, in the
particular case of considering vertical and conical square functions defined via the heat or Pois-
son semigroup generated by Lw. As a consequence of those results, we obtain boundedness of the
vertical square functions defined in (2.26) and (2.27) directly from the boundedness of the conical
square functions defined in (2.28)-(2.31). To illustrate how our results improve the known compar-
ison result proved in [4, Proposition 2.3] for this class of operators, let us formulate Theorems 3.1
and 3.2 in the particular case of w ≡ 1 and v ∈ A∞, and for the square functions:
s2,H f (x) :=
(∫ ∞
0
|t2Le−t2L f (y)|2 dt
t
) 1
2
, g0,H f (x) :=
(∫ ∞
0
|t∇e−t2L f (y)|2 dt
t
) 1
2
,
S2,H f (x) :=
(∫∫
Γ(x)
|t2Le−t2L f (y)|2 dy dt
tn+1
) 1
2
, and G0,H f (x) :=
(∫∫
Γ(x)
|t∇e−t2L f (y)|2 dy dt
tn+1
) 1
2
,
where Γ(x) := {(y, t) ∈ Rn+1+ : |x − y| < t}, is the cone of aperture one with vertex at x. For other
definitions see Sections 2.1 and 2.2.
Theorem 1.1. Given f ∈ L2(Rn) and v ∈ A∞, we have
(a) ‖s2,H f ‖Lp(v) . ‖S2,H f ‖Lp(v), for p ∈ (0, p+(L)) and v ∈ RH( p+(L)
p
)′ .
(b) ‖S2,H f ‖Lp(v) . ‖s2,H f ‖Lp(v), for p ∈ (p−(L),∞) and v ∈ A p
p−(L)
.
(c) ‖g0,H f ‖Lp(v) . ‖G0,H f ‖Lp(v), for p ∈ (0, q+(L)) and v ∈ RH( q+(L)
p
)′ .
(d) ‖G0,H f ‖Lp(v) . ‖g0,H f ‖Lp(v), for p ∈ (q−(L),∞) and v ∈ A p
q−(L)
.
In particular, for all p ∈ (p−(L), p+(L)) and v ∈ A p
p−(L)
∩ RH( p+(L)
p
)′
‖s2,H f ‖Lp(v) ≈ ‖S2,H f ‖Lp(v),
and, for all p ∈ (q−(L), q+(L)) and v ∈ A p
q−(L)
∩ RH( q+(L)
p
)′
‖g0,H f ‖Lp(v) ≈ ‖G0,H f ‖Lp(v).
If we had applied the results in [4, Proposition 2.1], we would have obtained (b) and (d) for
p ∈ (2,∞) and v ∈ Ap/2; and (a) and (c) for p ∈ (0, 2) and v ∈ RH(2/p)′ , which are clearly
smaller intervals (see Section 2.1). We recall that the above norm comparison results are between
vertical and conical operators. Norm comparison results between vertical square function are easy
consequences of the boundedness or off-diagonal estimates of the heat or Poisson semigroup, the
Riesz transform ∇L− 12 , and the subordination formula. They have been observed and used, as
needed, in some papers such as [4, 17]. As for norm comparison result between conical square
functions see [19, 9].
Coming back to Theorems 3.1 and 3.2, their proofs are obtained from Proposition 4.2. This
is a general norm comparison result between a particular class of vertical and conical operators.
This proposition follows from off-diagonal and change of angle estimates, and extrapolation for
Muckenhoupt weights. Theorem 3.1 implies that the vertical and conical square function associated
with the heat or Poisson semigroup are equivalent operators in Lp(vdw) for the values of p for which
the heat semigroup is uniformly bounded. Analogously, when w ≡ 1, by Theorem 3.2 we obtain
these equivalences for the vertical and conical square functions associated with the gradient of the
heat or Poisson semigroup, for the values of p for which the gradient of the heat semigroup is
uniformly bounded. In the case that w ∈ A2 the use of Poincaré inequality narrows the interval and
the class of weights where the equivalences hold. Anyhow, in Remark 4.31 we see that the vertical
square functions considered in Theorem 3.2 can be controlled in norm by conical square functions
associated with the heat semigroup (without gradient), in the range where the gradient of the heat
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semigroup is uniformly bounded. Similarly, we could prove norm comparison results, between the
conical square functions considered in Theorem 3.2 and vertical square functions associated with
the heat semigroup, in bigger intervals than those considered in Theorem 3.2, parts (b) and (d).
Although the proofs are much more long and intricate, and without an application in sight their
small contribution to this work does not seem to be worth the effort, specially for the reader.
Moreover, in Theorems 3.5 and 3.6 we infer the boundedness of the vertical square functions
from the boundedness of the conical ones. We recall that the boundedness of representative vertical
and conical square functions has been studied in several papers already mentioned: [1, 5, 4, 19, 9,
12]. We also observe that (in addition to even powers) we allow odd powers of the square root of
the operator Lw in the definitions of the square functions that we deal with (see (2.26)-(2.31)), a
possibility that has not always been considered in the aforementioned papers.
We now turn towards the non-tangential maximal functions associated with the operator Lw. In
Theorem 3.7 we study boundedness of NwP (see the definition below in (2.32)). In [10] this has
been recently considered; the proof there follows the lines of [20] in the weighted non-degenerate
case. Here we modify that proof to improve the range of boundedness, even in the unweighted non-
degenerate case (i.e., w ≡ 1 ≡ v), see [17, (6.49)] and [21]. More specifically, this improvement
follows from the comparison result in Theorem 4.20. To explain this better let us consider, for
instance, that w ≡ 1 and v ∈ A∞. So far we knew that NP can be extended to a bounded operator on
Lp(v) for all p ∈ (p−(L), p+(L)) and v ∈ A p
p−(L)
∩ RH( p+(L)
p
)′ . However, in Theorem 4.20 we obtain
the inequality (see the definition of NH in (2.32)):
‖NP f ‖Lp(v) . ‖NH f ‖Lp(v) + ‖S2,H f ‖Lp(v), ∀ p ∈ (p−(L), p+(L)∗) and v ∈ A p
p−(L)
∩ RH( p+(L)∗
p
)′ .(1.2)
From the boundedness of NH and S2,H (see [19, 20]), this implies that NP can be extended to a
bounded operator on Lp(v) for all p ∈ (p−(L), p+(L)∗) and v ∈ A p
p−(L)
∩ RH( p+(L)∗
p
)′ (see definition
(2.21)). In turn, if v ≡ 1 this implies that NP can be extended to a bounded operator on Lp(Rn)
for all p ∈ (p−(L), p+(L)∗). The gist of the proof is in obtaining in the second term of the sum in
(1.2) the Lp(v) norm of a conical square function, while so far we only knew the above inequality
replacing that norm with the Lp(v) norm of a vertical square function which ultimately has worse
boundedness properties than the conical one. We are able to achieve this improvement by the use
of extrapolation for Muckenhoupt weights.
Finally we consider the square root of the operator Lw. The properties of this operator as been
widely studied, specially after the resolution of the Kato conjecture in any dimension in [3], when
w ≡ 1. That is,
‖
√
L f ‖L2(Rn) ≈ ‖∇ f ‖L2(Rn).(1.3)
In the case that w ∈ A2, this was solved in [13]. The extension to Lp, for a general p, was done
in [1] in the unweighted non-degenerate situation, and in [5] in the weighted non-degenerate case.
Besides, in [12] the authors proved the unweighted degenerate version of (1.3) for a general p. That
is, for w ∈ A2,
‖
√
Lw f ‖Lp(w) ≈ ‖∇ f ‖Lp(w).
In that paper, the weighted degenerate case (that is, w ∈ A2 and Lp(vdw) with v ∈ A∞(w)) was also
considered, but in view of the previous results in the unweighted or weighted non-degenerate case,
we expect that the range of boundedness obtained in [12, Proposition 6.1] regarding the inequality
‖
√
Lw f ‖Lp(vdw) . ‖∇ f ‖Lp(vdw),
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can be improved. We do so in Theorem 3.8, by seeing the product weight v · w as a weight in A∞
(see Remark 2.15), and then applying the Calderón-Zygmund decomposition in Lemma 5.6 and
interpolation in weighted Lebesgue spaces and in Sobolev spaces (see [8]).
The organization of this paper is as follows. In Section 2 we list some properties and useful
results for the present work about Muckenhoupt weights and elliptic operators. In Section 3 we
formulate our comparison and boundedness results. In Section 4 we obtain some auxiliary results.
In Section 5 we prove the theorems established in Section 3. Finally in Section 6, we provide
unweighted estimates for degenerate operators. That is, we consider w ∈ A2 and v ≡ 1.
2. Preliminaries
First of all we note that when we say unweighted degenerate case we mean that we consider
w ∈ A2 and v ≡ 1, weighted degenerate case stands for w ∈ A2 and v ∈ A∞(w), unweighted
non-degenerate case indicates w ≡ 1 ≡ v, and weighted non-degenerate case refers to w ≡ 1 and
v ∈ A∞.
Next, we specify our notation. We denote by n the dimension of the underlying space Rn and we
always assume that n ≥ 2. Let µ be a measure in Rn, given a set E ⊂ Rn, we write
µ(E) :=
∫
E
dµ.
Moreover, for 1 ≤ p < ∞, we denote the Lebesgue space Lp(Rn, dµ) by Lp(µ). Throughout the
paper the measure µ will be given by a weight w ∈ A∞ or a product of weights vw, where w ∈ A∞
and v ∈ A∞(w), see (2.5) and Remark 2.15, and the definitions below. In the latter case, we shall
use independently the notation vdw or d(vw) depending on whether we want to emphasize the fact
that w ∈ A∞ and v ∈ A∞(w) or to see vw as a weight in A∞. In the same line we can write Lp(vdw)
or Lp(vw).
Besides, for every ball B ⊂ Rn, we define the annuli of B as
C1(B) := 4B, C j(B) := 2
j+1B \ 2 jB, for j ≥ 2,(2.1)
where for any λ > 0 we denote λB as the ball with the same center as B and radius λ times the
radius of B. Furthermore, abusing notation
−
∫
4B
f dµ :=
1
µ(4B)
∫
4B
f dµ, −
∫
C j(B)
f dµ :=
1
µ(2 j+1B)
∫
C j(B)
f dµ for j ≥ 2.(2.2)
Additionally, we denote by C, c, or θ any positive constant that may depend on several param-
eters, but without altering the result of the main computation. In some cases, we indicate such a
dependence by adding a subindex.
Finally, we define Rn+1+ := {(x, t) : x ∈ Rn, t > 0} the upper-half space, and N0 := N ∪ {0}.
2.1. Muckenhoupt weights. In this section we present some properties of Muckenhoupt weights,
for further details see [14, 15, 16].
A Muckenhoupt weight w is a non-negative, locally integrable function. We say that w belongs
to an Ap class, denoted by w ∈ Ap if, for 1 < p < ∞,
[w]Ap := sup
B
(
−
∫
B
w(x) dx
)(
−
∫
B
w(x)1−p
′
dx
)p−1
< ∞,
and, w ∈ A1 if
[w]A1 := sup
B
(
−
∫
B
w(x) dx
)(
ess sup
x∈B
w(x)−1
)
< ∞.
Here and below the suprema run over the collection of balls B ⊂ Rn.
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The weight w can also belong to a Reverse Hölder class denoted by w ∈ RHs. We say that
w ∈ RHs if, for 1 < s < ∞,
[w]RHs := sup
B
(
−
∫
B
w(x) dx
)−1(
−
∫
B
w(x)s dx
)1/s
< ∞,
and w ∈ RH∞ if
[w]RH∞ := sup
B
(
−
∫
B
w(x) dx
)−1(
ess sup
x∈B
w(x)
)
< ∞.
We denote by A∞ the collection of all the weights
A∞ :=
⋃
1≤p<∞
Ap =
⋃
1<s≤∞
RHs.
An important property is that if w ∈ RHs, 1 < s ≤ ∞, then
w(E)
w(B)
≤ [w]RHs
( |E|
|B|
) 1
s′
, ∀E ⊂ B,(2.3)
where B is any ball in Rn. Analogously, if w ∈ Ap,1 ≤ p < ∞, then( |E|
|B|
)p
≤ [w]Ap
w(E)
w(B)
, ∀E ⊂ B.(2.4)
This implies in particular that w is a doubling measure:
w(λB) ≤ [w]Ar λn rw(B), ∀ B, ∀ λ > 1.(2.5)
As a consequence of this doubling property, we have that with the ordinary Euclidean distance
| · |, (R, dw, | · |) is a space of homogeneous type. In this setting we can define new classes of
weights Ap(w) and RHs(w) by replacing the Lebesgue measure in the definitions above with dw:
e.g., v ∈ Ap(w) for 1 < p < ∞ if
[v]Ap(w) = sup
B
(
−
∫
B
v(x) dw
)(
−
∫
B
v(x)1−p
′
dw
)p−1
< ∞,(2.6)
and v ∈ RHs(w) for 1 < s < ∞ if
[v]RHs(w) = sup
B
(
−
∫
B
v(x) dw
)−1(
−
∫
B
v(x)s dw
) 1
s
< ∞.(2.7)
From these definitions, it follows at once that there is a “duality” relationship between the weighted
and unweighted Ap and RHs conditions:
w−1 ∈ Ap(w) if and only if w ∈ RHp′ , and w−1 ∈ RHs′(w) if and only if w ∈ As.(2.8)
It is also important to observe that the weights in the Ap and RHs′ classes have a self-improving
property: if w ∈ Ap, there exists ǫ > 0 such that w ∈ Ap−ǫ , and similarly if w ∈ RHs′ , then
w ∈ RH(s−δ)′ for some δ > 0. Thus, given w ∈ A∞, we define the infimum of those values by
(2.9) rw := inf
{
p : w ∈ Ap
}
, sw := inf
{
q : w ∈ RHq′
}
.
It should be noted that some authors prefer to define sw as the conjugate exponent of ours. That is,
by sup
{
q : w ∈ RHq
}
, see for instance [6, Lemma 4.1] or [12].
Related to rw and sw we define the following intervals. Given 0 ≤ p0 < q0 ≤ ∞ and w ∈ A∞, [6,
Lemma 4.1] implies that
Ww(p0, q0) :=
{
p ∈ (p0, q0) : w ∈ A p
p0
∩ RH( q0
p
)′} = (p0rw, q0sw
)
.(2.10)
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If p0 = 0 and q0 < ∞ it is understood that the only condition that stays is w ∈ RH( q0
p
)′ . Analo-
gously, if 0 < p0 and q0 = ∞ the only assumption is w ∈ A p
p0
. FinallyWw(0,∞) = (0,∞).
In the same way, for a weight v ∈ A∞(w), with w ∈ A∞ we set
rv(w) := inf
{
r : v ∈ Ar(w)
}
and sv(w) := inf
{
s : v ∈ RHs′(w)
}
.(2.11)
For 0 ≤ p0 < q0 ≤ ∞ and v ∈ A∞(w), by a similar argument to that of [6, Lemma 4.1], we have
Wwv (p0, q0) :=
{
p ∈ (p0, q0) : v ∈ A p
p0
(w) ∩ RH( q0
p
)′(w)
}
=
(
p0rv(w),
q0
sv(w)
)
.(2.12)
If p0 = 0 and q0 < ∞, as before, it is understood that the only condition that stays is v ∈ RH( q0
p
)′(w).
Analogously, if 0 < p0 and q0 = ∞ the only assumption is v ∈ A p
p0
(w). FinallyWwv (0,∞) = (0,∞).
Additionally, note that for every w ∈ Ap, v ∈ Aq(w), 1 ≤ p, q < ∞, it follows that( |E|
|B|
)p q
≤ [w]qAp
(
w(E)
w(B)
)q
≤ [w]qAp[v]Aq(w)
vw(E)
vw(B)
, ∀E ⊂ B.(2.13)
Analogously, if w ∈ RHp and v ∈ RHq(w) 1 < p, q ≤ ∞, one has
vw(E)
vw(B)
≤ [v]RHq(w)
(
w(E)
w(B)
) 1
q′
≤ [v]RHq(w)[w]
1
q′
RHp
( |E|
|B|
) 1
p′ q′
, ∀E ⊂ B.(2.14)
From these inequalities we can guess that given a weight w ∈ A∞ and v ∈ A∞(w) the product of v
and w may belong to A∞. In fact, we obtain the following:
Remark 2.15. Given w ∈ A∞ and v ∈ A∞(w), we have that rvw ≤ rwrv(w). The equality holds when
rw = 1 = rv(w), and the converse inequality is false in general. For instance, consider w(x) := |x|n
and v := w−1. We have that rwrv(w) = 2 but rvw = 1, since vw ≡ 1.
In view of (2.9) and (2.11), it is immediate to see that the inequality rvw ≤ rwrv(w) follows from
the fact that, for 1 ≤ p, q < ∞, w ∈ Ap, and v ∈ Aq(w), the product of the weights v and w belongs
to the Muckenhoupt class p times q. That is vw ∈ Apq. This is an easy consequence of Hölder’s
inequality. Indeed, assuming that p , 1 and q , 1 (the cases p = 1 and/or q = 1 follow similarly),
since pq − 1 > q − 1 and
(
pq−1
q−1
)′
=
pq−1
q(p−1) ,(
1
|B|
∫
B
(vw)1−(pq)
′
)pq−1
=
(
1
|B|
∫
B
v−
1
pq−1w
q−1
pq−1w−
q
pq−1
)pq−1
.
(
1
|B|
∫
B
w
)q−1(
1
w(B)
∫
B
v−
1
q−1w
)q−1(
1
|B|
∫
B
w−
1
p−1
)q(p−1)
.
(
1
|B|
∫
B
w
)−1(
1
w(B)
∫
B
vw
)−1
=
(
1
|B|
∫
B
vw
)−1
.
Next, we observe that, under particular assumptions, we can compare the average of a function
with respect to the measure given by a weight w ∈ A∞, with that with respect to a product of weights
w ∈ A∞ and v ∈ A∞(w). More specifically:
Remark 2.16. Given 0 < p˜ ≤ q˜ < ∞, note that, if v ∈ A q˜
p˜
(w) then,
(
−
∫
C j(B)
| f (x)|p˜dw(x)
) 1
p˜
.
(
−
∫
C j(B)
| f (x)|q˜d(vw)(x)
) 1
q˜
, ∀ B ⊂ Rn, j ≥ 1.(2.17)
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On the other hand, if v ∈ RH( q˜
p˜
)′(w) then
(
−
∫
C j(B)
| f (x)|p˜d(vw)(x)
) 1
p˜
.
(
−
∫
C j(B)
| f (x)|q˜dw(x)
) 1
q˜
, ∀ B ⊂ Rn, j ≥ 1.(2.18)
We detail the case p˜ < q˜. The case p˜ = q˜ follows similarly.
We obtain (2.17) applying Hölder’s inequality and (2.6)(
−
∫
C j(B)
| f (x)|p˜dw(x)
) 1
p˜
=
(
−
∫
C j(B)
| f (x)|p˜v(x)
p˜
q˜ v(x)
− p˜
q˜ dw(x)
) 1
p˜
.
(
−
∫
C j(B)
| f (x)|q˜v(x)dw(x)
) 1
q˜ (
−
∫
2 j+1B
v(x)
1−
(
q˜
p˜
)′
dw(x)
) 1
q˜
(
q˜
p˜
−1
)
.
(
−
∫
C j(B)
| f (x)|q˜v(x)dw(x)
) 1
q˜ (
−
∫
2 j+1B
v(x)dw(x)
)− 1
q˜
=
(
−
∫
C j(B)
| f (x)|q˜d(vw)(x)
) 1
q˜
.
Similarly, we obtain (2.18) applying Hölder’s inequality and (2.7)(
−
∫
C j(B)
| f (x)|p˜d(vw)(x)
) 1
p˜
=
(
w(2 j+1B)
vw(2 j+1B)
) 1
p˜
(
−
∫
C j(B)
| f (x)|p˜v(x)dw(x)
) 1
p˜
.
(
−
∫
2 j+1B
v(x)dw(x)
)− 1
p˜
(
−
∫
C j(B)
| f (x)|q˜dw(x)
) 1
q˜ (
−
∫
2 j+1B
v(x)
(
q˜
p˜
)′
dw(x)
) 1
p˜
1(
q˜
p˜
)′
.
(
−
∫
C j(B)
| f (x)|q˜dw(x)
) 1
q˜
.
We also introduce the Hardy-Littlewood maximal function
M f (x) := sup
B∋x
−
∫
B
| f (y)| dy.
By the classical theory of weights, w ∈ Ap, 1 < p < ∞, if and only ifM is bounded on Lp(w).
Likewise, given w ∈ A∞, we can introduce the weighted maximal operatorMw:
Mw f (x) := sup
B∋x
−
∫
B
| f (y)| dw(y).(2.19)
Since w is a doubling measure, one can also show that v ∈ Ap(w), 1 < p < ∞, if and only ifMw is
bounded on Lp(vdw).
Furthermore, for any p ∈ (0,∞) and a weight w ∈ A∞, we define
(p)w,∗ :=
nrwp
nrw + p
,(2.20)
and, for k ∈ N,
pk,∗w :=
{
nrwp
nrw−kp if nrw > kp,
∞ otherwise.(2.21)
If we consider w ≡ 1, since rw = 1, we have that
(p)∗ :=
np
n + p
, and pk,∗ :=
{
np
n−kp if n > kp,
∞ otherwise.
ELLIPTIC OPERATORS 9
We write p∗w := p
1,∗
w , or p
∗ := p1,∗, when w ≡ 1.
2.2. Elliptic operators. Consider A an n×nmatrix of complex and L∞-valued coefficients defined
on Rn, satisfying the following uniform ellipticity (or “accretivity”) condition: there exist 0 < λ ≤
Λ < ∞ such that
(2.22) λ |ξ|2 ≤ ReA(x) ξ · ξ¯ and |A(x) ξ · ζ¯ | ≤ Λ |ξ| |ζ |,
for all ξ, ζ ∈ Cn and almost every x ∈ Rn. We have used the notation ξ · ζ = ξ1 ζ1 + · · · + ξn ζn and
therefore ξ · ζ¯ is the usual inner product in Cn. Given a Muckenhoupt weight w ∈ A2 we define a
second order divergence form degenerate elliptic operator by
Lw f := −w−1 div(wA∇ f ).(2.23)
In the non-degenerate case we define L f := − div(A∇ f ), and replace Lw with L everywhere below.
The operator −Lw generates a C0−semigroup of contractions on L2(w) which is called the heat
semigroup {e−tLw}t>0. We also consider the Poisson semigroup {e−t
√
Lw}t>0 defined via the subordi-
nation formula:
e−t
√
Lw f (y) =
1√
π
∫ ∞
0
u
1
2 e−ue−
t2
4u Lw f (y)
du
u
.(2.24)
We denote by (p−(Lw), p+(Lw)) the maximal open interval on which the heat semigroup {e−tLw }t>0
is uniformly bounded on Lp(w):
p−(Lw) := inf
{
p ∈ (0, 1) : sup
t>0
‖e−t2Lw‖Lp(w)→Lp(w) < ∞
}
,
p+(Lw) := sup
{
p ∈ (0, 1) : sup
t>0
‖e−t2Lw‖Lp(w)→Lp(w) < ∞
}
.
Note that in place of the semigroup {e−tLw}t>0 we are using its rescaling {e−t2Lw}t>0. We do so be-
cause all the “heat” square functions, defined below, are written using the latter and because in the
context of off-diagonal estimates, discussed in the next section, this will simplify some computa-
tions.
According to [12] (see also [1]),
(2.25) p−(Lw) ≤ (2∗w)′ < 2 < 2∗w ≤ p+(Lw).
For all m ∈ N and K ∈ N0, we define the vertical square functions associated with the heat
semigroup by
s
w
m,H f (y)=
(∫ ∞
0
|(t
√
Lw)
me−t
2Lw f (y)|2 dt
t
)1
2
and gwK,H f (y)=
(∫ ∞
0
|t∇(t
√
Lw)
Ke−t
2Lw f (y)|2 dt
t
)1
2
;
(2.26)
and with the Poisson semigroup
s
w
m,P f (y)=
(∫ ∞
0
|(t
√
Lw)
me−t
√
Lw f (y)|2 dt
t
)1
2
and gwK,P f (y)=
(∫ ∞
0
|t∇(t
√
Lw)
Ke−t
√
Lw f (y)|2 dt
t
)1
2
.
(2.27)
The conical square functions are defined by
Swm,H f (y) =
(∫∫
Γ(x)
|(t
√
Lw)
me−t
2Lw f (y)|2 dw(y)dt
tw(B(y, t))
) 1
2
,(2.28)
GwK,H f (y) =
(∫∫
Γ(x)
|t∇(t
√
Lw)
Ke−t
2Lw f (y)|2 dw(y)dt
tw(B(y, t))
) 1
2
,(2.29)
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Swm,P f (y) =
(∫∫
Γ(x)
|(t
√
Lw)
me−t
√
Lw f (y)|2 dw(y)dt
tw(B(y, t))
) 1
2
,(2.30)
GwK,P f (y) =
(∫∫
Γ(x)
|t∇(t
√
Lw)
Ke−t
√
Lw f (y)|2 dw(y)dt
tw(B(y, t))
) 1
2
.(2.31)
Note that we allow that the square root of the operator Lw is raised to odd powers, in contrast to
[19, 9], where only even powers were considered.
Besides, the non-tangential maximal functions are defined by
NwH f (x) =
(
sup
t>0
−
∫
B(x,t)
|e−t2Lw f (y)|2dw(y)
) 1
2
, and NwP f (x) =
(
sup
t>0
−
∫
B(x,t)
|e−t
√
Lw f (y)|2dw(y)
) 1
2
.
(2.32)
When we write the operators defined above without expressing explicitly the dependence on w (i.e.,
L, sm,H, Sm,H, NH, etc.) we mean that we consider the constant weight w equal to one.
We also consider the following representation of the square root of the operator Lw (see [1, 12]):√
Lw f (y) =
1√
π
∫ ∞
0
sLwe
−s2Lw f (y)
ds
s
.(2.33)
Finally, we note the following result obtained in [9] (see also [4, 19]) where the authors proved
boundedness for the conical square functions defined in (2.28)-(2.31) considering even powers of
the square root of the operator Lw.
Theorem 2.34. Given w ∈ A2 and v ∈ A∞(w), for every m ∈ N and K ∈ N0, there hold:
(a) The conical square functions Sw2m,H and Gw2K,H can be extended to bounded operators on
Lp(vdw), for all p ∈ Wwv (p−(Lw),∞).
(b) The conical square functions Sw2m,P and Gw2K,P can be extended to bounded operators on
Lp(vdw), for all p ∈ Wwv (p−(Lw), p+(Lw)2m+1,∗w ) and for all p ∈ Wwv (p−(Lw), p+(Lw)2K+1,∗w ),
respectively.
2.3. Off-diagonal estimates.
Definition 2.35. Let {Tt}t>0 be a family of sublinear operators and let 1 < p < ∞. Given a
doubling measure µ we say that {Tt}t>0 satisfies Lp(µ) − Lp(µ) full off-diagonal estimates, denoted
by Tt ∈ F (Lp(µ) − Lp(µ)), if there exist constants C, c > 0 such that for all closed sets E and F, all
f ∈ Lp(Rn), and all t > 0 we have
(2.36)
(∫
F
|Tt(1E f )(x)|pdµ
) 1
p
≤ C e− cd(E,F)
2
t
(∫
E
| f (x)|pdµ
) 1
p
,
where d(E, F) = inf{|x − y| : x ∈ E, y ∈ F}.
Besides, set Υ(s) = max{s, s−1} for s > 0 and recall the notation in (2.1) and (2.2).
Definition 2.37. Given 1 ≤ p ≤ q ≤ ∞ and any doubling measure µ, we say that a family of
sublinear operators {Tt}t>0 satisfies Lp(µ) − Lq(µ) off-diagonal estimates on balls, denoted by Tt ∈
O(Lp(µ) − Lq(µ)), if there exist θ1, θ2 > 0 and c > 0 such that for all t > 0 and for all balls B with
radius rB,
(2.38)
(
−
∫
B
|Tt( f1B)|qdµ
) 1
q
. Υ
(
rB√
t
)θ2(
−
∫
B
| f |pdµ
) 1
p
,
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and for j ≥ 2,
(2.39)
(
−
∫
B
∣∣Tt( f1C j(B))∣∣qdµ) 1q . 2 jθ1Υ(2 jrB√t
)θ2
e−
c4 j r2B
t
(
−
∫
C j(B)
| f |pdµ
) 1
p
,
and
(2.40)
(
−
∫
C j(B)
|Tt( f1B)|qdµ
) 1
q
. 2 jθ1Υ
(
2 jrB√
t
)θ2
e−
c4 j r2B
t
(
−
∫
B
| f |pdµ
) 1
p
.
Throughout the paper we shall use the following results about off-diagonal estimates on balls:
Lemma 2.41 ([7, Section 2], [12, Sections 3 and 7]). Let Lw be a degenerate elliptic operator as in
(2.23) with w ∈ A2. There hold:
(a) If p−(Lw) < p ≤ q < p+(Lw), then e−tLw and (tLw)me−tLw belong to O(Lp(w) − Lq(w)), for
every m ∈ N.
(b) Let p−(Lw) < p ≤ q < p+(Lw). If v ∈ Ap/p−(Lw)(w) ∩ RH(p+(Lw)/q)′(w), then e−tLw and
(tLw)me−tLw belong to O(Lp(vw) − Lq(vw)), for every m ∈ N.
(c) There exists an interval K(Lw) such that if p, q ∈ K(Lw), p ≤ q, we have that
√
t∇e−tLw ∈
O(Lp(w) − Lq(w)). Moreover, denoting respectively by q−(Lw) and q+(Lw) the left and right
endpoints of K(Lw), we have that q−(Lw) = p−(Lw), and 2 < q+(Lw) ≤ q+(Lw)∗w ≤ p+(Lw).
(d) Let q−(Lw) < p ≤ q < q+(Lw). If v ∈ Ap/q−(Lw)(w) ∩ RH(q+(Lw)/q)′(w), then
√
t∇e−tLw ∈
O(Lp(vw) − Lq(vw)).
(e) If p = q and µ a doubling measure then F (Lp(µ)−Lp(µ)) andO(Lp(µ)−Lp(µ)) are equivalent.
Furthermore, in the following result, which is a weighted version of [20, (5.12)] (see also [17]),
we show off-diagonal estimates for the family {Tt,s}s,t>0 := {(e−t2Lw − e−(t2+s2)Lw)M}s,t>0.
Proposition 2.42. For 0 < t, s < ∞, M ∈ N, and for E1, E2 ⊂ Rn closed, given p∈ (p−(Lw), p+(Lw)),
and f ∈ Lp(w) such that supp( f ) ⊂ E1, we have that {Tt,s}s,t>0 satisfies the following Lp(w)− Lp(w)
off-diagonal estimates: ∥∥1E2Tt,s f∥∥Lp(w) . ( s2t2
)M
e−c
d(E1 ,E2)
2
t2+s2 ‖ f1E1‖Lp(w).(2.43)
Proof. Note that we have
∥∥1E2Tt,s f∥∥Lp(w) = ∥∥∥∥1E2 (e−t2Lw − e−(t2+s2)Lw)M f∥∥∥∥
Lp(w)
=
∥∥∥∥∥∥1E2
(∫ s2
0
∂re
−(r+t2)Lw dr
)M
f
∥∥∥∥∥∥
Lp(w)
≤
∫ s2
0
· · ·
∫ s2
0
∥∥∥1E2((r1 + · · · + rM + Mt2)Lw)Me−(r1+···+rM+Mt2)Lw f∥∥∥
Lp(w)
dr1 . . . drM
(r1 + · · · + rM + Mt2)M
.
∫ s2
0
· · ·
∫ s2
0
e
−c d(E1 ,E2)2
r1+···+rM+Mt2
dr1 . . . drM
(r1 + · · · + rM + Mt2)M
‖1E1 f ‖Lp(w)
.
(
s2
t2
)M
e−c
d(E1 ,E2)
2
t2+s2 ‖1E1 f ‖Lp(w),
where we have used that (tLw)Me−tLw ∈ F (Lp(w) − Lp(w)), for all p ∈ (p−(Lw), p+(Lw)), (see
Lemma 2.41, part (e)). 
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Remark 2.44. From Proposition 2.42, we immediately obtain that, for all p ∈ (p−(Lw), p+(Lw)) and
f ∈ Lp(w),
‖Tt,s f ‖Lp(w) .
(
s2
t2
)M
‖ f ‖Lp(w), t, s > 0.
We conclude this section by introducing the following off-diagonal estimates on Sobolev spaces.
The proof follows as in [10], see also [1] for the unweighted non-degenerate case.
Lemma 2.45. Let q ∈ (q−(Lw), q+(Lw)), p such that max
{
rw, (q−(Lw))w,∗
}
< p ≤ q, and α > 0.
Then, for every (x, t) ∈ Rn+1+ , there exists θ > 0 such that
(2.46)
(
−
∫
B(x,αt)
∣∣∣∇e−t2Lw f (z)∣∣∣qdw(z)) 1q . Υ(α)θ∑
j≥1
e−c4
j
(
−
∫
B(x,2 j+1αt)
|∇S t f (z)|pdw(z)
) 1
p
,
where S t can be equal to e−
t2
2
Lw or the identity, for all t > 0.
2.4. Extrapolation and change of angle. In our proofs the use of extrapolation and change of
angle formulas will be essential. In this section we formulate these results.
The following extrapolation result for w ≡ 1 can be found in [11, Chapter 2], [6], and see also
[19, Lemma 3.3]. The proof can be easily obtained by adapting the arguments there replacing
everywhere the Lebesgue measure with the measure given by w and the Hardy-Littlewood maximal
function with its weighted versionMw introduced in (2.19). Further details are left to the interested
reader.
Theorem 2.47. [9, Theorem A.1] Let F be a given family of pairs ( f , g) of non-negative and not
identically zero measurable functions.
(a) Suppose that for some fixed exponent p0, 1 ≤ p0 < ∞, and every weight v ∈ Ap0(w),∫
Rn
f (x)p0 v(x)dw(x) ≤ Cw,v,p0
∫
Rn
g(x)p0 v(x)dw(x), ∀ ( f , g) ∈ F .
Then, for all 1 < p < ∞, and for all v ∈ Ap(w),∫
Rn
f (x)p v(x)dw(x) ≤ Cw,v,p
∫
Rn
g(x)p v(x)dw(x), ∀ ( f , g) ∈ F .
(b) Suppose that for some fixed exponent q0, 1 ≤ q0 < ∞, and every weight v ∈ RHq′0(w),∫
Rn
f (x)
1
q0 v(x)dw(x) ≤ Cw,v,q0
∫
Rn
g(x)
1
q0 v(x)dw(x), ∀ ( f , g) ∈ F .
Then, for all 1 < q < ∞ and for all v ∈ RHq′(w),∫
Rn
f (x)
1
q v(x)dw(x) ≤ Cw,v,q
∫
Rn
g(x)
1
q v(x)dw(x), ∀ ( f , g) ∈ F .
(c) Suppose that for some fixed exponent r0, 0 < r0 < ∞, and every weight v ∈ A∞(w),∫
Rn
f (x)r0 v(x)dw(x) ≤ Cw,v,r0
∫
Rn
g(x)r0 v(x)dw(x), ∀ ( f , g) ∈ F .
Then, for all 0 < r < ∞ and for all v ∈ A∞(w),∫
Rn
f (x)r v(x)dw(x) ≤ Cw,v,r
∫
Rn
g(x)r v(x)dw(x), ∀ ( f , g) ∈ F .
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(d) Suppose that for some fixed exponents p0 and q0, given 0 < p0 < p < q0 < ∞, and every
weight v ∈ A p
p0
(w) ∩ RH( q0
p
)′(w),∫
Rn
f (x)p v(x)dw(x) ≤ Cw,v,p
∫
Rn
g(x)p v(x)dw(x), ∀ ( f , g) ∈ F .
Then, for all p0 < q < q0, and for all v ∈ A q
p0
(w) ∩ RH( q0
q
)′(w),∫
Rn
f (x)q v(x)dw(x) ≤ Cw,v,q
∫
Rn
g(x)q v(x)dw(x), ∀ ( f , g) ∈ F .
In our proofs we will use these extrapolation results to prove inequalities of the type
‖Q0 f ‖Lp(vdw) . ‖Q1 f ‖Lp(vdw), ∀p ∈ Wwv (p˜, q˜k˜,∗w ),
where w ∈ A2, v ∈ A∞(w), 0 ≤ p˜ < q1 < max{2, q1} < q˜ ≤ ∞, k˜ ∈ N, Q0 and Q1 are operators
acting over a function f , and q˜k˜,∗w is defined in (2.21). Hence, it will be enough to show
‖Q0 f ‖Lq1 (v0dw) . ‖Q1 f ‖Lq1 (v0dw), ∀v0 ∈ A q1p˜ (w) ∩ RH( q˜˜k,∗w
q1
)′(w).
The fact that v0 ∈ RH(
q˜˜k,∗w
q1
)′(w) yields an important consequence that we see in the following
remark.
Remark 2.48. Let w ∈ A2, k˜ ∈ N, 1 < q1 < q˜k˜,∗w , max{2, q1} < q˜, and v0 ∈ RH(
q˜˜k,∗w
q1
)′(w) then we
can find r̂, q0, and r such that rw < r̂ < 2, 2 < q0 < q˜, max{q0/2, q1/2} ≤ r < ∞, v0 ∈ RH(2r/q1)′(w)
so that
k˜ +
n r̂
2r
− n r̂
q0
> 0.(2.49)
Indeed, for n rw > k˜q˜, note that sv0(w) <
nrwq˜
q1(nrw−k˜q˜)
. Hence, we can find 2 > r̂ > rw close enough
to rw, ε0 > 0 small enough and 2 < q0 < q˜, close enough to q˜ so that max{q1, q0/sv0(w)} <
n̂rq0
sv0 (w)(1+ε0)(n̂r−k˜q0)
. Besides, define r := q0n̂r
2(1+ε0)(n̂r−k˜q0)
. Then, q0/2 < r < ∞, v0 ∈ RH(2r/q1)′(w), and
k˜ +
nr̂
2r
− nr̂
q0
> 0.
If now n rw ≤ k˜q˜, our condition on the weight v0 becomes v0 ∈ A∞(w). Then, we take r >
sv0 (w)max{q1/2, 1} and q0 satisfying max
{
2,
2rq˜
q˜+2r
}
< q0 < min {q˜, 2r} if q˜ < ∞, or q0 = 2r if
q˜ = ∞. Therefore, we have that 2 < q0 < q˜, q0/2 ≤ r < ∞, and v0 ∈ RH(2r/q1)′(w). Besides,
k˜ +
n rw
2r
− n rw
q0
> k˜ − n rw
q˜
≥ 0.
Then, taking rw < r̂ < 2 close enough to rw we get (2.49).
Besides, note that if we know that there exists 0 < p˜ < q1 so that v0 ∈ A q1
p˜
(w), then we can find
p0, p˜ < p0 < q1, close enough to p˜ so that v0 ∈ A q1
p0
(w).
Finally we present the change of angle results that we shall use. The following proposition is a
version of [19, Proposition 3.30] in the weighted degenerate case.
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Proposition 2.50. [9, Proposition A.2] Let w ∈ Ar̂ and v ∈ RHr′(w) with 1 ≤ r̂, r < ∞. For every
1 ≤ q ≤ r, 0 < β ≤ 1, and t > 0, there holds∫
Rn
(∫
B(x,βt)
|h(y, t)| dw(y)
w(B(y, βt))
)1
q
v(x)dw(x) . β
n̂r
(
1
r− 1q
)∫
Rn
(∫
B(x,t)
|h(y, t)| dw(y)
w(B(y, t))
)1
q
v(x)dw(x).
Consider now the following operator:
AαwF(x) :=
(∫∫
Γα(x)
|F(y, t)|2 dw(y) dt
tw(B(y, t))
) 1
2
, ∀x ∈ Rn,
where F is a measurable function defined in Rn+1+ , α > 0, and Γ
α(x) is the cone of aperture α with
vertex at x, Γα(x) := {(y, t) ∈ Rn+1+ : |x − y| < αt}.
Proposition 2.51. [9, Proposition 4.9] Let 0 < α ≤ β < ∞.
(i) For every w ∈ Ar˜ and v ∈ Ar(w), 1 ≤ r, r˜ < ∞, there holds∥∥AβwF∥∥Lp(vdw) ≤ C(βα
) n r˜ r
p ∥∥AαwF∥∥Lp(vdw) for all 0 < p ≤ 2r,(2.52)
where C ≥ 1 depends on n, p, r, r˜, [w]A˜r , and [v]Ar(w), but it is independent of α and β.
(ii) For every w ∈ RHs˜′ and v ∈ RHs′(w), 1 ≤ s, s˜ < ∞, there holds∥∥AαwF∥∥Lp(vdw) ≤ C(αβ
) n
s s˜ p∥∥AβwF∥∥Lp(vdw) for all 2s ≤ p < ∞,(2.53)
where C ≥ 1 depends on n, p, s, s˜, [w]RHs˜′ , and [v]RHs′ (w), but it is independent of α and β.
The previous proposition was proved in the unweighted non-degenerate case in [2] and in the
weighted non-degenerate case in [19, Proposition 3.2].
3. Main results
In this section we present our main results. In particular in Section 3.1 we establish comparison
in weighted degenerate Lebesgue spaces for the vertical and conical square functions defined in
(2.26)-(2.31). In Section 3.2 we formulate boundedness results for the operators defined in (2.26)-
(2.33).
3.1. Norm comparison for vertical and conical square functions. In this section we study the
values of p where the vertical and conical square functions defined in (2.26)-(2.31) are comparable
on Lp(vdw).
We first consider the vertical and conical square functions defined via the heat or the Poisson
semigroup.
Theorem 3.1. Given w ∈ A2, v ∈ A∞(w), and f ∈ L2(w), for every m ∈ N, we have
(a) ‖swm,H f ‖Lp(vdw) . ‖Swm,H f ‖Lp(vdw), for p ∈ Wwv (0, p+(Lw));
(b) ‖Swm,H f ‖Lp(vdw) . ‖swm,H f ‖Lp(vdw), for p ∈ Wwv (p−(Lw),∞);
(c) ‖swm,P f ‖Lp(vdw) . ‖Swm,P f ‖Lp(vdw), for p ∈ Wwv (p−(Lw), p+(Lw)) ;
(d) ‖Swm,P f ‖Lp(vdw) . ‖swm,P f ‖Lp(vdw), for p ∈ Wwv (p−(Lw), p+(Lw)∗w).
In particular, for all p ∈ Wwv (p−(Lw), p+(Lw)), we have
‖swm,H f ‖Lp(vdw) ≈ ‖Swm,H f ‖Lp(vdw), and ‖swm,P f ‖Lp(vdw) ≈ ‖Swm,P f ‖Lp(vdw).
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As for the vertical and conical square functions defined via the gradient of the heat or the Poisson
semigroup, we have the following result.
Theorem 3.2. Given w ∈ A2, v ∈ A∞(w), and f ∈ L2(w), for every K ∈ N0, we have
(a) ‖gwK,H f ‖Lp(vdw) . ‖GwK,H f ‖Lp(vdw), for p ∈ Wwv (0, q+(Lw));
(b) ‖GwK,H f ‖Lp(vdw) . ‖gwK,H f ‖Lp(vdw), for p ∈ Wwv (max{rw, q−(Lw)},∞);
(c) ‖gwK,P f ‖Lp(vdw) . ‖GwK,P f ‖Lp(vdw), for p ∈ Wwv (max{rw, q−(Lw)}, q+(Lw));
(d) ‖GwK,P f ‖Lp(vdw) . ‖gwK,P f ‖Lp(vdw), for p ∈ Wwv (max{rw, q−(Lw)}, q+(Lw)).
In particular, for all p ∈ Wwv (max{rw, q−(Lw)}, q+(Lw)), we have
‖gwK,H f ‖Lp(vdw) ≈ ‖GwK,H f ‖Lp(vdw), and ‖gwK,P f ‖Lp(vdw) ≈ ‖GwK,P f ‖Lp(vdw).
Remark 3.3. The additional restriction max{rw, q−(Lw)} < p < ∞ and v ∈ A p
max{rw ,q−(Lw)}
(w) in The-
orem 3.2 (see (2.12) ), comes from the use of Poincaré inequality (see Lemma 2.45). Note that in
the non-degenerate case (i.e., w ≡ 1) we have that rw = 1. Then, we would obtain that for every
K ∈ N0, and p ∈ Wv(q−(L), q+(L)),
‖gK,H f ‖Lp(v) ≈ ‖GK,H f ‖Lp(v) and ‖gK,P f ‖Lp(v) ≈ ‖GK,P f ‖Lp(v).
3.2. Boundedness results. In our first result we study boundedness for the conical square func-
tions defined in (2.28)-(2.31) allowing odd powers of the square root of the operator Lw. Recall that
the case of even powers was considered in [9, 19] (see Theorem 2.34).
Theorem 3.4. Given w ∈ A2 and v ∈ A∞(w), for every m ∈ N, the conical square functions
Sw2m−1,H, Sw2m−1,P, Gw2m−1,P, and Gw2m−1,H can be extended to bounded operators on Lp(vdw), for all
p ∈ Wwv (p−(Lw), p+(Lw)2m−1,∗w ).
As a consequence of the above results and Theorem 2.34, in the following results, we obtain
boundedness of the vertical square functions defined in (2.26)-(2.27).
Theorem 3.5. Given w ∈ A2 and v ∈ A∞(w), for all m ∈ N, K ∈ N0, and p ∈ Wwv (p−(Lw), p+(Lw))
the operators swm,H and s
w
K,P can be extended to bounded operators on L
p(vdw).
Theorem 3.6. Given w ∈ A2 and v ∈ A∞(w), for all m ∈ N, K ∈ N0, and p ∈ Wwv (q−(Lw), q+(Lw))
the operators gwm,H and g
w
K,P can be extended to bounded operators on L
p(vdw).
Finally, in the next results, we improve the range of values of p where NwP and
√
Lw are respec-
tively known to be bounded on Lp(vdw). Besides, note that Theorem 3.7 improves the range of
values of p where NwP is bounded even in the unweighted or weighted non-degenerate cases (see
[17, 20, 21]). The boundedness of
√
Lw on Lp(vdw) was also studied in [12]. Additionally, see [5]
for the weighted non-degenerate case, and [1] for the unweighted non-degenerate case.
Theorem 3.7. Given w ∈ A2 and v ∈ A∞(w), the non-tangential maximal function NwP can be
extended to a bounded operator on Lp(vdw), for all p ∈ Wwv (p−(Lw), p+(Lw)∗w).
Theorem 3.8. Given w ∈ A2 and v ∈ A∞(w), assume that Wwv (max{rw, p−(Lw)}, p+(Lw)) , ∅.
Then, the operator
√
Lw can be extended to a bounded operator from W˙1,p(vdw) to Lp(vdw), for all
p ∈ Wwv
(
max
{
rw, (p−(Lw))w,∗
}
, p+(Lw)
)
.
The space W˙1,p(vdw) is defined as the completion of
{
f ∈ C∞0 (Rn) : ∇ f ∈ Lp(vdw)
}
under the
semi-norm ‖ f ‖W˙1,p(vdw) := ‖∇ f ‖Lp(vdw).
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4. Auxiliary results
In this section we obtain some results that will simplify the proofs of the theorems formulated in
the previous section.
First of all, consider the following conical and vertical square functions:
VF(x) :=
(∫ ∞
0
|Tt2F(y, t)|2
dt
t
) 1
2
and SF(x) :=
(∫ ∞
0
∫
B(x,t)
|Tt2F(y, t)|2
dw(y) dt
tw(B(y, t))
) 1
2
,
where {Tt}t>0 is a family of sublinear operators and F is a measurable function defined in Rn+1+ .
Note that given w ∈ A∞ and 2 < q0 < ∞, for all v0 ∈ RH( q0
2
)′(w), there holds
‖VF‖L2(v0dw) .
(∫
Rn
∫ ∞
0
(
−
∫
B(x,t)
|Tt2F(y, t)|q0dw(y)
) 2
q0 dt
t
v0(x)dw(x)
) 1
2
.(4.1)
Indeed, by Fubini’s theorem, (2.5), and (2.18), we get
‖VF‖L2(v0dw) =
(∫ ∞
0
∫
Rn
∣∣Tt2F(y, t)∣∣2 ∫
B(y,t)
d(v0w)(x)
v0w(B(y, t))
v0(y)dw(y)
dt
t
) 1
2
.
(∫ ∞
0
∫
Rn
−
∫
B(x,t)
∣∣Tt2F(y, t)∣∣2 d(v0w)(y)v0(x)dw(x)dtt
) 1
2
.
(∫
Rn
∫ ∞
0
(
−
∫
B(x,t)
∣∣Tt2F(y, t)∣∣q0 dw(y)) 2q0 dtt v0(x)dw(x)
) 1
2
.
From this and under some assumptions on the family {Tt}t>0, we obtain comparison results be-
tweenV and S, as we see in the following proposition.
Proposition 4.2. Given w ∈ A∞ and v ∈ A∞(w). Let {Tt}t>0 be a family of sublinear operators and
0 < p0 < 2 < q0 < ∞. Consider B := B(x, t), for (x, t) ∈ Rn+1+ , a measurable function F defined in
R
n+1
+ , and the following conditions:
(i) For any constant c > 0 there exists a constant C > 0 such that F(y, ct) = CF(y, t);
(ii) w(B)−
1
2 ‖1BTt2F‖L2(w) .
∑
j≥1 e
−c4 jw(2 j+1B)−
1
p0 ‖12 j+1BTt2/2F‖Lp0 (w);
(iii) w(B)−
1
q0 ‖1BTt2F‖Lq0 (w) .
∑
j≥1 e
−c4 jw(2 j+1B)−
1
2 ‖12 j+1BTt2/2F‖L2(w).
Then, assuming that F satisfies condition (i), there hold:
(a) If {Tt}t>0 satisfies condition (ii),
‖SF‖Lp(vdw) . ‖VF‖Lp(vdw), ∀p ∈ Wwv (p0,∞).
(b) If {Tt}t>0 satisfies condition (iii),
‖VF‖Lp(vdw) . ‖SF‖Lp(vdw), ∀p ∈ Wwv (0, q0).
In particular, if F satisfies condition (i) and {Tt}t>0 satisfies conditions (ii), and (iii), we have
‖VF‖Lp(vdw) ≈ ‖SF‖Lp(vdw), ∀p ∈ Wwv (p0, q0).
Proof. We shall proceed by extrapolation to prove both part (a) and part (b). Indeed, to obtain part
(a), in view of (2.12), and from Theorem 2.47, part (a), it is enough to prove
‖SF‖L2(v0dw) . ‖VF‖L2(v0dw), ∀ v0 ∈ A 2p0 (w).(4.3)
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As for proving part (b), in view of (2.12), and from Theorem 2.47, part (b), we just need to show
‖VF‖L2(v0dw) . ‖SF‖L2(v0dw), ∀ v0 ∈ RH( q0
2
)′ .(4.4)
We first prove (4.3). By (2.5), condition (ii), and (2.17) (recall that v0 ∈ A 2
p0
(w)), we get
SF(x) .
(∫ ∞
0
−
∫
B(x,t)
∣∣Tt2F(y, t)∣∣2 dw(y)dtt
) 1
2
.
∑
j≥1
e−c4
j
(∫ ∞
0
(
−
∫
B(x,2 j+1t)
∣∣∣T t2
2
F(y, t)
∣∣∣p0 dw(y)) 2p0 dt
t
) 1
2
.
∑
j≥1
e−c4
j
(∫ ∞
0
−
∫
B(x,2 j+1t)
∣∣∣T t2
2
F(y, t)
∣∣∣2 d(v0w)(y)dtt
) 1
2
.
∑
j≥1
e−c4
j
(∫ ∞
0
∫
B(x,2 j+1t)
∣∣∣T t2
2
F(y, t)
∣∣∣2 d(v0w)(y)
v0w(B(y, 2 j+1t))
dt
t
) 1
2
,
where we have used again (2.5) in the last inequality.
Hence, by Fubini’s theorem, changing the variable t into
√
2t, and by condition (i), we conclude
that
‖SF‖L2(v0dw) .
∑
j≥1
e−c4
j
(∫ ∞
0
∫
Rn
∣∣∣T t2
2
F(y, t)
∣∣∣2 ∫
B(y,2 j+1t)
d(v0w)(x)
v0w(B(y, 2 j+1t))
v0(y)dw(y)
dt
t
) 1
2
.
∑
j≥1
e−c4
j
(∫ ∞
0
∫
Rn
∣∣∣Tt2F(y, √2t)∣∣∣2 v0(y)dw(y)dtt
) 1
2
.
(∫
Rn
∫ ∞
0
∣∣Tt2F(y, t)∣∣2 dtt v0(y)dw(y)
) 1
2
= ‖VF‖L2(v0dw).
We next prove (4.4). To this end, fist apply (4.1) and condition (iii). Then, changing the variable
t into
√
2t, by condition (i), (2.5), and Proposition 2.51, we obtain that
‖VF‖L2(v0dw) .
(∫
Rn
∫ ∞
0
(
−
∫
B(x,t)
∣∣Tt2F(y, t)∣∣q0 dw(y)) 2q0 dtt v0(x)dw(x)
) 1
2
.
∑
j≥1
e−c4
j
(∫
Rn
∫ ∞
0
−
∫
B(x,2 j+1t)
∣∣∣T t2
2
F(y, t)
∣∣∣2 dw(y)dt
t
v0(x)dw(x)
) 1
2
.
∑
j≥1
e−c4
j
(∫
Rn
∫ ∞
0
−
∫
B(x,2 j+2t)
∣∣∣Tt2F(y, √2t)∣∣∣2 dw(y)dtt v0(x)dw(x)
) 1
2
.
∑
j≥1
e−c4
j
(∫
Rn
∫ ∞
0
∫
B(x,2 j+2t)
∣∣Tt2F(y, t)∣∣2 dw(y)dttw(B(y, t))v0(x)dw(x)
) 1
2
.
∑
j≥1
e−c4
j
2 jθv0 ,w‖SF‖L2(v0dw)
. ‖SF‖L2(v0dw),
which concludes the proof. 
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In the following proposition, for every m ∈ N, we compare the norms on Lp(vdw) of Swm,H and
Swm+1,H. This will allow us to obtain Theorem 3.4 for Sw2m−1,H, from Theorem 2.34. This result is
proved in [10] for m = 1, (see also [22, Proposition 9.4] [18, Corollary 4.17 and (5.21)], where the
weighted and unweighted non-degenerate cases were considered respectively).
Proposition 4.5. Given w ∈ A2, v ∈ A∞(w), m ∈ N, and f ∈ L2(w), there hold
(a) ‖Swm+1,H f ‖Lp(vdw) . ‖Swm,H f ‖Lp(vdw), for all p ∈ Wwv (0, p+(Lw)m+1,∗w );
(b) ‖Swm,H f ‖Lp(vdw) . ‖Swm+1,H f ‖Lp(vdw), for all p ∈ Wwv (0, p+(Lw)m,∗w ).
In particular, we have
‖Swm,H f ‖Lp(vdw) ≈ ‖Swm+1,H f ‖Lp(vdw), for all p ∈ Wwv (0, p+(Lw)m,∗w ).
Proof. We shall use extrapolation to prove both inequalities. Indeed, Theorem 2.47, part (b) (or
Theorem 2.47, part (c), if p+(Lw)m+1,∗w = ∞ or p+(Lw)m,∗w = ∞) allows us to obtain (a) from
‖Swm+1,H f ‖L2(v0dw) . ‖Swm,H f ‖L2(v0dw), ∀v0 ∈ RH( p+(Lw)m+1,∗w
2
)′(w)(4.6)
and (b) from
‖Swm,H f ‖L2(v0dw) . ‖Swm+1,H f ‖L2(v0dw) ∀v0 ∈ RH( p+(Lw)m,∗w
2
)′(w).(4.7)
Note that Remark 2.48 with q1 = 2, q˜ = p+(Lw), and k˜ equal to m + 1 or m implies that we can
find r̂, q0, and r such that rw < r̂ < 2, 2 < q0 < p+(Lw), and q0/2 ≤ r < ∞ so that v0 ∈ RHr′(w) and
k˜ +
n r̂
2r
− n r̂
q0
> 0.
We also observe that for M ∈ N large enough the above inequality gives
k˜ +
n r̂
2r
− n r̂
q0
− 1
M
> 0.(4.8)
After these observations, we prove (4.6) and (4.7).
We first prove (4.6). By (2.33), Minkowski’s integral inequality, and (2.5) (note that B(x, t) ⊂
B(y, 2t), for all y ∈ B(x, t)), we obtain
Swm+1,H f (x) .
∫ ∞
0
(∫ t
0
(∫
B(x,t)
|tsLwe−s2Lw(t
√
Lw)
me−t
2Lw f (y)|2dw(y)
) 1
2 ds
s
)2
dt
tw(B(x, t))
12
+
∫ ∞
0
(∫ ∞
t
(∫
B(x,t)
∣∣∣tsLwe−s2Lw(t√Lw)me−t2Lw f (y)∣∣∣2 dw(y)) 12 dss
)2
dt
tw(B(x, t))
12 =: I + II.
In the case that s < t, for F(y, t) := (t
√
Lw)me−
t2
2
Lw f (y), we use the fact that τLwe−τLw ∈ F (L2(w) −
L2(w))
I =
∫ ∞
0
(∫ t
0
st
t2/2 + s2
(∫
B(x,t)
∣∣(s2 + t2/2)Lwe−(s2+ t22 )LwF(y, t)∣∣2dw(y)) 12dss
)2
dt
tw(B(x, t))
12
.
∑
j≥1
e−c4
j
(∫ ∞
0
(∫ t
0
s
t
ds
s
)2 ∫
B(x,2 j+1t)
|F(y, t)|2 dw(y) dt
tw(B(x, t))
) 1
2
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.
∑
j≥1
e−c4
j
(∫ ∞
0
∫
B(x,2 j+2t)
|F(y,
√
2t)|2 dw(y) dt
tw(B(y, t))
) 1
2
,
where in the last inequality we have changed the variable t into
√
2t and used (2.5). Then, applying
change of angle (Proposition 2.51), we conclude that
‖I‖L2(v0dw) .
∑
j≥1
e−c4
j
2 jθv0 ,w‖Swm,H f ‖L2(v0dw) . ‖Swm,H f ‖L2(v0dw).
As for the estimate of II, consider F˜(y, s) := (s
√
Lw)m+2e−s
2Lw f (y), apply Cauchy-Schwartz’s in-
equality in the integral in s, the fact that e−τLw ∈ F (L2(w) − L2(w)),(2.5), Jensen’s inequality in the
integral in y (q0 > 2), Fubini’s theorem, and (2.5) to obtain
II =
∫ ∞
0
(∫ ∞
t
( t
s
) 1
M
( t
s
)m+1− 1M (∫
B(x,t)
∣∣e−t2Lw F˜(y, s)∣∣2 dw(y)
w(B(x, t))
) 1
2 ds
s
)2
dt
t
 12
.
(∫ ∞
0
(∫ ∞
t
( t
s
) 2
M ds
s
)(∫ ∞
t
( t
s
)2(m+1)− 2M −∫
B(x,t)
∣∣e−t2Lw F˜(y, s)∣∣2dw(y)ds
s
)
dt
t
) 1
2
.
∑
j≥1
e−c4
j
(∫ ∞
0
∫ ∞
t
( t
s
)2(m+1)− 2M −∫
B(x,2 j+1t)
∣∣F˜(y, s)∣∣2dw(y)ds
s
dt
t
) 1
2
.
∑
j≥1
e−c4
j
(∫ ∞
0
∫ ∞
t
( t
s
)2(m+1)− 2M (−∫
B(x,2 j+1t)
∣∣F˜(y, s)∣∣q0dw(y)) 2q0 ds
s
dt
t
) 1
2
.
∑
j≥1
e−c4
j
(∫ ∞
0
∫ s
0
( t
s
)2(m+1)− 2M (∫
B(x,2 j+1st/s)
∣∣F˜(y, s)∣∣q0 dw(y)
w(B(y, 2 j+1st/s))
) 2
q0 dt
t
ds
s
) 1
2
.
Note now that applying Propositions 2.50 with β = t/s < 1 and q = q0/2, and (2.5),∫
Rn
(∫
B(x,2 j+1st/s)
∣∣F˜(y, s)∣∣q0 dw(y)
w(B(y, 2 j+1st/s))
) 2
q0
v0(x)dw(x)
.
( t
s
)n̂r( 1r − 2q0 ) ∫
Rn
(
−
∫
B(x,2 j+1s)
∣∣F˜(y, s)∣∣q0dw(y)) 2q0 v0(x)dw(x),
recall the choices of r, r̂, and q0 at the beginning of the proof. Besides, since τLwe−τLw ∈ O(L2(w)−
Lq0 (w)), for F̂(y, s) := (s
√
Lw)me−
s2
2
Lw
(
−
∫
B(x,2 j+1s)
∣∣F˜(y, s)∣∣q0dw(y)) 1q0 . (−∫
B(x,2 j+1 s)
∣∣∣∣ s22 Lwe− s22 Lw F̂(y, s)
∣∣∣∣q0 dw(y))
1
q0
.
∑
l≥1
e−c4
l
2 jθ2
(
−
∫
B(x,2l+ j+2s)
∣∣F̂(y, s)∣∣2dw(y)) 12 .
Consequently, applying Fubini’s theorem, (4.8) with k˜ = m + 1, changing the variable s into
√
2s,
and by (2.5) and change of angle (Proposition 2.51), we get
‖II‖L2(v0dw)
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.
∑
j≥1
e−c4
j∑
l≥1
e−c4
l
(∫
Rn
∫ ∞
0
∫ s
0
( t
s
)2(m+1)+n̂r( 1r − 2q0 )− 2M dt
t
−
∫
B(x,2l+ j+2s)
∣∣F̂(y, s)∣∣2dw(y)ds
s
v0(x)dw(x)
)1
2
.
∑
j≥1
e−c4
j ∑
l≥1
e−c4
l
(∫
Rn
∫ ∞
0
∫
B(x,2l+ j+3s)
∣∣F̂(y, √2s)∣∣2 dw(y)ds
sw(B(y, s))
v0(x)dw(x)
) 1
2
.
∑
j≥1
e−c4
j ∑
l≥1
e−c4
l
2(l+ j)θv0 ,w‖Swm,H f ‖L2(v0dw)
. ‖Swm,H f ‖L2(v0dw).
As for proving (4.7), by (2.5), (2.33), and Minkowski’s integral inequality, we obtain
Swm,H f (x) .
∫ ∞
0
(∫ t
0
(∫
B(x,t)
|tsLwe−s
2Lw(t
√
Lw)
m−1e−t
2Lw f (y)|2dw(y)
) 1
2 ds
s
)2
dt
tw(B(x, t))
12
+
∫ ∞
0
(∫ ∞
t
(∫
B(x,t)
|tsLwe−s2Lw(t
√
Lw)
m−1e−t
2Lw f (y)|2dw(y)
) 1
2 ds
s
)2
dt
tw(B(x, t))
12 =: I˜+ I˜I.
We first estimate I˜. Using that s < t and applying the fact that e−τLw ∈ F (L2(w)− L2(w)), and (2.5),
we have
I˜ =
∫ ∞
0
(∫ t
0
s
t
(∫
B(x,t)
|e−s2Lw(t
√
Lw)
m+1e−t
2Lw f (y)|2dw(y)
) 1
2 ds
s
)2
dt
tw(B(x, t))
 12
.
∑
j≥1
e−c4
j
(∫ ∞
0
(∫ t
0
s
t
ds
s
)2 ∫
B(x,2 j+1t)
|(t
√
Lw)
m+1e−t
2Lw f (y)|2 dw(y) dt
tw(B(y, t))
) 1
2
.
∑
j≥1
e−c4
j
(∫ ∞
0
∫
B(x,2 j+1t)
|(t
√
Lw)
m+1e−t
2Lw f (y)|2 dw(y) dt
tw(B(y, t))
) 1
2
.
Therefore, applying change of angle (Proposition 2.51), we get
‖I˜‖L2(v0dw) .
∑
j≥1
e−c4
j
2 jθv0 ,w‖Swm+1,H f ‖L2(v0dw) . ‖Swm+1,H f ‖L2(v0dw).
The estimate of I˜I is very similar to that of II (in the proof of (4.6)), so we skip some details. We
apply again the fact that e−τLw ∈ F (L2(w)− L2(w)), Cauchy-Schwartz’s inequality in the integral in
s, Jensen’s inequality in the integral in y, Fubini’s theorem, and (2.5) in order to obtain
I˜I .
∑
j≥1
e−c4
j
∫ ∞
0
(∫ ∞
t
( t
s
) 1
M
( t
s
)m− 1M (−∫
B(x,2 j+1t)
|(s
√
Lw)
m+1e−s
2Lw f (y)|2dw(y)
)1
2 ds
s
)2
dt
t
12
.
∑
j≥1
e−c4
j
(∫ ∞
0
∫ ∞
t
( t
s
)2m− 2M (−∫
B(x,2 j+1t)
|(s
√
Lw)
m+1e−s
2Lw f (y)|q0dw(y)
) 2
q0 ds
s
dt
t
)1
2
.
∑
j≥1
e−c4
j
(∫ ∞
0
∫ s
0
( t
s
)2m− 2M(∫
B(x,2 j+1 st/s)
|(s
√
Lw)
m+1e−s
2Lw f (y)|q0 dw(y)
w(B(y, 2 j+1st/s))
)2
q0dt
t
ds
s
)1
2
.
ELLIPTIC OPERATORS 21
Note that, Proposition 2.50 with β = t/s < 1 and q = q0/2, and (2.5) imply∫
Rn
(∫
B(x,2 j+1st/s)
|(s
√
Lw)
m+1e−s
2Lw f (y)|q0 dw(y)
B(y, 2 j+1st/s)
) 2
q0
v0(x)dw(x)
.
( t
s
)n r̂( 1r − 2q0 ) ∫
Rn
(
−
∫
B(x,2 j+1s)
|(s
√
Lw)
m+1e−s
2Lw f (y)|q0dw(y)
) 2
q0
v0(x)dw(x).
Besides, since e−τLw ∈ O(L2(w)→ Lq0 (w))(
−
∫
B(x,2 j+1s)
|(s
√
Lw)
m+1e−s
2Lw f (y)|q0dw(y)
)1
q0
.
∑
l≥1
e−c4
l
2 jθ2
(
−
∫
B(x,2 j+l+2s)
|(s
√
Lw)
m+1e−
s2
2
Lw f (y)|2dw(y)
)1
2
.
Hence, applying Fubini’s theorem, (4.8) with k = m, changing the variable s into
√
2s, and by (2.5)
and Proposition 2.51 we have
‖I˜I‖L2(v0dw) .
∑
j≥1
e−c4
j ∑
l≥1
e−c4
l
(∫
Rn
∫ ∞
0
∫
B(x,2 j+l+3s)
|(s
√
Lw)
m+1e−s
2Lw f (y)|2 dw(y) ds
sw(B(y, s))
v0(x)dw(x)
)1
2
.
∑
j≥1
e−c4
j ∑
l≥1
e−c4
l
2(l+ j)θw,v0 ‖Swm+1,H f ‖L2(v0dw) . ‖Swm+1,H f ‖L2(v0dw).
This and the estimate obtained for ‖I˜‖L2(v0dw) give us (4.7). 
Our next result will be useful in the proof of Theorem 3.1 parts (c) and (d). Given a measurable
function F defined in Rn+1+ , consider the following vertical and conical operators:
V˜F(x) :=
(∫
Rn
∫ ∞
0
|F(y, t)|2 dt
t
v0(x)dw(x)
) 1
2
and
S˜F(x) :=
(∫
Rn
∫ ∞
0
∫
B(x,t)
|F(y, t)|2 dw(y) dt
tw(B(y, t))
v0(x)dw(x)
)1
2
.
Lemma 4.9. Given w ∈ A2, 0 < p0 < 2 < q0 < ∞, r ≥ q0/2, v0 ∈ A 2
p0
(w) ∩ RHr′(w), α ≥ 1,
0 < u < 1/4, and F a measurable function defined in Rn+1+ , let r̂ > rw and let {Tτ}τ>0 be a family of
sublinear operators such that Tτ ∈ O(Lp0 (w) − Lq0(w)). Then,
(4.10)
(∫
Rn
∫ ∞
0
∫
B(x,αt)
∣∣T t2
4u
F(y, t)
∣∣2 dw(y) dt
tw(B(y, αt))
v0(x)dw(x)
) 1
2
.
(∫ ∞
0
∫
Rn
(∫
B(x,αt)
∣∣T t2
4u
F(y, t)
∣∣q0 dw(y)
w(B(y, αt))
) 2
q0
v0(x)dw(x)
dt
t
) 1
2
. u
n̂r
(
1
4r− 12q0
)
min
{
‖S˜F‖L2(v0dw), ‖V˜F‖L2(v0dw)
}
.
Proof. We fix w, v0, q0, r, α, r̂, and u as in the statement of the lemma and denote:
I :=
(∫
Rn
∫ ∞
0
∫
B(x,αt)
∣∣T t2
4u
F(y, t)
∣∣2 dw(y) dt
tw(B(y, αt))
v0(x)dw(x)
) 1
2
.
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Then, by (2.5), Jenssen’s inequality (q0 > 2), and Fubini’s theorem
I .
(∫ ∞
0
∫
Rn
(∫
B(x,αt)
∣∣T t2
4u
F(y, t)
∣∣q0 dw(y)
w(B(y, αt))
) 2
q0
v0(x)dw(x)
dt
t
) 1
2
=: I˜,(4.11)
which proves the first inequality in (4.10).
Thus, by Proposition 2.50 with β = 2
√
u < 1 and q = q0/2, and (2.5), we have
I˜ =
(∫ ∞
0
∫
Rn
(∫
B(x,2
√
uαt/2
√
u)
∣∣T t2
4u
F(y, t)
∣∣q0 dw(y)
w(B(y, 2
√
uαt/2
√
u))
) 2
q0
v0(x)dw(x)
dt
t
) 1
2
(4.12)
. u
n̂r
(
1
4r− 12q0
)(∫ ∞
0
∫
Rn
(
−
∫
B(x,αt/2
√
u)
∣∣T t2
4u
F(y, t)
∣∣q0dw(y)) 2q0 v0(x)dw(x)dtt
) 1
2
≤ Cαun̂r
(
1
4r− 12q0
)∑
i≥1
e−c4
i
(∫ ∞
0
∫
Rn
(
−
∫
B(x,2i+1αt/2
√
u)
|F(y, t)|p0dw(y)
) 2
p0
v0(x)dw(x)
dt
t
) 1
2
,
where in the last inequality we have also used that Tτ ∈ O(Lp0(w) − Lq0 (w)). Now note that, on the
one hand, we have(
−
∫
B(x,2i+1αt/2
√
u)
|F(y, t)|p0dw(y)
) 1
p0
.Mwp0 (F(·, t)) (x), (x, t) ∈ Rn+1+ .
On the other hand, by Fubini’s theorem and since 2
i+1α
2
√
u
> 1 we also have(
−
∫
B(x,2i+1αt/2
√
u)
|F(y, t)|p0dw(y)
) 1
p0
=
(
−
∫
B(x,2i+1αt/2
√
u)
−
∫
B(y,t)
dw(ξ)|F(y, t)|p0dw(y)
) 1
p0
.
(
−
∫
B(x,2i+1αt/
√
u)
−
∫
B(ξ,t)
|F(y, t)|p0dw(y)dw(ξ)
) 1
p0
.
(
−
∫
B(x,2i+1αt/
√
u)
(
−
∫
B(ξ,t)
|F(y, t)|2dw(y)
) p0
2
dw(ξ)
) 1
p0
.Mwp0
((
−
∫
B(·,t)
|F(y, t)|2dw(y)
) 1
2
)
(x),
where in the first inequality we have used that for y ∈ B(ξ, t) we have that B(ξ, t) ⊂ B(y, 2t) and
(2.5), and in the second one Jensen’s inequality, since 2 > p0.
Consequently, letting OF(x, t) be equal toMwp0
((
−
∫
B(·,t) |F(y, t)|2dw(y)
)1
2
)
(x) orMwp0 (F(·, t)) (x),
(4.12), the boundedness ofMwp0 on L2(v0dw) (recall that v0 ∈ A 2p0 (w)), Fubini’s theorem, and (2.5)
imply
I˜ . u
n̂r
(
1
4r− 12q0
)(∫ ∞
0
∫
Rn
|OF(x, t)|2 v0(x)dw(x)dtt
) 1
2
. u
n̂r
(
1
4r− 12q0
)
min
{
‖S˜F‖L2(v0dw), ‖V˜F‖L2(v0dw)
}
,
which, in view of (4.11), completes the proof of (4.10). 
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Remark 4.13. Given w ∈ A2, max{rw, (q−(Lw))w,∗} < p0 < 2 < q0 < q+(Lw), and v0, α ≥ 1, u, and
F as in the statement of Lemma 4.9, we have that
(4.14)
(∫
Rn
∫ ∞
0
∫
B(x,αt)
∣∣∇e− t24uF(y, t)∣∣2 dw(y) dt
tw(B(y, αt))
v0(x)dw(x)
) 1
2
.
(∫ ∞
0
∫
Rn
(∫
B(x,αt)
∣∣∇e− t24uF(y, t)∣∣q0 dw(y)
w(B(y, αt))
) 2
q0
v0(x)dw(x)
dt
t
) 1
2
. u
n̂r
(
1
4r− 12q0
)
min
{
‖S˜∇F‖L2(v0dw), ‖V˜∇F‖L2(v0dw)
}
.
The first inequality in (4.14) follows as (4.11).
As for the second inequality, note that, for every t > 0, by Lemma 2.45 with q = q0, p = p0, and
S t equal to the identity, we have that(
−
∫
B(x,αt/2
√
u)
∣∣∇e− t24uF(y, t)∣∣q0dw(y)) 1q0 .∑
i≥1
e−c4
i
(
−
∫
B(x,2i+1αt/2
√
u)
|∇F(y, t)|p0dw(y)
) 1
p0
.
Therefore,(∫ ∞
0
∫
Rn
(
−
∫
B(x,αt/2
√
u)
∣∣∇e− t24uF(y, t)∣∣q0dw(y)) 2q0 v0(x)dw(x)dtt
) 1
2
.
∑
i≥1
e−c4
i
(∫ ∞
0
∫
Rn
(
−
∫
B(x,2i+1αt/2
√
u)
|∇F(y, t)|p0dw(y)
) 2
p0
v0(x)dw(x)
dt
t
) 1
2
.
Proposition 2.50 and the above inequality imply(∫ ∞
0
∫
Rn
(∫
B(x,αt)
∣∣∇e− t24uF(y, t)∣∣q0 dw(y)
w(B(y, αt))
) 2
q0
v0(x)dw(x)
dt
t
) 1
2
. u
n̂r
(
1
4r− 12q0
)∑
i≥1
e−c4
i
(∫ ∞
0
∫
Rn
(
−
∫
B(x,2i+1αt/2
√
u)
|∇F(y, t)|p0dw(y)
) 2
p0
v0(x)dw(x)
dt
t
) 1
2
.
This substitutes (4.12) in the proof of Lemma 4.9. Hereafter, the proof follows as the proof of that
lemma, but writing ∇F in place of F.
Note now that proceeding as in the proof of [9, Theorem 3.5, part (b)], we obtain the following
comparison result between the conical square functions defined in (2.28) and (2.30), even for odd
values of m.
Proposition 4.15. Given w ∈ A2, v ∈ A∞(w), m ∈ N, and f ∈ L2(w), there holds
‖Swm,P f ‖Lp(vdw) . ‖Swm,H f ‖Lp(vdw), for all p ∈ Wwv (0, p+(Lw)m+1,∗w ).
Besides, with the aim of obtaining boundedness for the conical square functions defined via the
gradient of the heat or the Poisson semigroup, we show the following comparison result.
Proposition 4.16. Given w ∈ A2, v ∈ A∞(w), m ∈ N, K ∈ N0, and f ∈ L2(w), there hold
(a) ‖Gwm,H f ‖Lp(vdw) . ‖Swm,H f ‖Lp(vdw), for all 0 < p < ∞;
(b) ‖GwK,P f ‖Lp(vdw) . ‖SwK+2,H f ‖Lp(vdw) + ‖GwK,H f ‖Lp(vdw), p ∈ Wwv (0, p+(Lw)K+1,∗w ).
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Proof. The proof of part (a) follows as the proof of [9, Theorem 3.3]. Indeed, use (2.5) and apply
the fact that
√
τ∇e−τLw ∈ O(L2(w) − L2(w)); then, change the variable t into
√
2t , and apply again
(2.5) and Proposition 2.51 to obtain
‖Gwm,H f ‖Lp(vdw) .
(∫
Rn
(∫ ∞
0
−
∫
B(x,t)
|t∇e− t
2
2 (t
√
Lw)
me−
t2
2
Lw f (y)|2 dw(y)dt
t
) p
2
v(x)dw(x)
) 1
p
.
∑
j≥1
e−c4
j
(∫
Rn
(∫ ∞
0
∫
B(x,2 j+2t)
|(t
√
Lw)
me−t
2Lw f (y)|2 dw(y)dt
tw(B(y, t))
) p
2
v(x)dw(x)
) 1
p
.
∑
j≥1
e−c4
j
2 jθv,w‖Swm,H f ‖Lp(vdw) . ‖Swm,H f ‖Lp(vdw).
In order to prove part (b), first of all note that
GwK,P f (x) ≤
(∫ ∞
0
∫
B(x,t)
|t∇(t
√
Lw)
K(e−t
√
Lw − e−t2Lw) f (y)|2 dw(y)dt
tw(B(y, t))
) 1
2
+ GwK,H f (y)
=: QK f (y) + G
w
K,H f (y).
So we just need to prove that
‖QK f ‖Lp(vdw) . ‖SwK+2,H f ‖Lp(vdw), ∀p ∈ Wwv (0, p+(Lw)K+1,∗w ).(4.17)
We show this by extrapolation. In particular, by Theorem 2.47, part(b) (or Theorem 2.47, part(c) if
p+(Lw)K+1,∗w = ∞), (4.17) follows from the inequality
‖QK f ‖L2(v0dw) . ‖SwK+2,H f ‖L2(v0dw), ∀v0 ∈ RH( p+(Lw)K+1,∗w
2
)′(w).(4.18)
To this end, fix w ∈ A2, f ∈ L2(w), and v0 ∈ RH( p+(Lw)K+1,∗w
2
)′(w), and note that by Remark 2.48, with
q1 = 2, q˜ = p+(Lw) and k˜ = K + 1, we can find q0, r̂, and r such that rw < r̂ < 2, 2 < q0 < p+(Lw),
q0/2 ≤ r < ∞, v0 ∈ RHr′(w), and
K + 1 +
n r̂
2r
− n r̂
q0
> 0.(4.19)
Keeping this in mind, by the subordination formula (2.24) and Minkowski’s integral inequality, we
have
QK f (x) .
∫ 1
4
0
u
1
2 e−uI(u)
du
u
+
∫ ∞
1
4
u
1
2 e−uI(u)
du
u
=: I + II,
where
I(u) :=
(∫ ∞
0
∫
B(x,t)
|t∇(t
√
Lw)
K(e−
t2
4u Lw − e−t2Lw) f (y)|2 dw(y)dt
tw(B(y, t))
) 1
2
.
We first estimate II, for 1/4 < u < ∞, Cauchy-Schwartz’s inequality implies
∣∣(t∇(t√Lw)Ke− t24u Lw − t∇(t√Lw)Ke−t2Lw) f (y)∣∣ ≤ ∫ t
t
2
√
u
∣∣∂st∇(t√Lw)Ke−s2Lw f (z)∣∣ds
.
∫ t
t
2
√
u
∣∣t∇(t√Lw)K(s√Lw)2e−s2Lw f (y)∣∣dss
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. u
1
4
(∫ t
t
2
√
u
∣∣t∇(t√Lw)K(s√Lw)2e−s2Lw f (y)∣∣2 dss
) 1
2
.
Then, for u > 1/4, we estimate I(u) using (2.5), Fubini’s theorem, the fact that s < t < 2
√
us, and
that
√
τ∇e−τLw ∈ F (L2(w) − L2(w)). Besides, we change the variable s into √2s to obtain
I(u) . uθK
(∫ ∞
0
∫ t
t
2
√
u
∫
B(x,t)
|s∇(s
√
Lw)
K+2e−s
2Lw f (y)|2 dw(y) ds
sw(B(y, t))
dt
t
) 1
2
. uθK
(∫ ∞
0
∫ t
t
2
√
u
∫
B(x,
√
us)
∣∣ s√
2
∇e− s
2
2
Lw(s
√
Lw)
K+2e−
s2
2
Lw f (y)
∣∣2 dw(y) ds
sw(B(y, s))
dt
t
) 1
2
.
∑
j≥1
e−c4
j
uθK
(∫ ∞
0
∫ 2√us
s
dt
t
∫
B(x,2 j+1
√
us)
|(s
√
Lw)
K+2e−
s2
2
Lw f (y)|2 dw(y) ds
sw(B(y, s))
) 1
2
.
∑
j≥1
e−c4
j
uθK
(∫ ∞
0
∫
B(x,2 j+2
√
us)
|(s
√
Lw)
K+2e−s
2Lw f (y)|2 dw(y) ds
sw(B(y, s))
) 1
2
.
Hence, by Minkowski’s integral inequality and change of angle (Proposition 2.51)
‖II‖L2(v0dw) .
∑
j≥1
e−c4
j
2 jθv0 ,w
∫ ∞
1
4
uθv0 ,w,K e−u
du
u
‖SwK+2,H f ‖L2(v0dw) . ‖SwK+2,H f ‖L2(v0dw).
As for the estimate of I, note that for 0 < u < 1/4, again by Cauchy- Schwartz’s inequality∣∣∣∣(t∇(t√Lw)Ke− t24u Lw − t∇(t√Lw)Ke−t2Lw) f (y)∣∣∣∣ . ∫ t2√u
t
∣∣∣t∇(t√Lw)K(s√Lw)2e−s2Lw f (y)∣∣∣dss
.
(∫ ∞
t
∣∣∣t∇(t√Lw)K(s√Lw)2e−s2Lw f (y)∣∣∣2 dss
) 1
2 (
log u−
1
2
) 1
2
.
The above estimate, Fubini’s theorem, (2.5), and Jensen’s inequality (q0 > 2) imply
I .
∫ 1
4
0
u
1
2
(
log u−
1
2
) 1
2 du
u
(∫ ∞
0
−
∫
B(x,t)
∫ ∞
t
∣∣∣t∇(t√Lw)K(s√Lw)2e−s2Lw f (y)∣∣∣2 dss dw(y)dtt
) 1
2
.
(∫ ∞
0
∫ s
0
( t
s
)2K+2(
−
∫
B(x,t)
∣∣∣s∇(s√Lw)K+2e−s2Lw f (y)∣∣∣q0dw(y)) 2q0 dtt dss
) 1
2
.
Besides, note that by Proposition 2.50, with β = t/s < 1 and q = q0/2,∫
Rn
(∫
B(x,st/s)
∣∣∣s∇(s√Lw)K+2e−s2Lw f (y)∣∣∣q0 dw(y)w(B(y, st/s))
) 2
q0
v0(x)dw(x)
.
( t
s
)n̂r( 1r − 2q0 ) ∫
Rn
(∫
B(x,s)
∣∣∣s∇(s√Lw)K+2e−s2Lw f (y)∣∣∣q0 dw(y)w(B(y, s))
) 2
q0
v0(x)dw(x).
Thus, for C1 := 2K + 2 + nr̂
(
1
r − 2q0
)
, we apply first Fubini’s theorem, and the above inequality.
Then, by (2.5), changing the variable s into 2s, (4.19), the fact that
√
τ∇e−τLw ∈ O(L2(w)− Lq0(w)),
and by Proposition 2.51, we get
‖I‖L2(v0dw)
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.
(∫
Rn
∫ ∞
0
∫ s
0
( t
s
)C1 dt
t
(∫
B(x,s)
∣∣∣s∇(s√Lw)K+2e−s2Lw f (y)∣∣∣q0 dw(y)w(B(y, s))
) 2
q0 ds
s
v0(x)dw(x)
) 1
2
.
(∫
Rn
∫ ∞
0
(
−
∫
B(x,2s)
∣∣∣s∇e−s2Lw(s√Lw)K+2e−s2Lw f (y)∣∣∣q0dw(y)) 2q0 dss v0(x)dw(x)
) 1
2
.
∑
i≥1
e−c4
i
(∫
Rn
∫ ∞
0
∫
B(x,2i+2s)
∣∣∣(s√Lw)K+2e−s2Lw f (y)∣∣∣2 dw(y)dssw(B(y, s))v0(x)dw(x)
) 1
2
.
∑
i≥1
e−c4
i
2iθv0 ,w‖SwK+2,H f ‖L2(v0dw)
. ‖SwK+2,H f ‖L2(v0dw),
which finishes the proof. 
In the next theorem we obtain a norm comparison result for NwP . This will be used in the proof
of Theorem 3.7.
Theorem 4.20. Given w ∈ A2, v ∈ A∞(w), and f ∈ L2(w), there holds
‖NwP f ‖Lp(vdw) . ‖NwH f ‖Lp(vdw) + ‖Sw2,H f ‖Lp(vdw), ∀ p ∈ Wwv (p−(Lw), p+(Lw)∗w).
Proof. First of all, fix w, v, f , and p as in the statement of the theorem. Then, recalling the definition
of NwH in (2.32), note that
NwP f (x) ≤ NwH f (x) + sup
t>0
(
−
∫
B(x,t)
∣∣∣(e−t√Lw − e−t2Lw) f (z)∣∣∣2dw(z)) 12 =: NwH f (x) + sup
t>0
I.(4.21)
Then, by the subordination formula in (2.24) and Minkowski’s integral inequality.
I ≤
∫ 1
4
0
u
1
2
(
−
∫
B(x,t)
∣∣∣∣(e− t24u Lw − e−t2Lw) f (z)∣∣∣∣2dw(z)
) 1
2
du
u
(4.22)
+
∫ ∞
1
4
e−uu
1
2
(
−
∫
B(x,t)
∣∣∣∣(e− t24u Lw − e−t2Lw) f (z)∣∣∣∣2dw(z)
) 1
2
du
u
:= I1 + I2.
Similarly as in the proof of [20, Proposition 7.1, part (b)] (see also [10]), we have that
I2 .
∫ ∞
1
4
e−cuS2
√
u,w
2,H f (x)
du
u
.
Hence, by Minkowski’s integral inequality and Proposition 2.51,
‖I2‖Lp(vdw) .
∫ ∞
1
4
e−cu‖S2
√
u,w
2,H f ‖Lp(vdw)
du
u
. ‖Sw2,H f ‖Lp(vdw).(4.23)
In order to estimate I1, take p0 such that p−(Lw) < p0 < min{2, p} close enough to p−(Lw) so that
v ∈ A p
p0
(w), and note that the fact that e−τLw ∈ O(Lp0(w) − L2(w)) implies
I1 .
∑
j≥1
e−c4
j
∫ 1
4
0
u
1
2
(
−
∫
B(x,2 j+1t)
∣∣∣∣(e−( 14u− 12 )t2Lw − e− t22 Lw) f (z)∣∣∣∣p0dw(z)) 1p0 duu .
Besides, for 0 < u < 1
4
, it holds from Hölder’s inequality that∣∣∣∣(e−( 14u− 12 )t2Lw − e− t22 Lw) f (z)∣∣∣∣ ≤ ∫ t
√
1
4u− 12
t√
2
∣∣∣∂se−s2Lw f (z)∣∣∣ds
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.
∫ t√ 1
4u− 12
t√
2
∣∣∣s2Lwe−s2Lw f (z)∣∣∣dss .
(∫ t
2
√
u
t√
2
∣∣∣s2Lwe−s2Lw f (z)∣∣∣p0 dss
) 1
p0
(log u−
1
2 )
1
p′
0 .
Therefore,
I1 .
∑
j≥1
e−c4
j
∫ 1
4
0
u
1
2 (log u−
1
2 )
1
p′
0
(
−
∫
B(x,2 j+1t)
∫ t
2
√
u
t√
2
∣∣∣s2Lwe−s2Lw f (z)∣∣∣p0 dss dw(z)
) 1
p0 du
u
.
Note now that, for t√
2
< s < t
2
√
u
,{
(z, y) ∈ Rn × Rn : z ∈ B(x, 2 j+1t), y ∈ B(z, 2√u s)}
⊂ {(z, y) ∈ Rn × Rn : y ∈ B(x, 2 j+2t), z ∈ B(y, 2√u s)},
and for z ∈ B(y, 2√us) it holds that B(y, 2√us) ⊂ B(z, 4√us). Then, Fubini’s theorem and (2.5)
imply
−
∫
B(x,2 j+1t)
∫ t
2
√
u
t√
2
∣∣∣s2Lwe−s2Lw f (z)∣∣∣p0 dss dw(z) =
∫ t
2
√
u
t√
2
−
∫
B(x,2 j+1t)
∣∣∣s2Lwe−s2Lw f (z)∣∣∣p0dw(z)dss
=
∫ t
2
√
u
t√
2
−
∫
B(x,2 j+1t)
−
∫
B(z,2
√
us)
dw(y)
∣∣∣s2Lwe−s2Lw f (z)∣∣∣p0dw(z)dss
.
∫ t
2
√
u
t√
2
−
∫
B(x,2 j+2t)
−
∫
B(y,2
√
us)
∣∣∣s2Lwe−s2Lw f (z)∣∣∣p0dw(z)dw(y)dss =: II.
Next, apply Fubini’s theorem, (2.5), Jensen’s inequality in the integral in z (2 > p0), and Hölder’s
inequality in the integral in s with 2/p0 and (2/p0)′, and again (2.5). Then,
II . −
∫
B(x,2 j+2t)
∫ t
2
√
u
t√
2
−
∫
B(y,2
√
us)
∣∣∣s2Lwe−s2Lw f (z)∣∣∣p0dw(z)dss dw(y)
≤ −
∫
B(x,2 j+2t)
∫ t
2
√
u
t√
2
(
−
∫
B(y,2
√
us)
∣∣∣s2Lwe−s2Lw f (z)∣∣∣2dw(z)) p02 dss dw(y)
. −
∫
B(x,2 j+2t)
(∫ t
2
√
u
t√
2
−
∫
B(y,2
√
us)
∣∣∣s2Lwe−s2Lw f (z)∣∣∣2dw(z)dss
) p0
2
dw(y)
(
log u−
1
2
) 2−p0
2
. −
∫
B(x,2 j+2t)
(∫ ∞
0
∫
B(y,2
√
us)
∣∣∣s2Lwe−s2Lw f (z)∣∣∣2 dw(z) ds
sw(B(z, 2
√
us))
) p0
2
dw(y)
(
log u−
1
2
) 2−p0
2
.
Consequently,
I1 .
∫ 1
4
0
u
1
2
(
log u−
1
2
) 1
2 Mwp0
(
S
2
√
u,w
H f
)
(x)
du
u
,
where
S
2
√
u,w
H f (y) :=
(∫ ∞
0
∫
B(y,2
√
us)
∣∣∣s2Lwe−s2Lw f (z)∣∣∣2 dw(z) ds
sw(B(z, 2
√
us))
) 1
2
.
Note now that since v ∈ A p
p0
(w) the maximal operator Mwp0 is bounded on Lp(vdw). Hence, by
Minkowski’s integral inequality
‖I1‖Lp(vdw) .
∫ 1
4
0
u
1
2
(
log u−
1
2
) 1
2
∥∥∥S2√u,wH f∥∥∥Lp(vdw) duu .(4.24)
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In order to estimate the norm on Lp(vdw) of S2
√
u,w
H f we shall proceed by extrapolation. To this
end, note that for 2 < q0 < p+(Lw), rw < r̂ < 2 and r ≥ q0/2, for all v0 ∈ RHr′(w), by Jensen’s
inequality, Fubini’s theorem, Proposition 2.50 with β = 2
√
u < 1 and q = q0/2, and (2.5), we
obtain(∫
Rn
|S2
√
u,w
H f (y)|2v0(y)dw(y)
) 1
2
≤
(∫ ∞
0
∫
Rn
(∫
B(y,2
√
us)
∣∣∣s2Lwe−s2Lw f (z)∣∣∣q0 dw(z)
w(B(z, 2
√
us))
) 2
q0
v0(y)dw(y)
ds
s
) 1
2
≤ un̂r
(
1
4r− 12q0
)(∫ ∞
0
∫
Rn
(
−
∫
B(y,s)
∣∣∣∣e− s22 Lw s2Lwe− s22 Lw f (z)∣∣∣∣q0dw(z)) 2q0 v0(y)dw(y)dss
) 1
2
=: III.
Now, apply the fact that e−τLw ∈ O(L2(w) − Lq0 (w)), change the variable s into
√
2s, and apply
Proposition 2.51 to get
III .
∑
j≥1
e−c4
j
u
n̂r
(
1
4r− 12q0
)(∫
Rn
∫ ∞
0
−
∫
B(y,2 j+2s)
∣∣∣s2Lwe−s2Lw f (z)∣∣∣2dw(z)dss v0(y)dw(y)
) 1
2
.
∑
j≥1
e−c4
j
2 jθv0 ,wu
n̂r
(
1
4r− 12q0
)(∫
Rn
|Sw2,H f (y)|2v0(y)dw(y)
) 1
2
.
(∫
Rn
|uc(r,q0)Sw2,H f (y)|2v0(y)dw(y)
) 1
2
,
where c(r, q0) := nr̂
(
1
4r − 12q0
)
.
Hence, by Theorem 2.47, part (b), we have∫
Rn
|S2
√
u,w
H f (y)|
2r
r˜ v˜(y)dw(y) .
∫
Rn
|uc(r,q0)Sw2,H f (y)|
2r
r˜ v˜(y)dw(y),(4.25)
for all rw < r̂ < 2, 2 < q0 < p+(Lw), r ≥ q0/2, 1 < r˜ < ∞, and v˜ ∈ RHr˜′(w). Moreover, for
v ∈ RH( p+(Lw)∗w
p
)′(w), Remark (2.48) with q1 = p, k˜ = 1, and q˜ = p+(Lw), implies that there exist
rw < r̂ < 2, 2 < q0 < p+(Lw), r ≥ q0/2, and 1 < r˜ = 2r/p < ∞ so that v ∈ RHr˜′(w), and
1 +
nr̂
2r
− nr̂
q0
> 0.(4.26)
Consequently, by (4.25) we conclude that given v ∈ RH( p+(Lw)∗w
p
)′(w), there exist rw < r̂ < 2,
2 < q0 < p+(Lw), r ≥ q0/2 such that (4.26) is satisfied and∫
Rn
|S2
√
u,w
H f (y)|pv(y)dw(y) .
∫
Rn
|uc(r,q0)Sw2,H f (y)|pv(y)dw(y).
Plugging this into (4.24) allows us to obtain
‖I1‖Lp(vdw) .
∫ 1
4
0
u
1
2
+n̂r
(
1
4r− 12q0
) (
log u−
1
2
) 1
2 du
u
∥∥Sw2,H f∥∥Lp(vdw) .
Note now that in view of (4.26), we can take M ∈ N large enough so that
1
2
+ nr̂
(
1
4r
− 1
2q0
)
− 1
4M
> 0.
Therefore,
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‖I1‖Lp(vdw) .
∫ 1
4
0
u
1
2
+n̂r
(
1
4r− 12q0
) (
M log u−
1
2M
) 1
2 du
u
∥∥Sw2,H f∥∥Lp(vdw)
.
∫ 1
4
0
u
1
2
+n̂r
(
1
4r− 12q0
)
− 1
4M
du
u
∥∥Sw2,H f∥∥Lp(vdw) . ∥∥Sw2,H f∥∥Lp(vdw) .
This (4.21), (4.22), and (4.23) imply∥∥NwP f∥∥Lp(vdw) . ∥∥NwH f∥∥Lp(vdw) + ∥∥Sw2,H f∥∥Lp(vdw).

The boundedness of the non-tangential maximal function associated with the heat semigroup,
NwH , is proved in [10] in the weighted degenerate case. The proof is easy and consist in controlling
the norm on Lp(vdw) ofNwH by that of an adequate Hardy-Littlewood maximal operator. This is the
argument used in [20, Proposition 7.1] in the weighted non-degenerate case, see also [17, Section
6].
Theorem 4.27. [10] Given w ∈ A2 and v ∈ A∞(w), the non-tangential maximal function NwH can
be extended to a bounded operator on Lp(vdw), for all p ∈ Wwv (p−(Lw),∞).
To conclude this section we observe some trivial norm comparison results between vertical
square functions that will make the proof of Theorem 3.6 easier.
Remark 4.28. Given w ∈ A2 and v ∈ A∞(w), as a consequence of the boundedness of the Riesz
transform ∇L−
1
2
w (see [12] and also [1, 5]), for every m ∈ N and f ∈ L2(w), we have that, for all
Wwv (q−(Lw), q+(Lw)),
‖gwm−1,H f ‖Lp(vdw) . ‖swm,H f ‖Lp(vdw) and ‖gwm−1,P f ‖Lp(vdw) . ‖swm,P f ‖Lp(vdw).(4.29)
We prove the above inequalities by extrapolation. In particular, by Theorem 2.47, part (e), it is
enough to prove that
‖gwm−1,H f ‖L2(v0dw) . ‖swm,H f ‖L2(v0dw) and ‖gwm−1,P f ‖L2(v0dw) . ‖swm,P f ‖L2(v0dw),
for all v0 ∈ A 2
q−(Lw)
(w) ∩ RH( q+(Lw)
2
)′(w). This follows applying Fubini’s theorem and the bounded-
ness of the Riesz transform on L2(v0dw). Indeed, letting F(x, t) be equal to e−t
2Lw f (x) or e−t
√
Lw f (x),
we get∫
Rn
∫ ∞
0
|t∇(t
√
Lw)
m−1F(x, t)|2 dt
t
v0(x)dw(x) =
∫ ∞
0
∫
Rn
|∇L−
1
2
w (t
√
Lw)
mF(x, t)|2v0(x)dw(x)dtt
.
∫
Rn
∫ ∞
0
|(t
√
Lw)
mF(x, t)|2 dt
t
v0(x)dw(x).
Besides, as it has been observed in several papers before (see, for instance, [4, 17]), by applying
(2.24), Minkownki’s integral inequality, and the change of variable t into 2
√
ut, we also have that
s
w
m,P f (x) .
∫ ∞
0
u
1+m
2 e−u
du
u
s
w
m,H f (x) . s
w
m,H f (x), x ∈ Rn.(4.30)
Remark 4.31. Note that (4.29) and Theorem 3.1 parts (a) and (c) imply that, for all K ∈ N0, w ∈ A2,
and p ∈ Wwv (q−(Lw), q+(Lw)),
‖gwK,H f ‖Lp(vdw) . ‖SwK+1,H f ‖Lp(vdw) and ‖gwK,P f ‖Lp(vdw) . ‖SwK+1,P f ‖Lp(vdw).
5. Proof of the main results
5.1. Norm comparison for vertical and conical square functions.
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5.1.1. Proof of Theorem 3.1, parts (a) and (b). Fix w ∈ A2, f ∈ L2(w), and m ∈ N. In order to
prove parts (a) and (b) note that for Tt = e−tLw , F(y, t) = (t
√
Lw)m f (y), and any p−(Lw) < p0 < 2 <
q0 < p+(Lw), the conditions (i) − (iii) in Proposition 4.2 are satisfied. Then, given 0 < p < p+(Lw)
and v ∈ RH( p+(Lw)
p
)′(w), since we can always find max{2, p} < q0 < p+(Lw) close enough to p+(Lw)
so that v ∈ RH( q0
p
)′(w), in view of (2.12), Proposition 4.2, part (b), implies
‖swm,H f ‖Lp(vdw) . ‖Swm,H f ‖Lp(vdw).
On the other hand, given p−(Lw) < p < ∞ and v ∈ A p
p−(Lw)
(w), since we can always find p−(Lw) <
p0 < min{2, p} close enough to p−(Lw) so that v ∈ A p
p0
(w), in view of (2.12), Proposition 4.2, part
(a), implies
‖Swm,H f ‖Lp(vdw) . ‖swm,H f ‖Lp(vdw).

5.1.2. Proof of Theorem 3.1, part (c). Fix w ∈ A2, f ∈ L2(w), and m ∈ N. We shall proceed by
extrapolation. In particular, note that by Theorem 2.47, part (d) (or part (a) if p+(Lw) = ∞) it is
enough to show that
‖swm,P f ‖L2(v0dw) . ‖Swm,P f ‖L2(v0dw), ∀v0 ∈ A 2p−(Lw) (w) ∩ RH
(
p+(Lw)
2
)′(w).(5.1)
In order to prove this inequality, first of all note that since v0 ∈ A 2
p−(Lw)
(w) ∩ RH( p+(Lw)
2
)′(w)
we can take p−(Lw) < p0 < 2 < q0 < p+(Lw) so close to p−(Lw) and p+(Lw) so that v0 ∈
A 2
p0
(w) ∩ RH( q0
2
)′(w). Keeping this choice of p0 and q0, change the variable t into 2t and apply
the subordination formula (2.24) to get
‖swm,P f ‖L2(v0dw) .
(∫
Rn
∫ ∞
0
|(t
√
Lw)
me−t
√
Lwe−t
√
Lw f (y)|2 dt
t
v0(y)dw(y)
) 1
2
.
∫ 1
4
0
u
1
2 I(u)
du
u
+
∫ ∞
1
4
u
1
2 e−uI(u)
du
u
=: I + II,
where in the second inequality we have used Minkowski’s integral inequality and
I(u) :=
(∫
Rn
∫ ∞
0
|e− t
2
4u Lw(t
√
Lw)
me−t
√
Lw f (y)|2 dt
t
v0(y)dw(y)
) 1
2
.
Moreover, for each u > 0, recalling our choice of q0, the inequality (4.1), with Tt2 = e
− t2
4u Lw and
F(y, t) = (t
√
Lw)me−t
√
Lw f (y), and (2.5) yield
I(u) .
(∫
Rn
∫ ∞
0
(∫
B(x,t)
|e− t
2
4u Lw(t
√
Lw)
me−t
√
Lw f (y)|q0 dw(y) dt
tw(B(y, t))
) 2
q0
v0(x)dw(x)
) 1
2
.(5.2)
Hence, by Lemma 4.9 with Tτ = e−τLw , F(y, t) = (t
√
Lw)me−t
√
Lw f (y), α = 1, and r = q0/2
I .
∫ 1
4
0
u
1
2 I(u)
du
u
.
∫ 1
4
0
u
1
2
du
u
‖Swm,P f ‖L2(v0dw) . ‖Swm,P f ‖L2(v0dw).(5.3)
Finally, (5.2), Fubini’s theorem, the fact that e−τLw ∈ O(L2(w) − Lq0 (w)), (2.5), and Proposition
2.51 imply
II .
∑
j≥1
e−c4
j
∫ ∞
1
4
uθe−u
du
u
(∫
Rn
∫ ∞
0
∫
B(x,2 j+1t)
|(t
√
L)me−t
√
L f (y)|2 dw(y)dt
tw(B(y, t))
v0(x)dw(x)
) 1
2
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.
∑
j≥1
e−c4
j
2 jθv0 ,w‖Swm,P f ‖L2(v0dw) . ‖Swm,P f ‖L2(v0dw).
This and (5.3) imply (5.1) and the proof is complete. 
5.1.3. Proof of Theorem 3.1, part (d). Fix w ∈ A2, f ∈ L2(w), and m ∈ N. We shall use extrapola-
tion to prove this result. In particular, by Theorem 2.47, part (d) (or part (a) if p+(Lw)∗w = ∞) it is
enough to show that
‖Swm,P f ‖L2(v0dw) . ‖swm,P f ‖L2(v0dw), ∀v0 ∈ A 2p−(Lw) (w) ∩ RH
(
p+(Lw)∗w
2
)′(w).(5.4)
To prove this inequality, first of all note that since v0 ∈ A 2
p−(Lw)
(w) ∩ RH( p+(Lw)∗w
2
)′(w) by Remark
2.48 (with p˜ = p−(Lw), q˜ = p+(Lw), q1 = 2, and k˜ = 1), we can find p0, r̂, r, q0 such that rw < r̂ < 2,
1 <
q0
2
≤ r < ∞, v0 ∈ A 2
p0
(w) ∩ RHr′(w), and
1 + r̂n
(
1
2r
− 1
q0
)
> 0.(5.5)
Changing the variable t into 2t and applying the subordination formula (2.24), and Minkowski’s
integral inequality, we get
‖Swm,P f ‖L2(v0dw) .
∫ 1
4
0
u
1
2 I(u)
du
u
+
∫ ∞
1
4
u
1
2 e−uI(u)
du
u
=: I + II,
where
I(u) :=
(∫
Rn
∫ ∞
0
∫
B(x,2t)
|e− t
2
4u Lw(t
√
Lw)
me−t
√
Lw f (y)|2 dw(y) dt
tw(B(y, 2t))
v0(x)dw(x)
) 1
2
.
For 0 < u < 1/4, since v0 ∈ A 2
p0
(w) ∩ RHr′(w) with r ≥ q0/2, Lemma 4.9 with Tτ = e−τLw ,
F(y, t) = (t
√
Lw)me−t
√
Lw f (y), and α = 2 implies
I(u) . u
n̂r
(
1
4r− 12q0
)(∫
Rn
∫ ∞
0
|(t
√
Lw)
me−t
√
Lw f (y)|2 dt
t
v0(y)dw(y)
) 1
2
= u
n̂r
(
1
4r− 12q0
)
‖swm,P f ‖L2(v0dw).
Therefore, (5.5) yields
I .
∫ 1
4
0
u
1
2
+n̂r
(
1
4r− 12q0
)
du
u
‖swm,P f ‖L2(v0dw) . ‖swm,P f ‖L2(v0dw).
To estimate II apply (2.5), the fact that e−τLw ∈ O(Lp0 (w) − L2(w)), (2.17) (recall that v0 ∈ A 2
p0
),
and Fubini’s theorem to conclude
II .
∑
j≥1
e−c4
j
∫ ∞
1
4
uθe−u
du
u
(∫
Rn
∫ ∞
0
(
−
∫
B(x,2 j+2t)
|(t
√
Lw)
me−t
√
Lw f (y)|p0dw(y)
)2
p0 dt
t
v0(x)dw(x)
)1
2
.
∑
j≥1
e−c4
j
(∫
Rn
∫ ∞
0
−
∫
B(x,2 j+2t)
|(t
√
Lw)
me−t
√
Lw f (y)|2d(v0w)(y)
dt
t
v0(x)dw(x)
) 1
2
.
∑
j≥1
e−c4
j
(∫
Rn
∫ ∞
0
|(t
√
Lw)
me−t
√
Lw f (y)|2−
∫
B(y,2 j+2t)
d(v0w)(x)
dt
t
v0(y)dw(y)
) 1
2
. ‖swm,P f ‖L2(v0dw).

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5.1.4. Proof of Theorem 3.2, parts (a) and (b). Fix w ∈ A2, f ∈ L2(w), and K ∈ N0. Following the
notation in Proposition 4.2 consider Tt = ∇e−t2Lw and F(y, t) = t(t
√
Lw)m f (y). Note that F satisfies
condition (i) in that proposition. Besides, for max{rw, (q−(Lw))w,∗} < p0 < 2 < q0 < q+(Lw),
by Lemma 2.45 with α = 1 and S t = e−
t2
2
Lw , we have that Tt satisfies conditions (ii) and (iii) in
Proposition 4.2.
Moreover, note that for all 0 < p < q+(Lw) and v ∈ RH( q+(Lw)
p
)′(w), we can find q0 satisfying
max{2, p} < q0 < q+(Lw) so that v ∈ RH( q0
p
)′(w). Hence, Proposition 4.2, part (b), implies
‖gwK,H f ‖Lp(vdw) . ‖GwK,H f ‖Lp(vdw),
which proves part (a).
If we now take max{rw, (q−(Lw))w,∗} < p < ∞ and v ∈ A p
max{rw ,(q−(Lw))w,∗}
(w), we can find p0
satisfying max{rw, (q−(Lw))w,∗} < p0 < min{2, p} (recall that rw < 2 and (q−(Lw))w,∗ < q−(Lw) < 2)
so that v ∈ A p
p0
(w). Hence, Proposition 4.2, part (a), implies
‖GwK,H f ‖Lp(vdw) . ‖gwK,H f ‖Lp(vdw),
which proves part (b). 
5.1.5. Proof of Theorem 3.2, part (c). We proceed as in the proof of Theorem 3.1, part (c), but in
this case we need to prove, for every K ∈ N0,
‖gwK,P f ‖L2(v0dw) . ‖GwK,P f ‖L2(v0dw), ∀v0 ∈ A 2max{rw ,(q−(Lw))w,∗} (w) ∩ RH
(
q+(Lw)
2
)′(w),
instead of (5.1). To this end, fix p0 and q0 satisfying max{rw, (q−(Lw))w,∗} < p0 < 2 < q0 <
q+(Lw) so that v0 ∈ A 2
p0
(w) ∩ RH( q0
2
)′(w). From now on, the proof follows the lines of that of
Theorem 3.1, part (c), replacing p+(Lw) with q+(Lw), using (4.1) with Tt2 = ∇e−
t2
4u Lw and F(y, t) =
t(t
√
Lw)Ke−t
√
Lw f (y), and Remark 4.13 with the previous F(y, t), instead of Lemma 4.9, and Lemma
2.45 with q = q0, p = 2, α = 2
√
u, and S t equal to the identity, instead of the fact that e−τLw ∈
O(L2(w) − Lq0 (w)). 
5.1.6. Proof of Theorem 3.2, part (d). We proceed as in the proof of Theorem 3.1, part (d), but
now we prove, for every K ∈ N0,
‖GwK,P f ‖L2(v0dw) . ‖gwK,P f ‖L2(v0dw), ∀v0 ∈ A 2max{rw ,(q−(Lw))w,∗} (w) ∩ RH
(
q+(Lw)∗w
2
)′(w),
instead of (5.4). To this end, note that, by Remark 2.48 (with p˜ = max{rw, (q−(Lw))w,∗}, q˜ =
q+(Lw), q1 = 2, and k˜ = 1), we can find p0, r̂, r, q0 such that rw < r̂ < 2, 1 <
q0
2
≤ r < ∞,
v0 ∈ A 2
p0
(w) ∩ RHr′(w), and
1 + r̂n
(
1
2r
− 1
q0
)
> 0.
Hereafter, we can follow the proof of Theorem 3.1, part (d), but using Remark 4.13 with F(y, t) =
t(t
√
Lw)Ke−t
√
Lw f (y), instead of Lemma 4.9, and Lemma 2.45 with p = p0, q = 2, α = 2
√
u, and S t
equal to the identity, instead of the fact that e−τLw ∈ O(Lp0 (w) − L2(w)). 
5.2. Boundedness results.
Proof of Theorem 3.4. The proof follows at once by Theorem 2.34 and Propositions 4.5, part (b),
4.15, and 4.16. 
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Proof of Theorem 3.5. The boundedness of swm,H follows by Theorem 3.1, part (a), and Theorems
3.4 and 2.34, since p+(Lw) < p+(Lw)m,∗w , for all m ∈ N.
The boundedness of swm,P follows by (4.30) and the boundedness of s
w
m,H. 
Proof of Theorem 3.6. The boundedness of gwK,H and g
w
K,P follow by (4.29) and Theorem 3.5, since
Wwv (q−(Lw), q+(Lw)) ⊂ Wwv (p−(Lw), p+(Lw)). 
Proof of Theorem 3.7. The proof follows by Theorem 4.20 and the fact that NwH and Sw2,H are
bounded operators on Lp(vdw) for all p ∈ Wwv (p−(Lw),∞) (see Theorem 2.34, and [10] or [20,
Proposition 7.1]). 
Finally, we prove Theorem 3.8. To this end, we need the following Calderón-Zygmund decom-
position for functions on weighted Sobolev spaces
Lemma 5.6. [5, Lemma 6.6]. Let n ≥ 1, α > 0, ̟ ∈ A∞, and 1 ≤ p < ∞ such that ̟ ∈ Ap.
Assume that f ∈ S such that ‖∇ f ‖Lp(̟) < ∞. Then, there exist a collection of balls {Bi}i with radii
rBi , smooth functions {bi}i, and a function g ∈ L1loc(̟) such that
(5.7) f = g +
∞∑
i=1
bi
and the following properties hold:
(5.8) |∇g(x)| ≤ Cα, for µ − a.e. x,
(5.9) supp bi ⊂ Bi and
∫
Bi
|∇bi(x)|pd̟(x) ≤ Cαp̟(Bi),
(5.10)
∞∑
i=1
̟(Bi) ≤
C
αp
∫
Rn
|∇ f (x)|pd̟(x),
(5.11)
∞∑
i=1
14Bi ≤ N,
where C and N depend only on n, p, and ̟. In addition, for 1 ≤ q < p∗̟ , where p∗̟ is defined in
(2.21),
(5.12)
(
−
∫
Bi
|bi|qd̟
) 1
q
. αrBi .
Proof of Theorem 3.8. In [12, Proposition 6.1] the authors proved that, for all f ∈ S and
p ∈ Wwv (max{rw, p−(Lw)}, p+(Lw)) =
(
rv(w)max{rw, p−(Lw)},
p+(Lw)
sv(w)
)
,
it holds
‖
√
Lw f ‖Lp(vdw) . ‖∇ f ‖Lp(vdw).(5.13)
Here we extend this boundedness for all
p ∈ Wwv (max{rw, (p−(Lw))w,∗}, p+(Lw)) =
(
rv(w)max{rw, (p−(Lw))w,∗},
p+(Lw)
sv(w)
)
,
(we recall that (p−(Lw))w,∗ < p−(Lw), see (2.20)).
First of all, note that we may assume that rw < p−(Lw). Otherwise,
max{rw, p−(Lw)} = max{rw, (p−(Lw))w,∗}
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and by [12, Proposition 6.1] (see (5.13)) the proof would be complete. Hence, assuming that rw <
p−(Lw), let us extend (5.13) for all p ∈ Wwv (max{rw, (p−(Lw))w,∗}, p+(Lw)).
To lighten the proof we denote p− := p−(Lw) and p+ := p+(Lw). Besides, we fix p satisfying:
rv(w)max{rw, (p−)w,∗} < p < rv(w)p− = rv(w)max{rw, p−}.(5.14)
We shall show that
vw
({
x ∈ Rn :
√
Lw f (x) > α
})
.
1
αp
∫
Rn
|∇ f (x)|pv(x)dw(x), ∀α > 0.(5.15)
This, together with (5.13), will allow us to conclude the proof Theorem 3.8 by interpolation (see
[8] and recall that by Remark 2.15 vw ∈ A∞). Thus, let us prove (5.15).
To this end, note that the interval(
rv(w)p−,min
{
p+
sv(w)
, p∗vw
})
, ∅.(5.16)
Indeed, by hypothesis we have thatWwv (max{rw, p−}, p+) , ∅. Then, in view of (2.12) and recalling
that we are assuming that rw < p−, our hypothesis implies that
rv(w)p− <
p+
sv(w)
.
Therefore, we just need to show that
rv(w)p− < p∗vw.
In order to prove this, notice that we can assume that nrvw > p (otherwise p∗vw = ∞ and the
inequality is trivial). Hence, by (5.14), (2.21), and Remark 2.15,
1
p∗vw
=
1
p
− 1
nrvw
<
1
rv(w)(p−)w,∗
− 1
nrvw
=
nrw + p−
rv(w)p−nrw
− 1
nrvw
=
1
rv(w)p−
− 1
nrvw
(
1 − rvw
rwrv(w)
)
≤ 1
rv(w)p−
.
Therefore, in view of (5.16), we can take
rv(w)p− < p1 < min
{
p+
sv(w)
, p∗vw
}
.(5.17)
In particular,
v ∈ A p1
p−
(w) ∩ RH( p+
p1
)′(w).(5.18)
Next, fix α > 0 and take a Calderón-Zygmund decomposition of f at height α as in Lemma 5.6, for
̟ = vw, and p as in (5.14). Note that, by Remark 2.15 vw ∈ A∞ and rvw ≤ rwrv(w) < p. Moreover,
let bi, g, and {Bi} be the functions and the collection of balls given by Lemma 5.6, and let M ∈ N.
We define BrBi := (I − e
−r2Bi Lw)M and ArBi := I − BrBi =
∑M
k=1Ck,Me
−kr2Bi . Hence, we can write
f = g +
∑
i∈N ArBibi +
∑
i∈N BrBibi =: g + b˜ + b̂, and then
(5.19) vw
({
x ∈ Rn :
√
Lw f (x) > α
})
≤ vw
({
x ∈ Rn :
√
Lwg(x) >
α
3
})
+ vw
({
x ∈ Rn :
√
Lw b˜(x) >
α
3
})
+ vw
({
x ∈ Rn :
√
Lw b̂(x) >
α
3
})
=: I + II + III.
In order to estimate I, first recall that p < p1 (see (5.14) and (5.17)). Then, apply Chebyshev’s
inequality, (5.13), and properties (5.8)-(5.11) to obtain
(5.20)
I .
1
αp1
∫
Rn
|
√
Lwg(x)|p1v(x)dw(x) . 1
αp1
∫
Rn
|∇g(x)|p1v(x)dw(x) . 1
αp
∫
Rn
|∇g(x)|pv(x)dw(x)
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.
1
αp
(∫
Rn
|∇ f (x)|pv(x)dw(x) +
∑
i∈N
∫
Rn
|∇bi(x)|pv(x)dw(x)
)
.
1
αp
∫
Rn
|∇ f (x)|pv(x)dw(x).
In order to estimate II and III we shall use the following inequality:
(5.21)
(∑
i∈N
∫
Bi
(
Mvw(|u|p′1 )(x)
) 1
p′
1 v(x)dw(x)
)p1
.
(∫
∪i∈NBi
(
Mvw(|u|p′1 )(x)
) 1
p′
1 v(x)dw(x)
)p1
. vw(∪i∈NBi)‖u‖p1
Lp
′
1 (vdw)
.
1
αp
∫
Rn
|∇ f (x)|pv(x)dw(x),
where u ∈ Lp′1(vdw) such that ‖u‖
Lp
′
1 (vdw)
= 1. The inequality follows by Kolmogorov’s inequality
(see [16, Exercise 2.1.5], and follow the proof suggested there replacing the Lebesgue measure with
the measure given by the weight vw). Besides, in the last inequality we have applied (5.10).
After this observation let us estimate II. By Chebyshev’s inequality, (5.13) and the definition of
b˜, we have
(5.22) II .
1
αp1
∫
Rn
∣∣√Lw b˜(x)∣∣p1v(x)dw(x) . 1
αp1
∫
Rn
∣∣∇b˜(x)∣∣p1v(x)dw(x)
.
1
αp1
 sup
‖u‖
L
p′
1 (vdw)
=1
∑
i∈N
M∑
k=1
Ck,M
∑
j≥1
∫
C j(Bi)
|∇e−kr2Bi Lwbi(x)| |u(x)|v(x)dw(x)
p1 .
By Hölder’s inequality and the fact that
√
τ∇e−τLw ∈ F (Lp1 (vw)− Lp1(vw)) (see (5.17) and Lemma
2.41), we estimate the integral in x as follows∫
C j(Bi)
|∇e−kr2Bi Lwbi(x)| |u(x)|v(x)dw(x)
.
1
rBi
(∫
C j(Bi)
∣∣√krBi∇e−kr2Bi Lwbi(x)∣∣p1d(vw)(x)
) 1
p1
(∫
C j(Bi)
|u(x)|p′1d(vw)(x)
) 1
p′
1
.
e−c4
j
rBi
vw(2 j+1Bi)
(
−
∫
Bi
|bi(x)|p1d(vw)(x)
) 1
p1
(
−
∫
2 j+1Bi
|u(x)|p′1d(vw)(x)
) 1
p′
1
. αe−c4
j
vw(Bi) inf
x∈Bi
(
Mvw(|u|p′1 )(x)
) 1
p′
1 ,
where in the last inequality we have used (5.12) (see (5.17)), and (2.5). Plugging this into (5.22)
and applying (5.21), we have
(5.23) II .
 sup
‖u‖
L
p′
1 (vdw)
=1
∑
i∈N
M∑
k=1
Ck,M
∑
j≥1
e−c4
j
∫
Bi
(
Mvw(|u|p′1 )(x)
) 1
p′
1 v(x)dw(x)
p1
.
 sup
‖u‖
L
p′
1 (vdw)
=1
∑
i∈N
∫
Bi
(
Mvw(|u|p′1 )(x)
) 1
p′
1 v(x)dw(x)
p1 . 1
αp
∫
Rn
|∇ f (x)|pv(x)dw(x).
Finally, we estimate III. By (5.10) and (2.5), we have
(5.24) III . vw
(⋃
i∈N
4Bi
)
+ vw
({
x ∈ Rn \
⋃
i∈N
4Bi :
√
Lw b̂(x) >
α
3
})
.
1
αp
∫
Rn
|∇ f (x)|pv(x)dw(x) + III,
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where
III := vw
({
x ∈ Rn \
⋃
i∈N
4Bi :
√
Lw b̂(x) >
α
3
})
.
Again by Chebyshev’s inequality and duality, proceeding as in the estimate of term II, we have
(5.25)
III . 1
αp1
 sup
‖u‖
L
p′
1 (vdw)=1
∑
i∈N
∑
j≥2
(∫
C j(Bi)
∣∣∣√LwBrBibi(x)∣∣∣p1 v(x)dw(x)
) 1
p1
‖u1C j(Bi)‖Lp′1 (vdw)
p1
=:
1
αp1
 sup
‖u‖
L
p′
1 (vdw)=1
∑
i∈N
∑
j≥2
IIIi j‖u1C j(Bi)‖Lp′1 (vdw)
p1 .
We estimate IIIi j by using (2.33) and Minkowski’s integral inequality:
(5.26) IIIi j .
(∫
C j(Bi)
(∫ ∞
0
∣∣∣tLwe−t2LwBrBibi(x)∣∣∣ dtt
)p1
v(x)dw(x)
) 1
p1
.
∫ ∞
0
(∫
C j(Bi)
∣∣∣tLwe−t2LwBrBibi(x)∣∣∣p1 v(x)dw(x)
) 1
p1 dt
t
.
We compute the above integral in x by using functional calculus. The notation is taken from [1],
[5, Section 7], and [12]. We write ϑ ∈ [0, π/2) for the supremum of |arg(〈Lw f , f 〉L2(w))| over all f
in the domain of Lw. Let 0 < ϑ < θ < ν < µ < π/2 and note that, for a fixed t > 0, φ(z, t) :=
e−t
2z(1 − e−r2Bi z)M is holomorphic in the open sector Σµ = {z ∈ C \ {0} : |arg(z)| < µ} and satisfies
|φ(z, t)| . |z|M (1 + |z|)−2M (with implicit constant depending on µ, t > 0, rBi , and M) for every
z ∈ Σµ. Hence, we can write
φ(Lw, t) =
∫
Γ
e−zLwη(z, t)dz, where η(z, t) =
∫
γ
eζzφ(ζ, t)dζ.
Here Γ = ∂Σ π
2
−θ with positive orientation (although orientation is irrelevant for our computations)
and γ = R+ei sign(Im(z)) ν. It is not difficult to see that for every z ∈ Γ,
|η(z, t)| . r
2M
Bi
(|z| + t2)M+1 .
By these observations, the fact that zLwe−zLw ∈ O(Lp1(vw) − Lp1(vw)) (see (5.18)), (5.12) (recall
(5.17)) and since j ≥ 2, we have
(∫
C j(Bi)
∣∣∣tLwe−t2LwBrBibi(x)∣∣∣p1 v(x)dw(x))
1
p1
(5.27)
. vw(2 j+1Bi)
∫
Γ
(
−
∫
C j(Bi)
∣∣zLwe−zLwbi(x)∣∣p1 d(vw)(x)
) 1
p1 r2MBi t
(|z| + t2)M+1
|dz|
|z|
. vw(2 j+1Bi)
1
p1 2 jθ1
∫
Γ
Υ
(
2 jrBi
|z| 12
)θ2
e−c
4 j r2Bi
|z|
r2MBi t
(|z| + t2)M+1
|dz|
|z|
(
−
∫
Bi
|bi(x)|p1d(vw)(x)
) 1
p1
. αrBivw(2
j+1Bi)
1
p1 2 jθ1
∫ ∞
0
Υ
(
2 jrBi
s
1
2
)θ2
e−c
4 j r2Bi
s
r2MBi t
(s + t2)M+1
ds
s
.
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. αrBivw(2
j+1Bi)
1
p1 2 jθ1
∫ ∞
0
Υ (s)θ2 e−cs
2 r2MBi t
(4 jr2Bi/s
2 + t2)M+1
ds
s
,
where in the last inequality we have change the variable s into 4 jr2Bi/s
2. Plugging this and (5.27)
into (5.26), and changing the variable t into 2 jrBi t, we obtain, for M ∈ N such that 2M > θ2,
IIIi j . αvw(2 j+1Bi)
1
p1 2− j(2M+1−θ1 )
∫ ∞
0
t
∫ ∞
0
Υ (s)θ2 e−cs
2 1
(1/s2 + t2)M+1
ds
s
dt
t
. αvw(2 j+1Bi)
1
p1 2− j(2M+1−θ1 )
(∫ 1
0
t
dt
t
∫ ∞
0
Υ (s)θ2 e−cs
2
s2M+2
ds
s
+
∫ ∞
1
t−1
dt
t
∫ ∞
0
Υ (s)θ2 e−cs
2
s2M
ds
s
)
. αvw(2 j+1Bi)
1
p1 2− j(2M+1−θ1 ).
Consequently, in view of (5.25), by (2.13) and taking M ∈ N large enough satisfying 2M >
max {θ2, θ1 + rwrv(w)n − 1} , we get
III .
 sup
‖u‖
L
p′
1 (vdw)=1
∑
i∈N
vw(Bi) inf
x∈Bi
(
Mvw(|u|p′1 )(x)
) 1
p′
1
p1
.
 sup
‖u‖
L
p′
1 (vdw)=1
∫
∪i∈NBi
(
Mvw(|u|p′1 )(x)
) 1
p′
1 v(x)dw(x)
p1 . 1
αp
∫
Rn
|∇ f (x)|pv(x)dw(x),
where in the last inequality we have used (5.21). This and (5.24) imply that
III .
1
αp
∫
Rn
|∇ f (x)|pv(x)dw(x),
which, in turn, together with (5.19), (5.20), and (5.23), implies (5.15), and the proof is complete. 
6. Unweighted boundedness for degenerate operators
In this section we prove unweighted results for degenerate operators. That is, we show bounded-
ness on Lp(Rn) for the degenerate operators defined in (2.26)-(2.33). We obtain this from our results
on Lp(vdw), by taking v = w−1. The statements of our results are written so that the ranges where
we obtain those boundedness results depend on the weight w, but do not depend on the operator Lw.
Before being more precise, we observe that since we assume that n ≥ 2, we have that 2∗w = ∞ if
and only if n = 2 and rw = 1. Otherwise,
2∗w =
nrw2
nrw − 2
.
In particular,
2∗w =
{
2nrw
nrw−2 if nrw > 2,
∞ if nrw = 2;
and (2∗w)
′ =
{
2nrw
nrw+2
if nrw > 2,
1 if nrw = 2.
(6.1)
Besides, for all M ∈ N
(2∗w)
M,∗
w = 2
M+1,∗
w .(6.2)
Finally, from [12] we know that
p−(Lw) = q−(Lw) < (2∗w)
′ < 2 < min{2∗w, q+(Lw)} ≤ max{2∗w, q+(Lw)} < q+(Lw)∗w < p+(Lw).(6.3)
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Corollary 6.4. Given w ∈ A2, for m ∈ N and (2∗w)′sw < p < 2
∗
w
rw
, the vertical square functions
s
w
m,H and s
w
m,P can be extended to bounded operators on L
p(Rn). In particular, we have this in the
following cases:
(a) If rw = 1, for n = 2, w ∈ A1 ∩ RHp′ , 1 < p < ∞; and for n > 2, w ∈ A1 ∩ RH( (n+2)p
2n
)′ ,
2n
n+2 < p <
2n
n−2 .
(b) If rw > 1, for 1 < r ≤ 2, w ∈ Ar ∩ RH( (nr+2)p
2nr
)′ , 2nrnr+2 < p < 2nnr−2 .
Proof. Fix w ∈ A2, m ∈ N, and (2∗w)′sw < p < 2
∗
w
rw
. Then, by (6.3), we have that p−(Lw)sw < p <
p+(Lw)
rw
. Consequently, by (2.9),
w ∈ RH( p
p−(Lw)
)′ ∩ A p+(Lw)
p
,
which in view of (2.8) yields
w−1 ∈ A p
p−(Lw)
(w) ∩ RH( p+(Lw)
p
)′(w).
Hence taking v = w−1 in Theorem 3.5, we conclude that swm,H and s
w
m,P can be extended to bounded
operators on Lp(Rn).
Assume now that rw = 1, in particular w ∈ A2, and note that, since we are assuming that n ≥ 2
by (6.1),
2∗w =
{
2n
n−2 if n > 2,
∞ if n = 2; and (2
∗
w)
′ =
{
2n
n+2 if n > 2,
1 if n = 2.
Thus, for n = 2 since 2∗w = ∞, the conditions 1 < p < ∞ and w ∈ A1 ∩ RHp′ , can be written
as (2∗w)′sw < p <
2∗w
rw
. If now n > 2, note that again the conditions 2nn+2 < p <
2n
n−2 and w ∈
A1 ∩ RH( (n+2)p
2n
)′ , can be written as (2∗w)′sw < p < 2∗wrw .
Assume next that rw > 1 and w ∈ Ar ∩ RH( (nr+2)p
2nr
)′ , for 1 < r ≤ 2 and 2nrnr+2 < p < 2nnr−2 . This can
be written as w ∈ Ar ⊆ A2 and, since rw < r,
(2∗w)
′sw =
2nrw
nrw + 2
sw <
2nr
nr + 2
sw < p <
2nr
rw(nr − 2)
<
2nrw
rw(nrw − 2)
=
2∗w
rw
.

Corollary 6.5. Given w ∈ A2, for K ∈ N0 and (2∗w)′sw < p ≤ 2rw , the vertical square functions
g
w
K,H and g
w
K,P can be extended to bounded operators on L
p(Rn). In particular, we have this in the
following cases:
(a) If rw = 1, for n = 2, w ∈ A1 ∩RHp′ , and 1 < p ≤ 2; and, for n > 2, w ∈ A1 ∩RH( (n+2)p
2n
)′ , and
2n
n+2 < p ≤ 2.
(b) If rw > 1, for 1 < r ≤ 2, w ∈ Ar ∩ RH( (nr+2)p
2nr
)′ , 2nrnr+2 < p ≤ 2r .
Proof. Fix w ∈ A2, K ∈ N0, and (2∗w)′sw < p ≤ 2rw . Then, by (6.3), we have that q−(Lw)sw < p <
q+(Lw)
rw
. Consequently, by (2.9),
w ∈ RH( p
q−(Lw)
)′ ∩ A q+(Lw)
p
,
which in view of (2.8) yields
w−1 ∈ A p
q−(Lw)
(w) ∩ RH( q+(Lw)
p
)′(w).
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Hence taking v = w−1 in Theorem 3.6, we conclude that gwK,H and g
w
K,P can be extended to bounded
operators on Lp(Rn).
In particular if rw = 1, for n = 2 since 2∗w = ∞ (see (6.1)), the conditions 1 < p ≤ 2 and
w ∈ A1 ∩ RHp′ , can be written as (2∗w)′sw < p ≤ 2rw . If now n > 2, we have that (2∗w)′ =
2n
n+2 . Then,
the conditions 2nn+2 < p ≤ 2 and w ∈ A1∩RH( (n+2)p
2n
)′ , can be written as (2∗w)′sw < p ≤ 2rw (see (6.1)).
If now rw > 1, 1 < r ≤ 2, and w ∈ Ar ∩ RH( (nr+2)p
2nr
)′ with 2nrnr+2 < p ≤ 2r . This can be written as
w ∈ Ar ⊆ A2 and, since rw < r,
(2∗w)
′sw =
2nrw
nrw + 2
sw <
2nr
nr + 2
sw < p ≤
2
r
<
2
rw
.

Corollary 6.6. Given w ∈ A2, for m ∈ N and (2∗w)′sw < p < 2
2m,∗
w
rw
, the conical square functions
Sw2m−1,H, Sw2m−1,P, Gw2m−1,H and Gw2m−1,P can be extended to bounded operators on Lp(Rn). In partic-
ular, this holds in the following cases:
(a) If rw = 1, for n = 2, w ∈ A1 ∩ RHp′ , and 1 < p < ∞; and, for n > 2, w ∈ A1 ∩ RH( (n+2)p
2n
)′ ,
and 2nn+2 < p < 2
2m,∗
w .
(b) If rw > 1, for 1 < r ≤ 2, w ∈ Ar ∩ RH( (nr+2)p
2nr
)′ , and 2nn+2 < p < ∞, if nr ≤ 4m, and
2nr
nr+2 < p <
2n
nr−4m , if nr > 4m.
Note that
(
2nr
nr+2 ,
2n
nr−4m
)
is a not empty interval for n < 4m + 1 and 1 < r ≤ 2.
Proof. Fix w ∈ A2, m ∈ N, and (2∗w)′sw < p < 2
2m,∗
w
rw
. Then, by (6.3) and (6.2), we have that
p−(Lw)sw < p <
p+(Lw)
2m−1,∗
w
rw
. Consequently, by (2.9),
w ∈ RH( p
p−(Lw)
)′ ∩ A p+(Lw)2m−1,∗w
p
,
which in view of (2.8) yields
w−1 ∈ A p
p−(Lw)
(w) ∩ RH(
p+(Lw)
2m−1,∗
w
p
)′(w).
Hence taking v = w−1 in Theorem 3.4, we conclude that Sw2m−1,H, Sw2m−1,P, Gw2m−1,H, and Gw2m−1,P
can be extended to bounded operators on Lp(Rn).
If now we assume that rw = 1 (in particular w ∈ A2). Then, for n = 2 since 2∗w = ∞ (see (6.1))
we have that 22m,∗w = ∞ (see (6.2)). Thus, the conditions 1 < p < ∞ and w ∈ A1 ∩ RHp′ , can be
written as (2∗w)
′sw < p < 2
2m,∗
w
rw
. Similarly, in view of (6.1), if n > 2, the conditions 2nn+2 < p < 2
2m,∗
w
and w ∈ A1 ∩ RH( (n+2)p
2n
)′ , can be written as
(2∗w)
′sw =
2n
n + 2
sw < p < 2
2m,∗
w =
22m,∗w
rw
.
Assume next that rw > 1, 1 < r ≤ 2, and w ∈ Ar ∩ RH( (nr+2)p
2nr
)′ , in particular, notice that w ∈ A2.
In the case that nr ≤ 4m we take 2nrnr+2 < p < ∞. Then, since 22m,∗w = ∞, we in fact have
(2∗w)
′sw =
2nrw
nrw + 2
sw <
2nr
nr + 2
sw < p < ∞ = 2
2m,∗
w
rw
.
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As for the case that nr > 4m, we take 2nrnr+2 < p <
2n
nr−4m . Thus, since rw < r, we get
(2∗w)
′sw =
2nrw
nrw + 2
sw <
2nr
nr + 2
sw < p <
2nr
rw(nr − 4m)
<
2nrw
rw(nrw − 4m)
=
22m,∗w
rw
.

Corollary 6.7. Given w ∈ A2, for (2∗w)′sw < p < ∞ we have that NwH can be extended to a bounded
operator on Lp(Rn). In particular, this holds in the following cases:
(a) If rw = 1, for n = 2, w ∈ A1 ∩ RHp′ , and 1 < p < ∞; and for n > 2, w ∈ A1 ∩ RH( (n+2)p
2n
)′ ,
and 2nn+2 < p < ∞.
(b) If rw > 1, for 1 ≤ r < 2, w ∈ Ar ∩ RH( (nr+2)p
2nr
)′ , and 2nrnr+2 < p < ∞.
Proof. Fix w ∈ A2 and (2∗w)′sw < p < ∞. Then, by (6.3) and (6.2), we have that p−(Lw)sw < p < ∞.
Consequently, by (2.9),
w ∈ RH( p
p−(Lw)
)′ ,
which in view of (2.8) yields
w−1 ∈ A p
p−(Lw)
(w).
Hence taking v = w−1 in Theorem 4.27, we conclude thatNwH can be extended to a bounded operator
on Lp(Rn).
Assume now that rw = 1 (in particular, w ∈ A2). For n = 2, since 2∗w = ∞ (see (6.1)), the
conditions 1 < p < ∞ and w ∈ A1∩RHp′ , can be written as (2∗w)′sw < p < ∞. If now n > 2, in view
of (6.1), the conditions 2nn+2 < p < ∞ and w ∈ A1 ∩ RH( (n+2)p
2n
)′ , can be written as (2∗w)′sw < p < ∞.
Assume next that rw > 1 and w ∈ Ar∩RH( (nr+2)p
2nr
)′ , for 1 < r ≤ 2 and 2nrnr+2 < p < ∞. In particular,
w ∈ A2. Besides, since rw < r in view on (6.1), we can write the previous conditions as
(2∗w)
′sw =
2nrw
nrw + 2
sw <
2nr
nr + 2
sw < p < ∞.

Corollary 6.8. Given w ∈ A2, for (2∗w)′sw < p < 2
2,∗
w
rw
we have thatNwP can be extended to a bounded
operator on Lp(Rn). In particular, this holds in the following cases:
(a) If rw = 1, for n = 2, w ∈ A1 ∩ RHp′ , and 1 < p < ∞; and for n > 2, w ∈ A1 ∩ RH( (n+2)p
2n
)′ ,
and 2nn+2 < p < 2
2,∗
w .
(b) If rw > 1, for 1 ≤ r < 2, w ∈ Ar ∩ RH( (nr+2)p
2nr
)′ , and 2nrnr+2 < p < ∞, if nr ≤ 4, or
2nr
nr+2 < p <
2n
nr−4 , if nr > 4.
Note that the interval
(
2nr
nr+2 ,
2n
nr−4
)
is not empty for n < 5 and 1 < r ≤ 2.
Proof. Fix w ∈ A2 and (2∗w)′sw < p < 2
2,∗
w
rw
. Then, by (6.3) and (6.2), we have that p−(Lw)sw < p <
p+(Lw)∗w
rw
. Consequently, by (2.9),
w ∈ RH( p
p−(Lw)
)′ ∩ A p+(Lw)∗w
p
,
which in view of (2.8) yields
w−1 ∈ A p
p−(Lw)
(w) ∩ RH( p+(Lw)∗w
p
)′(w).
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Hence taking v = w−1 in Theorem 3.7, we conclude thatNwP can be extended to a bounded operator
on Lp(Rn).
To obtain parts (a) and (b) we proceed as in the proof Corollary 6.6 taking m = 1. 
Corollary 6.9. Given w ∈ A2, for max
{
rw, ((2∗w)′)w,∗
}
sw < p <
2∗w
rw
, we have that
√
Lw can be
extended to a bounded operator on Lp(Rn). In particular, this is the case in the following situations:
(a) For p = 2, 1 ≤ rw < 2n + 1 and sw < min
{
2
rw
, nrw+4nrw
}
((sw)′ > max
{(
2
rw
)′
, nrw
4
+ 1
}
).
(b) If rw = 1 and n = 2 for w ∈ A1 ∩ RHp′ and 1 < p < ∞; if rw = 1 and 2 < n ≤ 4, for
w ∈ A1 ∩ RHp′ and 1 < p < 2nn−2 .
(c) If rw = 1 and n > 4, for w ∈ A1 ∩ RH( p(n+4)
2n
)′ and 2nn+4 < p < 2nn−2 .
(d) If rw > 1, for 1 < r ≤ 2, w ∈ Ar ∩ RH( p
max{r,2rn/(nr+4)}
)′ and max{r, 2rnnr+4} < p < 2nnr−2 .
Proof. Fix w ∈ A2 and max
{
rw, ((2∗w)
′)w,∗
}
sw < p <
2∗w
rw
. Then, by (6.3) and (6.2), we have that
max
{
rw, (p−(Lw))w,∗
}
sw < p <
p+(Lw)
rw
. Consequently, by (2.9),
w ∈ RH( p
max{rw ,(p−(Lw))w,∗}
)′ ∩ A p+(Lw)
p
,
which in view of (2.8) yields
w−1 ∈ A p
max{rw ,(p−(Lw))w,∗}
(w) ∩ RH( p+(Lw)
p
)′(w).
Hence taking v = w−1 in Theorem 3.8, we conclude that
√
Lw can be extended to a bounded operator
on Lp(Rn).
Now, note that, for p = 2, 1 ≤ rw < 2n + 1 and sw < min
{
2
rw
, nrw+4nrw
}
imply that
max
{
rw, ((2
∗
w)
′)w,∗
}
sw = max
{
rw,
2nrw
nrw + 4
}
sw < 2 <
2n
nrw − 2
=
2nrw
rw(nrw − 2)
≤ 2
∗
w
rw
.
To see that (b) and (c) imply that w ∈ A2 and max
{
rw, ((2∗w)
′)w,∗
}
sw < p <
2∗w
rw
, it is enough to
notice that for rw = 1, if 2 ≤ n ≤ 4 we have that max{rw, ((2∗w)′)w,∗} = rw = 1. Moreover, by (6.1),
2∗w = ∞, if n = 2, and 2∗w = 2nn−2 , if n > 2.
On the other hand, if rw = 1 and n > 4, we have that max{rw, ((2∗w)′)w,∗} = ((2∗w)′)w,∗ = 2nn+4 .
Besides, as we have observed above, 2n/(n − 2) = 2∗w = 2∗w/rw.
Finally, part (d) follows from the following observation: for 1 < rw < r ≤ 2,
max
{
r,
2rn
nr + 4
}
> max
{
rw,
2rwn
nrw + 4
}
= max
{
rw, ((2
∗
w)
′)w,∗
}
,
and
2n
nr − 2 <
2nrw
rw(nrw − 2)
=
2∗w
rw
.

Remark 6.10. Note that in Corollary 6.9, part (a), we improve the range obtained in [12, Theorem
11.4]. To see this, note that we define sw as the conjugate exponent of the one defined in [12] using
the same notation.
Acknowledgements
I thank J.M. Martell for some valuable comments.
42 CRUZ PRISUELOS ARRIBAS
References
[1] Auscher, P. On necessary and sufficient conditions for Lp-estimates of Riesz transforms associated to elliptic op-
erators on Rn and related estimates. Mem. Amer. Math. Soc. 186, 871 (2007), xviii+75. 2, 4, 9, 10, 12, 15, 29,
36
[2] P. Auscher, Change of Angle in tent spaces, C. R. Math. Acad. Sci. Paris. 349 (2011), no. 5-6, 297-301. 14
[3] Auscher, P., Hofmann, S., Lacey, M., McIntosh, A., and Tchamitchian, P. The solution of the Kato square root
problem for second order elliptic operators on Rn. Ann. of Math. (2) 156, 2 (2002), 633–654. 2, 4
[4] Auscher, P., Hofmann, S., and Martell, J.-M. Vertical versus conical square functions, Trans. Amer. Math. Soc.
364, 10 (2012), 5469–5489. 2, 3, 4, 10, 29
[5] Auscher, P., and Martell, J. M. Weighted norm inequalities, off-diagonal estimates and elliptic operators. III.
Harmonic analysis of elliptic operators. J. Funct. Anal. 241, 2 (2006), 703–746. 2, 4, 15, 29, 33, 36
[6] Auscher, P., andMartell, J. M.Weighted norm inequalities, off-diagonal estimates and elliptic operators. I. General
operator theory and weights. Adv. Math. 212, 1 (2007), 225–276. 2, 6, 7, 12
[7] Auscher, P., andMartell, J. M. Weighted norm inequalities, off-diagonal estimates and elliptic operators. II. Off-
diagonal estimates on spaces of homogeneous type. J. Evol. Equ. 7, 2 (2007), 265–316. 2, 11
[8] Badr, N. Real interpolation of Sobolev spaces. Math. Scand. 105, 2 (2009), 235–264. 5, 34
[9] Chen, L., Martell, J. M., and Prisuelos Arribas, C. Conical square functions for degenerate elliptic operators.
Adv. Cal. Var. (2017), https://doi.org/10.1515/acv-2016-0062. 2, 3, 4, 10, 12, 14, 15, 23, 24
[10] Chen, L., Martell, J. M., and Prisuelos Arribas, C. The weighted regularity problem for degenerate elliptic
operators. Preprint (2018). 4, 12, 18, 26, 29, 33
[11] D.V. Cruz-Uribe, J.M. Martell, C. Perez Weights Extrapolation and the Theory of Rubio de Francia, Operator
Theory: Advances and Applications, 215. Birkhäuser/Springer Basel AG, Basel, 2011. 12
[12] Cruz-Uribe, D., Martell, J. M., and Rios, C. On the Kato problem and extensions for degenerate elliptic operators.
arXiv:1510.06790. Analysis and PDE, 11 (2018), 3, 609-660. 2, 4, 6, 9, 10, 11, 15, 29, 33, 34, 36, 37, 41
[13] Cruz-Uribe, D., and Rios, C. The Kato problem for operators with weighted ellipticity. Trans. Amer. Math. Soc.
367, 7 (2015), 4727–4756. 2, 4
[14] Duoandikoetxea, J. Fourier analysis, vol. 29 ofGraduate Studies in Mathematics. American Mathematical Society,
Providence, RI, 2001. Translated and revised from the 1995 Spanish original by David Cruz-Uribe. 5
[15] Garci´a-Cuerva, J., and Rubio de Francia, J. L. Weighted norm inequalities and related topics, vol. 116 of North-
Holland Mathematics Studies. North-Holland Publishing Co., Amsterdam, 1985. Notas de Matemática [Mathemat-
ical Notes], 104. 5
[16] L. Grafakos, Classical Fourier analysis, second edition. Graduate Texts in Mathematics, 249. Springer, New York,
(2008). 5, 35
[17] Hofmann, S., and Mayboroda, S. Hardy and BMO spaces associated to divergence form elliptic operators. Math.
Ann. 344, 1 (2009), 37–116. 3, 4, 11, 15, 29
[18] Hofmann, S., Mayboroda, S., andMcIntosh, A. Second order elliptic operators with complex bounded measurable
coefficients in Lp, Sobolev and Hardy spaces. Ann. Sci. Éc. Norm. Supér. (4) 44, 5 (2011), 723–800. 18
[19] Martell, J. M., and Prisuelos-Arribas, C. Weighted Hardy spaces associated with elliptic operators. Part I:
weighted norm inequalities for conical square functions. (2011). Trans. Amer. Math .Soc. 369(6), (2017), 4193-
4233. 2, 3, 4, 10, 12, 13, 14, 15
[20] Martell, J. M., and Prisuelos-Arribas, C. Weighted Hardy spaces associated with elliptic operators. Part II: Char-
acterizations of H1L(w). Publ. Mat., DOI: 10.5565/PUBLMAT6221806.(2017). 2, 4, 11, 15, 26, 29, 33
[21] Mayboroda, S. The connections between Dirichlet, regularity and Neumann problems for second order elliptic
operators with complex bounded measurable coefficients. Adv. Math. 225, 4 (2010), 1786–1819. 4, 15
[22] Prisuelos-Arribas, C. Weighted Hardy spaces associated with elliptic operators. Part III: Characterizations
of HpL(w) and the weighted Hardy space associated with the Riesz transform. J. Geom. Anal (2018),
https://doi.org/10.1007/s12220-018-0007-5. 18
Cruz Prisuelos Arribas, Instituto de Ciencias Matema´ticas CSIC-UAM-UC3M-UCM, Consejo Superior de Inves-
tigaciones Cienti´ficas, C/ Nicola´s Cabrera, 13-15, E-28049 Madrid, Spain
E-mail address: cruz.prisuelos@icmat.es
