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1 Introduction
The study of favorite sites goes back to Erdo˝s and Re´ve´sz [15] where they considered the
simple random walk on Z, and conjectured that
(a) the set of favorite sites is tight;
(b) the cardinality of the set of favorite sites is eventually bounded by 2.
We refer to Re´ve´sz ([35], Chapter 13) for a list of ten open problems on the favorite
sites.
Conjecture (b) still remains open and the best result so far was obtained by To´th [39].
Conjecture (a) was disproved by Bass and Griffin [7] who showed the almost sure tran-
sience of the favorite sites for the simple random walk on Z as well as for the one-
dimensional Brownian motion. We note in passing that the exact rate of escape of the
favorite sites is still an open problem. Later, the transience of the favorite sites was estab-
lished by Bass, Eisenbaum and Shi [6], Marcus [31], Eisenbaum and Khoshnevisan [14] for
Le´vy processes and even for fairly general Markov processes, and by Hu and Shi [21] for
Sinai’s one-dimensional random walk in random environment. One may wonder whether
the favorite sites are always transient for general “non-trivial” null-recurrent Markov pro-
cesses. This was however disproved by Hu and Shi [23]: the set of the favorite sites is tight
for a class of randomly biased walks on trees in the slow-movement regime. The present
paper is to address the same question in the sub-diffusive regime. The answer is more
complicated and is depending on some parameter κ ∈ (1,∞]. For a class of biased walk
on tree, conditioned upon the set of non-extinction of the tree, the set of favorite sites
will be almost surely bounded if κ > 2, tight if κ = 2, and may move to infinity almost
surely if 1 < κ < 2. As a consequence of our results, we can give a complete answer to
the cardinality of the set of favorite sites when κ > 2.
Let us define now the model of the randomly biased walk on trees, a model introduced
by Lyons and Pemantle [30]. Let T be a supercritical Galton–Watson tree, rooted at ∅.
For any vertex x ∈ T\{∅}, let ←x be its parent. Let ω := (ω(x, ·), x ∈ T) be a sequence of
vectors such that for each vertex x ∈ T, ω(x, y) ≥ 0 for all y ∈ T and ∑y∈T ω(x, y) = 1.
We assume that ω(x, y) > 0 if and only if either
←
x = y or
←
y = x. Denote by |x| the
generation of the vertex x in T. We shall also use the partial order on the tree: for any
x, y ∈ T, we write y < x if and only if y is an ancestor of x (and y ≤ x iff y < x or y = x).
For the sake of presentation, we add a specific vertex
←
∅, considered as the parent of
∅. We stress that
←
∅ is not a vertex of T, for instance,
∑
x∈T f(x) does not contain the
term f(
←
∅). We define ω(
←
∅,∅) := 1 and modify the vector ω(∅, ·) such that ω(∅,←∅) > 0
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and ω(∅,
←
∅) +
∑
x:
←
x=∅
ω(∅, x) = 1.
For given ω, the randomly biased walk (Xn)n≥0 is a Markov chain on T ∪ {
←
∅} with
transition probabilities ω, starting from ∅; i.e. X0 = ∅ and
Pω
(
Xn+1 = y |Xn = x
)
= ω(x, y).
For any vertex x ∈ T, let (x(1), · · · , x(νx)) be its children, where νx ≥ 0 is the number
of children of x. Define A(x) := (A(x(i)), 1 ≤ i ≤ νx) by
A(x(i)) :=
ω(x, x(i))
ω(x,
←
x)
, 1 ≤ i ≤ νx .
We denote the vector A(∅) by (A1, ..., Aν). As such, ν ≡ ν∅ is the number of children
of ∅. When ν is an integer (i.e. T is a regular tree), we suppose that (A(x))x∈T are i.i.d.
In general, when ν is also random, we may construct a marked tree as in Neveu [33] such
that for any k ≥ 0, conditionally on {A(x), |x| ≤ k}, the random variables (A(y))|y|=k+1
are i.i.d. and distributed as A(∅). There is an obvious bijection between (A(x))x∈T and
(T, ω) and we shall both notation interchangeably.
Denote by P the law of (T, ω) and define P(·) := ∫ Pω(·)P(dω). In the language of
random walk in random environment, Pω is referred to the quenched probability whereas
P is the annealed probability.
Assume that P(ν =∞) = 0, E(ν) ∈ (1,∞], E(∑νi=1 Ai| logAi|) <∞ and
E
( ν∑
i=1
Ai
)
= 1, E
( ν∑
i=1
Ai logAi
)
< 0. (1.1)
We suppose that{
either there exists a κ ∈ (1,∞) such that E(∑νi=1 Aκi ) = 1;
or E
(∑ν
i=1 A
t
i
)
< 1 for any t > 1, and define κ :=∞ in this case. (1.2)
For the sake of presentation, we suppose that
the support of
∑ν
i=1 δ{logAi} is non-lattice when 1 < κ ≤ 2. (1.3)
We furthermore assume an integrability condition which is slightly stronger than the usual
Xκ logX-type condition as in Liu [28]: when 1 < κ < ∞, there exists some α > κ such
that
E
( ν∑
i=1
Ai
)α
<∞, (1.4)
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and when κ =∞, we assume that (1.4) holds for some α > 2.
It is known from Lyons and Pemantle ([30]), Menshikov and Petritis [32] and Fa-
raud [16] that under (1.1), (Xn)n≥0 is null-recurrent. When (1.1) and (1.2) are fulfilled,
(Xn)n≥0 may be diffusive or subdiffusive. For instance, we have proved in [22] that if
furthermore ν equals some integer, then almost surely,
lim
n→∞
1
log n
log max
0≤i≤n
|Xi| = 1−max(1
2
,
1
κ
). (1.5)
When κ is sufficiently large (say κ ∈ (5,∞]), Faraud [16] proved an invariance princi-
ple for (|Xn|)n≥0, in line of Peres and Zeitouni [34]. Recently, A¨ıde´kon and de Raphe´lis [1]
proved that for any κ ∈ (2,∞], the tree visited by the walk, after renormalization, con-
verges to the Brownian forest. When 1 < κ ≤ 2, a similar convergence also holds, but
towards the stable forest, and the height function of the walk also satisfies a central limit
theorem, see [13]. We refer to Andreoletti and Debs [4, 5], Andreoletti and Chen [3] for
the recent studies of the spread and local times of the biased walk in both subdiffusive
and slow-movement regimes. For further detailed references and open problems, see the
survey paper by Ben Arous and Fribergh [8].
In this paper, we are interested in the favorite sites of the walk. Let
Ln(x) :=
n∑
i=1
1{Xi=x}, x ∈ T, n ≥ 1,
be the local times process of (Xn)n≥0. The set of the favorite sites is defined as follows:
F(n) :=
{
x ∈ T : Ln(x) = max
y∈T
Ln(y)
}
.
Denote by P∗ the probability P conditioned on the non-extinction of the Galton-
Watson tree T:
P∗(•) := P
(
• |T is infinite
)
,
and denote by P∗ the (annealed) probability conditioned on the set of non-extinction of
T: P∗(·) := ∫ Pω(·)P∗(dω).
The main result of this paper is the following description of the favorite sites in the
(sub)diffusive regime.
Theorem 1.1 Assume (1.1), (1.2), (1.3) and (1.4).
(i) If κ ∈ (2,∞], then P∗-almost surely,
F(n) ⊂ M , for all large n, (1.6)
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where M defined in (2.2), is almost surely finite.
(ii) If κ = 2, then (supx∈F(n) |x|)n≥1 is tight; more precisely,
P
(
F(n) ⊂ M
)
−→
n→∞1. (1.7)
(iii) If 1 < κ < 2, then for any ε > 0,
lim sup
n→∞
n−
κ−1
κ
+ε inf
x∈F(n)
|x| = ∞, P∗-a.s., (1.8)
lim inf
n→∞
sup
x∈F(n)
|x| < ∞, P∗-a.s. (1.9)
Remark 1.2 The assumption (1.3) is used in the papers [2, 13], see the proof of Lemma
4.1 and Fact 4.7. Should there be a lattice version of their estimates, then (1.3) could be
removed.
As mentioned before, in the slow-movement regime (which corresponds informally to
κ = 1), we have proved in [23] that the set of favorite sites is tight.
In the case 1 < κ < 2, P∗-a.s., max0≤i≤n |Xi| = nκ−1κ +o(1) (see (1.5)), so (1.8) says that
up to no(1), the favorite sites could reach as far as the upper limits of the walk itself.
It is worthy noticing the phase transition at κ = 2. The almost sure oscillation in the
case 1 < κ < 2 seems rather surprising, because a priori, we cannot expect a localization
of a null-recurrent walk on the tree, in contrast with the one-dimensional random walk in
random environment on Z.
Let us present now two consequences of Theorem 1.1 on the structure of the set of
favorite sites. The first one deals with the cardinality of the set of favorite sites: we show
that when κ ∈ (2,∞], it is eventually bounded by 3 and this bound is optimal.
Corollary 1.3 If κ ∈ (2,∞], then P-almost surely,
#F(n) ≤ 3 for all n large enough. (1.10)
Moreover, almost surely there will be infinitely many n such that #F(n) = min(3,#M ).
The second corollary studies the vertices which are favorite sites infinitely many times.
We show that for any κ ∈ (1,∞], such vertices do exist and must be in M . Moreover, if
κ ∈ [2,∞], then all vertices in M will be favorite sites infinitely many times.
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Corollary 1.4 If κ ∈ (1,∞], then P-almost surely
lim sup
n→∞
F(n) ⊂ M .
Moreover,
• If κ ∈ (1, 2), then a.s. there exists x ∈ M such that x ∈ lim supn→∞ F(n).
• If κ ∈ [2,∞], then lim supn→∞ F(n) = M a.s.
Let us now describe the strategy of the proof of Theorem 1.1. The main step will be the
exploration of the Markov property on the space variable x of the local times process. It
will be more convenient to consider the edge local times (Ln(x))n≥1,x∈T defined as follows:
Ln(x) :=
n∑
i=1
1
{Xi−1=
←
x ,Xi=x}
, x ∈ T, n ≥ 1. (1.11)
We define a sequence of stopping times (T n)n≥1 by induction: for any n ≥ 1,
T n := inf{k > T n−1 : Xk−1 =
←
∅, Xk = ∅}, (1.12)
with T 0 := 0. By definition, T n − 1 is exactly the nth return time to
←
∅ of the walk
(Xn)n≥0.
The key ingredient in the proof of Theorem 1.1 (cases 1 < κ ≤ 2) is the tail distribution
of the maximum of (edge) local times considered at T 1.
Denote by f(x) ∼ g(x) as x → x0 when limx→x0 f(x)/g(x) = 1 and f(x) ≍ g(x) if
0 < lim infx→x0 f(x)/g(x) ≤ lim supx→x0 f(x)/g(x) <∞.
Theorem 1.5 Let κ ∈ (1,∞). Assume (1.1), (1.2), (1.3) and (1.4). As r →∞, we have
P
(
max
x∈T
LT 1(x) ≥ r
)
≍

r−1, if 1 < κ < 2,
r−1(log r)−1/2, if κ = 2,
r−κ/2, if 2 < κ <∞.
The same results hold when we replace maxx∈T LT 1(x) by maxx∈T LT 1(x).
Remark 1.6 We mention that in the case 1 < κ < 2, maxx∈TLT 1(x) has a Cauchy-type
tail (independent of the value of κ), such phenomenon is in the same flavor as in Bertoin
[9], Corollary 1.
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To see how the asymptotic behaviors of the favorite sites ensue from Theorem 1.5, we
introduce a set Zk of vertices in T:
Zk :=
{
x ∈ T : LT k(x) = 1, min∅<y<xLT k(y) ≥ 2
}
, k ≥ 1, (1.13)
which is the set of the vertices being the first of their ancestry line to be of edge local
time 1. This set is represented on Figure 1. For any fixed k ≥ 1, by the strong Markov
property, we get the following identity in law under the annealed probability measure P:
max
x∈T
LT k(x)
(law)
= max
(
max
x≤Zk
LTk(x), max1≤i≤#Zk
L
∗,i
)
, (1.14)
where x ≤ Zk means that either x ∈ Zk or for any ∅ < y ≤ x, LT k(y) ≥ 2, and
(L
∗,i
)i≥1 are i.i.d. copies of maxx∈TLT 1(x), independent of (maxx≤Zk LT k(x),#Zk). A
similar identity in law holds for the site local times LT k(x) instead of the edge local time
LT k(x).
Consider for instance the case 1 < κ < 2. It is known (see the forthcoming Fact 4.7)
that #Zk is of order k when k →∞, and it is not very hard to see that maxx≤Zk LTk(x)
is also of order k. By Theorem 1.5, L
∗,i
has the Cauchy-type tail, then an application
of the extreme value theory based on (1.14) yields that along some subsequence k →∞,
1
k
maxx∈TLT k(x) → ∞ (Propositon 5.1). This implies the almost sure unboundedness of
the favorite sites. On the other hand, the favorite sites are either bounded or escape to
infinity at a certain polynomial rate (see (3.3)). Combining the two facts we get the upper
limits in (1.8). The lower limits in (1.9) can be obtained in a similar way.
←
∅
∅
k times
Vertices x s.t. LT k(x) = 1
Vertices x s.t. LT k(x) 6= 1
Vertices of Zk
Figure 1: The set Zk.
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The rest of this paper is organized as follows:
• Section 2: we present the main technical tools, in particular the many-to-one formula
for the branching random walk and a change of measure for the edge local times;
• Section 3: we give the proof of the part (1.6) in Theorem 1.1;
• Section 4: we prove Theorem 1.5 by establishing some results on an associated
Markov chain which appears naturally in the change of measure for the edge local
times;
• Section 5: we prove the remaining parts in Theorem 1.1, namely (1.7), (1.8) and (1.9)
by using Theorem 1.5, and we give the proofs of Corollaries 1.3 and 1.4.
Throughout this paper, we denote by c, c′, c′′ (eventually with some subscripts) some
positive constants whose values can change from one paragraph to another.
2 Preliminaries
This section is divided into three subsections: in the first subsection, we introduce the
potential V of the biased walk (Xn)n≥0, and recall some known results on the potential
V and on an associated one-dimensional random walk S; in the second subsection, we
present a change of measure formula for the edge local times and some consequences; in
the third (and last) subsection we collect some known facts on the random walk (Xn)n≥0
which will be used in the proofs of Theorems 1.1 and 1.5.
2.1 The potential
Let us introduce V = (V (x))x∈T the random potential of the biased random walk (Xn)n≥0,
which will completely determine the behavior of (Xn). Define
V (∅) := 0 and V (x) := −
∑
y∈ ]]∅, x]]
log A(y), for x ∈ T\{∅} , (2.1)
where ]]∅, x]] := [[∅, x]]\{∅}, with [[∅, x]] denoting the set of vertices (including x and ∅)
on the unique shortest path connecting ∅ to x. The process (V (x), x ∈ T) is a branching
random walk, in the usual sense of Biggins [10].
Let us define a symmetrized version of the potential which will naturally appear in
the study of local times:
U(x) := V (x)− log( 1
ω(x,
←
x)
) , x ∈ T .
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Note that
e−U(x) =
1
ω(x,
←
x)
e−V (x) = e−V (x) +
∑
y∈T:
←
y=x
e−V (y), x ∈ T .
Recall that P∗ is the probability P conditioned on the non-extinction of the Galton-
Watson tree T. The Biggins-Hammersley-Kingman ([18, 26, 11]) law of the large numbers
implies that under the assumptions (1.1) and (1.2), P∗-almost surely, 1
n
min|x|=n V (x)
converges towards some positive constant. The following simple result deals with the
symmetrized potential:
Lemma 2.1 Assume (1.1), (1.2) and (1.4). As n→∞,
min
|x|=n
U(x)→∞, P∗-a.s.
Proof of Lemma 2.1. According to (1.2), we may choose some constant t > 1 such that
E
( ∑
x∈T: |x|=1
e−tV (x)
)
< 1, and c := E
(
1 +
∑
x∈T: |x|=1
e−V (x)
)t
<∞.
By the branching property, we have that for any n ≥ 1,
E
( ∑
x∈T: |x|=n
e−tU(x)
)
= E
( ∑
x∈T: |x|=n
e−tV (x)
(
1 +
∑
y:
←
y=x
e−(V (y)−V (x))
)t)
= cE
( ∑
x∈T: |x|=n
e−tV (x)
)
= c
(
E
( ∑
x∈T: |x|=1
e−tV (x)
))n
,
whose sum on n converges. Therefore Borel-Cantelli’s lemma yields that
∑
x: |x|=n e
−tU(x) →
0, P-a.s., and Lemma 2.1 follows. ✷
Consequently, the set of minimums of U , defined as below, is finite almost surely:
M :=
{
x ∈ T : U(x) = min
y∈T
U(y)
}
. (2.2)
Now we introduce the “many-to-one formula”, which is by now a standard tool in
the study of branching random walk, see for instance Lyons [29] for the probabilistic
construction and Shi [36] for the complete references. Under assumption (1.1), there
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exists a sequence of i.i.d. real-valued random variables (Si − Si−1, i ≥ 0), with S0 = 0,
such that for any n ≥ 1 and any Borel function g : Rn → R+,
E
[ ∑
x∈T: |x|=n
g(V (xi), 1 ≤ i ≤ n)
]
= E
[
eSn g(Si, 1 ≤ i ≤ n)
]
, (2.3)
where, for any vertex x ∈ T such that |x| = n, xi (0 ≤ i ≤ n) denotes the ancestor of x
in the i-th generation.
Observe that by (1.1),
E
(
S1
)
= E
(∑
|u|=1
V (u)e−V (u)
)
= −E
( ν∑
i=1
Ai logAi
)
> 0,
and if 1 < κ <∞, then by (1.2) and (1.4),
E
(
e−(κ−1)S1
)
= 1, and EeδS1 + Ee−(κ−1+δ)S1 <∞,
for some positive constant δ. We mention that κ = ∞ corresponds to the case where
E
(
e−tS1
)
< 1 for any t > 0, which implies that P(S1 ≥ 0) = 1.
We summarize some known results on the transient random walk (Sn) in the following
fact:
Fact 2.2 Assume (1.1), (1.2) and (1.4).
(i) If 1 < κ <∞, then
P
( ∞∑
j=0
e−Sj > r
)
≍ r−(κ−1), r →∞. (2.4)
(ii) If κ =∞, then for any p > 0, there exists some constant cp > 0 such that
P
( ∞∑
j=0
e−Sj > r
)
≤ cp r−p, ∀ r > 0. (2.5)
We mention that (2.4) comes from Kesten [25] [the non-lattice case] and Grintse-
vichyus [17] [for the lattice case], and (2.5) follows easily from the triangular inequality:
‖∑∞j=0 e−Sj‖p ≤∑∞j=0 ‖e−Sj‖p =∑∞j=0 (‖e−S1‖p)j, where ‖ · ‖p denotes the Lp-norm, and
‖e−S1‖p < 1 since κ =∞.
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2.2 Change of measure for the edge local times
In this subsection we introduce a change of measure formula for the edge local times.
This formula describes the law of the local times process under the annealed probability
P, and plays an important role in the proof of Theorem 1.5.
Recall (1.12). For any k ≥ 1, let
T
(k) := {x ∈ T : LT k(x) ≥ 1}, (2.6)
be the subtree formed by the vertices visited at least once by the walk up to time T k. As
proved by A¨ıde´kon and de Raphe´lis ([1], Lemma 3.1), the marked tree (T(k), (LT k(x))x∈T(k))
is a multi-type Galton-Watson tree with initial type k at the root (the type of a vertex
x ∈ T(k) is exactly the edge-local time LT k(x)). Applying [27] and [12], we get the following
fact:
Fact 2.3 (change of measure for the edge-local times) Assume (1.1) and (1.2). For
any k ≥ 1, on an eventually enlarged probability space we may define a probability measure
P̂k, a distinguished infinite ray called spine {wi, i ≥ 0} and the tree T(k) such that
(i) for any n ≥ 0,
P̂k
(
wn = x
∣∣Fn) = LT k(x)∑
|y|=n LT k(y)
, ∀|x| = n, x ∈ T(k),
with Fn = σ{LT k(x), x ∈ T(k) : |x| ≤ n}.
(ii) the marginal of P̂k on the space of trees is absolutely continuous with respect to P:
dP̂k
dP
∣∣∣
Fn
=
1
k
∑
|y|=n
LT k(y), ∀n ≥ 0.
(iii) under P̂k, conditioned on σ{LTk(x),
←
x ∈ {wn, n ≥ 0}}, the processes {LT k(y), y ∈
T
(k)
x }←x∈{wn,n≥0} are independent and are distributed as {LT l(y), y ∈ T
(l)
x } with l := LT k(x),
where T
(k)
x denotes the subtree of T(k) rooted at x.
As a consequence of (i) and (ii), we get a many-to-one formula for the edge-local times.
Let n ≥ 1. For any k ≥ 1 and measurable nonnegative function f : Nn → R+, we have
E
[ ∑
|x|=n
1{LTk (x)≥1}
f(LT k(x1), LT k(x2), ..., LT k(xn))
]
= Êk
[ k
Yn
f(Y1, Y2, ..., Yn)
]
, (2.7)
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with
Yn := LT k(wn), n ≥ 0. (2.8)
The law of the process (Yn)n≥0 under P̂k, is described in Subsection 6.1 of A¨ıde´kon
and de Raphe´lis [1]:
Fact 2.4 ([1]) For any k ≥ 1, under P̂k, (Yn)n≥0 is a positive recurrent Markov chain
taking values in N\{0}, started at k, with transition probabilities given by
Pi,j := C
j−1
i+j−1E
(
e−(j−1)S1
(1 + e−S1)i+j
)
, i, j ≥ 1, (2.9)
where the law of S1 is given in (2.3). Moreover, the invariant probability measure (πi)i≥1
of (Yn)n≥0 is given as follows:
πi := iE
[ (∑∞
n=1 e
−Sn
)i−1(
1 +
∑∞
n=1 e
−Sn
)i+1
]
, i ≥ 1. (2.10)
By using (2.4) and (2.5), we get the asymptotic behaviors of the invariant probability
measure πi as i→∞: if 1 < κ <∞, then
πi ≍ i−κ, i→∞, (2.11)
and if κ =∞, then for any p > 1,
sup
i≥1
ip πi <∞. (2.12)
2.3 The random walk (Xn)n≥0
We collect some known results on the almost sure limits of the random walk (Xn)n≥0 in
the following fact:
Fact 2.5 Assume (1.1), (1.2) and (1.4). For any κ ∈ (1,∞], P∗-almost surely,
lim
n→∞
1
log n
log max
0≤i≤n
|Xi| = 1−max(1
2
,
1
κ
), (2.13)
lim
n→∞
1
log n
logLn(
←
∅) = max(
1
κ
,
1
2
), (2.14)
where Ln(
←
∅) :=
∑n
i=1 1{Xi=
←
∅}
.
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We mention that (2.13) was proved in [22] under more restrictive assumptions (i.e. if ν
equals some constant and (A1, ..., Aν) are i.i.d.), but the same argument still holds in the
present case. The statement (2.14) was implicitly contained in [4, 22], see [20] for further
studies on the local times.
Let us consider now the large deviations of the local times at a single vertex of the
tree. Let x ∈ T ∪ {←∅}. Define
Tx := inf{n ≥ 0 : Xn = x},
T+x := inf{n ≥ 1 : Xn = x},
and we denote by Px,ω the quenched probability under which the random walk (Xn)n≥0
starts at x (so Pω = P∅,ω). Observe that T 1 = T←
∅
+ 1, thus for any x ∈ T\{∅}, we get
Pω
(
Tx < T 1
)
= Pω
(
Tx < T←
∅
)
, Px,ω
(
T 1 < T
+
x
)
= Px,ω
(
T←
∅
< T+x
)
.
The probabilities Pω
(
Tx < T←
∅
)
and Px,ω
(
T←
∅
< T+x
)
only involve the restriction at
{←∅} ∪ [[∅, x]] of the biased walk (Xn)n≥0, so a standard result for one-dimensional birth
and death chains ([19], pp.31, formulae (59) and (60)) tells us that
Pω
(
Tx < T 1
)
=
1∑
z∈ [[∅, x]] e
V (z)
, (2.15)
Px,ω
(
T 1 < T
+
x
)
=
eU(x)∑
z∈ [[∅, x]] e
V (z)
, (2.16)
where U(x) was defined in (2.1).
For any x ∈ T\{∅}, the law of LTn(x) under Pω is the law of
∑n
i=1 ξi, where (ξi, i ≥ 1)
are i.i.d. random variables with common law given as follows: Pω(ξ1 = 0) = 1 − a and
Pω(ξ1 ≥ k) = a pk−1, ∀k ≥ 1, where
1− p := Px,ω{T 1 < T+x } =
eU(x)∑
z∈ [[∅, x]] e
V (z)
, (2.17)
a := Pω{Tx < T 1} = 1∑
z∈ [[∅, x]] e
V (z)
. (2.18)
We shall use several times the following lemma which gives the tail estimate of LTn(x)
under Pω.
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Lemma 2.6 Let 0 < a < 1 and 0 < p < 1. Let (ξi, i ≥ 1) be an i.i.d. sequence of random
variables with P(ξ1 = 0) = 1 − a and P(ξ1 ≥ k) = a pk−1, ∀k ≥ 1. Let n, k ≥ 2. If
a
1−p
< k
8n
, then
P
{ n∑
i=1
ξi ≥ k
}
≤ 6n a e− (1−p)k8 .
Proof of Lemma 2.6. The above estimate was borrowed from [23] when k = ⌈εn⌉ with
some 0 < ε < 1, indeed the same proof presented therein holds for all k satisfying
a
1−p
< k
8n
, without any modification. ✷
We end this subsection by a useful relationship between the edge local times LT 1(·)
and the (site) local times LT 1(·):
LT 1(x) = LT 1(x) +
∑
y:
←
y=x
LT 1(y) = LT 1(x) + Θ(x), x ∈ T, (2.19)
where for the notational brevity, we write
Θ(x) :=
∑
y:
←
y=x
LT 1(y), x ∈ T. (2.20)
For x ∈ T, let (x(1), ..., x(νx)) be as before the set of the children of x. For any
0 ≤ s1, ..., si, ... ≤ 1, we have
Eω
( νx∏
i=1
(si)
LT1
(x(i))
∣∣LT1(x) = k) = (1 + νx∑
i=1
(1− si)A(x(i))
)−k
, ∀ k ≥ 1.
Then, for 0 ≤ s ≤ 1,
Eω
(
sΘ(x)
∣∣LT 1(x) = k) = (1 + (1− s) ∑
y:
←
y=x
A(y)
)−k
, (2.21)
which means that under Pω and conditioned on {LT 1(x) = k},
Θ(x)
(law)
=
k∑
i=1
ηi, (2.22)
where (ηi, i ≥ 1) are i.i.d. geometric variables with Pω(η1 ≥ n) =
( ∑
y:
←
y =x
A(y)
1+
∑
y:
←
y =x
A(y)
)n
, for all
n ≥ 0. The identity (2.22) will be explored in Section 4.
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3 Proof of Theorem 1.1: Case κ ∈ (2,∞]
The part (1.6) in Theorem 1.1 follows from a result which will also be useful for κ ∈ (1, 2].
Let 0 < ε < 1. We define an integer-valued random variable Kε(ω) by
Kε(ω) :=
{
sup
{
n ≥ 1 : min|x|=nU(x) < 8ε
}
, on {T =∞},
maxx∈T |x|, on {T <∞}.
(3.1)
By Lemma 2.1, Kε <∞, P-a.s. The following result holds for any κ ∈ (1,∞]:
Proposition 3.1 Let κ ∈ (1,∞]. Assume (1.1), (1.2) and (1.4). Let 0 < ε < 1/2. We
have
lim sup
n→∞
1
n
max
Kε≤|x|≤nq
LTn(x) < ε, P-a.s., (3.2)
where q > 0 denotes an arbitrary constant smaller than κ−1 if κ ∈ (1,∞), and q denotes
some (fixed) constant strictly larger than 1 if κ =∞.
Consequently for any 0 < b < max( q
2
, q
κ
), we have⋂
n≥1
⋃
j≥n
{
∃ x ∈ T : Kε ≤ |x| ≤ jb such that x ∈ F(j)
}
= ∅, P-a.s. (3.3)
By admitting Proposition 3.1 for the moment, we immediately get (1.6):
Proof of (1.6) in Theorem 1.1. Let κ ∈ (2,∞]. Then we may choose q > 1 so that (3.3)
holds with some b > 1
2
. Fix 0 < ε < 1
2
. In view of (2.13), P-a.s. for all large n,
max0≤i≤n |Xi| ≤ nb, hence
lim sup
j→∞
sup
x∈F(j)
|x| ≤ Kε. (3.4)
Now we notice that under Pω, (e
−U(x))
x∈T∪{
←
∅}
is the invariant measure of the Markov
chain (Xn). By applying the ergodic theorem for additive functionals of a recurrent
Markov chain, we get that under Pω, for any x ∈ T,
lim
n→∞
Ln(x)
Ln(∅)
= e−(U(x)−U(∅)).
It follows from (3.4) that P-a.s. for all large n,
F(n) ⊂
{
x ∈ T : U(x) = min
y∈T:|y|≤Kε
U(y)
}
.
Finally, we remark that miny∈T:|y|≤Kε U(y) = miny∈T U(y) and get (1.6). ✷
It remains to give the proof of Proposition 3.1, whose main ingredient is contained in
the following lemma:
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Lemma 3.2 Assume (1.1), (1.2) and (1.4). Let κ ∈ (1,∞]. For any small constant
0 < δ < κ− 1, there exists some constant c = cδ > 0 such that for any k ≥ 1 and r > 1,
E
∑
|x|=k
e−U(x) exp
(
− r e
U(x)∑
z∈ [[∅, x]] e
V (z)
)
≤
{
c r−(κ−1−δ), if κ ∈ (1,∞),
c r−1−δ, if κ =∞. (3.5)
Proof of Lemma 3.2: Let r be large. Denote by Hr(x) := e
−U(x) exp
( − r eU(x)∑
z∈ [[∅, x]] e
V (z)
)
.
If
∑
z∈ [[∅, x]] e
V (z)−U(x) ≤ r
(log r)2
then Hr(x) ≤ e−U(x)e−(log r)2 , hence
E
∑
|x|=k
Hr(x)1{
∑
z∈ [[∅, x]] e
V (z)−U(x)≤ r
(log r)2
} ≤ e−(log r)
2
E
∑
|x|=k
e−U(x) = 2 e−(log r)
2
,
where we used the fact that
E
∑
|x|=k
e−U(x) = E
∑
|x|=k
e−V (x) + E
∑
|y|=k+1
e−V (y) = 2.
It remains to deal with the vertices |x| = k such that∑z∈ [[∅, x]] eV (z)−U(x) > r(log r)2 . Let
ε > 0 be small. Recall that e−U(x) = e−V (x) 1
ω(x,
←
x )
. If
∑
z∈ [[∅, x]] e
V (z)−V (x) ∈ (rε(j−1), rεj] for
some 1 ≤ j ≤ 1
ε
, then 1
ω(x,
←
x )
> r1−εj(log r)−2. It follows that
E
∑
|x|=k
Hr(x)1{
∑
z∈ [[∅, x]] e
V (z)−U(x)> r
(log r)2
}
≤
⌈1/ε⌉∑
j=1
E
∑
|x|=k
1{
∑
z∈ [[∅, x]] e
V (z)−V (x)∈(rε(j−1),rεj ]}e
−U(x)1{ 1
ω(x,
←
x )
>r1−εj(log r)−2}
+E
∑
|x|=k
1{
∑
z∈ [[∅, x]] e
V (z)−V (x)>r}e
−U(x)
=: A(3.6) +B(3.6), (3.6)
with obvious definitions of A(3.6) and B(3.6).
Observe that for any k ≥ 1, conditioned on {V (z), |z| ≤ k}, {1/ω(x,←x)}|x|=k are i.i.d.
and are distributed as 1 +
∑
|u|=1A(u) whose expectation is equal to 2. It follows that
B(3.6) = E
∑
|x|=k
1{
∑
z∈ [[∅, x]] e
V (z)−V (x)>r}e
−V (x) ×E(1 +
∑
|u|=1
A(u))
= 2P
( k∑
i=1
eSi−Sk > r
)
,
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by the many-to-one formula (2.3). Remark that for any k ≥ 1 and any r,
P
( k∑
i=1
eSi−Sk > r
)
= P
( k−1∑
i=0
e−Si > r
)
,
by the time-reversal of S. We choose and fix
η := κ− 1, if κ <∞,
and we take an arbitrary constant η > 1 if κ =∞. Applying (2.4) and (2.5), we get that
for all large r, P
(∑∞
i=0 e
−Si > r
) ≤ r−η; hence
B(3.6) ≤ 2 r−η,
for all large r.
To deal with A(3.6), we remark by (1.4) that cα := E(
1
ω(∅,
←
∅)
)α = E
(
1+
∑ν
i=1Ai
)α
<∞
for some α > κ when 1 < κ < ∞ and for some α > 2 when κ = ∞. Therefore
E( 1
ω(∅,
←
∅)
1{ 1
ω(∅,
←
∅ )
>t}) ≤ cα t−(α−1) for any t > 0. It follows that
A(3.6) ≤ cα
⌈1/ε⌉∑
j=1
E
∑
|x|=k
1{
∑
z∈ [[∅, x]] e
V (z)−V (x)∈(rε(j−1),rεj ]}e
−V (x)r−(α−1)(1−εj)(log r)2(α−1)
= cα (log r)
2(α−1)
⌈1/ε⌉∑
j=1
r−(α−1)(1−εj)P
( k∑
i=1
eSi−Sk ∈ (rε(j−1), rεj]
)
.
As for B(3.6), we have by the time-reversal and the choice of η that
P
( k∑
i=1
eSi−Sk ∈ (rε(j−1), rεj]
)
≤ P
( k−1∑
i=0
e−Si > rε(j−1)
)
≤ r−η ε (j−1).
It follows that
A(3.6) ≤ cα ⌈1/ε⌉ (log r)2(α−1) max
1≤j≤⌊1/ε⌋
r−(α−1)(1−εj)−η ε (j−1) ≤ r−min(α−1,η)+O(ε),
where O(ε) denotes some quantity bounded by c ε with some positive constant c depending
on α, η. Since O(ε) can be chosen as small as desired, we assemble the above estimates
on A(3.6) and on B(3.6) and get (3.5). This completes the proof of Lemma 3.2. ✷.
We are now ready to give the proof of Proposition 3.1:
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Proof of Proposition 3.1. If κ ∈ (1, 2], for any 0 < q < κ− 1, we choose a small constant
0 < δ < κ− 1 − q. If κ ∈ (2,∞], we choose q := 1 + δ
2
with a small constant δ > 0. For
|x| ≥ Kε, we have e−U(x) ≤ ε8 , therefore we can apply Lemma 2.6 and obtain that
Pω
{
max
Kε≤|x|≤nq
LTn(x) ≥ ⌈εn⌉
}
≤ 6
∑
Kε≤|x|≤nq
n∑
z∈ [[∅, x]] e
V (z)
exp
(
− εn
8
eU(x)∑
z∈ [[∅, x]] e
V (z)
)
≤ cε
∑
Kε≤|x|≤nq
e−U(x) exp
(
− εn
16
eU(x)∑
z∈ [[∅, x]] e
V (z)
)
, (3.7)
by using the elementary inequality: 6 r e−
ε
8
r ≤ cεe− ε16 r for any r > 0. Taking the expecta-
tion of the right-hand side of (3.7), we deduce from (3.5) that for all large n ≥ n0,
P
{
max
Kε≤|x|≤nq
LTn(x) ≥ ⌈εn⌉
}
≤ n−̺,
with some positive constant ̺ > 0. Consider ni := ⌈e
i
log i ⌉ for all large i ≥ i0. An
application of Borel-Cantelli’s lemma yields that
lim sup
i→∞
1
ni
max
Kε≤|x|≤(ni)q
LTni
(x) ≤ ε, P-a.s.,
which in view of the monotonicity and the fact that ni
ni−1
→ 1 impliy (3.2).
To get (3.3), we remark that P-a.s. for all large j, if n is the integer such that T n−1 ≤
j < T n, then F(j)∩{x : Kε ≤ |x| ≤ nq} = ∅. Indeed, otherwise for any x belonging to the
intersection, LTn(x) ≥ Lj(x) ≥ Lj(∅) ≥ n − 1 which would contradict (3.2). By (2.14),
P-a.s. for T n−1 ≤ j < T n, we have n ≥ jmax(1/κ,1/2)+o(1), implying (3.3). ✷
4 Proof of Theorem 1.5
This section is devoted to the study of the tail of the maximum of (edge) local times. At
first we present several estimates on the Markov chain (Yn)n≥0 introduced in (2.8).
Let
σ+1 := inf{n ≥ 1 : Yn = 1} (4.1)
be the first return time of (Yn)n≥0 to 1. We estimate the maximum of an excursion of
(Yn)n≥0 in the following lemma:
18
Lemma 4.1 Assume (1.1), (1.2), (1.3) and (1.4). For any κ ∈ (1,∞), there are two
numerical positive constants c2 > c1 such that for any r ≥ 1,
c1 r
−(κ−1) ≤ P̂1
(
max
1≤n≤σ+1
Yn ≥ r
)
≤ c2 r−(κ−1),
where we recall that under P̂1, Y0 = 1.
Proof of Lemma 4.1. The upper bound follows from the asymptotic behaviors of the
invariant probability (πi)i≥1. Let
ℓY (j) :=
σ+1∑
n=1
1{Yn=j}, j ≥ 1, (4.2)
be the local times of the Markov chain (Yn)n≥0 up to σ
+
1 . Then for any r > 1,
P̂1
(
max
1≤n≤σ+1
Yn ≥ r
)
≤ P̂1
( ∞∑
j=r
ℓY (j) ≥ 1
)
≤
∞∑
j=r
Ê1(ℓY (j)).
Since (πi)i≥1 is the invariant measure for the Markov Chain (Yn)n≥0, we obtain that
Ê1
(
ℓY (j)
)
=
πj
π1
≤ c j−κ, ∀ j ≥ 1, (4.3)
by applying (2.11) to get the above inequality. The upper bound follows.
For the lower bound, we use a representation of (Yn)n≥0 in terms of a branching
process in random environment (BPRE) with immigration: recalling Pi,j from (2.9). For
0 < a < 1, let (ξi,n(a))i,n≥1 be a family of i.i.d. geometric random variables such that
P(ξ1,1(a) = n) = (1 − a) an for all n ≥ 1, and independent of (Sn)n≥1. We observe that
for any i, j ≥ 1,
Pi,j = P
(
ξ1,1(a1) + ...+ ξi+1,1(a1) = j − 1
)
,
with a1 :=
e−S1
1+e−S1
. Let an :=
e−(Sn−Sn−1)
1+e−(Sn−Sn−1)
for any n ≥ 2. Define a process (Ŷn)n≥0 by
induction: Ŷ0 = 0 and
Ŷn :=
Ŷn−1+2∑
k=1
ξk,n(an), n ≥ 1.
Therefore the law of (Ŷn)n≥0 (under P) is exactly the law of (Yn− 1)n≥0 under P̂1, conse-
quently
P̂1
(
max
1≤n≤σ+1
Yn ≥ r
)
= P
(
max
1≤n≤σ̂0
Ŷn ≥ r − 1
)
,
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where σ̂0 := inf{n ≥ 1 : Ŷn = 0}. Remark that in each generation, there are two
immigrants in (Ŷn), hence max1≤n≤σ̂0 Ŷn is stochastically larger than maxn≥0 Zn, where
Z is a BPRE started at 1 (without immigration and in the same environment (an)n≥1).
Conditioning on (an)n≥1, Z1 has the mean
a1
1−a1
= e−S1. Observe that E
(
e−(κ−1)S1
)
= 1.
Applying Afanasyev [2] gives that for some positive constant c,
P
(
max
n≥0
Zn > r
)
∼ c r−(κ−1), r →∞.
It follows that P̂1
(
max1≤n≤σ+1 Yn ≥ r
) ≥ c1r−(κ−1) for all r ≥ 1. ✷
The following lemma gives a uniform estimate on the tail of max0≤n≤σ+1 Yn when Y0 is
an arbitrary integer:
Lemma 4.2 Let κ ∈ (1,∞). Assume (1.1), (1.2) and (1.4). For any 0 < γ < κ − 1,
there exists some constant cγ > 0 such that for all l, r ≥ 1,
P̂l
(
max
0≤n≤σ+1
Yn ≥ r
)
= P̂l
(
τr < σ
+
1
)
≤ cγ
( l
r
)γ
,
where as before P̂l means that the Markov chain (Yn)n≥0 starts at l, and τr := min{n ≥
0 : Yn ≥ r} is the first time that (Yn)n≥0 exceeds the level r.
Proof of Lemma 4.2. Fix 0 < γ < κ − 1. Consider the function f(i) := Γ(i+γ)
Γ(i)
for i ≥ 1.
We mention that f is increasing and
f(i) ∼ iγ, i→∞.
We claim the existence of some integer i0 ≥ 1 such that
Pf(i) ≤ f(i), ∀ i ≥ i0, (4.4)
where P = (Pi,j)i,j≥1 denotes the matrix transition of the Markov chain (Yn)n≥0 under
the probability measure P̂l. The proof of (4.4) is given in the Appendix.
Denote by σF := inf{n ≥ 0 : Xn ∈ F} where F := {1, 2, ..., i0}. Then by using (4.4),
an application of the Markov property of (Yn)n≥0 says that f(Yn∧σF ) is a supermartingale.
By the optional stopping theorem, we obtain that for any r ≥ l > i0,
f(l) ≥ Êlf(YσF∧τr) ≥ f(r) P̂l(τr < σF ).
It follows that
P̂l(τr < σ
+
1 ) ≤ P̂l(τr < σF ) + P̂l(σF < τr < σ+1 ) ≤
f(l)
f(r)
+ P̂l(σF < τr < σ
+
1 ).
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To estimate P̂l(σF < τr < σ
+
1 ), we apply the Markov property at σF :
P̂l(σF < τr < σ
+
1 ) = Êl
(
1{σF<τr∧σ+1 }P̂YσF (τr < σ
+
1 )
)
≤ max
2≤i≤i0
P̂i(τr < σ
+
1 ).
For any i ∈ {2, ..., i0} (and r > i0),
P̂i(τr < σ
+
1 ) ≤
1
P1,i
P̂1(τr < σ
+
1 ) =
1
P1,i
P̂1
(
max
1≤n≤σ+1
Yn ≥ r
)
.
Applying the upper bound in Lemma 4.1 gives that there exists some constant ci0 > 0
such that for any i ∈ {1, ..., i0}, P̂i(τr < σ+1 ) ≤ ci0 r−(κ−1) for all r ≥ 1.
It follows that for all l, r ≥ 1, P̂l(τr < σ+1 ) ≤ f(l)f(r) + ci0 r−(κ−1), which yields Lemma 4.2
because f(i) ≍ iγ for all i ≥ 1. ✷.
Let k ≥ 1, recall the definition of Zk from (1.13). According to the terminology in [12],
Zk is an optional line for the multi-type Galton-Watson tree. For any x ∈ T(k), recall
that we denote by x ≤ Zk if for all ∅ < y < x, LT k(y) ≥ 2. The following lemma controls
the distance of the line Zk from the root ∅ when k is large:
Lemma 4.3 Let κ ∈ (1,∞). Assume (1.1), (1.2) and (1.4). There is some positive
constant c3 such that P
∗-almost surely, for all large enough k,
max
x∈Zk
|x| ≤ c3 log k. (4.5)
Moreover, there exists (ak)k≥0 an increasing deterministic sequence, ak → ∞, such that
P
∗-almost surely, for all large enough k,
min
x∈Zk
|x| ≥ ak. (4.6)
Remark 4.4 Under some additional integrability assumption, for instance if there exists
some δ > 0 such that E(
∑ν
i=1A
−δ
i ) <∞, then we may take ak = c log k for some positive
constant c in (4.6).
Proof of Lemma 4.3. When κ > 2, (4.5) follows immediately from Lemma 7.2 in [1]. We
mention that this Lemma 7.2 is also valid when 1 < κ ≤ 2. In fact, with the notations
and the equality (5.6) therein, it is enough to remark that PT(N
(1)
y ≥ 1)2 ≤ PT(N (1)y ≥ 1)β
with some 1 < β < κ ∧ 2. Since PT(N (1)y ≥ 1) ≤ e−V (y) and E
∑
|y|=ℓ/2 e
−βV (x) decays
exponentially fast in ℓ, (4.5) follows from an application of the convergence part of Borel-
Cantelli’s lemma.
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To get (4.6), we first remark an elementary fact: for any sequence (ξk)k≥1 such that
ξk → ∞ P∗-almost surely, there exists some increasing deterministic sequence ak → ∞
such that P∗-almost surely,
ξk ≥ ak, (4.7)
for all large enough k. Indeed, defining b0 := 1 and bi := inf{n > bi−1 : P∗(infk≥n ξk <
i) ≤ i−2} for any i ≥ 1, the Borel-Cantelli lemma yields that P∗-a.s., for all infk≥bi ξk ≥ i
for all large i. We define ak := inf{i ≥ 0 : bi+1 ≥ k}, which satisfies (4.7).
Now, observe that by hypothesis, P∗-almost surely, every generation T is finite. Hence
by the definition of Zk, minx∈Zk |x| →k→∞ ∞ (as the second equation of Fact 4.7 ensures
that P∗-a.s., Zk is non-empty for k large enough). This completes the proof of Lemma 4.3.
✷
The following result estimates the maximum of edge local times up to the optional
line Z1 (Z1 being defined in (1.13)):
Lemma 4.5 Let κ ∈ (1,∞). Assume (1.1), (1.2), (1.3) and (1.4). There exist some
positive constants c4, c5 such that for any r ≥ 1,
c4 r
−κ ≤ P
(
max
x≤Z1
LT 1(x) ≥ r
)
≤ c5 r−κ.
Proof of Lemma 4.5. Let r > 1. By considering the first generation n such that
max|x|=nLT 1(x) ≥ r, we get that
P
(
max
x≤Z1
LT1(x) ≥ r
)
≤
∞∑
n=1
E
( ∑
|x|=n
1{LT1 (x)≥r,max1≤i<n LT1(xi)<r,min1≤i<n LT1 (xi)≥2}
)
=
∞∑
n=1
Ê1
(
1
Yn
1{Yn≥r,max1≤i<n Yi<r,min1≤i<n Yi≥2}
)
,
by using the many-to-one formula (2.7) for the edge local times. It follows that
P
(
max
x≤Z1
LT 1(x) ≥ r
)
≤ 1
r
∞∑
n=1
P̂1
(
Yn ≥ r, max
1≤i<n
Yi < r, min
1≤i<n
Yi ≥ 2
)
=
1
r
P̂1
(
max
1≤i<σ+1
Yi ≥ r
)
,
by using the first return time σ+1 := min{i ≥ 1 : Yi = 1}. By the upper bound of
Lemma 4.1, we get that
P
(
max
x≤Z1
LT 1(x) ≥ r
)
≤ c2 r−κ.
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To get the lower bound, we introduce
Z :=
∑
x≤Z1
1{LT1 (x)≥r,max∅<y<x LT1(y)<r}
=
∞∑
n=1
∑
x:|x|=n
1{LT1(x)≥r,max1≤i<n LT1 (xi)<r,min1≤i<n LT1(xi)≥2}
,
which is the cardinal of the set of vertices which are the first of their ancestry line to have
their edge local time to overshoot r. Remark that {Z ≥ 1} ⊂ {maxx≤Z1 LT 1(x) ≥ r}. We
choose and fix p > 1 such that{
κ < p < min(α, 2), if 1 < κ < 2,
p := 2, if κ ≥ 2, (4.8)
where α > κ is the constant in the assumption (1.4). By the Paley-Zygmund inequality,
P
(
Z ≥ 1
)
≥ (E(Z))
p/(p−1)
(E(Zp))1/(p−1)
. (4.9)
First we estimate E(Z). It follows from the many-to-one formula (2.7) that
E(Z) =
∞∑
n=1
Ê1
( 1
Yn
1{τr=n, τr<σ+1 }
)
= Ê1
( 1
Yτr
1{τr<σ+1 }
)
,
where as in Lemma 4.2, τr = min{n ≥ 0 : Yn ≥ r} denotes the first time that (Yn)n≥0
exceeds r. Applying the upper bound in Lemma 4.1 gives
E(Z) ≤ c2 r−κ.
On the other hand, by applying the lower bound in Lemma 4.1, we see that for some
constant c large enough and for any r ≥ 1,
P̂1
(
τr < σ
+
1 , Yτr ≤ cr
)
= P̂1
(
τr < σ
+
1
)
− P̂1
(
τcr < σ
+
1
)
≥ c1r−κ − c2(cr)−κ ≥ c6r−κ.
Hence E(Z) ≥ (cr)−1P̂1
(
τr < σ
+
1 , Yτr ≤ cr
) ≥ c6
c
r−κ. Consequently we have proved
that
c7 r
−κ ≤ E(Z) ≤ c2 r−κ, ∀r ≥ 1. (4.10)
Now we estimate the p-th moment of Z by using the change of measure formula in
Fact 2.3. At first, we recall the definition of T(1) in (2.6) and introduce the following
optional line (in the sense of Biggins and Kyprianou [12]):
Lr :=
{
x ∈ T(1) : LT 1(x) ≥ r, max
∅<y<x
LT 1(y) < r
}
, r > 1,
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the set of vertices which are the first on the ancestry line to have an edge local time
exceeding r. Recall the definition of Z1 from (1.13). We remark that for any r > 1,
Z =
∑
x∈Lr
1{x≤Z1}.
A standard argument in the studies of branching random walk, see for instance Biggins
and Kyprianou [12], shows that we may replace the set {|x| = n} by an optional line Lr,
and the corresponding change of measure formula in Fact 2.3 still holds (with obvious
modifications). Write x ∼ wi iff ←x = wi−1 and x 6= wi for any i ≥ 1. Then we have
E
(
Zp
)
= Ê1
[ 1
Yτr
1{wτr≤Z1}
( ∑
x∈Lr
1{x≤Z1}
)p−1]
= Ê1
[ 1
Yτr
1{τr<σ+1 }
(
1 +
τr∑
i=1
∑
x∼wi
Z(x)
)p−1]
, (4.11)
where for any x ∼ wi,
Z(x) :=
∑
y∈Lr ,y≥x
1{y≤Z1}.
Let Y := σ{Yi, wi, LT 1(x), x ∼ wi, i ≤ τr} be the σ-fields generated by the spine up to
τr. By the choice of p in (4.8), 0 < p− 1 ≤ 1, and it follows that
Ê1
[(
1 +
τr∑
i=1
∑
x∼wi
Z(x)
)p−1 ∣∣Y] ≤ 1 + τr∑
i=1
(∑
x∼wi
Ê1
[
Z(x) | Y])p−1. (4.12)
Notice that by the branching property outside the spine (wi), on the event {LT 1(x) = l},
Ê1
[
Z(x) | Y] = E(Zl),
where Z0 := 0 and
Zl :=
∑
x∈T(l)
1{LTl(x)≥r,max∅<y<x LTl (y)<r,min∅<y<x LTl (y)≥2}
, l ≥ 1.
By applying (2.7) and then Lemma 4.2 , we get that for any β ∈ [1, κ), there exists
some constant cβ > 1 such that for all r ≥ l ≥ 1,
E(Zl) = Êl
( l
Yτr
1{τr<σ+1 }
)
≤ cβ
( l
r
)β
. (4.13)
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Going back to (4.11), we deduce from (4.12) and (4.13) that for any 1 ≤ β < κ,
E(Zp) ≤ 1
r
P̂1
(
τr < σ
+
1
)
+ (cβ)
p−1
Ê1
[ 1
Yτr
1{τr<σ+1 }
τr∑
i=1
(∑
x∼wi
(LT1(x)
r
)β)p−1]
≤ c2 r−κ + cβ,p r−1−β(p−1) Ê1
[
1{τr<σ+1 }
τr∑
i=1
(∑
x∼wi
(
LT 1(x)
)β)p−1]
≤ c2 r−κ + cβ,p r−1−β(p−1) Ê1
[
1{τr<σ+1 }
τr∑
i=1
(∑
x∼wi
LT1(x)
)β(p−1)]
, (4.14)
where we have used the upper bound of Lemma 4.1 for the second inequality.
Now we choose (and fix) a constant β such that{
β := 1, if 1 < κ < 2,
κ− 1 < β < min(α− 1, κ), if κ ≥ 2, (4.15)
Let us admit for the moment the existence of some positive constant c such that
Ê1
[(∑
x∼wi
LT 1(x)
)β(p−1) ∣∣LT 1(wi−1) = l] ≤ c lβ(p−1), ∀l ≥ 1. (4.16)
Therefore we deduce from (4.14) that
E(Zp) ≤ c2 r−κ + c′ r−1−β(p−1) Ê1
(
1{τr<σ+1 }
τr∑
i=1
(Yi−1)
β(p−1)
)
.
By using the local time process ℓY (·) of (Yn)n≥0 defined in (4.2), we get that (recalling
that πj ≍ j−κ and noticing that β(p− 1) > κ− 1, by the choices of p in (4.8) and of β in
(4.15))
Ê1
(
1{τr<σ+1 }
τr∑
i=1
(Yi−1)
β(p−1)
)
≤
r∑
j=1
jβ(p−1) Ê1(ℓY (j)) =
r∑
j=1
jβ(p−1)
πj
π1
≤ c rβ(p−1)−κ+1.
Consequently
E(Zp) ≤ c′′ r−κ,
which in view of (4.9) implies that
P
(
max
x≤Z1
LT 1(x) ≥ r
)
≥ P(Z ≥ 1) ≥ c8 r−κ, r ≥ 1.
This proves the lower bound of Lemma 4.5.
25
It remains to check (4.16). According to Fact 2.3, the expectation term in the left-
hand-side of (4.16) is equal to
Êl
( ∑
|x|=1:x∼w1
LT l(x)
)β(p−1)
= E
[1
l
∑
|x|=1
LT l(x)
( ∑
y:|y|=1,y 6=x
LT l(y)
)β(p−1)]
≤ 1
l
E
(∑
|x|=1
LT l(x)
)1+β(p−1)
.
We shall use an application of Ho¨lder’s inequality: (
∑l
i=1 ti)
1+β(p−1) ≤ lβ(p−1) ∑li=1 t1+β(p−1)i
for any ti ≥ 0. Observe that under P, {LT l(·) − LT l−1(·)}l≥1 are identically distributed
(but not independent). It follows that
1
l
E
(∑
|x|=1
LT l(x)
)1+β(p−1)
≤ lβ(p−1) E
(∑
|x|=1
LT 1(x)
)1+β(p−1)
= lβ(p−1)E
(
Θ(∅)
)1+β(p−1)
,
by using the notation in (2.20). Then to check (4.16) it suffices to prove that E
(
Θ(∅)
)1+β(p−1)
<
∞. By (2.22) (with x = ∅ and k = 1 there), we get that
E
(
Θ(∅)
)1+β(p−1)
= E
∞∑
n=1
n1+β(p−1)
( ∑|y|=1A(y)
1 +
∑
|y|=1A(y)
)n 1
1 +
∑
|y|=1A(y)
.
Elementary computations say that
∑∞
n=1 n
1+β(p−1)
(
t
1+t
)n ≤ cβ (1+t)2+β(p−1) for any t > 0,
it follows that
E
(
Θ(∅)
)1+β(p−1) ≤ cβ E(1 + ∑
|y|=1
A(y)
)1+β(p−1)
,
which is finite according to the assumption (1.4) (recalling that 1 + β(p− 1) < α). This
implies (4.16) and completes the proof of Lemma 4.5. ✷
Let us consider now the maximum of the (site) local times LT 1(x) instead of the edge
local times LT 1(x):
Lemma 4.6 Assume (1.1), (1.2), (1.3) and (1.4). There exist some positive constants
c9, c10 such that for any r ≥ 1,
c9 r
−κ ≤ P
(
max
x≤Z1
LT 1(x) ≥ r
)
≤ c10 r−κ.
Proof of Lemma 4.6. In view of the lower bound in Lemma 4.5, it is enough to prove the
upper bound in Lemma 4.6.
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Recall (2.19) and (2.20). By applying Lemma 2.6 to (2.22), we get that for any r > 1,
k ≥ 1, if ∑
y:
←
y=x
A(y) ≤ 1
8
r
k
, then
Pω
(
Θ(x) ≥ r∣∣LT 1(x) = k) ≤ 6 k e− r8(1+∑y:←y =x A(y)) . (4.17)
It follows that
Pω
(
max
x≤Z1
Θ(x) ≥ r
)
≤
∞∑
n=0
∑
|x|=n
Eω
[
1{x≤Z1}
(
6LT 1(x) e
− r
8(1+
∑
y:
←
y =x
A(y))
+ 1{LT1(x)>
r
8
∑
y:
←
y =x
A(y)
}
)]
.(4.18)
Observe that the event {x ≤ Z1} and the variable LT 1(x) only involve those environments
which are independent of
∑
y:
←
y=x
A(y). Moreover
∑
y:
←
y=x
A(y) is distributed as
∑ν
i=1Ai.
By taking the expectation with respect to the environment, we deduce from (4.18) that
P
(
max
x≤Z1
Θ(x) ≥ r
)
≤
∫
P(
ν∑
i=1
Ai ∈ dt)
∞∑
n=0
E
[ ∑
|x|=n
1{x≤Z1}
(
6LT 1(
←
x) e−
r
8(1+t) + 1
{LT1
(
←
x )> r
8t
}
)]
=
∫
P(
ν∑
i=1
Ai ∈ dt)
∞∑
n=0
Ê1
[1{n≤σ+1 }
Yn
(
6Yn e
− r
8(1+t) + 1{Yn> r8t}
)]
,
by using the many-to-one formula (2.7) and the notation σ+1 in (4.1). Since the Markov
Chain (Yn)n≥0 is positive recurrent, Ê1(σ
+
1 ) <∞. This together with (4.2) and (4.3) yield
that
∞∑
n=0
Ê1
[1{n≤σ1}
Yn
(
6Yn e
− r
8(1+t) + 1{Yn> r8t }
)]
≤ c e− r8(1+t) +
∑
j>r/(8t)
1
j
Ê1(ℓY (j))
≤ c e− r8(1+t) + c r−κ tκ.
Hence
P
(
max
x≤Z1
Θ(x) ≥ r
)
≤ cEe−
r
8(1+
∑ν
i=1
Ai) + c r−κE
( ν∑
i=1
Ai
)κ
.
If we introduce an independent standard exponential variable e, then Ee
− r
8(1+
∑ν
i=1
Ai) =
P
(
(1 +
∑ν
i=1Ai) >
r
8e
) ≤ c′E( r
8e
)−κ
= c′ r−κE(8e)κ, with c′ := E(1 +
∑ν
i=1Ai)
κ <∞ by
assumption. Then we get that P
(
maxx≤Z1 Θ(x) ≥ r
) ≤ c′′ r−κ, which in view of (2.19)
and Lemma 4.5 complete the proof of Lemma 4.6. ✷
Recall the definition of Z1 in (1.13). We are interested in the number of vertices in
this optional line Z1.
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Fact 4.7 ([1],[13]) Assume (1.1), (1.2), (1.3) and (1.4). For any κ ∈ (1, 2], we have
P
(
#Z1 > r
)
≍ r−κ, ∀ r ≥ 1, (4.19)
and if κ > 2, then
E
[(
#Z1
)2]
<∞. (4.20)
Moreover if κ ∈ (1, 2], as l →∞,
#Zl
l
Lp(P∗)−→ W∞,
for any 1 ≤ p < κ, where W∞ denotes the limit of the additive martingale Wn :=∑
|x|=n e
−V (x), which is positive P∗-a.s.
Now we are ready to prove Theorem 1.5:
Proof of Theorem 1.5. We prove first the estimates on the edge local times maxx∈T LT 1(x).
By the strong Markov property, we get the following identity in law under the annealed
probability measure P:
max
x∈T
LT 1(x)
(law)
= max
(
max
x≤Z1
LT 1(x), max1≤i≤#Z1
L
∗,i
)
,
where L
∗,i
, i ≥ 1, are i.i.d. copies of maxx∈T LT 1(x), independent of (maxx≤Z1 LT 1(x),#Z1).
Write ar := P(maxx∈T LT 1(x) > r) for all r ≥ 0 and ℓ∗ := maxx≤Z1 LT 1(x) for notational
brevity. We get from the above identity in law that for all r > 0,
ar = 1− E
(
1{ℓ∗≤r}(1− ar)#Z1
)
= 1− E
(
(1− ar)#Z1
)
+ E
(
1{ℓ∗>r}(1− ar)#Z1
)
.
Define a function f by
f(ε) := ε− 1 + E
(
(1− ε)#Z1
)
, 0 < ε < 1.
Then we get
E
(
1{ℓ∗>r}(1− ar)#Z1
)
= f(ar). (4.21)
Note that 1− E((1− ε)#Z1) = ε∑∞j=1(1− ε)j−1P(#Z1 ≥ j). Note that ∑∞j=1 P(#Z1 ≥
j
)
= E(#Z1) = 1. In fact, by the definition of Z1 in (1.13) and by applying the many-
to-one formula (2.7),
E(#Z1) =
∞∑
n=1
E
( ∑
|x|=n
1{LT1(x1)≥2,...,LT1 (xn−1)≥2,LT1 (xn)=1}
)
=
∞∑
n=1
Ê1(
1
Yn
1{Y1≥2,...,Yn−1≥2,Yn=1})
=
∞∑
n=1
P̂1(Y1 ≥ 2, ..., Yn−1 ≥ 2, Yn = 1) = 1.
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It follows
f(ε) = ε
∞∑
j=1
(1− (1− ε)j−1)P(#Z1 ≥ j), 0 < ε < 1.
Based on (4.19) and (4.20), it is elementary to check that4 as ε→ 0,
f(ε) ≍

εκ, if 1 < κ < 2,
ε2 log 1
ε
, if κ = 2,
ε2, if 2 < κ <∞.
(4.22)
For the upper bound of P(maxx∈T LT 1(x) > r) ≡ ar, we use the equality (4.21) to see
that f(ar) ≤ P
(
ℓ∗ > r
) ≤ c5 r−κ by Lemma 4.5, and the corresponding upper bound for
ar follows immediately from (4.22).
To get the lower bound of ar, we remark that for r large enough (such that ar ≤ 1/2),
f(ar) = E
(
1{ℓ∗>r}(1− ar)#Z1
) ≥ cP(ℓ∗ > r,#Z1 ≤ 1
ar
)
,
with c := inf0<ε< 1
2
(1− ε)1/ε > 0. It follows that
P
(
ℓ∗ > r
)
≤ 1
c
f(ar) + P
(
#Z1 >
1
ar
)
≤

c′ (ar)
κ, if 1 < κ < 2,
c′ (ar)
2 log 1
ar
, if κ = 2,
c′ (ar)
2, if 2 < κ <∞,
by using (4.22), (4.19) and (4.20). By Lemma 4.5, P
(
ℓ∗ > r
) ≥ c1r−κ, which gives the
lower bound of ar.
To deal with the local times instead of the edge-local times maxx∈T LT 1(x), we remark
that again by the Markov property, under the annealed probability measure P,
max
x∈T
LT 1(x)
(law)
= max
(
max
x≤Z1
LT 1(x), max1≤i≤#Z1
L̂∗,i
)
,
where L̂∗,i, i ≥ 1, are i.i.d. copies of maxx∈T LT 1(x), independent of (maxx≤Z1 LT 1(x),#Z1).
The rest of the proof goes exactly in the same way as that for the edge-local times, by
applying Lemma 4.6 instead of Lemma 4.5. ✷
4The cases 1 < κ ≤ 2 follow from an application of Tauberian theorem. Let us give the details when
κ > 2: Using the fact that 1 − (1 − ε)j−1 ≤ ε(j − 1), we get that f(ε) ≤ ε2E∑∞j=1(j − 1)1{j≤#Z1} ≤
ε2 E[(#Z1)
2], implying the upper bound on f(ε). For the lower bound, we use the inequality that 1−(1−
ε)j−1 ≥ ε(j−1)(1−ε)j−1 and get that f(ε)
ε2
≥ E∑∞j=1(j−1)(1−ε)j−11{j≤#Z1} → E∑∞j=1(j−1)1{j≤#Z1}
as ε→ 0 by the monotone convergence, and the lower bound on f(ε) follows.
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5 Proof of Theorem 1.1: Case 1 < κ ≤ 2
5.1 Proofs of (1.8) and (1.9), case 1 < κ < 2
Proposition 5.1 Let 1 < κ < 2. Assume (1.1), (1.2), (1.3) and (1.4). Then P∗-almost
surely,
lim sup
n→∞
1
n
max
x∈T
LTn(x) =∞.
We shall use several times the following fact in the proof of Proposition 5.1:
Fact 5.2 ([37], Chapter VII, Corollary 1) Let (ξi)i≥0 be a sequence of random vari-
ables adapted to some filtration (Gi)i≥0. Suppose that P-almost surely, 0 ≤ ξi ≤ 1 for any
i ≥ 1. Then { ∞∑
i=1
ξi =∞
}
=
{ ∞∑
i=1
E
(
ξi
∣∣Gi−1) =∞}, P-a.s.
Proof of Proposition 5.1. Let K be a large constant and ε > 0 be small. Choose an
increasing subsequence nj →∞ as j →∞ such that
anj > nj−1, (5.1)
where the (deterministic) sequence (ak) is as in (4.6). Recall the definition of Zk for k ≥ 1
from (1.13). Define for any j ≥ 1,
Bj :=
{
max
x∈T
LTnj
(x) ≥ K nj, max
0≤i≤Tnj−1
|Xi| < min
x∈Znj
|x|, #Znj ≥ εnj
}
.
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Vertices of Znj
Vertices visited before T nj
Vertices visited before T nj−1
∃x, LTnj (x) > Knj #Znj > εnj
minx∈Znj |x|
max0≤i≤Tnj−1
|Xi|
Figure 2: The event Bj (in red).
Recall the definition of T(nj−1) from (2.6). Remark that max0≤i≤Tnj−1
|Xi| = maxx∈T(nj−1) |x|.
Then Bj is adapted to the filtration Gj defined as follows:
Gj := σ
(
LT k(x), 1 ≤ k ≤ nj , x ∈ T(nj)
)
, j ≥ 1.
For any x ∈ Znj , let
ζx := max
y∈T,y≥x
LTnj
(y). (5.2)
Then for any event A ∈ Gj−1, we have
P
(
Bj ∩ A
)
≥ E
(
1A∩{max
x∈T
(nj−1)
|x|<minx∈Znj
|x|,#Znj≥εnj}
(
1−
∏
x∈Znj
1{ζx<Knj}
))
.
Define G∗j := σ
(
LT k(x), 1 ≤ k ≤ nj, x ∈ T(nj), x ≤ Znj
)
which is a σ-field smaller than
Gj . Remark that A ∩ {maxx∈T(nj−1) |x| < minx∈Znj |x|} is G∗j -measurable, as well as Znj .
On the other hand, the process (T(nj ), (LT k(x), 1 ≤ k ≤ nj)x∈T(nj )) is again a multi-type
Galton-Watson tree; then we may apply the branching property to see that conditioned on
G∗j , (ζx)x∈Znj are i.i.d. and are distributed as maxz∈T LT1(z), see e.g. Jagers [24], Theorem
3.1 for the justification of the use of branching property along an optional line. It follows
that
P(Bj ∩A) ≥ E
(
1A∩{max
x∈T
(nj−1)
|x|<minx∈Znj
|x|,#Znj≥εnj}
(
1−
∏
x∈Znj
P(max
z∈T
LT 1(z) < Knj)
))
≥ (1− P(max
z∈T
LT 1(z) < Knj)
εnj
)
P
(
A ∩ { max
x∈T(nj−1)
|x| < min
x∈Znj
|x|, #Znj ≥ εnj}
)
.
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By Theorem 1.5,
1− P(max
z∈T
LT 1(z) < Knj)
εnj ≥ 1− (1− c
Knj
)εnj ≥ cε,K,
with some positive constant cε,K only depending on ε and K. Thus we have proved that
P
(
Bj | Gj−1
)
≥ cε,K P
(
max
0≤i≤Tnj−1
|Xi| < min
x∈Znj
|x|, #Znj ≥ εnj
∣∣Gj−1), (5.3)
where we have used again the fact that max0≤i≤Tnj−1
|Xi| = maxx∈T(nj−1) |x|.
By Fact 2.5 (combining (2.13) with (2.14)), we easily get that P∗-a.s. for all large j,
max0≤i≤Tnj−1
|Xi| ≤ nκ−1+o(1)j−1 < nj−1 for all large j [here κ < 2]. Notice that nj−1 < anj
which is in turn smaller than minx∈Znj |x| by (4.6). Hence P∗-a.s. for all large j,
max
0≤i≤Tnj−1
|Xi| < min
x∈Znj
|x|.
To treat #Znj , we apply Fact 4.7 and see that
lim sup
j→∞
#Znj
nj
≥ W∞, P∗-a.s.
It follows that P-a.s. on {W∞ > ε},∑
j
1{max0≤i≤Tnj−1 |Xi|<minx∈Znj |x|,#Znj≥εnj}
=∞.
Applying Fact 5.2 gives that P-a.s. on {W∞ > ε},∑
j
P
(
max
0≤i≤Tnj−1
|Xi| < min
x∈Znj
|x|, #Znj ≥ εnj
∣∣Gj−1) =∞,
which, again in view of Fact 5.2 and (5.3), yields that
∑
j 1Bj =∞. It follows that P-a.s.
on {W∞ > ε}, lim supn→∞ 1n maxx∈TLTn(x) ≥ K. Recall that {T = ∞} = {W∞ > 0} =⋃
ε>0{W∞ > ε}. Letting K →∞, we get Proposition 5.1. ✷
Now we are ready to give the proofs of (1.8) and (1.9) in Theorem 1.1 for the case
1 < κ < 2:
Proof of (1.8) in Theorem 1.1. Remark that for any x ∈ T, Eω(LT 1(x)) = e−U(x). By the
law of large numbers we see that for any fixed K ≥ 1, Pω-a.s.,
lim
n→∞
1
n
max
|x|≤K
LTn(x) = max|x|≤K
e−U(x) ≤ max
x∈T
e−U(x) <∞,
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by Lemma 2.1. In view of Proposition 5.1 we get that P∗-a.s.,
lim sup
n→∞
inf
x∈F(n)
|x| ≥ K.
The above limsup equals in fact infinity because K can be chosen arbitrarily large. This
together with (3.3) imply (1.8). ✷
Proof of (1.9) in Theorem 1.1. Let A > 1 be a large constant. Recall the definition of ζx
from (5.2). Define for any j ≥ 1,
Cj :=
{
max
x∈T:x≥Znj
LTnj
(x) ≤ nj
2
, max
0≤i≤Tnj−1
|Xi| < min
x∈Znj
|x|, #Znj ≤ Anj
}
=
{
max
x∈Znj
ζx ≤ nj
2
, max
0≤i≤Tnj−1
|Xi| < min
x∈Znj
|x|, #Znj ≤ Anj
}
,
where nj and ζx are defined in (5.1) and (5.2) respectively, and we denote by x ≥ Znj
if there exists y ∈ Znj such that y ≤ x. The same argument as that in the proof of
Proposition 5.1 (with the same Gj as there) yields that
P
(
Cj
∣∣Gj−1) ≥ P(max
z∈T
LT 1(z) <
nj
2
)Anj
P
(
max
0≤i≤Tnj−1
|Xi| < min
x∈Znj
|x|, #Znj ≤ Anj
∣∣Gj−1).
Applying Theorem 1.5 to maxx∈T LT 1(x) gives that P
(
maxz∈T LT 1(z) <
nj
2
)Anj ≥ cA with
some positive constant cA. By Fact 4.7,
lim inf
j→∞
#Znj
nj
≤W∞, P∗-a.s.
Therefore P-a.s. on {W∞ < A},
∑
j 1Cj =∞, which implies that there are infinitely many
j → ∞ such that maxx∈T:x≥Znj LTnj (x) ≤
nj
2
< LTnj
(∅), a fortiori, any favorite site
x ∈ F(T nj) must satisfy that x < Znj . By (4.5), |x| ≤ c3 log nj which by (2.14), is in turn
smaller than (T nj )
b for any contant b ∈ (0, κ−1
κ
) for all j large enough. In view of (3.3), we
conclude that for those j → ∞, any favorite site x ∈ F(T nj ) must satisfy that |x| ≤ Kε
for any fixed 0 < ε < 1
2
. Hence P-a.s. on {W∞ < A}, lim infn→∞maxx∈F(n) |x| ≤ Kε,
yielding (1.9) by letting A→∞. ✷
5.2 Proof of (1.7): Case κ = 2
First we remark that by (3.2) and the upper bound (4.5) in Lemma 4.3, for any ε > 0,
lim sup
n→∞
1
n
max
|x|≥Kε, x≤Zn
LTn(x) < ε, P
∗-a.s., (5.4)
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Hence for any δ > 0 and ε > 0, there is some integer n0(ε, δ) such that for all n ≥ n0(ε, δ),
we have
P
∗
(
max
|x|≥Kε, x≤Zn
LTn(x) ≤ 2εn
)
≥ 1− δ. (5.5)
Now we recall from [20] that when κ = 2, as j →∞,
Lj(
←
∅)√
j log j
(law)−→ a non-degenerate distribution on (0,∞) under P∗. (5.6)
Then for any δ > 0, there is a sufficiently small constant cδ > 0 such that for all large
j ≥ j0,
P
∗
(
n1 ≤ Lj(
←
∅) ≤ n2
)
≥ 1− δ, (5.7)
where n1 ≡ n1(j) := ⌈cδ
√
j log j⌉ and n2 ≡ n2(j) := ⌈ 1cδ
√
j log j⌉. Observe that by the
Markov property, for each n ≥ 1, the following identity in law holds under the annealed
probability measure P:
max
x≥Zn
LTn(x)
(law)
= max
1≤i≤#Zn
L̂∗,i,
where L̂∗,i, i ≥ 1, are i.i.d. copies of maxx∈T LT 1(x), independent of #Zn. Choose and fix
0 < ε <
c2δ
4
. It follows from the tail estimate in Theorem 1.5 (with κ = 2) that for all
large n ≥ n0(ε),
P
(
max
x≥Zn
LTn(x) ≥ εn
)
≤ 1− E
(
1− c
εn
√
log(εn)
)#Zn
≤ E c#Zn
εn
√
log(εn)
≤ cε (logn)−1/2,
by applying Fact 4.7 to get the last inequality. In particular for all large n,
P
∗
(
max
x≥Zn
LTn(x) ≥ εn
)
≤ δ.
Let j be large. On the event of the probability term in (5.7), we have T n1 ≤ j ≤ T n2 .
If there is some x ∈ F(j) such that |x| > Kε, then Lj(x) ≥ Lj(∅), which implies that
LTn2 (x) ≥ LTn1 (∅) ≥ n1 > 2 ε n2 by the choice of ε. It follows that{
max
x∈F(j)
|x| > Kε
}
∩
{
n1 ≤ Lj(
←
∅) ≤ n2
}
∩
{
max
|x|≥Kε, x≤Zn2
LTn2 (x) ≤ 2 ε n2
}
⊂
{
max
x≥Zn2
LTn2 (x) ≥ 2 ε n2
}
,
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whose probability (under P∗) is less than δ. This together with (5.5) and (5.7) imply that
P
∗
(
max
x∈F(j)
|x| > Kε
)
≤ 3 δ,
for all large j, which yields (1.7) and proves that (supx∈F(n))n≥1 is tight. In order to
localize the tightness, we need the following lemma:
Lemma 5.3 Let S be a finite subset of T disjoint from M . Then P-almost surely for all
n large enough, F(n) ∩ S = ∅.
Proof. Let x ∈ S and y ∈ M . Recall that under Pω, for any n ≥ 1, LTn(x) (resp.
LTn(y)) has the law of a sum of i.i.d. random variables of law LT 1(x) (resp. LT 1(y)).
According to the strong law of large numbers, n−1LTn(x)
−→
n→∞Eω[LT 1(x)] = e
−U(x) and
n−1LTn(y)
−→
n→∞Eω[LT 1(y)] = e
−U(y), Pω- almost surely.
By definition of M and since S ∩ M = ∅, we have e−U(x) < e−U(y). Therefore, Pω-
almost surely there exists n0 large enough such that for any n ≥ n0, we have LTn+1(x) <
LTn(y). By the monotonicity, for all k ∈ [T n;T n+1], Lk(x) ≤ LTn+1(x) < LTn(y) ≤ Lk(y),
thus Lk(x) < Lk(y) for all k ≥ T n0 . Hence Pω-a.s. for all n large enough x /∈ F(n) and
therefore, S being finite, almost surely for all n large enough F(n) ∩ S = ∅. ✷
Let 0 < ε < 1
2
. Recall the definition of Kε from (3.1). For any n ≥ 1, A > 0,
P
(
sup
x∈F(n)
|x| ≥ Kε
) ≤ P( sup
x∈F(n)
|x| ∈ [Kε, A], Kε < A
)
+ P
(
sup
x∈F(n)
|x| ≥ A).
The sequence (supx∈F(n) |x|)n≥1 being tight, there exists A large enough such that for all
large n ≥ n0,
P
(
sup
x∈F(n)
|x| ≥ Kε
) ≤ P( sup
x∈F(n)
|x| ∈ [Kε, A], Kε < A
)
+ ε < 2ε,
by applying Proposition 3.1: limn→∞ P
(
supx∈F(n) |x| ∈ [Kε, A], Kε < A
)
= 0.
Therefore for all large n,
P
(
F(n) ⊂ {x ∈ T : |x| < Kε}
) ≥ 1− 2ε. (5.8)
As {x ∈ T : |x| < Kε} ∩M c is almost surely finite and disjoint from M , according to
Lemma 5.3, we have
P
(
F(n) ∩ {x ∈ T : |x| < Kε} ∩M c = ∅
)
−→
n→∞1,
which together with (5.8) yield (1.7) and complete the proof of Theorem 1.1. ✷
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5.3 Proofs of Corollaries 1.3 and 1.4
Proof of Corollary 1.3. At first, we shall prove a preliminary result which will also be
used in the proof of Corollary 1.4. Let Umin := minx∈T U(x). Under Pω, the process(
n−1/2
(
LTn(x)− ne−Umin
)
x∈M
)
n≥0
is a lattice random walk with covariance matrix equal
to that of (LT 1(x))x∈M . The coefficients of this matrix are finite, as for any x ∈ M , LT 1(x)
is stochastically smaller than a geometric random variable. We claim that the matrix is
of rank M := #M , so that the random walk is a genuinely M-dimensional random
walk. Indeed, suppose that there exists (ax)x∈M a sequence of real numbers (which may
depend on the environment) not all zero such that Pω-a.s.,
∑
x∈M axLT 1(x) = 0. Let
x0 be such that ax0 6= 0 and for any other y ∈ M such that ay 6= 0, |x0| ≤ |y|. As
LT 1(x0) = LT 1(x0) +
∑
←
z=x0
LT 1(z) (see (2.19)), we have that
LT 1(x0) = −
∑
←
z=x0
LT1(z) +
1
ax0
∑
y∈M ,y 6=x0
ay
(
LT 1(y) +
∑
←
z=y
LT 1(z)
)
,
almost surely. This is absurd as conditionally on the environment the left member of this
equation is a non-trivial random variable only depending on the behaviour of the walk on
the edge (
←
x0, x0), whereas the right member only depends on the behaviour of the walk on
strictly distinct edges. Therefore there exists no such family (ax)x∈M , and the covariance
matrix of (LTn(x))x∈M for any n is of rank M .
Now we are ready to prove Corollary 1.3. Suppose that #M ≥ 4 (otherwise the result
is immediate, as F(n) ⊂ M for all large n), and let w, x, y, z be any four distinct vertices
of M . Let
Aw,x,y,zn : = {LTn(w) ≤ LTn(x) ≤ LTn(y) ≤ LTn(z) and LTn+1(w) ≥ LTn(z)}
= {0 ≤ LTn(x)− LTn(w) ≤ LTn(y)− LTn(w) ≤ LTn(z)− LTn(w) ≤ LTn+1(w)− LTn(w)}.
Now as under Pω, the LTn+1(w) − LTn(w) are i.i.d. random variables dominated by a
geometric variable, there is a λ > 0 such that almost surely for all n large enough,
LTn+1(w)−LTn(w) < λ log(1+n). But as proved previously,
(
LTn(x)−LTn(w), LTn(y)−
LTn(w), LTn(z)−LTn(w)
)
n≥0
is a genuinely 3-dimensional random walk with finite covari-
ance matrix. Hence, equation (2) p. 313 of [38] ensures that for all ε > 0, almost surely
for all n large enough this random walk is out of the ball in R3, centered at the origin
and of radius n1/2−ε. This ensures that Pω
(Aw,x,y,zn i.o. as n→∞) = 0. Hence almost
surely, for all but a finite number of n, if LTn(w) ≤ LTn(x) ≤ LTn(y) ≤ LTn(z), then for
all k ∈ [T n, T n+1] we have Lk(w) ≤ LTn+1(w) < LTn(z) ≤ Lk(z).
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The vertices w, x, y, z playing symmetrical roles, we have the same result for any order-
ing of w, x, y, z, and so for all but a finite number of k, we have that Lk(w), Lk(x), Lk(y)
and Lk(z) are not all equal.
The set M being finite, this result stands simultaneously for all quadruplets of vertices
of M : there is only a finite number of times at which four vertices of M have the same
local time. In particular, there is only a finite number of times k at which three vertices
of M are in F(k) (since vertices of F(k) have the same local time), and since F(k) ⊂ M
for all k large enough (κ ∈ (2,∞]), this yields (1.10).
Now we show that P-a.s.,
lim sup
n→∞
#F(n) = min(3,M), (5.9)
whereM := #M . In view of the (1.10) and (1.6) , it suffices to prove that lim supn→∞#F(n) ≥
min(3,M). When M = 1, there is nothing to prove. Let M ≥ 2. Let M = {xi, 1 ≤
i ≤ M}. Observe that (LTn(xi) − LTn(x1))2≤i≤M is a genuinely (M − 1)-dimensional
centered random walk with finite covariance matrix, almost surely it returns to the origin
if M ∈ {2, 3}, and to {0} × {0} × ZM−3− if M ≥ 4, infinitely many times [We have used
Uchiyama [40] for the case M ≥ 4]. Now, as a.s. F(k) ⊂ M for all k large enough, we
deduce that a.s. F(T n) ⊃ {xi, 1 ≤ i ≤ min(3,M)} for infinitely many n. This proves (5.9)
when M ≥ 2. ✷
Proof of Corollary 1.4. Let x ∈ T\M ; according to Lemma 5.3, P-a.s. for all large n,
F(n) ∩ {x} = ∅. Hence a.s. x /∈ lim supn→∞ F(n) and therefore lim supn→∞ F(n) ⊂ M .
Moreover, notice that (1.6), (1.7) and (1.9) ensure that almost surely, there exist A ≥ 1
and an increasing sequence (φn)n≥1 of integers such that for any n ≥ 1, there exists a vertex
x ∈ F(φn) such that |x| < A. The set {x ∈ T : |x| < A} being finite, a fortiori there
exists an |x′| < A such that x′ ∈ F(φn) infinitely many times, i.e. x′ ∈ lim supn→∞ F(n);
Moreover x′ must be a site in M as lim supn→∞ F(n) ⊂ M .
Let us now consider the case κ ∈ [2,∞] and prove that lim supn→∞ F(n) = M . If
κ > 2, then according to (1.6), almost surely for all n large enough we have F(n) ⊂ M .
If κ = 2, then (1.7) together with Borel-Cantelli’s lemma ensure that there exists a
deterministic increasing sequence (tn)n≥1 of integers such that P-a.s. for all n large enough,
F(tn) ∈ M .
Now recalling from the proof of Corollary 1.3 that under Pω, the process
(
Ξn :=
n−1/2
(
LTn(x)−ne−Umin
)
x∈M
)
n≥0
is a genuinelyM-dimensional random walk, where Umin :=
minx∈TU(x). Hence for any set of the form {(k1, . . . , kM) ∈ ZM : k1 < 0, . . . , ki−1 < 0, ki >
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0, ki+1 < 0, . . . kM < 0} (for any fixed 1 ≤ i ≤ k) will be recurrent for Ξtn [in fact, take
for example i = M and let An := {Ξtn ∈ {(k1, . . . , kM) ∈ ZM : k1 < 0, . . . , kM−1 <
0, kM > 0}. By the central limit theorem, there exists some positive constant c such
that Pω(An) → c as n → ∞, hence Pω(lim supn→∞An) ≥ c. This probability is in
fact equal to 1 thanks to the Hewitt-Savage zero-one law]; consequently, Pω-a.s. for any
x ∈ M there exist infinitely many n ≥ 1 such that LTφn (x) = maxy∈M LTφn (y), and so
x ∈ lim supn→∞ F(φn) ⊂ lim supn→∞ F(n).
This completes the proof of Corollary 1.4. ✷
A Appendix
Proof of (4.4). Let i be a large integer. By the definition of the transition matrix P
in (2.9), we see that
Pf(i) = E
∞∑
n=0
C ii+n
e−nS1
(1 + e−S1)i+n+1
Γ(n + γ + 1)
Γ(n + 1)
.
We claim that for any ε > 0, there exist some iε, cγ > 0 such that for all i ≥ iε and
0 < x < 1,
∞∑
n=0
C ii+n
Γ(n+ γ + 1)
Γ(n+ 1)
xn ≤ (1−x)−i−1−γ f(i)
(
(1+ε) xγ+cγ ε(1+x
−1(1−x)1+γ)
)
. (A.1)
Let us admit for the moment (A.1) and finish the proof of (4.4). Indeed, by (A.1), we get
that
Pf(i) ≤ f(i)E
(
(1 + ε)e−γS1 + cγε [(1 + e
−S1)γ + eS1 ]
)
≤ f(i)
(
(1 + ε)Ee−γS1 + c′ ε
)
,
Since 0 < γ < κ − 1, Ee−γS1 < 1, and we can choose a sufficiently small ε such that
(1 + ε)Ee−γS1 + c′ ε < 1 and get (4.4).
It remain to prove (A.1). Firstly we observe that for all 0 < x < 1,
∞∑
n=0
C ii+n
Γ(n+ γ + 1)
Γ(n + 1)
xn =
Γ(1 + γ)
i!
di
dxi
(
xi(1− x)−(1+γ)
)
,
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By using the change of variable: y = 1− x, we get that for any 0 < x < 1,
di
dxi
(
xi(1− x)−(1+γ)
)
= (−1)i d
i
dyi
(
(1− y)iy−1−γ
)∣∣
y=1−x
= (−1)i d
i
dyi
( i∑
k=0
Cki (−1)k yk−1−γ
)∣∣
y=1−x
= y−i−1−γ
i∑
k=0
Cki (−1)i (k − 1− γ)× · · · × (k − i− γ)× (−y)k
∣∣
y=1−x
= i! y−i−1−γ
i∑
k=0
(i+ γ − k) · · · (γ + 1)
(i− k)!
γ(γ − 1) · · · (γ − (k − 1))
k!
(−y)k∣∣
y=1−x
.
Recalling that f(i − k + 1) = Γ(i+γ−k+1)
Γ(i−k+1)
for any 0 ≤ k ≤ i, we get that for any
0 < x < 1,
∞∑
n=0
C ii+n
Γ(n+ γ + 1)
Γ(n+ 1)
xn
= (1− x)−i−1−γ
i∑
k=0
f(i− k + 1) γ(γ − 1) · · · (γ − (k − 1))
k!
(x− 1)k
=: (1− x)−i−1−γ
(
I(A.2) + J(A.2)
)
, (A.2)
where
I(A.2) :=
l∑
k=0
f(i− k + 1) γ(γ − 1) · · · (γ − (k − 1))
k!
(x− 1)k,
J(A.2) :=
i∑
k=l+1
f(i− k + 1) γ(γ − 1) · · · (γ − (k − 1))
k!
(x− 1)k,
with l = l(γ) the unique integer such that l−1 ≤ γ < l. When i→∞, f(i−k+1) ∼ f(i)
uniformly on k ∈ {0, 1, .., l}, it follows that for any ε > 0, there exists some iε > 0 such
that for all i ≥ iε and all 0 < x < 1,
I(A.2) = f(i)
l∑
k=0
γ(γ − 1) · · · (γ − (k − 1))
k!
(x− 1)k + εf(i).
For the term J(A.2), we discuss two cases according to the parity of l:
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(i) If l is even, then every term in the sum in J(A.2) is positive (for any 0 < x < 1). By
using the fact that f is increasing, we get that
J(A.2) ≤ f(i)
i∑
k=l+1
γ(γ − 1) · · · (γ − (k − 1))
k!
(x− 1)k
≤ f(i)
∞∑
k=l+1
γ(γ − 1) · · · (γ − (k − 1))
k!
(x− 1)k,
(because every term in the above sum is positive). It follows that for any i ≥ iε, and all
0 < x < 1,
∞∑
n=0
C ii+n
Γ(n+ γ + 1)
Γ(n+ 1)
xn ≤ (1− x)−i−1−γ f(i) xγ + ε (1− x)−i−1−γ f(i).
(ii) If l is odd, then every term in the sum in J(A.2) is negative. For all large i ≥ iε,
J(A.2) ≤
i1/2∑
k=l+1
f(i− k + 1) γ(γ − 1) · · · (γ − (k − 1))
k!
(x− 1)k
≤ (1− ε)f(i)
i1/2∑
k=l+1
γ(γ − 1) · · · (γ − (k − 1))
k!
(x− 1)k,
by using the fact that as i→∞, f(i− k + 1) ∼ f(i) uniformly on l < k ≤ i1/2. Observe
that for some positive constant cγ,
∣∣γ(γ−1)···(γ−(k−1))
k!
∣∣ ≤ cγ i−ℓ/2 for any k > i1/2 (which
is larger than ℓ). It follows that for all 0 < x < 1,
∑
k>i1/2
∣∣γ(γ−1)···(γ−(k−1))
k!
(x − 1)k∣∣ ≤
cγ i
−ℓ/2x−1(1− x)i1/2 ≤ ε x−1(1− x)1+γ .
Therefore when ℓ is odd, we get that for all i ≥ iε and all 0 < x < 1,
∞∑
n=0
C ii+n
Γ(n+ γ + 1)
Γ(n+ 1)
xn ≤ (1− x)−i−1−γ f(i)
(
(1 + ε) xγ + c ε+ cγ i
−ℓ/2x−1(1− x)i1/2
)
.
Therefore we get (A.1) and complete the proof of (4.4). ✷
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