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INFINITE ENERGY QUASI-PERIODIC SOLUTIONS
TO NONLINEAR SCHRO¨DINGER EQUATIONS ON R
W.-M. Wang
Abstract. We construct a set of smooth infinite energy global solutions (without spatial
symmetry) to the non-integrable, nonlinear Schro¨dinger equations (NLS) on R. These
solutions are space-time quasi-periodic with two frequencies each. This paper general-
izes Bourgain’s Anderson localization theory for nonlinear PDEs [B2, 1], cf. also the
generalizations [W1-3], to the non-compact space quasi-periodic setting.
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1. Introduction to the Theorem
We consider the nonlinear Schro¨dinger equation on R:
i
∂
∂t
u = −
∂2
∂x2
u+ |u|2pu, (1.1)
where p ≥ 1 and p ∈ N is arbitrary; u is a complex valued function on R×R. We seek
space-time quasi-periodic solutions of two frequencies each, i.e., (2, 2)-frequencies, in
the following form:
u(t, x) =
∑
(n,j)∈Z2×Z2
a(n, j)ei(n·ω+M)tei(j·λ+m)x, (A)
where λ = (λ1, λ2) ∈ (0, 2π]
2 and (m,M) ∈ (0, 2π]2 are the parameters; the coefficients
a(n, j) ∈ R and the frequency in time ω = (ω1, ω2) ∈ R
2 are to be determined for
appropriate (λ,m,M) ∈ (0, 2π]4 ⊂ R4. The functions in (A) do not decay in x and a
fortiori have infinite energy for all time. Moreover since it generally does not posses
spatial symmetry, there is no reduced quotient space, on which it has finite energy, as
for solutions u which are space-periodic, such as that constructed earlier in [W2, 3].
Theorem. Assume that
u(0)(t, x) =
2∑
k=1
ake
−i(jk·λ+m)
2tei(jk·λ+m)x, (U)
a solution to the linear Schro¨dinger equation, where λ = (λ1, λ2) ∈ (0, 2π]
2, satisfies
j1 6‖ j2,
with Fourier coefficients a = (a1, a2) ∈ (0, δ)
2. There exists δ0 > 0, such that for all
δ ∈ (0, δ0) and all fixed a ∈ (0, δ)
2, there is a Cantor set G ⊂ (0, 2π)4 with
meas G/(2π)4 ≥ 1− δp/2,
and a diffeomorphism: (λ,m,M) 7→ (λ, ω) on (0, 2π)4. For all (λ,m,M) ∈ G, there
is a space-time quasi-periodic solution of the form (A) to the nonlinear Schro¨dinger
equation (1.1):
u(t, x) =
2∑
k=1
ake
i(−ωk+M)tei(jk·λ+m)x +Oλ,m,M (δ
p)
=
2∑
k=1
ake
−i((jk·λ+m)
2+Ok,λ,m,M (δ
2p))tei(jk·λ+m)x +Oλ,m,M (δ
p),
where the frequency modulations Ok,λ,m,M (δ
2p), k = 1, 2, are C1 on (0, 2π)4, and the
remainder Oλ,m,M (δ
p) is a Gevrey function on R× R.
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Corollary. Assume that the hypothesis in the Theorem holds. There exists a set
M ⊂ (0, 2π)2, satisfying
meas M/(2π)2 ≥ 1− δp/2,
such that for all (m,M) ∈ M the conclusion of the Theorem holds on a set in λ
(depending on (m,M)) of measure at least 1 − δp/2; likewise, there exists a set Λ ⊂
(0, 2π)2, satisfying
meas Λ/(2π)2 ≥ 1− δp/2,
such that for all λ ∈ Λ the conclusion of the Theorem holds on a set in (m,M)
(depending on λ) of measure at least 1− δp/2.
Proof. This follows from the Theorem by using the Fubini Theorem. 
1.1 Some background.
It is well known that the Cauchy problem for the nonlinear Schro¨dinger equation in
(1.1), is globally well-posed in H1(R), using Sobolev embeddings and energy conser-
vation. (For 1 ≤ p ≤ 2, (1.1) is, in fact, globally well-posed in L2(R) [Tsu][Do].) For
periodic u, set
T := 2πR/Z,
then (1.1) is globally well-posed in H1(T). Periodic u are de-localized in space, but on
the quotient space there is finite H1 norm.
It is natural to seek de-localized smooth solutions u to (1.1), which do not have
symmetry, u ∈ Hsloc(R) for some s ≥ 1, but u /∈ H
s(R), for any s ≥ 0. If they existed,
such u, a fortiori, would have infinite energy. Since there is no lack of regularity, these
u present a different phenomenon from that of rough solutions, u ∈ Hs(R) for s < 1.
There are, however, few such known results.
In [DG], Damanik and Goldstein constructed space quasi-periodic and time almost-
periodic Cauchy solutions to KdV equations. Such solutions were previously con-
structed in [BdME] for (1.1), when p = 1, under certain spectral assumptions. Both
results seem to hinge on integrability.
In the non-integrable case, Oh proved local well-poseness of Cauchy problems for
almost-periodic initial data u0, and global well-posedness for limit-periodic u0, for
(1.1), in [O1, 2]. (Limit periodic functions are functions with one basic period and all
other periods are rational multiples of it.) T. Spencer informed us that in [DoSS], they
construct global in time Cauchy solutions for non-resonant small initial data e.g., of
the type: a1e
−ip1x + a2e
−ip2x, where p1 and p2 have the same sign, to another cubic
nonlinear Schro¨dinger equation on R:
i
∂
∂t
u = −
∂2
∂x2
u+ u3. (1.2)
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The sign restriction on p1 and p2 leads to tame small divisors for the u
3 nonlinearity,
which probably does not extend to the nonlinearity |u|2pu in the physically more
interesting NLS in (1.1).
Let us also mention that [CHKP] proved global well-posedness of Cauchy problems
for (1.1) in H1(T)+L2(R), when p = 1/2.
1.2 About the Theorem.
As recounted in the Theorem and the Corollary, we show existence of space-time
quasi-periodic solutions with two frequencies each, to (1.1) for all p ≥ 1. These
solutions appear to be first instances of global in time, smooth, de-localized solutions
(without symmetry) to non-integrable equations such as (1.1). It is a set of solutions
parametrized by four parameters, namely the two space frequencies λ = (λ1, λ2), and
the two Fourier phases, the quasi-momenta, m and M . These parameters are used to
control the resonances, the small divisors in constructing the solutions, starting from
that to the linear Schro¨dinger equation, when |u|2pu term is absent. The main new
difficulty compared to the space periodic case, is that the Laplacian when acting on
space quasi-periodic Fourier series is non-elliptic, leading to new types of small divisors,
which we analyze in the semi-algebraic setting. This analysis should also be applicable
to nonlinear difference equations, yielding space-time quasi-periodic solutions on the
lattice.
The Theorem presents a set of uniformly bounded in time, quasi-periodic solutions,
after semi-algebraic selections. Generally speaking, for non-integrable equations such
as (1.1), without such selections, one would not have expected this type of solutions.
In this respect, let us mention, however, that for the NLS on the lattice, it could be
shown that bounded initial data would lead to global solutions which are polynomially
bounded in time [DoSS].
Remark. In the (usual) space periodic setting, one may use the elliptic Laplacian to
effectuate eigenvalue variations to control small divisors, as in [B1, 2] and [W1-3]. This
is also a key to the KAM approach in e.g., [EK] and [PP]. We note that because of
the need to vary the parameters λ, m and M , to avoid small divisors coming from
|u|2pu, these solutions u are, in general, not solutions to Cauchy problems, which fix
the initial data.
1.3 Anderson localization for nonlinear PDEs.
The linear problem
We use the Anderson localization approach to construct the space-time quasi-
periodic solutions in the Theorem and Corollary. The mathematical theory of An-
derson localization debuted in the seminal paper of Fro¨hlich and Spencer [FS]. In the
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paper, they show how to probabilistically control small divisors and prove eigenfunc-
tion localization of random linear systems (random Schro¨dinger operators). This novel
mechanism is very flexible and applicable to other types of small divisors, for example,
those from quasi-periodic systems [FSW].
Dinaburg and Sinai [DS] initiated the subject of quasi-periodic Anderson localiza-
tion (in one dimension), which is by now classic, cf. also [E]. Quasi-periodic Anderson
localization in higher dimensions, is however, considerably more difficult. This is be-
cause, in one dimension, the dynamical variable, seen as the “time”, is a scalar; while
in higher dimensions, it becomes a vector. To deal with this new situation, Bourgain
introduced powerful techniques from harmonic analysis and semi-algebraic geometry.
In the breakthrough paper [BGS], Bourgain, Goldstein and Schlag proved, for the first
time, Anderson localization for quasi-periodic systems on the Z2 lattice. Later in [B3],
Bourgain further developed subtle semi-algebraic variable reductions to generalize the
result to Zd, for arbitrary d. (Cf. also the more recent rendition [JLS].)
Finally in [BK], Bourgain and Kachkovskiy treated a degenerate quasi-periodic sys-
tem in two dimensions. (Here by degenerate, we mean that the number of free param-
eters, the independent quasi-periodic frequencies, is strictly less than the dimension of
the lattice.)
The nonlinear problem
Parallel to the linear Anderson localization, there is the nonlinear Anderson local-
ization. This theory was developed by Bourgain to construct time quasi-periodic, and
space periodic solutions to nonlinear PDEs, such as Schro¨dinger and Wave. The ap-
plication of Anderson localization to construct time periodic solutions was first made
by Craig and Wayne [CW]. The bridge between the nonlinear and the linear theory is
provided by a Newton scheme – after each linearization, one falls back on the linear
analysis.
Chaps. 18-20 in [B2] recount this nonlinear theory, cf. also the generalizations
reviewed in [W5]. It was originally intended for Hamiltonian PDEs on compact mani-
folds, mainly represented by flat tori. The PDEs are then seen as infinite dimensional
systems of ODEs. The nonlinear Anderson localization theory is, however, more gen-
eral. It is not limited to such interpretations. In particular, it is not restricted to
the space periodic case, i.e., tori. One can equally well pose the problem in the space
quasi-periodic setting, by using instead space-time quasi-periodic Fourier series. The
Newton scheme then enables us to use the arsenals from the linear Anderson localiza-
tion theory for quasi-periodic systems.
However, the space quasi-periodic setting is non-compact, and the Laplacian is non-
elliptic. Previously, in the space periodic case in Chaps. 19, 20 [B2] and [W1-3], the
Laplacian is elliptic, the linear analysis uses the flat parameter space. Here it would
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be (λ, ω,m,M) ∈ R6. To deal with the non-elliptic Laplacian, we work in the semi-
algebraic setting. This is rather delicate, and the analysis is valid in the neighborhood
of the co-dimension 2 sub-manifold with coordinates (λ, ω(λ,m,M), m,M). The key
new aspect here is, to make rational approximations of diffeomorphisms, on open
(sub)sets. The union of these open sets eventually turn into the Cantor set G in the
Theorem.
Previously in [W4], we constructed space quasi-periodic standing waves using semi-
algebraic geometry. In that case, the nonlinearity |u|2p is independent of time, and
the quasi-periodic frequencies λ are the given parameters. One does not need to make
changes of variables. In this paper, the space frequencies λ = (λ1, λ2), and the phases
m and M , are the given parameters; the time frequencies ω = (ω1, ω2) = ω(λ,m,M)
are, however, only functions of the given parameters λ,m andM . So we make changes
of variables, and moreover, need to keep the maps close to rational ones. This is the
main new work. Once we transform to the (λ, ω) coordinates, we may use the analysis
in [W4].
To conclude, using semi-algebraic geometry, this paper provides a possibly new way
to deal with non-decaying nonlinearity, in the non-compact and non-integrable setting.
Remark. In [GYZ], time quasi-periodic solutions were constructed for a quasi-periodic
nonlinear lattice Schro¨dinger equation. However, since the authors perturb about
localized solutions, the multiplicative nonlinearity |uj |
2puj is rapidly decaying on Z,
and the solutions u have finite energy. The results are instead, in the spirit of [BW].
Acknowledgement. This theorem answers a question raised by T. Spencer; the
author would like to thank him for discussions and comments. She also thanks NYU
Shanghai for hospitality in spring 2019.
2. Green’s function estimates in (θ, φ)
2.1 The Lyapunov-Schmidt decomposition.
Using the ansatz in (A) to express (1.1); by analogy with the standard Fourier
series, write uˆ for a and define ˆ¯u to be ˆ¯u(n, j) = a¯(−n,−j) for all (n, j) ∈ Z2×Z2. To
simplify notations, write vˆ for ˆ¯u. Equation (1.1) can then be written as a nonlinear
(infinite) matrix equation:
diag (n · ω +M + (j · λ+m)2)uˆ+ (uˆ ∗ vˆ)∗p ∗ uˆ = 0, (2.1)
where diag · denotes a diagonal matrix, (λ = (λ1, λ2), m,M) ∈ (0, 2π]
4 ⊂ R4 are the
free parameters, and ω = ω(λ,m,M) ∈ R2 is to be determined.
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We work with (2.1), for simplicity, drop the hat and write u for uˆ and v for vˆ etc.
We seek solutions u = u(λ,m,M) (and v = v(λ,m,M)) close to the (2, 2)-frequencies
linear solution u(0) in (U) with time-frequencies:
ω(0) = {(j1 · λ+m)
2 +M, (j2 · λ+m)
2 +M}, (j1 6‖ j2 6= 0), (2.2)
and space-frequencies: {j1, j2}, and small amplitudes a = {a1, a2} satisfying ‖a‖ =
O(δ)≪ 1. Comparing (U) with (A), one may write the Fourier support of u(0) as
supp u(0) = {(−e1, j1), (−e2, j2)}, (2.3)
where e1 and e2 are the two base vectors in Z
2 in the n-direction.
It is convenient to rescale:
u→ δu
ak → δak, k = 1, 2.
(R)
So in what follows, the “new” ak = O(1), k = 1, 2, and since they are fixed, we shall
not make explicit the dependence on a. (In the Theorem and Corollary, however,
we revert to the “original” ak, k = 1, 2.) Completing (2.1) by the equation for the
complex conjugate, we arrive at the system on the lattice
Z
2 × Z2 × {0, 1} := Z4 × {0, 1} :
{
diag (n · ω +M + (j · λ+m)2)u+ δ2p(u ∗ v)∗p ∗ u = 0,
diag (−n · ω −M + (j · λ+m)2)v + δ2p(u ∗ v)∗p ∗ v = 0.
(2.4)
By “supp”, we mean the Fourier support, so write supp u(0) for supp uˆ(0) etc. Let
S =supp u(0) ⊕ supp u¯(0)
:=S ⊕ S¯.
(2.5)
Denote the left side of (2.4) by F (u, v). We make a Lyapunov-Schmidt decomposi-
tion into the P -equations:
F (u, v)|Z4×{0,1}\S = F (u, v)|Sc = 0, (2.6)
and the Q-equations:
F (u, v)|S = 0, (2.7)
which are solved separately. We seek solutions such that (u, v)|S = (u
(0), v(0)). The
P -equations are infinite dimensional and determine (u, v) in Sc; the Q-equations are
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4 dimensional and determine the frequency ω = {ωk}
2
k=1. (Due to symmetry, two of
the four Q-equations are identical.)
We use a Newton scheme to solve the P -equations. Let F ′ be the linearized operator
on ℓ2(Z4)× ℓ2(Z4),
F ′ = D + δ2pH, (2.8)
where
D =
(
diag (n · ω +M + (j · λ+m)2) 0
0 diag (−n · ω −M + (j · λ+m)2)
)
, (2.9)
and
H =
(
(p+ 1)(u ∗ v)∗p∗ p(u ∗ v)∗p−1 ∗ u ∗ u∗
p(u ∗ v)∗p−1 ∗ v ∗ v∗ (p+ 1)(u ∗ v)∗p∗
)
(p ≥ 1), (2.10)
is a convolution matrix. F ′ is to be evaluated near ω = ω(0), u = u(0), v = v(0).
Recall next the formal Newton scheme:
∆
(
u
v
)
= −[F ′Sc(u, v)]
−1F (u, v)|Sc , (2.11)
where the left side denotes the correction to
(
u
v
)
, F ′Sc(u, v) is the linearized operator
evaluated at (u, v): F ′(u, v), and restricted to Sc: F ′Sc(u, v)(x, y) = F
′(u, v)(x, y), for
x, y ∈ Sc; likewise F (u, v)|Sc is F (u, v) restricted to S
c: [F (u, v)|Sc](x) = F (u, v)(x)
for x ∈ Sc.
The Q-equations in (2.7) give that the frequencies ω = {ωk}
2
k=1 satisfy
ωk = (jk · λ+m)
2 +M + δ2p
[(u ∗ v)∗p ∗ u](λ,m,M)
ak
(−ek, jk), k = 1, 2. (2.12)
(Recall that u, v also depend on a, but is not made explicit since a is fixed.) The above
equations, or equivalently equations (2.7) are solved exactly, so FS = 0 always.
2.2 The (λ, ω)-coordinates.
From (2.11), the invertibility of F ′Sc is central to the Newton iteration. To simplify
the notation, omit the (·)Sc subscript from now on. For the purpose of invertibility,
it is convenient to work in the (λ, ω) coordinates and then re-express the estimates in
the original (λ,m,M) coordinates. Below we provide some intuitions to our approach.
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Denote the (λ, ω) space by W ⊂ R4. For a given u and v, (2.12) defines an implicit
relation among λ, ω, m and M . If u and v are not explicit functions of m and M ,
(2.12) may be readily solved, yielding
m(λ, ω) =
Ω1 − Ω2 − (j1 · λ)
2 + (j2 · λ)
2
2(j1 − j2) · λ
,
M(λ, ω) =
Ω1 + Ω2
2
−
[(j1 − j2) · λ]
2
4
−
(Ω1 − Ω2)
2
4[(j1 − j2) · λ]2
,
(2.13)
where
Ωk = ωk − δ
2p (u ∗ v)
∗p ∗ u
ak
(−ek, jk), k = 1, 2, (2.14)
provided
(j1 − j2) · λ 6= 0. (2.15)
The (λ, ω) are the “rotation frequencies”, the usual parameters for the quasi-periodic
invertibility analysis, the Green’s function analysis.
In order to be a solution to (1.1), aside from satisfying (2.12), u and v need to
satisfy (2.11) as well. (The latter is, in fact, the main part of the work.) Since we seek
solutions close to (u(0), v(0)), which has compact support in Z4 × {0, 1}, we adopt a
multiscale Newton scheme as follows:
At iteration step (i+1), choose an appropriate scale N and estimate [F ′N ]
−1, where
F ′N is F
′ restricted to
[−N,N ]4 × {0, 1} ⊂ Z4 × {0, 1}, (2.16)
and evaluated at u(i) and v(i): F ′N = F
′
N (u
(i), v(i)). We call the [F ′N ]
−1, the Green’s
functions. Define the (i+ 1)-th correction to be:
∆
(
u(i+1)
v(i+1)
)
= −[F ′N (u
(i), v(i))]−1F (u(i), v(i)), (2.17)
and
u(i+1) = u(i) +∆u(i+1), (2.18)
v(i+1) = v(i) +∆v(i+1), (2.19)
for all i = 0, 1, 2, ...
Since u(0) and v(0) are constants, in particular, independent of m and M , (2.13)-
(2.14) solve (2.12), at u = u(0) and v = v(0). Moreover m andM are rational functions
of (λ, ω). To continue the iteration, one uses (2.17)-(2.19), and substitute the right
side of (2.12) for ω. We use semi-algebraic geometry to do the linear analysis. It is
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convenient to work in the (λ, ω)-coordinates. For the linear analysis in this section, we
do not solve (2.12); instead we assume properties of changes of variables corresponding
to different iterates u(i):
(λ,m,M)↔(λ, ω).
We verify these properties in the nonlinear analysis in sect. 3.
For simplicity of notation, we use the same letter to denote a function (operator)
in (λ,m,M) or (λ, ω) variables.
2.3 Invertibility of the linearized operators – the (θ, φ) estimates.
We use the (λ, ω)-coordinates, and add a two-dimensional auxiliary variable (θ, φ) ∈
R
2:
F ′(θ, φ) = D(θ, φ) + δ2pH, (2.20)
where
D(θ, φ) =
(
D+ 0
0 D−
)
, (2.21)
and
D± := diag [±(n · ω + θ +M(λ, ω)) + (j · λ+ φ+m(λ, ω))
2], (2.22)
H as in (2.10), and with a slight abuse, used the same symbols F ′ and D. We estimate
the truncated Green’s functions [F ′N (θ, φ)]
−1 in (θ, φ) for all N , and eventually use the
covariance with respect to the Z4 action on R2:
(θ, φ) 7→ (θ + n · ω, φ+ j · λ), (2.23)
to deduce estimates for [F ′N (θ = 0, φ = 0)]
−1 := [F ′N ]
−1, the Green’s functions used in
the Newton scheme (2.17)-(2.18).
Denote the linearized operator F ′ by T ; and F ′N , TN . The goal of this section is to
use multiscale analysis together with semi-algebraic analysis to estimate the Green’s
functions T−1N (θ, φ), for “a large set” in (θ, φ). Since u and v will be determined
iteratively in sect. 3, they depend on the scale N . We denote them by uN and vN in
this section. In the (λ, ω) variables, the linear analysis is similar to that in [W4].
Definition. We call a map µ from an open set I ∈ Rn to an open set J ∈ Rn,
bi-rational, if both µ and µ−1 are rational.
For example, (2.12)-(2.14) define a bi-rational map, when u = u(0) and v = u(0):
(λ,m,M)↔ (λ, ω). Note that the term bi-rational isomorphism generally pertains to
two Zarisky open sets, cf. p26 [Ha]. Here we borrow the term and use it for open
sets on Rn. The bi-rational mapping in the sense above is also what is needed to
understand properly the constructions in (18.28)-(18.31) on p138-139 [B2].
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Write k = (n, j) ∈ Z2 × Z2 := Z4. Below we call open sets on Rn, intervals. For
the sake of linear analysis in this section, we make separate assumptions on ω, uN and
vN , i.e., as mentioned earlier, we do not use the relation (2.12). The main goal of the
section is to prove the following.
Main Lemma. Let I be an interval in (λ,m,M). Assume that on I, there is a
sequence of bi-rational maps
MN : (λ,m,M)↔ (λ, ω), (2.24)
I ↔ IN , (2.25)
satisfying
det
[ ∂(λ, ω)
∂(λ,m,M)
]
= O(1), (2.26)
det
[∂(λ,m,M)
∂(λ, ω)
]
= O(1), (2.27)
for all N ; and two sequences of rational functions uN and vN in (λ,m,M), hence
rational in (λ, ω). For 0 < δ ≪ 1, assume that there exists N0 = N0(δ)≫ 1, such that
for N ≥ N0 the following are satisfied on I:
|MN −MN+1|∞ ≤ e
−α˜N , (2.28)
|uN (k)| ≤ e
−α|k|, k ∈ Z4 (α > 0), (2.29)
‖uN − uN+1‖ℓ2(Z4) ≤ e
−α˜N (α˜ > α > 0), (2.30)
|vN (k)| ≤ e
−α|k|, k ∈ Z4 (α > 0), (2.31)
‖vN − vN+1‖ℓ2(Z4) ≤ e
−α˜N (α˜ > α > 0). (2.32)
Assume that on IN , defined in (2.25),
deg m = deg m(λ, ω) . e(logN)
3
,
deg M = deg M(λ, ω) . e(logN)
3
,
(2.33)
deg uN = deg uN (λ, ω) . e
(logN)3 ,
deg vN = deg vN (λ, ω) . e
(logN)3 .
(2.34)
Then for all N ≥ N0, there exists SN ⊂ IN , a semi-algebraic set in (λ, ω), of
deg SN ≤ N
12,
meas (IN\SN ) ≤ N
−c, c > 0.
(2.35)
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Let
I ⊃ SN =M
−1
N (SN ),
then
meas (I\SN ) ≤ O(1)N
−c, c > 0, (2.36)
(the same O(1) as in (2.27) and (2.26)).
For any (λ, ω) ∈ SN , any (λ,m,M) ∈ SN , there exists a subset ΘN ⊂ R
2, whose
sectional measures satisfy
meas [θ|fixedφ, (θ, φ) ∈ ΘN ] ≤ e
−Nτ (τ > 0), (2.37)
and
meas [φ|fixedθ, (θ, φ) ∈ ΘN ] ≤ e
−Nτ (τ > 0). (2.38)
If (θ, φ) /∈ ΘN , the linearized operator F
′ := T in (2.8)-(2.10), after truncation and
with u = uN and v = vN , satisfy the estimates
‖[TN (λ, ω; uN , vN )(θ, φ)]
−1‖Op ≤ e
Nσ (1 > σ > τ > 0), (2.39)
|[TN (λ, ω; uN , vN )(θ, φ)]
−1(k, k′)| ≤ e−β|k−k
′| (0 < β < α), ∀|k − k′| > N/10; (2.40)
and
‖[TN (λ,m,M ; uN , vN )(θ, φ)]
−1‖Op ≤ e
Nσ (1 > σ > τ > 0), (2.41)
|[TN (λ,m,M ; uN , vN )(θ, φ)]
−1(k, k′)| ≤ e−β|k−k
′| (0 < β < α), ∀|k − k′| > N/10.
(2.42)
The assumption of the bi-rational mapsMN is essential to the Main Lemma. When
applying the Main Lemma in sect. 3.3, we shall fulfill this assumption by using the
structure presented by (2.8)-(2.11), (2.12)-(2.14), and the double exponential conver-
gence of the Newton scheme used to solve the P -equations.
More precisely, it will follow from (2.8)-(2.11) that for all N , on good intervals, the
map MN defined in (2.12), (which now depends on uN and vN ):
(λ,m,M)
MN (uN ,vN )
←→ (λ, ω),
is rational. Moreover, using another simple Newton scheme (with no small-divisors)
to solve (2.12), we will show that on the same good intervals, the diffeomorphismMN
admits an inverse M−1N , which can be well approximated by a rational map, and that
it suffices for our application, cf. Lemma 3.3. (It is fairly standard that (2.12) defines
a diffeomorphism on (λ,m,M), by using implicit function theorem, see sect. 3.)
The main new issue here, with respect to [W4], is the change from the given variables
(λ,m,M) to the frequency variables (λ, ω). This was not needed in [W4], since the
problem was naturally posed in the frequency variables λ.
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2.4 Proof of the Main Lemma.
The proof relies on semi-algebraic geometry, introduced by Bourgain in the paper
[B3]. A main difference with prior versions, in e.g., [BGS] [Chap. 9, B1] [BW], is that
[B3] develops powerful semi-algebraic variable reduction techniques. The difference of
the Main Lemma here with that in [W4] is the assumption of the existence of a family
of bi-rational changes of variables:
(λ,m,M)
MN←→ (λ, ω) (2.44)
in order that the parameters are in the “right places” for all N and to maintain the
algebraic setting. The final estimates for each N are, however, always expressed in the
original parameters (λ,m,M).
The proof of the Main Lemma is an application of Proposition 2.2 in [B3], which
relies on semi-algebraic geometry. Even though we do not repeat that proof, we give,
nonetheless, the definition of semi-algebraic sets and state the basic algebraic lemmas
used in the proof of Proposition 2.2 [B3].
Definition. A set S is called semi-algebraic if it is a finite union of sets defined
by a finite number of polynomial equalities and inequalities. More specifically, let
P = {P1, P2, ..., Ps} ⊂ R[x1, x2, ..., xn] be a family of s real polynomials of degree
bounded by κ. A (closed) semi-algebraic set S is given by an expression
S =
⋃
j
⋂
ℓ∈Lj
{Pℓsjl0}, (S)
where Lj ⊂ {1, 2, ..., s} and sjl ∈ {≥,=,≤} are arbitrary. We say that S as introduced
above has degree at most sκ and its degree B is the minimum sκ over all representations
(S) of S.
The following is a special case of Theorem 1 in [Ba], cf. Theorem 9.3 in Chap. 9
[B2].
Lemma 2.1. Let S ⊂ Rn be as in (S). Then the number of connected components of
S does not exceed O(sκ)n.
The two properties of semi-algebraic sets that play a central role here are the Tarski-
Seidenberg principle, which states that the projection of a semi-algebraic set of Rn onto
R
n−1 is semi-algebraic; and the Yomdin-Gromov triangulation theorem of these sets.
They are both stated in [B3], cf. the references therein. We do not repeat them here,
except the following consequences.
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Lemma 2.2. Let A ⊂ [0, 1]n+r be semi-algebraic of degree B and such that
for each t ∈ [0, 1]r, measnA(· , t) < η, η > 0. (2.45)
Then
A := {(x1, x2, ..., x2r)|A(x1) ∩ ... ∩ A(x2r) 6= ∅} ⊂ [0, 1]
n2r , (2.46)
is semi-algebraic of degree at most BC and measure at most
ηr = B
Cηn
−r2−
r(r−1)
2 (2.47)
with C = C(r) > 1.
Lemma 2.2, stated as Lemma 1.18, and proven, in [B3], is a variable reduction lemma,
eliminating the r-dimensional variable t. It is worth noting that 2r copies of A are
used. The measure in (2.47), however, is in n2r dimensions; while we need the measure
of a n-dimensional section of A. Lemma 1.20 in [B3] (and proven there) serves this
purpose, and is stated below.
Lemma 2.3. Let A ⊂ [0, 1]nρ be a semi-algebraic set of degree B and
measnρA < η.
Let wi ∈ [0, 1], i = 1, 2, ..., n, and
w = (w1, w2, ..., wn) ∈ [0, 1]
n.
Let ki ∈ Z, i = 1, 2, ..., n, and
k = (k1, k2, ..., kn) ∈ Z
n.
Denote by {·}, the fractional part of a real number in [0, 1), and
kw := ({k1w1}, {k2w2}, ..., {knwn}). (2.48)
Let K1, K2, ..., Kρ−1 ⊂ Z
n be finite sets with the following properties:
min
1≤ℓ≤n
|kℓ| > [B max
1≤ℓ′≤n
|mℓ′ |]
C , (2.49)
if k ∈ Ki and m ∈ Ki−1, i = 2, ..., ρ− 1, and where C = C(n, ρ). Assume also
1
η
> max
k∈Kρ−1
|k|C . (2.50)
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Then
meas {w ∈ [0, 1]n|(w, k(1)w, ..., k(ρ−1)w) ∈ A for some k(i) ∈ Ki}
<BCδ,
(2.51)
where
1
δ
= min
k∈K1
min
1≤ℓ≤n
|kℓ|. (2.52)
Proof of the Main Lemma. The proof is similar to the corresponding one in [W4],
under the change of variable conditions (2.24)-(2.27), (2.28) and (2.33)-(2.34), cf. the
Proof of Proposition 2.2 in [B3], as well as [JLS], in particular Theorems 2.4 and 3.6
for the measure estimates.
Choose
N0 = | log δ|
s (2.53)
for some s > 1. Make the change of variables in (2.24),
m = m(λ, ω) :=M−1N0,m(λ, ω),
M =M(λ, ω) :=M−1N0,M (λ, ω),
(2.54)
where M−1N0,. denote the components. For the initial estimate at N = N0, one may
use direct perturbation. Use (2.54) in (2.22). From (2.20) and (2.21), to prove (2.39)
and (2.40) at N = N0, it suffices that
|D±(θ, φ)| > δ
2p−1,
for (n, j) ∈ [−N0, N0]
4. Using (2.53), this leads to (2.37) and (2.38), if 0 < sτ < 1 and
sσ > 1. No excision in (λ, ω), hence (λ,m,M), is needed for this step, so (2.35) and
(2.36) are trivially satisfied.
For larger scales, there are two cases:
(i) |θ| ≤ 2e2(logN)
2
and |φ| ≤ 2e(logN)
2
;
(ii) otherwise.
(In fact sufficiently high degree polynomials in N suffice for the above division.)
Case (i): The iteration to larger scales N > N0 uses induction. As in [W4], in
order to import directly the proof of Proposition 2.2 in [B3], we do not use the special
structure of the Z4 action in (2.23) and double the dimension of (θ, φ) ∈ R2 to (θ˜, φ˜) ∈
R
4:
n · ω = n1ω1 + n2ω2 7→ n1ω1 + θ˜1 + n2ω2 + θ˜2;
j · λ = j1λ1 + j2λ2 7→ j1λ1 + φ˜1 + j2λ2 + φ˜2.
(2.55)
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It follows that
θ = θ˜1 + θ˜2,
φ = φ˜1 + φ˜2,
(2.56)
to go back to (θ, φ) ∈ R2.
Assume that the Lemma holds at scale N1, to prove that it holds for N > N1, we
make the “shifts”, the replacements:
MN1 →MN ,
M−1N1 →M
−1
N ,
uN1 → uN ,
vN1 → vN .
Denote by S′N the image set of SN1 under the map:
(λ,m,M)
MN7−→ (λ, ω),
i.e.,
S′N =MN (SN1).
Let
S˜N = S
′
N ∩ SN1 .
From (2.26)-(2.28)
|M−1N1 −M
−1
N |∞ ≤ O(1)e
−α˜N1 . (2.57)
Using (2.57), (2.29)-(2.32), (2.39) and (2.40) are preserved for T−1N1 (λ, ω) on S˜N .
On the set S˜N , we are back in the setting of the proof of the Main Lemma in [W4].
We may then proceed as in [W4] to obtain SN ⊂ S˜N , using also (2.33) and (2.34),
on which (2.39) and (2.40) hold at scale N ; hence (2.41) and (2.42) hold at scale N
on SN , by using the map M
−1
N . The measure estimates in (2.35) and (2.36) follow
similarly from the proofs of Theorems 2.4 and 3.6 in [JLS] and (2.26). Remark that
by construction SN ⊂ SN1 .
Finally note that in terms of Lemma 2.3, we are here in the setting n = 4 and
ρ = 24 + 1 = 17.
Case (ii): There are three sub-cases:
(a) |θ| > 2e2(logN)
2
, |φ| ≤ e(logN)
2
;
(b) |θ| > 2e2(logN)
2
, |φ| > e(logN)
2
;
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(c) |θ| ≤ 2e2(logN)
2
, |φ| > 2e(logN)
2
.
TN is clearly invertible in cases (a) and (c). In case (b), without loss, one may
assume θ > 0. Since θ > 0, D+ as defined in (2.22) satisfies
D+ >
|θ|+ φ2
2
> e2(logN)
2
.
By Schur complement reduction, invertibility of TN is equivalent to analyze near 0,
the effective (symmetric) matrix
T (θ, φ) = R−TNR− + {R−TNR+[R+TNR+]
−1R+TNR−}(θ, φ)
= diag [−θ + n · ω +M + (j · λ+m+ φ)2] + δ2pR−HNR− +O(
δ4p
φ2 + |θ|
),
(2.58)
where HN is the restriction of the convolution matrix H defined in (2.10)-(2.20) and
R± are the projections onto the ± sectors.
Consider the diagonal elements of T (θ, φ):
Dn,j = −θ + n · ω +M + (j · λ+m+ φ)
2 + δ2ph,
where h is the diagonal element of HN . The difference of a pair of diagonals is
Dn,j −Dn′,j′ = (n− n
′) · ω + (j − j′) · λ[(j + j′) · λ+ 2m+ 2φ], (n, j) 6= (n′, j′).
If j 6= j′, then
|Dn,j −Dn′,j′ | ≥ |φ||(j − j
′) · λ| ≥ |φ|/Nκ, κ > 0
> e(logN)
2/2,
since λ is Diophantine. So there exists at most one j, such that D(n,j) is near 0. Call
this j, j¯. Let π be the projection onto such (n, j¯).
To analyze the spectrum near 0, it suffices to analyze the effective matrix
H = πT π + πT πc[πcT −1πc]πcT π
= diag [−θ + n · ω +M ] + (j¯ · λ+m+ φ)2I +O(
δ4pNκ
|φ|
) +O(
δ4p
φ2 + |θ|
), κ > 0.
Using Diophantine ω, the differences of the diagonals:
|Hn −Hn′ | = |(n− n
′) · ω| ≥ N−κ ≫ O(
δ4pNκ
|φ|
) +O(
δ4p
φ2 + |θ|
), n 6= n′.
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So the eigenvalues µn of H are simple, and smooth in θ and φ,
µn = −θ + n · ω +M + (j¯ · λ+m+ φ)
2 +O(−e(logN)
2/2), (2.59)
where the O(−e(logN)
2/2) is the estimates on (µn−Hn) and its derivatives with respect
to θ and φ. Hence TN can only have at most one eigenvalue near 0 in [−N,N ]
4.
(Clearly the same arguments hold for θ < 0, by interchanging D+ and D−.)
Using (2.59), we then obtain the norm estimate in (2.39), and the measure estimates
in (2.37)-(2.38), after summing over (n, j¯). To obtain the point-wise estimates in (2.40),
we use the standard multi-scale induction and cover [−N,N ]4 by smaller boxes of size
N1 = N
1/q, for some q > 1. Assume (2.40) holds at scale N1. Clearly the arguments
leading to (2.59) remain valid for N1 boxes in the covering. So there is at most one bad
N1 box, which leads to (2.40) for TN , by standard resolvent expansion. This finishes
the proof. 
We note that the need to consider |θ| → ∞ and |φ| → ∞, while the scale is fixed
at N is a new phenomenon, brought on by the non-elliptic Laplacian together with
time evolution. This was not needed in previous works in [B1,2] and [W1-3], where
the Laplacian is elliptic, or in [W4], where the problem is stationary in time.
Remark 1. As in the proofs of Proposition 2.2 in [B3] and the Main Lemma in [W4],
in case (i), bi-rationality is only used in the algebraic part of the proof, to deduce that
for any fixed (θ˜, φ˜), there are only sublinear bad appropriately smaller boxes. This,
however, permits a perturbation of size O(e−N1) here, in the estimates for the good
boxes, cf. the line below (2.17) in [B3].
Remark 2. It is useful to note that in the multi-scale proof above, the expansion of
scales is polynomial or sub-linear, cf. e.g., (2.8) in [B3]. This (at most) sub-linear rate
is canonical to multi-scale analysis. It applies as well to the nonlinear analysis, cf. the
scales in sect. 3.3, in particular Lemma 3.4. The upper bounds on the degree in (2.33)
and (2.34):
e(logN)
3
≪ eN
τ2
,
enable us to import the proof of Proposition 2.2 in [B3], cf. [JLS], as in the proof of
Lemma 3.2 in [W4]. (In [B3], the degree of each matrix element is bounded above
by CN ∼ eO(logN), from polynomial approximations of analytic functions, cf. the
paragraph above (2.9) there.)
3. Nonlinear construction – proof of the Theorem
The nonlinear analysis uses the linear estimates in the Main Lemma and a Newton
scheme to solve the P -equations. The general idea is as in Chap. 18 in [B2] and
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[W4]. To satisfy the change of variable conditions in the Main Lemma, we use another
Newton scheme to solve the Q-equations. Recall that (λ,m,M) ∈ (0, 2π)4. We call
(0, 2π)4, the entire space. Let A be a large integer. It consists in showing that the
following are satisfied for all r > 0 and fixed small δ:
On the entire (λ,m,M) space:
(Hi) supp u(r) ⊆ B(0, Ar) (supp u(0) ⊂ B(0, A)).
(Hii) ‖∆u(r)‖ < δr, ‖∂∆u
(r)‖ < δ˜r with δr+1 ≪ δr and δ˜r+1 ≪ δ˜r, where ‖ ‖ :=
sup(λ,m,M) ‖ ‖ℓ2(Z4).
(Hiii) |u(r)(j)| < δe−α|j| (α > 0).
Set u = u(r) and v = v(r) in (2.12). Use (Hi-iii) and view (2.12) as defining the
ω component of a map Mr: (λ,m,M) 7→ (λ, ω); the λ component being the identity
map. Set
ω(r) :=Mr,ω(λ,m,M), r ≥ 1, (3.1)
whereMr,. denote components of the map. (ω
(0) as defined in (2.2).) Then ω(r) is C1
in (λ,m,M) on the entire space. Moreover by (Hii),
|ω(r) − ω(r−1)| . ‖u(r) − u(r−1)‖ < δr. (3.2)
Below we continue with the assumptions on the restricted intervals in (λ,m,M),
where one could construct approximate solutions.
(Hiv) There is a collection Λr of intervals of size δ
p+2A−r
C
, C > 7, such that
(a) On I ∈ Λr, u
(r)(λ,m,M) is given by a rational function in (λ,m,M) of degree
at most ACr
3
. (Consequently, ω(r) is rational of degree at most A(2p+1)Cr
3
from
(2.12).)
(b) For (λ,m,M) ∈
⋃
I∈Λr
I,
‖F (u(r))‖ < κr, ‖∂F (u
(r))‖ < κ˜r with κr+1 ≪ κr and κ˜r+1 ≪ κ˜r
(c) Let N = Ar. For λ ∈
⋃
I∈Λr
I, T = T (u(r−1)) := F ′(u(r−1)) satisfies
‖T−1N ‖ < A
rC ,
|T−1N (j, j
′)| < e−β|j−j
′|, 0 < β < α, for |j − j′| > rC ,
where TN is T restricted to [−N,N ]
4.
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(d) Each I ∈ Λr is contained in an interval I
′ ∈ Λr−1 and
meas(
⋃
I′∈Λr−1
I ′\
⋃
I∈Λr
I) < δp/2r−5.
We remark that the approximate solutions u(r) are defined, a priori, on Λr, but
as C1 functions they can be extended to the entire (λ,m,M)-space, using a standard
extension argument, cf. sect. 10, (10.33-10.37) in [B2], thus verifying (Hi-iii). We call
the intervals in Λr, the good intervals.
3.1 Scheme of the proof.
We iteratively solve the P and then the Q-equations, with u(0)(−e1, j1) = a1,
u(0)(−e1, j2) = a2 and 0 otherwise; v
(0)(e1,−j1) = a1, u
(0)(e1,−j2) = a2 and 0
otherwise; ω(0) as in (2.2).
It consists of two distinct general steps. The first ones do direct perturbations; while
the second use the (θ, φ) estimates in the Main Lemma and the covariance relation
(2.23). The first steps work directly with the (λ,m,M) variables and are relatively
straightforward, under the condition: j1 6‖ j2 (in the Theorem). The key for the second
steps is the bi-rational approximations of the diffeomorphisms in (3.1)-(2.12) on the
set of good intervals Λr in (Hiv), which we will elaborate. Afterwards, we will conclude
that the iteration converges with
δr < δ
pA−(
4
3 )
r
, δ¯r < δ
pA−
1
2 (
4
3 )
r
; κr < δ
2p+1A−(
4
3 )
r+2
, κ¯r < δ
2p+1A−
1
2 (
4
3 )
r+2
. (W)
3.2 The initial steps.
Let F ′ be the linearized operator in (2.8). The initial R steps (R to be determined)
directly perturb about the diagonal matrix D in (2.9) to show that F ′N are invertible
for N = Ar, 1 ≤ r ≤ R, after excisions in (λ,m,M). The matrix elements of D
are polynomials in (λ,m,M). So we only need to exclude the matrix elements being
identically zero. The following Lemma serves this purpose.
Lemma 3.1. If
j1 6‖ j2,
then the matrix elements in (2.9),
D(±n, j) 6≡ 0,
for all (±n, j) ∈ Z4\{(∓ek,±jk)}
2
k=1, i.e., on the domain of the P -equations.
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Proof. Clearly it suffices to take the positive sign and work with D(n, j). Toward that
end, lighten the notation and write the fixed
j1 := (a, b),
j2 := (α, β),
(the above notation is local and strictly within the boundary of this Proof), and the
generic
(n, j) = (n1, n2, j1, j2) ∈ Z
4.
Writing out the polynomial for D := D(n, j), one has
D =n1[(aλ1 + bλ2 +m)
2 +M ] + n2[(αλ1 + βλ2 +m)
2 +M ] + (j1λ1 + j2λ2 +m)
2 +M
=(j21 + n1a
2 + n2α
2)λ21 + (j
2
2 + n1b
2 + n2β
2)λ22 + 2(j1j2 + n1ab+ n2αβ)λ1λ2
+ 2m[n1(aλ1 + bλ2) + n2(αλ1 + βλ2) + (j1λ1 + j2λ2)] + (n1 + n2 + 1)(m
2 +M).
(3.4)
Using the last term, clearly when
n1 + n2 + 1 6= 0,
D 6≡ 0.
When
n1 + n2 + 1 = 0, (3.5)
there are the three additional equations, if the first three coefficients are null:
j21 + n1a
2 + n2α
2 = 0, (3.6)
j22 + n1b
2 + n2β
2 = 0, (3.7)
j1j2 + n1ab+ n2αβ = 0. (3.8)
Viewing n1, n2, j1 and j2 as the variables, we use the four equations (3.5)-(3.8) to solve
for them. From (3.5),
n2 = −n1 − 1. (3.9)
Substituting (3.9) in (3.6)-(3.8), gives
j21 = α
2 − n1(a
2 − α2), (3.10)
j22 = β
2 − n1(b
2 − β2), (3.11)
j1j2 = αβ − n1(ab− αβ). (3.12)
Multiplying (3.10) and (3.11) and squaring (3.12) yields
[α2 − n1(a
2 − α2)][β2 − n1(b
2 − β2)] = [αβ − n1(ab− αβ)]
2, (3.13)
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which leads to
n21(aβ − αb)
2 + n1(aβ − αb)
2 = 0. (3.14)
Since j1 6‖ j2,
aβ − αb 6= 0,
we have that the solutions to (3.14), hence (3.5)-(3.8) are
n1 = 0, n2 = −1, j1 = ±α, j2 = ±β, (3.15)
or
n1 = −1, n2 = 0, j1 = ±a, j2 = ±b. (3.16)
Finally using the coefficient in front of m in the fourth term in the second equality in
(3.4), gives that in order for all five coefficients to be null, one needs to take the plus
sign solutions in (3.15) and (3.16). Clearly reversing the signs gives the solutions to
D(−n, j) ≡ 0 and concludes the proof. 
Initialize u(0) to be
u(0) = a1δ(−e1, j1) + a2δ(−e1, j2) (3.17)
from (2.3),
v(0) = a1δ(e1,−j1) + a2δ(e1,−j2) (3.18)
and
ω(0) = ((j1 · λ+m)
2 +M, (j2 · λ+m)
2 +M) (3.19)
from (2.2). Define u(r) and v(r) as in (2.18), (2.19) and (2.17) with r replacing i and
N = Ar in (2.17); define ω(r) as in (2.12) with ω := ω(r), u := u(r) and v := v(r) for
r ≥ 1.
The following is a direct consequence of Lemma 3.1.
Lemma 3.2. If
j1 6‖ j2,
(Hi-iv) and (W) are verified for 1 ≤ r ≤ | log δ|3/4.
Proof. This follows from perturbation of the diagonals. Set
|D(±n, j)| > δp+1, (3.20)
where D(±n, j) as in (3.4). Since j1 6‖ j2, Lemma 3.1 is available. This leads to (Hi-iv)
and (W) in the usual way, using small δ and that
r ≤ | log δ|3/4 := R, (3.21)
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cf. the proof of Lemma 3.1 in [W4]. Let us emphasize, however, two points in the
proof:
(i) The interval size is obtained in general by perturbations of the estimates in (Hiv, c).
For the first R steps, it simplifies to perturbations of the diagonals, which give the
size to be of order (at least) δp+2 from (3.22). The inverse of the size gives clearly
an upper bound on the number of intervals at each stage r. (This upper bound
plays an important role in sect. 3.3.)
(ii) From (2.11), u(r) is rational, and
deg u(r+1) . [A(r+1)]4deg u(r), (3.22)
where the volume factor comes from the inverse of the linearized operator. This
leads to
deg u(r) ≤ ACr
3
.

Clearly the arguments in (i) and (ii) hold in greater generality, and will be used for
r ≥ R as well.
3.3 The general steps.
Increasing from scaleAr toAr+1 for r ≥ R, the general idea is to pave [−Ar+1, Ar+1]4
by [−Ar, Ar]4 and (much) smaller cubes at distances at least Ar from the origin. The
(θ, φ) estimates in the Main Lemma will be used to estimate the Green’s functions
on these smaller cubes. Using (W), one may clearly replace r by appropriate r′ ≪ r.
(This lowering of complexity, i.e., number of good intervals, is essential for the measure
estimates.) Setting N = Ar
′
, the main new work is to verify that on I ∈ Λr′ , one may
indeed approximate the diffeomorphism defined by (3.1)-(2.12) by bi-rational maps.
Bi-rational approximations.
The map Mr: (λ,m,M) 7→ (λ, ω) is clearly rational on I ∈ Λr using (Hiv, a).
Below we show that M−1r admit rational approximations µr on Mr(I).
Lemma 3.3. Let I ∈ Λr. There exist rational maps µr on Mr(I), such that
µrMr = 1 +O(δ
2
r ), (3.23)
and
Mrµr = 1 +O(δ
2
r ). (3.24)
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Proof. We make rational approximations to m = M−1r,m(λ, ω) and M = M
−1
r,M (λ, ω),
which are smooth solutions to the Q-equations at r-th step:
−ωk + (jk · λ+m)
2 +M + δ2p
[(u(r) ∗ v(r))∗p ∗ u(r)](λ,m,M)
ak
(−ek, jk) = 0, k = 1, 2.
(3.25)
(The smooth solutions m(r) and M (r) follow from implicit function theorem.) When
r = 0, the solutions to (3.25) are given by (2.13)-(2.14) with u = u(0) and v = v(0):
m = m(0)(λ, ω) =
Ω
(0)
1 − Ω
(0)
2 − (j1 · λ)
2 + (j2 · λ)
2
2(j1 − j2) · λ
,
M =M (0)(λ, ω) =
Ω
(0)
1 +Ω
(0)
2
2
−
[(j1 − j2) · λ]
2
4
−
(Ω
(0)
1 − Ω
(0)
2 )
2
4[(j1 − j2) · λ]2
,
(3.26)
where
Ω
(0)
k = ωk − δ
2p (u
(0) ∗ v(0))∗p ∗ u(0)
ak
(−ek, jk), k = 1, 2, (3.27)
provided
(j1 − j2) · λ 6= 0. (3.28)
Clearly m(0) and M (0) are rational in (λ, ω).
Denote the left side of (3.25) by Fr. When r = 0, exceptionally, F0(m
(0),M (0)) = 0.
When r = 1,
|F1(m
(0),M (0))| . ∆u(1)(m(0),M (0)). (3.29)
From (3.25), the solutions m and M satisfy
|m−m(0)| . δ1,
|M −M (0)| . δ1.
(3.30)
So
|F1| . δ1 + δ¯1δ1 ∼ δ1. (3.31)
The linearized operator F ′1 is a 2× 2 matrix:
F ′1 =
( ∂F1,1
∂m
∂F1,1
∂M
∂F1,2
∂m
∂F1,2
∂M
)
=
(
2(j1 · λ+m) +O(δ
2p) 1 +O(δ2p)
2(j2 · λ+m) +O(δ
2p) 1 +O(δ2p)
)
. (3.32)
detF ′1 = 2(j1 − j2) · λ+O(δ
2p) = O(1), (3.33)
from (3.28). So
‖[F ′1]
−1‖ = O(1). (3.34)
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(Clearly the above estimate holds for all [F ′r]
−1.) Set
(∆m(1),∆M (1)) := [F ′1]
−1(m(0),M (0))F1(m
(0),M (0)), (3.35)
and
(m(1),M (1)) := (m(0),M (0)) + (∆m(1),∆M (1)). (3.36)
The approximate solutions m(1) and M (1) are rational and
F1(m
(1),M (1)) = O(δ21). (3.37)
Assume at step r, there are rational m(r) and M (r) such that
Fr(m
(r),M (r)) = O(δ2r ). (3.38)
Then
Fr+1(m
(r),M (r)) = O(δr+1) +O(δ
2
r ) ∼ O(δr+1). (3.39)
Set
(∆m(r+1),∆M (r+1)) := [F ′r+1]
−1(m(r),M (r))Fr+1(m
(r),M (r)), (3.40)
and
(m(r+1),M (r+1)) := (m(r),M (r)) + (∆m(r+1),∆M (r+1)). (3.41)
Since
‖[F ′r+1]
−1‖ = O(1), (3.42)
we obtain
Fr+1(m
(r+1),M (r+1)) = O(δ2r+1). (3.43)
It follows from the construction and (3.22) that
deg m(r), deg M (r) ∼ deg u(r) ∼ A10Cr
3
, (3.44)
in (λ, ω). Defining
µr = (m
(r),M (r)),
concludes the proof. 
With Lemma 3.3 in hand, we are ready to make the general steps. This is similar to
that of Lemmas 3.2 and 3.4 in [W4], after verifying the change of variables conditions
in the Main Lemma. Assume (Hi-iv) hold at stage r. To construct u(r+1), we need to
control
T−1N (u
(r)) with N = Ar+1.
This requires another excision in (λ,m,M), which will lead to the next set of intervals
Λr+1. Cover [−A
r+1, Ar+1]4 by [−Ar, Ar]4 and smaller cubes [−A0, A0]
4 + J , with
Ar/2 < |J | < Ar+1 and A0 ≪ N to be specified. The following Lemma provides (θ, φ)
estimates on the A0-cube centered at the origin.
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Lemma 3.4. At stage r, scale N = Ar, set
A0 = (logN)
C = rC(logA)C , (3.45)
with C > 7/c, and c as in (2.44); define
r0 =
logA0
logA
and
r˜0 := r0
logA
log 4/3
≃ C
log r
log 4/3
≪ r.
Then there is Λ′r+1 ⊂ Λr, so that on Λ
′
r+1, the following estimates hold:
‖T−1A0 (λ,m,M ; u
(r˜0), v(r˜0))(θ, φ)‖ < eA
σ
0 ,
|T−1A0 (λ,m,M ; u
(r˜0), v(r˜0))(θ, φ)(x, y)| < e−β|x−y|,
(3.46)
for all x, y such that |x − y| > A0/10, provided (θ, φ) is in the complement of a set
ΘA0(θ, φ) ∈ R
2, whose sectional measures satisfy
meas [θ|fixedφ, (θ, φ) ∈ ΘA0 ] ≤ e
−Aτ0 (τ > 0),
and
meas [φ|fixedθ, (θ, φ) ∈ ΘA0 ] ≤ e
−Aτ0 (τ > 0). (3.47)
Proof. For r ≤ R, perturbing directly about the diagonals D± defined in (2.22) leads
to (3.46)-(3.47). There is no need to excise (λ,m,M).
For r > R, we outline the proof, which is similar to that of Lemma 3.2 in [W4]. We
use the Main Lemma. Set
N2 = (logA0)
C ≃ (log r)C
from (3.45), and
r˜ =
logN2
logA
≃ log log r ≪ r0 ≪ r,
and
˜˜r = r˜
logA
log 4/3
≃ log log r ≪ r˜0 ≪ r.
The estimates in (3.46) at scale A0 are obtained from estimates at scale N2 after
excisions. At scale N2, it suffices to replace u
(r˜0) by u(
˜˜r), using (Hii, iii).
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To apply the Main Lemma, fix I ∈ Λ˜˜r. By the choice of
˜˜r, using (W) on Λ˜˜r ∩ Λr˜0
and Lemma 3.3, we have
‖TN2(λ,m
(˜˜r),M (
˜˜r); u(
˜˜r), v(
˜˜r))(θ, φ)− TN2(λ,m,M ; u
(r˜0), v(r˜0))(θ, φ)‖ ≤ δ˜˜r ≤ e
−α˜N2 ,
(3.48)
for |θ| ≤ 2e2(logA0)
2
= 2eN
2/C
2 , |φ| ≤ 2e(logA0)
2
= 2eN
1/C
2 .
(This follows the restrictions on θ and φ in (i), above (2.55), with A0 in place of
N , in the Proof of the Main Lemma. Recall that otherwise, no excision in (λ, ω) or
(λ,m,M) is needed. Here “∩” is in the sense of intersections of the intervals in the
two sets; note from (Hiv, d) that each interval in Λr˜0 is contained in an interval in Λ˜˜r.)
Set
I =M˜˜r(I) ∩Mr˜0(I ∩ Λr˜0).
On I, use (3.48) and the Main Lemma. (Cf. also Remark 1 after the Proof of the
Main Lemma). For N = Ar, write Sr for SN etc. Define
Sr˜0 = S˜˜r ∩Mr˜0(I ∩ Λr˜0).
Then on Sr˜0 , (3.46) are satisfied. Rename Sr˜0 , Sr˜0,I . Intersect over all such I ∈ Λ˜˜r,
S¯r˜0 := ∩ISr˜0,I ,
and set
SA0 :=M
−1
r˜0
(S¯r˜0).
Define
Λ′r+1 = Λr ∩ SA0 .
From (3.1)-(2.12), the matrix of change of variables
(λ,m,M) 7→ (λ, ω)
is
J =


1 0 2(j1 · λ+m)j1,1+ 2(j2 · λ+m)j2,1
0 1 2(j1 · λ+m)j1,2 2(j2 · λ+m)j2,2
0 0 2(j1 · λ+m) +O(δ
2p) 2(j2 · λ+m)
0 0 1 1

+O(δ2p).
So the Jacobians
det J = 2(j1 − j2) · λ+O(δ
2p) = O(1),
and
det J−1 =
1
2(j1 − j2) · λ
+O(δ2p) = O(1). (3.49)
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(Clearly, using (Hii, iii) the above bounds on Jacobians hold more generally on the
entire parameter space.)
There are at most
A(
˜˜r)C ≃ A(log log r)
C
such intervals in Λ˜˜r, by using (Hiv) at stage
˜˜r ∼ log log r ≪ r.
So
meas Λr\Λ
′
r+1 < A
(log log r)C/Ac0 < A
(log log r)C/rCc < 1/r6,
if Cc > 7, using (2.35) and (3.49). On Λ′r+1, (3.46) and (3.47) hold.

The projection lemma below, stated as (1.5) in [B3], converts the (θ, φ) estimates
in (3.9)-(3.10) for the A0-cube centered at the origin to A0-cubes centered at large
J ∈ Z4 at (θ, φ) = 0.
Lemma 3.5. Let S ⊂ [0, 1]n1 × [0, 1]n2 := [0, 1]n, be a semi-algebraic set of degree B
and measnS < η, logB ≪ log 1/η. Denote by (x, y) ∈ [0, 1]
n1 × [0, 1]n2 the product
variable. Fix ǫ > η1/n. Then there is a decomposition
S = S1
⋃
S2,
with S1 satisfying
measn1(ProjxS1) < B
Kǫ (K > 0),
and S2 the transversality property
measn2(S2 ∩ L) < B
Kǫ−1η1/n (K > 0),
for any n2-dimensional hyperplane L in [0, 1]
n1+n2 such that
max
1≤j≤n1
|ProjL(ej)| <
1
100
ǫ,
where ej are the basis vectors for the x-coordinates.
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Lemma 3.6. Assume (Hi-iv) hold at stage r, there exists Λr+1 ⊂ Λ
′
r+1 ⊂ Λr, satis-
fying
meas Λr\Λr+1 < 1/r
5,
provided C > max(1/τ, 7/c), such that (Hiv, c, d) hold at stage r + 1.
Proof. Fix I ∈ Λ′r+1. From (3.46) and Lemma 3.3, on the cube [−A0, A0]
4, there are
the estimates:
‖T−1A0 (λ,m
(r˜0),M (r˜0); u(r˜0), v(r˜0))(θ, φ)‖ . eA
σ
0 ,
|T−1A0 (λ,m
(r˜0),M (r˜0); u(r˜0), v(r˜0))(θ, φ)(x, y)| . e−β|x−y|,
(3.50)
away from a set in (θ, φ) of sectional measures at most e−A
τ
0 , cf. (2.37) and (2.38). To
apply Lemma 3.5, set n1 = n2 = 4, so n = 8, and
x = (λ, ω) = (λ1, λ2, ω1, ω2),
y = (θ˜, φ˜) = (θ˜1, θ˜2, φ˜1, φ˜2) ∈ [−A
r+1, Ar+1]4.
Then
meas S8 . e
−Aτ0 ·A3(r+1) . e−A
τ
0/2,
where we used (3.45), if Cτ > 1. Let
θ = θ˜1 + θ˜2,
φ = φ˜1 + φ˜2,
as in (2.55) and (2.56).
OnMr˜0(I), the proof is similar to that of Lemma 3.4 in [W4]. We outline the main
steps. Using (3.49) and Lemma 3.5, we have
‖T−1Λ (λ,m
(r˜0),M (r˜0); u(r˜0), v(r˜0))‖ . eA
σ
0 ,
|T−1Λ (λ,m
(r˜0),M (r˜0); u(r˜0), v(r˜0))(k, ℓ)| . e−β|k−ℓ|.
for all
Λ = [−A0, A0]
4 + J˜ , Ar ≤ |J˜ | ≤ Ar+1,
after excision of a set L′ in (λ, ω) of measure at most A−c
′r, c′ > 0, cf. (3.16) in the
Proof of Lemma 3.4 in [W4] and also (3.26) in [B3].
The number of intervals at stage r˜0 is bounded above by
Ar˜
C
0 ≃ A(logM0)
C
≃ A(log r)
C
, (3.51)
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by using (Hiv) at stage r˜0, and that Mr˜0(I) is a diffeomorphism. Multiplying the
measure estimates on L′ by (3.51), using (3.49) and Lemma 3.3, we obtain
‖T−1Λ (λ,m,M ; u
(r˜0), v(r˜0))‖ . eA
σ
0 ,
|T−1Λ (λ,m,M ; u
(r˜0), v(r˜0))(k, ℓ)| . e−β|k−ℓ|.
(3.52)
for all
Λ = [−A0, A0]
4 + J˜ , Ar ≤ |J˜ | ≤ Ar+1,
after excision of a set L in (λ,m,M) of measure at most
O(1)A(log r)
C
·A−c
′r < A−c
′r/2, c′ > 0.
Define
Λr+1 = Λ
′
r+1\L. (3.53)
On Λr+1, an application of Lemma A in the Appendix, as in the proof in [W4], shows
that (Hiv, c) holds. Since the estimates (3.52) are stable under perturbation of size
A−(r+1)
C
, this produces the next set Λr+1 of intervals of size A
−(r+1)C . (Hiv, d) follows
by the diffeomorphism in (3.1)-(2.12) and by construction. 
We may then construct u(r+1) by setting
∆u(r+1) = T−1
Mr+1
(u(r))F (u(r)),
and u(r+1) = u(r)+∆u(r+1). This verifies (Hiv, a) at stage r+1, (Hiv, b) at stage r+1
follows by direct computation. The extension argument mentioned earlier then shows
that (Hi-iii) hold at stage r+1 as well. This solves by induction, the P and Q-equations
with the convergence estimates in (W), and consequently proves the Theorem. 
4. Appendix
Lemma A. Suppose Λ ⊂ Zn is an arbitrary set with the following property: for every
x ∈ Λ, there is a subset W (x) ⊂ Λ with x ∈ W (x), diam (W (x)) ≤ N and such that
Green’s function GW (x)(E) satisfies for certain t, N , A > 0
‖GW (x)(E)‖ < B
|GW (x)(E; x, y)| < e
−tN for all y ∈ ∂∗W (x).
Here ∂∗W (x) is the interior boundary of W (x) relative to Λ given by
∂∗W (x) = {y
′ ∈W (x)|∃z ∈ Λ\W (x), |z − y′| = 1}.
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Then
‖GΛ(E)‖ < 2N
2B
provided 4N2e−tN ≤ 12 .
See [BGS], where it is stated as Lemma 2.2, for a proof using the resolvent equation.
See also the proof of Lemma 5.1 in [BW] for an essentially identical exercise in resolvent
equation. 
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