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Whittaker’s cardinal function is used to derive various types of extremely 
accurate approximation procedures, along with error bounds, for interpolating, 
integrating, and evaluating the Fourier (over (-co, a) only) and the Hilbert 
(over (-a, ic), (0, co), and (-1, 1) transforms of functions. Formulas over 
(-co, K) are obtained directly; in practice these are especially suitable for 
functions that are analytic in the strip 9 ’ - d {X + iy: 1 y 1 < d), d > 0, and 
which go to zero rapidly as x + & ,n. We obtain analogous formulas and error 
bounds for approximations over contours in the complex plane, by use of a 
conformal map transformation taking sd’ onto some other domain ~3. Some of 
the new results are rather surprising. For example, if f is analytic and bounded in 
the unit disc f(i 1) # 0, and if F is defined by F(X) = (1 - xZpS(.u), where 
LY > 0, then taking h = ~,‘(2nN)~/“, yields 
F(x) - c F(tanh(khj2)) 
sin {(a/h)[log ((1 + x)/(1 - xj) - k/z]) 
(r/h) [log ((1 + ,x):(1 - x)) - kh] (1.7) k=-Iv 
zz ~(&-I,” e-“‘N~/2r~/~) as NA co, 
for all x E [-1, I]. This result should be compared with that of interpolating E; 
over [-1, l] by a polynomial P2~ of degree 2N for which [Timan, A. F. “Theory 
of Approximation Functions of a Real Variable,” Fitzmatgiz, Moscow, 19601 
max(zE[-l,ln I F(x) -POX) I 2 cINzar 
for all N > 0, where c is a positive constant independent of N. 
1. INTRODUCTION AN0 SUMMARY 
Let f be a given function defined on the real line R. Whittaker’s cardinal 
function, C(f, h, x), is defined by 
C(J 12, x) = f f(M) sine [(x - klz)/h] (1.1) 
k=-m 
* Work supported by U.S. Army, research contract number DAHC 04-74-G-0175. 
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whenever this series converges. In (l.l), 12 is a positive constant, and 
sine x = sin n,vi7rx. (1.2) 
The function C(S, Iz, .) was discovered by E. T. Whittaker [17] and studied 
extensively by 5. M. Whittaker (see, e.g., [lg]). 
Let us set 
CAf,N(f, h, xj = i f(klz) sine [(x - k/i)jh] 
k=-hi 
(1.3) 
TM,N(f, /I) = 11 ‘f f(kiz). 
h=--iZI 
(1.4) 
The approximation T-w,N is obtained by integrating C15,,,V over R. In 1949 
Goodwin [4] discovered the incredible accuracy of the approximation Tw,?i 
of the integral offover R, for those functionsSwhich are analytic in the strip 
gd’ = (.y j Q: 1 j, ! < dj- and which converge rapidly to zero as x --) &co. 
As may be expected, C,,,V(f. h, .) is also a very accurate approximation of 
such a function f on R. 
Many of the known properties of C(f, h, .) are described in [S]. Tn the 
present paper we briefly recall some of these, and we derive some others. 
We show, for example that the Hilbert transform of Cnt,,V(,$ iz, .) over R is 
a very accurate approximation of the Hilbert transform of an analytic 
function f of the type referred to above. 
In addition, we derive some new analogous approximation formulas by 
use of conformal transformations of the region ~2~’ onto other regions 9. 
for example, by taking ~2 = (z = x + iy: 1 1 / < I> we obtain formulas 
for interpolating, integrating, and evaluating the Hilbert transform of 
functions over (-1, 1); by taking S? = (X + ill: s > Oj,, we get analogous 
formulas over (0, “0). 
We also obtain accurate error bounds, which enabie us to identify classes 
of functions for which the formulas are very accurate. For example, if f is 
analytic in (x + ill: x > 01, if 
and if / f(xj! < CP/(~ + x2)” on [O, co], where C and 3: are positive 
constants, then by taking h = ~/@N)‘J’“, 
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as N + co, uniformly for ,Y E [0, co]. Similarly, if f is analytic in {x + iy: 
x > 01, if f satisfies 
and if 1 f(x)1 < Cx”-l/(1 + x~)~-~/~, for all x E (0, co), where C and 01 are 
positive constants, then by taking h = z-/(cxN)~/~, 
as N + 03, for every tied x in (0, m). 
Each of the above estimates is derived by first obtaining a Davis-type 
error bound [I, p. 3451 and then minimizing this bound by expressing the 
step-size h as a function of N. 
2. PROPERTIES OF CCf,Iz,x) 
Let us briefly recall some known properties of C(f, h, x) (see [S]). 
DEFINITION 2.1. Let B(A) denote the family of all functions f E L”(R) 
such that f is an entire function of order < 1 and type < rrlh, i.e., 
(2.1) 
for all complex z where C is a constant, and 
llf II; = jR If(t>l” dt < co. (2.2) 
THEOREM 2.1 [S]. Iff E B(h), then 
for all complex z. 
f(z) = CCL h, 4 
THEOREM 2.2. Iff e B(h), then 
s %h lim n+x -nh f(t) dt - tz 5 f&h) = 0. 6=--n 
(2.3) 
(2.4) 
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Proof. This result follows directly from (2.3) upon. integration of the 
cardinal series, and using the identity 
JR sinc(x/h) dx = h. (75j 
The relations 
r ! SillC x - ml7 \ h 11 Smc \ 11 1 
. 
[ 
x - nh \ 
) dx = iz if 711 = II 
‘R 
R-here 112 and II are integers, lead to 
if II? f II 
(2.6) 
zzz 0 
THEOREM 2.3. [ffs B(h), then 
((l//W) sinc((x - kh)/h)j z=-, 
is therefore a complete orthonomul sequence in B(h). 
Let us next define the Hilbert transform Hf, by 
(2.7) 
(25) 
(2.9) 
wherefg Ln(R), p 3 1, and where P.V. denotes the principal value. Let us 
assume thatfis such that there exists a function Fin LQ(.R)( p-l + q-l = 1 j, 
such that 
f(x) = j-R eiztF(t) d?, (2.10) 
and define F” by 
Then (see, e.g., [12]) 
The identity 
(Pf)(.v) = jr &““F(r) dr. 
Hf = 2Pf-J 
(2.11) 
(2.12) 
(2.13j 
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so that 
H (sine [q]) (x) = g (X - kh) sine” [ X Ihk” ]. 
By collecting the above results, we get 
THEOREM 2.4. Let f E B(h). Then 
f(x> = CCL h, 4; 
i’ 
R e”“ff(t) dt = h t f (kh) eikhz, 1 x 1 < ?iqh 
k=-cc 
= 0, 1x1 >7r/h; 
(Hf)(x) = g ‘f f(kh)(x - kh) sinc2 [ X y,,kh 1, 
&-CL 
(2.19) 
(2.14) 
(2.15) 
(2.16) 
(2.17) 
where Pf and Hf are defined in (2.11) and (2.9), respectively. 
The explicit form (2.19) was derived in [13]. 
3. INTERPOLATION OF ANALYTIC FUNCTIONS 
DEFINITION 3.1. Let Bd9, where d > 0, p 3 1 denote the family of all 
functions f that are analytic in 
such that 
LBd’ = {x + iy: 1 y 1 < d} (3.1) 
s a / f(x + iy)i dq’ -+ 0 as x + *a, (3.2) -a 
and such that 
(3.3) 
WHITTAKER’S CARDINAL FUNCTION 221 
THEOREM 3.2. Let f E BdP, p = 1 01’ 2, und define c(f) by 
E(f)@> = f(N) - C(f, h, xj 
where - rd < s < a~. Then1 
(3.6) 
(3.7) 
ProoJ We shall first get (3.5) by proceeding as in [5, 6, S]. Let F and s 
be real, and let a contour L, be defined by L, = (r + is: / r / < (n + 1/2)/z 
and s = *d, I’ = *(zz + l/2)17 and / s 1 < dj, where JZ is a positive integer. 
Then L, encloses the points x = 0, ih, *2/l,..., &A. Hence we deduce from 
Cauchy’s theorem, that if --11/z < x < nh, 
(3.8) 
If II and E are real, the relations 
j sin(u + io)l = [sinh” z’ + sin” u]“’ > sinh 1 L’ i (3.9) 
show that on the vertical segments of L, ) / sin[rr((n + I/2)/z f is)/h]lg = 
sinhz(nsjhj + I > 1; hence letting IZ --f cx in (3.8) and using (3.2j we get 
(3.5). Notice that by letting x depend upon ~2, --rz < x < IZ: we may let 
x + &OS along with in. 
En order to get (3.6), we proceed as in [S, 6, 81. We simply use (3.9); as 
well as / t -. x + id j > din (3.5). 
We next proceed as in [12] to get (3.7). Consider the integral 
1 Here and elsewhere JR F(t i id-) dt = limu+- JR F(t + +) dt, 
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Schwarz’s inequality and (3.9) now yield 
/ f(t - id-)’ dt 
’ 1(x)’ ’ JR ](t - x)” + till/z sinh(;-rd//z) 
1 
’ sinh(z-d//z) (1 
dt 
R )““(s, (t - x)” + d” ’ f(t - id-)12 dt)“’ (3.11) 
(?i-/djl!2 
z sinh(z-d/h) (JR 1 f(t - id-j]” dt)“‘. 
A similar treatment of the second integral in (3.5) leads to the I/ ells bound 
in (3.7). 
If q~ E: L2(R), the function Q, defined by 
G(x) = \ eiztF(t) dt 
‘R 
is also in L2(R). Moreover, by Parseval’s theorem, 
&JR ’ @(x)[” dx = s, ’ y(t)‘” dt. (3.13) 
Furthermore, if @+(x + i~j) is defined for 4’ > 0 by 
then by (3.13) 
= ‘R / @(x)jn dx. r 
By applying these results to (3.10), we get 
G sinh”(nd/lz) s ’ f(t - id-)I2 dt. R 
(3.12) 
(3.14) 
(3.15) 
(3.16) 
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A similar treatment of the second integral in (3.5) leads to the !/ ill bound 
in (3.7). 
This completes the proof of Theorem 3.2. 
1. APPROXIMATE INTEGRATION OF ANALYTIC FUNCTIONS 
Let,fE II,‘. If we integrate both sides of (3.4), we get 
We substitute (3.5) into (4.1), interchange the order of integration, and use 
the identities 
1 
-.c 
sin(nx/lz) dx 1 -- 
hi 
2E’ e-Ta)Re+itnlh (4.2) 
R t - x &id 
to get 
_ f(f - fd-1 e--ztr,h 1
sir@-(t - id)/h] ! “t’ (4’3) 
e; we thus arrive at Taking the absolute valul 
THEOREM 4.1, IffEBdl, then 
(44) 
wkere v(f) is defined as in (4.1), and N(a) as in (3.3). 
The proof of (4.4) is similar to that in 151. The bound (4.4) was obtained by 
a different procedure in 16, S]. 
5. APPROXIMATION OF FOURIER AND HILBERT 'TRANSFORMS 
We make the approximation 
for the Fourier transform of f, where f E Bdl. For each I x j < T//Z, the 
function g E B,l, where g(t) = e”““f(t). By applying Theorem 4.1, we get 
230 FRANK STENGER 
THEOREM 5.1. If f E Bdl, then for all x E [-r/h, r/h], 
IS R eiztf(t) dt - h f f(M) eilha 1 < Ncf, ” gid’) . 2 smh(z-d/h) L---J-i (5.2) 
Let us next obtain two Hilbert transform approximations. We assume that 
.f~ B,“, p = 1 or 2. If u E R then it is readily verified using (2.10)-(2.12), 
that 
P.V. 
-1 
sin(nx/lz) dx 1 
n-i R (t - x i: id)(x - U) =ijf&id-u 
[e*;ict*iah/h _ cos(m/h)] 1. 
(5.3) 
Let Hf be defined as in (2.9). Taking the Hilbert transform of each side of (3.5) 
and using (2.15) and (5.3), we get 
1 
-j ! 
f (t - id-) 
[ 
e--i(f--id)n/7k - cos(7T21/h) 
2~ R t-u-id sin[(t - id) T+] 1 
_ f(t + id-) 
t-u+id [ ei(f+id)“/h - cos(m/h) 1 dt sin[(t - id)r/h] I 
= (Hf)(x) - $ ,C- f(kh)(x - kh) sine” [ X lhkh 1. (5.4) 
I=-42 
By proceeding as in the proof of Theorem 3.2 and using the inequalities 
It-u-&id] >d,and 
e*i(t*id)n17h - cos(7Tu//*) 
&---- 
ad/h + i e-nd,l(?h) 
sin[(t f id) r/h] sinh(rd/h) sinh(nd/(2h)) 
we deduce the results of the following theorem, which we believe to be new. 
THEOREM 5.2. Let S(f) be defined by 
%f)(x) = Wf)W - W’(.L k .)X4, (5.5) 
where Hf is defined as in (2.9), and HC(J; h, a) is explicitly expressed in (2.19). 
If f E Bd2, then 
while iff E Bdl, then 
II 8f IL d 
e-Tdl(*h)N(f, 1, g&‘) 
2nd sinh(rrd/(2h)) 
(5.6) 
(5.7) 
where N(f, p, SShd’) is defirzed in (3.3). 
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We shall derive another approximation of Hf for the case when f E I?,“, 
p = ! or 2? by proceeding as in [5]. An alternate expression for Hf is 
where 
g((t) _ 1 i .f(s f t + h/2) - f(x - i - h/2) 1 
2i7r ( t + /l/2 (5.9) 
and where g E B$. Setting 
rl(g) = jR g(t) dt - iz f g(klz) (5.10) 
k-x 
and using (4.31, we get 
By proceeding as in the proof Theorem 3.2, Eq. (3.61, we arrive at 
THEOREM 5:3. Let f E Bdp, p = 1, 2. The eri’ot y(g) dejined in (5.10) is 
also e.upiessed as follows: 
Let N(f y, 9,l) be defined as in (3.3). 
(a> IffE Bdl, then 
II 71(dllm G 
e-d !‘h 
2x-d sinh(-irdlh> N(f, 1, 9d’). 
6. FORMULAS OBTAINED BY CONFORMAL MAPPING 
(5.12) 
(5.13) 
(5.14) 
Let v be a conformal map of a simply connected domain 9 onto 
9’ = {x + iy: 1 y j < 7r/2>. 60 
Let us denote the boundary of 9 by C, let a and b f a be points of C, and 
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let us assume that ~(a) = - UJ, y(b) = 03. We denote the inverse function, 
v-l by 4, and set y = #((-a, a)). 
Let B(9) denote the family of all functions F that are analytic in 9, such 
that 
N(F, 9) = liy; j~f& j ( F(z) dz j < as 
cl 
(6.2) 
and such that 
where 
L = (iy: 1 y 1 < %-/2). (6.4) 
Let us define f by 
f(N = F(#(w)) #‘(4 (6.5) 
By recalling the definition of N(f, 1, 9’) in Eq. (3.3), it then follows that 
N(F, 23) = N(f, 1, 9). (6.6) 
THEOREM 6.1. Let FE B(g). Let zfi be dejined by zg = $(kh), k = 0, 
*1, &2,... . 
(a) Ifz E y = #((-co, co)), then 
8(F)(z) = s - ~ F‘(zli) sine [ 
?(z) - kh 
&--m Pj’(zd 17 1 (6.7) 
is bounded as follows: 
(6.8) 
where N(F, 9) is dejined in (6.2). 
(b) Let w(F) be de$ned by 
w(F) = Jab F(z) dz - h j!, s . (6.9) 
1 l’,(F)1 ~ 2 sinh(n”,(2h)) N(F, ~)- (6.10) 
Part (b) of Theorem 6.1 was proved by a different procedure in [14]. 
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Part (a) of Theorem 6.1 is not in the most suitab!e form for purposse of 
interpolating F on y. However, upon replacing F by ~I’F, we immediateiy 
get the following result, which we believe to be new. 
THEOREM 6.2. Let G be de,fined b)l 
G(Z) = F(Z) q’(;j, 
and let G 5 B(3). Then for all z E y, 
(6.11) 
w%ere zx = $(klz), and N(G, 9) ’ dfi d IS e ne as N(F, 9) ms, in (6.2). 
Let us next derive a formula for approximating 
where the integration is along y = #((-co, CO)), and z E y. Setting 
t = $64, z = (b(w) (6.14) 
we get 
Applying Theorem 4.1, we get 
THEOREM 6.3. Let z E y, and let (HF)(.z) be deJirzed in (6.13j. r G E B(9), 
wkei+e Gjtj = F(t)/(t - z), 
(6.26) 
where N(G, 62.3) is dejined as in (6.2). 
This result is believed to be new. 
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7. APPLICATIONS OF CONFORMAL MAPPINGS 
Let us begin with approximations over (- 1, 1). To this end, in the notation 
of Section 6, let F be analytic in 
52 = {z: 1 z / < I>, (7.1) 
and take a = - 1, b = 1. Then q~ defined by 
w = q(z) = log((1 + z)/(l - z)) (HZ = 4(w) = tanh(w/2)) (7.2) 
maps g conformally onto 9 (Eq. (6.1)) such that CJJ(- 1) = -co, y(1) = a. 
Paraphrasing Theorem 6.1, we get 
COROLLARY 7.1. Let F be analytic in 9 (Eq. (7.1)) and let 
J 
2.77 
N(F, 9) = lim 
i-1- o 
] F(reie)j do < CC 
Then2 
(7.3) 
This result was obtained in [14]; related results were obtained indepen- 
dently in [II, 12, 151. 
Paraphrasing Theorem 6.2, we get 
COROLLARY 7.2. Let F be analytic in 9 (Eq. (7.1), let q~ be defined as in 
(7.2), G bq 
and let 
G(z) = 2F(z)/(l - z”) (7.5) 
N(G, 9) = $y- s”” / G(reie)l dt? < co. 
0 
(7.6) 
Then for all x E [- 1, I], xk = tanh(kh/2), 
The approximation (7.7) is believed to be new. 
2 It is readily seen that if (7.3) is satisfied then the corresponding integrals analogous to 
(6.3) are also satisfied. 
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Similarly, paraphrasing Theorem 6.3, we get the following explicit result, 
which we believe to be new. 
COROLLARY 7.3. Let F be analytic in % (Eq. (S.I), let G, be dejhed by 
G,(t) = E (7.5) 
IV(G,, 9) == !\IIL [‘” / G,(re”@)! d6 < m. 
‘0 
(7.9) 
e-r:‘:i2h) 
’ 2~ sinh(n2/(2h)) NG, , 9): (7.10) 
Let us next derive analogous approximation formulas over the interval 
(0, ~3). For this case, we assume that P is analytic in 
3 = (z: Re z > Cl), (7.11) 
and we take a = 0, b = co. Then CJI and ZJ are given Gy 
w = y(z) = log z, z z $(ll~> = ew, (7. i2) 
Paraphrasing Theorem 6.1, we get 
COROLLARY 7.4. Let F be analytic in 9 (Eq. (7.1 I)), Ier 
N(F, 9) = LI~I+ 1” j F(c + &)I dy < CC 
00 
niid let 
Results related to (7.10) were also obtained in [lo, 11, 12, 14, 151. 
Next, Theorem 6.2 yields an explicit interpolation formula over [O, co], 
which we believe to be new. 
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COROLLARY 7.5. Let F be analyfic in S? (Eq. (7.11)), lef G be dejned by 
let 
G(z) = F(z)/z, (7.16) 
N(G, 53) = hp j 
. m 
+ / G(c + iy)l dy < co, -a 
and let 
J 
8/% 
1 F(Reis)l de --f 0 
-ITi/? 
(7.17) 
(7.lbj 
as R -+ CQ. Then for all x E [0, m], 
We next apply Theorem 6.3, to get the following result, which we believe 
to be new. 
COROLLARY 7.6. Let F be analytic in 9 (Eq. (7.1 l)), let x E (0, XJ), let G, 
be dejined bJ> 
G,(t) = F(t)/(t - xj (7.20) 
and let 
WC, , 9) = ki+ j” / G,(c + iy)[ c& < cc (7.21) 
R 
and 
Then 
“r/z 
1 
I F(Rei6)[ d0 ---z 0 as R-+wd. (7.22) 
-VI2 
(7.23) 
8. RATE OF CONVERGENCE AS A FLJNCTION OF THE NUMBER OF POINTS 
In the application of the formulas derived in the provious sections, it is 
worthwhile to know the “price” one has to pay to achieve a certain accuracy 
and also the rate of convergence, in terms of the number of function 
WHITTAKER’S CARDINAL FUKCTKX-4 237 
evaluations that are required. We shall obtain such estimates, and thus 
campPete the description of the class of functions fcr which the derived 
approximation formulas are expected to work well. The technique we use is 
that used in a particular case in [14]. Throughout this section, Cj , cj‘: and x 
are positive constants, N is a positive integer, and C,(X) is a positive function 
of X, which is bounded on the open interval under consideration, but which 
may become unbounded at the end points of the interval. 
Let us first consider the approximation over (- co, co>. 
F f (kh)(x - kA) sinc2 
1,=-N 
(8. :‘\ I 
(8.2) 
(8.3) 
(8.4) 
(8.5) 
where [s] denotes the greatest integer < x. 
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Proof. The proofs of each of the above results are similar, and we there- 
fore restrict ourselves to proving one case only, namely, the case of (8.2). 
The relation (8.5) was obtained previously in [14]. 
Iffsatisfies the conditions of Theorem 8.1(a), then by Theorem 3.2, 
< Cl’e-rdlh + jJ {If(kh)l + If(-kh)l) 
k=N+l 
< Cl’e-wdjh + 2~1 f e-ah-h 
k=N+l 
= Cl’e-sd/A + 2Cl(e-a(N+l)?t/(l - e-d)j 
< Cl’e-rrd17i + (2C1/&) eeuNh, (8.7) 
where C,‘ is a constant, and where we have used the inequality otlz < eoh - 1. 
Taking 12 = (7~d/(aN))Q’~ on the extreme right of (8.7) yields (8.2). 
Let us next record estimates analogous to those of Theorem 8.1 for 
approximations over (-1, 1) and over (0, a). 
THEOREM 8.2. (a) Let F satisfy the conditions of Corollary 7.2, and on 
[-1, I], let I F(x)1 < C1(l - ~*)a. Then, taking h = 71/(201N)li’, y(x) = 
log[(l + ,~)/(l - x)], yields 
1 F(X) - kg, F(tanh(kkj2)) sine ( ‘(X)IF “) 1 < C,(jj$,)‘/” e-x(aN,‘2)‘i2 
for all x E [-1, 11. (8.8) 
(b) Let F satisjj: conditions of Corollary 7.1, and on (- 1, 1), let 
[ F(x)] < C”(l - x2)&-l. Then taking h = r/(~lN)~:~, 
IS ’ F(x) dx - h 2 2ekh -1 k=-N (1 + ekh)3 F( 1:: i : )I < a-lC2e-vr(dV)liao (8.9) 
(c) Let F satisfy the conditions of Corollary 7.3, and on (--I, l), let 
/ F(x)] < C3(1 - ~~)a--l. Then by taking h = n/(~N)l/~, x7: = tanh(kk/2 + h/4), 
we get 
P.V. I--s ’ - xk:2 x + xh. 55-i ’ ?!!&&!& ,t -1 t - x IL--N xk(l + xxk) F (mx;, )I 
< &C,(,$ e-daN)l’r 
, (8.10) 
for all .v E (-1, 1). 
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THEOREE~~ 8.3. (a) Let F satisfy the conditions of Corollaqi 7.5, arzd ou 
(0, ‘XI), let 1 F(x); < Cl.x”/(l + 2)“. Then, by taking h = n/(2~:N)~~~~ we get 
/ F(x) - ki,m F(ekh) sine [ log xjlM kh ] 1 < Cl(jj7/(.+’ e-n!aN12i~~’ (g.1~) 
for all s E [O, 021. 
(b) Let F satisfy the conditions of Corollary (7,4), and of2 ((1, so), /et 
I F(.$j < C2xN-i/(1 f x2)“. Then, by taking h = r/(ar~V)~:~, we get 
(c) Let F satisjj the conditions of Corollary 7.6, and of? (0, a), /et 
j F(x)1 < Px&-l/(l + ~~)a-~;~. Then, by taking h = ~/(w’v~)~~~ 
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