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1. Introduction
In this article we consider the Ostrovsky equation with negative dispersion:
∂tu + ∂3x u − ∂−1x u + u∂xu = 0, x ∈ R, t ∈ [0,1]. (1.1)
Our goal will be to prove that if a suﬃciently smooth solution u = u(x, t) of this equation has compact
support in two different times, then it is the zero solution. The operator ∂−1x in the equation denotes
certain anti-derivative with respect to the variable x, which will be deﬁned in a precise way later in
this introduction.
The equation in (1.1) is a perturbation of the well-known Korteweg–de Vries (KdV) equation with
a nonlocal term and was deducted in [9] as a model for weakly nonlinear long waves, in a rotating
frame of reference, to describe the propagation of surface waves in the ocean.
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1852 P. Isaza, J. Mejía / J. Differential Equations 247 (2009) 1851–1865In [13], Saut and Scheurer proved a result concerning a general class of dispersive–dissipative
equations, including the KdV equation, which aﬃrms that if a suﬃciently smooth solution u = u(x, t),
x ∈ Rn , t ∈ R, of this type of equation, vanishes in an open set of Rn × R, then it is identically zero.
Kenig, Ponce, and Vega in [8] proved that if a suﬃciently smooth solution u of the KdV equation
is such that for some B ∈ R, and two different times t1 and t2,
suppu(·, t1), suppu(·, t2) ⊂ (−∞, B],
then u ≡ 0. They used a Carleman type estimate in order to show that this solution is zero in a half
strip [R,+∞) × [t1, t2], which permits to apply Saut and Scheurer’s result. The result in [8] for the
KdV equation had been previously proved by Zhang in [14], using the inverse scattering method.
Using reﬁnements of the method in [8], unique continuation principles have been successively
improved for the KdV and Schrödinger equations (see for example [2] and [3]).
In [1], Bourgain introduced an approach, based on complex analysis methods, to prove that if suf-
ﬁciently smooth solutions of certain dispersive equations, including the KdV equation, are compactly
supported on a nontrivial time interval, then they are identically zero.
The general idea in [1] is that the Fourier transform of a compactly supported function extends
to an entire function of exponential type. The properties of entire functions are used to estimate the
solution obtained by Duhamel’s formula, which can be viewed as a perturbation of the solution of the
linearized equation.
Although the result in [1] is weaker, in the KdV case, than that in [13], unlike Saut and Scheurer’s
result, Bourgain’s result can be easily obtained for the Ostrovsky equation. In fact Bourgain’s method
of [1] is supported in the study of the high frequencies ξ of the Fourier transform of Duhamel’s
formula. Since the symbols of the spatial linear terms in the KdV and Ostrovsky equations are iξ3 and
i(ξ3 − 1
ξ
), respectively, the analysis of [1] can be carried out for the Ostrovsky equation to obtain the
following result (see [10] and [12]):
Theorem 1.1. If u ∈ C([0,1]; H4) (the space of continuous functions of the time variable t in the spatial
Sobolev space H4 ≡ H4(R)) satisﬁes Duhamel’s formula for the Ostrovsky equation and for some B > 0
suppu(·, t) ⊂ [−B, B] for all t ∈ [0,1], then u ≡ 0.
In order to state our results in a precise manner we introduce some deﬁnitions and make some
remarks about the type of solutions we will consider for the Ostrovsky equation.
Let us denote by S ′F (Rn) the subspace of distributions u ∈ S ′(Rn) (tempered distributions) such
that the Fourier transform û is represented by a function. Given u ∈ S ′F (R) such that û(ξ)iξ ∈ S ′(R),
we deﬁne
∂−1x u := F −1
(
û(ξ)
iξ
)
∈ S ′(R),
where F −1 denotes the inverse Fourier transform. It can be proved that if u ∈ L1(R) and û(ξ)iξ ∈ L2(Rξ )
then
∫∞
−∞ u(x
′)dx′ = 0 and ∂−1x u has a continuous representative given by
∂−1x u(x) =
x∫
−∞
u(x′)dx′ = −
∞∫
x
u(x′)dx′. (1.2)
In [5] we studied the existence of global solutions in time for (1.1) in the context of Bourgain spaces
which we deﬁne as follows.
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Xs,b :=
{
u ∈ S ′F
(
R2
) ∣∣∣ ‖u‖2s,b := ∫
R2
〈ξ〉2s〈σ 〉2b∣∣̂u(λ)∣∣2 dλ < ∞},
where û is the Fourier transform of u with respect to the space and time variables, λ := (ξ, τ ) is the
variable in the frequency space with ξ corresponding to the space variable x, τ corresponding to
the time variable t , and σ := τ −m(ξ) ≡ τ − ξ3 + 1
ξ
is the symbol associated to the linear part of the
Ostrovsky equation.
We also will consider, for s ∈ R, the space
Xs :=
{
u ∈ S ′F
(
R2
) ∣∣ ‖u‖Xs := ∥∥〈ξ〉sû(λ)∥∥L2ξ L1τ < ∞}.
For b > 12 the space Xs,b is continuously embedded in Xs (Xs,b ↪→ Xs), and the space Xs is continu-
ously embedded in Cbd(Rt; Hs), the space of continuous and bounded functions of the time variable
t with values in Hs . In this manner, for b > 12 and T > 0 we can consider the space Xs,b[0, T ] of the
restrictions to [0, T ] of the elements in Xs,b .
Our concept of solution for the Ostrovsky equation, with initial condition u0 in the Sobolev space
Hs ≡ Hs(R), comes from Duhamel’s formula: formally, for T > 0, u ∈ Xs,b[0, T ] is a solution in [0, T ]
of the Ostrovsky equation with initial condition u0, if and only if for all t ∈ [0, T ]
u(t) = W (t)u0 − 1
2
t∫
0
W (t − t′)∂x
(
u(t′)
)2
dt′, (1.3)
where {W (t)}t∈R is the group associated to the linear part of the Ostrovsky equation, deﬁned through
the spatial Fourier transform by
[
W (t)u0
]̂(ξ) = eitm(ξ)û0(ξ).
The solutions supplied by Bourgain’s method are obtained by combining the properties of the
bilinear form ∂x(uv) and an integral operator GT , which give sense to the second term of the right-
hand side of the Duhamel’s formula in the context of Bourgain’s spaces.
For the bilinear form it was established in [5] that if s > − 34 there exist b ∈ ( 12 ,1) and β ∈ (0,1−b)
such that
∥∥∂x(uv)∥∥s,−β  C‖u‖s,b‖v‖s,b. (1.4)
We notice that for s > 12 if v ∈ Xs,b then, also, ∂xv2 ∈ Xs−1 ↪→ Cbd(Rt; Hs−1) since Xs is an alge-
bra. The integral operator GT is constructed in such a way that for f ∈ Xs−1 ∩ Xs,−β and t ∈ [0, T ],
GT ( f )(t) coincides with − 12
∫ t
0 W (t − t′) f (t′)dt′ as a Riemann integral of a continuous function in
Hs−1 (for details see [4] and [6]), and such that
∥∥GT ( f )∥∥s,b  CT ‖ f ‖s,−β ∀ f ∈ Xs−1 ∩ Xs,−β . (1.5)
In this manner, since Xs−1 ∩ Xs,−β is dense in Xs,−β , GT has a continuous extension to an operator
from Xs,−β to Xs,b , which we denote again by GT .
Because of the estimates (1.4) and (1.5) we can give the following deﬁnition of solution:
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initial data u0 ∈ Hs if there exists an extension v ∈ Xs,b of u such that
u(t) = W (t)u0 + GT
(
∂xv
2)(t) ∀t ∈ [0, T ]. (1.6)
In [5] we prove that for s > − 310 and arbitrary T > 0 Eq. (1.1) has a solution in [0, T ] for u0 ∈ Hs .
In this article we will consider suﬃciently smooth initial data which guarantee that the solutions
we just deﬁned also satisfy the differential equation (1.1) allowing us to perform a priori estimates on
the differential equation.
It can be seen that {W (t)}t∈R is a C0-group of bounded linear operators in H3 whose generator is
the operator A : D(A) ⊂ H3 → H3 with D(A) := {u0 ∈ H6 | ∂−1x u0 ∈ L2} and
Au0 = −∂3x u0 + ∂−1x u0.
Following the classic theory of semigroups (see [11, Theorem 2.4, p. 107]), it is easy to see for u0 ∈ H6
with ∂−1x u0 ∈ L2 that the solution u ∈ X6,b[0,1] of Ostrovsky equation characterized by (1.6) is such
that u ∈ C([0,1]; H6) ∩ C1([0,1]; H3), ∂−1x u(t) ∈ L2 for all t ∈ [0,1], and
u′(t) + ∂3x u(t) − ∂−1x u(t) + u(t)∂xu(t) = 0 in H3 ∀t ∈ [0,1],
u(0) = u0. (1.7)
Now we state our main result:
Theorem 1.2. Let u ∈ X6,b[0,1] be the solution in [0,1] of (1.1)with u0 ∈ H6 and ∂−1x u0 ∈ L2 . If suppu0 and
suppu(1) are contained in [−B, B] for some B > 0, then u ≡ 0.
The proof of Theorem 1.2 follows the ideas of the article [8]. In ﬁrst place, we observe, as it was
done by Kato in [7] for the KdV, that if the solutions of the Ostrovsky equation posses exponential
decay for x > 0 at time t = 0, then they maintain this decay at all positive times. On the other hand,
we use a Carleman estimate of L2–L2 type simpler than the one of L
8
7 –L8 type used in [8], in order
to establish that the solution is null in two half strips [R,+∞)× [0,1] and (−∞,−R] × [0,1], which
allows us to apply Theorem 1.1.
To state this Carleman estimate we consider functions w ∈ C([0,1]; L2) of the time variable t
which are differentiable in the following weak sense: there is g ∈ L∞([0,1]; L2) such that for all
Ψ ∈ S(R) (the Schwartz space) the function t → 〈w(t),Ψ 〉 (inner product in L2) is absolutely con-
tinuous in [0,1] with derivative 〈g(t),Ψ 〉 a.e. t ∈ [0,1]. Such function g is unique a.e. and will be
denoted by w ′ .
Theorem 1.3 (Estimate of Carleman type). Let w ∈ C([0,1]; H3) be a function with derivative w ′ ∈
L∞([0,1]; L2) in the weak sense deﬁned before. Let us suppose that:
(i) ∂−1x w(t) ∈ L2 for all t ∈ [0,1];
(ii) t → ∂ jx w(t) is bounded from [0,1] with values in L2(e2β|x| dx) for all β > 0 and for j = 0,1,2,3; and
(iii) w ′ ∈ L∞([0,1]; L2(e2β|x| dx)) for all β > 0.
Then for every λ = 0
∥∥eλxw∥∥L2(R×[0,1])  ∥∥eλxw(0)∥∥L2(R) + ∥∥eλxw(1)∥∥L2(R) + ∥∥eλx(w ′ + ∂3x w − ∂−1x w)∥∥L2(R×[0,1]). (1.8)
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properties of absolutely continuous functions in the time variable.
To be able to apply (1.8) in the proof of Theorem 1.2 the functions involved must be modiﬁed in
a delicate manner in order to assure that they preserve the zero mean value property demanded by
the representation of ∂−1x as an indeﬁnite integral. This diﬃculty is not present in the case of the KdV
equation.
The paper is organized as follows: in Section 2 we make a priori estimates on the solution for
having exponential decay for all times. In Section 3 we prove Theorem 1.3 and ﬁnally, in Section 4,
we established our main Theorem 1.2.
Throughout this article the letter C will denote diverse positive constants which may change from
line to line and depend on parameters which are clearly established in each case.
2. A priori estimates
The following lemma shows that the exponential decay in the positive x-axis of the initial datum
is preserved in time by the Ostrovsky equation with negative dispersion.
Lemma 1. Let u(·t) ∈ C([0,1]; H3)∩ C1([0,1]; L2) be a function such that ∂−1x u(t) ∈ L2 for all t ∈ [0,1] and
u′(t) + ∂3x u(t) − ∂−1x u(t) + u(t)∂xu(t) = 0 ∀t ∈ [0,1], (2.9)
with u(0) ≡ u0 ∈ L2(e2βx dx) for all β > 0. Then
sup
t∈[0,1]
∥∥u(t)∥∥L2(e2βx dx)  C‖u0‖L2(e2βx dx),
where C depends on β and ‖u‖C([0,1];H1) .
Proof. Let ϕ ∈ C∞(R) be a decreasing function with ϕ(x) = 1 if x < 1 and ϕ(x) = 0 if x > 10. For
n ∈ N we deﬁne
φn(x) := e2βθn(x),
where θn(x) :=
∫ x
0 ϕ(
x′
n )dx
′ .
Then, it can be seen that for every n, φn is an increasing function, φn(x) = e2βx if x  n, and
φn(x) ≡ dn  e20βn if x> 10n. On the other hand, φn  φn+1 for every n and∣∣φ( j)n (x)∣∣ C j,βφn(x) ∀ j ∈ N, ∀x ∈ R.
Multiplying Eq. (2.9) by uφn and integrating by parts in Rx we obtain
1
2
d
dt
∫
u2φn dx− 1
2
∫
u2φ(3)n dx+ 32
∫
(∂xu)
2φ′n dx+
1
2
∫ (
∂−1x u
)2
φ′n dx−
1
3
∫
u3φ′n dx = 0.
Thus
1
2
d
dt
∫
u2φn dx C3,β
∫
u2φn dx+ C‖u‖C([0,1];H1)C1,β
∫
u2φn dx,
and Gronwall’s lemma implies that∫
u(t)2φn dx
(∫
u(0)2φn dx
)
eCβ,u ∀t ∈ [0,1], ∀n ∈ N,
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that ∫
u(t)2e2βx dx C
∫
u(0)2e2βx dx.  (2.10)
Remark 1. If we add to the hypotheses of Lemma 1 the assumption u(1) ∈ L2(e−2βx dx) and deﬁne
u˜(x, t) := u(−x,1 − t) for x ∈ R and t ∈ [0,1], then u˜ satisﬁes Eq. (2.9) with u˜(x,0) = u(−x,1), and
thus, by applying Lemma 1 to u˜ we can conclude that∫
u(t)2e−2βx dx C
∫
u(1)2e−2βx dx ∀t ∈ [0,1]. (2.11)
If we suppose additional regularity hypotheses for the solution u in the statement of Lemma 1, for
example, if we also assume that u ∈ C([0,1]; H6) ∩ C1([0,1]; H3), then we can differentiate Eq. (1.1)
with respect to the variable x and perform for ∂ jx u, j = 1,2,3, a similar procedure to that we did in
the proof of Lemma 1 and in Remark 1, to conclude that if β > 0, ∂ jx u(0) ∈ L2(e2βx dx) and ∂ jx u(1) ∈
L2(e−2βx dx), j = 0,1,2,3, then
sup
t∈[0,1]
∥∥∂ jx u(t)∥∥L2(e2β|x| dx)  Cβ < ∞. (2.12)
Taking into account the immersion of H1(R) into L∞(R), from (2.12) it also follows that for j = 0,1,2:
∣∣∂ jx u(x, t)∣∣ Cβe−β|x| ∀t ∈ [0,1], ∀x ∈ R. (2.13)
From this estimate it is clear that u(t) ∈ L1. Also, from (2.12), applied with j = 0, and Cauchy–Schwarz
inequality it can be seen that∣∣∂−1x u(x, t)∣∣ Cβe−β|x| ∀x ∈ R, ∀t ∈ [0,1]. (2.14)
In fact, for x> 0:
∣∣∂−1x u(x, t)∣∣=
∣∣∣∣∣
+∞∫
x
u(x′, t)dx′
∣∣∣∣∣
+∞∫
x
e−βx′eβx′
∣∣u(x′, t)∣∣dx′

( +∞∫
x
e−2βx′ dx′
) 1
2 ∥∥u(t)∥∥L2(e2βx dx)
 e
−βx
√
2β
∥∥u(t)∥∥L2(e2β|x| dx)  Cβe−βx,
and for x< 0:
∣∣∂−1x u(x, t)∣∣=
∣∣∣∣∣
x∫
−∞
eβx
′
e−βx′u(x′, t)dx′
∣∣∣∣∣
( x∫
−∞
e2βx
′
dx′
) 1
2 ∥∥u(t)∥∥L2(e−2βx dx)
 e
βx
√ ∥∥u(t)∥∥L2(e2β|x| dx)  Cβeβx,2β
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that ∥∥∂−1x u(t)∥∥L2(e2β|x| dx)  Cβ . (2.15)
In particular, estimates (2.12), (2.13) and (2.14) are valid for all β > 0 when suppu(0) ⊂ (−∞, B] and
suppu(1) ⊂ [−B,+∞), for some B > 0.
Remark 2. Let us observe that from (2.12) ∂ jx u, j = 0,1,2,3, is a bounded function from [0,1] with
values in L1(R). From this fact, (2.14) and (2.9), it also follows that
u′ ∈ L∞([0,1]; L1). (2.16)
3. Carleman’s type estimate
In this section we prove estimate (1.8), a simple L2–L2 Carleman estimate which is suﬃcient to
establish our main theorem. We begin the section with a lemma concerning the differentiability prop-
erties with respect to the time variable of the spatial Fourier transform of the weighted function
eλxw(t).
Lemma 2. Let w(·t) ∈ C([0,1]; L2) be a function with derivative w ′ ∈ L∞([0,1]; L2) in the weak sense de-
ﬁned in the introduction and suppose that for every β > 0, w is a bounded function from [0,1] with values
in L2(e2β|x| dx) and w ′ ∈ L∞([0,1]; L2(e2β|x| dx)). Then, for λ ∈ R and ξ ∈ R, the function t → ̂eλxw(t)(ξ) is
absolutely continuous in [0,1] with derivative ̂eλxw ′(t)(ξ) a.e. t ∈ [0,1]. (Here ̂ denotes the Fourier trans-
form with respect to the space variable x.)
Proof. By the symmetry of the hypotheses it is enough to prove the assertion of the lemma for
λ > 0. Since w(t) ∈ L2(e2β|x| dx) and w ′ ∈ L∞([0,1]; L2(e2β|x| dx)), an application of Cauchy–Schwarz
inequality permits to conclude that eλxw(t) ∈ L1 and that eλxw ′ ∈ L∞([0,1]; L1(R)).
For n ∈ N, let θn be as in the proof of Lemma 1 and deﬁne φn(x) := eλθn(x) . Let us take Ψ in the
Schwartz space S(Rx). Then the function
t →
∫
R
φn(x)w(t)(x)Ψ̂ (x)dx ≡
〈
w(t),φnΨ̂
〉
is absolutely continuous in [0,1] with derivative
〈
w ′(t),φnΨ̂
〉≡ ∫
R
φn(x)w
′(t)(x)Ψ̂ (x)dx a.e. t.
In this manner, for t ∈ [0,1]
∫
R
φn(x)w(t)(x)Ψ̂ (x)dx−
∫
R
φn(x)w(0)(x)Ψ̂ (x)dx =
t∫
0
∫
R
φn(x)w
′(τ )(x)Ψ̂ (x)dxdτ .
Taking the limit when n goes to inﬁnity and using the Dominated Convergence theorem we obtain
that
∫
eλxw(t)(x)Ψ̂ (x)dx−
∫
eλxw(0)(x)Ψ̂ (x)dx =
t∫ ∫
eλxw ′(τ )(x)Ψ̂ (x)dxdτ ,R R 0 R
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∫
R
̂eλxw(t)(ξ)Ψ (ξ)dξ −
∫
R
̂eλxw(0)(ξ)Ψ (ξ)dξ =
t∫
0
∫
R
̂eλxw ′(τ )(ξ)Ψ (ξ)dξ dτ
=
∫
R
( t∫
0
̂eλxw ′(τ )(ξ)dτ
)
Ψ (ξ)dξ.
Since the function Ψ is arbitrary, we have that
̂eλxw(t)(ξ) − ̂eλxw(0)(ξ) =
t∫
0
̂eλxw ′(τ )(ξ)dτ a.e. ξ ∈ R. (3.17)
Observing that the left-hand side in (3.17) is a continuous function of ξ , the result of our lemma will
take place if we prove that the right-hand side of (3.17) is a continuous function of ξ . Let us show
this last assertion. For ξ ∈ R, let {ξn} be a sequence such that ξn → ξ . Then, since eλxw ′(τ ) ∈ L1 a.e.
τ ∈ [0, t], it follows that ̂eλxw ′(τ )(ξn) → ̂eλxw ′(τ )(ξ) when n goes to inﬁnity, a.e. τ ∈ [0, t]. Besides,
∣∣ ̂eλxw ′(τ )(ξn)∣∣ ∥∥eλxw ′(τ )∥∥L1  ∥∥eλxw ′∥∥L∞([0,1];L1(R)) ∀τ ∈ [0, t].
Then, from the Dominated Convergence theorem, we have that
t∫
0
̂eλxw ′(τ )(ξn)dτ →
t∫
0
̂eλxw ′(τ )(ξ)dτ ,
which shows the continuity of the right-hand side of (3.17). 
3.1. Proof of Theorem 1.3 (Estimate of Carleman type)
For ξ ∈ R ﬁxed, because of Lemma 2, the function t → ̂eλxw(t)(ξ) is absolutely continuous in [0,1]
and
d
dt
[
̂eλxw(t)(ξ)
]= ̂eλxw ′(t)(ξ) a.e. t ∈ [0,1]. (3.18)
Let us introduce the notations g := eλxw and h := eλx[w ′ + ∂3x w − ∂−1x w]. Then
h = eλxw ′ + ∂3x g − 3λ∂2x g + 3λ2∂x g − λ3g − vλ, (3.19)
where vλ := eλx∂−1x w .
Since w(t) ∈ L1(R) and ∂−1x w(t) ∈ L2(R), then
vλ(x, t) =
+∞∫
−eλ(x−x′)g(t)(x′)dx′ =
x∫
eλ(x−x′)g(t)(x′)dx′. (3.20)x −∞
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vλ(x, t) =
[
Eλ ∗ g(t)
]
(x), (3.21)
where for λ > 0:
Eλ(y) =
{−eλy, if y < 0,
0, if y  0,
(3.22)
and for λ < 0:
Eλ(y) =
{
0, if y < 0,
eλy, if y  0. (3.23)
Since hypotheses (ii) and (iii) are given for all β > 0, using Cauchy–Schwarz inequality we can con-
clude that eλxw ′(t) ∈ L1(R) a.e. t and eλx∂3x w(t) ∈ L1(R) for all t ∈ [0,1]. Since hypothesis (ii) implies
that w(t) ∈ L1, from hypothesis (i) and (1.2), an easy application of Cauchy–Schwarz inequality shows
that eλx∂−1x w(t) ∈ L1. Therefore, for almost every t ∈ [0,1], h(t) ∈ L1. An application of the spatial
Fourier transform in (3.19), together with the equalities (3.18) and (3.21), allows us to conclude that
d
dt
ĝ(t)(ξ) + (−iξ3 + 3λξ2 + 3iξλ2 − λ3 − √2π Êλ(ξ))ĝ(t)(ξ) = ĥ(t)(ξ) a.e. t ∈ [0,1]. (3.24)
Since Êλ(ξ) = − 1√2π
λ+iξ
λ2+ξ2 , we can write Eq. (3.24) as
d
dt
ĝ(t)(ξ) + (−imλ(ξ) − aλ(ξ))ĝ(t)(ξ) = ĥ(t)(ξ) a.e. t ∈ [0,1],
where
mλ(ξ) := ξ3 − 3λ2ξ − ξ
λ2 + ξ2 and aλ(ξ) := −3λξ
2 + λ3 − λ
λ2 + ξ2 .
Thus,
d
dt
[
e−imλ(ξ)te−aλ(ξ)t ĝ(t)(ξ)
]= e−imλ(ξ)te−aλ(ξ)t ĥ(t)(ξ) a.e. t ∈ [0,1].
Since t → e−imλ(ξ)te−aλ(ξ)t ĝ(t)(ξ) is absolutely continuous in [0,1], then when aλ(ξ) 0:
ĝ(t)(ξ) = eimλ(ξ)teaλ(ξ)t ĝ(0)(ξ) +
t∫
0
eimλ(ξ)(t−τ )eaλ(ξ)(t−τ )ĥ(τ )(ξ)dτ ,
and when aλ(ξ) > 0:
ĝ(t)(ξ) = e−imλ(ξ)(1−t)e−aλ(ξ)(1−t) ĝ(1)(ξ) −
1∫
e−imλ(ξ)(τ−t)e−aλ(ξ)(τ−t)ĥ(τ )(ξ)dτ .t
1860 P. Isaza, J. Mejía / J. Differential Equations 247 (2009) 1851–1865In this manner, for all t ∈ [0,1]:
∣∣ĝ(t)(ξ)∣∣ ∣∣ĝ(0)(ξ)∣∣+ ∣∣ĝ(1)(ξ)∣∣+ 1∫
0
∣∣ĥ(τ )(ξ)∣∣dτ .
Hence, taking into account the Plancherel’s formula, we can conclude that∥∥g(t)∥∥L2(R)  ∥∥g(0)∥∥L2(R) + ∥∥g(1)∥∥L2(R) + ‖h‖L2(R×[0,1]),
which implies estimate (1.8).
4. Proof of Theorem 1.2
Let φ˜ ∈ C∞(R) be a nondecreasing function such that φ˜(x) = 0 for x < 0 and φ˜(x) = 1 for x > 1,
and let η˜ ∈ C∞0 (R) be a function such that η˜ 0, supp η˜ ⊂ (−1,0) and
∫
R
η˜ = 1. For R > B + 1 deﬁne
φ(x) ≡ φR(x) := φ˜(x− R) and η(x) ≡ ηR(x) := η˜(x− R).
For t ∈ [0,1] deﬁne aR(t) :=
∫ +∞
R φ(x
′)u(t)(x′)dx′ . Let us observe that because of Remark 2, aR(t)
is well deﬁned and
‖aR‖L∞([0,1])  ‖u‖L∞([0,1];L1) ∀R > B + 1. (4.25)
We will apply Theorem 1.3 to the function w ≡ wR deﬁned by
w(t) := φu(t) − aR(t)η, t ∈ [0,1].
4.1. Veriﬁcation of the hypotheses of Theorem 1.3 for w
First of all we will show that aR is absolutely continuous in [0,1] with derivative
a′R(t) =
+∞∫
R
φ(x′)u′(t)(x′)dx′ a.e. t ∈ [0,1], (4.26)
which implies, in particular, that w ∈ C([0,1]; H6) ⊂ C([0,1]; H3).
For N > 2R let us denote by χN the characteristic function of the interval (−∞,N].
Since u ∈ C1([0,1]; L2(R)), then the function
t →
+∞∫
R
φ(x′)χN (x′)u(t)(x′)dx′ ≡
〈
u(t),φχN
〉
is C1 and hence absolutely continuous in [0,1] with derivative t → 〈u′(t),φχN 〉. Thus
〈
u(t),φχN
〉= t∫
0
+∞∫
R
φ(x′)χN (x′)u′(τ )(x′)dx′ dτ ,
because 〈u(0),φχN 〉 = 0 (take into account that suppu(0) ∩ suppφχN = ∅).
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nated Convergence theorem implies that
aR(t) =
t∫
0
+∞∫
R
φ(x′)u′(τ )(x′)dx′ dτ ,
which proves (4.26). Besides, let us observe that from (2.16) and (4.26)∥∥a′R∥∥L∞([0,1])  ‖u′‖L∞([0,1];L1) ∀R > B + 1. (4.27)
Let us see now that w ′ ∈ L∞([0,1]; L2) in the weak sense deﬁned in the introduction and that w ′
is given by
w ′(t) = φu′(t) − a′R(t)η a.e. t ∈ [0,1]. (4.28)
Indeed, for Ψ ∈ S(R), 〈
w(t),Ψ
〉= 〈u(t),φΨ 〉− aR(t)〈η,Ψ 〉
is absolutely continuous in [0,1] with derivative〈
u′(t),φΨ
〉− a′R(t)〈η,Ψ 〉 = 〈φu′(t) − a′R(t)η,Ψ 〉 a.e. t ∈ [0,1]. (4.29)
We also have that φu′ − a′Rη ∈ L∞([0,1]; L2), because u′ ∈ C([0,1]; L2) and a′R ∈ L∞([0,1]). From this
assertion and from (4.29) we conclude the validity of (4.28).
Next we will prove that for t ∈ [0,1], ∂−1x w(t) ∈ L2:
Recall that from the deﬁnition of w(t), w(t)(x) = 0 if x< R − 1 and w(t)(x) = u(t)(x) if x> R + 1.
In this manner it follows from (2.13) that∣∣w(t)(x)∣∣ Cβe−β|x| ∀β > 0. (4.30)
Deﬁne V (t)(x) := − ∫∞x w(t)(x′)dx′ . Then, for x< R − 1:
V (t)(x) = −
∞∫
R
φ(x′)u(t)(x′)dx′ + aR(t)
R∫
R−1
η(x′)dx′ = 0. (4.31)
From (4.30) and (4.31) it is easy to see that∣∣V (t)(x)∣∣ Cβe−β|x|,
which implies that V (t) ∈ L1(R) ∩ L2(R). Using the deﬁnition of Fourier transform in L1 and integra-
tion by parts, we have that V̂ (t)(ξ) = ŵ(t)(ξ)iξ and, consequently, ŵ(t)(ξ)iξ ∈ L2ξ and thus ∂−1x w(t) = V (t)
and ∂−1x w(t) has a continuous representative given by
∂−1x w(t)(x) = −
+∞∫
w(t)(x′)dx′ =
x∫
w(t)(x′)dx′, x ∈ R. (4.32)x −∞
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with values in L2(e2β|x| dx). From (2.12)
∥∥eβ|x|∂ jx w(t)∥∥L2 = ∥∥eβ|x|∂ jx [φu(t) − aR(t)η]∥∥L2

∥∥eβ|x|∂ jx [φu(t)]∥∥L2 + ‖aR‖L∞[0,1]∥∥eβ|x|∂ jxη∥∥L2
 C
j∑
i=0
∥∥eβ|x|∂ ixu(t)∥∥L2 + ‖aR‖L∞[0,1]eβR∥∥∂ jxη∥∥L2  C,
where the constant C only depends on R , β and ‖φ(i)‖L∞ for i = 0, . . . , j.
Finally, let us verify that w ′ ∈ L∞([0,1]; L2(e2β|x| dx)) for all β > 0. Indeed, from (4.28), taking into
account Eq. (1.7), estimates (2.12) and (2.15), and the fact that a′R ∈ L∞([0,1]), we can conclude that
∥∥eβ|x|w ′(t)∥∥L2  ∥∥eβ|x|φu′(t)∥∥L2 + ∥∥eβ|x|a′R(t)η∥∥L2
 Cβ + eβR
∥∥a′R∥∥L∞([0,1])‖η‖L2  C,
where C depends on β and R , which concludes the veriﬁcation of the hypotheses of Theorem 1.3
for w .
4.2. Application of Theorem 1.3 to w
From Theorem 1.3 it follows that∥∥eλxw∥∥L2(R×[0,1])  ∥∥eλx[w ′ + ∂3x w − ∂−1x w]∥∥L2(R×[0,1]), (4.33)
because from the deﬁnition of w , w(0) = w(1) = 0.
In order to estimate the right-hand side of (4.33) let us observe ﬁrstly that
w = φu − aRη, w ′ = φu′ − a′Rη,
∂3x w = φ∂3x u +
[
3φ′∂2x u + 3φ′′∂xu + φ′′′u
]− aRη′′′ ≡ φ∂3x u + Fφ,u − aRη′′′,
and
−∂−1x w(t)(x) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
−∂−1x u(t)(x), if x> R + 1,∫ +∞
x φ(x
′)u(t)(x′)dx′, if R < x R + 1,
−aR(t)
∫ R
x η(x
′)dx′ + aR(t), if R − 1< x R,
0, if x R − 1.
Hence
w ′ + ∂3x w − ∂−1x w =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
u′ + ∂3x u − ∂−1x u, if x> R + 1,
φ[u′ + ∂3x u − ∂−1x u] + φ∂−1x u +
∫ +∞
x φu dx
′ + Fφ,u, if R < x R + 1,
−a′Rη − aRη′′′ − aR
∫ R
x ηdx
′ + aR , if R − 1< x R,
0, if x R − 1.
In consequence, taking into account that u satisﬁes (1.1):
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[( +∞∫
x
φu dx′ − φ
+∞∫
x
u dx′
)
χ(R,R+1](x)
]
+ Fφ,u
+
[
−a′Rη − aRη′′′ + aR
(
1−
R∫
x
ηdx′
)
χ(R−1,R](x)
]
≡ −φu∂xu + E1 + Fφ,u + E2.
In this manner:
∥∥eλx[w ′ + ∂3x w − ∂−1x w]∥∥L2(R×[0,1])  ∥∥eλxφu∂xu∥∥L2(R×[0,1]) + ∥∥eλxE1∥∥L2(R×[0,1])
+ ∥∥eλx Fφ,u∥∥L2(R×[0,1]) + ∥∥eλxE2∥∥L2(R×[0,1]). (4.34)
From now on we will suppose that λ > 0.
Let us notice that, since
|E1|
( +∞∫
x
|u|dx′ + ∣∣∂−1x u∣∣
)
χ(R,R+1](x)
(
2
+∞∫
x
|u|dx′
)
χ(R,R+1](x),
then, from (2.13) with j = 0 and β = 1
∥∥eλxE1∥∥2L2(R×[0,1])  4
1∫
0
R+1∫
R
e2λx
( +∞∫
x
∣∣u(t)(x′)∣∣dx′)2 dxdt
 4e2λ(R+1)
1∫
0
R+1∫
R
( +∞∫
x
C1e
−x′ dx′
)2
dxdt  4C21e2λ(R+1). (4.35)
On the other hand, using (4.25) and (4.27) we see that
|E2|
(∣∣a′R(t)∣∣‖η‖L∞x + ∣∣aR(t)∣∣‖η′′′‖L∞x + 2∣∣aR(t)∣∣)χ(R−1,R](x)
 Cχ(R−1,R](x) ∀t ∈ [0,1].
Thus, ∥∥eλxE2∥∥L2(R×[0,1])  CeλR , (4.36)
with C independent of λ and R .
In order to estimate ‖eλx Fφ,u‖L2(R×[0,1]) let us observe that from (2.13) with β = 1 and j = 0,1,2,
it follows that
|Fφ,u| 3
(|φ′| + |φ′′| + |φ′′′|)(|u| + |∂xu| + ∣∣∂2x u∣∣) CC1e−|x|χ(R,R+1](x),
and therefore
∥∥eλx Fφ,u∥∥2L2(R×[0,1])  C2C21
1∫
0
R+1∫
R
e2λxe−2x dxdt  C2C21e2λ(R+1), (4.37)
with C independent of λ and R .
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and β = 1 we have |∂xu(t)(x)| C1e−|x| for all x ∈ R, and thus
∥∥eλxφu∂xu∥∥2L2(R×[0,1]) =
1∫
0
+∞∫
R
e2λx|φu|2|∂xu|2 dxdt

1∫
0
+∞∫
R
e2λx|φu|2C21e−2x dxdt
 C21e−2R
∥∥eλxφu∥∥2L2(R×[0,1]). (4.38)
Gathering estimates (4.34)–(4.37) and (4.38), from estimate (4.33) it follows that
∥∥eλxw∥∥L2(R×[0,1])  C1e−R∥∥eλxφu∥∥L2(R×[0,1]) + 2C1eλ(R+1) + CC1eλ(R+1) + CeλR
 C1e−R
∥∥eλxφu∥∥L2(R×[0,1]) + Ceλ(R+1),
with C and C1 independent of λ and R .
Since supp(φu) ∩ supp(aRη) = ∅, then from the last inequality we obtain that
∥∥eλxφu∥∥L2(R×[0,1])  ∥∥eλx[φu − aRη]∥∥L2(R×[0,1]) = ∥∥eλxw∥∥L2(R×[0,1])
 C1e−R
∥∥eλxφu∥∥L2(R×[0,1]) + Ceλ(R+1). (4.39)
From (2.12) it follows that ‖eλxφu‖L2(R×[0,1]) < +∞. Thus, if we take R > B + 1 such that C1e−R < 12 ,
then from (4.39) it can be seen that
1
2
∥∥eλxφu∥∥L2(R×[0,1])  Ceλ(R+1) ∀λ > 0.
In consequence
e2λR
( 1∫
0
+∞∫
2R
|u|2 dxdt
) 1
2

∥∥eλxφu∥∥L2(R×[0,1])  2Ceλ(R+1) ∀λ > 0.
Since 2R > R + 1, the last inequality implies that
1∫
0
+∞∫
2R
|u|2 dxdt = 0,
and therefore u ≡ 0 in [2R,+∞) × [0,1].
If we consider the function u˜, deﬁned in Remark 1, then u˜ has the same properties of regularity as
u has, u˜ satisﬁes Eq. (1.1), u˜(0)(x) = u(1)(−x) and u˜(1)(x) = u(0)(−x), and in consequence supp u˜(0)
and supp u˜(1) are contained in [−B, B]. In this manner, repeating for u˜ the same procedure that we
did for u, we can conclude that u˜ ≡ 0 in [2R,+∞)×[0,1] and this means that u ≡ 0 in (−∞,−2R]×
[0,1].
Hence, taking into account Theorem 1.1, it follows that u ≡ 0 in R × [0,1].
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