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CHAPTER I 
INTRODUCTION 
1.1 Data Fusion of NDE Images 
The subject of data fusion has received significant attention in recent years. The 
objective of signal processing is to extract as much information as possible from the given 
input signal, which is usually derived from several sensors. Research on the subject of data 
fusion has been motivated by a desire to obtain more comprehensive information about the 
system being analyzed by employing the strategy of combining information from multiple 
sensors [1]. In practice it is often possible to employ different combinations of sensors. 
Choices may include using multiple sensors that are either identical or different. The latter 
case may involve the use of sensors that cover different spectral domains or employ 
completely dissimilar physical phenomena. For example, visible light and infra-red 
cameras using similar sensing mechanisms and generating similar type of data can be used 
as image acquisition devices. Similarly data from very different type of sensors, such as 
visual and touch sensors, can be combined together in applications such as robot motion 
sensing. Since there is considerable freedom with regard to the choice of sensors, there is 
confusion and ambiguity with regard to terminology associated with data fusion. This 
dissertation confines its attention to those approaches that employ multiple sensors to 
extract more comprehensive information. 
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Data fusion algorithms can be broadly classified as either phenomenological or non-
phenomenological. Phenomenological algorithms utilize a knowledge of the underlying 
physical processes as a basis for deriving the procedure for fusing data. Several 
investigators are pursuing such approaches [2]. However, such methods are likely to be 
difficult to derive and cumbersome to implement. Non-phenomenological approaches, in 
contrast, tend to ignore the physical process and attempt to fuse information using the 
statistics associated with individual segments of data. 
We can classify the non-phenomenological methods of data fusion into four different 
categories: signal level fusion, pixel level fusion, feature level fusion, and symbol level 
fusion [3]. Signal level fusion methods are usually applicable when the sensors have 
identical or similar characteristics, or when the relationship between the signals from 
different sensors is explicitly known. Pixel level fusion methods can be applied when 
sensors are used to generate data in the form of images. The statistical characteristics of the 
images combined with information concerning the relationship between the sensors is used 
to develop the fusion strategy. This dissertation focuses attention on data fusion techniques 
at the pixel level. In all subsequent discussions, the term image fusion will be used to 
denote image fusion at the pixel level. Feature level fusion implies the fusion of a reduced 
set of data representing the signal, called features. Features are an abstraction of the raw 
data intended to provide a reduced set that accurately and concisely represents the original 
data. The process of transforming the raw data into a feature vector is called feature 
extraction. Symbol level fusion represents the highest level of fusion. Such techniques call 
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for extracting abstract elements of information called symbols. The symbols are 
manipulated using reasoning as a basis to generate better information. Examples of 
application of symbol level fusion methods include the familiar knowledge based and 
decision tree method based systems. Higher levels fusion approaches are usually employed 
when the diversity of sensors is greater. 
As an example of a different category of data fusion, knowledge based techniques 
such as those involving expert systems and logical templates can be used [4]. Knowledge 
based techniques may be based on either raw sensor data or extracted features. In either case 
there are two common features of knowledge based methods, (1) techniques for 
representing knowledge and (2) inference methods to process information to reach a 
conclusion. 
Potential benefits of data fusion include more accurate characterization and often an 
ability to observe features that are otherwise difficult to perceive with a single sensor. The 
benefits are closely connected to the notion of redundant and complementary information 
[3]. We witness redundancy in information when sensors observe the same features from 
the test specimen. The fusion of such overlapping data improves the signal to noise ratio 
(SNR) and contributes directly to enhancing the characterization accuracy. In contrast, the 
fusion of complementary information allows features in the specimen to be observed that 
would otherwise not be seen. If the features observed Eire from different dimensions (as 
would be the case if we wish to fuse data from a heterogeneous sensor environment), the 
information provided by each sensor constitutes a subset of the features forming the 
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subspace in the feature space. The identification of the appropriate feature space for 
processing data from multiple sensors represents a major challenge. Another challenge to 
contend is the task of registration, since the features derived from each complementary 
sensor are from different dimensions. 
This dissertation presents several new pixel level fusion algorithms that combine 
information from several sensors. Interesting applications involving the use of these 
algorithms for fusing information from nondestructive evaluation sensors are also 
presented. 
The objective of nondestructive evaluation (NDE) is to detect and evaluate the 
severity of flaws in a test specimen without destroying its usefulness. NDE techniques rely 
largely on the interaction between some form of energy and the test specimen to provide 
information on the condition of the material. The type of energy utilized in the inspection 
process is related to the NDE method. Nearly all types of energy have been used in NDE, 
including electromagnetic, acoustic, x-ray and optical energy [16]. Ultrasonic methods use 
mechanical vibrations that propagate through the material under test. Energy scattered from 
the flaws provide information about the defect in the material. Similarly radiography 
methods use x-rays, gamma rays or even neutron beams to image the specimen. 
Many NDE imaging technologies have been developed to detect flaws. Each 
technology offers its own set of advantages and disadvantages. As an example, ultrasonic 
imaging techniques offer excellent resolution. However, the method is sensitive to a wide 
variety of measurement conditions, including surface roughness and coupling. In contrast. 
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eddy current techniques do not require a couplant and are relatively insensitive to surface 
roughness conditions. The disadvantages associated with the eddy current method lies in its 
poor resolution capabilities. Although eddy current methods offer excellent flaw detection 
capabilities, they are not an effective method for characterizing small flaws due to their 
poor resolution characteristics. It is, therefore, obvious that a method that combines the 
advantages of both methods can be a powerful tool. 
The objective of this research program is to develop methodologies for synergistically 
combining information from images generated using multiple nondestructive evaluation 
technologies. More specifically, this dissertation presents new techniques for combining 
acoustic microscopy and eddy current images to obtain a composite image of the object. It 
is anticipated that the resulting composite image is superior in some manner relative to the 
image obtained using either of the two techniques. The work done here indicates that the 
resulting image offers both superior resolution relative to the eddy current image as well as 
improved flaw detectability and SNR relative to the ultrasonic image. 
1.2 Literature Review 
Research in the field on data fusion is an ongoing activity that has resulted in the 
development of a number of interesting algorithms. As an example, Akerman [6], 
Huntsberger and Jawerth [10] use the pyramidal technique while Haberstroh and Kadar [7] 
use multilayer perceptron for multi-spectral data fusion. 
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Akeraian uses a Gaussian pyramid decomposition technique to fuse monochrome TV 
and infrared images. A five-by-five Gaussian operator is repeatedly used to decompose the 
images. A Laplacian pyramid is then created by computing the differences between each 
layer in the Gaussian pyramid and an interpolated version of the image in the next layer. 
Candidate pixels are then identified from the layered images on the basis of a predetermined 
criterion. By reversing the image decomposition process, Akerman obtains the fused image. 
Huntsberger and Jawerth [10] use two dimensional wavelet transforms to decompose 
images to generate multiresolution decomposition images. Logical operations are used to 
select / combine pixels at the each level of the decomposed pyramid. 
Haberstroh and Kadar [7] use neural networks to discriminate between heavy and light 
objects from three band infrared surveillance data. 
In addition to these non-phenomenological fusion methods which ignores the physical 
process, several investigators are pursuing phenomenological algorithms utilizing a 
knowledge of the underlying physical processes as a basis for deriving the procedure for 
fusing data [2]. However, such methods are likely to be difficult to derive and cumbersome 
to implement. 
This dissertation presents several image fusion algorithms. The first set of algorithms 
are based on neural networks that involve training with exemplars. The second class of 
algorithms use a linear minimum mean square error approach for fusing information. 
Finally, the dissertation focuses its attention on the use of multiresolution techniques for 
combining information. 
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1.3 Dissertation Summary 
This dissertation is concerned with developing efficient fusion techniques for NDE 
applications. 
Chapter 11 presents a brief description of NDE imaging technology with special 
emphasis on eddy current and ultrasonic inspection techniques. The chapter reviews signal 
degradation mechanisms relating to each NDE imaging method, and introduces several 
useful methods for compensating or reducing those degradation effects. 
Chapter III describes image fusion methods based on neural networks. Algorithms 
showing the use of multilayer perceptrons and radial basis function neural networks for 
enhancing NDE images are presented. Chapter FV introduces a multiple input linear 
minimum mean square error filter and shows several examples validating the approach. 
Chapter V presents image fusion methods using multi-resolution decomposition techniques 
based on both Fourier and two-dimensional wavelet transforms to decompose NDE images 
and reconstruct the fused image. Chapter Vn summarizes the work described in the 
dissertation and presents several concluding remarks. 
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CHAPTER n 
IMAGE DEGRADATION IN ULTRASONIC AND EDDY CURRENT IMAGING 
APPLICATIONS 
This chapter presents a brief description of NDE imaging techniques with a special 
emphasis on eddy current and ultrasonic inspection methods. This chapter also reviews the 
image degradation processes associated with ultrasonic and eddy current inspection 
methods, and presents several techniques to compensate or reduce distortion. 
2.1 Overview of NDE 
Product evaluation and inspection for maintenance is an integral part of all 
manufacturing processes. The inspection procedure is crucial since we can not exclude the 
possibility of critical defects in any product. 
There are two alternate approaches to testing; one is destructive while the other is 
nondestructive. Destructive testing can be divided into two basic categories. The first 
method performs tests under the most adverse conditions in which the products are likely to 
be used. These tests focus on the product's common failure point to guarantee safety 
margins of the product [12]. The other is environmental testing which is done under real 
life conditions, to evaluate the durability of the product. While the samples of the 
destructive tests are often destroyed and discarded, the objective of nondestructive testing 
(NDT) is to inspect and evaluate materials or products without adversely affecting their 
usability [13]. In this respect, the practical benefits of nondestructive inspection are 
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obvious. Also, compared to destructive testing methods which can be performed on only 
selected samples of the product, NDT techniques can be applied to every sample to find 
defects. 
NDT serves not only to ensure quality in manufacturing processes but also to monitor 
the reliability and safety of the product after continued use, throughout its operational life. 
While NDT implies the testing procedure itself, the term non-destructive evaluation (NDE) 
is used to describe all the activities involved in obtaining a full description of the condition 
of the specimen. From this, a decision is made on the usability of the tested item based on 
pre-defined standards or background information. 
NDE has gained in importance as a result of the rapid technological progress made 
during the past half-century in areas such as aerospace and nuclear energy, in which there 
are high risks, and strict precautions are required to avoid catastrophic failure. In order to 
meet the requirements of the diverse range of applications, a variety of basic physical 
principles have been used for NDE. In general, all methods of NDE rely on some form of 
energy as a probing source to interact with the specimen under test and produce an output 
response signal which is then analyzed and interpreted in terms of specimen properties. A 
general NDE procedure involves five essential steps as shown in Figure 2.1 [14], which 
includes energy source, input transducer, test specimen, output transducer, and signal 
processing step. 
The method of testing is chosen depending on factors such as the type of material and 
its dimensions, the testing environment, the region of interest, e.g. whether internal or 
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surface defects are sought, and the environment for data acquisition and processing. Often, 
a combination of two or more methods may be required for the complete inspection of an 
object. This does not imply that they may be regarded as being alternative techniques 
because one of the methods can be used to complement another or to verify the findings of 
the other. 
Input Transducer 
Output Transducer 
Test Specimen 
Signal Processinj 
Feature Extraction 
and Decision 
Energy 
Source Data Display 
Figure 2.1. The general structure of an NDE system. 
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2.2 Electromagnetic NDE 
Electromagnetic NDE methods include magnetic particle inspection, the magnetic 
flux leakage method, eddy current method, DC(direct current) and AC(altemating current) 
potential drop methods, and the microwave method. Magnetic particle and magnetic flux 
methods are normally used only for testing ferromagnetic materials. The eddy current 
methods are normally restricted to the testing of electrically conducting specimens. 
Microwave methods are usually confined to examining dielectric materials while potential 
drop methods can be used for testing semiconductors as well as good electrical conductors. 
The electromagnetic methods cover a wide range of frequencies from DC to millimeter 
waves. However, the common electromagnetic techniques are limited to active DC, 
residual and eddy current forms of excitation; all low frequency phenomena for which the 
displacement current effects can be neglected [15]. 
2.3 Principles of Eddy Current Inspection 
The eddy current NDE method is based on the interaction between time varying 
electromagnetic fields and conductive materials. When a coil is excited by an alternating 
current source and placed near a conducting material, the magnetic field that is generated by 
the coil induces a current in the conducting material. The induced current is called eddy 
current. According to Lenz's law, the emf and induced current are in such a direction as to 
tend to oppose the change which produces them [18]. Figure 2.2 illustrates this phenomena. 
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Therefore, for a non-ferromagnetic material, the net flux linkages of the coil decreases due 
to tiie opposing field [19]. Since the self-inductance of the coil is defined as flux linkages 
per ampere, the inductance of the coil changes. If a defect exists or if there is a change in 
the material characteristics, the eddy currents are distorted resulting in a change in the value 
as shown in Figure 2.3. Several methods are used to measure the impedance of the eddy 
current probe coil. 
In eddy current methods [17-25], a low frequency (typically below 10 MHz) 
electromagnetic field produced by a coil carrying an alternating current, forms the excitation 
source. The excitation levels are usually low and therefore for ferromagnetic materials, the 
operating point is around the origin of the B/H curve. When the coil is brought close to an 
electrically conducting test object, the time-varying magnetic field interacts with the test 
object according to the Maxwell-Faraday law. 
Primary H 
Coil 
Conducting 
IVIateria! 
Induced H 
Figure 2.2. Directions of primary and induced current relating to an alternating 
current carrying coil over a conducting material, (after Udpa [17]) 
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Impedance Plane 
/ Trajectory 
Ro R] 
Figure 2.3. Complex impedance plane trajectory, (after Udpa[17]) 
^ E d l = - ^ \ B d s  (2.1) 
thus inducing eddy currents in the medium. These secondary currents produce their own 
magnetic field which opposes the changes in primary field in accordance with Lenz's law. 
In the case of a non-ferromagnetic specimen, this results in a reduction in the net flux 
linkages associated with the coil which, by definition, reduces the inductance of the coil. 
The resistance of the coil, on the other hand, increases because of eddy current losses within 
the material. The impedance of the excitation coil in air would therefore be different from 
that of the coil in the vicinity of the specimen. For ferromagnetic materials, counteracting 
the decrease in inductance due to the influence of eddy currents induced in the specimen is 
the increase in inductance owing to the higher permeability of the material. The latter effect 
is more predominant and consequently the inductance of the coil increases when it is 
brought close to a ferromagnetic specimen. The change in inductance is accompanied by an 
increase in resistance due to the eddy current losses. Since the eddy current distribution is 
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influenced by discontinuities or anomalies in the material their presence alters the 
impedance of the coil and all the electromagnetic properties of the test specimen affect the 
impedance of the coil. The changes in the complex probe impedance can be measured by 
an appropriate AC bridge as shown in Figure 2.4 and these measurements can be analyzed 
to estimate the surface and bulk properties of the specimen. 
Figure 2.4. Bridge circuit used to measure impedance changes in eddy current probe, 
(after Udpa [17]) 
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xt 
A A: Coil in Air 
B; Coil Over a Defective Nonferromagnetic Specimen 
C: Coil Over a Defect-Free Nonfeiromagnetic Specimen 
Figure 2.5. Impedance plane trajectory of a coil over a non-ferromagnetic specimen 
In practice, the variation in impedance is often displayed on a two dimensional 
complex plane. Since the horizontal and vertical data can be interpreted as the resistive and 
reactive components respectively of the complex impedance under steady state AC 
conditions, the eddy current test signal obtained is referred to as the impedance plane 
trajectory. Figure 2.5 shows the liftoff impedance plane trajectories of a coil over non-
ferromagnetic and ferromagnetic specimens [21]. 
However, there are some difficulties in using an absolute coil. The factors that affect 
the eddy current characteristics are not only material and dimensional properties but also 
coil properties such as magnitude and frequency of the excitation current, geometry of the 
coil, liftoff, and core material properties. This abundance of properties affecting the test 
means that the effects of multiple properties may be superimposed. Isolating the effect of 
any one particular property can be very difficult. The coil impedance changes due to 
defects are often very small compared to the quiescent value of the coil impedance so that it 
can be difficult to detect such small changes. Changes in the coil parameters due to 
with and without defect, (after Udpa[17]) 
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environmental effects (e.g. temperature variations) can often mask changes due to defects, 
making signal interpretation very difficult. For this reason, many methods have been 
developed, among them the use of phase sensitive techniques, pulsed excitation [22,23], 
and multi-frequency and multi-parameter methods [51-53]. A variation of the absolute 
probe, which also overcomes these difficulties, is the differential eddy current probe. 
Another difficulty in eddy current testing is due to the skin effect phenomenon. The 
skin effect restricts the deep penetration of eddy currents into conducting, ferromagnetic 
materials so that the conventional eddy current method is classified as a surface defect 
detection technique. In the testing of underground pipelines, for example, where an inner 
diameter (I.D.) eddy current probe is preferred due to the limitation of accessibility, this 
effect may limit the eddy current method to the detection of I.D. defects and prevent the 
detection of outer diameter (O.D.) defects if the wall thickness of the pipe is large enough. 
For this reason, the magnetic saturation technique using a permanent magnet has been 
developed to reduce the relative permeability of the tube to unity and increase the 
penetration depth [30-33]. Another breakthrough is the use of the remote field eddy current 
technique which is equally sensitive to both I.D. and O.D. defects [27]. 
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2.4 Differential Eddy Current Inspection 
A typical differential eddy current probe used for inspecting tubes is shown in Figure 
2.6 [17]. In this method, two identical coils mounted on a common axis as the tube but 
spaced apart by a small distance, form the two arms of a bridge circuit which is initially 
nulled with the probe located in a defect-free segment of the tube. When the coil 
arrangement is moved past a narrow axisynnmetric O.D. defect, whose width is considerably 
less than the spacing between the coils, the leading coil faces the defect first. The presence 
of the defect causes a variation in the coil impedance which in turn causes an imbalance in 
the bridge circuit. The bridge error signal, which is linked to the difference between the 
impedance of the two coils, is then used to obtain a trajectory. Similarly, when the trailing 
coil faces the defect, the change in impedance causes an imbalance in the bridge circuit. 
But, this time, the imbalance signal is in an opposite direction relative to that caused by the 
leading coil. During the intervening period when neither of the coils face the defect, the 
impedance trajectory remains stationary at the origin. 
The differential nature of the probe makes the arrangement relatively insensitive to 
environmental effects. In addition, the differential connection results in the cancellation of 
the quiescent value of the coil impedance thereby highlighting the variations rather than the 
absolute value of the impedance. This makes measurement relatively easy. The differential 
probe, however, suffers from a disadvantage in that in the case of a long uniform defect 
running along the length of the tube, the changes in the differential impedance occur only at 
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the ends of the defect. This may be misinterpreted as two small defects instead of one Ion 
defect [17]. 
The equations that govern eddy current inspection can be derived from Maxwell' 
equations [46], 
3D 
V x H = J + —  
dt (2.2) 
V x E  =  —  
dt (2.3) 
V B = : 0  
V D =  p  
(2.4) 
(2.5) 
Differentieil Coil 
Tube 
Figure 2.6. Typical differential eddy current probe. 
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For a linear, homogeneous, and isotropic conducting material, the following constitutive 
relations apply: 
B=|iH (2.6) 
D = eE (2.7) 
The conducting current density is: 
J = aE (2.8) 
At the quasi-static frequencies of interest, the displacement current term is negligible [5] 
and, consequently, equation (2.2) can be rewritten as: 
VxH = J (2.9) 
Taking the curl of equation (2.9) and applying equation (2.8), we have: 
(2.10) 
Vx(VxH) = VxoE 
=a(VxE)  
Using equation (2.3), 
Vx(VxH) = -o— (2.11) 
3t 
Using the vector identity. 
V x ( V x H )  =  V ( V H ) - V ^ H  (2.12) 
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V ( V H ) - V ' H  =  - o —  ( 2 . 1 3 )  
3t 
Using equation (2.6), 
an, 
-V^H = -onH (2.16) 
Equation (2.16) constitutes the governing partial differential equation. Using a similar 
strategy, we can derive the governing equation for the electric field intensity and the current 
density: 
V'E=h(TE (2.17) 
V-J=ixaJ (2.18) 
The governing equation in this case, where the displacement current term can be 
negligible due to low operating frequencies (up to few MHz), is a parabolic diffusion 
equation given by 
Vx- (VxA)=Jc-o^  
^ (2.19) 
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where Js is an AC source current density. In a linear, isotropic, AC steady state case, it 
reduces to an elliptic partial differential equation. 
Equation (2.20) assumes the Coulomb gauge, which is automatically satisfied in 
axisynmietric cases. The output NDE signal sought is the differential impedance and the 
impedance plane trajectory that is formed as the differential EC probe passes the defect. 
Another conmion difficulty in eddy current testing is due to the skin effect 
phenomenon. Eddy currents have a tendency to concentrate near the surface adjacent to the 
coil. This is popularly called skin effect. The skin effect equation [46] derived from 
Maxwell's equation by using the solenoidal property of steady currents (V" J =0), can be 
written as 
V72 7 V J =|ICT — 
ot (2.21) 
where o is the conductivity. This equation describes mathematically, the tendency for eddy 
currents to stay at the surface of conductors. As a simple example, in the case of an infinite 
AC current sheet over a conducting half-space, the current density solution to equation 
(2.21) is given by 
(2.20) 
2.5 Multiple Frequency Eddy Current Techniques 
22 
J = Jo exp (- 2 ) sinCcor - ^ ) (2.22) 
where CO = 27t/is the angular frequency, Jq is the current density at the surface of the half-
space, and 5 is the depth of penetration or skin depth 
5 =(71^0)"''^ (2.23) 
at which the current density drops to 36.8% of the value at the surface, JQ and the phase of 
the current density lags that of JQ by one radian. Although the exact value is not known for 
complex NDE geometries, the skin depth for a half-space of aluminum is estimated as 2.59 
X 10"3 meters for an excitation frequency of 1 kHz, using the above expression. The 
corresponding value for steel is 5 x lO'^ meters. Therefore, eddy current methods are 
limited to the detection of flaws close to the surface even though low excitation frequencies 
may help extend the penetration depth to a certain degree. 
From equation (2.23), we find that the skin depth is inversely proportional to the 
square root of the frequency. Table 2.1 shows typical values of skin depth for several 
materials [16]. 
As depicted in Table 2.1, at low frequencies the energy diffuses deeper into the 
conductor. Thus, eddy current techniques using low excitation frequencies are more 
sensitive to deeper defects. The method is sensitive to shallow defects when the frequency 
is increased. The multiple frequency eddy current NDE technique exploits the above 
property. 
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Table 2.1. Depth of penetration, 6, {mm unit). 
Excitation Frequency 
Material IkHz  10 kHz 50 kHz 
Copper 2 . 0 0  0 . 6 4  0 . 2 8  
Aluminum 2 . 6 5  0 . 8 4  0 . 0 4  
Titanium 1 2  . 0 0  3  . 8 0  1 . 6 7  
Cast Steel 0 . 5 0  0 . 1 5  0 . 0 7  
Graphite 4 5 . 0 0  1 3  . 0 0  6 . 2 0  
Zirconium 1 2 . 0 0  3  . 5 0  1 . 9 0  
Multi-frequency eddy current inspection techniques involve testing at two or more 
excitation frequencies. Low frequency measurements are used to image defects that are 
located, not only at shallow depths, but also deep in the material. Higher frequency 
measurements are performed to image defects located at relatively shallow depths only. 
The two signals can be combined, not only to obtain a more comprehensive information 
about the specimen, but also to eliminate other artifacts such as those introduced by 
variations in probe lift-off. Using several frequencies, we obtain signals that contain 
information relating to a variety of depth ranges. Appropriate transformations can then be 
applied to selectively eliminate artifacts in the signal. This technique may be useful in 
reducing several types of extraneous or unwanted artifacts in eddy current signals. 
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A/D Converter 
Probe 
EddyScope 
Sample 
Figure 2.7. Typical eddy current scanning system. 
Figure 2.7 depicts a typical scanning system used to obtain an eddy current image. 
The eddy scope is used to drive the probe and measure the change in its impedance. The 
impedance change is sampled and quantized using a high resolution A/D converter for 
further analysis. The results are displayed by the computer. 
2.6 Ultrasonic Test Methods 
Ultrasonic waves are caused by mechanical vibrations that occur because of the elastic 
properties of the material. These waves are induced by the vibration of particles in the 
material. When the particle vibration is sinusoidal, the wavelength, X, is related to the 
velocity of the wave, c, in the material [47]. 
f = c X  (2.24) 
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where/is the frequency of the vibration; i.e., the number of oscillations of the particle per 
second. Because of the material's elastic properties, the velocity of the wave is a function 
of the material's elastic property. Thus, the wavelength of the acoustic signal varies for 
different materials. 
If a wave particle vibrates in the direction the wave is traveling, the wave is called a 
longitudinal or compressed wave. Such waves can propagate through solids, liquids and 
gases. In solid materials, the wave particle can vibrate at right angles to the direction in 
which the wave is traveling. Called a shear or transverse wave [48], this wave has a slower 
velocity than longitudinal waves. Shear waves cannot propagate through liquids. Also, 
depending on the situation, various types of surface waves can be generated in solid 
materials. 
Ultrasonic waves can be generated using a number of methods, but in most non­
destructive testing applications, piezoelectric transducers are used as both transmitter and 
receiver probes. A piezoelectric material has the property that produces electric charges on 
the surface when it is deformed by extemal pressure. If the pressure is reversed, the polarity 
of electric charges is reversed. If a piezoelectric material is placed between two electrodes 
and an electric field is applied, the material changes shape. This is called an inverse 
piezoelectric effect. While utilizing the effect, we can apply alternating electric current to 
the piezoelectric plate and generate mechanical oscillation. There are many varieties of 
materials that display piezoelectric properties. Natural crystals, such as quartz and lithium 
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sulphate, and fabricated polycrystalline ceramics, such as barium titanate, can be used as 
piezoelectric materials. 
The ultrasonic wave is generated by applying an electrical pulse to the transmitter 
probe. The probe produces a short ultrasonic pulse that is propagated into the specimen 
through a coupling medium (Figure 2.8). The reflected portion of the ultrasonic wave 
returning to the transducer results in a small alternating voltage that is then fed to the 
amplifier. The amplified signal can be displayed on the CRT (cathode ray tube). This 
amplified signal provides both time of flight information as well as indication of the 
strength of the echo from discontinuities in the path of the ultrasonic wave. Normally, we 
observe echoes from the specimen's surface, the bottom surface, and the flaw. A one-
dimensional display of the signal is called the A-Scan. The ultrasonic signal can be 
rectified and a peak detection operation performed to obtain a single maximum in each 
pulse. 
The information can be displayed in other formats on the CRT screen. The B-Scan 
represents a cross-sectional view of the object on a plane that is normal to the surface of the 
probe scan as shown in Figure 2.9. The gray level of the image pixel is proportional to the 
strength of the echo. C-Scans show the plan view of the test specimen at a selected location 
in the specimen. In order to produce a C-Scan, the probe is mechanically scanned over the 
surface. 
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Figure 2.8. Typiczil ultrasonic pulse echo system. 
Figure 2.9 B-scan display. 
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The signals are windowed and the peak value of the signal within the window is 
estimated. An image whose gray levels are proportional to the peak values in the window is 
called a C-Scan. In order to ensure that the energy is effectively coupled into the material, a 
couplant is used. In acoustic microscope applications, the transducer and the specimens are 
immersed in a liquid and the ultrasonic probe is then scanned parallel to the specimen 
surface. The image that is generated resembles a radiograph. However, it does not contain 
any data relating to the depth of the flaw, in contrast to A- and B-Scan displays. Figure 2.10 
shows a typical scanning system employed for obtaining ultrasonic images. A 
pulser/receiver is used to drive the piezo-electric transducer that is immersed in a water 
tank. The echo signal is amplified by the pulser/receiver and then fed to the analog-to-
digital (A/D) converter prior to being transferred to a computer for generating the two-
dimensional C-Scan image. 
A/D Converter 
^ransduc^ 
Pulser/ 
Receiver 
Sample 
Figure 2.10. Typical ultrasonic imaging system. 
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The acoustic microscope responds to different properties in the object under 
examination from those responded to by the optical microscope. Since acoustic waves are 
related to mechanical properties, the contrast of the microscope is determined by variations 
in elasticity, density, and acoustic attenuation in the medium. The acoustic vi^ave may not be 
transparent to the material although it may be transparent to light. Likewise acoustic waves 
can penetrate optically opaque materials. Another difference between acoustic microscope 
and X-ray systems is that conventional optical microscope and X-ray equipment are 
designed to use incoherent illumination with phase insensitive detectors, while acoustic 
inspection techniques tend to employ coherent methods and acoustic receiving transducers 
are phase sensitive. 
2.7 Degradation in Ultrasonic Images 
The ultrasonic A-scan signal is converted to the pixel value at each position and the 
inspection is repeated while the scanning is performed over a 2-dimensional area to 
construct an image. The 2D image is constructed from the A/D converted ultrasonic RF 
signal by associating the peak value with the gray level of the pixel at that point. There are 
two potential sources of noise in the imaging process. One is A/D converter quantization 
error involved in representing the amplitude of the signal while the other is related to 
uncertainty introduced due to sampling. Figure 2.11 and Figure 2.12 show examples of an 
A-scan signal in the time and frequency domain respectively. Figure 2.13 shows the effect 
of sampling the A-scan signal. 
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Figure 2.11. A-scan signal in the time domain. 
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Figure 2.12. Spectrum of the A-scan signal. 
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Figure 2.13. Sampled version of the A-scan signal. 
We will analyze the effect of uncertainty in estimating the peak value due to sampling. 
Let the sampling frequency be four times higher than the center frequency of the signal. 
We assume that the ultrasonic signal can be written as y4(f)cos((0?). The process of 
sampling can be explained as discretely picking a value of signal from the signal with 
random phase relation. Because we chose sampling frequency as 4 times higher than the 
center frequency Cdc, the maximum value sampled can be expressed as (2.25). 
A(f)cos(a)f +0), 7r/4 < 0 < 3K/4 (2.25) 
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if A(t) is bandlimited and its maximum frequency component is much smaller than ® 
Considering that the real peak value is A(0, we can express the error e{f) between the true 
value and its quantized value as (2.26) 
This corresponds to a mean square error that is approximately 30 % of the peak value. 
This is the perhaps the biggest source of noise in the ultrasonic imaging system. One 
possible solution is to use a higher sampling rate, but this is costly and often difficult to 
implement. Since the error is introduced in estimate of the signal amplitude, we can model 
the associated degradation process as follows. 
e{t)=A(t) { 1 - cos (0) }, 7t /4 < 0 < 3k/4 (2.26) 
The mean squared error (MSE) is given by: 
(2.27) 
U\m,n) = U(m,n) { 1 + N\{m,n) } + N2{m,n) (2.28) 
Here U{m,n): original image 
U'{m,n): acquired image 
N\{m,n); peak detection error 
N2(m,n): additive noise 
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In general the ultrasonic sample image can be described based on this model. The 
effect of A/D converter (quantization noise) is much smaller than the above noise 
particularly when the number of quantization bits used is large. 
Median filters are often used for eliminating spot noise encountered in ultrasonic 
images. However, since median filtering is not a linear process, it is not easy to 
characterize the reduction in noise using analytical techniques. 
2.8 Conventional Envelope Detection of Ultrasonic A-scan Signals 
One of the solutions to reduce the peak detection error is to use an envelope detection 
circuit and sample the envelope signal instead of the RF (radio frequency) signal. This 
approach can minimize the effect of the peak detection error. This is due to the fact that the 
bandwidth of the envelope is significantly smaller than the bandwidth of the RF signal. As 
an example if the center frequency of the envelope signal is five times lower than the RF-
signal frequency, the use of the envelope detection circuit is equivalent to increasing the 
effective sampling frequency by a factor of five. 
The envelope detection circuit is simple to implement. However in order to ensure 
proper operation, the RF signal should have much a higher center frequency relative to 
envelope signal frequency. If the maximum frequency component of the envelope is less 
than 1/10 of the carrier frequency, the envelope detection approach can lead to error [78]. 
In the case of ultrasonic signals this condition is not always met, and in many cases the RF 
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signal center frequency is just a few times higher than the highest envelope frequency 
component. 
To avoid errors, the time constant of the detection circuit cannot be too small since 
this can contribute to ripple in the signal. The ripple introduces error in the peak value 
estimates. 
2.9 Improved Envelope Detection of Ultrasonic A-scan Signal 
Let the A-scan signal be expressed as 
j:(/) = A(r)cos((jOf+0) (2.29) 
where A(f) represents the envelope of the signal. If we square the received signal, then 
Since the envelope is typically a low frequency signal, low pass filtering eliminates the 
carrier component. The square root of the filtered signal is given by. 
(2.30) 
(2.31) 
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This envelope detector is superior to the method based on rectification and filtering, 
although the circuit is more complicated and requires the use of a high quality low pass 
filter to separate the RF signal and envelope signal components. 
2.10 Interpolation of Ultrasonic A-scan Signals 
This section describes an alternative approach to reducing the peak detection error. 
When the envelope frequency is as high as half the center frequency, the envelope detection 
approach does not offer satisfactory performance. An alternate approach is to use 
interpolation techniques to increase the sampling rate. Using such interpolation techniques, 
the peak value can be estimated with a greater degree of accuracy. 
The process of digitally converting the sampling rate of a signal from a given rate/= 
1/r to a different rate / = MT is called sampling rate conversion [108]. When the new 
sampling rate is higher than the original sampling rate, that is, 
/> /  (2 .32)  
or 
R <T (2.33) 
the process is generally called interpolation since we are creating samples of the original 
physical process from a reduced set of samples. 
If the sampling rate is increased by an integer factor L, then the new sampling period, 
r, is 
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r / T =  1 / L  (2.34) 
and the new sampling rate / is 
/ =Lf (2.35) 
This process of increasing the sampling rate (interpolation) of a signal x(n) by L 
implies that we must interpolate L - 1 new sample values between each pair of sample 
values of x{n). The process is similar to that of digital-to-analog conversion in which all 
continuous-time values of a signal xdt) must be interpolated from its sequence x(7i). 
The input signal x(n) is "filled in" with L - I zero-valued samples between each pair 
of samples of xiti), giving the signal 
The sampling rate expander is depicted with a block diagram symbol of an up-arrow 
with an integer corresponding to the increase in the sampling rate as given by equation 
(2.36). The Z-transform of the resulting signal w{n) is 
m = 0, ±L, ±2L, ... 
otherwise 
(2.36) 
0, 
(2.37) 
Evaluating W(z) on the unit circle, z = , gives the result 
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W{e''^) = X{e''^) (2.38) 
which is the Fourier transform of the signal w(m) expressed in terms of the spectrum 
of the input signal x(n). Figure 2.14 shows the block diagram of the interpolator. 
The spectrum of w(m) contains not only the baseband frequencies of interest (i.e., -nlL 
to IT/L) but also images of the baseband signal centered at harmonics of the original 
sampling frequency ± 2IT/L, ±4TI/L,.... TO recover the baseband signal of interest and 
eliminate the unwanted image components, it is necessary to filter the signal w(m) with a 
digital lowpass filter which approximates the ideal characteristic 
H\ 
^ I . I ^ 2TCFT K G, (0 < = — 
' ' 2 L 
0, otherwise 
(2.39) 
It will be shown that in order to ensure that the amplitude of y{m) is correct, the gain 
of the filter, G, must be L in the passband. 
x{n} 
SAMPLING RATE 
EXPANDER 
F'=LF 
Figure 2.14. Block diagram of an interpolator that increases the sampling rate by L. 
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Letting )denote the frequency response of an actual filter that approximates the 
characteristic in (2.39). It is seen that 
Y{e^') = ) (2.40) 
and using (2.39), 
(2.41) 
0, otherwise 
It is easy to see why we need a gain of G in 
This approach represents an excellent method to reduce the peak detection error. 
However the procedure is also computationally intensive. 
2.11 Degradation in Eddy Current Images 
The biggest source of degradation associated with eddy current imaging methods is 
contributed by the finite size of the eddy current probe. We can approximate the image 
degradation process using the block diagram shown in Figure 2.15. 
) = M(|I,V y h{iL,v)+ n(|X,v ) (2.42) 
Here, /z(n,v) accounts for the blurring caused by the eddy current probe geometry and 
n(p.,v) represents additive noise introduced due to quantization and circuit noise. 
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Figure 2.15. Model of the eddy current imaging scheme. 
In the frequency domain 
= U{v,(ii)H{x),Ci)) + N{x),(ii) (2.43) 
Classical methods of restoring the signal include the use of Wiener and Kalman 
filtering techniques. The method require an accurate estimate of the degradation kernel. 
The kernel associated with degradation process is usually found using experimental 
data or by using numerical models representing the test set-up. A major problem with the 
use of Wiener filtering techniques is that a small amount of error in the estimate of the 
kernel //(t),05) can result in large errors and ringing in the restored image. 
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CHAPTER m 
IMAGE FUSION USING NEURAL NETWORKS 
This dissertation describes three basic approaches to data fusion. The first of the 
approaches relies on the use of learning algorithms to identify the association rule for fusing 
the images. The other two techniques described in the following chapters rely on methods 
that minimize an appropriate functional or operate in transform domain that allow easy 
manipulation of image statistics. This chapter focuses its attention on techniques that use 
neural networks for fusing the data at the pixel level. 
3.1 Pixel-level Fusion 
The simplest technique for fusing multiple images is to perform logical operations on 
the images at the pixel level. As an example, the AND (maximum) operator allows features 
that are shared by the images to be emphasized. In contrast the OR (minimum) operation 
allows the synthesis of complementary information from the images. These heuristic 
approaches can be used for simple problems. Figure 3.1 shows a example of this approach. 
The concept can be extended further where the fusion rules are arrived at through learning 
approaches. The following section describes techniques for fusing images at the pixel level 
using trainable networks. These approaches offer a major advantage, in that the rules for 
fusing the pixels do not have to be specified a priori. 
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Figure 3.1. MAX and MIN image in the pixel domain, a) Eddy current image; b) 
Ultrasonic image; c) Image obtained by selecting the maximum valued 
pixels; d) Image obtained by selecting the minimum valued pixels; e) 
Differentiated image; f) Averaged image. 
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Figure 3.1. (Continued) 
3.2 Image Fusion Using Neural Networks 
This section presents some new neural network based approaches for combining 
information obtained using multiple inspection methodologies at the pixel level to obtain 
more comprehensive information about the condition of the test specimen. Two specific 
application examples, one involving an attempt to fuse eddy current and ultrasonic images, 
and the other to fuse multifrequency eddy current images are described. Networks that were 
evaluated for implementing the fusion algorithm include multi-layer perceptrons (MLP) as 
well as radial basis function (RBF) networks. 
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3.2.1 Image Fusion Using Multi-Layer Perceptron Networks 
The first technique involves the use of multilayer perceptron networks [60] for fusing 
the images. The use of such networks have been proposed for the analysis of eddy current 
and ultrasonic NDE signals [17]. MLP networks consist of a set of simple nonlinear 
processing elements that are arranged in layers and connected via weights. The network is 
usually trained using an appropriate algorithm ( such as the well known back-propagation 
algorithm) and a set of exemplars to estimate the interconnection weights. 
We implement the data fusion algorithm using a perceptron with a single hidden layer 
as shown in Figure 3.2. Since a single output image is synthesized from two input images, 
we have two input nodes and one output node. The network is trained using pixel values in 
the defect and defect-free regions. 
3.2.2 Image Fusion Using Radial Basis Function Networks 
The Radial Basis Function network employs two layers. The output nodal values are 
a linear combination of the basis functions that are calculated by the hidden layer nodes. A 
variety of basis functions can be employed. The most common basis function that is 
employed is a Gaussian function. 
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Figure 3.2. Multilayer perceptron network used for fusing images. 
In this case, the output nodal value f(k) is given by: 
M 
/(A:) = 2My.^>(||^-Jj||) (3.1) 
7=1 
where f{k) = value at the output node. 
X = input data vector. 
yj = center vector for hidden layer node. 
(j) {x )  = Gaussian basis function, exp{-2:C^). 
X(j,k) = weight between hidden layer node and A:"* output node. 
M = number of hidden layer nodes or centers. 
As a single output image is synthesized from two input images, we have two input 
nodes and one output node, as indicated in Figure 3.3. The number of hidden layer nodes 
correspond to the number of center vectors that are used. Therefore, for this problem, we 
need to determine the center vectors and select the desired output values for these center 
vectors. 
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Figure 3.3. Radial basis function network. 
In order to train the RBF network for fusing the ultrasonic and eddy current images, 
we use the following procedure: 
1) Obtain the center vectors by selecting several regions within the input images and 
calculate the mean vectors of these regions. 
2) Obtain the training inputs by using a pair of pixel values from each of the 
ultrasonic and eddy current images. 
3) Select the desired output value for the each of the center vectors. 
An alternative approach to using the above manual procedure is to use a clustering 
algorithm, such as the K-means algorithm, to cluster the data and determine the center 
vectors. The need to determine the output value that should be associated with the given 
input vector represents a major problem with this approach. This implies that we need to 
establish a general relation between the eddy current signal and the corresponding ultrasonic 
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signal value. Although both approaches have been attempted, the results reported here are 
based on the manual selection of center vectors. 
From the given data, we need to estimate the weight values between the hidden layer 
nodes and the output node. Rewriting equation (3.1) [61], we have: 
M ^ 
y=i 
(3.2) 
(3.3) 
M 
f. 
;=i 
(3.4) 
where 
j hidden layer node number 
N number of training samples 
Using matrix notation: 
A = 
^11 ^12 ^IN 
•• A ^2/ ^22 
Ami ^M2 
2N 
^MN 
(3.5) 
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f = 
' / i  
/2 
L-/M. 
(3.6) 
A,= (3.7) 
f = A^ (3.8) 
Matrix A can easily be calculated since the center vectors and the basis function are 
known. To determine the value X for a given A, and the desired output value f, we need to 
solve (3.8). If the A matrix is square and non-singular, equation (3.8) can be solved. 
X =A-'f  (3.9) 
In this case, however, the number of input samples is greater than the number of 
center vectors, resulting in an over-determined system. Under these conditions, a least 
square estimate can be obtained from; 
X =A-'f (3.10) 
(A'^-A)-^ = A' ' - f  (3.11) 
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We use the Singular Value Decomposition (SVD) to obtain the least-square estimate 
of?L[63]. 
3.3 Experimental Results 
In order to validate the approach, experimental data were obtained using two test 
specimens. The first specimen was obtained by drilling a 1/32" diameter hole in a 6 mm 
thick aluminum test specimen. The top surface was then partially covered by an adhesive 
backed 0.005" copper foil as shown in Figure 3.4. An ultrasonic c-scan image, shown in 
Figure 3.5 (a), was obtained using a scanning acoustic microscope system with a 60 MHz 
focused transducer. Figure 3.5 (b) shows the corresponding eddy current image obtained at 
8 kHz excitation frequency using a Zetec® E-144-P pancake probe which has inner 
diameter of 0.11 inch with 0.05 inch ferrite core. The ultrasonic image shows artifacts 
introduced by surface roughness. Although the eddy current system is sensitive to the 
presence of the hidden hole, the image suffers from poor resolution due to the large 
diameter of the probe. The eddy current signal is relatively unaffected by the poor surface 
condition. 
The eddy current and ultrasonic images were fused using both MLP and RBF 
networks. Figure 3.6 (a) shows the results obtained using the MLP. The quality of the 
image is clearly very poor. An analysis of the weight coefficients indicate that the 
synthesized image shows a far greater influence of the ultrasonic image relative to the eddy 
current image. Figure 3.6 (b) shows the fused image when an RBF network with two 
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Figure 3.4. Test specimen 1 used to obtain ultrasonic and eddy current images. 
Figure 3.5. Images used for fusion, (a) Raw ultrasonic image data obtained with 60 
MHz transducer; (b) Raw eddy current image with 8 kHz excitation. 
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manually chosen center vectors was used. Figure 3.6 (c) was obtained with a RBF network 
with five center vectors that were chosen using the K-means algorithm. The resulting 
images offer a higher SNR at the expense of lower resolution relative to the MLP 
synthesized image. 
The second test specimen consisted of an 6 mm thick aluminum block with a 0.005" 
diameter 5.5 mm deep flat bottom hole as shown in Figure 3.7. The test specimen was 
inspected using an eddy current system. Figures 3.8 (a) and 3.8 (b) show eddy current 
images obtained at excitation frequencies of 6 kHz and 20 kHz respectively. The two eddy 
current images were fused using a RBF network with 5 hidden layer nodes with centers that 
were selected using the K-means clustering algorithm. Figure 3.8 (c) shows the resulting 
fused image. The fused image shows the sub-surface flaw relatively clearly. 
The results appear to indicate that the fusion of ultrasonic image eddy current images 
can increase the reliability of inspection. The multi-layer perceptron based algorithm is 
sensitive to the choice of exemplars during the training phase, and sometimes generates a 
result which is biased either towards the ultrasonic or eddy current image. The radial basis 
function based system fuses the image inputs smoothly reflecting information from both 
input images. The noise in the ultrasonic image was reduced by the fusion, and output 
image also offers good resolution. 
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(c) 
Figure 3.6. Fused images using MLP and RBF network. 
a) Fused image obtained using MLP network with 2 hidden layer nodes; 
b) Fused image obtained using RBF network with 2 hidden layer nodes; 
c) Fused image obtained using RBF network with 5 hidden layer nodes 
and K-means algorithm for identifying the centers. 
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scanning surface 0.5mm 
' • . • ' t ' 1 " 6mm 
1/32" 
diameter 
Figure 3.7. Test specimen 2 used for obtaining eddy current images. 
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}t 
(C) 
Figure 3.8. Fusion of multifrequency eddy current images using an RBF network. 
(a) Low frequency (6 kHz) eddy current image; (b) High frequency (20 
kHz) eddy current image; (c) Fused image obtained with RBF network 
employing K-means algorithm to determine the 5 centers. 
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CHAPTER IV 
MULTIPLE INPUT LINEAR MINIMUM MEAN SQUARE ERROR FILTER 
This chapter presents an optimal approach for fusing images derived from a 
heterogeneous sensor environment. The method uses a linear minimum mean square error 
(LMMSE) filter to fuse multiple images. We will begin with a discussion on a multiple 
input LMMSE filter for a one dimensional system and extend it to a two dimensional 
system later. We may call it a multiple input Wiener filter as well. 
4.1 LMMSE Filter for Multiple Input System 
We assume that the signals are linearly degraded as shown in Figure 4.1, and both 
signal and noise are random processes, and that we have knowledge of their spectral 
characteristics. We also assume that the signals are registered. Under these assumptions 
we can derive a filter that minimizes the mean-square error (MSE). The linear system used 
for fusion, consists of N filters whose outputs are summed together to generate the fused 
signal j(r), as shown in Figure 4.1. We call the linear filter which minimizes the mean 
square error as a multiple input LMMSE filter, and call the conventional LMMSE filter 
with a single input as a single input LMMSE filter. We also assume in the derivation that 
the system and signals are real and stationary. 
The terminology used in this chapter is summarized below. 
s(0 : original signal. 
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s{t): restored signal. 
hj(t): transfer function associated with j-th degradation stage, 1 <y < A^. 
yj(t): degraded signal corresponding to the y-th stage, 1 <j < N. 
n j ( t ) :  a d d i t i v e  n o i s e  a t  t h e  i n p u t  o f  t h e  j - t h  s t a g e  r e s t o r a t i o n  f i l t e r ,  l < j < N .  
Xj{t): input to the filter at the ji-th stage, 1 <j < N. 
gj(t): restoration filter at the y-th stage, 1 <j < N. 
S( t )  
nfi) 
y f i )  J L  
Signal Fusion 
«2(0 
3^2(0 -^(0 
yilt) X 
E-
Figure 4.1. Model for linear signal fusion. 
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Signal Fusion 
0 
Figure 4.2. Multiple input LMMSE filter without degradation. 
4.2 LMMSE Filter for a System with Multiple Inputs with Additive Noise 
First, we will consider a N input LMMSE filter for one dimensional signals with 
additive no i se  on ly .  F igu re  4 .2  i l l u s t r a t e s  t he  co r r e spond ing  b lock  d i ag ram.  The  inpu t  X j { t )  
for the7-th stage, 1 <y < A^, is 
(4-1) 
The restored signal s(f) is given by 
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1=1 
(4.2) 
We design the filter by minimizing the mean square error (MSE) defined by 
M.5.£.= <r[(s(»)-5(»))'] (4.3) 
The MSE is minimized i f  g j  ( I  < j  < N )  satisfies the orthogonality condition [6]. 
- s{t))xj (f')] = 0, for t' eR and V;, 1 < j<N. (4.4) 
i=l Uo 
= 0,  forf 'GRand V/,  l < j < N .  (4.5) 
Here we use the correlation function which is defined as follows for a real and stationary 
signal. 
where £ [•] denotes the expectation operator. 
(4.6) 
N \  ' ^  1 
S j  = forf 'eRandV/,  l < j < N .  (4.7) 
Let X = ? - ^ 
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(t). for y/, l<7<Ar. (4.8) 
If s{ f ) ,  n,(0 and «/0 are uncorrelated, then 
Rx, ,Xj (0 = /?««, ..v+«, (0 = i?,v(0+ Rn, .nj (0 
Substituting (4.9) into (4.8), we get 
= for Vy, 1<;<A^. (4.10). 
Then, taking the 2-sided Laplace transform, we have 
1=1 
+ Gj )5,.^ (5) = ), for Vj, 1 < J < iV. (4.11) 
If ^ G, (5) = r, then by rearranging (4.11) we obtain 
/=1 
<^;(^) = T4lO-r)' for vy, l<y<A^. (4.12) 
Summing (4.12) over all channels, we get 
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Solving for F, we obtain 
J. r= ji—— (4.14) 
or 
r = i  ^—— (4.15) 
Substituting T into the equation for G/s), (4.12), we have, 
0/(5)=-^ for y; ISjSAT. (4.16) 
" 
We also observe from the N input LMMSE filter equation, that for the special case where N 
= 1, (4.16) reduces to the traditional single input LMMSE filter. Looking again at equation 
(4.11), we can establish the following relationship between the different restoration filters 
Gj(s). 
G; (s)S„ (s) = GJ (s)S„, (s), for Vi and V; 1 < i, J < N. (4.17) 
For the special case where N = 2, the two input LMMSE filter can be rearranged in the 
following format. 
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S^{s) 
Gj (5) = TT J—r 
,, •5..W, •S..W 
IT TV^ TT" 
(4.18) 
sX^) s„Xs) 
4.3 LMMSE Filter for a System with Multiple Degenerated Inputs with Additive 
In this section, we will expand the previous result to a situation where the degradation 
process is as shown in Figure 4.1. The original signal s(t) undergoes N different 
d e g r a d a t i o n  p r o c e s s e s ,  h j { t ) ,  t o  g e n e r a t e 1  < j < N .  
yji^) = for \<j<N. 
The inputs to the each restoration filter are given by 
Noise 
Xj(0 = yj(0+«j(0 =  ^ s{t)+nj{t) for I <j<N. (4.19) 
The restored signal 5(?) is 
N 
1=1 (4.20) 
61 
The MSE as defined by (4.3) is minimized if gy (1 < j < N )  satisfies the orthogonality 
condition (4.4). 
= 0, for r' e R and V/, l < j < N .  (4.21) 
Using the same procedure as (4.6), (4.7), we have 
r I 
S| J\= Rs,, (t), for y/, 1 < J < A^. (4.22) 
If s(t), fiiit) (1 < / < ) are uncorrelated, then 
(4.23) 
Substituting (4.23) into (4.22), we have 
i iR.,., - '')}]^ = R..„ V;'-1S J < N. 
<~I -oo 
(4.24) 
We will derive the expression for the cross correlation of the real signal which will be 
used in (4.24). Using the relation shown in Figure 4.3, 
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s ( t )  
2X ^ 
1 ^  
jiW 
^2(0 4nm"^  • 
Figure 4.3. Model for computing the cross-correlation for multiple terminal outputs. 
3'i(0= 
^2(0= 
(4.25) 
Multiplying the first equation by and the second equation by 5(?+x) and using the 
result obtained for the multiple input system [76], we have. 
(0>'2 (^ - ) = J - ^)3'2 (^ - )^i i^)d^ 
00 
s{t + T ) J2 (0 = J + T )S(F - X)h2 {X)dX 
(4.26) 
If we compute the expected value of both sides, we have the two equations 
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R,J^h]R.{^+'>^Mm 
~-oo 
=RX^yfhi-'^) 
The Laplace transform of (4.27) is given by 
S..„(")= 
Therefore, the expression for the cross correlation becomes 
(4.27) 
(4.28) 
(4.29) 
Using this expression for the cross correlation and taking the 2-sided Laplace transform of 
both sides of (4.24), we obtain 
Xg,WS,,.,,W 
J = \ 
+ C-^) = ^..yj i^)' for y/, 1 < 7 < (4.30) 
2GXS%{s)H j{-S)SXS) 
/=! 
+ (^) = for y/, 1 < 7 < . 
(4.31) 
64 
S (s) 
+G,W^=H;(-4 {OTVj,l<jSN (4.32) 
We now have an expression for they-th restoration filter Gjis). 
M'l 
f  N ^  
\ i=i y Ssis) 
N 
Let r(5) = Rewriting equation (4.33), we obtain 
, for y/, 1 < ; < iV (4.33) 
i=I 
= i0T\<j<N. (4.34) 
Multiplying both sides by Hj{s) and summing (4.34), we get 
T{s) = ±G,{s)H,{.) 
/=! 
We can solve (4.35) to obtain r(s). 
(4.35) 
rW=i TTYU) :  
Substituting r(5) in the equation for Gj{s), (4.34), we have 
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^ 7(s)^ 7 forl<7<iV. (4.37) 
From (4.32) we can derive the following relationship between the different restoration 
filters. 
Gi(^KW 
H,(-s) Uj(-s) ,  V i .J  (4.38) 
In the special case where H,(j) = 1, for all < i < N ). (4.38) reduces to (4.15). 
If Hi(s)Hj(-s) = 0, for i ^  j, we can derive the reduced expression from (4.34). 
Gj(^) = for V/, 1 < y < 
l „ f , f ,  
which degenerates to the case of N independent LMMSE filter. 
Using matrix notation for (4.32), 
(4.39) 
H(s)= 
"H,W" 'G.W 0 
, G(s)= G,(j) 
H»(4 . 0 
{H(s)H'(-S)+S,S(S)}G(S) = H(-S) 
Where H^(-s) is the transpose of H(-s). 
(4.40) 
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G(S)=(H(S)H^(-S)+S»(S))"'H(-S) (4.41) 
As a simple example, if iV = 2, the two input LMMSE filter can be rewritten as 
TG.W" 
H,(-s)S,(s\ (4.42) 
G,W = 
s.W 
G,(s) = 
H, (^f .5, W+|ft S., W+ 
(4.43) 
Again as a special case, if the noise spectra are all identical, i.e., 5„ = 5„ 
for V/, 1 < j < N, the filter simplifies to 
G JW = -
HA-') (4.44) 
When the noise and signal spectra are not available, which is common in practice, we 
c / 5 / 
can approximate Vo suitably with a constant K= "/„ . 
/ / 'J.v 
Xl».(»)l" + K 
for 1 < j  < N .  (4.45) 
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If the signal is noise free, i.e., = 0, for V/, 1 < j < iV , the filter reduces to 
gjM' (4.46) 
i= l  
Often die transfer function representing the degradation is not available. Under these 
circumstances it is possible to use the spectra of the acquired signals. We will derive a filter 
that does not require a transfer function representing the degradation, specifically. 
= (4-47) 
I / M2 (5) 
= CM (4.48) 
If we assume that the system has a symmetric spectrum H(s) = H(-s) which is common in 
practice, 
.X ls7(s)-sJ^ 
//,(,)= H,(-s)= I (4.49) 
In this case, by substituting (4.49) into (4.37), we have 
S,,(s)-S.Xs) 
= (4.50, 
^ Sjs) 1 = 1 
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or 
GyW = ^ r-fjA (4.51) 
/=1 \ W 
Using (4.51), we can design a multiple input LMMSE filter using the spectra of the 
degraded signals together with the original signal and noise spectra. 
When the noise spectra are much smaller than the signal spectrum and are all 
identical, i.e., 5'„^ =5„ and »S„, 1 <y<A^, (4.51) becomes. 
JsXs)S, (s) 
G;(s)="T '•— for I  < j < N .  (4.52) 
1=1 
When the spectrum of the original signal is not available, we can use the approximation. 
-X/^ TM 
Gj (s) = K — for 1 <7 < N. (4.53) 
/=1 
4.4 Mean Square Error for a Multiple Input LMMSE Filter with Additive Noise 
We will now compare the expressions for the MSE for the multiple input LMMSE filter 
case and the single input LMMSE filter, and average filter. Using the definition for MSE 
(4.3) and the expression for 5(r) given by (4.2) and (4.20). 
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M.S.E.= £ 
^(0 - E1J v.-1=1 
M-se.= R,{0)-£ 
i=l t-oo 
+£ 
1=1 
If we expand all the quadrature terms. 
or 
M.s.E.= ;;,(o)-2X| j s, (W 
+ EZ j jsiWSyWi?,.,, (M - v)dudv 
7=1 i=I 
(4.54) 
(4.55) 
(4.56) 
M.S.E.= if,(0)-2£| (xyiki 
+ X js jwX j=\ v= 
(4.57) 
For a system without degradation, substituting (4.9) into (4.57) we have 
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M.S. £.= 2i; j 
'"X j«;('')|x li/C")! ]s,iu)R^A''-v)du] 
j-\ v=-=» I, '-1 U=-~ J j=t v=-oo t.U=-o° J 
(4.58) 
In comparison, the mean square error for a single input LMMSE filter is given by [6]. 
oo eo eo 
M.S.E = J^/0)-2jg(X){7C)cDi + J g(v) Jg { u ) ( M-v)dudv (4.59) 
We will now derive the MSE for the average filter which is commonly used for 
multiple input systems. 
(4.60) 
M.S.E = £ (4.61) 
M.S.E.= R,(0)-j-±R (0)-,^±j:R (0) 
i=i •'* 1=1 ;=i 
(4.62) 
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4.5 Multiple Input LMMSE Filter for the Two -Dimensional Discrete Case 
We can derive a multiple input LMMSE filter for the two dimensional discrete signal 
case by applying the same reasoning that was used to derive (4.37). 
\^ ^ / N for 1 <j<N. (4.63) 
1=1 
Giiz\,z2) represents the y-th LMMSE filter in the filter bank for the multiple input image 
system. 
If we assume that the spectra is much smaller than the signal spectrum and are all 
identical, i.e., S„^ = and » 5„, for 1 <j<N, then. 
Gj{zi ,^2) = -—jj for 1 <j < N. (4.64) 
i= l  
4.6 Experimental Verification 
In order to verify the approach, the image shown in Figure 4.4 (a) is used as a 
reference image. Degraded versions of the image are generated by low and high pass 
filtering the image and superimposing uniformly distributed noise. The degraded images 
are shown in Figure 4.4 (b) and (c). Figure 4.4 (d) illustrates the reconstructed image using 
the two degraded images. To facilitate comparison, the results of applying a single input 
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LMMSE filter for the two degraded images are shown in Figure 4.5 (a) and (b). It is clear 
that the results are not satisfactory due to the additive noise components. The average of 
these two reconstructed images, as shown in Figure 4.5 (c), is also much worse than the 
result obtained using the two input LMMSE filter shown in Figure 4.4 (d). The use of the 
cross-correlation parameters of the two images allows the two-input LMMSE filter to 
outperform the traditional LMMSE filter. 
In real applications, we only have the acquired image data rather than the true 
spectrum for it. To overcome this problem, we can assume that the images are ergodic, and 
estimate the spectrum by partitioning the image, and taking the average spectra of the each 
of the blocks. 
In summary, a multiple input LMMSE filter for image fusion was derived. The 
validity of the approach was demonstrated by comparing the performance of the filter with 
the results obtained with a traditional one input LMMSE filter. This method outperforms 
reconstruction algorithms that use only one input by exploiting the information contained in 
the cross-correlation of two images that have undergone different degradation processes. 
The performance improvements are apparent from the expression derived for the mean 
square error as well as from the experimental results. 
Further improvements can be obtained if we have explicit knowledge of the 
degradation transfer function, and estimates of the noise and signal spectra. 
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(c) (d) 
Figure 4.4. Multiple input LMMSE filtered image.(a) Original image; (b) Degraded 
image 1 with additive noise; (c) Degraded image 2 with additive noise; 
(d) Multiple input LMMSE filtered image. 
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(a) (b) 
(c) 
Figure 4.5. Comparison with one input LMMSE filter, (a) 1-input LMMSE filtered 
image of Figure 4.3 (b); (b) 1-input LMMSE filtered image of Figure 4.3 
(c); (c) Average of images shown in (a) and (b). 
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CHAPTER V 
DATA FUSION USING MULTI-RESOLUTION DECOMPOSITION TECHNIQUES 
This chapter presents an image fusion algorithm using multi-resolution decomposition 
techniques for combining ultrasonic and eddy current images. The approach uses a model 
that assumes we have multiple input images that have experienced various linear 
degradations and have additive noise. This chapter shows how the multi-resolution 
decomposition method can be utilized to implement a linear minimum mean square error 
(LMMSE) filter using this model, and presents a wavelet based LMMSE filter designed to 
fuse multiple images. 
5.1 Two Input Multi-resolution Filter 
To implement the LMMSE filter, we need to know statistical characteristics of signals 
and noise along with the transfer functions associated with the degradation processes. 
Unfortunately it is often difficult to estimate the transfer function or frequency response 
associated with the degradation process. Fortunately we can exploit the fact that the 
processes are ergodic and the frequency responses are reasonably smooth. Under these 
conditions we can use multi-resolution decomposition techniques to obtain sub-band 
signals, and use them to obtain block estimates of the spectrum. 
The linear minimum mean square error (LMMSE) filter for a two input system is 
given by (5.1). 
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G;(a),,Q)2) = -rV^-^ i ^ t  K  for i  <7 <2.  (5.1)  
i=i 
The equation can be modified to the following form using the spectra of the acquired 
data instead of transfer function associated with the degradations. 
- JSs(co,,(oJs ((o,,(oJ-S ((0,,(0,)) 
v(«,.«>=)=J! 
r, / \  ^ /• '^ ;c 
(5.2) 
When the noise spectrum is much smaller than the signal spectrum and identical to 
each other ,  i .e . ,  (0)1,0)2)  =  5„^(co, ,co2)  =  5„(q) , , (02)  and5 ' j ,^(a) , , (02)»-5„((»i ,W2) ' for  1<7 <2,  
the estimated image is given by 
"/ N Jsi®,.cOj) 
s((o„o),)=—, ^ -X 
5,,(co,,CO2)+5,^(®,,(02) (5.3) 
ys,,(c0„(0,)X, (G) , ,co 2)+(co, ,(0 2)} 
When we do not have the spectrum for the original signal, we can use the approximation. 
5(o)„o)2) = /(r{^X,+^X2} (5.4) 
Unfortunately, unless we have enough number of sample images, this variance 
associated with the estimate is very high and consequently the filter may not work reliably. 
As we usually have only one set of images for each trial, we are confronted with the 
task of estimating the spectral distribution with a single image for each case. A commonly 
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used method [101] to estimate the image spectrum under these conditions is to partition the 
image into several sub-regions and obtain the spectral estimates for each sub-region. This 
partitioning can be accomplished using sub-band coding techniques. The basic idea of sub-
band coding of images is to decompose an image into several sub-images instead of using 
the original image, and estimate the block spectrum of each sub-band. The block spectra 
are used for estimating the spectrum of the full image. 
5.2 Multi-resolution Decomposition 
According to the Nyquist's sampling theorem, an image should be sampled with at a 
rate that is at least twice the maximum spatial frequency in the image. The Fourier 
transform of the discrete image covers the frequency range from dc to the half the spatial 
sampling frequency. Image processing algorithms that exploit features representing shapes 
have difficulty dealing with this wide spectrum. The wide spectrum represents a range of 
shapes including both fine and coarse shapes. This is true unless the image is known to 
have limited range of shapes and consequently has a band-pass spectrum. Often we can 
divide the image signal into the several sets of narrow spatial frequency bands. This 
operation is equivalent to isolating the fine structures from the coarse structures in the 
image. Thus we can isolate and process the image features easily using the set of narrow 
band image signals. Multi-resolution decomposition techniques involve signal 
decomposition into frequency bands of constant bandwidth on a logarithmic scale. Multi-
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resolution decomposition techniques have been used extensively in applications ranging 
from image understanding, machine vision and image compression [89]. 
When we decompose multiple images that have undergone various degradations, we 
can identify image regions using multi-resolution techniques that provide the shape 
information. One heuristic method of fusing images is to selectively choose sub-regions 
from multiple images, that are related to the degradations in the different frequency bands. 
Using this approach we will decompose the image into sub-bands using multi-resolution 
techniques first and then apply the fusion method described by equation (5.4). 
Given a sequence of increasing resolutions {rj)j g z, the vector spaces, , of the 
details of an image at resolution rj are defined as the difference of vector spaces of 
information between its approximation at the higher resolution /}+i and its 
approximation V^_ at the lower resolution rj [104]. 
W^, = , JeZ (Z is the set of integer) (5.5) 
Then image at the original resolution r„+i is given by: 
K.., = iK, (5.6) 
A multi-resolution representation can be rendered scale-invariant if the sequence of 
resolution parameters (rj)j g z varies exponentially. Let us suppose that we chose the 
resolution step as 2 so that rj = 2^. If the step size is 2 times smaller, each object of the 
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2«+i 
Figure 5.1. Pyramidal image structure for one-dimensional signal. 
scene is projected on an area that is 2' x 2' times larger in the obtained image. That is, each 
object is measured at a resolution that is 2 times larger. Hence, the details of this new 
image at resolution 2^ corresponds to the details of the previous image at resolution 2^"'. 
Rescaling the image by 2 translates the image details along the resolution axis. Figure 5.1 
and Figure 5.2 show the pyramid multi-resolution structure for one and two dimension 
signals. 
The Laplacian pyramid has been used commonly to regroup the details at different 
resolutions into a pyramid structure [91,93]. The Laplacian pyramid data structures, suffer 
from the difficulty that data at separate levels are correlated. A simple approach for 
handling this correlation is not available. It is therefore difficult to know whether the 
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similarity between the image details at different resolutions is due to a property of the image 
itself or due to the intrinsic redundancy associated with the representation. Furthermore, the 
Laplacian multi-resolution representation does not introduce any spatial orientation 
selectivity into the decomposition process. 
2n-lx2«-l 
2«x2« 
2n+ix2«+: 
Figure 5,2. Pyramidal image structure for two-dimensional signals. 
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Figure 5.3. Vector decomposition. 
The difference in information between the two approximations at resolutions 2^^' and 
l! is called the detail signal at resolution l!. The approximation at resolution 2^'*"' and 2^ of a 
signal are respectively equal to its orthogonal projection on and . The detail signal 
at resolution 2' is given by the orthogonal projection of the original signal on the orthogonal 
complement of V^j in . Let W^j be this orthogonal complement, To compute the 
orthogonal projection of a function f i x )  on , we need to find an orthonormal basis of 
W^j. The approximated signal at a resolution 2^ is equal to the orthogonal projection on a 
space V2j- The decomposition scheme is illustrated in Figure 5.3. The domain for the 
decomposed vector is illustrated as shown in Figure 5.4. 
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Scale 
Space 
Figure 5.4. Scale-space resolution. 
5.3 Multi-resolution Decomposition Using Orthogonal Transform 
5.3.1 Signal Representation Using Orthogonal Functions 
As a practical example of the multi-resolution decomposition method, we will show 
how orthogonal transforms can be used to decompose the signal. A set of real-valued 
discrete functions = 0,l,---,A^-l} is orthogonal on the interval (0, A^-1) if 
^ . f c, if m = « (5.7) 
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When c = 1, {««(«)} is said to be an orthonormal set. If ;c(n) is a real-valued signal defined 
on the interval (0, N-l), then it can be represented by the expansion 
where denotes the k-th coefficient in the expansion. 
A unitary transformation is a specific type of linear transformation in which the basic 
linear operation of (5.8) is exactly invertible and the operation kernel satisfies orthogonality 
conditions (5.7). The discrete Fourier transform (DFT) and the discrete cosine transform 
(DCT) are examples of well known discrete unitary transforms. 
We restrict the basis function that satisfies the following property. 
Again, Fourier and cosine transforms are some of the examples satisfying the above 
scalable property. We can rewrite (5.8) as follows. 
logjW-l ] 
x{n) = aQUQ{n)+ ^ j (5-10) 
y=0 1. k=2' J 
If we define the basis for resolution j as follows : 
^(n)= (5.8) 
"2i(n) = »i(2n) (5.9) 
V,, ={«,(n)IO<^<2^-^'} (5.11) 
and the basis for the detail signal as : 
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Wj, =V2j.,-V,, (5.12) 
and define 
A,={at lO<A:<2^} (5.15)  
then we have a multi-resolution transform structure based on unitary transforms. Here Aj 
represents j-th sub-band decomposed signal of j:(n). 
5.3.2 Fourier Representation of Signals 
Fourier series is an example of the general treatment of orthogonal representations, 
where the set of functions {MA;(/2)} are the Fourier sinusoidal functions The series 
expansion corresponding to equation (5.8) is given by 
w-l ,2jc^ 
x{n) = —j=^a,.e , 0<n<N-l (5.14) 
k=o 
.2Kkn 
Uj.{n) = -^e^ , 0<k,n< N-\ (5.15) 
AT-I 
a ^ = ^ ^ x { n ) e  "  ,  0 < k < N - \  (5.16) 
The transforms discussed thus far can easily be extended to the two-dimensional case. 
The MxN two-dimensional transforms and their inverses can be computed by means of 
MxN applications of the algorithms used to compute the corresponding one-dimensional 
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transforais. We showed here DFT as a method of multi-resolution decomposition. However, 
other orthogonal transformations like the DCT can be used to decompose images. 
We can estimate the block spectrum in the resolution region given by (5.11). 
5.3.3 Discrete Cosine Transform (DCT) 
It is well known that the Fourier series of any continuous real and symmetric function 
contains only real coefficients corresponding to the cosine terms of the series. The result 
can be extended to the discrete Fourier transform of a signal by forcing symmetry. Let a 
symmetrical signal be formed by the reflection of the signal array about its boundary 
according to the relation 
SAk)\ 
lresolution-7 
(5.17) 
(5.18) 
By this construction, x^in) is symmetrical about the point n = - 1/2. 
Taking a Fourier transform about the point of symmetry results in 
n=-N 
foTk = -N,...,0, (5.19) 
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Because ^^(n) is real and symmetric, equation (5.19) reduces to 
(5.20) 
(5.21) 
"/;•(") = — <3(^)cosi—^(n + —U 0<k,n< N-l. 
^ N ^ ^ [N \ 2)} (5.22) 
The DCT has the important property that its basis vectors closely approximate the 
eigen vectors of a class of matrices called Toeplitz matrices 
Often the DCT is used to approximate the Fourier transform. It is apparent that the 
DCT is equivalent to the Fourier transform for certain types of symmetric signals. The 
properties of the DCT are similar to the Fourier transform, and the transformed domain is 
often called the frequency domain. One of merits of the DCT is its computational 
convenience since it does not involve calculations involving complex numbers. Unlike the 
Fourier transform which generates a conjugate symmetric frequency spectrum, the DCT 
produces a real transform. As a result of these merits, the DCT is commonly used in image 
processing, especially for image compression. 
We will now examine the use of the DCT for data fusion. 
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5.4 Fusion in Transform Domain 
One possible option for fusing images in the transform domain is to mix the two 
images based on the spectrum of the signal. However, in order to obtain a consistent 
spectral estimate with a single image, we divide the spectral domain to several sub-regions, 
and obtain the estimate of the spectrum for each sub-region. The estimate of the spectrum 
for the full image is obtained by combining the spectra of these sub-regions. One of the 
strategies employed for obtaining the full image spectrum from the sub-regions is based on 
sub-band coding. 
Sub-band coding was introduced to code speech signals in 1976 [74]. Successes 
obtained in applying the sub-band coding technique in the field of speech coding have led to 
its expanded use in such areas as audio signal coding, and image coding [101]. 
The basic idea of image sub-band coding is to decompose an image into several sub-
images. We partition the image into sub-bands similar to the method used in speech sub-
band coding and estimate the block spectrum of each sub-band. The strategy is based on 
the assumption that the transfer functions associated with the degradation are functions of 
frequency and the signals in the each sub-band undergo similar effects. 
Figure 5.5 shows the ultrasonic and eddy current image used in the experiment for 
validating the approach. Figure 5.6 shows sub-images of each sub-band divided image for 
the ultrasonic image, and Figure 5.7 shows sub-images of each sub-band image for the eddy 
current case. 
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The Linear minimum mean square error (LMMSE) filter for the two input system is 
given by (5.23). 
1=1 "nj \^1 »^2 / 
This can be modified to a form where we use the spectrum of the acquired data 
instead of transfer function associated with the degradation. 
t ,  2 N  j > z ' ( z ' ' z ' )  -  ( z ' ' z ' ) )  
G j { z  , z )  =  / 1 for 1 < j  <  2. (5.24) 
When the noise spectra are much smaller than the signal spectrum and are all 
identical, i.e., = S„ and 5^, » S„, for 1 <j < 2, (5.24) becomes. 
When we do not have the spectrum for the original signal, we can use the approximation 
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(b) 
Figure 5.5. Ultrasonic image and eddy current image, a) Ultrasonic image with 
noise; b) Eddy current image with noise. 
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Figure 5.6. Sub-band images for ultrasonic image. 
91 
Figure 5.7. Sub-band images for eddy current image. 
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, , 
Gj(z , r )  = 1  ^  2.  (5.26)  
Figure 5.8 shows the ratio of spectra for the ultrasonic and eddy current images. 
Figure 5.9,5.10, 5.11 shows the result of fusing the images using this approach. 
5.5 Wavelet Based Decomposition 
Wavelets were introduced by Grossmann and Morlet [94] as functions \|/(x) whose 
translations and dilations can be used for expansions of L\R) functions. It was shown that 
there exists wavelets such that translations and dilations of \|/(A:) is an orthonormal 
basis of L~(R) [104]. Wavelet transforms are being used extensively to decompose images 
into sub-bands, in such areas as image compression. 
We begin by presenting the notation used in deriving the algorithm. 
Z: the set of integers 
R : the set of real numbers 
L\R) denotes the vector space of measurable, square-integrable one-dimensional 
functions f(x). 
L\R^) denotes the vector space of measurable, square-integrable two-dimensional 
functions f(x,y). 
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(b) 
Figure 5.8. Ratio of spectra of ultrasonic and eddy current images, a) Ratio of 
spectrum of ultrasonic / eddy current images; b) Ratio of spectrum of 
eddy current / ultrasonic images. 
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Figure 5.9. Fused image obtained using transform domain techniques employing a 
4x4 block. 
Figure 5.10. Fused image obtained using transform domain techniques employing a 
6x6 block. 
95 
Figure 5.11. Fused image obtained using transform domain techniques employing a 
8x8 block. 
It is known that the computation associated with the wavelet representation may be 
accomplished using a pyramidal algorithm based on convolutions with quadrature mirror 
filters. The signal can also be reconstructed from a wavelet representation with a similar 
pyramidal algorithm. 
The approximation of a signal f{x) at a resolution 2' is equal to its orthogonal 
projection on the vector space Vij- We use the scaling function (p(x) e L-{K) such that 
(P2;(jc) = V^(p(2-'x) for j € Z, is an orthonormal basis of V2j. Similarly we call wavelet 
function \|/(x) s L\K) such that vj/2y(jr) = then is an orthonormal basis of W^j. The 
scaling function (pCx) and wavelet function \}r are unique with respect to a particular multi-
resolution approximation of L^(R). For any resolution 2^, the family of functions 
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constitute an orthonormal basis of V^j and W^j. We can regard the scaling function and 
wavelet function as a low pass filter kernel and band pass filter kernel with non-ideal 
characteristics. The wavelet model can be easily generalized to any dimension n > 0 [73], A 
multi-resolution approximation of L\R^) is a sequence of sub-spaces of L~(R') which 
satisfies a straightforward two-dimensional extension of the properties associated with the 
one-dimensional case. 
Now we will study the two-dimensional case for image processing applications. We 
assume that the signal is a finite energy function Jix,y) e l}{R~). A multi-resolution 
approximation of is a sequence of sub-spaces of L\R^) which satisfies a 
straightforward two-dimensional extension of the properties (5.3) to (5.5). Let (V2j) be such 
a multi-resolution approximation of L\R^). The approximation of a signal f(x,y) at a 
resolution 2' is equal to its orthogonal projection on the vector space . Let 92 i{x,y) = 2-^' 
(p(2jx,2j'y). The family of functions forms an orthonormal basis of Vij • The factor 2^^ 
normalizes each function in the L\R~) norm. The function (p(jr,y) is unique with respect to a 
particular multi-resolution approximation of L\R^). 
For separable multi-resolution approximations of L~(R\ each vector space V,, can be 
decomposed as a tensor product of two identical sub-spaces of L\R). As in the one-
dimensional case, the detail signal at the resolution 2' is equal to the orthogonal, projection 
of the signal on the orthogonal complement of V^j in . 
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Vcj = V2ji X Vyi (5.27) 
The sequence of vector spaces (y2j )j s Z forms a multi-resolution approximation of 
L\R). One can then easily show that the scaling function (p(jr,3') can be written as 
(p(x,j) =(pW(P(y) (5.28) 
where (p(j:) is the one-dimensional scaling function of the multi-resolution 
approximation (Vsj )j ^ Z. 
As in the one-dimensional case, the detail signal at the resolution 2! is equal to the 
orthogonal projection of the signal on the orthogonal complement of V^j in Vij+z • Let Oi; 
be this orthogonal complement. We can build an orthonormal basis of Ozj by scaling and 
translating the wavelets function \i/(x,j). 
The wavelet decomposition can thus be interpreted as a signal decomposition in a set 
of independent, spatially oriented frequency channels. Let us suppose that (p(;c) and \|/(x) are, 
respectively, a perfect low-pass and a perfect band-pass filter. Figure 5.12 shows the 
wavelet function and scale function used for experiment. Figure 5.13 and 5.14 show the 
QMF (Quadrature Mirror Filter) used to implement forward wavelet transform and inverse 
wavelet transform. 
We can call the decomposed set of images as an orthogonal wavelet representation in 
two dimensions. The total number of pixels in this new representation is equal to the 
number of pixels in the original image, so we do not increase the volume of data. Once 
again, this occurs due to the orthogonality of the representation. 
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Figure 5.12. Scale and wavelet functions used, (a) Wavelet function \|/(x); (b) Scale 
function (p(A:). 
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Figure 5.13. QMF for forward wavelet transform. 
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Figure 5.14. QMF for inverse wavelet transform. 
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In a correlated multi-resolution representation such as the Laplacian pyramid, the total 
number of pixels representing the signal is increased by a factor of 2 in one dimension and 
of 4/3 in two dimensions. 
In two dimensions, the wavelet representation can be computed with a pyramidal 
algorithm similar to the one-dimensional algorithm. The one-dimensional reconstruction 
algorithm described can also be extended to two dimensions. 
Using the wavelet transform as a tool to decompose image into sub-bands, we can use 
same fusion strategy as was used to fuse the transform domain block. 
We estimate the block spectrum for the decomposed sub-band images and apply the 
fusion algorithm based on (5.28). Figure 5.15 and 5.16 shows the sub-band wavelet images 
for ultrasonic and eddy current images respectively. Figure 5.17, 5.18 and 5.19 show the 
fused images using the wavelet transform based multi-resolution decomposition techniques. 
The performance improves by increasing the number of sub-bands to a certain degree. After 
the number of sub-bands reaches 7x7, the improvement is not noticeable any more. 
5.6 Decomposition and Reconstruction Algorithm in Two Dimensions 
In two dimensions, the wavelet representation can be computed using a pyramidal 
algorithm similar to the one-dimensional algorithm. 
The two-dimensional wavelet transform can be seen as a one-dimensional wavelet 
transform along the x and y axis. It is known that a two-dimensional wavelet transform can 
be computed with a separable extension of the one-dimensional decomposition algorithm. 
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Figure 5.15. Sub-band wavelet images for the ultrasonic image. 
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Figure 5.16. Sub-band wavelet images for the eddy current image. 
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Figure 5.17. Fused image obtained using wavelet transformation employing a 4x4 
block. 
Figure 5.18. Fused image obtained using wavelet transformation employing a 6x6 
block. 
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Figure 5.19. Fused image obtained using wavelet transformation employing a 8x8 
block. 
We first convolve the rows of image u(x,y) with a one dimensional filter, retain every 
other row, convolve the columns of the resulting signals with another one-dimensional filter 
and retain every other column. 
The one-dimensional reconstruction algorithm described in the previous section can 
also be extended to two dimensions. At each step, the image is reconstructed using 
the following method. We add a column of zeros between each column of the images, 
convolve the rows with a one dimensional filter, add a row of zeros between each row of 
the resulting image, and convolve the columns with another one-dimensional filter. 
The filters used in the reconstruction are the quadrature mirror filters [95]. The image 
u(x,y) is reconstructed from its wavelet transform by repeating this process for -/ < y < -1. 
J was varied from 4 to 8. 
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5.7 Image Fusion Using Wavelet Transform 
Using the multiple input linear minimum mean square error filter, we derive an 
approximate form of a filter which can be used without an explicit knowledge of the 
transfer functions associated with the degradation process. The estimated signal spectra is 
used to restore the signal. The fused image obtained using this approach appears to be 
satisfactory. The wavelet transform was shown as a tool for multi-resolution decomposition 
and used to fuse ultrasonic and eddy current images. 
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CHAPTER VI 
CONCLUSIONS 
6.1 Summary of Dissertation 
Several image fusion methods have been presented in this dissertation. This chapter 
summarizes the work done in this dissertation and suggests areas for pursuing additional 
research activity. Data fusion approaches presented in the dissertation range from those 
using neural networks, linear filters designed to minimize mean square error, to those based 
on sub-band decomposition and wavelet transforms. 
The first technique makes use of a multilayer perceptron network for fusing the 
images. The MLP network is trained using known pixel values in the region of interest. 
The second technique employs radial basis function networks where the output image pixel 
values are a linear combination of the basis functions. The center and weight vectors 
associated with the basis function are calculated using known pixel values in the region of 
interest and the K-means clustering algorithm respectively. The eddy current and ultrasonic 
images fused using both MLP and RBF networks are compared with each other. The results 
are dependent on the quality of the images used for fusion. In general, however, the RBF 
network appears to offer better results relative to MLP networks. 
Chapter IV presents a multiple input linear minimum mean square error filter for 
image fusion. Using the cross-correlation of multiple images that have undergone different 
degradation processes and statistical information about the additive noise, this method out­
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performs reconstruction algorithms that employ a single filter. The performance 
improvement is evident both from the expression for the mean square error as well as 
experimental results. 
An approximate form of the filter was also derived for the situation where we do not 
have the degradation transfer function, noise, or signal spectrum. Results obtained using 
the approximate filter indicate the validity of the approach. 
Chapter V presents image fusion methods based on frequency domain techniques. By 
partitioning the spectral domain into several sub-regions, the spectrum for each sub-region 
can be estimated. These estimates are then employed to estimate the fused image. The 
method is based on the assumption that the transfer functions associated with the 
degradation are functions of frequency and the signals in the each sub-band experience 
similar degradation effects. 
Experimental results presented in chapter V involving the use of wavelet transforms 
as a tool for decomposing image into sub-bands show that the method offers considerable 
promise. 
6.2 Future Work 
This dissertation introduces the use of optimal methods for fusing multiple images. In 
addition to the optimal methods, techniques relying on multi-resolution techniques are also 
presented. Using an approach similar to that used for deriving the LMMSE fusion filter, it 
may be possible to derive an optimal filter for the multi-resolution procedure also. 
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Chapter IH presented neural network based image fusion methods while Chapter IV 
described LMMSE filter based fusion methods. It may be an interesting exercise to 
determine if the neural network and LMMSE filter based methods implemented in parallel 
can produce data that can be compared and fused with each other. This step would 
constitute a second level of fusion. 
In this dissertation, only pixel level data fusion techniques are studied. Alternative 
procedures utilizing features such as boundaries of shapes may offer better performance or 
reduced computational effort. 
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