Abstract. Let G = (V; E) be a 3-connected planar graph, with V = f1; : : :; ng. Let M = (m i;j ) be a symmetric n n matrix with exactly one negative eigenvalue (of multiplicity 1), such that for This applies to the matrices associated with the parameter (G) introduced by Y. Colin de Verdi ere.
Introduction and results
Let G = (V; E) be an undirected graph, with vertex set f1; : : :; ng. Let M(G) be the set of symmetric n n matrices M = (m i;j ) satisfying (i) M has exactly one negative eigenvalue, of multiplicity 1; (ii) for all i; j with i 6 = j one has: if i and j are nonadjacent then m i;j = 0, if i and j are adjacent then m i;j < 0.
(
Moreover, M is said to have the Strong Arnold Property (or to satisfy the Strong Arnold Hypothesis) if for each symmetric n n matrix X = (x i;j ) satisfying x i;j = 0 if i = j or i and j are adjacent, and satisfying MX = 0, one has X = 0. 
In 4], we showed that (iv) (G) 4 if and only if G is linklessly embeddable. (A graph G is linklessly embeddable if it can be embedded in R 3 so that any two disjoint circuits in G form unlinked closed curves in R 3 .)
It was shown by Hein van der Holst 3] that if G is 3-connected and planar, then any matrix in M(G) has corank at most 3 | also those not having the Strong Arnold Property.
The main result in this paper is that if G is 3-connected and planar, then for any matrix M 2 M(G) of corank 3, the null space ker M of M yields an embedding of G in the 2-sphere S 2 . We also show the related but easier results that if G is a path, then for any matrix M 2 M(G) of corank 1, the null space ker M of M yields an embedding of G in the line; furthermore, if G is 2-connected and outerplanar, then for any matrix M 2 M(G) of corank 2, the null space ker M of M yields a representation of G as a convex polygon with non-crossing diagonals.
To make this more precise, assume that G is connected. In this case condition (ii) implies that the eigenvector belonging to the negative eigenvalue is (up to scaling) positive.
We de ne the null space representation derived from the matrix M as follows. Let r be the corank of M, let a 1 ; a 2 ; : : :; a r form a basis of ker M, and for each vertex i of G, let u i := (a 1;i ; a 2;i ; : : :a r;i ) T 2 R 3 . Trivially, 
For (4) to make sense, we'll have to show that the u i are non-null.
Our main result is the following. Theorem 1.1 Let G be a 3-connected planar graph. Then the mapping i 7 ! v i , together with the geodesic curves on S 2 connecting v i and v j for ij 2 E(G), gives an embedding of G in S 2 .
The lower-dimensional cases are stated in the following two propositions. Remarks. 1 Now look at the nullspace labelling (u i ) of M 2 M(P) with corank 1, where P is a path with n nodes labelled 1; 2; : : :; n (in this order on the path), and the scaled version (w i ). Note that the w i are numbers now. We claim the either w 1 < w 2 < : : : < w n or w 1 > w 2 > : : : > w n . It su ces to argue that w i?1 < w i w i+1 cannot occur. There are 3 cases to consider: is disconnected, contradicting lemma 2.2.
(b) w i = 0. It is trivial from Mu = 0 that if a node with a u i = 0 has a neighbor j with u j < 0, then it must also have a neighbor k with u k > 0, which is not satis ed here.
(c) w i < 0. We know by lemma 2.1 that there is node k with w k > 0. If k < i, then let j be the index with i < j < k and w j minimum; this j then violates (a) (with signs ipped). If k > i, the argument is similar.
Proof of Theorem 1.1
As G is planar, we may x an embedding of G in S 2 . When speaking of faces below, we mean faces with respect to this embedding.
We rst show: 
implying that (as x i = 0), if x j > 0 for some j adjacent to i, then x j < 0 for some j adjacent to i, and conversely. (Here we use that m i;j < 0 if j is adjacent to i, and m i;j x j = 0 otherwise.) As supp + (x) and supp ? (x) induce connected subgraphs of G, we can contract each of supp + (x), supp ? (x), P 1 , P 2 , and P 3 to one vertex, so as to obtain a K 2;3 with the three vertices of degree 2 on one common face, which is not possible. This shows (6). This in particular implies that v i and v j are linearly independent if i and j are adjacent. So for adjacent vertices i and j there exists a unique shortest geodesic on S 2 connecting v i and v j . This gives an extension of to : jGj ! S 2 .
Next we show: Let (say) 1; : : :; k be the vertices around a face F of G, in this cyclic order. Then u 1 ; : : :; u k are the extremal rays of the convex cone C they generate in R 3 , in this cyclic order.
(8)
Consider two consecutive vertices along F, say 1 and 2. Let H be the plane spanned by u 1 , u 2 and 0. It su ces to prove that u 3 ; : : :; u k are all at the same side of H. Let x be a nonzero vector in ker M satisfying x 1 = x 2 = 0 (x is unique up to scalar multiplication, as u 1 and u 2 are linearly independent.) By (6), 3; : : :; k belong to supp(x), and hence none of u 3 ; : : :; u k are on H. Suppose that they are no all at the same side of H. That is, both supp + (x) and supp ? (x) intersect f3; : : :; kg. As G is 3-connected, there exist vertex-disjoint paths P 1 and P 2 starting in N(supp(x)) and ending in 1 and 2 respectively. Contracting each of supp + (x), supp ? (x), P 1 , and P 2 to one vertex, we obtain a K 4 embedded in S 2 with all four vertices on one face, which is not possible. This shows (8).
Next:
Let a 2 V , and let (say) 1; : : :; k be the vertices adjacent to a, in this cyclic order. Then the geodesics on S 2 connecting v a to v 1 ; : : :; v k issue from v a in this cyclic order.
Consider a nonzero vector x 2 ker M with x a = x 1 = 0. We claim there are no h; i; j with 2 h < i < j k such that x h > 0, x i 0, and x j > 0. induces a connected subgraph of G. This proves (9). This implies that v 2 and v k are on di erent sides of the plane H through v a , v 1 , and 0. Otherwise we can assume that x 2 > 0 and x k > 0. As a 2 N(supp(x)), we know that a 2 N(supp ? (x)). So x i < 0 for some i with 2 < i < k. This contradicts (10). Moreover, (10) implies that the nodes i with x i > 0 occur contiguously, and also the i with x i < 0 occur contiguously. This implies (9) (using the symmetry of the 1; : : :; k). Now it is easy to complete the proof. (8) and (9) imply that we can extend the mapping i 7 ! v i to the edges of G and then to the surfaces og G, to get a mapping : S 2 ! S 2 such that is locally one-to-one. We show that is one-to-one. To see this, note that there is a number k such that j ?1 (p)j = k for each p 2 S 2 . Now let H be any 3-connected planar graph embedded in S 2 , with v vertices, e edges, and f faces. Then ?1 (H) is a graph embedded in S 2 , with kv vertices, ke edges, and kf faces. Hence by Euler's formula, 2k = kv ? ke + kf = 2, and so k = 1. Therefore, is one-to-one, and embeds jGj in S 2 .
