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In this dissertation we performed a numerical simulation of the electrical behavior of a 
rock sample under inelastic deformation. For this purpose, we adopted the formalism 
and methods usually applied to the simulation of semiconductor devices, with 
appropriate changes to reflect the differences between semiconductor and insulator 
behavior typical of most rocks. It is assumed that charge generation events occurring 
inside or on the borders of the deformation region can be modelled as transient charge 
generation functions. We intend to numerically determine, at any stress-strain state of a 
sample of a rock, the space charge distribution and the current-voltage characteristic 
curve. We start by explaining that the electrical behavior of rocks can be described using 
an adaptation of the formalism applied to semiconductors; then we introduce the 
equations we intend to use, explaining the differences between the semiconductor 
equations and the equations that describe the behavior of rocks.  
The Gauss-Seidel with over relaxation method was used to solve Poisson’s 
equation, and the Scharfetter-Gummel scheme was adopted in order to discretize the 
current and continuity equations. Some information about the Scharfetter-Gummel 
scheme will be provided, and the discretization of all equations will be briefly explained 
along with its requirements. The code used in the simulation will be fully described, and 
the analysis of space charge distribution and the current-voltage characteristic curve will 
take into account five types of functions of carrier generation rate, with stationary 






Nesta dissertação foi realizada uma simulação numérica do comportamento 
elétrico de uma amostra de rocha sob deformação inelástica. Para isso, adotou-
-se o formalismo e os métodos usualmente aplicados para a simulação de 
dispositivos semicondutores, com alterações que refletem as diferenças entre o 
comportamento semiconductor e o comportamento isolador típico da maioria das 
rochas. Supõe-se que os eventos de geração de carga que ocorrem dentro ou 
na fronteira da região de deformação podem ser modelados como funções 
transitórias de geração de carga. Pretende-se determinar numericamente, em 
qualquer estado de tensão-deformação de uma amostra de rocha, a distribuição 
de carga espacial e a curva característica corrente-tensão. Começamos por 
explicar que o comportamento elétrico de rochas pode ser descrito usando uma 
adaptação do formalismo aplicado aos semicondutores; em seguida, 
apresentamos as equações que pretendemos utilizar, explicando as diferenças 
entre as equações de semicondutores e as equações que descrevem o 
comportamento de rochas.  
Utilizou-se o método Gauss-Seidel (SOR) na resolução da equação de 
Poisson, e o esquema Scharfetter-Gummel na discretização das equações da 
corrente e de continuidade. Algumas informações sobre o esquema de 
Scharfetter-Gummel serão fornecidas, e a discretização de todas as equações 
será explicada brevemente, juntamente com as suas exigências. O código usado 
na simulação será totalmente descrito, e a análise de distribuição de carga 
espacial e a curva característica de corrente-tensão terá em conta cinco tipos de 
funções de taxa de geração de transportadores de carga, com o potencial fixo 
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The Physics of rocks is fundamental for geosciences, especially in areas such as seismology and 
volcanology. 
In seismology, being able to know in advance when and where an earthquake will occur, and with 
information about its magnitude, is a goal that although there is research for more than 100 years, 
there is still no conclusive answer for that. Some pre-seismic signals have been studied over the 
years:  
 Dilatancy theory - When rocks are subjected to stress, they expand normal to the stress 
vector and change their pore volume, which can provoke variations in the resistivity [1, 2]. 
 Earthquake lights - Even though earthquake lights have been observed in many situations 
and since the beginning of the last century, doubts persisted in the scientiﬁc community [3, 
4]. 
 Ionospheric perturbation - Variations in the Total Electron Content (TEC), registered days 
before major events suggest the presence of a positive charge on the Earth’s surface to 
which the ionosphere responds [5]. It was later discussed that the release of radon at the 
Earth’s surface causes the stated ionospheric perturbations [6]. 
 Thermal anomalies – According to infrared (IR) emission studies, there is thermal anomalies 
occurring before major seismic events. The cause for that to happen has remained 
mysterious so far [7, 8]. 
 Low frequency electromagnetic emissions - Low frequency electromagnetic (EM) emissions 
possibly related to pre-earthquake activity have attracted attention over the past few decades 
[9, 10]. However, sometimes no EM emissions are registered, which has caused 
uncertainties amongst the science community [11]. 
However, we will consider a different point-of-view. Most earthquakes occur in the Earth’s crust, 
which is composed mainly by igneous and high-grade metamorphic rocks. It is of great importance 
to understand the electrical properties of this kind of rocks.  
This research theme covers the study of the structural properties of rocks (e.g., lithology) under 
specific environmental conditions (e.g., pressure) as well as the study of relationships between 
structural and mechanical properties (e.g., wave velocities) [12]. The study of temperature effects in 
this type of research is relatively new, due to the difficulties in creating those conditions [13]. Under 
the research project AEARAM-FCT, measurements of acoustic emission and electrical signals in 
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samples subjected to uniaxial pressure and also pre-heated are carried out. This work takes place 
in the Centro de Geofísica da Universidade de Évora (CGE), the Instituto Superior de Engenharia 
de Lisboa (ISEL) and the Departamento de Física e Astronomia da Faculdade de Ciências da 
Universidade do Porto. 
So far, there is no satisfactory theoretical model capable of simulating the electrical transport in rocks 
under mechanical action. Our main objective for this dissertation is to numerically determine, at any 
stress-strain state of a rock, the space charge distribution and the current-voltage applied 
characteristic curve.  
Rocks are, basically, electrically insulator solid media whose electrical properties can be 
changed by mechanical action, especially when deformation is accompanied by micro-fracturing 
processes. We intend to simulate numerically electrical transport in rocks under mechanical action, 
assuming that electrical charge can be generated by micro-fracturing processes. Atoms that release 
electrons become positively charged (positive ions) and the released electrons can diffuse and drift 
across the sample. We consider that the electrical behavior of rocks can be described using an 
adaptation of the formalism applied to semiconductors, assuming that positive ions have a mobility 
and diffusion coefficient much smaller than those of free electrons. 
 
1.1. Semiconductors and insulators 
Semiconductors are materials where the energy difference between the valence band and the 
conduction band (band gap), is so narrow that the mean thermal energy is enough to lift electrons 
from the valence band into the conduction band. For each electron lifted from the conduction band, 
a hole is left in the valence band. Both act as charge carriers but electrons in the conduction band 
have much more mobility than holes in the valence band [14]. 
Insulators present some differences in the width of their band gaps, when compared to 
semiconductors. In insulators the band gap is so wide that thermal promotion of electrons from 
valence band into the conduction band becomes practically impossible [14]. 
Minerals are usually insulators. Holes can exist in silicate minerals, when a site structurally designed 
for a divalent cation (Fe2+) is occupied by a trivalent cation (Fe3+). In these cases, the hole state 
tends to be localized on the Fe3+ site, meaning that it is not mobile and does not contribute 
significantly to the conductivity [14]. 
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1.2. Stress-induced activation of electronic charge carriers in 
rocks 
It is known that rocks possess charge carriers in a dormant form [14, 15] and they can be “triggered” 
with the application of stress. Those charge carriers are known as “positive holes” and they occur in 
the oxygen anion sublattice. These holes are defect electrons in the O2− sublattice and can be 
described as O−. When in a dormant state, p-holes exist as spin-paired peroxy bonds that are also 
known as PHP [14, 16]. When pressure is applied, stress breaks the peroxy bonds and activate p-
holes. Then the electrons jumps from the neighboring O2- to the pholes O- and the pholes move out. 
A phole becomes a highly mobile electronic charge carrier. [14] 
 
1.3. Poisson’s equation 




   (1) 
where 𝜀 is the electrical permittivity. Assuming that a rock can be treated approximately as a 
homogeneous and isotropic material, 𝜀 is considered to be scalar and constant. As in semiconductor 
devices, the space charge density ρ can be expressed by [17]: 
𝜌 = 𝑞(𝑝 − 𝑛 + 𝐶)         (2) 
where 𝑞 is the elementary charge. We assume that rocks exhibit insulator rather than semiconductor 
behavior, thus 𝑝 and 𝑛 are, respectively, the concentrations of positive ions instead of positive ions 
and electrons; 𝐶 is the concentration of additional, typically fixed, charges. 
In a semiconductor, fixed charges can be originated from charged impurities of donor and acceptor 
types and from trapped ions or electrons [18]. In the following, however, we will consider an 
electrically clean rock with no donor or acceptor impurities, nor trapped ions or electrons. In these 
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1.4. Current Relations  
Charge carriers can move through the lattice by drift under the influence of an electric field and by 
diffusion due to a concentration gradient. 
 
1.4.1. Carrier drift 
Charge carriers subjected to an electric field are accelerated and acquire a certain drift velocity. 
Positive ions are accelerated in the direction of the electric field 𝐸 = −𝛻𝑉 and electrons in opposite 
direction. For low electric fields, the drift component of the current density can be expressed in terms 
of Ohm's law as [19]: 
𝑱𝒑
𝒅𝒓𝒊𝒇𝒕 = 𝜎𝑝𝑬           (4a) 
𝑱𝒏
𝒅𝒓𝒊𝒇𝒕 = 𝜎𝑛𝑬           (4b) 
Here, 𝜎𝑝 and 𝜎𝑛 denote the electrical conductivity of positive ions and electrons, respectively. In 
terms of carrier mobility for positive ions 𝜇𝑝 and electrons 𝜇𝑛, we also have: 
𝜎𝑝 = 𝑞𝑝𝜇𝑝          (5a) 
𝜎𝑛 = 𝑞𝑛𝜇𝑛          (5b) 
 
1.4.2. Carrier Diffusion 
A concentration gradient of carriers leads to carrier diffusion. This is because of their random thermal 
motion which is more probable in the direction of the lower concentration. The diffusion current 
density contributions for both types of charge carriers are written as [19]: 
𝑱𝒑
𝒅𝒊𝒇𝒇 = 𝑞𝐷𝑝𝛁𝑝           (6a) 
𝑱𝒏
𝒅𝒊𝒇𝒇 = −𝑞𝐷𝑛𝛁𝑛           (6b) 
where 𝐷𝑝 and 𝐷𝑛 are the diffusion coefficients of positive ions and electrons, respectively. Assuming 
thermal equilibrium at temperature T, we can express the diffusion coefficients in terms of the 








𝜇𝑛            (7b) 
where 𝑘𝐵 is the Boltzmann constant. 
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1.4.3. Continuity equations 
The total particle current densities include drift and diffusion contributions [19, 20]: 
 
𝑱𝑝 = 𝑞𝑝𝜇𝑝𝑬 − 𝑞𝐷𝑝∇𝑝        (8a) 
 
𝑱𝑛 = 𝑞𝑛𝜇𝑛𝑬 + 𝑞𝐷𝑛∇𝑛         (8b) 
 
The time dependent concentrations of positive ions (p) and free electrons (n), satisfy the following 












 ∇ ∙ 𝑱𝑛 +  𝑈         (9b) 
 
The quantity 𝑈 = 𝐺 − 𝑅𝑛𝑝 is known as the net generation rate; 𝐺 and 𝑅𝑛𝑝 are the charge generation 
and recombination rates, respectively. The net-generation rate can be decomposed into an intrinsic 
contribution (𝑈𝑖) of Shockley type [21], associated with intrinsic n-p generation and recombination 
processes, and an extrinsic contribution (𝑈𝑒) associated with microfracture-induced charge 
generation to be discussed below: 
 





         (10b) 
 
Here 𝑛0 and 𝑝0 are the equilibrium concentrations of free electrons and positive ions, respectively, 
and 𝜏𝑛𝑝 is a characteristic electron-ion recombination time. 
 
 
1.5. Displacement current 
The total current density through the lattice (𝐽𝑡) includes not only the particle density currents 𝐽𝑝 and 
𝐽𝑛 but also a displacement current density, which, according to Maxwell’s theory [20], is given by the 
time derivative of electrical displacement: 
 
𝐽𝑡 = 𝐽𝑝 + 𝐽𝑛 +  𝜀
𝜕𝐸
𝜕𝑡
         (11) 
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1.6. Discretization requirements 
The numerical solution of the drift-diffusion equations as described above is stable provided the 
space and time discretizations satisfy the requirements ∆𝑥 < 𝐿𝐷 and ∆𝑡 < 𝜏𝑑𝑟, where the quantities 











          (12b) 
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2.1. Finite difference method 
To simulate electrical transport in rocks using the drift-diffusion model, we need to solve partial 
differential equations, and the three most common methods are the finite element (FEM), the finite 
volume (FVM) and finite difference method (FDM) [22]. The FDM discretizes time and space 
domains and applies local Taylor expansions to approximate derivatives. This method is easily 
implemented in the present model and leads to a system of nonlinear equations with simple Jacobian 
structure that can be efficiently solved by Gauss-Seidel and Newton’s techniques [13]. 
 
Because of time limitations, we will apply the FDM only to a one dimensional (1D) lattice. Let 𝑢(𝑥, 𝑡) 
be a space (𝑥) and time (𝑡) dependent quantity. Lattice nodes have abscissae 𝑥𝑖 = 𝑖∆𝑥 and time 
record is composed of time instants 𝑡𝑛 = 𝑛∆𝑡, where ∆𝑥 and ∆𝑡 are, respectively, the space and time 
discretization spacings. Using the notation 𝑢𝑖
𝑛 ≡ 𝑢(𝑥𝑖, 𝑡
𝑛), we may write a time partial derivative using 
a forward finite difference approximation [22]: 
 








          (13) 
Space partial derivatives are given by centered approximations: 
 








          (14a) 
 









         (14b) 
 
2.2. Gauss-Seidel method - Successive over relaxation scheme 
To solve Poisson’s equation, we used the Gauss-Seidel method with the successive over relaxation 
scheme. It is an iterative method useful to solve quadratic systems of linear equations of the 
type 𝐴𝑥 =  𝐵 [23].  
 
          𝐴i1𝑥i + 𝐴i2𝑥i+1 + 𝐴i3𝑥3 + ⋯ + 𝐴i𝑛𝑥𝑛 = 𝐵i      (15) 
 
Like in the Jacobi method [9], we isolate the pivots of the matrix, and start with an initial guess of 
𝑥𝑖 = 0. Unlike the Jacobi method, however, Gauss-Seidel iteration, calculates, at each iteration step, 
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the value of each variable using the newly updated values of the remaining variables:  
 




[𝐵𝑖 − ∑ 𝐴𝑖𝑗𝑥𝑗
𝑖𝑡𝑒𝑟𝑖−1
𝑗=1 − ∑ 𝐴𝑖𝑗𝑥𝑗
𝑖𝑡𝑒𝑟−1𝑖−1
𝑗=𝑖+1 ]    (16) 
 
This makes Gauss-Seidel method comparatively faster than Jacobi method [23]. The successive 
over relaxation scheme is an even faster method and is able to get to the result with less iterations. 
It takes into account that the convergence of the Gauss-Seidel method can be improved by choosing 
a linear combination of the old and the actual values and it is stated below: 
 




[𝐵𝑖 − ∑ 𝑎𝑖𝑗𝑥𝑗
𝑖𝑡𝑒𝑟𝑖−1
𝑗=1 − ∑ 𝑎𝑖𝑗𝑥𝑗
𝑖𝑡𝑒𝑟−1𝑖−1
𝑗=𝑖+1 ] + (1 − 𝜔)𝑥𝑖
𝑖𝑡𝑒𝑟−1  (17) 
 
where, 𝜔 is the relaxation parameter, which depends on the grid spacing, boundary conditions 
imposed and geometrical shape of the domain. Typical values of 𝜔 are between 0 and 2, and must 
be chosen so that the rate of convergence is maximized [23].  
 
2.3. Scharfetter-Gummel scheme 
Assuming the one dimensional case, a rock sample of length 𝐿𝑥, can be modelled as a discrete 1D 
lattice of 𝑁 + 1 nodes at the positions 𝑥𝑖 = 𝑖 ∙ ∆𝑥, where ∆𝑥 = 𝐿𝑥/𝑁 is the lattice spacing. In order to 
discretize the continuity equations, we need to calculate the currents at points between lattice nodes. 
The solutions are only available in the nodes, which means that interpolation schemes are necessary 
to calculate the currents. The Scharfetter-Gummel scheme is one of the most used ways to discretize 




Fig. 1 – Sharfetter-Gummel scheme diagram. 
 
The quantities 𝑝(𝑥), 𝑛(𝑥), 𝑉(𝑥), 𝐺(𝑥) and 𝑅(𝑥) are all defined at the lattice nodes: 𝑝(𝑥𝑖) ≡ 𝑝𝑖, 𝑛(𝑥𝑖) ≡
𝑛𝑖, 𝑉(𝑥𝑖) ≡ 𝑉𝑖, 𝐺(𝑥𝑖) ≡ 𝐺𝑖, 𝑅(𝑥𝑖) ≡ 𝑅𝑖. On the other hand, variables 𝐽𝑝(𝑥), 𝐽𝑛(𝑥) and 𝐸(𝑥) are defined 






















The drift-diffusion model is characterized by the set of coupled equations in the variables 𝑝(𝑥, 𝑡), 
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𝐽𝑝 = 𝑞𝜇𝑝𝑝𝐸 − 𝑞𝐷𝑝
𝜕𝑝
𝜕𝑥
        (17c) 
 
𝐽𝑛 = 𝑞𝜇𝑛𝑛𝐸 + 𝑞𝐷𝑛
𝜕𝑛
𝜕𝑥









(𝑛 − 𝑝)         (17e) 
 





          (17f) 
 



















 and 𝑏 =
𝜇𝑛𝐸
𝐷𝑛
. It is common to assume that V varies linearly between adjacent nodes, 
which means that the electric field is constant between 𝑥𝑖 and 𝑥𝑖+1. In the Scharfetter-Gummel 
scheme [26], µ𝑝,𝑛, 𝐷𝑝,𝑛, 𝑱𝒑,𝒏 are also assumed constant between the lattice nodes, The concentration 
of positive ions and electrons in the mid-points, however, are not, in general, an average of the 
values in the two neighboring nodes. The concentrations 𝑛(𝑥), 𝑝(𝑥) satisfy the conditions: 𝑛(𝑥𝑖) =
𝑛𝑖, 𝑛(𝑥𝑖+1) = 𝑛𝑖+1, 𝑝(𝑥𝑖) = 𝑝𝑖, 𝑝(𝑥𝑖+1) = 𝑝𝑖+1. After integration of equation 18a and 18b, we have: 
 








) 𝑝𝑖+1 − (
−𝑎∆𝑥𝑖
(𝑒−𝑎∆𝑥𝑖−1)
) 𝑝𝑖]     (19a) 
 








) 𝑛𝑖+1 − (
−𝑏∆𝑥𝑖
(𝑒−𝑏∆𝑥𝑖−1)
) 𝑛𝑖]     (19b) 
 
where ∆𝑥𝑖 = 𝑥𝑖+1 − 𝑥𝑖.  
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Finally we obtain [20]: 
 







) 𝑝𝑖+1 − 𝐵 (−𝑦𝑝𝑖
) 𝑝𝑖]      (20a) 
 





[𝐵(𝑦𝑛𝑖)𝑛𝑖+1 − 𝐵(−𝑦𝑛𝑖)𝑛𝑖]      (20b) 
 





          (21) 
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Chapter 3 
Numerical solution of 1D drift-diffusion equations 
 
3.1. Model parameters 
In the simulation, we considered a lattice of length 𝐿𝑥 = 1.0 m and spacing ∆𝑥 = 0.002 m, 
corresponding to a total of 501 nodes. The lattice dimensions along 𝑦 (𝐿𝑦) and 𝑧 (𝐿𝑧) directions are 
both 0.1 𝑚. The discretization time ∆𝑡 is equal to 1 m𝑠. The value of the electrical permittivity of the 
rock is ten times the value of electrical permittivity of vacuum (𝜀 = 10𝜀0), which is a typical value for 
rocks such as granite. The equilibrium intrinsic concentrations of electrons and positive ions are 
equal to 1012 (𝑚−3) and the values chosen for the mobility of electrons and positive ions are 
10−4 𝑚3. 𝑉−1. 𝑠−1 and 10−7 𝑚3. 𝑉−1. 𝑠−1, respectively. The intrinsic carrier concentration and mobility 
were chosen in order to ensure the discretization requirements [20]. The characteristic electron-ion 
recombination time is 𝜏𝑛𝑝 = 5.0 s. The end nodes (0, 𝑁), as seen in fig. 1, are subjected to Dirichlet 
boundary conditions: 
 
𝑉0 = 𝑉𝑎𝑝𝑝          (22a) 
 
𝑉𝑁 = 0          (22b) 
 
3.2. Discretization of Poisson’s equation 
Using finite differences, Poisson’s equation can be approximated as follows [20]: 
 











(𝑝𝑖 − 𝑛𝑖)      (23a) 
  
          𝑉𝑖+1 − 2𝑉𝑖 + 𝑉𝑖−1 = −
𝑞(d𝑥)2
𝜀
(𝑝𝑖 − 𝑛𝑖)      (23b) 
 
This system of equations for 𝑖 = 1, ⋯ , 𝑁 − 1 can be solved using the Gauss-Seidel iteration method 
with over relaxation: 
 











(𝑝𝑖 − 𝑛𝑖)] + (1 − ω)𝑉𝑖
𝑖𝑡𝑒𝑟−1 (24) 
 
where 𝜔 ≈ 1.9 is the relaxation parameter.  
 
Given the values of the concentrations 𝑛𝑖 and 𝑝𝑖, the potentials 𝑉𝑖 (𝑖 = 1, …  𝑁) can be determined 
iteratively using Gauss-Seidel method with over relaxation. The iteration proceeds until a predefined 
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maximum number of iterations is reached, or the maximum potential change between consecutive 
iteration steps becomes smaller than a predefined potential tolerance. 
There is also the possibility of setting 𝑉𝑎𝑝𝑝 as a harmonic function of time, with amplitude 𝐴𝑉, bias 𝑉0 
and angular frequency 𝑤:  
 
𝑉𝑎𝑝𝑝(t) = 𝑉0 + 𝐴𝑉 sin (𝑤𝑡)        (25) 
 
 
3.3. Discretization of current equations 




















𝑘−1)      (26a) 
 










         (26b) 
 
 
3.4. Discretization of continuity equations 

















































𝑘 ) + ∆𝑡𝑈𝑖













𝑘 ) + ∆𝑡𝑈𝑖
𝑘      (27d) 
 
The concentration of electrons and positive ions, satisfy the following initial and boundary conditions:  
          
𝑝𝑖
0 = 𝑛𝑖
0 = 𝑝0 = 10
12 𝑚−3        (28a) 
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3.5. Extrinsic generation rate 
The extrinsic charge generation rate (𝑈𝑒) depends on the time evolution of micro-fracture events, 
which is dictated by the stress-strain history. In a simplified approach, we can assume a deterministic 
time-dependent distribution of charge generation events.  
 
 
Fig. 2: Representation of uniaxial compressing geometry. Inelastic deformation region (orange zone). 
For uniaxial compressing geometry, the sample region between pistons is the region where the 
deformation is more concentrated and thus it is also the sample region most affected by fracture (fig. 
2). For this reason, we assume that fracture-induced charge generation is described by a generation 
rate function 𝐺(𝑥, 𝑡) whose spatial dependence is concentrated in the deformation region. Several 
particular forms of  𝐺(𝑥, 𝑡) can be used to describe different phenomena and/or simulation regimes: 
 
a. Time pulse uniform in the deformation region: 
 
𝐺(𝑥, 𝑡) = 𝐴 ∙ [𝐻(𝑥 − 𝑥𝑑𝑟𝑙) − 𝐻(𝑥 − 𝑥𝑑𝑟𝑟)] ∙ [𝐻(𝑡 − 𝑡𝑖𝑛𝑖) − 𝐻(𝑡 − 𝑡𝑓𝑖𝑛)] (29a) 
 
Fig. 3a: Generation function plot for t = 0.0 s. 
 
b. Gaussian time pulse and Gaussian in the deformation region: 
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       (29b) 
 
Fig. 3b: Generation function plot for t = 0.0 s. 
 
c. Exponential time decay and Gaussian in the deformation region: 
 








𝜏        (29c) 
 
Fig. 3c: Generation function plot for t = 0.0 s. 
 
d. Gaussian time pulse and Gaussian centered in the borders of the deformation region: 
 


















     (29d) 
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Fig. 3d: Generation function plot for t = 0.0 s. 
 
 
e. Exponential time decay and Gaussian centered in the borders of the deformation region: 
 














𝜏      (29e) 
 
Fig. 3e: Generation function plot for t = 0.0 s. 
 
where 𝐴 is an amplitude factor, 𝐻(𝑥) the step Heaviside function and 𝑥𝑑𝑟𝑙, 𝑥𝑑𝑟𝑟 are, respectively, the 
left and right borders of the deformation region; 𝑡𝑖𝑛𝑖.and 𝑡𝑓𝑖𝑛 are the initial and final times of the time 
pulse; 𝑥𝑐 is the center of the deformation region (𝑥𝑐 =
𝑥𝑑𝑟𝑙+𝑥𝑑𝑟𝑟
2
) and 𝜎𝑥 is the half-width of the spatial 
Gaussian; 𝑡𝑐 is the center of Gaussian time pulse and 𝜎𝑡 the corresponding half-width; 𝜏 is the time 
constant of the decay of the generation rate. 
In case a) we assume a linearly time dependent amplitude: 
𝐴(𝑡) = 𝑎0 + 𝑎1𝑡        (30) 
This function has, however, the disadvantage of being discontinuous in 𝑥 and 𝑡, which introduces 
unwanted integration errors. 
The graphical representations of the generation functions are located in section 4.  
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3.6. Simulation 
In order to run the simulation it was necessary to create a main function which will run every function 
mentioned in the previous sections. In the first place, it is necessary to create an auxiliary function, 
which turns the system into equilibrium state by setting the concentration of electrons and ions equal 
to their intrinsic values. The function also solves the Poisson’s equation and determines the electric 
field. The chosen values for 𝑛0 and 𝑝0 are both equal to 10
12𝑚−3 and Poisson’s equation reduces 
to ∇2𝑉 = 0 in the equilibrium state. 
 
                         
Fig. 4: Flowchart describing the simulation (𝑡𝑒𝑥𝑝 – time experience). 
 
From the flowchart in fig. 4, it is possible to observe that the function that sets equilibrium state, 
appears in the first place, then a cycle starting from 𝑡 = 0.0s to 𝑡 = 𝑡𝑒𝑥𝑝, with intervals of ∆𝑡 = 1 ms, 
calculates the potentials, electrical fields, current densities, generation and recombination rates and 
charge concentrations. Finally when 𝑡 = 𝑡𝑒𝑥𝑝 the function, saves all data. 
 
3.7. Current-voltage curve 
The current-voltage curve is calculated with various successive simulations using different values of 
applied potential (𝑉𝑎𝑝𝑝) and recording the maximum value of the transient current. The current is 
determined from the values of total current density, and the lattice cross-section area: 
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× 𝐿𝑦 × 𝐿𝑧         (31) 
 
3.8. Discretization requirements 
It is possible to verify that the values of ∆𝑥 and ∆𝑡 are much smaller than Debye’s length (𝐿𝑑 ≈ 3783 
m) and the dielectric relaxation time (𝜏𝑑𝑟 ≈ 5.531 s), respectively, satisfying the discretization 
requirements.
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Chapter 4 
Results and analysis 
 
After some preliminary tests with the algorithm, we were able to understand which parameters should 
be chosen in order to study the generation and recombination rates, the variation in the concentration 
of ions and electrons, and the 𝐼(𝑉) curve. In order to understand the generation rate function, we 
need to look at the initial moments of the simulation. However, the observation of 𝑛(𝑥), 𝑝(𝑥) and 
𝑅(𝑥), requires more time of experience, especially in section 4.1.1, where the generation rate 
function is a pulse function. Because of that, it was also necessary to increase the number of nodes 
to 1001 instead of 501 nodes, for a proper analysis of the generation function 𝐺𝑎.  
In all examples of chapter 4, the maximum values of current occur in the beginning of the simulation. 
So, in order to determine the 𝐼(𝑉) curve, we choose a lower value of 𝑡𝑒𝑥𝑝, and set the number of 
iterations to 10 000, to have the best possible results. The following results were registered with 
temperature 𝑇 = 300 K. 
 
4.1. Constant applied potential 
We considered two different values of applied voltage, 0V and 20V, and except for the first 
subsection 4.1.1, where 𝑡𝑒𝑥𝑝 = 1.0 s (in order to better observe the behavior due to its pulse 
response), the time of simulation is equal to 0.25 s. Some graphs are not presented in subchapter 
4.1.1, mainly due to the difficulties in observing the behavior of the current densities. Only the 
corresponding maximum values are available and the moments where they occur.  
 
4.1.1. Time pulse uniform in the deformation region (𝑮𝒂) 
It is possible to verify by fig. 5 that, although 𝑉𝑎𝑝𝑝 is zero for values of 𝑥 between 0.44 m and 0.56 m 
(which corresponds to the deformation region), a stepwise increase in potential occurs due to carrier 
generation rate (fig. 6), which has been set in this range as: 
𝐺𝑎 = 10
12 + 107𝑡,     for   (𝑡 ≤ 2 ms)   and   𝐺𝑎 = 0,     for   (𝑡 > 2 ms)  (32a) 
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              Fig. 5: 𝑉(𝑥) plot for 𝑉𝑎𝑝𝑝 =  0.0𝑉 and 𝑡 = 60 ms.                                                Fig. 6: 𝐺𝑎(𝑥) and 𝑅(𝑥) plot for 𝑡 = 1 ms. 
The maximum value of electric field is reached for 𝑡 = 40 ms, as seen in the figure 7a and 7b for 
𝑉𝑎𝑝𝑝 = 0.0 V and 𝑉𝑎𝑝𝑝 = 20.0 V, respectively: 
      
                 Fig. 7a: 𝐸(𝑥) plot for 𝑉𝑎𝑝𝑝 = 0.0 V for t = 40 ms.                                      Fig. 7b: 𝐸(𝑥) plot for 𝑉𝑎𝑝𝑝 = 20.0 V for t = 40 ms. 
The recombination reaches its maximum value of ~2.7 x 1011 𝑚−3𝑠−1 for t = 3 ms, after the 
generation rate pulse given by equation (32), as seen in fig. 8. From that time to the end of simulation, 
the recombination rate decays to zero. 
 
𝐸+ ≈ 20.09 V/m 
𝐸− ≈ 19.83 V/m 
𝐸+ ≈ 0.13 V/m 
𝐸− ≈ −0.13 V/m 
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Fig. 8: 𝐺𝑎(𝑥) and 𝑅(𝑥) plot for t = 3 ms. 
Due to the type of generation rate function, which is a pulse function, the variation of generation and 
recombination rates is concentrated in a very small fraction of the sample, as we can see from fig. 
9a for t = 1.0 s. A zoomed plot of the region between 𝐷𝑅𝐿 and 𝐷𝑅𝑅 is represented in fig. 9b, and we 
can observe a lower recombination as compared to fig. 8. It is also possible to realize from fig. 9b, 
the problems that low discretization may present. In this simulation we considered 𝑡𝑒𝑥𝑝 = 1.0 s, in 
order to be able to understand the behavior of the curves. 
          
                          Fig. 9a: 𝑅(𝑥) plot for 𝑉𝑎𝑝𝑝 = 0.0 V.                                           Fig. 9b: 𝑅(𝑥) zoomed plot 𝑉𝑎𝑝𝑝 = 0.0 V.    
From the data registered in fig. 9b and fig. 10b, we can see an increase of the recombination rate 
with the increase of 𝑉𝑎𝑝𝑝. The recombination rate for 𝑉𝑎𝑝𝑝 = 20.0 V is almost double than that for 𝑉𝑎𝑝𝑝 
= 0.0 V at t = 1.0 s.         
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                 Fig. 10a: R(x) plot for 𝑉𝑎𝑝𝑝 =  20.0 V and 𝑡 = 1.0 s.                    Fig. 10b: R(x) zoomed plot for 𝑉𝑎𝑝𝑝 =  20.0 V and 𝑡 = 1.0 s. 
As previously stated, the variation of 𝑛(𝑥) (blue line) and 𝑝(𝑥) (green line) is concentrated in a very 
small fraction of the sample (fig.11a). We cannot see the evolution of 𝑛(𝑥), 𝑝(𝑥) and 𝜌(𝑥) (red line) 
properly; however it is possible to see that the concentrations of electrons and positive ions only 
change in the limits of the deformation region.  
In fig. 11b, we show a zoomed plot, where it is apparent that a smaller lattice spacing would be 
desirable. The maximum variation of the concentrations of electrons and positive ions is ~ 0.32 %.  
         
         Fig. 11a: 𝑛(𝑥), 𝑝(𝑥) and 𝜌(𝑥) plot, for 𝑉𝑎𝑝𝑝 =  0.0 V.                        Fig. 11b: 𝑛(𝑥), 𝑝(𝑥) and 𝜌(𝑥) zoomed plot, for 𝑉𝑎𝑝𝑝 =  0.0 V. 
Comparing the results from fig. 12a and fig. 12b with the previous plots, we can see an increase in 
the variation of 𝑛(𝑥) and 𝑝(𝑥). The oscillation of the concentrations of electrons and positive ions is 
directly related to the value of 𝑉𝑎𝑝𝑝. In this case, the maximum variation of 𝑛(𝑥) and 𝑝(𝑥) is ~ 0.8 %.  
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     Fig. 12a: 𝑛(𝑥), 𝑝(𝑥) and 𝜌(𝑥) plot, for 𝑉𝑎𝑝𝑝 =  20.0 V.      Fig. 12b: 𝑛(𝑥), 𝑝(𝑥) and 𝜌(𝑥) zoomed plot, for 𝑉𝑎𝑝𝑝 =  20.0 V. 
 
The maximum values of n(x), p(x) and 𝜌(x) obtained for 𝑉𝑎𝑝𝑝 = 0.0 V were as follows: 
 𝑛(𝑥) ≈ 3.7× 1012 𝑚−3 for 𝑡 = 2 ms; 
 𝑝(𝑥) ≈ 3.7× 1012 𝑚−3 for 𝑡 = 2 ms; 
 𝜌(𝑥) ≈ ± 6.5× 1010 𝑚−3 for 𝑡 = 30 ms 
 
The maximum values of current densities obtained for 𝑉𝑎𝑝𝑝 = 0.0 V were as follows: 
 𝐽𝑡(𝑥) ≈ ± 400 pA.𝑚
−2 for 𝑡 = 1 ms; 
 𝐽𝑛(𝑥) ≈ ± 1100 pA.𝑚
−2 for 𝑡 = 3 ms; 
 𝐽𝑑(𝑥) ≈ ± 1100 pA.𝑚
−2 for 𝑡 = 4 ms; 
 𝐽𝑛,𝑑(𝑥) ≈ ± 25 pA.𝑚
−2 for 𝑡 = 70 ms. 
 
The ion current density exhibits much lower values when compared to the other components of the 
current densities. 𝐽𝑡(𝑥) reaches the highest value for 𝑡 = 1 ms and after that event it decreases. 
However, the other two components of total current density, 𝐽𝑛(𝑥) and 𝐽𝑑(𝑥), behave differently. After 
reaching the initial maximum peak (𝑡 = 4 ms), they decrease in value and it is possible to observe 
current reverse polarity at 𝑡 ≈ 40 ms (𝐽𝑛,𝑑(𝑥) ≈ ±14 pA.𝑚
−2). It is possible to see a new increase in 
value until they reach a local maximum (𝐽𝑛,𝑑(𝑥) ≈ 25 pA.𝑚
−2) at 𝑡 ≈ 70 ms. Then 𝐽𝑛(𝑥) and 𝐽𝑑(𝑥) 
fade away on approach to equilibrium state.  
In fig. 13a and fig. 13b, we can see zoomed plots of the current densities at t = 1.0 s for 𝑉𝑎𝑝𝑝 = 0.0 
V and 𝑉𝑎𝑝𝑝 = 20.0 V, respectively. 
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Fig. 13a: Current densities plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 1 s.                 Fig. 13b: Current densities plot for 𝑉𝑎𝑝𝑝 = 20.0 V and 𝑡 = 1 s. 
In fig. 14, it is represented the current versus potential applied curve which shows that the current 
increases almost linearly with the increase of 𝑉𝑎𝑝𝑝. The increase can be considered linear and it is 
defined by 𝐼 = 2.09 × 10−10𝑉𝑎𝑝𝑝 + 1.00 × 10
−12 (A) with degree of correlation equal to 1.0. 
 
Fig. 14: 𝐼(𝑉𝑎𝑝𝑝) plot. 
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4.1.2. Gaussian time pulse and Gaussian in the deformation region (𝑮𝒃) 
It is possible to observe, in fig.15, the variation of potential, for 𝑉𝑎𝑝𝑝 = 0.0 V, reaching a peak of ~ 63 
mV at t ≈ 60 ms, caused by the Generation rate function 𝐺𝑏 represented in fig. 16, and defined as: 
 𝐴 = 1015 𝑚−3𝑠−1 
 𝑡𝑐 = 2 ms 
 𝑥𝑐 ≈ 25 cm 
 𝜎𝑥 ≈ 2.4 cm  
 𝜎𝑡 = 1 ms 
                  
        Fig. 15: 𝑉(𝑥) plot with applied potential of 0V and t = 60 ms.                                     Fig. 16: 𝐺(𝑥) and 𝑅(𝑥) plot for 𝑡 = 2 ms. 
The electric field registered the maximum values for t ≈ 60 ms, with applied voltage equal to 0.0 V 
and 20.0 V (fig. 17a and fig. 17b).  
          
             Fig. 17a: 𝐸(𝑥) plot for 𝑉𝑎𝑝𝑝 =  0.0 V and 𝑡 = 60 ms.                               Fig. 17b: 𝐸(𝑥) plot for 𝑉𝑎𝑝𝑝 =  20.0 V and 𝑡 = 60 ms. 
 
𝐸+ ≈ 1 V/m 
𝐸− ≈ −1 V/m 
𝐸+ ≈ 23.5 V/m 
𝐸− = 0 V/m 
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The generation rate rises until it reaches its maximum value (𝐺𝑏 = 10
15 𝑚−3𝑠−1) at t = 2 ms (fig. 16) 
and then decreases to zero in a very short amount of time (t ~ 10 ms). The recombination rate 
increases its value until t = 4 ms reaching a maximum peak of ~2.7 × 1014 𝑚−3𝑠−1 (fig. 18a). After 
that time, 𝑅(𝑥) decreases. These results are independent of the applied voltage. 
 
Fig. 18a: Plot with the maximum value of recombination rate for 𝑉𝑎𝑝𝑝 = 0.0 V. 
The two images below show the recombination rate evolution, for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑉𝑎𝑝𝑝 = 20.0 V. 
For nonzero values of 𝑉𝑎𝑝𝑝, the shape of the 𝑅(𝑥) curve changes (for t ≈ 150 ms), and the value of 
recombination rate increases, with the increase of 𝑉𝑎𝑝𝑝, as we can see in fig. 17c, which shows the 
type of curve that the recombination rate exhibits with 𝑉𝑎𝑝𝑝 = 20.0 V. The recombination, for 𝑉𝑎𝑝𝑝 = 
20.0 V is almost the double when compared to the case where 𝑉𝑎𝑝𝑝 = 0.0 V.  
                  
 Fig. 18b: Plot of recombination rate evolution with 𝑉𝑎𝑝𝑝 = 0.0 V.                         Fig. 18c: Plot of R(x) evolution with 𝑉𝑎𝑝𝑝 = 20.0 V. 
The maximum values of 𝑛(𝑥) and 𝑝(𝑥) were obtained for 𝑡 = 4 ms (fig. 19a), and the highest value 
of 𝜌(𝑥) was registered for 𝑡 ≈ 30 ms (fig. 19b). 
𝑅+ ≈ 1.2 × 10
6 𝑚−3𝑠−1 
𝑅− ≈ −1.3 × 10
6 𝑚−3𝑠−1 
𝑅− ≈ −2.5 × 10
7 𝑚−3𝑠−1 
𝑅+ ≈ 2.5 × 10
7 𝑚−3𝑠−1 
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Fig. 19a: 𝑛(𝑥), 𝑝(𝑥) and 𝜌(𝑥) plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 4 ms.       Fig. 19b: 𝑛(𝑥), 𝑝(𝑥) and 𝜌(𝑥) plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 30 ms. 
It is possible to verify some variations between 𝑡 ≈ 100 ms and 𝑡 ≈ 130 ms. The final shape of 𝑛(𝑥) 
and 𝑝(𝑥) is represented below (fig. 20a and fig. 20b). 
                
        Fig. 20a: 𝑛(𝑥), 𝑝(𝑥) and 𝜌(𝑥) plot for 𝑉𝑎𝑝𝑝 = 0.0 V.                                    Fig. 20b: 𝑛(𝑥), 𝑝(𝑥) and 𝜌(𝑥) plot for 𝑉𝑎𝑝𝑝 = 20.0 V. 
Looking at fig. 20a, we can see that for 𝑉𝑎𝑝𝑝 = 0.0 V there is a smaller oscillation of the value of 𝜌  
when compared with fig. 20b for 𝑉𝑎𝑝𝑝 = 20.0 V, due to the fact that the oscillation of values of 
concentration of electrons and positive ions, increases with the increase of 𝑉𝑎𝑝𝑝 as stated in 𝐺𝑎. In 
fig. 20a it is possible to verify that 𝑛(𝑥) and 𝑝(𝑥) vary a maximum of 0.6 %, and in fig. 20b, the values 
oscillates less than 11 %.  
The maximum values of current densities obtained for 𝑉𝑎𝑝𝑝 = 0.0 V, were as follows: 
 𝐽𝑡(𝑥) ≈ ± 5000 pA.𝑚
−2 for 𝑡 = 2 ms (fig. 21a); 
 𝐽𝑛(𝑥) ≈ ± 14000 pA.𝑚
−2 for 𝑡 = 4 ms (fig. 21b); 
 𝐽𝑑(𝑥) ≈ ± 14000 pA.𝑚
−2 for 𝑡 = 5 ms (fig. 22a); 
 𝐽𝑛,𝑑(𝑥) ≈ ± 16.5 pA.𝑚
−2 for 𝑡 = 100 ms (fig. 22b). 
 
𝑛, 𝑝 ≈ 2.7 × 1015 𝑚−3 
𝜌+ ≈ 1.3 × 10
10 𝑚−3 
𝜌− ≈ −1.4 × 10
10 𝑚−3 
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  Fig. 21a: Current densities plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 2 ms.                Fig. 21b: Current densities plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 4 ms. 
              
 Fig. 22a: Current densities plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 5 ms.             Fig. 22b: Current densities plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 100 ms. 
The current density of positive ions exhibits much lower values when compared to the other 
components of the current densities. 𝐽𝑡(𝑥) reaches the highest value for 𝑡 = 2 ms and after that event 
it decreases. However, the other two components of total current density, 𝐽𝑛(𝑥) and 𝐽𝑑(𝑥), behave 
differently. After reaching the initial maximum peak (𝑡 = 5 ms), they decrease in value and it is 
possible to observe current reversing polarity at 𝑡 ≈ 60 ms (fig. 23). It is possible to see a new 
increase in value until they reach a local maximum (~16.5 pA.𝑚−2) at 𝑡 ≈ 100 ms (fig. 22b). Then 
𝐽𝑛(𝑥) and 𝐽𝑑(𝑥) fade away on approach to equilibrium state.  
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Fig. 23: Current densities plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 60 ms. 
In fig. 24, it is represented the current versus potential applied curve which shows that the current 
increases almost linearly with the increase of 𝑉𝑎𝑝𝑝, as was also seen in fig. 14. The increase can be 
considered linear for 𝑉𝑎𝑝𝑝 ≥ 3.0 V and it is defined by 𝐼 = 1.12 × 10
−10𝑉𝑎𝑝𝑝 + 1.00 × 10
−11 (A) (red 
line), with a degree of correlation equal to 0.99997. However, for 𝑉𝑎𝑝𝑝 < 3.0 V, it is possible to see a 
small curvature, which was not present in the last section. We can also see in this case, that for 
higher values of Vapp, the behavior of I(Vapp) does not change. 
 
Fig. 24: 𝐼(𝑉𝑎𝑝𝑝) plot for 𝑉𝑎𝑝𝑝 = [0.0 , 20.0] V. 
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4.1.3. Exponential time decay and Gaussian in the deformation region (𝑮𝒄) 
We can observe, in fig. 25, the variation of potential, for 𝑉𝑎𝑝𝑝 = 0.0 V, registering a peak of ~ 43 mV 
at t ≈ 60 ms, due to the generation rate function 𝐺𝑐 , shown in fig. 26 and defined as: 
 𝐴 = 1015 𝑚−3𝑠−1 
 𝜏 = 1 ms 
 𝑥𝑐 ≈ 25 cm 
 𝜎𝑥 ≈ 2.4 cm 
                               
     Fig. 25: V(x) plot with applied potential of 0.0 V for 𝑡 = 60 ms.                     Fig. 26: G(x) and 𝑅(𝑥) plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 0.0 s. 
The electric field registered the maximum values for t = 60 ms, with applied voltage equal to 0.0 V 
and 20.0 V (fig. 27a and fig. 27b).  
          
            Fig. 27a: 𝐸(𝑥) plot for 𝑉𝑎𝑝𝑝 =  0.0 V and 𝑡 = 60 ms.                                Fig. 27b: 𝐸(𝑥) plot for 𝑉𝑎𝑝𝑝 =  20.0 V and 𝑡 = 60 ms. 
 
The generation rate evolution is characterized by a decrease from its maximum value (𝐺𝑐 = 10
15 
𝑚−3𝑠−1) obtained at t = 0.0 s (fig. 26) and after that, a decrease until it reaches the zero value at t ≈ 
𝐸+ ≈ 0.75 V/m 
𝐸− ≈ −0.75 
V/m 
𝐸+ ≈ 23.5 V/m 
𝐸− = 0 V/m 
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10 ms. The recombination rate gets to its maximum peak (~1.3 × 1014 𝑚−3𝑠−1) at t = 3 ms (fig. 28a) 
and then it decreases.  
 
Fig. 28a: Plot maximum value of recombination rate for 𝑉𝑎𝑝𝑝 = 0.0 V. 
In fig. 28b it is represented the plot which describes the recombination rate evolution, for 𝑉𝑎𝑝𝑝 = 0.0V. 
The type of curves presented in the two graphs above are equal to the plot of fig.18b and fig. 18c, 
respectively, with the exception of presenting a smaller variation of the recombination rate. The value 
of recombination rate also increases with 𝑉𝑎𝑝𝑝, as we can see in fig. 28c, presenting a value higher 
than in fig. 28b. Looking to the above graphs, we can see that the values of 𝑅(𝑥) registered reached 
a smaller peak than in the previous two subchapters. 
            
  Fig. 28b: Plot of recombination rate evolution with 𝑉𝑎𝑝𝑝 = 0.0 V.                         Fig. 28c: Plot of R(x) evolution with 𝑉𝑎𝑝𝑝 = 20.0 V. 
The maximum values of 𝑛(𝑥) and 𝑝(𝑥) were obtained for 𝑡 = 3 ms (fig. 29a), and the highest value 
of 𝜌(𝑥) was registered for 𝑡 ≈ 40 ms (fig. 29b). 
𝑅+ ≈ 1.85 × 10
7 𝑚−3𝑠−1 
𝑅+ ≈ 1.1 × 10
6 𝑚−3𝑠−1 
𝑅− ≈ −0.85 × 10
6 𝑚−3𝑠−1 𝑅− ≈ −1.9 × 10
7 𝑚−3𝑠−1 
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Fig. 29a: 𝑛(𝑥), 𝑝(𝑥) and 𝜌(𝑥) plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 3 ms.       Fig. 29b: 𝑛(𝑥), 𝑝(𝑥) and 𝜌(𝑥) plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 40 ms. 
It is possible to verify some variations between 𝑡 ≈ 100 ms and 𝑡 ≈ 130 ms. The equilibrium form of 
𝑛(𝑥) and 𝑝(𝑥) is represented below (fig. 30a and 30b).  
                  
       Fig. 30a: 𝑛(𝑥), 𝑝(𝑥) and 𝜌(𝑥) plot for 𝑉𝑎𝑝𝑝 = 0.0 V.                                     Fig. 30b: 𝑛(𝑥), 𝑝(𝑥) and 𝜌(𝑥) plot for 𝑉𝑎𝑝𝑝 = 20.0 V. 
The graphs shown in fig. 30a and fig. 30b, presents a curve with the same characteristics as seen 
in fig. 20a and fig. 20b. Looking at fig. 30a, we can note a smaller maximum variation of 𝑛(𝑥) and 
𝑝(𝑥) (~ 0.6 %). From fig. 30b we can see that the variation of this parameters also increase with the 
increase of 𝑉𝑎𝑝𝑝, as we have seen before, and the maximum variation of the concentration of 
electrons and positive ions is ~11 % for 𝑉𝑎𝑝𝑝 = 20.0 V.  
The maximum values of current densities obtained for 𝑉𝑎𝑝𝑝 = 0.0 V, were as follows: 
 𝐽𝑡(𝑥) ≈ ± 2800 pA.𝑚
−2 for 𝑡 = 1 ms (fig. 31a); 
 𝐽𝑛(𝑥) ≈ ± 8500 pA.𝑚
−2 for 𝑡 = 2 ms (fig. 31b); 
 𝐽𝑑(𝑥) ≈ ± 8500 pA.𝑚
−2 for 𝑡 = 3 ms (fig. 32a); 
 𝐽𝑛,d(𝑥) ≈ ± 11.5 pA.𝑚
−2 for 𝑡 = 110 ms (fig. 32b). 
𝑛, 𝑝 ≈ 1.2 × 1015 𝑚−3 𝜌+ ≈ 1.25 × 10
10 𝑚−3 
𝜌− ≈ −0.9 × 10
10 𝑚−3 
Numer ica l  s imula t ion o f  e l ec t r i ca l  t ranspor t  in  rocks  under  mechanica l  ac t ion               F C U P  | 33                                                    
 
 
Chapte r  4  
 
          
   Fig. 31a: Current densities plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 1 ms.              Fig. 31b: Current densities plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 2 ms. 
                     
   Fig. 32a: Current densities plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 3 ms.          Fig. 32b: Current densities plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 110 ms. 
The current density of positive ions exhibits much lower values when compared to the other 
components of the current densities. 𝐽𝑡(𝑥) reaches the highest value for 𝑡 = 1 ms and after that event 
it decreases. 𝐽𝑛(𝑥) and 𝐽𝑑(𝑥), have the same behavior as the previous function. After reaching the 
initial maximum peak (𝑡 = 3 ms), they decrease in value and it is possible to observe current 
reversing polarity at 𝑡 ≈ 60 ms (fig. 33). We can see a new increase in value until they reach a local 
maximum at 𝑡 ≈ 110 ms (fig. 32b). Then 𝐽𝑛(𝑥) and 𝐽𝑑(𝑥) fade away on approach to equilibrium state.  
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Fig. 33: Current densities plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 60 ms. 
In fig. 34, it is represented the current versus potential applied curve, and its behavior is almost equal 
to the curve presented in fig. 24, presenting a small curvature for 𝑉𝑎𝑝𝑝 < 3.0 V as seen in the last 
sub-chapter. The increase can be considered linear for 𝑉𝑎𝑝𝑝 ≥ 3.0 V and it can be defined by the 
function 𝐼 = 1.58 × 10−10𝑉𝑎𝑝𝑝 + 2.00 × 10
−11 (A) (red line), with a degree of correlation equal to 
0.99994. 
 
Fig. 34: 𝐼(𝑉𝑎𝑝𝑝) plot. 
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4.1.4. Gaussian time pulse and Gaussian centered in the borders of the 
deformation region (𝑮𝒅) 
It can be seen from fig. 35, the variation of potential, for 𝑉𝑎𝑝𝑝 = 0.0 V, reaching two peaks of 63 mV 
at t = 50 ms, due to the Generation rate function 𝐺𝑑 (fig. 36) defined as: 
 𝐴 = 1015 𝑚−3𝑠−1 
 𝑡𝑐 = 2 ms 
 𝜎𝑥 ≈ 2.4 cm 
 𝜎𝑡 = 1 ms 
 
                  
                     Fig. 35: 𝑉(𝑥) plot for 𝑉𝑎𝑝𝑝  =  0.0 V.                                                                 Fig. 36: 𝐺𝑑(𝑥) plot for 𝑡 = 2 ms. 
The electric field registered the maximum values for t = 60 ms, with applied voltage equal to 0.0 V 
and 20.0 V (fig. 37a and fig. 37b).  
          
          Fig. 37a: 𝐸(𝑥) plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 60 ms.                                   Fig. 37b: 𝐸(𝑥) plot for 𝑉𝑎𝑝𝑝 = 20.0 V and 𝑡 = 60 ms. 
The generation rate plot over time, show us an increase of its value until at t = 2 ms (fig. 36) it reaches 
its maximum value (𝐺𝑑 = 10
15 𝑚−3𝑠−1). After that point it vanishes after t ~ 15 ms. The behavior of 
𝐸+ ≈ 1 V/m 
𝐸− ≈ −1 V/m 
𝐸+ ≈ 26.5 V/m 
𝐸− ≈ 0.5 V/m 
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the recombination rate is similar, when compared to the last two sections and the point where it 
meets its maximum (~ 2.7 × 1014 𝑚−3𝑠−1) is at t = 5 ms (fig. 38a). 
 
Fig. 38a: Plot with maximum value of Recombination rate for 𝑉𝑎𝑝𝑝 = 0.0 V. 
The graphs below show us a more complex variation of the recombination rate, due to the behavior 
of the generation rate function, when compared to the previous subsections of Chapter 4. Comparing 
fig. 38c with fig. 38b, it is possible to observe the increase of recombination with the rise of 𝑉𝑎𝑝𝑝.  
                
   Fig. 38b: Plot of Recombination rate evolution with 𝑉𝑎𝑝𝑝 = 0.0 V.                            Fig. 38c: Plot of R(x) evolution with 𝑉𝑎𝑝𝑝 = 20.0 V. 
The maximum values of 𝑛(𝑥) and 𝑝(𝑥) were obtained for 𝑡 = 4 ms (fig. 39a), and the highest value 
of 𝜌(𝑥) was registered for 𝑡 ≈ 40 ms (fig. 39b). 
𝑅− ≈ −2.35 × 10
6 𝑚−3𝑠−1 𝑅− ≈ −2.85 × 10
7 𝑚−3𝑠−1 
𝑅− ≈ 2.85 × 10
7 𝑚−3𝑠−1 𝑅+ ≈ 1.2 × 10
6 𝑚−3𝑠−1 
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Fig. 39a: 𝑛(𝑥), 𝑝(𝑥) and 𝜌(𝑥) plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 4 ms.          Fig. 39b: 𝑛(𝑥), 𝑝(𝑥) and 𝜌(𝑥) plot for 𝑉𝑎𝑝𝑝 =  and 𝑡 = 40 ms. 
It is possible to verify some variations between 𝑡 ≈ 100 ms and 𝑡 ≈ 140 ms. The stable form of 𝑛(𝑥) 
and 𝑝(𝑥) is represented below (fig. 40a and 40b).  
         
            Fig. 40a: 𝑛(𝑥), 𝑝(𝑥) and 𝜌(𝑥) plot for 𝑉𝑎𝑝𝑝 = 0.0 V.                             Fig. 40b: 𝑛(𝑥), 𝑝(𝑥) and 𝜌(𝑥) plot for 𝑉𝑎𝑝𝑝 = 20.0 V. 
The concentration of electrons and positive ions, due to the behavior of the generation rate function, 
presents a more complex behavior, such as the recombination rate analysis stated before. Aside 
from that factor, the oscillation of 𝑛(𝑥), 𝑝(𝑥) and 𝜌(𝑥) also increased from the plot in fig. 40a to the 
plot in fig. 40b, as seen before. For 𝑉𝑎𝑝𝑝 = 0.0 V, 𝑅(𝑥) oscillates a maximum of 1.25 % and in fig. 
40b, we can see that the maximum variation is around 17 %. 
The maximum values of current densities obtained were as follows: 
 𝐽𝑡(𝑥) ≈ ± 5000 pA.𝑚
−2 for 𝑡 = 2 ms (fig. 41a); 
 𝐽𝑛(𝑥) ≈ ± 14000 pA.𝑚
−2 for 𝑡 = 4 ms (fig.41b); 
 𝐽𝑑(𝑥) ≈ ± 14000 pA.𝑚
−2 for 𝑡 = 5 ms (fig. 42a); 
 𝐽𝑛,𝑑(𝑥) ≈ ± 16.5 pA.𝑚
−2 for 𝑡 = 110 ms (fig. 42b). 
 
𝑛, 𝑝 ≈ 2.7 × 1015 𝑚−3 
𝜌+ ≈ 1.25 × 10
10 𝑚−3 
𝜌− ≈ −2.5 × 10
10 𝑚−3 
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   Fig. 41a: Current densities plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 2 ms.              Fig. 41b: Current densities plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 4 ms. 
                     
   Fig. 42a: Current densities plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 5 ms.          Fig. 42b: Current densities plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 110 ms. 
The current density of positive ions exhibits much lower values when compared to the other 
components of the current densities. 𝐽𝑡(𝑥) reaches the highest value for 𝑡 = 2 ms and after that event 
it decreases. The values of 𝐽𝑛(𝑥) and 𝐽𝑑(𝑥) decrease, after they reach the initial maximum peak at t 
= 5 ms and it is possible to observe current reversing polarity at 𝑡 ≈ 60 ms (fig. 43). We can see a 
new increase in value till they reach a local maximum at 𝑡 ≈ 110 ms (fig. 42b). Then, the values of 
𝐽𝑛(𝑥) and 𝐽𝑑(𝑥) decrease on approach to equilibrium state.  
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Fig. 43: Current densities plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 60 ms. 
From fig. 44, we can see the same type of graph as the previous two subchapters. The obtained 
curve is almost linear for values of 𝑉𝑎𝑝𝑝 ≥ 3.0 V and it can be approximated as 𝐼 = 1.18 × 10
−10𝑉𝑎𝑝𝑝 +
1 × 10−11 (A) (red line), with a degree of correlation equal to 0.99994.  
 
Fig. 44: 𝐼(𝑉𝑎𝑝𝑝) plot.  
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4.1.5. Exponential time decay and Gaussian centered in the borders of the 
deformation region (𝑮𝒆) 
It is represented in fig. 45, the variation of V(x), for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 60 ms, reaching two 
maximum values of potential (𝑉 ≈ 43 mV), due to the generation rate function 𝐺𝑒 (fig. 46) defined 
as: 
 𝐴 = 1015 𝑚−3𝑠−1 
 𝜏 = 1 ms 
 𝜎𝑥 ≈ 2.4 cm 
                 
              Fig. 45: 𝑉(𝑥) plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 60 ms                                                          Fig. 46: 𝐺𝑒(𝑥) plot for 𝑡 = 0.0 s. 
The electric field registered the maximum values for 𝑡 =  60 ms, with applied voltage equal to 0.0 V 
and 20.0 V (fig. 47a and fig. 47b).  
        
          Fig. 47a: 𝐸(𝑥) plot for 𝑉𝑎𝑝𝑝 =  0.0 V and 𝑡 = 60 ms.                               Fig. 47b: 𝐸(𝑥) plot for 𝑉𝑎𝑝𝑝 =  20.0 V and 𝑡 = 60 ms. 
 
𝐸+ = 0.7 V/m 
𝐸− = −0.7 V/m 
𝐸+ = 25 V/m 
𝐸− = 2 V/m 
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Although the generation rate presents a curve similar to function 𝐺𝑑, it reaches its maximum value 
for t = 0.0 s (fig. 46) and vanishes at t ≈ 30 ms. The recombination rate presents the maximum peak 
(~ 1.3 × 1014 𝑚−3𝑠−1) for t = 0 ms (fig. 48a).  
 
Fig. 48a: Plot with the maximum value of recombination rate for 𝑉𝑎𝑝𝑝 = 0.0 V. 
In fig. 48b and fig. 48c, we can see that the type of curve of recombination rate is very similar to the 
previous subchapter, with the difference of presenting lower values of R(x) for t = 250 ms. 
              
    Fig. 48b: Plot of recombination rate evolution with 𝑉𝑎𝑝𝑝 = 0.0 V.                       Fig. 48c: Plot of R(x) evolution with 𝑉𝑎𝑝𝑝 = 20.0 V. 
The maximum values of 𝑛(𝑥) and 𝑝(𝑥) were obtained for 𝑡 = 2 ms (fig. 49a), and the highest value 
of 𝜌(𝑥) was registered for 𝑡 ≈ 40 ms (fig. 49b). 
𝑅+ ≈ 1.05 × 10
6 𝑚−3𝑠−1 
𝑅− ≈ −1.75 × 10
6 𝑚−3𝑠−1 
𝑅+ ≈ 2.05 × 10
7 𝑚−3𝑠−1 
𝑅− ≈ −2.05 × 10
7 𝑚−3𝑠−1 
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Fig. 49a: 𝑛(𝑥), 𝑝(𝑥) and 𝜌(𝑥) plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 2 ms.       Fig. 49b: 𝑛(𝑥), 𝑝(𝑥) and 𝜌(𝑥) plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 40 ms. 
It is possible to verify some variations between 𝑡 ≈ 100 ms and 𝑡 ≈ 140 ms. The equilibrium form of 
𝑛(𝑥) and 𝑝(𝑥) is represented below.  
                  
         Fig. 50a: 𝑛(𝑥), 𝑝(𝑥) and 𝜌(𝑥) plot for 𝑉𝑎𝑝𝑝 = 0.0 V.                                    Fig. 50b: 𝑛(𝑥), 𝑝(𝑥) and 𝜌(𝑥) plot for 𝑉𝑎𝑝𝑝 = 20.0 V. 
Once again, just as the previous analysis, the concentration of electrons and positive ions 
represented in fig. 50a and fig 50b, are similar to the data from fig. 40a and fig. 40b. The maximum 
oscillation of  𝑛(𝑥) and 𝑝(𝑥) in this case is ~ 0.9 % and 12 %.   
The maximum values of current densities obtained were as follows: 
 𝐽𝑡(𝑥) ≈ ± 7800 pA.𝑚
−2 for 𝑡 = 1 ms (fig. 51a); 
 𝐽𝑛(𝑥) ≈ ± 8000 pA.𝑚
−2 for 𝑡 = 2 ms (fig. 51b); 
 𝐽𝑑(𝑥) ≈ ± 8000 pA.𝑚
−2 for 𝑡 = 3 ms (fig. 52a); 
 𝐽𝑛,𝑑(𝑥) ≈ ± 16.5 pA.𝑚
−2 for 𝑡 = 110 ms (fig. 52b). 
 
𝑛, 𝑝 ≈ 1.3 × 1015 𝑚−3 𝜌+ ≈ 1.2 × 10
10 𝑚−3 
𝜌− ≈ −1.9 × 10
10 𝑚−3 
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   Fig. 51a: Current densities plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 1 ms.             Fig. 51b: Current densities plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 2 ms. 
                     
   Fig. 52a: Current densities plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 3 ms.          Fig. 52b: Current densities plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 110 ms. 
The current density of positive ions exhibits much lower values when compared to the other 
components of the current densities. 𝐽𝑡(𝑥) reaches the highest value for 𝑡 = 1 ms and after that event 
it decreases. 𝐽𝑛(𝑥) and 𝐽𝑑(𝑥), present the same behavior of the last sections. After they reach the 
initial maximum peak (𝑡 = 3 ms), occurs a decrease in value and it is possible to observe current 
reversing polarity at 𝑡 ≈ 60 ms (fig. 53). We can see a new increase in value till they reach a local 
maximum at 𝑡 ≈ 110 ms (fig. 52b). Then 𝐽𝑛(𝑥) and 𝐽𝑑(𝑥) decrease to values close to zero, on 
approach to equilibrium state.  
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Fig. 53: Current densities plot for 𝑉𝑎𝑝𝑝 = 0.0 V and 𝑡 = 60 ms. 
From fig. 54, we can see the same type of graph as the previous three subchapters. The function 
that approximates the 𝐼(𝑉𝑎𝑝𝑝) graph, for values of 𝑉𝑎𝑝𝑝 ≥ 3.0 V is represented by 𝐼 = 1.58 ×
10−10𝑉𝑎𝑝𝑝 + 1 × 10
−11 (A) (red line), with a linear correlation factor equal to 0.99997. It is very similar 
to the values obtained in fig. 34, reaching 1.61 × 10−9 A for 𝑉𝑎𝑝𝑝 = 10 V.  
 
Fig. 54: 𝐼(𝑉𝑎𝑝𝑝) plot. 
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4.2. Variable applied potential 
With the implemented code, there is also the possibility of setting the applied potential variable in 




 ~ 6.4 ms 
≫ ∆𝑡. The results above mentioned were simulated with 𝐺𝑒 as the generation rate function, defined 
in section 4.1.5. 
In fig. 55a, we have the current evolution during 0.5 s of simulation time. It is possible to see that the 
maximum current is obtained in the beginning of the experience, for t = 2 ms (fig. 55b). After the 
transient effect, the oscillation of current follows the potential oscillation with an amplitude that is an 
increasing function of 𝐴𝑉. If we used a cosine function instead, the value of current for 𝑡 = 0.0 s 
would be nonzero. 
                   
                  Fig. 55a: 𝐼(𝑡) plot for 𝑉(𝑡) = 5 sin (50𝜋𝑡).                                               Fig. 55b: 𝐼(𝑡) zoomed plot for 𝑉(𝑡) = 5 sin (50𝜋𝑡).      
We can see in fig. 56 the variation of current with V(t). It is possible to confirm that the maximum 
value of current is obtained at the beginning of the simulation (t = 2 ms). The maximum mismatch 
between current oscillation and potential oscillation is ~ 1.83 × 10−10 A which corresponds to a 
maximum oscillation of ~27%. After ~17 ms of simulation time, the values of current approach the 
equilibrium behavior.  
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Fig. 56: 𝐼(𝑉𝑡) for 𝑉(𝑡) = 5 sin (50𝜋𝑡). 
We have made also simulations for different values of applied potential bias, 𝑉0 ∈ [0, 50] V, with 
fixed values of 𝐴𝑉 = 5 V and w = 50 𝜋 𝑟𝑎𝑑. 𝑠
−1. The results for the 𝐼(𝑉0) curve are shown in fig. 57a. 
It is possible to observe similarities when compared to the 𝐼(𝑉) plots from the previous subchapter 
4.1. We verified a linear increase with slope 1.59 × 10−10 A.𝑉−1 and a linear correlation factor equal 
to 1.0.  
 
Fig. 57a: 𝐼(𝑉0) for 𝑉(𝑡) = 𝑉0 + 5 sin (50𝜋𝑡). 
From fig. 57b, we can see the I(𝐴𝑉) curve for different values of amplitude, 𝐴𝑉 ∈ [0, 10] V, with fixed 
values of 𝑉0 = 0 V and w = 50 𝜋 𝑟𝑎𝑑. 𝑠
−1. In fig. 57c, it is represented the I(w) plot which consider a 
variable value of angular frequency, w∈ [0, 100𝜋] 𝑟𝑎𝑑. 𝑠−1 with fixed values of 𝑉0 = 0 V and 𝐴𝑉 = 5 
V. We also verified a linear increase for the first case with slope 1.61 × 10−10 A.𝑉−1 and a degree of 
correlation equal to 1.0.  
Numer ica l  s imula t ion o f  e l ec t r i ca l  t ranspor t  in  rocks  under  mechanica l  ac t ion               F C U P  | 47                                                    
 
 




Fig. 57b: 𝐼(𝑉0) for 𝑉(𝑡) = 𝐴𝑉 sin (50𝜋𝑡). 
The simulation performed with variable w presented a small curvature (fig. 57c), however, for values 
of w≥ 70𝜋, we registered a slope of 5.77 × 10−10 A.𝑉−1 (red line) and linear correlation factor equal 
to 0.99997. 
 





Numer ica l  s imula t ion o f  e l ec t r i ca l  t ranspor t  in  rocks  under  mechanica l  ac t ion               F C U P  | 49                                                    
 
 





Considering the fact that the n-p recombination time was equal to 5.0 s, we set a simulation time of 
𝑡𝑒𝑥𝑝 = 0.25 s. However we realized that almost all the changes happened in the first moments of the 
simulation. The duration of the charge generation events is much shorter than the n-p recombination 
time. After the charge generation event occurs, there is only recombination until the total charge 
density vanishes in all the lattice nodes.  
The maximum value of current, occurs for a time of the order of the event duration. So the calculation 
of 𝐼(𝑉𝑎𝑝𝑝) was possible to be simulated with a much higher value of iterations (10 000), and in a 
shorter time range, without spending too much simulation time. In section 4.1.1, we choose a higher 
value of iterations (1000 iterations) and a larger time of experience (𝑡𝑒𝑥𝑝 = 1.0 s), in order to better 
observe the graphs. 
From sections 4.1.2 to 4.1.5, it is possible to see that the maximum values of potential and electric 
field occur for the same time, and the maximum values of n(x), p(x), 𝐽𝑛(𝑥) and 𝐽𝑑(𝑥), also occur for 
the same time. In section 4.1.1, the maximum value of potential was reached for t ~ 60 ms and the 
maximum values of electric field were obtained for t ~ 40 ms. 
Considering all the simulations performed, we could see that the total current density and the 
generation rate registered the same behavior. They both reached maximum values in the beginning 
of the simulation and then decreased their value approaching to zero, presenting the generation rate 
a faster convergence to that value. The concentrations of positive ions and electrons started with 
maximum values in the beginning of the simulation (t ~ 5ms) and then decreased its value. It is 
possible to verify that between t ~ 100 ms and t ~ 150 ms occur some changes in both curves. The 
ion current density presents the lowest values of the 3 components of total current density, as 
expected and the values of 𝐽𝑛(𝑥) and 𝐽𝑑(𝑥), after reaching a peak in the initial moments of the 
simulation, it is possible to see a decrease in both values and for t ~ 60 ms (currents reverse polarity) 
a new increase is observed, which can be related with the time when the maximum values of 
potential were obtained. A local maximum is registered for both components for t ~100 ms and finally 
they decrease, fading away to equilibrium state. 𝐽𝑛(𝑥) and 𝐽𝑑(𝑥) presented the same behavior in all 
simulations registering similar values. 
The 𝐼(𝑉𝑎𝑝𝑝) plots from sections 4.1.2 and 4.1.5 where all similar, showing a linear increase with a 
small curvature for lower values of Vapp, only presenting some differences in the values obtained, 
due to the effects of the respective generation rate functions. We can compare these results with the 
Numer ica l  s imula t ion o f  e l ec t r i ca l  t ranspor t  in  rocks  under  mechanica l  ac t ion               F C U P  | 50                                                    
 
 
Chapte r  5  
 
experimental results obtained by F. T. Freund with a dry gabbro sample [27] (fig. 58). In section 
4.1.1, the I(V) curve also increases linearly, except for the fact that for low values of Vapp, there is 
no curvature.  
 
Fig. 58: Experimental 𝐼(𝑉) plot of a dry gabbro sample [27]. 
In section 4.1, it was verified the decrease of the values of recombination rate, and concentration of 
electrons and positive ions over time, in all cases, as expected from what was mentioned above. 
The values of 𝑉𝑎𝑝𝑝, were also directly related with the oscillation of values of 𝑅(𝑥), 𝑛(𝑥) and 𝑝(𝑥). In 
sections 4.1.2 and 4.1.4 (𝐺𝑏 and 𝐺𝑑 functions respectively), we registered the highest values for 
maximum variation of 𝑅(𝑥), 𝑛(𝑥) and 𝑝(𝑥), and in section 4.1.1 (𝐺𝑎 function) we obtained the lowest 
results.  
In chapter 4.2, we observed the effects in current, due to variations of angular frequency, bias and 
amplitude. The bias influences the value of current registered, the amplitude is associated with 
oscillations of current and angular frequency is related with the number of cycles of current registered 
within the simulation time. We used equation 25 and we could infer that the type of 𝐼(𝑉) curve is 
equal to the other examples in chapter 4. The maximum values of current were obtained once again 
in the initial moments of the simulation. The use of a cosine function implies a nonzero value for 𝑡 = 
0.0 s.  
All I(V) plots presented a ohmic behavior, except for lower values of applied potential in the cases 
where was a visible curvature. It can be compared to a n-p-n bipolar junction curve. 
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Chapter 6 
Conclusions and further work 
 
In this dissertation, it was presented a model capable of simulating numerically electrical transport 
in rocks under mechanical action. Some simulations were performed using five different types of 
generation functions capable of describing different phenomena and/or simulation regimes. We 
could infer that generation function 𝐺𝑎 required more work in order to determine 𝑅(𝑥), 𝑛(𝑥) and 𝑝(𝑥), 
as well the 𝐼(𝑉) plot. It would require a smaller lattice spacing, in order to see with more detail the 
concentration of positive ions and electrons, and the recombination rate.  
Some comparisons were initially performed with different values of iterations. When we set the value 
𝜏𝑛𝑝 = 1.0 𝑠 the differences were substantial. However with 𝜏𝑛𝑝 = 5.0 𝑠, the differences can be 
considered  negligible. 
During the charge generation phase, we could see that a positive potential barrier and n-p-n bipolar 
junction is formed and grows in the deformation region. We could also see that currents reversed 
polarity.  
During the charge recombination phase, electrical signals decrease on approach to electrical 
equilibrium. 
The effects in current, due to variations of angular frequency, bias and amplitude were analyzed in 
section 4.2.  
It was also possible to verify the validity of the results in comparison with an experimental I(V) curve 
obtained with a sample of a dry Gabbro.  
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