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1. INTRODUCTION 
Let GL(n, p) denote the general linear group over the prime field Fp, and 
let Sd denote the right GL(n, p)-module consisting of all homogeneous 
polynomials of degree d in n variables x1, x2, . . . . x, over F,. We wish to 
determine the simple composition factors of Sd. Unfortunately, satisfactory 
models for all the simple GL(n, p) modules themselves are not known. 
There are p”- ‘(p - 1) of these simple modules, up to isomorphism, and all 
of them are known to occur in the symmetric algebra S= CF Sd. The 
general problem is therefore a very difficult one in our present state of 
knowledge. 
The purpose of this paper is to offer a solution to this problem in the 
case n = 3. This extends the work of David Carlisle, who calculated in his 
Manchester thesis [2] the occurrences of all the l-dimensional modules, 
and developed a method for dealing with the general case. 
Let us begin with some general remarks about the problem. The case 
n = 1 is trivial, as S d= detd, the dth power of the determinant representa- 
tion. The case n = 2 is also easily disposed of, for instance, by Glover [9]; 
the simple modules are the tensor products of the Sd for d < p with powers 
of the determinant. For n > 1 and d > p the module S, is not simple. For 
example, the pth power Sf of the natural module is a proper submodule of 
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S,, and, more generally, if d = kp + 1, where 0 d I < p - 1, then SkpS, is a 
submodule of Sd, which is proper for n > 3 since it does not contain the 
monomial x~~~.x~ ‘x3. 
A model for the complete set of simple GL(n, p)-modules has been con- 
structed by Green [lo] as follows. Let K be an infinite field of charac- 
teristic p, and let G = GL(n, K). Then we have the G-modules W(a) (dual 
Weyl module) and F(a) (simple module) associated with each finite 
monotone decreasing sequence of non-negative integers do = (ai, CQ, . . . . 01,). 
For example, if a = (d, 0, 0, . ..) = (d), then W(a) = S,, and if a = (1, 1, . . . . 1) 
(d l’s) then W(a) = A(d), the dth exterior power of the natural module for 
G. Further, W(a) has a unique simple submodule isomorphic to F(a), and 
all simple G-modules are obtained in this way. We observe that all the 
modules W(a) (and their simple submodules F(a)) may be extended to 
modules over the full matrix semigroup M(n, K). For this, we note that 
Green constructs the dual Weyl modules within the space of polynomial 
functions on G, and we regard these as functions on M(n, K). Further, it 
is clear that formal identities between symmetric functions, such as may 
be found in [20, Sect. 11, give relations between the simple composition 
factors of these M(n, K) modules in the same way as for GL(n, Q-modules. 
In particular, the effect of tensoring a Weyl module with a power of the 
determinant representation is given by W(a) E W(a - (i, i, . . . . i)) @ det’, for 
0 < i < a,, and similarly for the F(a). 
By restricting the scalars to the prime subfield FP of K, the modules W(a) 
and F(a) give GL(n, p)-modules, for which we use the same notation. A 
suitable subset of the modules F(a) yields a complete set of isomorphism 
types of simple GL(n, p)-modules. Specifically, a sequence a is called 
p-restricted if 0 < a, - a i + , d p - 1 for all i>O, and the set of p”-‘(p- 1) 
p-restricted sequences with a, < p - 1 parametrise the simple modules for 
GL(n, p). The same construction can be used to give complete sets of 
simple modules for SL(n, p) and the full matrix semigroup M(n, p). For 
SL(n, p) we obtain a complete set of simple modules by restricting the 
action of GL(n, p) on the modules F(a) for sequences with a,, = 0. The case 
of M(n, p) is discussed in [13], where it is shown that the action of 
GL(n, p) on the full set of p” modules F(a) for p-restricted a may be 
extended to an action of M(n, p) in such a way that a complete set of 
simple M(n, p)-modules is obtained. 
In particular, it should be noted that the det*-’ representation and the 
det’ (trivial) representation differ for M(n, p), although both restrict to the 
trivial module for GL(n, p). The general problem of determining the simple 
composition factors of the Weyl modules W(a) in any of the situations 
considered above seems to be very difficult. However, the decomposition 
of W(a) for p-restricted a is well known for the first non-trivial case, which 
is n = 3. Following [2], we give details of this in Proposition 2.11 
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below. (The corresponding facts for the case n =4 may be derived from 
CW) 
The method of solution of our problem given by Carlisle [2] for n = 3 
may be described as follows. General results using Brauer characters are 
first used to reduce the problem of computing the GL(n, p) composition 
factors of Sd for all d to the same problem for d < ( p” - 1 )/( p - 1) - n. (See 
[4, Sect. 23; the essentials are given in Section 3 below.) Specialising to 
n = 3, a number of relations between Weyl modules are obtained in the 
representation ring of GL(3, p). These are used to set up an inductive 
procedure which determines S, in the required range. 
Here this inductive argument is replaced by a study of certain tensor 
products in Section 2. Our problem is reduced to one about tensor 
products by the following theorem of Carlisle and Kuhn, and it may also 
be derived from the work of Krop [18, Part I, Theorem 2.3.21. 
PROPOSITION 1.1 [3, Prop. 2.2(3)]. The module Sd has the same 
irreducible composition factors as the direct sum 
@ TI= @ Ti,O Ti,O ... 0 Tis, 
I I 
where T=S/(xf,x,P ,..., x,“) and Ti=TnSi, O<i<n(p-1), and the 
summation is over all sequences Z= (iI, i2, . . . . i,) such that i, + pi2 + ... + 
P ‘-‘is=d, 
The main work in this paper is therefore the calculation of certain tensor 
products of the modules T,. The starting point for this is the following 
result of Carlisle and Kuhn, for which we give an independent proof based 
on the methods of [6,7]. 
PROPOSITION 1.2[18, Prop. 4.1; 3, Th. 6.11. Each Ti is a simple module 
for M(n, p), GL(n, p), or SL(n, p). Zf we write i= k(p- 1) + 1 with 
O<k<n andO<l<p-1, then TigF(;(Bi), where pi is the sequence (p-l, 
p - 1, . ..) p-l, 1) (k termsequal top-l). 
Proof By a theorem of Curtis [S], the result follows from the corre- 
sponding result for the algebraic group G = GL(n, F,,), since the sequence 
/Ii is p-restricted. To prove the result for G, we first observe that the weight 
subspaces of Ti are the l-dimensional Fp vector spaces generated by the 
monomials which occur in Ti. Thus the highest weight space is generated 
by x;-‘xp--I p-l I 2 “‘Xk xk + 1. Every submodule of Ti must contain a weight 
vector, and hence a monomial. But all the monomials in Ti have the same 
“carry pattern” (see [7]), i.e., the same digits are carried when the 
exponents are added to give the sum i in base p arithmetic. The result is 
now clear from the arguments given in [7]. 
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Our point of view is that the ri provide satisfactory models for these 
particular simple modules. For example, their dimensions and characters 
can be effectively computed. We try to construct models for the remaining 
simple modules by decomposing tensor products of the T,. In the case 
n = 3, it suffices to decompose the products T,Q T,, and we obtain the 
required simple modules as kernels of certain module maps 
which we now describe. There are M(n, p)-module maps 
4i.j: SiQSj+Sif1QSj-1 
ei,j:SiQSj-+Si-loSj+l 
given by 
di,j(UQV)= f ux,cQ-, 
k=l 
it 
k 
Bi,j(uQv)=k~l$Qtx,. 
k 
These formulae are closely related to the “polarization” of a polynomial 
[21, p. 5, formula (1.6)], 1 a so known in classical invariant theory as 
“Aronhold’s process.” (See, for example, “Encyclopldie der Mathe- 
matischen Wissenschaften,” Band I, p. 366, Teubner, Leipzig, 1898-1904.) 
In their present form, the maps have been used by Krop [ 18, Part I, 
p. 406 J and Akin [ 1, p. 2141. They factor to give ci, j and a corresponding 
map gi, j defined on TiQ Tj. Our analysis of TiQ Tj is simplified by the 
following key observation. 
PROPOSITION 2.7. The maps bi,j and 4, j are surjective when i > j - 1 and 
i<p. 
This range of values ofj is sufficient for our purpose. Because the tensor 
product of modules is commutative up to isomorphism, we need only con- 
sider monotone decreasing sequences Z= (i, j, . ..). Now j> p implies 
d=i+pj+ ... 2 p + p*, while, as remarked above, it suffices when n = 3 to 
analyse Sd for d < ( p3 - 1 )/( p - 1) - 3 = p* + p - 2. Thus the problem is 
reduced to that of determining the simple composition factors of Ker $i,j 
for j < p. This work is carried out in Theorem 2.12, our main result, and is 
applied in Section 3 to the analysis of the polynomial modules S,. 
In trying to extend the methods of the present paper to GL(n, p) where 
n > 3, a number of difficulties arise. First, there is a “labelling problem”: we 
wish to attach a label Z= (iI, i,, . . . . is) to each simple module F(U), in such 
a way that F(E) appears in the kernel of a module map defined on the ten- 
sor product T, using a suitable combination of the maps $i,j and Bi,j. 
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Second, there is the problem of proving that these models do in fact realize 
a complete set of simple modules-a notoriously difficult matter. However, 
we hope that our results may stimulate others to seek models for the simple 
modules, as polynomial modules or otherwise, which are more accessible 
than the models derived from the Weyl modules. 
2. OPERATORS ON TENSOR PRODUCTS OF POLYNOMIAL MODULES 
Our main sources for this section are the work of Krop [ 18, Part I, 
Sect. 43 and of Carlisle and Kuhn [3, Sects. 2 and 31. We fix a positive 
integer n and a prime p, and as in Section 1 we write S= FJx,, x2, . . . . x,]. 
We have an isomorphism of algebras 
SOS-+ FJX,, . . . . X,, Y,, . . . . Y,] (2.1) 
under which xi@ 1 corresponds to Xi and 18 xi to Yi, 1 < i < n. Since 
(xi@l)“=xp@l and (l@xJp=l@xp, the ideal (X{ ,..., X,P, Yp ,..., Y,P) 
corresponds to I@ S + S@ Z under this isomorphism, where I= (xf, . . . . x,“). 
Thus we have an isomorphism of truncated polynomial algebras 
TO T+I;,L-X,, . . . . X,,, Y,, . . . . Y,]/(xf, . . . . x,p, rf, . . . . Y,P), 
where T= S/Z. Under these isomorphisms, linear substitution in the 
variables x1, . . . . x, by a matrix A E M(n, p) corresponds to linear substitu- 
tion in the variables X,, . . . . X,,, Y,, . . . . Y, by the matrix 
This action of M(n, p) obviously commutes with the action of M(2, p) by 
linear substitutions 
where Z, is the n x n identity matrix. 
By considering reduction to row-echelon form, it is easy to see that 
M(2, p) is generated as a multiplicative semigroup by the set 
416 
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M= 1 1 ( > 0 1’ 
so that M acts on FJX,, . . . . X,, Y,, . . . . Y,] by M(X,) = X,+ Yi, 
M( Y;) = Yi, 1 < i 6 n. The action of A4 on a typical monomial is given by 
M(X’1 . ..Jpy.‘l... yj, 
= (X, + Y,)h . . . (x, + y,)hyF . . . yj 
z& (iI) . ..(.) )$‘-“I . ..xfknyp+kl... y?+kn. (2.2) 
. . 
Thus, if we bigrade F,[X, , . . . . X,, Y, , . . . . Y,] by the total degree 
i=i,+ . . . + i, in the X’s and the total degree j = j, + . . . + j,, in the Y’s, 
M can be written as a sum of linear maps M,, k >, 0, from polynomials of 
of bidegree (i-k, j+ k). Here 
Yk) is the sum of the terms with k=k,+ . . . +k,. 
is the identity map and MI is the map 
M,(iQ . ..py.‘l... y2, 
= $Toj i,Xq . ..X.-’ . ..x$y{l... ,!,+I . . . yj. (2.3) 
, 
PROPOSITION 2.1. For k 2 1, the k-fold composition M$kJ = M, o . . . o 
M, = k! Mk. In particular, Mip) = 0. 
Proof: By direct calculation from (2.3), we have 
M\k’(XI . ..pyi’... y$) 
c ( 
k = i, . . . (il - kl + 1) . . . i, 
Ohk,<.i, k, . ..k. > 
k,f +kn=k 
. ..x$-k.yp+h . . . yfi+kn. 
The result follows by comparison with (2.2). 
(i,-k,+ l)X$-kl 
We may thus write the operator M symbolically in the form 
M{k’ 
M= c M,= c -= 
k>O 
k20 k !  expM1’ 
where M\‘) is the identity map. Note that the sum terminates at k = i when 
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A4 is evaluated on a monomial of total degree i in Xi, . . . . X,, and if 
i=i,+ ... +i, then 
Mi(Xy . ..xkyf . . . yfi)= yp+il... y./+ifl. (2.4) 
We now translate these observations into terms of S@ S using the algebra 
isomorphism (2.1), and write 8: S @S + S @ S for the linear operator 
which corresponds to Mr. For monomials u =x1 . . . xt, v = x(l . . . xi, (2.3) 
may be conveniently written as 
(2.5) 
We now fix i=i, + . ..i., and j=jl + ... +j,, and write 
ei,i:siQsj+si-lQsj,l 
for the restriction of 8 to Si@ Sj. By (2.5) and Proposition 2.1, the i-fold 
composition 
v: siQsj+s,Qsi+jEsi+j 
is the map u@uwi! uu. 
We may repeat the above discussion beginning with the matrix 
1 0 
( > 11’ 
which acts on FJX, , . . . . X,, Y, , . . . . Y,,] by Xi H Xi, Yi H Xi + Yi. Clearly, 
this leads to a linear operator 
(2.6) 
which restricts in the same way to 
for each i20 and ja0. 
Note that Proposition 2.1 implies that the p-fold compositions 0(P) and 
p) are zero. 
PROPOSITION 2.2. [ 18, Part I, Sect. 4, Lemma 1.23. The maps 8, j and 
q5i, j are homomorphisms of M(n, p)-modules. 
Proof: This is clear from the preceding discussion: it may, of course, 
also be verified directly, as in [18]. 
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Under the action of the matrix M on F,[X,, . . . . X,, Y,, . . . . Y,], the ideal 
(Xf, . ..) x,p, rp, . ..) Y,p) 
is mapped to itself. This is clear since M(XP)= (X, + Y,)p =Xp+ Yp and 
M( Y[) = Yp. Hence A4 induces a linear operator on the truncated polyno- 
mial algebra 
FJX,, . ..) x,, Y,) . . . . Y,]/(Ay, . ..) x,p, Yf, . ..) Y,“). 
Formulae (2.2) and (2.3) and Proposition 2.1 remain valid in this context, 
if we make the restrictions j, + k, -C p for all r in (2.2) and k < p in Proposi- 
tion 2.1. We write 
for the maps induced by 8, j and I$~, j on these quotients. 
Remark 2.3. Obviously, we may interchange the operators 8 and C$ by 
swapping the factors in the tensor products, i.e., the diagram 
siOsj A Si,,QSj-, 
T 
I I 
r 
sjOsi A Sjp,QSi+, 
is commutative, where r(u 0 u) = u 0 u. 
The following observation is fundamental to our study of the operators 
8 and 4. Recall [ 1 l] that s&(p) is the 3-dimensional p-restricted Lie 
algebra over FP consisting of the trace zero endomorphisms of Fi with the 
usual pth power map. We shall use the matrices 
as a standard basis of sZ,(p); they satisfy the (defining) relations 
[h, x] =2x, [h, y] = -2y, [x,y] = h. 
PROPOSITION 2.4. The assignment XH 8, ye q5 defines a p-restricted 
representation of sl,( p) on SQ S, in which Si@ Sj lies in the weight space of 
weight j- i (mod p). 
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Proof. Let UE Si, v E Sj. A straightforward calculation using Euler’s 
formula for a homogeneous polynomialf 
shows that [&~](u@v)=(j-i)(u@v), where [0,$]=0o&~$oe. Thus 
h corresponds to the linear operator on SOS which multiplies a 
homogeneous element u Q v E Si@ S, by j- i, and it is now easy to check 
that the operators 8 and 4 satisfy the required defining relations. 
We have therefore defined, for each integer d30, a finite-dimensional 
representation V(n, d) of s/,(p) on (S@S),=Ci+j=dSi@Sj. It is easy to 
verify (cf. [ 11, Sect. 7, Ex. 4, 5) that the modules V( 1, d), 0 <d< p - 1, are 
irreducible. They are known to form a complete set of simple p-restricted 
s/,(p)-modules. We write F[d] for F(l, d) in these cases; thus F[d] has 
dimension d+ 1 and weights -d, -d+ 2, . . . . d- 2, d (mod p). 
Using Proposition 2.4, we can determine the simple d,(p) composition 
factors of all the modules V(n, d). Of course, we do not have complete 
reducibility, so this does not determine the isomorphism class of V(n, d). 
EXAMPLE 2.5. For p = 5, the simple modules, with their associated 
weights, may be listed schematically as follows. 
WI 
0 
FL11 o-----0 
1 -1 
WI o-----o----0 
2 0 -2 
FC31 0 ----- ~------~---------~ 
-2 1 -1 2 
F[4’ -1 2 0 -2 1 
O-----O-----~-----~----~ 
For d = 5, the operators 6’ and C$ on (SO S), map the weight spaces as 
shown below. 
The weights of the six terms here are 0, -2, 1, - 1, 2, 0 (mod 5). By 
working along the sequence from one end, we see that the only simple 
modules that can occur are F[O], F[ 11, and F[3], placed as indicated: 
481/147/2-l I 
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thus for n = 2, for example, (SO S) 5z 12F[O] +2F[l] + lOF[3]. (As in 
[3], we use z to mean that two modules have the same irreducible com- 
position factors.) Note that the + l- and - l-weight spaces are mapped 
isomorphically to each other by 8 and 4 in each of the composition factors, 
and hence these maps are isomorphisms between S2 0 S, and S3 0 S,. We 
use this observation in the proof of the next result. 
PROPOSITION 2.6. For 1~ j<p, the map ~i~,.j:Sj~,OSj-SjOSj~, 
is an isomorphism. 
(Of course, by Remark 2.3, O,, j- i is also an isomorphism.) 
Proof. Assume p is odd (since the statement is trivial for p = 2) and 
consider the + l- and - l-weight spaces in the simple sZ,(p) modules 
F[d], 0 6 d d p - 1. For d odd, these are l-dimensional and are mapped 
to each other isomorphically by the elements x and y of sl,( p). For d even, 
the only occurrence of these weights is in F[ p - 11, where they are the 
extremal weights. Now, if some vector in Sj@ SipI is a minimal vector for 
a composition factor V isomorphic to F[ p - 11, then a maximal vector for 
V must lie in S,+,-i @ S,_, . Hence such a V cannot occur if j < p, and 
we may conclude that S,-, @ Sj and Sj @ S,-, must be direct sums of 
l-dimensional weight spaces for composition factors isomorphic to F[d] 
with d odd, Thus they are mapped to each other isomorphically in each 
such composition factor, and hence in the whole sZ,(p) module 
NW,,-,. 
This leads to the following result, first proved by L. Krop [ 18, Part 1, 
Sect. 4, Lemma 1.51. 
PROPOSITION 2.7. The maps di,j and ci,j are surjective for i> j- 1 and 
l<j<p. 
Proof: This follows by induction on i from the obvious property 
~(x,uQv)=(x~Q1)~(~Qv). 
Let us assume as induction hypothesis that 
is surjective. By Proposition 2.6 this is true when i = j. It is sufficient to 
show that the image of di,, contains all products m, Omz, where m, and 
m2 are monomials in xi, x2, . . . . x, of total degrees i+ 1 and j- 1, respec- 
tively. 
Choose k so that m, =xkm’,, where m’, is a monomial in Si. Then by 
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the induction hypothesis we have rn; @m, = q5(&1,u,@ vI), where the 
summation is finite and, for each t, a, E F,, U, E Si- , and u, E Sj. Hence 
m,@m,=x,m;Qm, 
= (xk 0 1 )(mi 0 m2) 
=(xkQl)4(~a,u.Q~,) 
=I(1 a,xku,Q 0, 
f > 
e Im di,i. 
Hence di, j is surjective. The surjectivity of Jj, j now follows at once from the 
commutative diagram 
SiQSjA si+lOsj-l 
where rci: Si -+ Ti is the projection on the quotient. 
Remark 2.8. Krop [ 18, Part 1, Sect. 4, Lemma 1.51 has shown that 
under the hypotheses of Proposition 2.7 the reverse map oi+ ,,j- i: Ti+, 0 
Tj-1 + Ti@ Tj is injective. (Of course, the corresponding result is false for 
ei+l,j-19 since B(xpQ 1) = 0.) This follows from Proposition 2.7 by 
transpose duality: with a suitable identification of Ti with its transpose dual 
for each i, Bi+ ,,j-, is the transpose dual of ii, j. (See [S, Lemma 6.31.) This 
fact, which gives further insight into the structure of the modules Ti@ Tj, 
will not be needed in the present work. 
We next consider the kernel of the operator 4i,j in the range covered by 
Proposition 2.7. By Proposition 2.2, Ker c$;, j is an M(n, p)-module. 
PROPOSITION 2.9. Let i aj and 1 < j < p. Then Ker di, j E W(i, j) as 
M(n, p)-modules. 
Proof: Let K be an infinite field of characteristic p. We prove the result 
first over K using the methods of [lo]. Green defines the dual Weyl 
module W(a) by giving a set of “bideterminants” which form a basis over 
K. We may interpret these bideterminants as elements of SQ ... Q S (n 
factors), by identifying the coordinate functions c,, (Green’s notation) with 
10 ... Qx,Q . . . 1, where x, appears in the 0th position. This defines an 
isomorphism of M(n, K) modules between Green’s coalgebra A,(n) and 
SC3 . . . Q S (n factors). 
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In the case M = (i, j), W(i, j) has a spanning set 
n (x2@ 1) n (X,@X,-X,@X,)m,~,, 
l<p<n I <rr<r<n 
where the exponents satisfy C, mp = i-j, C,,, mo,r = j. It is straight- 
forward to check that these elements lie in Ker #i,i, and hence W(i, j) E 
Ker di,i. To show that equality holds, it suffices to check that W(i, j) 
and Ker di,] have the same formal character [lo, Sect. 21. Since Sj has 
the complete homogeneous symmetric function h, and W(i, j) the Schur 
function scbj) as formal character, this is simply the Jacobi-Trudi identity 
s~~,~) = hi/z, - hi+ i h,- , . Thus the required isomorphism holds over K, and 
hence by restriction it holds over Fp. 
Remark 2.10. By Remark 2.3, we may reformulate Propositions 2.6, 
2.7, and 2.9 in terms of the operator 8. Thus 8j,i and 0,, are surjective if 
i 2 j - 1 and j < p (bijective in the case i = j - 1 ), and Ker t?, i r W(i, j) for 
i>j, j<p. 
For the remainder of Section 2, we specialise to the case n = 3. Recall 
from Section 1 that a complete set of p2( p - 1) simple GL( 3, p)-modules is 
given by the set of all F(a), where CI = (i, j, k) runs through the p-restricted 
sequences with k < p - 1. Since F(i, j, k) g F(i - k, j-k) @ detk, it is suf- 
ficient to discuss the relation between F(a) and W(a) for the case k = 0: we 
write (i, j) for (i, j, 0). 
From completeness, we give a proof of the following well-known result. 
PROPOSITION 2.11. Let c1= (i, j) be a p-restricted sequence, i.e., 
O<i-j<p-1, O<j<p-1. Then W(cc)=F(cr) if i<p-2, or if 
i-j=p-1, or if j= p- 1, and otherwise W(a)/F(a) z F(/3), where 
B=(p-2, j, i-p+2). 
Proof: Everything here is determined by the “strong linkage principle” 
(see, for example, [ 17, Part II, Prop. 6.131) except the multiplicity 
m = m(i, j) of W(p) as a composition factor of W(a) in the cases listed, 
namely i>p-2, O<j<p-1, Oci-j<p-1. From Theorem2.12 
(Case (iii)) below (which does not depend on Proposition 2.11) we have 
m(i, j) > 1 in all these cases. Thus it remains to prove that m(i, j) < 1, and 
for this we follow [2, p. 601. Young’s rule [14, p. 881 gives 
W(i, j)O W(l)= W(i+ 1, j)+ W(i, j+ l)+ W(i, j, 1). (2.7) 
If W(i, j) has m(i, j) composition factors isomorphic to W( p - 2, j, 
i-p + 2), then (applying the rule again) the left hand side of (2.7) has at 
least m(i, j) composition factors isomorphic to W( p - 1, j, i - p + 2). Now 
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only the term W(i, j, 1) ( z W( i - 1, j - 1) 0 det ) on the right hand side of 
(2.7) can contain such composition factors. If i > p, W(i - 1, j - 1) has 
m(i-l,j-1)factorsisomorphicto W(p-2,j-l,i-p+l),soweobtain 
m(i,j)<m(i-1, j-l). On the other hand, ifi=p-1, then W(i-l,j-1) 
is itself a simple module, so the right hand side of (2.7) contains precisely 
one composition factor of the required type. Thus we obtain m( p - 1, j) = 1 
for 0 < j < p - 1, which completes the proof. 
The preceding result is most conveniently described in terms of the 
“alcove geometry” associated to the root system of X(3, p). (For readers 
unfamiliar with algebraic group theory, [ 121 is a good introduction to the 
ideas here, while [ 17, Part II, Chap. 63 is a standard reference.) Figure 1 
shows the p-restricted region, with its lattice points corresponding to the 
set of p* p-restricted sequences, for the case p = 5. Proposition 2.11 states 
that when CI is in the interior of the upper alcove I+‘(U) has a simple com- 
position factor indexed by 8, the lattice point in the lower alcove obtained 
by reflecting c1 in the alcove wall. 
The next result is our main objective in this section of the paper. Its first 
two subcases describe Ker ii,, for p-restricted sequences c( = (i, j). Figure 2 
shows the result in relation to the alcove geometry for the case p = 5. 
(2p-2,p-1) 
FIG. 1. The p-restricted region (p = 5). 
424 DOTY AND WALKER 
FIG. 2. Ker $,, and alcove geometry (p = 5). 
THEOREM 2.12. Let n = 3 and let j < p. Then 
(i) for O<j<i<p-2, Kerq4i,jz W(i, j) (E:F(i, j)); 
(ii) for O<i-j<p-l<i, Ker$i,jzfV(i,j)+W(j-f, i-p+l) 
OS,; 
(iii) for O<j-G-p+l<p-1, Ker~i,j~&‘(j+p-l,i-p+l) 
(EfV(j+p-1, i-p+l)=W(i,j)ifi-j=p-1); 
(iv) for 3p-3BiZ2p-2, Ker$I,isW(j+p-1,p-1,i-2p+2). 
Remark 2.13. Note that the four cases are disjoint. In terms of Fig. 2, 
case (iv) corresponds to two “alcoves” and the other three cases to one 
alcove each. We conjecture that in case (iii) the GL(n, p)-module Ker 4i, j 
is simple for all n > 2. 
Proof of Theorem 2.12. We take j < p and work with the commutative 
diagram 
SiQSjb”i si+~Osj-~ 
where all the modules may be taken over K or over F,. By Proposition 2.7, 
the maps here are surjective. 
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Case (i). This is merely a restatement of Proposition 2.9, since Si = Ti 
in this range. 
Cases (ii) and (iii). Since j < p, Proposition 2.9 and the diagram above 
enable us to write 
We can express these kernels in terms of tensor products using Proposi- 
tion 1.1. Using p - 1 < id 2p - 3, 
(To avoid separation of the cases i = p - 1 and j= 0, we interpret S I as 
the zero module.) Hence Ker(rc,@ 1) z Si-p@ Sj@ S, and Ker(n,+, @ 1) GZ 
Si- p+lQSi-lQsl. 
In Case (ii), i - j < p - 1. By Proposition 2.7, 
dj-l,i-p+l :Sj-IQSi-p+l’SjQSi-p 
is surjective with kernel W(j- 1, i-p + 1). Hence Ker(n,+, @ l)- 
Ker(rci@ l)% W(j-- 1, i-p+ l)@Si, which gives (ii). 
In Case (iii), suppose first that i-j = p - 1. Then Ker(rti@ 1) g 
Ker(lr,+,@ l), so Ker $i,jxKer q4i,j~ W(i,j). Now let i-j>p- 1 (so 
p > 2). By Proposition 2.7, 
is surjective with kernel W(i- p, j). Hence Ker(rc,@ 1) - Ker(rci+ i 0 1) z 
W(i - p, j) @ S, , so Ker ii, j z I%‘( i, j) - I%‘( i - p, j) @ S1. We can rewrite 
this tensor product using a formula of Macdonald [20, Sect. 1, Exercise 111 
(see Remark 2.15 below). Working over the infinite field K, we have 
W( i - p, j) @ Sip) z W(i,j)- W(j+p- 1, i-p+ 1) 
+ W(p-2, i-p+ 1, j+ l), 
where S(Ip) is the module obtained from Si by composing with the 
Frobenius pth power map on M(n, K). Since Sip) restricts to S1 over F,, 
it follows that over Fp 
KerqIi,j% W(j+p-1, i-p+ l)- W(p-2, i-p+ l,j+ 1). 
The left hand side is an “honest” module, hence W(j + p - 1, i - p + 1) is 
reducible, having a composition factor z W( p - 2, i - p + 1, j + 1). (This 
completes the promised proof of Proposition 2.11.) Using Proposition 2.11, 
we may now identify Ker $i, j as the simple module F(j + p - 1, i - p + 1). 
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Remark 2.14. Macdonald’s formula can also be used to give an alter- 
native statement in Case (ii), namely 
Ker $i,, 2 
if j<p-1 (sop>2), 
W(2p-2, i-p+ l), 
L if j=p-1. 
Case (iv) For i> 2p - 2, by Proposition 1.2, T, is irreducible and is 
isomorphic to W(p - 1, p - 1, i-2p + 2), the contragredient dual of 
T3p--3--r (rW(3p-3-i)). Thus 
Ker~i,jzTi@Sj-Ti+,@Sj-r 
z W(p- l,p- 1, i-2p+2)OS, 
- W(p- 1, p-l, i-2p+3)@Sj_,. 
These products are easily evaluated using Young’s rule. For W( p - 1, 
p - 1, i - 2p + 2) @ Sj we obtain the expansion 
W(j+p-l,p-l,i-2p+2)+W(j+p-2,p-l,i-2p+3)+ ... 
W(p-1, p- 1, i+j-2p+2), i+ j<3p-3, 
Fv(i+j-2p+2, p- 1, p-l), i+ j>3p-3. 
The expansion of the product W(p - 1, p - 1, i - 2p + 3) @ Sjp, yields the 
same terms with the exception of the first term. Thus 
as required. 
Remark 2.15. Macdonald’s formula expresses the product of a Schur 
function and a power sum in terms of Schur functions. Thus let sir denote 
the Schur function in the variables x1, x2, . . . . x, associated with the parti- 
tion p: this is the formal character of the Weyl module W(p). Let pI denote 
the rth power sum xi + x; + . . . + xi. Then 
s, pr = C ( _ l)height(l-~)~~,, 
where the summation is over all partitions A with A> p (in the usual partial 
ordering) such that I - p is a “border strip of length r” having height 
(A - p) + 1 non-empty rows. 
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EXAMPLE 2.16. To evaluate W(2, 1) @ W(l)(P) for the case p = 5, we 
add border strips of length 5 to the partition (2, 1). 
xx00000 xx000 xx0 
X x00 x00 
00 
Thus the formula gives 
W(2, 1)O W(1)(5)% W(7, 1) - W&3) + W3,3,2), 
and hence Ker 47, I z W(5,3) - W(3,3,2). 
3. POINCAR~ SERIES FOR M(3, P)-MODULES 
We begin by recalling some material from [4]. For each p-regular 
sequence LX with a, + I =0 there is an associated Poincare series 
cf(n)(t) = f md(a) t4 
d=O 
where md(C() is the number of occurrences of a composition factor 
isomorphic to F(a) in a composition series for Sd as a right M(n) 
( = M(n, p)) module. Similar series P&,(t), PiLCnj(f) are defined for 
p-regular sequences a indexing the simple G(n) (=GL.(n, p)) and SL(n, p)- 
modules. These series are rational functions; in particular, writing 
P,(t)=n;=, (1-V-l ), there are polynomials M,(a, t), G,(a, t) E Z[t] 
such that PLCnj(f) = M,(a, t)/P,(t) and P&)(r) = G,(a, t)/P,(t). As in [4], 
let w(n) denote the degree CIzo (pi- l)= ((p”” - l)/(p- l))- (n + 1) of 
P,(t). Then the degree of M,(a, t) is <w(n), and the degree of G,(a, t) is 
<w(n)-n. 
The main point of [4, Sect. 21 is that the series P&)(t) and P&,,(t) are 
determined completely when the composition factors of Sd (either as an 
M(n) or a G(n) module) are known for d d w(n - l), together with the 
Poincare series for M(n - 1). For the case n = 3, we need thus consider in 
detail only the Sd for d < (p - 1) + ( p2 - 1) = p2 + p - 2. This task is 
carried out in Proposition 3.3 in terms of the modules Ker ii, j of Section 2, 
and the rest of the work consists in applying the machinery of [4, Sect. 21 
to complete the computation of PLC3)(f) for each p-regular a. 
Our programme is carried through by means of certain auxiliary polyno- 
mials A,(a, t) defined in [4] for sequences a indexing the simple G(n)- 
modules. For computational purposes, it seems better to have a polynomial 
428 DOTYANDWALKER 
A,(z, t) for each simple M(n)-module F(a). The reader is warned that the 
definition here gives a different polynomial when a, = 0; the relation 
between the definitions is clarified below. 
Following [4], we define for each p-regular element gE GL(n, p) a 
polynomial A&t) E C[ t] by 
A,(t)=P,-,(t)(l-(det g),(p’~‘)‘(p~‘))x(S)(g). (3.1) 
Here x(S) = CT=0 x(S,) td, where x(S,) is the dth complete homogeneous 
symmetric function in the eigenvalues of g, which we regard as complex 
numbers in accordance with the usual conventions for Brauer characters. 
The point here is that A,(t) is actually a polynomial, of degree 2w(n - l), 
rather than a power series in t; see [4, Prop. 2.4(ii)]. In effect, (3.1) defines 
a (formal) graded module A = CrzO 2W’(n ~ ‘) A whose Brauer character is the 
function g++AJf). In [4], this is treated a; a GL(n, p)-module, but it may 
equally well be treated as an M(n, p)-module. Thus we shall write 
A,(t) = C W(a))(s) A,(a, t), 
1 
(3.2) 
where a indexes the simple M(n, p)-modules. The polynomial A,(a, t) is the 
same as in [4] for 16 a, Q p - 2, but for a, = 0 the A-polynomial of [4] 
is A,(a, f) + A,(aCPp l), t), where (as in [4]) the exponent indicates the 
tensor product with a power of the determinant representation; formally, 
a!‘)=a,+jfor ldi6n andjrzZ. 
The relation between the A- and M-polynomials is given by the 
following result (cf. [4, Props. 2.10 and 2.141). 
PROPOSITION 3.1. Let a be a p-restricted sequence with a,, + 1 = 0. Then 
(i) ifa,=O, A,(a, t)=M,-,(a, t), 
(ii) ifl<a,<p-1, 
p-l-1, 
MAa, t) = C t Mp”- lV(P- uA”(a(i), t), 
j= --a. 
where 
k= -j' 
{ 
if j<O, 
p--l-j, if j>O. 
Proof: (i) Multiply (3.1) by 1 - tPnp ’ and note that 
(l-z +‘I p,- l(t) x(S)(g) = p,(f) x(S)(g) = C xVTa)Ng) MAa t). 
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Now use (3.2) and equate coefficients of x(l;(a))(g). Since tl, = 0, there is 
no p-regular sequence b for which F(a) E F(b) @ det, so there is no con- 
tribution from the det g term in (3.1). Thus we obtain (1 - tP”- ‘) A,(cr, t) = 
M,(cr, t), and (i) now follows by [4, Proposition 2.71. 
(ii) The same method gives the further formulae (which can also be 
read off from the proof of [4, Proposition 2.141 using (i)) 
(1 - t+ ‘) A,(& t) 
i 
M,(tr, t) - P- l)‘(p- ‘4l4,(a(-‘), t), if 1 <a,<p-- 1, 
= M,(u., t)-t (P”-l)‘(p-ll)(M,(a(-l), t) + Mn(~(P-2), t)), if CI, = 1. 
Formula (ii) can now be derived by summing these equations after multi- 
plying by the appropriate powers of t. (Alternatively, one can obtain (ii) 
from [4, Propositions 2.10 and 2.81, together with (i).) 
For the rest of the paper, we shall specialize to the case n = 3, and write 
a typical indexing sequence a as (a, 6, c) rather than (a,, a2, Q). First 
we expand (3.1) so as to express the formal module A,, for 
r < w(2) = p* + p - 2, in terms of the polynomial modules Sd. 
PROPOSITION 3.2. Let n = 3 and let 0 < r 6 p* + p. Then 
A,~:S,-Sr~p+~-Sr--p~+,+Sr--p~~p~2, 
where S, is to be interpreted as the zero module for r < 0. 
Proof: This is easy to obtain from (3.1) noting that P2(t) = 
(1 - t”-‘)(l -P-l) and that the det g term is not involved for 
r<p’+p+l. 
PROPOSITION 3.3. Let n = 3 and let r = k+ Z(p+ l), where O< k<p. 
Then 
(i) for O<r<p*-2, 
with an additional term -So in the case r = p2 - 1; 
(ii) forp2<r<p2+p-3, 
Ar~Ker~k+,+,,~-l +Ker~,+,,,-Ker~,,,+,+,-,+Ker~,~,,,, 
with an additional term + So in the case r = p2 + p - 2. 
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Proof. (i) From Proposition 1.1, for 0 d r < p2 - 1 we have S, z 
I,!:: Trmjp 0 Tj. For r < p2 - 1, A, z S, - S,_, + 1, by Proposition 3.2. 
Hence 
p-1 P-1 
ArzjTo Tr-jpQTj- C Tr-(j+op+t@Tj 
j=O 
(3.3) 
z i (T,~jpOTj-T,~jp.,OTj~1), 
j=O 
after shifting the summation index in the second term and noting that T-, 
and Trpp2 are zero modules. 
Now by Proposition 2.7 for r - jp 2 j and j < p - 1 we have 
Ker~,-j,,j~TT,-j,OTj-T,~jp,,OTj~,, 
whileforr-jp+l<j-l<p-1 
(3.4) 
Ker $j- I,r-jp+ 1 z Tj- 10 Tr-jp+ I- TjQ Tr-jp. (3.5) 
Now since T, is the zero module for r < 0 or r > 3( p - l), at most three 
terms in the sum (3.3) can be non-zero. Writing r =k + Z(p + l), where 
O<k<p, we have O<f<p-2 for r<p2- 1. It is now easy to check that 
in (3.4) only the terms where l- j= 2, 1 or 0, and in (3.5) only the term 
where 1 -j= -1, can be non-zero. This gives the formula in (i), the addi- 
tional term -So for r = p2 - 1 coming directly from Proposition 3.2. 
(ii) From Proposition 1.1, forp2<r<p2+p-2 
Since r-p + 1 < p2 - 1, the formula of Case (i) can be used to expand 
Lp+l. Hence by Proposition 3.2 we have for r < p2 + p - 2 
A.~SS,-Sr-p,,-S,-p2+1 
zj$oTr-jp@Tj-pfl T,-(j+1,p+,OTj+T,-pzOTI-S,~pz+l. 
j=O 
Shifting the summation index as before, and noting that T, = 0, this gives 
A,% i (T,~jpoTj-T,~jp+,QTj~,)+(T,~p2QTI-S,--p2+,). 
j=l 
This sum can now be written in terms of Ker 4,:s as before. Since 1= p - 1 
in this range, k + I+ 2p > 3( p - 1); hence the case 1- j = 2 does not arise. 
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Thus we obtain only the terms 1- j = 1, 0 in (3.4) and I- j= -1 in (3.5), 
while the fourth term in (ii) comes from TrPP2 0 T, - S,- Pi + 1 x 
Ker 4, --p2, 1 y since r-p* =k- 1. Finally, for r= p* +p-2 we have an 
additional term + S, directly from Proposition 3.2. 
We can now use Theorem 2.12 to calculate A, for r < p* + p - 2 in terms 
of the simple M(3, p)-modules F(a), a = (a, 6, c). In fact, when c = 0 there 
is a simpler way to calculate the occurrences of F(a) in the formal module 
A, namely by Proposition 3.1(i) and a 2-variable calculation of the polyno- 
mials M,(a, t), as in [2, p. 55). 
It is convenient when tabulating the polynomials A,(a, t) and M,(a, t) to 
write them (as in [2]) in an abbreviated notation. The polynomials 
belonging to a = (a, 6, c) have the form 
t a+b+c 1 ,--Te,, 
where T= tPP ‘, the ei are integers B 0 and the non-zero coefftcients ci are 
in fact always equal to 1 or - 1 in the cases we have to consider. This poly- 
nomial appears in Table I simply as a list of the exponents ei, written as 
ei when the coefficient is - 1. Thus, for example, the first line of Table I 
means that M2((0), t)=(l-tP~1)(1-tp2~1). 
As suggested above, the entries in Table I may be most easily justified by 
using Proposition 3.1 and the values 
(t”, if b=O, l<adp- 1, 
&((a, b), t) = if u=p-l,O<b<p-1, 
if u= b =O, 
otherwise. 
Table II completes the calculation of those polynomials A,(a, t) which are 
TABLE I 
Polynomials M,(a, I) for p-Restricted a 
a 0) 
(40). l<a<p-1 
(c&a), l<a<p-2 
(P-1, P-1) 
(a,b),O<b<a<p-2 
(a,b),O<b,a-b=p-1 
(a,b),O<b<a,a>p-La-b<p-1 
_- 
0, 1, p+ 1, p+2 
O,p+l 
a,a+l,a+2 
0, P-l, p 
b,a+2 
b 
a-p+l,b 
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TABLE II 
Terms of Degree Q p’ + p - 2 in A z(a, t) 
(a,p-l,c),a-c<p-3 
(a,p-l,c),a<2p-3,u-cap-2 
(a,6 l),a<p-2 
(P-&h, 1) 
(p-2,b,c),c>l 
a-p+l,r-1 
a-p+1 
a-t-2 
6 P 
b 
rmmro in some degree d p* + p - 2, for c1= (a, b, c), where 0 < a - b, 
b-c<p-1, l<c<p-1. 
Proof of Table II. We use Proposition 3.3 and Theorem 2.12. Some sim- 
plifications are possible, since we wish only to keep track of the occurren- 
ces of the simple modules F(E), where c1= (a, b, c) and ~1~ > 0. In particular, 
we note the following. 
(a) We may use the formula of Proposition 3.3(i) for the case 
r < p* - 2 throughout the whole range r d p* + p - 2, since the difference 
will not affect any of the F(U) which concern us. 
(b) We can ignore Cases (i) and (iii) in Theorem 2.12, which give 
only modules F(U) with c = 0. 
(c) In Theorem 2.12(ii)), we can write 
Ker$i,jz IV(i,j)+ W(j- 1, i-p+ l)@S, 
=F(i,j)+F(p-2,j, i-p+2)+ W(j, i-p+ 1) 
+ W(j- 1, i-p+ 1, l), 
where the second term occurs only for j d p - 2 and the fourth only for 
i>p. 
Since j< p - 1 the fourth term is simple, as is the third for j< p - 2. 
Hence we may evaluate Ker qIi,j modulo the F(a)% with c = 0 as 
F(p-2,j, i-p+2) if i=p-1 and as F(p-2,j, i-p+2)+ 
F(j-l,i-p+l,l)fori~pandj~p-2.Fori~pandj=p-lwehave 
W(p-1, i-p+ l)xF(p- 1, i-p+l)+F(p-2, i-p+ 1, l), so we may 
evaluate Ker qIi, j modulo the F(cr)‘s with c = 0 as 2F( p - 2, i - p + 1, 1). 
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(d) In (iv) of Theorem 2.12, we can write 
Ker$i,jzIV(j+p-1,p-l,i-2p+2) 
i 
F(j+p- 1, p-l, i-2p+2)+F(i-p, p- l,j- l), 
z=z if i>2p-2, j<2p-2, i-j<2p-2, 
F(j+p-1, p- 1, i-2p+2), otherwise. 
We now consider one by one the four terms in the expansion of A, in 
Proposition 3.3(i). 
0) Ker4k+l+2p,,-2. 
Since i = k + Z+ 2p > 2p, only case (iv) of Theorem 2.12 applies. By (d) 
above, weobtain Ker4,+,+,,,,+,zF(Z+p-3,p-l,k+Z+2). 
(ii) Ker6k+,+p,,-l. 
Since i-j=(k+Z+p)-(I-l)=k+p+l, by (b) above we need only 
consider cases where Theorem 2.13(iv) applies, i.e., i = k + I+ p 3 2p - 2 or 
k + 1 > p - 2. Then by (d) above 
F(Z+p-2,p-l,k+Z-p+2), 
Ker6k+,+p,l-l= 
if kZ p - 2, 
F(Z+p-2,p-l,k+Z-p+2)+F(k+Z,p-l,Z), 
if k<p-3. 
(iii) Ker 1+4~+,,,. 
Since k + 1 Q 2p - 2, and since we may ignore case (iv) of Theorem 2.12 
when k + I = 2p - 2 (using (d) above), we need only consider cases where 
case (ii) of Theorem 2.12 applies, i.e., k < p - 1 <k + 1. By (c) above, 
we obtain terms F(p-2, Z, k+Z-p+2)+F(Z-1, k+Z-p+ 1, 1) if 
16 p - 2. For I = p - 1, (c) gives 2F( p - 2, k, 1). However, one of these 
terms is cancelled by the remaining term. 
(iv) -Ker 4 I,k+l+l--p 
This can lit the conditions of case (ii) of Theorem 2.12 only for 
Z =p- 1 >k> 1, so that we have -Ker4p,_,,k. By (c), for k<p- 1 this 
is -F(p-2, k, 1). 
Summarising, we have shown that A, for r < p* + p - 2 is made up of 
terms F(a) with c = 0 together with the following: 
(i) I;(Z+p-3,p-l,k+Z+2),forZ>2andk+Z<p-3; 
(ii) F(Z+p-2,p-l,k+Z-p+2), for 121 and p-l<k+Z< 
2p-3; 
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(iii) F(k+I,p-l,I),forI~l,kdp-3andk+Ibp-1; 
(iv) I;(p--2,1,k+I-p+2), for 16p-2 andk<p-l<k+I; 
(v) F(I-l,k+l-pfl, l), for kdp-2 and k+l>p. 
Table II can be derived from this list by checking the degree 
r = k + 1( p + 1) in which each F(u, b, c) occurs. 
To complete the calculation of the polynomials A,(M, t) we use the 
duality formula of [4, Prop. 2.12(ii)] 
A,(a, t)= t*pZ+*p-4A3(a#, tr’), 
where F(M#) is the contragredient dual of F(a) as a GL(3, p)-module. (The 
reader is warned that these are A-polynomials in the sense of [4], so that 
if c=O the left hand side must be read as A,(a, t)+A3(~CP-1), t), and 
similarly for the right hand side.) Note that because of Proposition 3.1(i) 
there is no ambiguity in writing down the formal modules A, for 
r > p* + p - 2 as M(3, p)-modules, since none of the modules F(a) with 
c = 0 can occur in this range of dimensions. 
The complete list of non-zero polynomials A,(a, t) can now be 
calculated. See Table III. 
Finally, we use Proposition 3.l(ii) to calculate the polynomials M,(cc, t) 
for c > 0. (For c = 0, Table I and the formula M,(a, t) = M,(or, t)( 1 - tP3- ‘) 
TABLE III 
Polynomials A,(a, t) 
a=(a,b,c),c>O Ada, 1) 
(c&p-l,c),a>p-l,a-c<p-3 
(g-l,p-l,c),l<c<p-1 
(P-LP-LP-l),P>2 
(a,p-l,c),p-l<a<2p-2,a-c>p-2,crO 
(P--l,P-Ll),P>2 
(a,b, l),a<p-2 
(P-2, b, 1) 
(p-2,hc),c>l 
(p-Lb,b), l<b<p-2 
(p-l,b,c),O<c<b<p-1 
(2p-2,b,b-p+l),p-l<bb2p-2 
(2p-2,b,c),b-c<p-1 
(1, 1, 11, p=2 
n-p+l,c-l,a+l,c+p-1 
o,c-l,c+p-1,2p+l 
O,p-2,2p-2,ij,2p+l 
a-p+l,c+p-1 
0,2p+l 
a+2,p+b+2 
b,p,pfLp+bf2 
b, p+c 
pfb,p+b+l,p+b+2 
p+c,pfb+2 
b 
b,p+c- 1 
0,4, 5 
COMPOSITION FACTORS OF F&q, X2, X3] 435 
TABLE IV 
Polynomials M,(a, t) 
a=(a,b,c),c>O 
i=a-b, j=b-c ‘+f,(% t) 
1. (i, j) = (0, 0) 
(1, 1, IA Pa5 
(p-2,p-22,~-2),~>3 
(p-l,P-LP-l),P>3 
2. O<i<p-4,j=O,p>5 
(i+ 1, 1, 1) 
(p-2,p-2%i,p-2-i) 
(p-l,p-I-i,p-1-i) 
(i+p-l,p-l,P-1) 
3. (i,j)=(p-3,O),P>5 
(P--2,1,1) 
(P-1,2,2) 
(2p-4,p-11,p-1 
4. l<i=j<p-4,p35 
(i+ 1, i+ 1, 1) 
3,~+2,~+5,2~+4,3pf3,3~+6,4pf5. 
p-2,2p-2,p=-p-3, 
p=-4,p=-1,p=+p-2, 
p=+2p-3,p2+2p-l,p=+2p 
0, p - 2,2p - 2, 2p + 1, 3p, p= - 1, 
p=+p-2,p=+2p-1,p=+2p 
i+3,p+2,p+3,i+pf5,i+2p+5,3pf3, 
3p + 4 + ip + i, 3p + 6 + ip + i, 4p + 5 + ip + i 
p-2-i,2p-2-ii,p2-ip-i-p-3, 
p2-ip-2i-4,p2-ip-2i-3,p2-ip-i-1, 
p2-$-ii+-l,p’-ip-2i+2p-3, 
p2f2p-i-2,p2f2p-i-1,p2f2p-i 
2p-1-i,2p+l-i,3p-i, 
p2-ip-i-l,p2-ip-2i+p-2, 
p2-ip-2i+p-1,p2-ip-ii+++, 
p2-ip-ii2p+1,p2-ip-2i+3p-1 
i,p-2,i+p,2p-2,ip+i+2p-l, 
ip+i+2p+1,ip+i+3p,p2+i-l,p’+p-2, 
p*+p-1,p=+2p-1 
l,p,p+l,pf2,~+3,2~+2,3~+2,3~+3, 
p=+p+1,p=+~+2,~=+~+3 
p+2,p+4,2pf2,2p+3,2p+4,2p+5, 
3p+4,4p+4,4p+5 
p-3,p-2,2p-3,2p-2,p2-4,p2-22, 
p2+p-44,p=+p-3,p=fp-2,p=+p--1, 
p=+2p- 1 
Table continued 
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TABLE IV~Conrinued 
Polynomials M,(a, t) 
(p-2, p-2,p-2-i) 
(p-l,p-l,p-l-i) 
5. i=j=p-3,p>5 
(P-2, P-2,1) 
(P-LP-L2) 
6. l<j<i<p-4,p37 
(i+ 1, j+l, 1) 
(p-l,p-l-i+j,p-l-i) 
(p-l+i-j,p-l,p-l-j) 
p-2,2p-i-2, p2-ip-i-p-3, 
p2-ip-i-4,p2-ip-i-2,p2-1, 
p’tp-i-3,p2t2p-i-3,p2t2p 
O,p-i-2,2p-i-2,2p, 
2pt1,3p-i,p’-ip-i-1, 
p2-ipt p-i-2,p2-iptp-i 
P-2,P,p+1,2P-1,2P+1,P2-l, 
P2, P2 + P, P2 + 2P 
o,l,P+1,2P,2Pf1,2P+2, 
2pt3,3pt1,3pt3 
i+3,p+j+2,p+j+3,p+i+4, 
pjtptitjt5,pjt2ptjt3, 
pj+2p+i+j+$pj+3p+j+3, 
pi+3p+i+4,pi+3p+i+j+5, 
pi+3p+i+j+6,pi+4p+i+5 
p-2-itj,2p-i-2,p2-ip-p-i-3, 
p2-ip-2itj-4,p2-ip-2itj-3, 
p2-ip-i-2,p2-pitpj-itj-1, 
p2-pitpjtp-it+-1, 
p2-pi+pjtp-2itj-3, 
p2-pitpjt2p-2itj-3,p2t2p-i-2, 
p2t2p-itj 
2p-i-1,2p-itj,2p-itjtl, 
3p-i,p’-ip-i-l,p’-iptp-2itj-2, 
p2-iptp-2itj-l,p’-iptp-i, 
p2-@tjptp-itjtl, 
p2-iptjpt2p-2itj-1, 
p2-iptjpt2p-itjtl 
p2-iptjpt3p-2itj-1 
i-j,p-j-2,pti-j,2p-j-2, 
ip-jpt2pti-2j-l,ip-jpt2pti-j, 
ip-jpt2pti-jtl,ip-jpt3pti-2j, 
p2-jpti-2j-l,p2-jptp-j-2, 
p2-jptp-j-l,p2-jptpti-2j 
Table continued 
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TABLE IV-Continued 
Polynomials M,(a, 1) 
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I. i=p-3,lSj<p-+p>S 
(P-Ljfl, 1) 
(p- l,j+2,2) 
(2p-4-j,p-l,p-l-j) 
8. (L j) = (p - 2, Oh Z 3 P 
(P- 4 19 1) 
(2p-3,~-1,~--1) 
9. (i,j)=(p-2, p-2), pa3 
(P-l), P-1,1) 
10. i=p-2,l<j<p-3,p>S 
(p-l,j+l,l) 
(2p-3-j,p-l,p-l-j) 
11. (i,j)=(p-LO) 
(P, 1, lb Pa3 
(2P-2, P-L P-l), Pa2 
12. (ij)=(p-Lp-1) 
(P, P, 1x Pa3 
(2P-2,2P-2, P- l), pa2 
13. i=p-l,lgjSp-2 
(p,j+L1),~35 
j+l,p,p+l,p+j+2,p+j+3,2p+l, 
jp+2p+j+2,jp+2pfj+3,jp+3p+j+2, 
jp+3p+j+3,p2+p+1,p2+p+j+3 
p+2,pfj+3,pfj+4,2p+2,2p+3, 
2pfj+4,2p+j+5,3p+3,jp+3p+j+4, 
jp+3p+j+5, jp+4p+j+4,jp+4p+jf5 
p-3-j,p-2-j,2p-3-j,2p-2-j, 
p*-jp-2j-4,p2-jp-j-3, 
p2-jp-j-2,p2-jp-2j+p-4, 
p2-jp-2j+p-3,p2-jp-j+p-2, 
p2-jp-j+p-l,p2-jp-2j+2p-3 
p+l,p+3,3p+3 
p-22,2p-2,p=+p-3, 
p*+p-1,p=+2p-1 
0,2P, 2P + 2 
p+l,p+j+2,p+j+3,2p+2, 
jp+2pfj+3, jp+3p+j+3 
p-2-j,2p-2-j,p2-jp+p-2j-3, 
p2-jp+p-j-l,p2-jp+p-j-2, 
p2-jp+2p-2j-2 
pf2,2p+3,2~+4,3~+3 
p-1,2p-2,p*+p-2,p2+2p-1 
p+2,2p+1,2p+2,3~+3 
2p-2,p=+p-2,p2+2p-3,p2+2p-2 
p+2, j+p+2, j+2pf4,3p+3 
jp+j+2p+4,jp+j+3p+3 
Table continued 
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TABLE IV-Continued 
Polynomials M,(cc, f) 
(2p-2-j,p-l,p-l-j),p>3p-j-1,2p-j-2, 
p2-jp+p-2j-2,p2-jp+p-j-2, 
p2-jp+2p-j,p’-jp+3p-2j-1 
(2p-2,j+p-l,p-l),p>3 p+.j-1,2p-2,jp+j+p-1, 
jp+j+2p-2,p2+p-2,p2+pfj-2 
14. i-j=p-l,l<j<p-2 
(p+j,j+L l), ~25 j+pf2, jp+2jf2pf4, jp+jf3p+3 
(2p-2,p-l,p-1-j),p>3 p-1,2p-2-j,p2-jpfp-j-2 
15. j=p-l,p<i<2p-3 
(i+LP,l),P>5 i+3,2p+l,ip-p2+3p+i+4 
(2~-2,3p-3-i,2p-2-i), 3p-3-i,2p2-ip+p-i-3, 
pa3 2p2-ip+3p-2i-5 
16. j<p-lii,i-j<p-l,pb5 
(i+l,j+l,l) i+3, j+p+2, 
ip-p2+2p+i+j+5,ip-p2+3p+i+4, 
jp+j+i+p+5, jp+j+3p+3 
(p-lfi-j,p-l,p-1-j) i - ,j, 2p - 2 - j, 
p2-jp-2j-b-l,p2-jpfp-j-2, 
ip-jp+2p+i-j+l,ip-jp+3p+i-2j 
(2p-2,2p-2-i+j,2p-2-i) 2p-2-i+j,3p-i-3, 
p2-ip+jp+p-i+j-2, 
p2-ip+jp+3p-2i+j-4, 
2p2-ip+p-i-3,2p2-ip+2p-2i+j-4 
17. (i,j)=(2p-2,p-l),p>2 
CL!- 17 P, 1) 2p+ 1 
do the job.) For this purpose it is convenient to rewrite the formula of 
Proposition 3.l(ii) for the case n = 3 as 
M,((u, b, c), t)= f Ti(P+2)AJ(a-j, b- j, c-j) 
j=O 
p-1-c 
+T3 1 T(Pp’--j)(p+2)A3(a+ j, b+ j, c+ j). (3.6) 
J=o 
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Table IV lists M,(cr, t) for c1= (a, b, c) in all cases where c = 1 and all cases 
where c > 1 and A,(a, t) # 0. From Table III, we observe that the latter 
cases are precisely those where a = p- 2, p- 1, or 2p- 2, or where 
b=p-1. 
For other U, M,(a, t) is easily derived from Table IV by interpolation. 
In these cases, it is clear from (3.6) above that M,(a, t) = 
t(PJ-l)/(p~1)M3(C((-1), t). H ence, in the abbreviated notation used in the 
tables, we add p + 2 to each exponent for CI = (a - 1, b - 1, c - 1) to obtain 
the exponents for c1= (a, b, c). 
Some examples may help to make Table IV more digestible. 
EXAMPLE 1. p = 5, CI = (7,4,2). Th’ is is a generic case from the “upper 
alcove” in Fig. 1, with (i, j) = (5,2) . From case 16 of Table IV the 
exponents are 3, 6, 15, 16, 29, 31. Hence M,(cr, t) = t2’ + t3’ + t73 + t” + 
t129 + t137. 
EXAMPLE 2. p > 5, c( = (2, 2, 2). This is the det* representation. The 
exponents are p+ 5, 2p+4, 2p+ 7, 4p+5, 4p+8, 5p+7, obtained by 
adding p + 2 to each term in the (1, 1, 1) entry of Table IV. 
EXAMPLE 3. p = 3, c1= (1, l,l). One must be careful to use the 
(p - 2, p - 2, p - 2) entry of Table IV, not the (1, 1, 1) entry. In general, 
when two successive entries of the table fit, the second must be used, e.g., 
in case 16, the (i+ l,j+ 1, 1) entry is to be used only when p- 1 -j> 1. 
EXAMPLE 4. The Steinberg representation (a = (3p - 3,2p - 2, p - 1)) . 
The exponent is p2 + 2p - 3, obtained by adding p + 2 to the exponent for 
(2p - 1, p, 1) p - 2 times. 
For convenience of reference, we also tabulate the numerators M,(cr, t) 
of the Poincare series explicitly for the primes 2 and 3. See Tables V and 
VI. All these results except the case p= 2, c1= (1, 1, 1) are given by 
Table IV and can be used for cross-checking. 
TABLE V 
Polynomials M,(a, t) for p=2 
a=(a,b,c),c>O MA@, 1) 
(1, 1, 1) [3-p+,” 
(2, 1, 1) I5 + tb + 18 - 2” 
(232, 1) 1’+P+P-t” 
(X2, 1) 1” 
440 DOTYAND WALKER 
TABLE VI 
Polynomials M,(a, 1) for p = 3 
a = (a, b, c). c > 0 MAR 1) 
(1, 1, 1) 
(2, 2, 2) 
CL 1, 1) 
(3, 2, 2) 
(3, 1, 1) 
(4,292) 
cL2, 1) 
(3,332) 
(3, 2, 1) 
(4, 3, 2) 
(4,2, 1) 
(5, 3, 2) 
(3,3, 1) 
(4,432) 
(4, 3, 1) 
t&4,2) 
(5, 3, 1) 
(6,432) 
P+ t’+ I” + 1’3+ t’9+ P+ P- 13’ + 1’3 
t6+t8+f’4+t20+t22+t24+t26-l’4+t~~ 
;I2 + P + tZ8 
p + 1’5 + 125 + $9 - p 
1’5 - p + p + p 
1’2 + 116 + 128 - t= 
r5+ 1”f t2’ 
t’8+t30+f34 
l8 + P2 + P + [I8 + f28 + P 
p + *17 + !21 + [25 + t29 + p 
1” + I” + t’9 
i24 + 126 + 1’2 
p7 + (2’ _ [2X + p 
118+130+t34-136 
P + fZO + t22 
*27 + p + (35 
i2j 
t36 
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