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Abstract
The canonical tree-decomposition theorem, given by Robertson and Seymour in their seminal
graph minors series, turns out to be one of the most important tool in structural and algorithmic
graph theory. In this paper, we provide the canonical tree decomposition theorem for digraphs. More
precisely, we construct directed tree-decompositions of digraphs that distinguish all their tangles of
order k, for any fixed integer k, in polynomial time.
As an application of this canonical tree-decomposition theorem, we provide the following result
for the directed disjoint paths problem: For every fixed k there is a polynomial-time algorithm which,
on input G, and source and terminal vertices (s1, t1), . . . , (sk, tk), either
1. determines that there is no set of pairwise vertex-disjoint paths connecting each source si to its
terminal ti, or
2. finds a half-integral solution, i.e., outputs paths P1, . . . , Pk such that Pi links si to ti, so that
every vertex of the graph is contained in at most two paths.
Given known hardness results for the directed disjoint paths problem, our result cannot be
improved for general digraphs, neither to fixed-parameter tractability nor to fully vertex-disjoint
directed paths. As far as we are aware, this is the first time to obtain a tractable result for the k-disjoint
paths problem for general digraphs. We expect more applications of our canonical tree-decomposition
for directed results.
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1 Introduction
1.1 Tangle and canonical tree-decomposition
Tangles in a graph G, introduced by Robertson and Seymour in the tenth paper [30] of their graph minors
series [28], are orientations of the low order separations that consistently point towards some “highly”
connected component of G. As they were a fundamental tool for their graph minors project, they play a
crucially important role in structural and algorithmic graph theory (for example in [9, 13, 15, 31, 32]).
Tangles are also connected to tree-decompositions and treewidth. Indeed the treewidth of a graph is
large if and only if it admits a tangle of large order. Robertson and Seymour [30] proved that every graph
has a tree-decomposition that distinguishes every two maximal tangles. This is the so-called canonical
tree-decomposition (see [26]) and they used it to prove their famous graph decomposition theorem.
Let us briefly illustrate how to use this canonical tree-decomposition in the graph minor case.
The graph minor decomposition theorem, roughly, says that every H-minor-free graph has a tree-
decomposition such that each torso can be almost embeddable in a surface (we do not give a precise
definition of “almost” embeddability as it is too technical and out of the scope of this paper).
In order to prove this decomposition theorem, we would like to focus on the internal structure of one
bag of the tree-decomposition. In order to do so we can assume that the tree is as refined as possible in
the sense that no bag can be split into two smaller bags. Then for every low order cutset, any component
will, essentially, lie on one side or the other of the cutset (except for very small components which we do
not carry a lot of significance). So if we fix one component that contains a highly connected component,
every small cutset has a “big” side (containing most of the highly connected component) and a “small”
side. Thus a component defines a tangle, which is such an assignment of big and small sides to the low
order cutsets. Even the converse is true; indeed the canonical tree-decomposition theorem says that any
tangle of sufficiently high “order” will be associated with some part of the tree-decomposition. So it
remains to analyze the local structure with respect to some high order tangle. A high order tangle also
corresponds to a high connected component, which is usually described by a grid minor. Indeed, one of
the most fundamental theorems in this context is the grid theorem, proved by Robertson and Seymour in
[29] (see also [3, 6, 14, 25, 33]. It states that there is a function f(k) such that every graph of treewidth
(or, equivalently, tangle of order) at least f(k) contains a k × k-grid as a minor. Using this terminology,
the main part of the graph minor structure theorem says that if there is a grid minor of large order, it must
capture an almost embeddable surface in some bag of the tree-decomposition (again, a precise definition
of “capture” is out of the scope of this paper).
1.2 From undirected graphs to directed graphs
In this paper, we would like to extend this machinery to directed graphs. To this end, we have to define
tangles, tree-decompositions, and highly connected components.
As a first step towards a structure theory specifically for directed graphs, Reed [27] and Johnson,
Robertson, Seymour and Thomas [11] proposed a concept of directed treewidth and brambles, and
conjectured a directed analog of the grid theorem. The conjecture had been open for nearly 20 years and,
two of the authors (Kawarabayashi and Kreutzer) solved it quite recently [18].
The grid theorem for digraphs is a first but important step towards a more general structure theory
for directed graphs based on directed treewidth, similar to the grid theorem for undirected graphs being
the basis of the graph minor structure theorem. Indeed, the grid seems to be the most natural “highly
connected directed component”. Hence we already have definitions of brambles, tree-decompositions,
and highly connected components (i.e., the directed grid theorem). Moreover, we can define tangles in
a natural way (to the best of our knowledge, this is the first time that tangles are defined for directed
graphs).
So the next target, which is indeed our main result, is to find a canonical directed tree-decomposition,
similar to the undirected graph case by Robertson and Seymour [30]. We do not yet present the precise
statement. Informally, our main result is as follows:
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Theorem 1.1 We can construct directed tree-decompositions of digraphs that distinguish all their tangles
of order k for any integer k. Moreover, such tree-decompositions can be constructed in polynomial time.
Formally, see Theorem 7.2. Technically speaking we first give the “tangle tree labelling” theorem
in Section 5, which distinguishes all tangles of large order. Let us just mention that for the undirected
case, this is enough, as this yields a tree-decomposition (see [30]). But in our case, we do not really get a
tree-decomposition. Thus in Section 6, we convert the tree-labelling to the canonical tree-decomposition
theorem for digraphs, which proves our main theorem. Note that the bound (for the separation) is not
really tight (see Theorem 7.2), but for our applications, this is enough.
We also provide an algorithm which just mimics the proof in Section 8. As described above, a
canonical tree-decomposition for undirected graphs enables us to gain knowledge of the global structure
of a graph from a knowledge of its structure relative to each high order tangle. We expect that this is the
case for directed graphs, and we are planning to work on it.
We also hope that Theorem 1.1 has many other algorithmic applications. Below, we give one such an
example for the disjoint paths problem.
1.3 Application to the disjoint paths problem
The disjoint paths problem is defined as follows. The input consists of a graph G and k pairs (s1, t1), . . . ,
(sk, tk) of vertices, called the sources and terminals. For any c ≥ 1, a solution with congestion c is a set
P1, . . . , Pk of paths such that Pi links si and ti and every vertex v ∈ V (G) is contained in at most c of
the paths. For directed graphs, the paths Pi are required to be directed from si to ti. In case c = 1 we call
P1, . . . , Pk an integral solution and in case c = 2 we call it a half-integral solution. Based on this notation,
the k-disjoint paths problem is the problem to decide whether the input
(
G, (s1, t1), . . . , (sk, tk)
)
has an
integral solution. The problem is one of the classical NP-complete problems. However, on undirected
graphs, as a consequence of Robertson and Seymour’s monumental graph minors series, the problem can
be solved in polynomial time for any fixed number k of source/terminal pairs [28, Graph Minors XIII],
[15].
The situation is completely different for directed graphs. Fortune et al. [8] proved that the problem
is already NP-complete for k = 2 source/terminal pairs. This implies that the problem is also not
fixed-parameter tractable parameterized by k. Therefore, much work has gone into designing efficient
algorithms for the problem on specific classes of directed graphs. It is known that it can be solved in
polynomial time for any fixed k on acyclic digraphs [8]. But Slivkins proved that it is not fixed-parameter
tractable on acyclic digraphs [35]. A generalization of this to a much larger class of digraphs is given
in [11] where it is shown that the problem can be solved in polynomial time, for every fixed k, on any
class of digraphs of bounded directed treewidth. As the class of acyclic digraphs has bounded directed
treewidth, Slivkins’ W[1]-hardness result applies to classes of bounded directed treewidth also. On the
other hand, Cygan et al. [4] proved that the problem is indeed fixed-parameter tractable with parameter k
when restricted to planar digraphs.
In this paper we are not interested in solving disjoint paths problems on special classes of digraphs
but in obtaining algorithms working on all directed graphs. The best we can hope for is to provide a
polynomial-time algorithm for a slightly relaxed version of the problem. Following the approach in the
literature on approximation algorithms we will allow small congestion routing, but only a congestion of 2.
More precisely, the main result of this paper is the following theorem.
Theorem 1.2 For every fixed k ≥ 1 there is a polynomial-time algorithm for deciding the following
problem.
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k-HALF-OR-NO-INTEGRAL DISJOINT PATHS
Input: A digraph G and terminals s1, t1, s2, t2, . . . , sk, tk.
Problem: • Find k paths P1, . . . , Pk such that Pi is from si to ti for i = 1, . . . , k and
every vertex in G is in at most two of the paths or
• conclude that G does not contain disjoint paths P1, . . . , Pk such that Pi
is from si to ti for i = 1, . . . , k.
As mentioned above, we cannot replace the first outcome in Theorem 1.2 by fully integral paths as
the k-disjoint path problem is NP-complete even for k = 2. But perhaps the following stronger result
may hold.
Conjecture 1.3 For every fixed k ≥ 1 there is a polynomial time algorithm for deciding the following
problem.
Input: A digraph G and terminals s1, t1, s2, t2, . . . , sk, tk.
Output: Are there k paths P1, . . . , Pk such that Pi is from si to ti for i = 1, . . . , k, and each vertex
of G is in at most two of the paths?
A weaker result with some connectivity condition added is given in [7].
Theorem 1.2 improves the main result of [17], where it was shown that for every fixed k there is a
polynomial-time algorithm which computes a solution to the k-disjoint paths problem of congestion 4 or
determines that the input instance has no integral solution. Our result not only improves the congestion
to half-integral, the best possible, but moreover, our proof is much cleaner, due to the canonical tree-
decomposition.
Slivkins [35] proved that the directed disjoint paths problem is W[1]-hard already on acyclic digraphs.
Similar to it, we suspect that our algorithm for Theorem 1.2 is optimal in the sense that the problem is not
fixed-parameter tractable (under the usual complexity theoretic assumptions), i.e. the running time of our
algorithm cannot be improved to O(f(k)nc), for any fixed constant c and arbitrary function f . We leave
it as an open problem.
Below, we shall highlight how we take advantage of the canonical tree-decomposition.
Let us give some overview. For undirected graphs, many algorithms for disjoint paths problems rely
on the treewidth/excluded grid duality. That is, these algorithms make a case distinction between graphs
of bounded undirected treewidth and graphs of high treewidth which therefore contain a large grid minor.
Now we show that a directed wall W can be used as a crossbar. More precisely, we can find the
desired k paths of our solution such that each vertex is in at most two of the paths, provided there is no
small separation from {s1, . . . , sk} to W and from W to {t1, . . . , tk}. This extends the undirected case
by Kleinberg [20] (see also [16, 19]).
So it remains to consider the case that we cannot use W as a crossbar. So far, our proof is almost
same as that of [17]. Below, we have a big difference.
1. In this paper we take advantage of a canonical tree-decomposition. It allows us to treat each
distinguishable tangle (or grid minor) separately. This leads us to solve Theorem 1.2 by dynamic
programming.
2. On the other hand, in [17], we use important separators, one of the key concepts developed in
the parameterized complexity community (see [5]). Using important separators allows us to
take separations so that each separation crosses at most 4k others. This allows us to treat each
distinguishable tangle (or grid minor) almost separately, but this “almost” causes a lot of technical
difficulties. Moreover, due to these difficulties, we cannot quite show that the congestion is at most
2, but we can only show that it is at most 4. The improvement from “4” in [17] to “3” in [18]
can be trivially done because in the first, we use an “almost” grid, but in the second, we can take
advantage of the full grid minor. This allows us to improve the congestion by one.
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Thus our proof of Theorem 1.2 is much cleaner (and the result is stronger), due to the canonical
tree-decomposition theorem, Theorem 1.1. We expect many more important applications to come.
The paper is organized as follows. Section 2 provides some preliminary concepts including directed
treewidth and directed walls. In Section 3, we introduce directed separations and brambles, and we
introduce tangles in Section 4. In Section 6, we give the “tangle tree labelling” theorem, which distin-
guishes all tangles of large order. Let us just mention that for the undirected case, this is enough, as
this yields a tree-decomposition. But in our case, we do not really get a tree-decomposition. Thus in
Section 7, we convert the tree-labelling to the canonical tree-decomposition theorem for digraphs, which
proves our main theorem. We also provide an algorithm which just mimics the proof in Section 8. Using
this result, we provide a polynomial-time algorithm for k-HALF-OR-NO-INTEGRAL DISJOINT PATHS
in Section 9–11, when k is fixed. In Section 9, we show that if a digraph contains a large cylindrical
wall which cannot be separated from the terminals by low order separations, then we can construct a
half-integral solution in polynomial time. Using this, in Section 10, we prove that if a given graph has no
two distinguishable tangles of certain high order (with respect to k), then k-HALF-OR-NO-INTEGRAL
DISJOINT PATHS can be solved in polynomial time. This will correspond to the algorithm on leaf bags of
the canonical tree-decomposition, and based on this, we design a dynamic programming algorithm for
the problem in Section 11.
2 Preliminaries
In this section we fix some general notation used through the paper and recall some results on directed
tree width needed in the sequel.
2.1 Digraphs and DAGS
Unless stated otherwise, all graphs in this paper are directed. We denote the vertex set of a digraph G by
V (G) and its edge set by E(G). If e = (u, v) is an edge then u and v are its ends. We call u its tail and v
its head.
Let G be a digraph and let v ∈ V (G). Let u1, . . . , ul be the in-neighbours of v and w1, . . . , ws be the
out-neighbours of v. Let G′ be the digraph obtained from G− v by adding two fresh vertices vin, vout,
the edge (vin, vout) and the edges (ui, vin) and (vout, wj), for all 1 ≤ i ≤ l and 1 ≤ j ≤ s. We say that
G′ was obtained from G by splitting v.
Let G be a digraph and let X ⊆ V (G). By a component, or strong component, of G we mean a
strongly connected component of G. Let C1, . . . , Cl be the strong components of G−X . The component
dag D = D(G,X) is defined as usual: the vertices are the components C1, . . . , Cl and there is an edge
from Ci to Cj whenever there is an edge from a vertex in Ci to a vertex in Cj . The height of a component
Ci inD is the maximal length of a directed path inD starting at Ci. Let C1 < · · · < Cl be the topological
ordering of V (D) in increasing order of height, i.e. C1 is a sink in D (a vertex of out-degree 0) and Cl is
a source (in-degree 0). Let < be the lexicographic order on {C1, . . . , Cl}, i.e. if A,B ⊆ {C1, . . . , Cl}
then A < B if the smallest vertex v in B (with respect to <) is bigger than the smallest vertex u in A or
v = u and A− u < B − v.
A set A ⊆ {C1, . . . , Cl} is downwards closed if for every v ∈ A also all out-neighbours of v in D
are in A. Similarly, A is upwards closed if for every v ∈ A also all in-neighbours of v in D are in A.
We will also use the well-known concept of subdivisions.
Definition 2.1 (subdivision) LetG be a digraph. A digraphH is a subdivision ofG ifH can be obtained
from G by replacing a set {e1, . . . , ek} ⊆ E(G) of edges by pairwise internally vertex-disjoint directed
paths P1, . . . , Pk such that if ei = (u, v) then Pi links u to v..
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2.2 Directed Tree-Width and Grids
We briefly recall the definition of directed tree width from [11]. See also [21, 24] for a thorough
introduction to directed tree width and its obstructions including proofs of many of the results stated here.
Our notation follows [21].
Let G be a digraph and let X,Y ⊆ V (G). We say that Y guards X , or is a guard of X , if every
directed walk starting and ending in X which contains a vertex of V (G) \X also contains a vertex of Y .
In particular, X \ Y is the union of the vertex sets of some set of strong components of G− Y
An arborescence, or out-branching, is a directed tree T obtained from an undirected rooted tree
by orienting every edge away from the root. For t ∈ V (T ) we define Tt as the subtree of T rooted at
t, i.e. the subtree containing all vertices s such that the unique directed path from the root r of T to s
contains t. For r, r′ ∈ V (T ), we write r <T r′, or r′ >T r, if r′ 6= r and there exists a directed path in R
from r to r′. If e ∈ E(R) is an edge with head r, we write e <T r′ if either r′ = r or r′ > r. Finally,
we write r ≤T r′ if r <T r or r = r′ and we define e ≤T r′ analogously. We omit the index T if T is
understood from the context.
Two nodes s, t ∈ V (T ) are called independent if none of the paths Ps and Pt from the root to s and t,
resp., contains both nodes s and t. Otherwise s and t are called dependent. The least common ancestor of
s and t is the node a ∈ V (T ) such that T contains two internally vertex disjoint paths P and Q such that
P links a to s and Q links a to t.
Definition 2.2 A directed tree-decomposition of a digraph G is a triple (T, β, γ), where T is an arbores-
cence, β : V (T )→ 2V (G) and γ : E(T )→ 2V (G) are functions such that
1. {β(t) : t ∈ V (T )} is a partition of V (G) (we allow empty sets β(t))
2. if e ∈ E(T ), then ⋃{β(t) : t ∈ V (T ), e < t} is the vertex set of a strong component of G− γ(e).
For any t ∈ V (T ) we define Γ(t) := β(t) ∪ ⋃{γ(e) : e ∼ t}, where e ∼ t if e is incident with t. If
t ∈ V (T ) is not the root and e = (s, t) ∈ E(T ) then we define ω(t) := β(t) ∪ γ(e) and we define
ω(r) := β(r) for the root. If S ⊆ V (T ) or S ⊆ T , we write β(S) for ⋃s∈S β(s) and ⋃s∈V (S) β(s),
resp.
The sets β(t) are called the bags and the sets γ(e) are called the guards of the directed tree decompo-
sition.
The width of (T, β, γ) is the least integer w such that |Γ(t)| ≤ w + 1 for all t ∈ V (T ). The directed
tree width of G is the least integer w such that G has a directed tree-decomposition of width w.
It is easy to see that the directed tree width of a subdigraph of G is at most the directed tree width of
G.
Remark 2.3 In the original definition of directed tree-decompositions in [11], where they are called
arboreal decompositions, instead of Condition 2. above a slightly weaker condition is used. This weaker
condition causes problems in several proofs using directed tree-decompositions, including some in [11].
In [12], Johnson et al. therefore replace it by Condition 2 above, which is nowadays the standard definition
used in the literature.
Furthermore, in [12], Johnson et al. also show that one can relax the requirement that the bags form a
partition of the vertex set into non-empty sets and allow empty bags as well. Again this leads to a broadly
(up to constant factors) equivalent concept of width. Some of the proofs below can be simplified when
empty bags are allowed and we will therefore allow empty bags. See also [21].
It is known that every digraph G of directed tree width ≤ k has a directed tree-decomposition of the
following particularly nice form.
Definition 2.4 Let G be a digraph. A directed tree-decomposition T := (T, β, γ) of G is nice, or
monotone, if
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1. for all e = (s, t) ∈ E(T ), the set β(Tt) :=
⋃
t≤T t′ β(t) is a strong component of G− γ(e) and
2.
⋃
t<T t′ β(t
′) ∩⋃e∼t γ(e) = ∅ for every t ∈ V (T ).
Observe that item 2 of the previous definition is equivalent to β(Tt) ∩ Γ(t) = β(t). The proof of the
next lemma is a well-known construction on directed tree-decompositions. We repeat the proof here as
we need the construction in the proof later in the paper. By a relaxed directed tree-decomposition we
mean a directed tree-decomposition (T, β, γ) where we allow for edges e = (s, t) ∈ E(T ) that G[β(Tt)]
is a union of strong components of G \ γ(e) guarded by γ(e).
Lemma 2.5 Let G be a digraph and let (T, β, γ) be a relaxed directed tree-decomposition of G of
width k. Then there is a directed tree-decomposition (T ′, β′, γ′) of width k such that β(Tt) is a strong
component of G− γ(e) for all e = (s, t) ∈ E(T ′).
Proof. Let r be the root of T . For every child t of r, let C1, . . . , Cs be the strong components of
G − γ(r, t) that contain a vertex of β(Tt). If s > 1 let T1, . . . , Ts be disjoint isomorphic copies of
Tt, i.e. V (Ti) := {ti : t ∈ V (Tt)} and E(Ti) := {(si, ti) : (s, t) ∈ E(Tt)}. Now, for all 1 ≤ i ≤ s,
ti ∈ V (Ti), and (si, ti) ∈ E(Ti), we define βi(ti) := β(t) ∩ V (Ci) and γ(si, ti) := γ(s, t). Let T ′ be
the tree obtained from T by removing the subtree Tt and instead adding, for all 1 ≤ i ≤ s, the tree Ti and
the edge e = (r, ri) with γ′(r, ri) := γ(r, t), where ri is the root of Ti. We define β′(u) := β(u) for all
u 6∈ V (Tt), β′(ui) := βi(ui) for all ui ∈ V (Ti) and γ′(e) = γ(e) for all e 6∈ E(Tt) and γ′(ei) := γi(ei)
for all ei ∈ E(Ti).
It follows from the construction that for every edge (t1, t) ∈ E(T ′) the set β(T ′t) is the vertex set of a
strong component of G− γ′(e). We still need to show that (T ′, β′, γ′) is a directed tree-decomposition,
i.e. that for no t′ ∈ V (T ′) with incoming edge e′ = (t′1, t′) there is a directed path P in G−γ′(e) starting
and ending in β′(T ′t′) which contains a vertex in V (G)− β′(T ′t′).
Towards a contradiction, suppose there were such a node t′ with incoming edge e = (t′1, t′) and path
P as above. Let t1, t be the original copies of t′1, t′ in T . Then the start and endpoints a, b of P ′ are in
β(Tt). As the γ′(t′1, t′) = γ(t1, t), the path P cannot contain a vertex outside of β(Tt). Thus P has to
be contained in
⋃{β′(Ti) : 1 ≤ i ≤ s}. This implies that P has to visit two different subtrees Ti, Tj ,
i.e. P is a path in G − γ(t1, t) starting and ending in the same strong component of G − γ(t1, t) but
containing vertices of at least two different components. This is a contradiction. Thus, T ′ is a directed
tree-decomposition.
If T ′ contains another node t with incoming edge (s, t) violating the property of the lemma, then we
choose one closest to the root and repeat the procedure above. 2
Remark 2.6 For later reference, note that the construction in the previous lemma has the property that
the guards on edges are not changed. I.e. if we start with a tree-decomposition (T, β, γ) then we obtain a
new decomposition with the property that every edge e′ = (s, t) points to a strong component G[β(Tt)]
of G− γ(s, t) and that e′ originates from an edge e ∈ E(T ) and γ(e′) = γ(e). We will make use of this
property later on.
2.3 Obstructions to Directed Tree-Width
We now recall the concept of cylindrical walls as defined in [11, 26]. See Figure 1.
Definition 2.7 (cylindrical grid and wall) The cylindrical grid of order k, for some k ≥ 1, is the
digraph Gk with vertex set {vij : 1 ≤ i ≤ k, 0 ≤ j ≤ 2k − 1} and edge set {(vij , vij+1 mod 2k) : 1 ≤ i ≤
k, 0 ≤ j < 2k − 1} ∪ {(vi2j , vi+12j ), (vi+12j+1, vi2j+1) : 1 ≤ i < k, 0 ≤ j < k}.
The elementary cylindrical wall Wk of order k is defined as the digraph obtained from Gk by splitting
every vertex vij with 1 < i < k, i.e. by splitting every vertex of Gk of in- and out-degree 2.
A cylindrical wall of order k is a subdivision of Wk.
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Figure 1: Cylindrical grid of order 4.
Thus, a cylindrical grid of order k consists of k directed cycles C1, . . . , Ck, which we refer to as the
nested cycles of Gk, oriented in the same direction together with a set of 2k pairwise vertex disjoint paths
P0, . . . , P2k−1 intersecting every cycle such that for odd i the paths Pi intersect the cycles from the inside
out, i.e. in the order Ck, Ck−1, . . . , C1, and for even i they intersect the cycles in the reverse order. We
refer to the paths Pi as the horizontal paths.
Sometimes it will be convenient to number the horizontal paths as P ij , for i = 1, 2 and 0 ≤ j ≤ k− 1,
such that P ij = P2j+i−1 = G[{vc2j+i−1 : 1 ≤ c ≤ k}.
We often think of the grid as being drawn in the plane with C1 as the outer cycle and all Ci drawn
clockwise and P 00 drawn on top with the other paths drawn below P
0
0 . Then the paths P
0
j go from left to
right and the paths P 1j go from right to left.
Remark 2.8 Clearly, every cylindrical wall of order k contains a cylindrical grid of order k as a butterfly
minor. Conversely, a cylindrical grid of order k contains a cylindrical wall of order k2 as subgraph.
3 Directed Separations
In this section we prove some fundamental properties of separations in directed graphs.
Let G be a digraph and let A,B ⊆ V (G). An edge e ∈ E(G) crosses from A to B if its tail is in
A \B and its head is in B \A. A cross edge for A,B is an edge which crosses from A to B or from B
to A.
Definition 3.1 (Directed Separation) A directed separation of G is a pair (A,B) of subgraphs of G
such that V (A) ∪ V (B) = V (G) and either there are no cross edges from V (A) to V (B) or there are
no cross edges from V (B) to V (A). The order of the separation is |V (A) ∩ V (B)| and it is denoted by
|(A,B)|. The separator of (A,B), denoted sep(A,B), is the set V (A) ∩ V (B).
We write X = (A→B) to indicate that X is a separation with no cross edge from V (B) to V (A).
Analogously, we write (A←B) if there are no cross edges from V (A) to V (B).1
By out(X) and in(X), or simplyX+, X−, we denote the two parts ofX such thatX = (out(X)→ in(X)).
If X has no cross edges at all, then we assign out(X) and in(X) to the two sides of X arbitrarily.2
Let S and T be two sets of vertices in a digraph G. We say that a separation X separates S from T ,
or is a separation from S to T , if T ⊆ X+ and S ⊆ X−.
Alternatively, we could define directed separations as pairs of vertex sets (V (A), V (B)) in the
obvious way. The main difference is that if A,B ⊆ G such that (A,B) is a directed separation in G and
1I.e., the arrow in (A→B) indicates the direction in which cross edges are allowed. This is repeated in our figures below.
2We often illustrate separations as in Figure 2 with one side on top and the other on bottom such that cross edges are allowed
from top to bottom but not from bottom to top. The names out(X), in(X) originate from this and make it easy to speak about
the "bottom" and "top" quadrant of a pair of crossing separations later.
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Figure 2: a) and c): separations Y = (A2, B2) and X = (A1, B1). b) illustrates the four parts of (X,Y ).
The shaded area is the top corner and the marked region is the top quadrant Zt.
e ∈ A is an edge with both ends in V (A) ∩ V (B), then (A − e,B + e) is a separation different from
(A,B). Obviously they would be the same when specified by (V (A), V (B)).
Our definition of directed separations is consistent with the usual definition of separations in undirected
graphs where a separation is a pair (A,B) of subgraphs with A ∪ B = G. In the directed setting, we
usually do not have that A ∪B = G, as we allow cross edges from one side to the other. Therefore, for
directed separations, this difference between the two ways of specifying separations is less relevant. In
the sequel, abusing notation, we will use both forms of specifying a separation X = (A,B) and we will
not distinguish notationally between the subgraphs A,B and their vertex sets V (A), V (B). E.g., we will
write v ∈ out(X) etc.
The following notation will be very convenient in the sequel.
Definition 3.2 Let A ⊆ V (G). The (out-)boundary of A is the set ∂+(A) := {a ∈ A : there is b 6∈ A
with (b, a) ∈ E(G)} of vertices v ∈ A which have an in-neighbour outside A. The in-boundary ∂−(A)
is defined analogously.
The set A induces two separations X+(A) := (A ∪ ∂+(A), ∂+(A) ∪ (V (G) \A)) and X−(A) :=
(A ∪ ∂−(A), ∂−(A) ∪ (V (G) \A)).
The names out- and in-boundary are chosen so that if X is a directed separation then sep(X) =
∂+(X+) = ∂−(X−).
Definition 3.3 (Corners, Parts and Quadrants) LetX and Y be separations. The (ordered) pair (X,Y )
defines a partition of G into four parts, or quadrants: the top Zt := X+ ∩ Y +, the left Zl := X+ ∩ Y −,
the right Zr := X− ∩ Y +, and the bottom Zb := X− ∩ Y −. Note that top and bottom do not depend on
the order of the pair (X,Y ) whereas left and right do. If the order is not important, we refer to Zl and
Zr as the middle parts. We define out(X,Y ) and in(X,Y ) as the top and bottom quadrant of the pair
(X,Y ).
For Q ∈ {Zt, Zl, Zr, Zb} we refer to the set S(Q) := (sep(X) ∪ sep(Y )) ∩ V (Q) as the corner of
the quadrant Q and refer to S(Zt) as the upper, or top, corner and to S(Zb) as the lower, or bottom,
corner. See Figure 2 for an illustration.
Definition 3.4 (crossing separations) Let X = (A,B) and Y = (A′, B′) be a pair of separations.
1. We say that X and Y are uncrossed if A′ ⊆ A and B ⊆ B′ or A′ ⊆ B and A ⊆ B′. Otherwise X
and Y cross.
2. Let Q be any of the four quadrants of the pair (X,Y ) and let C be the corner of Q. If (Q, (G−
Q) ∪ C) is a separation (with separator C) then we say that X and Y uncross towards Q.
9
3. If Z = (A′′, B′′) is another separation of G, we say that Z is uncrossed with (X,Y ) if it is
uncrossed with at least one of X and Y . Otherwise Z crosses the pair X,Y .
In the case of undirected graphs, it is easily seen that any pair of separations uncrosses towards each
of the four quadrants. Furthermore, the submodularity property of undirected separations implies that for
any pair of opposite quadrants, at least one of the two is a separation of order at most the order of X or
Y . For directed separations, only the top and bottom quadrants uncross but in general a pair of directed
separations does not uncross towards its middle parts. This makes directed separations much harder
to work with and is the main reason why we cannot simply apply the proof techniques for undirected
separations and tangles to the directed case.
The next lemma establishes submodularity of directed separations with respect to their top and bottom
quadrant.
Lemma 3.5 (Submodularity) Let X and Y be a pair of separations in a digraph G. Let T = X+ ∩Y +
be the top of the pair (X,Y ) and B := X− ∩ Y − be the bottom. Let T¯ := X− ∪ Y − and let
B¯ := X+ ∪ Y +. Let St be the upper corner of (X,Y ) and Sl be the lower corner.
Then
(
T, T¯
)
and
(
B, B¯
)
are separations with separators St and Sl, resp., which are uncrossed withX
and Y . Furthermore, |Sl|+|St| = | sep(X)|+| sep(Y )| and thus min{|Sl|, |St|} ≤ max{| sep(X)|, | sep(Y )|}.
In particular, if k = | sep(X)| = | sep(Y )|, then at least one of Sl, St is of order at most k.
Proof. Clearly, St = V (T ∩ T¯ ) and Sl = V (B ∩ B¯).
We first verify that (T, T¯ ) forms a directed separation
(
T→T¯ ). Towards a contradiction, suppose
there was an edge (v, w) with v ∈ T¯−T andw ∈ T−T¯ . Note that T¯−T = (X−∪Y −)−(X+∩Y +) =
(X− − X+) ∪ (Y − − Y +). If v ∈ X− \ X+, then w must be in X+ ∩ X−, as (X+ → X−) is a
separation. Analogously, if v ∈ Y − \ Y +, then w must be in Y + ∩ Y −, as (Y +→Y −) is a separation.
Thus, w is in X− ∪Y − and therefore cannot be in T − T¯ . This shows that (T, T¯ ) is a directed separation.
A symmetric argument establishes that (B¯→B) is a directed separation.
By construction, sep(T, T¯ ) = St and sep(B, B¯) = Sl and thus
|St|+ |Sl| = |(X+ ∩ Y +) ∩ (sep(X) ∪ sep(Y ))|+ |(X− ∩ Y −) ∩ (sep(X) ∪ sep(Y ))|
= |(Y + ∩ sep(X))|+ |(X+ ∩ sep(Y ))| − | sep(X) ∩ sep(Y )|
+|(Y − ∩ sep(X))|+ |(X− ∩ sep(Y ))| − | sep(X) ∩ sep(Y )|
= | sep(X)|+ | sep(Y )|
from which the remaining statements of the lemma follow. 2
The next corollary restates the submodularity property in a form frequently applied below.
Corollary 3.6 Let A1, A2 ⊆ V (G) be sets and let v ∈ {+,−} be an orientation. Then |∂v(A1)| +
|∂v(A2)| ≥ |∂v(A1 ∩A2)|+ |∂v(A1 ∪A2)|.
4 Tangles
In this section we define the concept of directed tangles and prove the main structural result of this paper,
the directed canonical tangle decomposition theorem. The results obtained in this section can be seen as a
directed version of the results by Robertson and Seymour in Graph Minors X [30].
Definition 4.1 Let G be a digraph. A set T of separations of order < k is called a tangle of order k, if
1. for all directed separations (A,B) of G of order < k, either (A,B) ∈ T or (B,A) ∈ T , and
2. if (A1, B1), (A2, B2), (A3, B3) ∈ T then V (A1 ∪A2 ∪A3) 6= V (G).
For all (A,B) ∈ T we call B the big side of (A,B) and A the small side. For every tangle T we define
an associated function βT mapping every separation (A,B) ∈ T to its big side B.
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We first prove a simple property of tangles used frequently throughout the rest of the section.
Lemma 4.2 Let T be a tangle of order k in a digraph G and let (A1, B1), (A2, B2) be directed separa-
tions inG. If (A1, B1) ∈ T and (A2, B2) ∈ T and |(A1∪A2, B1∩B2)| < k then (A1∪A2, B1∩B2) ∈ T .
Proof. Towards a contradiction, suppose (B1 ∩B2, A1 ∪A2) ∈ T . Then A1, A2, and B1 ∩B2 are three
small sides whose union covers V (G), a contradiction to the tangle axioms. 2
Definition 4.3 Let T, T ′ be tangles in a digraph G. T and T ′ are indistinguishable if T ⊆ T ′ or T ′ ⊆ T .
Otherwise they are distinguishable.
A separation X of G distinguishes T and T ′, or is a T−T ′-distinguisher, if βT (X) 6= βT ′(X). The
order of the distinguisher is the order of the separation.
T and T ′ are l-distinguishable, for some l ≥ 0, if there is a T−T ′-distinguisher of order l.
Finally, if S, T are sets of tangles in G, then by an S−T -distinguisher we mean a separation X
which distinguishes every tangle in S from every tangle in T .
It is easily seen that a pair of tangles T and T ′ in a digraph G is indistinguishable if, and only if, there
is no separation X of G that distinguishes T and T ′. See e.g. [30, (10.1)]. By definition, if k is the order
of the separation (A,B), then (A,B) distinguishes exactly the tangles of order > k in which B is the
big side from the tangles of order > k where A is the big side. In the proofs that follow we are often
given a specific separation (A,B) and want to know which pairs of tangles it distinguishes. In these
cases the following notation turns out to be very convenient, even though at a first glance it may look
counter-intuitive.
Notation 4.4 Let X = (A,B) be a separation of order k of a digraph G. A tangle T in G of order > k
is contained in B, or just in B, denoted T ∈ B, if βT (X) = B, otherwise it is contained in A. Note that
the order of T must be > k, as otherwise T does not contain any of (A,B) or (B,A).
Let X and Y be separations of order k. Then Z = (X+ ∩ Y +, X− ∪ Y −) is also a separation of
G. Let k′ be the order of Z. Suppose T is a tangle of order > k, k′ contained in X+ and Y +. Then, by
Lemma 4.2, T ∈ X+ ∩ Y +.
This notation only makes sense if the order of T is bigger than the order of (X+ ∩ Y +, X− ∪ Y −)
and we will only apply it in cases where this is guaranteed.
In the same way it is easily seen that if T ∈ X− and T ∈ Y − then T ∈ X− ∩ Y −.
Using this notation we can simply say that (A,B) distinguishes every tangle in A from every tangle in B.
Our next goal is to prove a directed analogue to the tangle decomposition theorem for undirected
graphs proved in [30]. See also [26]. Essentially, this result states that there is a tree-decomposition whose
bags correspond to the maximal tangles in G and whose adhesion sets form minimal tangle-distinguishers.
Recall that in an undirected tree-decomposition (T, β), if e = {u, v} ∈ E(T ) and β(u), β(v) are the bags
at u and v, then the adhesion of e is S = β(u) ∩ β(v). Furthermore, if A is the union of all bags in the
component of T − e containing u and B is the union of all bags in the component of T − e containing v,
then (A,B) is a separation of G with separator S. Thus every edge of an undirected tree-decomposition
yields a separation of G and it is not very hard to show that the set of these separations for any fixed
tree-decomposition is laminar. Conversely, every laminar set of separations yields a tree-decomposition.
However, in general this is not true for directed tree-decompositions where the labels of edges do not
induce directed separations. In fact, one can construct examples showing that a strict generalisation of the
tangle decomposition theorem for undirected graphs does not hold in the directed setting.
We therefore prove a slightly different tangle decomposition theorem.
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5 Brambles
Directed tree-width has a natural duality, or obstruction, in terms of directed brambles (see [26, 27, 21]).
As we will see, there also is an intimate connection between brambles and tangles, which we establish in
this section.
Definition 5.1 Let G be a digraph. A bramble in G is a set B of strongly connected subgraphs B ⊆ G
such that B ∩B′ 6= ∅ for all B,B′ ∈ B.
A cover of B is a set X ⊆ V (G) of vertices such that V (B)∩X 6= ∅ for all B ∈ B. Finally, the order
of a bramble is the minimum size of a cover of B. The bramble number bn(G) of G is the maximum
order of a bramble in G.
Remark 5.2 In the original definition of brambles in [26, 27] it was only required that any two bramble
elements B,B′ either share a vertex or that there are edges e, e′ such that B ∪ B′ + e + e′ is strongly
connected. That is, e, e′ link B and B′ both ways. The two definitions are not equivalent but the
respective bramble numbers are within a constant factor (factor 2) of each other. We find our definition
more convenient to work with as, e.g., in the original definition taking a butterfly minor can increase the
bramble number, which is not possible in our definition. See [21, 24] for a detailed exposition.
The next lemma is mentioned in [27], see e.g. [21, 24] for a proof.
Lemma 5.3 There are constants c, c′ such that for all digraphs G, bn(G) ≤ c · dtw(G) ≤ c′ · bn(G).
We now recall some simple properties of brambles needed later on.
Lemma 5.4 Let B be a bramble of order k and let X = (A,B) be a directed separation of G of order
l < k. Then there is exactly one D ∈ {A,B} such that there is a C ∈ B with C ⊆ D \ sep(X).
Proof. Let S := sep(X). As k > l = |S| there must be bramble elements C1, . . . , Ct ∈ B such that
V (Ci) ∩ S = ∅. By definition, bramble elements are strongly connected. This implies that Ci ⊆ A \B
or Ci ⊆ B \A for all 1 ≤ i ≤ t. But as Ci and Cj intersect for all 1 ≤ i, j ≤ t, there cannot be i, j such
that Ci ⊆ A− S and V (Cj) ⊆ B − S. 2
Note that the previous result implies the following simple observation. If B is a bramble of order k
and S is the separator of a separation (A,B) of order < k, then there is exactly one strong component of
G− S containing an element of B.
Notation 5.5 Let (A,B) be a separation in G of order l < k and let B be a bramble of order k. If B
is the uniquely determined side of (A,B) containing an element of B, we say that B is contained in B,
denoted B ⊆ B.
Definition 5.6 (Distinguishing brambles) A separation (A,B) distinguishes brambles B,B′ in G if B
and B′ are contained in different sides of (A,B), i.e. B ⊆ A and B′ ⊆ B or vice versa.
The next corollary states a consequence of the previous lemma that we will use below.
Corollary 5.7 Let B be a set of brambles in a digraph G and let k be the minimum order of a
separation distinguishing two brambles in B. Let X and Y be separations in G of order k. Let
T := out(X,Y ), B := in(X,Y ) and St, Sl the top and bottom corner of (X,Y ).
If there are C,C ′ ∈ B such that C is contained in T and C ′ is contained in B, then St and Sl both
have order k and distinguish C and C ′.
We now establish a close relation between tangles and brambles.
Lemma 5.8 If B is a bramble of order k in a digraph G, then G contains a tangle of order bk3c.
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Proof. By Lemma 5.4, for every set X of fewer than k3 vertices there is a unique strong component of
G−X that contains a bramble element B ∈ B. For every such X we denote this component by C(X).
We claim that
T = T (B) := {(A,B) : (A,B) is a separation of G of order < k
3
such that C(sep(A,B)) ⊆ B}
is a tangle of order k3 . Condition (1) of Definition 4.1 follows immediately from Lemma 5.4. To show
Condition (2), let (A1, B1), (A2, B2), (A3, B3) ∈ T and let Si := sep((Ai, Bi)), for all 1 ≤ i ≤ 3.
Then Bi contains the unique component Ci = C(Si) of G − Si which contains a bramble element.
But S := S1 ∪ S2 ∪ S3 contains fewer than k elements and hence it is not a cover of B. It follows
that there is a bramble element B ∈ B with V (B) ∩ S = ∅. Thus B ⊆ Ci for all i and therefore
V (A1 ∪A2 ∪A3) 6= V (G). 2
We next address the opposite direction, i.e. that a tangle induces a bramble. First we prove a technical
lemma which will be used frequently in the sequel.
Lemma 5.9 Let G be a digraph and let T be a tangle in G of order k. For every set X ⊆ V (G) with
|X| < k there is exactly one strong component C(X) of G−X such that C(X) ⊆ B for all (A,B) ∈ T
with sep(A,B) = X .
Proof. If G−X is strongly connected then we set C(X) := G−X . Clearly C(X) must be contained in
the big side of every separation with separator X .
Thus we may assume that G−X is not strongly connected. Let D = D(G,X) be the component
dag of G−X (see Section 2.1 and recall the notation introduced there).
For every downwards closed set S ⊆ V (D) letD(S) := G[X∪⋃S] and U(S) := G[X∪⋃V (D)\
S]). Then (D(S), U(S)) is a separation in G with separator X . If S is downwards closed such that D(S)
is the small side of (D(S), U(S)), then for every downwards closed S′ ⊆ S, D(S′) must also be the
small side of (D(S′), U(S′)). Otherwise, U(S′) and D(S) are two small sides whose union spans V (G).
Let S be an inclusion-wise maximal downwards closed set such that D(S) is the small side of
(D(S), U(S)). This exists as for S = ∅, D(∅) must be the small side of (D(∅), U(∅)). We claim that
there is exactly one component C ∈ V (D) with N+D (C) ⊆ S. Towards this aim, we first observe
that S 6= V (D), as otherwise U(S) = G[X] and thus D(S) as a small side would span V (G). Thus
V (D) \ S 6= ∅. Let M ⊆ V (D) \ S be the elements of D of out-degree 0 in D \ S. By construction, for
every C ∈M the set S′ := S ∪ {C} is downwards closed but D(S′) is the big side of (D(S′), U(S′)).
This implies that |M | < 2. To see this, suppose there were C1 6= C2 ∈ M . Let S1 := S ∪ {C1} and
S2 := S ∪ {C2}. Then V (U(S1) ∪ U(S2) ∪D(S)) = V (G) and as D(S) is a small side, U(S1) and
U(S2) cannot both be small sides. Thus |M | < 2. On the other hand, every finite DAG has a sink
and therefore |M | = 1. Let C be the unique element of M and let S′ := S ∪ {C}. As D(S′) is the
big side of (D(S′), U(S′)), U(S′) is small. But V (D(S) ∪ U(S′)) = V (G) \ V (C). Thus if there
were a separation (A,B) ∈ T with sep(A,B) = X and C ⊆ A for the small side A of (A,B), then
V (U(S′) ∪D(S) ∪A) = V (G) would be the union of three small sides. This implies that C has to be
contained in the big side of every separation with separator X . 2
The next lemma complements Lemma 5.8.
Lemma 5.10 Let G be a digraph and let T be a tangle of order k. Then G has a bramble of order k.
Proof. For every X ⊆ V (G) with |X| < k let C(X) be the strong component specified in Lemma 5.9.
We claim that {C(X) : |X| < k} forms a bramble of order ≥ k.
For every setX with |X| < k letA↓(X) be the minimal downwards closed andA↑(X) be the minimal
upwards closed set in D(G,X) containing C(X). Furthermore, we define A−↓ (X) := A↓(X)− C(X)
and A−↑ (X) := A↑(X)− C(X).
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To simplify notation we define V (A) :=
⋃{V (D) : D ∈ A} for any set A ⊆ V (D). Furthermore, if
U ⊆ V (G) then U = V (G)\U . Finally, we will simply write (X ∪V (A), X ∪ ¯V (A)) for the separation
(G[X ∪ V (A)], G[X ∪ ¯V (A)]) (see the discussion following Definition 3.1).
First, observe that if C(X) is the strong component of G −X obtained through Lemma 5.9, then
|V (C(X))| ≥ k. For otherwise, let X1 = (A1, B1) be any separation of order < k such that X ⊆
sep(X1). But then A2 := X ∪ V (G) \ A↓(X) and A3 := X ∪ V (G) \ A↑(X) are the small sides
of separations in T with separator X and A1 ∪ A2 ∪ A3 = V (G), contradicting the tangle axioms.
Furthermore, if G contains a tangle of order k then |V (G)| > 3(k − 1) as otherwise we could choose
three sets S1, S2, S3 of order < k which together span V (G) and consider arbitrary separations with
separators S1, S2, S3, resp. Then the union of the three small sides of these separations covers V (G).
A consequence of these observations is that if X ⊆ V (G) is of order < k such that G−X is strongly
connected, then C(X) has a non-empty intersection with C(X ′), for all X ′ ⊆ V (G) with |X ′| < k.
Thus it remains to prove that C(X)∩C(X ′) 6= ∅ for sets X,X ′ such that G−X and G−X ′ are not
strongly connected. Towards a contradiction, suppose there were sets X,X ′ ⊆ V (G) with |X|, |X ′| < k
and C(X) ∩ C(X ′) = ∅.
Let D := D(G,X) and D′ := D(G,X ′) be the component dags of X,X ′, resp.
Suppose first that one ofC(X), C(X ′), sayC(X), is the unique source ofD,D′, resp. Then (S,B) =
(X∪V (C(X)), X∪V (C(X))) ∈ T . IfC(X ′) is also the unique source ofD′ then (X ′∪V (C(X ′)), X ′∪
V (C(X ′))) ∈ T . But then C(X) ∩ C(X ′) 6= ∅ as otherwise the two small sides cover V (G). If C(X ′)
is not the unique source of D′, then (S1, B1) = (X ′ ∪ V (A−↓ (X ′)), X ′ ∪ (V (A−↓ (X ′)))) ∈ T and
(S2, B2) = (X
′ ∪ V (A↓(X ′)), X ′ ∪ V (A↓(X ′))}. But then S1 ∪ S2 = V (G) \ V (C(X ′)). Thus, if
V (C(X)) ∩ V (C(X ′)) = ∅, then S1 ∪ S2 ∪ S = V (G), a contradiction.
Now suppose that none of C(X), C(X ′) is the unique source of D,D′, resp. Again we have
(S1, B1) = (X ∪ V (A↓(X)), X ∪ V (A↓(X))) ∈ T
(S2, B2) = (X ∪ V (A↓(X) \ {C(X)}), X ∪ V (A↓(X) \ {C(X)})) ∈ T
(S3, B3) = (X
′ ∪ V (A↓(X ′)), X ′ ∪ V (A↓(X ′))) ∈ T
(S4, B4) = (X
′ ∪ V (A↓(X ′) \ {C(X ′)}),X ∪ V (A↓(X ′) \ {C(X ′)})) ∈ T
Consider the pair Y = (S1, B1) and Y ′ = (S3, B3). Let QT , QB be the top and bottom quadrant of
(Y, Y ′) and let XT , XB be the corner of QT , QB resp. By Lemma 3.5, |XB| < k or |XT | < k. Suppose
first that |XB| < k and consider the separation (U,U ′) = (XB ∪QB, XB ∪QB). If (U ′, U) ∈ T then
U ′∪S1∪S3 = V (G), a contradiction. Thus (U,U ′) ∈ T . But U ′ = QB = V (A↓(X))∩V (A↓(X ′)) ⊆
V (A↓(X)\{C(X)})∪V (A↓(X ′)\{C(X ′)}) as V (C(X))∩V (C(X ′)) = ∅. Thus, U∪S2∪S4 = V (G),
a contradiction.
This implies that |XB| ≥ k and therefore |XT | < k. Clearly, (XT ∪QT , XT ∪QT ) 6∈ T as otherwise
(XT ∪QT ) ∪ S1 = V (G). Thus we have that XT ∪QT is the big side of this separation. But then, for
the two small sides S2, S4 we have
S2 ∪ S4 = X ∪X ′ ∪ V (A↓(X)) \ V (C(X)) ∪ V (A↓(X ′)) \ V (C(X ′))
= X ∪X ′ ∪ (V (A↓(X)) ∪ V (A↓(X ′))) \ (V (C(X)) ∩ V (C(X ′)))
= X ∪X ′ ∪ V (A↓(X)) ∪ V (A↓(X ′)),
as V (C(X))∩ V (C(X ′)) = ∅. Thus, S2 ∪ S4 ∪ (XT ∪QT ) = V (G) is the union of three small sides, a
contradiction. This proves the claim. 2
The previous lemmas imply that every tangle T contains a bramble B in its big side. Note that this
bramble will in general not be unique. We say that B is associated with the tangle and conversely, every
bramble B such that every (A,B) ∈ T contains at least one element of B in its big side B is said to be
controlled by the tangle.
As a consequence of the previous lemmas we may think of a tangle in terms of its associated bramble.
This will be particularly useful in the algorithmic sections below, as brambles are easier to work with
algorithmically than tangles.
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Figure 3: Example of tangle with three components having an empty common intersection.
In the proof of Lemma 5.10 we constructed for every tangle a special type of bramble: for every
separation X of order < k we added a strong component of G−X contained in the big side of X to the
bramble. Brambles of this form are called canonical.
Definition 5.11 (Canonical bramble) A bramble B of order k in G is canonical if for every set X ⊆
V (G) of < k elements, B contains exactly one strong component of G − X and, conversely, every
element of B is a strong component of G−X for some set X ⊆ V (G) with < k vertices.
Remark 5.12 In the undirected setting one can show that there is a one-to-one correspondence between
tangles and brambles with the additional property that the intersetion of any three bramble elements is
non-empty. This is false in the directed setting as the example in Figure 3 illustrates. The digraph contains
a tangle which orients the separations ({7, 8, 5, 6, 4}, {6, 4, 1, 2, 3, 9}), ({7, 8, 1, 6, 2}, {6, 2, 5, 4, 3, 9})
and ({7, 8, 6, 3}, {6, 3, 5, 4, 1, 2, 9}) towards the side containing 9. Then the strong components constitut-
ing the bramble are {1, 2, 3}, {3, 4, 5} and {4, 5, 1, 2}, which pairwise share a vertex but have no vertex
common to all.
6 Tangle Tree-Labellings
In the remainder of this section we will use the following notation. Let G be a digraph and let T be
a set of tangles in G. Let S(G) denote the set of all directed separations of G. For each k ≥ 0, let
Sk(G) be the set of directed separations of G of order k. Occasionally we will also use notation such as
S<k(G),S≤k,S>k(G),S≥k(G) defined in the obvious way, e.g. S<k(G) :=
⋃
j<k Sj(G).
If L is an oriented tree and e = (a, b) ∈ E(L) then we denote the side of L− e containing a by Le,a
and the side containing b by Le,b.
Let L be a tree, γ : E(L) → S(G) be a function, and k ≥ 0. By a k-component of L we mean a
component of L[{e : γ(e) ∈ S>k}].
Definition 6.1 (Tangle Tree Labelling) A tree-labelling of T is a triple L := (L, β, γ), where L is a
tree, β : V (L)→ T and γ : E(L)→ S(G) are functions such that
1. β is a bijection between V (L) and T ,
2. if t 6= t′ ∈ V (L) and P is the unique path in L between t and t′ then for every edge e ∈ E(P )
with |γ(e)| = min{|γ(e′)| : e′ ∈ E(P )} the separation γ(e) is a minimum order distinguisher
between β(t) and β(t′),
3. for every e = {s, s′} ∈ E(L) there are t ∈ V (Le,s) and t′ ∈ V (Le,s′) such that γ(e) is a minimum
order distinguisher of β(t) and β(t′).
If e = (a, b) ∈ E(L) is an edge then we call the separation γ(e) = (A,B) the separation at e and the set
V (A) ∩ V (B) the separator at e.
The order of e is the order |γ(e)| of the separation at e. The order of L is the maximal order of any
separation γ(e) for any edge e = (a, b) ∈ E(L).
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Figure 4: No exact uncrossing of tangles of different order.
Our next goal is to show the following theorem.
Theorem 6.2 Every set T of tangles in a digraph G has a T -tree-labelling.
Before proving the theorem we first prove a special case of the result.
6.1 Minimum-Order Tangle-Distinguishers
Theorem 6.3 Let T be a set of tangles of order > l in a digraph G which are pairwise l-distinguishable
but (l − 1)-indistinguishable. Then there is a T -tree-labelling (L, β, γ) of G such that |γ(e)| = l for all
e ∈ E(L).
For the rest of this section we fix a set T of tangles of order > l which are pairwise l-distinguishable
but (l−1)-indistinguishable. To prove the theorem we first establish some intermediate results.
Lemma 6.4 Let X be a separation of order l distinguishing at least two tangles from T and let A be
one of its two sides. If there are at least two tangles in T contained in A then there is a separation X ′
of order l and a side S of X ′ such that the set of tangles from T contained in S is a subset of the set of
tangles from T contained in A.
Proof. We show the claim for the case that A = X−. The other case is symmetric. Let B = X+. Let TA
be the set of tangles contained in A. Let Y be a separation of order l distinguishing two tangles from
TA. Such a separation exists as A contains more than one tangle from T and any such pair of tangles is
l-distinguishable. Choose T, T ′ ∈ TA such that Y − = βT (Y ) and Y + = βT ′(Y ).
Now consider the pair (X,Y ). By Lemma 3.5 U = (X+ ∩ Y +, X− ∪ Y −) and L = (X+ ∪
Y +, X− ∩ Y −) are separations and, by Lemma 4.2, if |L| ≤ l then βT (L) = L− = X− ∩ Y −.
If Y + contains a tangle from X+, then this implies that X+ ∩ Y + and X− ∩ Y − both contain a
tangle from T . As no pair of tangles from T is l − 1-distinguishable, by Lemma 3.5, U and L both have
order exactly l. Thus, in this case setting X ′ := L satisfies the requirements of the lemma, as it contains a
strict subset of the tangles of T contained in A.
We may therefore assume that Y + does not contain a tangle from X+. But then the set of tangles
contained in Y + is a strict subset of the set of tangles contained in A and therefore setting X ′ := Y
satisfies the requirements of the lemma. 2
The previous lemma has the following simple consequence.
Corollary 6.5 There is a tangle T ∈ T , a separation X of order l and a side B of X such that
βT (X) = B but βT (T ′) 6= B for all T ′ ∈ T \ {T}.
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Figure 5: a) A digraph G and 5 tangles of order 3. b) a T -tree-labelling.
Proof. Choose among all separations of order l a separation X such that the number t of tangles from T
contained in one sideB ofX is minimised. Towards a contradiction, suppose t > 1. Then, by Lemma 6.4,
there is a separation X ′ and a side B′ of X ′ such that the set of tangles from T contained in B′ is a strict
subset of the tangles contained in B, contradicting the choice of B. 2
Ranks. We inductively construct disjoints sets Ci ⊆ T , i ≥ 0, and a function σ assigning to every
tangle T in Ci a separation σ(T ) of order exactly l as follows.
• Let C0 := ∅.
• Assume that Ci has already been defined and let C′ = T \
⋃
j≤i Cj . If |C′| ≤ 1, then we set
Ci+1 := C′ and the construction stops here. Otherwise, let Ci+1 ⊆ C′ be the set of tangles T such
that there exists a separation (A,B) of order l such that T is the unique tangle from C′ containing
(A,B). By Corollary 6.5, such a tangle T exists. For each T ∈ Ci+1 we choose among all
separations of order l distinguishing T from all other tangles in C′ a separation σ(T ) := (A,B) ∈ T
such that V (B) is inclusion-wise minimal. This completes the construction of the set Ci+1.
By construction, the sets Ci, i ≥ 0 are pairwise disjoint and therefore the construction stops at some level
m. We say that the tangles contained in Ci are the tangles of rank i or at level i.
To simplify the presentation, we agree on the following notation. Let T ∈ T be a tangle. By B(T )
and A(T ) we denote the two sides of σ(T ) such that (A(T ), B(T )) ∈ T . If B(T ) = σ(T )+ we say that
T orients σ(T ) outwards, otherwise T orients σ(T ) inwards. In cases where the tangle T is understood,
especially when we speak about the orientation of some σ(T ), we simplify the notation further and simply
say that σ(T ) is outgoing or incoming.
If T ′ 6= T is a tangle in T then we write T ′ ∈ B(T ) if (A(T ), B(T )) ∈ T ′. If S ⊆ T is a set of
tangles, we will adopt similar notation and write, e.g., S ⊆ B(T ) to say that each tangle in S contains
(A(T ), B(T )).
Example 6.6 Consider the digraph depicted in Figure 5. The graph consists of 5 bidirected cliques
A,B,C,D,E on six vertices each connected as indicated in the figure. We will refer to the vertices in
the clique A by a1, . . . , a6, to those in B by b1, . . . , b6 etc., where the number corresponds to the label of
the vertex in the figure.
Each of the five cliques induces a tangle of order three. For instance, the clique B defines the tangle
TA as follows: if (X,Y ) is a separation of order ≤ 2 in G then TA contains (X,Y ) if Y contains at least
4 vertices of A and otherwise TA contains (Y,X).
We define separations σ(TA), . . . , σ(TE) as follows:
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• σ(TE) = (G[A ∪B ∪ C ∪D ∪ {e1, e2}], E),
• σ(TD) = (G[A ∪B ∪ C ∪D ∪ {d2, d3}], D),
• σ(TC) = (G[A ∪B ∪ {d3, c2}], C ∪D ∪ E),
• σ(TB) = (G[A ∪ C ∪ E ∪ {b3, d2}], B ∪D), and
• σ(TA) = (G[B ∪ C ∪D ∪ E ∪ {a4, a5}], A).
Then σ(TA), σ(TD), and σ(TE) distinguish TA, TD, and TE , resp., from all other tangles and
therefore TA, TD, and TE are tangles of rank 1. The tangles TB and TC are of rank 2. For instance, there
are no separations of order two distinguishing TC from all other tangles.
Finally, σ(TA) is incoming whereas the other four separations are outgoing.
We now prove some simple properties of the set {σ(T ) : T ∈ T } of separations.
Definition 6.7 Let T 6= T ′ ∈ T and let σ(T ) = (A,B) ∈ T and σ(T ′) = (A′, B′) ∈ T ′. T ′ is a
descendent of T if (A,B) ∈ T ′ but (B′, A′) ∈ T . T and T ′ are dependent if T is a descendant of T ′ or
T ′ is a descendant of T . Otherwise they are independent. We call a set S ⊆ T independent if the tangles
in S are pairwise independent.
Note that if T ′ is a descendant of T then the rank of T must be higher than the rank of T ′.
In the example above, the tangles TE and TC are dependent as TE ∈ B(TC). Similarly, TD and TC
are dependent as are TD and TA.
Lemma 6.8 Let X = (A,B) and X ′ = (A′, B′) be directed separations of order l and let T, T ′ be
tangles such that (A,B) ∈ T \ T ′ and (A′, B′) ∈ T ′ \ T . If B = X+ and B′ = X ′− then X and X ′
are uncrossed or there are separations X1 = (A1, B1) ∈ T \ T ′ and X2 = (A2, B2) ∈ T ′ \ T of order l
such that B1 ( B, B2 ( B′ (and thus A ( A1 and A′ ( A2).
Proof. By assumption, (A,B), (B′, A′) ∈ T and (B,A), (A′, B′) ∈ T ′. By Lemma 4.2, if U =
(U1, U2) = (A ∪ B′, B ∩ A′) is of order ≤ l, then (U1, U2) ∈ T whereas (U2, U1) ∈ T ′. Similarly,
if L = (L1, L2) = (A ∩ B′, B ∪ A′) is of order ≤ l, then (L1, L2) ∈ T ′ and (L2, L1) ∈ T . But
by Lemma 3.5, |L| ≤ l or |U | ≤ l and as neither can be strictly smaller than l, |L| = |U | = l. But then U
and L distinguish T and T ′ and we can set X1 = U and X2 = L. 2
Corollary 6.9 Let T 6= T ′ ∈ T be independent tangles such that σ(T ) is outgoing and σ(T ′) is incoming.
Then σ(T ) and σ(T ′) are uncrossed.
Proof. Towards a contradiction suppose that T, T ′ ∈ T , σ(T ) = (A,B) ∈ T and σ(T ′) = (A′, B′) ∈ T ′
cross, and σ(T ) is outgoing whereas σ(T ′) is incoming. See Figure 6 a). Thus, B = σ(T )+ and
B′ = σ(T ′)−. Furthermore, as T and T ′ are independent, (B,A) ∈ T ′ and (B′, A′) ∈ T .
Let U = (B ∩A′, A ∪B′) be the upper corner of the pair (σ(T ), σ(T ′)) and L = (B ∪A′, A ∩B′)
be the lower corner. See Figure 6 a). U and L both distinguish between T and T ′ and therefore must both
be of order l. But this is a contradiction to the minimality of σ(T ) and σ(T ′). 2
Note that if T and T ′ as in the previous lemma are dependent then σ(T ) and σ(T ′) may not be
uncrossed, see Figure 6 b).
For the following exposition we choose a tangle To of maximal rank r and set σ(To) := (∅, V (G)).
Furthermore, we declare the rank of To to be r + 1, i.e. To now has the highest rank among all tangles.
Clearly every other tangle is a descendant of To.
Let D be the digraph with vertex set T and edges E(D) := {(T, T ′) : T ′ is a descendant of T}.
It is easily seen that D is acyclic as edges only point from tangles of higher rank to tangles of lower
rank. Furthermore, by our choice of To above, To is the sole tangle with an edge to every other tangle. By
construction, if T 6= To, then σ(T ) distinguishes T and To.
We show next that E(D) is transitive.
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Figure 6: Outgoing and incoming tangle-distinguishers uncross. a) T and T ′ are independent. b) T
depends on T ′.
Lemma 6.10 (Transitivity) Let T1, T2, T3 ∈ T be tangles. If (T1, T2) ∈ E(D) and (T2, T3) ∈ E(D)
then (T1, T3) ∈ E(D).
Proof. For i = 1, 2, 3 let Xi := σ(Ti) = (Ai, Bi) ∈ Ti. By assumption of the lemma, (A1, B1) ∈ T2 and
(A2, B2) ∈ T3 \ T1. Furthermore, (Bi, Ai) ∈ To for all 1 ≤ i ≤ 3. We need to show that (B3, A3) ∈ T1
and (A1, B1) ∈ T3.
(B3, A3) ∈ T1 follows from the fact that T1 is of higher rank than T3. Thus it remains to show that
(A1, B1) ∈ T3.
Towards a contradiction, suppose that (B1, A1) ∈ T3. IfB1 = X+1 andB2 = X+2 then, by Lemma 4.2,
U = (A1 ∪ A2, B1 ∩ B2) ∈ T2 unless |U | > l whereas L = (B1 ∪ B2, A1 ∩ A2) ∈ To unless
|L| > l. But one of |U |, |L| must be of order at most l and therefore, as U and L both distinguish
tangles from T , both are of order l. Thus, by choice of X2 (minimality of B2), we may assume that
(A2, B2) = (A1 ∪A2, B1 ∩B2) and therefore (A1 ∪A2, B1 ∩B2) ∈ T3. But then, (B1, A1) cannot be
in T3 as otherwise B1 and A2 would be two small sides covering all of V (G).
Now suppose B2 = X−2 . Again suppose that (B1, A1) ∈ T3. Consider the pair (X1, X2) and the
upper and lower separations U = (A1 ∪B2, B1 ∩A2) and L = (A2 ∪B1, B2 ∩A1). By Lemma 4.2, if
U is of order ≤ l, then as (A1, B1) ∈ T1 and (B2, A2) ∈ T1, also (A1 ∪B2, B1 ∩A2) ∈ T1. Similarly,
if |L| ≤ l then (A1 ∪B1, B2 ∩A1) ∈ T3. Thus U and L distinguish T1 and T3 and therefore must both
be of order l. But then, (A1 ∪B2, B1 ∩A2) ∈ T1 contradicts the minimality of B1.
The cases where B1 = X−1 and B2 = X
+
2 or B1 = X
−
1 and B2 = X
−
2 are analogous. Thus, in
either case, (A1, B1) ∈ T3 and T3 therefore depends on T1. 2
The digraph D essentially is dag-labelling of T , i.e. a dag distinguishing all tangles in T . What
remains to be done is to turn D into a (rooted) tree. As a first step, let D′ be the digraph obtained from D
by eliminating all transitive edges, i.e. E(D′) := {e = (T, T ′) ∈ E(D) : there is no path from T to T ′
in D − e}. Furthermore, we define a function γ : E(D′)→ Sl(G) where for all e = (T, T ′) ∈ E(D′)
we define γ(e) = σ(T ′). Let
T + := {T ∈ T : βT (σ(T )) = σ(T )+} \ To and T − := {T ∈ T : βT (σ(T )) = σ(T )−} \ To.
If no vertex in D′ has indegree > 1 then clearly D′ is the required tree-labelling for T . Otherwise,
we proceed as follows. Recall from Lemma 6.8 that if T and T ′ are independent and orient σ(T ) and
σ(T ′) in different ways, then σ(T ) and σ(T ′) are uncrossed. Furthermore, in D′ no vertex has incoming
edges from dependent tangles. Thus, in D′, for all u ∈ V (D′) such that To is not the only in-neighbour
of u, either all in-neighbours are from T + or all in-neighbours are from T −.
We will now define a sequence ((Di, γi))i≥0 of digraphs Di and functions γi : E(Di) → S(G)
with vertex sets V (Di) = V (D′) as follows. Set D0 = D′ and γ0 := γ. By construction, (D0, γ0)
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satisfy the following properties which we will maintain for all Di and γi. To simplify notation, let
(Di)t := {t′ ∈ V (Di) : t′ is reachable from t by a directed path in Di}, for all t ∈ V (Di).
1. If e = (T, T ′) ∈ E(D′) then γ(e) = (A,B) is a separation of order l such that all T ′′ ∈ (D0)T ′
contain (A,B) and all T ′′ ∈ V (D0) \ (D0)T ′ contain (B,A). In particular To contains (B,A).
Furthermore, there is no separation (A′, B′) of order l distinguishing all tangles in (D0)T ′ from all
tangles in V (D0) \ (D0)T ′ with B′ ( B and A ( A′.
2. If e, e′ ∈ E(Di) have the same head then γ(e) = γ(e′).
Now suppose Di has already been defined.
Lemma 6.11 Let T ∈ V (Di) be a node and T1, T2 ∈ V (Di) be in-neighbours of T . Then there is
a separation X = (A,B) of order l such that if T ′ ∈ (Di)T1 ∪ (Di)T2 then (A,B) ∈ T ′, otherwise
(B,A) ∈ T ′.
Proof. For i = 1, 2 let ei = (T ′i , Ti) be an incoming edge and Xi = (Ai, Bi) = γ(ei). By Lemma 6.8,
as T1, T2 are independent, either X1 and X2 are both outgoing (i.e. Bi = X+i ) or both are incoming.
W.l.o.g. suppose both are outgoing. By the first condition above, (Bi, Ai) ∈ To for i = 1, 2 and, as T is a
descendant of T1, T2, (Ai, Bi) ∈ T . Thus (A1 ∪A2, B1 ∩B2) and (A1 ∩A2, B1 ∪B2) both distinguish
To and T and therefore must both be of order l.
We claim that X = (A1 ∩ A2, B1 ∪ B2) satisfies the requirements of the lemma. By definition,
if T ′ = T1 or T ′ is a descendant of T1, then (A1, B1) ∈ T ′. But then, (A1 ∩ A2, B1 ∪ B2) ∈ T ′ as
otherwise B1 ∪B2 would be a small side which, together with the small side A1 would cover all of V (G).
Similarly, if T ′ is T2 or a descendant of T2, then (A1 ∩A2, B1 ∪B2) ∈ T ′.
Thus it remains to show that no other tangle T ′′ contains (A1 ∩A2, B1 ∪B2). But if T ′′ 6∈ {T1, T2}
and T ′′ is not a descendant of T1 or T2, then it contains (B1, A1) and (B2, A2) and therefore must also
contain (B1 ∪B2, A1 ∩A2). 2
We are now ready to complete the construction of Di+1. If Di has no vertex of indegree > 1, the
construction stops here and we define D∞ := Di. Otherwise choose such a node T with δ−Di(T ) > 1
of minimal rank among all such vertices and choose in-neighbours T1 6= T2 of T . By Lemma 6.11,
there is a separation X = (A,B) of order l such that (A,B) ∈ T ′ for all T ′ ∈ (Di)T1 ∪ (Di)T2 and
(B,A) ∈ T ′ for all T ′ ∈ V (Di) \ ((Di)T1 ∪ (Di)T2). We choose such a separation X = (A,B) such
that B is inclusion-wise minimal among all such separations.
We define Di+1 as the digraph obtained from Di as follows. Replace each incoming edge e1 =
(T ′1, T1) of T1 by e′1 = (T ′1, T2) with γi(e′1) = X . Let Y = γi(e1) for an edge (T ′1, T1). We add the
edge e = (T2, T1) with γi+1(e) = Y . If e is an edge with head T2 we set γi+1(e) = X . Finally, we set
γi+1(e) = γi(e) for all e ∈ E(Di) ∩ E(Di+1).
Let us see that Di+1 still satisfies the conditions above. The last condition is satisfied by explicit
construction. Condition 1 is satisfied for all edges in E(Di+1) ∩ E(Di) by induction hypothesis. For the
edge e = (T2, T1) Condition 1 also follows from the induction hypothesis as γi+1(e) is the same as the
label γi(e′) of the incoming edges of T1 in Di. Finally, for the edges with head T2 the condition follows
from our choice of X .
What remains to show is that the process terminates. For this we define the conflict number c(Di) of
Di as the sum
∑{n(m− r(T )) + δ−Di(T ) : T ∈ V (D′), δ−Di(T ) > 1}, where r(T ) is the rank of T , n is
the number of vertices in Di (which is the same for all i) and m is the maximal rank of any tangle in
T . In the step from Di to Di+1, we choose a node T of minimal rank with δ−Di(T ) > 1 and reduce the
number of incoming edges, i.e. δ−Di(T ) > δ
−
Di+1
(T ). We may increase the number of incoming edges
of T2 but T2 has higher rank than T . Thus, in the conflict number we remove the term for T and add or
increase the term for T2, i.e. c(Di+1) = c(Di)− n(m− r(T ))− δ−Di(T )) + n(m− r(T2)) + δ−Di+1(T2).
But as δ−Di+1(T2) < n and r(T ) < r(T2) we get c(Di) > c(Di+1). Thus the construction must stop after
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a finite number of iterations with a digraph D∞ = Ds in which there are no vertices of indegree > 1 left.
Thus, D∞ is a tree and γ∞ satisfies the requirements of a tree-labelling.
To turn D∞ formally into a tree labelling we define β∞(T ) = T for all T ∈ V (DS).
This concludes the construction of the tree-labelling and the proof of Theorem 6.3.
6.2 Non-Minimal Tangle Distinguishers
The goal of this subsection is to lift the previous result from sets T of tangles which are pairwise
l-distinguishable but l−1-indistinguishable to arbitrary sets of pairwise distinguishable tangles.
Definition 6.12 (cone) Let T be a set of pairwise distinguishable tangles and let T ∈ T be a tangle of
order k.
1. For l ≥ 1 we define the restriction T|l of T to order l, or simply the l-restriction of T , as the set
T|l := {(A,B) ∈ T : |A ∩B| ≤ l}.
If T ′ ⊆ T we define T ′|l := {T|l : T ∈ T ′}.
2. The T -cone of T is defined as the set
coneT (T ) := {T ′ ∈ T : T ⊆ T ′}.
3. We define the strict T -cone of a tangle T of order l as the set s-coneT (T ) = {T ′|l+1 : T ′ ∈
coneT (T )}.
4. If T is any tangle in T of order > l we define s-coneT (T, l) := s-coneT (T|l) and coneT (T, l) :=
coneT (T|l).
We usually omit the index T when it is clear from the context.
Note that if T is a tangle of order l then any pair of tangles in s-coneT (T ) are l+1 but not l-
distinguishable.
Lemma 6.13 Let T, T ′ be tangles and l be an integer such that T|l−1 = T ′|l−1 but T|l 6= T ′|l. Let
S1 ⊆ coneT (T ) and S2 ⊆ coneT (T ′). There is no separation X = (A,B) such that X separates
T1 ∈ S1 and T2 ∈ S1 and X also separates T3 ∈ S2 and T4 ∈ S2 and X is a minimum order
T1−T2-separation or a minimum order T3−T4-separation.
Proof. By assumption T1 and T2 are distinguishable from T3 and T4 by a separation Y of order l.
W.l.o.g. we assume that (Y −, Y +) ∈ T1 ∩ T2 and (Y +, Y −) ∈ T3 ∩ T4.
Towards a contradiction, suppose that a separation X as in the statement of the lemma exists. That is,
X separates T1 from T2 and also T3 from T4 and it is a minimum order distinguisher for T1 and T2 or a
minimum order distinguisher for T3 and T4. W.l.o.g. suppose X is a minimum order distinguisher for T1
and T2. By renaming T1 and T2 or T3 and T4, if necessary, we may assume that (X−, X+) ∈ T1 ∩ T3
and (X+, X−) ∈ T2 ∩ T4. Let k := |X|.
Then k > l, as T1|l = T2|l and T3|l = T4|l. See Figure 7 for an illustration.
Now consider the pair (Y,X) and its upper and lower quadrant U = (X+ ∩ Y +, X− ∪ Y −) and
L = (X+ ∪ Y +, X− ∩ Y −). Observe that |U |, |L| ≥ l as both distinguish a tangle from {T1, T2} from a
tangle in {T3, T4}. By submodularity |U |+ |L| ≤ k + l and thus |U |, |L| ≤ k and therefore |U |, |L| are
less than the order of the tangles T1, . . . , T4.
By assumption, (X+, X−) ∈ T2 and (Y −, Y +) ∈ T2. If in addition (X−∪Y −, X+∩Y +) ∈ T2, then
X+, Y −, and X− ∪ Y − would be three small sides covering V (G), contradicting the tangle properties.
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Figure 7: Uncrossing separations in Lemma 6.13.
Thus, (X+ ∩ Y +, X− ∪ Y −) ∈ T2, U is a T1−T2-distinguisher and therefore |U | ≥ k. Together with
|L| ≥ l this implies that |U | = k and |L| = l. But (X+, X−) ∈ T4 and (Y +, Y −) ∈ T4 and therefore
(X+ ∪Y +, X− ∩Y −) ∈ T4 as otherwise X+, Y +, and X− ∩Y − would all be small sides in T but their
union is V (G). But as (Y +, Y −) ∈ T3 and (X−, X+) ∈ T3, (X+ ∪ Y +, X− ∩ Y −) cannot be in T3.
Thus L distinguishes T3 and T4, a contradiction to T3|l = T4|l. 2
We are now ready to prove the main result of this section.
Proof of Theorem 6.2. Let T be a set of tangles in G as in the statement of the theorem. Let m be the
maximal order of any tangle in T . For T ∈ T and l ≤ m let C(T, l) := coneT (T|l) be the cone of the
l-restriction of T .
By induction on l from m to 0 we will construct for each T ∈ T and l ≤ m such that C(T, l) 6= ∅ a
tree-labelling for C(T, l).
Clearly, a tree-labelling for G follows immediately from the set of tree-labellings for the 0-cones
C(T, 0), for T ∈ T .
If l = m then C(T, l) = {T} for all T ∈ T of order m and otherwise C(T, l) = ∅. In the first
case, let LT,l be a tree with a single node r = rT,l and define βT,l(r) = T and γT,l = ∅. Then
L(T, l) := (LT,l, βT,l, γT,l) is a tree-labelling for C(T, l).
Now suppose tree-labellings L(T, l + 1) for all C ∈ {C(T, l + 1) : T ∈ T } have been constructed.
Let C = C(T, l) for some T ∈ T and let S := s-coneT (T, l). If |S| = 1, i.e. any pair T1, T2 ∈ C(T, l)
is l-indistinguishable, then we set L(T, l) := L(T, l + 1). Otherwise, choose for each T ′ ∈ S a tree-
labelling L(T ′, l+ 1), which exists by induction hypothesis. By definition of strict cones, if T1 6= T2 ∈ S
then T1 and T2 are l + 1-distinguishable but not l-distinguishable. Thus, by Theorem 6.3, there is a
tree-labelling L = L(S) = (L, β, γ) for S. Observe that any node in L is labelled by a tangle T ′ in S
which is the common l + 1-restriction of all tangles in coneT (T ′, l + 1). Thus, any node in L possibly
represents an entire set of tangles.
To obtain a tree-labelling for C(T, l), we need to combine the “outer” tree-labelling L with the “inner”
tree-labellings for {coneT (β(t), l + 1) : t ∈ V (L)}. See Figure 8 for an illustration.
For all t ∈ V (L) let L(t) = (Lt, βt, γt) := L(β(t), l + 1). Let e = (s, t) ∈ E(L) be an edge of the
outer tree and let Xe = (A,B) be the separation at e. By construction, all tangles from S contained
in {β(u) : u ∈ V (Le,s)} contain (B,A) whereas all tangles in {β(u) : u ∈ V (Le,t)} contain (A,B).
It is immediate from the definition of cones that if u ∈ V (Le,t) and T is a tangle in coneT (u, l + 1),
then T contains (A,B) whereas if T ∈ coneT (u, l + 1) for some u ∈ V (Le,s), then (B,A) ∈ T . Thus
the separations at the outer edges e ∈ E(L) are consistent with the inner tree-labellings L(t) for all
t ∈ V (L).
Now let t 6= t′ ∈ V (L), e ∈ E(L(t)) be an edge and (A′, B′) := γt(e) be the separation at
e. Furthermore, let T1, T2 be tangles in coneT (β(t′), l + 1). Then either (A′, B′) ∈ T1 ∩ T2 or
(B′, A′) ∈ T1 ∩ T2. To see this, recall that by the definition of tree-labellings there are t3, t4 ∈ V (Lt)
and tangles T3 = βt(t3), T4 = βt(t4) in coneT (β(t), l + 1) such that γt(e) is a minimum order T3−T4-
distinguisher. As |γt(e)| > l, by Lemma 6.13, γt(e) cannot also separate T1, T2. In other words, if X is a
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Figure 8: Combining tree-labellings. The large (blue) disks represent the elements of S , and the smaller
trees inside a disk t represent the tree-labelling for the cone of t.
separation at an edge e of some inner tree-labelling L(t), then X does not distinguish any pair of tangles
in another inner labelling L(t′) for t 6= t′. This allows us to combine the tree-labellings as follows.
Let (L′, β′, γ′) be the union of
⋃{L(t) : t ∈ V (L)}, i.e. L′ is the disjoint union of the individual
tree-labellings and β′(u) = βt(u) and γ′(e) = γt(e) for all t ∈ V (L), e ∈ E(Lt), and u ∈ V (Lt). What
is left to do is to add edges corresponding to the edges in E(L).
Let e = (s, t) ∈ E(L) and let Xe = (Ae, Be) be the separation at e. We orient the edges of
L(s) = (Ls, βs, γs) and L(t) = (Lt, βt, γt) as follows: e′ = (u, v) ∈ E(Ls) with separation (A′, B′) is
oriented towards u if (B′, A′) ∈ β(w) for allw ∈ V (Lt). Otherwise it is oriented towards v. Analogously,
e′ = (u, v) ∈ E(Lt) with separation (A′, B′) is oriented towards u if (B′, A′) ∈ β(w) for allw ∈ V (Ls).
Otherwise it is oriented towards v. As Ls, Lt are trees, there are u ∈ V (Ls) and v ∈ V (Lt) such that all
incident edges of u point towards u and all incident edges of v are oriented towards v. We add the edge
e′ = (u, v) to E(L′) and set γ′(e′) = γ(e).
This completes the construction. We claim that (L′, β′, γ′) is a tree-labelling for C(T, l). It is easily
seen that β′ is a bijection between C(T, l) and V (L′). So Condition 1 holds. Towards proving Condition
2, let t 6= t′ ∈ V (L) and let P be the unique path between t and t′ in L′. If there is an s ∈ V (L) such
that t, t′ ∈ V (Ls), then P ⊆ Ls and Condition 2 follows from the induction hypothesis. Otherwise
there are s 6= s′ ∈ V (L) with t ∈ V (Ls) and t′ ∈ V (Ls′). But then the path P must contain an edge
e ∈ E(L) of order l – which is the minimal order of any edge on P – and γ′(e) = γ(e) is a minimum
order distinguisher for β′(t) and β′(T ′) by the construction of L.
Condition 3 follows analogously. This completes the proof of Theorem 6.2. 2
Remark 6.14 The definition of tree-labellings does not guarantee that if t, t′ are distinct nodes of a
tree-labelling (L, β, γ) and e is an edge on the path between t and t′ then γ(e) distinguishes β(t) and
β(t′). This is only guaranteed for edges of minimal order on the path. Figure 4 illustrates an example for
a set of tangles where there is no optimal tree-labelling with the stronger property that every edge on the
path between two nodes distinguishes the associated tangles. For, in the example in Figure 4, the tangle
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T4 can be distinguished from T2 by an order 5 separation and also from T3 by an order 5 separation
but there is no separation distinguishing T4 from T2 and T3 of order 5. But T1 can be distinguished
from T2, T3, T4 by an order 1 separation X1. Thus if we require that in a tree-labelling the path between
two notes t and t′ must contain an edge labelled with a minimal-order distinguisher for β(t) and β(t′),
then the separation X1 must occur on each path between T1 and any of the three other tangles. But X1
does not distinguish between any pair of tangles from T2, T3, T4, and thus if we also require that on any
path between two nodes each edge must be labelled by a distinguisher between the associated tangles,
then X must not occur on any path between T2, T3, and T4. Thus there must be an edge labelled by
X1 and T1 occurs on one side of the edge and T2, T3, T4 occur together on the other side. But then, the
subtree containing T2, T3, T4 must contain edges e2, e3 such that γ(e2) = X2 distinguishes T2 from T4
and γ(e3) = X3 distinguishes T3 from T4. But X3 distinguishes T1, T3 from T2, T4 and X2 distinguishes
T1, T2 from T3, T4. Therefore we cannot arrange T2, T3, T4 into a tree and connect T1 to this tree in a
way that every edge on the paths from T2 and T3 to T1 is a distinguisher for T2 and T1 or T3 and T1, resp.
However, if we relax the structure of a tree-labelling (L, β, γ) to allow L to be a dag, then the proof
above can easily be modified to yield a dag L with β and γ as before such that (L, β, γ) satisfies the
conditions 1, 2, and 3 of a tree-labelling and the extra condition that on any path between two nodes t, t′
every edge on the path is labelled by a separation distinguishing β(t) and β(t′). a
7 From Tree-Labellings to Tree-Decompositions
In this section we extend the tree-labelling theorem to directed tree-decompositions.
Definition 7.1 Let k be an integer and let T be a set of tangles in a digraph G of order > k. A directed
tree-decomposition for T , or distinguishing T , is a tuple D := (L, β, γ, τ, ω), where L is a tree, τ is an
injective map from T to V (L), β : V (L) → 2V (G), γ : E(L) → S(G), and ω : E(L) → 2V (G), such
that
1. L := (L[{τ(T ) : T ∈ T }], τ, γ) is a tree-labelling for T ,
2. (L, β, ω) is a directed tree-decomposition of G,
3. for all e = (s, t) ∈ E(L), if γ(e) = (A,B) then A ∩B ⊆ ω(e).
We say that D extends, or is consistent with, the tree-labelling L. The edge-width of D is max{|ω(e)| :
e ∈ E(L)}.
Theorem 7.2 Let k be an integer and let T be a set of tangles in a digraph G of order > k. Then there
is a directed tree-decomposition for T|k in G of edge-width at most k2 + 2k.
More precisely, every tree-labelling L of T|k can be extended to a directed tree-decomposition of
edge-width ≤ k2 + 2k extending L.
By the results of the previous section we may assume that we are given a tree-labelling L :=
(L, τL, γL) for T . Let ≤sL be a sibling-ordering on L, i.e. ≤sL contains for each node t ∈ V (L) an
ordering of its children. Let ≤L be the pre-order DFS ordering generated by ≤sL, i.e. the ordering such
that the root of L is the smallest element and if s ≤sL t are children of the root then all nodes in Ls are
smaller than all nodes in Lt.
Let V (L) = {t1, . . . , tn} be numbered such that ti ≤L tj whenever i < j. Thus, t1 is the root of L.
For 1 ≤ i ≤ n let Ti := τL(ti) be the associated tangle and, if j > 1 let e(t) be the last edge on the path
P in L from t1 to tj . Let σ(tj) := γ(e(tj)) and Bj := βTj (σ(tj)) be the big side of σ(tj) in the tangle
Tj . We define ∂(B(tj)) = ∂+(B(tj)), and call B(tj) outgoing, if B(tj) is oriented outwards in σ(tj).
Otherwise B(tj) is incoming and we define ∂(B(tj)) = ∂−(B(tj)). We denote the set Bj \ ∂(Bj) as
B˚j .
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We say that Bi and Bj are independent if ti and tj are independent. Otherwise Bi and Bj are
dependent. In this case we say that Bi is above Bj , and Bj is below Bi, if tj ∈ V (Lti). To ease notation,
we say that i is independent of j and Ci is independent of Cj if Bi is independent of Bj .
Let B := {B1, . . . , Bn}. For 1 ≤ i ≤ n, let C0i := {C : C ⊆ Bi and C is a strong component of
G− ∂(Bi)}. For each 1 ≤ i ≤ n and C ∈ C0i we remove C from C0i if there is an independent C0j and
some Cj ∈ C0j and either C ( Cj or C = Cj and j < i. Let, for 1 ≤ i ≤ n, Ci be the set of components
of C0i that were not deleted in this step. For two strongly connected subgraphs C,C ′ we say that C and
C ′ overlap if C \ C ′ and C ′ \ C and C ∩ C ′ are all non-empty.
For 1 ≤ j ≤ n let Ij :=
⋃ Cj and let κ(Bj , aj) be the set of all indices i such that Bi and Bj
are independent and there is a component C ∈ Ci such that aj ∈ V (Ci) and V (Ci) ∩ Ij 6= ∅ and
V (Cj) \ Ij 6= ∅.
We call aj ∈ ∂(Bj) conflicting if κ(Bj , aj) 6= ∅. The resolvant ρ(Bj , aj) is defined as minκ(Bj , aj)
and the resolvants of Bj are the elements of {ρ(Bj , aj) : aj ∈ ∂(Bj)}. Finally, we define κ(Bj) :=⋃
aj∈∂(Bj) κ(Bj , aj).
We say that Bj and Bl are in conflict if j ∈ κ(Bl).
Lemma 7.3 Let j and i be independent. If there is al ∈ ∂(Bl) such that j ∈ κ(Bl, al) then there are
components Cl ∈ Cl and Cj ∈ Cj and aj ∈ ∂(Bj) such that Cl and Cj overlap, al ∈ Cj and al ∈ Cj . In
particular, if j ∈ κ(Bl) then l ∈ κ(Bj).
Proof. If j ∈ κ(Bl) then there must be an al ∈ ∂(Bl) and Cj ∈ Cj and Cl ∈ Cl such that al ∈ V (Cj)
and Cj and Cj overlap. Thus Cj ∩ Cl 6= ∅. But as Cj is a component of G− ∂(Bj) and Cl is strongly
connected, either Cl ⊆ Cj or Cj ∩ ∂(Bl) 6= ∅. But in the first case one of Cl, Cj would have been
removed in the first step. 2
Lemma 7.4 Suppose that j and l are independent and j ∈ κ(Bl, al) for some al ∈ ∂(Bl). Then there is
aj ∈ ∂(Bj) such that l ∈ ∂(Bj) and j ∈ ρ(Bl, al) or l ∈ ρ(Bj , aj) or ρ(Bl, al) = ρ(Bj , aj).
Proof. By assumption, j ∈ ρ(Bl, al). By Lemma 7.4, there are components Cj ∈ Cj and Cl ∈ Cl which
overlap and witness the conflict of Bj and Bl and an element aj ∈ V (Cl) ∩ ∂(Bj). Let ij = ρ(Bj , aj)
and il = ρ(Bl, al). If ij = l or il = j we are done. So we may assume that ij 6= l and il 6= j and therefore
ij < l and il < j. By definition, there is Ci ∈ Cil containing al which conflicts with some component
Cl ∈ Cl. But then Cj ∩ Ci 6= ∅ and as neither can be contained in the other, the two components overlap
and witness a conflict. This implies that ij ≤ il.
Analogously, there must be a component C ′i ∈ Cij which witnesses a conflict with Bj and contains
aj . By the same argument as before, as aj ∈ C ′i ∩ Cl 6= ∅ the component C ′i must witness a conflict
between Bij and Bl and thus il ≤ ij . This implies that ij = il. 2
For all 1 ≤ i ≤ n let ωi :=
⋃{∂(Bj) : j ∈ ρ(Bi) ∪ {i}} and let D′i be the set of components C of
G− ωi such that there is a component C ′ ∈ Ci with C ⊆ C ′. For all C ∈ D′i, if there is C ′ ∈ D′j , j 6= i,
such that C ⊆ C ′ then we delete C from D′i if C ( C ′ or j < i. Let Di be the components of D′i not
deleted in the previous step. We define Di :=
⋃{V (C) : C ∈ Di}.
We show next that the system D = (Di)1≤i≤n does not contain any conflicts between independent
tangles.
Lemma 7.5 If Bj and Bl are independent then they do not have a conflict in D.
Proof. Towards a contradiction, suppose Cj ∈ Cj and Cl ∈ Cl are in conflict. Then there must be
aj ∈ V (Cl) and al ∈ V (Cj) witnessing the conflict. Let Aj = V (Cl)∩∂(Bj) and Al = V (Cj)∩∂(Bl).
If j ∈ ρ(Bl) or l ∈ ρ(Bj), say j ∈ ρ(Bl), then ∂(Bj) ⊆ ωl and Dl does not contain any component
that contains a vertex of Bj . Thus, in these cases no conflict is possible between Dj and Dl.
Thus we may assume that j 6∈ ρ(Bl) and l 6∈ ρ(Bj). By Lemma 7.4, in this case for each aj ∈ Aj
there is an al ∈ Al such that ρ(Aj , aj) = ρ(Al, al). Let I =
⋃{ρ(Bj , aj) : aj ∈ Aj} and X =
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⋃{∂(Bi) : i ∈ I}. Thus X ⊆ ωi ∩ ωj and Dj and Dl do not contain components in any of the sets Bi
for i ∈ I . Note that by construction Aj , Al ⊆
⋃{Bi : i ∈ I} and the components of G− ωj into which
Cj is split are removed from Dj if they are contained in
⋃{Bi : i ∈ I}. Now suppose that there are
components C ′j ∈ Dj and C ′l ∈ Dl such that C ′j ⊆ Cj and C ′l ⊆ Cl and C ′j and C ′l are in conflict. Let
v ∈ V (C ′j) ∩ V (C ′l). We claim that C ′j ⊆ Bl and C ′l ⊆ Bj and thus one of the components would have
been removed from Dl,Dj , resp. For, if C ′l contains a vertex u of Bl \Bj , then there is a closed walk W
in C ′l ⊆ Cl containing v and u and this walk must contain an element of ∂(Bj). But then W must also
contain an element of X , which is impossible. 2
Now consider the tree L with the labelling functions β′ mapping each ti ∈ V (L) to Di ∪ ∂(Bi) and
γ′ mapping each edge e = (ti, tj) to ωj . By construction, every vertex appears in at most one component
C ∈ ⋃iDi and moreover, if a vertex v is not contained in ⋃iDi then v ∈ ∂(Bi) for some 1 ≤ i ≤ n.
The triple L′ := (L, β′, γ′) is almost what we need to construct our directed tree-decomposition. What
remains to be done is to remove remaining conflicts between dependent tangles. In terms of L′ this
means that if ti is an ancestor of tj then Dj \Di 6= ∅. If, furthermore, there is a component C ∈ Dj with
C ∩Di 6= ∅ and C \Di 6= ∅, then ti and tj are in conflict and we need to remove this conflict before we
can turn L′ into a directed tree-decomposition.
Towards this aim, we first prove the following lemma.
Lemma 7.6 Let ti ∈ V (L) and tj ∈ V (Lti) such that Bj \ Bi 6= ∅. Then Bi and Bj are oriented
differently and |∂(Bj \ Bi)| < |∂(Bj)|, where ∂(Bj \ Bi) = ∂+(Bj \ Bi) if Bi is incoming and
∂(Bj \Bi) = ∂−(Bj \Bi) otherwise.
Proof. We consider the case where Bi is outgoing. The other case is symmetric. We show first that Bj
must be incoming. For, suppose that Bj is also outgoing. Let k = |∂(Bi)| and l = ∂(Bj). Let To be a
tangle such that σ(ti) is a minimum order distinguisher for Ti and To. W.l.o.g. we assume that σ(tj) is
a mimimum order distinguisher for Tj and Ti. By Corollary 3.6, U = Bi ∩ Bj and D = Bi ∪ Bj are
outgoing sides of separations of order lu = ∂+(Bi ∩ Bj) and ld = ∂+(Bi ∪ Bj) and k + l ≥ lu + ld.
Furthermore, the separation Xd with outgoing side D separates Ti and To and the separation Xu with
outgoing side U separates Tj and Ti. Thus ld ≥ l and lo ≥ k. By the minimality of Bj this implies that
U = Bj and therefore σ(Tj) and σ(Ti) are uncrossed.
Thus Bi and Bj must be oriented differently and this proves the first part of the lemma.
If Bj is incoming, then Bi \ Bj and Bj \ Bi are the upper and the lower corner of the pair
(σ(Ti), σ(Tj)). Let lu = |∂+(Bi \ Bj)| and ld = |∂−(Bj \ Bi)|. As σ(Tj) is a minimum order
distinguisher between Ti and Tj , we have lu ≥ l. In fact, lu > l by the minimality of Bi. But this implies
ld < k, as required. 2
Clearly, this lemma also implies that if Dj \ Di 6= ∅ then Bi and Bj must be oriently differently.
Thus if tj and ti are in conflict and there is tl between ti and tj such that Dj and Dl are also in conflict,
then Dl ⊆ Di. Therefore, if we remove Dj \Dl from Dj then we also resolve the conflict with Di. Thus,
to remove the conflict, it suffices to choose the node tl on the path from ti to tj in L which is closest to tj
and has opposite orientation to tj .
For each tj that has a conflict with an ancestor let p(tj) be this node. For each of these tj that has a
conflict we set ω′j := ωj ∪ ∂(Bp(tj)). As a last step, if tj has a conflict with an ancestor ti, where we
may assume that ti = p(tj), then we set D′′j as the set of components C of G − ω′j such that there is
a component C ′ ∈ Dj with C ⊆ C ′ and C ⊆ Di. Furthermore, if tp is the parent of tj in L, then we
create a new child sj of tp with γ′((tp, sj)) := ω′j and β
′′(sj) as the union of all components of G− ω′j
such that there is a component C ′ ∈ Dj with C ⊆ C ′ but C ∩Di = ∅. We set ω′′((tp, tj)) := ω′j and
β′′(tj) :=
⋃D′′j .
For all other nodes ts with parent tp we set ω′′((tp, ts)) := ωs and β′′(ts) :=
⋃Ds. Finally, we set
β′′(t1) := V (G). Recall that t1 is the root of L. Let L′ be the tree obtained from L by adding the new
vertices as above.
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This completes the construction. By construction, if s, s′ ∈ V (L′) are independent in L′, then
β′′(s) ∩ β′′(s′) = ∅ and if s is an ancestor of s′ then β′′(s′) ⊆ β′′(s).
Finally, by construction, if e = (s, t) ∈ E(L′), then β′′(t) is the union of strong components of
G− ω′′(e).
Now, for each t ∈ V (L′) we set β′′′(t) := β′′(t) \⋃{β′′(s) : (t, s) ∈ E(L′)}. Then for each vertex
u ∈ V (G) there is exactly one node t ∈ V (L′) such that u ∈ β′′′(t). Therefore,W := (L′, β′′′, ω′′) is a
directed tree-decomposition of G of edge width ≤ k2 + 2k.
Now let τ be the injective function that associates with any tangle Tj ∈ T the node τ(Tj) := tj ∈
V (L′) and let γ′′ be the function that maps every edge e ∈ E(L′) ∩ E(L) to the separation γ′′(e). Then,
if Tj and Ti are tangles then for each edge e on the path between tj and ti which minimises |γ′′(e)|
among all edges of this path the separation γ′′(e) is a minimum order distinguisher between Tj and Ti.
Thus, (L′, β′′′, γ′′, τ, ω′′) is a directed tree-decomposition extending L. This completes the proof
of Theorem 7.2.
8 Algorithmic Aspect
Finally, we give a polynomial time algorithm for the canonical decomposition in Theorem 7.2 for fixed k.
All the proofs so far only need to find separations of order at most k − 1. This can be easily implemented
by the standard min-cut and max-flow algorithms. But all the proofs so far assume that we are given all
distinguishable brambles of order at least k. Thus it remains to find all such distinguishable brambles in
polynomial time.
To this end, we use the result by Reed [27]. We need the following definition.
Definition 8.1 (well-linked set) A well-linked set of order m in a digraph D is a set of vertices W ⊆
V (D) with |W | = m such that for all subsets A,B ⊆ W with |A| = |B| there are |A| disjoint paths
from A to B in D − (W \ (A ∪B)).
Reed shows that any minimum cover for a bramble of order k is well-linked. We now detect all covers
of brambles. For this we just guess all k vertices that yield a well-linked set. This can be clearly done in
O((kn)k) time.
Given two brambles B1,B2 of order at least k, if they are distinguishable, there are elements C1 ∈ B1
and C2 ∈ B2 such that there is a separation (A,B) of order at most m − 1 with C1 ⊆ A \ B and
C2 ⊆ B \ A. For any minimum cover Z1 (Z2, esp.) of B1 (B2, resp.), because Z1 (Z2, resp.) is
well-linked, |B ∩ Z1| ≤ k − 1 (|A ∩ Z2| ≤ k − 1, resp.), thus (A ∩B) ∪ (B ∩ Z1) ∪ (A ∩ Z2) is also a
separation with Z1 in one side and Z2 in the other side, and its order is at most 3k − 3. It follows that if
two brambles B1,B2 of order at least k are distinguishable, there is a separation of order at most 3k − 3
such that their minimum covers Z1, Z2 are separated by this separation.
The above argument costs a factor 3 error. But it is still true that if there are two brambles B1,B2 of
order at least 3k, and they are separated by at most k − 1 vertices, then they are distinguishable. For our
algorithmic purpose this is enough. So in order to detect all such distinguishable brambles of order at
least 3k, we just need to test whether or not two well-linked sets W1,W2 of order at least 3k are separated
by at most k − 1 vertices. Given all well-linked sets of order at least 3k, this can be clearly done by the
standard min-cut and max-flow algorithms. Hence we can detect all distinguishable brambles of order
at least 3k via their minimum covers (but the separations for brambles are of order at most k). If we
need to detect all distinguishable tangles, then for each minimum cover of distinguishable brambles of
order at least 3k, we just detect all (weak) separations (A,B) of order at most k − 1, and this yields a
corresponding tangle of order k, where the “big” side contains the minimum cover.
All the proofs given above to find separations to distinguish two brambles can go through by using
their minimum covers (to find separations). Thus we can obtain a polynomial time algorithm (O((knk)
time) for the canonical decomposition in Theorem 7.2 for fixed k (with tangles of order at least 3k).
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si
Cf(si)
Pg(i)
Cf(ti)
ti
Figure 9: Construction of Qi in Lemma 9.2.
9 Routing Through a Wall
In this section, we show that if a digraph contains a large cylindrical wall which cannot be separated from
the terminals by low order separations, then we can construct a half-integral solution in polynomial time.
Using this, in Section 10, we prove that if a given graph has no two distinguishable tangles of certain
high order (with respect to k), then k-HALF-OR-NO-INTEGRAL DISJOINT PATHS can be solved in
polynomial time. This will correspond to the algorithm on leaf bags of the canonical tree decomposition,
when we design a dynamic programming algorithm for the problem.
More precisely, we prove the following theorem.
Theorem 9.1 Let G be a digraph, k ≥ 3 be an integer, and S := {s1, . . . , sk}, T := {t1, . . . , tk} ⊆
V (G) be sets of size k such that G contains a cylindrical wall W of order m = k(6k2 + 2k + 3). Then
in time O(nc), for some constant c independent of G,S, and T , one can output either
1. a separation (B1 → A1) of order less than k such that A1 contains S and B1 contains a subwall
of W of order at least m− 2k,
2. a separation (B2 → A2) of order less than k such that B2 contains T and A2 contains a subwall
of W of order at least m− 2k, or
3. a set of paths P1, . . . , Pk in G such that Pi links si to ti for i ∈ [k], and each vertex in G is used
by at most two of these paths.
Assume that (C1, . . . , Cm, P 11 , P
2
1 , . . . , P
1
m, P
2
m) be the given set of nested cycles and horizontal
paths in a wall. For each i ∈ [m], we call P 1i ∪ P 2i a bidirected horizontal path. For two vertex sets A
and B in a digraph G, a (A,B)-linkage is a set of pairwise vertex-disjoint paths from A to B.
We need the following lemma.
Lemma 9.2 Let k ≥ 3 be an integer. Given a cylindrical wall W of order 3k with the tuple of
nested cycles and horizontal paths (C1, . . . , C3k, P 11 , P
2
1 , . . . , P
1
3k, P
2
3k) and a set of 2k distinct vertices
s1, . . . , sk, t1, . . . , tk such that
• each si is the starting vertex of some path P ab , and each ti is the last vertex of some path P a
′
b′ ,
one can find in polynomial time a set of k paths Q1, . . . , Qk in W such that Qi links si to ti, for all
i ∈ [k], and each vertex of W is used in at most two of these paths.
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Proof. For a path P ∈ {P 11 , P 21 , . . . , P 13k, P 23k} and cycles Ci, Cj ∈ {C1, . . . , C3k} we denote by
P [Ci, Cj ] the subpath of P between the cycles Ci and Cj . Similarly, for a cycle C ∈ {C1, . . . , C3k} and
paths Pi, Pj ∈ {P 11 , P 21 , . . . , P 13k, P 23k} we denote by C[Pi, Pj ] the subpath of the cycle starting at Pi
and ending at Pj . Remark that C[Pi, Pj ] and C[Pj , Pi] are distinct.
We will concentrate on constructing, for each i ∈ [k], a path Qi linking si and ti. We depict the
construction of Qi in Figure 9.
Let S := {s1, . . . , sk}, T := {t1, . . . , tk}, m1 = |(S ∪ T )∩ V (C1)| and m2 = |(S ∪ T )∩ V (C3k)|.
Let f1 and f2 be two bijections f1 : (S ∪ T ) ∩ V (C1) → [m1] and f2 : (S ∪ T ) ∩ V (C3k) → [m2].
We want to use these bijections to assign nested cycles in {C1, C2, . . . , C3k} so that the construction Qi
starting at si or ending at ti uses this cycle to go to another row. Let f : (S ∪ T )→ [3k] with
f(x) =
{
1 + f1(x) if x ∈ (S ∪ T ) ∩ V (C1)
3k − f2(x) if x ∈ (S ∪ T ) ∩ V (C2)
.
Since 1 +m1 < 3k −m2 (m1 +m2 = 2k), f is an injective function. For every x ∈ S ∪ T , let Px be
the path in {P 11 , P 21 , . . . , P 13k, P 23k} that contains x, and for each i ∈ [k], we define that
P outi =
{
Psi [C1, Cf(si)] when si ∈ V (C1)
Psi [Cf(si), C3k] when si ∈ V (C3k)
and
P ini =
{
Pti [C1, Cf(ti)] when ti ∈ V (C1)
Pti [C3k, Cf(ti)] when ti ∈ V (C3k)
.
Note that since there are 3k rows in (P 11 , P
1
2 , . . . , P
1
3k) and 3k rows in (P
2
1 , P
2
2 , . . . , P
2
3k), there are
at least k rows in each of those sets that do not contain any vertex from S ∪ T . Let Z1 be a set of k
rows from (P 11 , P
1
2 , . . . , P
1
3k) and Z2 be a set of k rows from (P
2
1 , P
2
2 , . . . , P
2
3k) such that none of them
contain a vertex from S ∪ T . We assign an injection g : [k]→ Z1 ∪Z2 so that g(i) ∈ Z1 if f(si) < f(ti)
and g(i) ∈ Z2 otherwise. Briefly speaking, this function assigns a row where the path P outi starting at si
and the path P ini ending at ti join. From now on, for reasons of uniformity, we will abuse notation and
denote the path g(i) as Pgi .
We are now ready to construct the paths Qi, for i ∈ [k]. We define that
Qi = P
out
i ∪ Cf(si)[Psi , Pgi ] ∪ Pgi [Cf(si), Cf(ti)] ∪ Cf(ti)[Pgi , Pti ] ∪ P ini .
Then, for all i ∈ [k], Qi is a path from si to ti. Let Q := {Q1, Q2, . . . , Qk}. We claim that every
vertex in W is contained in at most two paths in Q. Note that, by construction, all paths P ini , P outi , and
Pgi [Cf(si), Cf(ti)], i ∈ [k] are disjoint. Moreover, all paths Cf(si)[Psi , Pgi ] and Cf(ti)[Pgi , Pti ], i ∈ [k]
are disjoint. Hence, any vertex that belongs to more that one path has to belong to some intersection of a
path from P ini , P
out
i , and Pgi [f(si), f(ti)], i ∈ [k], and a path from Cf(sj)[Psj , Pgj ] and Cf(tj)[Pgj , Ptj ],
j ∈ [k]. This implies that every vertex in W is contained in at most two paths in Q and furthermore,
vertices in s1, . . . , sk, t1, . . . , tk are used once. Clearly, Q can be constructed in polynomial time. 2
Lemma 9.3 Let k,w ≥ 3 be integers with w ≥ 2k(k + 2). Let W be a cylindrical wall of order w with
the tuple of nested cycles and horizontal paths (C1, . . . , Cm, P 11 , P
2
1 , . . . , P
1
w, P
2
w). Let A be a set of k
vertices that are contained in distinct nested cycles, and B ⊆ V (P 11 ) be a set of k vertices that are also
contained in distinct nested cycles. Then there is a set of k vertex-disjoint paths from A to B in W .
Proof. Let A := {s1, s2, . . . , sk} and B := {t1, t2, . . . , tk}. Since B is a subset of V (P 11 ), there are
at most k + 1 horizontal paths containing a vertex of A ∪ B. Since w ≥ 2k(k + 2) ≥ (k + 2)(2k −
1) + (k + 1) + 1, there are 2k consecutive horizontal paths that do not contain vertices of A ∪ B. Let
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Q1, Q2, . . . , Q2k be those horizontal paths. We define P ini as the path from si to Q1 along the nested
cycle containing si, unless it meets a vertex of B. Let x be the number of paths P ini . Similarly we define
P outi as the path from Q2k to ti along the nested cycle containing ti, unless it meets a vertex of B. Let
y be the number of paths P outi . It is easy to observe that x = y, and there is a set of (k − x) disjoint
paths which consists of paths from si to a vertex of B before hitting Qi. Between those x points in Q1
and y points in Q2k, we can find a set of k vertex-disjoint paths between them on the subwall induced
by Q1, Q2, . . . , Q2k and the corresponding parts of nested cycles. This implies that there is a set of k
vertex-disjoint paths from A to B in W . 2
Lemma 9.4 Let k,w ≥ 3 be integers with w ≥ 2k(k + 2). Let W be a cylindrical wall of order w
with the tuple of nested cycles and horizontal paths (C1, . . . , Cw, P 11 , P
2
1 , . . . , P
1
w, P
2
w). Let A be a set of
2k + 1 vertices that are contained in distinct bidirected horizontal paths, and B ⊆ V (P 11 ) be another set
of k vertices that are also contained in distinct nested cycles. Then there is a set of k vertex-disjoint paths
from A to B in W .
Proof. Let A′ ⊆ A be the set of vertices that are not in P 11 ∪ P 21 . Let Q1, Q2, . . . , Qk be the set of nested
cycles containing vertices of B. We choose a set T of k distinct bidirected horizontal paths containing a
vertex of A, so that no two bidirected horizontal paths in T are not consecutive. As |A′| = 2k, we may
choose such k bidirected horizontal paths. Let A′′ ⊆ A′ be the subset that is contained in T .
We may choose k disjoint pathsR1, R2, . . . , Rk fromA′′ to disjoints nested cycles ofQ1, Q2, . . . , Qk
using 2k bidirected horizontal paths (with nested cycles between them) so that there are k disjoint paths
from the end points of R1, R2, . . . , Rk to B using Q1, Q2, . . . , Qk without hitting the internal vertices of
other paths in R1, R2, . . . , Rk. It follows the lemma. 2
Proof of Theorem 9.1. We will prove the theorem by making use of Lemma 9.2. Thus, we be-
gin by showing how to reduce our instance to one that satisfies the conditions of Lemma 9.2. Let
(C1, . . . , Cm, P
1
1 , P
2
1 , . . . , P
1
m, P
2
m) be the nested cycles and horizontal paths constituting the cylindrical
wall W . For each i ∈ [m− 1], let ECi be the subgraph of the wall induced by the union of V (Ci) and
the set of internal vertices of every path P 1j [Ci, Ci+1] and P
2
j [Ci+1, Ci], j ∈ [m], and let ECm = Cm.
For convenience, we say that ECi is an extended column of W . Observe that {V (ECi)|i ∈ [m]} is a
partition of V (W ). LetR denote the set of all extended columns in W .
Claim 9.5 For an integer t ≤ mk , we can find in polynomial time either a separation in G described in
(1), or a sequence (P1,R1), . . . , (Pt,Rt) where
1. Ri is a set of k extended columns of W , and for i 6= j,Ri andRj are disjoint,
2. Pi is an (S,Xi)-linkage for some set Xi of k vertices in pairwise distinct extended columns ofRi,
3. for every extended column H /∈ ⋃i∈[t]Ri, none of the paths in⋃i∈[t] Pi meet H .
Proof. Suppose we have such a sequence (P1,R1), . . . , (Pt−1,Rt−1). As m ≥ tk, there are at least k
extended columns of W that are not contained in
⋃
i∈[t−1]Ri. We choose such a set S of k extended
columns inR\⋃i∈[t−1]Ri, and choose the subset X ⊆ V (P 11 ) of k vertices that are contained in distinct
extended columns of S and furthermore contained in the nested cycles. By Menger’s theorem, one can
find in polynomial time either a separation (B → A) of order less than k with S ⊆ A and X ⊆ B, or an
(S,X)-linkage in G.
Suppose first that we find a former separation (B → A). By Lemma 9.3, A does not contain k
vertices in distinct nested cycles, and by Lemma 9.4, A does not contain 2k + 1 vertices in distinct
bidirected horizontal paths. It implies that B contains a subwall of order at least m− 2k, fulfilling the
requirements of (1).
Suppose now that there is an (S,X)-linkage P = {P ′1, . . . , P ′k} in G. We are going to construct
appropriate sets Pt, Rt, and Xt that satisfy the three conditions above. Let Pt = {P1, . . . , Pk} be a
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(S,Xt)-linkage for some set Xt of k vertices in pairwise distinct columns ofR \
⋃
i∈[t−1]Ri such that
Pi is a subpath of P ′i , i ∈ [k], and
∑
i∈[k] |V (Pi)| is minimal. We claim that Pt, and the endpoints Xt
of the paths in Pt together with the set of the extended columns they belong to, sayRt, satisfy all three
conditions of the claim. Notice that the first two conditions hold immediately by construction. Thus, in
what remains, we show that for every extended column H /∈ ⋃i∈[t]Ri, none of the paths in ⋃i∈[t] Pi
meet H .
Towards a contradiction assume that one of the paths in
⋃
i∈[t] Pi meets some H ∈ R \
⋃
i∈[t]Ri.
By induction, all paths in
⋃
i∈[t−1] Pi do not meet any extended column H ∈ R \
⋃
i∈[t−1]Ri and thus
they also do not meet any extended column in H ∈ R \⋃i∈[t]Ri. Therefore, some path P ∈ Pt meets
some H ∈ R \⋃i∈[t]Ri and let x ∈ V (P ) ∩ V (H). Then we may replace P by the subpath of P from
s to x, where s is the start vertex of P and obtain a new (S, Y )-linkage P ′ such that all k end vertices
of the paths are in pairwise distinct columns ofR \⋃i∈[t−1]Ri, P ′i is a subpath of Pi, i ∈ [k], and thus∑
P∈P ′ |V (P )| <
∑
i∈[k] |V (Pi)|, a contradiction. a
In the same way, we can show the following.
Claim 9.6 For an integer t ≤ mk , we can find in polynomial time either a separation in G described in
(2), or a sequence (Q1,U1), . . . , (Qt,Ut) where
1. Qi is a set of k extended columns of W , and for i 6= j, Qi and Qj is disjoint,
2. Ui is an (Y, T )-linkage for some set Y of k vertices in pairwise distinct columns of Ui,
3. for every extended column H /∈ ⋃1≤i≤t Ui, none of the paths in⋃1≤i≤tQi meet H .
By applying Claims 9.5 and 9.6 with t = k, we obtain sequences
(P1,R1), . . . , (Pk,Rk)
and
(Q1,U1), . . . , (Qk,Uk).
Note that there are at most 2k2 columns of W contained in
⋃
i∈[k]Ri ∪
⋃
j∈[k] Uj . Since m =
k(6k2 + 2k + 3) = 2k2 + (2k2 + 1)3k, there is a set of 3k consecutive extended columns M =
{ECi+1, ECi+2, . . . , ECi+3k} for some i ∈ [0, k(6k2 + 2k + 3) − 3k] such that none of them is an
extended column contained inR1 ∪ · · · ∪ Rk ∪ U1 ∪ · · · ∪ Uk.
Let H = ECi+1∪ECi+2∪· · ·∪ECi+3k−1∪Ci+3k (for the last one, we only add the corresponding
nested cycle). We choose disjoint sets X , Y ⊆ V (Ci+1) ∪ V (Ci+3k) such that
• X consists of k vertices in Ci+1 and k vertices in Ci+3k where each x ∈ X ∩ V (Ci+1) is a nail
belonging to some path P 1j , for some j ∈ [m], and each x ∈ X ∩ V (Ci+3k) is a nail belonging to
some path P 2j , for some j ∈ [m],
• Y consists of k vertices in Ci+1 and k vertices in Ci+3k, where each y ∈ Y ∩ V (Ci+1) is a nail
belonging to some path P 2j , for some j ∈ [m], and each y ∈ Y ∩ V (Ci+3k) is a nail belonging to
some path P 1j , for some j ∈ [m].
Note that in the graphW−(V (H)\X), for each extended columnC not inM, there are k vertex-disjoint
paths from C to X , because X contains k vertices in Ci+1 and also k vertices in Ci+3k. Similarly, in
W − (V (H) \ Y ), there are k vertex-disjoint paths from Y to C.
Now, we consider the graph G − (V (H) \ X), and claim that there is a (S,X)-linkage in G −
(V (H) \X). Suppose for contradiction that there is no such a linkage. Then by Menger’s Theorem, there
is a separation (B → A) of order at most k − 1 in G− (V (H) \X) such that S ⊆ A and X ⊆ B.
Observe that all of (P1,R1), . . . , (Pk,Rk) are contained in G − (V (H) \X). Since R1, . . . ,Rk
are pairwise disjoint, there existsRj ∈ {R1, . . . ,Rk} that does not contain a vertex in A ∩B. Suppose
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all of extended columns inRj are contained in B \A. Then A ∩B intersects every (S,Xj)-linkage, a
contradiction to the fact that Pj is an (S,Xj)-linkage of order k. Therefore, there is an extended column
inRj that is contained in A \B. In this case, there are k vertex-disjoint paths from this column to X in
G− (V (H) \X), again a contradiction. We conclude that there is an (S,X)-linkage in G− (V (H) \X).
Let X ′ = {x1, . . . , xk} be the set of end vertices of paths in the linkage that are linked from s1, . . . , sk,
respectively.
Similarly, there is a (Y, T )-linkage in G− (V (H) \ Y ). Let Y ′ = {y1, . . . , yk} be the start vertices
of the paths in the linkage that are linked to t1, . . . , tk, respectively.
Then using Lemma 9.2, we can construct k pathsQ1, . . . , Qk inH such that eachQi links xi to yi, for
all i ∈ [k], and each vertex of H is used in at most two of these paths. Together with the (S,X ′)-linkage
and the (Y ′, T )-linkage, we obtain paths P1, . . . , Pk in G such that Pi links si to ti for i ∈ [k] and each
vertex in G is used in at most two of these paths. 2
10 Graphs with no two distinguishable tangles
In this section, we prove the following.
Theorem 10.1 Let k,w ≥ 2 be integers with w ≥ k(k + 1). There is a function fnt : (N \ {1})× (N \
{1})→ N such that given a graph G with no two directed walls of order w separated by a separation of
order less than k(k + 1)/2, and vertices s1, . . . , sk, t1, . . . , tk one can in time nfnt(k,w) either
• determine that there is no set of pairwise vertex-disjoint paths P1, . . . , Pk in G such that Pi
connects si to ti, or
• find paths P1, . . . , Pk in G such that Pi links si to ti for i = 1, . . . , k and moreover each vertex in
G is used in at most two of these paths (that is, outputs a half-integral solution).
This will correspond to base cases on leaf bags of a canonical tree decomposition. Let h : N → N be
the function coming from the result of Kawarabayashi and Kreutzer [18] that every digraph of directed
tree-width more than h(w) contains a wall of order h(w).
As a base algorithm, we use the algorithm for DISJOINT PATHS problem on graphs of bounded
directed tree-width due to Johnson et al. [11].
Theorem 10.2 (Johnson et al. [11]) Let k,w be positive integers. There is a function ftw such that given
a graph G and its directed tree-decomposition of width at most w, and vertices s1, . . . , sk, t1, . . . , tk one
can solve DISJOINT PATHS problem in time nftw(k+w).
We will prove by induction on k. Let S := {s1, . . . , sk} and T := {t1, . . . , tk}. If G contains
no directed wall of order w + k(k + 1), then G has directed tree-width at most h(2w), and the result
follows from Theorem 10.2. Thus, we may assume that G contains a directed wall of order w+ k(k+ 1).
Intuitively, if there is no small separation from S to W , and also no small separation from W to T (in
the sense of 1 and 2 in Theorem 9.1), then using Theorem 9.1, we can produce a half-integral solution.
In case when there is a small separation for one direction, we can reduce to two subproblems, where
one part is a digraph of bounded directed tree-width, and the other part has smaller sets of terminals (for
integral solution), so that we can apply the induction hypothesis.
We introduce a notion of a pattern graph that makes easy to present a pattern that an integral solution
crosses a small separation. For X ∈ {(L→ R), (R→ L)}, a pattern graph of type (X, k, t) is a graph
G = G(L,M,R) on three disjoint vertex sets L ∪M ∪R satisfying that
• |M | ≤ t,
• G is the disjoint union of k paths,
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• G[L] and G[R] have no edges except isolated edges,
• there is no path starting at R if X = (R→ L), and there is no path starting at L otherwise,
• there is no edge from L to R if X = (R→ L), and there is no edge from R to L otherwise.
We first observe that a pattern graph has bounded size.
Lemma 10.3 Let G(L,M,R) be a pattern graph of type (X, k, t). If X = (R → L), then we have
|L| ≤ 4t+ 2k and |R| ≤ t. If X = (L→ R), then we have |L| ≤ t and |R| ≤ 4t+ 2k.
Proof. We prove for X = (R → L). There are at most t paths in G[L ∪M ] containing a vertex of M .
For such a path P , P contains at most |V (P )∩M |+ 1 vertices, since it contains no edge fully contained
in L by the given assumption. Thus, in total, such paths may contain at most 2t vertices of L. On the
other hand, note that there are at most t+ k possible isolated vertices or isolated edges in L (there may be
at most t starting points given by edges from R to L). Thus, L contains at most 2t+ (2t+ 2k) = 4t+ 2k
vertices. For R, since there is no path starting at R, R contains at most |M | vertices.
A symmetric argument holds when X = (L→ R). 2
Suppose we have a separation (B → A) of order t < k such that S ⊆ A and B contains most of the
wall. We guess a pattern graph H of type ((R → L), k, t) where k is the number of given source and
terminal pairs. We furthermore guess new terminal pairs in A and B corresponding to H . We explain
this procedure in the proof more formally. Note that for a fixed pattern graph H , it is sufficient to guess at
most 4t+ 2k vertices in A \B, at most t vertices in B \A by Lemma 10.3 and a bijection from A ∩B
to M . To decide whether G contains a linkage from S to T , we can ask whether each of A and B has an
integral solution corresponding to the pattern graph.
If for every guessed pattern graph H and guessed new terminals, one of A and B does not have
the corresponding integral solution, then we will show that G contains no integral solution. Otherwise,
the algorithm of Theorem 10.2 produces an integral solution (G[A] has bounded tree-width), and by
induction on the number of terminals, we may obtain a half-integral solution in G[B]. Combining them,
we can output a half-integral solution, as required. We formally prove below.
Proof of Theorem 10.1. Let f(2, w) := 3 for all w ∈ N, and for k ≥ 3, let
f(k,w) = f(k − 1, w) + ftw(h(2w)) + (ftw(h(w)) + 6k) + 4w + 8k + 5.
We prove by induction on k. When k = 2, two paths P1 and P2 linking pairs (s1, t1) and (s2, t2)
provide a half-integral solution unless one of the pairs is not connected. Thus, we may assume that k ≥ 3.
Let S := {s1, . . . , sk} and T := {t1, . . . , tk}. If G contains no directed wall of order w + k(k + 1),
then G has directed tree-width at most h(2w), and the result follows from Theorem 10.2. Thus, we may
assume that G contains a directed wall of order w + k(k + 1), denoted by W .
By making use of Thoerem 9.1, we first test whether there are separations described in (1) and (2) of
Theorem 9.1. We guess a set C of at most k − 1 nested cycles and a set of R of at most 2k bidirected
horizontal paths. Let F be the subwall of W that contains all nested cycles not in C and all bidirected
horizontal paths not inR.
We test whether there is a separation (B → A) of order less than k such that S ⊆ A and V (F ) ⊆ B,
and also test whether there is a separation (A→ B) of order less than k such that V (F ) ⊆ A and T ⊆ B.
These can be tested in polynomial time by Menger’s theorem. If there are no such separations, then we
can construct in polynomial time a half-integral solution by using Theorem 9.1.
Thus, we may assume that one of separations exists for some guessed sets C andR. By symmetry,
we assume that there exists a separation (B → A) with S ⊆ A and V (F ) ⊆ B; in the other case, we can
prove by a symmetric argument. Note that |A ∩B| < k and B \A contains a directed wall of order at
least w + k(k + 1)− 2k ≥ w + (k − 1)k.
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Figure 10: The pattern graph H and its restriction Hleft in Theorem 10.1. We consider the image of the
end points of remaining paths in Hleft as new terminal pairs for DISJOINT PATHS problem on G[A].
Let t := |A ∩ B|. To guess a possible linkage in G from S to T , we guess a pattern graph
H = H(L,M,R) of type ((R → L), k, t). We also guess an injective function g : V (H) → V (G)
satisfying the following conditions:
1. g(L) ⊆ A \B, g(M) = A ∩B, and g(R) ⊆ B \A,
2. for every edge uv in H[M ], g(u)g(v) is an edge in G[A ∩B],
3. for every edge uv in H with u ∈ R and v ∈ L, g(u)g(v) is an edge in G.
By Lemma 10.3, there are at most n(4t+2k)+t+t = n6t+2k possible functions g, and we can check whether
a function g satisfies the three conditions in polynomial time.
Since the edges of G[A ∩B] mapped from H[M ] are fixed, when we create instances of DISJOINT
PATHS problem on G[A] or G[B], we remove these edges and also remove some vertices where we do
not want to use them as an internal vertex. We will do this below.
Let Hleft be the subgraph of H[L ∪M ] obtained by first removing all edges in H[M ], and then
removing all isolated vertices in H[M ]. Let Mleft be the set of removed vertices from M , when defining
Hleft. See Figure 10 for an illustration. Similarly, let Hright be the subgraph of H[M ∪ R] obtained by
first removing all edges in H[M ], and then removing all isolated vertices in H[M ]. Let Mright be the
set of removed vertices from M , when defining Hright. Clearly, Hleft is also the disjoint union of paths,
and no one contains some edges in H[M ] as an internal edge. The same property holds for Hright. Let
(a1, b1), . . . , (ak′ , bk′) be the set of endpoints of paths in Hleft, and let (c1, d1), . . . , (ck′′ , dk′′) be the set
of endpoints of paths in Hright.
We check the following:
(1) we check whether there are disjoint paths each linking g(ai) to g(bi), for i ∈ [k′], inG[A]−g(Mleft),
and
(2) we check whether there are disjoint paths each linking g(ci) to g(di), for i ∈ [k′′], in G[B] −
g(Mright).
Note that k′ ≤ 4t+ 2k.
Since G has no two directed walls of order w separated by a separation of order less than k, G[A]
contains no directed wall of order w, and thus G[A] has directed tree-width at most h(w). Therefore, one
can use the algorithm in Theorem 10.2 to check in time nftw(h(w)+k
′) whether there are disjoint paths
each linking g(ai) to g(bi) in G[A]− g(Mleft), and if so, produce such a set of disjoint paths.
For (2), we aim to apply induction hypothesis. First note that since all vertices of S are contained in
A and there are no edges from A \B to B \A, the new starting points of paths are all contained in A∩B,
and thus, we have k′′ ≤ |A ∩B| ≤ k − 1. We claim that G[B] has no two directed walls of order w that
is separated by a separation of order less than k
′′(k′′+1)
2 . Suppose there are two such walls separated by a
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separation (D → C) of G[B] of order less than k′′(k′′+1)2 . Then it is easy to see that (D → A ∪ C) is a
separation in G of order less than
k′′(k′′ + 1)
2
+ (k − 1) ≤ (k − 1)k
2
+ (k − 1) ≤ k(k + 1)
2
that distinguishes two directed walls of order w, which contradicts our given assumption. Thus, G[B] has
no two distinguishable walls of order w.
Thus, by induction hypothesis, one can in time nf(k−1,w) either
• determine that there is no set of pairwise vertex-disjoint paths Q1, . . . , Qk′′ in G such that Qi
connects ci to di, or
• find paths Q1, . . . , Qk′′ in G such that Qi links ci to di for i = 1, . . . , k′′ and moreover each vertex
in G[B] is used in at most two of these paths.
In the former case, we can say that there is no integral solution having the guessed pattern graph as a
crossing pattern. Suppose the latter case holds. In this case, we take the union of obtained paths for
G[A]−Mleft, obtained paths for G[B]−Mright, guessed edges in G[A ∩ B] and edges from B \ A to
A \B. We claim that every vertex is used in at most twice. If a vertex in M is used as an internal vertex
in the pattern graph H , then it is used in only one of G[A] or G[B], and thus, it is used in at most twice
in the final paths. Assume that a vertex v in M is used in both G[A] and G[B]. In this case, v is a new
terminal in both G[A] and G[B]. Since the obtained paths in G[A] form an integral solution, a path in
G[A] and a path in G[B] that consider v as an end point becomes one path using v as an internal vertex,
and at most one another path in G[B] may go through v. Therefore, every vertex of M is used twice, and
we conclude that every vertex of G is used at most twice, as required.
The total running time is (we take bound
(
2w
2k
) ≤ n2w for convenience)
nftw(h(2w)) × (w+k(k+1)2k )(w+k(k+1)k−1 )n3 × n6t+2kn2
×n(ftw(h(w))+4t+2k) × nf(k−1,w) ≤ nf(k,w).
2
11 Dynamic programming algorithm
Now, we constitute a dynamic programming algorithm on the tangle tree of a digraph, developed in
Section 8. In the application, we do not need a directed tree-decomposition that distinguishes all maximal
tangles (or brambles); we need a directed tree-decomposition that distinguishes all tangles of order at
least f(k) for some function f , where k is the number of a given set of sources and terminals.
Let M be the maximum order of a tangle in a given graph G. We will use such a directed tree-
decomposition with m = f(k) if f(k) ≤ M . If f(k) > M , then the directed tree-width of the given
graph has bounded directed tree-width with respect to k, so we can just use the algorithm by Johnson et
al.(Theorem 10.2) for disjoint paths. Thus, we may assume that f(k) ≤M .
Let ftw and fnt be the functions described in Theorems 10.2 and 10.1, respectively.
As written in Section 8, each leaf bag contains a tangle of order at least 3m, but there are no two tangles
separated by a separation of order less than m. Furthermore, observe that in any solution to k-DISJOINT
PATHS, its restriction on the leaf bag produces a set of a ≤ 3m(3m+1)2 paths (as |Γ(t)| ≤ 3m(3m+1)2 for
every internal node t); so we guess all possible a source and terminal pairs and solve a-HALF-OR-NO-
INTEGRAL DISJOINT PATHS in time nfnt(a,m) by Theorem 10.1.
We now consider an internal node t with children t1 and t2 in the decomposition tree. For each i ∈ [2],
let Ai be the set of all bags β(x) where x is a descendant of ti in the tangle tree. By inductive argument,
for any guessed set of b ≤ 3m(3m+1)2 pairs of terminals, we can solve b-HALF-OR-NO-INTEGRAL
DISJOINT PATHS in time ng(k) for some function g. Then we do the following.
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• For each i ∈ [2], we choose a set of terminals ((si1, ti1), (si2, ti2), . . . , (simi , timi)) where mi ≤
3m(3m+1)
2 .
• By induction hypothesis, we can solve mi-HALF-OR-NO-INTEGRAL DISJOINT PATHS on Ai
with the guessed set of terminals ((si1, t
i
1), (s
i
2, t
i
2), . . . , (s
i
mi , t
i
mi)). If it returns that there is no
integral solution, then it means that there is no integral solution to the whole graph respecting this
guessed set of terminals in Ai. Thus, we go through another sets of terminals. We may assume that
the algorithm outputs a half-integral solution in each Ai.
• Now, we replace Ai with {si1, ti1, si2, ti2, . . . , simi , timi} with matching edges (siij , tiij ). Furthermore,
among all edges betweenAi andW \Ai, we remain for each j, all edges having sij as a head, and all
edges having tij as a tail. As |β(t)| ≤ 3m(3m+1)2 , the resulting graph has at most f(k)(f(k)+1)2 + 4k2
vertices. Thus, by brute-force, we may check in polynomial time whether there is an integral
solution respecting the guessed sets of terminals or not. If yes, then by expanding to the half-integral
solution in each Ai, we get a half-integral solution in the whole of A.
Theorem 11.1 For every fixed k ≥ 1 there is a polynomial-time algorithm for k-HALF-OR-NO-
INTEGRAL DISJOINT PATHS.
References
[1] S. Arnborg and A. Proskurowski, Linear time algorithms for NP-hard problems restricted to partial
k-trees, Discrete Appl. Math., 23 (1989), 11–24.
[2] H. L. Bodlaender, A linear-time algorithm for finding tree-decomposition of small treewidth, SIAM
J. Comput., 25 (1996), 1305–1317.
[3] C. Chekuri and J. Chuzhoy. Polynomial bounds for the grid-minor theorem. In Symp. on Theory of
Computing (STOC), pp. 60 – 69, 2014.
[4] M. Cygan, D. Marx, M. Pilipczuk, and M. Pilipczuk. The planar directed k-vertex-disjoint paths
problem is fixed-parameter tractable. In 54th Annual IEEE Symposium on Foundations of Computer
(FOCS), pages 197–206, 2013.
[5] M. Cygan, F. Fomin, L. Kowalik, D. Lokshtanov, D. Marx, M. Pilipczuk, M. Pilipczuk and S.
Saurabh. Parameterized Algorithms. Springer, 2015.
[6] R. Diestel, K. Yu. Gorbunov, T.R. Jensen and C. Thomassen, Highly connected sets and the excluded
grid theorem, J. Combin. Theory Ser. B, 75 (1999), 61–73.
[7] Katherine Edwards, Irene Muzi, and Paul Wollan. Half-integral linkages in highly connected
directed graphs. CoRR, abs/1611.01004, 2016.
[8] S. Fortune, J. E. Hopcroft, and J. Wyllie. The directed subgraph homeomorphism problem. Theor.
Comput. Sci., 10:111–121, 1980.
[9] M. Grohe, K. Kawarabayashi, D. Marx and P. Wollan, Finding topological subgraphs is fixed-
parameter tractable, the 43rd ACM Symposium on Theory of Computing (STOC’11), 479–488.
[10] Martin Grohe and Pascal Schweitzer, Computing with tangles, SIAM J. Discrete Math. 30 (2016),
no. 2, 1213–1247.
[11] T. Johnson, N. Robertson, P. D. Seymour, and R. Thomas. Directed tree-width. J. Comb. Theory,
Ser. B, 82(1):138–154, 2001.
36
[12] T. Johnson, N. Robertson, P. D. Seymour, and R. Thomas. Excluding a grid minor in digraphs.
unpublished manuscript, 2001.
[13] K. Kawarabayashi and P. Wollan, A shorter proof of the graph minors algorithm - the unique linkage
theorem, Proc. 42nd ACM Symposium on Theory of Computing (STOC’10), (2010), 687–694.
[14] K. Kawarabayashi and Y. Kobayashi. Linear min-max relation between the treewidth of h-minor-free
graphs and its largest grid. In C. Dürr and T. Wilke, editors, STACS, volume 14 of LIPIcs, pages
278–289. Schloss Dagstuhl - Leibniz-Zentrum fuer Informatik, 2012.
[15] K. Kawarabayashi, Y. Kobayashi and B. Reed, The disjoint paths problem in quadratic time, J.
Combin. Theory Ser. B., 102 (2012), 424–435.
[16] K. Kawarabayashi and Y. Kobayashi, Improved Algorithm for the Half-Disjoint Paths Problem,
Siam J. Discrete Math., 25 (2011), 1322–1330.
[17] K. Kawarabayashi, Y. Kobayashi, and S. Kreutzer. An excluded half-integral grid theorem for
digraphs and the directed disjoint paths problem. In Proc. of the ACM Symposium on Theory of
Computing (STOC), pp. 70-78, 2014.
[18] K. Kawarabayashi and S. Kreutzer. The directed excluded grid theorem. STOC’15. availabel from
arXiv:1411.5681 [cs.DM].
[19] K. Kawarabayashi and B. Reed, A nearly linear time algorithm for the half-integral disjoint paths
packing, ACM-SIAM Symposium on Discrete Algorithms (SODA’08), 446–454.
[20] J. Kleinberg, Decision algorithms for unsplittable flows and the half-disjoint paths problem, Proc.
30th ACM Symposium on Theory of Computing (STOC), 1998, 530–539.
[21] J. Bang-Jensen and G. Gutin. Classes of Directed Graphs. Springer, 2018.
[22] S. Kreutzer and S. Tazari. On Brambles, Grid-Like Minors, and Parameterized Intractability of
Monadic Second-Order Logic. In ACM-SIAM Symp. on Discrete Algorithms (SODA), pp. 354–364,
2010., (full version to appear in the Journal of the ACM).
[23] S. Kreutzer and S. Tazari. Directed nowhere dense classes of graphs. In ACM-SIAM Symp. on
Discrete Algorithms (SODA), pp. 1552-1562, 2012.
[24] S. Kreutzer and S. Ordyniak. Width-Measures for Directed Graphs and Algorithmic Applications.
In Quantitative Graph Theory: Mathematical Foundations and Applications. Springer, 2014.
[25] A. Leaf and P. Seymour. Treewidth and planar minors. Journal of Combinatorial Theory, Series B
111 (2015), 38–53
[26] B. Reed. Tree width and tangles: A new connectivity measure and some applications. In R. Bailey,
editor, Surveys in Combinatorics, pages 87–162. Cambridge University Press, 1997.
[27] B. Reed. Introducing directed tree-width. Electronic Notes in Discrete Mathematics, 3:222 – 229,
1999.
[28] N. Robertson and P. D. Seymour. Graph minors I – XXIII, 1982 – 2010. Appearing in Journal of
Combinatorial Theory, Series B from 1982 till 2010.
[29] N. Robertson and P. D. Seymour. Graph minors V. Excluding a planar graph. Journal of Combina-
torial Theory, Series B, 41(1):92–114, 1986.
[30] N. Robertson and P. D. Seymour. Graph minors X. Obstructions to tree-decomposition. Journal of
Combinatorial Theory, Series B, 52(2):153–190, 1991.
37
[31] N. Robertson and P. Seymour. Graph minors XIII. The disjoint paths problem. Journal of Combina-
torial Theory, Series B, 63:65–110, 1995.
[32] N. Robertson and P. Seymour. Graph minors XVI. Excluding a non-planar graph. , 77:1–27, 1999.
[33] N. Robertson, P.D. Seymour and R. Thomas, Quickly excluding a planar graph, Journal of
Combinatorial Theory, Series B, 62 (1994), 323–348.
[34] A. Schrijver. Finding k disjoint paths in a directed planar graph. SIAM Jornal on Computing,
23(4):780–788, 1994.
[35] A. Slivkins. Parameterized tractability of edge-disjoint paths on directed acyclic graphs. SIAM
Journal on Discrete Mathematics, 24(1):146–157, 2010.
38
