Abstract-A method for power-and bandwidth efficient communication over the Gaussian channel is presented. The method is based on the superposition of binary random variables. As an example we design a signal constellation for a spectral efficiency of 10 bit/s/Hz. The constellation has a constrained capacity limit only 0.18 dB from the Gaussian capacity limit. Moreover, we show that combined with multi-level coding and low-density parity-check codes, a low bit-error rate is achieved at 0.6 dB from the Gaussian capacity limit for a large codeword length.
I. INTRODUCTION
In this paper we consider power-and bandwidth efficient communication over the additive white Gaussian noise (AWGN) channel. The goal is to achieve reliable communication at a rate close to the capacity of the channel for high spectral efficiencies where the use of binary signaling incurs a large loss in rate. In this case one has to resort to signal shaping methods to get close to capacity. A restriction to signal constellations with a uniform spacing and an equiprobable selection of the constellation symbols leads to a maximum loss of 1.53 dB compared to a Gaussian channel input [1] .
Power-and bandwidth efficient communication with signal shaping has been studied by several authors. Most methods are based on multi-dimensional signal constellations [2] , [3] or non-uniform signaling and non-equiprobable signaling methods [4] , [5] . For a more extensive overview of coding and modulation for Gaussian channels we refer to [1] . Some recent research has focussed on the combination of powerful binary error-correcting codes and signaling methods. See e.g. [6] , [7] and references herein.
In this paper we present a simple modulation method which allows to generate signal constellations with a nonuniform spacing and a non-equiprobable distribution on the constellation symbols. Furthermore, the method is easily combined with binary error-correcting codes to provide reliable communication. The outline of the paper is as follows. In Section II we introduce the modulation method and show how to combine it with binary block codes. In Section III we consider the design of signal constellations and present an example of a large signal constellation which allows us to transmit at 10 bit/s/Hz close to the capacity limit of the AWGN channel. Furthermore, we design binary low-density paritycheck (LDPC) codes optimized for this signal constellation and present simulation results in Section IV. We end with conclusions in Section V.
II. MODULATION AND CODING We consider power-and bandwidth efficient communication over the AWGN channel. This channel is defined by
where the channel input X is disturbed by the random variable N which has a zero-mean Gaussian distribution with variance 72. The capacity of the channel is achieved for a Gaussian input and is given by the well-known formula
where Es is the average symbol energy.
A. Modulation
To get close to capacity for high signal-to-noise ratios, the input and output distribution of the AWGN channel should be near-Gaussian. One way to generate a Gaussian distribution is by adding independent and identically-distributed (i.i. [9] and [10] the authors show that for small values of d and low spectral efficiencies the method can be combined with turbo codes to lead to a performance within 1.4 dB of the capacity of the AWGN channel. In this paper we follow the same approach, but consider moderate to high spectral efficiencies and combine the modulation method with LDPC codes.
B. Multilevel coding with multi-stage decoding
To derive a scheme which allows us to use binary errorcorrecting codes we consider the mutual information between Xl, . ., Xd and the channel output Y I ((X1,.,.Xd); Y) = I(X1;Y) +I(X2;YXl) +...+ 1(Xd; Y|X1,. . , Xd-1), (5) where we have used the chain rule of mutual information.
We encode each of the Xi by a binary error-correcting code. This is the multi-level coding (MLC) procedure [8] , [11] . At the receiver we can use a multi-stage decoding (MSD) procedure where the sequence of X1 bits is decoded first and the decision is passed on to the next decoder which decodes the sequence of X2 bits. This procedure continues up to the last level. An overview of this system is shown in figure 1 . Note that a joint decoding procedure is possible as well [12] . However, in this case the design of error-correcting codes is less straightforward.
C. Binary subchannels
In the MLC-MSD scheme each bit is transmitted through an equivalent binary-input real-output channel. (10) which implies that the channel transition probability density function fyIx, at level I satisfies
( 1 1) In other words, the equivalent channel is a binary memoryless symmetric (BMS) channel. In the next sections we consider the design of signal constellations and error-correcting codes.
III. DESIGN OF SIGNAL CONSTELLATIONS
In this section we consider the design of signal constellations which can be generated by equation 4 The resulting signal constellation has 256 symbols and a nonuniform spacing of the constellation symbols. Figure 3 shows the quadrature constellation which is generated by using each dimension independently. Equation 15 determines the constellation geometry and the mapping from bits to constellation symbols. Figure 4 shows the constrained capacity of the signal 10 12 14 constellation plotted as a function of Eb/NO together with the constrained capacity of a pulse amplitude modulation (PAM) the binomial signal constellation with 256 symbols. We observe that at or 1/1023 the constrained capacity of the constellation is 4.97 bit/use. In terms of Eb/No the distance to the capacity of the AWGN channel is only 0.18 dB. The PAM256 constellation requires an additional 1.24 dB to achieve the same rate. The lations is generated signal constellation achieves a shaping gain of 1.24 dB. The constellation symbol figure also shows the capacities of the binary subchannels whose sum is equal to the total capacity.
This map is many-to-one and a constellation symbol is selected with probability
This distribution is the binomial distribution. The constrained constellation capacity of these signal constellations is shown in figure 2 . We observe that depending on the SNR, the constrained capacity is very close to the unconstrained capacity. This family of constellations is only useful for low to moderate spectral efficiencies, because at high spectral efficiencies a large d is required. The reason for this is that the entropy of the binomial distribution grows at most logarithmically with d.
C. Numerically optimized signal constellations
An additional advantage of using equation 4 to generate a signal constellation is that a relatively few degrees of freedom determine the constellation geometry and mapping from bits to constellation symbols. Numerical optimization becomes feasible. To illustrate the concept, we target a spectral efficiency of 5 bit/use or 10 bit/s/Hz. For a Gaussian channel input this rate is achieved when E5/(J2 = 1023. The constellation has to support the spectral efficiency and this requires that d > 5. As an example we consider d= 8 in this paper.
We design a signal constellation for d = 8 by optimizing the values of the ai by a numerical maximization of the mutual information between the channel input and the channel output given that we generate the channel inputs according to equation 4 . Moreover, we incorporate a power constraint
IV. DESIGN OF ERROR-CORRECTING CODES
A. Low-Density Parity-Check Codes
The signal constellation generated by equation 15 leads to a set of binary memoryless symmetric (BMS) channels in the MLC-MSD scheme if we assume perfect cancellation. In [13] it is shown that for several BMS channels LDPC codes can be designed which perform very well and in this section we 'i * iXiFM* j-jj j j
iii-iM i-li Mw iiiii-i-,, .j,,jj j , once the bit-error rate (BER) has reached a sufficiently low value, error propagation hardly plays a role. If we compare the performance of the levels, we observe that the behavior of the binary channels of the levels is different. This is a consequence of the difference in the noise structure of these binary channels.
An average BER of 10-4 is achieved at an E /(72 of 30 dB, which corresponds to a distance of 1.14 dB to the constellation capacity limit.
We also designed a set of degree distributions for a block length of 320000 and the degree distributions for the variable 5 10 15 20 25
EbINO [dB] Figure 4 : The capacity limit of the numerically optimized signal constellation.
show that this also holds for the BMS channels defined by the signal constellation.
We have designed LDPC codes for the channels of bit Xl... ,X6 by a method based on density evolution which is similar as described in [13] . The channels for X7 and X8 are used uncoded, because their uncoded bit error rate is sufficiently low. For multilevel coding schemes the design of the code rates is an issue and one can use rate design techniques as described in [11] . We design LDPC codes for a noise variance of (7 1/1023 and a target block length of 32000 per level. We use the notation of [13] Figure 5 shows the simulation results for transmission over the AWGN channel for a block length of 32000. The LDPC codes are decoded by the sum-product algorithm. The figure shows the performance of the individual codes and the total average performance. In the first case, the simulation is performed with perfect decisions at the higher levels, i.e. there is no error propagation between different levels. In the second case, error propagation is taken into account. We observe that figure 6 . A BER < 10-5 is achieved at 0.6 dB from the capacity of the AWGN channel. This BER is achieved far before the PAM256 capacity limit which shows that with a PAM256 constellation one can never achieve the same performance.
V. CONCLUSIONS
We have presented a modulation method which allows to design signal constellations which have a constrained capacity close to the capacity of the AWGN channel. As an example we have designed a signal constellation for 10 bit/s/Hz which combined with LDPC coding leads near-capacity performance. For a large block length, a low bit-error rate is achieved at only 0.6 dB from the capacity of the AWGN channel at a transmission rate of 9.8 bit/s/Hz.
