We examine a queueing system with multiple primary servers and a fewer number of auxiliary servers. There are two classes of customers-those who require service from a primary server working alone and those who require service from a primary server who is assisted by an auxiliary server. Though the apparent Markovian state space is fivedimensional, we show that an aggregation results in an exact two-dimensional representation which is Markovian. Matrix geometric theory is used to obtain approximations for the mean delay and blocking probability of each customer type. (MULTIPLE SERVER QUEUES; DISTINGUISHABLE CUSTOMERS)
Introduction
Many service systems have auxiliary servers that work in conjunction with the primary servers of the system on certain kinds of jobs. For example, New York City is currently considering implementation of a one-officer patrol car program in which a two-officer car would be dispatched concurrently with a one-officer car to emergency calls, while nonemergency calls would be "served" by a one-officer car alone (New York Times October 15, 1982). In many emergency medical systems, a parallel situation exists where a paramedic unit is dispatched simultaneously with an ambulance to provide on-the-scene medical assistance in life-threatening incidents. Another public sector example arises in the arraignment process of urban criminal court systems where some of the cases that must appear before the judge for initial disposition also require the presence of a court interpreter. This type of simultaneous multi-resource requirement is also prevalent in computer systems (see e.g. Jacobson and Lazowska 1980, Omahen 1977) where it often appears as part of a queueing network. This paper deals with a queueing system with two types of servers and two types of customers. The "basic" servers of the system will be called primary servers. One primary server is assigned to each customer.
For some specified proportion of arrivals, an auxiliary server will be necessary to assist the primary server
Model Description
We consider a queueing system with r primary servers and s < r auxiliary servers. We assume that arrivals occur according to a Poisson process at rate X and all service times are exponentially distributed. Type P customers arrive at rate p= pX and require a service time with mean 1/up from a primary server working alone. Type A customers arrive at rate XA = qX, q = 1 -p, and require a service time with mean 1 / uA from a primary and auxiliary working together (i.e. the two servers begin and end service at the same moment). Therefore, while both types of customer will be blocked from entering service when all primary servers are busy, a Type A customer will also be blocked when a primary server is idle but all auxiliary servers are busy.
We assume that a customer's type is known at the time of his arrival. Therefore, it seems reasonable to assume a service order discipline which is FIFO except in the following case: when all auxiliary servers are busy, but there is a primary server available, the first Type P customer in queue, if any, will enter service, even if there are Type A customers ahead of him. This decreases the delay of the Type P customer without increasing the delay of the Type A customers in front of him. This is true because the next Type A customer in queue will still enter service when an auxiliary server next becomes free since a primary server also becomes free at that time.
In order to obtain the steady-state distribution of the number of customers of each type in the system, it would be necessary to have state variables corresponding to the number of Type P customers waiting in queue, the number of Type A customers waiting in queue, the number of busy primary servers, the number of busy auxiliary servers, and the number of Type A customers who have been passed into service by a Type P customer. This, of course, would lead to an intractable model. Fortunately, there is an alternate formulation. Note that the system has two queues of waiting customers-the one consisting of both Type P and Type A customers in FIFO order, and the one that consists only of Type A customers who have been passed by a Type P customer. We will call these queues the primary queue and the auxiliary queue, respectively. We define the rules of movement for customers as follows:
o All customers who do not find the appropriate server(s) available at their arrival epoch initially join the primary queue. Type A customers who arrive to an empty primary queue and find a primary server available, but all auxiliary servers busy, immediately move to the auxiliary queue.
o When both a primary server and auxiliary server become free, the first customer in the auxiliary queue is taken into service. If there is no auxiliary queue, the first customer in the primary queue starts service.
a When a primary server becomes free but all auxiliary servers are busy, the first customer in the primary queue is examined: if that customer is Type P, he starts service at once; if that customer is Type A, he is instantly moved to the auxiliary queue, the next customer in the primary queue is then examined and the process continues until either a Type P customer is found or the queue is empty.
The system as described above can be represented as a bivariate Markov process with states (i, j), i > 0, j > 0, where i is the number of Type P customers in service plus the number of customers (of either type) in the primary queue, andj is the number of Type A customers in service plus the number of customers in the auxiliary queue. To see this, note that: (1) for any state (i, j), the number of busy auxiliary servers is given by NA = min{]j, s}, and the number of busy primary servers is given by NP = min{ i + NA, r}, and (2) the probability that any customer in the primary queue is of a given type is just the probability that an arbitrary arrival is of this type. Thus, this two-dimensional state space contains all the information necessary to probabilistically describe the future of the system. For any given starting state (i, j), the set of possible successor states and the associated formulae for the transition rates depend on the state of the overall system as follows:
For states (i, j), i + j < r, an arrival will cause a transition to (i + 1, j) with rate Xp, or to (i, j + 1) with rate XA. This is because when there is an idle primary server, a Type P arrival starts service immediately while a Type A arrival will either start service (if an auxiliary server is free) or join the auxiliary queue. A departure will cause a transition to: state (i -1, j) with rate ip, (for i > 0); or to (i, j-1) with rate j]pA if 0<j< s, and with rate StLA if j > s. States (i, j), i + j > r, j < s, are those states for which all primary servers are busy, but at least one auxiliary server is free. Since all arrivals join the primary queue, transitions from (i, j) to (i + 1, j) occur at rate A. If there is no primary queue at a departure epoch, i.e., i + ] = r, the departure will cause a transition to (i -1, j) with rate ip, or to (i, j -1), j > 0 with rate j;UA. When i +j > r, the transition at a departure epoch will depend on the type of customer who is first in queue as well as the type of the customer who is completing service. This is because if a Type A is first in queue and therefore next to enter service, upon starting service he leaves the primary system and joins the auxiliary system by definition of the state space. Thus, the departure transitions from (i, j), i + j > r are to: (i -1, j) with rate (r -j)[&pp + j]LAq; (i -2, j + 1) with rate (r -j)ypq; and (i, j-1) with rate jILAp.
For states (i, j), i + j > r, j > s, all servers are busy. Again, all arrivals join the primary queue and so transitions to (i + 1, j) are at rate X. Departure transitions can be considered as falling into 3 cases: Case 1. i = r -s, j = s. No primary queue exists and a departure from state (i, j) causes a transition to (i -1, j) at rate (r -s) &p or to (i, j -1) at rate StLA .
Case 2. i > r -s, i = s. There is no auxiliary queue but there is a primary queue. So when a primary-auxiliary server pair frees (i.e. a Type A customer departs), the transition is to (i, j-1) at rate SJLAP or to (i -1, j) at rate s,A q. If a primary server alone frees up and the first customer in queue is Type P, the transition is also to Note that the rules of movement guarantee that at any arrival epoch the time spent in the primary queue will be identical for both customer types. So the expected total waiting time in queue for a Type A customer is simply the sum of the expected time spent by an arbitrary customer in the primary queue plus the expected wait in the auxiliary queue. Therefore, all of the usual performance measures of interest could be obtained from the steady-state distribution for this formulation of the model. However, the resulting balance equations are quite complex and there are no analytic or numerical methods currently available for the efficient calculation of exact solutions. In the next section, we describe an efficient methodology for obtaining approximate steady-state probabilities. Numerical results, described in ?3, indicate that the approximation can be accomplished so as to yield accurate results for reasonably large systems.
Before proceeding with the development and solution of the approximate model, it is important to determine conditions for the existence of a steady-state solution for the actual model. Necessary conditions can be obtained by examining special cases. For example, if all customers are of Type A, the system reduces to M/M/s and therefore we would need to insure that XA < SuA. Similarly, if all customers were of Type P, it would be necessary that < rup. Given customers of both types, the total departure rate when there is a primary queue can vary between rup and (r -S)p + SA. Therefore, it is also necessary that X not exceed the maximum of these two quantities.
Numerical results indicate that if XA < SuA and X < min{(r -s)/up + suA , rup}, a limiting distribution will exist.
Approximation of the Steady-State Distribution
The state space of the model described in the last section is infinite in both dimensions. In this section, we show how this system can be approximated by a two-dimensional Markov process in which the second state variable is finite, and for which the steady-state distribution has the matrix-geometric form investigated by Neuts (1978 Neuts ( , 1980 . This allows for a simple computational procedure for obtaining the steady-state probabilities.
The standard method of truncation would be to assume that there exists an integer K >,s such that at an arrival or departure epoch at which a Type A customer would otherwise cause a transition to (.,K + 1), he is instead "lost." This would lead to a matrix-geometric model in which the maximum decrease in the first state variable is bounded only by the length of the primary queue. Two computational difficulties would result:
(1) The number of customers simultaneously lost at a departure epoch could be as large as the number of customers in the primary queue. Since lost customers do not contribute to the workload in the system, this could lead to significant errors unless the truncation parameter is quite large.
(2) The matrix polynomial equation that must be solved would be of infinite degree. The solution could be obtained by successive substitutions. However, this would require another truncation, introducing another source of error.
Instead we assume there exists an integer K > s such that at an epoch at which a Type A customer would otherwise join the auxiliary queue and cause the second state variable to increase from K to K + 1, he changes his identity to Type P. This 
Numerical Results
Computer runs were performed for varying levels of system congestion and for varying proportions of auxiliary to primary servers. For simplicity, we let lip = ILA. The first issue that we examined was the effect of the truncation parameter K on solution accuracy. This was done by finding the minimum K necessary to obtain a specified level of numerical stability in the mean number of customers in each part of the system. In particular, if we let L(P)(N) be the mean number of customers in the primary part of the system as computed when the truncation parameter is N and L(A) (N) be the analogous measure for the auxiliary queue, i.e. Another significant finding is that K does not get unreasonably large as long as there are a sufficient number of Type A servers to assure that the probability of a Type A customer waiting while a primary server is free is not large. This probability, given by a = Xi<r_sXj>sXij, is an important measure of performance for this system. In particular, we examined systems with up to 5 primary servers and K = 13 and found that this choice of K was adequate whenever a < 0.5 if p < 0.5 and whenever a < 0.15 for 0.5 < p < 0.8. Thus, if such a system is designed with an objective of efficient utilization of servers, the imposition of the truncation parameter K will not be a practical constraint in obtaining accurate numerical solutions by this method. Table 1 shows some expected waiting times and values of a for p = 0.5 with varying proportions of Type A customers and servers. (Cases denoted as "unstable" violate one of the necessary conditions given in ? 1 for the existence of a limiting distribution in the actual system.) We observe that the expected delay for Type A customers is quite sensitive to increases in their proportion, and particularly when the ratio of auxiliary to primary servers is less than 0.5. The lower this proportion of auxiliary to primary servers, the sooner the system will become unstable as the proportion of Type A customers increases.' 
