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Finding the missing link between landscape structure and population
dynamics: a spatially explicit perspective
Abstract
We construct and explore a general modeling framework that allows for a systematic investigation of the
impact of changes in landscape structure on population dynamics. The essential parts of the framework are a
landscape generator with independent control over landscape composition and physiognomy, an individual-
based spatially explicit population model that simulates population dynamics within heterogeneous
landscapes, and scale-dependent landscape indices that depict the essential aspects of landscape that interact
with dispersal and demographic processes. Landscape maps are represented by a grid of 50#50 cells and
consist of good-quality, poorquality, or uninhabitable matrix habitat cells. The population model was shaped
in accordance to the biology of European brown bears (Ursus arctos), and demographic parameters were
adjusted to yield a source-sink configuration. Results obtained with the spatially explicit model do not
confirm results of earlier nonspatial source-sink models where addition of sink habitat resulted in a decrease of
total population size because of dilution of high-quality habitat. Our landscape indices, which describe scale-
dependent correlation between and within habitat types, were able to explain variations in variables of
population dynamics (mean number of females with sink home ranges, mean number of females with source
home ranges, and mean dispersal distance) caused by different landscape structure. When landscape structure
changed, changes in these variables generally followed the corresponding change of an appropriate landscape
index in a linear way. Our general approach incorporates source-sink dynamics as well as metapopulation
dynamics, and the population model can easily be modified for other species groups.
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abstract: We construct and explore a general modeling framework
that allows for a systematic investigation of the impact of changes
in landscape structure on population dynamics. The essential parts
of the framework are a landscape generator with independent control
over landscape composition and physiognomy, an individual-based
spatially explicit population model that simulates population dynam-
ics within heterogeneous landscapes, and scale-dependent landscape
indices that depict the essential aspects of landscape that interact
with dispersal and demographic processes. Landscape maps are rep-
resented by a grid of cells and consist of good-quality, poor-50 # 50
quality, or uninhabitable matrix habitat cells. The population model
was shaped in accordance to the biology of European brown bears
(Ursus arctos), and demographic parameters were adjusted to yield
a source-sink configuration. Results obtained with the spatially ex-
plicit model do not confirm results of earlier nonspatial source-sink
models where addition of sink habitat resulted in a decrease of total
population size because of dilution of high-quality habitat. Our land-
scape indices, which describe scale-dependent correlation between
and within habitat types, were able to explain variations in variables
of population dynamics (mean number of females with sink home
ranges, mean number of females with source home ranges, and mean
dispersal distance) caused by different landscape structure. When
landscape structure changed, changes in these variables generally
followed the corresponding change of an appropriate landscape index
in a linear way. Our general approach incorporates source-sink dy-
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namics as well as metapopulation dynamics, and the population
model can easily be modified for other species groups.
Keywords: habitat connectivity, heterogeneous landscapes, scale-
dependent landscape indices, population dynamics, spatially ex-
plicit population models, source-sink dynamics.
Habitat fragmentation and destruction have been recog-
nized as two of the major threats to the viability of threat-
ened species and are among the central issues being dis-
cussed in the conservation biology literature (Soule´ 1986;
Wiens 1996). Both processes result in heterogeneous land-
scapes that are composed of more or less isolated patches
of suitable habitat within a matrix of less suitable habitat.
As a consequence, populations inhabiting such landscapes
are heterogeneously distributed across a range of spatial
scales (Wiens 1989) and may be composed of subpopu-
lations that are interconnected to varying degrees. The way
in which population dynamics are affected by landscape
structure has become a major focus of ecological research
(e.g., see reviews in Dunning et al. 1992; Wiens et al. 1993;
Fahrig and Merriam 1994). Critical to this effort is the
development of a general methodology for distilling the
essence of landscape structure (a structure that can be
characterized in an infinite number of ways) into a frame-
work that is capable of clarifying and characterizing the
impact of changes in landscape structure on population
dynamics. For example, metapopulation theory (Levins
1970; Gilpin and Hanski 1991; Hanski and Gilpin 1997)
reduces landscape complexity to a binary world that is
classified into two basic categories, suitable habitat and
uninhabitable matrix. Separate subpopulations occupying
suitable habitat patches are envisioned as undergoing re-
peated extinction and recolonization events. Long-term
persistence of the metapopulation then arises from a bal-
ance between local extinction events and recolonization
through relatively infrequent dispersal events. The great
success of the metapopulation idea can be attributed to
the appealing way that the complexity of real landscapes
is reduced to a simpler framework for characterizing pop-
ulation dynamics. However, the classical idea of the meta-
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population can only encompass a limited range of the
possible dynamics occurring in subdivided populations in-
habiting heterogeneous landscapes (e.g., Doak and Mills
1994; Gustafson and Gardener 1996; Wiens 1997).
Several other general theoretical constructs have been
proposed for subdivided populations (Fahrig and Merriam
1994); however, these have also mostly characterized the
landscape as consisting of shapeless patches embedded in
an ecologically neutral matrix, and there has been little
consideration of the rich texture of continuously varying
habitats, within spatially explicit landscapes, and the po-
tential effects on ecological dynamics (Wiens et al. 1993;
Gustafson and Gardener 1996). Consequently, many ap-
plications of the two major theories that deal with spatially
structured populations—metapopulation theory (Levins
1970; Gilpin and Hanski 1991; Hanski and Gilpin 1997;
but see Hanski 1994; Day and Possingham 1995; Moilanen
and Hanski 1998) and source-sink theory (Pulliam 1988;
Pulliam and Danielson 1991)—are not spatially explicit.
Clearly, the spatial structure of the landscape in which
species are found must be explicitly considered when land-
scape composition and physiognomy play a role in deter-
mining population dynamics. Under these circumstances,
a broader modeling framework is needed, one that ex-
plicitly relates demographic processes, as well as dispersal
and habitat selection, to the landscape in which these pro-
cesses occur. The key to understanding how landscape
structure affects populations is therefore to adopt a spa-
tially explicit, organism-centered view of landscape struc-
ture (Wiens 1989; Wiens et al. 1993; With et al. 1997), a
view that links the individual’s use of space (e.g., dispersal
and habitat selection) to population and metapopulation
phenomena.
A General Framework
Several authors have recently advocated an integration of
the approaches of landscape ecology and population mod-
eling into a unified framework (e.g., Hanski and Gilpin
1991; Wiens et al. 1993; Wiens 1996; With 1997; Moilanen
and Hanski 1998; Tyre et al. 1999). This framework, once
developed, should facilitate a systematic investigation into
the impact of landscape structure on spatially explicit eco-
logical processes and population dynamics. Such a frame-
work must consist of three essential ingredients: first, a
modeling approach that is spatially explicit (Pulliam et al.
1992; Wiens et al. 1993; Fahrig and Merriam 1994; Dun-
ning et al. 1995; Gustafson and Gardener 1996; Hanski et
al. 1996; With 1997; With et al. 1997); second, a landscape
generator that creates nonrandom, realistic landscape
maps (Schumaker 1996; With 1997), where the relative
amounts of different habitat types (landscape composi-
tion) and the spatial arrangement of habitat types (land-
scape physiognomy) can be varied independently; and
third, appropriate landscape measures (Wiens et al. 1993;
Schumaker 1996; Keitt et al. 1997; Gustafson 1998; Hargis
et al. 1998) that establish a quantitative relationship be-
tween landscape structure and population dynamics. In
this article we develop such a spatially explicit modeling
framework.
The central part of our modeling framework is provided
by an individual-based, spatially explicit population model
(Pulliam et al. 1992; Dunning et al. 1995; Turner et al.
1995) that was based on our understanding of the ecology
of European brown bears (Ursus arctos). We use a simple
landscape generator to create realistic landscapes with in-
dependent control over landscape composition and phys-
iognomy, and, to aid in the interpretation of the impact
of landscape structure on demographic processes, we de-
velop our own scale-dependent landscape measure that
characterizes landscape structure in an organism-centered
way. The predictions and the structure of the nonspatial
source-sink model by Pulliam and Danielson (1991) pro-
vide a baseline for our simulation experiments and for
their analysis. A basic prediction of their model was the
dilution of good-quality habitat (sources) with increasing
availability of poor-quality habitat (sinks). As a conse-
quence, maximum global population size occurred for low
site selection abilities when there was little or no sink
habitat, and for greater site selection abilities, population
size peaked at intermediate proportions of the two habitat
types. We use our model to test these predictions within
a spatially explicit context and to understand how land-
scape composition and physiognomy affect population
dynamics.
The Model
The individual-based, spatially explicit brown bear sim-
ulation model is hierarchical in design, being constructed
at the population and landscape scales. At the population
scale, a demographic submodel determines the fate of
individual bears throughout life and simulates the life-
history events of birth, weaning, litter production, and
death. Mortality is modified as a function of local habitat
quality and local bear density, and only females occupying
a home range can reproduce. At the landscape scale, spa-
tially explicit rules determine patterns of dispersal and
home range selection for nonresident individuals. Disper-
sal is modeled as a weighted random walk, modified by
local habitat quality, which consists of three habitat types:
good, poor, and matrix. Good habitat is habitat within
which a bear population may reproduce at rates greater
than or equal to the population replacement rate (i.e.,
); poor habitat allows reproduction, but only belowl ≥ 1.0
the replacement rate (i.e., ); and matrix habitat isl ! 1.0
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Figure 1: A, Three-dimensional surface type C. B, Resulting landscape C20 with , , and . -quality habitat;f = 0.7 f = 0.2 f = 0.1 White cells = goodM P G
-quality habitat; habitat. The three-dimensional surface (A) was generated by superposing Gaussian functionsgray cells = poor black cells = matrix
with different width and height (eq. [1]). We constructed the landscape (B) by taking two-dimensional slices at different heights (matrix habitat:
; poor-quality habitat: ; good-quality habitat: ) of the initial three-dimensional surface.height ! f f ≤ height ! f 1 f height ≥ f 1 fM M M P M P
uninhabitable. We do not include subadult and adult male
bears in the current version of the model because the
aspects of population dynamics we are interested in are
primarily determined by females. This perspective is tra-
ditional for many models of population dynamics, since
females are the reproductive unit (e.g., Noon and Biles
1990; Pulliam et al. 1992).
Landscape Submodel
General Structure. Individual landscapes were composed
of a grid of cells representing an area of approx-50 # 50
imately 62,500 km2. Individual cells were modeled as being
5 km on a side, representing the lower limit of spatial
resolution, or the model’s “grain” (Kotliar and Wiens
1990). The grain of the model was set to be a bit smaller
than the scale of an individual female’s home range, al-
lowing individual home ranges to be composed of one to
nine cells, representing an area of approximately 25–225
km2. This is consistent with home range sizes of female
brown bears, which typically cover areas of 100–200 km2
in the Cordillera Cantabrica of northern Spain (J. Naves,
unpublished data). We do not explicitly model spatial
scales below 25 km2, assuming in the model that individ-
uals functionally perceive their environment as being ho-
mogeneous at these smaller scales (Kolasa 1989; Kotliar
and Wiens 1990).
Landscape Construction. There are several ways to generate
grid-based landscape maps exercising independent control
over the underlying proportion and distribution of habitat
types within the landscape (e.g., Gustafson and Parker
1992; With 1997; Hargis et al. 1998). For this study, we
first created three-dimensional surfaces with different de-
grees of topographic “ruggedness” (i.e., spatial autocor-
relation in elevational displacement; e.g., fig. 1A). To do
this we used a simple algorithm that superposed a high
number of two-dimensional Gaussian functions,
2$ $1 1 Fx 2 x F0$f(x) = h exp 2 , (1)
2( )Î 2 j2pj
by placing them at random locations over the 50 # 50$x0
cell grid. We used nine different types of Gaussian func-
tions that resulted from combining the parameter values
, , and for the width j with the valuesj = 1 j = 5 j = 751 2 3
, , and for the height h. By super-h = 3j h = j h = 0.4j1 2 3
posing a different number of Gaussian functions from each
of the nine types, we could influence the topographic rug-
gedness of the surface. For example, in figure 1A, the sharp
peaks in the left foreground were produced with type
( , ), while the gentle slope with center aroundj = 1 h = 3
coordinates (see fig. 1B) was produced with$x = (33, 6)
one ( , ) function. By selecting as thej = 75 h = 225 j = 1
smallest width, we ensure a spatial autocorrelation of the
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resulting surfaces up to a scale . In this way we provider ≈ 2
at least cell blocks (the maximum home range size)3 # 3
of nonfragmented suitable habitat. However, to test the
effect of this assumption, we also used a randomly com-
posed surface (in creating it we assigned each cell a random
value between 0 and 1) as a reference case.
Next, we placed horizontal planes at two elevations
along the elevational gradient within the three-dimen-
sional maps, producing three elevational zones in the land-
scape: high, intermediate, and low. High elevations were
then associated with good habitat, intermediate elevations
with poor habitat, and low elevations with matrix (e.g.,
fig. 1B). By shifting the positions of the horizontal planes,
we could alter the proportion of the landscape included
in each habitat type. As a consequence, good-quality hab-
itat was always embedded in poor-quality habitat, which
was itself embedded in matrix habitat. This approach pro-
duced realistic habitat landscapes, as good-quality habitat
is often surrounded by a buffer of poor-quality habitat for
many species that have large home ranges. In particular,
brown bear habitat is mostly restricted to high-elevation,
wooded mountain ranges isolated from human activity.
Habitat quality then declines at lower elevations as human
impacts increase.
For this study, we created a total of 20 three-dimensional
surfaces representing landscape types with differing de-
grees of ruggedness, ranging from a totally random land-
scape to landscapes with a high degree of topographic
autocorrelation (smooth; fig. 2). We selected five “repre-
sentative” landscape types (figs. 2, 3) to test predictions
of the nonspatial source-sink model (Pulliam and Dan-
ielson 1991), and we used all 20 landscape types to analyze
the impact of landscape structure on population dynamics.
We will refer to the representative landscape types with
the symbols R, A, B, C, and D, going from the totally
random to the least fragmented, respectively (fig. 3). From
each of the 20 basic surfaces, we generated eight landscape
maps with differing proportions fP of poor-quality habitat
cells, ranging from to in increments off = 0.1 f = 0.8P P
0.1 (fig. 3). In contrast, good-quality habitat fG was held
constant at 10% (i.e., ) for all landscapes because,f = 0.1G
for species of conservation concern, the amount of suitable
habitat is usually quite low (Groom and Schumaker 1993;
McKelvey et al. 1993; Ruckelshaus et al. 1997) and because
the investigation of the effect of good-quality habitat de-
struction is beyond the scope of our study. We use a sub-
script to indicate the percentage of the landscape com-
posed of poor-quality habitat cells when referring to
specific landscape maps (e.g., C10 represents a landscape
constructed from landscape type C, which contains 10%
poor habitat).
Characterization of Landscape Structure. A number of sta-
tistics, such as fractal dimension, patch contagion, or patch
isolation, have been developed in the field of landscape
ecology for the analysis and measurement of landscape
structure (Turner 1989; Wiens et al. 1993; Schumaker
1996; Gustafson 1998; Hargis et al. 1998). However, most
of these statistics have been developed from the perspective
of patch dynamic models and are consequently con-
structed with a binary, patch-based view of the landscape
(Gustafson 1998). We argue that such patch-based mea-
sures, which first reduce the complex landscape mosaic
(Wiens et al. 1993; Gustafson 1998) into two patch types
(habitat and matrix) and then characterize the landscape
via properties of the predefined patches, may incorrectly
characterize the landscape for the purpose of understand-
ing the influence of the landscape on demographic pro-
cesses since landscapes consist of a more continuous var-
iation in habitat quality rather than two distinct categories
of habitat. Consequently, there is a need to develop land-
scape metrics that more accurately characterize the land-
scape with a view toward the processes that affect the life-
history parameters and the behavior of the organisms of
interest—organisms that are directly embedded within the
landscape. We imagine that the appropriate landscape met-
ric not only will have to characterize the proportion of
the landscape composed of different habitat types but also
will have to characterize the spatial relationships between
and within types as a function of distance.
For this purpose we developed our own statistic that
characterizes spatial structure as a function of the bear’s
perception of habitat types located at a critical distance
from the bear’s current location (i.e., the bear’s “perceptual
distance”). Our ring statistic is based loosely on Ripley’s
K-function analysis (Ripley 1981; Bailey and Gatrell 1995;
Wiegand et al. 1998b) and on mark correlation functions
(Stoyan and Stoyan 1994). The basic idea is to place rings
with radius r around each cell of a given habitat type 1
(e.g., cells with good-quality habitat) and calculate the
mean density of cells within these rings that are of habitat
type 2 (e.g., cells with matrix habitat).
We calculate the ring statistic O12(r), which gives the
probability that an arbitrary cell at distance r from an
arbitrary cell of habitat type is of habitat typeh = 1 h =
, as follows: let represent the location of an individualh$2 xk
cell k in a model landscape that is of habitat type h
( ). By definition, there are Nh cells of habitat typeh = 1, 2
h in any particular landscape (see earlier discussion). Given
these definitions, O12(r) can be calculated as
N N1 2O O H(r 2 z )i, j
i=1 j=1O (r) = (2)12
N1O O H(r 2 z )i, j[ ]2$i=1 x PLandscapej
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Figure 2: Density plots of the 20 different landscape types used in our analyses. The top row shows the five reference landscape types R, A, B, C,
and D (from left to right). (always matrix habitat); (good-quality habitat); between 0.1Black = height ! 0.1 white = height 1 0.9 gray levels = height
and 0.9 (assigned to matrix or poor-quality habitat depending on the proportion [fP] of poor-quality habitat).
with distance
1 2$ $z = Fx 2 x Fi, j i j
and indicator function
0 if FzF 1 0.5
H(z) = . (3){1 if FzF ≤ 0.5
The denominator of equation (2) considers edge effects
that arise if a ring lies partly outside the landscape, as only
cells within the landscape are included in the calculation.
The ring statistic O12(r) satisfies , and if cells0 ! O (r) ! 112
of type 2 are randomly distributed at scale r around cells
of type 1, we obtain , where R is the totalE[O (r)] = N /R12 2
number of cells within the landscape and E[] is the ex-
pected value operator. Habitat type 2 is clustered at scale
r around habitat type 1 if (attraction betweenO (r) 1 N /R12 2
habitat types 1 and 2) and repulsed at scale r if O (r) !12
.N /R2
Population Submodel
General Structure. The demographic submodel is a sim-
plified version of a nonspatial demographic model that
was constructed to investigate population viability of the
western brown bear population in the Cordillera Canta-
brica, Spain (Wiegand et al. 1998a). The submodel was
This content downloaded from 129.186.176.217 on Tue, 05 Jul 2016 18:07:30 UTC
All use subject to http://about.jstor.org/terms
610 The American Naturalist
Figure 3: Examples for the heterogeneous landscapes used in our model. Rows present different physiognomy but same composition; columns,
same physiognomy but different composition. Top row from left, Landscapes A10, B10, C10, and D10 ( , , ); middle row from left,f = 0.1 f = 0.1 f = 0.8G P M
landscapes A40, B40, C40, D40 ( , , ); bottom row from left, landscapes A70, B70, C70, D70 ( , , ).f = 0.1 f = 0.4 f = 0.5 f = 0.1 f = 0.7 f = 0.2G P M G P M
-quality habitat; -quality habitat; habitat.White cells = good gray cells = poor black cells = matrix
based on long-term field investigations of the Cordillera
Cantabrica population and on information about other
brown bear and grizzly bear populations. Model rules in-
cluded detailed information about life-history attributes,
family structure, mortality rates, and reproduction. The
parameters of the demographic submodel (table 1) were
taken from our analysis of brown bears in the Cordillera
Cantabrica (Wiegand et al. 1998a) with the exception of
mortality rates, which are influenced by local habitat qual-
ity. Mortality rates were adjusted to produce an overall
rate of population increase of ( ) forl 1 1.03 l ! 0.99
landscapes consisting completely of high- (poor-) quality
habitat.
The spatially explicit processes of dispersal and home
range selection in our model depend on local habitat qual-
ity as perceived by individual bears as they move through
the landscape. Survival probabilities are also modified by
the habitat quality of the area currently occupied by an
individual bear (discussed later). As a consequence, these
processes are determined through a set of rules that take
into account local habitat quality. We apply these rules
during each model time step, which corresponds to 1 yr.
Rule 0: Assessing Habitat Quality. The landscape maps give
the maximal habitat suitability Z of a given cell. We allow
only three types of habitat: matrix habitat with ,Z = 1
poor-quality habitat with , and good-quality habitatZ = 4
with (table 2). However, density-dependent effectsZ = 7
decrease the maximum habitat suitability if several indi-
viduals share a cell as home range. This is because re-
sources (food) are limited and sharing reduces resource
availability. To consider this mechanism we introduce a
matrix DZ, N that describes the change of maximal habitat
suitability Z to actual habitat quality Q if N females share
a cell as home range (table 3). We assume by constructing
the matrix DZ, N that the actual habitat quality Q declines
exponentially with increasing number N of females that
share a cell as home range and that not more than four
females can share a cell with good habitat quality. This
rule implies that the actual habitat quality Qx, y of a given
cell (x, y) may change every time step. Thus, in our model
bears perceive a dynamic landscape of actual habitat qual-
ities Q despite a static landscape map of maximal habitat
suitability Z.
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Table 1: Demographic parameters of the population submodel
Demographic model parameters Symbol Parameter value
Probability of cubs to become independent at age i ii i0 = .0, i1 = 1.0
Probability of first litter at age i a fi f4 = .12, f5 = 1.00
Probability for litter j yr after family breakup hj h0 = .00, h1 = .15, h2 = .50, h3 = .90, h4 = 1
Fractions female and male cubs sf, sm sf = .5, sm = .5
Probability for a litter of j cubs lj l1 = .07, l2 = .55, l3 = .32, l4 = .06
Female mortality rates at age ib mi m0 = .4, m1–4 = .18, m5–16 = .105, m17–25 = .28
Male mortality rates at age ib mi = .4, = .25
m mm m0 1–4
Orphans’ mortality rateb om0 .5
a The probabilities are only applied for resident females.
b Mortality rates are modified by habitat quality and density-dependent processes, and additional mortality may result during dispersal.
Rule 1: Dispersal. Independent, nonresident females dis-
perse and search for their own home range. We model
sequential dispersal from multiple natal sites with com-
petition between residents and dispersers (McCarthy 1997,
1999) by first selecting the oldest female and continuing
in order of decreasing age. In this way, older females, which
may be stronger and more experienced, have an advantage
over younger females. During dispersal females are allowed
to perform Smax site-sampling steps. They move one grid
cell per step, with the probability of moving to any of the
adjacent cells determined by habitat type. Movement con-
tinues until the dispersing female reaches a suitable habitat
patch or until the maximal number of dispersal steps is
reached (e.g., Boone and Hunter 1996; Gustafson and Gar-
dener 1996; Ruckelshaus at al. 1997). The probability Pi
that an individual located at cell moves in the nexti = 0
step to one of the eight neighboring cells (or remains
within the same cell) depends on the actual habitat quality
Qi of the nine cells i:
QiP = . (4)8i O Qk
k=0
Thus, we assume that individuals survey their neighbor-
hood and that their large-scale movement is based on this
information. The probability of moving to a cell is directly
proportional to the actual habitat quality of the cell relative
to that of the other neighboring cells. This strategy is dif-
ferent from a “correlated random walk” (e.g., Johnson et
al. 1992) with a biased distribution of turning angles that
is unrelated to variation in the underlying landscape.
Rule 2: Habitat Selection Strategies. We compare two dif-
ferent strategies for home range selection that cover ex-
treme cases. With strategy “all,” individuals sample Smax
sites and choose the best acceptable home range encoun-
tered (see rule 3), while individuals searching with strategy
“min” select the first acceptable home range. With strategy
“all,” individuals find more high-quality home ranges but
have a higher risk of mortality during dispersal. However,
they have a lower risk of mortality once they settle within
a home range. If a dispersing female does not find an
acceptable home range, she continues searching for one
in the next year, starting from the previous year’s final
position. To model different site-sampling abilities, we var-
ied values of Smax between two and 64. Because bears may
not move every step (eq. [4]), they may actually sample
fewer than Smax steps. A high number of steps Smax together
with the strategy “all” approximates the ideal free distri-
bution (Fretwell and Lucas 1970; Pulliam and Danielson
1991), where habitat quality declines with increasing pop-
ulation density and individuals choose the breeding site
with the highest average suitability that remains available.
However, our model permits the bears only local infor-
mation, as opposed to global knowledge of the total dis-
tribution (ideal free distribution), or sampling globally
(Pulliam and Danielson 1991).
Rule 3: Home Range Selection. During each time step, we
applied the procedures for home range selection (i.e., “dis-
persal”) to all dispersing females. A potential home range
was considered to be acceptable to a female if the sum of
the actual habitat qualities of the block of nine cells, com-
posed of the actual location of the individual and its eight
neighboring cells, exceeded the minimal resource require-
ment Qmin. We ranked the cells of a given block3 # 3
according to their actual habitat qualities (cells with the
same actual habitat quality were ranked randomly) and
took the best cells that exceeded the threshold Qmin. Thus,
home ranges with higher-quality habitat were smaller than
home ranges with lower-quality habitat. By varying Qmin
between values of 24–44, we were able to manipulate the
number of potential home ranges (i.e., carrying capacity)
of the landscape. With a threshold of , a homeQ = 24min
range could consist of only poor-quality cells (7 # 4 1
), while at a threshold of , at least two good-24 Q = 40min
quality cells were required within a home range (7 #
).4 1 2 # 7 1 40
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Table 2: Variables and parameters describing spatial processes
Variable Symbol Range
Maximal habitat quality in landscape cell (x, y) Zx, y 1, 4, 7
Actual habitat quality in cell (x, y)a Qx, y 0–7
Mean habitat quality of home range QHR 0–7
Spatial model parameters:
Maximal number of site-sampling steps during dispersal Smax 2–64
Matrix giving actual habitat quality if N females share a cell
with maximum habitat quality Z (see table 3) DZ, N 0–7
Minimal quality of breeding sites usedb Qmin 24–60
Scaling constant for mortality during dispersal Rmax 400
Impact of mean habitat quality QHR of home range on
mortality cm .35
Breeding habitat selection strategy “all,”c “min”d
a Actual habitat quality is modified by density-dependent processes.
b The threshold for acceptable home range gives the minimal resources requirement of breeding females.
c Females sample the full number of steps (Smax) and return to the best home range on the track with
.Q 1 QHR min
d Females search until they find a home range with .Q 1 QHR min
Table 3: Matrix DZ, N for table 2
Number (N) of females
sharing a cell
Z 1 2 3 4 5
1 1 1 0 0 0
4 4 3 2 1 0
7 7 5 3 2 0
Home range sizes were readjusted every year in response
to changes in the habitat quality of individual cells (see
rule 0). However, females did not disperse away from their
current home range even if mean habitat quality dropped
below the threshold Qmin, since female brown bears do not
normally leave their home ranges once they are established.
Rule 4: Mortality during Dispersal. Mortality during dis-
persal is considered in addition to age-dependent mortality
(see rule 6) and depends on the habitat quality of the cells
adjacent to the path of dispersal. Our approach is different
from the typical approach, in which risk of mortality is
constant in space (i.e., constant per step mortality; Mc-
Carthy 1999; Tyre et al. 1999). We model the per-step
probability of dying as ( , where Qm is the1 2 Q /9)/Rm max
mean habitat quality of the nine-cell neighborhood, de-
termined after accounting for density effects, and Rmax is
a scaling constant. For small values of the resulting1/R max
overall risk of dispersal mortality during 1 yr yields
S
m = (1 2 Q/9), (5)d R max
where is the mean habitat quality of all cells adjacentQ
to the path (i.e., cells through which the animal passes
and all immediately adjacent cells), and S is the number
of site-sampling steps taken during the current year. We
divide the mean habitat quality in equation (5) by nineQ
to allow a small risk of dispersal mortality even in patches
with the best possible habitat quality ( ). We setQ = 7
. We chose this value because it produces aR = 400max
“realistic” range of dispersal mortalities, for example, for
, md ranges from ( ) toS = 64 m = 0.04 Q = 7 m = 0.14d d
( ). If females search several years before they even-Q = 1
tually find a home range, the risk of mortality during
dispersal may accumulate considerably.
Rule 5: Reproduction. Only females occupying their own
home range can reproduce. Production of the first litter
is also a function of the age of the female (probability fi,
table 1). Subsequent litters can only be produced by fe-
males not currently accompanied by a litter. Litter size is
assigned with probabilities of lj for , 2, 3, or 4 cubsj = 1
(table 1), and the sex of each cub is assigned according
to an equal sex ratio. We include dependent male cubs in
this stage of the model since the probability hj for the
production of subsequent litters depends on the time j
since family breakup (table 1), which occurs if all cubs
have died or if the cubs become independent. We do not
consider different probabilities for litter production in
home ranges with different habitat quality; instead we vary
cub mortality in accordance with habitat quality of the
mother’s home range. Similarly, we keep all other repro-
ductive parameters constant; variability in reproduction as
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a function of habitat quality or changing environmental
conditions were beyond the scope of our study and were
not illuminating in the present context (T. Wiegand, un-
published data).
Rule 6: Mortality within Home Ranges. The mean habitat
quality QHR of the home range influences the age-depen-
dent mortality rates given in table 1. Mortality applies to
each individual independently, whether part of a family
group or not. We assumed a linear relationship between
, the modified mortality rate in age class i, and thehmi
mortality rate mi given in table 1,
QHRhm = (1 1 c ) 2 c m , (6)i m m i[ ]4
in which mortality rates remain unchanged for sink home
ranges with a mean habitat quality equal to that of poor-
quality habitat ( ) and in which mortality ratesQ = 4HR
become lower (higher) for home ranges with mean habitat
qualities . In this way we ensure thatQ 1 4 (Q ! 4)HR HR
poor-quality habitat remains sink habitat. The factor cm
gives the relative impact of the mean habitat quality QHR
of the home range on mortality. We choose . Inc = 0.35m
this case, the magnitude of possible variation in mortality
varies between 0.74 (for ) and 1.00 ( ) toQ = 7 Q = 4HR HR
1.26 ( ), which yields a moderate dependence ofQ = 1HR
mortality on the mean habitat quality of the home range.
Rule 7: Independence. After birth, cubs stay together with
their mother as a family group. Family breakup occurs if
the litter becomes independent (probability ii, table 1) or
if all cubs have died.
Protocols for Conducting a Simulation Run
Before starting a simulation, we assign parameter values
to the demographic and spatial submodels (tables 1 and
2, respectively) and initialize the bear population by dis-
tributing 250 females at random over the landscape. We
then allow the model to stabilize by running the simulation
for 100 yr before conducting any analyses.
The model rules are applied to the bear population
during a model run following a set sequence (fig. 4). At
the beginning of each time step, nonresident female bears,
2 yr old or older, disperse and search for home ranges
(rule 1, dispersal, and rule 2, habitat selection strategies).
If they survive the dispersal process (rule 4; eq. [5]), they
either settle down (rule 3, home range selection) or con-
tinue searching during the next year. Once the dispersal
process is completed, we determine whether resident fe-
males produce a litter (rule 5, reproduction) and whether
they survive to the next year (rule 6, mortality within home
ranges; eq. [6]). In the last step we determine whether
cubs become independent of their mother (rule 7, inde-
pendence) and update the demographic variables (table 1)
for each surviving individual. This completes the 1-yr cy-
cle, a process that is repeated until the end of a simulation
run, which is generally 200 time steps long, including the
100-yr initialization period. During each model time step
(after the 100–time step initialization period), we recorded
the number of independent females, the number of resi-
dent females in home ranges with mean actual habitat
qualities QHR (in classes of 0.5), and the Euclidean dispersal
distances. With this information we calculated the mean
number of independent females, the mean number of oc-
cupied source and sink home ranges, and the mean dis-
persal distance.
Simulation Experiments
First Simulation Experiment: Testing Predictions of
the Nonspatial Source-Sink Model
We conducted a series of simulation experiments to test
the predictions of the nonspatial source-sink model (Pul-
liam and Danielson 1991) on the impact of increasing the
amount of sink habitat on mean population size (source
habitat is held constant) within a spatially explicit context.
We performed for several scenarios of habitat selection
and dispersal ability 50 replicate simulation runs in each
of the representative landscapes (fig. 3). Scenarios5 # 8
S2/24 ( and ) and S64/24 ( andS = 2 Q = 24 S = 64max min max
) represent situations with low breeding habitatQ = 24min
requirements. In this case home ranges could be entirely
composed of poor-quality habitat cells. For these scenarios,
we expected the emergence of distinct source-sink features
in the model. In contrast, scenarios S2/40 ( andS = 2max
) and S64/40 ( and ) describeQ = 40 S = 64 Q = 40min max min
situations with high resource requirements. In this case, a
sink home range must contain at least two good-quality
habitat cells, and the source-sink features may be less dis-
tinct. In addition, we repeated every simulation experi-
ment for the two habitat selection strategies “all” and
“min” (see rule 2). With the choice of these scenarios we
covered a wide range of possible dispersal abilities and
habitat selection strategies that allow for a generalization
of our model results to a broad range of species, not just
brown bears.
Second Simulation Experiment: Impact of Landscape
Structure on Mean Population Sizes
To test predictions of the nonspatial source-sink model, it
is sufficient to use only five representative landscape types.
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Figure 4: Flowchart showing a time step iteration in the model
However, to be sure that our results on the impact of
landscape structure on population dynamics were not ar-
tifacts of using only five different landscape types, we re-
peated the first simulation experiment for the remaining
15 landscape types and analyzed the results for all 20 land-
scape types (fig. 2).
Third Simulation Experiment: Impact of Landscape
Structure on Mean Dispersal Distances
For investigating the impact of landscape structure on
mean dispersal distances, we varied Smax, the maximum
number of site-sampling steps, with values , 4, 8,S = 2max
16, 32, and 64 and contrasted the two extreme cases of
resource requirements and 44 and the two hab-Q = 24min
itat selection strategies “all” and “min.” For each of these
24 scenarios, we performed 10 replicate simulation runs
in each of the representative landscapes.5 # 8
Results and Discussion
Spatial Structure of Model Landscapes
We characterized the spatial structure of our model land-
scapes using only two of nine possible versions of the ring
statistic, OGM(r) and OGG(r). (The term OGM[r] represents
the probability of encountering matrix [M] habitat r units
away from an occupied cell of good quality [G], whereas
OGG[r] is the probability of encountering a good-quality
cell at the same distance.) Since a majority of individuals
disperse from a home range associated with good-quality
habitat G, we do not consider OP*(r) or OM*(r), which
would represent the perspectives of bears starting in poor-
quality (P) and matrix (M) habitat, respectively. We also
do not explicitly consider OGP(r), since O (r) = 1 2GP
.[O (r) 1 O (r)]GM GG
In examining the relationships among good habitat cells
for the “fragmented” type A landscape, we found that
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Figure 5: Analysis of the 32 landscape maps with the ring statistics. Top, Probability OGM(r) to find a cell of matrix habitat in distance r from a
cell of good-quality habitat for landscape types A, B, C, and D with variable fraction , 0.2, ) , 0.8 of poor-quality habitat cells (curves fromf = 0.1P
top to bottom). The horizontal lines give the corresponding reference values ( ) for a totally random landscape. Bottom, ProbabilityO = 1 2 f 2 fGM P G
OGG(r) to find a cell of good-quality habitat at distance r from a cell of good-quality habitat for landscape types A, B, C, and D. The horizontal
lines give the corresponding reference value ( ) for random landscapes.O = fGG G
good-habitat cells were aggregated for spatial scales r !
and were randomly distributed for3(O 1 0.1) r ≥GG
; cf. figs. 3 and 5). In contrast, for the relatively3(O 0.1GG
unfragmented, type D landscape, good-quality habitat cells
were aggregated at scales of —for example,r ! 15
—with a much greater probability thanO (4) = 0.63GG
would be expected under a random distribution, where
OGG(r) would equal 0.1. There was also only a very low
probability of finding good-quality habitat cells that were
more than 18 cells ( ) apart (cf. figs. 3 and 5). Ther 1 18
two landscape types B and C were intermediate between
the two extreme cases of A and D.
Low values of OGM(r) at smaller spatial scales r indicate
a relatively low probability that matrix habitat was inter-
spersed within patches of suitable habitat and thus indicate
high connectivity of the suitable habitat within the land-
scape (e.g., fig. 3, landscape types C and D). The connec-
tivity of suitable habitat increases with an increasing frac-
tion of poor-quality habitat cells fP within the landscape
(in this case the fraction of matrix habitatf = 1 2 f 2 fM P G
decreases; see fig. 5, top).
Determination of Sources and Sinks
The analysis of our simulation experiments requires the
determination of the number of females in sink and source
home ranges. To assign the females to source or sink home
ranges, we have to identify the habitat quality QHR below
which the habitat acted as sink (growth rate ) andl ! 1
above which it acted as source ( ). We calculate thel ≥ 1
mean growth rate l in dependence on the age-specific
fertility rates fi and the survival rates si by employing the
Lotka equation:
25
1
1 = s f . (7)O i i ili=1
The survival rates si depend on the mean habitat quality
QHR (via eq. [6]), and to calculate the fertility rates fi, we
used the analytical method provided in an earlier study
(Wiegand et al. 1998a). We found that home ranges with
mean qualities were sinks, while home rangesQ ≤ 4.5HR
with mean qualities acted as sources (fig. 6).Q 1 4.5HR
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Figure 6: The growth rate l within homogeneous landscapes in depen-
dence on the habitat qualities QHR calculated with the analytical method
provided elsewhere (Wiegand et al. 1998a). Habitat with acted asl ! 1
sink, and with it acted as source. The dashed line shows the thresh-l ≥ 1
old .l = 1
First Simulation Experiment: Testing Predictions of
the Nonspatial Source-Sink Model
In this series of simulation experiments, we exam-
ined—analogously to Pulliam and Danielson (1991)—the
effect of changing the proportion of poor-quality habitat
on demographic processes involving female bears. In our
model and in that of Pulliam and Danielson (1991), the
total amount of poor-quality habitat was changed, while
the amount of good-quality habitat remained the same.
We found that, under all scenarios employing the “all”
habitat selection strategy, the number of independent fe-
males was constant, or monotonically increased, for all
five landscape types (R–D) as the proportion of poor-
quality habitat was increased (fig. 7). This result contra-
dicts the results found by the nonspatial source-sink model
of Pulliam and Danielson (1991; fig. 7). They found that
under conditions of low habitat selection ability (our sce-
narios “S2/24-all” and “S2/40-all”), the maximum popu-
lation size occurred when there was little or no sink habitat
and that under conditions of high habitat selection ability
(our scenarios “S64/24-all” and “S64/40-all”), population
size peaked at intermediate proportions of sink habitat. In
examining the number of females resident in source home
ranges, we found that it was constant, or increased slightly,
as the amount of poor-quality habitat cells was increased.
Comparisons among the four scenarios (fig. 7) shows that
this general tendency was not influenced by site selection
ability (the number Smax of site-sampling steps) or minimal
resource requirements (Qmin). This result also does not
conform with the findings of Pulliam and Danielson (1991;
fig. 7) in which the number of females breeding in source
habitat decreased if the amount of poor-quality habitat
was increased. Pulliam and Danielson (1991) suspected a
“haystack” effect, in which a greater proportion of breed-
ing adults never find the high-quality habitat sites (nee-
dles) among the inferior sink habitat sites (haystack) as
sink habitat is increased, and these adults end up pro-
ducing fewer offspring than they would have otherwise.
We repeated the same simulation experiments for scenarios
using the “min” habitat selection strategy and found es-
sentially the same tendencies as with the “all” strategy (fig.
8). However, for scenario “S64/24-min” with low resource
requirements and a high dispersal ability, the number of
females resident in source home ranges decreased, indi-
cating some suggestion of the haystack effect. This oc-
curred as some of the vacant source home ranges were
not found since dispersing individuals settled in the first
acceptable home range they encountered on their dispersal
track.
Second Simulation Experiment: Impact of Landscape
Structure on Mean Population Sizes
dynamics to spatial structure within ecological landscapes.
We are especially interested in finding the specific land-
scape properties that are able to explain the observed var-
iation in key variables of the simulated population dy-
namics (e.g., fig. 7). We have done this in two steps. First,
we calculated the ring statistics OGG(r) and OGM(r) for all
landscapes at spatial scales (fig. 5),20 # 8 0 ! r ! 26
where r is the neighborhood of good-quality habitat cells.
We then regressed key demographic variables (number of
female home ranges in source habitat and number in sink
habitat) for all 160 landscapes on the corresponding values
for each ring statistic, repeating the analysis for each value
of r. Our aim in using this protocol was to identify the
critical spatial scales r in landscape structure that, from
the animal’s perspective, were most strongly correlated
with key demographic processes. We found that the strong-
est correlation occurred at scales between andr = 2 r =
. At smaller or larger scales the statistical significance of4
the regression relationships was generally lower (see the
small subplots in figs. 9 and 10).
Females Occupying Sink Home Ranges. We found highly
significant linear relationships between Nsink, the mean
number of females occupying sink home ranges, and the
landscape measure OGM(r) (fig. 9). Only for scenario S2/
40 with high resource requirements and low dispersal abil-
ity did the relationship become weak. We found that the
strongest correlation generally occurred at the “critical”
spatial scale of or 3. However, we found no sig-r = 2crit
nificant correlation between the landscape measure OGG(r)
and Nsink.
There are several reasons that the number of females
supported in sink home ranges increased as OGM(r) de-
creased. First, the transformation of matrix habitat to
poor-quality habitat resulted in a decrease in OGM(r) (see
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Figure 7: First simulation experiment, habitat selection strategy “all.” Population size as a function of the proportion fP of poor-quality habitat for
the four scenarios S2/24, S2/40, S64/24, and S64/40 (rows) within landscape types R, A, B, C, and D (columns). These data represent the mean
number of females between simulation years 100 and 200, averaged over 50 simulations for each proportion of poor-quality habitat. High-quality
habitat was held constant. number of independent females; solid line with filled of females in sink home ranges;Solid line = total circles = number
dotted line with filled of females resident in source home ranges.circles = number
fig. 5) and an increase in the number of potential home
ranges; as a consequence, more individuals could be sup-
ported by the landscape. However, this simple first-order
effect of landscape composition does not work when there
are high resource requirements (e.g., for in sce-Q = 40min
narios S2/40 and S64/40; fig. 9). In these cases a more
subtle effect of landscape composition comes into play.
An increase in poor-quality habitat produces corridors for
dispersal between suitable habitat patches that were for-
merly unreachable, and consequently more dispersing fe-
males find home ranges. This is an effect of habitat con-
nectivity, which is induced by changing landscape
composition. Consequently, the relation between Nsink and
OGM(r) was weaker for low dispersal ability (scenario S2/
40). There are also effects of changing landscape physi-
ognomy. For example, in landscapes with the same com-
position but different physiognomy, OGM(r) decreases if
less matrix habitat is interspersed within the suitable hab-
itat (good- and poor-quality habitat) and the connectivity
of suitable habitat increases. Consequently, the risk of mor-
tality during dispersal decreases because the probability
that individuals will wander into a matrix habitat cell is
lower in connected landscapes.
Females Occupying Source Home Ranges. We found highly
significant linear relationships between the landscape mea-
sure OGG(r) and the number of females occupying source
home ranges, Nsource (fig. 10), but found no significant
relationship between OGM(r) and Nsource. Again we found
that the strongest correlation occurred at the spatial scale
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Figure 8: First simulation experiment, habitat selection strategy “min.” Population size as a function of the proportion fP of poor-quality habitat
for the four scenarios S2/24, S2/40, S64/24, and S64/40 (rows) within landscape types R, A, B, C, and D (columns). These data represent the mean
number of females between simulation years 100 and 200, averaged over 50 simulations for each proportion of poor-quality habitat. High-quality
habitat was held constant. number of independent females; solid line with filled of females in sink home ranges;Solid line = total circles = number
dotted line with filled of females resident in source home ranges.circles = number
of or 3. The only exception of this rule occurredr = 2crit
for cases of high dispersal ability ( ) because theS = 64max
populations in the random landscapes of type R produced
outliers (discussed later). However, the critical scale rcrit
shifted to higher values by excluding the random land-
scapes from the analysis. The increase of the number of
females in source home ranges with increasing values of
OGG(r) is a clear effect of landscape physiognomy. If the
good-quality habitat is more connected, fewer poor-quality
(or matrix habitat) cells are interspersed, and consequently
the risk of mortality decreases for dispersing females.
Random Landscapes. Within the random landscapes, the
number of potential source (and sink) home ranges is
substantially lower than in the “realistic” landscapes with
spatial autocorrelation at scales or 2, and the meanr = 1
quality of home ranges is lower. Consequently, mean pop-
ulation sizes are generally lower in random landscapes
(figs. 7–10). However, when sufficient home ranges are
available (e.g., scenarios S2/24, S64/24), linear relations
between the ring measures and the number of sink home
ranges arise (fig. 9A, 9B, 9E, 9F) also for random land-
scapes.
Third Simulation Experiment: Impact of Landscape
Structure on Mean Dispersal Distance
Dispersal and breeding site selection are the two processes
most likely to link population dynamics with landscape
structure. After establishing quantitative relations between
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Figure 9: Second simulation experiment, sink home ranges. Presented here are regressions between the mean number of occupied sink home ranges
(Y-axis) and the landscape measures OGM( ) (X-axis) for the four scenarios S2/24 (A, B), S2/40 (C, D), S64/24 (E, F), S64/40 (G, H) and ther = 2
habitat selection strategy “all” (left) and “min” (right). data for the nonrandom landscapes; dataBlack dots = simulation open circles = simulation
for the eight randomly composed landscapes; regression. The small subplots show the R2 value for the linear regressions insolid lines = linear
dependence on the scales r of the landscape measure OGM(r). For all strategies the P value was .P ! .00001
landscape structure and the number of sink (and source)
home ranges in a landscape (figs. 9, 10), we were interested
in determining how the dispersal process itself was influ-
enced by landscape structure (Johnson et al. 1992). To do
this, we defined dispersal distance to be the Euclidean
distance between the starting point of dispersal (either the
center of the mother’s home range or the last position of
the dispersing individual after a nonsuccessful search the
This content downloaded from 129.186.176.217 on Tue, 05 Jul 2016 18:07:30 UTC
All use subject to http://about.jstor.org/terms
620 The American Naturalist
Figure 10: Second simulation experiment, source home ranges. Shown here are regressions between the mean number of occupied source home
ranges (Y-axis) and the landscape measures OGG( ) (X-axis) for the four scenarios S2/24 (A, B), S2/40 (C, D), S64/24 (E, F), S64/40 (G, H) andr = 2
the habitat selection strategy “all” (left) and “min” (right). data for the nonrandom landscapes;Black dots = simulation open circles = simulation
data for the randomly composed landscapes; regression. The small subplots show the R2 value for the linear regressions insolid lines = linear
dependence on the scales r of the landscape measure OGG(r). For all strategies the P value was .P ! .00001
previous year) and the location of the selected home range
(or the last position if no home range was selected).
We performed simulations for values , 4, 8, 16,S = 2max
32, and 64 of the maximum number of site-sampling steps,
for the two extreme cases of resource requirements
or 44, and for the two habitat selection strategiesQ = 24min
“all” and “min.” Analogous to random walkers in per-
colation clusters (Johnson et al. 1992), we found a power-
law scaling relation for the mean dispersal distance de-
pending on Smax:
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Figure 11: Third simulation experiment, dispersal distance. Depicted are
examples for the relationship between the dispersal distance d (Y-axis)
and the number of site-sampling steps Smax (X-axis) for landscape type
A40 and . The simulated data are given as points, the fit withQ = 24min
equation (8) as lines. Strategy “all” (solid line), “min” (dashed line).
pd(S ) = cS , (8)max max
with exponent p and a scaling constant c (fig. 11). To our
surprise, the exponents in the power law (8) did not de-
pend on landscape structure as predicted for random walk-
ers in percolation clusters (Johnson et al. 1992) but on
the habitat selection strategy and the minimal resource
requirements Qmin. Instead, the constant c quantified the
relationship between landscape structure and mean dis-
persal distance. This can be seen by plotting c =
against the corresponding value of OGM(r) for
pd/(S )max
each of the 32 representative landscapes of types A–D
(excluding the random landscapes) and for each value of
Smax, repeating the analysis for a range of values of r and
p (fig. 12).
Depending on the habitat selection strategy and the re-
source requirements Qmin, we obtained, for distinct values
of the exponent p, highly significant linear relationships
between the scaling constant c and the ring measure OGM(r)
at an appropriate spatial scale r (fig. 12).
The exponent p for strategy “all” was close to 0.5 (right
subplots in fig. 12A, 12B), similar to the power law with
known from random walks in homogeneous land-p = 0.5
scapes with a fixed number of dispersal steps (Johnson et
al. 1992). We were surprised that the habitat selection
strategy “all” yield the same scaling behavior as a simple
random walk since our more realistic movement is influ-
enced by competition between residents and dispersers
(McCarthy 1997, 1999), the dispersers have a certain
knowledge of habitat quality (Tyre et al. 1999), the indi-
viduals are moving within heterogeneous landscapes and
return to the best site encountered on their track, and
dispersal mortality depends on the habitat quality of the
cells moved through. However, for strategy “min” (where
individuals select the first suitable site encountered), the
exponents were lower, showing a strong dependence on
the resource requirements Qmin (fig. 12C, 12D). For low
resource requirements ( ), we found asQ = 24 p = 0.075min
opposed to for high resource requirementsp = 0.385
( ). A small exponent p indicates saturation be-Q = 44min
havior in which most searching females find an acceptable
home range (i.e., low competition to residents) at a search-
ing step .S K Smax
For strategy “all” (fig. 12A, 12B) and for strategy “min”
with high resource requirements (fig. 12D), the mean dis-
persal distance d increased as the connectivity of the land-
scape increased (i.e., as OGM[r] decreased). This result is
surprising because suitable home ranges are closer together
in connected landscapes, and one would expect that in-
dividuals have to cover shorter distances to reach available
home ranges. However, this effect is counteracted by com-
petition between residents and dispersers (see McCarthy
1997) because landscapes with higher connectivity sustain
much higher population sizes (figs. 9, 10), and therefore
more home ranges are occupied and unoccupied home
ranges are rare. Consequently, searching individuals have
to cover longer distances to reach one of the scarce, un-
occupied home ranges. However, this effect does not come
to fruition for strategy “min” with low resource require-
ments (fig. 12C), since many home ranges were available
and strong saturation behavior occurred. In this case the
mean dispersal distance d increased as the connectivity of
the landscape decreased.
For the random landscapes (fig. 12B, 12D) with high
resource requirements , extinction occurred be-Q = 44min
cause the number of available home ranges was too low.
For low resource requirements ( ) and habitatQ = 24min
selection strategy “all,” the linear relation between c and
OGM(r) holds also for the randomly composed landscapes
(fig. 12A), but for strategy “min,” the dispersal distance d
was substantially higher (fig. 12C).
General Discussion
The Impact of Landscape Structure on
Population Dynamics
Population dynamics of species inhabiting complex mo-
saics of different habitat types involve two components:
the dispersal of individuals among habitats and habitat-
specific demographic rates (Pulliam and Danielson 1991).
Our modeling framework adds an interesting dimension
to the current discussion of these relationships by pro-
ducing complex interactions between species’ life-history
attributes and the underlying process of habitat selection
within a spatially explicit landscape. In using this ap-
proach, we have been able to show explicitly that landscape
composition and physiognomy have important conse-
quences for population dynamics, depending on the degree
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Figure 12: Third simulation experiment, dispersal distance. Shown here are regressions between the scaling constant (Y-axis) and thepc = d/(S )max
landscape measure OGM(r) (X-axis) for different values of the minimal resource requirements Qmin and habitat selection strategies “all” and “min.”
dispersal distance; number of site-sampling steps; of the power law equation (8). A linear relation betweend = mean S = maximum p = exponentmax
OGM(r) and c supports relation (8), with c depending linearly on OGM(r). data for the landscapes of types A–D;Black dots = simulation
data for the randomly composed landscapes (not included in the regression); regression. The small subplotsgray dots = simulation solid lines = linear
show the R2 value for the linear regressions in dependence on the scales r of the landscape measure OGG(r) (dashed line, bottom scale) and in
dependence on the exponent p (solid line, top scale). For the variation of scale r (dashed lines), we fixed the exponent to (A, B),p = 0.52 p =
(C), and (D). For the variation of the exponent p (solid lines), we fixed the scale to (A), (B), and (C, D). In all0.075 p = 0.385 r = 5 r = 4 r = 3
cases the P value was .P ! .00001
of habitat connectivity coupling together sites of good hab-
itat quality within a landscape. For instance, we found that
the number of females supported by a landscape is greater
in more connected landscapes, with larger patches of good-
quality habitat, than in more fragmented landscapes. This
implies—at least in taking a patch-based view—that spe-
cies are more likely to be lost from networks of small,
isolated patches than they are from networks of large,
contiguous patches. This result is consistent with two
widely recognized hypotheses of the effect of habitat frag-
mentation on metapopulation dynamics: the increasing
likelihood of population extinction with a decrease in the
size of habitat fragments and the decreasing probability of
recolonization with increasing isolation (see Braak et al.
1998).
By analyzing the dependence of mean dispersal distances
on landscape structure and site selection strategy using a
power law relationship, we found substantial differences
with predictions derived for random walkers in percolation
clusters (Johnson et al. 1992). The information on land-
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scape structure was not correlated with the exponent of
the power law but instead was correlated with our measure
of landscape connectivity, which in turn was linearly cor-
related with mean dispersal distances (see eq. [8]). We also
found that site selection strategy and competition did
greatly influence the exponent of the power law. This result
indicates that incorporation of more complex and realistic
ingredients into spatially explicit population models (e.g.,
heterogeneous nonrandom landscapes, competition be-
tween dispersers and residents, partial knowledge of hab-
itat quality, site-dependent per-step mortality) can en-
hance our basic understanding of population dynamics
when appropriate tools for analyzing model output are
available.
Testing the Nonspatial Source-Sink Model
One of the most important findings of our spatially explicit
approach is that the application of a nonspatial approach
to modeling source-sink dynamics may be misleading. We
realized the call of Kareiva and Wennergren (1995) to relax
the assumption of spatial homogeneity and showed how
a spatially explicit model can add substantially to the un-
derstanding we would arrive at in the absence of a spatially
explicit perspective. Our spatial model does not support
an essential result of the nonspatial source-sink model,
which suggests that the transformation of matrix habitat
to sink habitat will lead to a haystack effect, whereby there
will be a decrease in total population size as sink habitat
(haystack) increases in amount, since individuals are not
always able to find the best source habitat (needles) and
will settle in sink habitat and produce fewer offspring (Pul-
liam and Danielson 1991). In contrast, the addition of sink
habitat within our spatially explicit model generally acts
to increase total population size by increasing the con-
nectivity among sites of good habitat quality and im-
proving the ability of individuals to find suitable home
ranges. We argue that the haystack effect found by Pulliam
and Danielson (1991) was an artifact of the nonspatial
habitat selection rules used in their source-sink model.
They modeled dispersal of females as follows: females sam-
ple m sites at random from a pool of source and sink sites
and choose to settle in the site encountered that has the
highest quality. Under these circumstances, the probability
of finding source habitat is directly proportional to the
relative amount of source habitat in the model. In our
model, however, individuals disperse in a nonrandom way,
moving step by step through neighboring cells along a
connected dispersal track. The probability of finding a
source home range depends on the spatial distribution of
sites (physiognomy) as well as on the relative proportion
of habitat types included in the landscape (composition).
For a majority of landscapes, dispersing individuals will
very quickly find newly vacant source home ranges, re-
gardless of how much sink habitat exists, since most sur-
plus individuals begin dispersal from a site within source
habitat and try to maximize habitat quality as they move
along their dispersal track. This has the effect of biasing
dispersing individuals toward higher quality habitat in all
but a landscape that is random at the spatial scale of the
home ranges (landscape type A). Consequently, the hay-
stack effect occurred within landscape type A under low
resource requirements and high dispersal ability (scenario
S64/24; fig. 8). For the totally random landscape, the hay-
stack effect was counteracted by the fact that addition of
poor-quality habitat substantially increased the number of
potential source home ranges.
Landscape Measures and Connectivity
We demonstrated that ring statistics deliver appropriate
landscape measures that can be used to characterize the
relationship between landscape structure and important
population metrics, such as mean dispersal distance and
population size. The two ring statistics employed in our
study measure the autocorrelation among good habitat
cells (OGG) and the correlation between good habitat and
matrix habitat cells (OGM), respectively, as a function of
spatial scale. These statistics also depict different aspects
of habitat connectivity. The measure OGG(r) can be inter-
preted, at smaller spatial scales r, as indicating the degree
of connectivity within good-quality habitat because it gives
the probability of finding good habitat cells at distance r
from an arbitrary cell of good-quality habitat. In contrast,
the measure OGM(r) can be interpreted as an index of
fragmentation, as it gives the probability that a matrix
habitat cell will be found at distance r from a good-quality
habitat cell. High values of OGM(r) indicate that many
unsuitable matrix habitat cells are interspersed at scale r ;
consequently, the connectivity of suitable habitat is low at
this spatial scale.
The two ring statistics employed in our study differ from
most indices of connectivity used in the field of landscape
ecology (Turner 1989; Schumaker 1996). The more tra-
ditional measures offer a scale-blind, patch-based view of
the landscape (but see Keitt et al. 1997) and focus on more
or less simple properties of habitat patches. This approach
may be a relict from the early, nonspatially explicit ap-
proach to modeling patch dynamics. However, when land-
scapes are characterized as being composed of spatially
explicit mosaics of different habitat types, the (binary)
patch-based view of analysis may no longer be appropriate
and should be replaced by a more sophisticated view. This
is especially true when dispersal is modeled as a sequence
of steps along a spatially explicit track within a landscape.
In this case the size and shape of patches may not be as
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important as is the probability of finding certain habitat
types at a certain distance. A second reason for the failure
of patch-based measures of habitat connectivity may be
their inability to measure connectivity in a scale-dependent
fashion. The notion of landscape connectivity is perhaps
being taken too literally. Connectivity need not entail phys-
ical linkage between patches; it is the functional connec-
tivity that is ultimately important (With 1997). Functional
connectivity, however, is a scale-dependent feature and
depends on the scale at which individuals perceive and
interact with landscape structure (Keitt et al. 1997). This
scale is difficult to assess a priori and has to be identified
by testing for a correlation between the population-
dynamic features of interest and landscape characteristics
at different spatial scales. Scale-dependent indices naturally
offer this possibility, while the same may involve consid-
erable efforts—or may even be impossible—for non-scale-
dependent measures.
Application of Our Findings to Measure Connectivity
and Fragmentation in Real Landscapes
Knowing the critical scale rcrit, one could compare two real
landscapes for their relative levels of connectivity using the
ring statistics OGG(rcrit) and OGM(rcrit). Application of our
scale-dependent measures of landscape connectivity and
fragmentation would place management decisions (e.g.,
the evaluation of different timber cutting or reforestation
strategies) within a landscape context (Keitt et al. 1997)
and would consider essential information on population
dynamics without the necessity of running a detailed pop-
ulation model. The latter is especially important in man-
agement when time and resources are scarce and rapid
decisions needed. Applying the ring statistics OGG(rcrit) and
OGM(rcrit) to real landscapes requires three important steps.
Step 1: Defining the Grain of the Landscape. The grain of
the landscape (the size of the smallest patch considered,
or the size of a grid cell) should be smaller than the typical
home range size and/or perception window during dis-
persal of the study organism. Our findings suggest a grain
slightly below the typical home range or territory size (e.g.,
one-fourth or one-ninth of their size). Heterogeneity on
scales much below the home range size would be smoothed
out on the population level.
Step 2: Defining Habitat Types. Habitat types have to be
defined and distinguished in the landscape. While iden-
tification of matrix habitat should be intuitive in most
cases, defining the threshold between poor-quality and
good-quality habitat may be more difficult (Dias 1996).
In cases where sources and sinks are difficult to distinguish,
we recommend repeating the analysis for several plausible
scenarios.
Step 3: Determining the Critical Scale rcrit. The strongest
correlation between key variables of population dynamics
and the scale-dependent ring measures occurred mostly at
spatial scales of , which is identical with the bio-r = 2–4
logical scales of home range size and the perception win-
dow of dispersing individuals. However, we found that not
knowing the exact critical scale did not present a serious
problem with our approach because the correlations still
appeared reasonable one or two units away. Therefore,
typical territory sizes or known perception windows dur-
ing dispersal may guide the selection of a reasonable crit-
ical scale.
Finding the Missing Link between Landscape Structure
and Population Dynamics
Finding the missing link between population dynamics
and landscape structure was not straightforward and re-
quired several steps. First, we had to abandon the patch-
based, binary view of a world where only suitable and
unsuitable habitat exists and the rich interaction of in-
dividuals with the landscape matrix that separates habitat
patches is ignored (Wiens et al. 1993). Landscape structure
within the matrix is likely to produce barriers to movement
in certain directions and may force dispersing individuals
to concentrate movement within restricted corridors of
intermediate habitat quality that may not be obvious to
human observers (Gustafson and Gardener 1996). To over-
come this limitation of the traditional approach and to
retain a relatively simple model, we added only one more
habitat type, poor-quality habitat. This choice was moti-
vated by the source-sink concept (Pulliam 1988; Pulliam
and Danielson 1991), and adding a third habitat type in
our model produces just enough realism to capture the
essential characteristics of this type of habitat heteroge-
neity. The framework of the source-sink concept was nec-
essary to be able to detect the different processes (and the
related landscape characteristics) that operated on different
parts of the population (e.g., population size in poor-qual-
ity home ranges is affected by habitat fragmentation mea-
sured with OGG[r]).
For the second critical step in model development, we
used the approach of spatially explicit population models
that have recently been championed as the most appro-
priate modeling tool for investigating the connections
among landscape structure, population dynamics, and
viability (e.g., Pulliam et al. 1992; Dunning et al. 1995;
Turner et al. 1995; Tyre et al. 1999). This simulation
approach is flexible and can represent realistic (and
organism-centered) behavior with parameters that directly
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reflect the mechanisms of how landscape structure affects
population dynamics (e.g., mortality while moving be-
tween suitable habitats). Individual-based spatially explicit
population models are able to integrate life-history infor-
mation and behavioral rules on dispersal and habitat se-
lection in an efficient and lucid way. This is because the
unit of the model—the individual—is also the biological
unit of observation.
For the third critical step in model development, we
approached our question from a case-specific viewpoint
and gave our model population the detailed demography
and life-history attributes of brown bears. In this way our
model gained sufficient detail and the necessary biological
ingredients to produce reasonable results. However, to
study the impact of landscape structure on population
dynamics, we generalized in two ways. First, we created
artificial landscapes with independent control over land-
scape physiognomy and landscape composition. Second,
we varied the parameters and processes of the critical com-
ponents of our model, dispersal and habitat selection, over
a broad range of possibilities. Having chosen this inter-
mediate approach between a specific case study and a gen-
eral model enables us to find the missing link at least for
one species group. However, the spatially explicit popu-
lation simulator can easily be modified for species with
structurally different behavior and/or life-history attrib-
utes. We hope that the procedures presented here for
brown bears may help guide the search for finding the
appropriate statistics and the appropriate spatial scales for
studying other species in a spatial context.
Finally, developing a landscape measure that reduced
the complexity of the landscape to an index that adequately
depicted the characteristics of landscape structure affecting
population dynamics was critical. We developed a land-
scape metric that reduced the complex structure of the
landscape to the correlation between habitat types at dif-
ferent spatial scales. We further reduced this information
by depicting the relationship between different habitat
types only from the viewpoint of good-quality habitat cells.
This is a reasonable approach because most individuals
(in our model) are associated with good-quality habitat.
They either occupy source home ranges or disperse as
surplus individuals from productive source habitat, which
is closely related to good-quality habitat. In this way we
disregarded a great deal of landscape information that was
not relevant for our question. We then continued the ag-
gregation procedure by determining the spatial scale at
which landscape structure (connectivity) predominately
affects population dynamics.
We found consistently that the strongest correlation be-
tween key variables of population dynamics and the scale-
dependent ring measures occurred at spatial scales of
. We hypothesize that this critical scale is causedr = 2–4
by two biological scales: the size of a home range (maximal
nine cells, or 3) and the perception window of dis-r = 2
persing individuals (nine cells, ). Our study suggestedr = 3
that such a critical scale is of the magnitude of the bio-
logical scale over which the organisms typically interact
with their environment. Is this a general pattern, and do
the scales of multiple processes combine to show a single
dominant scale for a population (Tyre et al. 1997)? These
are hard questions to answer at present. Clearly, more
theoretical and empirical studies need to be conducted to
provide a deeper understanding of the critical issue of
biological scales in this context. For example, similar anal-
yses could be conducted for species with different life-
history characteristics, and our hypothesis could be tested
by varying, for hypothetical species, the home range size
and the perception window independently over a wide
range.
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