Introduction
Through studying the results of John Littlewood and Godfrey Hardy on topics of Diophantine approximation, Littlewood's student Donald Spencer questioned whether any two real numbers can be approximated simultaneously by rational numbers with the same denominator. For some reason this conjecture was attributed to Littlewood and is known as Littlewood's problem of Diophantine approximation [Burkill 1979 ], or simply the Littlewood Conjecture.
To state it more formally, we fix some notation. As usual, |n| denotes the absolute value of a number n. For x a real number, let x denote the Euclidean distance of x to the nearest integer: x = inf a∈ ‫ޚ‬ |x − a|.
Conjecture 1.1 (Littlewood Conjecture). For every θ, φ ∈ ‫ޒ‬ and for all ε > 0, there exists n ∈ ‫ގ‬ such that n nθ nφ < ε.
No one has been able to prove this, in part because the method of continued fractions commonly used with approximations cannot be used for simultaneous approximations. The following definitions will aid in describing the analogue of the Littlewood Conjecture for power series and polynomials, which is easier to study than the original conjecture.
For any field K , let K [t] denote the set of polynomials with coefficients in K . Define the norm of N ∈ K [t] as |N | K = e h , where h is the degree of N . Series with coefficients in K , possibly infinitely many negative exponents, and finitely many positive exponents form the field K ((t −1 )). For every ∈ K ((t −1 )), define the norm of to be K = e l , where l is the greatest negative exponent of t. For example, if K = ‫ޒ‬ and (t) = 12t 50 + 3t 9 + 2 + 5t −11 + 20t −99 + · · · ∈ K ((t −1 )), then (t) K = e −11 .
Conjecture 1.2 (Polynomial analogue of the Littlewood Conjecture). Let K be a field and consider , ∈ K ((t −1 )). For every ε > 0, there exists N ∈ K [t] such that |N | K N K N K < ε. Davenport and Lewis [1963] proved that this analogue fails when K is an infinite field. Baker [1964] furthered this result by showing that e 1/t and e 2/t ∈ K ((t −1 )) serve as counterexamples to the analogue of the Littlewood Conjecture when K is the set of real numbers. With the analogue of the Littlewood Conjecture settled when K is an infinite field, the next problem to solve is the analogue with K a finite field.
Armitage's claim
Armitage [1970] published a corrigendum and addendum to his article from the previous year, entitled An analogue of a problem of Littlewood [Armitage 1969 ]. At first, it appeared that Armitage had disproved the analogue of the Littlewood Conjecture when K is a finite field of characteristic greater than or equal to 5. For many years, mathematicians accepted this claim. Armitage's proof appeared to imitate Baker's proof for his counterexample to the analogue of the Littlewood Conjecture with K = ‫.ޒ‬ However, we found a parenthetical comment in [Adamczewski and Bugeaud 2007 ] that Armitage's counterexample does not hold, an observation these authors attribute to Bernard de Mathan. We also found a reference in [Larcher and Niederreiter 1993] that Yves Taussat, a student of Mathan, disproved Armitage's claim in his Ph.D. thesis [Taussat 1986 ]. However, in this paper, Taussat did not show why Armitage's counterexample fails. Below we provide a simplified wording of Armitage's claim and in the next section we will show that his claim fails to disprove the analogue of the Littlewood Conjecture for K a finite field of characteristic p ≥ 5.
Note that Armitage uses p for the base of the norms rather than e, so his "lower bound", p −17 , for |N | K N K N K specifies the characteristic of K .
To show that Armitage's claim fails, we prove the following theorem.
Given any ε > 0, there exists a polynomial N ∈ K [t] such that
The proof is divided into two cases, depending on the residue of p modulo 3.
Preliminary lemmas
Lemma 3.1. For any prime p congruent to 2 modulo 3 and not equal to 2, the coefficient of t −n in the expansion of (1 + t −1 ) 1/3 is congruent to 0 modulo p if ( p 3 + 1)/3 < n < p 3 . Proof of Lemma 3.1. Consider the number of factors of p in the numerator of the coefficient of t −n in = (1 + t −1 ) 1/3 . By the binomial theorem, this coefficient is
Thus, the last term in the numerator of the coefficient of t −n is 3n − 4. Since 3 always has a multiplicative inverse modulo p, we have
Moreover, the greatest common divisor of 3 and p 2 is 1 for any p = 3, so 3l − 1 ≡ 3m − 1 (mod p 2 ) ⇐ ⇒ l ≡ m (mod p 2 ).
Since 3l − 1 ≡ 3m − 1 (mod p) ⇐ ⇒ l ≡ m (mod p), p divides at least n/ p terms in the numerator of the coefficient of t −n . Similarly, because
p 2 divides at least n/ p 2 terms. Since p ≡ 2 (mod 3), p 3 will divide a term in the numerator of a coefficient if and only if for some r ∈ ‫ޚ‬ + (0 ≤ r ≤ n −1) there exists s ∈ ‫ޚ‬ such that 3r −1 = sp 3 . In other words, r = (sp 3 +1)/3 must be a positive integer. Thus, such an s must satisfy s ≡ 1 (mod 3). We are only considering n ≤ p 3 − 1 and r = (sp 3 + 1)/3 ≤ n − 1, so (sp 3 + 1)/3 ≤ p 3 − 2. Thus, sp 3 will divide a numerator in the coefficient of t −n for n ≤ p 3 − 1 if and only if s ≤ (3 p 3 − 7)/ p 3 < 3 and s ≡ 1 (mod 3). In other words, the only term that could be divisible by p 3 in the numerator of the coefficient of t −n for n ≤ p 3 − 1 is p 3 itself. The final term in the numerator of the coefficient of t −( p 3 +4)/3 is 3(( p 3 + 4)/3 − 1) − 1 = p 3 . Thus, the first time that p 3 appears in the numerator of a coefficient of t −n is actually when n = ( p 3 + 4)/3. So, for each ( p 3 + 4)/3 ≤ n ≤ p 3 − 1, the numerator of the coefficient of t −n has exactly one term that is divisible by p 3 . This and the preceding paragraph show that for each ( p 3 + 4)/3 ≤ n ≤ p 3 − 1, the numerator of the coefficient of t −n has at least n/ p + n/ p 2 + 1 factors of p. Now looking at the denominator of the coefficient of t −n for ( p 3 + 4)/3 ≤ n ≤ p 3 − 1, the only powers of p that divide n! are p and p 2 . So there are only n/ p + n/ p 2 factors of p in the denominator of t −n for ( p 3 +4)/3 ≤ n ≤ p 3 −1. Therefore, for any ( p 3 + 4)/3 ≤ n ≤ p 3 − 1, the numerator of the coefficient of t −n will have at least one more factor of p than the denominator and the coefficient will be congruent to zero modulo p.
The proof of the next lemma is similar to that of Lemma 3.1.
Lemma 3.2. For any prime p congruent to 1 modulo 3, the coefficient of t −n in the expansion of (1 + t −1 ) 2/3 is congruent to zero modulo p if ( p 2 + 2)/3 < n < p 2 . Lemma 3.3. For any prime p > 3 and any even positive integer b, there exists an integer a < 0 such that 1 3 = a + p b · 1 3 . Proof of Lemma 3.3. We have
For any p > 3, p ≡ 1 (mod 3) or p ≡ 2 (mod 3). Obviously, 1 2 ≡ 1 (mod 3), but also 2 2 ≡ 1 (mod 3). Thus, for any prime p > 3, p 2 ≡ 1 (mod 3). This further implies that p 2k = ( p 2 ) k ≡ 1 k ≡ 1 (mod 3) for any k ∈ ‫.ގ‬ Therefore, we have shown that for any even integer b, p b ≡ 1 (mod 3). The proof of the following lemma is analogous to that of Lemma 3.3. Lemma 3.4. For any prime p > 3 and any even positive integer b, there exists an integer a < 0 such that 2 3 = a + p b · 2 3 .
Proof of Theorem 2.2
By assumption, the characteristic of K is p > 3.
First case: p ≡ 2 (mod 3). By Lemma 3.3, for b an even positive integer, there exists a negative integer a such that (
Multiplying both sides by t −a results in
where q(t) ∈ K [t] and c ≡ 0 (mod p). Let N be the polynomial
Then by the definitions for the norm of a polynomial and the norm of a power series, For any ε > 0, choosing an even positive integer b such that b > log p log p (ε) ((2 − p 3 )/3) implies that |N | N < ε.
Second case: p ≡ 1 (mod 3). A similar method of proof works in this case, if we choose as the approximating polynomial
with b an even positive integer such that b > log p log p (ε) ((4 − p 2 )/3) .
Since N ≤ p 0 for any ∈ K ((t −1 )), together these cases show that Theorem 2.2 holds with the approximating polynomial N chosen as above depending on the characteristic of the finite field.
Thus, Armitage's counterexample does not settle the analogue of the Littlewood Conjecture when K is a finite field of characteristic p ≥ 5.
