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A B S T R A C T
It has been speculated that craniometric dimensions can be used to improve estimations of facial soft
tissue thickness (FSTT) in craniofacial identiﬁcation. Subsequently, linear regression (LR) models have
been published, but the practical utility of these models (lower errors than means) has never been tested/
demonstrated. Using 71 living subjects measured by B-mode ultrasound, this study calculates and
compares standard errors for previously published LR models and untrimmed FSTT means. Correlations
between craniometric dimensions and FSTTs were calculated and regression model reproducibility
examined by: generating new models using a 61 subject training set; and three-fold cross validation.
Published regression models, applied to the above mentioned new individuals of this study, provided
substantially worse estimates of ground truth FSTTs than untrimmed arithmetic means (mean
Sest = 4.0 mm compared to 2.8 mm, n = 61–71). Correlations between craniometrics and FSTTs were
generally small (mean of absolute values = 0.17, raw interval = 0.24 to 0.48) and only two of 15 previously
published LR models were reproducible (mr-mr0 and g-g0)—i.e., contained the same independent variable
with no more than one other different independent variable entering the model. Under three-fold cross-
validation (training sets of 40–41 individuals), no LR equation was reproduced across all three validation
test runs. Basic craniometric dimensions do not appear to generally improve FSTT estimations and
relationships between craniometric dimensions and FSTTs are much weaker and less reliable than
previously thought. B-mode ultrasound data for adult Australians were pooled herein to provide larger
sampled and updated FSTT statistics for this cohort (n = 118–123).
© 2018 Elsevier B.V. All rights reserved.
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The distance from the skull to the face surface is a major focus in
craniofacial identiﬁcation [1–3] (Fig. 1). Typically measured at
sparsely located craniofacial landmarks, these facial soft tissue
thicknesses (FSTT) provide a quantitative description of the soft
tissue envelope around the skull (Fig. 1). For the past 120 years,
average FSTT values, typically represented by the mean, have been
used in forensic casework as the predictive value for an individual’s
FSTT [2,4,5]. Whilst providing a simple point estimation value, the
mean unfortunately is a rather crude estimator because every
individual in a particular cohort will be assigned the same value.$ Portions of this work have been presented at the 29th Australasian Society for
Human Biology Meeting, December 2015, in Brisbane, Australia and at the 17th
Biennial Meeting of the International Association of Craniofacial Identiﬁcation, July
2017, in Brisbane, Australia.
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0379-0738/© 2018 Elsevier B.V. All rights reserved.Consequently, a well-recognized limitation of the mean is that it
largely ignores variation between individuals.
Rather than trying to decrease estimation error by ﬁner sub-
categorization of groups using sex and ancestry (an incomplete
solution since subgroup variation stops short of individual
variation), Henneberg and co-workers recognized that a more
elegant and biologically meaningful approach might be possible by
using linear regression to harness patterns between FSTT and
craniometrics [6,7]. Craniometrics were well-suited in this context
because skulls forms the basis of enquiry in craniofacial
identiﬁcation [8–10] and these measurements are continuously
distributed.
Statistical correlation between craniometrics and FSTTs (as
required for linear regression) was ﬁrst provided by Sutton in 1969
who demonstrated that individuals with larger facial breadths
(bizygomatic diameter) tended to hold larger facial soft tissue
thicknesses over hard tissue zygion [11]. Simpson and Henneberg
[7] extended Sutton’s work to a larger number of craniometrics and
FSTTs in 2002. In addition to analysis of the FSTT at zygion and
Fig. 1. Examples of facial soft tissue depth measurements describing the soft tissue envelope in craniofacial identiﬁcation. (a) Tissue thicknesses measured along the median
plane at common anthropometric landmarks on a multi-slice reconstructed CT image. (b) The rhinion tissue depth (end of nasal bone) imaged with B-mode ultrasound using a
10 MHz linear transducer and standoff gel platform. The lower cross marks the rhinion landmark on the most rostral and superﬁcial tip of the nasal bone; the upper cross
marks the skin surface adjacent to rhinion. Anterior is toward the top of the image; inferior is toward the left. Image reproduced from Stephan et al. [12, p.115] with permission
by Elsevier.
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other craniometrics and FSTTs of the head.
Rather than reporting raw correlation values between the
variables, Simpson and Henneberg [7] choose to use disattenuated
values following Spearman’s double correction method [13,14].
This procedure attempts to statistically adjust for measurement
error in faulty data by revising the r-value(s) upwards to correct for
the attenuation caused by the measurement errors [13]. Because
the measurement reliabilities of Simpson and Henneberg [7] were
in some cases quite low (r-TEM = 34%), the r values were adjusted
rather substantially upward in some cases. For example, values
reported to be statistically signiﬁcant in Table 8 [7, p.129] were
revised from a range of 0.11–0.66 to 0.35–0.99 (raw values reverse
calculated from reliability data presented in Tables 2 and 3 p. 125/
126) [7]. It is thereby vital to note that: (1) the correlation values
published by Simpson and Henneberg [7] are not strictly measured
correlations, but rather estimates of the underlying ‘real’
correlations, and as such these correlation estimates possess their
own associated estimation errors [15]; (2) there is no substitute for
good quality data holding small measurement errors that do not
require any adjustment [13,15]; and (3) the application of the
disattenuation method holds little value in cases where there is no
effective error correction (i.e., the error is overcorrected by more
than the original underestimation, or conﬁdence intervals are so
large that the correction factor is entirely useless).
With a sample size never exceeding 31 individuals, the 95%
conﬁdence intervals around the disattenuated Simpson and
Henneberg [7] r-values are very large (up to 0.9 in some instances
as calculated using the procedure of Charles [15]). Consequently,
the large disattenuated r-values presented by Simpson and
Henneberg [7] (>0.90 in many cases) must be regarded in the
context in which they were derived, as estimates, that are highly
unreliable based on small samples with large measurement error.
In this context, Simpson and Henneberg’s conclusion that “[o]f
principal importance is the large quantity of signiﬁcantcorrelations between soft-tissue thicknesses and craniometric
dimensions” [7, p.126–127], risks too much enthusiasm. The
potentially more notable ﬁnding, is not the statistically signiﬁcant
and high (disattenuated) r-values, but rather the large amount of
noise detected in the FSTT measurements, which drives Simpson
and Henneberg’s calculation of disattenuated r-values in the ﬁrst
instance.
In 2011, Guyomarc’h [16] tested a subset of nine of the Simpson
and Henneberg [7] linear regression (LR) equations using CT data
from 100–230 living individuals—these scans, which also docu-
mented the ground truth FSTT, enabled errors of FSTT estimation to
be calculated. Five of the nine regression models produced
standard errors of the estimate (Sest) that were considerably larger
than initial reports by Simpson and Henneberg [7]: four possessed
over double the error and the equation for mandibular border
produced a Sest that was 9 larger than what Simpson and
Henneberg observed (6.5 mm [16] in contrast to 0.7 mm [7]). Four
of the nine regression models produced similar Sest for Guyomarc’h
[16] as for Simpson and Henneberg [7].
In the same year as the Guyomarc’h study was conducted, Dinh
et al. [17] repeated parts of the Simpson and Henneberg [7]
experiment and extended analysis to artiﬁcial learning (neural
networks) using a suite of CT scans from 98 males—note here that
Dinh et al. [17] did not use the Simpson and Henneberg linear
regression equations [7], but rather calculated their own. While
speciﬁcs of these regressions and the neural network algorithms go
unreported by Dinh and colleagues, the mean squared errors of the
estimate were reported for all three approaches used: the FSTT
mean, the LR and the artiﬁcial intelligence. These were generally
low, contrasting with linear regression results from Guyomarc’h
[16]. For 12 clearly identiﬁed midline FSTTs (see Table 2 N# 1–5 &
8–14 [17]), the grand mean errors were: 2.5 mm (means), 2.0 mm
(LR) and 1.9 mm (neural network). In all 12 cases, the LR gave a
lower error than the mean, and in 66% of cases the neural network
provided a smaller error than the LR [17]. This is a favourable result
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veriﬁed since the methods were so incompletely described by Dinh
et al. [17] that there is no possibility for replication.
The above highlighted and key limitations in sample size and
methodology of the original study by Simpson and Henneberg [7],
combined with inconsistent and salient differences in error
magnitude between repeat studies [16,17] demands further
exploration of the alleged relationships. We undertake this herein
following all of the previously supplied recommendations by
Simpson and Henneberg for future work, namely: larger sample
size, ultrasound method, and measurement of living subjects
[7, p.112].
2. Materials and methods
2.1. Participants & measurements
Seventy-one living adult Australians (>18 years of age) self-
identifying as Caucasoid or European ancestry volunteered
participation in this investigation. Note that this sample represents
the exact same parent population as the original Simpson and
Henneberg study [7] (adult Australians). None of the participants
possessed any facial pathology or facial alterations and, to facilitate
ease of ultrasound measurement, none of the males possessed
substantial beards. All measurements were taken by the second
author (ES) unless otherwise speciﬁed.
2.1.1. FSTT measurements
FSTT measurements were taken on the same living subjects as
measured for craniometrics, in a seated upright position, with
relaxed and neutral facial expression. A portable MindRay1 DP-50
brightness (B) mode ultrasound system with a MindRay110L24EA
10 Hz linear surface transducer (Shenzen, China) was used to
collect the FSTTs. Twenty FSTT measurements were taken, 19
deﬁned after Simpson and Henneberg [7] and with superciliare in
Simpson and Henneberg’s [7] suite replaced with n-se0, such that
both n-n0 and n-se0were measured in this study. Consequently, this
study was able to retest 15 equations from Simpson and
Henneberg’s suite [7] of 16 equations total. For consistency with
other more recently published works, landmark abbreviations
were relabelled to terminology of Caple and Stephan [18].Fig. 2. Scatterplots of this study’s sample: (a) BMI (n = 71); (b) somatotype (n = 67). FiguFor each FSTT measurement, a large amount of ultrasonic gel
was applied to the transducer to serve as a readily deformable
standoff platform for the transducer device [2,19], such that the
skin surface could be easily differentiated on the ultrasound image
and with minimal unwanted soft tissue compression. When a clear
view of both the bone and the uncompressed soft tissue was
obtained, a still-frame DICOM image was acquired on the
MindRay1 DP-50 machine. This DICOM ﬁle was exported to OsiriX
for point-to-point measurement of the FSTT.
2.1.2. Craniometric measurements
Craniometric dimensions were collected strictly following the
Simpson and Henneberg protocol [7]. GPM1 sliding or spreading
calipers (DKSH1, Zurich, Switzerland) were used for all cranio-
metrics measurements. Craniometric landmarks were established
instrumentally, visually and/or by palpation as appropriate. Where
necessary to obtain skeletal landmarks, soft tissues where strongly
compressed with the rounded tips of the GPM1 spreading
calipers—again following Simpson and Henneberg’s instructions
[7]. In total, all 20 chord-length craniometric dimensions recorded
by Simpson and Henneberg [7] were collected in this investigation.
2.1.3. Somatotype measurements
Twelve anthropometric measurements were taken of 67 (of
the 71) participants to calculate their somatotype (endo-, meso-
and ectomorph) according to the Heath–Carter model [20]. Soft
tissue measurements could not be taken for four participants, due
to a variety of factors including pre-existing injury at the same
site of measurement and type of clothing worn on the day of
measurement. The anthropometric measurements for somato-
type calculations were taken on the right side of participants’
where possible, including four skinfold thicknesses (tricep,
subscapular, subspinale and medial calf), two biepicondylar
breadths (humeral and femoral), and two maximum circum-
ferences (calf and brachium). Age (years), sex, height (mm) and
body mass (kg) comprised three additional measurements.
Height was measured using a stadiometer (Seca1 213, Hamburg,
Germany) and body-mass was recorded using digital scales
(HoMedics1, Dandenong South, Australia). Body-mass-index
(BMI) was calculated according to the usual formula of mass
divided by height-squared (kg/m2). Fig. 2 presents the BMI and
somatotype distributions of the sample.res generated using the BodyPlot [21] R code at CRANIOFACIALidentiﬁcation.com.
Table 1
Intra-observer measurement errors for this study compared to Simpson and Henneberg [7].
FSTT
variables
This study
(n = 9)
Simpson and Henneberg
(n = 9)
Craniometrics This study
(n = 9)
Simpson and Henneberg
(n = 9)
B-mode ultrasound Needle puncture
Living subjects Cadavers Living subjects Cadavers
TEM
(mm)
r-TEM
(%)
Reliability TEM
(mm)
r-TEM
(%)
Reliability TEM
(mm)
r-TEM
(%)
Reliability TEM
(mm)
r-TEM
(%)
Reliability
m-m0 0.2 5 0.74 0.8 18 0.96 v-g 2.4 2 0.77 8.4 12 0.58
g-g0 0.3 5 0.89 0.2 4 0.96 v-n 2.0 1 0.90 10.2 12 0.43
n-se0 0.4 5 0.85 – – – v-sn 2.9 1 0.85 13.1 10 0.56
n-n0 0.4 8 0.82 0.3 5 0.95 v-gn 2.0 1 0.99 8.6 4 0.93
rhi-rhi0 0.1 4 0.97 0.9 34 0.20 v-t 2.1 1 0.81 7.3 6 0.79
sn-sn0 1.5 15 0.54 1.5 13 0.79 g-op 1.8 1 0.95 4.1 2 0.96
mp-mp0 1.0 9 0.42 1.2 14 0.75 eu-eu 1.7 1 0.97 7.5 5 0.56
pr-ls0 0.8 9 0.77 1.3 19 0.76 ft-ft 2.1 2 0.73 6.2 6 0.60
id-li0 0.9 8 0.34 1.1 14 0.59 zy-zy 1.4 1 0.86 7.1 6 0.88
sm-sm0 1.4 13 -0.23 1.7 17 0.51 go-go 0.9 1 0.96 7.9 8 0.64
pg-pg0 0.9 9 0.72 0.9 11 0.17 g-n 0.9 6 0.75 3.0 31 0.02
me-me0 0.9 12 0.78 0.6 9 0.95 g-sn 2.2 3 0.74 8.1 13 0.58
mso-mso0 0.2 3 0.96 – – – g-gn 2.4 2 0.92 3.0 2 0.96
mio-mio0 0.3 5 0.97 – – – n-sn 1.5 3 0.77 1.5 3 0.88
max-max0 1.7 10 0.75 1.7 10 0.79 n-pr 2.0 3 0.71 3.5 5 0.92
zy-zy0 0.5 6 0.91 1.2 13 0.77 al-al 1.3 4 0.79 2.1 6 0.99
mr-mr0 0.9 4 0.95 2.5 14 0.60 id-gn 1.3 5 0.39 0.6 2 0.83
go-go0 1.0 14 0.81 3.0 22 0.68 ec-ec 2.5 3 0.46 3.1 3 0.83
mmb-mmb0 1.0 10 0.87 2.7 21 0.88 orbit H 1.2 4 0.81 1.2 4 0.31
mmc-mmc0 1.5 8 0.84 2.5 23 0.84 orbit W 1.0 2 0.86 4.5 10 0.35
Minimum 0.1 3 -0.23 0.3 5 0.17 Minimum 0.9 1 0.39 0.6 2 0.02
Maximum 1.7 15 0.97 1.7 34 0.96 Maximum 2.9 6 0.99 13.1 31 0.99
Mean 0.8 8 0.73 1.1 15 0.71 Mean 1.8 2 0.80 5.6 8 0.68
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Intra-observer measurement errors were assessed by test-
retest examinations of the same 9 participants by the same
investigator (ES) with a mean intervening period of 60 days
between measurement sessions, interval = 13–126 days (timesTable 2
Inter-observer errors for FSTT measured in this study compared to Simpson and Henn
FSTT variables This study
(n = 10)
Simpson and Hennebe
(n = 9)
B-mode ultrasound Needle puncture
Living subjects Cadavers 
TEM (mm) r-TEM (%) Reliability TEM (mm) r-TEM 
m-m0 0.4 8 0.72 0.3 7 
g-g0 0.5 9 0.76 0.4 6 
n-se0 – – – – – 
n-n0 0.9 12 0.44 0.6 10 
rhi-rhi0 1.0 27 0.41 0.7 19 
sn-sn0 3.4 35 0.15 2.7 22 
mp-mp0 1.9 10 0.06 1.1 12 
pr-ls0 2.1 22 0.07 1.6 19 
id-li0 1.3 12 0.37 1.6 16 
sm-sm0 1.7 17 0.45 1.0 7 
pg-pg0 2.6 27 0.08 0.9 8 
me-me0 1.7 23 0.21 0.4 5 
mso-mso0 0.6 9 0.21 – – 
mio-mio0 1.1 25 0.57 – – 
max-max0 3.8 28 0.09 1.8 9 
zy-zy0 1.8 18 0.29 0.9 7 
mr-mr0 1.1 6 0.78 3.2 13 
go-go0 5.3 45 0.20 3.0 14 
mmb-mmb0 5.6 38 0.14 2.7 34 
mmc-mmc0 2.5 20 0.18 2.5 11 
Minimum 0.4 6 0.14 0.3 5 
Maximum 5.6 45 0.78 3.2 34 
Mean 2.1 21 0.29 1.5 13 
NR = not reported.varying as a result of personal schedules and availability of each
participant for repeat measurement). Note here we originally
aimed for 10 participants in this sample but one individual had
to be dropped from analysis as they did not return for repeat
measurements on a different day. Reliabilities were calculated
after Spearman [13] by calculating correlations between test-eberg [7].
rg Craniometrics This study
(n = 10)
Living subjects
(%) Reliability TEM (mm) r-TEM (%) Reliability
NR v-g 30.9 18 0.01
NR v-n 33.2 19 0.01
– v-sn 28.4 13 0.19
NR v-gn 24.7 10 0.42
NR v-t – – –
NR g-op 23.3 11 0.17
NR eu-eu 7.8 6 0.87
NR ft-ft 9.7 9 0.40
NR zy-zy 14.4 12 0.81
NR go-go 3.9 4 0.84
NR g-n 3.6 22 0.35
NR g-sn 5.2 8 0.62
– g-gn 11.6 10 0.84
– n-sn 4.8 10 0.50
NR n-pr 5.3 9 0.56
NR al-al 4.4 15 0.59
NR id-gn 8.0 35 0.06
NR ec-ec 5.6 6 0.22
NR orbit H – – –
NR orbit W – – –
– Minimum 3.6 4 0.17
– Maximum 33.2 35 0.87
– Mean 13.2 13 0.41
Table 3
Standard errors of the estimate (Sest) for Simpson and Henneberg’s [7] FSTT regression models and untrimmed arithmetic means.
Validation
type
In-group tests Out-of-group tests
Model Simpson and Henneberg
[7]
Craniometric regression
Simpson and Henneberg [7]
Sex-pooled weighted FSTT means
Simpson and Henneberg [7]
Craniometric regression
Simpson and Henneberg [7]
Sex-pooled weighted FSTT means
Test sample Simpson and Henneberg
[7]
Simpson and Henneberg [7] from C-
Table
Guyomarc’h
[16]
This study Guyomarc’h [16] from This study
Cadaver (n = c. 30) Cadaver (n = 24–30) CT (n = 100-
322)
Ultrasound
(n = 61)
C-Table, CT (n = 211-
469)
Ultrasound (n = 61-71)
m-m0 1.57 1.8 – 1.1 – 0.7
sc-sc0 1.60 – 1.55 – – –
g-g0 1.31 1.6 1.33 1.7 1.2 1.1
n-n0 1.26 1.5 – 2.9 2.8 1.3
rhi-rhi0 0.73 1.0 – 1.1 1.0 0.7
sn-sn0 2.82 3.5 – – – 2.0
pr-ls0 0.37 2.4 – 2.4 7.1 3.1
id-li0 2.01 2.3 8.93 2.3 9.0 2.9
sm-sm0 2.15 3.1 – 2.8 3.2 1.7
me-me0 2.16 2.5 5.01 1.6 4.1 1.5
max-max0 3.59 – 3.56 3.0 – 3.1
zy-zy0 0.41 3.8 – 6.1 2.9 2.0
mr-mr0 3.70 8.6 5.93 2.5 6.1 3.0
go-go0 8.24 11.2 6.92 12.3 7.3 8.5
mmb-mmb0 4.22 5.9 9.70 4.3 5.9 3.0
mmc-mmc0 0.72 – 6.51 12.6 – 6.8
Minimum 0.4 1.0 1.3 1.1 1.0 0.7
Maximum 8.2 11.2 9.7 12.6 9.0 8.5
Mean 2.3 3.8 5.5 4.1 4.6 2.8
Table 4
Percentage sex difference (D) in FSTTs.
Raw
D (%)
% D after data normalization by:
Height Weight BMI
m-m0 7 2 14 2
g-g0 7 1 13 3
n-se0 11 3 9 7
rhi-rhi0 17 8 5 12
mp-mp0 9 1 12 5
pr-ls0 17 8 5 12
id-li0 9 1 12 5
sm-sm0 8 0 13 4
pg-pg0 4 5 17 1
me-me0 12 4 8 9
mso-mso0 4 3 15 1
mio-mio0 0 8 21 6
max-max0 8 15 27 12
go-go0 17 24 37 22
zy-zy0 14 21 33 18
mmc-mmc0 9 17 30 14
mr-mr0 5 3 16 0
mmb-mmb0 14 22 36 20
mean (abs val.) 10 8 18 8
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ment (TEM) and relative TEM (r-TEM), was calculated after
Dahlberg [22]/Perini et al. [23]. Inter-observer errors for FSTT
and craniometric measurement were assessed by test-retest
measurement of the same 10 participants by different meas-
urers (ES and Ashleigh Yeap) typically on different days
(range = 0–71 days).
2.3. Out-of-group tests: Simpson and Henneberg [7] untrimmed
arithmetic cadaver means (n = 61–71) versus Simpson and Henneberg
[7] cadaver regression models (n = 61)
Sex-pooled FSTT means from Simpson and Henneberg’s [7] data
were computed and residuals calculated for every individual in the
ultrasound sample using these means as estimators for each
individual’s FSTT value (n = 61–71 depending on the landmark).
Craniometric measurements (taken using the above described
procedure) for each of the living subjects were also employed with
the Simpson and Henneberg [7] regression models to predict FSTT
values for each individual and residuals were again calculated
between the estimated and the ground truth values (n = 61
datasets without missing values). Standard errors of the estimate
(Sest) were calculated from these residuals in each case and
comparisons were made to the Sest values obtained for the
untrimmed Simpson and Henneberg’s [7] means. These analyses
were conducted in Microsoft1 Excel1 2013.
2.4. Body-size, craniometric and FSTT relationships in living subjects
(n = 61)
Correlations between height, weight and BMI with FSTTs and
craniometrics were calculated in R [24] (without attenuation
correction). Additionally, the pairwise correlation between each
craniometric and FSTT variable was calculated (again without
attenuation correction). Forward multiple-linear regression was
conducted in SPSS1 (version 11.0) following Simpson and
Henneberg [7] and using the same F-to-enter criteria (0.05 with
removal at 1.0). Furthermore, a three-fold (k) cross-validationregime was employed to cross-check model derivation and to
provide hold-out tests, splitting the sample into three groups of
the following sizes: 20, 20, and 21. Individuals were assigned to
each group using a random number generator, coincidentally
resulting in similar distribution of the sexes across each group
and similar age, body mass and body height (Supplementary File
1). The three-fold (k) cross-validation enabled 40–41 individuals
to be used in each training set and a different group of 20–21
individuals to each be used in a hold-out validation set. Each
group thereby served as a test set once and training set twice.
None of the k-fold training sets displayed skewness exceeding 1.0
at any FSTT landmark, eliminating the requirement to undertake
any square root transformation to any model estimation—a
procedure undertaken by Simpson and Henneberg when skew-
ness was detected [7].
Table 5
Pearson product moment correlation coefﬁcients for craniometrics and FSTTs in this study’s living sample measured by B-mode ultrasound (n = 61).
v-g v-n v-sn v-gn v-t g-op eu-eu ft-ft zy-zy go-
go
g-n g-sn g-gn n-sn n-pr al-al id-gn ec-ec orbit
H
orbit W
m-m0 0.27 0.24 0.26 0.32 0.29 0.21 0.04 0.39 0.31 0.42 0.09 0.04 0.22 0.01 0.02 0.35 0.22 0.45 0.16 0.23
g-g0 0.28 0.25 0.28 0.35 0.33 0.24 0.31 0.36 0.44 0.41 0.15 0.04 0.20 0.00 0.08 0.39 0.06 0.32 0.05 0.17
n-se0 0.33 0.37 0.39 0.41 0.32 0.28 0.32 0.27 0.44 0.32 0.18 0.30 0.41 0.07 0.06 0.36 0.10 0.25 0.22 0.24
rhi-rhi0 0.30 0.31 0.31 0.32 0.28 0.37 0.34 0.18 0.34 0.24 0.20 0.06 0.11 0.11 0.06 0.42 0.04 0.12 0.19 0.02
mp-mp0 0.32 0.32 0.28 0.26 0.19 0.27 0.03 0.12 0.04 0.03 0.18 0.16 0.12 0.01 0.10 0.01 0.03 0.01 0.04 0.21
pr-ls0 0.51 0.49 0.42 0.46 0.47 0.41 0.26 0.14 0.23 0.19 0.02 0.12 0.21 0.03 0.02 0.15 0.07 0.18 0.11 0.07
id-li0 0.26 0.26 0.28 0.26 0.27 0.22 0.24 0.06 0.27 0.16 0.15 0.12 0.27 0.05 0.01 0.26 0.07 0.16 0.13 0.03
sm-sm0 0.30 0.32 0.19 0.22 0.22 0.10 0.12 0.21 0.22 0.25 0.21 0.03 0.07 0.23 0.20 0.27 0.08 0.18 0.16 0.03
pg-pg0 0.25 0.23 0.08 0.12 0.10 0.21 0.06 0.31 0.01 0.01 0.12 0.09 0.09 0.17 0.12 0.07 0.06 0.17 0.12 0.12
me-me0 0.28 0.31 0.23 0.23 0.31 0.18 0.25 0.31 0.38 0.21 0.12 0.06 0.13 0.07 0.07 0.13 0.23 0.30 0.09 0.25
mso-
mso0
0.19 0.20 0.29 0.34 0.37 0.23 0.26 0.37 0.48 0.42 0.06 0.11 0.29 0.10 0.04 0.29 0.17 0.33 0.03 0.46
mio-mio0 0.12 0.09 0.00 0.03 0.07 0.10 0.06 0.14 0.02 0.08 0.18 0.06 0.02 0.16 0.05 0.11 0.11 0.07 0.01 0.08
max-
max0
0.20 0.18 0.16 0.09 0.10 0.14 0.04 0.01 0.01 0.05 0.17 0.06 0.04 0.14 0.05 0.11 0.05 0.07 0.16 0.01
go-go0 0.10 0.04 0.09 0.10 0.03 0.06 0.16 0.07 0.10 0.20 0.05 0.16 0.10 0.03 0.07 0.09 0.29 0.04 0.24 0.00
zy-zy0 0.19 0.15 0.10 0.08 0.06 0.11 0.04 0.10 0.11 0.25 0.13 0.18 0.03 0.05 0.02 0.10 0.24 0.18 0.24 0.09
mmc-
mmc0
0.20 0.22 0.20 0.10 0.16 0.06 0.02 0.09 0.05 0.17 0.09 0.19 0.08 0.10 0.19 0.12 0.21 0.23 0.17 0.04
mr-mr0 0.00 0.05 0.08 0.23 0.27 0.10 0.30 0.36 0.40 0.39 0.05 0.03 0.21 0.01 0.03 0.23 0.12 0.35 0.08 0.13
mmb-
mmb0
0.22 0.20 0.19 0.10 0.04 0.08 0.03 0.02 0.02 0.03 0.13 0.07 0.03 0.07 0.10 0.11 0.10 0.14 0.15 0.04
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MANOVA was conducted on FSTTs according to somatotype and
BMI category (using sectioning points deﬁned by the World Health
Organization [25]) in SPSS1 version 11.0. Due to missing values,
only 51 of 71 subjects could be used in this part of the analysis. Sex
trends were additionally examined both in the raw data and the
size-adjusted (bodyweight normalized) data after Stephan et al.
[21] using R [24] (n = 61).
2.6. Comparisons to other Australian data
FSTTs from this study were compared to Stephan and Preisler’s
[19] ultrasound data for living Australians [19] using bivariate
scatterplots. B-mode ultrasound datasets were then pooled and
compared to the collapsed data from six other studies on
Australian cadavers cited in Refs. [6,7,26–28], and Ref. [29] cited
in Ref. [9]. Summary statistics for the pooled in vivo ultrasound
data on living Australians and all Australian data were calculated,
using a modiﬁed version of the v2017.1 TDStats code [4,30,31], and
yielding maximum total sample sizes of n = 120 and 444 at pg-pg0
respectively.
3. Results
3.1. Measurement errors
3.1.1. Craniometrics
The mean intra-observer r-TEM for the craniometrics was 2%,
ranging from 1 to 6% (Table 1). This range of inter-observer error is
markedly less than intra-observer errors of 2–31% recorded by
Simpson and Henneberg [7]. In this study the lowest intra-observer
r-TEM was observed for v-gn (0.8%) and the largest was g-n (6%). In
contrast, for Simpson and Henneberg’s data, the smallest r-TEM was
for id-gn (2.0%) and the largest was for g-n (r-TEM = 31%) [7].
The mean inter-observer r-TEM for the craniometrics was 13%,
ranging from 4 to 35%. In this study the lowest inter-observer error
was observed for go-go (r-TEM = 4%) and the largest was for id-gn
(r-TEM = 35%; Table 2). (Simpson and Henneberg [7] did not
measure any inter-observer errors for their craniometric data, so
comparisons to that dataset are not possible.)It is worth mentioning here that in regards to craniometrics
dimensions involving vertex (v-g, v-n, v-sn), Simpson and
Henneberg’s mean values appeared to be unrealistically small
and were approximately half the values we obtained in this
study. We are at a loss to explain this discrepancy. While
Simpson and Henneberg [7] choose to exclude any vertex
dependent craniometrics from their regressions, we included
these measurements here because our dataset did not suffer
from the same limitations of missing values and despite
challenges of repeatability for some (v-g and v-n; see Table 2),
we were conﬁdent the measurements were correctly acquired
and recorded.
3.1.2. FSTTs
The mean intra-observer r-TEM for FSTTs was 8%, ranging from
3 to 15% (Table 1), while the mean inter-observer r-TEM was 21%,
ranging from 6 to 45% (Table 2). These intra-observer error values
are less than those recorded by Simpson and Henneberg [7] (5–
34%), but larger than Simpson and Henneberg’s inter-observer
range (also 5–34%). In this study the lowest inter-observer r-TEM
was for mr-mr0 (6%) and the largest was for go-go0 (45%). In
contrast, for Simpson and Henneberg, the smallest r-TEM was for
me-me0 (5%) and the largest r-TEM was held by mmb-mmb0 (34%;
mmb-mmb0 also high in this study at 38%).
3.2. Out-of-group tests: Simpson and Henneberg’s [7] untrimmed
arithmetic cadaver means and regression models
Application of Simpson and Henneberg’s [7] regression models
to the known sample of living individuals in this study almost
exclusively produced higher FSTT estimation errors (mean Sest =
4.1 mm; range = 1.1–12.6 mm) than those originally reported for
the models in Simpson and Henneberg’s [7] debut paper (mean
Sest = 2.3 mm; range = 0.4–8.2 mm; Table 3). In one case (mmc-
mmc0) the error was 17.5 larger for the out-of-group sample (this
study) than that reported by Simpson and Henneberg [7]. This is
the same landmark for which Guyomarc’h [16] reported much
higher error than Simpson and Henneberg [7], with 9 difference
in error magnitude (Table 3), clearly indicating a fundamental
problem with the model for this landmark. In only 3 out of 14 cases,
did the estimation models produce slightly less or the same error
Table 6
Linear regression models for midline FSTTs.
FSTT Sample Linear regression model R R2 SEE
m-m0 Simpson and Henneberg [7] 0.17 (ft-ft)  10.73 0.475 0.23 2.16
n = 61 0.09 (zy-zy)  5.25 0.385 0.15 1.39
k1 (groups 1 & 2; n = 40) 0.10 (lt-lt)  1.81 0.381 0.15 1.46
k2 (groups 1 & 3; n = 41) 0.10 (zy-zy)  5.71 0.380 0.14 1.46
k3 (groups 2 & 3; n = 41) 0.09 (zy-zy) + 0.29 (g-n) + 0.08 (inf-gn)  12.38 0.643 0.41 1.09
g-g0 Simpson and Henneberg [7] 0.07 (zy-zy)  0.07 (n-pr) + 1.75 0.605 0.37 1.31
n = 61 0.05 (zy-zy)  2.30 0.439 0.19 0.73
k1 (groups 1 & 2; n = 40) 0.05 (zy-zy)  0.99 0.371 0.14 0.73
k2 (groups 1 & 3; n = 41) 0.04 (go-go) + 0.63 0.535 0.29 0.61
k3 (groups 2 & 3; n = 41) 0.17 (al-al) + 0.03 (eu-eu)  4.24 0.618 0.38 0.73
n-se0 Simpson and Henneberg [7]: n-n0 0.07 (eu-eu)  4.64 0.543 0.29 1.26
n = 61 0.05 (zy-zy) + 0.03 (g-gn)  3.75 0.505 0.26 0.87
k1 (groups 1 & 2; n = 40) 0.07 (zy-zy)  2.73 0.428 0.18 0.95
k2 (groups 1 & 3; n = 41) 0.05 (g-gn) + 0.44 0.540 0.29 0.78
k3 (groups 2 & 3; n = 41) 0.08 (zy-zy) + 0.04 (v-n)  9.27 0.632 0.40 0.85
rhi-rhi0 Simpson and Henneberg [7] 0.08 (ft-ft) + 0.10 (ec-ec)  0.05 (zy-zy)  9.66 0.748 0.56 0.73
n = 61 0.08 (al-al) + 0.02 (eu-eu)  2.21 0.527 0.28 0.40
k1 (groups 1 & 2; n = 40) 0.04 (zy-zy)  3.29 0.498 0.25 0.44
k2 (groups 1 & 3; n = 41) 0.02 (eu-eu)  0.05 0.340 0.12 0.42
k3 (groups 2 & 3; n = 41) 0.11 (al-al)  1.34 0.632 0.40 0.35
mp-mp0 Simpson and Henneberg [7] –
n = 61 0.15 (ow) + 0.06 (v-n) + 8.25 0.431 0.19 1.30
k1 (groups 1 & 2; n = 40) 0.25 (ow) + 0.07 (v-n) + 11.02 0.605 0.37 1.18
k2 (groups 1 & 3; n = 41) 0.06 (v-g) + 2.19 0.372 0.14 1.37
k3 (groups 2 & 3; n = 41) 0.36 (g-n)  0.27 (ow) + 0.10 (n-pr) + 10.75 0.609 0.37 1.07
ls-ls0 Simpson and Henneberg [7] (0.02 (eu-eu) + 0.22)2 0.456 0.21 0.37
n = 61 0.09 (v-g)  2.93 0.508 0.26 1.40
k1 (groups 1 & 2; n = 40) 0.08 (v-tr)  0.11 (ft-ft) 0.10 (v-g)  4.43 0.666 0.44 1.39
k2 (groups 1 & 3; n = 41) 0.10 (v-g)  4.28 0.572 0.33 1.34
k3 (groups 2 & 3; n = 41) 0.07 (v-g)  0.56 0.381 0.15 1.31
li-li0 Simpson and Henneberg [7] 0.09 (zy-zy)  2.84 0.485 0.24 2.01
n = 61 0.03 (v-sn) + 4.51 0.283 0.08 1.25
k1 (groups 1 & 2; n = 40) 0.06 (v-tr) + 1.53 0.372 0.14 1.29
k2 (groups 1 & 3; n = 41) 0.03 (v-sn) + 4.37 0.313 0.10 1.25
k3 (groups 2 & 3; n = 41) 0.06 (go-go) + 4.81 0.361 0.13 1.15
sm-sm0 Simpson & Henneberg [7] 0.13 (eu-eu)  8.74 0.558 0.31 2.15
n = 61 0.17 (oh)  0.14 (n-sn) + 0.08 (v-n)  1.19 0.512 0.26 1.53
k1 (groups 1 & 2; n = 40) 0.06 (eu-eu)  0.17 (n-pr) + 0.11 (v-n) + 11.53 0.609 0.37 1.60
k2 (groups 1 & 3; n = 41) –
k3 (groups 2 & 3; n = 41) 0.36 (g-n) + 0.07 (ft-ft)  3.71 0.519 0.27 1.53
pg-pg0 Simpson and Henneberg [7] –
n = 61 0.07 (ft-ft) + 3.20 0.310 0.10 1.48
k1 (groups 1 & 2; n = 40) 0.11 (zy-zy) + 0.10 (v-g) + 11.27 0.527 0.28 1.36
k2 (groups 1 & 3; n = 41) 0.10 (ft-ft) + 0.78 0.388 0.15 1.43
k3 (groups 2 & 3; n = 41) 0.13 (ft-ft)  0.11 (zy-zy) + 0.24 (g-n) + 7.89 0.534 0.29 1.38
me-me0 Simpson & Henneberg [7] 0.07 (zy-zy)  4.05 0.485 0.24 1.57
n = 61 0.07 (al-al) + 0.02 (go-go) + 0.04 (lt-lt)  4.71 0.602 0.36 0.58
k1 (groups 1 & 2; n = 40) 0.09 (al-al) + 0.05 (lt-lt)  2.91 0.528 0.28 0.64
k2 (groups 1 & 3; n = 41) 0.04 (lt-lt) + 0.03 (go-go)  2.59 0.644 0.41 0.49
k3 (groups 2 & 3; n = 41) 0.06 (go-go) + 0.05 (inf-gn)  2.53 0.560 0.31 0.64
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m0, me-me0 and max-max0).
In general, Simpson and Henneberg’s [7] previously pub-
lished untrimmed arithmetic mean out-performed their corre-
sponding linear regression equation in the out-of-group
samples: mean error = 2.8 mm for the untrimmed mean, where
10 of 14 Sest were lower for the mean than the corresponding
regression (Table 3). In many cases, the mean’s performance in the
out-of-group sample was also better (lower error) than the
performance of the regression model in the original training set
(applies to 9 of 14 FSTTs; Table 3). Not only did the Simpson and
Henneberg’s sex-pooled means perform better than craniometrics
regression models in this study’s ultrasound sample, but they also
performed better than the linear regressions equations in the
Guyomarc’h et al.’s data set, as determined by comparing the Sest of
the mean from the Guyomarc’h et al. data [16,32] in the C-Table, to
Sest of the linear regression equations reported by Guyomarc’h [16]
(Table 3).3.3. Body-size, craniometric and FSTT relationships in living subjects
Body-size correlations with FSTTs were highest for weight and
BMI (both with mean r on absolute values = 0.30; Supplementary
File 2). Craniometrics narrowly correlated highest with weight
(mean r on absolute values = 0.37), followed by height (0.36;
Supplementary File 3). Normalisation of FSTTs by height, weight
and BMI showed general consistency with prior ﬁndings where
weight normalisation provides the largest percentage sex differ-
ence in FSTTs (18%) and the most consistent results across all facial
landmarks [21] (Table 4). The size of the sex difference rose from 10
to 18% after weight normalization and signs at all 18 landmarks
unanimously converted to positive values (females larger than
males; note here that mixed signs were observed across the
landmarks for raw data based sex differences).
Correlations between craniometric and raw FSTT measure-
ments were generally weak (r < 0.50; Table 5). The mean of the
absolute r values was 0.17 (indicative of size but not direction due
Table 7
Linear regression models for bilateral FSTTs.
FSTT Sample Linear regression model R R2 SEE
mso-mso0 Simpson and Henneberg [7] –
n = 61 0.05 (zy-zy) + 0.10 (ow)  4.66 0.550 0.30 0.76
k1 (groups 1 & 2; n = 40) 0.05 (zy-zy) + 0.30 0.397 0.16 0.68
k2 (groups 1 & 3; n = 41) 0.08 (zy-zy)  3.78 0.559 0.31 0.72
k3 (groups 2 & 3; n = 41) 0.07 (go-go) + 0.07 (lt-lt)  7.37 0.673 0.45 0.74
mio-mio0 Simpson and Henneberg [7] –
n = 61 –
k1 (groups 1 & 2; n = 40) –
k2 (groups 1 & 3; n = 41) –
k3 (groups 2 & 3; n = 41) –
max-max0 Simpson and Henneberg [7] 0.16 (zy-zy)  4.23 0.493 0.24 3.59
n = 61 –
k1 (groups 1 & 2; n = 40) 0.09 (v-g) + 30.7 0.349 0.12 2.45
k2 (groups 1 & 3; n = 41) –
k3 (groups 2 & 3; n = 41) –
zy-zy0 Simpson and Henneberg [7] (0.03 (ft-ft)  0.03 (n-pr) + 0.02 (zy-zy)  0.27)2 0.734 0.54 0.41
n = 61 –
k1 (groups 1 & 2; n = 40) –
k2 (groups 1 & 3; n = 41) 0.08 (go-go) + 0.22 (oh)  0.25 (ow) + 0.09 (ft-ft)  4.05 0.667 0.44 1.29
k3 (groups 2 & 3; n = 41) 0.12 (g-op) + 0.07 (go-go) + 24.31 0.438 0.19 1.55
mr-mr0 Simpson and Henneberg [7] 0.21 (zy-zy)  7.43 0.577 0.33 3.70
n = 61 0.18 (zy-zy)  3.52 0.401 0.16 2.51
k1 (groups 1 & 2; n = 40) 0.14 (lt-lt) + 6.75 0.354 0.13 2.33
k2 (groups 1 & 3; n = 41) 0.23 (ft-ft) + 0.14 (lt-lt)  0.16 (v-g) + 0.12 (g-gn) + 0.08 (eu-eu)  19.89 0.774 0.60 1.89
k3 (groups 2 & 3; n = 41) 0.21 (go-go)  0.17 (v-g) + 0.24 (lt-lt) + 0.48 0.671 0.45 2.25
go-go0 Simpson and Henneberg [7] 0.51 (zy-zy)  48.50 0.614 0.38 8.24
n = 61 0.16 (inf.go) + 3.39 0.290 0.08 2.32
k1 (groups 1 & 2; n = 40) 0.08 (v-sn) + 0.37 (inf-gn) + 13.01 0.533 0.28 2.11
k2 (groups 1 & 3; n = 41) 0.18 (inf-gn) + 0.09 (go-go)  7.20 0.478 0.23 2.33
k3 (groups 2 & 3; n = 41) –
mmb-mmb0 Simpson and Henneberg [7] (0.03 (zy-zy)  0.70)2 0.456 0.21 0.72
n = 61 –
k1 (groups 1 & 2; n = 40) 0.11 (v-n) + 0.19 (lt-lt) + 7.84 0.537 0.29 2.15
k2 (groups 1 & 3; n = 41) –
k3 (groups 2 & 3; n = 41) –
mmc-mmc0 Simpson and Henneberg [7] 0.24 (zy-zy)  0.39 (n-sn) + 0.78 0.589 0.35 4.22
n = 61 –
k1 (groups 1 & 2; n = 40) 0.29 (inf-gn)  0.10 (v-sn) + 30.52 0.479 0.23 2.42
k2 (groups 1 & 3; n = 41) –
k3 (groups 2 & 3; n = 41) 0.13 (ft-ft) + 4.51 0.350 0.12 2.36
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While most correlations were positive, soft tissue thicknesses in
the vicinity of the cheeks were negatively related to vertical face
heights (Table 5). Following weight normalisation, correlations
between craniometrics and FSTTs remained in the vicinity of 0.1–
0.5, but almost all were negative signed (FSTTs decreased with
larger craniometrics; Supplementary File 4).
Multivariate linear regression on the craniometric variables
generated predictive FSTT models for all landmarks (Tables 6 and
7), except for ﬁve bilateral landmarks: max-max0, mio-mio0, zy-zy0,
mmc-mmc0, and mmb-mmb0. Craniometrics that often entered
into the regressions as useful predictors where skull breadths such
as, ft-ft, zy-zy, go-go and eu-eu. It was interesting to note that no
regression equation was generated for the zy-zy0 landmark despite
prior correlations reported by Sutton [11] and Simpson and
Henneberg [7] (Table 7) and in out-of-group tests, untrimmed
means performed better as FSTTs estimators both for this study’s
sample and for the Guyormarc’h dataset [16] taken from the C-
Table [4]. The LR model that received the highest R2 value was for
me-me0 (0.36)—in contrast Simpson and Henneberg report the
largest R2 value for rhi-rhi0 (0.56) [7].
Comparing regression equations between the two studies, it
was readily apparent that the craniometric variables entering
Simpson and Henneberg’s models [7] were not entering
equations at corresponding FSTT landmarks in this study
(Tables 6 and 7). The two exceptions were g-g0 and mr-mr0.Consequently, only two out of the 15 Simpson and Henneberg
[7] regression models tested here showed any signs of being
reproducible.
The three-fold cross validation (training set sample size = 40–
41, test set sample size = 20–21) almost universally revealed
different independent variables entering estimation models on
each k-fold run, for each corresponding soft tissue thickness
(Tables 6 and 7). The only exception was pr-ls0 where v-gn entered
all three equations (Table 6). It is worth noting here that zy-zy did
not enter any of the k-fold equations for mr-mr0 prediction, as it did
for the full-sample, or results found by Simpson and Henneberg
[7]. Per observations for cadaver regressions, regressions on living
individuals generally failed to provide more accurate estimates of
FSTTs than untrimmed arithmetic means (Table 8). The ultrasound
mean provided an Sest that was as good or better than the linear
regression equation 85% of the time (46 out of 54 cases), and in the
eight cases where the linear regression was better it was only by a
very small margin (Table 8). Standard errors of the estimate were
generally larger for the out-of-group test samples than the training
sample (94% of cases).
3.4. FSTT trends in living Australians
MANOVA on FSTTs using categorical data of sex, BMI and
somatotype revealed statistically signiﬁcant effects by sex (P
< 0.05, n = 51), but not BMI or somatotype. Here it is worth noting
Table 8
Standard errors of the estimate (Sest) for regression equations generated in 3-fold cross-validation and comparisons to Sest of untrimmed arithmetic means for the same
samples.
FSTT Test sample Linear regression Means
Model Training
Sest
Test
Sest
Simspon and Henneberg [7] cadaver mean Sest
(n  31)
This study’s ultrasound means Sest
(n  41)
m-m0 G3 k1 1.5 1.7 1.4 1.5
G2 k2* 1.5 1.4 1.5 1.5
G1 k3 1.1 2.4 1.9 1.9
g-g0 G3 k1 0.7 0.9 1.4 0.9
G2 k2 0.6 1.4 1.1 1.1
G1 k3 0.7 0.8 1.1 0.6
n-se0 G3 k1 1.0 1.2 – 1.0
G2 k2 0.8 6.6 – 1.2
G1 k3 0.9 1.2 – 0.9
rhi-rhi0 G3 k1 0.4 0.6 0.7 0.4
G2 k2 0.4 0.6 0.8 0.5
G1 k3 0.4 0.6 0.6 0.5
ls-ls0 G3 k1 1.4 1.9 2.7 1.3
G2 k2* 1.3 1.6 3.5 1.7
G1 k3* 1.3 1.7 3.4 2.1
li-li0 G3 k1 1.3 1.3 2.9 1.2
G2 k2 1.3 1.4 2.9 1.4
G1 k3 1.2 1.7 3.4 1.5
sm-sm0 G3 k1 1.6 1.9 1.4 1.5
G2 k2 – – 2.2 2.3
G1 k3 1.5 2.3 1.8 1.8
pg-pg0 G3 k1 1.4 2.4 2.5 1.7
G2 k2 1.4 1.7 3.3 1.7
G1 k3 1.4 1.8 3.1 1.6
me-me0 G3 k1 0.6 0.7 0.8 0.7
G2 k2* 0.5 0.8 0.9 0.9
G1 k3 0.6 1.0 0.7 0.6
mp-mp0 G3 k1* 1.2 1.4 1.6 1.5
G2 k2 1.4 1.4 2.3 1.4
G1 k3 1.1 2.5 2.6 1.7
mmb-mmb0 G3 k1 2.2 3.9 3.1 3.1
G2 k2 – – 2.7 2.6
G1 k3 – – 9.8 9.6
mso-mso0 G3 k1* 0.7 1.0 – 1.1
G2 k2* 0.7 0.8 – 1.0
G1 k3 0.7 1.0 – 0.6
mio-mio0 G3 k1 – – – 1.1
G2 k2 – – – 0.9
G1 k3 – – – 1.3
max-max0 G3 k1 2.5 3.4 3.2 3.3
G2 k2 – – 2.8 2.6
G1 k3 – – 3.0 2.8
zy-zy0 G3 k1 – – 2.0 1.7
G2 k2 1.3 2.6 2.2 1.8
G1 k3 1.6 2.3 2.0 1.8
mr-mr0 G3 k1* 2.3 3.1 3.6 3.3
G2 k2 1.9 3.1 3.0 2.7
G1 k3 2.3 3.3 2.8 2.4
go-go0 G3 k1 2.1 3.0 8.9 2.5
G2 k2 2.3 2.4 9.3 2.1
G1 k3 – – 8.4 3.0
mmc-mmc0 G3 k1 2.4 3.5 6.5 3.2
G2 k2 – – 6.8 2.5
G1 k3 2.4 3.5 6.5 3.2
Grand mean 1.3 1.9 3.1 1.8
* Indicates linear regression models where the error in the test sample (Test Sest) was lower than the error achieved by the corresponding ultrasound mean in the same test
group (This study’s ultrasound means Sest).
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responsible for this ﬁnding. While sex was signiﬁcant mean
differences were small (approx. 2 mm), which appear slightly
larger in percentage terms (never exceeding 17% relative to mean
FSTT values, Table 4); it is important to keep the relative sex
differences in context of the measurement errors, because the
measurement error usually exceeds or is almost as large as the sex
difference. For example, go-go0 possesses an intra-observer r-TEM
of 14%, inter-observer r-TEM of 45% and a sex difference of 17%.
Another example, p-ls0 holds intra-observer r-TEM of 9%, inter-
observer r-TEM of 22% and a sex difference of 17%. So far as thisstudy’s data are concerned, the amount of variance explained by
sex, BMI and somatotype was small: 10, 9, and 5% respectively (h2).
The B-mode ultrasound FSTT data described his paper are
publically available at the C-Table data repository accessible at
CRANIOFACIALidentiﬁcation.com [2,4].
3.5. Comparisons to other Australian data
Scatterplots of this study’s data superimposed well with the B-
mode Australian sample collected by Stephan and Priesler [19]
(Fig. 3). Mean values of the B-mode data collected on living
Fig. 3. FSTTs of adult Australians measured by B-mode ultrasound: (a) this study; (b) Stephan and Priesler [19]; (c) this study and Stephan and Priesler [19] combined.
C.N. Stephan, E. Sievwright / Forensic Science International 286 (2018) 128–140 137
Table 9
Means, shorths and shormaxes for B-mode ultrasound data and previously reported needle puncture data in adult Australians.
This study This study & Stephan and Priesler [19] 6 prior studiesa All combined
B-mode ultrasound B-mode ultrasound Needle puncture B-mode/needle puncture
Mean Shorth Shormax n Mean Shorth Shormax n Mean Shorth Shormax n Mean Shorth Shormax n
m-m0 4.4 4.0 5.2 71 4.4 4.1 5.3 123 4.2 3.4 5.5 264 4.2 4.3 5.6 387
g-g0 5.5 5.3 6.2 71 5.5 5.7 6.7 123 5.8 5.6 7.5 324 5.7 5.5 7 447
n-se0 7.4 7.7 8.7 70 7.4 7.6 8.7 122 5.5 5.2 7.3 324 6 6.1 8.2 446
mn-mn0 5.4 5.6 6.5 65 5.4 5.6 6.5 65 3 2.4 3.8 51 4.3 5.2 6.2 116
rhi-rhi0 2.3 2.3 2.9 71 2.3 2.4 3.0 123 3.7 2.6 5.4 324 3.3 2.5 4.8 447
sn-sn0 12.2 12.3 14.2 61 12.2 12.3 14.2 61 11.7 11.2 15.4 222 11.8 11.6 15 283
mp-mp0 10.6 10.5 12.7 66 10.9 10.6 12.6 118 9.9 9.3 13.2 300 10.2 9.7 13 418
pr-ls0 10.1 9.6 11.6 66 10.1 9.6 11.6 66 8.6 7.6 12 266 8.9 8.7 12.2 332
id-li0 11.0 11.0 12.5 66 11.0 11.0 12.5 66 9.4 8.3 12.4 216 9.8 9.8 12.6 282
sm-sm0 10.1 9.2 12.0 69 10.6 10.1 12.4 121 10.7 9.5 13 309 10.7 9.8 13 430
pg-pg0 11.0 10.3 12.8 68 9.9 9.5 12.1 120 10.5 10.5 13.6 324 10.3 10.4 13.4 444
me-me0 7.4 7.0 8.9 69 7.4 7.1 8.9 121 7.6 6.3 10 285 7.5 6.3 9.3 406
mso-mso0 6.8 6.7 7.7 71 7.2 7.5 8.5 123 5.9 4.7 8.5 256 6.4 6.8 9 379
mio-mio0 4.8 4.6 6.1 70 5.1 4.9 6.4 122 7.6 5.6 10.8 233 6.7 5.3 9.4 355
go-go0 7.8 6.7 10.3 68 8.9 7.9 12.5 120 14.4 11.6 20 285 12.8 9.9 18.2 405
zy-zy0 9.0 8.2 10.7 70 8.7 7.8 10.3 122 9.3 8.5 12 268 9.1 8.6 11.9 390
iM2-iM20 18.3 18.2 21.4 69 18.3 18.2 21.4 69 – – – – 18.3 18.2 21.4 69
mr-mr0 20.2 20.0 23.4 69 20.1 20.3 23.5 121 19.8 18.3 26.1 266 19.9 19.2 25 387
mmb-mmb0 10.1 9.9 13.6 69 9.5 9.1 12.5 121 10 8 14.4 227 9.9 8.7 14 348
a Data from Refs. [6,7,26–28], and Ref. [29] cited in Ref. [9].
Fig. 4. Adult Australian FSTTs (midline landmarks): black font = this study’s B-mode data (n = 66–71); dark grey = combined B-mode ultrasound data of this study and Stephan
and Priesler [19] (n = 118–123); light grey = combined cadaver data measured by needle puncture cited in Refs. [6,7,26–28], and Ref. [29] cited in Ref. [9] (n = 255–322). Only
landmarks common to all three data cohorts are presented. Plots generated in R [24] using ggplot2 [33]. A small amount of jitter (0.1) has been added to limit direct
superimposition of data points.
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from Australian cadavers, with the exception of go-go0 that was
5 mm smaller (Table 9). The most salient difference between
these two datasets was the much shorter tails of the combined B-
mode ultrasound data than the combined FSTT cadaver data. This
is especially noticeable on the right side of the data distributions
(Figs. 4 and 5). There are three prime explanations for the absence
of these longer tails in the living B-mode data compared to the
cadaver data: (1) the B-mode data are of smaller sample size
making them less representative of the population than the larger
sampled cadaver data; (2) there are fewer investigators contrib-
uting to the B-mode data, so these datasets possess less
measurement error and smaller variance; and (3) the B-modedata recorded in living individuals exclude unwanted variability
introduced by the embalming process. This ﬁnding is an
interesting one since it shows that while embalming differences
do not underpin any differences in mean values [2,19], but they
may potentially underpin differences in ranges of the underlying
distributions—a new observation.
4. Discussion
The results of this study using ultrasound to measure living
subjects and a larger sample of individuals,as called for by Simpson
and Henneberg [7, p.112], show that craniometrics do not offer a
general improvement to FSTT estimates compared to untrimmed
Fig. 5. Adult Australian FSTTs (bilateral landmarks): black font = this study’s B-
mode data (n = 66–71); dark grey = combined B-mode ultrasound data of this study
and Stephan and Priesler [19] (n = 110–123); light grey = combined cadaver data
measured by needle puncture cited in Refs. [6,7,26–28], and Ref. [29] cited in Ref. [9]
(n = 225–283). Only landmarks common to all three data cohorts are presented.
Plots generated in R [24] using ggplot2 [33]. A small amount of jitter (0.1) has been
added to limit direct superimposition of data points.
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allow tests to be conducted; Tables 3 and 8). At a few landmarks
where LR models provided lower Sest (pr-ls0 and id-ls0; Table 3),
craniometrics did not contribute to LR models in a reproducible
fashion (Table 6). This again limits their value.
Given that Simpson and Henneberg [7] emphasise ﬁndings of
large and signiﬁcant correlations between FSTTs and craniometrics
(p. 126–127), it is useful to consider why the regressions equations
generated here and those by Simpson and Henneberg [7] do not
appear to perform well; particularly since craniofacial identiﬁca-
tion methods hinge upon covariation of the skull with the face. The
ﬁrst and perhaps the most important contributing factor is the
large relative measurement error that routinely accompanies FSTT
measurement [2,7,12,19] that adds noise and blurs signal [12].
While Simpson and Henneberg [7] used dissattenuated
correlation values in an effort to reduce the impact of the above
mentioned measurement error, undertaking this procedure with a
small sample and large measurement error risks overcorrection
[15]. The many very high and near perfect correlations listed by
Simpson and Henneberg [7] following disattenuation may be
indicative of this (e.g., 0.99 for zy-zy & rhi-rhi0, 0.98 for orbit width
& sm-sm0, and 0.94 v-n & mmc-mmc0 Table 8 p. 129). In this
context, it is perhaps not surprising that the linear regressions do
not perform as well as might be expected judging from the large
dissattenuated r-values because the linear regressions were
constructed from raw, not disattenuated, relationships both here
and in Simpson and Henneberg’s [7] original manuscript.
A third factor that contributes to the apparent poor performance of
the regressions is inadequate testing prior to release-Simpson and
Henneberg [7] only provide LR accuracies for their trainning set.
Estimation models derived on a single set of training data, without
cross-validation or out-of-group tests, is widely known to risk
assignment of higher test accuracies than is, in practice, warranted
because models generally always ﬁt best to the training data upon
which they are derived [34]. The practice of publishing estimation
models without cross-validation testing has historically been routine
in craniofacial identiﬁcation, being universally undertaken with
regards to mean FSTT values [35–43]—at least until recently[44,45]. While regressions should always produce smaller mean Sest
with overall smaller variance in error than means in training sets, it
is important to note that errors are typically larger in out-of-sample
tests of the same models. It is further prudent for the performance of
any new FSTT regression models to be benchmarked against means,
which have served as the long run craniofacial identiﬁcation
standard ever since the early 1900s [46–48].
ThepoorperformanceofSimpson and Henneberg’s [7] regression
models is not simply a problem of applying cadaver models to living
subjects, because the exact same problem of poor performance is
observed for newly generated models speciﬁcally formulated for
living individuals. The poor estimation accuracy from craniometrics,
thereby falls to underlying poor strength and co-variation of
craniometrics with FSTTs and small samples so far used for model
training. The weak relationship so far revealed by linear regression
testing leads to fundamental questions concerning how far these
results apply, as the discipline itself hinges on skull co-variationwith
the face. Consequently, it will be important to determine if the poor
association between craniometrics and FSTTs is limited just to these
basic linear dimensions, or if these relationships apply more
generally across larger parts of the skull–face complex.
The better performance of untrimmed FSTT means for the
estimation of raw FSTT values, in contrast to craniometrics
regressions, identiﬁes means as the estimation model of choice
(at least given measurement errors that are present in established
FSTT measurement protocols at this time). The pooled B-mode
ultrasound data of living adult Australians presented here (Table 9
and including the shorth and shormax values [4,49]), provide the
most up-to-date data and largest sampled data so far for
Australians in this context. While mean values between living
subjects measured by B-mode ultrasound do not differ substan-
tially to mean values for cadavers measured by needle puncture, it
should be noted that the distributions between the two data types
do not appear to be the same with needle puncture methods
possessing much longer tails, especially on the right side. The
additional collection and B-mode data from the living individuals
in the future will conﬁrm if this observation is underpinned by
breadth of sampling and study variability, or is an inherent
property of the subjects that manifests differences between
embalmed and non-embalmed status.
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