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Looking at a Gaussian Process Through a Window 
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Communicated by ~11. A. Rozanov 
We show that an observer recording only the presence or absence of a Gaussian 
process in a window can reconstruct its correlation function. 
Let X(t) denote a mean square continuous Gaussian process satisfying 
EX(t) 3s 0 EXZ(t) SE I. (1) 
Suppose that for any choice of times (fI ,..., Q one knows the value of 
Pr(/ X(&)1 < 1, i = 1 ... n). (21 
The purpose of this note is to show, under a mild technical assumption, 
that one can identify the correlation function 
R(t, x) = E(x(t) X(s)) (31 
from the knowledge of the quantities (2). 
One could consider, more generally, the problem of identifying R, in (3), 
from the finite dimensional distributions of the process 
for a given function j. For a rather large class of functions j in (4) we have 
previously shown how to find R (see [2, 31). The case at hand here, with j 
being the characteristic function of the interval [ - 1, 11, lies beyond the methods 
presented there. 
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It would be of interest to characterize the class of functions f which can be 
treated with the method used here for the characteristic function of an interval. 
We just remark that any nondecre~ing function belongs to this class, in 
particular the so-called “hard limiter,” 
For clarity in the exposition, we will present the proof only in the case when 
X(t) is a stationary process. We will denote with i? the new correlation function 
defmed by 
R(t - s) = qt, s). 
This is only a convenient simplification. The reader can see in [2,3] how to 
deal directly with the nonstationary case. In order to state our main result we 
make explicit the following 
TECHNICAL ASSUMWION 
Assume that the set of zeros of the correlation function i? is composed of 
isolated points, plus some closed intervals, as indicated in Fig. 1. 
It is important to notice that the zeros of R can be readily found from (2) 
(see below), and thus we have a way of knowing if our result applies in any 
particular instance. We can now state 
THEOREM 1. Let X(t) &no~e a mean sqtuzre cimti~s Gausti process 
satisfy.?g (1). Assunu further that X(t) is stationary and satisjes the tec?mkal 
conditaim mentbaed ahwe. Thm, jwna (2) one can recover the ~~e~~t~ 
(31. 
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Before getting into this proof we indicate the strategy to be followed in 
trying to prove the theorem for an arbitrary even function f E Lz(e-z2~2) as in (4). 
For any nonconstant function in this space one can recover 
RS(t, s) = P(t - s) 
hm Etf MO f MN. 
Indeed, expand f in a Hermite series 
f (4 = 1 %&nw~ 
to conclude that 
Now for any nonconstant f, the right hand side is an invertible function of 
RZ(t, s) = lP(t - s). 
Under the technical assumption indicated above, it is clear that we are left 
with the problem of deciding the signature of J? in between two consecutive 
isolated zeros. 
Assume that we have found the function R(t) for values of t not larger than 
t0 , with 
&to) = 0. 
Choose now points (ti ,..., &J so that 0 = ti < ta < .** < &-1 < &, < tn. 
Looking at 
Wf GvlN * - * f NczN (5) 
as a function of (tl ,..., t,J, it is a simple matter to see that (5) is expressible as 
a convergent power series in the variables R(ti , tj) = l?(ti - tj) which we 
abbreviate from now on as Rij . 
We are interested in the behavior of (5) as tn approaches &, while tl ,. . ., tnTl 
are kept fixed. Write 
Here we have grouped in each factor Ai all the known quantities that appear 
multiplying the unknown I?(&). 
If one looks at (6) as a function of the quantities Rij(i,j = l,..., TZ) it is clear 
that 
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Now as rn 4 r0 , &r,J approaches zero, and it is clear that we will be able to 
settle the signature of R(t,J by looking at (5) provided 
A possible strategy for the proof is to show that 
implies 
lim R(rs - ri) e.0 R(& - r+i) = R(rs) R(ra - LJ .** Z(rs - r+t) = 0. 
wo (8) 
The implication mentioned above holds for some, but not all, functions in 
Lz(e-*2~z) for any (t2 ,.,., r+i , rs). All these functions are covered by our theorem. 
Indeed using the continuity of R(r) one sees easily that for large rz (8) has to be 
nonzero and thus (7) holds, allowing for R(t) to be known beyond t0 . 
A basic tool in trying to prove the implication (7’) -.+ (8) for a specific 
~~L~(e-~~~s) is the well known relation 
w%z~ -wvG~ -~~.fPLN = W’~WWJ ~~~mL~~‘mJ~~ (9) 
where the derivatives on the right hand side are interpreted as distributions. 
This relation gives us a good handle on Ai( Thus, in dealing with a specificf 
the bulk of the work goes in showing that (7’) implies (8). This job is greatly 
simplified if one carries out the proof by induction on the number of points 
(t1 , t-2 2 ts ,...Y t +i , t,,), a > 3, making use of a useful observation: 
If the proof of (7’) -+ (8) is already done for rr - I points, then when dealing 
with rz points we can assume that the correlation matrix on the right hand side 
d (9) 
Rif = E(X(tJ X(Q) 
is a tridiagonal, i.e., matrix with vanishing entries except on the three central 
diagonals 1 i-j 1 < 1. 
Indeed, we are only concerned with showing that 
R(tJ R(t3 - tJ a.* &to - t+J = 0, 
and if we assume that 
R(tj - ti) = Rij # 0 and i+1 <j, 
we can express the left-hand side of (10) as 
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The first factor above is zero by inductive hypothesis since only n - 1 points 
are involved, and (10) is satisfied. 
This useful trick is used below without further comment. 
To conclude the proof of Theorem 1 we have to verify the implication 
(7’) + (8) in the special case when j is the characteristic function of [-I, 11. 
This verification is of independent interest, and we give it as the following. 
THEORRM 2. Let (Xl .m* X,J be a jointly gaussian family satisfying 
E(XJ = 0 EX; = 1 i z 1 **. n, n>3 
and 
Rij = E(X&) = 0 if ii-j] > l&j) # CL4, b, 11. 
Then 
vanishes if and only if the product 
vanishes. 
Proof. We will use systematically relation (9). Notice that on the right hand 
side of (9) we have RlnzO and we are dealing with a tridiagonal correlation 
matrix. 
The case of n = 3 requires only a trivial computation using (9). One gets 
that (I 1) vanishes if and only if 
I % + 42 I = I 42 - J&s 1, 
but this is equivalent to 
R12Rz3 = 0. 
For n > 3, we have for a general f 
It is not hard to see that 
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Here 
-% = -G - %&, Xn~l=X,+l-R,,-~~nX,,, Xi=Xi2<i<n-l, 
&, = 1 - Rfz, Qn-l,,+l = 1 - R;+, . 
This is pretty standard, and the reader can consult [I]. When f is the charac- 
teristic function of [-1, I] the right-hand side of (11) becomes 
PT(- 1 - & < % < 1 + JL > -1 - %-~,,s < %z-x < 1 - %~,,a , 
1 Zi 1 < I, 2 < i < TZ - I) 
- 2&(-l-&<& < 1 +&,-I +R~-~.~~~~-~~l+R~-~,~, 
1 gi 1 < 1,2 < i < n - 1). 
Here the variables (%e ,..., %,+i) h ave Q as its correlation matrix and have mean 
zero. It is clear that we are comparing the quantities 
PT(~2~I,Xn-l~j,~~i~ <1,2<i<n--I) cw 
and 
Pr(&EI,5tn-~E-J,ljtil <1,2<i<?Z-1), (13) 
with 
I= [-I - &, -1 + &I, 1 = L-1 - K,-m 9 -1 + JL,nl. 
We will see now that these two probabilities are equal only if 
WL ... R,,+, = 0. 041 
It is clear that (12) and (13) g a ree if either 1 or J reduce to a point. But then 
(14) holds. Taking 1 and J with nonempty interior, it is clear that (12) and (13) 
can agree only if 
~(~~-~~~~~~,l~~~~l,2<i<~-l)=O. (15) 
We have reduced the problem to studying the expectation value in (15). The 
correlation matrix Q is tridiagonal. 
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Set 
Ak=detQij2<&j<k+l, A0 = 1. 
It is not hard to see that the last column of the inverse of Q is 
The right-hand side in (15) can be written as 
WG . . + X,,m3) dX2 * . . dX,,-3 
x w3 . . . Xn+) dXz . . . dXnve3 . 
Notice that if any of the Ci’s vanish, we have shown that (15) vanishes. On the 
other hand we can continue in the fashion indicated above if all the Ci’s are 
nonxero. 
The vanishing of Ci is the same as the vanishing of Ri,f+l since the quantities 
Ai being principal minors of the correlation matrix R for the original Gaussian 
process X(t) are nonzero. 
Setting 
408 F. ALBERT0 GRUNBAUM 
one eventually gets 
= cnM2 J-1+R12 f2(X ) e-xz2~2u~ dX2 . 
-l-R12 
To clinch the proof we need to observe that if /z(c) is an odd function which 
is positive on the positive half axis, and one sets 
the function HJZ’) is odd, and has a constant signature on each half axis. 
The function f3 is odd and moreover has a constant signature on the negative 
half axis, and thus (16) is nonzero. 
The theorem is now proved. 
From the comments preceeding this theorem it is clear that the first result 
is now established. 
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