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We put forward a functional renormalisation group approach for the direct computation of real
time correlation functions, also applicable at finite temperature and density. We construct a general
class of regulators that preserve the space-time symmetries, and allows the computation of correla-
tion functions at complex frequencies. This includes both imaginary time and real time, and allows
in particular the use of the plethora of imaginary time results for the computation of real time
correlation functions. We also discuss real time computation on the Keldysh contour with general
spatial momentum regulators. Both set-ups give access to the general momentum and frequency
dependence of correlation functions.
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I. INTRODUCTION
Real time correlation functions and most importantly
real time propagators are the key ingredient to gain
access to dynamical observables in strongly interacting
quantum field theories. One prominent example is the
single particle spectral function that is defined via the
imaginary part of the retarded two-point function. It
comprises information about the spectrum of the the-
ory and in particular about resonances, and their fate
at finite temperature and density. Single particle spec-
tral functions also serve as an input for the calculation of
transport coefficients via Kubo formulae in an approach
put forward recently in [1, 2].
In strongly correlated regimes of the theory at hand
already imaginary time computations are quite involved.
A prominent example is QCD, where first principle ap-
proaches, both in the continuum and on the lattice,
only provide numerical access to the low-energy hadronic
regime with confinement and chiral symmetry breaking.
For example, in continuum QCD elaborated approxima-
tions, including the implementation of symmetry con-
straints, and solving techniques have been developed for
the qualitative and quantitative access to QCD correla-
tion functions [3, 4]. Moreover, in most cases correlation
functions can only be computed numerically. Then, an
analytic continuation from Euclidean (imaginary) space-
time to Minkowski space-time has to be carried out based
on numerical Euclidean data. This reconstruction of real
time correlation functions such as spectral functions us-
ing given numerical Euclidean data is usually done with
Maximum Entropy methods, Pade´ approximants or sim-
ilar reconstruction methods. However, these approaches
imply a certain bias about the continuation, require very
accurate Euclidean data, and hence represent a challeng-
ing conceptual and numerical problem.
The above reconstruction problem can only be over-
come within a direct numerical real time computation.
The most direct approach is a computation within a
real time formulation of the theory. This entails that
the nontrivial strongly correlated dynamics of the the-
ory has to be accessed within such a real time approach.
Even though possible in principle, this does not allow
to utilise directly the plethora of results obtained in Eu-
clidean space for example in the form of numerical input
data. An alternative approach that naturally extends
and utilises the Euclidean computation to real time cor-
relation functions is the extension of the former to com-
plex frequencies. In a functional approach this is, loosely
speaking, based on the computation of Euclidean mo-
mentum loops at complex external frequencies. This in-
cludes both, imaginary frequencies or Euclidean space-
time and real frequencies or Minkowski space-time. Such
an approach was put forward in the functional renormal-
isation group (FRG), [5–10], for recent work with Dyson
Schwinger equations (DSE) see [11–15].
Here we put forward a general FRG-framework appli-
cable in the presence of general regulators and for full
frequency and momentum dependencies of the correla-
tion functions. This is indispensable in situations with
nontrivial quantum, thermal and medium corrections to
the dispersion relations of the theory at hand. The lat-
ter includes a wide range of applications from condensed
matter, heavy ion collisions to quantum gravity.
More specifically we aim at calculations of the hadron
spectrum and real time observables in general within the
framework of the fQCD collaboration [16]. The fQCD
collaboration works on a quantitative first-principle ap-
proach to continuum QCD within the FRG framework,
see [3, 4] for first publications. On the one hand, the ap-
plication to quark and gluon spectral functions requires
an extension which goes beyond the widely used spatial
regulator functions. On the other hand, we aim at a
fully numerical procedure which is not tailored to spe-
cific regulator classes. It has to work for generalisations
of standard regulators with exponential decay properties
in order to make the problem numerically tractable.
A further long-term goal is the extension of imaginary
time results, such as those obtained in the fQCD frame-
work, to nonequilibrium situations. There, the dynamics
singles out the time direction in the first place. This asks
for approximation schemes and regulators that take into
account the causality constraints and conservation laws
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2at nonequilibrium. Related approximation schemes on
the basis of the 2PI approach have e.g. been discussed
in [17–19], causal (time) regulators have been introduced
in [20] on the Keldysh contour. In higher dimensions
the latter can be amended by a regulator in spatial mo-
menta in a mixed representation. In the present work we
discuss the properties of such generic spatial momentum
regularisation and results for the single particle spectral
functions.
The set-up for our approach is discussed in detail in
the first section of the paper and demonstrated using the
spectral functions in the O(N) model as an illustrative
example. The complementary second part addresses dif-
ferent approaches towards direct real time calculations,
where the complications of Euclidean or Semi-Euclidean
approaches as the ones from above due to the necessity of
performing an analytic continuation are absent. Here we
put forward the formalism for the calculation of spectral
functions in a closed time path (CTP) framework.
II. PROPAGATORS AND SINGLE PARTICLE
SPECTRAL FUNCTIONS
Real- and imaginary time propagators are limiting
cases of the two-point correlation function or propagator
with complex frequency ω ∈ C. The current framework
is based on the Euclidean imaginary time quantum field
theory and we denote ω = ωE + iωM with Euclidean fre-
quency ωE and Minkowski frequency ωM. In this section
we discuss the numerical computation of correlation func-
tions at complex frequencies from Euclidean loop inte-
grals. In the present work, we concentrate on the impor-
tant example of the single-particle spectral function, but
the formulation also applies to higher correlation func-
tions.
A. Spectral functions from Euclidean correlation
functions at complex frequencies
In the following we put forward an approach for the
analytical continuation of Euclidean correlation functions
to complex frequencies. The continuation is chosen such
that they reduce to the corresponding real time correla-
tion functions at purely imaginary frequency. The ap-
propriate continuation is discussed at the example of the
propagator.
We start by defining a propagator G(ω, ~p) for complex
frequencies ω = ωE +iωM as the uniquely defined analytic
continuation of the real time Feynman propagator GF to
complex frequencies ωM ∈ C, i.e.
G(iωM, ~p) : = −GF(ωM, ~p)
= i
∫
d4x 〈T φ(x)φ(0)〉c e−iωMx0+i~x~p , (1)
where T denotes time ordering and the subscript in-
dicates the connected two-point correlation function.
Eq. (1) also holds true at finite temperature and density.
Then the real time retarded propagator can be obtained
from
GR(p0, ~p) = − lim
→0
G(−i(p0 + i), ~p) , (2)
that is from the propagator evaluated at the complex
momentum  − ip0 with ωE =  and ωM = −p0. The
imaginary part of the retarded propagator relates directly
to the spectral function,
ρ(p) = −2 ImGR(p) , (3)
see (B6). Evaluated at Euclidean frequencies ω = 2pinT
with n ∈ Z the continuation G defined in (1) coin-
cides with the Euclidean Feynman propagator, G(ω, ~p) =
GE(ω, ~p), which is defined via
GE(ω, ~p) :=
∫ β
0
dx0
∫
d3x 〈T φ(x)φ(0)〉c ei(ωx0+~p~x) . (4)
Note that at finite temperature the Euclidean propaga-
tor (4) is only defined for discrete values ω = 2pinT with
n ∈ Z. Therefore, there is no unique analytic continu-
ation to ω ∈ C. A perfectly well-defined continuation
is defined by taking (4) for ω ∈ R on the whole real
axis which has a unique continuation to ω ∈ C. The
continuation defined in this way is a straightforward one
in a Euclidean framework, and can be applied to lattice
correlation functions in position space.
However, this continuation does not coincide with the
real time propagator at complex momenta. Moreover,
in continuum frameworks quantum corrections to cor-
relation functions are computed from loop representa-
tions in frequency and momentum space, e.g. in pertur-
bation theory and in particular in the method used in
the present work, the FRG. Then, the frequency routing
is non-unique for ω 6= 2pinT . This ambiguity can be used
to our advantage in order to define the continuation to
complex frequencies in such a way, that the difference to
real time correlation functions is easily tracked down. In-
deed, for any loop representation in frequency space the
difference can be written as a sum over residues of the
poles that depend on the external frequency, as well as
potential cuts. For the Feynman propagator this reads
GF(ωM) = −GE,cont(iωM) +
∑
poles
Res + Cuts , (5)
see (10) for an explicit one-loop example. Note that the
frequency routing can be chosen separately for each loop
in order to facilitate the computation. To sum up, the
only necessary properties for a given analytic continua-
tion of Euclidean correlation functions are (i) the equiv-
alence on the Matsubara frequencies ω = 2pinT , and (ii)
the difference to the real time correlation function is ac-
cessible, see (5). Hence, as (i) is trivially satisfied, the
3relation (5) is at the heart of a numerical computation of
the real time propagators, and in particular the spectral
function.
Thus, the key step is the computation of G(−iω, ~p) at
complex frequencies ω ∈ C from the Euclidean propaga-
tor GE,cont(ω, ~p). The latter is directly accessible in the
present FRG framework. The difference is entailed in (5),
and the pole positions and the corresponding residues can
also be computed numerically.
The numerical FRG-computation of the propagator
GE,cont(ω, ~p) is facilitated by the fact, that all FRG-
relations for correlation functions are one-loop exact.
This is very amiable for computations at complex ex-
ternal frequency, as one only has to numerically follow
poles and cuts at one loop. It also allows to discuss the
important properties of such a procedure already at the
perturbative one-loop example with classical propagators
and vertices. The additional pole and cut structures aris-
ing from the introduction of momentum- and frequency-
dependent regulators are then discussed in a second step.
Hence, we first consider the one-loop correction to the
Euclidean propagator ∆Γ(2) that arises from a loop di-
agram with three-point vertices Γ(3). The latter are as-
sumed to be momentum-independent, and we allow for
two different propagators G1 and G2, corresponding to
masses m1 and m2 respectively. This already encom-
passes the important case of loops with radial modes σ
and (pseudo-) Goldstone modes ~pi. In low-energy effec-
tive theories of QCD these stand for the lowest scalar-
pseudo-scalar meson multiplet, the sigma meson and the
pions. The corresponding one-loop contribution for Eu-
clidean external frequencies reads
∆Γ
(2)
E,cont(p) =[Γ
(3)]2
∫∑
q
G1(q)G2(p+ q)
=[Γ(3)]2
∫∑
q
1
q20 + (
1
q)
2
1
(q0 + p0)2 + (2q+p)
2
,
(6)
with constant classical vertex Γ(3) and the quasiparticle
energies
iq =
√
~q2 +m2i . (7)
In (6) and in the following we use the shorthand notations∫
q
≡
∫
d4q
(2pi)4
,
∫∑
q
≡ T
∑
q0
∫
d3q
(2pi)3
,
∫
~q
≡
∫
d3q
(2pi)3
.
(8)
In (6) we have chosen the frequency routing in the di-
agram such that one of the propagators, G1, only de-
pends on the loop frequency q0 = 2pinT with n ∈ Z. For
external Matsubara frequencies p0 = 2pinT this agrees
with the routing G1(q−p)G2(q) and other routings that
are obtained by shifts with Matsubara frequencies. For
p0 6= 2pinT all these choices are different. Moreover, the
analytic continuation specified with the frequency rout-
ing in (6) does not coincide with (4) for p0 6= 2pinT with
n ∈ Z. This also holds for any other frequency routing.
In the present perturbative one-loop example the above
frequency routing is very ad hoc as there is not even a
selection criterion for choosing G1(q) instead of G2(q). In
the functional renormalisation group approach diagrams
such as (6) are hit by derivatives w.r.t. the infrared cut-
off scale that only act on the propagators, see (18). For
diagrams with n propagators this leads to n diagrams
instead of one, and singles out exactly one propagator in
each of these diagrams. This provides the selection crite-
rion which makes the above frequency routing uniquely
defined. Importantly, this specific routing also simplifies
the numerics.
Evidently (6) satisfies the first of the two properties of
an analytic continuation defined below (5), it agrees with
the Euclidean result for external Matsubara frequencies.
As argued above, it is also uniquely defined, at least in the
functional renormalisation group approach. This is an
important prerequisite for the second property, access to
the difference between the real time correlation functions
and the specific analytic continuation of the Euclidean
ones. This requires a discussion of the pole structure of
(6). With the bosonic thermal distribution
n(ωM) =
1
eβωM − 1 , (9)
for Minkowski frequencies we can rewrite (6) in terms of
a contour integral surrounding the Euclidean axis. The
Matsubara frequencies are then the positions of the poles
at ωE = 2pinT with n ∈ Z. For Euclidean frequencies
p0 ∈ R the integral is easily performed and we arrive at
∆Γ
(2)
E,cont(p)
=
[Γ(3)]2
2i
∑
±
∫
~q
(
Res
±i1q
[G1G2] ·
[
1 + 2n(∓1q)
]
+ Res
−p0±i2q+p
[G1G2] ·
[
1 + 2n(−ip0 ∓ 2q+p)
])
. (10)
The expression Resr0 [G1G2] in (10) denotes the residue of
the integrand G1(q)G2(p + q) at q0 = r0. Coming back
to the discussion which lead to (5), to obtain the con-
tribution one requires the proper analytic continuation
of (10) to imaginary momenta, which is not uniquely de-
fined at finite temperatures, where the propagator is only
given at discrete Matsubara frequencies. Then, the addi-
tional requirement of appropriate analyticity conditions
[21] singles out a unique continuation. This ambiguity is
already visible in (10), where the omission of the external
momentum in the argument of the second distribution
function leads to a different continuation which coincides
with (10) for p0 ∈ 2piZ. The desired continuation to ob-
tain the retarded correlation function can be determined
within a real time formalism such as the closed time path
4FIG. 1. Pole structure for the one-loop calculation at T = 0.
formalism discussed below. Here the real time result is
given by (10) omitting the external momentum in the ar-
gument of the distribution function. This result coincides
with that obtained from the standard continuation pro-
cedure in the imaginary time formalism [22, 23], where
the periodicity of the distribution functions for Euclidean
external momenta is exploited before the analytic contin-
uation is performed.
In the present example the difference between the two
continuation procedures only consists of residues of poles
and no cuts. Explicitly it is given by
∆Γ(2)res (ω, ~p; ) ≡ ∆Γ(2)E,cont(ω, ~p; )−∆Γ(2)R (ω, ~p; )
=(−i)[Γ(3)]2
∫
~q
∑
±
Res
−p0±i2q+p
G1G2
∣∣∣∣∣
p0→−i(ω+i)
× (n(−ω + i∓ 2q+p)− n(∓2q+p)) . (11)
In particular, for vanishing temperature, T → 0, where
n(z)→ −Θ(−Re z), we have
n(−ω + i∓ q+p)− n(∓q+p)→ ±Θ(∓ω − q+p) .
(12)
This implies in particular that at vanishing temperature
both results agree for small Minkowski external momenta
|ω| < m2. This is simple to understand from the pole
structure shown in Fig. 1. At zero temperature the dif-
ference between the two results is just given by the con-
tribution of the circled pole in Fig. 1, which enters the
upper/lower half plane for |ω| > m2. However, even at
nonvanishing temperature the desired Γ
(2)
R (ω, ~p) can be
computed entirely numerically via
Γ
(2)
R (ω, ~p) = − lim→0
(
Γ
(2)
E,cont(ω, ~p; )−∆Γ(2)res (ω, ~p; )
)
.
(13)
The calculation of Γ
(2)
E,cont involves a straightforward Eu-
clidean integration/ Matsubara sum. The difference
∆Γ(2)res (ω, ~p; ) is calculable given the residues of the inte-
grand, that can be determined numerically. The advan-
tage of such a procedure is that given appropriate regu-
lator functions such as the ones discussed in the next sec-
tion, the momentum integration/Matsubara summation
can be carried out as before; it only remains to trace poles
of the propagators and calculate corresponding residues
in order to obtain the full real time result.
B. General-purpose regulators for complex
momenta
The previous section gave us a very clear picture of how
to treat the poles of the Euclidean propagator in order
to obtain the retarded real time correlation function. In
the present work we aim at evaluating spectral functions
in the framework of the FRG. There, an infrared cutoff is
introduced by means of a momentum- and/or frequency-
dependent modification of the classical kinetic term. For
the simple example of a real scalar theory this entails∫
p
φ(p)p2φ(−p)→
∫
p
φ(p)
(
p2 +Rk(p0, ~p)
)
φ(−p) . (14)
For low spatial momenta/frequencies the cutoff function
Rk(p/k → 0) ≈ k2 acts as a mass term. In turn,
Rk(p/k → ∞) → 0 ensures that the ultraviolet is un-
changed. Lowering the infrared cutoff scale k leads to
a successive integration of the momentum and/or fre-
quency fluctuations at about the cutoff scale. The scale
dependence of the effective action Γk[φ] of the theory at
hand is governed by the Wetterich equation [24],
∂tΓk[φ¯] =
1
2
TrG[φ¯] ∂tRk , t = log k/Λ , (15)
with the propagator G[φ¯] defined in (4) in the presence
of a general background. In terms of the effective action
it reads
G[φ¯] =
1
Γ
(2)
k [φ¯] +Rk
. (16)
In (15) we have also introduced some reference scale Λ,
usually being the UV scale, where the flow is initialised.
In the present work we shall discuss the case of general
correlation functions at the example of the propagator.
Its flow, or rather that of Γ
(2)
k is derived from (15) by
taking the second derivative w.r.t. φ. The corresponding
diagrams are directly linked to the one-loop diagrams in
the last section. This is seen by rewriting (15) as
∂tΓk[φ¯] =
1
2
Tr ∂t|Γ(n)k ln
(
Γ
(2)
k [φ¯] +Rk
)
. (17)
φ-derivatives commute with the partial t-derivatives and
hence the flows of n-point functions take the form of
partial t-derivatives of the corresponding one-loop dia-
grams with full propagators and vertices. The partial
t-derivative only hits the Rk dependence of the propaga-
tors with
∂t|Γ(n)k G = ∂˜tG = −GR˙kG , with R˙k = ∂tRk , (18)
5where we have introduced the notation ∂˜t for the par-
tial t-derivatives at fixed Γ
(n)
k . The flow of correlation
functions, ∂tΓ
(n), is derived from (15) by taking the nth
derivative w.r.t. the fields. With
δ
δφ
G = −GΓ(3)G , δ
δφ
Γ(m) = Γ(m+1) , (19)
this leads to a sum of general one loop diagrams in full
vertices and propagators for the flows ∂tΓ
(n). However,
in each diagram one of the lines is given by GR˙kG. As
already discussed in the last section, this allows us to
define a unique analytic continuation procedure in fre-
quency space as follows: In each diagram contributing to
the flow of a given correlation function Γ
(n)
k we choose the
frequency routing such that GR˙kG(q) has the Euclidean
loop frequency q0. This entails that we only have to dis-
cuss the poles of the propagator G(q+
∑
pi) itself as the
frequency argument of GR˙kG(q) is Euclidean. It even
only takes values on the Matsubara frequencies. Here
pi are the external four-momenta with possibly complex
frequencies (p0)i. Note that the general analysis also in-
cludes the poles of the vertices, the analysis of which will
be published elsewhere.
Accordingly, the pole analysis of the propagator poles
of the previous Section II A carries over to the present
case. However, the infrared regulator function changes
the pole (and cut) structure discussed above in Sec-
tion II A:
First of all, the regulator necessarily triggers cutoff-
dependent shifts of the location of the poles evaluated
in Section II A. This also extends to possible cuts in the
complex plane, see [11, 13–15] for an extensive discussion,
that have not been discussed in Section II A. However,
if these k-dependent cuts are present for the one-loop
diagrams in full propagators and vertices, the partial t-
derivative converts them into poles. The cuts are rein-
stated within the k-integration due to the k-propagation
of the poles. The propagation of the latter has to be
followed anyway, and cuts pose no further problem. Sec-
ondly, in the case of frequency-dependent regulators fur-
ther, unphysical poles are generated by the regulator it-
self.
In summary this leaves us with two options: We avoid
the unphysical regulator poles with a regulator that only
depends on spatial momenta. However, this comes at
the price of a breaking Euclidean and Minkowski symme-
try. The second option is to use space-time symmetry-
preserving regulator functions, that are functions of the
four-momentum squared. Then, the regulator poles can-
not be avoided.
Here, we are particularly interested in the case of
symmetry-preserving regulator functions in contradis-
tinction to the predominantly used spatial regulator func-
tions in first applications towards a direct computa-
tion of real time correlation functions. Such symmetry-
preserving regulator functions are an indispensable pre-
requisite for studies of complex systems involving non-
trivial momentum and frequency dependencies, see e.g.
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FIG. 2. Poles of the regularised propagator in the complex
x = (p20 + ~p
2)/k2-plane for m2 = 0 and a double exponential
regulator. The parabola represents the boundary of accessible
momenta for p0,max/k = 1/2.
[3] for a possible application in QCD. Moreover, most
approximation schemes in use within FRG applications
are built on momentum locality: they do not take into
account the full momentum dependence of all correlation
functions at finite order of the expansion scheme. This
applies in particular to the LPA-type expansion used
here. Such expansions asks for regulators that minimise
the momentum transfer in the flow diagrams, see [25].
Regulators that minimise the momentum transfer in
the diagrams necessarily need a rapid decay with fre-
quency and spatial momenta. Such a rapid decay is
directly linked to the occurrence of a large number of
unphysical poles, in the case of the numerically well-
tractable exponential decay one has to deal with a whole
series of poles in the complex plane. In Fig. 2 we show the
propagator (16) in the presence of a double exponential
regulator,
Rk(p
2) = p2r(p2/k2) , r(x) =
x
ex2 − 1 , (20)
and Γ
(2)
k → p2 for the sake of simplicity. Eq. (20) is a
specific case of a general class of regulators with expo-
nential decay introduced later, see (23). Fig. 2 shows an
infinite number of additional regulator poles. Note that
in the present massless case the poles remain fixed in
the dimensionless x = (p20 + ~p
2)/k2-plane, for the general
analysis see App. A 3.
As additional regulator poles at finite k turn out to be
unavoidable, the following observation is helpful: The
calculation of spectral functions ρ(ω, ~p) with external
frequencies |ω| < p0,max utilises propagators in a strip
Sp0,max with |Im q0| < p0,max around the real axis in the
complex q0-plane as input. Therefore one requires regu-
lator functions which vanish in the strip as k → 0,
lim
k→0
Rk(q + ip)→ 0 for q ∈ R and |p0| < p0,max , (21)
6-3
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FIG. 3. Physical (on the negative real axis) and regulator
poles in the complex x = (p20 + ~p
2)/k2 plane for different
values of M2 = (m2 − ∆m2r)/k2, see App. A 3 for details.
The black(grey) parabola represents the boundary of Sp0,max
for ∆mr/k = 0 (∆mr/k = 1/2) for p0,max/k = 1/2.
where here and in the following we use the shorthand
notation q + ip for (q0 + ip0, ~q + ~p). Note that the most
desirable regulator function would preserve space-time
symmetries but show at most physical poles at finite
RG scales k. The restriction to external frequencies in
Sp0,max restricts the accessible momenta to a parabola in
the complex x = (p20 + ~p
2)/k2-plane, see Fig. 2.
The calculation of Minkowski correlation functions
from the Euclidean ones requires the integration along
deformed contours in the complex q0 plane. Hence, on
the one hand we need analytic regulator functions in or-
der to be able to apply analyticity arguments. On the
other hand we aim for regulator functions which at finite
RG-scales k introduce as few additional poles in the strip
as possible.
Here, we construct regulator functions that do not lead
to any additional regulator poles in addition to the phys-
ical poles in the strip Sp0,max at finite k. There are vari-
ous ways of implementing these constraints, and we have
evaluated many of them. Some of them, including the en-
suing symmetry and analyticity constraints are discussed
in App. A for the benefit of the reader.
Here we put forward a specific construction that has
turned out to be the most flexible and stable one for our
purposes. The central idea is to introduce an artificial
mass term ∆m2r also in the regulator shape function r,
which moves the additional regulator poles outside the
strip. Explicitly, we only discuss the very convenient
class of regulators that are also used in the subsequent
numerical implementation,
Rk;∆m2r (p
2)=
(
∆Γ
(2)
k (p
2)|φ=φ0 + ∆m2r
)
r
(
p2 + ∆m2r
k2
)
,
(22)
The regulator introduced in (22) is proportional to
the momentum-dependent part ∆Γ
(2)
k (p
2) = Γ
(2)
k (p
2) −
 0
 0.05
 0.1
 0.15
 0.2
 0.25
 0.3
 0.35
 0.4
 0  0.2  0.4  0.6  0.8  1
∆m
r2
/Λ
UV
2
k/ΛUV
∆mr
2(k)
1st pole (M2=-1.5)
2nd pole (M2=-1.5)
3rd pole (M2=-1.5)
4th pole (M2=-1.5)
5th pole (M2=-1.5)
FIG. 4. Constraints on ∆m2r(k) from avoiding additional
poles in the parabolic region as obtained from (A11) here
for p0,max = 0.33 ΛUV and a double exponential regulator
(m = 2). The solid red line shows our parameterisation
∆m2r(k) = α|p0,max|2(1 + (βk/|p0,max|)n)−1 for α = 2.38,
β = 0.47 and n = 20, see App. A 3 for details.
Γ
(2)
k (0) of the inverse propagator. We want to stress at
this point that the described procedure to avoid artificial
regulator poles is of general nature and can be applied
not only to regulators of the form (22) with general shape
functions but to arbitrary regulators that work for real
momenta.
Fig. 3 shows the pole structure of the propagator in the
presence of a finite ∆mr-parameter and different mass
parameters m2, see App. A 3 for a detailed discussion.
The main effect of the latter is to shift the parabolic
region of accessible momenta to the right whereas the
location of the poles is only shifted slightly. This anal-
ysis implies that it is always possible to avoid regulator
poles in Sp0,max by choosing an appropriately large ∆m2r
at every scale. This implies in particular that one can
start with a vanishing ∆m2r in the UV for k → ΛUV with
ΛUV  physical scales, where the regulator poles are still
far outside the strip.
For our explicit computations we further restrict (22)
to a general class of exponential decay regulators with
r(x) =
xm−1
exm − 1 . (23)
Fig. 4 shows the constraints arising from avoiding the
first few propagator poles in the complex plane for the
regulator with m = 2 in (23) in units of ΛUV. These poles
can obviously be avoided by a k dependence of ∆m2r in
the form of a smooth theta function with appropriately
chosen parameters, see App. A 3 for details.
The inclusion of ∆m2r leads to a substantial modifica-
tion of the regulator’s effective cutoff scale [25, 26] com-
pared to the RG-scale k. In particular there is an expo-
nential drop of the physical cutoff scale keff with ∆m
2
r in
the regime k2 . ∆m2r, see Fig. 5 and App. A 5 for a de-
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r(0) = 0.5, here for the
same parameter set as in Fig. 4.
tailed discussion. We conclude ∆m2r(k) should be chosen
as small as possible for several reasons.
Firstly we would like to keep the comparability to the
standard regulator case with ∆m2r = 0, hence allowing
for direct access to the plethora of results obtained there.
While this merely is convenient, we encounter a more
severe constraint in theories with several different field
modes with different mass scales. There, the exponen-
tial drop of the physical cutoff scales keff relative to the
cutoff parameter k causes the momentum fluctuations of
the respective fields to quickly disentangle in the regime
∆m2r . k2 for at least one of the modes. In other words,
in this regime, the flow integrates out momentum and fre-
quency modes of the different fields at potentially vastly
different momentum scales. This either asks for approx-
imation schemes that are amiable for a large momentum
transfer or a very accurate determination of the relative
physical cutoff scales keff.
In principle, both properties can be adjusted for. For
example, a vertex expansion keeping the full momentum
dependence of the correlation functions has been put for-
ward in [3] for QCD. However, the computational effort
is relatively large and we aim at an approach working
for general approximation schemes. Appropriately de-
fined effective cutoff scales can be used to adjust relative
cutoff scales to keep the momentum transfer small in the
first place. This allows using simpler truncations without
considering the full momentum dependence.
The accurate determination of the relative physical
cutoff scale is the subject of App. A 5 and of ongoing
work. In any case, the problem of a potential momen-
tum transfer is minimised by minimising ∆m2r. There-
fore, one should for example refrain from using a diver-
gent ∆m2r(k) as k → 0, that would in principle allow for
arbitrarily large Minkowski frequencies.
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FIG. 6. Minimum of the effective potential and effective cutoff
scales keff(ΛUV) in dependence of ∆mr obtained by varying
p0,max for fixed parameter values α = 2.38, β = 0.47 and
n = 20 in (A6). The dashed vertical line denotes the value
for ∆mr/ΛUV, where keff;R=∆Γ(2)(ΛUV) deviates more than
1% from ΛUV. For comparison, the value p0,max = 300 MeV
used in the calculation of the spectral functions corresponds
to a value ∆mr/ΛUV ≈ 0.51.
C. Application to the O(N) model
The approach to FRG computations of correlation
functions at complex frequencies can now readily be
applied to general theories including fermionic fields.
No further conceptual or technical problems have to be
solved. Note also that the current set-up is also appli-
cable at finite chemical potential. In a Euclidean ap-
proach the latter technically is nothing but an imaginary
frequency in all correlation functions. Applications to
single spectral functions in QCD and low-energy effec-
tive models of QCD at vanishing and finite temperature
and density are under way. Apart from providing inter-
esting physics information about the decay and forma-
tion of resonances, they serve as input in the direct real
time computation of transport coefficients within the ap-
proach put forward in [1, 2], see also [27–30] for recent
effective model calculations. Respective results will be
presented elsewhere.
Here we illustrate the power of the present approach for
numerical computations with the calculation of spectral
functions in the O(N) model at vanishing temperature
in the local potential approximation (LPA). The O(N)-
model is a simple model for the mesonic low-energy dy-
namics. It is well-known that, despite its formal simplic-
ity, the solution of the O(N) model in LPA is numerically
far more involved than related quark-meson or NJL-type
models in LPA-type approximations. This is related to
the dominance of fermionic short-range fluctuations in
the latter class of models, as compared to the dominance
of pion long-range fluctuations in the former. Note that
in advanced approximations beyond LPA all models have
to face the numerical subtleties mentioned above. It is
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FIG. 7. Spectral functions of the O(N) model at vanishing
temperature using a 4d regulator function for  = 0.1 MeV.
this fact which makes the O(N)-model in LPA the ideal
test case.
In LPA we take into account the full, scale depen-
dence in the effective potential, the effective action eval-
uated at constant background fields, divided by the four-
dimensional volume V,
Vk(φ) =
1
V Γk[φ] , with V =
∫
d4x . (24)
In the LPA, the effective potential is computed from its
flow with the Ansatz
Γk[φ] =
∫
x
[
1
2
(∂xφi)
2 + Vk(φ
2)
]
, (25)
which gives a closed flow equation for Vk. Then the
momentum- and complex-frequency-dependent flow of
the propagator is computed with the vertices V
(3)
k , V
(4)
k
taken from the scale-dependent effective potential in the
LPA approximation, see App. A 4. This can be seen as
the first iterative step in the computation of the fully self-
consistent computation of effective potential and propa-
gator as put forward in [31]. It has been shown there
that the procedure converges rapidly and that in par-
ticular the momentum and frequency dependence of the
propagator is already well approximated by the first it-
eration. The implementation follows App. A 4 and rep-
resents a generalisation of [8] to the case of symmetry-
preserving 4d regulator functions. Here we employ a Tay-
lor expansion at a fixed expansion point [32] at a UV
cutoff scale ΛUV = 900 MeV using an exponential regu-
lator with m = 2 with parameters α = 2.38, β = 0.47
and n = 20 in Eq. (A7) and map out the pion and the
sigma meson spectral functions up to external real fre-
quencies ω ≤ p0,max = 300 MeV, keeping a small but
finite imaginary frequency  = 0.1 MeV. The UV param-
eters were tuned to yield physical parameters fpi = 93.6
MeV, mpi = 137 MeV and mσ = 425 MeV in the IR.
As a first step we demonstrate the independence of the
results of the chosen maximal value of ∆m2r. This is illus-
trated in Fig. 6, where we show the impact of increasing
∆m2r on the minimum of the effective potential, which
was tuned to physical values for a standard regulator with
∆m2r = 0. Here the crucial question is in how far the UV
propagator is modified by the ∆m2r-regulator compared
to the standard regulator. This can be quantified by
considering effective initial cutoff scales Λeff = keff(ΛUV)
as a function ∆mr/ΛUV. As soon as Λeff starts to de-
viate significantly from ΛUV the results at k = 0 are
changed. As shown in Fig. 6 for ∆mr/ΛUV & 0.65 this
deviation exceeds 1%. The larger deviations in the min-
imum of the effective potential beyond this value can be
understood on the level of the effective cutoff scale. For
∆mr/ΛUV & 0.65 the effective initial scale Λeff is lowered.
In other words, then we initialise the flow at an effective
lower scale Λeff < ΛUV with the same amount of symme-
try breaking as initialised at ΛUV for the reference flow
at mr = 0. On the other hand, the effective cutoff scale
does not capture all effects of ∆m2r on the momentum-
dependent propagator at the UV scale. For example at
∆mr/ΛUV = 0.61, the respective propagator deviates by
1% from its counterpart at ∆m2r = 0 in the intermedi-
ate momentum regime, whereas the effective initial scales
differ only by 0.3%.
The expansion of the effective potential about the IR-
minimum of the effective potential similar to the expan-
sion on a grid in field space, allows a direct computation
of the two-point function at the minimum of the potential
where exactly these couplings enter, which avoids having
to expand both the potential and the two-point function
about a scale-dependent minimum [8]. The flow equa-
tions for the two-point functions are then subsequently
solved applying Eq. (13) by tracking the physical poles
of the propagators in every k-step. The resulting spec-
tral function is shown as a function of frequency in Fig. 7
for frequencies ω + i and  = 0.1 MeV. The clear peak
in the pion spectral function singles out the pole mass
of the pion mpi,pol, while the sigma shows the threshold
of the σ → pipi decay. Both structures get sharp in the
limit → 0, more details and a quantitative comparison
to earlier results obtained using a spatial flat regulator
function [8] are provided in Sec. III B.
In Fig. 7 the spectral functions are evaluated at van-
ishing spatial momentum p = |~p| = 0. In our fully nu-
merical procedure the extension to finite external spatial
momentum represents only a minor complication as it
only requires to evaluate an additional angular integra-
tion. The additional numerical costs are negligible, and
the resulting spectral functions are shown in Fig. 8. For
the pion spectral function the ridge follows the mass shell
relation ω2 = m2pi,pol +~p
2, while the σ → pipi threshold fol-
lows the relation ω2 = 4m2pi + ~p
2. The appearance of the
curvature mass mpi in the threshold relates to the missing
completion of the iteration defined in [31] that yields the
full frequency and momentum dependence of the propa-
gators. In the fully iterated result we have m2pi → m2pi,pol.
9(a) Pion spectral function. (b) Sigma spectral function.
FIG. 8. Mesonic spectral functions at vanishing temperature as a function of external frequency ω and momentum |~p| obtained
using a 4d regulator function for  = 0.1 MeV. .
For similar results within the quark-meson model and a
spatial regulator function see [10].
We emphasise that 4d regulators are particularly bene-
ficial for imaginary time computations with full frequency
and momentum dependencies at finite temperature, see
[33, 34]. To see this it is illustrative to consider stan-
dard one loop Matsubara sums. These can be performed
analytically and give rise to the well-known thermal sup-
pression factors exp{−mgap(p)/(2T )} in the presence of
a mass gap mgap(p). This has the additional benefit of
a further UV regularisation of the spatial momentum
integrations. In turn, a numerical computation of the
corresponding Matsubara sums and spatial momentum
integrals faces a combined numerical accuracy problem.
Firstly, the exponential decay may involve large explicit
sums of Matsubara frequencies before the spatial integra-
tion is performed. Reversing the order of numerical sum
and integration leads to the requirement of an exponen-
tial accuracy of the momentum integration. In either way
the numerical costs rise drastically in comparison to the
vanishing temperature case. This applies in particular to
the interesting transition region of mgap(p) ≈ T .
With 4d regulators with rapid decay the above finite
temperature problem is cured, and we only have to ex-
plicitly sum over a relatively small number of Matsub-
ara frequencies. Related results on finite temperature
spectral functions will be presented elsewhere. This is
particularly relevant when considering the high accuracy
requirements to obtain the imaginary part of the propa-
gator when using a spatial regulator, which leads to sig-
nificantly larger numerical costs.
III. SPECTRAL FUNCTION FROM THE REAL
TIME FORMALISM
As a complementary second approach we discuss the
direct calculation of spectral functions in a real time for-
malism [22, 23, 35, 36]. Real time applications of the
Functional RG were considered e.g. in [20, 37–52], for
a recent review see also [53]. Recent practical applica-
tions use spatial regulator functions [48, 52]. Here we
present the formalism required for the application of the
real time formalism to the calculation of spectral func-
tion as starting point for future studies. This is not only
interesting for the equilibrium case discussed here but,
as mentioned in the introduction, also the appropriate
formalism for applications in nonequilibrium [53, 54].
In order to preserve Lorentz invariance one would like
to consider regulator functions which just depend on the
Lorentz scalar p2 = −p20 + ~p2. In this case the inte-
grand is just a function of p2 and we can rewrite the
momentum integration as a three-dimensional integra-
tion perpendicular to the mass-shell which is regularised
and a one-dimensional integration along the mass-shell
which is not regularised as the Lorentz-invariant regula-
tor functions remain constant there. In order to achieve
a regularisation on the mass-shell one is lead to consider
regulator functions that break Lorentz invariance, to wit
Rk(p0, ~p) = Rk(p
2)
(
r0(p
2
0/k
2) + rs(~p
2/k2)
)
. (26)
The regulator in (26) is proportional to a Lorentz-
invariant part Rk(p
2), which provides a regularisation
of off-shell fluctuations. A further factor is an energy or
spatial momentum cutoff function which provides a reg-
ularisation on the mass shell. Alternatively one can em-
ploy just a Lorentz-invariant regulator Rk(p
2) but then
one has to carry out principle value integrations on the
mass shell which requires knowledge about the position of
the poles. Moreover, an accurate treatment of poles close
to the Minkowski axis is required. This will be discussed
elsewhere.
Regulators that also regularise frequencies and allow
for straightforward real time computations, in the sense
of no poles close to the real frequency axis, are necessarily
complex, for example
Rk(p0, ~p; a) = (1 + i a)Rk(p0, ~p) . (27)
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FIG. 9. Keldysh contour with forward and backward direc-
tions. The fields φ+ live on the forward part of the contour
C+, the fields φ− live on the backward part C−.
The regulators in (27) have the additional advantage that
for a > 0 and Rk(p0, ~p) > 0,∀p0, ~p they automatically
define Feynman propagators. Such regulators have a very
clear physical interpretation as they introduce a finite
width for all propagators. However, they lead to complex
flows and introduce the necessity of an (additional) fine-
tuning in order to remove unwanted complex parts of the
effective action at k = 0. Note also that they necessarily
introduce additional poles that do not permit for simple
analytic continuations of imaginary time results.
As a specific and simplest example we will focus in
the following on applications involving purely spatial
and in particular spatial flat regulator functions. In
the classification from Eq. (26) spatial regulator func-
tions correspond to the choice Rk(p
2) ≡ k2, r0 ≡ 0
and rs(x) = xr(x) for some generic shape function r.
Such regulators also do not introduce additional poles
to the complex plane of real and imaginary frequencies,
and hence allow for a straightforward analytic continu-
ation. For the calculation of spectral functions in the
LPA, the real time procedure can be shown to be equiv-
alent to the imaginary time procedure, but leads to a
particularly convenient representation for numerical ap-
plications. With regard to the inclusion of general fre-
quency dependencies the real time formalism is however
the more flexible choice.
A. Closed time path FRG-approach
The closed time path (CTP) approach is based on the
formulation of the theory on the Keldysh contour, see
Fig. 9. For a scalar O(N)-theory, the field content is
then doubled in φ+ and φ−, living on the forward, C+,
and backward part, C−, of the contour respectively. The
action reads
S[φ+, φ−] = S[φ+]− S[φ−] , S[φ±] =
∫
C±
L(φ±) ,
(28)
where x± live on the forward/backward time contour re-
spectively,
∫
C± =
∫
d4x±, and the relative minus sign
accounts for the direction of x± on the contour shown in
Fig. 9. Naturally, also the regulator term has two parts,
regularising the φ+ and φ− terms,
i
2
∫
x+
φ+R
+
k φ+ +
i
2
∫
x−
φ−R−k φ− . (29)
Eq. (29) can be generalised to regulators with mixed
terms connecting φ+ and φ−. Though potentially ad-
vantageous for technical reasons, such a procedure po-
tentially spoils causality. The CTP flow equation then
takes the form [20, 40, 42, 53]
∂tΓk[φ+, φ−] =
i
2
TrG++∂tR
+
k +
i
2
TrG−−∂tR−k , (30)
where iG++ and iG−− are the ++ and −− components
of the propagator. In thermal equilibrium the propaga-
tors can be parameterised solely in terms of the spectral
function, see App. B 1 and App. B 2 for details.
In order to make use of the plethora of explicit resum-
mations and structural results in perturbative thermal
field theory, it is advantageous to rewrite the flow equa-
tion in terms of partial t-derivatives at fixed Γ
(n)
k of the
corresponding one loop diagrams (with full propagators
and vertices) as already done in Section II B for the imag-
inary time formulation.
Moreover, the flow equation (30) includes the flow of
both parts of the contour. Hence it vanishes identically
for φ+ = φ− = φ, R+k = −R−k , and ±-symmetric initial
conditions ΓΛ[φ+, φ−] = −ΓΛ[φ−, φ+]. A specific sub-
class of ±-symmetric initial conditions is given by
ΓΛ[φ+, φ−] = ΓΛ[φ+]− ΓΛ[φ−] , (31)
and includes the classical action (28). Taking a φ+- or
φ−-derivative breaks the ±-symmetry and gives access
to all correlation functions. This procedure yields for a
φ+-derivative
∂φ+∂tΓk =
i
2
∂˜tTr
(
GabΓ
(3)
ba+
)
, (32)
for the canonical choice R+k = −R−k = Rk and a, b = ±.
The t-derivative at fixed Γ
(n)
k , ∂˜t, only hits the propaga-
tor, see (18). For the LPA-based computation of spectral
functions as discussed in the previous Section II C we
have to solve the flow equation for the effective poten-
tial. In analogy to (24) it is defined as
Vk(φ+, φ−) =
1
V Γk[φ+, φ−] , (33)
with the space-time volume V. The LPA approxima-
tion at imaginary time (25) trivially extends to the CPT-
formulation at real time as
Γk[φ] =
∑
±
(±)
∫
x±
[
1
2
(∂xφ±)2 + Vk(φ±)
]
, (34)
with the single field effective potential Vk(φ) with
Vk(φ+, φ−) = Vk(φ+) − Vk(φ−). Then, the flow equa-
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tion for the effective potential Vk(φ) reads,
∂φV˙k(φ) = ∂φ+ V˙k(φ+, φ−)
∣∣∣
φ±=φ
=− 1
2
∂˜tTr
(
ImG++Γ
(3)
+++
)
. (35)
In the LPA the spectral function is given by a delta func-
tion. In the simplest case of a spatial regulator function,
i.e. for Rk(p
2) ≡ k2, r0 ≡ 0 and rs(x) = xr(x) in (26),
which we will consider in the following, the frequency in-
tegration can be trivially performed. As expected, the
flow equation for a spatial regulator function in the CTP
formalism coincides with the flow equation for the effec-
tive potential derived in the imaginary time formalism,
see App. B 3 for details.
To determine the spectral function or correspondingly
real and imaginary parts of the retarded propagator, it
is sufficient to derive flow equations for particular com-
ponents, Re Γ
(2)
++ and Γ
(2)
+−, of the inverse propagator, see
App. B 1 for details. Again we consider the O(N) model
as simplest application where the flow equations for the
real and imaginary parts of the retarded two-point func-
tions are given explicitly by (B34) together with (B4).
For the case of momentum-independent vertices, these
equations are formulated in terms of t˜-derivatives of the
loop integrals
J¯Reji (p) =
1
2
∫
q
ImGj++(q + p) ReG
i
++(q)
+
1
2
∫
q
ReGj++(q + p) ImG
i
++(q)
J¯ Imji (p) =−
1
2
sign(p0)
2n(p0)
∫
q
Gj+−(q + p)G
i
−+(q) . (36)
In the LPA approximation, i.e. inserting delta functions
for the spectral functions in the involved propagators,
these take the form of the well-known one-loop expres-
sions in the real time formalism [23] and are given explic-
itly in (B31) and (B33).
As discussed in detail in App. B 5, the simplest way
towards deriving explicit flow equations for a spatial flat
regulator function is to insert the regulator at this point
and to evaluate the t˜-derivative afterwards by exploiting
the fact that it only acts on the explicit k dependence in
iq but not on mass term. In this way one derives explicit
flow equations, which have a particularly simple structure
for the imaginary part, see (B39). The corresponding
flow equation shows delta functions in k. Therefore no
numerical integration has to be carried out to evaluate
the flow, see App. B 5, which is particularly convenient
for numerical purposes.
Despite its different appearance the flow equations for
the retarded correlation functions can be shown to be for-
mally equivalent to those derived starting from an imag-
inary time formalism [6–10], see App. B 6. This reflects
nothing but the equivalence of real time and imaginary
time formalisms for the specific example of the evaluation
of one-loop diagrams [23, 55]. Here the real time formal-
ism lead to a representation where the → 0 limit in the
transition from the Euclidean two-point function evalu-
ated at complex external momentum and the retarded
two-point function, see (2), is already taken. Such a for-
mulation avoids high numerical costs for the evaluation
of the flow equation in particular at finite temperature
and density, see the discussion from above. From our
point of view the real time approach is the preferable
formalism to use for applications with spatial regulator
functions, in particular with regard to the inclusion of
further frequency dependencies in the flow.
We close with the remark that the above strategy can
also be applied to covariant regulators. They have the
advantage of full Lorentz invariance but additional care
has to be taken concerning regulator poles close to the
Minkowski axis as well as the numerical investigation of
principle value integrals. While the former problem is
resolved within the class of regulators defined in Sec. II B,
the practical implementation of the latter requires special
attention and will be discussed elsewhere.
B. Application to the O(N) model
Fig. 10 shows the numerical result obtained by inte-
grating the flow equations B34 using a set-up similar to
the one described in App. A 4. To ensure comparability
of both results the UV parameters were chosen to yield
the same physical parameters in the IR as in Sec. II C.
In particular we compare the result from keeping a finite
imaginary part in the external momentum, implemented
in the same way as in Sec. II C and in the original works
[8, 9], to the real time result where the limit  → 0 has
already implicitly been taken. As clearly visible from the
σ-meson spectral function at large momenta both results
agree once a genuine imaginary part in the retarded two-
point function builds up. The finite imaginary external
momentum  leads to an artificial broadening of the spec-
tral functions below the thresholds where the imaginary
part has to vanish identically at zero temperature. In
this case the calculations can even be corrected by hand
in order to obtain the full result with  extrapolated to
zero. The pion pole mass corresponding to the peak in
the pion spectral function agrees in all cases as it is deter-
mined by the zero of the real part of the inverse retarded
correlator which depends only weakly on .
Coming to a comparison of the spatial regulator results
from this section to the calculation using a 4d regulator
from Sec. II C, the most meaningful comparison compar-
ison is that of two calculations with a fixed imaginary
external frequency  = 0.1 MeV keeping in mind the
effects of the extrapolation  → 0 as discussed above.
Fig. 11 shows a striking agreement between the spec-
tral functions from both calculations which is a highly
nontrivial statement. In both cases the pion pole mass
is given by mpolepi = 131 MeV compared to a curvature
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FIG. 10. Spectral functions of the O(N) model at vanish-
ing temperature comparing the result from the real time for-
malism to an implementation keeping finite imaginary parts
 = 0.1 MeV and  = 0.01 MeV in the external momentum.
mass of mpi = 137 MeV. This difference of 5% in the
LPA was shown to decrease with the inclusion of the full
momentum dependence of the propagators, see [31].
IV. SUMMARY AND CONCLUSIONS
In this work we put forward different ways for a di-
rect computation of real time correlation functions in the
framework of the FRG. Such approaches avoid the large
systematic errors of carrying out a numerical analytic
continuation of given Euclidean data by a direct compu-
tation of two-point correlation functions for Minkowski
external momenta.
In the first part of the work we put forward a general
FRG-framework that allows to compute Euclidean corre-
lation functions at complex momenta for general regula-
tors. Then, retarded correlation function can be obtained
from these correlation functions in a fully numerical pro-
cedure. In particular, this involved the construction of
general space-time symmetry preserving regulator func-
tions, which avoid the occurrence of artificial regulator
poles in the momentum region of interest. Such regula-
tor functions have a broad range of possible applications
not only for real time applications but also for the closely
related problem of the inclusion of a finite chemical po-
tential with 4d regulator functions. They also allow to
use the plethora of existing Euclidean results for real time
physics. The procedure was put into practice at the ex-
ample of the computation of spectral functions in the
O(N) model.
The second part of the work was devoted to a comple-
mentary approach starting directly within the real time
formalism on the Keldysh contour. Here we focused on
the formalism for the calculation of spectral functions in
the closed time path formalism. Note that for a spatial
flat regulator function the resulting flow equations for-
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FIG. 11. Spectral functions of the O(N) model at vanishing
temperature comparing the result using a spatial 3d regula-
tor and a 4d exponential regulator in both cases for a finite
external momentum  = 0.1 MeV.
mally agree with those derived in the imaginary time for-
malism. We confirmed this formal equivalence, the real
time representation of the flow, however, was shown to
be particularly amiable towards numerical applications.
The discussion focused on the formalism and applications
were restricted to the O(N) model as a simple, illustra-
tive example. The extension towards general theories,
and in particular the inclusion of quarks is straightfor-
ward. Furthermore, the formalism put forward in this
work is directly applicable to nontrivial frequency de-
pendencies.
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Appendix A: General-purpose regulators for
complex momenta
We consider regulators of the form
Rk;∆m2r (p
2) = Γ
(2)
k (p
2)|φ=φ0r
(
p2 + ∆m2r
k2
)
, (A1)
with shape function r, which are proportional to Γ
(2)
k
at some specific field value φ0. Hence at least at this
particular field value φ0 regularised inverse propagator
Γ
(2)
k + Rk|φ0 shares the zeros of Γ(2)k . Such regulators
are obviously well suited to be used in connection with
Taylor expansions (at φ0). In this paper we will consider
exponential regulator functions as given in (23).
13
The above regulator functions are perfectly suited
for applications where the squared mass parameter
stays positive, e.g. for a Taylor expansion at the scale-
dependent minimum. However, both in grid implemen-
tations as well as for Taylor expansions at a fixed ex-
pansion point [32] the requirement of a positive squared
mass parameter is not always satisfied. This is obviously
problematic for regulators of the form (A1) as it leads to
a pole in G. Therefore we also consider slight generalisa-
tions of Eq. (A1) i.e. modified regulators of the form
Rk;∆m2r (p
2)=
(
∆Γ
(2)
k (p
2)|φ=φ0 +∆m2r
)
r
(
p2 + ∆m2r
k2
)
,
(A2)
that depend only on the momentum-dependent part,
∆Γ
(2)
k (p) = Γ
(2)
k (p)−Γ(2)k (0), to circumvent problems for
m2 < 0, and introduces an additional ∆m2r ·r-term which
avoids the dropping of the effective cutoff scale to zero for
∆m2r  k2, see App. A 5. This choice of regulator obvi-
ously implies that even at φ0 the physical poles of G and
those of the regularised propagator (Γ
(2)
k +Rk;∆m2r(k))
−1
no longer coincide. This is however not an important re-
quirement as long as we assure that no regulator poles
occur inside Sp0,max.
Independent of the chosen implementation, the over-
all picture is the same in both cases. One introduces an
additional mass term in the regulator shape function in
order to shift the additional regulator poles outside the
momentum region of interest, here given by Sp0,max. For
large RG-scales these will be outside the strip but it re-
quires a finite ∆m2r at least towards the IR to ensure
that this remains the case during the full RG-flow. The
detailed discussion of the constraints on the ∆m2r-term
can be found in App. A 3.
1. Constant ∆m2r
The simplest way of implementing the pole constraints
discussed in the previous section is to use a sufficiently
large constant ∆m2r. As the ∆m
2
r-term is already present
at the UV cutoff scale ΛUV one has to take into account
the change in the initial conditions in the UV in order
to directly compare to results with ∆m2r = 0. In the
following we describe two procedures for obtaining two-
point functions at real time momenta starting from given
initial conditions at ∆m2r = 0. The first possibility is to
use a two-step procedure: Given initial conditions at Λ
for ∆m2r = 0, the proper initial condition for ∆m
2
r 6= 0 is
obtained by integrating a flow equation in ∆m2r,
Γ
(2)
Λ;∆m2r
(q + ip) = Γ
(2)
Λ;0(q + ip)
+
1
2
δ2
(δφ)2
(∫ ∆m2r
0
d∆m2r
′(∂∆m2r ′RΛ;∆m2r ′)GΛ;∆m2r ′
)
(q+ip) ,
(A3)
where the first term is obtained by a trivial continuation
of Γ
(2)
Λ;0. This procedure has to be carried out for the effec-
tive potential and the two-point function for every value
of p0. Note that for the two-point function the diagrams
in (A3) have to be evaluated with the same frequency
routing as the flow itself: G∂∆m2r ′RΛ;∆m2r ′G(q) only de-
pends on the loop frequency. As a second step, having in-
tegrated this equation to sufficiently large ∆m2r ∼ p20,max,
one can now solve the flow equation in k,
Γ
(2)
k;∆m2r
(p) = Γ
(2)
Λ;∆m2r
+
∫ 0
Λ
dk ∂kΓ
(2)
k,∆m2r
. (A4)
As an alternative to the direct integration in (A4) one can
make use of an equation for ∂pΓ
(2)
k,∆m2r
(p) in order to suc-
cessively enter the complex plane starting from the real
axis. Therefore we assume a momentum-independent
∆m2r, ∂q∆m
2
r = 0. Then we can write the flow equa-
tion for ∂pΓ
(2)
k;∆m2r
(p) as
∂t∂pΓ
(2)
k (p) = Trq G∂tRG(q)∂pG(q + ip)
= −Trq G∂tRG(q)[G(∂pG−1)G](q + ip) ,
(A5)
where we suppressed the dependence on ∆m2r in or-
der to simplify the notation. At a given step p, this
evolution equation involves only known objects, namely
(G∂tRG)(q), ∂pG
−1(q+ip) = (∂pΓ
(2)
k +∂pR)(q+ip) and
G(q + ip). This is a very clear demonstration of how
one can gradually enter the complex momentum plane
starting from data on the real axis.
2. Scale-dependent ∆m2r(k)
The second approach towards satisfying the pole con-
straints is to introduce a scale-dependent ∆m2r-term
which only sets in later during the RG flow. At the same
time this circumvents the necessity of calculating modi-
fied initial conditions in order to connect to calculations
at ∆m2r = 0 as the first part of two-step procedure intro-
duced in the previous section as the ∆m2r-term vanishes
at the UV cutoff scale. An appropriate scale-dependent
∆m2r-term can be modeled by means of a smooth theta
function, i.e. using the Ansatz
∆m2r(k) = |p0,max|2θα,β(|p0,max|/k), (A6)
where
θα,β(x) =
α
1 +
(
β
x
)n , (A7)
denotes a smooth approximation to a step function with
appropriately chosen constants α, β and n ∈ N, see
App. A 3 for further details.
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3. Pole constraints on ∆m2r
In this appendix we analyse the poles of the regularised
propagator G(p2) = (Γ
(2)
k (p
2) +Rk)
−1 in more detail. In
the following we consider regulators of the general form
(A2). A similar analysis goes through for regulators of
the form (A1).
We are interested in the poles of the regularised prop-
agator or equivalently in the zeros of
(p2 + ∆m2r)(1 + r)−∆m2r +m2 = 0 , (A8)
which reduces for the exponential shape function (23)
and x 6= 0 to the condition(
ex
m − 1
) (
x+M2
)
+ xm = 0 , (A9)
for x = (p2 + ∆m2r)/k
2 and M2 = (m2 − ∆m2r)/k2. It
remains to analyse the solutions of Eq. A9 for fixed M2.
Leaving aside the case m = 1, for M2 > −1 the equation
admits a negative solution and for M2 < −1 two purely
imaginary complex conjugate physical solutions xphys. In
addition there is an infinite sequence of poles introduced
by the regulator. As shown exemplarily for the double
exponential regulator m = 2 in Fig. 3 for fixed finite M2
these can be determined numerically. For asymptotically
large values M2 → ±∞ they converge towards the poles
of the function x(1+r(x)) i.e. where xm = 2piiN for N ∈
N. This gives us access the solutions xreg of (A9). On the
other hand the restriction of the external momenta to the
domain Sp0,max , i.e. p = (p0,R+ip0,I , ~p) for |p0,I | < p0,max
and p0,R ∈ R, corresponds to a parabola in the complex
x-plane bounded by
{t2 − p20,max + ~p2 + ∆m2r + 2i t p0,max | t ∈ R} . (A10)
Here we already included a ∆m2r-term which adds to the
real part and shifts the parabola in the direction of the
positive real axis. Given a regulator pole at xreg = xR +
ixI it is then simple to evaluate the condition
∆m2r(k) ≥ p20,max − ~p2 + k2xR −
k4
4
x2I
p20,max
, (A11)
which is obtained by equating real and imaginary parts
of (A10) to xR or xI respectively. This condition keeps
the given pole outside the integration domain by shift-
ing the parabola to the right. Putting together the
constraints from the different poles it remains to pa-
rameterise an appropriate function which satisfies all of
them, using the simple Ansatz (A6) for a scale-dependent
∆m2r(k) or alternatively using a constant ∆m
2
r as dis-
cussed in App. A 1. This procedure is illustrated exem-
plarily for the double exponential regulator, m = 2, and
p0,max = 0.33ΛUV in Fig. 4. The parameter M
2 serves
as an external parameter in this analysis and one has
to select the value for M2 which constrains ∆m2r most
strongly.
Summarising the discussion of this appendix, it is al-
ways possible to prevent regulator poles from entering
the domain Sp0,max at a given scale k by introducing a
sufficiently large term ∆m2r(k).
4. Application to the O(N) model: Flow equations
and numerical procedure
In this appendix we discuss the flow equations and
the numerical solution procedure that lead to the nu-
merical results on the mesonic spectral functions pre-
sented in Sec. II C. In the truncation presented here
the momentum- and complex-frequency-dependent two-
point functions are solved for on the basis of a given so-
lution for the effective potential that serves as input for
the three-point vertices occurring in the flow equation for
the two-point function. In the LPA the flow equation for
the effective potential takes the form
∂tVk(φ
2) =
1
2
I(1)(m2σ) +
N − 1
2
I(1)(m2pi) , (A12)
where m2pi = 2V
′
k, m
2
σ = 2V
′
k + 4φ
2V ′′k and
I(n)(m2) =
∫∑
q
∂tRk;∆m2r (q
2)
(q2 +m2 +Rk;∆m2r (q
2))n
, (A13)
which was evaluated numerically for the regulator (22).
The flow equation for the Euclidean two-point functions,
see Fig. 12, is given by [8]
∂tΓ
(2)
pi (p) =
(
Γ(3)σpipi
)2
(Jσpi(p) + Jpiσ(p))
+ tadpole-terms ,
∂tΓ
(2)
σ (p) =(N − 1)
(
Γ(3)σpipi
)2
Jpipi(p) +
(
Γ(3)σσσ
)2
Jσσ(p)
+ tadpole-terms , (A14)
with Γ
(3)
σpipi and Γ
(3)
σσσ given in (B35) and
Jij(p) =
∫∑
q
∂tRk;∆m2r (q
2)
(
q2 +m2j +Rk;∆m2r (q
2)
)−2
× ((q + p)2 +m2i +Rk;∆m2r ((q + p)2))−1 .
(A15)
The frequency routing is chosen such that the cutoff line
only depends on the loop frequency q0, that is GR˙G(q).
As in [31] we only resolve the genuine momentum depen-
dence of the propagator ∆Γ(2), i.e. we solve flow equa-
tions ∂t∆Γ
(2)(p) ≡ ∂tΓ(2)(p) − ∂tΓ(2)(0), for which the
tadpole terms, which are momentum-independent in our
truncation, cancel. The full propagator is then obtained
via
Γ
(2)
i (p) = ∆Γ
(2)
i (p) +
∂2
(∂φi)2
V (φ2) . (A16)
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∂t∆Γ
(2)
k (p
2) =
p
−12
qq
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p p
− p→ 0
FIG. 12. Flow equation for the momentum-dependent part of
the inverse propagator.
We use (2) in (A14) to set up flow equations for the real
and imaginary parts of the retarded propagator, keep-
ing a fixed finite parameter . Note that in addition to
this contribution it remains to track the positions of the
physical poles and to add the corresponding contribu-
tions involving residues at their positions, see the exten-
sive discussion in Sec. II A.
5. Effective cutoff scales
The inclusion of ∆m2r(k) in the regulator’s shape func-
tion, as discussed in App. A 2, leads to a modification
of the effective cutoff scale with important physical con-
sequences. One way of defining such an effective cutoff
scale is to consider the gap in the propagator, i.e.
k2eff;min(k) = min
p
(
Γ
(2)
k (p
2) +Rk(p
2)
)
. (A17)
Note that (A17) defines a physical cutoff scale which does
not go to zero in a massive theory. In the massless limit
for regularised propagators that depend monotonously
on momentum (A17) coincides with the effective cutoff
scale keff;R(0) defined via
k2eff;R(0)(k) = lim
p2→0
Rk;∆m2r (p
2) = ∆m2rr(∆m
2
r/k
2) ,
(A18)
which can be easily evaluated for a given ∆m2r(k).
k2eff;R(0) tends to k
2 for ∆mˆ2r ≡ ∆m2r/k2  1 and it drops
exponentially with ∆mˆ2r in the regime where ∆mˆ
2
r  1.
An alternative definition is given by keff;R=∆Γ(2) which
defines the effective cutoff scale as the momentum scale
where the regulator gets of the order of the propagator
itself, i.e.
Rk;∆m2r(k)(p
2) = ∆Γ
(2)
k (p
2)
∣∣∣∣∣
p2=k2
eff;R=∆Γ(2)
(k)
, (A19)
where ∆Γ
(2)
k (p
2) = Γ
(2)
k (p
2)− Γ(2)k (0). For ∆m2r = 0 and
the double exponential regulator, m = 2, keff;R=∆Γ(2) ≈
0.86 k. As visible from Fig. 5 both definitions show the
exponential drop of the effective cutoff scale in the regime
where ∆mˆ2r  1.
The relation k(keff) can now be inverted at least nu-
merically in order to yield a relation k(keff), which in
turn could be used to rewrite the flow equation in terms
of keff for numerical convenience. Effective cutoff scales
 0.1
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FIG. 13. Regularised pion propagator at different cutoff scales
in a calculation with (solid) and without (dashed) ∆m2r-term
using the same parameter set as in Fig. 4 in comparison to
the result at k = 0.
as defined in this appendix can be used to adjust relative
cutoff scales for fermions and bosons and theories with
bosonic and fermionic species.
We illustrate the different effective cutoff scales at the
example of the scale dependence of the regularised pion
propagator shown in Fig. 13 comparing the results of a
calculation with and without ∆m2r-term. For large cutoff
scales ∆m2r is practically zero, the effective cutoff scale
coincides with the cutoff scale k and both propagators
agree. At smaller cutoff scales where ∆m2r takes a non-
vanishing value, the propagators start to deviate. Note in
particular that the ∆m2r-propagator reaches its IR value
already at a finite value of the cutoff scale as a result
of the exponential drop of the effective cutoff scale with
∆mˆ2r, see Fig. 5.
Appendix B: Flow equations in the CTP formalism
In this appendix we discuss the derivation of the flow
equations for the effective potential and the spectral func-
tions in the CTP formalism in detail.
1. CTP formalism
Before discussing the CTP flow equations we start by
fixing the formalism and conventions used in this work.
The main object in the following is the matrix-valued
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two-point function with components defined by
G+−(x, y) = −i〈φ(x)φ(y)〉 ,
G−+(x, y) = −i〈φ(y)φ(x)〉 ,
G++(x, y) = −i〈T φ(x)φ(y)〉 ,
G−−(x, y) = −i〈T˜ φ(y)φ(x)〉 , (B1)
where T (T˜ ) denotes (anti-)time ordering. In thermal
equilibrium and in momentum space the propagators are
given solely in terms of the spectral function, c.f. [36] for
the free case,
G±±(p) =± P
∫ ∞
−∞
dω
2pi
ρ(ω, ~p)
p0 − ω
− i
(
n(p0) +
1
2
)
ρ(p0, ~p) ,
G+−(p) =− in(p0)ρ(p) ,
G−+(p) =− i (n(p0) + 1)ρ(p) , (B2)
where P denotes the Cauchy principal value and n the
bosonic thermal distribution function.
In order to calculate spectral functions we require flow
equations for the real and imaginary parts of the inverse
diagonal propagator Γ¯(2)(p) [56]. These are related to
Γ
(2)
++(p) and Γ
(2)
+−(p) via relations obtained in analogy to
[23] using [57] to diagonalise the CTP propagator and
self-energy
Re Γ
(2)
++(p) = Re Γ¯
(2)(p) ,
Im Γ
(2)
++(p) = sign(p
0) (1 + 2n(p0))Im Γ¯(2)(p) ,
Γ
(2)
+−(p) = −i sign(p0) 2n(p0)Im Γ¯(2)(p) . (B3)
The real and imaginary parts of the diagonalised real
time two-point function are related to the retarded cor-
relation function via [23, 57]
Re Γ
(2)
R (p) = Re Γ¯
(2)(p) ,
Im Γ
(2)
R (p) = sign(p0) Im Γ¯
(2)(p) . (B4)
Now consider the retarded propagator that, following
(B2), is given by
GR(p) = G++(p)−G+−(p)
=
∫ ∞
−∞
dω
2pi
ρ(ω, ~p)
p0 − ω + i
= P
∫ ∞
−∞
dω
2pi
ρ(ω, ~p)
p0 − ω −
i
2
ρ(p0, ~p) . (B5)
This immediately implies that
ρ(p) = −2 ImGR(p) = −2 Im [Γ(2)R ]−1
=
2 Im Γ
(2)
R (p)
(Im Γ
(2)
R (p))
2 + (Re Γ
(2)
R (p))
2
, (B6)
and leaves us with the determination of flow equations
for Re Γ
(2)
++ and for example Γ
(2)
+− in order to obtain the
spectral function.
2. CTP flow equation
In this appendix we fix the conventions that are re-
quired to derive the CTP flow equation. These are chosen
such that the functional relations between the different
generating functionals stay as close to the Euclidean re-
lations as possible. We start by defining a generating
functional
Zk[J+, J−] =
∫
Dϕ+Dϕ− exp
[
iS[ϕ+, ϕ−]
+ i∆Sk[ϕ+, ϕ−]− i
∫
x
ϕa(x)η
abJb(x)
]
,
∆Sk[ϕ+, ϕ−] =
1
2
∫
x,y
ϕa(x)η
ab (Rk)bc (x, y)η
cdϕd(y) ,
(B7)
where η = diag(1,−1) and a, b, c, d ∈ {+,−}. Defining
the generating functional for connected Greens functions
Wk and the effective action Γk via
Wk[J+, J−] = i logZk[J+, J−] ,
Γk[φ+, φ−] = Jaηabφb −Wk −∆Sk[φ+, φ−] , (B8)
leads to the relations
δWk
δJa
= ηabφb ,
δ(Γk + ∆Sk)
δφa
= ηabJb , (B9)
and finally to the flow equation
∂tΓk =
i
2
Tr
(
1
Γ
(2)
k +Rk
)
ab
(∂tRk)ba
=
i
2
TrGab (∂tRk)ba . (B10)
3. Flow equation for the effective potential
As a first step we consider the flow equation for the ef-
fective potential in the CTP formalism. Note that evalu-
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ating Γ for constant fields φ+ = φ− = φ yields a contribu-
tion with a vanishing real part. In order to project onto
the effective potential we take the real part after taking
a single φ+-derivative and setting fields φ+ = φ− = φ to
constant afterwards. We find
∂φ+∂tΓk = ∂˜t
i
2
TrGabΓba+ , (B11)
with the partial t-derivative at fixed Γ
(n)
k ,
∂˜t = ∂t|Γ(n)k = TrR˙k
δ
δRk
=
∑
a=±
TrR˙ak
δ
δRak
. (B12)
In the following we resort to the canonical choice R+k =
−R−k = Rk and restrict ourselves to the effective poten-
tial. Now we have
∂t∂φVk(φ
2) = −1
2
R˙k∂RkTr
(
ImGabΓ
(3)
ba+
)
, (B13)
with a, b = ±. The local potential approximation (LPA)
as simplest approximation involves inserting free spectral
functions
ρ(p0, ~p) = (2pi) sign(p0) δ(−p20 + ~p2 +m2)
=
2pi
2p
(δ(p0 − p)− δ(p0 + p)) , (B14)
with p from (7). In the LPA approximation we have a
deformed classical dispersion with a field-dependent mass
as given by
m2k(φ
2) = 2V ′k(φ
2) + 4φ2V ′′k (φ
2) , (B15)
for a single field mode, where primes denote derivatives
with respect to φ2. Correspondingly for the regulator
(26), the spectral function (B14) generalises to
ρ(ω, ~p) =(2pi) sign(p0)
× δ
(
−p20 + ~p2 +m2k(φ2)
+Rk(−p20 + ~p2)(r0(p20/k2) + rs(~p2/k2))
)
.
(B16)
Here, we restrict ourselves to spatial regulators. In the
simplest case of a spatial regulator function, i.e. for
Rk(p
2) ≡ k2, r0 ≡ 0 and rs(x) = xr(x) in (26), we can
trivially perform the frequency integration and the flow
equation for the effective potential now takes the simple
form
∂t∂φVk(φ) =
1
2
∫
~q
r˙∂r
1 + 2n(q)
2q
Γ
(3)
φφφ
=
1
2
∫
~q
~q2r˙∂q
(
1 + 2n(q)
2q
)
∂q
∂φ
= ∂φ
1
2
∫
~q
~q2r˙
2q
(1 + 2n(q)) , (B17)
with
q(φ
2) =
√
~q2(1 + r(~q2/k2)) +m2k(φ
2) . (B18)
The flow equation (B17) is nothing but the deriva-
tive of the standard flow equation for the effective ac-
tion/potential for a three-dimensional spatial regulator.
In particular, for the flat regulator, the 3d-analogue of
the LPA-optimised regulator [58], where r(x) = (−1 +
1/x)θ(1− x), we arrive at
∂t∂φVk(φ
2) =∂φ
 k56pi2
coth
(√
k2+m2k(φ
2)
2T
)
√
k2 +m2k(φ
2)
 , (B19)
the well-known flow for the spatial flat regulator as de-
rived in the imaginary time formalism.
4. Flow equations for spectral functions
In the CTP formalism with spatial regulator functions
the direct computation of real time momentum and fre-
quency dependence is straightforward. Note however,
that the regulator explicitly breaks Lorentz invariance
and frequency integrations only have polynomially de-
caying integrands.
For R+k = −R−k = Rk again, we find the symbolic flow
equations for the different components of the two-point
function
∂tΓ
(2)
++(p) =−
i
2
∂˜tTr
(
Γ
(3)
+ G++Γ
(3)
+ G++
)
+
i
2
∂˜tTr
(
Γ
(4)
+ G++
)
, (B20)
∂tΓ
(2)
+−(p) =−
i
2
∂˜tTr
(
Γ
(3)
+ G+−Γ
(3)
− G−+
)
. (B21)
Evaluating (B21) and neglecting the tadpole terms leads
to
∂t Re Γ
(2)
++(p)
= +
1
2
∂˜t
∫
q
Γ
(3)
+ ImG++(q + p)Γ
(3)
+ ReG++(q)
+
1
2
∂˜t
∫
q
Γ
(3)
+ ReG++(q + p) Γ
(3)
+ ImG++(q)
=− 1
2
∂˜t
∫
~q
Γ
(3)
+ Γ
(3)
+
4qq+p
[
(n(q+p)− n(q))
× P
(
1
p0 − q + q+p −
1
p0 + q − q+p
)
+ (1 + n(q+p) + n(q))
× P
(
1
p0 − q − q+p −
1
p0 + q + q+p
)]
. (B22)
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Evaluating (B21) using the identity (1 + n(q0))n(q0 +
p0) = n(p0)(n(q0)− n(q0 + p0)) we find
∂tΓ
(2)
+−(p)
=− i
2
∂˜t
∫
q
Γ
(3)
+ G+−(q + p)Γ
(3)
− G−+(q)
=
i
2
n(p0)∂˜t
∫
q
Γ
(3)
+ Γ
(3)
− (n(q
0)− n(p0 + q0))ρ(q + p)ρ(q)
(B23)
leading to
∂tΓ
(2)
+−(p) =
i
2
n(p0)∂˜t
∫
~q
2pi
4q+pq
Γ
(3)
+ Γ
(3)
−
×
[
(n(q)− n(q+p))
× (δ(p0 + q − q+p)− δ(p0 − q + q+p))
+ (1 + n(q) + n(q+p))
× (δ(p0 − q − q+p)− δ(p0 + q + q+p))
]
.
(B24)
If one now exploits the fact that the regulator enters the
flow only via s one may rewrite ∂˜t as∫
~s
R˙(~s)
δ
δR(~s)
=
∫
~s
R˙(~s)
2s
δ
δs
. (B25)
For general regulators one now can perform the -
derivative and then resolve the δ, δ′-functions. Here we
restrict ourselves again to the three-dimensional flat reg-
ulator
Rflatk (~p
2) = (k2 − ~p2)θ(k2 − ~p2) . (B26)
This allows us to analytically resolve the δ-functions
before taking the t˜-derivative with ∂˜tΓ
(n)
k = 0 for all
n ∈ N+, i.e. which acts only on the explicit k depen-
dence of the propagators. The δ-functions in (B24) read
δ(p0 ± q ± q+p)
=δ(p0 ± k ± k)θ(k2 − ~q2)θ(k2 − (~q + ~p)2)
+ δ(p0 ± q ± k)θ(~q2 − k2)θ(k2 − (~q + ~p)2)
+ δ(p0 ± k ± q+p)θ(k2 − ~q2)θ((~q + ~p)2 − k2)
+ δ(p0 ± q ± q+p)θ(~q2 − k2)θ((~q + ~p)2 − k2) ,
(B27)
where both signs can be varied independently. The δ-
function in the first term on the right hand side does
not depend on the loop momentum ~q, however, the in-
tegration can readily be performed. The other three
δ-functions in (B27) depend on the loop momentum q.
They can be rewritten in terms of δ-functions w.r.t. q
with the help of
δ(p0 + q ± k) =qδ(q − q
(1)±)
q
,
δ(p0 + q+p ± k) =
2∑
i=1
q+pδ(q − q(2)±i )
|q + p x| ,
δ(p0 + q ± q+p) =
2∑
i=1
δ(q − q(3)i )
| qq ±
(q+p x)
q+p
|
, (B28)
where x = ~q ·~p/(|~q||~p|) and we can assume without loss of
generality that the second summand appears with posi-
tive coefficient. Note that q(i) depend on p0, |~p|, x,m2k, k.
The t˜-derivative only hits the explicit k dependence and
not m2k. The q
(i) are given analytically, to wit
q(1)± =
√
(p0 ± k)2 −m2 ,
q
(2)±
i =− |~p|x+ (−1)i
√
~p2(x2 − 1) + (p0 ± k)2 −m2 ,
q
(3)
i =
1
2 (−p20 + ~p2x2)
{
−|~p|3x+ |~p|p20x
+ (−1)ip0
√
(~p2 − p20)2 + 4m2(−p20 + ~p2x2)
}
,
(B29)
where the set of the two roots of q(3) agree.
5. Application to the O(N) model
As nontrivial example we discuss the computation of
spectral functions in the O(N) model on the basis of
a given solution for the effective potential. As demon-
strated above for a single scalar field the real time flow
equation for the effective potential coincides with that
derived in the imaginary time formalism. Turning to
two-point functions, the application to the O(N) model
requires more general expressions with different particles
in the loop diagrams. Therefore we consider
J¯Reji (p) = +
1
2
∫
q
ImGj++(q + p) ReG
i
++(q)
+
1
2
∫
q
ReGj++(q + p) ImG
i
++(q) , (B30)
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leading to
J¯Reji (p) =−
1
2
∫
~q
1
4iq
j
q+p
[(
n(iq)− n(jq+p)
)
× P
(
1
p0 + iq − jq+p
− 1
p0 − iq + jq+p
)
+
(
1 + n(iq) + n(
j
q+p)
)
× P
(
1
p0 − iq − jq+p
− 1
p0 + iq + 
j
q+p
)]
.
(B31)
and similarly for the imaginary part, following (B3),
J¯ Imji (p) =−
1
2
sign(p0)
2n(p0)
∫
q
Gj+−(q + p)G
i
−+(q)
=
1
4
sign(p0)
×
∫
q
(
n(q0)− n(q0 + p0)) ρj(q + p)ρi(q) ,
(B32)
leading to
J¯ Imji (p) =pi sign(p0)
∫
~q
1
8jq+p
i
q[(
n(iq)− n(jq+p)
)
×
(
δ(p0 + 
i
q − jq+p)− δ(p0 − iq + jq+p)
)
+
(
1 + n(iq) + n(
j
q+p)
)
×
(
δ(p0 − iq − jq+p)− δ(p0 + iq + jq+p)
)]
.
(B33)
where the subscripts i(j) refer to masses m2i (m
2
j ) in
the respective propagators Gi, spectral functions ρi and
quasiparticle energies i. Using these definitions we can
write the flow equations for the real and imaginary parts
of the respective inverse propagators as
∂tIm Γ¯
(2)
pipi(p) =
(
Γ(3)σpipi
)2
∂˜t(J¯
Im
σpi (p) + J¯
Im
piσ (p))
∂tRe Γ¯
(2)
pipi(p) =
(
Γ(3)σpipi
)2
∂˜t(J¯
Re
σpi (p) + J¯
Re
piσ (p)) + const.
∂tIm Γ¯
(2)
σσ (p) =(N − 1)
(
Γ(3)σpipi
)2
∂˜tJ¯
Im
pipi (p)
+
(
Γ(3)σσσ
)2
∂˜tJ¯
Im
σσ (p)
∂tRe Γ¯
(2)
σσ (p) =(N − 1)
(
Γ(3)σpipi
)2
∂˜tJ¯
Re
pipi (p)
+
(
Γ(3)σσσ
)2
∂˜tJ¯
Re
σσ (p) + const. , (B34)
identifying σ ≡ 0 and pi ∈ N+ in the subscripts. As above
we only resolve the genuine momentum dependence of the
real part of the propagator by considering the flow equa-
tions ∂t∆Γ
(2)(p) = ∂tΓ
(2)(p) − ∂tΓ(2)(0), for which the
momentum-independent tadpole terms cancel, to which
the corresponding contribution from the effective poten-
tial is added in order to obtain the full propagator. Here
we aim to evaluate the spectral functions on the basis
of a given solution for the effective potential. There-
fore we approximate three-point functions momentum-
independently from the corresponding vertices extracted
from the effective potential, i.e. explicitly via
Γ(3)σpipi ≡ Γ(3)+;σpipi = −Γ(3)−;σpipi = 4V ′′k φ
Γ(3)σpipi ≡ Γ(3)+;σσσ = −Γ(3)−;σσσ = 12V ′′k φ+ 8V (3)k φ3 , (B35)
where derivatives denote derivatives with respect to φ2.
As simplest nontrivial application we are interested in
zero temperature spectral functions at vanishing external
three-momentum ~p = ~0. In this case we find
J¯Reji (p0) =−
∫
~q
1
4jqiq
P
(
iq + 
j
q
p20 − (iq + jq)2
)
,
J¯ Imji (p0) =− pi sign(p0)
∑
±
∫
~q
∓δ(iq + jq ∓ p0)
8jqiq
. (B36)
For |~q| < k we have δ(iq + jq − p0) = δ(ik + jk − p0),
where ik =
√
k2 +m2i , whereas for |~q| > k we find
δ(iq + 
j
q − p0) =
δ(q − qf (p0,mi,mj))
| qiq +
q
jq
| , (B37)
where
qf (p0,mi,mj) =
√
((mi−mj)2 − p20)((mi+mj)2 − p20)
4p20
.
(B38)
It remains to evaluate the t˜-derivative, which acts only
on the explicit k dependence. Here only |~q| < k con-
tributes and we find, restricting ourselves without loss of
20
generality to p0 > 0,
∂˜tJ¯
Re
ji (p0)
= − k
3
24pi2
∂˜t
(
1
ik
j
k
P
(
ik + 
j
k
p20 − (ik + jk)2
))
= − k
5
24pi2
P (
i
k + 
j
k)
3(ik
2 + ik
j
k + 
j
k
2)− (ik3 + jk3)p20
ik
3jk
3((ik + 
j
k)
2 − p20)2
,
∂˜tJ¯
Im
ji (p0)
=
k3
48pi
∂˜t
(
δ(ik + 
j
k − p0)
ik
j
k
)
=
k3
48pi
1
ik + 
j
k
[
δ′(k − kijs (p0))−
k
ik
j
k
δ(k − kijs (p0))
]
.
(B39)
For the imaginary part we rewrote the occurring delta
functions as delta functions in k via
δ(ik + 
j
k − p0) =
δ(k − kijs (p0))
k
ik
+ k
jk
, (B40)
where kijs (p0) is the solution of the equation
i
kijs (p0)
+ j
kijs (p0)
= p0 . (B41)
In particular, for ik ≥ mik=0 this entails that no imag-
inary part can build up below the threshold i.e. p0 ≥
mpi + mσ for the pion or p0 ≥ 2mpi for the sigma me-
son spectral function respectively. Correspondingly the
spectral functions have to vanish below these thresh-
olds. The only exception occurs for momenta where
Re Γ¯(2)(p) = Im Γ¯(2)(p) = 0, see (3). For ~p = 0 this
occurs at the pole mass where p20 = m
2
pole, see [31] for
a discussion of different mass definitions. Here the spec-
tral function shows a delta function. As it is obvious from
(B39), the imaginary part can be computed without even
explicitly carrying out an integration in k.
6. Equivalence of real and imaginary time flows
These results can be compared to spectral functions
obtained from Euclidean calculations with complex ex-
ternal momenta using spatial regulator functions [8] in
an otherwise identical truncation. In fact, the flow equa-
tions put forward here turn out to be formally equivalent
to the ones put forward in [6–10] starting from an imag-
inary time formalism. This equivalence is nothing but
the equivalence of using the real time or the imaginary
time formalism for the evaluation of one-loop diagrams
[23, 55]. It is however worthwhile to illustrate the formal
equivalence again for this particular example, restricting
ourselves for simplicity to the case of zero temperature
and vanishing spatial external momentum. We consider
the expression for the loop diagram for Euclidean exter-
nal momentum, which reads
J¯euclji (p0) =−
1
2
∫
q
Gj(q + p)Gi(q)
=−
∫
~q
1
4iq
j
q
iq + 
j
q
p20 + (
i
q + 
j
q)2
=−
∫
~q
1
8iq
j
q
(
1
ip0 + iq + 
j
q
+
1
−ip0 + iq + jq
)
. (B42)
Performing the analytic continuation we find using (2)
and the Sokhotski-Plemelj formula
J¯R,ITji (p0) =− lim→0 J¯
eucl
ij (−i(p0 + i))
=P
∫
~q
1
4iq
j
q
iq + 
j
q
−p20 + (iq + jq)2
+ ipi
∑
±
∫
~q
±δ(∓p0 + iq + jq)
8iq
j
q
. (B43)
By comparison to (B36) one finds
Re J¯R,ITji (p0) = J¯
Re
ji (p0)
Im J¯R,ITji (p0) = sign(p0) J¯
Im
ji (p0) , (B44)
which is completely consistent with (B4).
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