Abstract In this note, we provide some sufficient and necessary conditions for the core inverse of the perturbed operator to have the simplest possible expression. The results improve the recent work by H. Ma (Optimal perturbation bounds for the core inverse, Appl. Math. Comput. 336 (2018) 176-181.).
Introduction and Preliminaries
Let X be a Hilbert space and B(X) denote the Banach space of all bounded linear operators from X into itself. For any T ∈ B(X), we denote by N (T ) and R(T ) the null space and respectively, the range of T . The identity operator will be denoted by I.
Recall that an operator S ∈ B(X) is said to be a generalized inverse of T ∈ B(X) if S satisfies:
(1) T ST = T and (2) ST S = S.
The generalized inverse is not unique in general. To force its uniqueness, some further conditions must be imposed. The perhaps most convenient additional conditions are (3) (T S) * = T S; (4) (ST ) * = ST ; (5) T S = ST ; (6) ST 2 = T and (7) T S 2 = S.
Let θ ⊂ {1, 2, 3, 4, 5, 6, 7} be a nonempty set. If S ∈ B(X) satisfies the equation (i) for all i ∈ θ, then S is said to be a θ-inverse of T , which is denoted by T θ . As is well-known, each kind of θ-inverse has its own specific characteristics [3, 6] . For example, the {1}-inverse is inner inverse, {2}-inverse is outer inverse and {1, 2}-inverse of T is generalized inverse. The {1, 2, 3, 4}-inverse is exactly the Moore-Penrose inverse and {1, 2, 5}-inverse is group inverse.
As an important generalized inverse in some sense in-between Moore-Penrose inverse and group inverse [1, 2, 6] , the core inverse is first introduced by Baksalary and Trenkler in the matrix case.
is called the core inverse of T , where ind T is the smallest nonnegative integer k satisfying Rank T k = Rank T k+1 and P T is the orthogonal projector on R(T ). Wang and Liu [7] proved that the core inverse T # is the unique matrix satisfying equations (1), (3) and (7) . This means that the core inverse T # is exactly the {1, 3, 7}-inverse in the matrix case. If we define core inverse of an operator T ∈ B(X) in the same way, then we have the problem because the index of T is defined by the rank of the matrix. In [6] , Rakić, Dinčić and Djordjević introduced the definition of core inverse in B(X) and proved that it is equivalent to Definition 1.1 in the matrix case.
In the same paper, they proved that the core inverse in infinite dimensional Hilbert space is precisely the {1, 2, 3, 6, 7}-inverse and emphasized that none of the equations (1), (2), (3), (6) and (7) can be removed. Theorem 1.1 [6] The operator T # ∈ B(X) is core inverse of T ∈ B(X) if and only if T # satisfies equations (1), (2), (3), (6) and (7). The perturbation and expression of the core inverse in matrix case is recently studied by Ma [5] , which is inspired by the following well known fact: if T ∈ C n×n is invertible and T −1 ∈ C n×n is its inverse, then for any δT ∈ C n×n satisfying T −1 δT < 1, T = T + δT is invertible and its inverse is
Theorem 1.2 [5]
Let T ∈ C n×n be a matrix with a core inverse T # ∈ C n×n and δT ∈ C n×n with T # δT < 1.
In the next section, we extend Theorem 1.2 to the case of bounded linear operators in Hilbert space and prove that the core inverse of the perturbed operator has the simplest possible expression if and only if the perturbation is range-preserving. We give a direct proof since it is not only short, but also constructive. We also propose two interesting examples to illustrate our results in Section 2 and conclude in Section 3.
Main Results
Since the core inverse is exactly the {1, 3, 7}-inverse in the matrix case [7] , we first consider the {1, 3, 7}-inverse. Theorem 2.1 Let X be a Hilbert space. Let T ∈ B(X) with a {1, 3, 7}-inverse T {1,3,7} ∈ B(X) and I + T {1,3,7} δT : X → X be invertible with δT ∈ B(X). Then
is a {1, 3, 7}-inverse of T = T + δT if and only if
In this case,
Proof. It follows from the spectral theory that I +δT T {1,3,7} : X → X is also invertible. We can easily check
and so B is well defined. If B is a {1, 3, 7}-inverse of T , then (T B) 2 = T BT B = T B and
where+ denotes the orthogonal topological direct sum. Similarly,
. In fact, for any y ∈ N (T T {1,3,7} ), we get T {1,3,7} y ∈ N (T ) and T By = T BT By
which implies y ∈ N (T B). Therefore, N (T T {1,3,7} ) ⊆ N (T B) and
Conversely, if R(T ) ⊆ R(T ), then for all
and so (I − T T {1,3,7} )T x = 0, that is, T = T T {1,3,7} T . Hence
Noting that I + T {1,3,7} δT is invertible, we can obtain R(T ) = R(T ). In the following, we shall show that B is a {1, 3, 7}-inverse of T . In fact,
and
It is easy to see B ≤ T {1,3,7} · (I + T {1,3,7} δT ) −1 and
This completes the proof.
If T {1,3,7} δT < 1, then I + T {1,3,7} δT : X → X is invertible. And we can get the following corollary which contains Theorems 2.1, 3.1 and 3.2 in [5] .
Corollary 2.1 [5]
It follows from Theorem 2.1 that B is a core inverse of T . This completes the proof.
Remark 2.1 In fact, we can prove that T T
# δT = δT and T # T δT = δT are equivalent.
Now we can consider the case of the core inverse in Hilbert space, which is precisely the {1, 2, 3, 6, 7}-inverse [6] . Theorem 2.2 Let X be a Hilbert space. Let T ∈ B(X) with a core inverse T # ∈ B(X) and I + T # δT : X → X be invertible with δT ∈ B(X). Then In this case,
Proof. It follows from Theorem 2.1 that we only need to show the "if" part. If R(T ) ⊆ R(T ), similar to the proof in Theorem 2.1, we can have that B is a {1, 3, 7}-inverse of T and
Thus B is a {2, 6}-inverse of T and so B is the core inverse of T . This completes the proof.
Next, we shall present two examples of 4 × 4 matrices to illustrate our main results. Example 2.1 Let 
By Theorem 2.1, (I + T # δT ) −1 T # is the core inverse of T . It should be pointed out that a direct computation can also give 
which implies R(T ) = R(T ). Hence by Theorem 2.1, (I + T # δT ) −1 T # is not the core inverse of T . In addition, we can also verify Remark 2.2 According to N (T ) = N (T ) and Rank T = Rank T in Example 2.2, we can conclude that the null space-preserving and rank-preserving perturbation can not guarantee that the core inverse of the perturbed operator has the simplest possible expression.
Conclusions
As we have seen, the core inverse T # is closely related to the orthogonal projector on the range R(T ). This is the principal reason that we can find the characterization for the core inverse of the perturbed operator to have the simplest possible expression. How about the expressions for the core inverse under the null space-preserving perturbation, rankpreserving perturbation, more generally, the stable perturbation or acute perturbation [4, 8, 9, 10] ? We hope to solve these more and general cases in the future.
