Uncertainty theory is a branch of mathematics of studying the subjective uncertain behavior. Entropy is a key concept which provides a quantitative measurement of the uncertainty associated with uncertain variables. In order to compute the entropy more conveniently, this paper proposes some formulas of entropy of function of uncertain variables with regular uncertain distributions. Furthermore, the positive linearity property of the entropy operator is proved immediately following from these formulas at last.
Introduction
Entropy is used to provide a quantitative measurement of the degree of uncertainty. Inspired by the Shannon entropy of random variables [1] , fuzzy entropy was first initialized by Zadeh [2] to quantify the fuzziness, who defined the entropy of a fuzzy event as a weighted Shannon entropy. Up to now, fuzzy entropy has been studied by many researchers such as De Luca and Termini [3] , Kaufmann [4] , Yager [5] , Kosko [6] , Pal and Pal [7] , Pal and Bezdek [8] , Bhandari, Pal [9] and Liu [10] . However, these above definitions of entropy described the uncertainty resulting from the difficulty in deciding whether or not an element belongs to a set, i.e., they characterized the uncertainty resulting from linguistic vagueness rather than information deficiency, and vanished when the fuzzy variable is an equipossible one. Liu [11] proposed that an entropy should meet the following three requirements. Minimum: the entropy of a crisp number is minimum, i.e., 0. Maximum: the entropy of an equipossible fuzzy variable is maximum. Universality: the entropy is applicable not only to finite and infinite cases but also to discrete and continuous cases. Based on these requirements, Li and Liu [12] provided a new definition of fuzzy entropy to characterize the uncertainty resulting from information deficiency.
The concept of uncertain measure is proposed by Liu [13] in 2007 as a key part of the uncertainty theory, which is now developed as a branch of mathematics that studies uncertainty in human systems. It is essentially a set function satisfying some mathematical properties such as normality, monotonicity, self-duality and countable subadditivity. In recent years, uncertainty theory has been widely applied to uncertain programming, uncertain logic, uncertain inference, uncertain process, uncertain differential equation, uncertain optimal control and so on. The properties of semi-canonical process are studied by Gao [14] .
Based on the uncertain measure, the concept of entropy of uncertain variables is proposed by Liu [15] in 2009 to characterize the uncertainty of uncertain variables resulting from information deficiency. In many practical cases, only partial information about uncertain variables such as expected value and variance is available and there are infinite number of uncertainty distributions consistent with the given information. For random variables, Jaynes [16] suggested to choose the distribution which has the maximum entropy, which is the maximum entropy principle. Chen and Dai [17] investigated the maximum entropy principle of uncertainty distribution for uncertain variables.
As an important concept, entropy of uncertain variables is widely used in both theory and practice. But it is still quite difficult to calculate the entropy of function of uncertain variables directly by the definition. In order to improve the algorithm of calculating entropy, we deduce some formulas to calculate entropies of functions of uncertain variables with regular distribution. Some examples are given to illustrate how to use these formulas. In this paper, we also prove that the entropy operator has positive scalability property by these formulas. It would be helpful in some operation research problems which apply the entropy in their modeling. This paper is organized as follows. In Section 2, some basic concepts and theorems in uncertainty theorem are introduced. In Section 3, the formulas of entropy of function of uncertain variables are deduced. In Section 4, several simple examples are given. At last, a brief conclusion is given.
Preliminary
An uncertain measure M is a real-valued set-function on a σ -algebra P over a nonempty set T . Each element in P is called an event. The value M{A} is a number assigned to event A, which indicates the uncertainty that A will occur. An uncertain measure is normal, self-dual and countable subadditivity. 
Axiom 1 (Normality
Axiom 4 (Product Measure Axiom). Let Γ k be nonempty sets on which M k are uncertain measures, k = 1, 2, . . . , n, respectively. Then the product uncertain measure M is an uncertain measure on the product σ -algebra
Definition 1 (Liu [13] ). Let T be a nonempty set, P a σ -algebra over T , and M an uncertain measure. Then the triplet (T , P , M) is called an uncertainty space.
Definition 2 (Liu [13] ). An uncertain variable is a function from an uncertainty space (T , P , M) to the set of real numbers.
You [18] and Gao [19] studied some properties of uncertain measure. An uncertain variable is a measurable function from an uncertainty space (Γ , L, M) to the set of real numbers. The uncertainty distribution function Φ : ℜ → [0, 1] of an uncertain variable ξ is defined as Φ(x) = M {ξ ≤ x}. It has been proved by Peng and Iwamura [20] that a function is an uncertainty distribution function if and only if it is an increasing function except Φ(x) = 0 and Φ(x) = 1.
Definition 3 (Liu [13] ). The uncertain variables ξ 1 , ξ 2 , . . . , ξ m are said to be independent if
for any Borel sets B 1 , B 2 , . . . , B m of real numbers.
The expected value of an uncertain variable is defined as follows.
Definition 4 (Liu [13] ). Let ξ be an uncertain variable. Then the expected value of ξ is defined by
provided that at least one of the two integrals is finite.
The last definition is about the regular uncertain variable. An uncertain variable is called a regular uncertain variable if it has regular uncertainty distribution.
Definition 5 (Liu [21] ). An uncertainty distribution Φ is said to be regular if its inverse function Φ −1 (α) exists and is unique for each α ∈ (0, 1).
After that, we introduce three theorems in Liu [21] , which deduce the distribution of function of uncertain variables.
Theorem 1 (Liu [21] ). Let ξ 1 , ξ 2 , . . . , ξ n be independent uncertain variables with regular uncertainty distributions
is an uncertain variable with uncertainty distribution
Theorem 2 (Liu [21] ). Let ξ 1 , ξ 2 , . . . , ξ n be independent uncertain variables with regular uncertainty distributions
Theorem 3 (Liu [21] 
Entropy formulas
In this section, we will introduce the concept of entropy and deduce several formulas to calculate the entropy of function of uncertain variables with regular distributions. The concept of entropy proposed by Liu [15] is defined as follows.
Definition 6 (Liu [15] ). Suppose that ξ is an uncertain variable. Then its entropy is defined by
where S(t) = −t ln t − (1 − t) ln(1 − t). by Z(a, b, c) where a, b and c are real numbers with a < b < c. The entropy of zigzag uncertain variable is
Example 1. An uncertain variable ξ is called linear if it has a linear uncertainty distribution
Example 3. Let ξ be an uncertain variable with uncertainty distribution function
Then the entropy of an uncertain variable is
Theorem 4. Assume ξ is an uncertain variable with regular uncertainty distribution Φ. If the entropy H[ξ ] exists, then
Proof. Since ξ has a regular uncertainty distribution Φ, we have
By the Fubini theorem, we have
The theorem is proved.
Example 4. It is obvious that the inverse uncertainty distribution of linear uncertain variable L(a, b) is
Then using Theorem 4 we get
Example 5. The inverse uncertainty distribution of zigzag uncertain variable Z(a, b, c) is
Example 6. The inverse uncertainty distribution of normal uncertain variable N (e, σ ) is
Example 7. The inverse uncertainty distribution of lognormal uncertain variable LOGN (a, b, c) is
Then we consider the entropy of function of uncertain variable with regular distributions. If the function is a strictly monotone function, we have the following theorem. 
Proof. If f is a strictly increasing function, letting ψ be the distribution function of f (ξ ), it easily follows from Theorem 1
Then it follows from Theorem 4 that
Otherwise, if f is a strictly decreasing function, by Theorem 2, it turns that
Thus, we have
Remark. These two theorems provide a new way to calculate entropy of uncertain variable. For example, suppose there are two positive uncertain variables ξ and η with distribution Φ 1 and Φ 2 , respectively. If we calculate the entropy of their product in trivial way, we should first get its distribution ψ(x) by Axiom 4 and then calculate it by Definition 6, which leads to a great amount of calculation, that is
Now, by Theorem 5, we can calculate the entropy in a simple way 
Proof. Let ψ be the distribution function of f (ξ ). Then it follows from Theorem 3 that
Positive linearity of the entropy operator
In this section, we will prove the positive linearity of entropy. Proof. STEP 1: Suppose that ξ and η are independent uncertain variables with regular distributions Φ and ψ, respectively.
Otherwise, we may give them a small perturbation such that the uncertainty distributions are regular. It follows from Theorem 4 that
Since the function f (x, y) = x + y is strictly monotone, it follows from Theorem 5 that 
STEP 3: Finally, for any real numbers a and b, it follows from STEP 1 and STEP 2 that
The theorem is proved. Then we provide several examples. Example 8. Assume ξ 1 , ξ 2 , . . . , ξ n are independent uncertain variables with linear distribution L(a i , b i ), respectively. Then the uncertain variable ξ = k 1 ξ 1 + k 2 ξ 2 + · · · + k n ξ n has an entropy
Example 9. Assume ξ 1 , ξ 2 , . . . , ξ n are independent uncertain variables with zigzag distribution Z(a i , b i , c i ) , respectively. Then the uncertain variable ξ = k 1 ξ 1 + k 2 ξ 2 + · · · + k n ξ n has an entropy
Example 10. Assume ξ 1 , ξ 2 , . . . , ξ n are independent uncertain variables with normal uncertain distribution N(0, σ 2 i ), respectively. Then the uncertain variable ξ = k 1 ξ 1 + k 2 ξ 2 + · · · + k n ξ n has an entropy
Conclusion
In this paper, we present some methods to calculate the entropy of function of uncertain variables with regular distributions. For increasing function, decreasing function and hybrid function, we present several formulas and make the calculation more convenient. At the end, the positive linearity property of the entropy operator is proved in this paper.
