Abstract-In this paper, we study the problem of activity detection (AD) in a massive MIMO setup, where the Base Station (BS) has M 1 antennas. We consider a block fading channel model where the M -dim channel vector of each user remains almost constant over a coherence block (CB) containing Dc signal dimensions. We study a setting in which the number of potential users Kc assigned to a specific CB is much larger than the dimension of the CB Dc (Kc Dc) but at each time slot only Ac Kc of them are active. Most of the previous results, based on compressed sensing, require that Ac ≤ Dc, which is a bottleneck in massive deployment scenarios such as Internet-of-Things (IoT) and Device-to-Device (D2D) communication. In this paper, we show that one can overcome this fundamental limitation when the number of BS antennas M is sufficiently large. More specifically, we derive a scaling law on the parameters (M, Dc, Kc, Ac) and also Signal-to-Noise Ratio (SNR) under which our proposed AD scheme succeeds. Our analysis indicates that with a CB of dimension Dc, and a sufficient number of BS antennas M with Ac/M = o(1), one can identify the activity of
I. INTRODUCTION
Massive connectivity is predicted to play a crucial role in future generation of wireless cellular networks that support Internet-of-Things (IoT) and Device-to-Device (D2D) communication. In such scenarios, a Base Station (BS) should be able to connect to a large number of devices and the underlying shared communication resources (time, bandwidth, etc.) are dramatically overloaded. However, a key feature of wireless traffic in those systems (especially, in IoT) is that the device activity patterns are typically sporadic such that over any communication resource only a small fraction of all potential devices are active. A feasible communication in those scenarios typically consists of two phases: i) identifying the set of active users by spending a fraction of communication resources, ii) serving the set of active users via a suitable scheduling over the remaining communication resources.
In this paper, we mainly investigate the first phase, namely, identifying the activity pattern of users, known as activity detection (AD). We consider a generic block fading wireless communication channel between devices and the BS [1] . We assume that the channel can be decomposed into a set of coherence blocks (CBs), where each CB consists of D c signal dimensions over which the channel fading coefficients of each user remain almost constant, whereas the channel might vary independently across different CBs. AD is a fundamental challenge in massive deployments and random access scenarios to be expected for IoT and D2D (see, e.g., [2] [3] [4] for some recent works). A fundamental limitation when considering a single-antenna setting is that the number of active users A c should be less than the dimension of the CB D c , that is, A c ≤ D c . To keep up with the scaling requirements for IoT and D2D, it is crucial to overcome this limitation in an efficient way that does not require devoting too many CBs to AD. One of the recent works along this line is [5] , where the authors proposed using multiple antennas at the BS to overcome this problem. More specifically, they showed that by assigning random Gaussian pilot sequences to the users, one can identify any subset of active users with a vanishing error probability in a massive MIMO setup [6] when the number of antennas M → ∞ provided that D c is large. However, [5] does not specify the underlying finite-length scaling law on (M, D c , K c , A c ) required for a reliable AD, where here we denote by K c the potential number of users over a specific CB, and by A c the number of active users. In contrast, in [7] the authors studied another variant of AD, where they showed that over a CB with a signal dimension D c , one is able to identify up to O(D 2 c ) active users, provided that the Signalto-Noise Ratio (SNR) the active users is sufficiently large.
In this paper, we bridge the gap by deriving a finite-length scaling law on (M, D c , K c , A c ) and SNR for a feasible AD. In particular, we show that by a CB of dimension D c , one can identify reliably the activity of A c = O(D However, what makes our result highly non-trivial and particularly appealing for IoT setting is that the number of active users A c over a CB of dimension D c can scale as O(D 2 c ) rather than O(D c ) achieved previously via traditional compressed sensing techniques (see, e.g., [2] [3] [4] ). We propose several efficient and low-complexity algorithms for AD and show via theoretical analysis that they all fulfill our proposed scaling law. Our proposed algorithms depend only on the sample covariance of the observations at the BS and are robust to statistical variations of user channel vectors.
II. MATHEMATICAL FORMULATION

A. Signal Model
We consider a generic block fading wireless channel between each user and the BS consisting of several CBs with each CB containing D c signal dimensions over which the channel is almost flat [1] . Without loss of generality, we assume that the BS devotes an individual CB to AD of a specific set of users K c consisting of K c = |K c | users. To perform AD, the BS assigns a specific pilot sequence to each user in K c , where a pilot sequence for a generic user k ∈ K c is simply a vector a k = (a k,1 , . . . , a k,Dc )
T ∈ C Dc of length D c , which is transmitted by the user k over D c signal dimensions in the CB devoted to the AD if the user is active. Denoting by h k the M -dim channel vector of the user k ∈ K c to M BS antennas, we can write the received signal at the BS over the signal dimension i ∈ [D c ] inside the CB as 
where T denotes the K c × M matrix containing the M -dim normalized channel vectors of the users. We assume that the channel vectors {h k : k ∈ K c } are independent from each other and are spatially white (i.e., uncorrelated along the antennas), that is, h k ∼ CN (0, I M ). We assume that the pilot sequences are normalized to
and define the average SNR of an active k ∈ K c over D c dimensions by
We call the vector γ = (γ 1 , . . . , γ Kc ) T ∈ R Kc + the activity pattern of the users in K c . We always assume that at each AD slot only a subset A c ⊂ K c of the users of size A c = |A c | are active, thus, γ is a sparse vector with only A c nonzero elements. The goal of AD is to identify the set of active users A c or a subset thereof consisting of users with sufficiently strong channels A c (η) := {k ∈ K c : γ k > ησ 2 }, for a threshold η > 0, from the noisy observations as in (2) .
Note that we always assume that the channel vectors are spatially white and Gaussian. Thus, the columns of Y in (2),
where Γ = diag(γ). We also define the empirical covariance matrix of the columns of the observation matrix Y in (2) as
where Y :,i denotes the i-th column of Y as before.
B. Maximum Likelihood Estimate and Identifiability Condition
We first consider the Maximum Likelihood (ML) estimator of γ, where after normalization and simplification we have
where Σ y is as in (5) . Note that for spatially white channel vectors considered here, Σ y → Σ y as the number of antennas M → ∞. We also have the following result. Theorem 1: Consider the signal model (2) for AD. Then, the empirical covariance matrix Σ y is a sufficient statistics for the activity pattern of the users γ.
Proof: From (6), it is seen that the log-likelihood of Y depends on Y only through the sample covariance matrix Σ y . Thus, from the Fischer-Neyman factorization theorem, Σ y is a sufficient statistics for estimating γ.
We define the maximum likelihood (ML) estimate of γ as
Note that due to the invariance of the ML estimator [8] , Σ y is also a sufficient statistics for identifying the set of active users A c (η) := {i : γ * i > ησ 2 }, where η > 0 is a suitable threshold. Before we proceed, it is worthwhile to investigate conditions under which the activity pattern γ is identifiable. We need some notation first. We define the convex cone produced by the rank-1 positive semi-definite (PSD) matrices {a k a H k : k ∈ K c } generated by users pilot sequences as
We also use a similar notation cone(a V ) for the cone generated the pilot sequences of a subset of users V ⊆ K c . Note that for any V, the cone cone(a V ) is a sub-cone of the cone of PSD matrices. To make sure that the set of active users are identifiable, we need to impose the following identifiability condition on the pilot sequences:
where ϑ is set to a sufficiently small number to make sure that condition (9) Select an index k ∈ [Kc] corresponding to the k-th component of γ = (γ1, . . . , γK c )
T (e.g., randomly). 5 :
Update γ k ← γ k + d * .
9: PSD matrices has (affine) dimension
, the number of active users ϑ should be less than
for (9) to be met. This bound can be also seen to be tight from Carathéodory theorem [9] . However, interestingly, this does not restrict the number of potential users K c = |K c |. For example, when the pilot sequences a k , k ∈ K c , are sampled i.i.d. from an arbitrary continuous distribution, no matter how large K c is, with probability 1, all the sub-cones in (9) would be different and the identifiability condition would be fulfilled. In practice, however, due to the presence of the noise, one should also limit K c in order to guarantee a stable AD.
Theorem 2: Let f (γ) be as in (6) . Suppose that the pilot sequences {a k : k ∈ K c } are such that cone(a Kc ) coincides (approximately) with the cone of D c ×D c PSD matrices. Then, f (γ) has only global minimizers.
Proof: This follows from the geodesic convexity of the ML cost function f (γ) [10] , when AΓA H + σ 2 I Dc spans the whole set of D c × D c PSD matrices.
Note that in order for cone(a Kc ) to be a good approximation of the cone of D c ×D c PSD matrices, K c should be larger than the dimension of the space of PSD matrices, i.e., K c O(D 2 c ). Interestingly, as we will see, this holds in the desired scaling regime A c = O(D 2 c ) that we derive for AD. We use Theorem 2 to find the ML estimate γ * in (7) via a simple coordinatewise descend algorithm, where at each step we optimize f (γ) with respect to only one of its arguments γ k , k ∈ [K c ]. This optimization has a closed form summarized in Algorithm 1.
C. Multiple Measurement Vector Problem
The signal model Y = AΓ 1 2 H + Z in (2) also arises in a compressed sensing setup [11, 12] , where one tries to estimate a sparse vector X := Γ 
where > 0 is a regularization parameter and where X 2,1 = Kc i=1 X i,: denotes the 2,1 norm of the matrix X given by the sum of 2 norm of its rows X i,: , i ∈ [K c ]. It is well-known that 2,1 norm regularization in (10) promotes the sparsity of the rows of the resulting estimate X * and seems to be a good regularizer for detecting the user activity pattern γ in our setup. Intuitively speaking, we expect that we should obtain an estimate of activity pattern of the users γ, i.e., the strength of the their channels, by looking at the 2 norm of the rows of the estimate X * . We have the following result. Theorem 3: Let X * be the optimal solution of 2,1 -LS as in (10) . Let γ
is the optimal solution of the convex optimization problem γ * = arg min γ∈D+ g(γ), where g is defined by
where Γ = diag(γ) and Σ y is the sample covariance (5). Proof: The proof follows from Theorem 1 in [13] . Details are not provided due to space limits.
We will prove that in terms of AD we can aim for a scaling regime A c = O(D D c , the number of active (nonzero) rows in X is much larger than the number of available measurements D c via the matrix A in (10) . In this regime, any algorithm (including 2,1 -LS) would have a considerable distortion while decoding X. Even a Minimum Mean Squared Error (MMSE) estimator that knows the exact location of active rows (the support of γ) will have a significant MSE distortion while decoding the active rows (although it can perfectly identify the inactive ones from the knowledge of the support of γ). It is interesting and highly non-trivial that when only estimation of the activity pattern γ is concerned, due to the implicit underlying averaging effect of 2,1 -LS stated in Theorem (3), namely, the fact that
√ M is given by 2 norm of the i-th row of X * , even a noisy estimate X * is sufficient to yield a reliable estimate of γ. Theorem 3 also implies that as far as the strengths (i.e., 2 norm) of the rows of X * are concerned, 2,1 -LS in (10) can be simplified to the convex optimization (11) , which depends on the observations Y through their empirical covariance, which is a sufficient statistics for identifying γ from Theorem 1. Our proposed coordinate-wise descend algorithm for minimizing the MMV cost function (11) is summarized in Algorithm 1.
D. Non-Negative Least Squares
The last algorithm that we introduce and also theoretically analyze here is based on Non-Negative Least Squares (NNLS). We consider the signal model (2) and Σ y as in (5) . In the NNLS, we match Σ y to the true Σ y in (4) in 2 -distance:
Let σ y = vec( Σ y ) denote the D 
2018 IEEE International Symposium on Information Theory (ISIT) 383 as a least squares problem with non-negativity constraint, known as nonnegative least squares (NNLS). NNLS (13) has the appealing feature that it does not require the knowledge of the noise variance σ 2 . Moreover, if the row span of A intersects the positive orthant, NNLS implicitly also performs 1 -regularization, as discussed for example in [14] and called M + -criterion in [4] . Because of these features, NNLS has recently gained interest in many applications in signal processing [15] , compressed sensing [4] , and machine learning. In our case the M + -criterion is fulfilled in an optimally-conditioned manner and allows us to establish the following result (proved in Section IV).
Theorem 4: Suppose that the pilots sequences {a k : k ∈ K c } are independent copies of a zero-mean random vector with i.i.d. unit-magnitude entries. Fix some ρ ∈ (0, 1), τ > 0, s ∈ [K c ], and let
then with overwhelming probability the following holds: For all γ
• the solution γ * of (13) is guaranteed to fulfill:
where
and where c 0 , c 1 , c 2 are universal constants. We like to mention that the theorem holds even for more general random models, other p -norms and the constant can be made precise, e.g., ρ = 2/3 gives c 1 = 25/3 and c 2 = 11. The result is uniform meaning that with a high probability (on a draw of A) it holds for all γ 
Assuming that at a specific AD slot only A c of the users are active and setting s = A c in Theorem 4, using σ s (γ • ) = 0 for s = A c , and the well-known inequality γ
, we obtain the following scaling law on the performance of NNLS
with a constant c 3 = 2c 2 
It is important to note that: i) from (15) 
III. SIMULATION RESULTS
In this section, we assess the performance of our algorithms via numerical simulations. We assume that the output of the algorithms is an estimate γ * of the activity pattern of the users. We define A c (η) := {i : γ * i > ησ 2 }, with η > 0, as the estimate of the set of active users. We also define the detection/false-alarm probability averaged over the active/inactive users as
where A c and K c denote the number of active and the number of potential users, respectively. By varying η ∈ R + , we plot the Receiver Operating Characteristic (ROC) as a measure of performance of our proposed algorithms. Fig. 1 illustrates the simulation results for a CB of dimension D c = 50 (pilot dimension), SNR=10 dB, and number of active users A c = 100. It is seen in Fig. 1(a) that for the number of potential users K c = 2000, all the algorithms perform very well when the number of BS antennas M ≥ 200 is slightly larger than A c = 100. It is also seen that MMV (11) and ML (6) estimators perform slightly better than NNLS (12) (see also Algorithm 1). We repeat the simulations for NNLS by keeping M = 200 as before while increasing the number of potential users K c . Fig. 1(b) illustrates that the performance of NNLS is not that sensitive to the potential number of users K c ∈ {2000, 4000, 8000}, as expected from the scaling law (the logarithmic dependence on K c ) claimed in Theorem 4.
IV. RECOVERY GUARANTEE FOR NNLS
be the rank-1 matrices generated by the pilots sequences of the users. We consider the noisy model
+ denotes the unknown activity pattern of the users to be estimated. We assume that γ • is potentially s-sparse or compressible (well-approximated by sparse vectors) and D is residual error matrix. In particular, the vectorized problem (13) is: 
384
parameter s, typically taken as number of active users A c . To cover also the more general compressible case we define the 1 -error of the best s-sparse approximation to γ • as:
The motivation of directly using the unregularized NNLS for recovery comes from the self-regularizing property of matrices A having simultaneously the M + -criterion (its "row span intersects the positive orthant") and the 2 -robust null space property of order s (s-NSP) (for details, see [4] ). Proof sketch of Theorem 4. The proof strategy is a combination of [4, Theorem 1] and an extension of RIP-results for the heavy-tailed column-independent model investigated in [16, 17] . We will discuss the main ideas and, to simplify the presentation, focus on the real-valued case. First, the row span of the D 
Assume that A additionally has the 2 -robust nullspace property of order s (s-NSP) with parameters ρ ∈ (0, 1) and τ > 0, meaning that [18, Def. 4 .21]:
holds for all S ⊂ [n] with |S| ≤ s. We conclude then from [4, Theorem 1] that, that the NNLS solution γ * in (13) obeys:
with C = 
where the probability of failure can be made arbitrary small. This in turn implies s-NSP [18, Theorem 6.13]) for A o yielding finally s-NSP for A.
