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Abstract
This paper has various goals: first, we develop a local and global well-
posedness theory for the regularized Benjamin-Ono equation in the peri-
odic setting, second, we show that the Cauchy problem for this equation
(in both periodic and non-periodic case) cannot be solved by an itera-
tion scheme based on the Duhamel formula for negative Sobolev indices,
third, a proof of the existence of a smooth curve of periodic travelling
wave solutions, for the regularized Benjamin-Ono equation, with fixed
minimal period 2L, is given. It is also shown that these solutions are
nonlinearly stable in the energy space H
1/2
per by perturbations of the same
wavelength. Finally, an extension of the theory developed for the regu-
larized Benjamin-Ono equation is given and as an example it is proved
that the cnoidal wave solutions associated to the Benjamin-Bona-Mahony
equation are nonlinearly stable in H1per.
1 Introduction
In this work we are interested in the study of the regularized Benjamin-Ono
equation (rBO equation henceforth)
ut + ux + uux +Huxt = 0, (1.1)
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where u is a real-valued function and H denotes the Hilbert transform defined
via the Fourier transform as
Ĥf(k) = −isgn(k)f̂(k),
where
sgn(k) =
{
−1, k < 0
1, k > 0.
The regularized Benjamin-Ono equation is a model for the time evolution of
long-crested waves at the interface between two immiscible fluids. Some situa-
tions in which the equation is useful are the pycnocline in the deep ocean, and
the two-layer system created by the inflow of fresh water from a river into the
sea, see [27]. This equation is formally equivalent to the Benjamin-Ono equation
vt + vx + vvx −Hvxx = 0, (1.2)
which was first introduced by Benjamin [12] and later by Ono [33] as a model
equation for the same situation as the rBO. Being more specific, for suitably
restricted initial conditions, the solutions u of (1.1) and v of (1.2) are nearly
identical at least for values of t in [0, T ] where T is quite large, see [4] for more
details. See also [4] for a more detail discussion about the advantages and dis-
advantages of using equation (1.2) or (1.1) for modelling the propagation of
small-amplitude long waves.
As far as we know in the periodic setting there does not exist any result
about the well-posedness problem for the equation (1.1). We prove that the
periodic initial value problem{
ut + ux + uux +Huxt = 0, x ∈ R, t ∈ R,
u(x, 0) = u0(x),
(1.3)
with initial data in periodic Sobolev spaces Hsper([−L,L]) is locally wellposed if
s > 1/2 and globally wellposed if s ≥ 3/2. These results on existence, unique-
ness and continuous dependence on the initial data of solutions to (1.3) have
no special difficulty, and we were able to established them almost in the same
way as in Bona and Kalisch [18], where they were obtained on the real line.
Local well-posedness can be proved using a contraction argument in the space
C([0, T ];Hsper) and global solution is obtained via a priori estimates.
The rBO equation possesses three conservation laws:
E(u) :=
1
2
∫
(uHux − 1
3
u3)dx, F (u) :=
1
2
∫
(u2 + uHux)dx (1.4)
and
G(u) :=
∫
udx.
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This suggests that the space H
1
2 (R) (or H
1
2
per) is a good candidate for a global
well-posedness theory of the Cauchy problem associated to (1.1). This problem
is open in Hs(R) (or Hsper) with s ≤ 1/2 and one of the goals of this paper is
to present some obstructions to its solution by iteration methods. More pre-
cisely, we prove that the flow map data-solution cannot be C2 for s < 0, in
both, periodic and non-periodic case. This kind of ill-posedness was studied by
Bourgain in [17] and Tzvetkov in [35] for the KdV equation; Molinet, Saut and
Tzvetkov in [30] and [31] did the same for the Benjamin-Ono equation and the
Kadomsev-Petviashvili I (KPI) equation, respectively. As far as we know, there
does not exist any result about ill-posedness for the rBO on the periodic and
non-periodic cases.
The last part of the paper is dedicated to another important qualitative
aspect of nonlinear dispersive equations, the travelling wave solutions, which
depending on the specific boundary conditions on the wave’s shape can be ei-
ther solitary or periodic waves. The existence, nonlinear stability and instability
of solitary wave solutions have been discussed in the past two decades from sev-
eral points of view. Many techniques have been created to find solutions and
sufficient conditions have been obtained to insure the stability or instability of
this kind of waves, see for example [1], [2],[5], [11], [12], [15], [22], [23], [33], [36],
[37]. In contrast to the study of solitary waves, the periodic travelling wave
solutions has received less attention. In recent years some papers in this subject
have appeared, see for instance [6], [8], [9], [10], [20], [21], [29].
In this paper we are interested in giving a stability theory of periodic trav-
elling wave solutions for the nonlinear dispersive equation (1.1). The periodic
travelling wave solutions to be considered here will be of the general form
u(x, t) = φ(x − ct),
where φ : R→ R is a smooth 2L−periodic function and c 6= 1. So, by replacing
these permanent wave form into (1.1), integrating and considering the constant
of integration equal to zero, we obtain
cHφ′c + (c− 1)φc −
1
2
φ2c = 0. (1.5)
In the framework of travelling waves of solitary type, it is known the existence
of solutions for (1.5) in the form
φc(x) =
4(c− 1)
1 +
(
c−1
c x
)2 , (1.6)
where c > 1. The stability theory for this solitary wave was established by Al-
bert, Bona and Henry in [2]. Additionally, Kalisch in [27] exhibited a periodic
family of travelling wave solutions (depending of the speed) with period 2π, for
the rBO and used it to test the rate of convergence of a numerical scheme, which
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was introduced in [18] to prove that the equation (1.1) does not constitute an
infinite-dimensional completely integrable system.
For L > π and c > 1+ πL−π , we prove the existence of a smooth curve of even
periodic travelling wave solutions for (1.1). The construction of this solutions is
based on the Poisson Summation theorem (as in Angulo and Natali [10]). The
family of solutions is given by
φc(ξ) =
2cπ
L
 sinh(η)
cosh(η) − cos
(
πξ
L
)
 , (1.7)
with η satisfying
η(c) = tanh−1
(
cπ
(c− 1)L
)
. (1.8)
Concerning the nonlinear stability of this family of periodic solutions we extend
the classical approach developed by Benjamin [11], Bona [2] and Weinstein [36]
to the periodic case. More precisely, we use the conservations laws (1.4) to prove
that the orbit Ωφc = {φc(·+ y) : y ∈ R} generated by the wave φc is orbitally
stable in H
1
2
per([−L,L]) with regard to the periodic flow of the rBO equation.
In order to get the spectral conditions required to prove the nonlinear sta-
bility, we use the recent theory developed by Angulo and Natali [10]. Although
their theory was established for another kind of equations we still can apply it
to obtain an specific spectral structure associated to the non-local operator
L = cH∂x − 1 + c− φc. (1.9)
In the last section of the paper the theory established for the rBO equation
is extended for a general family of regularized equations. We study a class of
equations of the form
ut + ux + u
pux +Hut = 0, (1.10)
where p ≥ 1 is an integer and H is a differential or pseudo-differential operator
in the context of periodic functions. Note that a considerable range of equations
arise in practice. For instance, if you consider H = −∂2x you get the generalized
Benjamin-Bona-Mahony equation and if H = H∂x we obtain the generalized
regularized Benjamin-Ono equation, so the stability issues for the generalized
class (1.10) are not just of mathematical interest.
We give sufficient conditions to get the nonlinear stability of periodic wave
solutions associated to equations of the type (1.10), and as example we prove
that the cnoidal wave solutions of the BBM equation, with fundamental period
L > 2π, are orbitally stable in H1per([0, L]), for speeds c > 1 +
4π2
L2−4π2 .
This kind of generalization in the context of solitary waves have been studied
before, see for example [2] and [16]. In the periodic setting Ha˘ra˘gus¸ in [25] proved
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the spectral stability of periodic travelling wave solutions, for the generalized
BBM, which are small perturbations of the constant solution u = (c − 1)1/p,
in both L2(R) and Cb(R). If 1 ≤ p ≤ 2, she proved spectral stability for c > 1
and for p ≥ 3, there exists a critical speed cp such that the periodic waves are
spectrally stable for c ∈ (cp, pp−3 ), and unstable for c ∈ (1, cp)∪ ( pp−3 ,∞).1 Also
it is worth to note that Hakkaev, Iliev and Kirchev in [24] studied the orbital
stability of a type of generalized BBM and Camassa Holm equations. The family
of BBM equations that they investigated were of the form
ut + 2ωux + 3uux − uxxt = 0, ω ∈ R.
They proved the existence solutions of the cnoidal type, but they only proved
the orbital stability of this solutions in the case ω = 0.
Finally, this paper is organized as follows: In Section 2 we introduced some
notations to be used throughout the whole article; in Section 3, we prove the
global well-posedness result in the periodic setting; in section 4, the ill-posedness
result is obtained; in Section 5, we show the existence of periodic travelling waves
using the Poisson Summation theorem, in Section 6, the spectral properties
needed to obtain the nonlinear stability are gotten, in Section 7, we get the
stability of the waves based on the ideas in [1],[10], [11] and [36], in Section 8,
we present the extension of the theory, then we used it to proved the stability
of cnoidal waves associated to the BBM equation.
2 Notation and preliminaries
The L2-based Sobolev spaces of periodic functions are defined as follows (for
further details see [26]). Let P = C∞per denote the collection of all functions
f : R→ C which are C∞ and periodic with period 2L > 0. The collection P ′ of
all continuous linear functionals from P into C is the set of periodic distributions.
If Ψ ∈ P ′ then we denote the value of Ψ at ϕ by Ψ(ϕ) = 〈Ψ, ϕ〉. Define the
functions Θk(x) = exp(πikx/L), k ∈ Z, x ∈ R. The Fourier transform of Ψ is
the function Ψ̂ : Z → C defined by the formula Ψ̂(k) = 12L 〈Ψ, ϕ〉, k ∈ Z. So, if
Ψ is a periodic function with period 2L, we have
Ψ̂(k) =
1
2L
∫ L
−L
Ψ(x)e−
ikpix
L dx.
For s ∈ R, the Sobolev space of order s, denoted by Hsper([−L,L]) is the set of
all f ∈ P ′ such that (1 + |k|2)s|f̂(k)|2 ∈ l2(Z), with norm
||f ||2Hsper = 2L
∞∑
k=−∞
(1 + |k|2)s|f̂(k)|2.
1Here
p
p−3
= ∞, if p = 3.
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Recall the inversion formula
f(x) =
∞∑
k=−∞
e
ikxpi
L f̂(k),
and the convolution formula
(f̂ ∗ ĝ)(k) = f̂ g(k),
where the convolution of two functions f̂ and ĝ on Z is formally defined by
(f̂ ∗ ĝ)(k) =
∞∑
n=−∞
f̂(k − n)ĝ(n).
We also note that Hsper is a Hilbert space with respect to the inner product
(f |g)s = 2L
∞∑
n=−∞
(1 + |k|2)sf̂(k)ĝ(k)
In the case s = 0, H0per is a Hilbert space that is isometrically isomorphic to
L2([−L,L]) and
(f |g)0 = (f, g) =
∫ L
−L
fg dx.
The space H0per will be denoted by L
2
per and its norm will be ‖ · ‖L2per . Of course
Hsper ⊂ L2per, for any s ≥ 0. Moreover, (Hsper)′, the topological dual of Hsper ,
is isometrically isomorphic to H−sper for all s ∈ R. The duality is implemented
concretely by the pairing
〈f, g〉s = 2L
∞∑
k=−∞
f̂(k)ĝ(k), for f ∈ H−sper , g ∈ Hsper .
Thus, if f ∈ L2per and g ∈ Hsper, with s ≥ 0, it follows that 〈f, g〉s = (f, g).
Additionally, in the particular case s = 12 we will denote the pairing 〈f, g〉s
simply by 〈f, g〉. One of Sobolev’s Lemmas in this context states that if s > 12
and
Cper = {f : R −→ C | f is continuous and periodic with period 2L},
then Hsper →֒ Cper .
If Y is a Banach space like Hsper , and T > 0, then C([0, T ];Y ) is the space
of continuous mappings from [0, T ] to Y and, for k ≥ 0, Ck([0, T ];Y ) is the
subspace of mappings t 7→ u(t) such that ∂jtu ∈ C([0, T ];Y ) for 0 ≤ j ≤ k,
where the derivative is taken in the sense of vector-valued distributions. This
space carries the standard norm
‖u‖Ck([0,T ];Y ) =
k∑
j=0
max
0≤t≤T
‖∂jtu(t)‖Y .
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c0 denotes numeric positive constants which can change form line to line. For
any positive elements A and B the notation A > B (respectively, A ? B)
means that there exist a positive constant c0 such that A ≤ c0B (respectively,
A ≥ c0B). The notation A ∼ B means that A > B > A. Finally µ(A) denotes
the Lebesgue measure of the set A.
Next, we present the Poisson Summation theorem. It will be used in Section
5 and 8 to find the periodic travelling wave solutions for the rBO and the BBM
equation, respectively.
Theorem 2.1 Let f̂R(ξ) =
∫∞
−∞ f(x)e
−ixξdx and f(x) =
∫∞
−∞ f̂
R(ξ)eixξdξ sat-
isfy
|f(x)| ≤ A
(1 + |x|)1+δ and |f̂
R(ξ)| ≤ A
(1 + |ξ|)1+δ ,
where A > 0 and δ > 0 (then f and f̂ can be assumed continuous functions).
Thus, for L > 0
∞∑
n=−∞
f (x+ 2Ln) =
1
2L
∞∑
n=−∞
f̂R
( n
2L
)
e
piinx
L .
The two series above converge absolutely.
Proof: See for example [34]. 
3 Well-posedness results
In this section we study the well-posedness for the periodic initial value problem
(1.3). For simplicity in this section we wiil consider L = π.
First, rewrite (1.1) as
(1 +H∂x)ut = −(u+ 12u2)x,
since H∂x ≥ 0, formally we have
ut = −∂x (1 +H∂x)−1
(
u+ 12u
2
)
= K(u+ 12u
2),
where K is given explicitly by its Fourier transform as
K̂u(n) =
−in
1 + |n| û(n). (3.1)
Integrating and using the initial condition we get
u(x, t) = u0(x) +
∫ t
0
K(u+ 12u
2)(x, τ)dτ,
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for all x ∈ R and t > 0.
Let s > 12 and T > 0, define A on X = C([0, T ];H
s
per), by
Au(t) = u0 +
∫ t
0
K(u+ 12u
2)(·, τ)dτ.
Using (3.1) and the fact that Hsper with s >
1
2 is Banach algebra we obtain
‖Au(t)‖Hsper ≤ ‖u0‖X + T
(‖u‖X + c02 ‖u‖2X) . (3.2)
On the other hand, if u,w ∈ X, then for 0 ≤ t ≤ T we get
‖Au(t)−Aw(t)‖Hsper ≤ T ‖u− w‖X
[
1 +
c0
2
(‖u‖X + ‖w‖X)
]
. (3.3)
Now, define M = {u ∈ X : ‖u‖X ≤ R}. If u,w ∈ M from (3.2) and (3.3) we
conclude
‖Au‖X ≤ ‖u0‖X + T (R+ c0
2
R2)
and
‖Au−Aw‖X ≤ T ‖u− w‖X(1 + c0R).
Taking R = 2‖u0‖X and T = 12 (1 + c0R)−1, it follows that A : M −→ M is a
contraction, hence there exists a unique u ∈ M such that Au(t) = u(t) for all
t ∈ [0, T ]. Collecting this information we have the next theorem.
Theorem 3.1 Suppose s > 12 , then for all u0 ∈ Hsper([−π, π]) there exists T =
T (‖u0‖Hsper ) > 0 and a unique solution of (1.3) on the interval [−T, T ], such that
u ∈ C([−T, T ];Hsper). Furthermore, for all T ′ < T there exists a neighborhood
V of u0 in H
s
per([−π, π]) such that
F : V −→ C([−T ′, T ′];Hsper([−π, π])), u˜0 → u˜(t),
is Lipschitz.
Now, we study the global well-posedness. The following lemmas are useful to
derive an a priori estimate.
Lemma 3.1 Suppose u0 ∈ Hsper, where s > 12 and let u be the corresponding
solutions of (1.3) on the interval [0, T ]. Then for all t ∈ [0, T ]
‖u(t)‖
H
1
2
per
= ‖u0‖
H
1
2
per
.
Lemma 3.2 If s0 ≤ s ≤ s1, with s = θs0 + (1 − θ)s1, and 0 ≤ θ ≤ 1 , then
there exists a constant C > 0, such that
‖Jsf‖L2per ≤ C‖Js0f‖θL2per‖J
s1f‖1−θL2per, (3.4)
where Js = (1 +∆)
s
2 ( The Bessel potencial of order s).
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Lemma 3.3 Let s ≥ 1, then there exists a constant C = C(s) > 0 such that
‖Js(fg)− fJsg‖L2per ≤ C
{
‖∂xf‖A‖g‖Hs−1per + ‖∂xf‖Hs−1per ‖g‖A
}
(3.5)
where ||g||A =
∑∞
k=−∞ |ĝ(k)|.
The proof of Lemma 3.1 is immediate from the conservation law F in (1.4) (see
for instance [2]), the proof of Lemma 3.2 can be found in [14] and Lemma 3.3
is a commutator estimative, see Lemma B.3 in [26]. Next, we establish the
promised estimate.
Theorem 3.2 Let s ≥ 3/2. If u ∈ C([0, T ], Hsper) is a solution of (1.3) in
[0, T ]×R, with initial datum u0, then there exist constants C = C(‖u0‖
H
3
2
per
) > 0
and Cs = Cs(‖u0‖Hsper) > 0 such that
sup
t∈[0,T ]
‖u(t)‖Hsper ≤ CseCT (3.6)
Proof: First we will establish the result in the case s = 3/2, for this consider
a sequence {un}∞n=0 in C1([0, T ], H∞per), converging to u in C1([0, T ], H
3
2
per) and
define F (v) = vt + vx + vvx + Hvxt. Then F (un) → 0 in C([0, T ], H
1
2
per) and
{∂2xun}∞n=0 is bounded in C([0, T ], H−
1
2
per ). In fact,
‖∂2xun(t)‖2
H
− 1
2
per
≤ 2π
∞∑
k=−∞
(1 + |k|2)− 12 |k|4|ûn(k)|2 ≤ 2π
∞∑
k=−∞
(1 + |k|2) 32 |ûn(k)|2
= ‖un(t)‖2
H
3
2
per
and
‖F (un)‖
H
1
2
per
≤ ‖unt − ut‖
H
1
2
per
+ ‖unx − ux‖
H
1
2
per
+ ‖H(unxt − uxt)‖
H
1
2
per
+ ‖ununx − uux‖
H
1
2
per
≤ 2‖unt − ut‖
H
3
2
per
+ ‖un − u‖
H
3
2
per
+ ‖unx(un − u)‖
H
1
2
per
+ ‖u(unx − ux)‖
H
1
2
per
≤ 2‖unt − ut‖
H
3
2
per
+ ‖un − u‖
H
3
2
per
+ c0‖unx‖
H
1
2
per
‖un − u‖
H
3
2
per
+ c0‖u‖
H
3
2
per
‖unx − ux‖
H
1
2
per
≤ 2‖unt − ut‖
H
3
2
per
+ ‖un − u‖
H
3
2
per
+ c0‖un‖
H
3
2
per
‖un − u‖
H
3
2
per
+ c0‖u‖
H
3
2
per
‖un − u‖
H
3
2
per
,
where we used the fact that ‖uv‖
H
1
2
per
≤ c0‖u‖
H
1
2
per
‖v‖Hsper , if u ∈ H
1
2
per and
v ∈ Hsper with s > 1. Hence, 〈F (un), ∂2xun〉 → 0, when n→∞, in C([0, T ]).
On the other hand, since un is smooth, we have that
2〈F (un), ∂2xun〉 = −
d
dt
‖unx(·, t)‖
H
1
2
per
−
∫ π
−π
(unx)
3dx. (3.7)
9
The Sobolev inequality and (3.4) imply that there exists a positive constant c0
such that∫ π
−π
(∂xf)
3dx ≤ ‖∂xf‖3L3per ≤ c0‖∂xf‖
3
H
1
6
per
≤ c0‖f‖3
H
7
6
per
≤ c0‖f‖3
1
3
H
1
2
per
‖f‖3(1−
1
3 )
H
3
2
per
= c0‖f‖
H
1
2
per
‖f‖2
H
3
2
per
(3.8)
Integrating (3.7) form 0 to t and using (3.8) we get
2
∫ t
0
〈F (un), ∂2xun〉dτ ≤ ‖unx(·, 0)‖2
H
1
2
per
− ‖unx(·, t)‖2
H
1
2
per
+ c0
∫ t
0
‖un(·, τ)‖
H
1
2
per
‖un(·, τ)‖2
H
3
2
per
dτ.
Using the last inequality we obtain,
‖un(·, t)‖2
H
3
2
per
≤ ‖un(·, t)‖2
H
1
2
per
+ ‖unx(·, t)‖2
H
1
2
per
≤ ‖un(·, t)‖2
H
1
2
per
+ ‖unx(·, 0)‖2
H
1
2
per
+ c0
∫ t
0
‖un(·, τ)‖
H
1
2
per
‖un(·, τ)‖2
H
3
2
per
dτ − 2
∫ t
0
〈F (un), ∂2xun〉dτ.
Taking the limit when n→∞ and using Lemma 3.1, yields
‖u(·, t)‖2
H
3
2
per
≤ 2‖u0‖2
H
3
2
per
+ c0‖u0‖
H
1
2
per
∫ t
0
‖u(·, τ)‖2
H
3
2
per
dτ.
Finally by the Gronwall inequality we have that
‖u(·, t)‖2
H
3
2
per
≤ 2‖u0‖2
H
3
2
per
exp
(
c1t‖u0‖
H
1
2
per
)
for all t ∈ [0, T ], so we have the result in the case s = 3/2.
For the general case suppose that (3.6) is true for r0 ≥ 3/2, and let s = r0+α,
with 0 < α ≤ 1/2. Additionally, with the only goal of making the reading
easier, let us define r = s − 1/2. We will prove that the inequality holds
for s. Consider {un}∞n=0 a sequence in C1([0, T ], H∞per) such that un → u, in
C1([0, T ], Hsper), then F (u
n)→ 0, in C([0, T ], Hs−1per ) and {Jrun}∞n=0 is bounded
in C([0, T ], Hs−rper ). Therefore, 〈Jrun, JrF (un)〉 −→ 0 in C([0, T ]), when n→∞.
Let us define v := un, it easy to see that
2〈Jrv, JrF (v)〉 = d
dt
〈Jrv, Jrv + JrHvx〉+ 2〈Jrv, Jr(vvx)〉.
Then, integrating from 0 to t the last equality, using the fact that
〈Jrv, Jr(vvx)〉 = −1
2
(Jrv, vxJ
rv) + 〈Jrv, Jr(vvx)− vJrvx〉 (3.9)
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and since s = r + 1/2, one has that
‖v(·, t)‖2Hsper ≤ 2L
∑
(1 + |k|2)r(1 + |k|)|v̂(k)|2
= 〈Jrv, Jrv〉+ 〈Jrv, JrHvx〉
= 〈Jrv(0), Jrv(0) + JrHvx(0)〉+ 2
∫ t
0
〈Jrv, JrF (v)〉dτ
− 2
∫ t
0
〈Jrv, Jr(vvx)〉dτ.
Taking the limit when n −→∞, we obtain
‖u(·, t)‖2Hsper ≤ cs‖u0‖
2
Hrper
− 2 lim
n→∞
∫ t
0
〈Jrv, Jr(vvx)〉dτ. (3.10)
Using (3.9) and the Lemma 3.3
2|〈Jrv, Jr(vvx)〉| ≤ |(Jrv, vxJrv))|+ 2‖Jrv‖L2per‖Jr(vvx)− vJrvx‖L2per
≤ ‖Jrv‖2L2per‖vx‖∞ + 2‖J
rv‖L2per2c0‖vx‖A‖vx‖Hr−1per
≤ c0‖v‖2Hrper‖v‖Hsper + 4c0‖v‖Hrper‖vx‖Hs−1per ‖v‖Hrper
≤ c0‖v‖2Hrper‖v‖Hsper .
Going back to (3.10) it is obtained,
‖u(·, t)‖2Hsper ≤ cs‖u0‖
2
Hrper
+ c0
∫ t
0
‖u(·, τ)‖2Hrper‖u(·, τ)‖Hsperdτ.
Now, since s > r and r0 ≥ r, then
‖u(·, t)‖2Hsper ≤ cs‖u0‖
2
Hsper
+ c0
∫ t
0
‖u(·, τ)‖Hrper‖u(·, τ)‖Hrper‖u(·, τ)‖Hsperdτ
≤ cs‖u0‖2Hsper + c0
∫ t
0
‖u(·, τ)‖Hr0per‖u(·, τ)‖2Hsperdτ.
So, using the inductive hypothesis
‖u(·, t)‖2Hsper ≤ cs‖u0‖
2
Hsper
+ Cr0e
c0T
∫ t
0
‖u(·, τ)‖2Hsperdτ,
we obtain the desired result by the Gronwall inequality. 
Corolary 3.1 The periodic initial value problem (1.3) is globally well-posed in
Hsper([−π, π]) for s ≥ 3/2.
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4 Ill-posedness results
Since arguments of scaling cannot be applied to the rBO equation to obtain a
notion of criticality, it is not clear which is the smaller indice for we can have
well-posedness for this equation in the Sobolev space Hsper (or H
s(R)). In this
section we will partially answer this question, we will show that the flow map
data-solution for the Cauchy problem associated to the rBO equation is not
smooth (it is not C2) at the origin for initial data in Hsper (or H
s(R)), with
s < 0. Therefore we cannot apply the Contraction Principle to solve the inte-
gral equation (4.1), see for instance [28].
First we will analyze the problem on the periodic setting. For simplicity we
consider functions of period 2π. We know that the linear problem associated to
(1.1) with initial datum φ has solution
u(x, t) = S(t)φ(x),
where S satifies
Ŝ(t)φ(n) = e
− in1+|n| tφ̂(n).
Now, if u is solution of (1.1), then by the Duhamel principle we have that
u(x, t) = S(t)φ(x) −
∫ t
0
S(t− τ)Λ[u(x, τ)ux(x, τ)]dτ, (4.1)
where Λ̂u(n) = (1 + |n|)−1û(n).
Next, we prove the principal result of this section.
Theorem 4.1 Let s < 0 and T a positive number. Then there does not exist a
space XT continuously embedded in C([−T, T ];Hsper) such that there exist c0 > 0
satisfying
‖S(t)φ‖XT ≤ c0‖φ‖Hsper , ∀φ ∈ Hsper (4.2)
and ∣∣∣∣∣∣∣∣∫ t
0
S(t− τ)Λ[ux(τ)u(τ)]dτ
∣∣∣∣∣∣∣∣
XT
≤ c0‖u‖2XT ∀u ∈ XT . (4.3)
Proof: Suppose that there exists a spaceXT continuously embedded in C([−T, T ];Hsper)
such that (4.2) and (4.3) hold. Consider φ ∈ Hsper and define u := S(t)φ, by the
assumption we have that u ∈ XT and∣∣∣∣∣∣∣∣∫ t
0
S(t− τ)Λ[S(t)φ(S(t)φ)x ]dτ
∣∣∣∣∣∣∣∣
XT
≤ c0‖S(t)φ‖2XT > ‖φ‖2Hsper .
Now, since XT →֒ C([−T, T ];Hsper), we get∣∣∣∣∣∣∣∣∫ t
0
S(t− τ)Λ[S(t)φ(S(t)φ)x]dτ
∣∣∣∣∣∣∣∣
Hsper
≤ c0‖φ‖2Hsper . (4.4)
12
We will prove that (4.4) does not hold choosing φ appropriate. For this, consider
φ(x) := N−s cos(Nx), with N ∈ N, N ≫ 1.
First, it easy to see that
S(t)φ(x) = N−s cos
(
Nx− N
1 +N
t
)
.
Then,
ψ(x, t) :=
∫ t
0
S(t− τ)Λ[S(t)φ(x)(S(t)φ(x))x ]dτ
= −1
2
N−2s+1
∫ t
0
S(t− τ)Λ
[
sin
(
2Nx− 2N1+N τ
)]
dτ.
Now, using the specific form of Λ we obtain that∫ t
0
S(t− τ)Λ
[
sin
(
2Nx− 2N1+N τ
)]
dτ = − 1
2(1 + 2N)γN
[
ei(2Nx−
2N
1+2N t) − ei(2Nx− 2N1+N t)
]
+
1
2(1 + 2N)γN
[
e−i(2Nx−
2N
1+N t) − e−i(2Nx− 2N1+2N t)
]
,
where γN =
2N2
(1+N)(1+2N) . Therefore
ψ(x, t) =
1
2
N−2s+1
1
γN (1 + 2N)
[
cos
(
2Nx− 2N
1 + 2N
t
)
− cos
(
2Nx− 2N
1 +N
t
)]
.
Now, it is easy to see that
‖ψ(·, t)‖2Hsper ∼ N
−4s
∣∣∣e−i 2N1+2N t − e−i 2N1+N t∣∣∣2 (1 + 4N2)s.
But,
∣∣∣e−i 2N1+2N t − e−i 2N1+N t∣∣∣2 = 2− 2 cos( 2N1+N t− 2N1+2N t) . Hence,
‖ψ(·, t)‖H2per ∼ N−s (1− cos (γN t))
1
2 .
Note that ‖φ‖2Hsper ∼ 1, then for all t ∈ (0, T ) we have
‖ψ(·, t)‖Hsper
‖φ‖2Hsper
∼ N−s (1− cos (γN t))
1
2 .
Without loss of generality suppose that 0 < T < 2π and consider s < 0 fixed,
then since γN → 1−, as N → +∞, we obtain for all 0 < t < T that
‖ψ(·, t)‖Hsper
‖φ‖2Hsper
−→ +∞,
as N → +∞, but this contradict (4.4), which finishes the proof of the theorem.

As a consequence of the last theorem we get the next result.
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Theorem 4.2 Fix s < 0. There does not exist a T > 0 such that (1.1) admits a
unique local solution define on the interval [−T, T ] and such that the flow map
data-solution
φ 7−→ u(t), t ∈ [−T, T ]
for (1.1) is C2 differentiable at zero from Hsper to H
s
per.
Proof: Consider the Cauchy problem{
ut + ux + uux +Huxt = 0,
u(0, x) = φγ(x), 0 < γ ≪ 1
(4.5)
where φγ(x) = γφ(x). Suppose that u(γ, t, x) is a local solution of (1.1) and that
the flow map data-solution is C2 at the origin from Hsper to H
s
per. Then
∂u
∂γ
(γ, t, x)|γ=0 = S(t)φ(x)
and
∂2u
∂γ
(γ, t, x)|γ=0 = −2
∫ t
0
S(t− τ)Λ [(S(τ)φ)(S(τ)φ)x ] dτ.
Using again the assumption that the flow map is C2 at zero, we have∣∣∣∣∣∣∣∣∫ t
0
S(t− τ)Λ[(S(τ)φ)(S(τ)φ)x ]dτ
∣∣∣∣∣∣∣∣
Hsper
≤ c0‖φ‖2Hsper .
But the last estimative is the same in (4.4), which has been shown to fail in the
last theorem. This finishes the proof. 
Now we will establish the result in the non-periodic setting. Recall that in
this case we have
S(t)φ(x) =
∫
R
φ̂(ξ)e
i
„
ξx− ξ1+|ξ| t
«
dξ
and Λ̂u(ξ) = (1 + |ξ|)−1û(ξ). Let us start with a lemma.
Lemma 4.1∫ t
0
S(t− τ)Λ[(S(τ)φ)(S(τ)φ)x]dτ =
c0
∫
R2
ei(ξx−p(ξ)t)
ξ
1 + |ξ| φ̂(η)φ̂(ξ − η)
e−itχ(ξ,η) − 1
χ(ξ, η)
dηdξ
where p(ξ) = ξ1+|ξ| and χ(ξ, η) = p(η) + p(ξ − η)− p(ξ).
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Proof: The proof is very similar to Lemma 1 in [30], we will do it here just for
sake of completeness. Using the inverse Fourier transform is easy to see that∫ t
0
S(t− τ)Λ[(S(τ)φ)(S(τ)φ)x ]dτ
=
∫ t
0
∫
R
ei(ξx−p(ξ)t)eτp(ξ)
[
iξ
1 + |ξ| (S(τ)φ)∗̂(S(τ)φ)̂(ξ)
]
dξdτ
= i
∫ t
0
∫
R
ei(ξx−p(ξ)t)eτp(ξ)
ξ
1 + |ξ| [(e
−iτp(·)φ̂(·)) ∗ (e−iτp(·)φ̂(·))](ξ)dξdτ
= i
∫
R
ei(ξx−p(ξ)t)
ξ
1 + |ξ| φ̂(η)φ̂(ξ − η)
∫ t
0
eiτ [p(η)+p(ξ−n)−p(ξ)]dτdηdξ
= i
∫
R2
ei(ξx−p(ξ)t)
ξ
1 + |ξ| φ̂(η)φ̂(ξ − η)
e−iτ [p(η)+p(ξ−n)−p(ξ)] − 1
p(η) + p(ξ − n)− p(ξ) dηdξ,
which finishes the proof of the lemma. 
Next, define
ϕ(x, t) :=
∫ t
0
S(t− τ)Λ[(S(τ)φ)(S(τ)φ)x ]dτ,
then using the last lemma we have that
ϕ̂(ξ, t) = c0
ξ
1 + |ξ|e
−ip(ξ)t
∫
R
φ̂(η)φ̂(ξ − η)e
−itχ(ξ,η) − 1
χ(ξ, η)
dη. (4.6)
In this case we consider
φ̂(ξ) := N−sχ[N,N+1](ξ), with N ∈ N, N ≫ 1
where χA denotes the caracteristic function of A. Note that ‖φ‖Hs(R) ∼ 1.
Additionally, using (4.6) we get
ϕ̂(ξ, t) = c0
ξ
1 + |ξ|e
−p(ξ)tN−2s
∫
Ωξ
e−itχ(ξ,η) − 1
χ(ξ, η)
dη,
with Ωξ = {η : η ∈ supp φ̂ and ξ − η ∈ supp φ̂}. Now, since s < 0, we
can chose ǫ > 0 such that −s − ǫ > 0. Consider t = N−ǫ and note that for
ξ ∈ (2N + 12 , 2N + 1) we have µ(Ωξ) & 1.
It is easy to see that
χ(ξ, η) =
η(ξ − η)(2 + ξ)
(1 + η)(1 + ξ − η)(1 + ξ) ≤ 3 ∀ η, ξ − η ∈ [N,N + 1].
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Then for N big enough we arrive at
‖ϕ(·, t)‖2Hs(R) &
∫ 2N+1
2N+ 12
(1 + |ξ|2)sN−4s |ξ|
2
(1 + |ξ|)2 |t|
2
∣∣∣∣∣
∫
Ωξ
e−itχ(ξ,η) − 1
tχ(ξ, η)
dη
∣∣∣∣∣
2
dξ
&
∫ 2N+1
2N+ 12
(1 + |ξ|2)sN−4s |ξ|
2
(1 + |ξ|)2 |t|
2
∣∣∣∣∣Im
∫
Ωξ
e−itχ(ξ,η) − 1
tχ(ξ, η)
dη
∣∣∣∣∣
2
dξ
=
∫ 2N+1
2N+ 12
(1 + |ξ|2)sN−4s |ξ|
2
(1 + |ξ|)2 |t|
2
∣∣∣∣∣
∫
Ωξ
sin(tχ(ξ, η))
tχ(ξ, η)
dη
∣∣∣∣∣
2
dξ
& N−4sN2st2.
Hence
1 ∼ ‖φ‖Hs(R) & ‖ϕ(·, t)‖Hs(R) & N−s−ǫ,
which is a contradiction for N ≫ 1. This completes the proof in the non-periodic
case.
5 Periodic travelling wave solutions
The aim of this section is to show the existence of a smooth curve of periodic
travelling wave solutions for (1.5), via the Poisson Summation theorem. In fact,
consider the following equation
ωHϕ′w + (w − 1)ϕw −
1
2
ϕ2w = 0.
This equation determines solitary travelling wave solutions to the rBO equation
on R in the form
ϕw(x) =
4(w − 1)
1 +
(
w−1
w x
)2 , w > 1.
Its Fourier transform is given by
ϕ̂Rw(ξ) = 4πwe
−| w
w−1 ξ|.
Therefore, by the Poisson Summation theorem (see Theorem 2.1 in Section 2),
we get the following periodic function,
ψw(x) =
∞∑
n=−∞
ϕw(x+ 2Ln) =
2πw
L
∞∑
n=−∞
e−
w|n|
2(w−1)L e
piinx
L
=
2πw
L
∞∑
n=0
ǫn e
− wn
2(w−1)L cos
(nπx
L
)
=
2πw
L
 sinh
(
w
2(w−1)L
)
cosh
(
w
2(w−1)L
)
− cos ( πLx)
 , (5.1)
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where in the last identity we used the Fourier expansion 1.89 in [32] (see also
[10]) and
ǫn =
{
1, if n = 0
2, if n = 1, 2, 3, ...
Now, consider φc, with c 6= 1, a smooth periodic solution of the equation (1.5).
Then φc and φ
2
c can be expressed as Fourier series
φc(x) =
∞∑
n=−∞
ane
ipinx
L and φ2c(x) =
∞∑
n=−∞
bne
ipinx
L . (5.2)
Replacing the last equations in (1.5) we obtain that
can[1 +
π
L
n]− an = 1
2
∞∑
m=−∞
aman−m, ∀n ∈ Z. (5.3)
Now, from (5.1) we consider an =
2πc
L e
−η|n|, n ∈ Z and η > 0. Substituting an
into the last identity we obtain
∞∑
m=−∞
aman−m = 4π
2c2
L2 e
−η|n|
[
|n|+ 1 + 2
∞∑
k=1
e−2ηk
]
= 4π
2c2
L2 e
−η|n|(|n|+coth η).
Therefore, we conclude that
c
[
1 +
π
L
|n|
]
− 1 = πc
L
(|n|+ coth η), ∀n ∈ Z. (5.4)
We denote η = w2(w−1)L and consider c 6= 1 such that 0 < cc−1 < Lπ . We
choose w = w(c) > 1 such that tanh(η) = πc(c−1)L , then we get from (5.4) that
ψw(c) = φc, hence, φc is given by (5.1). Therefore, we obtain that φc has the
form (1.7) with η > 0 satisfying tanh(η) = πc(c−1)L .
Remark 5.1 (1) Note from the fact that c 6= 1 satisfies 0 < cc−1 < Lπ that we
have three cases:
(a) If L = π, then c ∈ (−∞, 0)
(b) If L < π, then c ∈ (1 + πL−π , 0)
(c) If L > π, then c ∈ (−∞, 0) ∪ (1 + πL−π ,+∞)
(2) Observe that the sign of the solution φc depends on the sign of c, since we
are interested in positive solutions (to apply the theory in [10]) we will suppose
that L > π and c > 1 + πL−π .
Also it is worth to note that if we consider c = 1 in (1.5), then the unique
real smooth solution that we obtain is φ ≡ 0. In fact, in this case we have that
φ satisfies Hφ′ − 12φ2 = 0. Taking Fourier transform we arrive at
2|n|φ̂(n)−
+∞∑
k=−∞
φ̂(n− k)φ̂(k) = 0, ∀n ∈ N.
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In particular for n = 0, we have that
∑+∞
k=−∞ φ̂(−k)φ̂(k) = 0. Since φ is a real
solution we have that φ̂(−k) = φ̂(k). Therefore ‖φ‖L2per = 0, then using the
smoothness of φ we get that φ ≡ 0.
Now, using the fact that η(c) = tanh−1
(
cπ
(c−1)L
)
is a differentiable function
if c 6= 1, we have the next result
Proposition 5.1 Let L > π. Then the curve c ∈ (1 + πL−π ,+∞) −→ φc ∈
H
1
2
per([−L,L]) is of class C1, where φc is given by (1.7). Furthermore, since
c > 1 + πL−π , we have that φc > 0.
6 Spectral Analysis
This section is dedicated to study specific spectral properties associated to the
linear operator L = cH∂x − 1 + c − φc, where φc is the periodic solution (1.7)
given by proposition 5.1 with fundamental period 2L, L > π and c > 1 + πL−π .
This information will be basic in our stability theory for the rBO equation.
Our analysis will be on the periodic eigenvalues problem considered on
[−L,L] { Lχ = λχ
χ(−L) = χ(L), D 12χ(−L) = D 12χ(L).
(6.1)
We will show that problem (6.1) determines exactly the existence of a single
negative eigenvalue, which is simple, that zero is also an eigenvalue simple with
eigenfunction φ′c and the remainder of the spectrum is bounded away from zero.
In this point we will used the theory developed by Angulo and Natali in [10]. In
fact, initially deriving the equation (1.6) with regard to x we get that Lφ′c = 0,
therefore zero is an eigenvalue with eigenfunction associated φ′c. Additionally
from the theory of compact self-adjoint operators we have that (6.1) determines
that the spectrum of L is a countable infinity set of eigenvalues {λn}∞n=0 with
λ0 ≤ λ1 ≤ λ2 ≤ ... ,
where λn →∞ as n→∞ ( see for instance Proposition 3.1 in [10]).
For the sake of completeness we will make here a summary of the theory
given in [10]. In this work was studied the existence and the nonlinear stability
of periodic travelling wave solutions for the family of equations
ut + u
pux − (Mu)x = 0, (6.2)
where p ≥ 1 is an integer and M is a pseudo-differential operator in the context
of periodic functions, defined through Fourier multipliers as
M̂g(k) = ζ(k)ĝ(k), ∀ k ∈ Z,
18
where the symbol ζ of M is a real, measurable, locally bounded and even func-
tion satisfying
A1|n|m1 ≤ ζ(n) ≤ A2(1 + |n|)m2 , (6.3)
for 1 ≤ m1 ≤ m2, |n| ≥ n0, ζ(n) > b for all n ∈ Z and Ai > 0, i = 1, 2. The
main result in [10] is the determination of the spectrum of the linear, closed,
non-bounded and self-adjoint operator L0 : D(L0) −→ L2per([−L,L]) given by
L0u = (M + c)u− φpu, (6.4)
where D(L0) is dense in L2per([−L,L]) and ϕc is a periodic travelling wave
solution for the equation (6.2). The principal result reads as follows (see [10]).
Theorem 6.1 Suppose that ϕc is a positive even solution of (6.2) such that
ϕ̂c > 0 and ϕ̂
p
c ∈ PF (2) discrete. Then
(a) L0 has a unique negative eigenvalues λ, and it is simple;
(b) the eigenvalue 0 is simple.
Here a sequence α = (αn)n∈Z ⊆ R is in the class PF (2) discrete if
(i) αn > 0 for all n ∈ Z,
(ii) αn1−m1αn2−m2 − αn1−m2αn2−m1 > 0 for n1 < n2 and m1 < m2.
(6.5)
Although the rBO does not have the form (6.2), we still can apply their result
to get the required information about the spectrum of the operator in (1.9).
For this, consider L > π, c > 1 + πL−π and define M = cH∂x − 1, then L =
(M + c)− φc. In this case,
M̂f(k) = ζ(k)f̂ (k), ∀k ∈ Z
where ζ(k) ≡ c|k|−1. Furthermore, considering A1 = 1, A2 = c and m1 = m2 =
1, there exists N0 ∈ N such that ζ satifies (6.3) for all k ≥ N0.
Since c > 1+ πL−π , and η > 0, then φc > 0 and it is clear that an = φ̂c(n) =
4π2
L2 e
−η|n| > 0.
Before to continue with the study of the spectrum of L given in (1.9), we
note that the main theorem in [10] is still valid if we replace (ii) in (6.5) by the
weaker condition
(ii′)

αn1−m1αn2−m2 − αn1−m2αn2−m1 ≥ 0, for all n1 < n2 and m1 < m2,
αn1−m1αn2−m2 − αn1−m2αn2−m1 > 0, if n1 < n2, m1 < m2, n2 > m1,
and n1 < m2.
So, in order to use the result obtained in [10] we just have to show that an =
2cπ
L e
−η|n| satisfies (ii′), which is equivalent to prove that
(a) |n1−m1|+ |n2−m2| ≤ |n1−m2|+ |n2−m1|, if n1 < n2 and m1 < m2, and
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(b) |n1−m1|+ |n2−m2| < |n1−m2|+ |n2−m1|, if n1 < n2, m1 < m2, n2 > m1
and n1 < m2.
The proof of (a) and (b) are easy, so we skip the details, then as a consequence
of this analysis we have the next result.
Proposition 6.1 Let φc be the periodic wave solution given by Proposition 5.1,
with c > 1 + πL−π and L > π. Then, the linear operator L define by (1.9) with
domain H
1
2
per([−L,L]) ⊆ L2per([−L,L]) has its first two eigenvalues simple with
zero being the second one (with eigenfunction ddxφ(x)). Moreover, the remainder
of the spectrum is constituted by a discrete set of eigenvalues which converge to
+∞.
7 Stability of travelling wave solutions
In this section we will use the Lyapunov method for studying the nonlinear
stability of solutions u(x, t) = φc(x− ct) with φc given by Proposition 5.1. For
this, the use of the conservations laws for (1.1)
E(u) =
1
2
∫ L
−L
((D
1
2u)2 − 1
3
u3)dx and F (u) ≡ 1
2
∫ L
−L
(u2 + (D
1
2u)2)dx
will be required. The notion of stability that we will prove is the orbital stability,
more precisely, we shall prove that the orbit generated by φc,
Oφc = {φc(·+ y) : y ∈ R}
is stable for the periodic flow generated by the rBO equation. Namely, for every
ǫ > 0 there exists δ(ǫ) > 0 such that if u0 ∈ H
3
2
per and
inf
y∈R
‖u0 − φc(·+ y)‖
H
1
2
per
< δ,
then the solution u of the rBO equation (1.1) with initial datum u0 satisfies
‖u(t)− φc(·+ y)‖
H
1
2
per
< ǫ,
for all t ∈ R and y = y(t).
Note that we do not have a well-posedness result in H
1
2
per , for this reason in our
definition of stability we took initial data u0 in H
3
2
per .
Before to establish our main result we will prove an useful Lemma.
Lemma 7.1 Let φc be the wave solution given by Proposition 5.1 with c ∈(
1 + πL−π ,+∞
)
and L > π. Then, the linear operator L = cH∂x − 1 + c − φc
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satisfies that
(a) α := inf{(Lf, f) : ‖f‖L2per = 1 and (f, φc +Hφ′c) = 0} = 0, (7.1)
(b) β := inf{(Lf, f) : ‖f‖L2per = 1, (f, φc +Hφ′c) = 0 and (f, φcφ′c) = 0} > 0
(7.2)
Proof: (a) Because φc is bounded, it is inferred that α is finite. Since (φ, φc +
Hφ′c) = 0 and Lφ′c = 0 it follows that α ≤ 0. Next we will show that the inf in
(7.1) is attained. In fact, since α is finite, there exists a sequence {fj}∞j=0 ⊂ H
1
2
per
with ‖fj‖L2per = 1, (fj, φc +Hφ′c) = 0 and (Lfj , fj) → α as j → ∞. It follows
that ‖fj‖
H
1
2
per
is uniformly bounded as j varies. So, there exists a subsequence
of fj, which we denote {fj} again and a function f∗ ∈ H
1
2
per such that fj ⇀ f
∗
in H
1
2
per. Now, since the embedding H
1
2 per →֒ L2per is compact we obtain that
(f∗, φc +Hφ′c) = 0 and (φcfj , fj) −→ (φcf∗, f∗) when j → ∞. So f∗ 6= 0 and
since the weak convergence is lower continuous we obtain
‖D
1
2
x f
∗‖2L2per ≤ lim infj→∞ ‖D
1
2
x fj‖2L2per .
Now, define f = f
∗
‖f∗‖
L2
, then (f, φc +Hφ′c) = 0, ‖f‖L2per = 1 and
α ≤ (Lf, f) ≤ α‖f‖2L2per
≤ α.
Therefore, α is a minimum. Now, we want to show that α ≥ 0. In this case, we
will apply the Lemma E1 in [36] ( which works in the periodic setting ) in the
case that A = L and R = φc +Hφ′c. In fact, from Proposition 6.1, L has the
spectral properties required by Lemma E1. Next, we need to find χ such that
Lχ = φc +Hφ′c and (χ, φc +Hφ′c) ≤ 0. In fact, from Proposition 5.1 we have
that the mapping c ∈ (1 + πL−π ,+∞) −→ φc ∈ H
1
2
per([−L,L]) is of class C1, so
by differentiating (1.5) with regard to c we obtain that χ = − ddcφc satisfies
L(χ) = φc +Hφ′c.
Observe that,
(χ, φc +Hφ′c) = −L
d
dc
∞∑
n=−∞
(1 + |n|)|φ̂c(n)|2 = −8π
2c
L
∞∑
n=−∞
(1 + |n|)e−2|n|η
+
8π2c2
L
dη
dc
∞∑
n=−∞
(1 + |n|)|n|e−2|n|η.
But, from (1.8) and using the fact that c > 1 + πL−π , we have that
dη
dc
=
d
dc
(
tanh−1
(
cπ
(c− 1)L
))
= − π
(c− 1)2L
(
1−
(
cπ
(c− 1)L
)2)−1
< 0
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Therefore (χ, φc +Hφ′c) < 0 and Lemma E1 give us that α ≥ 0. This finish the
proof of (7.1).
For part (b). From part (a) is inferred that β ≥ 0. Suppose that β = 0. then
we can find a function f such that ‖f‖L2per = 1 and (f, φc +Hφ′c) = (f, φcφ′c) =
(Lf, f) = 0. Therefore, there exist γ, θ, ν such that
Lf = γf + θ(φc +Hφ′c) + νφcφ′c.
So, γ = ν = 0. Therefore Lf = θ(φc+Hφ′c). Now consider χ = − ddcφc, it follows
that L(f−θχ) = 0, then (f−θχ, φc+Hφ′c) = 0 = (f, φc+Hφ′c)−θ(χ, φc+Hφ′c),
so, θ = 0, because (χ,Hφ′c) 6= 0, therefore Lf = 0, and so there exists a
λ ∈ R − {0} such that f = λφ′c, and hence f is orthogonal to φcφ′c, which is a
contradiction. Therefore β > 0 and the proof of the lemma is completed. 
We note that from (7.2) and from the specific form of L we have that if
(f, φc +Hφ′c) = 0 and (f, φcφ′c) = 0, then there exists β0 > 0 such that
(Lf, f) ≥ β0‖f‖2
H
1
2
per
.
Now we establish our main result.
Theorem 7.1 Let L > π and φc be the periodic wave solution given by Propo-
sition 5.1 with c ∈
(
1 + πL−π ,+∞
)
. Then the orbit Oφc is nonlinear stable with
regard to the periodic flow generated by the rBO equation.
Proof: The proof is based in the ideas developed in [11], [15], [37], [10]. We
shall give only an outline of the proof. Initially, note that F ′(u) = u+Hux and
E′(u) = Hux− 12u2, then φc is a critical point of the functional B ≡ E+(c−1)F .
Additionally, since F ′′(u) = 1 +H∂x and E′′(u) = H∂x − u, we have
E′′(φc) + (c− 1)F ′′(φc) = cH∂x + (c− 1)− φc = L.
Now, define for r ∈ [−L,L] and t ∈ R,
Ωt(r) ≡ ‖D 12 u(·+ r, t)−D 12φc‖2L2per +
c−1
c ‖u(·+ r, t)− φc‖2L2per .
then, using standard arguments (see [11, 15]) there exists an interval of time
I = [0, T ] such that the infr∈RΩt(r) is attained in γ = γ(t) for every t ∈ I.
Hence, we get that
Ωt(γ(t)) = inf
r∈R
Ωt(r). (7.3)
Now, consider the perturbation of the periodic travelling wave φc
u(x+ γ, t) = φc(x) + v(x, t) (7.4)
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for t ∈ [0, T ] and γ = γ(t) determined by (7.3). Then, differentiating Ωt(r) with
respect to r, evaluating at values that minimize Ωt(r) and using (7.4) we obtain
that v satisfies the compatibility relation∫ L
−L
φ′c(x)φc(x)v(x, t)dx = 0, (7.5)
for all t ∈ [0, T ]. Next, using the fact that E and F are conserved quantities, the
representation (7.4), the embedding H
1
2
per([−L,L]) →֒ Lr([−L,L]), for all r ≥ 2
and the fact that φc satisfies (1.5), we conclude
∆B(t) = B(u0)− B(φc) = B(u(·, t))− B(φc) = B(φc + v(·, t))− B(φc)
≥ 1
2
(Lv, v)− c0‖v‖3
H
1
2
per
. (7.6)
where c0 is a positive constant. To obtain our result we need to establish
a suitable bound for the quadratic form in (7.6). Initially, we consider the
normalization F (u0) = F (φc), then,∫ L
−L
u2(t) + (D
1
2u(t))2 dx =
∫ L
−L
φ2c + (D
1
2φc)
2 dx
for all t ∈ [0, T ]. By (7.4) it follows
−2(v, φc +Hφ′c) = ‖v(t)‖L2per + ‖D
1
2 v‖L2per .
Without loss of generality, we suppose that ‖φc +Hφ′c‖L2per = 1. Define v‖ and
v⊥ as v‖ = (v, φc +Hφ′c)(φc +Hφ′c) and v⊥ = v − v‖. So, (v⊥, φc +Hφ′c) = 0
and (v⊥, φcφ′c) = 0. By (7.5) and Lemma 7.1 it follows that
(Lv⊥, v⊥) ≥ β‖v⊥‖2L2per ≥ β‖v‖
2
L2per
− β˜3‖v‖4
H
1
2
per
(7.7)
with β, β3 > 0. Again, without loss of generality suppose that (L(φc+Hφ′c), φc+
Hφ′c) < 0, then
(Lv‖, v‖) ≥ −β˜4‖v‖4
H
1
2
per
. (7.8)
Furthermore, using the Cauchy-Schwarz inequality we get
(Lv‖, v⊥) ≥ −β˜2‖v(t)‖3
H
1
2
per
, (7.9)
where β˜j > 0, for j = 3, 4.
Now, using (7.7), (7.8), (7.9) and the specific form for L we conclude that
(Lv, v) ≥ β0‖v(t)‖2
H
1
2
per
− β1‖v(t)‖3
H
1
2
per
− β2‖v(t)‖4
H
1
2
per
, (7.10)
23
where βj > 0, for j = 0, 1, 2. Hence, from (7.3), (7.6) and (7.10) it follows that
for all t ∈ [0, T ]
∆B(t) ≥ g
(
‖v(t)‖ 1
2 ,c
)
, (7.11)
where ‖f‖21
2 ,c
:= ‖D 12 f‖2L2per +
c−1
c ‖f‖2L2per and g(s) = s
2 −∑4k=3 dk(c)sk, with
η, dk > 0. The essential properties of g are g(0) = 0 and g(s) > 0 for s small. The
stability result is an immediately consequence of (7.11). In fact, let ǫ > 0 small
enough such that g(ǫ) > 0. Then by using the properties that B is uniformly
continuous on S :=
{
u ∈ H 12per : F (u) = F (φc)
}
, ∆B(t) is constant in time and
t 7→ ‖v(t)‖21
2 ,c
is a continuous function, we have that there is δ(ǫ) > 0 such that
if v ∈ S and ‖v − φc‖ 1
2 ,c
< δ then for t ∈ [0, T ],
g
(
‖v(t)‖ 1
2 ,c
)
≤ ∆B(0) ≤ |∆B(0)| < g(ǫ)⇒ ‖v(t)‖21
2 ,c
< ǫ. (7.12)
Which shows that Oφc is orbitally stable in H
1
2
per([−L,L]) relative to small per-
turbations which preserve the L2per norm.
The inequality (7.12) is still true for t > 0, this is an immediately consequence
of the fact that the the mapping t 7→ infr∈R Ωt(r) is continuous (see [15]).
To prove stability to general perturbations, we use that the mapping c ∈
(1 + πL−π ,+∞) 7→ φc ∈ H
1
2
per([−L,L]) is continuous, that the mapping c ∈
(1 + πL−π ,+∞) 7→ F (φc) is strictly increasing, the preceding theory and the
triangle inequality (see [15], [37], [3]). Then Theorem 7.1 is proved. 
8 Generalization of the theory
In this section we will extend the theory developed for the rBO to a family of
equations of the form (1.10). H is defined as a Fourier multiplier by
Ĥu(n) = α(n)û(n), n ∈ Z,
where the symbol α is assumed to be a real, mensurable, locally bounded, even
function on R, satisfying the conditions
A1|n|m1 ≤ α(n) ≤ A2(1 + |n|)m2 , (8.1)
where 1 ≤ m1 ≤ m2, |n| > n0, α(n) > b for all n ∈ Z and Ai > 0, for i = 1, 2.
The travelling wave solutions in which we are interested will have again the
form
u(x, t) = φ(x − ct), (8.2)
24
where the profile φ : R → R is a smooth periodic function with fundamental
period (a priori) 2L > 0.
Then substituting the form (8.2) in (1.10) and integrating once (and consid-
ering the constant of integration zero in our theory) we arrived at
cHφc + (c− 1)φc − 1
p+ 1
φp+1c = 0. (8.3)
As it is well known the equation (1.10) has two conservation laws
E(u) =
1
2
∫ L
−L
uHu− 2
(p+ 1)(p+ 2)
up+2 dx
and
F (u) =
1
2
∫ L
−L
uHu+ u2 dx.
If we consider a priori the existence of a periodic travelling wave solution φc for
the equation (8.3), it is easy to see that E′(φc) + (c− 1)F ′(φc) = 0.
Now, define L := E′′(φc) + (c− 1)F ′′(φc) = cH + (c− 1)− φpc , that is,
Lu = cHu+ (c− 1)u− φpcu. (8.4)
Then the operator L : D(L)→ L2per([−L,L]) is linear, closed, not bounded and
self-adjoint defined on a dense subset of L2per([−L,L]). Also it is easy to see that
Lφ′c = 0, this is, zero is a eigenvalue of L with eigenfunction φ′c.
Following the proof that we already made to get the orbital stability of
periodic traveling wave solutions for the rBO equation, the conditions which
prove stability are
(C0) there is a nontrivial smooth curve of periodic solutions for (8.3)
of the form c ∈ I ⊂ R→ φc ∈ Hm2per([−L,L]);
(C1) L has an unique negative eigenvalue and it is simple;
(C2) the eigenvalue zero is simple;
(C3)
d
dc
∫ L
−L φcHφc + φ
2
c dx > 0.
(8.5)
Next we will show that is possible to use the theory established in [10] to
give suficient conditions to obtain C1 and C2 for the operator L associated to
the problem (1.10). Let us start with a proposition which says that the essential
spectrum of L is empty. Its proof follows the same ideas as in Proposition 3.1.1
in [10].
Proposition 8.1 The operator L in (8.4) is closed, unbounded, self-adjoint on
L2per([−L,L]) whose spectrum consists of an enumerable (infinite) set of eigen-
values which converge to +∞. In particular, L has zero as an eigenvalue with
eigenfunction ddxφc.
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Next we establish the principal result of this section.
Theorem 8.1 Let φc be a positive even solution of (8.3). Assume that φ̂c > 0
and φ̂pc ∈ PF (2) discrete, then (C1) and (C2) in (8.5) hold for the operator L
in (8.4).
Proof: Note that the operator L can be written as
Lu = (M + c)u − φpcu,
where M = cH − 1. The symbol of M is ζ(n) = cα(n)− 1. Using (8.1) it is easy
to see that for all c 6= 0 there is n0 ∈ N such that
B1|n|m1 ≤ ζ(n) ≤ B2(1 + |n|)m2 , ∀n ≥ n0,
where B1 =
2
|c|A1 and B2 = cA2 + 1. Then we can apply Theorem 4.1 in [10] to
obtain that C1 and C2 hold for the operator L. 
8.1 Stability of the BBM equation
Next, we are interested in applying the Theorem 8.1 to obtain the orbital sta-
bility of travelling wave solutions associated to the BBM equation. Let us start
with the definition of stability in the case of equation (1.10).
Definition 8.1 Let φc be a periodic travelling-wave solution with period 2L of
(8.3). We define the set Ωφ ⊂ H
m2
2
per , the orbit generated by φ, as
Ωφ = {f : f = φ(·+ r) for some r ∈ R}.
And, for any γ > 0, we define the set Uγ ⊂ H
m2
2
per by
Uγ = {f : inf
g∈Ωφ
‖f − g‖
H
m2
2
per
< γ}.
With this terminology, we say that φc is (orbitally) stable in H
m2
2
per by the flow
generated by (1.10) if the following hold:
(i) There is s0 such that H
s0
per ⊂ H
m2
2
per and the initial value problem associ-
ated to (1.10) is globally well-posed in Hs0per.
(ii) For every ǫ > 0, there is δ > 0 such that, for all u0 ∈ Uδ ∩ Hs0per,
the solution u of (1.10) with u(0, x) = u0(x) satisfies u(t) ∈ Uǫ for all t > 0.
Otherwise, we say that φc is unstable in H
m2
2
per .
The proof of the following general stability theorem can be shown by follow-
ing the ideas used in the rBO stability theorem.
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Theorem 8.2 Let φc be a periodic travelling-wave solution of (8.3), and sup-
pose that part (i) of the definition of stability holds. Suppose also that the
operator L defined previously in (8.4) has properties (C1) and (C2) in (8.5).
Choose χ ∈ L2per such that Lχ = φc +Hφc, and define I = (χ, φc +Hφ)L2per . If
I < 0 then φc is stable.
Remark 8.1 In our cases the function χ in Theorem 8.2 is χ = − ddcφc.
Now, we apply the results obtained previously to the proof of the stability
of periodic travelling-wave solutions of cnoidal type associated with the BBM
equation
ut + ux + uux − uxxt = 0. (8.6)
In this case the travelling wave solutions associated to (8.6) satisfy
cφ
′′
c − (c− 1)φc +
1
2
φ2c = 0. (8.7)
We consider the solitary wave solutions
ϕw(x) = 3(w − 1)sech2
(√
w − 1
w
x
2
)
,
with w > 1, whose Fourier transform is given by
ϕ̂Rw(ξ) = 12πξwcsch
(√
w
w − 1πξ
)
.
Then from the Poisson summation theorem we consider
ψw(ξ) =
12w
L
√
w−1
w +
24πw
L2
∞∑
n=1
n csch
(√
w
w−1
πn
L
)
cos
(
2πnξ
L
)
.
Note that for each L > 0 fixed, there exists a unique k0 ∈ (0, 1) such that
K(k)
K(k′)L < 1 and since w > 1 is arbitrary, we can consider w := w(k) such that√
w−1
w =
K(k)
K(k′)L , for all k ∈ (0, k0), where k′
2
= 1− k2. Then, we obtain
ψw(k)(ξ) =
12w
L
√
w−1
w +
24πw
L2
∞∑
n=1
n csch
(
πnK ′
K
)
cos
(
2πnξ
L
)
. (8.8)
Now, we use the Fourier expansion of dn2 (see [32]), that is,
K2
[
dn2
(
2Kξ
L
; k
)
− E
K
]
= 2π
∞∑
n=1
nqn
1− q2n cos
(
2πnξ
L
)
,
where q = e
−
“
piK′
K
”
. We can conclude that
qn
1− q2n =
1
2
csch
(
nπK ′
K
)
.
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Thus we obtain from (8.8) that
ψw(k)(ξ) =
12w
L
√
w−1
w +
24K2w
L2
[
dn2
(
2Kξ
L
; k
)
− E
K
]
, (8.9)
for k ∈ (0, k0) fixed.
Next, because the last equality we will consider φc(x) = a+b
[
dn2(dξ; k)− EK
]
a periodic travelling-wave solution for (8.7) with period L. Then, the following
nonlinear system is obtained:
b2
2 − 6cbd2 = 0
4bd2c(1 + k′2) + ab− b2 EK − (c− 1)b = 0
a2
2 − abEK + b
2
2 (
E
K )
2 − (c− 1)a+ (c− 1)bEK − 2cbd2k′
2
= 0.
Since φc is periodic of period L it follows that d =
2K
L . Then, from the first
equation of the system above we have that b = 48cK
2
L2 . Substituting those values
at the second equation we get
aL2 = 48cKE − 16K2c(2− k2) + cL2 − L2 = 0.
Plugging the values of aL2, d and b in the third equation of the system we
arrived at the following quadratic equation[
256K4(1− k2 + k4)− L4] c2 + 2cL4 − L4 = 0.
The solutions of this equation are
c =
L2
L2 + 16K2
√
1− k2 + k4 and c =
L2
L2 − 16K2√1− k2 + k4 .
Next, if we want to use Theorem 8.1 we need that cH − 1 + c > 0, that is,
ck2 − 1 + c > 0 for all k ∈ Z, in particular for k = 0 we obtain the c > 1. If we
choose c as
c =
L2
L2 + 16K2
√
1− k2 + k4
we will have that 0 < c < 1, then we cannot apply Theorem 8.1 in this case.
For this reason, for L > 2π fixed, we will choose
c =
L2
L2 − 16K2√1− k2 + k4 , ∀k ∈ (0, kL),
where kL ∈ (0, 1) is such the L2 − 16K2
√
1− k2 + k4 > 0 for all k ∈ (0, kL).
Observe that for L > 2π fixed, we get that k 7→ c(k) is an increasing function
on (0, kL) (see Figure 1), therefore for all k ∈ (0, kL) we have c ∈ (c∗,+∞) ,
where c∗ = 1 + 4π
2
L2−4π2 .
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We can write φc in terms of cn
2, that is
φc(x) = β2 + (β3 − β2) cn2
(√
β3 − β1
12c
x; k
)
, (8.10)
where
β2 =
16cK2(2k′2 − 1)
L2
+ c− 1, β3 = 16cK
2
L2
(1 + k2) + c− 1
and β1 is such that
β3 − β1 = 48cK
2
L2
.
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Fig. 1: Graphic of c(k) with L = 7 Fig. 2: Graphic of a˜(k) with L = 8
Next, by making a similar analysis such as in the case of KdV equation in
[10] ( see also [7]), we can obtain a smooth curve of positive cnoidal waves with
the form (8.10), c ∈ (c∗,+∞) 7−→ φc ∈ Hnper([0, L]) for all n ∈ N, such that
k := k(c) is a strictly increasing smooth function of c. Moreover, we can deter-
mine that for k ∈ (0, kL) there is a unique c ∈ (c∗,+∞) such that k(c) = k.
Therefore, the function w(k) defined above can be expressed as a function of c,
w = w(k(c)), and it is a strictly increasing function (we will prove it later).
Now, since K(k)K(k′) ∈ (0, L), for all k ∈ (0, k0), it follows that for c ∈ (c∗,+∞)
we obtain w(k(c)) ∈ (1,+∞). Therefore the mapping c ∈ (c∗,+∞) 7−→
ψw(k(c)) ∈ Hnper([0, L]) is a smooth curve for all n ∈ N.
Concerning the well-posedness it is well-known that the BBM equation is
local well-posed in Hsper for s > 1/2 and global for s ≥ 1, which is enough for
establish our theory of stability on the periodic case, but it is worth to note
that Chen in [19] improved this result proving global well-posedness in L2per.
Next we present the stability result for the BBM equation.
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Theorem 8.3 Assume L > 2π fixed. If c > 1 + 4π
2
L2−4π2 , then the periodic
travelling wave solution φc in (8.10) is stable by the flow of the BBM equation.
Proof: Note that φc = a(k(c))− 24cL
√
w−1
w +
2c
w ψw(k(c)), where
a(k) =
16cK
L2
[
3E − (1 + k′2)K
]
+ c− 1.
Thus, for s(k(c)) := a(k(c)) − 24cL
√
w−1
w , we can write φc(x) = s(k(c)) +
2c
w ψw(k(c))(x). Therefore, we obtain easily that the Fourier coefficients of φc
are
φ̂c(n) =
{
a(k), n = 0
12cπ
L2 n csch
(√
w
w−1
πn
L
)
; n 6= 0, n ∈ Z.
It is worth to note that
a =
1
L
∫ L
0
φc dx = s+
2c
wL
∫ L
0
ψw dx,
then 1L
∫ L
0
ψw dx =
a−s
2cw , that is, ψw has average
a−s
2cw .
Now, using the fact that c−1c =
16K2
√
1−k2+k4
L2 we can write s as
s(k) = c
[
16K2
L2
(√
1− k2 + k4 − 2 + k2 + 3E
K
)
− 24
L2
K(k)
K(k′)
]
=: cs˜(k).
The function s˜ is a positive function in (0, 1), in particular in (0, kL), which
does not have any root on the extremes of the interval (0, kL). We can also
determine that a(k) is a positive strictly increasing function (we wil prove it
later). Therefore, we can follow the same ideas in [10] to get that φ̂c ∈ PF (2)
discrete.
Next, it is easy to see that χ = − ddcφc satisfies Lχ = φc − φ′′c . Then by
Parseval theorem, it follows that I = −L2 ddc
(
‖(1 + | · |2) 12 φ̂c‖2l2
)
. But,
d
dc
(
‖(1 + | · |2) 12 φ̂c‖2l2
)
= 2a(k)
da
dk
dk
dc
+ C1
∑
n∈Z
n6=0
(1 + |n|2)n2csch2
(√
w
w−1
πn
L
)
+ C2
(
(w − 1)3w))−1/2 dw
dk
dk
dc
∑
n∈Z
n6=0
(1 + |n|2)n3csch2
(√
w
w−1
πn
L
)
coth
(√
w
w−1
πn
L
)
,
where C1 = C1(L, c) > 0 and C2 = C2(L, c) > 0. Now, to prove that I < 0 we
only need to show that dwdk and
da
dk are positive, because k = k(c) is a strictly
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increasing function and bn = (1 + |n|2)n3 csch2
(√
w
w−1
πn
L
)
coth
(√
w
w−1
πn
L
)
is
clearly a positive sequence. Hence, we have.
dw
dk
=
2L2K ′K
[
k′ dKdk −K dK
′
dk
]
(L2K ′2 −K2)2 , ∀k ∈ (0, k0).
Since dKdk > 0 and
dK′
dk < 0 we get that
dw
dk > 0 for all k ∈ (0, k0).
Finally, note that
a(k) = c
{
16K
L2
[
3E − (2 − k2)K]+ c− 1
c
}
=
16K2c
L2
[
3
E
K
− 2 + k2 +
√
1− k2 + k4
]
=: ca˜(k).
Since a˜(k) and c(k) are an increasing positive function (see Figure 1 and 2) we
have that dadk > 0. Therefore, I < 0 and the positive cnoidal waves φc are stable
in H1per([0, L]) by the periodic flow of the BBM equation. 
Remark 8.2 In an upcoming work we will present the stability theory for the
modified BBM equation (p = 2) and the critical BBM equation (p = 4).
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