Abstract -This paper presents a study of three artificial neural networks with supervised training and different architectures: network with radial basis function, multilayer perceptron and cellular neural network. These networks were applied to edge detection in aerial and satellite images, for later correlation calculation in spatial domain between these images to simulate the estimation of the geographical position of a unmanned aerial vehicle -UAV. The neural networks results were compared with Sobel and Canny operators.
Many tasks performed by the conventional algorithms in the areas of image processing, computer vision and pattern recognition, of interest for autonomous air navigation for images of UAVs may be performed by ANNs, for example: separation of texture images in real time [8] , matching in stereo vision [9] , detection of edges [10] , segmentation [11] , among many.
In recent decades ANNs of different architectures have been developed for edge detection in images. For example, cellular neural networks -CNNs -in [12] . In [10] several architectures for this task: MLP, RBF, Bidirectional Associative Memory, Adaptive Resonance Theory, Learning for Vector Quantization, Maxnet and Fuzzy Associative Memory. In [13] networks based on the primary visual cortex. In [14] an adaptive neural networks based on edge patterns.
The objective of this study was to develop three ANNs for detecting edges. The following networks architectures were tested: RBF, MLP and CNN. They are applied them to estimate of the geographic position of a UAV through the correlation in spatial domain between the edges of aerial images -captured by the UAV -and georeferenced satellite image. Initially this work shows the development of the three ANNs and after shows the estimation of the geographic position of the UAV through the correlation in spatial domain between the edges of aerial and satellite images, with use of ANNs, Sobel operator [19] and Canny operator [20] . This work uses Sobel operator because it was efficient in [2] for the same task and it uses Canny operator because it was used in [10] witch a ground truth. Following, an explanation of each ANN used at work.
Neural Network with Radial Basis Functions
We applied the method of self-organized selection of centers [15] to define the centers and weights of the RBF. These centers were defined as Gaussian function. Although the original model of the RBF network output functions considers the network as a linear model, this study chose to use the hyperbolic tangent function in the output layer.
The architecture of the proposed network has nine entries, which correspond to each element of a window 3 x 3 that moves on the image pixel-to-pixel, either vertically and horizontally. The hidden layer has a number of neurons corresponding to the number of centers found in the clustering process [15] . The output layer has one neuron for the estimated edge information.
The training of the RBF was based in [10] , which generated fourteen and twenty six edge patterns for training the ANNs. These patterns were described in a 3 x 3 window with binary values. In this work we used eight edge patterns equals some to [10] and more two additional patterns were proposed to train the networks to identify the absence of edge as Figure 1 . This Figure also shows the output for each pattern. After training, the RBF network was activated with an image as follows: a 3 x 3 window moves over the image in a pixel-to-pixel basis (horizontal and vertical) and captures this region, which is normalized and sent to the RBF in the form of a 1 x 9 vector for activation of each layer.
Here we developed a new way of interpreting the output of the network. The output of the network (a scalar) is compared with all the desired outputs of the network. The pixel is assigned with the edge information corresponding to the central value of the pattern that is closer to the network output. However, in order to cope with the edge detection task, this core value of the 3 x 3 window turns into 0 or 1, depending on the pattern. Thus, the output image contains only binary values.
Neural Network Multilayer Perceptron
The MLP is a network based on the operation of the perceptron of Rosenblatt [15] , having one or more hidden layers and one or more neurons per layer. The MLP of this work has nine neurons in the input layer, corresponding to each element of a 3 x 3 window and it works similarly to the RBF network. The hyperbolic tangent function was used as the activation function of all neurons of the MLP.
We used the error backpropagation algorithm [15] to train the MLP. The set of input training patterns were the same used for the RBF, as well as the desired output.
The MLP was activated in the same way of the RBF, i.e., extraction of a 3 x 3 window of the image. This window is transformed into a normalized 1 x 9 vector. These elements active the network and the output of the network, a scalar, is compared with the values of output for each pattern, as in the RBF. The central pixel -0 or 1 -of the pattern that is closer to the output of the network is assigned to the output image.
Cellular Neural Network
The CNNs were proposed by [16] . Each neuron connects with its adjacent neighbors. The neighborhood of a neuron can be represented by (1):
where V(i,j) represents the set of neighboring cells c with indices k,l of the cell with index i,j, where r is the radius of the neighborhood, and
, N and M the size of the CNN. The CNN built in this work has dimensions 3 x 3 with neighborhood between cells with radius r=1.
Mathematically, a CNN operates according to (2) and with rule of (3) In the training of the CNN we used thirty two edge patterns and two patterns without edge as Figure 3 . The patterns were composed of bipolar values, -1 and 1. These patterns were the desired output of the network and the entries for training are the same patterns with a Gaussian noise of 20%. [17] reproduced and compared five different training algorithms for CNNs, among them a method based on perceptrons was developed by [18] The weights W i of (5) are found by the algorithm of perceptron training [15] . The objective of the training of a CNN is to obtain T and B using the perceptron training algorithm and evaluate the stability of x in (2). If x is not stable, it is estimated again T and B, using x as input in the training of the perceptron, and so on until x is stable, reaching a minimum error between consecutive values of x. The CNN is activated with an image the same way as the other networks. The 3 x 3 window is transformed into a 1 x 9 vector. The elements of this vector are set to values between -1 and 1. This vector activates (2) . The output of (2) is used as input activation in the new iteration until x is stable. The central value of the vector x is assigned to the stable image output.
Position Estimation of UAV
The geographical position of UAV can be estimated by matching images of the land, captured in real time and by georeferenced satellite images on board of the UAV according to the region flown. There is a high computational cost for finding a small region flown in a satellite image of the entire region containing the flight plan. This cost can be reduced by the search of the flown region around a point estimated by the inertial sensor of the UAV, which is fixed by periodically matching the images.
Factors such as scale, rotation, difference in brightness and difference in spectral response of the scene caught between the two systems (camera imaging of the UAV and the satellite imaging system) mean that the same scene is represented differently in the real time captured image and the satellite image used, onboard the UAV.
One common factor is that both images were captured on target nadir, eliminating effects of perspective. The rotation can be corrected by information from the compass of the UAV. The difference in scale between the images can be estimated by information from the altimeter of the UAV. Details of the land in both images can be eliminated applying a low-pass filter to these images. This means that only the more relevant objects and features of the land are kept in the images. Factors related to differences in brightness and spectral response are eliminated using only the edges extracted from images.
The correspondence between the aerial and satellite is made as follows: initially the image captured in real time by the UAV is corrected in scale and rotation according to the region of the satellite image loaded onto the UAV. This region is defined around the point where the inertial sensor is estimated to be the geographical position of the UAV. A median filter of a 3 x 3 convolution mask is applied to the two images in order to eliminate small details in images. Then the edges are extracted. For this purpose, in this work we used the ANNs presented, Sobel operator and Canny operator. With the edges of two images, the matching is done by the calculation of the correlation [19] in spatial domain, given by (6):
where c (s,t) is the correlation c indices s,t, with s=1,...,M-1, e t=1,. ..,N-1, M and N are the dimensions of the matrix f, M x N, that contains the edges of the satellite image, and w matrix, with dimensions J x K with J < M and K < N, containing the edges of the aerial image. Given the higher correlation c found between the matrices f and w, the point on the satellite image f corresponding to the central point of the aerial image w corresponds to the location of UAV at the time that such region of the image was flown. Knowing this point, its coordinates correct the inertial sensor and the process of matching resumes. Figure 2 summarizes the process of matching described. To accelerate the calculation of the correlation, the aerial image has its area reduced around its central point, after the correction of scale and rotation. To simulate the images captured by a UAV in real time, images of an aerial videography held at a constant altitude were used. The satellite image used has a high spatial resolution of 0.6 meters. The calculation of correlation was performed on ten pairs of images (aerial and satellite images) that simulate ten different regions flown by the UAV. Each satellite image contains the region corresponding to the aerial image. Noises were included in the values of scale and rotation to assess the robustness of the method to estimate the UAVs position is how a table should be prepared for this conference.
Results
For training the RBF the following parameters were considered: and maximum number of epochs equal to 100. To evaluate x stability in (2), we considered the error reached between two consecutive values of x to be less than or equal to 0.05 and a maximum limit of 100 of iterations for the x stability. The error limit for the stability of x in activation was 0.09 and the maximum number of iterations in (2) was 20.
The parameters chosen for the three ANNs reached the minimum error established in the training. The range and the variation of these parameters are shown in Table 1 . Noises in scale and rotation were entered for the UAV position estimation. These noises were: % 0 , % 5 and % 10 . The correlation was calculated between 10 pairs of images for each situation above. The average error, in meters, was calculated for each noise condition set and for each edge extractor used. The error in meters was obtained by the Euclidean distance between the point estimate in the correlation and the point is taken as truth by multiplying the distance in pixels for 0.6, which corresponds to the spatial resolution in meters of each pixel.
Considering as hitting a point estimation with an error less than or equal to 10 meters, one can evaluate the performance of different edge extractors used in this work considering the amount of hitting for each noise situation of scale and rotation. Table 2 shows the average error in meters and the hitting for each operator and for each noise situation. In Table 3 are the average processing times, in seconds, for the operation of extracting edge held by the operators studied for the aerial and satellite images. Figure 4 shows some edge examples extracted by edge operators this work in an aerial image and a satellite image. 
Discussion and Conclusions
The output image containing the edges generated by the three ANNs have binary values, does not require the use of thresholds, this process is already inserted into the ANN in how their outputs are interpreted. The Canny operator uses the operation of hysteresis and thresholding to binary its output, which requires initial parameters. The CNN obtained better results compared with the other operators used in average error and in hitting. The second best was the Sobel operator. The other operators did not demonstrate satisfactory results for the application, and the Canny operator results less impressive. By analyzing the tests without inserting error in scale and rotation, the RBF had the best result in the number of hitting. Taking into account the average error in estimating the position of the UAV to this situation, CNN missed less. CNN has a processing time bigger than the other operators, although it provided the best results for the application. The processing time for the satellite image for this application is not relevant as it can be processed before the flight of the UAV. Only the aerial image requires real time processing, and in this case, the processing times are similar.
For the learning of the ANNs in this work we used the idea of [10] : learning with edge patterns with binary values. But the training and activation of these ANNs are done differently from [10] : in the RBF and MLP, the output of the network is associated with a scalar number representing the edge pattern detected. On activation of the CNN, the pattern edge is calculated by a recurring operation, as in [17] . The training is based on the perceptron learning, using edge polar patterns with noise associated with the same patterns without noise. Following are the highlights of the work presented in this paper:
The use of patterns without edges for training and a new form of association between patterns and desired output during training, as well as the activation of RBF and MLP. Associate a scalar to each edge pattern is the simple idea that allows that the output image of these ANNs is already in binary form, eliminating the process of thresholding (which is done by ANNs) which is necessary in classical edge detectors; Development of a methodology based on images, with the use of ANNs, for automatic position estimation of UAV. This methodology used the edge information for correlation and achieved better results with the use of CNN instead of classical edge detectors (Canny and Sobel).
Constant changes in ANNs with the aim of improving their results, such as: training parameters and activation, architecture, form and amount of training patterns, among others, are some future work as also research for the use of other ways to use information from the imagery of the area flown by the UAV to be able to estimate their geographical position. The implementation of the methodology in high-speed devices for processing, to meet applications that require real-time response also can be development.
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