Introduction
In 1977, G. Plotkin pointed out the problem of finding a fully abstract model for the sequential programming language PCF [16] , which had been originally developed by D. Scott [19] . This question turned out to be one of the most enduring problems of semantics. A very nice description of the different approaches to this subject with many references can be found in [5] . In this rather brief overview, we mainly focus on those articles which are related to the work in this paper.
The first fully abstract model for PCF was presented by R. Milner [11] . However, it was purely syntactic and did not provide a semantic description of sequentiality. In 1992, K. Sieber presented a syntax free characterisation of sequentiality for types up to order two and proved a full abstraction result for PCF types up to order three [20] . Two years later, P. O'Hearn and J. Riecke used Sieber's technique and gave the first domain theoretic description of a fully abstract model for PCF [14] by applying the concept of Kripke relations [6] . A different concept was used by several research groups elaborating fully abstract models for PCF by using game semantics, see [2, 4, 13] . G. McCusker extended this approach to sum types and recursive types [10] . The domain theoretic approach was refined by J. Riecke and A. Sandholm who modified the O'Hearn/Riecke model and presented a fully abstract model for FPC, an extension of call-by-value PCF with sum types and recursive types [18] .
After an introduction to some domain theoretic concepts and notations (Section 2) we construct a cartesian closed category SD of domains to capture the concept of sequentiality (Section 3). This category is cartesian closed, besides, it has smash products making the subcategory SD ⊥ with strict functions This paper is an extended abstract of a major part of my PhD thesis. It contains all important results of a technical report that I wrote during a one year stay at the University of Birmingham, however, most of the proofs and many details are omitted. For a more detailed version please look at [8] . symmetric monoidal closed. By specifying the class of SSB-objects we get a semantic characterisation of those objects which are possible denotations of computational types of a programming language, i.e. types for which the convergence problem is sequentially semidecidable. We discuss several properties of SD and show how to construct SD ⊥ from the subcategory of its SSB-objects.
In Section 4, we have a look at the sequential language SFL, a PCF-like language with a host of important data type constructors (two forms of sums and products, lifting, strict and ordinary function spaces and recursive types). It is universal in the sense that it is close to the mathematical structure of domains, and, hence, can be used as a metalanguage for (non-polymorphic) sequential programming languages. Besides, SFL is powerful enough to deal with call-by-value evaluation strategies as well as with call-by-name strategies.
Finally, we prove that SD contains a fully abstract model for SFL. On the one hand, the category SD is a well-pointed, cpo-enriched, cartesian closed category where various domain theoretic constructions exist and satisfy the universal properties as exhibited in [17] . In this sense, it is a category of domains, and, as DOM, provides a domain theoretic framework for describing semantics of computation. On the other hand, SD can be used as a framework for a fully abstract model for sequential programming languages like PCF or FPC. Other domain theoretic models for languages with sum types are either not fully abstract (as the Scott model) or not based on a cartesian closed category (as the Riecke/Sandholm model). Both of these models live as subcategories in SD.
The language SFL is more expressive than PCF and FPC. As for PCF, the operational semantics is based on observational equivalence which means that, for example, the terms λx.Ω and Ω cannot operationally be distinguished. This has the advantage that SFL gives a syntactic framework to reason about objects like the function space (N ⊥ ) n → N ⊥ (where N ⊥ denotes the flat domain of natural numbers). This is neither possible in a call-by-value language where function types are denotated by the lifting of the space of strict func-
nor in a lazy call-by-name language where the denotation of function types is the lifting of the space of total functions
. Besides, the η-rule in those languages usually fails which is not the case in SFL. Moreover, since the operational semantics of SFL is close to domain theoretic structures, it is universal in the sense that it can be used as a metalanguage for the semantics of other (non-polymorphic) sequential languages.
In contrast to the game-theoretic account of full abstraction, the present relational approach to full abstraction avoids the intermediate step of an intensional fully abstract model (where by the extensional collapse intensional objects may get identified but never will be excluded). Instead, a sufficient collection of relational constraints is identified whose preservation (together with continuity) characterises sequential functions. In other words, the relational account of full abstraction identifies (relational) invariants of sequential computation and is purely extensional in the sense that it avoids factorisation of an intermediary intensional model. This can be considered as an advantage from the point of view of an extensional theory of computation as any reference to operational notions is avoided. Accordingly, the relational approach is complementary to the game-theoretic approach as the latter analyses the phenomenon of sequentiality from an operational point of view in a way in which most structural requirements of domain theory are fulfilled with the notable exception of (order) extensionality.
Fundamental domain theoretic concepts and notations
This section gives a short summary of the domain theory used in this paper. More details can be found, for instance, in [1] or [17] . If f is a function from a set w to a domain A and if v is a subset of w, 
It satisfies the following universal property:
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That means that, for each n morphisms f i : 
In this diagram, the strictness of f and g is crucial. Otherwise, the mediating morphism
does not necessarily make the diagram commute. As a consequence, the constructor ⊕ is not a functor on DOM. For example, Similar to coalesced sums the constructors ⊗ and •→ are not functorial on DOM, however, they are functors on the subcategory DOM ⊥ .
The category SD
In the original Scott model there are continuous functions which are not definable in a sequential functional programming language like PCF. In the category presented in this paper this is not possible. The approach here is to require the morphisms to conserve a special kind of relations. This concept goes back to previous works ( [14, 18] ), however, the model here can be used for a wider variety of languages, and, from a categorical point, satisfies more desirable properties.
We first need a preliminary definition which is a simplification of Riecke's and Sandholm's concept of computational theories [18] . Condition (P3) does not occur in their approach, but it is needed to deal with liftings. Definition 3.1 Let w (for world) be a finite set. We call a partition on a subset of w a partial partition on w. A set of partial partitions S on w is called a sequentiality system on w if it is closed under the following closure conditions:
It happens very often that one of the constructed sets of a partial partition turns out to be empty. To avoid notational hassle, we allow {v 1 , . . . , v n , ∅} as a notion for the partial partition {v 1 , . . . , v n }. For instance, the last set in condition (P4) can be rewritten as {v 1 
Sequentiality systems capture the concept of sequentiality in an abstract way: a system of partial partitions for which it is sequentially semidecidable to which class of a partition a given element belongs does necessarily satisfy
conditions (P1) -(P4).
A sequentiality system S on w can also be presented by a family (S n ) n∈N of nonempty sets of functions ϕ : w → n ⊥ (where n ⊥ stands for the flat domain with n maximal elements 1, . . . , n and a least element ⊥) naming the equivalence classes of a partial partition in S. Such a family (S n ) n∈N is called sequential function system on w if it satisfies the following conditions:
It can be proved that both definitions are equivalent in the sense that there is a one-to-one-correspondence between sequentiality systems on w and sequential function systems on w.
Although the first description is more abstract and might look more suggestive from a mathematical point of view, it is sometimes more convenient to use the latter one. In particular, by using the second definition one can easily show that every C-indexed family of intersections of relations
as originally defined by Kurt Sieber [20] fits in this more general approach, i.e. it satisfies conditions (S1) and (S2). The only constraint to Sieber's original definition is the finiteness of the codomain of the elements ϕ: Sieber uses N ⊥ and we restrict ourselves to finite approximations n ⊥ . This does not affect the standard proof of por not being a morphism:
In order to deal with function types we need families of sequentiality systems over different sets w that are stable under re-indexing. This idea goes back to A. Jung and J. Tiuryn [6] who introduced Kripke relations with varying arity in order to characterise definability for the simply typed λ-calculus. The approach here is to define an index category SPIC (for sequentiality partition index category) whose objects w = (w, S) consist of a finite subset w ⊆ N and a sequentiality system S on w. A morphism in SPIC is a function µ : (v, S v ) → (w, S w ) which is stable under re-indexing, i.e. it satisfies the Kripke monotonicity condition:
for sequential function systems).
The concept of sequentiality systems induces an extension to logical relations on arbitrary domains. We write a |w|-ary relation on a domain A as a function f : w → A where f (x) gives the x-th component of the corresponding tuple.
Definition 3.2 Let A be a domain and w = (w, S) be an object in SPIC.
A |w|-ary relation R on A is called w-logical relation on A if it satisfies the following conditions:
The extension to Kripke relations is the following:
If C is a subcategory of SPIC and A a domain, then the set R of all C-Kripke logical relations on A forms a closure system.
The category SD (for sequentiality domains) can now be defined as follows:
Objects: Objects consist of a domain A and a family Q of C-Kripke logical relations Q C on A where C ranges over all subcategories of SPIC.
is a continuous function which is uniform, i.e. it satisfies the condition
for all subcategories C of SPIC and all objects w ∈ Obj(C).
As claimed in the following theorem, this category is closed under the usual domain theoretic closure properties, i.e. it is cartesian closed and contains the different kinds of products, sums and functions satisfying the universal domain theoretic properties as exhibited in [17] . Hence, it can be described by a language similar to the simply typed λ-calculus whose operational semantics is defined in accordance with domain theoretic structures. For instance, product types are interpreted as cartesian products rather than by smash products (like in call-by-value languages) or by lifted cartesian products (like in lazy call-byname languages). Such a language will be examined in the next section. As in DOM, coalesced sum, smash product and strict function space constructors are not functors on SD, but they are functorial on the subcategory SD ⊥ . Moreover, since all embeddings and projections that occur in the construction of bilimits in DOM ⊥ are uniform (and therefore morphisms in SD ⊥ ), infinite constructions work on SD ⊥ in the same way as they do on DOM ⊥ . This allows to interpret recursive types as bilimits of expanding sequences in SD.
For some objects in SD the question of whether an arbitrary element is not the bottom element is sequentially semidecidable. This is formalised in the following definition: The question arises what objects in SD are SSB-objects. The following lemma shows which constructors preserve the SSB property:
(ii) If (A, Q) and (B, R) are SSB-objects, then so are (A ⊗ B, Q ⊗ R) and
Note that the cartesian product of SSB-objects does not necessarily satisfy the SSB property. For example, (2 × 2, 2 × 2) is not an SSB-object. This can be shown by using Sieber's relation from page 6 again: the triples ( 2 , ⊥ 2 , ⊥ 2 ) and (⊥ 2 , 2 , ⊥ 2 ) are related by
is not. Hence, χ 2×2 is not a morphism in SD, and, therefore, (2 × 2, 2 × 2) is not an SSB-object.
SSB-objects play an important role in SD. For instance, the construction of smash products on SSB-objects does not require the closure operator as for arbitrary objects: 
for every object w = (w, S) in C.
This proposition does not hold if we omit the SSB property. A modification of an example in [15] can be used as an example where the conclusion of Proposition 3.7 is wrong for non-SSB-objects. Besides, smash products on SSB-objects have projections pr 1 : (A ⊗ B, Q ⊗ R) → (A, Q) and pr 2 : (A ⊗ B, Q ⊗ R) → (B, R) which is not the case for non-SSB-objects.
Furthermore, SSB-objects can also be used to make the relation between the model of Riecke/Sandholm and the category SD explicit: the subcategory SSB ⊥ of SSB-objects with strict functions is equivalent to the category that J. Riecke and A. Sandholm used as a fully abstract model for FPC in [18] . In other words, the category SD contains a subcategory that is a fully abstract model for FPC.
Finally, the category SD ⊥ can be constructed from its SSB-objects. As Alex Simpson pointed out, it is the Eilenberg-Moore category of algebras in SSB tot (where SSB tot is the category of SSB-objects with strict, total functions, i.e. strict functions reflecting the bottom element) with respect to the lifting monad.
In this section we discuss the language SFL (for sequential functional language) which can be considered as a universal metalanguage for sequential computations. The requirement of sequentiality makes it impossible to define all type constructors in the usual way without any constraints. For instance, a sequential evaluation of a case-term for a coalesced sum type requires a sequential strategy giving a result if a given input term terminates.
The approach in this paper to deal with this problem is to use two different kinds of SFL types. A similar approach was studied by A. Meyer and S. Cosmadakis in [9] , although they do not deal with smash products. Arbitrary types are denoted by the letters τ, τ 1 , τ 2 , . . .. Types whose termination is sequentially semidecidable are called computational types or SSB-types, they are denoted by σ, σ 1 , σ 2 , . . .. It turns out that those types are interpreted as SSB-objects in SD. The grammar for the types is given by
where α ranges over the set of all type variables. SFL terms are given by the grammar
where x ranges over the set of all variables. Type annotations are often omitted when they are clear from the context. Terms corresponding to types with circled connectives have tildes, they are evaluated by a call-by-value strategy.
In the following typing rules we assume that all occurring types are closed.
As mentioned above, the type constructors ×, Σ and → correspond to call-by-name types, whereas terms of type ⊕, ⊗ and •→ are evaluated by a call-by-value strategy. Hence, SFL values for different kinds of types are defined differently:
The evaluation strategy for SFL is given by:
unfold M ⇓ V The syntax of SFL is powerful enough to express some more features that we have not discussed, yet. Of course, we can define a type void := µα.α not containing any value and a type unit := void ⊥ . Moreover, we can define a fixed point combinator Y τ of type (τ → τ ) → τ and an always diverging term Ω τ := Y τ (λx:τ.x) for every SFL type τ . This enables us to define the type of natural numbers, lists etc. We use * := up Ω void as an abbreviation for the (up to equivalence) only value of type unit.
Although the denotations The termination of terms of a computational type is operationally observable: if M is a closed term of type σ, then the term ( λx:σ. * ) M : unit terminates if, and only if, M does so as well. The assumption of σ being computational is crucial since such terms do not exist for non-computational types. Therefore, because values of a smash product type are pairs of values in both components, the request for a smash product type with non-computational components has to be rejected. The usage of a type as a component of a smash product type for which termination of its terms is not sequentially semidecidable would contradict the spirit of a call-by-value evaluation strategy in a sequential language in which both components are sequentially evaluated. Similar considerations apply to coalesced sum types and strict function types. More concretely, type constructions like τ ⊕ σ, τ ⊗ σ or τ •→ τ (where τ is not a computational type) with the normal typing rules would allow to define closed terms case ( inl M ) of inl x ⇒ * ; inr x ⇒ * (for coalesced sums), pr 1 ( * , M ) (for smash products) and ( λx:τ. * ) M (for strict functions) of type unit that terminate if, and only if, M of type τ does so as well. Since this is generally not sequentially observable, those terms cannot exist in a purely sequential language.
It is an interesting observation that the introduction of smash product types for non-SSB-types does not work for operational reasons, whereas the relations on smash products in the category SD cannot be defined directly from the relation of its components.
The terms Ω τ 1 ×τ 2 and Ω τ 1 , Ω τ 2 as well as Ω τ 1 →τ 2 and λx:τ 1 .Ω τ 2 are observationally equivalent in SFL which is not the case for call-by-value or lazy call-by-name languages. As we will see later, this fits with the denotational semantics of SFL in SD where the interpretations of Ω τ 1 ×τ 2 and Ω τ 1 , Ω τ 2 as well as the ones of Ω τ 1 →τ 2 and λx:τ 1 .Ω τ 2 are equal. However, we can encode terms of other sequential languages in SFL, for example, call-by-value abstraction and application refer to up ( λx:σ.M ) and (down M ) N whereas the corresponding terms for a lazy call-by-name language are up (λx:τ.M ) and (down M )N . The denotational semantics of those functions is the lifting of the function spaces in SD (strict functions for call-by-value and normal ones for call-by-name style). The advantage of the more general approach in this paper is that the language SFL is close to the categorical meaning of products and functions.
The following axioms and rules define an equational theory on SFL. It is implicitly assumed that all occurring terms are well-typed with respect to their context. Let Γ be a context with variables x 1 , . . . , x n .
Expressions of the form Γ M = N : τ that are derived with these axioms and rules are called equations-in-contexts. Of course, this equation system is by no means complete (which is actually impossible due to Gödel's Incompleteness Theorem). However, as we will see in the next section, it is sound with respect to the operational and denotational semantics of SFL.
The interpretation of SFL in SD
The semantics for finite SFL types (i.e. types that do not contain type variables or recursive types except for void) is the one which is suggested by the choice of symbols for the connectives, i.e. A simple recursive type µα.τ is interpreted as fix(F τ ) where F τ : SD op ⊥ × SD ⊥ → SD ⊥ is the mixed variant functor on SD ⊥ that is determined by the structure of τ . The C-Kripke relations on such a bilimits fix(F τ ) are componentwise defined. In particular, the type void = µα.α is interpreted as the terminal object (1, 1) . This construction works since all type constructing functors are locally continuous and the embeddings and projections are strict and uniform.
For nested recursive types like µα.µβ.τ , we need to consider parameterised functors. Even if µα.µβ.τ is a closed type, τ may contain two free type variables α and β. Therefore, the corresponding functor F τ has four arguments for negative and positive occurrences of each type. In the general case, τ might even contain more free type variables, so we cannot restrict ourselves to functors with a certain number of arguments. However, it turns out that not more than four parameters need to be considered at the same time, thus, we focus on functors with four arguments and keep in mind that there may be some more. Suppose 
The following proposition is crucial for proving an adequacy result for SFL. For the full abstraction result we define one particular subcategory C of SPIC. It is essentially the same definition as in [14] and [18] . An object [τ 1 , . . . , τ n ] of C consist of the product of the underlying sets of interpretations of finite SFL types τ 1 , . . . , τ n and a sequentiality system defined as This proves the lemma by choosing w = ∅.
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As a consequence of Lemma 5.3, it can be shown that every element in the denotation of a finite SFL type is definable. Besides, since projections and embeddings of a bilimit can be defined in SFL as well, this yields definabilitity of every compact element in the denotation of an arbitrary SFL type. This fact provides the most important tool to prove the main result of this section: As a consequence, the equations-in-contexts are correct in the following sense: 
Discussion
The category SD presented in this paper provides an adequate model for reasoning about sequential computation in the sense that it provides sufficient relational criteria characterising sequential continuous functions. Admittedly, the bunch of relations associated with the domains arising as interpretations of SFL types is fairly large (cardinality of the continuum). That means that it is not possible to verify whether a given continuous function between two objects in SD is an SD-morphism. In particular, the exponentials in SD are not decidable. However, in the light of Loader's undecidability result for finite PCF [7] , it seems to be unlikely that a substantial improvement can be achieved as it entails that the additional relational structure has to be infinite.
Recently, the fully abstract model for PCF in the category SD was reconstructed as a realisability model over the partial combinatory algebra A which is obtained as the canonical solution of the domain equation A ∼ = N ⊕[A → A] ⊥ in SD (see [12] ). In particular, for every PCF type σ its interpretation in M od(A) is isomorphic to the one given by the canonical retraction of A to its denotation in SD. This result can be refined to a solution of (a variant of) the Longley-Phoa conjecture in the following way. Let L be the language associated to the domain equation for A, i.e. untyped λ-calculus with arithmetic, and let L be the sub-pca of A consisting of those elements of A that can be denoted by (closed) terms of L. It turns out that the PCF-model in M od(L) is obtained as a restriction of the one in M od(A) by restricting realisers to L and the elements of the underlying set to those which are realised by elements of L. Notice that L is a term model as it is isomorphic to L T h(A) . One can show that the choice of T h(A) is irrelevant, i.e. instead of L one might take L/ T for any theory T contained in T h(A) and containing the obvious conversion rules for L and it still holds that the PCF-model in M od(L/ T ) is isomorphic to the one in M od (L) .
Among the various open questions to be investigated in the future we just focus on the following ones. It is desirable to find a fully abstract model for a polymorphic extension of SFL. In particular this would give rise to a fully abstract model for the polymorphic lambda calculus over a base type allowing recursive definitions of objects. Furthermore, such a polymorphic extension of SFL seems to be needed for obtaining fully abstract models of ALGOL-like languages in particular with respect to their concept of local variables.
Another open problem is the integration of the relational and the gametheoretic account of full abstraction. It might be interesting to give a direct proof that the relational model of SFL is the extensional collapse of its game model (in analogy to [3] ).
