Structural damage detection has become an important research topic in certain segments of the engineering community. These methodologies occasionally formulate an optimization problem by defining an objective function based on dynamic parameters, with metaheuristics used to find the solution. In this study, damage localization and quantification is performed by an Adaptive Differential Evolution algorithm, which solves the associated optimization problem. Furthermore, this paper looks at the proposed methodology's performance when using different functions based on natural frequencies, mode shapes, modal flexibilities, modal strain energies and the residual force vector. Simple and multiple damage scenarios are numerically imposed on truss structures to assess the performance of the proposed methodology. Results show that damage scenarios can be reliably determined by using the analyzed objective functions. However, the methodology does not perform well when the objective function based on natural frequencies and modal strain energies is employed.
Introduction
Metaheuristics are a set of computational techniques that help find suitable solutions for optimization problems reasonably quickly. These computational techniques are characterized by the ease of their design and implementation [1] ; they are primarily used to tackle complex optimization problems that do not count on a specific algorithm for their solution, such as the damage detection problem. When it comes to finding a solution for this type of problem, metaheuristics often prove to be the most effective tool [2] . Using metaheuristics to solve this problem offers several advantages over other, more conventional optimization technique-the ability to find a global solution, lower dependence on the initial solution, less sensitivity to noise in measurements and freedom from computing derivatives to guide the search [3] . On the flip side, metaheuristics´ drawbacks include the definition of their own parameters, e.g. crossover and mutation rates for genetic algorithms, a process generally carried out by trial and error.
Previous studies have demonstrated the potential of using metaheuristics for structural damage detection [3] [4] [5] [6] [7] [8] . However, no study has defined the best metaheuristic to be used. Consequently, determining the performance of metaheuristics to detect damage proves to be a very interesting topic of research. One of the most promising metaheuristics is the Differential Evolution Algorithm (DE), which solves real-value optimization problems by evolving a population of possible solutions. Only a few damage detection methodologies, such as [7] , rely on the DE approach. That proposal required analysis in sub-domains to improve the methodology performance. As damage representation implies one optimization variable for each structural element, the division into sub-domains reduced the number of optimization variables for this problem. In addition to damage identification, DE has been put to use in the field of structural engineering, such as structural identification [9] and structural optimization [10] . The successful application to the aforementioned type of problem turns DE into an appealing alternative for damage identification.
Using DE entails the definition of a few parameters: population size (NP), crossover rate (CR) and amplification factor (AF), all three of which control the evolutionary process. While papers that propose methodologies to control DE parameters abound in the literature, such as reference [11, 12] , there is not sufficient research that focuses on metaheuristics that do not depend on their parameters for damage detection. This paper is aimed at addressing this lack by evaluating the performance of an adaptive differential algorithm to detect structural damage. A simple method of adaptation is used to avoid defining DE parameters by trials, leaving NP as the only uncontrolled parameter. A second main contribution of this paper relates to the definition of the objective function. That is to say, the possibility of selecting different dynamic parameters to form the objective function permits the determination of the best parameters for use. To that end, several objective functions are proposed, which are based on dynamic parameters such as natural frequencies, modal flexibilities, modal strain energies and residual force vectors. Methodology's performance is assessed in two parts. First, it is applied to the detection of simulated simple and multiple damage scenarios in truss structures. Then, the results for each function are compared in terms of the differences between computed and simulated damage scenarios to choose the parameters best suited for the damage detection problem in trusses.
Adaptive Differential Evolutionary Algorithm
De [13] is an algorithm used to solve optimization problems involving continuous domains. The process of DE for optimization problems is summarized in Fig. 1 . The algorithm iteratively modifies a set of solutions (population) by means of specific operators to find the best solution. Each solution in the population is called a solution vector. A value for NP must be defined in Step 1, with initial solutions either heuristically or randomly generated. The quality (read: cost) of each initial solution (Step 2) is quantified by using the objective function. For a maximization problem, the higher an objective function's value, the higher the quality of the solution.
Step 3 compares the cost of a Target Vector (selected from the current population) and a new vector, referred to as a Trial Vector. The vector with the highest cost will form part of the population in the next iteration; this process is carried out for each vector in the current population, one vector at a time. After all vectors in the population have been exhausted, DE moves on to Step 4, which consists of verifying the convergence criteria. If these criteria are not reached, Step 3 is carried out again. Otherwise, the algorithm advances to the next step. Finally, the solution to the problem is revealed.
The creation of trial vectors is laid out below: First, a mutation vector is created from the variation of the current best vector [14] : (1) where I is the position of the target vector in the population, xbest is the best solution vector in the current iteration t. AF is a DE parameter that allows for control of the variation amplitude introduced by Vamp, with Vamp being a quantity vector computed as [15] (2)
where xk are vectors in the current population, which are randomly chosen. Not only must these xk vectors be different from each other, but they must also be different from the current best solution vector.
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Next, the i-th trial vector can be computed using the binary crossover [14] :
Each term in the trial vector is assigned as
where tg is the target vector, nrj is a random number generated for each position j of the i-th vector, which ranges between 0 and 1. The latter parameter controls the role played by both mutation and target vectors in defining the trial vector.
Values for cr and af must be previously assigned before employing the DE. An iterative process that sets DE parameters is frequently relied on to define the most appropriate values. To avoid this process, the present study gives each solution vector its own cr and af parameters. These values can evolve throughout the DE´s execution, and their initial values are randomly generated between for af [0.7-0.9] and cr [0.4-0.6]. Far from arbitrary, these ranges are chosen because they account for the recommended values of 0.8 and 0.5 for af [15] and cr [16] , respectively. cr and af values for the iteration t+1 can be computed as (5) (6) where best corresponds to the best vector in the current population. Ri,1 and Ri,2 are random numbers between 0 and 1 generated for solution vector i.
Concerning the definition of NP, Storn and Price [15] proposed a size between 5 and 10 the number of design variables. However, NP definition utilized in this research will be explained in Section 4.
Proposed damage detection methodology
The methodology employed throughout the present paper ( Fig. 2) can be consulted in [17] , with one notable exception: for our purposes, the genetic algorithm has been replaced by a DE.
This methodology assumes the existence of a finite element model (FEM) that is able to accurately represent the undamaged condition (Step 1). Damage takes the form of a reduction in the stiffness matrix of the damaged element by means of a stiffness reduction factor β. A value equal to 0 for this factor indicates no damage and 1 total damage.
Optimization aims to arrive at the correct set of β factors, i. e., those which allow the dynamic parameters of an updated FEM to match those measured experimentally for the current structure. Each possible solution vector corresponds to a different damage scenario, and each position in the vector represents the β factor of one structural element. For an undamped structure with a mass matrix M and a stiffness matrix K, the modal parameters are given by (7) where ωj is the natural frequency corresponding to the jth mode shape ϕj. Thus, any change in the stiffness or mass matrix will lead to changes in the dynamic parameters.
Step 2 experimentally determines the structure's dynamic behavior. As this is a numerical study, the current dynamic parameters are obtained by introducing the simulated damage scenario into the undamaged structure's FEM. Then, the eigen-value problem, given in Eq. 7, is solved. These parameters are numerically perturbed to simulate noise in a real measurement. Such perturbations equal 1% for the natural frequencies (noiseω) and 3% for the mode shapes (noiseΦ) [18] . The equations that introduce noise in the modal parameters are [3] : (8) where Rand is a random number between -1 and 1. Letter n means a parameter with noise.
Armed with the available modal data, an objective function must be defined (Step 3), which generally has the following form: (9) where curr_dyn_resp and upd_dyn_resp refer to the dynamic parameters for the current structure and updated model, respectively. A detailed version of the objective functions relied on to carry out this research appears in Section 3.1.
Step 4 applies the DE described in Section 2 in tandem with the heuristic shown in Section 3.2. In the same vein, convergence criteria are presented along with the numerical example because the maximum number of iterations depends on the structure size.
Finally, the computed damage scenario is reported in the form of stiffness reduction factor (β) value for each of the 61 elements in the structure.
Objective Functions
In this study, the damage detection problem was treated as a maximization one that is equivalent to the minimization formulation in Eq 9. The objective functions below were those used for result comparison. Define the finite-element model of initial structure.
2.
Determine dynamic parameters of current structure.
3.
Define the objective function. 4.
Apply DE algorithm 5.
Show damage scenario found. End  Natural Frequencies and Mode Shapes (10):
 Natural Frequencies and Strain Modal Energies (11)  Residual Force Vector (12)  Modal Flexibility (13) The symbols used in the above functions are: nm is the number of modes available, c1,2 are constants defined as 200 and 1, respectively, ωj is the j-th natural frequency, ϕij is a value for the i-th degree of freedom of the j-th mode shape, dea is a value from the DE solution and ex is experimental information, ngll is the number of degrees of freedom of the structure, W1,2=2.0 weight factor, und refers to the undamaged structure, msej is the modal strain energy for the j-th mode shape and MFij is a value corresponding to the position (i,j) of the modal flexibility.
The terms MSEj, RFV and MF are given by
All functions are based on the difference between the dynamic parameters computed for the FEM of a specific vector solution -possible damage scenario-and those obtained experimentally. Thus, each possible damage scenario in the population displays a given probability of being the correct one. The objective function is put into use one at a time, so the performance of the proposed methodology using this function can be measured.
Heuristic for the generation of the initial population vector
To accelerate DE convergence, the initial population was generated heuristically based on two characteristics assumed for the damage scenarios. First, damaged element quantity is considered low in light of its relation to the total number of elements in the structure [19] . Second, damage extent is not expected to be severe. The proposed heuristic generates a random number between 0 and 1 for each βi factor in each initial solution vector. If the random number is smaller than 0.5, then βi takes a random value between 0.1 and 0.5; otherwise, βi is set to zero.
Numerical Examples
The proposed methodology was applied to detect damage in truss structures with different configurations (Fig. 3) . . Information regarding the first eight natural frequencies and complete mode shapes of the damaged structure were considered available.
Applying the proposed methodology to a total of 21 simulated damage scenarios (see Tables 1-4 , where DS is a damage scenario identifier) makes it possible to evaluate the methodology's performance. Initially, results for the 61-element truss will be used to compare how well the four proposed objective functions work. Tables 1 and 2 include identified damaged elements and damage extents (βi) for simulated damage scenarios. Scenarios seen in Table 1 correspond to damage present in only one element, whether the damage be in a vertical (DS-1, DS-4 and DS-7), horizontal (DS-2, DS-5, DS-8) or diagonal (DS-3, DS-6, and DS-9) element. Multiple damaged elements are considered in scenarios DS-10, DS-11 and DS-12 ( Table 2 ). The focus of the results will be on the correct identification of damaged elements and the presence of misidentified elements. The objective functions producing the best damage identification are then used to detect damage in the other trusses. Simulated damage scenarios for these trusses are shown in Table 3 -5, which include damage located in a specific zone of the truss or spread out along the structure. The reason for using only cases of multiple damage scenarios is brought up later. In this order of ideas, more detail-oriented analysis for these results will be undertaken in section 5. In addition to the structure's physical characteristics, terms related to the DE execution require definition. All DE parameters were defined for the 61-element structure before being brought to bear on the other structures. First, observation shows that NP depends on the number of optimization variables. Yet, the relationship between NP and structure size has not quite been elucidated for the damage detection problem. As a result, NP was set at 200 after a process of trial and error. The criterion for halting the algorithm's execution is either reaching a maximum of 200 iterations or 50 iterations without significant changes in the best current vector's cost. 30 executions were done for each example studied to ensure the proposed methodology reliably detects the real damage scenario. The computed damage scenario that corresponds to the run with the highest cost solution is then reported to the user.
Results and Discussion
Results for cases with only one damaged element in the 61-element structure are shown in Figs. 4-6 . The methodology detects the real damaged element and damage extent accurately. Functions F1 and F4 provided the best results across all cases analyzed. They properly gauged damage extent, with the difference between real and simulated damage less than 0.08. Moreover, few elements were misidentified. The function based on the residual force vector (F3) misidentified elements on numerous occasions. Naturally, these errors translate into low methodology reliability when function F3 is used. For all cases, reliance upon an objective function based on natural frequencies and modal strain energy left the real damaged element undiscovered. Table 6 presents methodology performance when an energy-based objective function was used to detect simple damage in the 61-element truss. Results evince the low reliability when using Function F2, for there is a significant gap between real and computed damage extents, as well as many misidentified damage elements. Table 7 confirms this low reliability by displaying the best five runs for a scenario wherein Element 50 is damaged (only βi factors ≥ 0.05 are shown): not a single computed scenario included the real damaged element. The algorithm could not distinguish between completely different solutions -scenarios with varying damaged elements and damage extents -and converge on any of these solutions. Therefore, the results for the detection of multiple damage scenarios using function F2 will not be shown. Results obtained for simulated multiple damage scenarios in the 61-element structure are shown in Figs. 7-9. The algorithm detected all real damaged elements when objective functions F1, F3 and F4 were used. With respect to the damage extent, the difference between computed and real extent is less than 0.1 for every element in all three scenarios. As was the case for simple damage scenarios, objective function F3 produced the most misidentified elements. Though, as previously mentioned, most functions included misidentification, Function F1 identified only the real damaged elements for Scenario DS-10 (Fig. 7) . Function F3 misidentified 40% of the elements for scenario DS-11, and seven of these misidentified elements exhibited a damage extent higher than 0.1. Therefore, the logical conclusion is that objective function F3 is less reliable than the others. For scenario DS-12, Function F4 produced the best results, with an average difference of 0.047 between simulated and real damage extent for all real damage elements. In order to more thoroughly understand the methodology's effectiveness in terms of computing real damage extent, readers are guided to Tables 8-10 , which lay out the differences between real (βreal) and computed (βcomp) damage extent. The value denoted in parentheses indicates such difference in terms of percentage. Looking at these results, it can be inferred that as the number of damaged elements increases, error extent also increases. For example, when using Function F4, the average error was 11, 24 and 25 % for 3, 5 and 6 damaged elements, respectively. In spite of this fact, results for Functions F1 and F4 do not display a significant difference between the computed and real damage extent. Function F2 presents an average error of 19% for the three damage scenarios. Then there is the case of Function F4, which underestimated the damage extent for element 14 in scenario DS-12. It is important to recall that element 14 had a low real damage value. In this sense, dynamic parameter changes caused by low damage values can be masked by noise in the measurements. Table 11 shows the number of executions for which the algorithm found all real damaged elements. Here, one should keep in mind that the proposed DE performs 30 runs to detect each damage scenario. Based on the results of this study, each objective function possesses a different reliability level; however, it is safe to say objective function F4 (modal flexibility) was the group's weak link. Despite the high success rate of detecting real damaged elements with F3, results for this function also presented many misidentified elements. On the whole, simple damage scenarios were detected more reliably than multiple damage scenarios, regardless of the objective function employed. In response to this fact, the performance assessment for the other trusses entailed multiple damage scenarios.
As the function F3 reported many misidentified elements, results for the other trusses will only include Functions F1 and F4. Tables 12-14, 15-17 and 18-20 depict the application of the proposed methodology for 15, 45, 47-element trusses, respectively. Reported damage scenarios only include those elements presenting β 0.05. As previously mentioned, the percentage difference between the computed and real damage extent is placed in parentheses: results show that the methodology precisely computes damage extent for both functions. The exact scenario DS-13 was obtained with Function F1 for the smallest truss structure. It is worth mentioning that the search space correlates to the number of elements in the truss structure; thus, as the number of elements increases, the search space increases, adding another level of complexity to the optimization process. Detecting element 2 in Scenario DS-15 was difficult for function F4, exposing the difficulty to detect damage in some elements. While the average error for all the scenarios is 4.2 and 14.3 for function F1 and F4, respectively. Function F4 means more misidentified elements compared with the results obtained using F1. These elements presented low damage extent for both functions in most cases. However, the existence of misidentified elements with high damage values is possible, i. e., Element 5 in Scenario DS-17 as computed with Function F1 or Element 10 in Scenario DS-15 as computed with Function F4. Overall, F1 and F4 produce similar results, albeit with greater reliability in the case of F1. The aforementioned result highlights the importance of decreasing computational error in terms of damage extent and misidentified elements quantity in order to enhance methodology performance. 
Conclusions
This paper explores the application of the Differential Evolution (DE) to the damage detection problem. DE operators stem from the relevant scientific literature, with adaptive parameters based on the evolution of those parameters belonging to the best individual in the current iteration. Such adaptation can be understood as one of the key contributions of this research as the final user need only define the population size. This methodology was tested on truss-type structures. Results show that the methodology detect the different damage scenarios (i.e. identifies both damaged elements and damage extent) with varying levels of reliability, depending on the objective function used. In this study, four objective functions were used, and the most reliable results were obtained by objective function F1, which is based on natural frequencies and mode shapes. Results for the function based on modal flexibility proved to be similar to those obtained with F1; even though the former generated more of misidentified elements. A different objective function, one based on natural frequencies and modal strain energies (F2), failed to locate the damaged element in most of the simple damage scenarios. As regards the objective function based on the residual force vector, the results were unreliable given that it led to numerous misidentified elements. As far as the ability to identify simple and multiple damage scenarios is concerned, the logical conclusion that simple damage scenarios are more reliably identified was confirmed. In conclusion, more research should be geared toward developing damage detection methodologies that find scenarios with many damaged elements.
