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Introduction
The use of weighted matchings for the scaling of unsymmetric matrices is described by Duff and Koster [4] and, together with the symmetric adaption originally proposed by Duff and Gilbert [3] and subsequently built upon by Duff and Pralet [5] , has been widely adopted by the sparse linear algebra community. Of particular note is the code MC64 from the HSL Mathematical Software Library [6] that implements the work of [4] and [5] .
The core problem is as follows: given an n × n matrix A = {a ij }, find a matching of the rows to the columns such that the product of the matched entries is maximised. That is, find a permutation σ = {σ(i)} that solves the maximum product matching problem max σ n i=1 |a iσ(i) |.
(
1.1)
If A is structurally rank deficient with rank r < n, this problem is ill-posed because the objective takes the value 0 for all possible σ. In this case, an ideal algorithm should return a matching on I × J (where I is a subset of the rows and J is a subset of the columns) of cardinality r that solves the problem max I:|I|=r max σ i∈I |a iσ(i) |.
( 1.2)
The algorithm proposed by Duff and Koster (which is summarised in Section 2) fails to do this. Instead, it returns a matching of cardinality r that is optimal on a submatrix of A. This is demonstrated in Figure 1 .1.
Here and elsewhere, matrix entries are circled to indicate they belong to a matching. In this paper, we consider the structurally rank-deficient case and, in particular, the symmetric structurally rank-deficient case. This is of interest because sparse symmetric indefinite linear systems that are structurally rank deficient can arise in a range of practical applications (including, for example, optimization). Duff and Pralet [5] also considered this case. In particular, they proved that if A is symmetric and there is a maximum matching of A on I × J then A I×I (the restriction of A to I × I) is structurally non-singular. Thus there is a maximum matching for A I×I of cardinality r and this can be used to obtain a matching for A. However, their approach may lead to a sub-optimal matching (that is, the choice of I may be sub-optimal). The aim of this paper is to propose a modified approach that leads to an optimal solution. Optimal matching This paper is organised as follows. We end this section by introducing notation and terminology that we use in the remainder of the paper. The original algorithm of Duff and Koster is briefly described in Section 2. We discuss the extensions by Duff and Pralet for symmetric matrices (including structurally singular matrices) in Section 3. In Section 4, a new preprocessing is proposed for symmetric matrices. Modifications to the Duff and Koster algorithm for structurally rank-deficient matrices are discussed in Section 5; this is the key contribution of this paper. An analysis of our algorithmic modification when applied to symmetric problems from practical applications is presented in Section 6. Finally, some concluding remarks are made in Section 7.
Notation and terminology
Let A = {a ij } be a general n × n sparse matrix. With A we associate a bipartite graph G A = (V row ∪ V col , E). The node sets V row = {row 1 , row 2 , ..., row n } and V col = {col 1 , col 2 , ..., col n } correspond to the rows and columns of A; an edge (row i , col j ) belongs to E if and only if a ij = 0. An edge (row i , col j ) ∈ E is said to be incident on nodes row i and col j .
An edge subset M ⊆ E is called a matching (or assignment) if no two edges in M are incident to the same node. In matrix terms, a matching corresponds to a set of nonzero entries with no two in the same row or column. A node is matched if there is an edge in the matching incident on the node, and to be unmatched otherwise. We denote by M the transpose matching {(row j , col i )|(row i , col j ) ∈ M}.
The cardinality of a matching is the number of edges in it. A maximum cardinality matching (or maximum matching) is a matching of maximum cardinality (this is n if A is structurally non-singular). If A is symmetric and M is a maximum matching in G A then, because of symmetry, M is also of maximum cardinality and has the set of row indices V col and the set of column indices V row .
A path P in G A is an ordered set of edges in which successive edges are incident to the same node. P is called an M-alternating path if the edges of P are alternately in M and not in M. An M-alternating path is an M-augmenting path if it connects an unmatched column node with an unmatched row node.
Let M and P be subsets of E and define
If M is a matching and P is an M-augmenting path, then M ⊕ P is again a matching and M ⊕ P = |M| + 1. Let W = {w ij } be a real-valued n × n sparse matrix with w ij ≥ 0. Let G W = (V row , V col , E) be the corresponding bipartite graph each of whose edges (row i , col j ) ∈ E has weight w ij . The weight w(M) of a matching M in G W is the sum of its edge weights, that is,
An M-augmenting path P starting at an unmatched column node j is called shortest if
for all other possible M -augmenting pathsP starting at node j. The length of an alternating path P is defined to be
In the following, if M is a matching, I and J denote the set of row and column indices matched by M, i.e., I = {i : (row i , col j ) ∈ M for some j} and J = {j : (row i , col j ) ∈ M for some i}. The matrix formed by selecting the rows and columns indexed by I and J , respectively, is called the submatrix of A restricted to the rows in I and the columns in J and is denoted by A I×J .
M corresponds to a column permutation σ = {σ(i)}; it is convenient to also refer to σ as a matching. M is called a symmetric matching if and only if j = σ(i) ⇒ i = σ(j).
The Duff and Koster Algorithm
As we explain in this section, the algorithm of Duff and Koster transforms the maximum product matching problem to an assignment problem that can be solved with minimal modifications to standard methods. Let c j = max i |a ij | be the maximum absolute value in column j of A. Define a preprocessing of A tô A = {â ij } as follows:â
The linear sum assignment problem
has the same optimal permutation as the maximum product matching problem (1.1). Further, if there exists variables u i and v j withâ
then u i and v j are optimal dual variables for (2.2). The dual solution may be used to scale the matrix [8] by defining diagonal matrices S r and S c with entries
3)
The scaled matrix S r AS c has matched entries that are one in absolute value with all other entries less than or equal to one in absolute value.
The assignment problem can be solved efficiently using a variant of the Hungarian algorithm [7] outlined as Algorithm 1. The algorithm can be initialized by setting I = φ, J = φ, u = 0, v = 0, although in practice it is warm-started. For full rank matrices, each iteration of the algorithm adds an additional row i to I and an additional column j to J and updates the matching so that it is optimal on the new I × J . If the matrix is structurally rank deficient, the cardinality of the final matching will be r < n, where r is the rank of A. The matching is optimal on A I×J , but may be sub-optimal on A (that is, another choice of I × J could result in increasing (1.2)).
The set I ×J is extended by selecting an unmatched column j and then finding the shortest σ-augmenting path P from j to an unmatched row i. In matrix terms, an alternating path starts from the unmatched column j, and proceeds through zero or more pairs of entries (â tk ,â tσ(t) ) to subsequent columns before terminating at an unmatched row. The edge weights are given byâ tσ(t) − u t − v σ(t) . The Hungarian algorithm is essentially the repeated application of a sparse version of Dijkstra's algorithm [2] to accomplish the task of extending a matching on a column-by-column basis.
Once P is found, the matching σ is augmented along it, that is, all the unmatched entries on the path become matched entries, while the previously matched entries become unmatched. As the shortest Algorithm 1 Hungarian algorithm for assignment problem Input: Preprocessed matrixÂ, an initial matching σ and dual variables u, v that are optimal on I in × J in .
Set I = I in and J = J in . for each unmatched column j do Find the shortest σ-augmenting path P (with length lsap) from j to an unmatched row i.
if (no such path P exists) cycle For each column k, let l(k) be the length of the shortest alternating path from j to k. for each row t for which l(σ(t)) < lsap do u t ← u t + l(σ(t)) − lsap end for σ ← σ ⊕ P and I ← I ∪ {i}, J ← J ∪ {j}. for each row t ∈ I do v σ(t) =â tσ(t) − u t , end for end for Output: Matching σ and dual variables u, v that are optimal on I × J . σ-augmented path was chosen, the new matching is optimal on the extended setĨ ×J withĨ = I ∪ {i} and J = J ∪ {j}.
The dual variables u and v must be updated for the new matching. Let lsap be the length of the shortest augmenting path and l(k) be the length of the shortest alternating path from j to column k. For each row t for which l(σ(t)) < lsap, the update
Further details may be found in [4] . For clarity, we summarise the complete Duff and Koster algorithm for unsymmetric matrices as Algorithm 2.
Algorithm 2 Duff and Koster maximum weighted matching algorithm Input: Unsymmetric matrix A.
1. Apply the unsymmetric preprocessing (2.1) to A to obtainÂ. 2. Determine an initial matching σ and dual variables u, v that are optimal on I in × J in . 3. Apply Algorithm 1 toÂ. Return the maximum matching and dual variables.
Compute the scaling factors (2.3).
Output: A column permutation (with unmatched columns flagged) and scaling factors for A.
However, it is generally important when scaling a symmetric matrix that symmetry is preserved (i.e. the scaling factors (2.3) should satisfy s = s r = s c ). Duff and Pralet [5] show that if A is non-singular, the geometric average of the row and column scalings is sufficient to maintain desirable properties. That is, they build a diagonal scaling matrix S with entries
with s r i and s c i given by (2.3), and compute the symmetrically scaled matrix SAS. The entries in the scaled matrix that are in the matching have absolute value one while the rest have absolute value less than or equal to one.
For rank-deficient matrices, Duff and Pralet prove that, if Algorithm 1 returns a matching on I × J (with cardinality equal to the rank r of A), A I×I is structurally non-singular. A maximum matching for A I×I is obtained by applying Algorithm 1 to A I×I and then mapped back to a (sub-optimal) matching for A (with n − r rows and columns unmatched). If the scaling factors for A I×I are s r i and s c j , Duff and Pralet propose using scaling factors
with the convection 1/0 = 1. With this choice, the absolute values of the entries of SAS are again less than or equal to one, with those in the matching having absolute value equal to one. Moreover, the entry of largest absolute value in each non-empty row/column is one.
The approach of Duff and Pralet is summarised in Algorithm 3.
Algorithm 3 Duff and Pralet variant for symmetric matrices
Input: An n × n symmetric matrix A.
1. Apply the unsymmetric preprocessing (2.1) to A to obtainÂ. 2. Determine an initial matching σ and dual variables u, v that are optimal on I in × J in . 3. Apply Algorithm 1 toÂ to obtain a maximum matching on I × J .
if (|I| = n) then
Compute the scaling factors (3.1). else 5.
Apply Algorithm 1 to A I×I Use the maximum matching for A I×I to compute a matching for A.
Compute the scaling factors (3.2). end if
Output: A symmetric permutation (with unmatched rows/columns flagged) and scaling factors for A.
Symmetric preprocessing
If A is symmetric, in general the preprocessing (2.1) results in an unsymmetric matrixÂ. This is undesirable in the rank-deficient case. For example, consider the following rank-2 matrix, where the optimal solution to (1.2) has been circled In this case it is impossible to distinguish columns 2 and 3 and Algorithm 1 matches columns 1 and 2 to rows 3 and 1, respectively. In the non-singular case, this loss of symmetry is not a problem since all the entries in each column are scaled and, by non-singularity, there is sufficient information retained to distinguish between the columns.
For symmetric matrices, to retain symmetry, we propose the following preprocessinĝ
where r i = max j |a ij | is the maximum absolute value in row i (observe c i = r i for symmetric matrices). Applying (4.1) to our example, Algorithm 1 returns the desired matching
Although for this simple case, restricting the matching to I ×I would have been sufficient to obtain the better matching, this is not necessarily always the case. Thus we need to also consider modifying the matching algorithm for rank-deficient symmetric matrices and this is what we consider in the next section.
Modified algorithm for rank-deficient matrices
Recall the example from Figure 1 .1: the reason that Algorithm 1 returns a sub-optimal matching is as follows. Column 5 is the last unmatched column to be considered, with the matching shown in Figure 1 .1 already existing for columns 1 to 4. There is no path between column 5 and row 1, so no augmenting path is found. Hence column 5 remains unmatched regardless of the values of the nonzero entries. A sub-optimal matching is only possible in the structurally rank-deficient case. To motivate our proposed new approach, consider the application of Algorithm 1 to the following modified version of the example matrix. All the zeros have been replaced by a nonzero value , a number so small that it will never be chosen as part of the matching if there is an alternative. 
By the optimality of Algorithm 1 for non-singular matrices, the computed matching shown is optimal. The rank-deficiency is apparent in that the matching contains an epsilon in the (1,1) position. An optimal matching for the original rank-deficient matrix is obtained by restricting the matching to those rows and columns that are not matched on an epsilon.
This approach is not practical for real problems as the conversion from a sparse to a dense matrix increases the storage (and hence memory bandwidth) requirements to O(n 2 ). However, by implementing the addition of the entries implicitly, the approach can be made workable and this is what we now explain.
Denote the modified matrix by A( ). The preprocessing (4.1) transforms each entry tô
where α is very large. Such entries can be calculated on the fly and an implicit representation ofÂ( ) can be stored in the same space asÂ plus a vector of column maximums and a vector of row maximums (in the symmetric case, c i = r i for all i so a single vector is needed). An entry ofÂ( ) that corresponds to an in A( ) will be referred to as an α entry. If a path exists from the current unmatched column to an unmatched row in the original matrix A and the dual variables u contain no term in α, an α entry will never be included on the path P during the execution of Algorithm 1 (α is too large for it to be included in a shortest path). The condition on u is trivially satisfied if no path containing α has been augmented along (as lsap α); thus it follows that α entries are never considered if A is full rank and Algorithm 1 is applied toÂ( ).
When an unmatched column is found and there exists no path to an unmatched row in the original matrix, we start considering α entries. Observe that since A is square, the existence of an unmatched column j in A( ) implies the existence of an unmatched row i and, as no path to i exists in A, each of the entries in column j that corresponds to an unmatched row must be α entry. Hence a trivial path consisting of a single entry exists with length α + γ where |γ| α. If the dual variables u are much less than α, we do not need to consider paths that contain more than one α entry since the lengths of such paths will be at least 2α (and hence greater than the length of the trivial path). There are three possibilities for paths with one α entry:
1. A trivial path is chosen using an α entry in column j and an unmatched row.
2. An α entry in column j and a currently matched row i is chosen. There exists a path from column σ(i) that is matched with row i to an unmatched row.
3. An α entry in a column belonging to Reach(j) and an unmatched row is chosen, where Reach(j) is the set of columns k such that a path exists from j to k in the original matrix A.
These are illustrated in Figure 5 .1. Note that case 1 is a special case of case 3. We further observe that we can choose to augment along paths involving both cases 2 and 3 as they must be disjoint. So far, we have assumed that the dual variables u are much less than α. This requires that there are no α entries in the current matching. If we were to relax this requirement, the storage needed for u would double because a coefficient for α would have to be stored (merely using a large value results in loss of the precision needed to distinguish between candidate paths). Moreover, for some columns, all the entries (including the α entries) would need to be considered, and this means the full matrix would have to be explored each time such a column is encountered. This additional computation is not desirable and is prohibitive for large problems. To avoid this, we propose that rather than including the α entry in the matching, we augment along the path excluding the α value. The size of the matching will not increase but the optimal value will be improved. That is, once the algorithm starts considering the α entries, the cardinalities |I| and |J | remain constant, with one column (or row) swapped for another at each iteration. This may result in a suboptimal result. However, since an improvement in the objective value is made with each such augmentation, repeatedly iterating over unmatched columns until no further improvement is made will terminate with the optimal solution in a finite number of steps.
Let us consider the practical implementation further. For case 3, the set Reach(j) and path lengths l(k) are built in the process of determining that there is no path for the original matrixÂ from the unmatched column j to an unmatched row. Since it does not matter which particular unmatched row i the α entry belongs to (it will not be part of the augmenting path), contributions to the path length from log r i and u i for the unmatched row can be ignored. We thus choose the column k ∈ Reach(j) for which l(k) + log(c k )/2 − v k is a minimum. The column set J is altered by removing k and including j.
Case 2 requires considerably more work. For each matched row with matching column not in Reach(j), we must explore possible paths that lead to an unmatched row and pick the shortest. This is very costly. However, observe that Algorithm 1 can be implemented row-wise rather than column-wise and case 2 in a row-wise implementation is covered by case 3 in a column-wise implementation. A row-wise implementation is equivalent to running the column-wise algorithm on A T . The optimal solution can thus be found by applying Algorithm 1 alternately to A and A T until the objective value ceases to decrease. In the symmetric case, A = A T and this can be exploited to save storage (provided symmetric preprocessing is used). Based on our practical experience, we found it necessary to specify a minimum improvement (min improv) to avoid cycling between two identical columns (or identical rows when running on A T ) because of floatingpoint inaccuracies. That is, we want to avoid at one step removing k from the column set J and including j and then, at the next step, removing j and including k. We found it to be sufficient to require a minimum decrease of the square root of machine precision before altering J . Using this, for each of the test problems used in Section 6, a single application to A followed by one to A T yielded the optimal solution. This was unexpected and is not guaranteed (we are unable to prove that this should yield the optimal solution).
These modifications are summarised in our generalised Hungarian algorithm (which is for both symmetric and unsymmetric A), and in our proposed variant of the symmetric matrix matching and scaling algorithm (shown as Algorithms 4 and 5, respectively). If A is structurally non-singular, Algorithm 4 reduces to Algorithm 1 but it differs in the action taken if no σ-augmenting path P is found and in the addition of a flag (change flag) to indicate whether changes to σ have occurred. In Algorithm 5, the generalised Hungarian algorithm is applied repeatedly to A and A T until either the matching has cardinality n or no changes to σ are made. Then, in the rank-deficient case, we proceed as in the variant of Duff and Pralet to compute A I×I and apply Algorithm 4 to it. The maximum matching obtained for A I×I is finally mapped to a matching for A. We note that if A is non-singular, a single application of the generalised Hungarian algorithm to A gives a matching of cardinality n and, in the rank-deficient case, a single application of the generalised Hungarian algorithm to A I×I gives a matching of cardinality r. We further observe that when A I×I is computed, I and J are optimal and so we can take the restriction of A to I × I or to J × J .
Numerical experiments
For our numerical experiments, we use two sets of symmetric structurally rank-deficient test problems. Both are taken from the University of Florida Sparse Matrix Collection [1] . Test Set 1 comprises 11 problems from the GHS indef, Newman and Pajek groups; for this set we use the supplied values for the matrix entries. Test Set 2 consists of 8 problems that are structurally rank deficient but, because only the matrix pattern is available, we generate values for the entries. The generated values are distributed uniformally over the interval [−1, 1] . Note that this means that the problems in Test Set 2, some of which are highly Algorithm 4 Generalised Hungarian algorithm for the degenerate assignment problem Input: Preprocessed matrixÂ, column maximums c j for original matrix A, an initial matching σ and dual variables u, v that are optimal on I in × J in , and a minimum improvement threshold min improv.
Set I = I in and J = J in . change flag = false. for each unmatched column j do For each column k, let l(k) be the length of the shortest σ-alternating path from j to k. Find the shortest σ-augmenting path P (with length lsap) from j to an unmatched row i.
if (no such path P exists) then
cycle ! this implicitly includes the case k = j Let P be the shortest σ-alternating path from j to k. end if for each row t for which l(σ(t)) < lsap do u t ← u t + l(σ(t)) − lsap end do Modify σ along P and, if P is σ-augmenting, I ← I ∪ {i}, J ← J ∪ {j}, otherwise, J ← (J \ {k}) ∪ {j}. for each row t ∈ I do v σ(t) =â tσ(t) − u t , end do change flag = true. end do Output: Matching σ and dual variables u, v that are optimal on I × J .
If change flag = true, either the product of matched entries in A is larger than for the initial matching or the size of the matching is larger than on input.
Algorithm 5 Hogg and Scott variant for symmetric matrices
Input: An n × n symmetric matrix A and a minimum improvement threshold min improv. Apply Algorithm 4 to A I×I . Use the maximum matching for A I×I to compute a matching for A.
Compute the scaling factors (3.2). end if
rank deficient, are well-scaled. We comment Duff and Pralet's focus in [5] was on more general indefinite matrices; their test set included only two rank-deficient problemsfor which r = n − 1 and so they did not report on any highly rank-deficient matrices. The tests are performed on an INtel Xeon E5420 using the gfortran complier (version 4.4) with flags -O3. Our Fortran 95 implementations are built on the original implementation of Duff and Koster that is available within MC64. In all the tests, an initial matching σ and dual variables u, v that are optimal on a set I × J are computed in the same way (again following MC64).
An analysis of different variants
We are interested in assessing the quality of the computed ordering (and we omit computing the scaling factors). The statistic we use to measure the quality is log i∈I |a iσ(i) |, (6.1)
which we refer to as the objective function value. The better the matching, the greater this value is. We report results for the algorithms discussed in this paper and for a number of variants of them. We first consider matchings that do not preserve symmetry and so do not employ the restriction A I×I that imposes symmetry. We implement the following variants:
I: Algorithm 2 (Duff and Koster).
II: Algorithm 2 with symmetric preprocessing.
III: Algorithm 5 with steps 5 and 6 omitted and, in step 4, only a single pass onÂ. That is, step 4 is replaced by the following single statement: 4. Apply Algorithm 4 toÂ to improve the matching σ and I × J .
IV: Algorithm 5 with steps 5 and 6 omitted.
Results are given in columns 2 to 5 of Table 6 .3 and timings are reported in Table 6 .4. Variant IV computes the optimal value of the objective function and, while it is independent of the initial ordering of A, the other variants depend on the initial ordering. For each problem, we present three results. In the first line, we report the value of the objective function (6.1) for the supplied ordering. We then apply each variant to 10 random permutations of A and, in the next two lines, we report the difference between the objective function value for the supplied ordering and the best and worst objective function value over the 10 permutations. Note that the reported timings are for the supplied ordering; if A is permuted, the subsequent time for computing the matching can be more or less than that given in Table 6 .4 (in our experiments, timings could reduce by about 50 per cent or conversely increase by as much as a factor of 2). The problems GHS indef/aug2d, GHS indef/aug2dc, and GHS indef/aug3d are omitted from Table 6 .3 since the values of the nonzero entries in these matrices are ±1 and so the objective function has value 0 in all cases.
Comparing variants I and II, we see that, for our test examples, symmetric preprocessing consistently computes a higher objective function value than unsymmetric preprocessing, but in both cases the objective function value can be far from optimal (for example, AG-Monien/stufe-10 and DIMACS10/kron g500-logn16).
A comparison of the results for variants III and IV demonstrates how the matching is improved by applying Algorithm 4 to both A I×I and A T I×I . For problems with only a small rank deficiency, the improvement is generally small, but where there is a larger rank deficiency (such as Newman/as-22july06 and DIMACS10/kron g500-logn16), using both A I×I and A T I×I can substantially increase the objective function value. Unfortunately, the cost of achieving this improvement can be significant. Moreover, we see that Algorithm 4 (used within III and IV) can be considerably more expensive than the simpler Algorithm 1 (used within I and II) (notable examples being Pajek/Reuters911 and DIMACS10/kron g500-logn16).
It is worth noting that the additional steps added to create Algorithm 4 from Algorithm 1 account for only a small proportion of the additional runtime. Most of it is due to the modified algorithm exploring a larger number of columns. It is perhaps also appropriate to comment that the application of Algorithm 4 with a near-optimal input matching is likely to be inefficient. If an unmatched column is explored and no augmenting path is found then an efficient algorithm could cache the result gained from exploring those columns and use this information in subsequent searches. It is thus possible that with further work the time for variant IV could be brought much closer to that for variant III. However, this is outside the scope of the current study. We next consider symmetric matchings using the following variants that are the symmetric counterparts of I to IV: Results are given in columns 6 to 9 of Table 6 .3, with timings in Table 6 .4. Each variant V-VIII is again dependent on the initial ordering. Note that only variants I and V use unsymmetric preprocessing (2.1), while the remainder use symmetric preprocessing (4.1).
Looking at I and V, we can see how the Duff and Pralet strategy that imposes symmetry affects the performance. In some cases (including GHS indef/dtoc) it leads to a poorer matching but it can also give a better result. These mixed findings are because neither is optimal. Comparing V and VI allows us to assess how symmetric preprocessing effects the Duff and Pralet algorithm. We see that it can be beneficial but, disappointingly, the benefit is relatively small and there is no consistent advantage.
There are two key differences between VI (Duff and Pralet with symmetric preprocessing) and VII (Hogg and Scott applied to A only). The first is the action taken when no σ-augmenting path is found. Variant VI terminates whereas VII continues to look to alter the column set J in such as way as to increase the product of the matched entries. Secondly, having chosen I, variant VI uses A I×I . However, in VII, we interchange the roles of I and J and use A J ×J . This is because it is J that has been constructed by Algorithm 4 to be optimal (if we were to use A I×I , variant VII would reduce to variant VI since both give the same set I). Note that we experimented with modifying VI to also work with J × J but, as neither the I nor the J constructed by the Duff and Pralet approach is optimal, this was not beneficial.
A comparison of variants VII and VIII demonstrates how the matching is improved by applying Algorithm 4 to both A I×I and A T I×I . As before, using A T I×I offers a consistent advantage (with the 14 largest benefit generally being for problems with a large rank deficiency) but for some problems the time overhead to achieve this can be substantial.
Since IV produces the optimal value of the objective function, comparing it with VIII illustrates the effect of imposing symmetry. For each of our test problems, the symmetry constraint leads to no decrease in the objective function value (and the VIII results are seen not to be dependent on the initial ordering). Similarly, comparing III and VII illustrates the effect of imposing symmetry when only A is used. For some examples, the objective function value decreases when symmetry is imposed but the improvements are very small. From Table 6 .4, we see that the symmetry time overhead is generally less than 10 per cent, although it can be close to 100 per cent (for example, problem Newman/cond-mat).
Concluding remarks
In this paper, we have shown how to modify earlier work on weighted matchings to obtain optimal weighted matchings for rank-deficient matrices. Our approach is applicable to both unsymmetric and symmetric matrices but our main emphasis is on computing optimal symmetric matchings. We have modified the approach of Duff and Pralet for symmetric matrices in three key ways. Firstly, we have introduced a symmetric preprocessing to retain symmetry. Secondly, we implicitly work with a modified matrix A( ) that allows us to circumvent the problem of some rows/columns being unmatched in the structurally singular case. Finally, by working with both A and A T we have developed an implementation that is practical for large problems. We have shown, using examples from real applications, that while our approach can involve a considerable time overhead, the benefit for some problems is a significant improvement in the quality of the matching. We remark that it is not possible to know a priori how far the matching returned by the Duff and Pralet algorithm is from optimal and hence how much the matching will be improved by our modified approach.
