We consider a new type of lookdown processes where spatial motion of each individual is influenced by an individual noise and a common noise, which could be regarded as an environment. Then a class of probability measure-valued processes on real line R are constructed. The sample path properties are investigated: the values of this new type process are either purely atomic measures or absolutely continuous measures according to the existence of individual noise. When the process is absolutely continuous with respect to Lebesgue measure, we derive a new stochastic partial differential equation for the density process. At last we show that such processes also arise from normalizing a class of measure-valued branching diffusions in a Brownian medium as the classical result that Dawson-Watanabe superprocesses, conditioned to have total mass one, are Fleming-Viot superprocesses.
Introduction
In this work, we construct and study a new class of probability measure-valued Markov processes on the real line R. Our model arises from a modified stepwise mutation model (see Section 1.1.10 of [7] for classical stepwise mutation model): the mutation process of each individual in the model is influenced by an independent noise and a common noise. More precisely, suppose that {W (t, x) : x ∈ R, t ≥ 0} is space-time white noise based on Lebesgue measure, the common noise, and {B i (t) : t ≥ 0, i = 1, 2, · · · } is a family of independent standard Brownian motions, the individual noises, which are independent of {W (t, x) : x ∈ R}. The mutation of an individual in the stepwise mutation system with label i is defined by the stochastic equations dx i (t) = ǫdB i (t) + R h(y − x i (t))W (dt, dy), t ≥ 0, i = 1, 2, · · · , (1.1) where W (dt, dy) denotes the time-space stochastic integral relative to {W t (B)} and ǫ ≥ 0. Suppose that h ∈ C 2 (R) is square-integrable. Let ρ ǫ = ǫ 2 + ρ(0) and
for x ∈ R. For each integer m ≥ 1, {(x 1 (t), · · · , x m (t)) : t ≥ 0} is an m-dimensional diffusion process which is generated by the differential operator
In particular, {x i (t) : t ≥ 0} is a one-dimensional diffusion process with generator G := (ρ ǫ /2)∆.
Because of the exchangeability, a diffusion process generated by G m can be regarded as an interacting particle system or a measure-valued process. Heuristically, ρ ǫ represents the speed of the particles and ρ(·) describes the interaction between them. Our interest comes from recent studies on connections between superprocesses and stochastic flows; see [2] , [3] , [20] and [23] . In those works, particles undergo random branching and their spatial motions are affected by the presence of stochastic flows. Some new classes of measurevalued processes were constructed from the empirical measure of the particles. Those measurevalued processes are quite different with the classical Dawson-Watanabe processes. There are at least two different ways to look at those processes. One is as a superprocess in random environment and the other as an extension of models of the motion of the mass by stochastic flows; see [16] , [17] . In this work we remove the branching structure of particle systems in [23] but add a sampling mechanism. That is whenever a particle's exponential 'sampling clock' rings, it jumps to a position chosen at random from the current empirical distribution of the whole population. Its mutation then continues from its new position.
This work is simulated by classical connections between Dawson-Watanabe processes and Fleming-Viot processes investigated in [8] and [18] . It has been shown that Fleming-Viot superprocesses is the Dawson-Watanabe prcesses, conditioned to have total mass one. So we want to ask what can we obtain if the measure-valued processes constructed in [2] , [3] [20] and [23] are conditioned to have total mass one? The particle picture described in [18] suggests that the branching structure of such conditioned measure-valued branching processes may be changed to sampling mechanism. Thus measure-valued branching processes constructed in [23] , conditioned to have total mass one, may have generator as:
where 6) for some bounded continuous functions F (µ) on P (R). The variational derivative is defined by
if the limit exists and δ 2 F (µ)/δµ(x)δµ(y) is defined in the same way with F replaced by (δF/δµ(y)) on the right hand side. If we replace B in (1.6) by
then L is the generator of the measure-valued process constructed in [23] , where L acted on some bounded continuous functions on M (R), space of finite measures on R; see (1.8) of [23] . If the second term in A vanishes, then L is just the generator of an usual Fleming-Viot process.
The main work in this paper is to solve the martingale problem and analyze the sample path properties of the solution. For f ∈ B(R m ), define F m,f (µ) = f, µ m . For µ ∈ P (R), we say a P (R)-valued continuous process {Z(t) : t ≥ 0} is a solution of the (L, µ)-martingale problem if Z(0) = µ and 9) where Ψ ij denotes the operator from B(R m ) to B(R m−1 ) defined by 10) where x m−1 is in the places of the ith and the jth variables of f on the right hand side. We shall show that the (L, µ)-martingale problem is well-posed and call the solution as Fleming-Viot process in an environment (FVE for short). We will use look-down construction suggested by [4] with some modifications to show the existence of the solution. This look-down construction will help us on analyzing the sample path properties. The uniqueness of the (L, µ)-martingale problem will be proved by classical duality argument. Since the spatial motions of individuals in the look-down system are not independent with each other, when solving the martingale problem, we need some technical lemmas which will be given in the Appendix. Our other main results include:
1. State classification: when ǫ > 0, FVE is absolutely continuous respect to dx and we also deduce a new SPDE for the density process; when ǫ = 0 its values are purely atomic;
2. When conditioned to have total mass one, a measure-valued branching process in a Brownian medium constructed in [23] is an FVE.
The remaining of this paper is organized as follows. In Section 2, we solve the (L, µ)-martingale problem. The state classification of the process will be investigated in Section 3. In the last section, Section 4, we derive the connection between FVE and the process constructed in [23] . Two technical lemmas will be given in the Appendix. Remark 1.1 By Theorem 8.2.5 of [9] , the closure of {(f, G m f ) : f ∈ C ∞ c (R m )} denoted byḠ m is single-valued and generates a Feller semigroup (T m t ) t≥0 onĈ(R m ). Note that this semigroup is given by a transition probability function and can therefore be extended to all of B(R m ).
Notation: For reader's convenience, we introduce here our main notation. LetR denote the one-point compactification of R. Given a topological space E, let M (E) (P (E)) denote space of finite measures (probability measures) on E. Let B(E) denote the set of bounded measurable functions on E and let C(E) denote its subset comprising of bounded continuous functions. Let C(R n ) be the space of continuous functions on R n which vanish at infinity and let C ∞ c (R n ) be functions with compact support and bounded continuous derivatives of any order. Let C 2 (R n ) denote the set of functions in C(R n ) which is twice continuously differential functions with bounded derivatives up to the second order. LetĈ 2 (R n ) be the subset of C 2 (R n ) of functions that together with their derivatives up to the second order vanish at infinity.
We denote by C E [0, ∞) the space of continuous paths taking values in E. Let D E [0, ∞) denote the Skorokhod space of càdlàg paths taking values in E. For f ∈ C(R) and µ ∈ M (R) we shall write µ, f for f dµ.
Construction

Uniqueness
In this subsection, we define a dual process to show the uniqueness of the (L, µ)-martingale problem. Let {M t : t ≥ 0} be a nonnegative integer-valued càdlàg Markov process. For i ≥ j, the transition intensities q i,i−1 = γi(i − 1)/2 and q ij = 0 for all other pairs i, j. Let τ 0 = 0 and let {τ k : 1 ≤ k ≤ M 0 − 1} be the sequence of jump times of {M t : t ≥ 0}. That is
be a sequence of random operators which are conditionally independent given {M t : t ≥ 0} and satisfy
where Ψ ij are defined by (1.10). Let B denote the topological union of {B(R m ) : m = 1, 2, · · · } endowed with pointwise convergence on each B(R m ). Then
defines a Markov process {F t : t ≥ 0} taking values from B. Clearly, {(M t , F t ) : t ≥ 0} is also a Markov process. Let E m,f denote the expectation given M 0 = m and
Theorem 2.1 Suppose that {Z(t) : t ≥ 0} is a solution of the (L, µ)-martingale problem and assume that {Z(t) : t ≥ 0} and {(M t , F t ) : t ≥ 0} are defined on the same probability space and independent of each other, then
for any t ≥ 0, f ∈ C(R m ) and integer m ≥ 1.
Proof. In this proof we set
. By the definition of F t and elementary properties of M t , we know that
with f ∈ C 2 (R m ). In view of (1.9) we have
Thus if we can show that for
follows from Corollary 4.4.13 of [9] . To this end, it suffices to show that
The desired result follows from Theorem 0.5 on page 227 of [5] . When ǫ = 0, Lemma B.1 yields the desired conclusion. We are done.
Look Down Processes
Suppose that x t = (x 1 (t), · · · , x m (t)) is a Markov process in R m generated by G m . By Lemma 2.3.2 of [1] we know that (x 1 (t), · · · , x m (t)) is an exchangeable Feller process. Let P 
Let {B ijk , 1 ≤ i < j, 1 ≤ k < ∞} and {B i0 , i ≥ 1} be independent Brownian motions, independent of W . Let {N ij , 1 ≤ i < j} be independent, unit rate Poisson processes, independent of {B ijk }, W and let τ ijk denote the kth jump time of N ij . Let {X i (0), i ≥ 1} be an exchangeable sequence of random variables, independent of {U ijk }, {U i0 }, W and {N ij }. Define
that is, γ ijk is the first jump time of N j ≡ i<j N ij after τ ijk , and define γ j0 = min{τ ij1 : i < j}. Finally, for 0 ≤ t < γ j0 define
and for τ ijk ≤ t < γ ijk ,
Since G m -diffusion is an exchangeable consistent family of Feller diffusions, between the jump times of the Poisson processes, the X j behave as a G 1 -diffusion and any n-component of the particle systems evolve as a G n -diffusion. At the jump times of N ij , X j "looks down" at X i , assumes the value of X i at the jump time, and then evolves as a G 1 -diffusion and also any ncomponent of the particle systems evolve as a G n -diffusion. Then X = (X 1 , X 2 , · · · ) is a Markov process with generator given by
where f ∈ C 2 (R m ) and θ ij (x 1 , · · · , x m ) denote the element of R m obtained by replacing x j by
As in [4] , we want to compare the R ∞ -valued process X to a sequence of modified Moran-type models. Let S m denote the collection of permutations of (1, · · · , m) which we write as ordered m-tuples s = (s 1 , · · · , s m ). Let π ij : S m → S m denote the mapping such that π ij s is obtained from s by interchanging s i and s j and let {M ijk :
In following we define an S m -valued process Σ m and counting processes {Ñ ij , 1 ≤ i = j ≤ m} recursively. Let Σ m (0) be uniformly distributed on S m and independent of all other processes. Let
and let Σ m be constant except for discontinuities determined by Σ m (τ ijk ) = M ijk Σ m (τ ijk −), whereτ ijk is the k-th jump time ofÑ ij , or more precisely, interpreting Σ m as a Z m -valued process,
and letτ ijk denote the k-th jump time ofN ij . Note that for j > m, 
is a Markov process with generator given by
Proof. The proof is similar to that of part (b) in Lemma 2.1 of [4] . For 1 ≤ i, j ≤ m, definẽ
and forτ ijk ≤ t <γ ijk ,
By Lemmas A5.1 and A5.2 of [4] , {B j0 }, {B ijk } and {Y j (0)} are independent of {Ñ ij } and Σ m . Furthermore, theB j0 and theB ijk are independent Brownian motions and (Y m 1 (0), · · · , Y m m (0)) has the same distribution as (X 1 (0), · · · , X m (0)). Then the desired result follows from (2.14) and (2.15).
By (2.14) and (2.15), we see (Y m 1 (t), · · · , Y m m (t)) is exchangeable and has the same empirical measures as (X 1 , · · · , X m ). From the construction above, Σ m (t) must be independent of Y m (t). Thus for each t > 0, (X 1 (t), X 2 (t), · · · ) is exchangeable. To show the existence of (L, µ)-martingale problem, we need the following lemma. Lemma 2.2 (a). Suppose that Z(t) is a P (R)-valued process satisfying the martingale formula (1.8) for every F ∈ D(L). Then {Z(t) : t ≥ 0} has a continuous modification and for φ ∈ C 2 (R)
is a martingale with quadratic variation
. If a continuous P (R)-valued process Z(t) satisfies the martingale problem (2.16) and (2.17), then it is also a solution of (L, µ)-martingale problem.
Proof. (a). The existence of continuous modification follows from Lemma 2.1 of [10] and the fact that (1.8) is a martingale for each F ∈ D(L) which also yields (2.16) and (2.17). The proof for assertion (b) is a classical approximation procedure. We left it to the interested readers.
Now, we come to our main result in this section.
is an exchangeable sequence of random variables such that
Then the (L, µ)-martingale problem has a solution Z such that for each t > 0, 19) where ρ denotes the Prohorov metric on P (R).
Proof. With the help of Lemma 2.2 which can be regarded as a version of Lemma 2.3 of [4] , the proof is similar to Theorem 2.4 of [4] . We omit it here.
Sample Path Properties
In this section, we show that when ǫ > 0, Z(t) is absolutely continuous respect to dx for almost all t ≥ 0 and when ǫ = 0 the values of Z are purely atomic. We first describe the weak atomic topology on M (R) introduced by Ethier and Kurtz [11] . Recall that ρ denotes the Prohorov metric on M (R), which induces the topology of the weak convergence. Define the metric ρ a on M (R) by
where Φ(·) = (1 − ·) + . The topology on M (R) induced by ρ a is called the weak atomic topology. For µ ∈ M (R), define µ * = µ({x}) 2 δ x . We need the following results of [11] .
(a). Suppose ρ(µ n , µ) → 0. Then ρ(µ * n , µ * ) → 0 if and only if µ * n (R) → µ * (R);
(b). ρ a (µ n , µ) → 0 if and only if ρ(µ n , µ) → 0 and ρ(µ * n , µ * ) → 0;
Proof. See Lemmas 2.1, 2.2 and 2.11 of [11] for (a), (b) and (c), respectively.
Our first main result in this section is the following theorem.
, where P a (R) denotes the collection of purely atomic probability measures on R.
Proof. According to the look down construction, (2.5) and (2.6), if X j 'looks down' X i , and assume the value of X i at the jump time, then X j and X i have the same sample path before the next jump time. Define
Therefore, by Lemma 3.1, Z m (·) ∈ D (P (R), ρa) [0, ∞) and Z * m (t, R) is monotone in t ≥ 0. According to Proposition 3.3 of [4] and Lemma B.1, almost surely for t > 0, there are only finite number paths, denoted by D(t) which is independent of m, alive in the 'look down system'. Let t 0 > 0 be fixed. Note that D is càdlàg on [t 0 , +∞). Typically, D(t) ≤ D(s) for t > s. Let {x c i (t 0 ), i = 1, 2, · · · , D(t 0 )} be the enumeration of the living paths at t 0 with x c 1 (t 0 ) < x c 2 (t 0 ) < · · · < x c D(t 0 ) (t 0 ). Thus for t > t 0 , we may represent Z m (t) by
where b i,m (t), i = 1, 2, · · · are nonnegative integer-valued càdlàg random processes defined on [t 0 , +∞) with
Note that by Lemma B.1, for every T > t 0 , almost surely,
Therefore, according to (2.19) we may represent Z(t) by
where b i (t) ≥ 0, i = 1, 2, · · · are càdlàg random processes defined on [t 0 , +∞) with
Since t 0 is arbitrary, P{Z(t) ∈ P a (R), t > 0} = 1. From above and Lemma 3.1, we see
On the other hand, according to the 'look down construction', if we define 
By approximating an indicate function from continuous functions, we see that (2.2) holds for f = 1 D and g = 1 D 2 . Note that Z(t) 2 , f = Z * (t, R) and Z(t) 2 , f 2 = Z(t) 4 , g . Therefore, by (2.2) and the right continuity of (F t , M t ),
By Lemma 3.1 and the monotonicity of Z * m (t, R), ρ a (Z(t), µ) → 0 almost surely as t → 0. Thus
In the next theorem, we shall show that when ǫ > 0 Z(t, dx) is absolutely continuous with respect to dx and derive the SPDE for the density.
Theorem 3.2 Suppose Z is a solution of (L, µ)-martingale problem. Assume ǫ > 0. Then for t > 0, Z(t, dx) is absolutely continuous with respect to dx and the density Z t (x) satisfies the following SPDE: for φ ∈ S(R),
where V and W are two independent Brownian sheets and S(R) is the space of rapidly decreasing C ∞ -function defined on R equipped with the Schwartz topology.
Proof. We borrow the ideas in Theorem 1.7 of [13] . First by dual relationship (2.2), one can derive that for any φ, ψ ∈ C(R),
and
For ǫ > 0, the semigroup (T m t ) t>0 is uniformly elliptic and has density q m (t, x, y) satisfying
where c is a constant and g m (t, x, y) denotes the transition density of the m-dimensional standard Brownian motion; see [5] . Without loss of generality, we assume ǫ ′ = 1. Note that
Similarly, we have
Combining (3.9) and (3.10) together yields { Z(t), q u (x, ·) , u > 0} is a Cauchy sequence in
This implies the existence of the density
Next, we derive the SPDE (3.6). Choose an one dimensional standard Brownian motionB t independent of Z t . For any fixed c > 1/2, set G t = exp(B t + (c − 1/2)t). So Z t > 0 and Z t → ∞ as t → ∞ a.s. It also satisfies
denote its inverse function on [0, ∞). Define measure-valued process I t by
By Ito's formula, (2.16) and (2.17)
is a local martingale with quadratic function
Clearly, I t (dx) is also absolutely continuous with respect to dx. Denote the corresponding density by I t (x). Similar to the martingale representation theorem (see Theorem 3.3.6 of [12] or Theorem III-7 of [6] ), there exists two independent L 2 (R)-cylindrical Brownian motionṼ and W (may be on an extension probability space) such that
where f (s, I s ) and g(s, I s ) are linear maps from L 2 (R) to S ′ (R), the space of Schwartz distributions, such that for φ ∈ S(R),
Define two new L 2 (R)-cylindrical Brownian motionsV andŴ by
SinceṼ andW are independent,V andŴ are orthogonal (hence they are independent). Then we can find two independent Brownian sheets V (dtdx) and W (dtdx) such that
Using Ito's formula and noting that Z t , φ = I Ct , φ / I Ct , 1 yield
for φ ∈ S(R). We have completed the proof.
Connections to Measure-valued Branching Processes in a Random Medium
It has been shown that there are deep connections between the Dawson-Watanabe and FlemingViot superprocesses; see [8, 13, 18] . In this section, we shall show that the Fleming-Viot processes in random environment is a class of measure-valued branching processes in a Brownian medium, conditioned to have total mass one. Such measure-valued branching processes were first constructed and studied by [22] and [23] . The argument in this section is similar to those in [18] with some modifications. Let {ω(t), t ≥ 0} and {ω(t), t ≥ 0} denote the coordinate processes on
Based on the results in [23] and the continuity ofω, for each µ ∈ M (R), there exists an unique probability measureQ µ on C M (R) [0, ∞) such that for φ ∈ C 2 (R)
underQ µ is a continuousF t -martingale starting at 0 with quadratic variation
with the compact-open topology. Let L y ∈ P (C + ) denote the law of the unique solution of
where B is a standard Brownian motion. Note that
A ∈ F, f ∈ C + } be a regular conditional probability forω givenω · = f (·) underQ µ , where F denotes the Borel σ-field on
is an F t -martingale starting at 0 for every φ ∈ C 2 (R) with
and ω t = ω t f for all t ≥ t f . Proof. Define T n = inf{t :ω t (R) ≤ 1/n} and for φ ∈ C 2 (R)
Thus for fixed t, {M n t (φ) : n ≥ 1} is a martingale in n. By Ito's formula,
which implies that sup t≤K, n≥1
Therefore, according to the Martingale Convergence Theorem and maximal inequality,M n t (φ) converges as n → ∞ uniformly for t in compacts a.s. (by perhaps passing to a subsequence). We denote byM t (φ) the limit which is a continuous martingale satisfyinḡ
Letting n → ∞ in (4.7) yields
where T 0 = inf{t :ω t (R) = 0}. Note that
Let s < t and let F be a bounded σ(ω · (R))-measurable random variable. Since {ω t (R) : t ≥ 0} is a martingale underQ µ , the martingale representation theorem implies that there exists some σ(ω s (R) : s ≤ t)-predictable function f such that
According to (4.9) and (4.13),
By letting n → ∞ in the above, we havê
which yields for a fixed φ ∈ C 2 (R), {M t (φ) : t ≥ 0} is a martingale with respect to G t := F t ∨ σ(ω s (R) : s ≥ 0). On the other hand, by (4.9) and (4.12),
Proof. (a). It suffices to prove
Qμ n,fn | S → Q µ | S weakly on (Ω S , F S ). LetR = R ∪ {∂} denote the one-point compactification of R. Since sup 0≤t≤S |f n − 1| → 0 for S < T as n → ∞, inf t≤S f n ≥ 1/2 for n larger enough and
By Theorem 2.3 of [19] , one can check that {Qμ n,fn | S : n ≥ 1} is tight in
With abuse of notation, we denote by {ω s : s ≤ S} the coordinate processes of C P (R) [0, S]. One may use Skorohod representation theorem to see that under Q,
is a continuous martingale starting at 0 for t ≤ S and φ ∈ C 2 ∂ (R) with quadratic variation
We claim that Q{ω t ({∂}) = 0 for all t ∈ [0, S]} = 1.
Consequently, Q is supported by
By dominated convergence theorem,
and (by perhaps passing to a subsequence)
as k → ∞. We obtain M ∂ is a continuous martingale. It follows from (4.17) that M ∂ t = ω t ({∂}) is a continuous martingale with mean zero . Thus Q(ω t ({∂})) = 0. Then the claim follows from the continuity of ω t ({∂}) : t ≥ 0 . Extend Q to C P (R) [0, ∞) by setting the conditional distribution of {ω t+S : t ≥ 0} given F 0 S equal to Q ω S . Then Q = Q µ and so Q| S = Q µ | S . We complete the proof of (a). We are done.
Corollary 4.1 Suppose that {µ n } ⊂ M (R) − {0} satisfyμ n → µ in P (R). For T > 0, let T n → T and δ n → 0 and assume |µ n (R) − 1| < δ n . Then Proof. If h is a simple function, the desired conclusion is obvious. For general result, one can consider the L 2 approximation and Ito's isometry; see Theorem 2.2.5 of [21] .
B Stochastic flow of diffeomorphism
In this part, we consider the following stochastic differential equation
where W (dsdy) is a space-time white noise on [0, ∞) × R based on Lebesgue measure measure. The existence and pathwise uniqueness for (2.1) have been proved in [2] .
Lemma B.1 Suppose h ∈ C 2 (R). There is a modification of the solution, denoted by ξ s,t (x), such that almost surely
(1) ξ s,t (x, ω) is continuous in (s, t, x) and satisfies lim t↓s ξ s,t (x, ω) = x;
(2) ξ s,t+u (x, ω) = ξ t,t+u (ξ s,t (x, ω), ω) is satisfied for all s < t and u > 0; (3) the map ξ s,t (·, ω) : R → R is an onto homeomorphism for all s < t;
(4) the map ξ s,t (·, ω) : R → R is a C 2 -diffeomorphism for all s < t.
Proof. The argument is exactly similar to that in Chapter 2 of [15] . We omit it here and left it to interested readers.
