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Measurements in quantum theory exhibit incompatibility, i.e., they can fail to be jointly measur-
able. An intuitive way to represent the (in)compatibility relations among a set of measurements is via
a hypergraph representing their joint measurability structure: its vertices represent measurements
and its hyperedges represent (all and only) subsets of compatible measurements. Projective measure-
ments in quantum theory realize (all and only) joint measurability structures that are graphs. On
the other hand, general measurements represented by positive operator-valued measures (POVMs)
can realize arbitrary joint measurability structures. Here we explore the scope of joint measurability
structures realizable with qubit POVMs. We develop a technique that we term marginal surgery
to obtain nontrivial joint measurability structures starting from a set of compatible measurements.
We show explicit examples of marginal surgery on a special set of qubit POVMs to construct joint
measurability structures such as N -cycle and N -Specker scenarios for any integer N ≥ 3. We also
show the realizability of various joint measurability structures with N ∈ {4, 5, 6} vertices. In partic-
ular, we show that all possible joint measurability structures with N = 4 vertices are realizable. We
conjecture that all joint measurability structures are realizable with qubit POVMs. This contrasts
with the unbounded dimension required in R. Kunjwal et al., Phys. Rev. A 89, 052126 (2014). Our
results also render this previous construction maximally efficient in terms of the required Hilbert
space dimension. We also obtain a sufficient condition for the joint measurability of any set of binary
qubit POVMs which powers many of our results and should be of independent interest.
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2I. INTRODUCTION
A fundamental sense in which quantum theory departs
from classical physics is the existence of incompatible
measurements in the former. That is, it is impossible
to simulate certain sets of quantum measurements by
coarse-graining a single quantum measurement [1]. This
incompatibility is crucial to the demonstration of non-
classicality in quantum theory, e.g., both Bell inequality
violations [2–4] and Kochen-Specker (KS) contextuality
[5] are impossible in the absence of incompatible mea-
surements. The joint measurability (or compatibility)
of a set of projective measurements is a binary prop-
erty, characterized entirely by their pairwise commuta-
tivity. On the other hand, the joint measurability of
general quantum measurements represented by positive
operator-valued measures (POVMs) is, in general, not
characterized by pairwise commutativity. It is possible to
have nonprojective measurements that are noncommut-
ing and that nonetheless admit a joint POVM that can
be coarse-grained to obtain their statistics. Recent years
have seen a steady increase in research activity geared
towards a better understanding of the joint measurabil-
ity of POVMs, its connection to steering, state discrim-
ination, Bell nonlocality, as well as the general area of
determining conditions for joint measurability of sets of
POVMs [6–16].
The joint measurability relations among a set of
POVMs can be represented by a hypergraph that we will
refer to as the joint measurability structure of the set, fol-
lowing Ref. [9].1 This joint measurability structure is the
collection of (all and only) jointly measurable subsets of
the given set of POVMs. Since any set of projective mea-
surements is jointly measurable if and only if they com-
mute pairwise [1], its joint measurability structure corre-
sponds to a graph, i.e., a collection of jointly measurable
subsets, each of size two. Ref. [17] showed that all joint
measurability structures corresponding to graphs can be
realized by projective measurements. Later, Ref. [9] re-
alized arbitrary joint measurability structures (going be-
yond the ones that are graphs) using POVMs.
In the sphere of contextuality research, the use of
nonprojective POVMs in proofs of KS-contextuality has
been controversial [18]. However, within the general
framework of contextuality a` la Spekkens [19], arbitrary
POVMs can be accommodated. Indeed, in an impor-
tant application of this framework to POVMs [20], the
fact that the same POVM can be achieved via different
measurement procedures – namely, a uniform mixture of
three binary outcome measurements and a fair coin flip,
1 We will recall the definition of joint measurability structure more
formally later in this paper but for now it suffices to note that
it specifies whether any subset of POVMs in a given set is com-
patible or incompatible. Note also that we use the terms ‘joint
measurability’ and ‘compatibility’ interchangeably in this paper
and ‘incompatibility’ denotes the lack of joint measurability.
each realizing the POVM {I/2, I/2} – was used to ob-
tain a noise-robust noncontextuality inequality. When
this framework is applied to the case of KS-type exper-
iments, the different measurement procedures used to
implement a POVM correspond to different joint mea-
surements of the POVM with other POVMs. In this
situation, the nonclassicality of POVMs can be revealed
using noise-robust noncontextuality inequalities inspired
by proofs of the KS theorem [21–24]. The realizability
of arbitrary joint measurability structures by POVMs [9]
indicates that there is a whole zoo of joint measurabil-
ity structures that remains to be explored from the point
of view of contextuality in KS-type experiments. These
structures were never the object of study in treatments
of KS-contextuality because they admit no realizations
with projective measurements. For such structures, only
nonprojective POVMs can provide any evidence of non-
classicality. The simplest example of such a joint mea-
surability structure is Specker’s scenario (Fig. 2), which
was shown to be realizable on a qubit [25] even before
the quantum realizability of arbitrary joint measurabil-
ity structures with POVMs was shown [9]. In this sce-
nario, at least under the assumption that the operational
theory is quantum theory, one can witness contextuality
[26, 27].
It remains to extend such a demonstration of contex-
tuality [26] to arbitrary joint measurability structures
in general operational theories [28–30]. Before such a
project can be undertaken, however, one needs a better
understanding of the scope of joint measurability struc-
tures that can be realized by quantum systems of limited
Hilbert space dimension, particularly if one is keen to
build experimental tests and quantum information pro-
tocols based on such joint measurability structures. Such
an understanding can also potentially aid the elucidation
of facts about joint measurability that are particular to
quantum theory in the broader landscape of general prob-
abilistic theories [31–35]. Already, in Ref. [35], it was
shown that considering the joint measurability structure
corresponding to a complete graph on four vertices is
enough to separate almost quantum correlations (gen-
eralized to include single laboratory situations) [36, 37]
from those correlations that can be realized with projec-
tive measurements in quantum theory [37]. This result
was taken as a failure of Specker’s principle [35, 38] – that
any set of pairwise compatible measurements is globally
compatible – for any measurements underlying almost
quantum correlations.
However, Specker’s principle also fails to hold within
quantum theory if the measurements are not projective,
so one can always ask: what if quantum measurements
are allowed to be arbitary POVMs rather than just pro-
jective measurements? Is there still, in any sense, a
qualitative difference between measurements in an almost
quantum theory and those in quantum theory if we allow
arbitrary POVMs in the latter? Presumably, an answer
to this question would require a framework for address-
ing nonclassicality of quantum correlations arising from
3arbitrary POVMs and, hence, the ability to deal with
arbitary joint measurability structures. Such a frame-
work would be a natural extension of the ones proposed
in Refs. [21–24].
Coming back to the construction of Ref. [9], note that
it requires a steadily growing Hilbert space dimension
to realize joint measurability structures corresponding to
ever larger sets of measurements, rendering it quite in-
efficient in this sense. This raises the natural question
of whether it is possible to realize joint measurability
structures for arbitrarily large sets of measurements us-
ing the smallest possible Hilbert space dimension, i.e.,
using qubit POVMs.
All of the considerations above motivate the present
study as a first step towards addressing general features
of joint measurability in quantum theory for systems of
limited Hilbert space dimension. A summary of our re-
sults follows.
We introduce a technique that we term marginal
surgery for realizing new joint measurability structures
starting from a joint POVM of a set of compatible
POVMs. We use marginal surgery to show that two fam-
ilies of joint measurability structures can be realized with
qubit POVMs: N -cycle scenarios and N -Specker scenar-
ios for any finite number, N ≥ 3, of measurements. We
also show the realizability of many joint measurability
structures with N vertices, N ∈ {4, 5, 6}. In particular,
for N = 4, we show that all conceivable joint measurabil-
ity structures can be realized with qubit POVMs. This
is also obviously true for N = 3 vertices, where the re-
alizability of 3-Specker scenario is enough to make this
claim, the realizability of other scenarios requiring only
incompatibility of pairs of POVMs. Motivated by the
fact that all conceivable joint measurability structures
for N ∈ {3, 4} vertices are thus realizable with qubit
POVMs, and the fact that structures such as N -Specker
and N -cycle with arbitrary large N are also realizable in
this way, we conjecture that arbitrary joint measurabil-
ity structures can be realized with qubit POVMs. Al-
though we do not have a concrete proposal, we expect
that a general recipe for realizing arbitrary joint measur-
ability structures with qubit POVMs could potentially
be obtained by some clever application of the method of
marginal surgery. On the other hand, we also mention
a potential counter-example to the conjecture, namely, a
joint measurability structure which can perhaps be shown
to be not realizable with qubit POVMs. Along the way,
we obtain a significant result which should be of inde-
pendent interest: a sufficient condition for the joint mea-
surability of any set of binary qubit POVMs which goes
some way towards addressing the general problem of ob-
taining necessary and sufficient conditions for the joint
measurability of arbitrary sets of POVMs.
We now outline the structure of the paper:
• In Section II, we start with a review of definitions
and some known facts about joint measurability of
POVMs that will be used in this paper. Sections
II B 2, and II B 7 deal with defining the notion of ge-
ometric equivalence between sets of qubit POVMs
and its application to a special type of these sets,
namely, the planar symmetric POVMs. These def-
initions are then used in deriving later results.
• In Section III, we introduce marginal surgery and
apply it, firstly, to the case of pairs of POVMs
out of a set of qubit POVMs (Sec. III A), realizing
N -cycle scenarios as an example, and then to the
case of arbitrary subsets of a set of qubit POVMs
(Sec. III B), realizing N -Specker scenarios as an ex-
ample.
• In Section IV, we obtain a sufficient condition for
joint measurability of a set of coplanar and unbi-
ased binary qubit POVMs with the same sharpness
parameter (Theorem 7). We then generalize this
obtain a sufficient condition for joint measurability
of any set of binary qubit POVMs (Theorem 8).
• In Section V, we study the qubit realizability of
various joint measurability structures “in between”
N -cycle and N -Specker for N = 4, 5, 6 vertices
(cf. Sec. V A). In Sections V B and V C, we show the
qubit realizability of all joint measurability struc-
tures with N = 4 vertices.
• We conclude with discussion and some open ques-
tions in Section VI.
II. A REVIEW OF JOINT MEASURABILITY
OF BINARY QUBIT MEASUREMENTS
Here we review the joint measurability conditions –
necessary and/or sufficient – for binary qubit POVMs
that are known from previous work in this area. We also
make some general observations about joint measurabil-
ity that will be useful in later sections. We begin with
basic definitions below.
A. POVMs and their joint measurability
Definition 1 (POVMs and binary qubit POVMs).
Given a non-empty set O and a σ-algebra2 F of sub-
sets of O, a positive operator-valued measure (POVM)
E on F is defined as the map E : F → B+(H),
where E(∪X∈FX) =
∑
X∈F E(X) = I, ∪X∈FX being
a union of pairwise disjoint subsets X ∈ F satisfying
∪X∈FX = O. Here B+(H) denotes the set of positive
semidefinite operators on the Hilbert space H and I is
2 A σ-algebra on O is any collection of subsets of O containing the
empty subset and closed under taking complements, countable
unions, and countable intersections.
4the identity operator on H. E becomes a projection-
valued measure (PVM) under the additional constraint
that E(X)2 = E(X) for all X ∈ F .
When the Hilbert space is two-dimensional, i.e.,
H ∼= C2, and we let O = {x(1), x(2)} with F =
{∅, {x(1)}, {x(2)}, {x(1), x(2)}}, we have the notion of a
binary qubit POVM as any POVM E : F → B+(C2).
Definition 1 implies that for binary qubit POVMs it
is enough to specify E({x(1)}) since E({x(2)}) = I −
E({x(1)}. x(1) and x(2) are outcomes of the measurement
and we will henceforth label them x(1) = 1 and x(2) = −1
in keeping with the convention for spin-1/2 POVMs in
quantum theory and also for later notational convenience.
For simplicity, we write E(x) ≡ E({x}) where x = ±1.
Thus, E(x) is a positive semidefinite operator bounded
above by the identity, i.e., an effect. We can write it
in the usual Pauli operator basis of B(C2). Then every
binary qubit POVM E can be parametrized with four
real parameters α and ~a = (a1, a2, a3) (see Sec. 3.1 in
Ref. [1]):
E(1) =
1
2
(αI + ~a · ~σ) , E(−1) = 1
2
((2− α)I − ~a · ~σ) ,
a ≤ α ≤ 2− a, where a ≡ ||~a|| =
√
a21 + a
2
2 + a
2
3. (1)
The POVM is a projection-valued measure (PVM)
when α = a = 1. We will call the vector ~a the
Bloch vector of the POVM E. Three or more POVMs
will be called coplanar if their Bloch vectors are coplanar.
We now define the joint measurability (or, equivalently,
compatibility) of POVMs, following Ref. [1]:
Definition 2 (Joint measurability of POVMs). A set
of POVMs {Ek}Nk=1 with respective outcome sets and σ-
algebras given by {Ok,Fk)}Nk=1 is said to be jointly mea-
surable (or compatible) if there exists a (joint) POVM G
defined on (O1×O2×· · ·×ON ,F1⊗F2⊗· · ·⊗FN ) such
that
G(X1 ×O1 × · · · × ON ) = E1(X1),
G(O1 ×X2 × · · · × ON ) = E2(X2),
...
G(O1 ×O2 × · · · ×XN ) = EN (XN ), (2)
for all Xk ∈ Fk. Here, for the σ-algebras F1,F2, . . . ,FN ,
we denote by F1 ⊗ F2 ⊗ · · · ⊗ FN the product σ-algebra
generated by sets of the form X1×X2×· · ·×XN , Xk ∈ Fk
for k = 1, N . Formally, this product σ-algebra is the
intersection of all σ-algebras containing {X1×X2×· · ·×
XN |Xk ∈ Fk, k = 1, N}.
Following Ref. [9], we also need the notion of a joint
measurability structure:
Definition 3 (Joint measurability structure). A joint
measurability structure is a hypergraph with a set of ver-
tices, V , and a family of (finite) subsets (called hyper-
edges) of V , denoted E ⊆ {e|e ⊆ V }. Each vertex de-
notes a measurement in a set of measurements (indexed
by V ) and each hyperedge denotes a subset of compati-
ble (or jointly measurable) measurements. Any subset of
vertices that do not share a common hyperedge represents
an incompatible subset of the given set of measurements.
To model the requirement that every subset of a set of
compatible measurements is also compatible, a joint mea-
surability structure must also satisfy
e ∈ E, e′ ⊆ e⇒ e′ ∈ E. (3)
We will call a joint measurability structure quantum-
realizable, or that it admits a quantum representation,
if its vertices can be represented by quantum measure-
ments, i.e., POVMs, satisfying the (in)compatibility re-
lations dictated by it.
We now mention some important examples of joint
measurability structures, some of which we will realize
with binary qubit POVMs:
Example 1 (N -cycle scenario). Let s = {E1, . . . , EN}
be a set of N vertices (representing measurements).
(In)compatibility relations on s of the form{
{E1, E2}, {E2, E3}, . . . , {EN−1, EN}, {EN , E1}
}
, (4)
are said to form a joint measurability structure called the
N -cycle scenario (Fig. 1).
FIG. 1. N -cycle scenario for N = 7.
Example 2 ((N,M)-compatible set). Let s =
{E1, . . . , EN} be a set of N vertices (representing mea-
surements). If each M -element subset of s is compatible
(M ≤ N), while every subset of s of higher cardinal-
ity than M is incompatible, then the set s is said to be
(N,M)-compatible and this joint measurability structure
is called (N,M)-compatibility scenario.
Trivially, an (N, 1)-compatible set is just a set of
N pairwise incompatible observables, while (N,N)-
compatible set is just a set of N compatible measure-
ments. We now follow with two more special cases of
(N,M)-compatibility scenarios for M = 2 and M =
N − 1.
Example 3 (N -complete scenario). Let s =
{E1, . . . , EN} be a set of N vertices (representing
5measurements). A joint measurability structure on s
where each pair of measurements is compatible but no
three measurements are (i.e., s is an (N, 2)-compatible
set) is called an N -complete scenario. The hypergraph
representing this structure is a complete graph with N
vertices.
Example 4 (N -Specker scenario). Let s = {E1, . . . ,
EN} be the set of N vertices (representing measure-
ments). If each (N −1)-element subset of s is compatible
while s itself is incompatible (i.e. s is an (N,N − 1)-
compatible set) then the joint measurability structure of
s is called an N -Specker scenario. This is the general-
ization of the notion of Specker’s scenario which is the
simplest non-trivial N -Specker scenario for N = 3.
FIG. 2. Specker’s scenario. Notice that this is the special
case for N -Specker, N -Cycle and N -Complete scenarios when
N = 3.
We provide more examples of joint measurability struc-
tures in Section V along with their quantum realizations
with binary qubit POVMs.
B. Conditions for joint measurability of qubit
POVMs
Previous research has uncovered many analytical cri-
teria for the joint measurability of POVMs, particularly
for qubits. We now collect some known results on joint
measurability of qubit POVMs that will be of interest to
us.
1. Two binary qubit POVMs
Yu et al. [39] proved a necessary and sufficient con-
dition for the joint measurability of two binary qubit
POVMs. We state this condition below.
Theorem 1. Two binary qubit POVMs E1(1) =
1
2 (α1I+
~a1 ·~σ) and E2(1) = 12 (α2I+~a2 ·~σ) are jointly measurable
if and only if
(1− F 21 − F 22 )
(
1− (α1 − 1)
2
F 21
− (α2 − 1)
2
F 22
)
≤
(
~a1 · ~a2 − (α1 − 1)(α2 − 1)
)2
, (5)
where we have
F1 ≡ 1
2
(√
α21 − a21 +
√
(2− α1)2 − a21
)
,
F2 ≡ 1
2
(√
α22 − a22 +
√
(2− α2)2 − a22
)
. (6)
Of particular interest to us will be a class of POVMs
called unbiased binary qubit POVMs. We define them
below:
Definition 4 (Unbiased binary qubit POVMs). Binary
qubit POVMs specified by
E(x) =
1
2
(I + xη~n · ~σ) (7)
where x = ±1, n = ||~n|| = 1 and 0 ≤ η ≤ 1 are called
unbiased. Otherwise, they are biased. The parameter η is
usually referred to as the purity or sharpness parameter,
it’s upper bound η = 1 corresponding to the case of a
sharp (projective) measurement.
In the light of the Definition 4, we define the bias b
associated with an outcome x = +1 of a binary qubit
POVM E (simply, “the bias of E”) by rewriting Eq. (1)
as
E(±1) = 1
2
((1± b)I ± ~a · ~σ) , |b| ≤ 1− a. (8)
An unbiased qubit POVM has zero bias.
Theorem 2. Two unbiased binary qubit POVMs speci-
fied by E1(x1) =
1
2 (I + x1η1~n1 · ~σ) and
E2(x2) =
1
2 (I + x2η2~n2 · ~σ) are jointly measurable if and
only if
||η1~n1 + η2~n2||+ ||η1~n1 − η2~n2|| ≤ 2 (9)
The proof of this theorem follows directly from Eq. (5),
although it was independently proven earlier [40]. The
reader may consult Ref. [1] for a guide to previous litera-
ture on necessary/sufficient conditions for joint measur-
ability.
Corollary 1. Two unbiased binary qubit POVMs with
the same purity η – given by E1(x1) =
1
2 (I + x1η~n1 · ~σ)
and E2(x2) =
1
2 (I + x2η~n2 · ~σ) – are jointly measurable
if and only if
η ≤ 1∣∣∣sin φ2 ∣∣∣+ ∣∣∣cos φ2 ∣∣∣ , (10)
where φ is the angle between their Bloch vectors ~n1 and
~n2, i.e., ~n1 · ~n2 = cosφ.
62. Joint measurability and geometrically equivalent sets of
POVMs
In this subsection we will describe a relation between
two sets of qubit POVMs that, when satisfied, leads to
the same joint measurability structure for them. We are
motivated to define this relation based on two relatively
obvious observations that are formalized in the next two
propositions.
Proposition 1. Let s = {E1, . . . , EN} and s′ =
{F1, . . . , FN} be two sets of POVMs, each Ek and Fk
with the same outcome set Ok. If there exist permuta-
tions Perm = (Perm1, . . . ,PermN ) such that
∀k = 1, N, ∀xk ∈ Ok, Fk(xk) = Ek(Permk(xk)), (11)
then we formally write Fk = PermkEk or, succinctly,
s′ = Perms, and
1. the sets s and s′ exhibit the same joint measurability
structure,
2. if a subset r ⊆ s, denoted r = {Ek1 , . . . , Ek|r|}, is
jointly measurable, with a joint POVM Gr, then
its corresponding subset r′ ⊆ s′, denoted r′ =
{Fk1 , . . . , Fk|r|}, is also jointly measurable, with a
joint POVM given by
Gr
′
(xk1 , . . . , xk|r|) = G
r(Permk1(xk1), . . . ,Permk|r|(xk|r|))
≡ PermrGr(xk1 , . . . , xk|r|), (12)
where Permr contains those permutations that refer
to the POVMs from the set r.
Proof. If s′ = Perms then s = Perm−1s′, so it is enough
to show that if r ⊆ s is jointly measurable then its cor-
responding subset r′ ⊆ s′ is jointly measurable as well:
this would imply that any subset of s is compatible if
and only if the corresponding subset of s′ is compatible,
i.e., s and s′ exhibit the same joint measurability struc-
ture. This is easy to show by noticing that if Gr is a joint
POVM for r then Gr
′
given by Eq. (12) is a joint POVM
for r′ since it is a valid POVM, as it has the same range
as the POVM Gr, and its marginals recover the different
Fk ∈ r′, i.e.,
yk=xk∑
~y∈Ś|r|i=1Oi
Gr
′
(~y) =
yk=Permk(xk)∑
~y∈Ś|r|i=1Oi
Gr(~y) =
= Ek(Permk(xk)) = Fk(xk). (13)
Here, for convenience, we assumed that the POVMs are
labelled such that r = {Ek}|r|k=1 meaning that also r′ =
{Fk}|r|k=1. Also, by putting yk = a above the summation
sign, we mean that the summation is carried over all
elements of the string ~y except the kth element which is
held fixed at yk = a.
Remark 1. Interpreted for the case of unbiased binary
qubit POVMs, Proposition 1 says that their joint measur-
ability is dependent only on the lines on which their Bloch
vectors lie and not the particular orientation of a Bloch
vector along a line because the choice of which outcome is
labelled +1 and which is labelled −1 does not affect their
joint measurability.
Proposition 2. Let s = {E1, . . . , EN} and s′ =
{F1, . . . , FN} be two sets of qubit POVMs, each Ek and
Fk with the same outcome set Ok, where for all k = 1, N
and xk ∈ Ok,
Ek =
1
2
(
αk(xk)I + ~ek(xk) · ~σ
)
,
Fk =
1
2
(
αk(xk)I + ~fk(xk) · ~σ
)
. (14)
If ~fk(·) and ~ek(·) are related by some orthogonal trans-
formation O ∈ O(3), where O(3) is the orthogonal group,
i.e.,
∃O ∈ O(3) ∀k = 1, N, ∀xk ∈ Ok : ~fk(xk) = O~ek(xk),
(15)
then we formally write Fk = OEk, or, succinctly, s
′ =
Os, and we have that
1. the sets s and s′ exhibit the same joint measurability
structure,
2. if r ⊆ s is jointly measurable, with a joint POVM
Gr, then its corresponding r′ = Or ⊆ s′ is jointly
measurable, with a joint POVM given by Gr
′
=
OGr.
Proof. This follows from the fact that ~ek(·), ~fk(·) ∈ R3
and O(3) is the group of isometries that fix the origin
in R3. If we passively act on the chosen axes in R3 with
O−1 we would get the new orthogonal coordinate axes
such that s′ looks the same way in the new coordinate
system as s looks in the old one and vice-versa. Since
joint measurability is a notion independent of choice of
the axes in R3, s and s′ must exhibit the same joint mea-
surability structure.
More rigorously, we show that any r ⊆ s is compatible
if and only if the corresponding subset r′ = Or ⊆ s′ is
compatible. If s′ = Os, then s = O−1s′, so it is enough
to show that the compatibility of r implies the compati-
bility of r′. Consider a jointly measurable subset r ⊆ s,
assuming a labelling of POVMs such that r = {Ek}|r|k=1,
with a joint POVM
Gr(~x) =
1
2
(
γ(~x)I+~g(~x) ·~σ
)
, ~x ∈ O1×· · ·×O|r|. (16)
Requiring that Ek ∈ r are marginals of Gr we have that
yk=xk∑
~y∈Ś|r|i=1Oi
γ(~y) = αk(xk),
yk=xk∑
~y∈Ś|r|i=1Oi
~g(~y) = ~ek(~xk). (17)
7Consider the set of operators
Gr
′
= OGr =
1
2
(
γ(~x) +O~g(x) · ~σ
)
. (18)
Since O is an orthogonal transformation we have
||~g(~x)|| = ||O~g(~x)||, (19)
so that all of the operators Gr
′
(~x), ~x ∈ O1 × · · · × O|r|,
are positive semidefinite. Using Eq. (17) and linearity of
O we find that the marginals of Gr
′
are indeed Fks:
yk=xk∑
~y∈~y∈Ś|r|i=1Oi
Gr
′
(~x) =
yk=xk∑
~y∈Ś|r|i=1Oi
1
2
(
γ(~y) +O~g(~y) · ~σ
)
=
=
1
2
αk(xk) +
1
2
O~ek(xk) =
= OEk(xk) = Fk(xk). (20)
Hence, r′ is compatible, with a joint POVM Gr
′
.
Definition 5. Two sets of qubit POVMs s and s′ are
said to be geometrically equivalent if they are related by
some relabelling of outcomes Perm and some orthogonal
transformation O such that s′ = OPerms.
Proposition 3. Two geometrically equivalent sets of
POVMs, s and s′, with s′ = OPerms, exhibit the same
joint measurability structure. If r ⊆ s is compatible,
with a joint POVM Gr, then its corresponding subset
r′ = OPermrr ⊆ s′ is also compatible, with a joint
POVM Gr
′
= OPermrGr.
Proof. This follows directly from Propositions 1 and 2.
Corollary 2. Two sets of unbiased binary qubit POVMs,
s and s′, are geometrically equivalent (and therefore ex-
hibit the same joint measurability structure) if and only
if the lines defined by their Bloch vectors are related by
an orthogonal transformation O ∈ O(3). If r ⊆ s is com-
patible, with a joint POVM Gr, then its corresponding
subset r′ = OPermrr ⊆ s′ is also compatible, with a
joint POVM Gr
′
= OPermrGr, where Permr denotes
the relabelling of outcomes, if necessary, on the set r.
Proof. This follows from the Definition 5 (of geometri-
cally equivalent sets of POVMs), Proposition 3 and Re-
mark 1 following Proposition 1.
3. Multiple binary qubit POVMs
We first note a necessary condition for the joint mea-
surability of three binary qubit POVMs (that may be
biased) obtained by Pal and Ghosh [41]:
Theorem 3. A necessary condition for the joint measur-
ability of three binary qubit POVMs — denoted Ek(xk) =
1
2 (αkI + xkηk~nk · ~σ), where xk ∈ {±1}, k = 1, 3 — is the
following:
3∑
i=0
||~vi − ~vFT|| ≤ 4, (21)
where ~vFT is the Fermat-Torricelli (FT) point of the fol-
lowing four points in R3: ~v0 = −
∑3
i=1 ηi~ni and ~vj =−2ηj~nj − ~v0 for j ∈ {1, 2, 3}.3
For the case of unbiased qubit POVMs where
~n1, ~n2, ~n3 are mutually orthogonal directions, this con-
dition (Eq. (21)) reduces to the sufficient condition for
joint measurability proved earlier in Ref. [40], namely,
η21 + η
2
2 + η
2
3 ≤ 1. (22)
Note that ~vFT = (0, 0, 0) in this case.
In Ref. [43], the sufficiency of Eq. (21) for the case
of any three unbiased qubit POVMs (that need not be
mutually orthogonal) was shown. Hence, Eq. (21) is nec-
essary and sufficient for joint measurability of three unbi-
ased binary qubit POVMs. Furthermore, if a set of three
unbiased binary qubit POVMs is also coplanar, then the
four vectors {~vi}3i=0 are also coplanar and their FT vector
can be explicitly computed and is given by the following
recipe: if the four coplanar vectors {~vi}3i=0 make a con-
vex quadrilateral then their FT point is located at the
intersection of the diagonals of that quadrilateral; on the
other hand, if one of the points is inside the triangle de-
termined by the convex hull of the other three (i.e., it is
a convex combination of the other three points), then the
FT point is the point inside the triangle (see Ref [44]).
Using this property in Ref. [43] (their Example 1), the
necessary and sufficient conditions were derived for this
coplanar case and we mention them below.
Corollary 3. Three unbiased binary and coplanar qubit
POVMs {Ek}3k=1, with Bloch vectors {~ak}3k=1 lying on
the Bloch lines as in the Fig 3 and pointing towards the
upper half of the plane, are jointly measurable if and only
if
||~a1 + ~a3||+ ||~a2 − ~a1||+ ||~a3 − ~a2|| ≤ 2, (23)
when ~a2 is not a convex combination of ~a1 and ~a3, and
||~a1 + ~a3||+ ||~a3 − ~a1|| ≤ 2, (24)
when ~a2 is a convex combination of ~a1 and ~a3.
3 Given a set of points in R3, the Fermat-Torricelli point of this
set is a point that minimizes the sums of distances from itself to
points in the set. See Refs. [41, 42] for more on the FT point.
8Proof. In Example 1 of Ref [43], it was shown that in
the case that ~a2 is not a convex combination of ~a1 and
~a3 then ~v2 = ~a1 − ~a2 + ~a3 from Eq (21) lies inside the
triangle determined by the convex hull of ~v0, ~v1 and ~v3
and thus ~vFT = ~v2. In the case that ~a2 is a convex com-
bination of ~a1 and ~a3, the vectors {~vj}3j=0 make a convex
quadrilateral and we have that ~vFT points from the origin
to the intersection of the diagonals of that quadrilateral.
Substituting these values for ~vFT into Eq (21), we obtain
the joint measurability conditions of Corollary 3.
Notice that in the case where ~a2 is a convex combina-
tion of ~a1 and ~a3 (and, thus, E2 is a convex combination
of E1 and E3 due to unbiasedness), then the 3-way joint
measurability condition reduces to the joint measurabil-
ity condition for two POVMs E1 and E3, cf. Theorem 2.
In other words, as intuitively expected, if two unbiased
binary qubit POVMs are compatible, then any convex
combination of theirs is also compatible with them.
Corollary 4. Three unbiased binary coplanar qubit
POVMs, {Ek}3k=1, with the same purity η are jointly
measurable if and only if
η ≤ 1
cos φ1+φ22 + sin
φ1
2 + sin
φ2
2
, (25)
where φ1, φ2 ≤ pi/2 are angles between the lines deter-
mined by the Bloch vectors of E1, E2 and E3 with the
arrangement shown in Fig. 3.
Proof. This is a special case of the Corollary 3 where
the observables have the same purity. Then the norm
of Bloch vectors of all three POVMs is equal to η and,
hence, none of them can be a convex combination of other
two. It is then easy to verify that inequality given in
Eq. (21) reduces to Eq. (25).
FIG. 3. The direction of the Bloch vector of E3 is between
those of E1 and E2. Here φ1 is the (acute) angle between 1
and 3 and φ2 is the (acute) angle between 2 and 3.
So far, we have a necessary and sufficient condition
for compatibility of two binary qubit POVMs (Theorem
1) [39] and a condition that is necessary and sufficient
for compatibility of three unbiased binary qubit POVMs
(Theorem 3) [41, 43]. We will now state one necessary
and one sufficient condition for joint measurability of a
set of N unbiased binary qubit POVMs with same purity
η.
Theorem 4. Let Ek(xk) =
1
2 (I+ηxk ~nk ·~σ), xk ∈ {±1},
k = 1, N be N unbiased binary qubit POVMs. Then:
1. a necessary condition for their joint measurability
is
η ≤ 1
N
max
~x
∣∣∣∣∣
∣∣∣∣∣
N∑
k=1
xk~nk
∣∣∣∣∣
∣∣∣∣∣ , and (26)
2. a sufficient condition for their joint measurability
is
η ≤ 2
N∑
~x
∣∣∣∣∣∣∑Nk=1 xk~nk∣∣∣∣∣∣ , (27)
where ~x = (x1, x2, . . . , xN ) ∈ {±1}N .
The necessary condition (part 1) above is proven in
Appendix B, Theorem 3, of Ref. [26] while the sufficient
condition (part 2) is proven in Appendix F, Theorem 13,
of Ref. [25].4
Corollary 5. A set of N ∈ {2, 3} orthogonal and unbi-
ased binary qubit POVMs — i.e., Ek =
1
2 (I + ηxk~ek · ~σ),
k = 1, 3, xk ∈ {±1}, where ~ek are unit vectors such that
~e1 · ~e2 = ~e2 · ~e3 = ~e3 · ~e1 = 0 — are jointly measurable if
and only if
η ≤ 1√
N
. (28)
Proof. Because the Bloch vectors are orthogonal we have
that ∣∣∣∣∣
∣∣∣∣∣∑
~x
xk~ek
∣∣∣∣∣
∣∣∣∣∣ = √N, ∀~x ∈ {±1}3.
Putting that into Eqs. (26) and (27) from Theorem 4 we
get
Neccesary condition : η ≤ 1
N
max{
√
N} = 1√
N
, and
Sufficient condition : η ≤ 2
N
√
N · 2N =
1√
N
.
4 Note that a different necessary condition was incorrectly proven
in Ref. [25]. However, the proof of the sufficient condition in
Ref. [25], to which we refer, is correct.
94. Specker’s scenario with unbiased binary qubit POVMs
Among the most important immediate consequences
of Corollaries 1, 4 and 5 is the existence of Specker’s sce-
nario on a qubit, i.e., the setting with three incompatible
qubit POVMs that are pairwise compatible, which was
introduced in Example 4. Note that such a joint measur-
ability structure is impossible with projective measure-
ments [9, 25]. There are at least two standard ways to
construct Specker’s scenario using unbiased binary qubit
POVMs [25]:
Example 5. (Specker’s scenario with orthogonal spin
axes) Let Ek(xk) =
1
2 (I + xkη~nk · ~σ), k = 1, 3 be three
orthogonal unbiased binary qubit POVMs (see Fig. 4,
left), i.e., ~n1 · ~n2 = ~n2 · ~n3 = ~n3 · ~n1 = 0. By Corollary 5
we have that each pair of POVMs is jointly measurable if
η ≤ 1/√2 while all three of them are jointly measurable
only if η ≤ 1/√3. Thus, there is a gap η ∈ (1/√3, 1/√2]
that yields pairwise joint measurability but no triplewise
joint measurability.
Example 6. (Specker’s scenario with trine spin axes)
Consider three POVMs in an equatorial plane of the
Bloch ball equiangularly separated (see Fig. 4, right):
Ek(xk) =
1
2 (I + xkη~nk · ~σ), k = 1, 3, where ~nk =(
cos k−13 pi, sin
k−1
3 pi, 0
)
. These are the so-called trine spin
POVMs.
Corollary 1 combined with Corollary 4 says that each
pair of these POVMs is jointly measurable if and only if
η ≤ 1
sin pi6 + cos
pi
6
=
√
3− 1,
while all three of them are compatible if and only if
η ≤ 1
cos pi3 + 2 sin
pi
6
=
2
3
,
which means that Specker’s scenario is realized for η ∈(
2
3 ,
√
3− 1].
5. Adaptive strategy for constructing joint POVMs
Here we recall the general adaptive strategy outlined
for joint measurements in Ref. [11]. This is a technique
for obtaining the joint POVM Gs for the set of unbiased
binary qubit POVMs s =
{
Ek(±1) = 12 (I ± η~nk · ~σ)
∣∣ k =
1, N} that consists of the following steps. Take a set of
projectors
{
Π′k(±1) = 12 (I ± ~n′k · ~σ)|k = 1, N ′
}
. We seek
a joint measurement of s in the form
Gs(~x) =
N ′∑
k=1
µk
∑
yk∈{±1}
Π′k(yk)p(~x|Π′k = yk), ~x ∈ {±1}N ,
(29)
where {µk}N ′k=1 is a probability distribution according to
which the PVMs {Π′k}N
′
k=1 are implemented. By “Π
′
k =
yk”, we denote the fact that the effect Π
′
k(yk) (or the
outcome yk) was registered in a measurement of Π
′
k.
The vectors {~n′k}N
′
k=1 are chosen such that ~ni · ~n′k 6= 0
for all i = 1, N and k = 1, N ′. The conditional proba-
bility distribution p(~x|Π′k = βk) is determined by signs
of the projections of vectors ~ni onto the vector ~n
′
k in the
following way:
p(~x|Π′k = yk) =
N∏
i=1
δxi,sgn(~ni·~n′k)yk , (30)
where sgn(~ni ·~n′k) = +1 if ~ni ·~n′k > 0, and −1 if ~ni.~n′k < 0.
The goal is to choose an appropriate set of parameters
for Gs such that it is indeed a valid joint POVM for s i.e.
that it is positive semidefinite and that the marginaliza-
tion is correct:
yk=xk∑
~y∈{±1}N
Gs(~y) = Ek(xk). (31)
6. Planar symmetric POVMs
We now define a family of qubit POVMs that will be
of particular interest in this paper:
Definition 6 (Planar symmetric POVMs). A set of pla-
nar symmetric POVMs is any set of N coplanar and
unbiased binary qubit POVMs with the same sharpness
whose Bloch vectors define lines that equiangularly dis-
sect the plane, i.e., the angle between successive lines is
φ0 =
pi
N , where N is a positive integer.
Note that, by Proposition 1, the joint measurability
structure of such a set of POVMs is independent of how
we label the outcomes, i.e., the orientation along the line
of a particular Bloch vector does not matter. However,
unless specified otherwise, we will always consider the
case where the POVMs are in an equatorial plane of the
Bloch ball and the “+1” outcomes are assigned to vectors
in the upper half of the plane and “−1” to the opposite
vectors in the lower half, cf. Fig. 5. With this convention,
these POVMs are:
Ek(xk) =
1
2
(
I + ηxk~nk · ~σ
)
, k = 1, N, xk ∈ {±1},
where ~nk =
(
cos
k − 1
N
pi, sin
k − 1
N
pi, 0
)
. (32)
Note that trine spin POVMs are just the special case
when N = 3. The following theorem, proven in Ref. [11],
is of important for many constructions in this paper:
Theorem 5. N planar symmetric POVMs are jointly
measurable if and only if their sharpness η satisfies
η ≤ 1
N sin pi2N
. (33)
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FIG. 4. Orthogonal (left) and Trine Spin POVMs (right)
The effects of a joint POVM that reproduces the whole
range η ∈
(
0, 1N sin pi2N
]
are given by
G(~x) =
1
2N
(
I + µ~e(~x) · ~σ
)
,
where ~x ∈ {±1}N , µ = ηN sin pi
2N
∈ (0, 1], and
~e(~x) ∈
{
±
(
cos
(k − 1)pi
N
, sin
(k − 1)pi
N
, 0
)∣∣∣∣ k = 1, N}
for odd N, while
~e(~x) ∈
{
±
(
cos
(2k − 1)pi
2N
, sin
(2k − 1)pi
2N
, 0
)∣∣∣∣ k = 1, N}
for even N. (34)
Here, outcome ~x is associated uniquely to the unit vector
~e(~x) by the relation
~x =
(
sgn
(
~n1 · ~e(~x)
)
, . . . , sgn
(
~nN · ~e(~x)
))
, (35)
and the null (or zero) effect is assigned to any outcome
~x not obtainable through Eq. (35).
Remark 2. Note that the set {~e(~x)}~x:
• coincides with the set {±~nk} for odd N ;
• contains vectors that bisect the angles between the
successive {±~nk} for even N (see Fig. 6)
Remark 3. Note that all of the outcomes correspond-
ing to non-zero effects of the joint POVM correspond to
strings of length N arranged in a cycle of consecutive
‘+1’s concatenated with consecutive ‘−1’s (Fig. 7). In
other words, the outcome strings associated with non-
zero effects are of the form
~x = (+1,+1, . . . ,+1︸ ︷︷ ︸
p ‘+1’s
,−1,−1, . . . ,−1︸ ︷︷ ︸
q ‘−1’s
) or
~x = (−1,−1, . . . ,−1︸ ︷︷ ︸
p ‘−1’s
,+1,+1, . . . ,+1︸ ︷︷ ︸
q ‘+1’s
),
where p, q = 0, N, p+ q = N. (36)
7. Geometric equivalence of planar symmetric POVMs
We discussed the geometric equivalence of general sets
of qubit POVMs in Section II B 2. One of the results pre-
sented there is Corollary 2 which states that two sets of
binary qubit POVMs are geometrically equivalent (and
therefore exhibit the same joint measurability structure)
if and only if the lines determined by their Bloch vectors
are related by some orthogonal transformation O ∈ O(3).
In this section we explore the consequences of this result
for the joint measurability properties of planar symmetric
POVMs. Considering their Bloch lines, we see that cer-
tain subsets are certainly geometrically equivalent. For
example, if we act with an anti-clockwise rotation of piN on
the set {E1, E2}, we obtain the set {E2, E3} (see Fig. 8),
and these two subsets are thus geometrically equivalent.
A general question then arises: what is the symmetry
group of the Bloch lines of planar symmetric POVMs?
Since they are coplanar, we expect this to be a discrete
group that is a subgroup of linear isometries of the plane,
namely, O(2).5 To see what the symmetry group is, con-
sider a regular 2N -gon overlaid on the Bloch lines as in
Fig. 9. This makes it clear that the group we are search-
ing for is the group of symmetries of the diagonals of this
2N -gon. If the opposite ends of the 2N -gon are labelled
differently, this group is just the dihedral group D2N
6 of
order 4N (see Refs. [45] and [46]). However, our Bloch
lines do not have a sense of orientation since the orienta-
tion of the particular Bloch vector along them does not
matter. Therefore the actual symmetry group is the sym-
metry group of a regular 2N -gon with opposite vertices
identified which we will denote by SN . This group is a
quotient group of D2N and the group H2N of symmetries
of the regular 2N -gon that sends every vertex either to
5 O(2) is itself a subgroup of O(3).
6 We adopt so called geometrical notation where the index denotes
the number of vertices of the regular polygon and not the order
of the group.
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FIG. 5. Planar symmetric POVMs for N = 4 (left) and N = 5 (right).
FIG. 6. Green arrows represent the set {~e(~x)}~x for N = 4,
a representative example for even N . The first ‘green arrow’
above the (positive) x axis is assigned to the outcome ~x =
(+1,+1,+1,−1). Going counter-clockwise, the next one is
assigned to ~x = (+1,+1,+1,+1) and so on. For odd N , the
correspondence between ~e(~x) and ~x works in a similar way.
itself or to its opposite vertex i.e.,
SN =
D2N
H2N
. (37)
We now recall of some basic definitions from group the-
ory, namely those of a normal subgroup and semidirect
product.
Definition 7 (Normal Subgroup). Let G be a group with
the identity element id and N be its subgroup. We say
that N is a normal or invariant subgroup of G, which is
denoted by N / G, if for each g ∈ G and for each n ∈ N
the product gng−1 (which is called the conjugation of n
by g) belongs to N .
FIG. 7. For example, for N = 6 we have a cycle of 6
pluses concatenated to 6 minuses. In this figure, the red
loop identifies an outcome that has a non-zero effect asso-
ciated with it. Reading counter-clockwise, this outcome is
~x = (+1,+1,+1,+1,−1,−1). All the other outcomes associ-
ated to non-zero effects are obtained in a similar way, i.e., by
identifying, counter-clockwise, a string of six ±1 in the figure.
FIG. 8. If we act with C2N , the lines that correspond to E1
and E2 take the place previously held by the lines of E2 and
E3. (We have used N = 6 in this figure.)
Theorem 6 (Equivalent definitions of Semidirect prod-
uct). Let G be a group with the identity element id, H
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FIG. 9. Bloch lines of planar symmetric POVMs for N = 6.
A regular 12-gon is placed over them and its opposite vertices
are identified.
its subgroup and N its normal subgroup. The following
statements are equivalent:
1. for each g ∈ G, there exist n ∈ N and h ∈ H such
that g = nh, where N ∩H = {id};
2. for each g ∈ G there exist unique n ∈ N and h ∈ H
such that g = nh;
3. for each g ∈ G there exist unique n ∈ N and h ∈ H
such that g = hn;
4. G is a semidirect product of N and H denoted by
G = N nH = H oN .
For more properties of the semidirect product see
Ref. [47], specifically Definition 7.14 and Lemma 7.15.
Lemma 1. Group H2N has the following properties
1. for N = 2 it holds
H4 = 〈C2〉n 〈σx〉
where 〈C2〉 is the second order cyclic group gener-
ated by the positive rotation by pi, denoted C2
7, and
〈σx〉 is the second order cyclic group generated by
the reflection on the x axis, defined by two vertices
of the polygon, here denoted by σx;
2. for N > 2 it holds
H2N = 〈C2〉 .
Proof. The symmetry transformation that preserves
three vertices or two non-opposite vertices i.e. that sends
each of them to itself, must preserve all vertices so it is
just the identity transformation, id (cf. Theorem 2.2 in
7 In general, transformation Cn is the positive rotation by 2pi/n.
Ref. [48])8. The symmetry transformation that preserves
two opposite vertices (i.e. sends each of them to itself)
is a reflection about the diagonal connecting them. It is
easy to see that this transformation satisfies the proper-
ties required by H2N (namely, that it sends every vertex
either to itself or to its opposite vertex) only for N = 2
(see Fig. 10). The symmetry transformation that pre-
serves no vertices and satisfies the requirements of H2N is
the one that sends each vertex to its opposite one i.e. the
central symmetry on the origin, and in the planar case
this is the same as the positive (or counter-clockewise)
rotation by pi, namely the operation C2.
FIG. 10. Reflection about the x-axis preserves the vertices
1 and −1 and swaps the opposite vertices 2 and −2 when
N = 2. When N = 3 the same transformation sends 2 to −3
etc. which is forbidden by the requirements of H2N .
So, only in the case N = 2 we have that
H4 = 〈C2〉n 〈σx〉
= {C2, σx, σy = C2σx = σxC2, σ2x = C22 = id}, (38)
and in the case N > 2 we have
H2N = 〈C2〉 = {C2, C22 = id}. (39)
Proposition 4. Group SN has the following properties
1. For N = 2 it is isomorphic to 〈C2〉 i.e.
S2 ∼= 〈C2〉 .
8 Theorem 2.2 in Ref. [48] reads: “Any isometry of R2 is deter-
mined by its effect on any three non-collinear points.”
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2. For N > 2 it is isomorphic to the dihedral group
DN i.e.
SN ∼= DN . (40)
Proof. Remember that the dihedral group DN is the
semidirect product of 〈CN 〉 and 〈σx〉 (we always take x
axis to be defined by two vertices of the polygon). There-
fore, for N = 2,
S2 =
D4
〈C2〉n 〈σx〉 =
〈C4〉n 〈σx〉
〈C2〉n 〈σx〉
∼= 〈C2〉 . (41)
For N > 2 we have
SN =
D2N
〈C2〉 =
〈C2N 〉n 〈σx〉
〈C2〉
∼= 〈CN 〉n〈σx〉 ∼= DN . (42)
Here we have used the following facts: that each cyclic
subgroup is always a normal subgroup; that two cyclic
groups of the same order are isomorphic to each other;
that a cyclic group of the order n generated by r has
cyclic subgroups of the order p generated by rn/p if
p divides n and we applied the second and the third
isomorphism Theorem (cf. Theorems 4.22 and 4.23 in
Ref. [46]).
Let us explain this qualitatively for the case of N > 2.
Group D2N consists of the identity transformation, pos-
itive (i.e., counter-clockwise) rotations through ppi/N ,
where p = 1, N − 1, reflections about the lines connect-
ing opposite vertices and reflections about the lines con-
necting the mid-points of opposite sides of the polygon
(all the symmetries of the regular 2N -gon). However, if
we identify each pair of opposite vertices, we have that
the reflections about mutually orthogonal lines give the
same result and therefore they are identified. Also, the
rotation Cp2N (counter-clockwise, by an angle ppi/N), and
CN+p2N (counter-clockwise, by an angle pi + ppi/N) pro-
duce the same result so they have to be identified as
well. Hence, the group SN consists of the following ro-
tations: C2N , C
2
2N , . . . , C
N
2N = id
9 and the reflections in
D2N , where reflections about any pair of orthogonal lines
are identified. This group is of order 2N (since it is iso-
morphic to DN ).
Corollary 6. Let s be a set of N planar symmetric
POVMs. For any two subsets of s, say r1 and r2, that
are related by a transformation O ∈ SN (i.e., r2 =
OPermr1), where
SN =
{
C2N , C
2
2N , . . . , C
N
2N = C2 = id,
σ0 = σx, σ pi2N , σ 2pi2N , σ
3pi
2N
, . . . σ (N−1)pi
2N
}
(43)
9 In general, CN2N = C2. However, when the opposite vertices are
identified, C2 = id.
and σφ is a reflection about the line making the angle
of φ with the positive x-axis (cf. Fig 11), we have that
r1 and r2 are geometrically equivalent and hence exhibit
the same joint measurability structure. If a joint POVM
for r1 is G
r1 then the corresponding joint POVM for r2
is given by Gr2 = OPermGr1 , where Perm denotes the
relabelling of outcomes on r2 that may be necessary for
the orientations of the Bloch vectors of r1, after being
acted upon by O, to match those of r2.
Proof. This follows from the fact that the discrete group
SN is the symmetry group of planar symmetric POVMs
and Corollary 2.
Definition 8. Geometrically equivalent sets of planar
symmetric POVMs comprise an equivalence class. If the
set {E1, . . .} is in one of the elements of such an equiv-
alence class, the whole equivalence class is denoted by
[E1, . . .].
10
Example 7. We find the Cayley multiplication table of
the group S4 by applying transformations successively.
This group has the following elements:
S4 = {id, C8, C28 , C38 , σx, σpi8 , σpi4 , σ 3pi8 }, (44)
where σ denotes the reflections on the lines shown in Fig.
11
FIG. 11. Bloch lines of N = 4 planar symmetric POVMs with
the reflection symmetry lines denoted explicitly.
10 Notice that there is still some ambiguity in this notation. For
example, take N = 6. The sets {E1, E2, E5} and {E1, E3, E4}
are geometrically equivalent, so we may denote their equivalence
class by either of them.
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S4 id C8 C
2
8 C
3
8 σx σpi8 σ
pi
4
σ 3pi
8
id id C8 C
2
8 C
3
8 σx σpi8 σ
pi
4
σ 3pi
8
C8 C8 C
2
8 C
3
8 id σpi8 σ
pi
4
σ 3pi
8
σx
C28 C
2
8 C
3
8 id C8 σpi4 σ 3pi8
σx σpi
8
C38 C
3
8 id C8 C
2
8 σ 3pi
8
σx σpi
8
σpi
4
σx σx σ 3pi
8
σpi
4
σpi
8
id C38 C
2
8 C8
σpi
8
σpi
8
σx σ 3pi
8
σpi
4
C8 id C
3
8 C
2
8
σpi
4
σpi
4
σpi
8
σx σ 3pi
8
C28 C8 id C
3
8
σ 3pi
8
σ 3pi
8
σpi
4
σpi
8
σx C
3
8 C
2
8 C8 id
TABLE I. Cayley’s table for S4. We first apply the column
operation and then the row operation.
III. MARGINAL SURGERY: A METHOD FOR
TWEAKING JOINT POVMs TO REALIZE NEW
JOINT MEASURABILITY STRUCTURES
Given some joint POVM with the effects Es1(~x) for
some set s1 of N POVMs, we can obtain a joint POVM
for any subset s′1 (with M < N POVMs, say) of s1
by marginalizing the effects Es1(~x) over the outcomes of
POVMs from s1\s′1. In what follows, we will introduce
a technique that tweaks the marginalized joint POVM
on s′1 and uses that to obtain an incompatible set s2 (of
same cardinality as s1) and its compatible subset s
′
2 (of
same cardinality as s′1). Thus, using this technique, we
can go from a set of N compatible POVMs to a set of N
POVMs that are incompatible but such that a subset of
M of them is still compatible.
As an example, consider a set s1 of unbiased qubit
POVMs with the same purity η that are compatible if
and only if η ∈ (0, ηmax] and let {Es1(~x)}~x∈{±1}N be a
joint POVM for them, also valid for any η ∈ (0, ηmax].
Then we choose the set s′1 ⊂ s1 of M < N POVMs
and marginalize to obtain {Es′1(~x′)}~x′∈{±1}M , a joint
POVM for s′1. This joint POVM for s
′
1 is thus valid
for η ∈ (0, ηmax]. Now we tweak the effects Es′1(~x′) to
get new effects Es
′
2(~x′) which still constitute a joint mea-
surement on s′1 but this new M -wise joint POVM al-
lows for a broader range of purity η ∈ (0, ηMAX], where
ηMAX > ηmax, and consequently allows us to obtain a set
s′2 (similar to set s
′
1 but with η /∈ (0, ηmax]) of M compat-
ible POVMs (by marginalization) with η ∈ (ηmax, ηMAX].
It thus also allows us to obtain an incompatible set s2 (of
N POVMs) similar to the compatible set s1 but with
η ∈ (ηmax, ηMAX] and containing the compatible subset
s′2.
Thus, by choosing η ∈ (ηmax, ηMAX] we can realize
a joint measurability structure where the N POVMs in
s2 are incompatible but the M POVMs in its subset s
′
2
are compatible. This technique can be applied to obtain
many new joint measurability structures from a set of
compatible POVMs, as we will show below. Since the
technique proceeds by tweaking marginal joint POVMs
obtained by marginalizing a bigger joint POVM, we term
this technique marginal surgery. We now proceed to illus-
trate how this method works in practice by obtaining N -
cycle and N -Specker compatibility scenarios using qubit
POVMs. As a consequence of this, we will also be able to
construct arbitrary joint measurability structures using
these qubit POVMs, improving upon the (rather weak)
dimension bounds for realizing arbitrary joint measura-
bility structures obtained in Ref. [9].
A. Marginal surgery on any pair of compatible
POVMs: constructing N-cycle scenarios on a qubit
We will now apply marginal surgery on the joint
POVM of any pair of POVMs out of N planar symmet-
ric compatible POVMs, {E1, E2, . . . , EN}, and use this
to construct N -cycle scenarios on a qubit.
Consider two of the POVMs, E1 and Ek, where 1 <
k ≤ N . We will also denote p ≡ k−1, so that the angular
separation between the lines defined by the considered
POVMs is φ1,k ≡ (k−1)piN = ppiN . Now consider the joint
POVM effects G(~x), ~x ∈ {±1}N , for all N POVMs from
Eq. (34). To get the pairwise joint measurement E(1,k)
we marginalize G over all of the outcomes of POVMs Ei,
i /∈ {1, k}:
E(1,k)(x1, xk) =
x1,xk∑
~x∈{±1}N
G(~x), (45)
where we have chosen to indicate the outcomes that are
held fixed (while all the others are summed over) on top
of the summation sign.
We will now exploit the fact that a pairwise joint
POVM here is completely determined by knowing just
one effect, say E(1,k)(+1,+1), with the others given by
E(1,k)(+1,−1) = E1(+1)− E(1,k)(+1,+1),
E(1,k)(−1,+1) = Ek(+1)− E(1,k)(+1,+1),
E(1,k)(−1,−1) = I − E(1,k)(+1,+1)− E(1,k)(+1,−1)
− E(1,k)(−1,+1), (46)
so we only have to focus on finding E(1,k)(+1,+1):
E(1,k)(+1,+1) =
x1=xk=+1∑
~x∈{±1}N
G(~x)
=
x1=xk=+1∑
~x∈{±1}N
1
2N
I +
x1=xk=+1∑
~x∈{±1}N
γ
2N
~e(~x) · ~σ.
(47)
Paying attention to Remark 3, consider the outcomes ~x =
(x1, . . . , xN ) to which non-zero effects of the joint POVM
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{G(~x)}~x∈{±1}N are assigned. Of these, those which have
+1 at the first index and the k-th index (x1 = xk = +1)
must be of the type
(x1 = +1, x2 = +1, . . . , xk = +1, xk+1, . . . , xN ) where
(xk+1, . . . , xN ) ∈ {(−1, . . . ,−1), (+1,−1, . . . ,−1), . . . ,
(+1, . . . ,+1,−1), (+1, . . . ,+1)}
(48)
and there are exactly N − k + 1 = N − p of them. This
lets us write
E(1,k)(+1,+1) =
N − p
2N
I +
γ
2N
~σ ·
x1,...,xk=+1∑
~x∈{±1}N
~e(~x). (49)
From the Theorem 5 we see that the set
{
~e(~x)|~x ∈
{±1}N
}
is equal to
{(
cos (i−1)piN , sin
(i−1)pi
N , 0
)∣∣i =
−N + 1, N
}
in the case of odd N and{(
cos (2i−1)pi2N , sin
(2i−1)pi
2N , 0
)∣∣i = −N + 1, N} in the case
of even N . We can convert the sum
∑x1,...,xk=+1
~x∈{±1}N ~e(~x)
into the sum over some index i from the conditions that
~n1 ·
(
cos
(i− 1)pi
N
, sin
(i− 1)pi
N
, 0
)
> 0 and (50a)
~nk ·
(
cos
(i− 1)pi
N
, sin
(i− 1)pi
N
, 0
)
> 0 (50b)
for odd N , while for even N
~n1 ·
(
cos
(2i− 1)pi
2N
, sin
(2i− 1)pi
2N
, 0
)
> 0 and (51a)
~nk ·
(
cos
(2i− 1)pi
2N
, sin
(2i− 1)pi
2N
, 0
)
> 0, (51b)
which arise from the way of assigning effects to outcomes
described in Theorem 5. In both cases, we get (see Ap-
pendix A, Lemma 4)⌈
p+ 1− N
2
⌉
≤ i ≤
⌊
N + 1
2
⌋
. (52)
This enables us to write
x1,...,xk=+1∑
~x∈{±1}N
~e(~x) =

N+1
2∑
i=p+ 3−N2
(
cos (i−1)piN , sin
(i−1)pi
N , 0
)
for odd N,
N
2∑
i=p+1−N2
(
cos (2i−1)pi2N , sin
(2i−1)pi
2N , 0
)
for even N.
(53)
which in combination with results of Appendix A, Corol-
lary 9 of Lemma 5, Eq. (A18) gives
x1,...,xk=+1∑
~x∈{±1}
~e(~x) =
cos ppi2N
sin pi2N
~s, ~s ≡
(
cos
ppi
2N
, sin
ppi
2N
, 0
)
(54)
where ~s is a unit vector. This completely specifies
E(1,k)(+1,+1) which combined with Eq. (46) yields (re-
calling that p = k − 1)
E(1,k)(±1,±1) = N − p
2N
I ± γ cos
ppi
2N
2N sin pi2N
~s · ~σ;
E(1,k)(±1,∓1) = p
2N
I ± γ sin
ppi
2N
2N sin pi2N
~t · ~σ; (55)
where ~t is found to be
~t =
(
sin
ppi
2N
,− cos ppi
2N
, 0
)
. (56)
This motivates the following ansatz for the general form
of the joint POVM of E1 and Ek:
G(1,k)(±1,±1) = βI ± µcos
ppi
2N
sin pi2N
~s · ~σ,
G(1,k)(±1,∓1) = αI ± µ sin
ppi
2N
sin pi2N
~t · ~σ. (57)
Requiring correct marginalization for, say, E1(+1) =
G(1,k)(+1,+1) +G(1,k)(+1,−1), gives
α+ β =
1
2
;
µ
sin pi2N
=
1
2
η. (58)
Requiring positivity of G(1,k) we have that
µ
sin ppi2N
sin pi2N
≤ α, µcos
ppi
2N
sin pi2N
≤ β. (59)
Eliminating everything but η from the linear system con-
sisting of Eqs. (58) and (59) we get
η ≤ 1
sin ppi2N + cos
ppi
2N
. (60)
This means that for every η ∈
(
0,
1
sin ppi2N + cos
ppi
2N
]
there
are suitable α, β and µ such that G(1,k) is a valid joint
POVM for E1(x1) =
1
2 (I ± x1η~n1 · ~σ) and Ek(xk) =
1
2 (I ± xkη~nk · ~σ). We propose one particular choice that
is consistent with Eqs. (58) and (59):
α =
1
2
η sin
ppi
2N
, β =
1
2
(
1− η sin ppi
2N
)
, (61)
which gives
G(1,k)(±1,±1) = 1
2
(
1− η sin ppi
2N
)
± 1
2
η cos
ppi
2N
~s · ~σ,
(62a)
G(1,k)(±1,∓1) = 1
2
η sin
ppi
2N
(
I ± ~t · ~σ
)
, (62b)
Note that this construction is such that when η saturates
the upper bound of Eq. (60), G(1,k) is a rank one POVM.
From Corollary 1, we see that the sufficient condition
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FIG. 12. Situation of ~s and ~t with respect to ~n1 and ~nk
proven by this construction for the joint measurability of
E1 and Ek is also necessary, so the joint POVM G
(1,k)
that we have constructed is optimal. That is, it applies
to the whole range of η that is necessary and sufficient
for joint measurability of E1 and Ek. Vectors ~s and ~t are
situated so that ~s is the unit vector bisecting the angle
between the lines determined by ~n1 and ~nk, while the
vector ~t is the unit vector perpendicular to ~s that makes
an acute angle with ~n1 (see Fig. 12). For convenience we
have chosen the set {E1, Ek}. Acting on this set by the
symmetry operation Ck1−12N , i.e., by the positive rotation
through (k1−1)piN , we can obtain every other two element
set, {Ek1 , Ek1+p mod N}, k1 > 1, that has the angular
separation of ppiN between the Bloch lines of its POVMs.
By Corollary 6, all of these sets are geometrically equiv-
alent to {E1, Ek} and, thus, compatible if and only if
the set {E1, Ek} is compatible. Therefore, the condition
of Eq. (60) is sufficient (and necessary by Corollary 1)
for joint measurability of every pair Ek1 and Ek2 , where
k2 = k1 + p mod N . According to Corollary 6, the joint
POVM for this pair is given by G(k1,k2) = Ck1−12N G
(1,k).
In the particular case analysed in this section this re-
duces to rotating the vectors ~s and ~t through (k1−1)piN in
the counter-clockwise direction to preserve the geometri-
cal situation in Fig. 12. Using Eqs. (62) we immediately
find:
G(k1,k2)(±1,±1)
=
1
2
(
1− η sin ppi
2N
)
± 1
2
η cos
ppi
2N
~s(k1, k2) · ~σ, (63a)
~s(k1, k2) =
(
cos
(k2 + k1 − 2)pi
2N
, sin
(k2 + k1 − 2)pi
2N
, 0
)
,
(63b)
G(k1,k2)(±1,∓1)
=
1
2
η sin
ppi
2N
(
I ± ~t(k1, k2) · ~σ
)
, (63c)
~t(k1, k2) =
(
sin
(k2 + k1 − 2)pi
2N
,− cos (k2 + k1 − 2)pi
2N
, 0
)
.
(63d)
Proposition 5. Let s = {E1, E2, . . . , EN} be planar
symmetric (qubit) POVMs. Then the joint measurabil-
ity structure of s is an N -cycle scenario (introduced in
Example 1) if and only if
η ∈
(
1
sin piN + cos
pi
N
,
1
sin pi2N + cos
pi
2N
]
. (64)
Proof. For any set of three adjacent POVMs
{Ej , Ej+1, Ej+2} (j = 1, N and addition modulo
N), we have that the pairs {Ej , Ej+1} and {Ej+1, Ej+2}
form compatible subsets if and only if (following
Corollary 1)
η ≤ 1
sin pi2N + cos
pi
2N
. (65)
This gives us the necessary and sufficient condition for
all the compatibility relations required in an N -cycle sce-
nario, i.e., every POVM is compatible with its immediate
neighbours if and only if the purity η satisfies Eq. (65).
What remains is to obtain the necessary and sufficient
condition for the incompatibility of all the remaining
pairs of POVMs so that the set of N POVMs realizes
an N -cycle scenario.
Note that the function f(x) ≡ 1sin x2+cos x2 is a mono-
tonically decreasing function of x for x ∈ [0, pi/2], going
from f(x = 0) = 1 to f(x = pi/2) = 1√
2
. On the other
hand, f(x) is monotonically increasing over x ∈ [pi/2, pi],
going from f(x = pi/2) = 1√
2
to f(x = pi) = 1 (see
Fig. 13). For any j = 1, N , denoting the angle between
~nj+1 and ~nl (where l ∈ {1, 2, . . . , j − 1, j + 3, . . . , N})
by x ≡ |l−(j+1)|piN ,11 so that ~nj+1 · ~nl = cosx, we
have that x ≥ 2piN for all l. Overall, we have x ∈{
2pi
N ,
3pi
N , . . . ,
(N−2)pi
N
}
. Now, Ej+1 and El are incompat-
ible if and only if η > 1sin x2+cos
x
2
. Since we need this
to hold for all pairs {Ej+1, El} such that x ≥ 2piN , the
necessary and sufficient condition for obtaining all the
incompatibility relations required in an N -cycle scenario
is
η > max
x∈{ qpiN }N−2q=2
1
sin x2 + cos
x
2
=
1
sin piN + cos
pi
N
. (66)
which follows from properties of function f(x) that we
discussed and which are also illustrated in Fig. 13.
B. Marginal surgery on arbitrary M-tuples of
POVMs: N-Specker scenarios on a qubit
In this section we will extend the marginal surgery de-
scribed for pairs of POVMs to an arbitrary M -element
11 Recall that the addition in j + 1 is modulo N .
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FIG. 13. The graph of the function f(x). Red dots represent
the discrete values f(x) takes in the case of N = 6 planar sym-
metric POVMs. Grey area with the upper boundary included
and the lower boundary excluded represents the interval for
η where we have a 6-cycle realized, cf. Eq. (64).
subset of the set of N planar symmetric POVMs, s ≡
{E1, E2, . . . , EN} (cf. Definition 6). Let us select r ≡
{Ek1 , Ek2 , . . . , EkM }, where we assign the labels {ki}Mi=1
such that k1 = 1 < k2 < k3 < · · · < kM and denote by
Er the joint measurement obtained by marginalization
of G:
Er(xk1 , xk2 . . . , xkM ) =
xk1 ,xk2 ...,xkM∑
~x
G(~x), (67)
where (xk1 , xk2 . . . , xkM ) ∈ {±1}M are held fixed and
the summation is carried out over the remaining entries
of ~x ∈ {±1}N .
Due to Remark 3, the outcomes to which non-zero ef-
fects of Er are assigned are of the form
(xk1 , xk2 . . . xkM ) =(+1, . . . ,+1︸ ︷︷ ︸
p ‘+1’s
,−1, . . . ,−1︸ ︷︷ ︸
q ‘−1’s
) or
(−1, . . . ,−1︸ ︷︷ ︸
p ‘−1’s
,+1, . . . ,+1︸ ︷︷ ︸
q ‘+1’s
),
where p, q = 0,M, p+ q = M, (68)
and are obtained by marginalization over all strings ~x ∈
{±1}N such that
x1 = x2 = . . . = xkp = +1
and xkp+1 = xkp+1+1 = . . . = xN = −1, or
x1 = x2 = . . . = xkp = −1
and xkp+1 = xkp+1+1 = . . . = xN = +1. (69)
Now the summation becomes
Er(+1, . . . ,+1︸ ︷︷ ︸
p ‘+1’s
,−1, . . . ,−1︸ ︷︷ ︸
q ‘−1’s
) =
x1,...,xkp=+1
xkp+1 ,...,xN=−1∑
~x∈{±1}N
G(~x)
=
x1,...,xkp=+1
xkp+1 ,...,xN=−1∑
~x∈{±1}N
1
2N
I +
γ
2N
x1,...,xkp=+1
xkp+1 ,...,xN=−1∑
~x∈{±1}N
~e(~x) · ~σ
=
kp+1 − kp
2N
I +
γ
2N
x1,...,xkp=+1
xkp+1 ,...,xN=−1∑
~x∈{±1}N
~e(~x) · σ, (70)
and
Er(−1, . . . ,−1︸ ︷︷ ︸
p ‘−1’s
,+1, . . . ,+1︸ ︷︷ ︸
q ‘+1’s
) =
x1,...,xkp=−1
xkp+1 ,...,xN=+1∑
~x∈{±1}N
G(~x)
=
x1,...,xkp=−1
xkp+1 ,...,xN=+1∑
~x∈{±1}N
1
2N
I +
γ
2N
x1,...,xkp=−1
xkp+1 ,...,xN=+1∑
~x∈{±1}N
~e(~x) · ~σ
=
kp+1 − kp
2N
I − γ
2N
x1,...,xkp=−1
xkp+1 ,...,xN=+1∑
~x∈{±1}N
~e(~x) · ~σ, (71)
where we used the fact that there are kp+1− kp non-zero
effects assigned to outcomes that start with +1 in the first
kp slots and end with −1 starting from the kp+1-th slot
(and the same is true when the first kp slots are −1 and
from kp+1 they are all +1), and also that ~e(−~x) = −~e(~x).
There are exactly M non-zero effects of Er assigned to
outcomes that start with at least one +1, i.e., outcomes
labelled by M -element strings in
{(+1,−1, . . . ,−1), (+1,+1,−1 . . . ,−1), . . . , (+1, . . . ,+1)},
and another M of those assigned to outcomes that start
with at least one −1, i.e., outcomes labelled by M -
element strings in
{(−1,+1, . . . ,+1), (−1,−1,+1 . . . ,+1), . . . , (−1, . . . ,−1)},
thus 2M non-zero effects in all. Equations (70) and (71)
show that we can focus on specifying those effects that
start with at least one +1 and then those that start with
at least one −1 can be found just by inverting the sign of
the corresponding geometric parts (i.e., the ~σ-dependent
parts of the POVM elements). In order to obtain the
effects of Er, we need to evaluate the sum
x1,...,xkp=+1
xkp+1 ,...,xN=−1∑
~x∈{±1}N
~e(~x)
and we will do so by converting it into the sum over some
index i as we did in the previous section for the case of
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pairs of POVMs (see Appendix A, Lemma 6 for how the
limits on i in the summation are obtained):
x1,...,xkp=+1
xkp+1 ,...,xN=−1∑
~x∈{±1}N
~e(~x) =

kp+1−N+12∑
i=kp−N−12
(
cos (i−1)piN , sin
(i−1)pi
N , 0
)
for odd N
kp+1−1−N2∑
i=kp−N2
(
cos (2i−1)pi2N , sin
(2i−1)pi
2N , 0
)
for even N.
(72)
where we have assumed that p < M . Using results from
Appendix A, Lemma 5, we get in both cases
x1,...,xkp=+1
xkp+1 ,...,xN=−1∑
~x∈{±1}N
~e(~x) =
sin
(
kp+1−kp
2N pi
)
sin pi2N
~t(kp, kp+1), where
~t(kp, kp+1)
=
(
sin
(
kp+1 + kp − 2
2N
pi
)
,− cos
(
kp+1 + kp − 2
2N
pi
)
, 0
)
.
(73)
The case p = M corresponds to the outcome
(x1, xk2 , . . . , xkM ) = (±1,±1, . . . ,±1) (all signs are the
same), so that we have:
E(s
′)(±1, . . . ,±1) =
x1,...,xkM=±1∑
~x∈{±1}N
G(~x)
=
x1,...,xkM=±1∑
~x∈{±1}N
1
2N
I ± γ
2N
x1,...,xkM=±1∑
~x∈{±1}N
~e(~x) · ~σ
=
N − kM + 1
2N
I ± γ
2N
x1,...,xkM=±1∑
~x∈{±1}N
~e(~x) · ~σ. (74)
Note that there are N − kM + 1 terms in the summation
above for x1 = x2 = . . . = xkM = +1, given by
(xkM+1, . . . , xN )
∈ {(−1, . . . ,−1), (+1,−1, . . . ,−1), (+1,+1,−1, . . . ,−1),
. . . , (+1, . . . ,+1)} (75)
and similarly for x1 = x2 = . . . = xkM = −1,
(xkM+1, . . . , xN )
∈ {(+1, . . . ,+1), (−1,+1, . . . ,+1), (−1,−1,+1, . . . ,−1),
. . . , (−1, . . . ,−1)}. (76)
We can directly use Eq. (54) to get
x1,...,xkM=±1∑
~x∈{±1}
~e(~x) =
sin
(
N−kM+1
2N pi
)
sin pi2N
~s(kM ),
where ~s(kM ) =
(
cos
(kM − 1)pi
2N
, sin
(kM − 1)pi
2N
, 0
)
.
(77)
Now we have a complete specification of the effects of the
joint POVM Er:
Er(±1, . . . ,±1︸ ︷︷ ︸
p(<M) ‘±1’s
,∓1, . . . ,∓1︸ ︷︷ ︸
q ‘∓1’s
)
=
kp+1 − kp
2N
I ± γ sin
(kp+1−kp)pi
2N
2N sin pi2N
~σ · ~t(kp, kp+1), where
~t(kp, kp+1)
=
(
sin
(
kp+1 + kp − 2
2N
pi
)
,− cos
(
kp+1 + kp − 2
2N
pi
)
, 0
)
,
(78a)
and
Er(±1, . . . . . . . . . . . . . . .± 1)
=
N − kM + 1
2N
I ± γ sin
(N−kM+1)pi
2N
2N sin pi2N
~σ.~s(kM ),
where ~s(kM ) =
(
cos
(kM − 1)pi
2N
, sin
(kM − 1)pi
2N
, 0
)
.
(78b)
Note that ~t(kp, kp+1) is the unit vector perpendicular
to the direction that bisects the angle between ~nkp and
~nkp+1 and oriented such that it makes an acute angle with
~nkp , while ~s(kM ) is a unit vector that bisects the angle
between ~nkM and ~n1.
The POVM Er is valid on r for η ∈
(0, 1/(N sin(pi/2N))] since it is a marginal of the
joint POVM G. Now let us apply marginal surgery on
E(s
′) to obtain a joint POVM for s′ that is valid for a
broader range of the purity parameter η. Motivated by
the form of Er we consider the following ansatz for the
joint POVM of r:
Gr(±1, . . . ,±1︸ ︷︷ ︸
p(<M) ‘±1’s
,∓1, . . . ,∓1︸ ︷︷ ︸
q ‘∓1’s
)
= α(kp, kp+1)I ± µ
sin
(kp+1−kp)pi
2N
sin pi2N
~t(kp, kp+1) · ~σ,
Gr(±1, . . . . . . . . . . . . . . .± 1)
= β(kM )I ± µ
sin (N−kM+1)pi2N
sin pi2N
~s(kM ) · ~σ (79)
Requiring the correct marginalization for Ekl where l =
1,M we get
Ekl(+1) =
xl=+1∑
~x∈{±1}M
Gr(~x) = Gr(+1, . . . ,+1)
+
∑
l≤p<M
Gr(+1, . . . ,+1︸ ︷︷ ︸
p ‘+1’s
,−1, . . . ,−1︸ ︷︷ ︸
q ‘−1’s
)
+
∑
1≤p<l
Gr(−1, . . . ,−1︸ ︷︷ ︸
p ‘−1’s
,+1, . . . ,+1︸ ︷︷ ︸
q ‘+1’s
), (80)
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which together with Eq. (79) yields
M−1∑
p=1
α(kp, kp+1) + β(kM ) =
1
2
,
µ
sin pi2N
=
1
2
η. (81)
Requiring the positivity of each effect of Gr, according
to Eq. (79) we have the following constraints:
µ
sin
(kp+1−kp)pi
2N
sin pi2N
≤ α(kp, kp+1),
µ
sin (N−kM+1)pi2N
sin pi2N
≤ β(kM ). (82)
Eliminating everything except η in Eqs. (81) and (82)
we obtain an upper bound on η for which we can find
suitable α(kp, kp+1) and β(kM ) such that G
r is a valid
joint measurement on r for values of η constrained by
η ≤ 1∑M−1
p=1 sin
(kp+1−kp)pi
2N + cos
(kM−1)pi
2N
. (83)
Geometrically, (kp+1− kp)pi/N and (kM − 1)pi/N are re-
spectively the angles between ~nkp+1 and ~nkp , and ~nkM
and ~n1, and we see that the upper bound on η is an ex-
plicit function of half of those angles. In case of M = 2,
i.e., when we choose only two POVMs, Eq. (83) reduces
to Eq. (60) and in this case the condition of Eq. (83) is
also necessary (cf. Corollary 1). It is readily seen from
Corollary 4 that this condition is necessary for M = 3
as well. For M = N , i.e., when we consider all N
POVMs, Eq. (83) reduces to η ≤ 1/(N sinpi/2N) which
is also known to be necessary from Theorem 5. So for
M ∈ {2, 3, N} the given condition is both necessary
and sufficient for joint measurability. However, for every
other M , while it is certainly sufficient, we cannot say if
it is necessary for joint measurability. We conjecture its
necessity (see Conjecture 1).12
It remains to make a choice for α(kp, kp+1) and β(kM )
for each η. We do this in the following manner, subject
to constraints from Eqs. (81) and (82):
α(kp, kp+1) =
1
2
η sin
(kp+1 − kp)pi
2N
,
β(kM ) =
1
2
(
1− η
M−1∑
p=1
sin
(kp+1 − kp)pi
2N
)
(84)
12 Note that we don’t need this conjecture to hold to establish the
results presented in this paper.
which gives for G(s
′):
Gr(±1, . . . ,±1︸ ︷︷ ︸
p ‘±1’s
,∓1, . . . ,∓1︸ ︷︷ ︸
q ‘∓1’s
)
=
1
2
η sin
(kp+1 − kp)pi
2N
(
I ± ~t(kp, kp+1) · ~σ
)
,
and
Gr(±1, . . . . . . . . . . . . . . .± 1)
=
1
2
(
1− η
M−1∑
p=1
sin
(kp+1 − kp)pi
2N
)
I
± 1
2
η cos
(kM − 1)pi
2N
~s(kM ) · ~σ. (85)
When η takes the value of its upper bound, Gr forms a
rank-1 POVM.
Note that so far we have taken Ek1 = E1 for cal-
culational convenience. However, our procedure can
be applied to any arbitrary choice of M out of N
planar symmetric POVMs. Namely if we take r′ =
{Ek1 , Ek2 , . . . , EkM } such that 1 < k1 < k2 < · · · < kM ,
then the set r = {E1, Ek2−k1+1, . . . , EkM−k1+1} is geo-
metrically equivalent to the set r′ because it is related to
r′ by a counter-clockwise rotation of (k1−1)piN in an equa-
torial plane (XY plane) of the Bloch ball and thus it is
jointly measurable if and only if r′ is jointly measurable
(cf. Corollary 6) and the joint POVM on r′ is given by
Gr
′
= Ck1−12N G
r. (86)
This together with Eq. (85) yields:
Gr
′
(±1, . . . ,±1︸ ︷︷ ︸
p ‘±1’s
,∓1, . . . ,∓1︸ ︷︷ ︸
q ‘∓1’s
)
=
1
2
η sin
(kp+1 − kp)pi
2N
(
I ± ~t(kp, kp+1) · ~σ
)
, (87)
Gr
′
(±1, . . . . . . . . . . . . . . .± 1)
=
1
2
(
1− η
M−1∑
p=1
sin
(kp+1 − kp)pi
2N
)
I
± 1
2
η cos
(kM − k1)pi
2N
~s(k1, kM ) · ~σ, where (88)
~s(k1, kM ) =
(
cos
(kM + k1 − 2)pi
2N
, sin
(kM + k1 − 2)pi
2N
, 0
)
.
All of this serves as a proof for the following sufficient
condition for joint measurability:
Lemma 2. Let s = {E1, . . . , EN} be the set of N pla-
nar symmetric POVMs. A sufficient condition for its
M -element subset {Ek1 , Ek2 , . . . , EkM } to be jointly mea-
surable is given by
η ∈
(
0,
1∑M−1
p=1 sin
(kp+1−kp)pi
2N + cos
(kM−k1)pi
2N
]
. (89)
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As we already noted, we conjecture this condition is
necessary as well, i.e.,
Conjecture 1. The sufficient condition for the joint
measurability of any M -element subset of the set of N
planar symmetric POVMs given by Eq. (89) is also nec-
essary.
Corollary 7. Let s = {E1, . . . , EN} be the set of N
planar symmetric POVMs. Any (N − 1)-element subset
of s is jointly measurable if
η ∈
(
0,
1
(N − 2) sin pi2N + sin piN
]
. (90)
Proof. Let r = {Ek1 , . . . , EkN−1} where k1 < k2 < · · · <
kN−1. We will split the proof into two cases:
Case 1: k1, . . . , kN−1 are successive integers which geo-
metrically corresponds to ~nk1 , . . . , ~nkN−1 being as closely
grouped as possible, i.e., the angular separation be-
tween the successive vectors is pi/N and the total an-
gular span is (N−1)piN . The two possibilities for r are{E1, E2, . . . , EN−1} and {E2, E3, . . . , EN}. In this case,
kp+1 − kp = 1 and kN−1 − k1 = N − 2 so we have by
Eq. (89) that r is compatible if
η ≤ 1∑N−2
p=1 sin
pi
2N + cos
(N−2)pi
2N
=
1
(N − 2) sin pi2N + sin piN
.
(91)
Case 2:k1, . . . , kN−1 are not successive integers, i.e., there
is exactly one “missing integer” (say, i) between a pair
of them. There are N − 2 such possibilities and in each
of them k1 = 1 and kN−1 = N . Therefore, kN−1 − k1 =
N − 1 and kp+1−kp = 1 for N − 3 successive pairs while
kp+1 − kp = 2 for one pair, when we skip the “missing
integer” (i.e., p = i−1). Hence, from Eq. (89), r is jointly
measurable if:
η ≤ 1∑N−2
p=1 sin
(kp+1−kp)pi
2N + cos
(N−1)pi
2N
=
1
(N − 3) sin pi2N + sin piN + cos
(
pi
2 − pi2N
)
=
1
(N − 2) sin pi2N + sin piN
, (92)
which completes the proof.
Corollary 8. (N -Specker scenario on a qubit with pla-
nar symmetric POVMs) Let s = {E1, E2, . . . , EN} be the
set of planar symmetric POVMs with purity η. For
η ∈
(
1
N sin pi2N
,
1
(N − 2) sin pi2N + sin piN
]
, (93)
the joint measurability structure of s forms an N -Specker
scenario (cf. Example 4).
Proof. We have that s is compatible if and only if
η ∈
(
0,
1
N sin pi2N
]
,
while any (N − 1)-element subset of s is compatible if
η ∈
(
0,
1
(N − 2) sin pi2N + sin piN
]
.
Since
(N − 2) sin pi
2N
+ sin
pi
N
< N sin
pi
2N
,
we have an open gap
η ∈
(
1
N sin pi2N
,
1
(N − 2) sin pi2N + sin piN
]
,
for which s is incompatible but every (N − 1)-element
subset of s is compatible, thus realizing an N -Specker
scenario.
Corollary 8 shows that we can realize any N -Specker
scenario on a qubit with planar symmetric POVMs.
Ref. [9] provided a constructive proof that all conceiv-
able joint measurability structures for any finite set of
measurements are realizable with POVMs in quantum
theory. Crucial to the construction in Ref. [9] are the so-
called minimal incompatible sets of POVMs (of which, N -
Specker scenarios are examples)13 constructed for subhy-
pergraphs in the hypergraph representing the joint mea-
surability structure to be realized. The construction in
Ref. [9] proceeds by decomposing a joint measurability
structure into minimal incompatible sets. Each minimal
incompatible set is then realized on some Hilbert space
Hi and the dimensionality of the overall Hilbert space,
H = ⊕iHi, required to realize a joint measurability struc-
ture based on this recipe is dimH = ∑i dimHi. Our con-
struction of all N -Specker scenarios on a qubit here can
therefore be used to make the construction of all joint
measurability structures in Ref. [9] maximally efficient
given the recipe adopted there, i.e., we have dimHi = 2
for all minimal incompatible sets indexed by i.
IV. SUFFICIENT CONDITION FOR JOINT
MEASURABILITY OF BINARY QUBIT POVMs
FROM MARGINAL SURGERY
In the previous sections, we started with the setting
of planar symmetric POVMs (cf. Definition 6 and Fig-
ure 5) and then applied marginal surgery to obtain joint
13 A minimal incompatible set of vertices in a joint measurability
structure is such that every proper subset of this set is compati-
ble, i.e., shares a hyperedge. N -Specker (N ≥ 3) scenarios con-
stitute all examples of minimal incompatible sets, except one: a
pair of incompatible measurements. Such a pair forms a minimal
incompatible set since each POVM in the pair is trivially com-
patible with itself but the two POVMs are incompatible. One
could even call it a “2-Specker” scenario.
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POVMs for arbitrary M -tuples of them. It turns out that
geometric insights from Eq. (85), which is the result of the
aforementioned procedure, can be used to construct the
joint POVM for an arbitrary set of N coplanar unbiased
binary qubit POVMs with the same purity η bounded
above by some ηmax that depends on the particular set-
ting.
FIG. 14. Lines defined by ~nk
Theorem 7. Let s = {E1, E2, . . . , EN} be a set of copla-
nar unbiased binary qubit POVMs with the same purity
defined by
Ek(xk) ≡ 1
2
(1 + xkη~nk · ~σ) , xk ∈ {±1}, (94)
and let αk, k = 1, N − 1, be the angles defined by the
rays in the upper half plane of the lines determined by
~nk (where the X-axis is chosen to be along ~n1)(see Fig.
14). Then a sufficient condition for the compatibility of
s is
η ≤ 1∑N−1
k=1 sin
αk−αk−1
2 + cos
αN−1
2
, where α0 ≡ 0,
(95)
and a joint POVM satisfying this constraint is
Gs(±1, . . . ,±1︸ ︷︷ ︸
p ‘±1’s
,∓1, . . . ,∓1︸ ︷︷ ︸
N−p ‘∓1’s
)
=
1
2
η sin
αp − αp−1
2
(
I ± ~tp · ~σ
)
, where
~tp =
(
sin
αp + αp−1
2
,− cos αp + αp−1
2
, 0
)
, 1 ≤ p < N,
and
Gs(±1, . . . . . . . . . . . . . . .± 1)
=
1
2
(
1− η
N−1∑
p=1
sin
αp − αp−1
2
)
I ± 1
2
η cos
αN−1
2
~s · ~σ,
where ~s =
(
cos
αN−1
2
, sin
αN−1
2
, 0
)
, (96)
setting all other effects of Gs to 0.
Proof. We will prove this by construction of a joint
POVM for s using basic geometric insights gained in the
previous subsection. Without loss of generality, we can
choose that all of the Bloch vectors are in the upper half
plane. With this convention, αk−1 is the angle between
~nk and the x-axis i.e.,
~nk = (cosαk−1, sinαk−1, 0). (97)
Let us return to Eq. (79). We have previously mentioned
(between Eqs. (78b) and (79)) that:
• the quantity (kp+1 − kp)pi
N
is the angle between two
successive Bloch vectors, ~nkp and ~nkp+1 , from the
M -element set of POVMs {Ek1 , Ek2 , . . . , EkM }.
• ~t(kp, kp+1) is the unit vector that is orthogonal to
the line that bisects the angle between ~nkp and
~nkp+1 and makes an acute angle with respect to
~nkp ;
• ~s(kM ) is a unit vector that bisects the angle be-
tween ~n1 and ~nkM and is oriented towards the up-
per half plane.
This suggests searching for a joint POVM for s of the
following form given in Eq. (96) (cf. Eq. (84)), setting
all other effects of Gs to 0. The positivity constraint on
the effects implies that each Gs(~x) is a valid effect for
(cf. Eq. (83))
1− η
N−1∑
p=1
sin
αp − αp−1
2
≥ η cos αN−1
2
=⇒ η ≤ 1∑N−1
k=1 sin
αp−αp−1
2 + cos
αN−1
2
. (98)
Now we have to show that the marginalization is correct:
yk=±1∑
~y∈{±}N
Gs(~y) =
1
2
(I ± η~nk · ~σ) = Ek(±1). (99)
We show in detail that this is indeed the case in Ap-
pendix A, Lemma 7 which completes this proof.
The sufficient condition given by this theorem is known to
be necessary as well for N = 2 and N = 3 (cf. Corollary
1 and Corollary 4), as well as for arbitrary N planar
symmetric POVMs (cf. Theorem 5). Therefore, we make
the following conjecture:
Conjecture 2. The sufficient condition for joint mea-
surability of coplanar unbiased binary qubit POVMs with
same purity given by Theorem 7 is also necessary.
The truth of this conjecture would imply the truth of
Conjecture 1.
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FIG. 15. An example with 5 POVMs
Notice that we can rewrite:
sin
αp − αp−1
2
~tp =
1
2
(~np − ~np+1) (100)
cos
αN−1
2
~s =
1
2
(~n1 + ~nN ), (101)
which suggest further generalizations of the result given
by Theorem 7. We pursue this suggestion below for the
case of N , possibly biased, binary qubit POVMs.
Theorem 8. Let s = {E1, . . . , EN} be the set of some
binary qubit POVMs (possibly biased) specified with
Ek(±1) = 1
2
(
(1± bk)I ± ~ak · ~σ
)
. (102)
The set s is compatible if
|| ~a1 +~aN ||+
N−1∑
p=1
||~ap−~ap+1|| ≤ 2(1−max{|bk|}). (103)
Adopting the convention that the outcomes of Ek are la-
belled such that positive bias is associated with the out-
come ‘+1’, i.e. all bk ≥ 0, and that the POVMs them-
selves are labelled by non-decreasing bias (bk ≥ bp for
k > p), a joint POVM that satisfies the given joint mea-
surability condition on s is given by
Gs(+1, . . . ,+1︸ ︷︷ ︸
p ‘+1’s
,−1, . . . ,−1︸ ︷︷ ︸
N−p ‘−1’s
) = αp + ~Tp · ~σ, (104a)
Gs(−1, . . . ,−1︸ ︷︷ ︸
p ‘−1’s
,+1, . . . ,+1︸ ︷︷ ︸
N−p ‘+1’s
) = γp − ~Tp · ~σ, (104b)
Gs(+1, . . . . . . . . . . . . . . .+ 1) = β + ~S · ~σ, (104c)
Gs(−1, . . . . . . . . . . . . . . .− 1) = δ − ~S · ~σ, (104d)
where
~Tp =
1
4
(~ap − ~ap+1) , 1 ≤ p < N (105a)
~S =
1
4
(~a1 + ~aN ) , (105b)
αp =
∣∣∣∣∣∣~Tp∣∣∣∣∣∣ , γp = ∣∣∣∣∣∣~Tp∣∣∣∣∣∣+ bp+1 − bp
2
, (105c)
β =
1
2
(1 + b1)−
N−1∑
p=1
∣∣∣∣∣∣~Tp∣∣∣∣∣∣ , (105d)
δ =
1
2
(1− bN )−
N−1∑
p=1
∣∣∣∣∣∣~Tp∣∣∣∣∣∣ , (105e)
with all other effects of Gs set to 0.
Proof. We will prove this by construction. Consider the
candidate for a joint POVM of s given in the form as in
Eq. (104) with other effects of Gs set to 0. Positivity of
Gs requires∣∣∣∣∣∣~Tp∣∣∣∣∣∣ ≤ αp, ∣∣∣∣∣∣~Tp∣∣∣∣∣∣ ≤ γp, ∣∣∣∣∣∣~S∣∣∣∣∣∣ ≤ β, ∣∣∣∣∣∣~S∣∣∣∣∣∣ ≤ δ.
(106)
As for the marginalization, it is easy to see that the ge-
ometric part of the joint POVM marginalizes correctly:
± ~S ±
N−1∑
p=k
~Tk ∓
k−1∑
p=1
~Tk
= ±1
4
~a1 + ~aN + N−1∑
p=k
(~ap − ~ap+1) +
k−1∑
p=1
(~ap+1 − ~ap)

= ±1
2
~ak. (107)
Requiring the correct marginalization of the remaining
part of Gs, we get
k−1∑
p=1
γp +
N−1∑
p=k
αp + β =
1
2
(1 + bk),
k−1∑
p=1
αp +
N−1∑
p=k
γp + δ =
1
2
(1− bk). (108)
From Eqs. (106) and (108) we get∣∣∣∣∣∣~S∣∣∣∣∣∣+ N−1∑
p=1
∣∣∣∣∣∣~Tp∣∣∣∣∣∣ ≤ 1
2
(1−max{|bk|}). (109)
Substituting the expressions for ~S and ~Tp we get
||~a1 + ~aN ||+
N−1∑
p=1
||~ap − ~ap+1|| ≤ 2(1−max{|bk|}). (110)
If we label {Ep}Np=1 such that bp increases with p and fur-
ther label outcomes such that bp is positive, we see that
the choice for αp, γp, β, and δ given in Eqs. (105c)-(105e)
is valid given positivity and marginalization constraints.
Thus, we have constructed a joint POVM for s.
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The sufficient condition derived here is known to be
necessary in the case of N = 2 unbiased POVMs (cf.
Theorem 2) and in the case of N = 3 coplanar unbiased
POVMs if ~a2 is not a convex combination of ~a1 and ~a3 (cf.
Corollary 3). Motivated by this, we make the following
conjecture:
Conjecture 3. The sufficient condition given in Theo-
rem 8 is also necessary in the case of unbiased coplanar
POVMs where 1) the Bloch vectors ~ak, in order from
k = 1 to k = N , lie on the lines that make the total an-
gular span less than pi (as in Fig. 14), 2) the outcomes
are labelled such that they all point towards the upper half
of the plane, and 3) none of the Bloch vectors is a convex
combination of any other pair of Bloch vectors.
The truth of Conjecture 3 would imply the truth of
Conjecture 2 and, hence, the truth of Conjecture 1.
V. MISCELLANEOUS JOINT
MEASURABILITY STRUCTURES ON A QUBIT
In this section we give explicit construction of the joint
measurability structures realizable on a qubit, many of
which are not realizable with PVMs on any quantum
system, using previous results.
A. Progression from N-Cycle to N-Specker
scenarios
We start with planar symmetric POVMs Ek(xk) =
1
2
(
I + ηxk~nk · ~σ
)
(cf. Definition 6): We will examine
how the joint measurability structure changes when we
change η for sets of planar symmetric POVMs, up to
N = 6. All sets geometrically equivalent (cf. Definition
8) to {Ek1 , Ek2 , . . . , EkM } belong to a class denoted by
[Ek1 , Ek2 , . . . , EkM ].
1. N = 4 planar symmetric POVMs
Example 8. According to Proposition 5, we have a 4-
Cycle scenario (Fig. 8) if and only if η ∈
(√
2
2 ,
√
2−√2
]
.
FIG. 16. 4-cycle scenario
Example 9. Using Corollary 1, [E1, E3] is compatible
when and only when
η ≤ 1
sin pi4 + cos
pi
4
=
√
2
2
≈ 0.70711.
On the other hand [E1, E2, E3] is incompatible, by Corol-
lary 4, if and only if
η >
1
cos pi4 + sin
pi
8 + sin
pi
8
=
√
2
1 +
√
2(2−√2)
≈ 0.67913.
So, if and only if η ∈
( √
2
1+
√
2(2−√2)
,
√
2
2
]
, we have the
joint measurability structure
{{E1, E2}, {E1, E3}, {E2, E3}, {E2, E4}, {E1, E4}, {E2, E4}},
where every pair of POVMs is jointly measurable (but
no larger sets are), illustrated in Figure 17. The joint
measurability structure is a complete graph with four
vertices.
FIG. 17. The complete graph joint measurability structure of
N = 4 planar symmetric POVMs such that every pair (and
no other subset) is jointly measurable.
Example 10. Using Theorem 5, we know that the set
of four POVMs is incompatible if and only if
η >
1
4 sin pi8
=
1
2
√
1 +
√
2
2
≈ 0.65328, (111)
while [E1, E2, E3] is compatible if and only if (cf. Corol-
lary 4)
η ≤ 1
2 sin pi8 + cos
pi
4
=
√
2
1 +
√
2(2−√2)
≈ 0.67913,
meaning that we have a 4-Specker scenario (Figure 18) if
and only if η ∈
(
1
2
√
1 +
√
2
2 ,
√
2
1+
√
2(2−√2)
]
.
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FIG. 18. 4-Specker scenario.
2. N = 5 planar symmetric POVMs
Example 11. According to Proposition 5, we have
a 5-cycle scenario (Figure 19) if and only if η ∈(
1
2
(
3 +
√
5−
√
2(5 +
√
5)
)
, 4√
5−1+
√
2(5+
√
5)
]
.
FIG. 19. 5-cycle scenario.
Example 12. [E1, E3] is compatible if and only if
η ≤ 1
sin pi5 + cos
pi
5
=
1
2
(
3 +
√
5−
√
2(5 +
√
5)
)
≈ 0.71592,
while [E1, E2, E3] is incompatible if and only if
η >
1
2 sin pi10 + cos
pi
5
=
1
11
(1 + 3
√
5) ≈ 0.70075.
This means that if and only if η ∈(
1
11 (1 + 3
√
5), 12
(
3 +
√
5−
√
2(5 +
√
5)
)]
, we have the
following joint measurability structure where every pair
in the set of five POVMs is compatible but every other
subset is incompatible, i.e.,{
{E1, E2}, {E1, E3}, {E1, E4}, {E1, E5}, {E2, E3},
{E2, E4}, {E2, E5}, {E3, E4}, {E3, E5}, {E4, E5}
}
.
This joint measurability structure therefore corresponds
to a complete graph with five vertices (Figure 20).
FIG. 20. Joint measurability structure represented by a com-
plete graph with five vertices.
Example 13. By Corollary 4, [E1, E2, E3] is compatible
if and only if
η ≤ 1
2 sin pi10 + cos
pi
5
=
1
11
(1 + 3
√
5) ≈ 0.70075, (112)
while [E1, E2, E4] is incompatible by the same corollary
if and only if
η >
1
sin pi10 + sin
pi
5 + cos
3pi
10
=
4√
5− 1 + 2
√
10− 2√5
≈ 0.67359. (113)
So, if and only if
η ∈
(
4√
5− 1 + 2
√
10− 2√5
,
1
11
(1 + 3
√
5)
]
,
we have the joint measurability structure given by{
{1, 2, 3}, {2, 3, 4}, {3, 4, 5}, {4, 5, 1}, {5, 1, 2}
}
,
represented by Figure 21.
FIG. 21. Joint measurability structure {{1, 2, 3}, {2, 3, 4},
{3, 4, 5}, {4, 5, 1}, {5, 1, 2}} realized by five planar symmetric
POVMs.
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Example 14. 5-Specker scenario is realized for
η ∈
(
1
5
+
1√
5
,
4
3(
√
5− 1) +
√
10− 2√5
]
, according to
Corollary 8. Remember that this is only a sufficient con-
dition – the upper bound is only known to be sufficient
for 4-way compatibility (cf. Lemma 2 and Conjecture 1),
even though the lower bound is necessary and sufficient
for 5-way incompatibility (Theorem 5).
FIG. 22. 5-Specker scenario
3. N = 6 planar symmetric POVMs
Example 15. According to Proposition 5, a 6-cycle
scenario (Fig. 23) is realized if and only if η ∈(√
3− 1,
√
2
3
]
.
FIG. 23. 6-cycle scenario
Example 16. [E1, E2] and [E1, E3] are simultaneously
compatible if and only if
η ≤ 1
sin pi6 + cos
pi
6
=
√
3− 1 ≈ 0.73205, (114)
while [E1, E2, E3] is incompatible if and only if
η >
1
2 sin pi12 + cos
pi
6
=
2√
6 +
√
3−√2 ≈ 0.72272.
(115)
The joint measurability structure{
{1, 2}, {1, 3}, {2, 3}, {2, 4}, {3, 4}, {3, 5}, {4, 5}, {4, 6},
{5, 6}, {5, 1}, {6, 1}, {6, 2}
}
is then realized if and only if η ∈
(
2√
6+
√
3−√2 ,
√
3− 1
]
.
FIG. 24. Joint measurability structure
{
{1, 2}, {1, 3}, {2, 3},
{2, 4}, {3, 4}, {3, 5}, {4, 5}, {4, 6}, {5, 6}, {5, 1}, {6, 1}, {6, 2}
}
.
Example 17. [E1, E2, E3] is compatible if and only if
η ≤ 1
2 sin pi12 + cos
pi
6
=
2√
6 +
√
3−√2 ≈ 0.72272,
(116)
while [E1, E4] is incompatible if and only if
η >
1
sin pi4 + cos
pi
4
=
√
2
2
≈ 0.70711. (117)
This means that the compatibility structure{
{1, 2, 3}, {2, 3, 4}, {3, 4, 5}, {4, 5, 6}, {5, 6, 1}, {6, 1, 2}
}
is realized if and only if η ∈
(√
2
2 ,
2√
6+
√
3−√2
]
.
FIG. 25. Joint measurability structure
{
{1, 2, 3}, {2, 3, 4},
{3, 4, 5}, {4, 5, 6}, {5, 6, 1}, {6, 1, 2}
}
.
Example 18. [E1, E2, E3] and [E1, E4] are compatible
if and only if
η ≤ 1
sin pi4 + cos
pi
4
=
√
2
2
≈ 0.70711, (118)
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while [E1, E2, E4] is incompatible if and only if
η >
1
sin pi12 + sin
pi
6 + cos
pi
4
=
4
2 +
√
2 +
√
6
≈ 0.68236,
(119)
so the joint measurability structure{
{1, 2, 3}, {2, 3, 4}, {3, 4, 5}, {4, 5, 6}, {5, 6, 1}, {6, 1, 2},
{1, 4}, {2, 5}, {3, 6}
}
(120)
is realized for and only for η ∈
(
4
2+
√
2+
√
6
,
√
2
2
]
.
FIG. 26. Joint measurability structure {{1, 2, 3},
{2, 3, 4}, {3, 4, 5}, {4, 5, 6}, {5, 6, 1}, {6, 1, 2}, {1, 4}, {2, 5}, {3, 6}}.
Example 19. According to Corollary 8, 6-Specker
scenario is realized for η ∈
(√
2+
√
3
3 ,
2
1−2√2+2√6
]
≈
(0.64396, 0.65135]. Again, the upper bound has to be
respected while it is only enough to respect the lower
bound so this is only a sufficient condition.
FIG. 27. 6-Specker scenario hypergraph.
We could continue enumerating examples for N =
7, 8, . . .. By continuously decreasing η (i.e., by mak-
ing the measurements more noisy) from 1 to 0, we go
from N incompatible POVMs to N compatible ones,
passing through various joint measurability structures
in between. In a sense, we get more and more com-
patibility as we add noise. For N = 4, we know
the exact compatibility structure for each η ∈ [0, 1],
which we can verify passing through examples for 4
POVMs in the next subsection. This follows from
the fact that Conjecture 1 holds for N = 4. How-
ever, passing through the examples for N = 5, we see
that we cannot infer the exact compatibility relation for(
4
3(
√
5− 1) +
√
10− 2√5
,
4√
5− 1 + 2
√
10− 2√5
]
≈
(0.66014, 0.673588] (cf. Examples 13 and 14). Its hyper-
graph is somewhere “in between” Figs. 21 and 22, and
is just a (5, 3)-compatibility hypergraph at least for η in
some subset of the range (0.66014, 0.673588]. Namely,
the presented upper bound is both necessary and suffi-
cient for 3-way joint measurability since then and only
then both [E1, E2, E3] and [E1, E2, E4] are compatible at
the same time. However, the lower bound is not sufficient
(but only necessary) to ensure 4-way incompatibility. In
other words, we don’t know if and when (i.e., at which
value of η), as we add noise (i.e. decrease η from the
upper towards the lower bound), the joint measurabil-
ity structure changes from a (5, 3)-compatible scenario
to a 5-Specker scenario. A similar situation arises for
N = 6, 7, 8, . . . and so on. If the conjectured necessity
of Eq. (89) (i.e., Conjecture 1) holds, then we can fill in
all of these gaps in understanding the joint measurability
structure for arbitrary N .
B. All joint measurability structures with 4
vertices are realizable with binary qubit POVMs
We first enumerate by hand all unlabeled hypergraphs
(representing all conceivable joint measurability struc-
tures) that can be realized with 4 vertices. There are
exactly 20 of them and they are given in Figure 28. In
every case, with the exception of number 6, it will be
possible to realize the desired joint measurability struc-
ture as a sub-structure of some larger joint measurability
structure realized by N ≥ 4 planar symmetric POVMs.
We discuss each joint measurability structure of Figure
28 in turn:
1. This is a set of 4 incompatible POVMs. We can
realize it with 4 planar symmetric POVMs with
sharpness
η >
1
4 sin pi8
≈ 0.65328. (121)
2. Consider N = 7 planar symmetric POVMs. They
comprise a 7-cycle for
η ∈
(
1
sin pi7 + cos
pi
7
,
1
sin pi14 + cos
pi
14
]
≈ (0.74915, 0.83510] . (122)
Therefore, [E1, E2] is compatible, while [E1, E3]
and [E1, E4] are incompatible. Therefore, the de-
sired hypergraph is realized for η in the given in-
terval on the subset {E1, E2, E4, E6}.
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FIG. 28. All possible unlabelled hypergraphs on 4 vertices.
3. Consider N = 6 planar symmetric POVMs. They
constitute a 6-cycle for
η ∈
(
1
sin pi12 + cos
pi
12
,
1
sin pi6 + cos
pi
6
]
≈ (0.73206, 0.81649]. (123)
Since [E1, E2] is compatible and [E1, E4] is in-
compatible the desired hybergraph is realized on
{E1, E2, E4, E5} for η in the given range.
4. Consider N = 6 planar symmetric POVMs that
constitute a 6-cycle like in the previous example
but now take the following POVMs to realize the
desired hypergraph {E1, E2, E3, E5}.
5. Consider N = 5 planar symmetric POVMs. They
make a 5-cycle for
η ∈
(
1
sin pi5 + cos
pi
5
,
1
sin pi10 + cos
pi
10
]
≈ (0.71593, 0.79360]. (124)
It is easy to see that the desired hypergraph is re-
alized on {E1, E2, E3, E4} for η in the given range.
6. It turns out that this hypergraph cannot be realized
with coplanar qubit POVMs with the same purity.
We study it more thoroughly in the next section,
where we explicitly prove this claim (see Lemma 3)
but we also show that it can still be realized with
unbiased binary qubit POVMs (see Examples 20
and 21).
7. Consider N = 8 planar symmetric POVMs.
[E1, E2] and [E1, E3] are both compatible for
η ≤ 1
sin pi8 + cos
pi
8
= 0.76536, (125)
while [E1, E2, E3] and [E1, E6], [E2, E6] are incom-
patible for
η >
1
2 sin pi16 + cos
pi
8
= 0.76100. (126)
28
Therefore, for
η ∈
(
1
2 sin pi16 + cos
pi
8 ,
1
sin pi8+cos
pi
8
]
≈ (0.76100, 0.76536], (127)
we have realized the desired hypergraph on
{E1, E2, E3, E6}
8. This is a 4-cycle scenario and it is already described
in the previous section how it can be realized with
N = 4 planar symmetric POVMs.
9. Consider N = 7 planar symmetric POVMs.
[E1, E2], and [E1, E3] are compatible for
η ≤ 1
sin pi7 + cos
pi
7
= 0.74914, (128)
while [E1, E2, E3] and [E1, E4] are incompatible for
η >
1
2 sin pi14 + cos
pi
7
= 0.74294. (129)
So for
η ∈
(
1
2 sin pi14 , cos
pi
7
,
1
sin pi7 + cos
pi
7
]
≈ (0.74294, 0.74914] (130)
we have realized the desired hypergraph on
{E1, E2, E3, E6}.
10. Take N = 6 planar symmetric POVMs. [E1, E2]
and [E1, E3] are both compatible for
η ≤ 1
sin pi6 + cos
pi
6
= 0.73205. (131)
On the other hand [E1, E2, E3] and [E1, E4] are in-
compatible for
η > 0.72272. (132)
This means that for
η ∈
(
1
2 sin pi12 + cos
pi
6
,
1
sin pi6 + cos
pi
6
]
≈ (0.72272, 0.73205] (133)
the desired hypergraph is realized on
{E1, E2, E3, E5}.
11. This is a complete graph for N = 4 and we have
already shown its realizability with qubit POVMs
in the previous section.
12. Consider N = 8 planar symmetric POVMs.
[E1, E2, E3] is compatible for
η ≤ 1
2 sin pi16 + cos
pi
8
= 0.76100, (134)
while [E1, E4] is incompatible for
η >
1
sin 3pi16 + cos
3pi
16
= 0.72096. (135)
Therefore, we have realized the desired hypergraph
on {E1, E2, E3, E6} for
η ∈
(
1
sin 3pi16 + cos
3pi
16
,
1
2 sin pi16 + cos
pi
8
]
≈ (0.72096, 0.76100]. (136)
13. Consider N = 7 planar symmetric POVMs.
[E1, E2, E3] is compatible for
η ≤ 1
2 sin pi14 + cos
pi
7
= 0.74293, (137)
while [E1, E4] is incompatible for
η >
1
sin 3pi14 + cos
3pi
14
= 0.71159. (138)
So for
η ∈
(
1
sin 3pi14 + cos
3pi
14
,
1
2 sin pi14 + cos
pi
7
]
≈ (0.71159, 0.74293], (139)
we have realized the desired hypergraph on
{E1, E2, E3, E6}.
14. Consider N = 6 planar symmetric POVMs.
[E1, E2, E3] is compatible for
η ≤ 1
2 sin pi12 + cos
pi
6
= 0.72271, (140)
while [E1, E4] and [E1, E3, E5] are incompatible for
η >
1
sin 3pi12 + cos
3pi
12
= 0.70711. (141)
Therefore, we have realized the desired hypergraph
for
η ∈
(
1
sin 3pi12 + cos
3pi
12
,
1
2 sin pi12 + cos
pi
6
]
≈ (0.70711, 0.72271], (142)
on {E1, E2, E3, E5}.
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15. Consider N = 6 planar symmetric POVMs.
[E1, E2, E3], and [E1, E4] are both compatible for
η ≤ 1
sin 3pi12 + cos
3pi
12
= 0.70710, (143)
while [E1, E2, E4] and [E1, E3, E5] are both incom-
patible for
η >
1
sin pi12 + sin
pi
6 + cos
3pi
12
= 0.68217. (144)
Therefore, we have realized the desired hypergraph
on {E1, E2, E3, E5} for
η ∈
(
1
sin pi12 + sin
pi
6 + cos
3pi
12
,
1
sin 3pi12 + cos
3pi
12
]
≈ (0.68217, 0.70710]. (145)
16. Consider N = 6 planar symmetric POVMs with
η same as for the hypergraph 14, but now take
{E1, E2, E3, E4} to realize the desired hypergraph.
17. Consider N = 5 planar symmetric POVMs.
[E1, E2, E3] is compatible for
η ≤ 1
2 sin pi10 + cos
pi
5
= 0.70074, (146)
while [E1, E3, E4] in incompatible for
η >
1
sin pi5 + sin
pi
10 + cos
3pi
5
= 0.67359. (147)
Therefore, taking
η ∈
(
1
sin pi5 + sin
pi
10 + cos
3pi
5
,
1
2 sin pi10 + cos
pi
5
]
≈ (0.67359, 0.70074], (148)
we have realized the desired hypergraph on
{E1, E2, E3, E4}.
18. Consider N = 7 planar symmetric POVMs.
[E1, E2, E3] and [E1, E2, E4] are both compatible
for
η ≤ 1
sin pi12 + sin
pi
6 + cos
3pi
12
= 0.68216, (149)
while [E1, E3, E5] is incompatible for
η >
1
2 sin pi5 + cos
2pi
5
= 0.67359. (150)
Therefore, for
η ∈
(
1
2 sin pi5 + cos
2pi
5
,
1
sin pi12 + sin
pi
6 + cos
3pi
12
]
≈ (0.67359, 0.68216], (151)
we have realized the desired hypergraph on
{E1, E2, E3, E5}.
19. This hypergraph represents a 4-Specker scenario
that was already realized in the previous section.
20. This is the hypergraph of 4 compatible POVMs.
We can just take 4 compatible planar symmetric
POVMs.
C. Limitations of hypergraph relizability with
coplanar unbiased POVMs with the same purity
Lemma 3. Not all joint measurability structures can be
realized with unbiased binary coplanar qubit POVMs with
the same purity.
Proof. We provide an example of a joint measurability
structure that does not admit such a realization. The
hypergraph for this example is shown in Fig. 29). This
hypergraph is the same as the one in Fig. 28 labelled by
number 6.
FIG. 29. Hypergraph representation of (in)compatibility
structure {{E1, E2}, {E1, E3}, {E1, E4}}.
Suppose that this hypergraph can be realized with bi-
nary, unbiased, planar qubit POVMs with the same pu-
rity denoted by {E1, E2, E3, E4}. Without loss of gener-
ality, we can take the directions of their Bloch vectors as
in Fig. 30, i.e., that they are of the form
Ek(xk) =
1
2
(I + xkη~nk · ~σ) . (152)
FIG. 30. Situation of Bloch vectors.
In this case we have that
0 < α < β < γ < pi. (153)
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According to Corollary 1, the prescribed pairwise joint
measurability relations require that following inequalities
hold:
η ≤ 1
cos α2 + sin
α
2
,
η ≤ 1
cos β2 + sin
β
2
,
η ≤ 1
cos γ2 + sin
γ
2
, (154)
as well as
η >
1
cos β−α2 + sin
β−α
2
,
η >
1
cos γ−α2 + sin
γ−α
2
,
η >
1
cos γ−β2 + sin
γ−β
2
(155)
Using first inequalities from both Eqs. (154) and (155),
we get
cos
β − α
2
+ sin
β − α
2
> cos
α
2
+ sin
α
2
(156)
Rearranging terms in this new inequality we find
cos
β − α
2
− cos α
2
> sin
α
2
− sin β − α
2
. (157)
Applying sum to product rules this becomes
sin
β
4
sin
2α− β
4
> sin
2α− β
4
cos
β
4
. (158)
Inequality (158) branches into two cases:
tan
β
4
> 1 for 2α > β, or (159)
tan
β
4
< 1 for 2α < β, (160)
which reduces to
β >pi for 2α > β, or (161)
β <pi for 2α < β. (162)
We take only the possibility that is consistent with the
constraint from Eq. (153) (in particular, β < pi). Hence,
we consider the case 2α < β. In the similar succession
of steps combining the second relation in Eq. (155) with
the first one in Eq. (154) as well as by combining the
third relation from Eq. (155) with the second one from
Eq. (154) we obtain 2α < γ and 2β < γ. In total, we
obtain that the following constraints must hold:
2α < γ, 2β < γ, 2α < β. (163)
Now if we combine the second relation from Eq. (155)
with the third one from Eq. (154) we will get
cos
γ − α
2
+ sin
γ − α
2
> cos
γ
2
+ sin
γ
2
. (164)
Rearranging this becomes:
cos
γ − α
2
− cos γ
2
> sin
γ
2
− sin γ − α
2
. (165)
Applying sum to product rules we get
sin
2γ − α
4
sin
α
4
> sin
α
4
cos
2γ − α
4
. (166)
Using Eq. 153 i.e. that α ∈ (0, pi) we can cancel the factor
of sin α4 knowing that it is positive so we further obtain
tan
2γ − α
4
> 1⇒ 2γ − α > pi. (167)
Combining the first relation from Eq. 155 with the sec-
ond one from Eq. 154 and as well as the third relations
from both of them, we obtain in a similar succession of
steps 2β − α > pi and 2γ − β > pi. In total this yields
2γ − α > pi, 2β − α > pi, 2γ − β > pi. (168)
Now using the second relations in both Eqs. (163) and
(168) we will obtain
γ − α > pi =⇒ γ > pi (169)
which is in contradiction with the constraint given
by Eq. (153). This means that the system of con-
straints listed in Eqs. (153), (154) and (155) is incon-
sistent. Hence, the proposed joint measurability struc-
ture (Fig. 29) cannot be realized with unbiased binary
coplanar qubit POVMs with the same purity.
However, the hypergraph in Fig. 29 can be realized
with binary qubit POVMs if we relax some of the con-
straints. We provide two examples with two distinct ways
of achieving this: in one of them we give up on the same
purity for the POVMs and in the other one we allow one
of them to not be coplanar with the others.
Example 20 (Giving up on the same purity). In this
example we stay in an equatorial plane of the Bloch ball
but we let the POVMs differ in their purity. Here it
is enough to choose three POVMs, say E1, E2 and E3
to have same purity η such that the sets {E1, E2} and
{E1, E3} are compatible but that the set {E2, E3} is in-
compatible, and to assign some other purity µ to E4. The
strategy is then to arrange the Bloch vectors of E1, E2
and E3 (using Corollary 1) such that (in)compatibility
relations prescribed in Fig. 29 hold. We can then choose
E4 to be a measurement in the same direction as E1 such
that it’s a projective measurement (setting µ = 1). This
choice ensures that E4 is incompatible with E2 and E3
but compatible with E1, which is what we wanted. One
of many possible choices is Ek(±1) = 12 (I±~ak ·~σ), where
||~a1,2,3|| = η =
√
2
3 and ||~a4|| = µ = 1 with the Bloch
vectors arranged as in Fig. 31.
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FIG. 31. Bloch vectors ~ak corresponding to POVMs Ek.
FIG. 32. Directions of Bloch vectors ~nk corresponding to
POVMs Ek that are used in this example.
Example 21 (Allowing non-coplanar POVMs). Here we
keep the same purity η of four POVMs {E1, E2, E3, E4}
but allow for non-coplanar directions. The strategy is to
put the Bloch vectors of E2 and E3 symmetrically in the
equatorial XY plane with respect to the Bloch vector of
E1 such that they make an angle α <
pi
4 with it. Then
we put the Bloch vector of E4 in XZ plane such that it
makes the same angle α with the direction of the Bloch
vector of E1 (see Fig. 32). The Bloch vector of E4 then
makes an angle φ with the Bloch vectors of E2 and E3
which satisfies α < φ < 2α. Therefore, the range for φ
is a subset of
(
0, pi2
)
. Now we search for η such that the
prescribed joint measurability relations in Fig. 29 are
satisfied. According to Corollary 1, we must have
η ≤ 1
sin α2 + cos
α
2
, (170)
to have pairwise compatibility of E1 with each of E2, E3
and E4, while at the same time we must demand
η >
1
sin φ2 + cos
φ
2
, (171)
η >
1
sin 2α2 +
2α
2
, (172)
to exclude other possible pairwise compatibility relations
in {E1, E2, E3, E4}. Because φ < 2α < pi2 , and from the
property that the function
f(x) =
1
cos x2 + sin
x
2
. (173)
is decreasing for x ∈ (0, pi/2] (see the graph of this func-
tion in Fig 13), Eq. (172) is automatically satisfied when
Eq. (171) is satisfied. Also from this decreasing property
and the fact that φ > α we find that Eqs. (170) and (171)
leave an open gap for the purity, namely,
η ∈
(
1
cos φ2 + sin
φ
2
,
1
cos α2 + sin
α
2
]
, (174)
such that the joint measurability structure from Fig. 29
is realized.
VI. DISCUSSION AND OUTLOOK
In the preceding sections, we have done a fairly exhaus-
tive study of joint measurability structures realizable on
a qubit. One of our key motivations was to answer the
following question: Is it possible to realize every conceiv-
able joint measurability structure with qubit POVMs?
While we haven’t settled this question, the realizability
of countably infinite sets of joint measurability structures
(e.g., N -Specker and N -cycle scenarios for all N) makes
us conjecture that this is the case:
Conjecture 4. All joint measurability structures are re-
alizable with qubit POVMs.
As we have already noted, our construction of N -
Specker scenarios for all N on a qubit also renders
the recipe for constructing arbitrary joint measurability
structures in Ref. [9] maximally efficient in terms of the
dimensions required.
Critical to the constructions in this paper is the
method of marginal surgery that lets us use a joint
POVM for some given set of compatible POVMs to then
construct non-trivial joint measurability structures. We
did this by focussing, in particular, on the family of pla-
nar symmetric POVMs that were previously studied in
Ref. [11]. We suspect that clever use of this method,
coupled with some new results on joint measurability of
interesting families of POVMs, could potentially be the
key to demonstrating the realizability of arbitrary joint
measurability structures with qubit POVMs. Marginal
surgery may also be useful in problems where one needs
to introduce incompatibility between specific subsets of
POVMs, given a compatible set of POVMs.
Before we speculate on possible applications and direc-
tions for future work, let us recall the key results of this
paper:
1. Introduction of the method of marginal surgery
(Section III).
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2. Qubit realizability of joint measurability structures
using marginal surgery: N -cycle and N -Specker
scenarios for all N (Section III A, Proposition 5
and Section III B, Corollary 8), N -complete sce-
narios up to N = 5 and miscellaneous other joint
measurability structures (Section V A).
3. A sufficent condition for the joint measurability of
coplanar, unbiased, binary qubit POVMs with the
same purity (Section IV, Theorem 7).
4. A sufficient condition for the joint measurability of
any set of binary qubit POVMs (Section IV, The-
orem 8).
5. Qubit realizability of arbitrary joint measurability
structures comprising 4 vertices (Section V B).
The open questions raised by this paper and directions
for future work include:
1. Conjectures 1, 2, and 3, where we have that the
truth of Conjecture 3 implies that Conjecture 2
holds, which in turn implies that Conjecture 1
holds. The importance of these conjectures lies in
the following observations: if Conjecture 1 holds,
then we can determine the exact joint measurability
structure exhibited by planar symmetric POVMs
for every value of η; if Conjecture 2 holds, then we
can determine the exact joint measurability struc-
ture exhibited by coplanar and unbiased binary
qubit POVMs with the same purity; lastly, if Con-
jecture 3 holds, then we can determine the exact
joint measurability structure for arbitrary sets of
coplanar and unbiased binary qubit POVMs.
2. Conjecture 4, namely, the realizability of arbitrary
joint measurability structures with qubit POVMs.
Potential counter-examples to this conjecture could
include, for example, a joint measurability struc-
ture with N vertices for some N > 4 such that
one vertex is compatible with each of the remain-
ing N −1 vertices but all the other pairs of vertices
are incompatible. This would be a generalization
of the joint measurability structure in Fig. 29. An-
other candidate counter-example is an N -complete
joint measurability structure for some N > 5.
3. The study of noise-robust contextuality for joint
measurability structures not covered by previous
work and implications of this for the project of
characterizing the set of quantum correlations from
principles [26, 28, 29, 35]. In particular, given a
joint measurability structure that is only realizable
with non-projective POVMs in quantum theory, is
there a meaningful distinction to be made between
quantum and post-quantum theories? How should
this distinction be made precise? An early hint that
this is indeed the case was provided by the work of
Ref. [26] and followed up in Ref. [29].
More broadly, the study of incompatibility as a re-
source for quantum information protocols has been a very
active area of research in recent years [14, 49, 50]. Investi-
gating the role that realizability of particular joint mea-
surability structures can play in quantum information
could lead to insights on previously under-appreciated
aspects of incompatibility as well as their relevance for
the foundations and applications of quantum theory. The
satisfaction of a particular joint measurability structure
by a set of POVMs is usually the first pre-requisite that
determines their potential relevance, for example, in gen-
erating correlations that can demonstrate nonclassicality,
whether in the case of Bell inequality violations [6, 51]
or of contextuality [25–27]. We hope that the results of
this paper and the questions they motivate will go a long
way towards elucidating the role of joint measurability
structures in quantum theory and beyond.
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Appendix A: Proofs of various identities
Lemma 4. Let ~e(~x) be the Bloch vectors described in
Theorem 5 and Remark 2. Then
x1,...,xk=+1∑
~x∈{±1}N
~e(~x) =

N+1
2∑
i=p+ 3−N2
(
cos (i−1)piN , sin
(i−1)pi
N , 0
)
for odd N,
N
2∑
i=p+1−N2
(
cos (2i−1)pi2N , sin
(2i−1)pi
2N , 0
)
for even N.
(A1)
Proof. We have to sum over all ~e(~x) such that ~x “starts”
with +1 in the first k slots. The boundaries for the sum-
mation index i are determined from the conditions
~n1 ·
(
cos
(i− 1)pi
N
, sin
(i− 1)pi
N
, 0
)
> 0, and
~nk ·
(
cos
(i− 1)pi
N
, sin
(i− 1)pi
N
, 0
)
> 0, for odd N ;
(A2a)
~n1 ·
(
cos
(2i− 1)pi
2N
, sin
(2i− 1)pi
2N
, 0
)
> 0, andnonumber
(A2b)
~nk ·
(
cos
(2i− 1)pi
2N
, sin
(2i− 1)pi
2N
, 0
)
> 0, for even N.
(A2c)
Then for odd N :
~n1 ·
(
cos
(i− 1)pi
N
, sin
(i− 1)pi
N
, 0
)
= cos
(i− 1)pi
N
> 0.
(A3)
This inequality gives
(i− 1)pi
N
∈
(
−pi
2
,
pi
2
)
=⇒ 1− N
2
< i < 1 +
N
2
=⇒ 3−N
2
≤ i ≤ 1 +N
2
. (A4)
Also,
~nk ·
(
cos
(i− 1)pi
N
, sin
(i− 1)pi
N
, 0
)
= cos
(k − 1)pi
N
cos
(i− 1)pi
N
+ sin
(k − 1)pi
N
sin
(i− 1)pi
N
= cos
(k − 1)pi − (i− 1)pi
N
= cos
(k − i)pi
N
> 0. (A5)
This inequality gives
(k − i)pi
N
∈
(
−pi
2
,
pi
2
)
=⇒ k − N
2
< i < k +
N
2
=⇒ k + 1−N
2
≤ i ≤ k + N − 1
2
=⇒ p+ 3−N
2
≤ i ≤ p+ N + 1
2
.
(A6)
Taking the intersection of Eqs. (A4) and (A6) we get
p+
3−N
2
≤ i ≤ N + 1
2
. (A7)
Now for even N :
~n1·
(
cos
(2i− 1)pi
2N
, sin
(2i− 1)pi
2N
, 0
)
= cos
(2i− 1)pi
2N
> 0,
(A8)
which in similar succession of steps as in (A4) gives
1− N
2
≤ i ≤ N
2
. (A9)
Also,
~nk ·
(
cos
(2i− 1)pi
2N
, sin
(2i− 1)pi
2N
, 0
)
= cos
(k − 1)pi
N
cos
(2i− 1)pi
2N
+ sin
(k − 1)pi
N
sin
(2i− 1)pi
2N
= cos
2(k − 1)pi − (2i− 1)pi
2N
= cos
2(k − i)− 1
2N
pi > 0.
(A10)
Again this will give
p+ 1− N
2
≤ i ≤ p+ N
2
. (A11)
The intersection of Eqs. (A9) and (A11) yields
p+ 1− N
2
≤ i ≤ N
2
. (A12)
The conditions from Eqs. (A7) and (A12) can be com-
bined into ⌈
p+ 1− N
2
⌉
≤ i ≤
⌊
N + 1
2
⌋
, (A13)
which completes the proof of Eq. (A1).
Lemma 5. The following three identities hold:
b∑
k=a
eikφ =
eiaφ − ei(b+1)φ
1− eiφ ,
b∑
k=a
sin(kφ) =
sin
(
1−a+b
2 φ
)
sin
(
a+b
2 φ
)
sin φ2
,
b∑
k=a
cos(kφ) =
sin
(
1−a+b
2 φ
)
cos
(
a+b
2 φ
)
sin φ2
. (A14)
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Proof. We will explicitly sum only the first equality and
then obtain the other two as its real and imaginary
part. Using the geometric series sum identity
∑n
k=0 q
k =
1−qn+1
1−q we get:
b∑
k=a
eikφ =
b∑
k=0
eikφ −
a−1∑
k=0
eikφ =
eiaφ − ei(b+1)φ
1− eiφ . (A15)
Now we find
b∑
k=a
sin(kφ) = Im
(
eiaφ − ei(b+1)φ
1− eiφ
)
= Im
(
eiaφ − ei(b+1)φ − ei(a−1)φ + eibφ
4 sin2 φ2
)
=
sin aφ+ sin bφ−
(
sin(a− 1)φ+ sin(b+ 1)φ
)
4 sin2 φ2
=
2 sin
(
a+b
2 φ
)
cos
(
a−b
2 φ
)− 2 sin (a+b2 φ) cos (a−b−22 φ)
4 sin2 φ2
=
sin
(
a+b
2 φ
) (
cos
(
a−b
2 φ
)− cos (a−b−22 φ))
2 sin2 φ2
=
sin
(
a+b
2 φ
)× 2 sin ( 1−a+b2 φ) sin φ2
2 sin2 φ2
=
sin
(
1−a+b
2 φ
)
sin
(
a+b
2 φ
)
sin φ2
, and (A16)
b∑
k=a
cos(kφ) = Re
(
eiaφ − ei(b+1)φ
1− eiφ
)
= . . . =
=
sin
(
1−a+b
2 φ
)
cos
(
a+b
2 φ
)
sin φ2
, (A17)
which completes the proof.
Corollary 9. The following identities hold:
N
2∑
i=p+1−N2
sin
(
2i− 1
2N
pi
)
=
sin ppiN
2 sin pi2N
,
N
2∑
i=p+1−N2
cos
(
2i− 1
2N
pi
)
=
cos2 ppi2N
sin pi2N
,
N+1
2∑
i=p+ 3−N2
sin
(
i− 1
N
pi
)
=
sin ppiN
2 sin pi2N
,
N+1
2∑
i=p+ 3−N2
cos
(
i− 1
N
pi
)
=
cos2 ppi2N
sin pi2N
. (A18)
Proof. We prove one of the identities using Lemma 5 and
the rest can be verified similarly:
N
2∑
i=p+1−N2
sin
(
2i− 1
2N
pi
)
=
N
2∑
i=p+1−N2
sin
(
i
pi
N
− pi
2N
)
=
N
2∑
i=p+1−N2
(
sin
(
i
pi
N
)
cos
pi
2N
− cos
(
i
pi
N
)
sin
( pi
2N
))
= cos
( pi
2N
) N2∑
i=p+1−N2
sin
(
i
pi
N
)
− sin
( pi
2N
) N2∑
i=p+1−N2
cos
(
i
pi
N
)
= cos
( pi
2N
) sin (N−p)pi2N sin (p+1)pi2N
sin pi2N
− sin
( pi
2N
) sin (N−p)pi2N cos (p+1)pi2N
sin pi2N
=
sin (N−p)pi2N
sin pi2N
(
sin
(p+ 1)pi
2N
cos
pi
2N
− cos (p+ 1)pi
2N
sin
pi
2N
)
=
sin
(
N−p
2
pi
N
)
sin pi2N
sin
ppi
2N
=
sin ppi2N cos
ppi
2N
sin pi2N
=
sin ppiN
2 sin pi2N
. (A19)
Lemma 6. We derive the bounds for index i.
Proof. Recalling that (cf. Theorem 5) the set
{
~e(~x)|~x ∈
{±1}N
}
is equal to{(
cos
(i− 1)pi
N
, sin
(i− 1)pi
N
, 0
)∣∣∣i = −N + 1, N}
for odd N and{(
cos
(2i− 1)pi
2N
, sin
(2i− 1)pi
2N
, 0
)∣∣∣i = −N + 1, N}
for even N we obtain the following conditions on index
i.
For odd N we have the following 4 inequalities:
~n1 ·
(
cos
(i− 1)pi
N
, sin
(i− 1)pi
N
, 0
)
> 0, (A20)
~nkp ·
(
cos
(i− 1)pi
N
, sin
(i− 1)pi
N
, 0
)
> 0, (A21)
~nkp+1 ·
(
cos
(i− 1)pi
N
, sin
(i− 1)pi
N
, 0
)
< 0, (A22)
~nN ·
(
cos
(i− 1)pi
N
, sin
(i− 1)pi
N
, 0
)
< 0. (A23)
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The first of them becomes
~n1 ·
(
cos
(i− 1)pi
N
, sin
(i− 1)pi
N
)
= cos
(i− 1)pi
N
> 0
(A24)
yielding
(i− 1)pi
N
∈
(
−pi
2
,
pi
2
)
⇒ 1− N
2
< i < 1 +
N
2
. (A25)
The second one becomes
~nkp ·
(
cos
(i− 1)pi
N
, sin
(i− 1)pi
N
)
= cos
kp − i
N
pi > 0,
(A26)
yielding
kp − i
N
pi ∈
(
−pi
2
,
pi
2
)
⇒ kp − N
2
< i < kp +
N
2
. (A27)
The intersection of (A25) and (A27) gives us
kp − N
2
< i <
N
2
+ 1. (A28)
The third inequality gives us
~nkp+1 ·
(
cos
(i− 1)pi
N
, sin
(i− 1)pi
N
)
= cos
kp+1 − i
N
pi < 0,
(A29)
yielding
|i− kp+1|
N
pi ∈
(
pi
2
,
3pi
2
)
, (A30)
so that
i− kp+1
N
pi ∈
(
−3pi
2
,−pi
2
)
or
i− kp+1
N
pi ∈
(
pi
2
,
3pi
2
)
.
(A31)
Thus, for i we have
kp+1 − 3N
2
< i < kp+1 − N
2
, or
kp+1 +
N
2
< i < kp+1 +
3N
2
. (A32)
Noting that −N + 1 ≤ i ≤ N and 1 ≤ kp+1 ≤ N , the
condition kp+1 − 3N2 < i < kp+1 − N2 covers the possible
values of i allowed in either situation, whether i < kp+1
or i > kp+1. Hence, we have
kp+1 − 3N
2
< i < kp+1 − N
2
. (A33)
Finally, similar to the previous case, the fourth inequal-
ity gives us
~nN ·
(
cos
(i− 1)pi
N
, sin
(i− 1)pi
N
)
= cos
(i−N)pi
N
< 0,
(A34)
yielding
i−N
N
pi ∈
(
−3pi
2
,−pi
2
)
, (A35)
so i has to satisfy
−N
2
< i <
N
2
. (A36)
Taking the intersection between (A33) and (A36) we ob-
tain
−N
2
< i < kp+1 − N
2
(A37)
Finally taking the intersection between (A28) and (A37)
we have
kp − N
2
< i < kp+1 − N
2
, (A38)
so that the bounds for summation over i are given by
kp − N − 1
2
≤ i ≤ kp+1 − N + 1
2
(A39)
for odd N .
For even N , the starting inequalities are
~n1 ·
(
cos
(2i− 1)pi
2N
, sin
(2i− 1)pi
2N
, 0
)
> 0,
~nkp ·
(
cos
(2i− 1)pi
2N
, sin
(2i− 1)pi
2N
, 0
)
> 0, (A40)
~nkp+1 ·
(
cos
(2i− 1)pi
2N
, sin
(2i− 1)pi
2N
, 0
)
< 0,
~nN ·
(
cos
(2i− 1)pi
2N
, sin
(2i− 1)pi
2N
, 0
)
< 0, (A41)
which, in a similar succession of steps as in the case of
odd N , gives us
kp − N
2
≤ i ≤ kp+1 − N + 2
2
. (A42)
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Lemma 7. We derive the marginalization identity (99) in the proof to Theorem 7.
Proof.
yk=±1∑
~y∈{±}N
Gs(~y) = Gs(±1, . . . , yk, . . . ,±1) +
yk=±1∑
k≤p<N
Gs(±1, . . . ,±1︸ ︷︷ ︸
p ‘±1’s
,∓1, . . . ,∓1︸ ︷︷ ︸
N−p ‘∓1’s
)
+
yk=±1∑
1≤p<k
Gs(∓1, . . . ,∓1︸ ︷︷ ︸
p ‘∓1’s
,±1, . . . ,±1︸ ︷︷ ︸
N−p ‘±1’s
)
=
1
2
(
1− η
N−1∑
p=1
sin
αp − αp−1
2
)
I +
1
2
η
N−1∑
p=k
sin
αp − αp−1
2
I +
1
2
η
k−1∑
p=1
sin
αp − αp−1
2
I
± 1
2
η cos
αN−1
2
~s · ~σ ± 1
2
η
N−1∑
p=k
sin
αp − αp−1
2
~tp · ~σ ∓ 1
2
η
k−1∑
p=1
sin
αp − αp−1
2
~tp · ~σ
=
1
2
I ± 1
2
η
cos αN−1
2
~s+
N−1∑
p=k
sin
αp − αp−1
2
~tp −
k−1∑
p=1
sin
αp − αp−1
2
~tp
 · ~σ = 1
2
I ± 1
2
η~gk · ~σ. (A43)
The geometric part becomes:
~gk = cos
αN−1
2
~n1 + ~nN
||~n1 + ~nN || +
N−1∑
p=k
sin
αp − αp−1
2
(~np+1 + ~np)× ~ez
||~np+1 + ~np|| −
k−1∑
p=1
sin
αp − αp−1
2
(~np+1 + ~np)× ~ez
||~np+1 + ~np||
= cos
αN−1
2
~n1 + ~nN
2 cos αN−12
+
N−1∑
p=k
sin
αp − αp−1
2
(~np+1 + ~np)× ~ez
2 cos
αp−αp−1
2
−
k−1∑
p=1
sin
αp − αp−1
2
(~np+1 + ~np)× ~ez
2 cos
αp−αp−1
2
=
1
2
(~n1 + ~nN ) +
1
2
N−1∑
p=k
tan
αp − αp−1
2
cot
αp − αp−1
2
(~np − ~np+1)− 1
2
k−1∑
p=1
tan
αp − αp−1
2
cot
αp − αp−1
2
(~np − ~np+1)
=
1
2
~n1 + ~nN − N−1∑
p=k
(~np+1 − ~np) +
k−1∑
p=1
(~np+1 − ~np)
 , (A44)
where ~ez = (0, 0, 1) and we have used the fact that
(~np+1 + ~np)× ~ez = cot αp − αp−1
2
(~np − ~np+1),
which can easily be derived by linear decomposition
(~np+1+~np)×~ez = a~np+b~np+1, and finding a and b. There
are three distinct cases: k = 1, k = N and 1 < k < N ,
but in all of them by trivial algebraic manipulations of
Eq. (A44) we obtain
~gk = ~nk (A45)
and this in combination with Eq. (A43) yields
yk=±1∑
~y∈{±}N
Gs(~y) =
1
2
(I ± η~nk · ~σ) = Ek(±1). (A46)
