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Abstract
In this paper we show that a best monotone -approximant g on the cube (−1, 1)n to a continuous and
bounded function f is a best monotone -approximant on the level surfaces of g with respect to certain n−1-
dimensional measure. This measure is mutually absolutely continuous with respect to the n−1-dimensional
Haussdorff measure.
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1. Introduction, notations and main theorems
In this paper we will consider the problem of best monotone -approximation in several
variables. We will generalize well known results of Marano and Quesada [4] about best -
approximants on the interval (−1, 1). We start describing these results. In the following theorem
 denotes a convex nonnegative function with (0) = 0 and  = 0. By L(−1, 1) we de-
note the Orlicz space induced by  on the set of all measurable functions deﬁned on (−1, 1). If
f ∈ L(−1, 1), by a monotone best -approximant to f we mean a nondecreasing function in
L(−1, 1) such that∫ 1
−1
(f − g) dx
∫ 1
−1
(f − h) dx,
for every nondecreasing function h ∈ L(−1, 1).
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Theorem 1.1. Let f be an arbitrary function in L(−1, 1). Then there exists an open set V ⊂
(−1, 1) such that a nondecreasing g ∈ L(−1, 1) is a best monotone -approximant to f iff the
following statements hold:
(1) g is a best monotone -approximant to f on each connected component of V. Moreover, the
function g is constant on each of these connected components;
(2) f = g, a.e. on (−1, 1)\V .
This theorem was proved in [4]. Recently, the theorem was generalized in [6] to best -
approximants by measurable functions with respect to a totally ordered -lattice.
Let us mention something else about the set F := (−1, 1)\V . We say that g is noncon-
stant at x ∈ (−1, 1) if there is no neighborhood N of x such that g is a constant function
on N. In [4] Marano y Quesada proved that if g is a best monotone -approximant to a con-
tinuous function f and g is nonconstant at x, then g(x) = f (x). We note that if g is non-
decreasing and nonconstant at x, then for some a ∈ R the point x is the left end point of
some of the intervals {g > a} or {ga}. In other words, F contains the set G of all points
belonging to the relative boundary of some set C which is in the class L(g),
where
L(g) := {{g > a} : a ∈ R} ∪ {{ga} : a ∈ R} ∪ {,∅}.
However, the set F may be larger than the set G, for example if we consider a constant function
f. A more precise description of the set F was given in [6]. In order to introduce this description
it is necessary to deﬁne some concepts.
Let  be an arbitrary set. A collection of subsets L of  is called a -lattice if ∅, ∈ L,
and L is closed by countable unions and countable intersections. The set L(g) is an example of
-lattice. A function g :  → R is called L-measurable iff {g > a} ∈ L for every a ∈ R. The
standard example of -lattice is the following. Let (, ) be a partially ordered set. We say that
a subset C ⊂  is a ﬁnal set if x ∈ C and xy imply y ∈ C. On the other hand, we say that
D ⊂  is an initial set if \D is a ﬁnal set. The collection of all ﬁnal(initial) sets is a -lattice.
If  ⊂ Rn, we can deﬁne a partial order on  by xy if every coordinate of x is less or equal to
the respective coordinate of y. By Ln() we denote the -lattice of all ﬁnal sets with respect to
this order. Thus, a function g is Ln()-measurable iff g is a monotone nondecreasing function.
We observe that if g is nondecreasing on  ⊂ Rn, then L(g) is a sub--lattice of the -lattice
Ln().
Returning to our previous question, it follows from the results in [6] that for every function
f in L(−1, 1) there exists a -lattice L1f ⊂ L1(−1, 1) such that for every best monotone -
approximant g to f we have L(g) ⊂ L1f and f (x) = g(x) for almost every point x belonging to
the union of all the relative boundaries of sets in L1f . Therefore, the set F in Theorem 1.1 is given
by
F :=
⋃
{C : C ∈ L1f }.
The question we ask is if it is possible to extend this result to functions f deﬁned in the n-cube
(−1, 1)n. In [5] it was shown that the analogous statement is not true in (−1, 1)n. Obviously, the
problem is that the boundary of a ﬁnal set in Rn, n > 1, has a more complicated geometry than
in R, where it is a single point.
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In this paper we will show that for n2, if  is smooth and f is continuous and bounded on
(−1, 1)n, g is a best monotone -approximant to f on the set C, for every C ∈ Lnf . Recall that
in [6] the class Lf was deﬁned in a very abstract framework. It is important to mention that
if n = 1, the previous statement implies f (x) = g(x) for the unique x ∈ C. In this type of
results we will need to use an appropriate n − 1-dimensional measure on C. We note that C
has Lebesgue n-dimensional measure equal to 0 and, in general, C is not smooth. In our case
we will consider a mutually absolutely continuous measure with respect to the n−1-dimensional
Haussdorff measure Hn−1 (see [2] for deﬁnitions).
In order to make these statements more precise we need some deﬁnitions.
In this paper we allow our function  to depend upon the point x ∈ . Henceforth, we assume
that  denotes a function with the following properties:
(P1)  : × R → R+, where  ⊂ Rn.
(P2) (x, a) = 0 iff a = 0.
(P3) (x, ·) is an even, nonnull and convex function.
(P4) Da is a continuous function on × R.
(P5) Da(·, a) ∈ L∞() for every a ∈ R.
(P6) (x, ·) satisﬁes a uniform 2 condition, i.e. there are positive constants M and A0 such that
for all x ∈  and |a|A0,
(x, 2a)M(x, a).
In Section 2 we will suppose  an arbitrary measurable space. There we will replace (P4) and
(P5) by
(P4′)  is measurable on × R.
Remark 1.1. The smoothness condition (P4) excludes the case of L1-approximation from our
consideration. On the other hand, our results apply to Lp, 1 < p < ∞, where they are new.
Let (,A, ) be a measurable space. We deﬁne the Musielak–Orlicz space L(, ) by
L(, ) :=
{
f : f is A-measurable and
∫

(x, f (x)) d < ∞
}
.
If (x, a) = |a|p, 1 < p < ∞, then the space L(, ) is the usual Lebesgue space Lp(, ).
Suppose that L ⊂ A is a -lattice. Let L(,L, ) = L(L) be the convex cone of all L-
measurable functions in L. As before, we say that g ∈ L(,L, ) is a best -approximant to
f ∈ L(, ) from L(L) iff∫

(x, f (x) − g(x)) d = min
h∈L(L)
∫

(x, f (x) − h(x)) d.
We denote by P(f,L, ) the set of all best -approximants to f from
L(,L, ). Existence of best -approximants has been proven in [3].
For A ⊂  ⊂ Rn, by int (A) we denote the relative interior of the set A with respect to .
Similarly, by cl(A) and Awedenote, respectively, the relative closure and relative boundary of
the set A with respect to . Throughout the paper (except in Section 2) we assume  = (−1, 1)n,
f ∈ C() ∩ L∞() and g a best monotone -approximant to f on the set .
74 F.D. Mazzone / Journal of Approximation Theory 146 (2007) 71–86
Fig. 1. Boundary of a ﬁnal set.
Theorem 1.2. Suppose C ∈ Lnf \{∅,}. Then g is constant on C and there exists a weight
function w such that g is a best monotone -approximant to f on the set C with respect to the
measure w(x)Hn−1 (in other words g ∈ P(f,Ln(C),w(x)Hn−1)). Moreover, w : C → R
satisﬁes n− 12 w(x)1, for Hn−1-a.e. x ∈ C.
Now we consider the set
V := \
⋃
{C : C ∈ Lnf }. (1)
For n = 1, this is the set considered in (1) of Theorem 1.1. We will prove the following theorem.
Theorem 1.3. The set V is open and, if we consider that B is a connected component of V, then
g is constant on B and g ∈ P(f,Ln(B), n), where n is the Lebesgue n-dimensional measure.
Let us mention some heuristic consequences of Theorem 1.2. In Fig. 1 we have drawn a ﬁnal
set C in (−1, 1)2. We have C = L1 ∪ L2, where L1 is a segment of line parallel to the y axes
and L2 is a segment of line which is not parallel to any axes. We note that if x is any point in the
open segment L2 then xy and xy for every point y ∈ C. Therefore, if h : C → R is a
monotone function on L1 then h is in fact monotone in the whole set C. This means that the
order does not impose restrictions on the “maximal subsets” of C which are “not parallel to
the coordinate axis”. Hence, if g is a best monotone -approximant to f on C then g should
be equal to f on the segment L2. Otherwise, we can redeﬁne g as f on L2. An a.e. version of this
fact was rigorously proven in [6, Corollary 6.4] for more general functions  and f and a more
general domain . In addition, we observe that if g is continuous and we take C = {g > a},
then the segment L2 in Fig. 1 is the set of all points in {g > a}, where g is not constant in
the positive directions of any axes. Hence, our Theorem will imply that f (x) = g(x), when g is
not constant at x with respect to the positive directions of the coordinate axis. On the other hand,
the values of g on L1 are independent with respect to the values of g on L2. Moreover, we can
see that the function w of Theorem 1.2 is constant on L1. Hence, g should be a best monotone
-approximant to f on L1 (where in L1 we consider the Lebesgue one-dimensional measure). In
short, we can say that if x ∈ C, then g should be a best monotone -approximant to f on the
“maximal subset” of C which contains x and which is parallel to some r-plane determined by
r canonical directions (we note that for x ∈ L2 this maximal subset is the set {x}). The previous
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considerations lead to our next theorem. First we will give a precise deﬁnition of what a “maximal
subset of C parallel to some r-plane determined by r canonical directions” means.
If M is a k-dimensional linear manifold, we denote by k = k,M the usual Lebesgue measure
on M, where 0 is the counting measure. Hence, k is deﬁned on each Lebesgue measurable
subset of M.
Given xy in Rn, we denote by [x, y] the interval {z : xzy}. We say that a set A ⊂ Rn
is order connected iff x, y ∈ A and xy imply [x, y] ⊂ A. If C ∈ Ln() then C is an order
connected set. This is a consequence of the identity C = cl(C) ∩ cl(\C) and of the fact
that clC and cl(\C) are, respectively, ﬁnal and initial sets. Let A be an order connected set
and let k ∈ {0, . . . , n − 1}. A subset K of an order connected set A is said to be a k-face of A iff:
(F1) there exists 1j1 < · · · < jn−kn and s ∈ R, s = 1, . . . , n − k, such that
K = {xj1 = 1, . . . , xjn−k = n−k} ∩ A;
(F2) k(K) > 0;
(F3) K is maximal, i.e. if K ′ satisﬁes (F1), with k < k′ and K ⊂ K ′, then k′(K ′) = 0.
Given a k-face K, we denote by HK the k-dimensional linear manifold {xj1 = 1, . . . , xjn−k =
n−k} considered in (F1).
Theorem 1.4. If K is a k-face of C and C ∈ Lnf \{∅,}, then g ∈ P(f,Ln(K), k). In
particular, f (x) = g(x) when {x} is a 0-face of C.
We will also prove that g is a continuous function. This will be a consequence of the fact that
two different “level sets” {g > a} and {g > b} of g, do not touch each other. The strategy
here is to show that if {g > a} ∩ {g > b} = ∅, then the constants a and b are best monotone
-approximants to f on each k-face of {g > a} ∩ {g > b}. This leads to a contradiction.
Theorem 1.5. The function g is continuous and bounded.
The geometry of the set has a curious inﬂuence in these results. For example if is not a cube,
the statement of the previous theorems may be not true. For example, we consider(x, a) = |a|2,
 = (0, 1)2\[0, 12 ]2 and f (x, y) = x(y − 1) + 1. Then, arguing as in [5, Remark 2, p. 294] we
can prove that the function
g(x, y) =
{ 3
4y + 14 if y 12 ;
1
2y + 12 if y > 12 .
is a discontinuous best L2-approximant to f from L(Ln()).
2. One important tool
In this section we introduce a theorem proved in [6] which will be used repeatedly in the rest
of the paper. Also, we will give the deﬁnition of the set Lf . Temporarily we assume (,A, )
a measurable space, the function f will be A-measurable and L ⊂ A will denote an arbitrary -
lattice. We write L for the dual -lattice of L, that means that D ∈ L iff \D ∈ L. For example,
if  ⊂ Rn then Ln() is the -lattice of all initial sets.
The following characterization theorem was obtained in [6, Theorem 3.2]. We denote by the
derivative Da(x, a) of the function .
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Theorem 2.1. Let (,A, ) be a measurable space and L a -lattice. Suppose f ∈ L(, )
and g ∈ L(,L, ). Then the following statements are equivalent:
(i) g ∈ P(f,L, );
(ii) For every a ∈ R, C ∈ L and D ∈ L we have
0
∫
{g>a}∩D
(x, f (x) − g(x)) d
and
0
∫
{g<a}∩C
(x, f (x) − g(x)) d;
(iii) For every a ∈ R, C ∈ L and D ∈ L we have
0
∫
{g>a}∩D
(x, f (x) − a) d
and
0
∫
{g<a}∩C
(x, f (x) − a) d.
Deﬁnition 2.2. For a ∈ R, we denote by La = La() the class of all sets C ∈ L such that, for
every C′ ∈ L and D ∈ L,
0
∫
C∩D
(x, f (x) − a) d (2)
and
0
∫
(\C)∩C′
(x, f (x) − a) d. (3)
Moreover, we deﬁne the set Lf = Lf () by
Lf :=
⋃
a∈R
La ∪ {∅,}.
The set Lf is a lattice, i.e. ∅, ∈ Lf and Lf is closed under ﬁnite unions and intersections
(see [6, Lemma 3.4]). We note that under our assumption (P4) we have C(f ) = R in [6, Lemma
3.4] and that Lf is in fact a -lattice. From (iii) of Theorem 2.1 and by a continuity argument, we
ﬁnd that g is Lf -measurable for every g ∈ P(f,L, ).
Let Af = Af () be the -algebra spanned by Lf . In [6, Theorem 3.6] was proven that
P(f,L, ) = P(f,Af , ) ∩ L(,L, ).
This theorem says that we can replace the-latticeL by a-algebra in the approximation problem.
We recall that A ∈ Af is a -atom of Af iff for every B ∈ Af we have (B ∩ A) = 0
or (B ∩ A) = (A). It is easy to see that A ∈ Af is a -atom of Af iff (A ∩ C) = 0 or
(A ∩ C) = (A), for every C ∈ Lf .
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3. Proofs
As the case n = 1 has been treated in several papers, it will be tacitly assumed hereafter that
n2.
For A ⊂ , let 〈A〉Ln() and 〈A〉Ln() denote the smallest ﬁnal and initial sets, respectively,
of  containing A, i.e. x ∈ 〈A〉Ln() (x ∈ 〈A〉Ln()) iff there exists y ∈ A such that xy (xy).
If C ∈ Ln(), then there exists C′ ∈ Ln(Rn) such that C = C′ ∩ . The set 〈C〉Ln(Rn) is an
example.
From now on we assume again that  = (−1, 1)n and that f is a bounded and continuous
function. We write v for the vector n− 12 (1, . . . , 1), H for the orthogonal hyperplane determined
by v andPH for the orthogonal projection fromRn onto the subspaceH.We denote byC+ the ﬁnal
set in Rn of all points x ∈ Rn with xi > 0, i = 1, . . . , n. We observe that for every C ∈ Ln(Rn)
and x ∈ cl(C), we have x + C+ ⊂ C. We deﬁne the following open and convex cone:
C0 :=
{
x ∈ Rn : 〈x, v〉 >
√
n−1
n
|x|
}
.
We note that C0 ⊂ C+.
For C ∈ Ln(Rn)\{Rn,∅}, we deﬁne the function C : H → R by
C(x) := sup{t ∈ R : x + tv /∈ C}.
The following lemma says that the boundary of a ﬁnal set is the graph, in certain coordinate
axis, of a Lipschitz function.
Lemma 3.1. For every C ∈ Ln(Rn)\{Rn,∅}, C is a Lipschitz function.
Proof. Let x, y ∈ H . We have
(x + C(x)v + C0) ⊂ C and (x + C(x)v − C0) ⊂ Rn\C.
Since C0 is an open set, we arrive at
y + C(y)v /∈ (x + C(x)v + C0) ∪ (x + C(x)v − C0).
This implies
|C(y) − C(x)| 
√
n−1
n
|y − x + (C(y) − C(x))v|
=
√
n − 1
n
√
|y − x|2 + |C(y) − C(x)|2.
Hence,
|C(y) − C(x)|
√
n − 1|y − x|. (4)
Consequently, C is a Lipschitz function. 
Remark 3.1. From Rademacher’s Theorem (see [2, p.81]) and Lemma 3.1, we obtain that C is
differentiable n−1-a.e. on H.
Since C is a Lipschitz graph, C is Hn−1-rectiﬁable.
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Corollary 3.2. If C ∈ Ln()\{,∅} then 0 < Hn−1(C) < ∞.
Proof. We take C′ ∈ Ln(Rn) such that C = C′ ∩ . We consider the Lipschitz function T :
H → RnC′ deﬁned by T (z) := z + C′(z)v. Then T
(
PH (C)
) = C. From a well known
inequality (see [2, p. 75]) we get
Hn−1(C) = Hn−1(T (PH (C)))
 (Lip(T ))n−1n−1(PH (C))
 (1 + √n − 1)n−1n−1(PH ()) < ∞.
SincePH (C) is a nonempty relatively open subset ofH, the inequality 0 < Hn−1(C) follows
immediately. 
Corollary 3.3. If C ∈ Ln() then n(C) = 0.
Proof. It is a consequence of the properties of the Hausdorff measures. 
In the next Lemma we prove that the set V deﬁned in (1) is open and that V is the union of all
open n-atoms of the -algebra Af .
Lemma 3.4. There exist open n-atoms Ak , k = 1, . . . , m, m ∈ N ∪ {∞}, of Af , such that
(i) Ak is order connected, for every k;
(ii) \⋃mk=1 Ak = ⋃{C : C ∈ Lnf ()};
(iii) if B is any atom of Af then B = Ak , n-a.e., for some k ∈ N.
Proof. Let B be a n-atom of Af . We deﬁne the sets
A := {C ∈ Lnf : n(C ∩ B) = n(B)}
and
B := {C ∈ Lnf : n(C ∩ B) = 0}.
We have Lnf = A ∪B. We consider the numbers  = inf{n(C) : C ∈ A} and  = sup{n(C) :
C ∈ B}. Let Ck ∈ A and C′k ∈ B such that n(Ck) < + k−1 and n(C′k) > − k−1 and deﬁne
C∗ := int
(⋂
k
Ck
)
and C∗ = cl
(⋃
k
C′k
)
.
Corollary 3.3 implies that C∗ ∈ A, C∗ ∈ B, n(C∗) =  and n(C∗) = .
Now, we will prove that B = C∗\C∗, n-a.e. The inclusion B ⊂ C∗\C∗, n-a.e., follows
immediately. Let us show that C∗\C∗ is a n-atom of Af (). We suppose that there exists
C ∈ Lnf such that 0 < n(C∩ (C∗\C∗)) < n(C∗\C∗). We have two cases: (a) if n(C∩B) = 0
then C∗ ∪ C ∈ B and n(C ∪ C∗) > , (b) if n(C ∩ B) = n(B) then C ∩ C∗ ∈ A and
n(C ∩ C∗) < . We have a contradiction in both cases, therefore n(C ∩ (C∗\C∗)) = 0 or
n(C ∩ (C∗\C∗)) = n(C∗\C∗), for every C ∈ Lnf . Hence, C∗\C∗ is an atom of Af which
contains the n-atom B, n-a.e.. Therefore, B = C∗\C∗, n-a.e.
We have shown that every n-atom of Af is equal, n-a.e., to an open n-atom A with A =
C ∩ D, C ∈ Lnf and \D ∈ Lnf . Since n is the Lebesgue measure, the set of all open n-atoms
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is a countable set. Therefore, we had got a sequence of open n-atoms Ak satisfying (i) and (iii).
Moreover, n(Ak) = 0, for every k.
Now, we will see that {Ak} satisﬁes (ii). Suppose x ∈ C, with C ∈ Lnf , and x ∈ Ak , for
some k ∈ N. Since Ak is open, we have n(Ak ∩ C)n(Ak ∩ (x + C+)) > 0 and n(Ak ∩
(\C))n(Ak ∩ (x − C+)) > 0. This is a contradiction with the fact that Ak is a n-atom
of Af (). Therefore,
⋃{C : C ∈ Lnf ()} ⊂ \⋃k Ak . Suppose now x /∈ ⋃{C : C ∈
Lnf ()}. Then using the same technique as in the ﬁrst part of this proof we can ﬁnd a n-atom Ak
such that x ∈ Ak . This concludes the proof. 
The following lemma is a key result in order to prove Theorem 1.2. Themain idea in the proof of
the lemma is to “express” the measurew(x)Hn−1 as a weak limit of measures 	 = 	−1nC∩D	
(here nA denotes the measure nA(B) = n(A∩B)), where the setsC∩D	 are narrow strips
of width 	 around C.
Lemma 3.5. Let C ∈ Lna()\{∅,}. Then a ∈ P(f,Ln(C),w dHn−1), where
w(x) = 1√
1 + |∇C′(PH (x))|2
Hn−1-a.e.,
and C′ ∈ Ln(Rn) satisﬁes C = C′ ∩ .
Proof. We must prove that
0
∫
D
(x, f (x) − a)w(x) dHn−1 (5)
and
0
∫
C′′
(x, f (x) − a)w(x) dHn−1,
for every D ∈ Ln(C) and C′′ ∈ Ln(C). We will prove the ﬁrst inequality; the second one
follows similarly.
Let D ∈ Ln(C) and 	 > 0. Since Hn−1 is a Borel measure and(·, f − a) ∈ L∞(), there
exists a compact set K ⊂ D such that
Hn−1(D\K) < 	
and ∫
K
(x, f (x) − a) dHn−1 <
∫
D
(x, f (x) − a) dHn−1 + 	. (6)
We deﬁne
D′ = intRn
(
〈K〉Ln(Rn)
)
,
and, for m ∈ N,
Dm :=
(
D′ + 1
m
v
)
∩ .
We note that K ⊂ Dm.
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Let
C′ = Rn\〈\C〉Ln(Rn).
Thenwe haveC′ ∈ Ln(Rn),C = C′∩ andLj∩RnC′ = Lj (C′∩Lj ), whereLj := {xj = −1}
and j = 1, . . . , n. Hence, from Corollary 3.3 we get
n−1
⎛
⎝ n⋃
j=1
Lj ∩ RnC′
⎞
⎠ = 0. (7)
We consider the function S : Rn → R deﬁned by
S(x) = 〈x, v〉 − C′(PH (x)).
We note that
{S < 	} = intRn
(
(Rn\C′) + 	v) and {S0} = clRn(C′).
Therefore, according to (2), we obtain
0	−1
∫
{0S<	}
Im(x)(x, f (x) − a) dn, (8)
where Im is the indicator function of the set Dm.
From Rademacher’s Theorem (see [2, p. 81]) and Lemma 3.1 we know that S is differentiable
a.e. on Rn. It is easy to see that
|∇S(x)| =
√
1 + |∇C′(PH (x))|2, n-a.e. (9)
Therefore, using (4),
1 |∇S(x)|√n, n-a.e.
LetF ⊂ H be the set of all points where C′ is differentiable. Then, n−1(H\F) = 0.We observe
that if x ∈ F then S is differentiable in every point of the straight line L(x) := {x + sv : s ∈ R}.
Moreover, |∇S| is constant onL(x). Let Ts denote the function Ts(z) = z+(C′(z) + s) v, z ∈ H .
We have
Hn−1({S = s}\Ts(F )) (Lip(Ts))n−1 n−1(H\F) = 0
and S is differentiable on Ts(F ). Therefore, for every s ∈ R, the function S is differentiable
Hn−1-a.e. on {S = s} and
|∇S(x + sv)| = |∇S(x)|, Hn−1-a.e. x ∈ RnC′. (10)
Hence, applying the Coarea formula (see [2, p. 117]) to inequality (8) and using (9) we get
0	−1
∫ 	
0
∫
{S=s}
Im(x)(x, f − a)w(x) dHn−1 ds. (11)
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Now, from the Area formula (see [2, p. 99]) and (10) we obtain∫
{S=s}
Im(x)(x, f (x) − a)w(x) dHn−1
=
∫
C′
Im(x + sv)(x + sv, f (x + sv) − a)w(x) dHn−1.
Since Dm is an open and initial set we have Im(x + sv) → Im(x), for s → 0, whenever x ∈
RnC′\
⋃
j Lj . Therefore, using (7), we obtain Im(x + sv) → Im(x), for Hn−1-a.e. x ∈ RnC′
and for s → 0. Hence, letting 	 → 0 at (11) we get
0 
∫
C∩Dm
(x, f (x) − a)w(x) dHn−1
 MHn−1(C ∩ (Dm\K)) +
∫
K
(x, f (x) − a)w(x) dHn−1, (12)
where M := ‖(·, f − a)‖L∞().
On the other hand, we have
∞⋂
m=1
C ∩ (Dm\K) ⊂ D\K.
In fact, if x ∈ ⋂∞m=1 C ∩ (Dm\K), then for every m ∈ N there exists ym ∈ D′ such that
x = ym + 1mv. Let zm ∈ K such that ymzm. We can ﬁnd a subsequence mk and z0 ∈ K such
that zmk → z0. We observe that x = ymk + 1mk vzmk + 1mk v → z0 ∈ D. Thus, x ∈ D.
Now, taking m → ∞ at (12) and applying (6) we obtain
0  M	 +
∫
K
(x, f (x) − a)w(x) dHn−1
 (M + 1)	 +
∫
D
(x, f (x) − a)w(x) dHn−1.
This inequality implies (5). 
In the following lemma we list some elementary properties for future reference.
Lemma 3.6. Let A ⊂  be an order connected set. Then the following statements hold:
(i) There exist C ∈ Ln() and D ∈ Ln() such that A = C ∩D. In particular, n(A) = 0.
(ii) Let C be a connected component of the set A. Then C,A\C ∈ Ln(A).
(iii) Every k-face K of A is order connected.
(iv) For every k-face K of A, k(HKK) = 0.
(v) If x, y ∈ A and xy then [x, y] is contained in a k-face K, with k#{i : xi = yi}.
(vi) {x} is a 0-face of A iff there is not x = y ∈ A such that xy or yx,
Proof. The ﬁrst part of statement (i) follows easily from deﬁnitions. The second part is a conse-
quence of Corollary 3.3 and the inclusion A ⊂ C ∪ D.
For (ii) it is sufﬁcient to prove that C ⊃ 〈C〉Ln(A) and A\C ⊃ 〈A\C〉Ln(A). Suppose that
y ∈ 〈C〉Ln(A). Then there exists x ∈ C such that xy. Thus, we obtain that [x, y] is a connected
subset of A with [x, y] ∩ C = ∅, which implies that y ∈ C. In a similar way, we can prove that
A\C ⊃ 〈A\C〉Ln(A).
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The statements (iii) and (v) follow trivially. (iv) is a direct consequence of (i) and (iii). Finally,
(v) implies (vi). 
The following technical lemma basically says that if C ∈ Lna()\{∅,} and K is a k-face of
C then a ∈ P(f,Ln(K), k). This is important to prove Theorems 1.3 and 1.4. For technical
reasons, it is necessary to give a lightly more general statement. The idea of the proof is again to
write the measure kK as a weak limit of measures 	−1nC ∩ D	, where C ∩ D	 tends, in a
sense, to the k-face K.
Lemma 3.7. Let C ∈ Lna()\{∅,}, C∗ ∈ Ln(C) and D∗ ∈ Ln(C). Let us assume that C,
C∗ and D∗ are relatively closed subsets of . Suppose that K is a k-face of D∗ and that K ′ is a
k-face of C∗. Then, for every D ∈ Ln(K) and C′ ∈ Ln(K ′),
0
∫
D
(x, f (x) − a) dk (13)
and
0
∫
C′
(x, f (x) − a) dk. (14)
Proof. We only prove (13). Inequality (14) follows similarly.
We ﬁrst prove (13) for k = 0. Recall that 0 is the counting measure. We suppose that {x} is a
0-face of D∗. We deﬁne
D′ := 〈{x}〉Ln(Rn) and D	 := (D′ + 	v) ∩ .
Since there is no x = y ∈ D∗ such that xy or yx, we get
diam(C ∩ D	) → 0 for 	 → 0. (15)
From (2) we have
0 1
n(C ∩ D	)
∫
C∩D	
(x, f (x) − a) dn.
Now, letting 	 → 0, using (15) and the continuity of (x, f (x) − a) we get
0(x, f (x) − a).
This proves (13) in the case k = 0.
We assume k > 0 and let K be a k-face of D∗. We suppose, w.l.o.g., K = HK ∩ D∗, with
HK = {x1 = 0, . . . , xn−k = 0}. Throughout this proof, we denote by vˆ the vector of Rn deﬁned
as vˆi = 1, for 1 in − k and vˆi = 0, for n − k < in. For each D ∈ Ln(K) we deﬁne
Dˆ := 〈D〉Ln(HK∩)
and, for x ∈ Dˆ and 	 > 0,
A	(x) := {y ∈  : yx + 	vˆ and yn−k+1 = xn−k+1, . . . , yn = xn}.
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Fig. 2. The set A	(x).
We observe that, for every x ∈ Dˆ\D, there exists 	 > 0 such that
A	(x) ∩ C = ∅. (16)
In fact, we suppose x ∈ Dˆ\D and A	(x) ∩ C = ∅, for every 	. Since C ∩ Dˆ = C ∩ Dˆ = D,
we have x /∈ C. On the other hand, we can ﬁnd sequences zm ∈ C, and 
m → 0, such that
zmn−j+1 = xn−j+1, . . . , zmn = xn and zmx + 
mvˆ. Thus, xm := x + 
mvˆ ∈ C and xm → x.
This implies x ∈ C, which is a contradiction.
Now, we will prove that
diam(A	(x) ∩ C) → 0 when 	 → 0, (17)
for every x ∈ intHK (D). We suppose that there exists a sequence 
m → 0 and 
 > 0 such that
diam(A
m(x)∩C)4
. Then, there exists a sequence ym ∈ A
m(x)∩C and a point y0 ∈ [−1, 1)n
satisfying d(x, ym)
 and ym → y0. We have y0x, y0i = xi for i = n − k + 1, . . . , n, and
d(x, y0)
. Thus, there exists j ∈ {1, . . . , n−k} such that y0j < 0. Let z be a point in [y0, x]∩
such that zj < xj = 0. We have ym + z − y0 → z and ym + z − y0 ∈ C; then z ∈ C. Since
the point x belongs to intHK (D), there exists x′ ∈ D such that xi < x′i , i = n − k + 1, . . . , n.
Hence, the statements z ∈ C and zx′ ∈ D ⊂ C imply z ∈ C. Therefore z ∈ D∗. Since
[z, x′] ⊂ D∗ ⊂ C, the set [z, x′] is a k′-dimensional interval, with k < k′n−1. Thus, zl = 0
for some l ∈ {1, . . . , n− k} and K would not be a k-face of D∗. This contradiction completes the
proof of (17).
If xx′, x, x′ ∈ Dˆ and T is the shift T (z) = z + x′ − x then T (A	(x) ∩ C) ⊂ A	(x′) ∩ C.
Therefore, if xx′, with x, x′ ∈ Dˆ, then
n−k(A	(x) ∩ C)= n−k(T (A	(x) ∩ C))n−k(A	(x′) ∩ C). (18)
We observe that, for all x ∈ D, (n − k)− n−k2 	n−kn−k(A	(x) ∩ C). Therefore, for every 0 <

 < (n − k)− n−k2 and x ∈ D there exists 	
,x such that
n−k(A	
,x (x) ∩ C) = 
. (19)
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According to inequality (18) we have
	
,x′	
,x(n − k) 12 

1
n−k , (20)
for every x, x′ ∈ D with xx′.
For x′ ∈ Dˆ\D, set 	
,x′ := sup{	
,x : x ∈ D and x′x}. Hence,
n−k(A	
,x (x) ∩ C)
 for every x ∈ Dˆ, (21)
and (20) holds, for every x, x′ ∈ Dˆ.
Now, for 0 < 
 < (n − k)− n−k2 , we deﬁne
D
 := {y ∈  : y ∈ A	
,x (x), for some x ∈ Dˆ}.
It is easy to prove that D
 ∈ Ln().
We denote by F
 : Dˆ → R the function
F
(x) := 1

∫
A	
,x (x)∩C
(t, f (t) − a) dn−k(t).
From (21), (16), (17), (19) and the continuity of (x, f (x) − a) we obtain
|F
(x)|‖(·, f − a)‖L∞() (22)
and (note that k(Hk (D)) = 0)
lim

→0
F
(x) = (x, f (x) − a)ID for k-a.e. x ∈ Dˆ. (23)
Now, applying (2), Fubini’s Theorem, (22), Dominated Convergence Theorem and (23) we obtain
0  lim

→0
1


∫
C∩D

(y, f (y) − a) dn(y) = lim

→0
∫
Dˆ
F
(x) dk(x)
=
∫
D
(x, f (x) − a) dk(x).
The proof is now complete. 
The following Lemma will be applied to prove that the level sets {g > a} and {g > b}
do not touch each other when a < b. Therefore, we derive continuity of g.
Lemma 3.8. If C1 ∈ Lna() and C2 ∈ Lnb(), with a < b, then cl(C2) ⊂ intC1.
Proof. We will prove ﬁrst that
int (C2) ⊂ cl(C1). (24)
Suppose int (C2)\cl(C1) = ∅ and let A be a connected component of int (C2)\cl(C1). We
note that A is open and int (C2)\cl(C1) is order connected. From (ii) of Lemma 3.6, there exist
C ∈ Ln() andD ∈ Ln() such thatA = C∩ (int (C2)\cl(C1)) = D∩ (int (C2)\cl(C1)).
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Now, using (2), (3) and Corollary 3.3 we get
0
∫
A
(x, f (x) − b) dn(x)
∫
A
(x, f (x) − a) dn(x)0.
Therefore, {a < f < b} ∩ A = ∅ and f (A) is a disconnected set. This contradiction gives (24).
We observe that, for a ﬁnal set C ∈ Ln(), we have cl (int (C)) = cl(C). Therefore, (24)
implies
cl(C2) ⊂ cl(C1). (25)
Next, we will prove that
C1 ∩ C2 = ∅. (26)
Suppose C1 ∩ C2 = ∅. As a consequence of (25) we obtain C1 ∩ C2 ∈ Ln(C1) ∩
Ln(C2). Let K be a k-face of C1 ∩C2. From (iv) of Lemma 3.6 we get an open connected
component K ′ of intHK K such that k(K ′) > 0. Applying (ii) of Lemma 3.6 we obtain that K ′
is, simultaneously, an initial and a ﬁnal subset of K. Hence, Lemma 3.7 implies (we can suppose
w.l.o.g that C1 and C2 are relatively closed)
0
∫
K ′
(x, f (x) − b) dk(x)
∫
K ′
(x, f (x) − a) dk(x)0.
As before, this implies that f (K ′) is a disconnected set, which is a contradiction.
Now, (25) and (26) imply cl(C2) ⊂ int C1. 
Finally, we need the following simple result.
Lemma 3.9. Let K be an order connected subset of  with n(K)> 0. Suppose g ∈P(f,
Ln(K), n) and C,K\C ∈ Ln(K). Then g ∈ P(f,Ln(C), n).
Proof. Follows immediately from Theorem 2.1. 
Proof of Theorem 1.3. According to Lemma 3.4 the set V is open and V = ⋃Ak , where the
setsAk were deﬁned in Lemma 3.4. Let B be a connected component ofV. SinceAk ∩Aj = ∅, for
j = k, B is a component ofAk , for some k. As a consequence of the fact that g isAf -measurable,
we obtain that g is constant on Ak , for every k. From the proof of Lemma 3.4 we know that
Ak = Ck\Ck , with Ck,Ck ∈ Lf . Now, applying [6, Lemma 6.3] we get∫
(Ck\Ck)∩D
(x, f (x) − g(x)) dx0,
for every D ∈ L. In a similar way, applying the dual version of [6, Lemma 6.3] we deduce∫
(Ck\Ck)∩C
(x, f (x) − g(x)) dx0,
for every C ∈ L. Therefore, from Theorem 2.1 we obtain g ∈ P(f,Ln(Ak), n) (we recall that
g is constant on Ck\Ck , thus {g > a} = ∅ or {g > a} = ). Now, using (i) of Lemma 3.4, (ii) of
Lemmas 3.6 and 3.9 we get g ∈ P(f,Ln(B), n). This proves Theorem 1.3. 
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Proof of Theorem 1.5. We deﬁne the monotone function
g′ := sup{−‖f ‖L∞(), inf{g, ‖f ‖L∞()}}.
It is easy to show that∫

(x, f (x) − g′(x)) dn
∫

(x, f (x) − g(x)) dn.
Therefore, by the uniqueness of best monotone -approximants (see [6]) we obtain
‖g‖L∞()‖f ‖L∞().
We assume g discontinuous at x ∈  and let us suppose, w.l.o.g., that there exists a sequence
xk → x, for k → ∞, and 
 > 0 such that g(xk) > 
 + g(x). Set a := g(x). We have
x ∈ ({g > a}) ∩ ({g > a + 
}), {g > a} ∈ Lna() and {g > a + 
} ∈ Lna+
(). This
contradicts Lemma 3.8. Therefore, the statement of Theorem 1.5 holds. 
Proof of Theorems 1.2 and 1.4. LetC ∈ Lna()\{,∅}. As a consequence of Theorem 1.5 and
Lemma 3.8 we obtain
{gb} ⊂ int C ⊂ {g > c}
for every c < a < b. Therefore,
{g > a} ⊂ int C ⊂ clC ⊂ {ga}.
Hence g(x) = a, for every x ∈ C. Now, applying Lemma 3.5 we prove Theorem 1.2. In a
similar way, using Lemma 3.7 and Theorem 2.1, we can prove Theorem 1.4. 
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