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Abstract
For quasi-linear regression functions, the Robbins–Monro process Xn is decomposed in a
sum of a linear form and a quadratic form both deﬁned in the observation errors. Under
regularity conditions, the remainder term is of order Oðn3=2Þ with respect to the Lp-norm. If a
cubic form is added, the remainder term can be improved up to an order of Oðn2Þ: As a
corollary the expectation of Xn is expanded up to an error of order Oðn2Þ: This is used to
correct the bias of Xn up to an error of order Oðn3=2 log nÞ:
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1. Introduction
To estimate the zero W of an unknown regression function f : R-R
whose function value f ðXnÞ at Xn can be observed only with some error Vn by
Yn ¼ f ðXnÞ  Vn; Robbins and Monro [8] suggested the iteration
Xnþ1 ¼ Xn  a
n
Yn
with some ﬁxed number a40 [8]. Sacks proved asymptotic normality of
ﬃﬃﬃ
n
p ðXn  WÞ
using the method of characteristic functions [9].
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Later on Walk showed asymptotic normality of the Robbins–Monro process in a
Hilbert space by representing Xn as a weighted sum of the observation errors and a
remainder term of order oðn1=2Þ with respect to convergence in probability (see [10]
or [11]). This representation can be considered as a weak ﬁrst-order approximation
of the Robbins–Monro process. Strong ﬁrst-order approximations with respect to
a.s. convergence were derived by Kersting [6].
In this paper, we obtain (weak) higher order representations which involve sums of
linear, quadratic and cubic forms of the observation errors. Under regularity
conditions on the regression function and on the constant a; the linear term
approximates the Robbins–Monro process up to an error of order OLpðn1Þ (ﬁrst case
in Theorem 1). By adding a quadratic term, the remainder term can be strengthened
up to an order OLpðn3=2Þ (second case in Theorem 1). Even more, an additional cubic
term improves the remainder up to an order OLpðn2Þ (third case in Theorem 1).
There are several applications of these results. The ﬁrst one is a second-order
representation of Xn  W as an unbiased sum of a linear and a quadratic form plus a
bias term which depends on the ﬁrst and second derivatives of the regression
function f at W (Corollary 1). Secondly, an asymptotic expansion of the expectation
of Xn  W is given (Corollary 2). Thirdly, this expansion is used to derive a bias
correction of Xn (Corollary 3). In Remark 3 we mention other applications of the
representations as given in Theorem 1.
Some notations. We use x3y and x4y to denote the maximum and minimum of
the real numbers x and y; respectively. If the logical expression L is true, 1ðLÞ is
equal to the number 1, otherwise to 0: Jxn is the smallest integer greater than or
equal to the real number x; and Ixm is the largest integer less than or equal to the
real x: N coincides with the set f1; 2;yg:
2. Representations of the Robbins–Monro process
For sake of simplicity, the Robbins–Monro procedure will be studied under fairly
simple conditions. For generalizations see Remark 2.
Condition 1 (Robbins–Monro process). The regression function f : R-R is measur-
able; V ; V1; V2;y is a sequence of independent identically distributed real random
variables satisfying EV ¼ 0; EV2 ¼ s2; and, for some mX2; EjV jmoN; X1 is a real
random variable (the starting value) with EjX1jmoN: For a given a40; the recursion
Xnþ1 ¼ Xn  a
n
ð f ðXnÞ  VnÞ; nAN;
defines the stochastic process ðXnÞ:
To obtain non-recursive representations of the Robbins–Monro process some
regularity conditions must be imposed on the regression function f which concern
the local behavior of f around the zero W of f as well as the global behavior of f :
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Condition 2 (Quasi-linearity and local smoothness). The measurable function
f : R-R is quasi-linear around W in the sense that
(
WAR
(
0oK1oK2oN
8
xAR
K1jx  Wjpsignðx  WÞ  f ðxÞpK2jx  Wj:
Moreover, f is b-smooth at WAR in the sense that the bth derivative of f is Ho¨lder
continuous of order b b at W; where b :¼ maxfnAN : nobg: For brevity we will use
A ¼ f 0ðWÞ; B ¼ f 00ðWÞ and C ¼ f 000ðWÞ; whenever the relevant derivative exists.
Actually, instead of asking for Ho¨lder continuity of the derivative f ðbÞ at W it
would be sufﬁcient to require a little bit less, namely existence of some constants
c1;y; cb satisfying
jf ðxÞ 
Xb
i¼1
1
i!
ciðx  WÞij ¼ Oðjx  WjbÞ:
The graph of a quasi-linear function is enclosed between two straight lines
intersecting in ðx; yÞ ¼ ðW; 0Þ and having positive slope.
To derive central limit theorems for stochastic approximation procedures, Walk
rewrote the recursion in a non-recursive representation consisting of a weighted sum
Ln deﬁned in the observation errors V1;y; Vn and a remainder term Dn of negligible
size [10]. To obtain higher order approximations of the distribution function the
Robbins–Monro process will be approximated more accurately involving additional
quadratic and cubic forms deﬁned in the observation errors V1;y; Vn which reﬂect
the non-linear behavior of the regression function. Furthermore, the weights in the
linear form have to be reﬁned due to the non-linearity of the recursion. For this let us
deﬁne multilinear forms
Ln :¼
1
n
Xn
i¼1
unðiÞVi;
Ln :¼ 1
n
Xn
i¼1
unðiÞVi;
Qn :¼ 1
n2
Xn
j¼1
Xn
k¼1
vnð j; kÞVjVk;
Cn :¼ 1
n3
Xn
j¼1
Xn
k¼1
Xn
l¼1
wnð j; k; lÞVjVkVl
with weights unðiÞ; unðiÞ; vnð j; kÞ and wnð j; k; lÞ given by
unðiÞ ¼ a
i
n
 aA1
;
unðiÞ ¼ a i
n
 aA1
1þ 1
n
 1
i
 
aAðaA  1Þ
2
 
;
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vnð j; kÞ ¼ a2 B
2A
jk
n2
 aA1
1 j3k
n
 aA !
;
wnð j; k; lÞ ¼ a3 jkl
n3
 aA1
B2
2A2
k3l
n
 aA
j3k3l
n
 aA
1
 !(
 B
2
4A2
þ C
12A
 
j3k3l
n
 2aA
1
 !)
;
where i; j; k; lAf1;y; ng: The weight wnð j; k; lÞ is not symmetric in the arguments
j; k; l; using a symmetrization argument it can be replaced easily by a symmetric one.
In the following theorem, the statement in the case bAð1; 2 is common folklore.
Together with a central limit theorem for triangular arrays of random variables it
may serve as a tool to prove a central limit theorem for the Robbins–Monro process.
Having this result in mind, by Slutky’s theorem it sufﬁces to ensure Dn ¼ oð1=
ﬃﬃﬃ
n
p Þ
only. This route was chosen in many investigations dealing with asymptotic
normality in stochastic approximation. The next two cases show how this result can
be reﬁned by representing the Robbins–Monro process as a sum of a linear and a
quadratic (and a cubic) form plus a remainder term of order smaller than the
preceding ones.
Theorem 1. Choose pX1: Assume that Conditions 1 and 2 hold with some
bAð1; 4 and some mXp maxfb; 2ðb 1Þg: If aK141=2 and aA4b=2; then the
representation
Xnþ1  W ¼ Gn þ Dn
holds with
Gn ¼
Ln; if bAð1; 2;
Ln þ Qn; if bAð2; 3;
Ln þ Qn þ Cn; if bAð3; 4
8><
>:
and
EjDnjp ¼ Oðnpb=2Þ:
Remark 1. (i) Under the assumptions of this theorem Ln; Qn and Cn are of order
OLpðn1=2Þ; OLpðn1Þ; OLpðn3=2Þ; respectively. The order of the remainder terms
are in between of oLpðn1=2Þ and OLpðn1Þ; oLpðn1Þ and OLpðn3=2Þ; oLpðn3=2Þ and
OLpðn2Þ; respectively.
(ii) As can be seen from the proof of the theorem the remainder terms depend not
only on the local smoothness of f at W but also on how fast the contribution of the
starting value X1 is averaged out. The latter depends on the size of aA:
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(iii) If the assumption aA4b=2 in Theorem 1 is relaxed to aA4b=2; the
statements of Theorem 1 remain valid with
EjDnjp ¼ OðnpðaA4
b
2
Þðlog nÞp1ðaA¼
b
2
ÞÞ:
The same comment applies to Corollaries 1 and 2.
If the diagonal is removed from the symmetric matrix ðvnð j; kÞÞ1pj;kpn; the
following useful variant of Theorem 1 can be formulated.
Corollary 1. Choose pX1: Then under the conditions of Theorem 1 with some mX4 we
have: if bAð2; 4; the following representation
Xnþ1  W ¼ 1
n
Xn
i¼1
a
i
n
 aA1
Vi þ 1
n2
Xn
j¼1
Xj1
k¼1
a2B
A
jk
n2
 aA1
1 j
n
 aA !
VjVk
 1
n
a3Bs2
2ðaA  1Þð2aA  1Þ þ Dn
is valid with EjDnjp ¼ Oðnpb=2Þ:
In the last representation, the expectation of the linear and quadratic form equals
zero. If the second derivative of f at W vanishes, the bias term 1
n
a3Bs2
2ðaA1Þð2aA1Þ
vanishes as well.
Corollary 2. Under the assumptions of Theorem 1 we have:
(i) if bAð1; 2;
EðXnþ1Þ ¼ Wþ Oðnb=2Þ;
(ii) if bAð2; 4 and mX4;
EðXnþ1Þ ¼ W 1
n
a3Bs2
2ðaA  1Þð2aA  1Þ þ Oðn
b=2Þ:
Notice that the order of the remainder terms is in between of oðn1=2Þ and Oðn1Þ
in (i), but in between of oðn1Þ and Oðn2Þ in (ii). For asymptotic expansions of
EðXnþ1  WÞp with pAf2; 3; 4g see [4].
If W is known, in view of Corollary 1 the expression 1=n2
Pn
i¼1iðXi  WÞ is a plausible
candidate for an estimate of the leading term in the bias expansion of Xnþ1  W: Since W
is unknown in practice, we replace it by its estimate Xnþ1: To make the estimate
working, the summation will run only over a subset of the sequence X1;y; Xnþ1: The
resulting estimate can then be used to improve on the bias of Xnþ1 asymptotically.
Obviously, this bias correction does not require any auxiliary estimate.
Corollary 3. Choose an increasing sequence ðmnÞ of numbers with mnpn; mn-N and
mn=n ¼ oð1Þ: Assume bAð2; 4; mX2 and the assumptions of Theorem 1. Then
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sequence defined by
Znþ1 :¼ 1
n
 1
mn
Xmn
i¼1
iðXi  Xnþ1Þ
converges to zero in L2ðPÞ; and corrects the bias of Xn in the following way:
EðXnþ1  Znþ1Þ ¼ Wþ 1
n
O mðb=21Þn ðlog mnÞ1ðb¼4Þ þ
mn
n
 
:
If mn ¼ Inam with a ¼ 2=b is chosen, the remainder is of order Oðn2þ2=bðlog nÞ1ðb¼4ÞÞ:
In some respects, the following proposition complements Theorem 1, but it is also
needed as an auxiliary result in the case aK141=2:
Proposition 1. Let pX1; a40; WAR: The measurable function f : R-R satisfies
(
0oK1oK2oN
8
xAR
K1jx  Wjpsignðx  WÞ  f ðxÞpK2jx  Wj:
The sequence of random variables X1; V1; V2;y fulfill EjX1jpoN and
Ej 1ﬃﬃ
n
p
Pn
i¼1Vijp ¼ Oð1Þ: The stochastic process ðXnÞ is given by
Xnþ1 ¼ Xn  a
n
ð f ðXnÞ  VnÞ:
Then
EjXn  Wjp ¼
OðnpaK1Þ; if 0oaK1o1=2;
Oðnp=2ðlog nÞpÞ; if aK1 ¼ 1=2;
Oðnp=2Þ; if aK141=2:
8><
>:
Remark 2. Condition 2 on quasi-linearity is a rather restrictive assumption on the
global behavior of the regression function. It excludes, e.g., bounded regression
functions. However, it can be relaxed considerably but on the expense of obtaining
remainder terms bounded with respect to the metric induced by convergence in
probability only. This is done elsewhere for sub-linear regression functions which do
not exclude bounded regression functions anymore (see [3]). As another possibility to
weaken Condition 2 we suggest to modify the recursion by deﬁning Xnþ1 as the
projection of Xn  anYn on a ﬁxed open interval which is chosen in advance but
contains the unknown root W:
Weakening the assumptions to non-identically distributed and dependent random
variables V1; V2;y seems to be feasible as well.
Remark 3. In [5] higher order representations as given in Theorem 1 are successfully
applied to derive valid second-order Edgeworth expansions of the Robbins–Monro
process, i.e.,
P
Xnþ1  W
sn
px
 
¼ FðxÞ þ 1ﬃﬃﬃ
n
p p1ðxÞfðxÞ þ 1
n
p2ðxÞfðxÞ þ o 1
n
 
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uniformly in xAR with sn ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
varðXnþ1Þ
p
; distribution function F and density f of a
standard normal random variable, and polynomials p1 and p2: Due to the non-
linearity of the regression function and the non-linear behavior of the recursion it
appears to be easier to deal with explicit approximations of the process instead with
the process itself. The D-method provides a means to carry over the expansion of the
approximation to an expansion of the Robbins–Monro process itself. These
Edgeworth expansions can then be used to ﬁnd other interesting higher order
approximations like coverage probabilities of conﬁdence intervals of W:
3. Auxiliary results and proofs
The following lemma is crucial for the proofs of our theorems.
Lemma 1. Let A40: Uniformly in nAN and iAN with 1pipn we have
Yn
j¼iþ1
1 A
j
 
¼ i
n
 A
1þ 1
n
 1
i
 
AðA  1Þ
2
þ O 1
i2
  
:
Proof. Using the gamma function G we have for all i; nAN with A  1oipnYn
j¼iþ1
1 A
j
 
¼
Qn
j¼iþ1ð j  AÞQn
j¼iþ1 j
¼ Gðn þ 1 AÞ=Gði þ 1 AÞ
Gðn þ 1Þ=Gði þ 1Þ : ð1Þ
According to [1, pp. 304ff], for z40 it holds
log GðzÞ ¼ z  1
2
 
log z  z þ gþ
Z N
0
O1ðtÞ
z þ t dt;
with Euler constant g: The occurring integral can be bounded as follows:
(
K40
8
z40
Z N
0
O1ðtÞ
z þ t dt 
1
12
1
z

pKz3:
Using this we obtain
log
Gði þ 1ÞGðn þ 1 AÞ
Gðn þ 1ÞGði þ 1 AÞ
 
¼ i þ 1
2
 
logði þ 1Þ  ði þ 1Þ þ gþ
Z N
0
O1ðtÞ
i þ 1þ t dt
 n þ 1
2
 
logðn þ 1Þ þ ðn þ 1Þ  g
Z N
0
O1ðtÞ
n þ 1þ t dt
 i þ 1
2
 A
 
logði þ 1 AÞ  ði þ 1 AÞ þ gþ
Z N
0
O1ðtÞ
i þ 1 A þ t dt

 n þ 1
2
 A
 
logðn þ 1 AÞ þ ðn þ 1 AÞ  g
Z N
0
O1ðtÞ
n þ 1 A þ t dt

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¼ Aðlogði þ 1Þ  logðn þ 1ÞÞ þ i þ 1
2
 A
 
ðlogði þ 1Þ  logði þ 1 AÞÞ
 n þ 1
2
 A
 
ðlogðn þ 1Þ  logðn þ 1 AÞÞ
þ 1
12
1
i þ 1
1
n þ 1
1
i þ 1 A þ
1
n þ 1 A
 
þ R
¼ A log i þ 1
n þ 1
 
 i þ 1
2
 A
 
log 1 A
i þ 1
 
þ n þ 1
2
 A
 
log 1 A
n þ 1
 
þ A
12
1
ðn þ 1Þðn þ 1 AÞ 
1
ði þ 1Þði þ 1 AÞ
 
þ R;
with R ¼ Oð1
i3
þ 1
n3
þ 1ðiþ1AÞ3 þ 1ðnþ1AÞ3Þ ¼ Oð1i3Þ: Multiple application of Taylor’s
theorem yields
Gði þ 1ÞGðn þ 1 AÞ
Gðn þ 1ÞGði þ 1 AÞ
¼ i þ 1
n þ 1
 A
1 A
i þ 1
 ðiþ1
2
AÞ
1 A
n þ 1
 nþ1
2
A
 exp A
12
1
ðn þ 1Þðn þ 1 AÞ
 
exp A
12
1
ði þ 1Þði þ 1 AÞ
 
exp O
1
i3
  
¼ iA 1þ A
i
þ O 1
i2
  
 nA 1 A
n
þ O 1
n2
  
 eA 1 1
i
AðA þ 1Þ
2
þ O 1
i2
  
 eA 1þ 1
n
AðA þ 1Þ
2
þ O 1
n2
  
 1þ 1
n2
A
12
þ O 1
n3
  
 1 1
i2
A
12
þ O 1
i3
  
 1þ O 1
i3
  
¼ i
n
 A
1þ 1
n
 1
i
 
AðA  1Þ
2
þ O 1
i2
  
:
By (1) we obtain in the case A  1oipn
Yn
j¼iþ1
1 A
j
 
¼ i
n
 A
1þ 1
n
 1
i
 
AðA  1Þ
2
þ O 1
i2
  
:
But this is sufﬁcient to prove the lemma. &
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Lemma 2. Let pX2: For independent identically distributed real random variables
V ; V1; V2;y with EV ¼ 0 and EjV jpoN it holds
E
Xn
i¼m
ibVi


p
¼
Oðnpðbþ12ÞÞ; if b4 1
2
;
Oððlog nÞp=2Þ; if b ¼ 1
2
;
Oðmpðbþ12ÞÞ; if bo 1
2
:
8>><
>>:
Proof. By Rosenthal’s inequality [7] we show
E
Xn
i¼m
ibVi


p
p cðpÞ
Xn
j¼m
ibp þ
Xn
i¼m
i2b
 !p
2
0
B@
1
CA
¼Oð1Þ
nbpþ1; if bp4 1
log n; if bp ¼ 1
mbpþ1; if bpo 1
8><
>:
9>=
>;þ Oð1Þ
nð2bþ1Þp=2; if b4 1
2
;
ðlog nÞp=2; if b ¼ 1
2
;
mð2bþ1Þp; if bo 1
2
;
8><
>:
¼Oð1Þ
npðbþ1=2Þ; if b4 1
2
;
ðlog nÞp=2; if b ¼ 1
2
;
mpðbþ1=2Þ; if bo 1
2
:
8><
>:
This proves the lemma. &
Remark 4. In the case, bp4 1 (i.e., b4 1=p4 1=2) the moment inequality for
martingales in [2] delivers the same bounds.
Proof of Proposition 1. Without loss of generality assume a ¼ 1 and W ¼ 0: Then
An :¼
f ðXnÞ
Xn
; if Xna0;
K1þK2
2
; if Xn ¼ 0
(
deﬁnes a measurable function satisfying K1pAnpK2 on O: Induction and partial
summation yield
Xnþ1 ¼
Yn
k¼1
1 Ak
k
 
X1 þ 1
n þ 1
Xn
i¼1
Vi

Xn
i¼1
Yn
k¼iþ2
1 Ak
k
 
1
i þ 1
1
i
þ 1ðionÞ
iði þ 1Þ Aiþ1
 Xi
j¼1
Vj:
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The products can be bounded by
Yn
k¼j
1 Ak
k
 
 ¼
YJK2n
k¼j
1 Ak
k
 
 
Yn
k¼JK2nþ1
1 Ak
k
 
p c
Yn
k¼JK2nþ1
1 K1
k
 
pc
Yn
k¼j
1 K1
k
 
pc j
n
 K1
with some constant c independent of j and n: Hence,
ðEjXnþ1jpÞ
1
ppO 1
n
 K1
ðEjX1jpÞ
1
p þ E 1
n
Xn
i¼1
Vi


p !1p
þ
Xn
i¼1
O
i
n
 K1
O
1
i2
 
E
Xi
j¼1
Vj


p !1p
¼OðnK1Þ þ Oðn1=2Þ þ O nK1
Xn
i¼1
iK13=2 E
1ﬃﬃ
i
p
Xi
j¼1
Vj


p !1p0B@
1
CA
¼
OðnK1Þ; if 0oK1o1=2;
Oðn1=2 log nÞ; if K1 ¼ 1=2;
Oðn1=2Þ; if K141=2: &
8><
>:
Lemma 3. Let pX2; A41 and V ; V1; V2;y independent identically distributed real
random variables with EV ¼ 0 and EjV jpoN: Then
E
Xi
k¼1
Xi
l¼1
ðklÞA1ðk3lÞAVkVl


p
¼ OðipððA1Þ312ÞÞ:
Proof. Deﬁne random variables Ri and Si by
Xi
k¼1
Xi
l¼1
ðklÞA1ðk3lÞAVkVl
¼
Xi
k¼1
Xi
l¼1
ðklÞA1ð
ﬃﬃﬃﬃ
kl
p
ÞAVkVl þ
Xi
k¼1
Xi
l¼1
ðklÞA1 ðk3lÞA  ð
ﬃﬃﬃﬃ
kl
p
ÞA
 
VkVl
¼
Xi
k¼1
k
A
2
1Vk
 !2
þ2
Xi
k¼1
Xk1
l¼1
ðklÞA1ðkA  ðklÞA2 ÞVkVl
¼: Ri þ 2Si:
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Since EðSi j V1;y; Vi1Þ ¼ Si1 a.s., ðSiÞ is a martingale with respect to the ﬁltration
ðFiÞ of s-ﬁelds given by Fi :¼FðV1;y; Vi1Þ: Now we consider xi :¼ Si  Si1 ¼
i
A
2
1Pi1
l¼1l
A1ðiA2  lA2 ÞVlVi: Then ðxi;FiÞ is a martingale difference sequence
which fulﬁlls
gi :¼EjxijppEjV jp  ipð
A
2
1ÞE
Xi
l¼1
l
A
2
1Vl


p
¼OðipðA21ÞÞ  OðipðA212ÞÞ ¼ OðipðA32ÞÞ
according to Lemma 2. Since Gi :¼ 1i
Pi
j¼1gj ¼ OðipððA
3
2Þ30ÞÞ; the martingale moment
inequality in [2] ensures
EjSijp ¼ Oði
p
2ÞGi ¼ OðipððA1Þ3
1
2
ÞÞ:
A further application of Lemma 2 shows
EjRijp ¼ E
Xi
k¼1
k
A
2
1Vk


2p
¼ OðipðA1ÞÞ:
This concludes the proof of the lemma. &
Proof of Theorem 1 in the case 3obp4. Without loss of generality we assume W ¼ 0
and a ¼ 1 (hence A43
2
). Set d3 :¼ b bAð0; 1: Then mX2pð2þ d3Þ: For each n the
random variable An is deﬁned by
An :¼
f ðXnÞ
Xn
; if Xna0;
A; if Xn ¼ 0:
(
Due to Condition 2 we have
An  A ¼ B
2
Xn þ C
6
X 2n þ OðjXnj2þd3Þ:
By induction we obtain
Xnþ1 ¼Xn  1
n
f ðXnÞ þ 1
n
Vn ¼ Xn  1
n
AnXn þ 1
n
Vn
¼ 1 A
n
 
Xn þ 1
n
Vn  1
n
ðAn  AÞXn
¼
Yn
k¼1
1 A
k
 
X1 þ 1
n
Xn
i¼1
Yn
k¼iþ1
1 A
k
 
i
n
 1
Vi
 1
n
Xn
i¼1
Yn
k¼iþ1
1 A
k
 
i
n
 1
ðAi  AÞXi
ARTICLE IN PRESS
J. Dippon / Journal of Multivariate Analysis 90 (2004) 301–326 311
¼
Yn
k¼1
1 A
k
 
X1 þ 1
n
Xn
i¼1
Yn
k¼iþ1
1 A
k
 
i
n
 1
Vi
 1
n
Xn
i¼1
Yn
k¼iþ1
1 A
k
 
i
n
 1
B
2
X 2i 
1
n
Xn
i¼1
Yn
k¼iþ1
1 A
k
 
i
n
 1
C
6
X 3i
þ 1
n
Xn
i¼1
Yn
k¼iþ1
1 A
k
 
i
n
 1
OðjXij3þd3Þ
¼:
X4
j¼0
Tj;n:
Bound for T0;n: By Lemma 1
EjT0;njpp
Yn
k¼1
1 A
k


 !p
EjX1jp ¼ OðnpAÞ:
Expansion of the linear term T1;n: Regarding Lemma 1 again we arrive at
1
n
Xn
i¼n
Yn
k¼iþ1
1 A
k
 
i
n
 1
Vi
¼ 1
n
Xn
i¼1
i
n
 A
1þ 1
n
 1
i
 
AðA  1Þ
2
þ Oði2Þ
 
i
n
 1
Vi
¼ 1
n
Xn
i¼1
unðiÞVi þ Dn;
where Dn ¼ 1n
Pn
i¼1ð inÞA1Oði2ÞVi which itself satisﬁes
EjDnjp ¼ OðnpAÞE
Xn
i¼1
iA3Vi


p
¼ OðnpðA452Þðlog nÞp1ðA¼52ÞÞ
according to Lemma 2.
Expansion of the quadratic term T2;n: Due to Lemma 1 and Proposition 1 it holds
E
1
n
Xn
i¼1
Yn
k¼iþ1
1 A
k
 
 i
n
 A
 in
 1
B
2
X 2i


p
¼ E 1
n
Xn
i¼1
i
n
 A1
O
1
i
 
X 2i


p
¼ 1
n
Xn
i¼1
i
n
 A1
Oði2ÞðEj
ﬃﬃ
i
p
Xij2pÞ
1
p


p
¼ OðnpAÞ
Xn
i¼1
iA3


p
¼ OðnpðA42Þðlog nÞp1ðA¼2ÞÞ:
Hence, it sufﬁces to expand 1
n
Pn
i¼1ð inÞA1B2X 2i instead of T2;n:
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In the following step, we show that in the last sum the random variable
Xi ¼
Yi1
k¼1
1 A
k
 
X1 þ
Xi1
j¼1
Yi1
k¼jþ1
1 A
k
 
1
j
Vj 
Xi1
j¼1
Yi1
k¼jþ1
1 A
k
 
1
j
B
2
X 2j
þ
Xi1
j¼1
Yi1
k¼jþ1
1 A
k
 
1
j
OðjXjj2þd3Þ
can be replaced by
X˜i :¼
Xi1
j¼1
Yi1
k¼jþ1
1 A
k
 
1
j
Vj 
Xi1
j¼1
Yi1
k¼jþ1
1 A
k
 
1
j
B
2
X 2j : ð2Þ
This can be justiﬁed by
EjX 2i  X˜2i jppðEjXi  X˜ij2pÞ
1
2ðEjXi þ X˜ij2pÞ
1
2 ¼: aibi ¼ Oðip
3þd3
2 Þ;
since, applying Proposition 1, one can show
aipO E
Yi1
k¼1
1 A
k
 
X1


2p
0
@
1
A
1
2
þO E
Xi1
j¼1
Yi1
k¼jþ1
1 A
k
 
1
j
OðjXjj2þd3Þ


2p
0
@
1
A
1
2
¼OðipAÞ þ
Xi
j¼1
O
j
i
 A
j1
2þd3
2 ðEj
ﬃﬃ
j
p
Xjjð2þd3Þ2pÞ
1
2
 !p
¼OðipAÞ þ O iA
Xi
j¼1
jA2
d3
2
 !p
¼OðipAÞ þ Oðip
2þd3
2 Þ ¼ Oðip
2þd3
2 Þ
due to A41þ d3
2
; and
bipOððEj2Xij2pÞ
1
2 þ ðEjXi  X˜ij2pÞ
1
2Þ ¼ Oði
p
2Þ þ Oðip
2þd3
2 Þ ¼ Oði
p
2Þ:
Thus,
E
1
n
Xn
i¼1
i
n
 A1
B
2
ðX 2i  X˜2i Þ


p
¼ 1
n
Xn
i¼1
i
n
 A1
Oði
3þd3
2 Þ


p
¼OðnpðA4
3þd3
2
Þðlog nÞp1ðA¼
3þd3
2
ÞÞ:
Furthermore, in deﬁnition (2) of X˜i the random variable Xj can be replaced by
%Xj :¼
Xi1
l¼1
Yi1
k¼lþ1
1 A
k
 
1
l
Vl :
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By Ho¨lder’s inequality, this can be concluded from
E
Xi1
j¼1
Yi1
k¼jþ1
1 A
k
 
1
j
Vj  B
2
X 2j
 " #2

Xi1
j¼1
Yi1
k¼jþ1
1 A
k
 
1
j
Vj  B
2
%X2j
 " #2

p
p E
Xi1
j¼1
Yi1
k¼jþ1
1 A
k
 
1
j
B
2
jX 2j  %X2j j


pq !1q
OððEje1jpq
0 Þ
1
q0 þ ðEje2jpq
0 Þ
1
q0 Þ
¼ Oðip
2þd3
2 ÞOði
p
2Þ ¼ Oðip
3þd3
2 Þ;
where e1 and e2 denote the expressions in the ﬁrst and the second squared brackets,
respectively. The exponents q; q041 will be chosen later on such that 1=q þ 1=q0 ¼ 1:
To justify the second last equality in the last display we observe that
EjX 2j  %X2j jpqp ðEjXj  %Xjj2pqÞ
1
2  Oð1ÞððEj2Xjj2pqÞ
1
2 þ ðEjXj  %Xjj2pqÞ
1
2Þ
¼: cjdj ¼ Oð jpq
2þd3
3 Þ
due to
cjpO E
Yj1
k¼1
1 A
k
 
X1


2pq
0
@
1
A
1
2
þO E
Xj1
l¼1
Yj1
k¼lþ1
1 A
k
 
1
l
OðjXl j1þd3Þ


2pq
0
@
1
A
1
2
¼Oð jpqAÞ þ O jA
Xj
l¼1
lA1
1þd3
2
 !pq
¼ Oð jpqA þ jpq
1þd3
2 Þ ¼ Oð jpq
1þd3
2 Þ
and
djpOð1ÞfðEjXjj2pqÞ
1
2 þ OðcjÞg ¼ Oð1Þfj
pq
2 þ j
pq
2
ð1þd3Þg ¼ Oð j
pq
2 Þ:
Furthermore,
ðEje1jpq
0 Þ
1
q0
¼ Oð1Þ E
Xi1
j¼1
j
i
 A
1
j
Vj


pq0
0
@
1
A
1
q0
þ E
Xi1
j¼1
j
i
 A
1
j
X 2j


pq0
0
@
1
A
1
q0
8><
>:
9>=
>; ¼ Oði
p
2Þ
and ðEje2jpq
0 Þ
1
q0 ¼ Oði
p
2Þ: Choose q ¼ 2þd3
1þd3; hence consequently q
0 ¼ q
q1 ¼ 2þ d3:
Notice that under the assumptions of the theorem Proposition 1 guarantees the
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repeatedly used property Ej ﬃﬃjp Xjj2pð2þd3Þ ¼ Oð1Þ: Finally, this implies
E
1
n
Xn
i¼1
i
n
 A1
B
2
X˜2i 
Xi1
j¼1
Yi1
k¼jþ1
1 A
k
 
1
j
 
Vj  B
2
%X2j
  !2

p
pO nA
Xn
i¼1
iA1
3þd3
2
 !p
¼ OðnpðA4
3þd3
2
Þðlog nÞp1ðA¼
3þd3
2
ÞÞ:
Concerning T2;n it is sufﬁcient to expand
1
n
Xn
i¼1
i
n
 A1
B
2
Xi1
j¼1
Yi1
k¼jþ1
1 A
k
 
1
j
Vj  B
2
Xj1
l¼1
Yj1
k¼lþ1
1 A
k
 
1
l
Vl
 !20@
1
A
2
4
3
5
2
¼  1
n
Xn
i¼1
i
n
 A1
B
2
Xi1
j¼1
Yi1
k¼jþ1
1 A
k
 
1
j
Vj
" #2
þ 1
n
Xn
i¼1
i
n
 A1
B
Xi1
j¼1
Yi1
k¼jþ1
1 A
k
 
1
j
Vj
" #

Xi1
j¼1
Yi1
k¼jþ1
1 A
k
 
1
j
Vj
B
2
Xj1
l¼1
Yj1
k¼lþ1
1 A
k
 
1
l
Vl
 !224
3
5
 1
n
Xn
i¼1
i
n
 A1
B
2
Xi1
j¼1
Yi1
k¼jþ1
1 A
k
 
1
j
B
2
Xj1
l¼1
Yj1
k¼lþ1
1 A
k
 
1
l
Vl
 !224
3
5
2
¼: Sn;1 þ Sn;2 þ Sn;3:
Expansion of Sn;1: Since by Lemmas 1 and 2
E
1
n
Xn
i¼1
i
n
 A1
B
2
Xi1
j¼1
Yi1
k¼jþ1
1 A
k
 
1
j
Vj
" #2
 1
i
Xi1
j¼1
j
i
 A1
Vj
" #2

p
p 1
n
Xn
i¼1
i
n
 A1
B
2
E 1st½y  2nd½yj j2p
  1
2pðEj1st½y þ 2nd½yj2pÞ
1
2p
 !p
¼ 1
n
Xn
i¼1
i
n
 A1
B
2
E
1
i
Xi1
j¼1
j
i
 A1
O
1
j
 
Vj


2p
0
@
1
A
1
2p
Oði12Þ
0
BB@
1
CCA
p
¼ 1
n
Xn
i¼1
i
n
 A1
Oði32ÞOði12Þ
 !p
¼ OðnpðA42Þðlog nÞp1ðA¼2ÞÞ
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we consider
1
n
Xn
i¼1
i
n
 A1
B
2
1
i
Xi1
j¼1
j
i
 A1
Vj
" #2
¼ 1
n
Xn
i¼1
i
n
 A1
i2A
B
2
Xi1
j¼1
Xi1
k¼1
ð jkÞA1VjVk
¼ 1
n2
Xn1
j¼1
Xn1
k¼1
ð jkÞA1B
2
Xn1
i¼j3k
ði þ 1ÞA1
 !
VjVk
¼ 1
n2
Xn1
j¼1
Xn1
k¼1
jk
n2
 A1
B
2A
j3k
n
 A
1
 !
VjVk
þ 1
n2
Xn1
j¼1
Xn1
k¼1
jk
n2
 A1
B
2
Dj;k;nVjVk; ð3Þ
where Dj;k;n :¼ 1n
Pn1
i¼j3kðiþ1n ÞA1  1Aððj3kn ÞA  1Þ: By Taylor’s theorem it holds for
m ¼ j3k
Dm;m;n ¼ 1
n
Xn1
i¼m
i þ 1
n
 A1
1
A
m
n
 A
1
 
¼ nA
Xn
i¼mþ1
iA1  1
A
ðmA  nAÞ
 !
¼ nA
Xn
i¼mþ1
iA1 
Xn
i¼mþ1
Z i
i1
tA1 dt
 !
¼ nA
Xn
i¼mþ1
OðiA2Þ: ð4Þ
Hence, the pth absolute moment of the very last double sum in display (3) equals
E
1
n2
Xn1
j¼1
Xn1
k¼1
jk
n2
 A1
nA
Xn
i¼j3k
OðiA2ÞVjVk


p
¼ E 1
n
Xn1
i¼1
i
n
 A1
Oði1Þ 1
i
Xi
j¼1
j
i
 A1
Vj
" #2

p
¼ 1
n
Xn1
i¼1
i
n
 A1
Oði12AÞ E
Xi
j¼1
jA1Vj


2p
0
@
1
A
1
p
0
BB@
1
CCA
p
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¼ 1
n
Xn1
i¼1
i
n
 A1
Oði12AÞ  Oði2A1Þ
 !p
¼ OðnpðAÞðlog nÞp1ðA¼2ÞÞ:
Thus,
Sn;1 ¼ 1
n2
Xn
j¼1
Xn
k¼1
B
2A
jk
n2
 A1
1 j3k
n
 A !
VjVk þ OLpðnðA42Þðlog nÞ1ðA¼2ÞÞ:
Expansion of Sn;2: Deﬁne
fi :¼ 1
i
Xi1
j¼1
Yi1
k¼jþ1
1 A
k
 
j
i
 1
Vj;
gi :¼ 1
i
Xi1
j¼1
Yi1
k¼jþ1
1 A
k
 
j
i
 1
B
2
1
j
Xj1
l¼1
Yj1
k¼lþ1
1 A
k
 
l
j
 1
Vl
 !2
:
Applying arguments used in the derivation of expansions for Tn;1 and Sn;1
we show
fi  gi ¼ 1
i
Xi1
j¼1
j
i
 A1
1þ O 1
j
  
Vj
 !
 1
i2
Xi1
j¼1
Xi1
k¼1
B
2A
jk
i2
 A1
j3k
i
 A
1
 ! 
þ1
i
Xi1
j¼1
j
i
 A1
O
1
j
 
1
j
Xj
l¼1
l
j
 A1
Vl
 !21A
¼ 1
i
Xi1
j¼1
j
i
 A1
Vj
 !
1
i2
Xi1
j¼1
Xi1
k¼1
B
2A
jk
i2
 A1
j3k
i
 A
1
 ! !
þ 1
i
Xi1
j¼1
j
i
 A1
Oð1ÞVj
 !
1
i
Xi1
j¼1
j
i
 A1
O
1
j
 
1
j
Xj
l¼1
l
j
 A1
Vl
 !20@
1
A
þ 1
i
Xi1
j¼1
j
i
 A1
O
1
j
 
Vj
 !
1
i
Xi1
j¼1
j
i
 A1
Oð1Þ 1
j
Xj
l¼1
l
j
 A1
Vl
 !20@
1
A
¼:jigi þ Di;1 þ Di;2:
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Using Ho¨lder’s inequality, q ¼ 3 and q0 ¼ 32 we ﬁnd
EjDi;1jpp E 1
i
Xi1
j¼1
j
i
 A1
Oð j0ÞVj


3p
0
@
1
A
1
3
 E 1
i
Xi1
j¼1
j
i
 A1
Oð j1Þ 1
j
Xj
l¼1
l
j
 A1
Vl
 !2

3p
2
0
BB@
1
CCA
2
3p
0
BBBB@
1
CCCCA
p
¼ i3pAE
Xi1
j¼1
Oð jA1ÞVj


3p
0
@
1
A
1
3
 iA
Xi1
j¼1
Oð jA2Þ E
Xj
l¼1
lA1Vl


3p
0
@
1
A
2
3p
0
BB@
1
CCA
p
¼Oði3pAþ3pðA12ÞÞ13  O iA
Xi1
j¼1
jA2þ2ðA
1
2
Þ
 !p
¼Oði
p
2Þ  O iA
Xi1
j¼1
jA3
 !p
¼OðipðA42þ 12Þðlog iÞp1ðA¼2ÞÞ:
Similarly as above it can be shown that
EjDi;2jpp E 1
i
Xi1
j¼1
j
i
 A1
O
1
j
 
Vj


3p
0
@
1
A
1
3
 E 1
i
Xi1
j¼1
j
i
 A1
Oð1Þ 1
j
Xj
l¼1
l
j
 A1
Vl
 !2

3p
2
0
BB@
1
CCA
2
3p
0
BBBB@
1
CCCCA
p
¼ i3pAE
Xi1
j¼1
Oð jA2ÞVj


3p
0
@
1
A
1
3
 iA
Xi1
j¼1
Oð jA1Þ E
Xj
l¼1
lA1Vl


3p
0
@
1
A
2
3p
0
BB@
1
CCA
p
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¼Oði
3p
2 Þ  O iA
Xi1
j¼1
jA2
 !p
¼ OðipðA41þ32Þðlog iÞp1ðA¼1ÞÞ
¼Oði52pÞ:
Hence, it holds
Sn;2 ¼B 1
n
Xn
i¼1
i
n
 A1
fi  gi
¼B 1
n
Xn
i¼1
i
n
 A1
jigi þ
1
n
Xn
i¼1
i
n
 A1
OLpðiðA42þ
1
2
Þðlog iÞ1ðA¼2ÞÞ
¼B 1
n
Xn
i¼1
i
n
 A1
1
i
Xi1
j¼1
j
i
 A1
Vj
 !
 1
i2
Xi1
j¼1
Xi1
k¼1
B
2A
jk
i2
 A1
j3k
i
 A
1
 ! !
þ OLpðnðA4
5
2
Þðlog nÞ1ðA¼52ÞÞ
¼ B
2
2A
1
n
Xn
i¼1
i
n
 A1
1
i3
Xi1
j¼1
Xi1
k¼1
Xi1
l¼1
jkl
i3
 A1
k3l
i
 A
1
 !
VjVkVl
þ OLpðnðA42ÞÞ
¼ B
2
2A
1
n
Xn1
j¼k
Xn1
k¼1
Xn1
l¼1
ð jklÞA1n1A
Xn1
i¼j3k3l
ði þ 1Þ2A1 k3l
i þ 1
 A
1
 !
VjVkVl
þ OLpðnðA42ÞÞ
¼ B
2
2A
1
n3
Xn1
j¼1
Xn1
k¼1
Xn1
l¼1
jkl
n3
 A1
1
n
Xn
i¼j3k3lþ1
i
n
 2A1
k3l
i
 A
1
 !
VjVkVl
þ OLpðnðA42ÞÞ:
As in (4) one shows
1
n
Xn
i¼mþ1
i
n
 2A1
k3l
i
 A
1
 !
¼ k3l
n
 A
1
n
Xn
i¼mþ1
i
n
 A1
 1
n
Xn
i¼mþ1
i
n
 2A1
¼ k3l
n
 A
nA
1
A
ðmA  nAÞ þ
Xn
i¼mþ1
OðiA2Þ
( )
 n2A 1
2A
ðm2A  n2AÞ þ
Xn
i¼mþ1
Oði2A2Þ
( )
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and obtains
Sn;2 ¼ B
2
2A
1
n3
Xn1
j¼1
Xn1
k¼1
Xn1
l¼1
jkl
n3
 A1
k3l
n
 A
1
A
j3k3l
n
 A
1
 !(
 1
2A
j3k3l
n
 2A
1
 !)
VjVkVl
þ 1
n3
Xn1
j¼1
Xn1
k¼1
Xn1
l¼1
jkl
n3
 A1
k3l
n
 A
1
n2
Xn
i¼j3k3lþ1
O
i
n
 A2(
þ 1
n2
Xn
i¼j3k3lþ1
O
i
n
 2A2)
VjVkVl þ OLpðnðA42ÞÞ:
Now we demonstrate that the quadruple sum including the ﬁrst O-term in the last
display is of order OLpðnðA42ÞÞ:
E
1
n3
Xn1
j¼1
Xn1
k¼1
Xn1
l¼1
jkl
n3
 A1
k3l
n
 A
1
n2
Xn
i¼j3k3lþ1
O
i
n
 A2
VjVkVl


p
¼ E nA3
Xn
i¼1
OðiA2Þ
Xi1
j¼1
j
n
 A1
Vj
 ! Xi1
k¼1
Xi1
l¼1
kl
n2
 A1
k3l
n
 A
VkVl
 !

p
¼ E nA
Xn
i¼1
OðiA2Þ
Xi1
j¼1
jA1Vj
 ! Xi1
k¼1
Xi1
l¼1
ðklÞA1ðk3lÞAVkVl
 !

p
pnpA
Xn
i¼1
OðiA2Þ E
Xi
j¼1
jA1Vj


3p
0
@
1
A
1
3p
0
BB@
 E
Xi1
k¼1
Xi1
l¼1
ðklÞA1ðk3lÞAVkVl


3
2
p
0
B@
1
CA
2
3p
1
CCA
p
;
applying Lemmas 2 and 3 we continue with
pnpA
Xn
i¼1
OðiA2iA12iA1Þ
 !p
¼ npAOðnpððA52Þ30Þðlog nÞp1ðA¼52ÞÞ
¼ OðnpðA452Þðlog nÞp1ðA¼52ÞÞ:
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Similarly, for the quadruple sum including the second O-term in the upper expansion
of Sn;2 one can show
E
1
n3
Xn1
j¼1
Xn1
k¼1
Xn1
l¼1
jkl
n3
 A1
1
n2
Xn
i¼j3k3lþ1
O
i
n
 2A2
VjVkVl


p
¼ E nA
Xn
i¼1
Oði2A2Þ
Xi1
j¼1
Xi1
k¼1
Xi1
l¼1
ð jklÞA1VjVkVl


p
¼ nA
Xn
i¼1
Oði2A2Þ E
Xi1
j¼1
jA1Vj


3p
0
@
1
A
1
p
0
BB@
1
CCA
p
¼ nA
Xn
i¼1
Oði2A2i3ðA12ÞÞ
 !p
¼ npA O
Xn
i¼1
iA
7
2
 ! !p
¼ OðnpðA452Þðlog nÞp1ðA¼52ÞÞ: ð5Þ
Hence, we obtain the following representation:
Sn;2 ¼ B
2
2A
1
n3
Xn
j¼1
Xn
k¼1
Xn
l¼1
jkl
n3
 A1
k3l
n
 A
1
A
j3k3l
n
 A
1
 !(
 1
2A
j3k3l
n
 2A
1
 !)
VjVkVl þ OLpðnðA42ÞÞ:
Bound of Sn;3: For
Di :¼
Xi1
j¼1
Yi1
k¼jþ1
1 A
k
 
1
j
Xj1
l¼1
Yj1
k¼lþ1
1 A
k
 
1
l
Vl
 !224
3
5
2
;
Lemmas 1 and 2 imply
EjDijpp
Xi1
j¼1
O
j
i
 A
1
j
E
Xj1
l¼1
O
l
j
 A
1
l
Vl


4p
0
@
1
A
1
2p
0
BB@
1
CCA
2p
¼ iA
Xi1
j¼1
Oð jA1Þð j4pAOð j4pðA12ÞÞÞ
1
2p
 !2p
¼O iA
Xi
j¼1
jA2
 !2p
¼ Oði2pÞ
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and therefore
EjSn;3jp ¼E 1
n
Xn
i¼1
i
n
 A1
B
2
Di


p
¼ nA
Xn
i¼1
OðiA3Þ
 !p
¼OðnpðA42Þðlog nÞp1ðA¼2ÞÞ;
or equivalently Sn;3 ¼ OLpðnðA42Þðlog nÞ1ðA¼2ÞÞ:
Expansion of the cubic term T3;n: By Proposition 1 it follows
E
1
n
Xn
i¼1
Yn
k¼iþ1
1 A
k
 
 i
n
 A" #
i
n
 1
C
6
X 3i


p
¼ E 1
n
Xn
i¼1
i
n
 A1
O
1
i
 
X 3i


p
¼ nA
Xn
i¼1
iA
7
2Oð1ÞðEj
ﬃﬃ
i
p
Xij3pÞ
1
p
 !p
¼ OðnpðA452Þðlog nÞp1ðA¼52ÞÞ:
Hence, it sufﬁces to expand 1
n
Pn
i¼1ð inÞA1C6X 3i instead of T3;n: Furthermore, in this
expression the random variable Xi can be replaced by X˜i :¼
Pi1
j¼1
Qi1
k¼jþ1ð1 AkÞ1jVj :
To show this we notice that Xi can be represented by
Xi ¼
Yi1
k¼1
1 A
k
 
X1 þ
Xi1
j¼1
Yi1
k¼jþ1
1 A
k
 
1
j
Vj þ
Xi1
j¼1
Yi1
k¼jþ1
1 A
k
 
1
j
OðjXjj2Þ:
By Ho¨lder’s inequality, we ﬁnd
EjX 3i  X˜3i jppðEjXi  X˜ij2pÞ
1
2OððEjXij4pÞ
1
2 þ ðEjX˜ij4pÞ
1
2Þ ¼: aibi ¼ Oði2pÞ;
since, by Minkowski’s inequality and Proposition 1, we can conclude on
aip E
Yi1
k¼1
1 A
k
 
X1


2p
0
@
1
A
1
2
þ E
Xi1
j¼1
Yi1
k¼jþ1
1 A
k
 
1
j
OðjXjj2Þ


2p
0
@
1
A
1
2
¼OðipAÞðEjX1j2pÞ
1
2 þ iA
Xi1
j¼1
jA2OðEj
ﬃﬃ
j
p
Xj j4pÞ
1
2p
 !p
¼OðipAÞ þ OðipÞ ¼ OðipÞ
and bi ¼ OðipÞ: Therefore,
E
1
n
Xn
i¼1
i
n
 A1
C
6
ðX 3i  X˜3i Þ


p
p nA
Xn
i¼1
iA1Oði2Þ
 !p
¼OðnpðA42Þðlog nÞp1ðA¼2ÞÞ:
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Analogously one can show that X˜i can be replaced by %Xi :¼
Pi1
j¼1ðjiÞA1jVj; since
EjX˜3i  %X3i jpp ðEjX˜i  %Xij2pÞ
1
2OððEjX˜ij4pÞ
1
2 þ ðEj %Xij4pÞ
1
2Þ
p E
Xi1
j¼1
j
i
 A
O
1
j2
 
Vj


2p
0
@
1
A
1
2
E
Xi1
j¼1
j
i
 A
O
1
j
 
Vj


4p
0
@
1
A
1
2
¼Oði32 pAÞOði12 pAÞ ¼ Oði2pAÞ
implies
E
1
n
Xn
i¼1
i
n
 A1
C
6
ðX˜3i  %X3i Þ


p
¼ 1
n
Xn
j¼1
i
n
 A1
Oði2AÞ


p
¼ OðnpAÞ:
Hence, it is sufﬁcient to expand the expression
 1
n
Xn
i¼1
i
n
 A1
C
6
1
i
Xi1
j¼1
j
i
 A1
Vj
 !3
¼ nA C
6
Xn
i¼1
i2A1
Xi1
j¼1
Xi1
k¼1
Xi1
l¼1
ð jklÞA1VjVkVl
¼ nA C
6
Xn1
j¼1
Xn1
k¼1
Xn1
l¼1
ð jklÞA1
Xn
i¼j3k3lþ1
i2A1
 !
VjVkVl
¼  1
n3
Xn1
j¼1
Xn1
k¼1
Xn1
l¼1
jkl
n3
 A1
C
12A
j3k3l
n
 2A
1
 !
VjVkVl
 1
n3
Xn1
j¼1
Xn1
k¼1
Xn1
l¼1
jkl
n3
 A1
C
6
 1
n
Xn
i¼j3k3lþ1
i
n
 2A1
 1
2A
j3k3l
n
 2A
1
 !" #
VjVkVl :
As in the discussion of the term Sn;2 one shows that the second triple sum behind the
last equality sign is of order OLpðnðA42ÞÞ; hence negligible.
Bound of the remainder term T4;n: By Proposition 1 we have
EjT4;njp ¼E 1
n
Xn
i¼1
i
n
 A1
i
3þd3
2 Oðj
ﬃﬃ
i
p
Xij3þd3Þ


p
¼O nA
Xn
i¼1
iA
5þd3
2
 !p
¼ OðnpðA4
3þd3
2
Þðlog nÞp1ðA¼
3þd3
2 ÞÞ:
Now the proof of the theorem is completed. &
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Proof of Theorem 1 in the case 2obp3. This proof follows the lines of the proof of
the case 3obp4: In the current case, the decomposition of Xnþ1 consists only of four
terms T0;n; T1;n; T2;n and a remainder term
T3;n ¼ 1
n
Xn
i¼1
Yn
k¼iþ1
1 A
k
 
i
n
 1
OðjXij2þd2Þ;
where d2 :¼ b bAð0; 1: Observe that mX2pð1þ d2Þ: To expand the product in the
linear term T1;n it sufﬁces to include the leading term only, i.e.,
T1;n ¼ 1
n
Xn
j¼1
Yn
k¼iþ1
1 A
k
 
i
n
 1
Vi ¼ 1
n
Xn
i¼1
i
n
 A1
Vi þ Dn: &
Proof of Theorem 1 in the case 1obp2. Decompose Xnþ1 in now only three terms
T0;n; T1;n and a remainder term
T2;n ¼ 1
n
Xn
i¼1
Yn
k¼iþ1
1 A
k
 
i
n
 1
OðjXij1þd1Þ
with d1 :¼ b bAð0; 1 which are treated similarly as in the cases 2obp3 and
3obp4: Notice that in the current case, mXpð1þ d1Þ: &
Proof of Corollary 1. Without loss of generality we assume a ¼ 1: If bAð1; 2; the
statement follows immediately from Theorem 1. If bAð2; 4; it sufﬁces to show that
Dn :¼ 1
n2
Xn
j¼1
vnð j; j ÞV 2j ¼ 
1
n
Bs2
2ðA  1Þð2A  1Þ þ Dn
with Dn ¼ OLpðnb=2Þ: Set p˜ ¼ p32: Applying Lemma 2 we can show for every A41
EjDn  EDnjp˜
¼ Oðn2p˜Þ E
Xn
j¼1
j
n
 A2
ðV2j  s2Þ


p˜
þE
Xn
j¼1
j
n
 2A2
ðV2j  s2Þ


p˜
0
@
1
A
¼ Oðnp˜ðA432Þðlog nÞ
p˜
2
1ðA¼3
2
ÞÞ:
Since A4b=2; it follows Dn  EDn ¼ OLpðnb=2Þ: Further
EDn ¼  1
n
Bs2
2A
1
n
Xn
j¼1
j
n
 A2
 1
n
Xn
j¼1
j
n
 2A2 !
¼  1
n
Bs2
2A
1
A  1þ Oðn
ððA1Þ41ÞÞ  1
2A  1þ O
1
n
  
¼  1
n
Bs2
2ðA  1Þð2A  1Þ þ Oðn
ðA42ÞÞ:
Combining the last two results ﬁnishes the proof. &
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Proof of Corollary 2. This is immediate from the assertions of Theorem 1 and
Corollary 1. &
Proof of Corollary 3. Since
ðEZ2nþ1Þ
1
2p 1
nmn
Xmn
i¼1
ﬃﬃ
i
p
ðEð
ﬃﬃ
i
p
ðXi  WÞÞ2Þ
1
2 þ i
n
 1
2ðEð ﬃﬃﬃnp ðXnþ1  WÞÞ2Þ12
8<
:
9=
;
¼ 1
nmn
Xmn
i¼1
ﬃﬃ
i
p
Oð1Þ ¼ O
ﬃﬃﬃﬃﬃﬃ
mn
p
n
 
¼ oð1Þ
by Proposition 1, the correction term Zn does not contribute to the asymptotic
variance of Xn  Zn:
Set q :¼ ða3Bs2Þ=ð2ðaA  1Þð2aA  1ÞÞ: With Corollary 2(ii) we can show
EðZnþ1  WÞ ¼ 1
nmn
E
Xmn
i¼1
iðXi  WÞ 
Xmn
i¼1
iðXnþ1  WÞ
( )
¼ 1
nmn
Xmn
i¼1
ðq þ Oðib=2þ1ÞÞ þ mnðmn  1Þ
2
1
n
q þ Oðnb=2Þ
 ( )
¼  1
n
q þ 1
n
Oðmðb=21Þn ðlog mnÞ1ðb¼4ÞÞ þ
1
n
O
mn
n
 
:
Once again referring to Corollary 2(ii) we arrive at
EðXnþ1  Znþ1Þ ¼ 1
n
O nðb=21Þ þ mðb=21Þn ðlog mnÞ1ðb¼4Þ þ
mn
n
 
: &
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