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Chapter 1 
Introduction 
1.1 The production of speech sounds 
In this thesis, we want to learn a little more about the behaviour of the voice source. In 
particular, we want to find out how the airflow through the glottis (the space between 
the vocal folds) is affected by the sound which is articulated and how it changes with 
different intonation patterns. But let us first give a more general description of speech 
production and particularly of the voice source. 
The production of speech sounds can be described as a two-level process: on the 
first level, sound is produced, which is shaped (filtered) on the second level. 
To produce sound we first need to create an airstream (initiation). We generally use the 
lungs to produce this airstream: when we exhale, the air is forced out of the lungs by the 
weight of the rib cage together with the slow relaxation of the inspiratory muscles and 
possibly the active involvement of expiratory muscles. This does not mean that there are 
no other ways to create an airstream: some languages use other airstream mechanisms 
than the pulmonic egressive airstream just described for some speech sounds, for example 
to produce ejectives, which occur in Caucasian languages, to produce implosives (e.g. in 
Sindhi, spoken in India and Pakistan) or for the click sounds which are used in some 
African languages (e.g. Xhosa). Since Dutch only uses the airstream from the lungs to 
produce speech sounds, we refer the reader to Catford (1977, pp. 63 ff.) for a description of 
other airstream mechanisms. An airstream is not in itself sufficient, though, to produce 
sound. When we exhale, this is normally silent, so that it is clear that we must do 
something extra to exploit the airstream to turn it into sound. One way of doing this is 
to make a narrow constriction in the vocal tract (see Fig. 1.1). When the air flows through 
the constriction, this can cause turbulence. This turbulence is perceived as friction, and 
sounds which are produced in this way are called fricatives (for example / s / ) . Other 
sounds are produced by blocking the airstream off completely, either at the glottis or in 
the vocal tract, and then releasing this constriction (cf. the sound /p / ) . A burst of air, 
caused by the pressure build-up behind the constriction, is audible when the closure is 
released. Sounds produced in this way are called plosives. A third way of turning the 
airstream into sound is by moving the vocal folds close together (without pressing them 
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together), which will normally cause them to vibrate (phonation). All voiced sounds, e.g. 
vowels like / i / and /u / , semi-vowels ( / j / and /w/) , nasal consonants like / m / and liquids 
(/1/ and / r / ) , are produced with vibrating vocal folds. Phonation can be combined with 
both other ways of generating sounds described above to create voiced fricatives (e.g. /v / ) 
or voiced plosives, like / b / . Since we are particularly interested in the behaviour of the 
voice source, we have dedicated the next section to it. 
hard palate 
soft palate 
nasal cavity 
alveolum 
tongue 
epiglottis 
larynx 
pharynx 
vocal folds 
Figure 1.1 Sagittal section of the vocal tract 
If we should not have a vocal tract mounted on top of the larynx ("voice box"), it 
would not be possible to produce vowels with different sound qualities. This is because 
the source signal is filtered (this is the second level mentioned above) according to the size 
and shape of the vocal tract, which is changed by moving the articulators (lips, tongue, 
velum) into different positions. The size and shape of the vocal tract is characteristically 
different for different sounds and enhances some frequency components that are present 
in the source signal, while reducing the energy in other frequencies. This is comparable 
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to the difference we hear in sound quality when we blow across the opening of a full and 
an empty bottle, which also have resonance cavities of a different size and shape. We 
hear different sounds according to the way the energy is distributed over frequency (this 
is called the spectrum of the speech signal). 
1.2 The voice source from a phonetic perspective 
In this section, we concentrate on the physiological and aerodynamic behaviour of the 
voice source. In the following section, we discuss how this behaviour can be varied for 
linguistic purposes. To be able to understand better how phonation or voicing is produced, 
let us first have a closer look at the larynx and discuss some of the important mechanisms 
which affect phonation. 
thyrohyoid 
sternohyoid 
sternothyroid 
— hyoid bone 
thyroid cartilage 
arytenoid cartilage 
cricoid cartilage 
sternum 
Figure 1.2 Schematic representation of the larynx 
The larynx (see Fig. 1.2) sits on top of the trachea and is suspended by muscles 
from the hyoid bone. Its primary function is to act as a valve to prevent food, liquids 
or other objects from entering the lungs. When we swallow, the larynx moves upwards, 
pushing against the root of the epiglottis, which then covers the entrance to the trachea. 
If any object gets past the epiglottis, it is prevented from entering the lungs by the vocal 
folds, which are situated in the larynx and can close off the windpipe. The air pressure 
under the vocal folds is increased and the object is propelled out of the windpipe by 
the fast airstream which is produced when the glottis suddenly opens. Its role in speech 
production is a secondary function of the larynx, and will be our concern in the rest of 
this thesis. 
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The larynx consists of the cricoid, thyroid and arytenoid cartilages. The cricoid 
cartilage has the shape of a signet ring, with the signet-like part posteriorly. The cricoid 
cartilage supports the thyroid cartilage and the arytenoid cartilages. The anterior notch 
of the thyroid cartilage can be felt in the throat as the Adam's apple, from which point 
the vocal folds run towards the vocal processes of the two arytenoids on both sides. The 
arytenoids are small pyramid-shaped cartilages, which can rotate, tilt and move sideways. 
The movability of the arytenoids is very important for regulating the abduction and 
tension of the vocal folds. 
The vocal folds themselves consist of the external thyroarytenoid muscles and the 
vocalis (internal thyroarytenoid) muscles, which are covered on the inside of the glottis 
with a mucosal layer called lamina propria and the epithelium (for a detailed description 
see Hirano, 1977). For voiced sounds, the vocal folds vibrate. An older theory of vocal 
fold vibration, called the neurochronaxic theory, explains the fast opening and closing 
movements of the vocal folds by the contraction and relaxation of the vocalis muscle 
(Husson, 1950, in Borden et ai, 1980). This theory is no longer accepted, since it has 
been found that the vocalis fibres mostly run parallel to the edge of the glottis, so that 
their contraction cannot pull the vocal folds apart. Also, if we breathe helium instead of 
air, the rate of vibration of the vocal folds and the voice quality changes; we should not 
expect this to be the case if the vocal fold vibrations are caused by muscle contractions. 
Therefore, this theory cannot explain the vibration of the vocal folds. 
It is now assumed that vocal fold vibration is not caused by muscle activity (fast 
contraction and relaxation of the vocalis muscle), but is an entirely passive process 
induced by the airstream flowing through the glottis. Important milestones in the 
description of vocal fold vibration are Van den Berg et al. (1957), which describes the 
aerodynamic-myoelastic theory, Ishizaka L· Flanagan (1972), which describes what is 
now called flow-separation theory, and Titze (1988), in which the body-cover model is 
described. For a discussion of these theories and for further references the reader is 
referred to Broad (1973, 1979). 
The movements of the vocal folds "release" short puffs of air from the lungs. These cause 
quick variations in air pressure, especially at the moment of closure of the vocal folds, 
which form the acoustic excitation of the vocal tract. Spectrally, the excitation (voicing) 
consists of a fundamental frequency (mainly responsible for our perception of pitch) and 
a large number of harmonics, which are all multiples of the fundamental frequency. The 
excitation of the vocal tract is often called the source in acoustic theory. We shall mainly 
investigate the airflow at the vocal folds, because of its perceptual relevance. 
Although vocal fold vibration itself is an entirely passive process, this does not mean 
that the vocal folds vibrations and therefore the spectral characteristics of the source signal 
are constant. In fact, the actual vibrations of the vocal folds can be varied tremendously 
by changing the transglottal pressure, the abduction and tension of the vocal folds. We 
will give a short description of the main muscles which can affect the abduction and ten-
sion of the vocal folds (Boenninghaus, 1970). 
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The thyroarytenoid muscles, which we have already mentioned, can influence the stiffness 
of the vocal folds and thereby their vibratory behaviour. Besides the thyroarytenoids, 
several other muscles are attached to the arytenoids. To start with, the posterior cricoa-
rytenoid muscles (or posticus), which run from the forward pointing muscular processes 
at the base the arytenoids to the back of the cricoid cartilage. They can pull the vocal 
processes apart (see Fig. 1.3), causing abduction of the vocal folds. When the vocal folds 
are widely abducted, they will not vibrate (as for voiceless sounds or breathing); if there 
is only a slight abduction combined with voicing, it will cause the voice to sound breathy, 
since there is a "leak flow" through the abducted vocal folds; also, the closure of the vocal 
folds will be less abrupt, since the elasticity of the vocal folds brakes the closing move-
ment, pulling the vocal folds back towards their (in this case, abducted) neutral position. 
Figure 1.3 Function of the posterior cricoarytenoid muscles 
The lateral cricoarytenoid muscles run from the muscular processes of the arytenoids 
to the sides of the cricoid cartilage. When they are contracted, this brings the vocal 
processes together, thus closing the membranous part (the anterior two-thirds) of the 
glottis (see Fig. 1.4). The configuration thus created, with the anterior parts of the vocal 
folds closed (medial compression) and a triangular opening of the cartilaginous glottis is 
used for whisper. If the anterior parts of the vocal folds are not pressed together too 
strongly, the vocal folds may vibrate, so that whispery voice is produced. 
Figure 1.4 Function of the lateral cricoarytenoid muscles 
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A third pair of muscles attached to the arytenoids are the transverse arytenoid 
muscles, which run horizontally between the two arytenoids. Together with the oblique 
arytenoid muscles, which also connect the two arytenoids, but run from one arytenoid 
cartilage down to the other, they close the posterior, cartilaginous part of the glottis 
(see Fig. 1.5). Together, these muscles are called the interarytenoid muscles. They 
cause adduction of the vocal folds, which leads to less leak flow and a faster closure. If 
the vocal folds are adducted and medial compression is exerted on them, a glottal stop 
can be produced if there is sufficient tension in the vocalis muscle (in the vocal fold itself). 
Figure 1.5 Function of the interarytenoid muscles 
Finally, the cricothyroid muscle, which runs from the cricoid to the thyroid cartilage 
(see Fig. 1.6), can exert longitudinal pull on the vocal folds, which stiffens the vocal folds 
and makes them vibrate faster (since the mass per length unit of the vocal folds is less). 
It also makes the closure of the vocal folds less abrupt. 
It is clear that although phonation is in itself an entirely passive process, it can 
be strongly affected by the muscle tensions in the larynx. Besides the muscles we have 
already mentioned, there are several other, extrinsic laryngeal muscles which can affect 
vocal fold vibration. Depending on these muscle tensions and the form and consistency 
of the vocal folds, as well as on the transglottal pressure drop, the spectral characteristics 
of the phonation signal can be varied, which affects the perceived voice quality. 
1.3 The voice source from a linguistic perspective 
The voice source can be used for several linguistic purposes. First of all, it can tell us 
something about the social background of the speaker, e.g. about the region he is from 
or about the social group he belongs to. The voice source can also be used to mark 
paralinguistic functions, e.g. to express anger or boredom. The paralinguistic markers 
are in part culturally-determined: Laver (1994) gives the example of falsetto voice, which 
can be used in English to mock a male speaker, accusing him of effeminacy, or to utter 
a whining complaint, whereas in Tzeltal it is used in greeting to show honorific respect 
(P· 22). 
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vocal fold 
and vocalis 
cricothyroid 
thyroid 
cartilage 
arytenoid 
cartilage 
cricoid 
cartilage 
Figure 1.6 Function of the cricothyroid muscles 
The voice source can be used for other linguistic purposes as well. First, it can 
be used to produce intonation or sentence melody. This is achieved by varying the 
subglottal pressure and the tension in the vocal folds, which leads to changes in the rate 
of vibration of the vocal folds, registered by the hearer as pitch movements. Intonation 
can be used for example to distinguish questions from statements (in English as in Dutch, 
questions end in a rising pitch, whereas statements generally have a fall at the end of the 
utterance), or to focus on different parts of an utterance (by making a pitch movement on 
the focussed part). In some languages, voice quality can also be used to mark linguistic 
stress, supporting the effects of duration and amplitude, and possibly the effects of 
the vocal tract on the sound quality, which also correlate with stress (Sluijter, 1995). 
Stress can for example be used to distinguish the noun transport (with stress on the first 
syllable) from the verb (which is stressed on the second syllable). 
On the segmental level, the voice source can be exploited to produce phonemic 
distinctions between sounds, i.e. to distinguish sounds which can change the meaning 
of a word. The most widespread segmental use of the voice source in languages is for 
the distinction between phonemically voiced and voiceless sounds. This phonological 
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distinction should not be mixed up with the phonetic voicing distinction: phonologically 
voiced sounds can have very different context-dependent phonetic implementations in 
different languages. In intervocalic positions, voiced sounds are usually produced with 
vibrating vocal folds, while there is no phonation for voiceless sounds. At the beginning 
of an English or German stressed syllable, the phonemic voicing distinction is usually 
phonetically marked by presence or absence of aspiration for voiceless and voiced plosives 
respectively, rather than by vocal fold vibration, unlike for example in French or Dutch, 
which do not have aspirated plosives; and in syllable-final positions, glottalisation can be 
used to mark phonologically voiceless plosives in English. Because of its various phonetic 
implementations, it has been argued that the phonological feature used here should not 
be called [voiced], but rather [tense]; this phonological label is sometimes preferred, 
because it expresses the fact that all (glottal and supraglottal) muscles are more tense 
during the production of voiceless sounds than for voiced ones. In some languages vowels 
can be voiced or voiceless (Maddieson, 1984) as well. 
In many other languages, like Hindi, aspiration and voicing are combined on the phon-
ological level to create four phonemically different plosive categories. Here, there is an 
ongoing discussion on whether one of the categories should be called "voiced aspirated" 
or "breathy voiced/murmured" plosive stops. The argument for using the second label 
is that it is not merely the presence of voicing during the oral closure followed by a 
period of aspiration after the release which is distinctive, but rather the quality of the 
vocal fold vibration. If this is correct, this would be one instance of the importance of a 
more detailed description of voicing for linguistic purposes than using an invariant voice 
source which can merely be switched on or off. But also if we accept the label "voiced 
aspirated", it is clear that the voice quality during the consonant is likely to differ from 
that in a voiced unaspirated consonant, since the abduction of the vocal folds which is 
necessary for the aspiration will affect the vocal fold vibrations before voice offset. 
According to Laver (1994), breathy voice (or murmur) is also used to distinguish nasals 
(p. 236). He further cites examples from Mari where creak or creaky voice is used to 
make segmental distinctions, namely to differentiate between consonants or to distinguish 
vowels in several African languages (p. 195 and esp. p. 236). For any of these phonemic 
distinctions, a voiced/voiceless opposition does not suffice; instead, a more detailed 
description of the voice source signal is needed. But even if voice quality is not used for 
phonemic distinctions, as is the case in English and in Dutch, it is still possible (and 
even likely) that segmental articulation influences the characteristics of the voice source 
for that segment. Therefore, we will look into the relationship between (phonatory) voice 
quality and segmental articulations in this thesis. In a first experiment, the behaviour 
of the voice source for different classes of speech sounds is investigated. Similarly, 
suprasegmental linguistic aspects of an utterance can be expected to influence the 
voice source characteristics. Therefore, the effects of intonation on the voice source are 
investigated in a second experiment. 
One aspect of voice source behaviour we have not mentioned so far is the coar-
ticulatory influence of one segment on a neighbouring one. It is clear, though, that for 
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example vocal fold vibration in a voiced segment must be influenced by the beginning of 
the abduction for a following voiceless consonant, similar to the effects for voiced aspirated 
consonants mentioned above. These sub-segmental effects were not explicitly addressed 
in this thesis. 
1.3.1 The voice source in phonetic research 
In early phonetic descriptions, the traditional goal has been to investigate phonemic dis-
tinctions in languages. Researchers have used the source filter model (Fant, 1960) as a 
basis for the acoustic description of the speech signal. Especially the filter characteristics 
were investigated quite extensively, since they are responsible for most of the phonemic 
distinctions that can be made. As was pointed out, the source does play a role on the 
phonemic level, but in most languages for which early phonetic research was carried out 
it is only used to distinguish voiced from voiceless sounds. For this, no complicated de-
scription of the voice source was thought necessary, so that the voice source was usually 
described simply by the presence versus absence of phonation. All voice source charac-
teristics other than the fundamental frequency of phonation, which is needed to describe 
intonation patterns, were modelled as part of the filter. 
Another obvious reason why phonetic research initially concentrated on the vocal tract 
filter is that the airflow at the vocal folds is hard to measure due to their inaccessibility. 
Over the last few decennia, this situation has changed quite dramatically. The fact 
that speakers can produce very different sound qualities depending on the actual settings 
of the vocal folds and on the transglottal pressure drop is now given much attention. It is 
hoped that a more complete description of the source signal will lead to a more realistic 
theory of human speech production. A better understanding of the source behaviour also 
opens the way for a better description of its relation to other than phonemic variations 
of the source (see section 1.3). 
The increased interest in the voice source is also reflected in formant synthesis systems. 
We refer to formant synthesis, because its quality reflects our understanding of human 
speech production. Initially, many of the properties of the voice source were included 
in the filter characteristics, while a simple static source was used which consisted of a 
(number of) pulse(s) per glottal period, which was sometimes filtered before being used 
as an excitation of the filter which represents the vocal tract. It has become apparent, 
though, that this simplification of the source signal limits the flexibility and therefore 
the applicability (both in speech products and as a platform for testing our hypotheses 
about speech production) of formant synthesis systems. Many researchers in the area 
have realised that by using more realistic voice source models, formant synthesisers may 
come to sound more natural. This has already led to several flexible voice source models 
(see section 2.2). In the following section, we point out some of the problems with the 
new voice source models. 
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1.3.2 Measurements as a basis for voice source models 
The actual behaviour of the voice source in natural speech is still to a large extent unknown 
and needs to be investigated. Although many data have been collected, it is very difficult 
to put all these data together to form a consistent global picture of the voice source. We 
have little knowledge, for example, about the variation in voice quality from speaker to 
speaker or about the way in which systematic differences in segmental and suprasegmental 
properties of utterances affect the acoustic and aerodynamic properties of the voice source; 
nor do we know a lot about the relationship between these properties and the glottal 
geometry or the control of muscle tensions. Therefore, much more data must be collected 
and combined to base voice source models on or to check the predictions made by existing 
models. 
These data must be collected in many different types of experiments: acoustic and 
aerodynamic measurements must be made, and perceptual tests must be carried out to 
single out the perceptually relevant properties of the signal; articulatory measurements 
are needed, e.g. using photoglottography to be able to model the glottal area, electro-
glottography to model the contact area between the vocal folds, or electromyographic 
measurements of the many intrinsic and extrinsic laryngeal muscles involved in voice 
production; further, videostroboscopic and high-speed video recordings will help us to in-
terpret the behaviour of the voice source. Obviously, almost all of these measurements put 
a heavy strain on the subjects (there are good reasons why the subjects in many papers 
on voice source behaviour carry the initials of its authors). We cannot therefore hope to 
do many simultaneous measurements. This makes the interpretation of different aspects 
of voice source behaviour very difficult: a consistent global understanding of voice source 
behaviour can only be obtained by combining the results from many different experiments, 
with measurements in different domains. The reason why this is so difficult is that we can 
never be sure that different subjects use the same articulatory mechanisms to produce 
a certain effect, or that the same subject will use the same articulatory mechanisms in 
subsequent recordings using different measurement techniques, even if the same stimulus 
material is produced (if only because many measurements impose their own restrictions 
on the naturalness with which the subject speaks). With so complex a system as the voice 
source, its articulatory behaviour can be expected to be extremely variable. To discover 
statistical relationships between the measurements made in different experiments and in 
different domains is a major task, let alone to come to an interpretation of the data in 
terms of causal relationships. 
Nevertheless, we believe we must try to integrate all these different measurements to 
come to a global understanding of the voice source. This can only be done by the careful 
combination of results from different experiments and from modelling studies which are 
reported in the literature, and will inevitably involve some speculation. On the other 
hand, it will force us to make maximum use of the knowledge that is available in the 
literature. 
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1.3.3 Linguistic and non—linguistic measurements 
We have already pointed out that the behaviour of the voice source can be expected to 
be extremely variable, and that this variability will make it quite difficult to come to a 
consistent global understanding of the voice source. Several sources for this variability 
have already been mentioned. One source of variability which may reasonably be expected 
to be great is the nature of the subject's task in the experiment: is it a linguistic task or a 
non-linguistic one? The reason why we expect this to introduce a lot of variability is that 
in many non-linguistic tasks, such as singing or the production of non-speech utterances 
at different pitches or loudness levels, subjects are more likely to be using their voices in 
the boundary regions of normal vocal fold behaviour. The muscle tensions involved in 
these non-linguistic tasks may therefore be quite extreme (or at least almost certainly 
outside the normal range used in speech), and it is hard to say what effects this may 
have on the signals that are being measured (we can hardly expect that all these effects 
are completely linear). Although a full grasp of the flexibility of the voice source is only 
possible if we understand its behaviour in extreme situations, it is sufficient for our goal 
if we restrict ourselves to the voice source behaviour in linguistic experiments, as we will 
in this thesis. 
This should even be taken as a warning against the extrapolation of relationships 
between different measurements obtained in non-linguistic experiments to the normal 
linguistic behaviour of the voice source. The same care must be taken when we use 
existing models of the voice source to "understand" our results: if non-linguistic data 
lie at the basis of the model, it may not be valid as an interpretation framework for our 
linguistic findings. 
1.4 The goals of our work 
We have already pointed out that many different measurements must be made to provide a 
more complete picture of the voice source. The work reported in this thesis can only shed a 
little light on some aspects of voice source behaviour. We have restricted ourselves to non-
invasive measurements: the airflow at the lips1, the oral pressure, the electroglottogram 
and the microphone signal were measured. The airflow signal is our most important signal, 
since it will be used (together with the electroglottogram signal) to compute the glottal 
airflow. The glottal airflow, or rather its first order time derivative, forms the acoustic 
excitation of the vocal tract, and is therefore particularly relevant from the point of view 
of speech perception. We will describe properties of the glottal airflow signal in different 
linguistic conditions. 
At the present time, our knowledge of the linguistic behaviour of the voice source 
in natural speech utterances still shows many gaps. In the hope of contributing towards 
'Although we speak of airflow at the lips or mouth flow, the correct name would be vocal tract airflow, 
since the signal we have measured includes the nasal airflow. We shall continue using the terms airflow 
at the lips and mouth flow as a short form which covers the combined oral and nasal airflow. 
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filling this gap in our knowledge of the voice source, we have set ourselves the following, 
relatively independent goals, which we shall work out in more detail in the next three 
chapters: 
• Parametric representation of the voice source characteristics 
Our voice source characteristics will be based on the glottal airflow signal. Since 
we have not measured this signal, we have to derive it indirectly. The first goal 
can therefore be subdivided into two separate goals, namely to compute a glottal 
airflow signal and to parameterise this signal. 
Since we have decided to record the airflow signal at the lips instead of at the 
vocal folds, we are forced to compute an indirect estimate of the glottal airflow. 
To this end we have implemented an inverse filtering procedure, which estimates 
the glottal airflow signal by cancelling the vocal tract resonances which are present 
in the airflow signal measured at the lips (section 2.2). 
The resulting estimate of the glottal airflow signal is then used to compute a 
small set of six glottal airflow parameters which are known to have important 
spectral, and therefore perceptual, effects. The parameters are F0 (fundamental 
frequency), OQ (open quotient), 7> (pulse skewing), Ee (excitation strength), AC 
(peak-to-peak airflow), and DC offset (offset of the airflow). They will form our 
representation of the voice source characteristics (section 2.3). 
The computation and parameterisation of the glottal airflow is the first aim of 
this thesis. 
• Finding the systematic behaviour of the voice source parameters 
We shall not be analysing data for a single speaker, but instead we shall look for 
voice source characteristics which hold across speakers. Since we shall be working 
with a large amount of data, it is not possible to find systematic differences in 
the voice source parameters without the aid of automatic data processing. We 
will show how Hidden Markov Modelling (HMM) can be used to find out how the 
glottal airflow characteristics differ for several linguistic conditions. Each linguistic 
condition will be represented by a single model which represents the properties 
of the voice source parameters in that condition. We shall also show how we can 
evaluate whether the models are distinctive for different conditions, and therefore 
whether the voice source characteristics differ for several linguistic conditions. 
Finding a method for the detection of these systematic differences in the acoustic 
and aerodynamic behaviour of the voice source is our second aim (chapter 3). 
• Finding and interpreting the linguistic behaviour of the voice source 
We shall describe the acoustic and aerodynamic behaviour of the voice source (the 
HMM output) in different linguistic conditions. 
In the first of two experiments presented in chapter 4, we shall compare four 
consonant classes which are likely to show differences in their acoustic and aero-
dynamic behaviour, because their different supraglottal articulations are likely 
to affect the glottal airsteam. Further, for some of the consonant classes active 
changes in the glottal articulation are known to take place. The consonant classes 
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are sonorant consonants, obstruents with vocal fold vibration throughout the oral 
closure, partially devoiced obstruents and voiceless obstruents. Their voice source 
characteristics will also be compared to those of vowels. 
In a second experiment, in which four intonation classes are compared, we will 
investigate the effects of stress and FQ on the voice source characteristics. The 
stimulus (non)words in the four conditions have a rising or a falling intonation on 
either the second or the third syllable in the word. We shall be comparing the 
voice source characteristics in the stressed with those in the unstressed syllables; 
and in the unstressed syllables, we shall look at the effect of high versus low F0. 
As we suggested in section 1.3.2, we think it is necessary to take into account 
the results from experiments in which similar or complementary measurements 
have been made to put them together with our own findings, in order to come 
to hypotheses about the related behaviour of the voice source in several domains. 
Therefore, we shall not only give a description of the acoustic and aerodynamic 
behaviour of the voice source, but we shall set ourselves the goal of interpreting our 
observations in terms of the underlying physiology, in an attempt to go beyond 
the descriptive level. We shall use reports of experiments in the literature and 
the results from modelling studies to find converging evidence for a consistent 
interpretation of the acoustic and aerodynamic behaviour of the voice source in 
our experiments. 
Although this aim is the most tentative, we believe that voice source research will 
be most successful in the long run if we attempt to come to a better understanding 
of the physiological characteristics of the system which causes the acoustic and 
aerodynamic behaviour that is observed. This far-away ideal is also expressed 
by Titze к Talkin (1979): "Our ultimate aim is to propose a model for muscular 
control of the larynx which predicts acoustic consequences of contraction of a small 
set of intrinsic laryngeal muscles." 
We hope that the results reported in this thesis will be useful to create more 
natural-sounding formant synthesis: although flexible (physiologically oriented or acous­
tic/aerodynamic) voice source models are already available, their applicability is limited, 
because relatively little data is available for their control. Our results can provide data 
for the control of the steering parameters in the linguistic conditions investigated in this 
thesis (and may even form an incentive for a slight revision of one particular voice source 
model — see section 4.2.3.4). By implementing our results in formant synthesisers, they 
can be used as a testing platform for our hypotheses about the behaviour of the voice 
source in the linguistic conditions we shall address in this thesis, and about the physiology 
which underlies it. 
1.5 The outline of this book 
This thesis consists of three parts, related to the three goals given in section 1.4. In 
chapter 2, we shall first describe our stimuli, the subjects and the measurements we have 
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made. The recording procedure and the calibration of our the measured signals will also 
be described. 
Because of its perceptual relevance, we have chosen for the glottal airflow as the main 
descriptor of the voice source. We have not measured this signal directly, but chosen to 
make non-invasive measurements only. This has several important advantages, but at the 
same time forces us to compute the glottal airflow signal from the mouth flow indirectly, 
by means of inverse filtering (I-F.). This technique is based on the assumption that it 
is possible to compute the glottal airflow signal from the mouth flow signal by cancelling 
the effects of the vocal tract on that signal. I.F. also imposes some restrictions on the 
interpretability (validity) of the computed "glottal airflow signal" (by which name we 
shall refer to the output of the inverse filtering procedure). After a short overview of the 
developments in I.F., we shall go into the limitations inherent in the source-filter model, 
on which the technique is based, and in LPC analysis, which we use to estimate the vocal 
tract transfer function. We shall describe the I.F. procedure we have implemented on a 
VAX minicomputer. In general, the glottal airflow estimate seems to be relatively stable, 
with very little period-to-period variation caused by misestimations of the vocal tract 
transfer function. An interesting feature of the inverse filtered signals concerning the 
airflow directly after the main closure of the vocal folds will be discussed. 
The glottal airflow signals are used to compute a small set of glottal airflow parameters. To 
compute these, we first detect a number of "landmarks" in each single period of the glottal 
airflow signals, from which we then compute six waveform descriptors describing some 
characteristics of the glottal airflow signal which are important from a speech production 
perspective and/or from a spectral, and therefore perceptual, perspective. The parameters 
are F0, OQ, rk, Ee, AC, and DC offset. For each of our stimulus words, the six glottal 
airflow parameters are converted to parameter tracks showing the changes in the voice 
source characteristics. 
In chapter 3, a method will be proposed for finding and evaluating typical voice 
source characteristics in different linguistic conditions. This will be done on the basis of 
a pilot experiment, in which we shall compare the glottal airflow parameter tracks for 
different consonant classes. The problem of finding characteristic voice source properties 
for different experimental conditions can be divided up into three subproblems: first, we 
must find an "average" pattern for the glottal airflow parameters of each experimental 
condition; second, we have to evaluate whether the patterns are distinctive for the differ-
ent experimental conditions; and third, we must find out whether the distinctive patterns 
are relevant from a physiological and/or linguistic point of view. 
We will show that for the first two subproblems, Hidden Markov Modelling (HMM) is a 
useful tool. This technique has been successfully applied in automatic speech recognition 
systems. In Hidden Markov Modelling, the set of glottal parameter tracks for all stimu-
lus words belonging to the same experimental condition is represented by a single model 
which, from a statistical point of view, is an optimal representation of the input data 
("characteristic pattern"). We shall evaluate how distinctive the Hidden Markov Models 
for different experimental conditions are in a procedure very similar to the one used in 
normal automatic speech recognition (except that we "recognise" (categorise) the same 
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data as were used for training instead of new data). We have already pointed out that it 
is not sufficient to show that the models for different experimental conditions are distinct-
ive. Distinctions which are relevant from a statistical point of view may be completely 
irrelevant to us: after all our aim is not "simply" to find good categorisation results on the 
basis of the models (as is the goal in automatic speech recognition), but to make state-
ments about the relevance of the models for the description of the production mechanism 
which underlies the distinctions between the models. For us, it is therefore particularly 
important to show that it is possible to give a physiological or linguistic explanation for 
the distinctions between the models. We will show that Hidden Markov Models can serve 
that purpose. 
Chapter 4 describes two Hidden Markov Modelling experiments. In the first of the 
two experiments, we differentiate between four groups of stimulus words according to the 
consonant in the onset of the third syllable. We investigate the voice source characteristics 
(read: glottal airflow parameter tracks) of these four groups of words. The mentioned 
consonants differ in their manner of articulation: it can be a voiceless consonant (VL), 
one of two types of phonologically voiced obstruents, namely partially devoiced (VDI) or 
fully voiced (VD), or a sonorant consonant (SON). These four classes were distinguished, 
because substantial differences are to be expected in these consonants due to the airflow 
conditions at the vocal folds, both resulting from their glottal and their supraglottal 
articulations. This is likely to strongly affect the glottal airflow parameters. We shall 
interpret the distinctions between the Hidden Markov Models from a physiological and 
linguistic point of view, supporting our interpretation by results from other experiments 
reported in the literature. 
In the second experiment, we compare four intonation classes. We distinguish four-
syllable nonwords with a falling F0 movement on either the third (F3) or the second 
(F2) syllable, and the same nonwords with a rising F0 movement on those syllables (R3 
and R2, respectively). F0 is not one of the input parameters for HMM, because we 
are not looking for the relatively obvious distinctions in the F0 tracks between the four 
intonation conditions. Instead, we want to focus on differences in the tracks of the other 
parameters, which determine the shape of the glottal pulses (and thus the spectrum of 
the voice source signal). We divide our discussion of the results up into a section on the 
effects of stress, where the parameter values in the stressed vowel are compared with those 
in the unstressed ones; and one on the effects of F0, where we compare the parameter 
values in unstressed vowels with high versus low F0. On the basis of our experimental 
results and corroborating evidence from the literature, we try to come to a physiological 
interpretation of our data. 
For the description of stress, we compare our findings to the effects of pressed voice. For 
the description of the effect of F0, we take the two-mass and the body-cover models 
as a basis, since both have explicitly incorporated the effects of this parameter on some 
aspects of the glottal pulse shape. We shall attempt to provide a coherent picure of the 
possible physiological mechanisms underlying the parameter changes we observe in our 
experiment. 
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In the last chapter, we discuss the strengths and weaknesses of the methods adopted 
in this study, and evaluate the obtained experimental results in terms of providing a better 
understanding of the voice source. We shall also make suggestions for further research. 
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Chapter 2 
Signal Processing 
As we have explained in the preceding chapter, the goal of this study is to investigate the 
linguistic variations (segmental and prosodie) in the behaviour of the voice source. This 
chapter describes all the steps from the choice of our stimuli up to the computation of 
time tracks for a set of waveform descriptors for the glottal airflow. These time tracks 
represent the voice source characteristics and will be the input data for the Hidden Markov 
Modelling (HMM) procedure which is described and applied in the two following chapters. 
The HMM procedure will be used to find typical patterns in the voice source characteristics 
obtained using the procedures described in this chapter. 
The present chapter consists of three parts. The first part (section 2.1) is formed 
by a description of the data which we have collected. We describe the stimuli and the 
subjects (section 2.1.1) and discuss the signals that were recorded (section 2.1.2). Detailed 
descriptions of the recording procedure (section 2.1.3) and of the calibration of the signals 
(section 2.1.4) are also given. 
In the second part (section 2.2), we explain why we have chosen for the glottal airflow 
signal as a representation of the voice source, and how this signal can be recovered from 
recordings of the mouth flow signal by means of "inverse filtering" (I.F.; see section 2.2.1). 
A discussion of the inherent problems and limitations on the interpretation of the glottal 
airflow follows in section 2.2.2. A short description of the most important developments 
in I.F. is given in section 2.2.3. I.F. is based on the linear source- filter model of speech 
production. The potential problems that are caused by the assumptions in this model, and 
by using LPC analysis to estimate the filter characteristics, are discussed in section 2.2.4. 
In section 2.2.5, we describe our implementation of I.F., and in section 2.2.6 we discuss 
some of the properties of the resulting estimates of the glottal airflow, particularly the 
airflow characteristics directly after the main closure of the vocal folds. 
Finally, in section 2.3, we explain why we do not attempt to discover characteristic 
voice source patterns directly in the glottal airflow signal, but instead in a parametric 
representation of that signal. In section 2.3.1 we present two strategies that can be used 
to obtain a parametric representation. The first strategy is to fit a voice source model 
to the I.F. signal; the second is to define the parameters directly on the glottal airflow 
signal. We used the direct method. This method searches for landmarks in the glottal 
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airflow signal (see section 2.3.2) which serve to compute our voice source parameters 
(section 2.3.3) for each glottal airflow pulse. The following parameters are extracted: 
• FQ = fundamental frequency of the vocal fold vibrations 
• OQ = open quotient 
• Tit = skewing measure 
• E
e
 = excitation strength 
• AC = peak-to-peak airflow 
• DC offset = DC offset of the airflow 
Although we recorded the EGG (electroglottogram) mainly as an auxiliary signal from 
which we can easily detect the closing moment of the vocal folds (needed for reliable inverse 
filtering), we also derived several EGG waveform descriptors. We use these descriptors 
(when possible) for comparison with our glottal airflow parameters, in order to attempt to 
relate our glottal airflow parameters to the contact area between the vocal folds. Further, 
we discuss the spectral effects of the glottal airflow parameters. In section 2.3.4 we describe 
how time tracks are created for each individual parameter from its pitch-synchronous 
values for all glottal airflow pulses. These time tracks form the input for HMM at a later 
stage. 
2.1 Recordings 
In four separate subsections we shall describe 1) the stimuli and subjects, 2) the sig­
nals which have been measured and the equipment that has been used, 3) the recording 
procedure, and 4) the calibration of the signals. 
2.1.1 Stimuli and subjects 
To be able to investigate voice source characteristics in a number of linguistically inter­
esting conditions, we have constructed a set of nonword stimuli consisting of /ρερεϋερε/ 
sequences. These stimuli are used to study / ε - C e / sequences, which are assumed to be 
typical for the voice source behaviour in the relevant consonants (C). Besides segmental 
variations, we are also interested in prosodie influences, namely those of stress and FQ, 
on the voice source characteristics. In order to investigate those, we placed the stimulus 
nonwords in different carrier phrases. On the basis of the recorded mouth flow signal, the 
stimulus nonwords were later manually cut out of the carrier phrases and stored in sep­
arate files (the same signal section was selected for all recorded signals). We assume that 
the voice source behaviour in nonwords is linguistically relevant and can be generalised 
to real words. 
Signal Processing 21 
Vowel 
The choice of the vowel /ε/ in the stimuli was a compromise. On the one hand, 
small jaw and lip movements (as for the closed vowel /i/) maximise the reliability of 
the airflow recordings (see section 2.1.2); on the other hand, our method for glottal flow 
estimation requires a clear separation of F0 and the first formant (section 2.2.3), which 
is greatest for open vowels. The half-open vowel /ε/ is a compromise between these two 
contradictory requirements. We only used this one vowel for our recordings. Although it 
is known from the literature that the glottal waveform can vary for different vowels due 
to differences in supraglottal load (Fant, 1980a; Rothenberg, 1981; Ananthapadmanabha 
L· Fant, 1982; Ananthapadmanabha L· Gauffin, 1983; Guerin, 1983), we do not believe 
that these differences are of a comparable order of magnitude to those between the voice 
source characteristics of vowels and consonants; moreover, these effects are predictable. 
Therefore there is no compelling reason for varying the vowel in the stimulus nonwords. 
The length of the vowel was not monitored, so that it was sometimes pronounced as a 
short, and at other times as a long vowel. The IPA symbol /ε/ can therefore also indicate 
its long counterpart /ε:/. 
Consonants 
The /p/'s in the stimuli were used to be able to compute transglottal pressure for 
the whole target word from the oral pressures that are measured in that consonant (see 
the discussion of the oral pressure signal in section 2.1.2). 
The С in the stimuli was replaced by all the Dutch consonants, listed in table 2.1. 
Some of the sounds were not produced by all speakers, for example because they depend 
on the dialect spoken by the subject. For instance, some speakers use the allophone [χ] 
for /x/, while others use [x]. Also, not all speakers of Dutch have the voiced fricative 
[Ύ] in their speech. Some of those may use voiceless [x] or [y] instead; speakers who do 
have a voiced fricative here will use [к] if they use its voiceless counterpart [χ] for /x/. 
Also, a number of (dialect-dependent) variants exist for /r/ in Dutch: the speakers used 
either [R], [Γ] or [r]. Further, Dutch /w/ is always realised as [υ], and /h/ as [fi] (at least 
in intervocalic positions). We have not tried to influence the speakers in their choice of 
allophones, not wishing to elicit "unnatural" pronunciations. 
Falling versus rising accent 
The target words were placed in carrier phrases. Two types of carrier phrases were 
used: 
• Ik ben nog nooit in pe:-pe:-Ce:-pe: geweest. 
(I have never been in ... yet.) 
• In pe:-pe:-Ce:-pe: ben ik nog nooit geweest. 
(In .. I have never been yet.) 
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Table 2.1: Consonants used for С in /ρερεΟΈρε/ 
voiceless plosives 
voiced plosives 
voiceless fricatives 
voiced ficatives 
nasals 
liquids 
glides 
p, t, к 
b, d, g 
f, s, ƒ, χ or χ 
ν, ζ, 3, 7. V, fi 
m, η, η 
I, and R, r or г 
j , υ 
The subjects were asked to pronounce the first word in bold print with a rising 
pitch movement, while the syllable in bold print in the second word was to be pronounced 
with a falling pitch movement, thus creating a so-called "flat hat" ('t Hart et al, 1990); 
this pattern was described within the autosegmental framework by Gussenhoven (1988) 
as two linked H*L's, where the linking causes the first L to be lost. This intonation 
pattern allows us to investigate the voice source effects of the rising versus falling pitch 
movement in the stimulus words, depending on the position of the stimulus in the carrier 
phrase. It must be borne in mind that the rising and falling pitch movements occur at 
the beginning and towards the end of the sentence, respectively. It is therefore possible 
that, besides the effect of the pitch movement, the voice source characteristics are affected 
by the position of the stimulus word in the carrier phrase. The intonation pattern was 
monitored perceptually by the experimenter. After computation of the parameter tracks, 
the time tracks for F0 confirmed that speakers were actually able to produce the required 
intonation patterns; an example is given in Fig. 2.1. The experimental condition in which 
the stimulus word is pronounced with a falling F 0 movement will be indicated by F, while 
experimental consitions in which a rising FQ movement is produced on the stimulus word 
will be indicated by R. 
Stressed versus unstressed syllables 
Finally, the position of the stress in the stimulus word was varied: either the second 
or the third syllable was stressed (to indicate this, only the syllable in the stimulus word 
which was to be stressed appeared in bold print in the sentences which were read by 
the speaker). The varying position of the word stress allows us to investigate its effect 
on the voice source characteristics. Note that the word stress on the stimulus nonword 
is always accompanied by a pitch accent, which is either realised as a falling or as as 
rising FQ movement. Any effects of stress on the voice source characteristics should be 
present for both the falling and for the rising FQ movements. In combination with the 
F and R accents, the two stress positions yield four intonation conditions: F2 and F3, 
where a falling accent is realised on the second and third syllable of the stimulus word, 
respectively, and R2 and R3, with a rising accent on those syllables. 
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Dependent on the allophones used by the speaker, the total number of sentences 
analysed for each subject is approximately 22 (consonants) χ 2 (pitch accents) χ 2 (stress 
positions) = 88 sentences. Besides this set of sentences another set was recorded, in which 
the variable consonant occurred word-finally. This smaller set of sentences (due to final 
devoicing of obstruents in Dutch only 14 consonants occur in word-final positions) was 
not used for this thesis due to time constraints. The total number of sentences read by the 
speakers was greater, because each subset of the sentences was preceded and followed by 
3, resp. 2 sentences in order to avoid "list effects". Including a trial run of 14 sentences 
during which the recording levels were adjusted, a total number of 188 sentences were 
read by each speaker, not counting repetitions. 
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Figure 2.1 Mouth flow signal and i*O track for the sentence "Ik ben nog nooit 
in pe:-pe:-pe:-pe: geweest" (speaker 2), with rising and falling Fo on 
the syllables "nooit" and "pe:" 
Subjects 
The carrier phrases were read out by eight subjects (five men and three women). 
Due to problems that sometimes occurred with the computation of the glottal airflow 
for female voices (due to the difficulty of estimating the characteristics of the vocal tract 
transfer function on the basis of the shorter closed glottis interval for most female voices 
compared to male ones, see section 2.2.5), only the five male voices have been processed 
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further. The speakers were between 23 and 36 years old, and had no known history of 
speech, voice or hearing problems. They were all non-smokers, and had no professional 
speaking or singing training. 
The total number of stimuli to be analysed is 401. This total is less than five (male 
speakers) times 88 (the maximum number of sentences spoken by a speaker), since none 
speakers use all the sounds listed in table 2.1 in their dialect. 
2.1.2 Measurements 
Since we recorded a large amount of stimulus material and wanted to calibrate our 
equipment several times during a session, the recording sessions were always rather long. 
Every effort was therefore made to minimise the inconvenience to the subjects caused by 
the recording technique. In order for the subject to be able to pronounce the stimulus 
sentences naturally, with as little hindrance from the recording equipment as possible, 
we used non-invasive measurement methods only. The set-up we used is comparable to 
(and inspired by) the one used by Holmberg et al. (1988). The following four signals 
were recorded: 
• mouth flow (Um) 
The mouth flow signal was used as a basis for the estimation of the glottal airflow 
(Ug), and was measured with a circumferentially-vented pneumotachograph mask, 
also called Rothenberg mask. It was built by Glottal Enterprises (see Rothen-
berg, 1973, 1977a) and consists of a standard Puritan-Bennett respiratory mask 
into which holes have been made; the holes are covered with a double layer of 
fine-mesh wire screen, which is heated during the recording to prevent condens-
ation. The pressure drop across this obstruction, which has a known, small flow 
resistance, is measured by a "flow" transducer. This is an electronic differential 
pressure transducer (a modified Microswitch 164PC, referred to by Glottal En-
terprises as MTWL-2C) which yields an electrical signal proportional to volume 
flow. The output signal of this airflow transducer is led to a dual filter board 
(Glottal Enterprises MS-100A2) for low-pass filtering at 3000 Hz (-3 dB point). 
According to Hertegârd & Gauffin (1992: p. 9; see also Hertegârd, 1994: second 
article), the frequency response of the mask is flat within 3 dB up to 1600 Hz. 
The most important characteristics of the glottal airflow pulses are contained in 
this frequency band. 
The airflow recordings are only reliable if the mask forms a perfect seal with the 
face; if there is a leak opening, it seriously affects the measurements. This is the 
reason why we used the vowel /ε/ in our stimuli (see section 2.1.1) rather than a 
more open vowel. Although the better separability of F0 and Fi (first formant) 
for open vowels positively affects the output of the glottal airflow estimation pro­
cedure (see section 2.2.3), the jaw movements for such a vowel might have caused 
leakage between the mask and the subject's face. 
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• oral pressure (P
m
) 
During the occlusion phase of /ρ/, the vocal folds are abducted, and therefore 
do not form a significant resistance to the airflow. This causes the pressure in 
the oral cavities upstream of the oral closure to become approximately equal 
to the subglottal (lung) pressure. Assuming that the subglottal pressure is 
only subject to slow changes, it can be linearly interpolated between /p/'s 
to derive subglottal pressure during the whole word (Rothenberg, 1982). By 
simply subtracting the measured oral pressure from the interpolated subglottal 
pressure we can compute the transglottal pressure at any point in the stimulus 
word. Given a comprehensive model that relates transglottal pressure, glottal 
flow, and glottal area, it should be possible to combine our pressure and flow 
measurements to obtain information about the glottal area (Van den Berg et 
ai, 1957; Ishizaka L· Flanagan, 1972; Rothenberg L· Zahorian, 1977; Titze 
к Talkin, 1979; Ananthapadmanabha к Fant, 1982). 
The oral pressure is measured by a second transducer built into the Rothenberg 
mask (also a modified Microswitch 164PC). It is connected to a tube that enters 
the mouth at the corner of the lips. The tube is located in the cheek cavity, so 
that it does not form an obstruction to the articulation, especially of consonants. 
At the end of the tube we attached a hollow plexiglass box that can fit in the 
cheek cavity behind the teeth. The plexiglass box has holes in the side touch­
ing the teeth, so that the pressure in the box equals the oral pressure (see Fig. 2.2). 
connection to . / i H S Ë I w 
pressure trans- / H | v 
ducer (opening) f WEßf4 opening 
Figure 2.2 Plexiglass box used for oral pressure measurement 
The plexiglass box was necessary to prevent the tube from filling with saliva, 
which would render the pressure signals invalid. The output signal of the pressure 
transducer was led to a filter (also on the Glottal Enterprises MS-100A2 dual filter 
board) for low-pass filtering at 30 Hz (-3 dB point). Given the position of the 
plexiglass box (in the cheek cavity), dependable oral pressure measurements can 
only be obtained for labial consonants (since for other consonants, the pressure is 
not measured upstream from the constriction). For that reason, we constructed 
nonwords that had /p / ' s both before and after the part of the stimulus that we 
are interested in. So far, the pressure measurements have not been processed. 
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• electroglottogram (EGG) 
The EGG represents the contact area between the vocal folds. The signal is used 
as a supporting signal in the procedure which computes the glottal airflow (see 
section 2.2.5). 
The EGG was measured with a laryngograph using two electrodes. The laryngo-
graph was built by Laryngograph Ltd., and contains a 5 Hz high-pass filter (to 
counteract DC drift in the measured signal) and a 30 kHz low-pass filter. Before 
recording, the signal was low-pass filtered at 5 kHz. An eighth-order Krohn-Hite 
filter (type 3343) was used. 
• microphone signal 
The microphone signal was used only as a control signal. A condensor microphone 
was attached to the handle of the mask in order to keep the distance to the lips 
constant, so that relative loudness measurements can be made on the signals 
afterwards. These measurements will be affected by the low-pass filtering effect of 
the mask, as is also noted in Rothenberg (1977). 
We used a Briiel & Kjaer condensor microphone (type 4134), in combination with 
a Briiel & Kjaer pre-amplifier (type 2619). The signal was led to a Briiel L· Kjaer 
measuring amplifier, where it was high-pass filtered at 22.5 Hz, and low-pass 
filtered at 22.5 kHz before recording. The microphone signal was only used as an 
auxiliary signal to facilitate calibration of the mouthflow and oral pressure signals. 
2.1.3 Recording procedure 
All recordings were made in a sound-proof booth or in a studio. First, the subjects 
practised the speech task, the experimenter usually giving a few examples of how the sen-
tences should be read. After the recordings had been started, the signals were constantly 
checked by the experimenter for their reliability. The EGG and mouth flow signals were 
displayed on an oscilloscope and monitored throughout the recording session. Special 
attention was paid to the correctness of the pressure signal, which was displayed on a 
storage oscilloscope. The pressure signal should typically show a steep increase at the 
closing moment of the lips for the /p / ' s in the stimulus words, followed by a more or less 
flat interval when oral pressure has become equal to lung pressure, and a steep pressure 
decrease at the release of the occlusion. Especially for fast readings, there sometimes was 
no flat interval in the oral pressure signal. Whenever this was the case, the subject was 
requested to produce the sentence again and a new recording was made. This was done in 
order to guarantee that lung pressure can be derived from the recorded pressure signals, 
although it slowed the recordings down considerably. Despite the pressure box which 
was used, the pressure signal was also often rendered invalid by saliva blocking the tube. 
When this was the case (as recognisable from the rounding of the pressure signal during 
the /p/ 's) the tube and pressure box were cleaned before continuing the recordings. 
A second experimenter, who was seated outside the studio or recording booth, mon-
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itored the recording of the signals described in section 2.1.2 on a 14-channel FM-recorder 
(TEAC type XR510). The recordings were made at a tape speed of 19.05 cm/s with a 
frequency response which was flat up to 5 kHz. One channel was used for a tape servo 
control signal. This signal serves to control the tape speed. It improves the accuracy 
of data reproduction against time base errors, ensuring that tape speed is the same for 
replaying as during the recording sessions. 
Because the recorder has a relatively low dynamic range (50 dB at a tape speed 
of 19.05 cm/s), and the flow and pressure signals contain a DC component, we gave 
these two signals a negative offset of 75 and 50 percent of the channel's dynamic range, 
respectively, in order to make maximum use of the available dynamic range. 
Before starting the actual recordings, the ranges of the four signals were established 
while the subject read out sentences of the same type as were used in the experiment. 
Because the amplitude varies during the recording, each signal was recorded on three 
channels with different input gains (low, medium, and high). This ensured that there 
was always one signal available which used the dynamic range optimally. The input gains 
were chosen so that on the medium-gain channel the signal generally was not clipped 
during the stimulus word, but used the whole dynamic range. Since clipping nevertheless 
sometimes occurred on this channel when the speaker raised his voice slightly (the gains 
were not changed during a recording session), we used one channel with a lower input 
gain; the third channel, which had a high input gain, prevented us from being forced 
to use signals with a low signal-to-noise ratio when the speaker spoke less loudly. The 
second experimenter checked the display of the FM-recorder to make sure that the four 
channels (for mouth flow, oral pressure, EGG, and microphone signal) that had the lowest 
gain were not clipped during the stimulus words. 
From each three recording channels for the signals that were recorded on the FM 
recorder, the two channels with the greatest amplification, but with no clipping during 
the stimulus words, were digitised on a VAX minicomputer at a sampling frequency of 
10 kHz (12 bit resolution). This was done for each signal (mouth flow, oral pressure, 
EGG, and microphone signal), so that 8 channels were recorded simultaneously. From 
each two digitised channels, one was selected for each stimulus word separately, by visual 
inspection of the digitised signals; the signal was considered optimal when it was not 
clipped during the stimulus word, but made maximal use of the dynamic range. The 
selected recording was used for all further processing. 
2.1.4 Calibration 
In order to check whether a drift in the zero-levels occurred during the recording session, 
the output of the amplifier for the mouth flow and pressure signals was recorded at 
regular intervals (about 25 times per session), while there was no airflow and pressure 
was zero. They were found to be very stable over the sessions. Additionally, the mouth 
flow and pressure signals were calibrated five times during each recording session. This 
safety measure was taken, because other researchers had found fluctuations in the pressure 
transducers' response, using similar equipment (Holmberg, p.c.). 
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The mouth flow signal was calibrated by leading different known airflows into the 
mask (using the Glottal Enterprises calibration system MCU1), and registering the out-
put of the differential pressure ( "flow" ) transducer on the FM recorder. Directly before 
the calibration moments, the volume velocity of the airflow was read off into the micro-
phone, and these readings were also recorded on the tape. In each calibration session, the 
transducer output was measured for 14 different flow levels from zero to 600 cm3/s. After 
simultaneous A/D conversion of the flow calibration signals and the microphone signal, 
the airflows were measured at the calibration points (directly after the flow value was read 
into the microphone). 
The relation between transducer output and the generated flows did not change over time. 
All flow values and the transducer output for all five calibration sessions were entered in 
a table, and served as input data for a linear regression analysis. The zero offset and 
multiplication factors that resulted were used to map the electrical current at the output 
of the differential pressure transducer onto actual airflow values. All mouth flow signals 
that are used as a basis for the estimation of glottal airflow were calibrated before they 
were further processed. 
A comparable procedure was followed to calibrate the pressure signals: each time 
calibration signals were recorded, about eight different pressures ranging from zero to 
25 cm H 2 0 were created (using a syringe as the pressure source) and measured with a 
U-tube manometer. The manometer deflections were read out by the experimenter, and 
recorded on the FM recorder together with the output signal of the pressure transducer 
that measures oral pressures. As with the flow measurements, the actual pressures and 
the transducer outputs for each of them were entered in a table, and used to compute 
calibration factors, which were then used to obtain an absolute measure of pressure (in 
cm H 20). As we mentioned in section 2.1.2, the oral pressure signals were not used for 
further processing. 
Due to the many calibration sessions and checks of the zero levels for the mouth 
flow and pressure signals, together with the additional interruptions of the recording 
sessions for cleaning the pressure box and for rerecording stimulus sentences, the 
recording sessions sometimes took a long time (up to three hours in one case), despite 
the relatively modest number of (188) stimulus sentences. The measures taken, however, 
were necessary to be able to guarantee the validity of the signals. 
2.2 Voice source estimation 
The glottal airflow (or in fact its first-order time derivative) forms the excitation of the 
vocal tract in the source-filter model of speech production. The glottal airflow signal can 
be used as (part of) a description of the voice source in several domains, which go from 
a compact mathematical description of the waveform to how the waveform is produced. 
Firstly, the voice source model can be defined in the acoustic domain. In this 
domain, the speech signal is described in terms of the linear source-filter model. The 
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voice source models described in Klatt & Klatt (1990) and Fant et al. (1985) describe the 
output of the source part of the model in the form of mathematical equations that intend 
to approximate the overall waveshape of the airflow through the glottis. By doing so, 
they attempt to model the most important perceptual characteristics of the voice source. 
A second type of models is defined in a combination of the acoustic/aerodynamic 
domain and the domain of glottis geometry. This type of model explicitly relates the 
airflow through the glottis, the transglottal pressure and the glottal area to each other. 
These models are all based on the article "On the air resistance and the Bernoulli effect of 
the human larynx" by Van den Berg et al. (1957). In that paper, the relationship between 
the glottal airflow, transglottal pressure and glottal area is quantified for static airflows 
through a plaster-cast model of the larynx. 
A third class of models introduces the relationship between the airflow through the 
glottis and the vocal fold tissue. For a description of the relationship between the aerody­
namics/acoustics of the voice source and the glottal geometry, these models lean heavily 
on the previous class of models. In this third class of models, there is an exchange of 
energy between the airstream and the vocal fold tissues, which causes self-oscillation of 
the vocal folds. Two models of this type have been and still are particularly influen­
tial: the two-mass model (Ishizaka & Flanagan, 1972) and the body-cover model (Titze 
к Talkin, 1979). 
Since we have measured the mouth flow signal and do not have any measurements of 
the glottal area, we must primarily restrict ourselves to a purely acoustic and aerodynamic 
description of the voice source. 
2.2.1 The voice source signal and its computation 
The glottal airflow can be computed on the basis of the mouth flow signal using the linear 
source-filter model. Applying the Van den Berg formula (Van den Berg et al., 1957) to 
the linear source-filter model would seem to allow for the recovery of the glottal area from 
this glottal airflow estimate, so that we could work in the second domain described above 
(2.2). In signal processing terms this would be equivalent to an attempt to compute the 
short-circuit flow (see Ananthapadmanabha L· Fant, 1982) from which the glottal area 
can be derived. In order to accomplish this we have to equate Pi
ung and Ptran$- Unfortu­
nately, it has appeared that both sub- and supraglottal pressure contain non-negligable 
resonances due to which transglottal pressure cannot reasonably be approximated by 
a constant value (Fant, 1980a; Rothenberg, 1981; Ananthapadmanabha к Fant, 1982; 
Ananthapadmanabha h Gauffin, 1983; Guérin, 1983; Rothenberg, 1983; Cranen L· Boves, 
1987). Our oral pressure measurements have only a very narrow bandwidth (see section 
2.1.2), so that they cannot be used to obtain an estimate of wide-band transglottal pres-
sure. For this reason we shall restrict ourselves to a description of the voice source in the 
acoustic and aerodynamic domains. We will define our voice source signal as the inverse 
filtered version of the mouth flow, generally called true glottal flow. In the following we 
will call this signal glottal airflow. 
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A widely used method to estimate the glottal airflow from the mouth flow signal is 
called inverse filtering (I-F.). I.F. is based on the linear source-filter model of speech 
production (Fant, I960; Flanagan, 1965). 
SOURCE FUNCTION TRANSFER FUNCTION 
(glottal pulses) (vocal tract filter) 
OUTPUT 
(radiated signal) 
frequency (kHz) 
Figure 2.3 The source-filter model of speech production 
In this model (see Fig. 2.3), the airflow measured at the lips is considered as the 
output of a linear filter excited by a source signal. The source signal for voiced sounds is 
equivalent to the airflow that is generated by compression of the lungs, and modulated by 
the movements of the vocal folds. The filter represents the vocal tract (pharyngeal, oral 
and nasal cavities), which enhances the energy in some frequency bands, while decreasing 
that in others, depending on the shape of the vocal tract. According to the model there 
is no interaction between the source and the filter. As long as this assumption is not too 
heavily violated, the airflow waveforms at the glottis can be recovered from the signal 
measured at the lips (= the output of the filter), if the filter characteristics are known: 
by running the output signal measured at the lips through a filter which is exactly 
the inverse of the vocal tract filter (hence inverse filtering), the source signal can be 
obtained. An estimate of the vocal tract filter can be obtained by carrying out an LPC 
analysis. In the present research project we decided to estimate the glottal airflow by 
means of inverse filtering the mouth flow (rather than the microphone signal), because 
this has the advantage that information about DC airflow is retained. Moreover, no 
additional assumptions about the transfer function of the radiation at the lips are required. 
2.2.2 Interpretability of the I.F. signal 
Our choice to use I.F. of the signal measured with the Rothenberg mask to obtain an 
estimate of the glottal airflow has important implications for the interpretability of the 
resulting signal. A clear distinction should be made between our I.F. signal as a descriptor 
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of the acoustic voice source and as a representation of the real airflow at the vocal folds 
(Fant, 1982). 
Problems with the interpretation of the I.F. signal as a direct representation of 
the actual glottal airflow occur when the vocal tract can no longer be considered as 
open at the mouth end. Let us first discuss the estimation of the DC component of the 
glottal airflow. When a constriction is formed in the vocal tract in order to articulate 
a consonant, this constriction will form a resistance to the airstream. In this case, (a 
part of) the DC airstream will be stored in the mouth, leading to an increase in oral 
pressure and causing the vocal tract walls to be pushed aside (see Ishizaka et ai, 1975, 
and Stevens, 1993, for a discussion in terms of the equivalent electrical circuitry). It is 
clear that in this case the airflow measured by the Rothenberg mask will not result in 
a correct estimate of the DC component of the glottal airflow. In the most obvious and 
most extreme case, namely when the constriction is complete, the measured mouth flow, 
and therefore the estimate of the DC component of the glottal airflow, will be zero, while 
in reality air may have flown through the glottis. When the oral pressure decreases at the 
release of the supraglottal constriction, the measured airflow at the lips at first strongly 
depends on the release of the air stored in the mouth (Uw in Stevens' description) and 
the DC component of the glottal airflow will be overestimated. A similar misestimation 
of the DC component of the glottal airflow may occur for other sounds which do not have 
a complete closure in the vocal tract, but only a narrow constriction. 
As can be inferred from the work of Stevens (1993), the error in the DC component of the 
glottal airflow estimate during obstruents depends on APm/At, i.e. the change in oral 
pressure over time: 
• At 
Since the supraglottal closure is complete for plosives, oral pressure will reach the 
value of the subglottal pressure sooner than for fricatives (if that happens at all for 
fricatives), so that misestimations of the glottal airflow due to the change in oral 
pressure are concentrated in a shorter time interval (see Fig. 2.4 for the changes 
in oral pressure in the transitions of a plosive / b / versus a fricative /v / ) . 
•APm 
The changes in oral pressure can be expected greater in stops than in their fricative 
counterparts, because the airflow is completely blocked at the oral constriction for 
plosives, while it continues for fricatives. In Fig. 2.4 this is less obvious, because 
of the stimulus in the bottom window was produced with a higher subglottal 
pressure. 
Strictly speaking, we should only compare oral pressure changes for plosives and 
fricatives with the same place of articulation, of course, since otherwise the volume of the 
supraglottal cavity will also influence the changes in oral pressure. 
Not only the estimate of the DC component of the glottal airflow is not valid under 
some circumstances, the same is true for the AC component. 
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Figure 2.4 
0.1 0.2 
duration (sec) 
Change in oral pressure (in the same arbitrary units in both windows) 
in /ebe/ (top window) and /eve/ (bottom window) 
Despite the fact that the mouth is closed during voiced stops, an AC airflow signal is 
often measured by the Rothenberg mask. The signal picked up by the differential pressure 
transducer is only very indirectly caused by the airflow at the glottis. Pressure variations 
within the vocal tract up to frequencies not too far above the mechanical resonance 
frequency of the vocal tract may cause appreciable movement of the vocal tract walls. 
Thus, the vibrating cheeks function as a flow source for the volume of air in the mask. 
These airflow variations are registered by the flow transducer. 
For the estimation of the frequency components of the glottal airflow further above the 
mechanical resonance frequency of the vocal tract walls, the inertia of the vocal tract 
walls starts to play an important role: pressure variations are less and less translated into 
wall movements, and consequently, high-frequency components which might have been 
present in the oral pressure of especially voiced plosives will not appear in the airflow 
signal picked up by the Rothenberg mask. The total effect of the wall impedance is that 
the measured airflow signal is a strongly low-pass filtered and very likely phase-distorted 
version of the oral pressure. It is impossible to estimate the transfer function of the 
vocal tract walls and therefore any of the possible high-frequency components from the 
measured signal, so that no valid estimate of the AC component of the glottal airflow is 
possible in the case of a closure in the vocal tract. 
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Although the problems for the interpretation of the I.F. signal as actual glottal 
airflow are clearest for voiced stops, we must assume that similar effects for the DC and 
the lower AC frequency components can be observed whenever a narrow constriction is 
formed in the vocal tract. The effects are therefore not limited to voiced plosives: they 
will only be stronger for narrower constrictions in the vocal tract. They will thus also 
play a role during voiced fricatives, and in the onset and offset transitions of voiceless 
obstruents. Since, as we have pointed out, the I.F. airflow signal is only an indirect 
representation of the actual glottal airflow in such situations, a physiological interpretation 
of the signal is not unproblematic. As long as an acoustic description in terms of a source 
and filter component is the major goal of the I.F. procedure, there is no problem and the 
source signal can be represented by an effective input which only contains low-frequency 
components. 
To summarise, we can say that the I.F. signal is not completely adequate as a direct 
representation of the actual glottal airflow when there is a narrow supraglottal constric-
tion. This is especially true for 1) the closure duration of voiced plosives, during which 
no DC airflow is measured and the AC airflow is caused only very indirectly by the pres-
sure variations at the glottis and, and 2) voiced fricatives and the transitions of voiceless 
obstruents, where the measured DC airflow and the lower AC frequency components also 
may not reflect the real glottal flow (due to changes in oral pressure and the effects of 
wall impedance). The I.F. signal cannot therefore be used to derive knowledge about the 
physiological mechanisms involved in the articulation of these parts of the signal. On the 
other hand, we must bear in mind that when oral pressure increases, higher frequencies 
are likely to disappear from the true glottal airflow, since the vocal fold vibrations are 
expected to become more sinusoidal as the transglottal pressure decreases in these con-
sonants. For any sounds for which the airflow through the vocal tract is unimpeded, these 
problems obviously do not come into play, so that we can still consider I.F. as a useful 
tool in voice source research. 
As a representation of the acoustic voice source, the I.F. signal can be used even 
under the circumstances which we have described in this section. The reason for this 
is that the source signal in speech synthesis is generally modelled as a system which 
includes all effects (including lip radiation) that cannot be modelled by the vocal tract 
filter function. 
2.2.3 Various I.F. strategies 
In this section we shall give a broad outline of the most important developments in 
I.F., which are reflected in the implementations of the technique. The advantages and 
disadvantages of each method in terms of processing time and precision will be pointed 
out. 
The first I.F. implementations were all based on manual estimates of the vocal 
tract filter function by the experimenter (Miller, 1959). Computer-aided manual I.F. 
34 Chapter 2 
is used by Holmberg et al. (1988): the mouth flow signal is low-pass filtered at 900 Hz 
before I.F. is performed to compute the glottal airflow. Since Holmberg et al. (1988) 
make measurements on the glottal airflow signal during the vowel /ae/ only, the low-pass 
filtering eliminates all formants above Fi (cf. Minifie, 1973: p. 253 for formant frequen-
cies for American English vowels; see also Peterson & Barney, 1952), while leaving the 
main spectral properties that are relevant descriptors of the glottal airflow intact. To 
obtain an estimate of the glottal airflow, only the first formant needs to be cancelled. 
The experimenter can adjust the frequency and bandwidth of the estimated Fj (the es-
timation can be based on the LPC or DFT spectrum) by hand, and compare the effects 
of the adjustment by looking at the glottal waveform produced when the effects of Fi 
are cancelled from the mouth flow signal. The adjustment criteria are usually such that 
the airflow in the closed period of each glottal cycle is minimal and level, and that the 
airflow waveform is smooth during the whole period. The optimal choice for the centre 
frequency and bandwidth of Fi is reached by an interactive procedure of adjustment of 
Fi and displaying of the I.F. result. The filter can be estimated for each pitch period 
separately to give optimal filter estimates and, therefore, optimal accuracy in the inverse 
filtered signal. The obvious disadvantage of this method lies in the great freedom the 
experimenter has in his choice of the formant frequency and its bandwidth. More than 
for automatic I.F. methods, ad hoc choices and implicit assumptions of the researcher 
about the "optimal" glottal airflow signal can seriously affect the shape of the estimated 
glottal airflow signal (Fant, 1982; cf. Hunt et ai, 1978). 
Another obvious disadvantage of the I.F. method described above is that it is very 
time-consuming. Usually, therefore, whole syllables or words are filtered with the same 
settings. The estimates of the resonance frequencies and bandwidths of the vocal tract 
are often made on the basis of a few periods from a vowel. In this way, it is possible 
to process large amounts of data; on the other hand, however, it may reduce precision 
of the estimates for individual glottal periods, because the resonances of the vocal tract 
may change. The applicability of this method clearly depends on whether the vocal tract 
can be assumed to be stationary. This is the case for instance if we want to investigate 
the voice source properties for a steady-state vowel in different experimental conditions 
(e.g. loud versus soft voice, or low versus high pitch). When one is interested in signals in 
which the resonance properties of the vocal tract change quickly (as when investigating 
CV and VC transitions), this method cannot be applied. 
Other I.F. methods are automatic, and use a filter that is estimated on the basis of 
the microphone or the mouth flow signal through signal processing (see Wong et al, 1979). 
This can be done by performing LPC analysis on a window in the recorded signal with 
the length of one or a few glottal periods and using the inverse of the filter that is thus 
computed to estimate the glottal airflow for the signal in the window. The success of the 
estimation of the vocal tract filter is influenced by the spectral separation between poles 
belonging to the source, which are mainly restricted to the lower part of the spectrum 
(i.e. the first few harmonics), and those belonging to the vocal tract (the lowest complex 
conjugate represents Fi), or roughly: between FQ and F\. Since the distance between these 
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two is only relatively small for closed vowels, which have a low Fi, the filter estimates 
may be less reliable for these vowels. This is the reason why we used /ε/ rather than 
/i/ in our stimulus words. By moving the window through the signal in small steps, a 
reasonably clear picture can be obtained of the changing resonance properties of the vocal 
tract filter. 
Slight changes in the position of the LPC window may affect the estimates of the 
pole locations. One way to circumvent this problem is to use complete glottal periods to 
make the LPC estimate of the vocal tract properties. But even then the analysis results 
are still sensitive to the exact placement of the window. 
Even pitch-synchronous LPC analysis need not lead to very precise estimates of the vocal 
tract properties. If the window contains more than one glottal period, filter estimates will 
not be sufficiently precise when the resonance properties of the vocal tract are changing 
very fast. But also if the filter estimate is based on only one glottal period, the filter 
estimate will still be inaccurate, because even during one glottal period, the estimated 
resonances of the vocal tract filter change. The changes in the filter characteristics are 
caused by coupling between the sub- and supraglottal cavities when the vocal folds are 
open, which causes inaccuracies in the inverse filtered signal. 
The problem with the time-variant coupling of sub- and supraglottal cavities can 
be remedied by using only the closed glottis interval (CGI)1 to base the vocal tract fil­
ter estimate on. Two different types of methods have been suggested in the literature 
to define (the beginning of) the closed glottis interval. The first type uses some sort of 
minimum prediction error criterion to locate this interval (Strube, 1974; Ananthapadman-
abha &i Yegnanarayana, 1979; Wong et al, 1979); the other uses the EGG signal (Boves 
h Cranen, 1982; Krishnamurthi &; Childers, 1986). We have used the latter method, 
because the instance of glottal closure can be detected from the EGG very simply and 
reliably. 
A problem with the wide-spread use of LPC to estimate the spectral characteristics 
of the vocal tract is that it assumes that the system we are estimating is all-pole, although 
it is clear that this is often incorrect. De Veth et al. (1989) estimate the source and tract 
properties in terms of poles and zeros, and then assign those poles and zeros to either the 
source or the vocal tract. They note that no independent criteria are available to decide 
which poles and zeros belong to the source, and which to the vocal tract; consequently, 
the estimate of the inverse filter is imprecise as well. We decided not to use this method. 
New methods are being developed which do not compute the glottal airflow signal 
on the basis of an estimate of the vocal tract filter function only. Instead, the source and 
filter parameters are optimised simultaneously. Pujisaki & Ljungqvist (1987) and Lobo 
& Ainsworth (1989) use an iterative procedure which takes as its input a set of source 
parameters which define a glottal model, and then estimate the vocal tract filter using 
'Henceforth we shall use the term closed glottis interval to designate the portion of the glottal cycle 
where the glottis is maximally closed, allowing for the possibility of a time-invariant glottal leak opening. 
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that model; the source and tract parameters are then iteratively modified in order to 
minimise the prediction error for the resulting speech waveform. Problems are that, first, 
assumptions have to be made about the approximate shape of the glottal pulses, and 
secondly, an error criterion must be defined. 
Although ideally the simultaneous estimation of source and vocal tract properties 
and the use of recursive estimation techniques should lead to optimal results, we prefer to 
avoid the problems inherent in these techniques. Instead, we have chosen for a somewhat 
more established method. We use LPC analysis of the CGI (the beginning of which was 
determined from the time derivative of the EGG; for the determination of the end of 
the window, see "Analysis window length" in section 2.2.5) to estimate the vocal tract 
transfer function, and filter the measured mouth flow signal with its inverse, to obtain a 
glottal airflow signal for the whole period (CGI plus following open glottis interval). 
2.2.4 Assumptions in inverse filtering 
Since all automatic I.F. methods (including the one we have implemented) are based on 
the linear source-filter model of speech production, we shall first go into the problems that 
are inherent to that model. This model considers any signal as the output of a linear, time-
invariant filter that has been excited by a signal with a spectrum of the form Ε(ω) = с 
(where с = constant) in the frequency band of interest. The analysis technique that we 
used to compute the filter parameters (LPC) creates one extra assumption, namely that 
the filter is all-pole. The assumptions that are incorporated in this source-filter model 
will be discussed in more detail below. 
• The speech production system is linear 
The assumption of linearity, which underlies I.F., was already briefly mentioned in 
section 2.2.1. When we apply deconvolution to recover the vocal tract characterist­
ics, we take the source-filter model as a basis, and assume that the speech produc­
tion apparatus can be modelled as a linear system in which there is no interaction 
between the source and the vocal tract filter. The source can be represented by the 
glottal airflow. The primary driving force for the glottal airflow is the transglot-
tal pressure, which is the difference between subglottal and supraglottal pressure. 
Since the standing waves in the sub- and supraglottal cavities cause the transglot-
tal pressure to be far from constant (Fant, 1980a; Rothenberg, 1981; Ananthapad-
manabha к Fant, 1982; Ananthapadmanabha к Gauffin, 1983; Guérin, 1983; 
Rothenberg, 1983; Cranen k. Boves, 1987), the glottal airflow will be affected by 
the vocal tract resonances whenever the glottis is not completely closed. Con-
sequently, in reality the source cannot be considered as completely separate from 
the filter. 
During the open interval of each glottal cycle this coupling is most obviously 
present, causing some additional damping of the resonances of the vocal tract. In 
the spectrum, this is reflected in shifts in the formant frequency estimates and 
an increase in their bandwidths. Also, the resonance frequencies of the subglottal 
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system affect the pressure in the vocal tract and, consequently, the formant and 
bandwidth estimates. These effects may be expected to be absent, or at least 
much weaker, during the closed glottis interval. Even if the vocal folds do not 
close completely during the closed glottis interval, so that a small leak opening 
remains (which is not at all unusual even for normal voices, see Holmberg et 
al, 1988, 1989), it would seem that the coupling between the source and the vocal 
tract is much less than in the open interval of the glottal period, and will have a 
comparatively small effect on the spectral estimates; if there is no glottal chink 
(leak opening), coupling effects will be absent. In that case we can compute the 
true glottal airflow (Ananthapadmanabha & Fant, 1982), provided that we can 
adequately estimate the vocal tract transfer function with an all-pole filter. In 
our view, using the closed glottis interval (CGI) only to base the LPC estimate 
on gives the best possible estimate of the vocal tract transfer function. Coupling 
effects during the closed glottis interval will be included in the vocal tract filter 
estimate, causing misestimation of the true glottal airflow. We will assume that 
these effects are small. Since the CGI filter estimate is used in our I.F. proced-
ure (see section 2.2.5), the extra source-filter interaction during the open glottis 
interval will not be filtered out. This means that in our approach any interaction 
ripple in the open glottis interval is considered as part of the source signal. 
• The system is time-invariant during the analysis interval 
There are two sources of time-variant behaviour in the system that we are mod-
elling: 
• movements of the articulators 
Since the articulator positions change relatively slowly, the estimate of 
the vocal tract transfer function will only become inaccurate when long 
analysis intervals are used (Saito & Nakata, 1985). When the filter char-
acteristics of the vocal tract are estimated for a sufficiently short window 
(as we do), this problem does not surface. We use covariance LPC, which 
allows one to use only a small number of samples for the estimation of the 
vocal tract resonances, while no assumption need be made about the signal 
outside this window. The movements of the articulators are too slow to be 
noticeable in the short analysis window which is used for the vocal tract 
filter estimate. 
• changes within a glottal period 
As was mentioned under the previous point, the coupling between the 
source and the vocal tract varies within a glottal period, being stronger 
when the vocal folds are apart than in the closed glottis interval. If we 
make an estimate of the vocal tract transfer function on the basis of the 
whole glottal period, the vocal tract filter estimate will be an average across 
closed and open interval, so that the estimated transfer function will be 
inaccurate in both parts of the glottal period. This problem can be solved 
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by only using the CGI to perform a spectral analysis on (Krishnamurthi 
&c Childers, 1986). Using the CGI kills two birds with one stone. It uses 
the interval where the assumptions of linearity and time-invariance are 
maximally fulfilled. 
' The spectrum of the excitation signal is constant: Ε(ω) = с 
The ideal situation in which Ε(ω) = с does not occur in speech, since the (main) 
excitation itself does not have a flat spectrum (or in time domain terms: is not 
an ideal delta pulse - see section 2.3.2). The assumption of a spectrally white 
excitation nevertheless underlies blind (i.e. without any knowledge of the spectral 
characteristics of the input to the filter) linear I.F. analysis. In practice there are 
no problems as long as the excitation spectrum is smooth (and therefore cannot 
be mistaken as properties of the vocal tract). A production model showing that 
the excitation does not necessarly have to be white is depicted in Fig. 2.5 (cf. 
Alku, 1991, where a rough estimate of the average glottal shaping filter is made 
automatically). 
source 
signal 
glottal shaping 
f i l ter 
vocal tract 
f i l ter Jm 
Figure 2.5 A more complex source-filter model of speech production 
It is worthwile to check what the present state of knowledge of phonation predicts 
in terms of spectral peaks or dips in the voice source signal. Besides acoustic 
coupling (see above), a possible cause of substantial deviations from a smooth 
spectrum of the voice source signal is the presence of secondary excitations. Extra 
excitations (besides the main excitation caused by the closure of the vocal folds) 
can occur in the source signal for several reasons: 
• In practice, the time-derivative of the I.F. result often has a smaller 
secondary minimum directly after the main closing moment (see Fig. 2.6, 
where dUg indicates the time derivative of the estimated glottal airflow). 
Several suggestions for the possible cause(s) are given in section 2.2.2. The 
secondary minimum also causes excitation of the vocal tract. Its effects 
on the vocal tract estimates are small compared to those of the main 
excitation, because of the much smaller size of the secondary excitation. 
The same is true if a reasonably strong excitation occurs at the moment 
the glottis opens. If the opening excitation occurs in (the last part of) 
the spectral analysis window (see section 2.2.5), it will affect the filter 
estimate. Usually, however, the opening excitation remains outside the 
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Figure 2.6 Time derivative of a (low-pass filtered) glottal airflow pulse, showing 
a secondary minimum 
analysis window. 
• If there is a very strong excitation at glottal closure, the system may 
not have damped out by the time a new closure excitation occurs. This 
phenomenon is called carry-over (Fant L· Ananthapadmanabha, 1982; 
Lin, 1987). Solely on the basis of the duration of the glottal cycle (which 
is about twice as short for female as for male voices), we would expect 
carry-over to be attested in female voices more often. Carry-over in fe-
male voices is counteracted, however, by the on average lower excitation 
strength in female than in male voices (see Holmberg et al., 1988). 
Carry-over can theoretically also occur for the opening excitation, but 
is very unlikely, since the opening is usually gradual and the excitation 
therefore relatively weak. 
In our I.F. procedure, we use LPC analysis to make an estimate of the vocal 
tract characteristics (for a detailed description of LPC, the reader is referred to Markel 
& Gray, 1976, or Rabiner L· Schäfer, 1978). This implies that the vocal tract can be 
regarded as an all-pole filter. This assumption is not correct for all speech sounds. It is 
known that the vocal tract transfer function during nasals and fricatives cannot be mod-
elled using poles only (Rabiner k, Schäfer, 1978); the same is true for liquids. Since LPC 
analysis cannot model the zeros of the vocal tract, it will try to approximate the spectral 
properties of the signal as closely as possible by a number of "effective formants". The 
resulting imperfect estimate of the vocal tract transfer function will lead to inaccuracies 
in the I.F. results. 
In principle, other spectral estimation techniques are available (e.g. ARMA-analysis, 
see e.g. Fujisaki & Ljungqvist, 1987) that try to estimate zeros as well. De Veth et 
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al. (1990) compared an advanced robust ARMA technique for estimating vocal tract 
parameters with closed glottis interval covariance LPC. They found, however, that the 
ARMA approach leads to an ill-conditioned estimation problem with respect to the zero 
parameters. Consequently zero-parameters may vary widely between successive periods. 
Therefore they concluded that for practical work the theoretically less powerful all-pole 
approach is to be preferred. Therefore, in our I.F. procedure we used LPC analysis to 
estimate the vocal tract transfer function. 
In this subsection a number of basic assumptions underlying the source-filter model 
have been reviewed. It appears that the human speech production system violates all 
these assumptions at least to some extent. However, for the moment a model that is 
able to account for all details in the acoustics and aerodynamics of speech production is 
mathematically untractable. Fortunately, the results of De Veth et al. (1990) show that 
a simple and therefore relatively robust approximation (the linear all-pole model) can 
go a long way. Therefore, in the present stage of voice science, it is justified to use this 
approach to obtain a useful approximation of the glottal airflow signal. 
2.2.5 Implementation of I.F. 
Like all other I.F. techniques, the technique that we have implemented (Boves, 1983; 
Koreman & Cranen, 1989) is based on the source-filter model of speech production. It 
is relatively robust and (semi-)automatic, so that large amounts of speech can be inverse 
filtered in a short time to obtain absolute glottal airflow estimates. In order to maximise 
the accuracy of the vocal tract filter estimate, covariance LPC analysis is performed pitch-
synchronously, and uses a window of a fixed length in the closed glottis interval of a single 
glottal period. The beginning of the closed glottis interval is detected from the EGG. 
First, the EGG must be delayed to compensate for the time difference between 
the flow at the lips and EGG measurements, resulting from the distance that airflow 
variations caused at the vocal folds must travel before it is measured in front of the lips. 
This compensation can be calculated with the following formula: 
, .
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The distance from the glottis to the flow transducer consists of the length of the 
vocal tract, measured from the glottis to the lips (roughly about 17.5 cm in males), plus 
the distance from the lips to the flow transducer (about 3 cm). So, for an average male 
vocal tract, the compensation shift will be 20.5 / 34 = 0.6 ms. For women, a smaller 
compensation shift of 0.5 ms should be used, because of the smaller average length of 
their vocal tracts (14 cm). 
Next, we take the first order derivative of the EGG, so that, instead of the contact 
area of the vocal folds, we get a signal representing the rate of change in contact area. 
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The moment of closure is the point where this signal reaches its maximum (Childers 
& Krishnamurthi, 1983). On the basis of the closing moment, a fixed-length window is 
then chosen to roughly extend over the closed glottis interval in the mouth flow signal. 
Covariance LPC analysis is performed on the fixed window, resulting in an estimate of 
the spectral properties of the oral airflow signal. Finally, this spectral estimate is used 
to inverse filter a whole glottal period (closed and following open interval of the glottal 
pulse), and repeated for each individual glottal period (see Fig. 2.7). 
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closing moments • selection CGI 
1 
vocal tract 
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for whole 
glottal period 
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Figure 2.7 Implementation of the I.F. procedure 
42 Chapter 2 
To obtain optimal results, four variables can be adjusted in the I.F. program, namely 
predictor order, beginning of the analysis window relative to the closure peak in the EGG 
derivative, analysis window length, and pre-emphasis (or pre-whitening factor). Not very 
surprisingly, the optimal settings for these variables vary depending on the mouth flow 
signal. Nonetheless, we found it possible to choose fixed values which yield reasonable I.F. 
results for all our (male) stimulus material. We summarise the most important results. 
• Predictor order 
The predictor order used for the LPC analysis mainly depends on the number of 
vocal tract resonances in the recorded frequency band (a complex pole pair can 
represent a single formant), although they also have to compensate for the spectral 
slope. A number of predictor orders were tried for the LPC analysis. For male 
voices at normal intensity and pitch, the best I.F. results were obtained for our 
10 kHz sampled data when a twelfth order filter was used. Filters using less than 
12 coefficients often lead to poor results (i.e. inaccurate I.F. estimates), due to 
the inaccurate estimate of the spectrum; using a higher order has the disadvantage 
that more samples are needed to make reliable filter estimates, so that the LPC 
window sometimes extends into the open interval of the period, which also has 
disadvantages (see under "Analysis window length", below). 
Because of the restricted dynamic range of the FM recorder (less than 50 dB), 
and due to the downward slope of the mouth flow spectrum (on average -
12 dB/octave), a sharp bend occurs in the spectrum envelope at the frequency 
where zero S/N ratio is reached: the downward slope (which is variable across 
speakers) will change into a horizontal line (noise level of the recorder) at this 
point2. This sharp bend can cause problems for the LPC analysis: it must spend 
part of its modelling power to approximate this sharp bend in the spectrum, some-
times maybe at the cost of precision in modelling of the lower formants. 
In order to investigate this problem in more detail, we decreased the effective 
bandwidth of the signal. The signal was low-pass filtered at 1600 Hz (using 
a linear-phase digital filter) and then downsampled three times, so that the 
spectrum of the signal no longer contained the sharp bend. Since there are 
only two formants in this frequency band, the predictor order can be lowered. 
We used predictor order 6 (two pole pairs to estimate the two formants, and 
two to account for the spectral slope). The resulting signal was inverse filtered 
and upsampled again. Despite the decrease of the effective bandwidth, which 
causes the bend in the spectrum to disappear, this procedure was not found 
to lead to very satisfying I.F. results. Since the temporal resolution of the 
signal is three times worse than of the original signal during the inverse filtering 
procedure, fewer samples are available in the closed glottis interval for the 
LPC estimate. We did not decrease the prediction order by the same relative 
amount as the number of samples in the window, because a prediction order 
of four (which compares to using order twelve for the signal which has not 
2
 For speaker 1, for example, it occurred at around 1700 Hz (measured in a vowel) 
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been downsampled) would only allow us to model the two formants which are 
present in the effective frequency band, so that there are no poles left to model 
the spectral slope. The decreased ratio of the prediction order (now 6) to the 
number of samples in the window led to a signal showing less of the airflow 
fluctuations directly after the moment of glottal closure (see Fig. 2.8), which 
we assume mark physiologically important characteristics of the signal (see sec-
tion 2.2.6). For that reason, we decided not to use the downsampled signal for I.F. 
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Figure 2.8 I.F. result with and without downsampling 
• Beginning of the analysis window 
The analysis window is chosen so that it starts directly after the main excitation 
of the vocal tract, i.e. after the closure excitation (detected from the EGG). The 
resonances are strongest directly after this excitation, so that the high signal-to-
noise ratio enhances the correct estimation of the vocal tract properties. Care 
must be taken that the window is not positioned too far to the left, because the 
inclusion of the excitation in the window leads to poor filter estimates. 
• Analysis window length 
The most accurate filter estimates must be expected when the analysis is carried 
out on as many samples as possible, as long as this does not violate the basic 
assumptions of the source-filter model, i.e. we must analyse the output of a time-
invariant linear system, with no other excitations in the analysis interval except 
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the closure excitation (see section 2.2.4). A window of 36 samples for males (and 
30 for females at a sampling rate of 10 kHz) was generally best suited. 
All assumptions will in principle be violated if we allow the analysis window to 
extend into the open glottis interval, since an extra excitation may occur at glot-
tal opening and coupling between sub- and supraglottal cavities will begin to 
play a role, both affecting the formant frequencies and their bandwidths (see sec-
tion 2.2.4). For this reason, women's voices must usually be analysed with a 
smaller analysis window length, since the open excitation (and coupling) occurs 
earlier due to the higher fundamental frequency of vocal fold vibration. Reducing 
the window length restricts the number of samples available to the covariance 
LPC analysis on which to estimate the vocal tract properties, so that the analysis 
results turned out to be rather unreliable in comparison to male voices. Lowering 
the predictor order of the LPC analysis commensurate to the smaller window size 
for female voices is in principle acceptable, because due to the smaller average 
vocal tract size for women in comparison to men there are fewer formants in the 
frequency band of interest. 
In order to use the whole closed glottis interval, but not more than that, the 
possibility was incorporated in the program to use the opening moments to de-
termine optimal window length. The opening moments were derived from the 
first-order derivative of the EGG as the moment at which the decrease in contact 
area between the vocal folds is maximal. With a decrease in window length (from 
the maximal 36-sample window for male voices), the LPC order must also be 
decreased, because in order to get reliable analysis results, the number of samples 
in the window must be 2.5 to 3 times as many as the order. The usefulness of 
using the opening moment to restrict the window strongly depends on the accur-
acy with which opening moments can be detected from the EGG signal. Because 
the opening movement of the vocal folds is normally more gradual than the clos-
ing movement, this "moment" is intrinsically poorly defined. Although the use 
of opening moments sometimes had a positive effect on the I.F. results, this was 
not always the case. We have not used this option to compute our glottal airflow 
signal. 
One of the disadvantages of reducing the window length is that a lower order must 
be used for the LPC filter to ensure a stable estimate. The use of a lower order 
for the LPC analysis implies that the number of formants which can be estimated 
becomes smaller. Often, using a lower order for the LPC estimation performed on 
the signal in the analysis window appears to have worse effects on the estimation 
of the vocal tract resonance properties than allowing the window to continue into 
the beginning of the open interval of the glottal cycle. This is probably due to the 
fact that at the beginning of the open phase the effect of coupling is small as long 
as the glottal opening is small, just like the effects of the excitation due to the 
gradual glottal opening. For these reasons we decided to use a fixed 36-sample 
window with a 12th order LPC filter for male voices. 
For female voices, a lower order (10) had to be used to obtain optimal I.F. results. 
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As was explained above, this is prefectly acceptable from the point of view of the 
fewer vocal tract resonances that we can expect for female voices. Nevertheless, 
even the reduction of the predictor order of the filter (see above) could not always 
compensate for the poorer filter estimates due to the short analysis interval, so 
that the I.F. signals often remained noisy. For this reason, we decided not to use 
the recordings of the female speakers. 
• Pre-emphasis 
Pre-emphasis or pre-whitening of the spectrum is used to create a maximally flat 
("white") spectrum, in which all parts of the spectrum are weighed equally when 
we are looking for spectral peaks. In the signals we have recorded, a downward 
spectral slope was present varying roughly between -6 and -12 dB/octave. When 
we use the measured mouth flow signal for I.F. directly, i.e. without any pre-
whitening, we often find that energy contained in the lower harmonics is relatively 
high compared to the first formant; this "glottal formant" is then modelled at the 
cost of the first formant. Applying pre-emphasis decreases this problem, since 
it suppresses the low-frequency peak; of course, it also decreases the downward 
slope in the spectrum. As a result, more modelling effort goes into modelling the 
formants. In Fig. 2.9, an inverse filtered airflow signal is shown with (bottom 
window) and without (top window) pre-emphasis being applied. 
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Figure 2.9 The effect of pre-emphasis on the spectral slope for several periods 
from a /he/ sequence (top window: no pre-emphasis; bottom 
window: pre-emphasis 12 dB/octave) 
46 Chapter 2 
In vowels, backward differencing (corresponding to a pre-emphasis of 6 dB/octave) 
generally leads to the best results for the male speakers that were used as subjects 
in this project; in consonants, backward differencing twice (corresponding to a 
pre-emphasis of 12 dB/octave) was preferable. Given the fact that the airflow 
spectrum of a vowel has an average slope of approximately -12 dB/octave, these 
values are relatively low. These relatively low values may possibly be explained by 
the bend in the spectrum which we mentioned above. If a greater pre-emphasis is 
used than our "ideal" values, the part of the spectrum above the bend, which con-
tains no relevant information, is modelled instead of the formants, which explains 
the poorer results. 
Since our aim is to develop an automatic I.F. procedure for all speakers, we chose 
one fixed value for the pre-emphasis of 12 dB/octave which seemed to be the 
best compromise to produce optimal, noise-free I.F. results for all our signals (all 
speakers, all speech sounds). 
2.2.6 The estimated glottal airflow 
Using the values indicated in section 2.2.5 for the I.F. variables generally leads to I.F. 
signals which do not contain any noise and which show generally smooth pulse shapes. 
In this section, we want to note one of the most conspicuous properties of the estimated 
glottal airflow signal, namely the presence of a second, smaller "hump" or airflow pulse 
that we often find after the (main) closing moment, and the dip in the glottal airflow 
waveform which separates the second airflow pulse from the main pulse (see Fig. 2.10). 
These glottal pulse characteristics are usually visible in vowels. In consonants, the I.F. 
result is usually a more symmetric pulse which does not display the dip, and usually does 
not have a second pulse either (at least not visually separable from the main pulse). 
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Figure 2.10 Glottal airflow waveform showing a "dip-plus-pulse" 
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The dip followed by a second, smaller pulse is not part of any of the voice source 
models that are normally used. If, as we assume, our I.F. results reflect real glottal airflow 
characteristics for sonorant sounds, this phenomenon should be incorporated in existing 
voice models. We will make some tentative suggestions for the possible physiological 
causes of the dip-plus-pulse: 
• vertical phasing 
Simulation studies by Cranen (1987) suggested that the second airflow pulse may 
be caused by the effect of vertical phasing in combination with a leak opening 
on the effective glottal area. Cranen & De Jong (1995) suggest that the size of 
the airflow after the main closure is too large to be explained by vertical phasing 
alone. 
• squish flow 
When the second airflow pulse is preceded by a narrow dip, this pulse could also 
be "squish flow" : after closure of the lower parts of the vocal folds (which causes 
the minimum or dip), the closing movement of the vocal folds moves upwards, 
expelling air from between the vocal folds (Rothenberg, 1973; Cranen, 1990; Her-
tegârd et al., 1992; or Hertegàrd, 1994: sixth article). 
• source-tract interaction during the CGI 
Simulation studies by Cranen & Schroeter (1993) suggest the possiblity that the 
phenomena we find in our I.F. signals are caused by source tract interaction 
during the CGI through a "parallel glottal chink" in the cartilaginous, posterior 
part of the glottis. Indirect and inconclusive support which seems to point in 
the direction of a parallel glottal chink as a possible cause for the dip-plus-pulse 
comes from a comparison of the glottal airflow signal with video recordings of the 
vocal folds presented in Cranen & De Jong (1995). 
The dip-plus-pulse is not an established part of the glottal airflow, and its physiolo-
gical interpretation is still uncertain. Although several possible physiological explanations 
for the dip-plus-pulse have been put forward, we feel that further investigations are needed 
to establish the accuracy of the I.F. result. Since we cannot offer a physiological explan-
ation for the dip-plus-pulse, we have decided not to attempt to parameterise this aspect 
of the I.F. signal. 
Furthermore, the dip-plus-pulse cannot be parameterised on the basis of events located 
in the signal with the landmark detection method we have committed ourselves to in this 
thesis (see section 2.3.2). Even the simplest sort of parametric description, such as using 
Ta as in the LF model, is bound to run into problems. The reason for this is that it is 
especially difficult to locate the end of the second pulse, because of its low amplitude, 
together with its weak downward slope. Any slight imprecision in locating the end of the 
second pulse will lead to shifts of the end of the second pulse by one or two samples, which 
would in turn lead to unacceptable parameter misestimations, given its short duration. 
The computation of any parameters to model the dip-plus-pulse is therefore intrinsically 
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unreliable. For a possibly more reliable description of this phenomenon we should have 
to take resort to other methods (e.g. model fitting). Since we are not certain about the 
physiological interpretation of the dip-plus-pulse, we have decided not to put any effort 
into its parameterisation and accept that this maybe renders our voice source description 
incomplete. We will concentrate on the more established characteristics of the glottal 
pulse. 
2.3 A parametric description of glottal airflow 
In section 2.2 we explained how an estimate of the glottal airflow signal can be obtained 
through I.F.. The raw glottal airflow signal itself is not a viable signal in which to search 
for systematic patterns in the voice source characteristics, however: the space in which 
the signals are represented has too many dimensions to discover any such patterns by 
means of automatic pattern recognition techniques. Every pattern recognition problem 
will be simplified if a compact parametric representation of individual tokens can be 
obtained. Therefore we must find a comprehensive, parsimoneous representation of our 
signals. 
We shall aim to obtain a number of parameters from the glottal airflow signal that 
together can describe the principal properties of the shape of the glottal pulses. We shall 
use parameters which are on the one hand related to the production system (in the first 
place in terms of the acoustic voice source, but more indirectly also in physiological terms), 
and on the other to perception (through their effects on the voice source spectrum). We 
hope that by using parameters which can be related to both production and perception, 
we have a better chance of finding interpretable, systematic patterns in the voice source 
characteristics for different experimental conditions. Together, the parameters give a 
(more or less) complete description of the shape of the airflow pulses that escape when 
the vocal folds are vibrating. 
2.3.1 Two strategies to obtain parameters 
Two main strategies to obtain parameters from the glottal airflow signal can be distin-
guished. The first takes (the time derivative of) the glottal airflow signal, and fits a model 
of the glottal pulse to that signal. The accuracy of the model fits depends on how well 
the model captures all the important characteristics of the glottal airflow pulses. Some 
researchers (see Gobi h Ni Chasaide, 1988; Strik et al., 1992) have developed a method 
that takes the LF model (see Fant et al., 1985) and fits this to the inverse filtered micro-
phone signal (comparable to the time derivative of the glottal airflow) by modifying the 
values of the model's control parameters until the difference between the waveform which 
is synthesised on the basis of the model fit and the natural flow derivative is minimal. 
The difference between the fit and the natural signal is determined on the basis of some 
error criterion (or a combination of error criteria). This error criterion can be defined 
in the time and/or in the spectral domain. The parameter values that are considered 
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as descriptive of a particular glottal pulse are the control parameters that were used to 
create the best model fit of that pulse. 
An alternative approach to using a waveform model to estimate a set of glottal 
airflow parameters is to define a number of characteristic landmarks in the glottal airflow 
signal and its time derivative to base the parameters on. We have chosen for this second 
approach, because it does not force us to choose an error criterion (for model fitting). 
In section 2.3.2, we shall describe how we made the procedures which are used to detect 
characteristic landmarks in the glottal airflow signal sufficiently robust to overcome most 
of the problems that are caused by noise in the signal. 
2.3.2 Detection of landmarks 
To derive the parameters which will be discussed in section 2.3.3, we first have to detect 
a small set of points or landmarks from the glottal airflow signal and its first-order time 
derivative which reflect characteristic physiological events. These landmarks, which are 
indicated in Fig. 2.11, occur once in each glottal period. 
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Figure 2.11 Landmarks in the glottal airflow signal: a) the minimum in the glottal 
airflow derivative, b) minimum in the glottal airflow, c) maximum 
in the glottal airflow and d) positive noise threshold crossing in the 
glottal airflow. The noise threshold is indicated by the dashed line in 
the top window. 
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Since the minimum in the glottal airflow derivative can be detected most reliably, all 
other landmarks were related to it. One instantiation of each other landmark was looked 
for between two minima in the glottal airflow derivative. The detection of landmarks 
from the (filtered) signals is performed by simple peak-picking and threshold-crossing 
algorithms; details are discussed in this section for the reader who wants to implement 
this method himself. 
Before we continue, we want to point out an inherent limitation in this method. The 
landmarks which we are looking for are points in the waveform which are considered to 
mark characteristic moments in the physiological domain. These moments signal physiolo-
gical events, which are reflected in the names we shall use for the landmarks in the signal, 
e.g. we use the term closing moment for the minimum in the first-order time derivative of 
the glottal airflow, since this point in the waveform marks the closure of the vocal folds. 
In reality, we cannot really speak of moments, since this term suggest clear events confined 
to a very short time stretch. For many of the events we want to characterise, no such 
moment exists. Instead, the event is spread out over time, so the relationship between the 
point which is detected in the signal (one sample) and the physiological event becomes 
problematical, or at least more variable in time. Let us take an example to demonstrate 
this: the closing "moment" is often confined to a very short time interval, due to the 
very fast closing movement of the vocal folds. The closing moment (which constitutes 
the main excitation of the vocal tract) more strongly resembles a single impulse than any 
other event reflected in the signal, so that the landmark which reflects this event is more 
appropriate than any of the landmarks reflecting other physiological events. This is true 
in particular for male voices. For female voices, we usually find a less abrupt closure 
of the vocal folds, as we do for consonants compared to vowels, or for breathy voices in 
comparison to harsh voices (see Holmberg et ai, 1989). Not only is the closing moment 
intrinsically less sharply defined, but for the voice types just mentioned, the point in the 
signal which we use as a characterisation of the physiological event (namely the minimum 
in the airflow derivative) will often not correspond to the moment at which the airflow has 
reached its minimum, indicating that the glottis is not yet completely closed. This also 
casts some doubts on the physiological interpretation of the largest negative point in the 
glottal airflow derivative as the moment at which the vocal folds reach their maximum 
closure. 
Most other events in the signal, for instance the opening "moment", are not restric-
ted to a short time interval: in comparison to the excitation which occurs when the vocal 
folds close, the opening starts very slowly and takes much longer to reach its maximum; it 
is smeared out over a longer time span. What we call the opening moment in fact marks 
the beginning of the opening movement of the vocal folds. It is therefore not really cor-
rect to speak of the detection of points reflecting characteristic moments from the signal. 
Nevertheless, we shall continue to use that term according to general usage. 
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• minimum in the glottal airflow derivative 
The minimum in the time-derivative of the glottal airflow constitutes the main 
excitation of the vocal tract; in the physiological domain, it marks the closing 
moment of the vocal folds. 
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Figure 2.12 Detection of the minimum in the glottal airflow derivative 
To prevent noise from affecting the detection of the closing moment, low-pass 
filtering was used. Simply differentiating the glottal airflow signal (computed 
by taking the difference between each two successive samples) would result in a 
signal mainly consisting of noise (differentiating increases the amplitude of the 
noise relative to the signal amplitude), which would "drown" the small lower-
frequency sample-to-sample variations in the signal. We therefore first used a 
21st-order low-pass filter with a transition band between 1500 and 3000 Hz to 
remove some of the noise from the signal. The filter, as all the other filters that 
we have used, was designed with the LFI function in the ILS signal processing 
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package; it is represented by the first box in Fig. 2.12. After differentiating, a 
second, somewhat steeper low-pass filter with a narrower pass-band was used 
to filter the noise, which was amplified by differentiating, out of the signal (the 
low-pass filter has its transition band between 500 and 1000 Hz, order 41). In the 
low-pass filtered differentiated signal, minima can be reliably detected by means 
of a robust peak-picking algorithm, which finds the largest negative value within 
a glottal period. The peak-picking algorithm uses a minimum threshold value, 
which consists of a combined absolute threshold (normally set just above the noise 
level of the signal by the experimenter) and a relative threshold, determined by the 
value of the last peak that was found; since the size of the negative peaks changes 
relatively slowly from one period to the next, the use of an adaptive threshold (by 
using making the threshold dependent on the last peak value) makes the detection 
of the minima in the glottal airflow derivative more robust for noise in the signal. 
By using a peak threshold, the detection of peaks is suppressed when the signal 
is not (quasi-)periodic (when this occurs, the threshold value is reset to the value 
of the absolute threshold, i.e. just above the noise level). 
Since the relative part of the peak threshold had to be set at a small value in order 
to be able to detect the minima in parts of the signal where its negative amplitude 
decreases rapidly, this sometimes led to the detection of a second minimum in the 
same pitch period, which corresponds to the steepest point on the downward slope 
of the second, smaller pulse in the glottal airflow signal (see Fig. 2.6). To prevent 
the detection of such secondary minima, a "distance" parameter was added to the 
program which does the peak picking. The distance parameter suppresses any 
peaks that occur within a certain distance from the first. Both the sample number 
and the value of each minimum in the glottal airflow derivative ( "minimum marker 
time & value" in Fig. 2.12) were stored in a file, to be used for the derivation of 
parameters (see section 2.3.3). 
• minimum in the glottal airflow 
The position of the minimum in each period of the glottal airflow marks the 
moment at which the lowest airflow level is reached, when the glottis is (maximally) 
closed. It is the size of this unmodulated airflow which we want to determine. 
The position of the minimum in the glottal airflow signal is affected by noise in the 
signal, if this is not removed first; also, we want to prevent the dip (see Fig. 2.6) in 
the glottal airflow signal, which can have a lower value than the minimum glottal 
airflow during the flat portion of the CGI, from being used as the position of the 
minimum in the glottal airflow signal. Since the closed portion of the waveform is 
relatively flat, a strong low-pass filter can be used to remove the noise from the 
glottal airflow signal and to reduce the size of the dip after the main closure. We 
used a low-pass filter with a transition band from 200-600 Hz (order: 61). To be 
able to use the same peak picking algorithm as for the detection of minima in the 
differentiated glottal airflow signal (see above), we high-pass filtered the filtered 
glottal airflow signal, so that it varies around the zero level. The positions of the 
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minima can then be detected as the largest negative value within a glottal period. 
This part of the processing is shown in the boxes in the left branch of Fig. 2.13. 
The size of the unmodulated glottal airflow was taken from the glottal airflow 
signal low-pass filtered at 200 Hz, at the position of the minimum marker in the 
band-pass filtered signal (see right branch of Fig. 2.13). Both the position of the 
marker and its value in the low-pass filtered glottal airflow signal were stored in 
a file. 
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Figure 2.13 Detection of the minimum in the glottal airflow 
maximum in the glottal airflow 
The maximum airflow in each glottal period (see Fig. 2.14) was detected from the 
AC signal. 
To derive the AC signal, we first calculated the DC offset. This is done by linearly 
interpolating the DC offset values for each glottal period (see section 2.3.3.6). 
When the signal is not periodic, no DC offset value is detected within 20 ms 
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from the last closure marker. In this case, the value used for the interpolation 
is the sample value taken directly from the low-pass filtered airflow once every 
20 ms. The resulting DC offset signal was then subtracted from the low-pass 
filtered glottal airflow (cut-off frequency: 1500 Hz). 
Using a combined absolute and relative peak threshold above which the program 
detects maxima in the signal, one peak was detected from the AC signal for each 
glottal period. The peak positions and values were stored in a file. 
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Figure 2.14 Detection of the maximum in the glottal airflow 
• positive noise threshold crossing in the glottal airflow 
Finally, the moment is detected where the AC airflow signal crosses a noise 
threshold. The noise threshold was determined from the signal by the experi­
menter. Positive crossings mark the moments at which the glottal airflow begins 
to increase. In the physiological domain, this landmark is related to the moment 
at which the vocal folds open; it is therefore called the opening moment. 
The computation of the AC signal was discussed directly above, since we detected 
the maximum glottal airflow in the same signal. The sample values of the AC sig­
nal were clipped to a maximum value whenever they exceeded the threshold level. 
The sample at which a maximum is reached in the clipped AC signal within the 
glottal period characterises the opening moment (it is the first sample value greater 
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than the threshold level within a glottal period). The position of each opening 
marker was written to a file, to be used for the computation of the parameters in 
section 2.3.3 (see Fig. 2.15). 
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Figure 2.15 Detection of the beginning of the increase in the glottal airflow 
Since the opening moment is detected as the moment at which a threshold value 
is crossed, it is clear that the position of the opening moment strongly depends 
on the value at which the noise threshold is set (this threshold value was chosen 
to lie slightly above the average noise level in the signal). Because the glottal 
airflow normally shows a slow increase (compared to the decrease of the airflow at 
glottal closure), relatively small shifts in the threshold level will cause the opening 
moment to shift considerably. This is demonstrated in Fig. 2.16 for the glottal 
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pulse of a vowel (left pair of vertical lines) and in a consonant (right pair of vertical 
lines). This can affect the values of parameters which are based on this moment, 
as described in the next section. 
400 
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Figure 2.16 Shifting the noise threshold (two different thresholds indicated by 
dashed lines) leads to a shift in the opening moment (vertical lines) 
detected in the glottal airflow signal 
The landmarks have all been defined so as to characterise a small set of the most important 
physiological events reflected in the glottal airflow. In section 2.3.3, we shall discuss the 
parameters that are derived from these landmarks. 
2.3.3 The parameters 
In the six following subsections, we shall discuss the individual voice source parameters. 
Together, the parameters are meant to give a good picture of the main characteristics of 
the glottal airflow waveform. Although we have used parameter names from the LF model, 
we want to point out that they are not derived through model fitting, but were derived 
from the inverse filtered signal directly (see section 2.3.1). The label names, particularly 
Tk (skewing measure) and Ee (excitation strength), are only used because the names are 
well-known and can therefore easily be related to waveform characteristics. 
Each subsection consists of three parts: we shall first describe how the parameter 
is computed from the landmarks detected in (the first-order time derivative of) the glot-
tal airflow signal (section 2.3.2). Then, to try and relate the parameters to the vocal 
fold movements which modulate the airflow, we shall compare them to the EGG when 
possible, since the interpretation of this signal is relatively well understood (see Childers 
& Krishnamurthi, 1983). Finally, we shall cite from the literature to try to point out the 
way our voice source parameters affect the spectrum of the glottal airflow. The spectral 
changes caused by changes in the parameter values are relevant for perception. It must 
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be pointed out that the parameters which we investigate are not completely independent 
in natural glottal airflow signals. 
2.3.3.1 Fundamental frequency (F0) 
The fundamental frequency (F0) is the frequency at which the vocal folds vibrate. It can 
be computed as 
where we have defined the duration of the glottal period (To) as the duration from one 
minimum in the time derivative of the glottal airflow to the next. 
The minima in the time derivative of the glottal airflow, which cause the main 
excitation of the vocal tract, are known to coincide closely with the maxima in the EGG 
derivative, at least in vowels (Childers к Krishnamurthi, 1983). The moment at which 
the peak in the EGG derivative occurs is called the closing moment. Comparison of F0 
derived from the EGG with the F0 derived from the minima in the time derivative of 
the glottal airflow signal show a very high overall correlation in our data (r = 0.990; 
η = 25755), with a somewhat stronger correlation for vowels (r = 0.997; η = 18280) than 
for consonants (r = 0.939; η — 1994). Only closing moments derived from the airflow and 
the EGG which were less than one period apart were used for the computation of the 
correlation, so that octave errors can be excluded as a possible cause of low correlations. 
The effects of F0 on the spectrum are well-known: it is the lowest high-amplitude 
frequency component of the signal (the lowest harmonic), and is strongly correlated to 
the perception of pitch. FQ also determines the distance between the harmonics, which 
are all multiples of FQ. 
2.3.3.2 Open quotient (OQ) 
The open quotient is the ratio of the duration of the interval during which the vocal 
folds are apart (open duration) to the total period duration (T0). The open duration can 
be derived from our landmarks as the interval from the positive noise threshold crossing 
(opening moment) up to the minimum in the derivative of the glottal airflow. 
In the EGG, the opening moment is defined as the minimum in the time derivative 
(see Childers & Krishnamurthi, 1983, where it is the maximum, since their EGG is 
the inverse of ours and represents resistance instead of electrical current). In Fig. 2.17, 
an example of the alignment between the opening moment in the glottal airflow (noise 
threshold crossing) and that in the EGG derivative is shown. 
Fig. 2.17 is not representative for all our data. For a subset of our data, we find 
EGG signals which are characterised by two minima in the derivative within the same 
glottal period. Either the first or the second negative peak in the EGG derivative can 
coincide with the beginning of the increase in the glottal airflow. The minimum in the 
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EGG derivative which resulted in an OQ that was closest to that from the glottal airflow 
was used for our EGG measure of OQ. Despite this, the correlation between the OQ 
from the glottal airflow and that from the EGG was low: the overall correlation was 
0.619 (n = 25418), with г = 0.713 (η = 18212) for vowels, and г = 0.239 (η = 1922) for 
consonants. 
0.03 0.04 
duration (sec) 
Figure 2.17 Alignment of threshold crossing in the glottal airflow signal (solid 
lines) and the opening moment in the EGG derivative (dashed lines) 
The spectral effect of the open quotient can be understood from the behaviour of 
an ideal square pulse, of which we change the duty cycle: if a square pulse has an open 
quotient of 1, this means that we have created an infinitely long pulse, which has all its 
energy concentrated at 0 Hz; if, at the other end of the scale, the square pulse has a 
minimal open quotient, then we have created a Dirac pulse, which has a flat frequency 
spectrum. The broader a square pulse is, the steeper its spectral slope will be. 
Of course, the glottal waveform in speech differs substantially from a square pulse. Klatt 
L· Klatt (1990) note that "the primary acoustic effect of changes in open time is to increase 
and decrease the amplitude of the first harmonic relative to adjacent harmonics" (p. 846). 
For higher open quotients, this leads to "a tendency for higher harmonics to be replaced 
by aspiration noise" (p. 825). The effect of the open quotient on the relationship between 
the lower harmonics is supported by Fant L· Lin (1988: p. 6). They write that "[g]iven the 
flow peak amplitude U0 and an open quotient, Q0, close to 0.5, it can be shown that the 
flow source fundamental comes close to U0/2 With an open quotient of 0.4, the half 
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sine wave model produces a 1 dB lower fundamental than U0/2. For an open quotient of 
0.3, the correction factor is -3 dB. On the other side we have a correction of approximately 
+0.6 dB for open quotients of the order of 0.6-0.8." 
2.3.3.3 Skewing (rk) 
In acoustical (time-domain) terms, rk reflects the asymmetry of the glottal pulse. It is 
computed as the interval over which the glottal airflow decreases (which we shall call 
the "closing duration") divided by that during which it increases ("opening duration"). 
The closing duration is defined as the distance (in samples) between the maximum in the 
AC component of the glottal airflow and the minimum in the derivative of that signal; the 
opening duration is the distance from the positive noise threshold crossing to maximum 
AC airflow. Some researchers, e.g. Holmberg et al. (1989) use the parameter speed 
quotient, which is the inverse of rk. If rk is large (close to one), the glottal pulse is relatively 
symmetrical; if it is small, the glottal pulse is skewed to the right; rk values greater than 
one generally do not occur: glottal airflow pulses are normally skewed to the right; i.e., 
the decrease in airflow is always faster than the increase in airflow (Rothenberg, 1981; 
Ananthapadmanabha &; Fant, 1982; Titze, 1988). The small values of the closing duration 
in combination with its variability, especially due to the detection of the moment at which 
maximum airflow is reached, causes rk to show a lot of variability. The variability is further 
increased by the unreliability of the opening moment (see section 2.3.2), which causes the 
opening duration to vary. 
Physiologically, skewing of the airflow is related to the interval over which the vocal 
folds close and open. In the EGG, this is reflected in the increase, resp. decrease of the 
contact area to a very limited extent only: the EGG is normally skewed to the left, while 
the glottal airflow signal has a tendency to be skewed to the right. This is caused by the 
indirect relationship between contact area and glottal area (normally more symmetrical) 
on the one hand, and by the effects of coupling between the voice source and the vocal 
tract on the other, which causes the glottal airflow pulse to be more skewed to the right 
than the glottal area pulse (Rothenberg, 1983). It is therefore clear that definition of rk 
on the basis of the EGG is not meaningful, especially since we know that no meaningful 
changes in contact area between the vocal folds will be visible in the signal when the vocal 
folds are apart (Fourcin, 1973; Baer et al., 1983). For this reason, it is not possible to 
find a landmark in the EGG which coincides with the maximum glottal airflow. 
The spectral effect of the pulse skewing is that the source spectrum shows a 
stronger spectral slope for higher values of rk, i.e. for more sinusoidal airflow pulses 
(cf. Fant, 1980b; Fant к Lin, 1988). 
2.3.3.4 Excitation strength (E
e
) 
In the glottal airflow signal, E
e
 (identical with the maximum flow declination rate in 
Holmberg et al., 1988) can be determined as the value of the minimum in the first-order 
derivative of the glottal airflow. This minimum constitutes the main excitation of the vocal 
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tract. The first-order derivative of the glottal airflow was low-pass filtered in order to 
remove the noise which is amplified by differentiating the glottal airflow signal. Since the 
peaks in the differentiated signal are often very steep (i.e. contain much high-frequency 
energy), low-pass filtering can strongly affect the actual amplitudes of the peaks. For 
that reason, the absolute values of the peaks are not very meaningful3. We shall always 
make a relative comparison between peak values. The relative value of E
e
 is relatively 
stable, i.e. low-pass filtering does not affect the relative amplitude of the minima in the 
time derivative of the glottal airflow signal very much (see Fig. 2.18). 
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Figure 2.18 Reduction of the amplitude of the minima in the glottal airflow 
derivative due to low-pass filtering, with no changes in the relative 
amplitude of the peaks 
Physiologically, the maximum airflow declination rate or excitation strength (Ee) is 
correlated with the distance between the vocal folds and the time needed to cover this 
distance when the glottis is closing on the one hand, and with the transglottal pressure 
on the other. The closing movement of the vocal folds is reflected in the EGG as a fast 
increase in the contact area. The relationship between the rate of increase in contact area 
and Ee is rather complicated, since the changes in contact area are influenced by both 
3
 There is another reason why we cannot interpret the absolute values of the peaks in the following 
chapters, and that is that they are normalised before they serve as input for the HMM procedure (see 
section 3.1.2). 
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vertical and horizontal movements of the vocal folds, which need not be reflected directly 
in changes in the glottal airflow. 
The spectral effect of an increase in excitation strength is an increase of the overall 
energy in all parts of the spectrum (Gobi & Ni Chasaide, 1988). 
2.3.3.5 Modulated airflow (AC) 
The AC value is the peak-to-peak value of the glottal airflow signal. It is determined 
from the glottal airflow after subtraction of the DC offset component (see the derivation 
of the maximum in the glottal airflow, described in section 2.3.2). 
Physiologically, AC depends on transglottal pressure and on the size of the glottis, 
and thus, on the maximum amplitude of the vocal fold oscillations. Since the EGG does 
not contain any information about the glottal width (the contact area between the vocal 
folds is zero during the entire time the vocal folds are open), no comparison will be made 
between AC and contact area. 
When the wave shape is fixed, AC raises the spectral amplitudes (since Ee increases). 
2.3.3.6 Unmodulated airflow (DCoffset) 
The DC of f set value is derived for each glottal period at the point where a minimum 
landmark was detected in the glottal airflow (see section 2.3.2). To derive the value of 
the DC of f set, a different signal is used than the one from which the minimum airflow 
landmarks were extracted, since that signal was high-pass filtered. The signal that was 
used to find the DC of f set values is the low-pass filtered glottal airflow (transition band 
from 200-600 Hz). 
Unmodulated (leak) flow is caused by an incomplete closure of the vocal folds and/or 
a net vertical motion of the vocal folds during the CGI. Even during the "closed" interval, 
there is usually a leak flow, except maybe for some very harsh voices. It is not useful to 
derive values from the EGG (which cannot be calibrated) to correlate with DC of f set 
of the airflow, because it is not possible to decide whether the maximum contact area 
indicates complete closure of the glottis, or whether there still is some airflow. 
Cranen ¡k Schroeter (1993) have distinguished two types of glottal leak opening: 
a linked leak (caused by abduction of the arytenoids) and a parallel chink (for which 
the vocal processes of the arytenoids are together, but leaving an opening between the 
cartilaginous portion of the glottis). These two types of leak opening affect the spectrum 
differently. In the first place, if a linked leak is present, it will make changes in the airflow 
more gradual (especially those during closure of the vocal folds), which corresponds to a 
steeper spectral slope; a parallel chink, Cranen & Schroeter write, hardly has any effect on 
the spectral slope, unless it causes turbulence in the vocal tract (which increases the high-
frequency energy). Secondly, any leak (both linked and parallel) may generate turbulent 
noise in the vocal tract. This increases the energy in the stochastic component of the 
spectrum. It depends on the energy in the periodic components whether this noise will 
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be audible or not. It is clear that in case of a linked leak, when the spectrum shows a 
steep downward slope, the turbulent noise may become perceptually salient. 
2.3.4 Creating parameter tracks 
In this section, we shall explain how we transformed the pitch-synchronous parameter 
values to the uniformly sampled signal files (see Fig. 2.19) which represent the time 
tracks of the glottal airflow parameters for each stimulus word. These time tracks form 
the input to the data reduction method discussed in the next chapter. 
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Figure 2.19 The computation of uniformly sampled glottal airflow parameter 
tracks 
For each of the parameters which have been discussed in section 2.3.3, a value is 
computed from the landmarks in the glottal airflow (derivative) once for each glottal 
period. A glottal period is defined as the time span between two closure markers. If one 
or more of the landmarks which are needed for the computation of a parameter were 
not found between two successive closure markers, a zero is inserted for the parameter 
for that glottal period, to signal the absence of a value for that parameter. This can 
occur for instance because the amplitude of the glottal pulse is very low, so that the 
thresholds set for peak detection or the crossing threshold (used for detection of the 
Signal Processing 63 
opening moment) are not reached. 
In the next step, the pitch-synchronous parameter values are smoothed using a third-
order median filter. This reduces the period-to-period variations in the glottal airflow 
parameters, which are probably caused by inaccuracies in the landmark detection. 
The smoothing routine also inserts a parameter value on the basis of the values in 
the neigbouring glottal periods if there is a missing value. At the voicing boundaries 
around voiceless sounds, where less than two consecutive4 parameter values are available, 
the median order was lowered to one (i.e. no median smoothing was applied, and the 
parameter values for that glottal period were used as output of the smoothing step). This 
ensures that all glottal periods have non-zero parameter values and therefore optimally 
shows the direction of change in the glottal airflow parameters around voiceless intervals; 
at the same time it has the disadvantage of leaving the parameter values in the first 
period before and after a voiceless interval more variable, since no median smoothing is 
applied. 
The smoothed pitch-synchronous parameter values were then linearly interpolated. 
Parameter values were computed every 2 ms. In a-periodic parts of the signal, the 
parameter tracks were clipped to zero for the duration of the a-periodic stretch, which 
was determined from the positions (in samples) of the closure markers. In this manner, 
the information about the temporal structure that is present in the glottal airflow signals 
of our stimulus words is preserved when the signal is not (quasi-)periodic. By preserving 
the temporal structure it becomes easier to relate the parameter tracks to any part of 
the stimulus word we want to investigate. Fig. 2.20 shows a complete set of parameter 
tracks for one stimulus word. It is these parameter tracks that make up the input for the 
technique presented in chapter 3, which is used to find differences in the glottal airflow 
characteristics for various experimental conditions. 
It should be stressed here that zeros in the interpolated parameter tracks can ob-
viously not be considered as physiologically meaningful values. They are inserted in the 
time tracks when the glottal airflow signal is unvoiced. The only parameter for which this 
is not necessarily true is DC of f set, which can become zero. However, since no effort was 
made to extract the real DC offset of the glottal airflow during plosive consonants (see 
2.2.2), the zero values that we find in those segments are not physiologically interpretable 
either. 
2.4 Conclusion 
In this chapter, we have discussed the derivation of time tracks for a set of voice source 
parameters from the recorded mouth flow signals. In discussing the steps from the record-
ings to the computation of parameter tracks, we have identified several problems which 
4Whether two periods are consecutive was determined from the distance in time between the closure 
markers: if this was more than 20 ms, the two glottal periods were considered to be separated by an 
a-periodic stretch of the signal. 
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may affect the interpretability of the resulting voice source parameters. 
We have chosen for the glottal airflow as our representation of the voice source, 
because it forms the excitation of the vocal tract in voiced sounds. The glottal airflow 
forms the link between our perception of the sound quality (through the spectral properties 
of the airflow signal) and the production system which generated the glottal airflow. We 
have chosen to derive the signal by inverse filtering (I.F.) of the mouth flow, because it 
is the only way to measure the DC offset of the airflow, while allowing the speakers 
to produce the requested utterances with sufficient naturalness. We have given special 
attention to some of the shortcomings of the I.F. signal. 
The use of I.F. sometimes puts limitations on the physiological interpretability of 
the source signal. In the first place, because our I.F. is based on the airflow signal 
measured with the Rothenberg mask: in consonants which have a narrow (or complete) 
supraglottal constriction, the airflow signal that is measured is only very indirectly related 
to the glottal airflow, so that it is impossible to recover this signal. The physiological in-
terpretability of the I.F. signal is therefore restricted for these sounds. In most cases, 
however, the I.F. signal is a valid representation of the glottal airflow signal. If one is 
interested in a description of the acoustic voice source, for instance for speech synthesis 
purposes, the inverse filtered signal can be used without any restrictions as the excitation 
of the vocal tract filter (section 2.2.2). 
The second problem with using I.F. to obtain a glottal airflow signal concerns the lim-
itations of the source-filter model on which I.F. is based. We have pointed out some 
disadvantages of the source-filter model, pointing out a number of (possible) violations of 
its basic assumptions. These assumptions concern the linearity of the speech production 
system, its time—invariance and the spectral properties of the source signal. Further, we 
have used LPC analysis to estimate the vocal tract transfer function. Since LPC assumes 
that the vocal tract transfer function can be modelled by an all-pole filter, inaccuracies 
will ocur whenever this is incorrect (for instance for nasals). Although this limitation is 
inherent in LPC analysis, it will try to model the spectrum as closely as possible. We have 
explained how we have taken precautions to obtain as precise an estimate as possible of 
the properties of the vocal tract (section 2.2.4), so that our I.F. signal can be considered 
a valid estimate of the true glottal airflow. 
Special attention has been paid to the properties of the estimated glottal airflow sig-
nal directly after the main excitation (minimum in the glottal airflow derivative). There 
we often find (instead of a completely flat closed interval) a second, smaller pulse, which 
is separated from the main pulse by a short dip in the glottal airflow signal (2.2.2); this 
phenomenon, which we have called dip-plus-pulse, has been reported in other publica-
tions as well. Several possible physiological explanations for this phenomenon have been 
put forward (Rothenberg, 1973; Cranen, 1987, 1990); Hertegârd et al., 1992; see also Her-
tegárd, 1994: sixth article; Cranen & Schroeter, 1993; Cranen & De Jong, 1995). Despite 
the possible importance (both from a physiological and a perceptual point of view) of the 
dip-plus-pulse, we have made no attempt to parameterise these signal properties. The 
reasons for this decision are that further investigations are necessary to find out their ori-
gin and that our parameterisation method does not allow us to find a reliable parametric 
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description of these properties. We have computed a set of waveform descriptors from the 
I.F. signal which is known to model important aspects of the signal. 
From the glottal airflow signal, time tracks were computed for the following voice 
source parameters: F0, OQ, r*, Ee, AC, and DC offset. The physiological and spectral 
relevance of these parameters was discussed in section 2.3.3. 
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Chapter 3 
Data reduction through Hidden 
Markov Modelling 
In chapter 2, we described the derivation of a set of voice source parameters from the 
measured mouth flow signals. Parameter values were extracted for each pitch period, 
and the output of the signal processing consists of a set of uniformly sampled parameter 
tracks (2 ms/frame) that gives a more or less complete description of the most important 
shape variations in the waveforms during the stimulus nonwords that were recorded. The 
following parameters were extracted: F0, OQ, rk, Ee, AC, and DC of f set. 
The task that lies before us now is to discover how the glottal parameter tracks, 
and therefore the shape of the glottal waveforms, change under the influence of different 
linguistic conditions. Two experiments will be discussed in the following chapter, one in 
which we shall investigate the glottal parameter tracks for four consonant classes, and 
another one in which we shall compare the glottal parameter tracks for four intonation 
classes. In this chapter we shall discuss the method we have developed for finding and 
evaluating the differences between experimental conditions. To discover systematic dif-
ferences between the glottal parameter tracks for different experimental conditions, three 
problems have to be solved: 
1. Characteristic patterns must be discovered in the glottal parameter tracks that 
belong to the same experimental condition. 
2. The characteristic patterns that we derive must be shown to be substantially differ-
ent for different experimental conditions. 
3. The differences between the characteristic patterns for different experimental condi-
tions must be interpreted. Not all "statistically significant" differences between the 
characteristic patterns that may be found in step 2 are necessarily relevant. We only 
consider distinctive patterns relevant for the distinction between the experimental 
conditions if they are phonetically or linguistically interpretable. 
We shall address each of these problems in the following three sections. 
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3.1 Finding characteristic patterns 
There are several reasons why it is difficult to discover patterns in the raw glottal para-
meter tracks for a given experimental condition: 
• Physiological signals are known to be noisy. This is also the case for the glottal 
parameter tracks that we have computed. The noise makes it difficult to distinguish 
systematic from random variations in parameter tracks which belong to the same 
experimental condition. 
• Variations in different glottal parameter tracks for the same utterance may some-
times correlate, but at other times be quite independent. It is impossible to uncover 
a general pattern in such intricate relationships by visual comparison of the raw 
parameter tracks. 
• We have too many data for a visual comparison of the glottal parameter tracks (we 
have a total of 401 stimuli, each of which is represented by six parameter tracks). 
It is obvious that we must compute some kind of average of the glottal parameter 
tracks for stimuli belonging to the same experimental condition. The goal of the compu-
tation of an average is on the one hand to eliminate the noise that is present in the glottal 
parameter tracks, and at the same time reduce the number of stimuli that have to be 
compared. The result of the stylisation must show the systematic variations in the glottal 
parameter tracks. In order to achieve this, the stylisation must take place on more or less 
homogeneous data; if the data are unrelated or not homogeneous, any form of stylisation 
will result in meaningless patterns. 
In the following subsections, we shall discuss two techniques that can be used to 
average data that change with time, like our glottal parameter tracks (section 3.1.1). 
The techniques we shall discuss are dynamic time-warping (section 3.1.1.1) and Hidden 
Markov Modelling (section 3.1.1.2); we shall explain why we have chosen for the latter. 
In section 3.1.2 we shall describe the preprocessing by which the glottal parameter tracks 
are prepared as input for HMM. The structure of the HMMs that we use will be described 
in section 3.1.3. In section 3.1.4 we shall describe how an HMM is created. 
3.1.1 Averaging techniques 
Two statistical techniques seem particularly useful to average time tracks. In the two 
following subsections we shall discuss dynamic time-warping (DTW) and Hidden Markov 
Modelling (HMM), both of which are likely candidates for the task at hand. We shall go 
into some fundamental problems of the use of DTW, and explain why we have chosen to 
use HMM. 
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3.1.1.1 Dynamic time-warping (DTW) 
To be able to do any averaging at all, we first have to time-align the glottal parameter 
tracks that belong to different stimuli. Strik & Boves (1991) have developed a time-
alignment and averaging strategy for physiological signals using dynamic time-warping 
(DTW). As in our case, a number of parameter tracks were measured for each stimulus 
utterance, together with the microphone signal. The microphone signal was used for 
time-alignment. First, the utterance with median duration was identified and taken as a 
reference. Then, 12ίΛ-order cepstra were computed with a fixed frame rate of 10 ms. The 
cepstra were then used to compute the optimal time alignment between the remaining 
tokens and the reference, using a straightforward DTW algorithm. Finally, the warp 
functions were applied to the physiological signals, in order to obtain optimal alignment. 
After time- alignment, average parameter tracks (with variances) can be computed across 
all stimuli. Although DTW was shown to be a very useful tool for time-alignment of 
physiological signals, we do not think the method best fits our needs. 
The main reason why we did not want to use DTW for time-alignment of our glottal 
parameter tracks is that we feel it is not possible to choose a good reference signal. If 
we use cepstral coefficients derived from the mouth flow signal for time-alignment (com­
parable to the microphone signal in Strik L· Boves, 1991), we may not obtain optimal 
time-alignment results for the glottal parameter tracks because of the relative independ­
ence of glottal and supraglottal articulations. The glottal and supraglottal articulations 
can be timed independently because of their largely independent physiological structures, 
with only the position of the tongue bone affecting the larynx position. This independ­
ence can be exemplified by a CV sequence, in which only the supralaryngeal or only the 
laryngeal features differ for the two segments: 
• For instance, sonorant consonants and vowels do not differ in their phonological 
feature specification for laryngeal features, but only for the supralaryngeal ones. In 
the sequence /ma/, the phoneme realisations have the same glottal articulation (at 
least on a phonological level), while their supraglottal articulations obviously differ. 
• In the sequence /ha/, the opposite occurs. Here, the supralaryngeal features are the 
same, and the laryngeal ones differ (/h/ being [+ spread], and the following vowel 
being [- spread]). 
In fact, we know from articulatory studies by Pétursson (1977), Löfqvist (1980), 
Yoshioka et al. (1982) and Browman & Goldstein (1986) among others that timing rela-
tions between glottal and supraglottal articulations differ for different manners of articu-
lation. Yoshioka et al. (1982) note that if the first consonant in a Dutch voiceless cluster 
is a fricative, the speed of abduction of the vocal folds is significantly faster than when 
the initial voiceless sound is an (American English) aspirated or (Dutch) unaspirated 
stop. From a perceptual point of view, it is also clear that variability in the alignment of 
glottal and supraglottal articulations is admissible within certain limits: the movements 
of different articulators need not always be perfectly aligned, given the evidence of stop 
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deletions and insertions (as two ends on a scale of variation in the alignment between 
articulator movements) in words like tents, resp. tense. These differences do not cause 
any appreciable changes in the percept, so that small variations in the timing of glottal 
and supraglottal properties still lead to the perception of the same phoneme string. For 
these reasons it is not necessary to a priori assume synchrony between glottal and oral 
articulations. 
Given the potential differences between the timing of glottal and oral articulations, the 
mouth flow signal signal (or the vector signal which can be derived from it) is not a very 
suitable reference signal if our task is to time-align glottal parameters. 
We could also perform time-alignment on the basis of the glottal parameter tracks 
themselves, of course. However, that would only help to bring to light a number of prob-
lems inherent in DTW. 
First, in the approach of Strik Sz Boves (1991) it is necessary to choose one of the tokens as 
the reference. Although this choice can be made very carefully, each individual utterance 
will inevitably contain some idiosyncratic properties, which are canonised, as it were, by 
the fact that this utterance is selected as the reference. 
Secondly, DTW does not offer means for weighting local warping of the time axis differ-
ently, depending on the type of phonetic segment in the interval. Yet, from a phonetic 
point of view, warping in consonant segments should be weighted more heavily than sim-
ilar warpings in vowel segments. 
Thirdly, in order to score local distance a cost function must be defined; when using spec-
tral or cepstral coefficients, specific cost functions can be motivated, e.g. by referring to 
perceptual criteria. In our case, with frames of different physiological signals as vector 
elements, the definition of a suitable cost function is far from trivial, if only because the 
systematic and random variance may differ considerably between the individual physiolo-
gical signals. 
We have sidestepped these problems by using Hidden Markov Modelling (HMM), an ap-
proach that subsumes DTW as a special, degenerate case (Juang, 1984). The HMM 
approach really solves the problem that one utterance must be chosen as the reference, 
because it can do without a reference. It does not really solve the remaining two problems, 
but it offers well understood statistical approaches to deal with them. 
3.1.1.2 Hidden Markov Modelling (HMM) 
In the preceding section, we have argued that it is difficult to choose a reference signal 
which can be used as a basis for the warping function in DTW. Nor are there any phon-
etically meaningful criteria available for the time-alignment of glottal signals for different 
stimuli. For these reasons we decided to use Hidden Markov Modelling (HMM) to per-
form the stylisation of our data. Given a particular model structure (see section 3.1.3), 
HMM represents a particular set of observations (in our case glottal parameter tracks 
for a set of stimulus nonwords) which belong to an experimental condition in one model, 
performing an implicit time-alignment of all glottal parameter tracks that belong to the 
same experimental condition. Like DTW, HMM is mostly used for automatic speech re-
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cognition, where it has been proved to be quite successful. It must be emphasised that 
the application of HMM for our purpose is not geared towards recognition, but is used for 
data reduction, each HMM representing a characteristic pattern for a given experimental 
condition. 
An HMM for a set of stimulus nonwords consists of a given (i.e. chosen by the 
experimenter — see section 3.1.3) number of states. The states represent segments of the 
signals. These segments differ from what are often called segments by phoneticians, in 
that they are not based on articulatory, acoustic or perceptual criteria, but rather they 
are determined by statistical properties of the input signals: an HMM is characterised by 
three matrices of probabilities. The first one contains the probability that the model is 
entered in state г. More often than not, this matrix (or rather vector) is degenerate, be­
cause the model has only a single entry point, in state i = 1. The second matrix contains 
the probabilities for the model to change from state i to state j . This state transition 
probability matrix effectively defines the topology of the HMM. In our models only two 
transitions are allowed: a loop within the same state and a transition to the next state. 
The third matrix contains the probabilities of observing a given set of signal values when 
being in a specific state. In our case, these observation probabilities are in effect Gaussian 
probability distributions, because we have used continuous HMMs (cf. section 3.1.3). 
The model parameters can be estimated with well known "training" algorithms, like the 
Baum-Welch algorithm or the Viterbi algorithm. 
Although in automatic speech recognition this is not usually done, an HMM can be visu­
alised. For each state the expected duration can be pictured, together with its variance; 
these values can be computed from the state transition probabilities. Also, the mean 
values for all parameters can be displayed for each state, together with their variances. 
When single Gaussians and diagonal covariances are used, graphical representations of 
HMMs require only relatively simple pictures. With Gaussian mixtures, the HMMs are 
much more difficult to represent graphically. In Fig. 3.1, an HMM is shown that was 
built on the Fo, OQ, r^, E
e
, and AC tracks for a set of stimulus nonwords of the type 
/pcpeCepe/, where С is an obstruent produced with voicing throughout the duration of 
the oral constriction. 
The figure shows an HMM consisting of sixteen states. The states are indicated by 
the sixteen bars in each window. Sometimes the parameter values in the states are very 
low, so that the bar itself is not visible, as is the case for F0 in states number 1, 4, 12 and 
13 in the figure; these states usually model voiceless parts of the signals. 
The durations of the states are mean durations across all input nonwords. The mean 
state durations are indicated by the width of each bar representing a state. The standard 
deviation in the duration of each state is indicated by the horizontal lines in the top win­
dow. The middle of each horizontal line (which represents -1 to +1 standard deviation) 
has been aligned with the middle of the state for which it indicates the standard devi­
ation. The mean state durations and standard deviations are the same for all the glottal 
parameter tracks, since the model is computed for all parameters at the same time. For 
that reason, the bar widths are the same in the different windows. For the same reason, 
we have only indicated the standard deviations in the top window. 
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Figure 3.1 HMM for stimulus nonwords of the form /ρερεΟερε/, where С is a 
fully voiced obstruent; the HMM consists of the glottal parameter 
tracks for FQ, OQ, Rk, E
e
, and AC. State numbers are indicated at 
the top of the figure. 
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For each parameter (separate windows), a mean value is indicated in each state, together 
with its standard deviation. The mean value is given by the height of the bar, while the 
(-1 to +1) standard deviation of the parameter values in each state is represented by the 
vertical lines in the middle of each state. Obviously, the means and standard deviations 
can be different for each glottal parameter. Each experimental condition is represented 
by one HMM, which represents an characteristic pattern for that condition (in this case 
fully voiced obstruents). The use of HMMs reduces our problem of finding differences 
between experimental conditions to the comparison of HMMs for different experimental 
conditions (e.g. voiced versus voiceless obstruents). 
Besides time-aligning the glottal parameter tracks of different stimuli, HMM has 
some other major advantages for discovering patterns in our data sets: 
• HMM can uncover patterns in our glottal airflow parameter tracks despite the non-
deterministic relationship between phonological properties and their implementa-
tion. In other words: HMM is able to find patterns despite the fact that in different 
realisations different phonetic properties (glottal airflow parameters) can be used to 
signal the presence of a phonological property (e.g. voicing in obstruents). 
• Not only can HMM discover patterns when several different phonetic properties are 
used to implement a phonological property, it can even do so when the use of each 
phonetic property is probabilistically determined, i.e. when a number of phonetic 
properties which are used to implement a phonological feature can have varying 
values from one realisation to the next. 
Let us explain this by giving an example. It is known (Lisker, 1978, 1986) that 
phonologically voiced obstruents can show a large variation in the acoustic properties of 
the signal by which phonological voicing is signalled, like presence/absence of a voice bar 
during closure, closure duration, lengthening of a preceding vowel, F l characteristics at 
vowel offset/onset, V.O.T., etc. The values for each of these speech properties vary from 
one speaker to the next, and also within the same speaker between realisations of the same 
sound. Despite this variability, HMM is able to create one model for the whole set of voiced 
obstruents; the model shows the average value of the glottal parameters and indicates the 
variability in the parameter tracks. HMM does not only have the advantage that it can 
result in a time—alignment of the glottal parameter tracks that belong to different stimuli, 
therefore, but it also has the advantage that we can regard it as a probabilistic production 
model that reflects the phonetic reality of the implementation of phonological features. 
Formally, by using single Gaussiane, we do make the assumption that all stimuli in an 
experimental condition are essentially realised in the same way. If that were not the 
case, the meaning of a single average computed from samples of different underlying 
distributions is (at least) questionable. However, given the availability of sufficient training 
material it would be possible to train models with a higher resolution, by using Gaussian 
mixtures or by complicating the model topology (e.g. by allowing multiple and parallel 
paths). The assumption of essentially homogeneous articulations is forced upon us by the 
scarcity of data. 
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There are inherent limitations to HMM as well: there are no objective grounds on the 
basis of which we can infer which of the glottal parameter tracks are (most) important for 
the distinction between conditions; nor can we know which part of the glottal parameter 
tracks is responsible for the distinctiveness of the HMMs. No alternatives to HMM are 
available, however, which do not have these disadvantages. We shall view these limitations 
from a more positive standpoint, stressing the ability of HMM to find patterns across 
several glottal parameters, even when we do not know the exact timing of important 
properties of the glottal parameter tracks (see section 3.1.1.2). The interpretation of 
the differences between HMMs, and their relevance for the linguistic conditions under 
investigation, are left to the experimenter. 
3.1.2 Preprocessing of the data 
To prevent the glottal parameter tracks from being weighted differently because of the 
different ranges of their values, we must perform some preprocessing on the glottal para-
meter tracks before we can use them as input for the HMM procedure. Also, we shall 
have to prevent numerical errors (also due to the parameter ranges) when running the 
training and recognition programs. 
In practice, there are large differences in variation among the glottal parameter 
tracks. The different ranges of variation in the input parameter tracks may affect the 
outcome of the HMM modelling procedure: parameters that show greater systematic 
variations may have a stronger effect in the HMM modelling procedure than those for 
which the systematic variations are small. This has to be compensated for. Compensation 
is possible since the scaling of the parameters is not meaningful in principle: the scales 
for different parameters represent completely different quantities, and these quantities 
themselves are often arbitrary. For instance, OQ (open quotient) can be expressed as 
a fraction (if the duration of the open interval of the glottal period is 4 ms, and the 
total period duration is 10 ms, this fraction is 0.4) or as a percentage (40, for the same 
example). It does not matter in what measure OQ is expressed, except that the different 
ranges over which the parameter values would vary may affect the outcome of the HMM 
procedure. This problem was solved by converting the data to z-scores for each glottal 
parameter track for each individual stimulus, and using the resulting tracks as input for 
the HMM procedure described in the next section. The reason for normalisation by the 
mean of each individual utterance is that we are interested in the pattern, rather than the 
absolute range, of variation. For example, differences between speakers or stimuli in the 
F0 range do not concern us; instead, we are interested in the changes in the F0 pattern 
within utterances. 
For the computation of the variance, which is used to derive z-scores, the zero values that 
are inserted in the glottal parameter tracks when no voicing is present (see section 2.3.4) 
are not taken into account. This is necessary because no meaningful interpretation can 
be given to these values in phonetic terms, and the zero values should therefore not be 
included in a measure for the systematic variation in the parameter values. For instance, 
FQ values of 0 Hz are meaningless, and should not be counted as real values. By treating 
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zero values as missing data in the computation of the variance, they have no influence 
on the range of the glottal parameter values. The zero values are later transformed to 
z-scores like all the other (meaningful) parameter values, on the basis of the variance that 
was computed for all meaningful parameter values, i.e. all glottal parameter values other 
than zero. 
The HMM program1 uses a minimum threshold for the variances of the parameter 
values of each state; we used a default value of 0.1. This lower bound is used to prevent 
numeric underflow during some of the computation steps in the program during training 
and recognition. If we would use the raw z-scores as input parameter tracks, such un-
derflow errors would be very likely to occur, since many of the glottal parameters have a 
value between -1 and 1. To prevent clipping to the value of the lower bound, all z-scores 
are multiplied by 1000. As a final operation a value of 500 was added to each frame, to 
ensure that the majority of the data points are positive. 
3.1.3 Structure of the HMMs 
In this section, we shall describe the structure of the HMMs that we used, and explain 
why we have chosen this particular structure. It should be noted that changes in the 
structure of the HMM (can) lead to quite different results. We chose as simple a model 
as possible. 
• No states are skipped 
In speech modelling, only left-to-right models are used for most purposes. That is, 
no transitions from a state of the HMM to previous states are allowed. In our case, 
we chose to use an even more restrictive model structure, in which only self-loops 
and transitions to the next state are allowed (see Fig. 3.2). The reason for this 
restriction lies in the construction of our stimuli: since these contain the same vowel 
four times (and at least three voiceless plosives, which are even less variable), it may 
sometimes occur that an early part of the signal can be modelled more precisely by a 
later state (or the other way around). Since the HMMs used for speech modelling are 
strictly left-to-right, this would cause a number of states to be skipped; the result 
would be that too few states are left to model the glottal parameter variations in 
other parts of the stimuli. Also, fewer model parameters need to be estimated when 
we disallow the skipping of states, since we do not have to calculate state transition 
probabilities from each state to all succeeding states in the model, but only the 
self-loop probabilities and the transition probability to the next state. 
• Sixteen states 
With sixteen states, which have to be divided over eight phonemes, it is possible 
'The HMM program that we used is part of the Acoustic Phonetic Modelling System (APMS), de-
veloped for the Speech Research Unit of the Royal Signals and Radar Establishment in Malvern, England, 
by Ensigma Ltd. 
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to model the most important characteristics of our glottal parameter tracks Pi­
lot experiments showed that if we use fewer states, parts of the stimuli which are 
characterised by very different parameter values may have to be modelled by the 
same state The states then no longer sufficiently differentiate among properties 
of the parameters (see section 3 2) If we use too many states, on the other hand, 
parameter values that belong to the same segment (from a phonetic or linguistic 
point of view) will be modelled by different states, so that the generality of the 
states is affected In this case, it is even possible that particular states model the 
peculiarities of subsets of the data, and possibly even of individual stimuli, which 
should be avoided Besides that, the amount of training data is insufficient to use 
more states 
Г\ ГЛ r^ r^ r~\ 
Figure 3 2 Topology of our HMMs 
• Single Gaussian per state 
In section 3 1 1 2 we noted that a phonological feature can be implemented by 
more than one phonetic variable, and that the value of the phonetic parameter(s) 
which implement a phonological feature can vary The simplest model that can be 
used to represent this is one in which each state is modelled by multiple Gaussian 
distributions However, as said before, we do not have enough training data to 
estimate the parameters of Gaussian mixtures 
гл r^\ г^ о r>i 
Figure 3 3 Topology of an HMM with two parallel states 
For the same reasons we also disallowed parallel states The topology of a model 
with parallel states is shown in Fig 3 3 
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3.1.4 Creating an HMM 
In this section we give a general description of the procedure that is used to create an 
HMM. We shall refrain from the use of mathematical formulae and instead focus on the 
logical structure of HMM. For a more detailed discussion of (Hidden) Markov Models 
the reader can refer to Rabiner & Juang (1986), Cox (1988), Holmes (1988), Van Alphen 
h Van Bergem (1989), Lee (1989) or Van Alphen (1992). 
First, we want to point out two important characteristics of the HMMs which we 
have built. 
• Our models are whole word models, comparable to the models used in small vocab­
ulary isolated word automatic speech recognition systems. Our models are by ne­
cessity quite similar, because they all apply to words of the structure /pepeCepe/, 
with the consonant С as the only distinctive element (in addition to different stress 
and intonation patterns). 
• Another difference with the way HMM is used in speech recognition is that we use a 
different type of input data. When HMM is used for speech recognition purposes, its 
input data usually consist of some type of spectral characterisation of the signal (e.g. 
time tracks of the energy in (critical) filter bands, cepstral coefficient time tracks or 
measures derived from these), whereas we use normalised glottal parameter tracks 
(see section 3.1.2). 
It should be emphasised that the different origin and physical nature of our data 
does not of course affect the mathematics of HMM in any conceivable way. To create 
an HMM, we first make an initial estimate of the model parameters, and then perform 
re-estimation. The initial estimation and re-estimation procedures will be discussed in 
the two following sections. 
More important than the differences in the input parameters is the application of 
the HMMs: in mainstream speech recognition research the values of the model parameters 
are very rarely studied for their own sake. Also, it is quite unusual to interpret the HMMs 
in terms of phonetic and linguistic descriptors. The only thing that really counts is the 
performance of the models in recognising new speech, not used during model training. 
Our application of HMM, which we have not encountered before, not only differs from 
the more usual speech recognition approach in the input data we use, but perhaps even 
more importantly, we construct the HMMs with the explicit intention to interpret them 
in phonetic or linguistic terms (see section 3.3). 
3.1.4.1 Initial estimate 
The first step in the HMM procedure is the initial estimate of the parameters of the HMM. 
These are the state transition and observation probabilities (see section 3.1.1.2). 
In the initial estimation, the data frames of each input utterance are divided over a 
number of states. In our case the input data consist of time tracks (2 ms/frame) of a set 
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of glottal parameters for all stimuli that belong to the same experimental condition; these 
frames are divided over the sixteen states (see section 3.1.3) that make up the HMM. 
When uniform segmentation is used, as in our case, the frames of each utterance are 
divided (as) uniformly (as possible) over the sixteen states. From the number of frames 
in each state for each of the stimuli, the transition probabilities are calculated. They 
represent the probability that, given the number of frames in a state, the next frame 
belongs to that same state or to another (we have only allowed self-loops or transitions 
to the next state — see section 3.1.3); since the division of frames over states is uniform, 
all initial transition probabilities will be the same. 
Then the glottal parameter values for all of the frames that were allotted to the 
same state are used to compute the observation probabilities. From the values that occur 
in a state for each of the glottal parameters, the chances that a combination of particular 
values occurs for the glottal parameters can be calculated; these are the observation 
probabilities. 
A visual representation of the initial estimate of a continuous HMM with multivariate 
normal distributions is given in Fig. 3.4. 
The initial estimate based on a uniform segmentation (linear initial estimate) that 
has just been presented does not lead to an optimal division of the input utterance into 
states, in the sense that initially states do not always represent maximally homogenous 
parts of the input tracks. An improvement can be made which chooses the states so that 
the total variance of the parameter values in all states becomes as small as possible. The 
algorithm that performs this optimisation is called the Bridle-Sedgwick algorithm (Bridle 
& Sedgwick, 1977). We decided to use linear segmentation for model initialisation (as 
described above), because pilot experiments suggested that the re-estimated models were 
equivalent for linear and Bridle-Sedgwick initialisation, but computation of the model is 
much more time-consuming in Bridle-Sedgwick initialisation. 
3.1.4.2 Re—estimation 
The initial estimate obtained by uniform segmentation provides only a rough model which 
does not usually form a very good representation of the data. To improve the HMM, a 
re-estimation technique must be used. The re-estimation iteratively adapts the model 
parameters (transition and observation probabilities) in order to increase the likelihood 
that the model generates the training data (i.e. the glottal parameter tracks of all stimuli 
of the experimental condition that is being modelled by the HMM). This likelihood is 
then used to update the model parameters, after which the procedure is repeated: using 
the updated model parameters the likelihood is computed that the HMM generates the 
training data, and this likelihood is used to update the model parameters again. The 
iterative procedure is terminated if the increase in likelihood of the HMM to generate the 
training data falls below a given threshold, or if the maximum number of iterations set 
by the user is exceeded. Two algorithms are available for this iterative training that are 
guaranteed to improve the estimates of the model parameters in each iteration step: the 
Baum-Welch and the Viterbi algorithm. The difference between the two concerns the 
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manner in which the likelihood is evaluated. The Baum-Welch algorithm computes the 
total probability that an HMM generates the training data, by summing the probabilities 
of all possible sequences of state transitions plus attendant observations that are com-
patible with the data. The Viterbi algorithm approximates this exact total probability 
by searching the most likely path (global optimum). In speech recognition (and also for 
our application), the Viterbi algorithm appears to show essentially the same performance 
as the Baum- Welch algorithm, which is computationally more expensive. We therefore 
decided to use the Viterbi algorithm for re—estimation. In the case of isolated words the 
same two algorithms (Baum-Welch and Viterbi) can be used for recognition or decoding. 
When the entities to be recognised consist of sequences of basic units, only Viterbi decod-
ing is available, because due to its total probability feature Baum-Welch decoding does 
not allow one to identify a unique optimal state sequence. Since we want to obtain state 
sequences, in order to be able to interpret them in phonetic and linguistic terms, we are 
forced to use Viterbi decoding. 
3.2 Distinctiveness of HMMs 
The goal of our HMM strategy is to find characteristic patterns in the glottal parameter 
tracks for our experimental conditions. These characteristic patterns are the HMMs cre-
ated by the re-estimation algorithm (see section 3.1.4.2). Before we can interpret the dif-
ferences between HMMs in terms of the production system or in linguistic terms, however, 
we have to make sure that the HMMs for different experimental conditions are sufficiently 
distinctive. That is, if two HMMs cannot distinguish between the experimental conditions 
they represent, obviously no inferences must be drawn from the differences between the 
HMMs. In that case it must be concluded that the input parameter tracks for the different 
experimental conditions, and therefore (assuming that our input parameter tracks give 
a complete description of the glottal waveform) the voice source characteristics, are the 
same. In the two following sections, we shall explain how distinctiveness is measured, and 
give an example. 
3.2.1 Measuring distinctiveness 
To evaluate how distinctive the HMMs for different experimental conditions are, we per-
form HMM recognition as in automatic speech recognition. 
In small-vocabulary isolated word recognition several HMMs are available, each of which 
represents a word. When the speech recognition system is presented with the vector se-
quence of a new word (i.e. a vector sequence which was not used in training the HMMs), it 
has to be recognised as one of the HMMs. Using the Viterbi algorithm, the log likelihood 
ratio is determined for each of the HMMs to generate the observed vector sequence, or 
time tracks of the input parameters (cf. re-estimation algorithm, section 3.1.4.2). The 
vector sequence is recognised as the HMM with the greatest log likelihood2. 
2Although the actual log likelihood values are not usually used any further, it is possible to use them to 
specify the distinctiveness of the HMM: the greater the log likelihood for the correct HMM (representing 
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We perform HMM decoding the same way as in automatic speech recognition. In 
the recognition procedure, each data set (set of glottal parameter tracks that were used for 
training (initial estimation and re-estimation); not a new vector sequence as is normally 
the case in automatic speech recognition!) is categorised (recognised/identified) with 
one of the HMMs that were built for the several experimental conditions. To do this, 
the likelihood is computed for each of the HMMs that it generates the observed vector 
sequence. The HMM which yields the highest likelihood ratio is chosen as representative of 
the observed vector sequence. Thus each stimulus is categorised with one of the available 
HMMs. 
The next step is beyond what is necessary for automatic speech recognition: we do 
not stop at the point where the HMM has been selected which is most likely to generate the 
observed vector sequence, but go on to use this result to evaluate the distinctiveness of the 
HMMs. The procedure is comparable to what is done in the evaluation of the performance 
of automatic speech recognition systems: as soon as all the data sets have been categorised, 
a correct identification rate is computed by summing the number of correct categorisations 
and dividing that number by the total number of input data sets. A data set is categorised 
correctly if the HMM it is categorised with represents the experimental condition that 
it belongs to. If the correct identification rate is sufficiently high, we conclude that the 
HMMs are sufficiently different to distinguish between the experimental conditions. By 
implication, we may then interpret each HMM as a good characterisation of the systematic 
patterns for the experimental condition it models. 
3.2.2 An example 
We will demonstrate the evaluation of the distinctiveness of HMMs with an example 
(see also Koreman et ai, 1991). The example is taken from a subcondition (intonation 
condition F3) of the first experiment presented in the following chapter. The example is 
only used here to provide a better understanding of the procedure that we follow, of the 
type of results that are obtained, and of the sort of conclusions we can draw from them. 
We shall leave the experiment and its outcome to be discussed in full in chapter 4. 
We shall compare four classes of Dutch consonants: sonorants (SON), fully voiced 
obstruents (VD), partially devoiced obstruents3 (VDI), and voiceless obstruents (VL). The 
input data for the HMM that is created for each of the classes consist of normalised glottal 
parameter tracks for the /ρερε(7ερε/ utterances of five speakers, where С is replaced by 
all consonants belonging to each of the four experimental conditions. 
First, we run the initial estimation and re-estimation algorithms for the four con­
sonant classes. This results in one HMM for each condition. To decide whether the four 
HMMs are distinctive, we perform Viterbi recognition on all the training data (glottal 
the same word as the word from which the observed feature vector was computed), and the smaller the 
log likelihood for all incorrect words, the more reliable the recognition results are. 
3The reasons for the division of phonologically voiced obstruents into VD and VDI are discussed in 
section 4.1.1. 
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parameter tracks for all stimulus nonwords of the SON, VD, VDI and VL conditions), 
using the four HMMs. This results in a categorisation of each set of glottal parameter 
tracks with one of the four models. The correct identification rate is the number of data 
sets that have been categorised with the HMM that models the experimental condition 
to which the data set belongs (so the number of data sets belonging to SON stimulus 
nonwords categorised with the HMM for condition SON, plus the number of VD data 
sets categorised with the HMM for condition VD, etc.) divided by the total number 
of training data sets. In table 3.1 the results of the HMM recognition procedure are shown. 
Table 3.1 Categorisation results (absolute number of cat-
egorisations, with percentages in parentheses) 
for SON, VD, VDI, and VL nonwords (rows) 
with HMMs of these four classes (columns), for 
intonation condition F3 
F3 
SON 
VD 
VDI 
VL 
SON 
25 (96) 
-
-
VD 
1(4) 
8 (100) 
-
-
VDI 
-
-
16 (73) 
-
VL 
-
.. 
6(27) 
33 (100) 
Correct identification rate: 92.13% 
Number of substitutions: 7 
Number of nonwords: 89 
The table should be read as follows: "(27)" in the box for VDI tokens misrecognised 
as VL means that for 27% of the voiced interrupted (partially devoiced) tokens the HMM 
for voiceless stimuli was chosen as the most likely model. The total number of input data 
sets on which the categorisation results are based in this subcondition is 89, so that only 
7 data sets (the 6 VDI data sets mentioned above, which equal 27% of the VDI data sets, 
plus one SON data set), were categorised with the wrong model. The confusion of VDI 
stimuli with the HMM for the VL class seems to reflect the relatively variable way in 
which the voiced/unvoiced distinction is realised in Dutch, where phonologically voiced 
plosives and especially fricatives are sometimes realised the same as voiceless obstruents 
(Gussenhoven L· Bremmer, 1993). 
The outcome of this actual recognition task is quite encouraging, since 92.13% of the 
training data were classified correctly during the recognition process. Apparently, the 
HMM approach is able to extract the necessary information from the glottal parameter 
tracks to distinguish the four consonant classes. 
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3.3 Inter pret ability of HMMs 
If the HMMs for different experimental conditions are distinctive, the differences can 
be summarised to form a descriptive analysis. This descriptive analysis, however, is 
not meaningful from a phonetic or linguistic point of view, unless we can show that 
the differences in the voice source characteristics described by the HMMs of different 
experimental conditions can be interpreted in terms of the underlying production system 
or in terms of the linguistic oppositions between the experimental conditions. In this 
chapter, we will not go into the actual interpretation of HMMs (which will be discussed 
on the basis of the two experiments presented in chapter 4), but restrict ourselves to 
a discussion of the usefulness of the states of the HMM for the description of phonetic 
segments. 
To come to an interpretation of the HMMs, we first have to find out which state(s) 
of the HMM correspond(s) to the phonetic segments in the mouth flow signal (we want 
to stress again that there is no one-to-one relationship between states from the HMM 
and phonetic segments in the mouth flow signal, like phonemes — see section 3.1.1.2). 
If we want to find an interpretation for the HMM of the stimuli containing fully voiced 
consonants in the experiment presented in section 3.2.2, for example, wc must know which 
state(s) of the HMM model(s) the consonant, and which the surrounding vowels. 
Prom a phonetic point of view, the most important advantage of HMM could thus 
also be its major drawback: since HMM uses a maximum likelihood strategy, we cannot 
be sure that the segmentation into states resembles the segmentation on the basis of 
acoustic criteria which are used by phoneticians, and consequently, whether we can find 
a phonetic and/or linguistic interpretation for the HMMs. Dalsgaard et al. (1991) have 
shown that for the microphone signal the alignment between states of the HMM and 
phonetic segments (phonemes) is quite good. In the following sections, we shall explore 
the relationship between the states of an HMM based on glottal parameter tracks and 
phonetic segments in the mouth flow signal. In section 3.3.1 we shall explain how we use 
the Viterbi algorithm to align states of the HMM with the individual mouth flow signals. 
In section 3.3.2 we shall discuss how good the alignment is between states and phonetic 
segments. The correspondence between the glottal parameter values (and their variances) 
in a state and the raw parameter tracks will be discussed in section 3.3.3. 
3.3.1 Creating Traceback Models (TBMs) 
In this section we shall explain how we align states of the HMM with segments in the 
individual mouth flow signals (which can be found using phonetic segmentation criteria). 
Since the HMM represents the "average" model for an experimental condition, we cannot 
relate it to the raw glottal parameter tracks directly. The alignment is performed using 
the traceback capability of Viterbi recognition. 
One of the reasons why we use Viterbi recognition (see section 3.1.4.2) is that it is 
fast, but the principal reason is that (unlike the Baum-Welch algorithm) it allows us to use 
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traceback. Normally, traceback is used in the recognition procedure to find the optimal 
path through the states of each of the HMMs, in order to find the optimal sequence of 
words or subword units. 
We also use the traceback routine of Viterbi recognition in a different way, namely 
to create what we shall call Traceback Models (TBMs). TBMs are used for the alignment 
of states from the HMM with the corresponding individual mouth flow signals. A TBM is 
computed as follows. A set of input data (in our case glottal parameter tracks) belonging 
to one stimulus is compared with (only!) the HMM for the experimental condition to 
which it belongs, using the recognition procedure. Since the stimulus will obviously 
always be recognised correctly (only being compared with the HMM that represents the 
experimental condition to which it belongs), the term recognition no longer applies. The 
traceback routine chooses the optimal path through the states of the HMM: states of the 
HMM are fit on the glottal parameter tracks of the individual stimulus in such a way that 
the likelihood of the HMM to generate those particular parameter tracks is maximal. In 
this way it is possible to determine the alignment between states of the HMM and the in-
put data sets for individual stimuli; or (since the input data set of glottal parameter tracks 
is time-aligned to the mouth flow signal) between states of the HMM and the mouth flow 
signal from which the glottal parameter tracks (input data set) were derived. In Fig. 3.5 
the TBM for the stimulus nonword /pepedepe/ (speaker 1, intonation condition F3) is 
shown, together with the glottal parameter tracks it models. In the top window we see 
the FO tracks of the TBM for the stimulus, and the corresponding raw glottal parameter 
track; in the other windows we see the same for the other glottal parameters {OQ, 
rk, Ee, and AC). Comparison with Fig. 3.1 will make clear how the state durations 
(bar widths) of the HMM have been adapted to maximally fit the glottal parameter tracks. 
Only if the same state(s) model(s) the phonetic segment of interest in (nearly) all the 
stimuli can we regard that state as representative of the segment, and draw conclusions 
about the voice source characteristics of the phonetic segment. 
3.3.2 HMM as a segmentation strategy 
As in the experiment described in section 3.2.2, we often want to interpret states of the 
HMM as phonetically meaningful segments (e.g. phonemes or allophones), so that we can 
relate the glottal parameter values for those states to the phonological characteristics of 
these segments, or to their physiological realisation. As was noted in section 3.1.1.1, we 
cannot assume the alignment between the states of the HMM and acoustic segments in 
the mouth flow signal to be very precise due to the inherent timing properties of glottal 
and oral articulations. Nevertheless, if we want to relate the glottal parameter values in 
each state to phonemes (or allophones) in the mouth flow signal, we first have to establish 
such a relationship. 
In section 3.3.1 we used the traceback of the Viterbi recognition algorithm to match 
each frame from an input data set for a certain stimulus with a state in the HMM for 
the experimental condition to which that input data set belongs. Instead of displaying 
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the TBM with the glottal parameter tracks on which it is based (as we did in Fig. 3.5), 
we can also display it with the mouth flow signal which the glottal parameter tracks 
were derived from. This is done in Fig. 3.6, where the TBM for the stimulus nonword 
/pEpedepe/ (speaker 1, intonation condition F3) is shown again, but this time together 
with the mouth flow signal of that stimulus; we can see that states 7 and 8 of the HMM 
for VD obstruents (hatched) are used to model the /d/ in the stimulus nonword. These 
same states of the HMM are also used to model most other VD obstruents (although 
state 7 often models the VC transition). The VD obstruents must be realised by similar 
changes in the glottal parameter tracks (compared to the vowels that precede and follow 
them) in most of the stimuli, since the same states are consistently used to model the 
VD obstruent. The glottal parameter values in state 8 (and state 7) can be considered 
typical for VD obstruents, then. 
At first sight, the synchrony between acoustic segments and states from the HMM 
is surprisingly close. Part of the close synchrony, however, can be explained by the type 
of stimulus nonwords that we used, which always had a CV structure. We may expect 
smaller changes in the glottal parameter tracks between neighbouring segments when we 
use words containing consonant clusters. 
But even within this very limited structure, there may be more variation in the 
alignment between glottal and supraglottal articulations, or between states in the HMM 
and phonemes in the mouth flow signal. The relationship between states of the HMM 
and acoustic segments in the mouth flow signal is predicted to become weaker if the 
phonemes have a less typical glottal articulation compared to the surrounding segments. 
This should not be taken to point to a weakness in the HMM approach, however (rather 
the contrary is true): it would indicate that the phonemes' glottal parameter values 
are not characteristically different from its context. This may for instance be the case 
for sonorants, and particularly glides, which, besides a strong resemblance to vowels in 
their supraglottal articulations, may also have similar glottal articulations. In the type 
of stimulus nonwords that we use, where the consonant is preceded and followed by a 
vowel, this may lead to a worse alignment of TBM states with acoustic segments in the 
mouth flow signal. In Fig. 3.7, we give an example of this for the stimulus nonword 
/ρερεπιερε/ (speaker 1, intonation condition R2). Clearly, the state which models 
/m/ (state 9) also models (part of) the surrounding vowels. The glottal parameter 
values for /m/ and the vowels' on- and offsets must obviously be quite similar in this case. 
3.3.3 Amplitude approximation by the HMMs 
A few words must also be said about the correspondence between the glottal parameter 
values in the states and the amplitudes in the parameter tracks. First of all, of course, it 
should be noted that this relationship is obscured by the normalisation we performed on 
the raw glottal parameter tracks before using them as input for the HMM procedure. We 
must therefore only compare the correspondence between glottal parameter values in the 
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states and relative changes in the amplitude of the raw parameter tracks. 
What is most striking about the HMMs is the large standard deviations in the 
glottal parameter values, indicated by the vertical lines, in most states. These indicate an 
at times rather large spread in the glottal parameter values that are "typical" of a certain 
state. These high standard deviations partly reflect the noise in the glottal parameter 
tracks. As we can see in Fig. 3.5, however, the raw glottal parameter tracks of the stimulus 
are often quite smooth; we conclude therefore that it is not only because of the noise in 
the signals that we find such large standard deviations for the glottal parameter values. 
Besides random variations, there are at least two other possible sources for the large 
standard deviations in (some of) the states. In part, the large standard deviations may be 
caused by variations in the parameter values across stimuli. These can occur, for example, 
if Fo differences exist between speakers or stimuli. Only in the theoretical case that the 
parameter tracks of two stimuli are exactly parallel to each other, will the conversion 
to z-scores (see section 3.1.2) normalise these. The main source of the large standard 
deviations is probably the inclusion in the states of transitional segments in which the 
glottal parameter values change drastically. Instead of considering an HMM as a sequence 
of states with very sudden transitions, therefore, it is probably allowable to (visually) 
interpolate from the mean glottal parameter value of one state to the next, thus creating 
smooth transitions, as they occur in the natural voice source signals. This assumption 
was corroborated by a visual check of a part of the raw glottal airflow parameter tracks, 
which showed that the parameter values indeed follow a pattern which corresponds to 
interpolation of the state means for each parameter. 
3.4 Conclusion 
There are several reasons why it is impossible to find systematic patterns directly in 
the time tracks of the glottal parameters described in section 2.3.3. We have therefore 
had to find a way to average our data. We have considered DTW and discarded it, 
because no good reference signal is available (section 3.1.1.1). Instead, we have used 
HMM (section 3.1.1.2). 
From our first explorations of the usefulness of HMM, we can conclude that it 
can help to discover systematic variations in the glottal parameter tracks of different 
utterances which belong to the same experimental condition. In section 3.1.4 we described 
how an HMM can be created. Each HMM can be considered as a stylisation of the glottal 
parameter tracks for an experimental condition. In section 3.2, we explained how we can 
evaluate whether the HMMs for different experimental conditions are distinctive. Only 
if they are, can we interpret differences between the HMMs as typical of the distinctions 
between the experimental conditions. Still, from a phonetic or linguistic point of view, 
the distinctions between HMMs need not be meaningful: to be able to say a distinction 
is meaningful (section 3.3), we have to compare the states of the HMMs with phonetic 
segments. The correspondence between states of the HMM and phonetic segments is 
rather good (section 3.3.2); so is the approximation of the parameter values, reflecting 
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most of the systematic changes, while the noise that is present in the tracks is not modelled 
(section 3.3.3). 
Now that we have been able to show that the HMMs constitute a useful stylisation 
of the experimental conditions, we can try to (visually) extract the differences between 
the HMMs, and try to interpret these in terms of the production system, or in terms of 
phonological oppositions between the experimental conditions. In the following chapter we 
shall describe two experiments in which the HMM procedure is applied to two linguistically 
interesting problems. 
Data reduction through Hidden Markov Modelling 93 
94 Chapter 3 
Chapter 4 
H M M analysis of voice source 
characteristics 
In the previous chapter we described a Hidden Markov Modelling procedure which can 
be used to investigate differences between the voice source characteristics of different 
stimulus classes. In this chapter, we apply the procedure in two experiments. Each 
of these two experiments is divided up into four subexperiments, in which all stimulus 
classes are compared for different subsets of the data. This is done in order to evaluate 
how consistent the differences between the HMMs for the stimulus classes are across the 
data: if the differences between the HMMs for the stimulus classes are similar in each of 
the subexperiments, it is acceptable to regard those differences as typical for the stimulus 
classes. 
The first experiment investigates differences in the time tracks of the glottal airflow 
parameters of four broad consonant classes which differ in their manner of articulation. 
The reason to choose this topic for the first experiment is that differences between the 
glottal airflow parameter tracks must be expected to be relatively large for the consonant 
classes under investigation, since the differences in the manner of articulation have a 
strong influence on the flow conditions. In section 4.1, the experiment is described in 
more detail. After training HMMs for each of the consonant classes (as was explained in 
section 3.1.4) on the basis of the glottal parameter tracks of a set of stimulus nonwords, 
we evaluate the distinctiveness (cf. section 3.2) of the HMMs; the results are presented in 
section 4.1.2. We then give a description of the systematic patterns that the HMMs show 
for the four consonant classes in section 4.1.3. Section 4.1.4 is an attempt to interpret 
the results in terms of physiological mechanisms which affect the glottal airflow in the 
consonants, and in section 4.1.5 we try to show how properties of the glottal airflow 
parameters relate to sonority. 
In the second experiment (section 4.2), we investigate differences in voice source 
characteristics at a suprasegmental level. We distinguish four intonation classes, and 
discuss the Fo tracks for those classes (section 4.2.1). In section 4.2.2, we evaluate how 
distinctive the HMMs for the four intonation classes are, and in section 4.2.3 we describe 
the results in terms of typical differences between the HMMs. The effects of stress and 
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ίο will be discussed separately, and the results will be compared with findings in the 
literature (sections 4.2.3.1 - 4.2.3.4). 
In the conclusion to this chapter, we evaluate the usefulness of the HMM procedure 
for the investigation of differences in the time tracks of glottal airflow parameters discussed 
in the two experiments. 
4.1 Experiment for four consonant classes 
The consonant class experiment described in this section is an adapted and extended 
version of the example experiment used in section 3.2.2. The goal of the experiment is to 
find out whether the glottal airflow characteristics alone can distinguish stimuli containing 
a sonorant (SON), a fully voiced obstruent (VD), a partially devoiced obstruent, i.e. an 
phonologically voiced obstruent in which vocal fold vibration is interrupted before the 
release of the oral constriction (VDI), and a voiceless obstruent (VL). Whenever we shall 
talk about the characteristics of the glottal airflow pulses of voiceless consonants, it is 
obviously the transitions into and out of the consonants we are referring to and not 
the main part of the consonant, which obviously does not have vocal fold vibration. 
Very often, no separate states are used to model the transitions and the transitions are 
pooled with the preceding, resp. following vowel. The consonant under investigation (cf. 
table 2.1) was always placed at the beginning of the third syllable of the stimulus word 
/ρερεΟερε/. The differences between the characteristic glottal parameter patterns for 
the four different types of consonants will be discussed. 
The characteristic pulse shape patterns are based on the time tracks of five para­
meters that were extracted from the glottal flow signal. These parameters are: 
• F0 — fundamental frequency of the vocal fold vibrations 
• OQ = open quotient 
• Tk = (inverse) skewing measure 
• E
e
 = excitation strength 
• AC — peak-to peak airflow 
The sixth parameter that was extracted from the glottal airflow signal, DC offset 
(see section 2.3.3.6), was not used as an input parameter. One reason for this is that for 
obstruents, DC offset cannot be regarded as a reliable descriptor of the real DC offset 
of the glottal airflow: since the DC offset of the mouth flow is zero in the occlusion phase 
of plosives, no DC offset value is found in the I.F. signal, although air may have flown 
through the glottis (see section 2.2.2). From a synthesis point of view, DC of f set is not 
an important parameter; we cannot use a distorted DC offset measure, however, if we 
want to try to relate our HMMs to physiological descriptions in the literature, as we shall 
in section 4.1.4. 
There is an additional, more compelling reason not to use the DC offset parameter 
in the experiment: since no valid DC offset values are available in plosives and in 
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voiceless fricatives (instead, zeros were inserted to signal missing values), this parameter 
will usually show very small values and also small standard deviations after normalisation 
(see section 3.1.2) in the state(s) representing these consonants1. It is very likely that 
the Viterbi recognition algorithm can use these low values to distinguish obstruents from 
sonorants. Since this distinction is not interesting as a description of typical glottal airflow 
patterns, we shall not use the DC offset parameter. The five parameter tracks that are 
left over are used to compare the SON, VD, VDI and VL classes. 
In the introduction of this chapter we proposed to make the comparison between 
the stimulus classes (here: consonant classes) for a number of subsets of the data. This 
enables us to evaluate how consistently the glottal parameter tracks differ for the four 
consonant classes. We therefore divide the data up into four different subexperiments, 
which differ in the intonation pattern with which the stimulus words were pronounced. 
The four intonation patterns have either a rising or a falling accent on the second or third 
syllable of the stimulus nonword (R2, R3, F2 or F3; see section 2.1.1). 
4.1.1 The four consonant classes 
In this section we discuss the division of our data into the four consonant classes SON, 
VD, VDI and VL. 
First, a remark about the sonorant HMMs, which are based on stimulus words 
containing a nasal, a liquid or a glide. A few sonorant stimuli were excepted from the 
input set for the SON HMMs, namely all / r / ' s and three /w/ realisations. The reason for 
this is that the parameter tracks for these sounds contain zero values, indicating intervals 
during which the glottal airflow could not be recovered; for the / r / ' s this is probably 
caused by the unreliability of the LPC filter estimation, while the zeros during the /w/ ' s 
were a consequence of the very low voicing amplitude during these sounds (in two cases 
the vocal folds actually stopped vibrating just before the release of the constriction). As 
was already noted in section 3.1, the input data set on which HMMs are trained must be 
more or less homogeneous. Therefore, these problematic realisations were omitted from 
the input data sets2. 
Although it could have been very interesting to build separate HMMs for nasals, 
liquids and glides, we decided to build one joint HMM for these classes. There are two 
reasons for this: first, some of the classes were too small to train an HMM with (e.g. 
the class of liquids contains only five usable tokens (one / 1 / for each speaker) for each 
of the intonation conditions F3, F2, R3 and R2); second, the physiological mechanisms 
influencing vocal fold vibration (see section 4.1.4) are not likely to be very different for 
the three sonorant classes3. 
'A description of how to interpret the figures representing an HMM is given in 3.1.1.2. 
2It was impossible to regard these tokens as a separate class, since there were only a few partly devoiced 
realisations of sonorants. We shall therefore consider them as exceptions and ignore them. 
3We have carried out a pilot experiment comparing nasals, liquids, glides, sonorants, fully voiced ob-
struents, (partially) devoiced obstruents and voiceless obstruents. It was set up exactly as the experiment 
comparing four consonant classes, except that the parameter AC was not used. Although the recognition 
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The obstruent HMMs were divided into three classes: VD, VDI and VL. The stimuli 
containing an / h / were excluded from the obstruents which were analysed. The reason 
being that the articulation for / h / is not comparable to that of other fricatives, since it 
does not have a supraglottal constriction. Due to the small number of realisations it was 
impossible to train separate HMMs for stimulus words containing /h / . 
It is a well-known fact that in Dutch voiced and voiceless obstruents are often 
very similar (see Gussenhoven & Bremmer, 1993, for fricatives). The main, though not 
the only, acoustic distinction between those two classes is the presence versus absence 
of voicing during the oral constriction (cf. Lisker, 1978, 1986). In our data, we find 
that the voiceless consonants are always realised with an unvoiced part during the oral 
constriction. The phonologically voiced consonants, on the other hand, do not always 
show voicing throughout the duration of the oral constriction. 
This necessitates a division of the phonologically voiced obstruents into two classes, in 
order to guarantee the homogeneity of the sets of input data on which a HMM is trained 
(see section 3.1). If the division were not made, the parameter values during the voiced 
obstruent would be averaged across real parameter values during the fully voiced obstruent 
and inserted zero values which occur when vocal fold vibration is interrupted during 
closure (see section 2.3.4 about insertion of zeros), which would result in values that 
cannot be interpreted in a meaningful way. 
The division of the phonologically voiced obstruents into VD and VDI is made on 
the basis of the Fo tracks: if zero values have been inserted, i.e. if the vocal folds stop 
vibrating during the oral constriction in the obstruent in the onset of the third syllable, 
the stimulus is classified with VDI, otherwise with VD. 
The cessation of voicing can be caused by (a combination of) physiological factors: 
• decrease of transglottal pressure 
The increase of oral pressure due to the presence of a supraglottal constriction 
causes a decrease of transglottal pressure. The lower transglottal pressure during 
the duration of the supraglottal constriction makes it more and more difficult to 
sustain vocal fold vibration. Decrease of transglottal pressure may be counter-
acted by both passive and active expansion of the supraglottal cavity for voiced 
obstruents, which enhances the continuation of vocal fold vibration (see Bell-
Berti, 1975; Westbury, 1983). 
results in the experiment were quite high (correct identification rates were between 82 and 90% for each 
of the subexperiments), we were not able to find any characteristic differences in the parameter tracks 
between the HMMs for nasals, liquids and glides. The high correct identification rates must be caused by 
the highly specialised HMMs that were built for each consonant class, i.e. because of the small amount of 
data on which the models were trained, they can only be regarded as descriptive of the particular stimuli 
on which they were based and not as representative of a class of sounds. The fact that similar differences 
are found in all four subexperiments guarantees that this is not the case for the results of the experiment 
described in the present section. 
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• abduction of the vocal folds 
It has been noted that the vocal folds are sometimes abducted slightly during 
voiced obstruents (see for example the glottal opening for voiced obstruents in 
figure 3 of Löfqvist & McGowan, 1992). If the abduction is an active articulation, 
it may take place in order to generate a sufficiently large airflow to cause turbulence 
for fricatives at the place of constriction or in order to create a sufficiently large 
oral pressure to produce an audible burst for stops. 
Passive abduction of the upper margins of the folds (Stevens, 1989) may also 
occur, due to the high oral pressure for obstruents. Abduction, whether active or 
passive, may inhibit vocal fold vibration (Ishizaka & Flanagan, 1972). 
• increase of the tension of the vocal folds 
This is the least likely cause of the cessation of vocal fold vibration in voiced 
consonants, since it has been noted in the literature that speakers sometimes 
actively decrease the tension of the vocal folds during voiced obstruents in order 
to sustain vocal fold vibration (Löfqvist et ai, 1989; Stevens, 1977) — leading, 
among other things, to a lower F0 (House & Fairbanks, 1953). 
τ 1 1 г 
duration (sec) 
Figure 4.1 Differentiated glottal flow signed and raw FQ track of the word 
/ρερεζερε/ (subject 1, intonation condition F3). For the last part of 
/z/ (indicated in grey), no FQ is computed, because closure markers 
could not be detected in the glottal airflow derivative due to the 
small amplitude of that signal. 
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On the other hand, it is also possible that stimuli are classified as VDI incorrectly, 
i.e. the consonant is wrongly classified as (partially) devoiced, despite the fact that voicing 
is visible in the glottal airflow signal throughout the consonant. This occurs when the 
closure markers in the glottal airflow signal (the negative peaks in the first-order derivative 
of the inverse filtered flow signal; see section 2.3.2), from which F0 is calculated, are not 
detected, because the amplitude of closure markers becomes lower than the peak detection 
threshold. An example is given in Fig. 4.1, where voicing is visible in the / z / (between 
the second and third vowels), but FQ is clipped to zero (i.e. set to a fixed value of zero), 
because no closure markers could be detected. 
Since airflow is actually still present for some of the VDI stimuli, therefore, it would 
be wrong to consider the dividing line between VD and VDI a very clear one. 
4.1.2 Distinctiveness of the HMMs 
The comparison between the four consonant classes was made independently in four subex-
periments which differed in the intonation pattern used in realising the stimulus word (F3, 
F2, R3 and R2). The results for each of the subexperiments are shown in tables 4.1-4.4. 
Table 4.1 Categorisation results (absolute number of cat-
egorisations, with percentages in parentheses) 
for SON, VD, VDI and VL nonwords (rows) 
with HMMs of these four classes (columns), for 
intonation condition F3 
F3 
SON 
VD 
VDI 
VL 
SON 
25 (96) 
-
-
-
VD 
1(4) 
8 (100) 
-
-
VDI 
-
-
16 (73) 
-
VL 
-
-
6(27) 
33 (100) 
Correct identification rate: 92.13% 
Number of substitutions: 7 
Number of nonwords: 89 
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Table 4.2 Categorisation results (absolute number of cat-
egorisations, with percentages in parentheses) 
for SON, VD, VDI and VL nonwords (rows) 
with HMMs of these four classes (columns), for 
intonation condition F2 
F2 
SON 
VD 
VDI 
VL 
SON 
26 (100) 
-
-
-
VD 
-
8 (100) 
-
-
VDI 
-
-
19 (86) 
3(9) 
VL 
-
-
3(14) 
31 (91) 
Correct identification rate: 93.33% 
Number of substitutions: 6 
Number of nonwords: 90 
Table 4.3 Categorisation results (absolute number of categor-
isations, with percentages in parentheses) for SON, 
VD, VDI and VL nonwords (rows) with HMMs 
of these four classes (columns), for intonation 
condition R3 
R3 
SON 
VD 
VDI 
VL 
SON 
27 (100) 
-
-
-
VD 
-
11 (100) 
-
-
VDI 
-
-
16 (84) 
-
VL 
-
-
3(16) 
33 (100) 
Correct identification rate: 96.67% 
Number of substitutions: 3 
Number of nonwords: 90 
Table 4.4 Categorisation results (absolute number of cat-
egorisations, with percentages in parentheses) 
for SON, VD, VDI and VL nonwords (rows) 
with HMMs of these four classes (columns), for 
intonation condition R2 
R2 
SON 
VD 
VDI 
VL 
SON 
23 (88) 
1(7) 
-
-
VD 
3(12) 
14 (93) 
-
-
VDI 
-
-
6(43) 
-
VL 
-
-
8(57) 
34 (100) 
Correct identification rate: 86.52% 
Number of substitutions: 12 
Number of nonwords: 89 
Table 4.5 Categorisation results across intonation conditions 
(absolute number of categorisations, with percent-
ages in parentheses) for SON, VD, VDI and VL 
nonwords (rows) with HMMs of these four classes 
(columns) 
R2 
SON 
VD 
VDI 
VL 
SON 
101 (96) 
1(2) 
-
-
VD 
4(4) 
41 (98) 
-
-
VDI 
-
-
57 (74) 
3(2) 
VL 
-
-
20 (26) 
131 (98) 
Correct identification rate: 92.18% 
Number of substitutions: 28 
Number of nonwords: 358 
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For each of the four subexperiments the percentage of correctly categorised words 
(correct identification rate) is between 86 and 97%. We can conclude, therefore, that the 
four classes SON, VD, VDI and VL are characterised by clearly distinguishable glottal 
flow pulse shapes. 
Stimulus words in which the third consonant is voiced throughout (SON and VD) 
are never mixed up with those in which voicing is interrupted (VDI and VL). This is 
probably because the HMMs for SON and VD cannot (easily) accomodate the frames 
with low values caused by voicelessness of the third consonant, and the other way around, 
because the duration of the "voiceless" state modelling the third consonant in the HMMs 
for VDI and VL must be made very short (no states can be skipped; see section 3.1.3) 
if these HMMs are to model a stimulus word with a fully voiced third consonant. This 
decreases the log likelihood for a VDI or VL HMM to generate a SON or VD stimulus. 
Even when the voiceless state is made very short, it must still be used to model an 
inappropriate part of the signal. 
Most categorisation errors (substitutions) concern the categorisation of stimuli from 
the VDI class with a VL HMM and vice versa (see table 4.5). There are also some 
substitutions in which SON and VD are mixed up. 
The substitutions of the VDI and VL classes can be easily understood. After all, 
the VDI and VL obstruents at the beginning of the third syllable have a lot in common: 
they both have a state for which all parameters have low values derived from zeros in the 
raw parameter tracks (though there may be a general difference in the duration of this 
state), and the differences that do exist between the two consonant classes are restricted 
to a very short time span directly before and/or after the oral closure. The resemblance 
between these two classes is therefore relatively strong. 
The most striking substitution is that in subexperiment R2 VDI stimuli are more often 
categorised with the HMM for VL than with that of their own class. Closer inspection 
of the HMMs (see figures 4.16 and 4.17) shows that the models for VDI and VL in this 
subexperiment are very similar indeed. This explains that the two classes can easily be 
mixed up, but it does not explain why VL stimuli are never categorised with the HMM 
for VDI in this subexperiment. When we look at the last state before the consonant in 
the onset of the third syllable, however, we find that the standard deviations for F0, OQ, 
an Tk are larger for VL than for VDI. This may explain why the VL HMM can more easily 
accomodate the VDI stimuli than the other way around. 
The 7% categorisation errors for fully voiced consonants as sonorants in subexperi-
ment R2 (which is the only subexperiment in which such a substitution occurs) concerns 
only one case (there are 15 voiced tokens in this subexperiment). Miscategorisations of 
sonorants occur more often, although in that case, too, there are only few such errors. 
4.1.3 Characteristic patterns 
Figures 4.2-4.17 show the HMMs for the stimulus word /ρερεΟερε/. Each Hidden 
Markov Model (HMM) represents one of the consonant classes in one of the four subex-
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Figure 4.2 HMM consisting of parameters FQ, OQ, T>, E
e
 and AC (parameter 
values in arbitrary units) for nonwords of the form /ρερεΟερε/, where 
С (hatched) belongs to stimulus class SON (intonation condition F3) 
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Figure 4.3 HMM consisting of parameters FQ, ОС, г*, E
e
 and AC (parameter 
values in arbitrary units) for nonwords of the form /ρερεΟερε/, where 
С (hatched) belongs to stimulus class VD (intonation condition P3) 
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Figure 4.4 HMM consisting of parameters FQ, OQ, rj¡, Ee and ЛС (parameter 
values in arbitrary units) for nonwords of the form /ρερεΟερε/, where 
С (hatched) belongs to stimulus class VDI (intonation condition F3) 
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Figure 4.5 HMM consisting of parameters Fo, OQ, *>> ^e and ЛС (parameter 
values in arbitrary units) for nonwords of the form /ρερεΟερε/, 
where С (hatched) belongs to stimulus class VL (intonation condition 
F3) 
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Figure 4.6 HMM consisting of parameters Fo, OQ, rk, E
e
 and AC (parameter 
values in arbitrary units) for nonwords of the form /ρερεΟερε/, where 
С (hatched) belongs to stimulus class SON (intonation condition F2) 
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Figure 4.7 HMM consisting of parameters FQ, OQ, T>, E
e
 and AC (parameter 
values in arbitrary units) for nonwords of the form /ρερεβερε/, where 
С (hatched) belongs to stimulus class VD (intonation condition F2) 
110 Chapter 4 
1000 
2 500 
о 
1000 
s 500 
1000 
500 
iS 
1000 
500 
о 
1000 
U 500 
< 
0.2 
—) t i 
ι 
-ir 
-з-
1 
ъы-
JL 
•f-
J 
г-Е-
-i 
i ^ T " 
I 
J 
w 
^ 
-Î-
0.4 
duration (sec) 
0.8 
I 1 
ΙΓί 
s
5 -i-
Figure 4.8 HMM consisting of parameters Fo, OQ, rjt, .E
e
 a n d -AC (parameter 
values in arbitrary units) for nonwords of the form /ρερεΟερε/, where 
С (hatched) belongs to stimulus class VDI (intonation condition F2) 
H M M analys is of vo ice source character ist ics 111 
1000 
U-, 
s 
0 
1000 
500 
0 
1000 
a 500 
OS 
0 
1000 
iS 500 
0 
10001-
U 500-
< 
—=p Г-
J 
0.2 
I 
" l i 
-Зг-
У///////Ш χ - i — 
V///////?//// 
шшШ. 
тНг 
ц 
Пг 
^ ШШ'/Ш 
ТГ^Ит 
0.4 777777Ш^ 
Ì _ 
0.8 
duration (sec) 
| 3 h _ ^ _ I 
f" 
• ί -
IT 
-ί- ìr 
Figure 4.9 HMM consisting of parameters FQ, OQ, r¿, Ee and Л С (parameter 
values in arbitrary units) for nonwords of the form /ρερεΟερε/, 
where С (hatched) belongs to stimulus class VL (intonation condition 
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Figure 4.10 HMM consisting of parameters Fo, OQ, ть, E
e
 and AC (parameter 
values in arbitrary units) for nonwords of the form /ρερεΟερε/, where 
С (hatched) belongs to stimulus class SON (intonation condition R3) 
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Figure 4.11 HMM consisting of parameters Fo, OQ, г*, E
e
 and AC (parameter 
values in arbitrary units) for nonwords of the form /ρερεΟερε/, where 
С (hatched) belongs to stimulus class VD (intonation condition R3) 
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periments. We used Traceback Models (TBMs) to determine which state(s) model (s) 
the consonant under investigation, as was explained in section 3.3.1. In the pictures of 
the HMMs these states are hatched. We shall now discuss the changes in the glottal 
parameters compared to the surrounding voweL· for the different consonant types. 
Visual inspection of the HMMs shows that F0 (top windows) does not seem to 
be affected very strongly by the consonant, although in some cases it is lower for the 
consonant (especially for VDI and VD consonants), compared to the surrounding vowels. 
One of the reasons why F
u
 perturbations caused by the consonants may be difficult to 
recognise is that they are sometimes superimposed on an FQ movement which is used to 
realise the accent. Also, since some of the changes for the VL consonants only affect very 
short transition intervals, they are not always modelled by separate states in the HMM. 
In the few cases in which the transitions into and out of the voiceless consonant are each 
modelled by a separate state, the behaviour of F0 is not consistent. 
In the state(s) which model(s) the consonant, we find that OQ (second window from 
the top in each of the figures) very consistently increases for all consonant classes. Only 
for the VL consonant (i.e. in the states which model the transient phases around the 
voiceless part of the signal) do we find the same irregular behaviour which we also found 
for FQ, though we can discern higher OQ values around the voiceless consonant in several 
cases. 
For the obstruents (VD, VDI, and VL), we notice that an increase of OQ (almost) 
invariably corresponds to an increase in r* (third window), i.e. the shape of the glottal 
flow pulses, which is skewed to the right in vowels (i.e. closing of the vocal folds takes 
place more quickly than opening), becomes more sinusoidal. For the sonorants, this 
correspondence seems to be less strong, r* sometimes increasing when OQ increases, but 
sometimes not being different at all from the value in the surrounding vowels4. 
In subexperiments F3, F2, and R2, the sonorant is modelled with two states, one of 
which has a high value for rjt, while the other has an г* value which is close to that in the 
surrounding vowels (see Figs. 4.2, 4.6 and 4.14). The TBMs for the sonorant stimuli of 
these subexperiments show that the consonant is sometimes modelled by only one of the 
two states, so that in a number of cases the consonant has an г* value which is not different 
from the vowels (the other state can be used for the vowel or remains "unused"5). This 
is demonstrated in Figs. 4.18 and 4.19, where TBMs are shown for two sonorant stimuli, 
4In an earlier experiment that was reported at ICSLP'92 in Banff, the same parameters were used to 
train the HMMs, except for AC, which was left out. Although the HMMs in that experiment mostly show 
similar parameter values in their states, the parameters in the SON HMMs showed one rather striking 
difference: the rt parameter never showed an increase in any of the HMMs. This shows that the addition 
of other parameters may affect the resulting HMMs quite strongly. 
5
 This is not entirely true, since we do not allow states to be skipped (see section 3.1.3). К a state 
from the HMM for a particular consonant class does not describe the data very well, that state can be 
used to describe only one data frame. This can only be done at relatively high cost, since the duration 
for the state will be much shorter than its average duration. In practice we can say that if a state from 
the HMM is used to describe only one data frame, that state was not really used. It was only put in 
because we have explicitly stated that it could not be skipped. 
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each of which uses only one state from the two allocated for the sonorant consonant in 
the HMM; the other of the two states remains unused. In the example in Fig. 4.18, state 
7 is used to model the sonorant consonant; in Fig. 4.19, state 8 is used. On the whole, 
the behaviour of г* seems to be quite variable for the sonorants. 
The two remaining parameters E
e
 (excitation strength, fourth window) and AC 
(peak-to-peak flow, fifth window) are generally lower for all consonants (SON, VD, VDI, 
and VL) than for the surrounding vowels, though the decrease is greater for obstruents 
(VD, VDI and VL) than for SON consonants. 
For the AC value of the sonorant consonant in subexperiment F3 (fig. 4.2), we do 
not see any decrease at all. The same is true of E
e
 and AC in states modelling sonorants 
in some of the other HMMs. As was noted above, the HMMs sometimes use two states to 
model the sonorant consonant. The sonorant consonants, especially in subexperiment R2 
(fig. 4.14), can be modelled by a state with low values for E
e
 and AC (state 10) and/or 
one with values that are not markedly different (state 9) from those in the following vowel. 
In the TBMs for individual stimuli, often only one of these states is used, so that the state 
which has a low value for E
e
 or AC (e.g. state 10 in subexperiment R2) is not used in 
some TBMs. An example of this is shown in Fig. 4.20. In this figure, state 9 is used to 
model not only the sonorant consonant, but also part of the surrounding vowels, while 
state 10 remains unused; this shows that in this case the voice source characteristics of the 
sonorant are not markedly different from those in the vowels. In general, the behaviour of 
the two parameters E
e
 and AC is more variable for the sonorants than for the obstruents. 
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Figure 4.20 AC and E
e
 (parameter values in arbitrary units) from the TBM for 
/ρερεητερε/,together with the mouth flow signal uttered by speaker 
Ml (intonation condition R2). The /m/ is marked by hatching in 
the TBM. 
We want to stress once more that the lower E
e
 and AC values for obstruents than for 
sonorants, and for sonorants compared to vowels, may not entirely reflect the properties 
of the true glottal flow (see section 2.2.2). Care should therefore be taken when we relate 
our measurements to events and articulations at the vocal folds. A summary of our 
findings is given in table 4.6. Plus values in the table indicate that the parameter value 
in the consonant is generally greater than in the surrounding vowels, while minus values 
indicate the opposite; zero values indicate no change of the parameter value compared to 
the surrounding vowels. Note that parameter values for voiceless obstruents are for their 
transitions, since there are no vocal fold vibrations for the consonant itself, so that no 
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glottal airflow parameters can be extracted from the signal. 
Table 4.6 Dependency of voice source parameter values 
on consonant class (the "+" signs indicate 
higher values in the consonant than in the 
surrounding vowels, the "—" signs indicate 
lower values and "0" indicates no difference; 
combinations of these signs indicate variable 
behaviour) 
VL 
VD 
VDI 
SON 
Fo 
0 
- / 0 
- / 0 
0 
OQ 
+/(-) 
+ 
+ 
+ 
Tk 
+/(-) 
+ 
+ 
+/0 
Ee 
— 
-
-
-
AC 
— 
— 
-
-
4.1.4 Physiological interpretation 
There are a number of studies which have also investigated glottal articulation in relation 
to consonant type. In most of those studies, the voice source characteristics have been 
analysed for a smaller set of consonants. Some of them have looked at the values of 
the same type of parameters that we have extracted during the consonants (Gobi, 1988; 
Gobi & Ni Chasaide, 1988; Ni Chasaide h Gobi, 1990), while others have used other 
measurements (Yoshioka et al., 1982; Löfqvist et al, 1989). Löfqvist & McGowan (1992) 
have used similar measurements, but investigated the behaviour of glottal parameters 
only during the VC and CV transitions, rather than during the consonants themselves. 
Finally, Bickley and Stevens have developed a computer model for the analysis of the 
conditions for vocal fold vibration (Bickley & Stevens, 1986, 1987; Stevens, 1989). 
We will try to relate our findings from section 4.1.3 to results reported in the liter-
ature. For voiceless consonants, this poses some problems: as is clear from our discussion 
of the HMMs for VL in section 4.1.3, our data for the transitions of voiceless obstruents 
often do not allow us to draw clear conclusions about the articulation of these consonants 
(i.e. about the transitions into and out of the consonants; it is clear that their main 
characteristic is a period of voicelessness), while it is especially this group of consonants 
that has been extensively reported on in the literature; on the other hand, our data on 
sonorant consonants can fill a gap in our knowledge of the voice source characteristics of 
different classes of consonants. On the whole, a consistent set of ideas about the voice 
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source characteristics of different consonant types emerges from the interpretation of our 
results and descriptions of the glottal articulation of consonants which have appeared in 
the literature. A number of the differences that are found between our data and those 
reported in other studies can be related to differences among languages in the way sounds 
are articulated (especially in the alignment of glottal and oral articulation), or to different 
measurement methods that were used in the experiments. In the next three subsections, 
we shall compare our results with the literature for voiceless obstruents, phonologically 
voiced obstruents, and sonorant consonants, respectively. 
4.1.4.1 Voiceless obstruents 
The main phonatory characteristic of voiceless obstruents is the absence of voicing during 
the consonant. Since no voicing is present, all pulse shape parameters are set to zero 
during the consonant (section 2.3.4). When we refer to the glottal airflow parameters in 
this section, we are talking about their values in the transitions of voiceless consonants. 
We shall discuss the physiological mechanisms which are responsible for the changes of the 
glottal airflow parameters in the transitions. Several physiological mechanisms (or any 
combination of them) can cause termination of vocal fold vibration in voiceless obstruents: 
• Yoshioka et al. (1982) have shown that the vocal folds are abducted to produce 
Dutch voiceless consonants. 
• Löfqvist et al. (1989) have shown that tension of the vocal folds, caused by activ-
ity of the cricothyroid (and possibly other muscles), can be increased to cause 
cessation of voicing during voiceless stops. 
• Stevens (1989) explains how, even when vocal fold tension and abduction remain 
constant, the vocal folds can still stop vibrating, at least in plosives, because 
the oral constriction causes a reduction of the transglottal pressure (in voiceless 
fricatives, he assumes abduction as a concomitant devoicing mechanism). 
The effects that such changes for the production of voiceless obstruents have on the 
voice source have been investigated in several studies; they are usually large, particularly 
in plosives (due to the much faster reduction in transglottal pressure than for fricatives, 
which do not have a complete oral closure). Because only a short time interval (the 
transitions) is affected by the changes, a HMM does not always bring to light the changes 
in voice source characteristics noted in the literature. Although only Ee and AC show a 
more or less consistent behaviour in our voiceless HMMs, results which corroborate the 
tendencies observed in our experiment for the other glottal airflow parameters can be 
found in other experiments reported in the literature. We shall now discuss each of our 
glottal airflow parameters, and try to relate the parameter changes to the physiological 
mechanisms listed above. 
Abduction of the vocal folds and reduction of the airflow through the glottis (due 
to the decreasing transglottal pressure) reduces the Bernoulli force on the vocal folds; 
together with a (possibly) greater stiffness of the folds, this causes a decrease in the 
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amplitude of the vocal fold vibrations (AC). It also causes a decrease of Ee. The changes 
in AC and Ee are visible in our HMMs for the voiceless consonants, except in the C-V 
transitions in the third syllable in conditions F2 (fig. 4.9) and R2 (fig. 4.17). A comparable 
decrease in Ee was also noted by Gobi h Ni Chasaide (1988) in their results for the 
transitions of voiceless obstruents in French (especially at vowel offset), which have a 
closely synchronised timing of the glottal and oral articulations, comparable to Dutch 
(the voiceless consonants in both languages being unaspirated). Our findings are also 
corroborated by Löfqvist к McGowan (1992), who report lower AC values (for American 
English) during the transitions of voiceless consonants (clusters) /s/, /p/ and /sp/. 
The latter authors also report an increase in the open quotient in the same context, which 
we also find, though only in a subset of our HMMs. The increase in OQ can be explained 
as follows: the greater the abduction of the vocal folds, the shorter the duration during 
which the vocal folds touch, and the greater the open quotient (see fig. 4.21). 
о 
"Hb 
Figure 4.21 
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Schematised drawing of the effect on OQ of an increase of the 
glottal area due to abduction of the vocal folds. The dotted 
horizontal fine represents the midline of the glottis; the dashed 
line shows the neutral area, which increases (right-hand window) 
when the vocal folds are abducted. The area modulations caused 
by the vocal fold vibrations are represented by sine waves around 
the neutral area. The OQ (portion of the sine wave that is not 
clipped) increases with an increase of the abduction of the vocal folds. 
For rk, Gobi (1988) and Gobi &; Ni Chasaide (1988) report an increase in the onset 
transitions of voiceless consonants; they find higher т> values in the following vowel onset 
as well, though they note these are "not as consistent as for the devoicing and are normally 
not of the same magnitude and duration" (Gobi, 1988: p. 148). As with OQ, we only 
find an increase in r¿ in the voiceless consonant transitions in a subset of our HMMs. 
The increase in т> is caused by a more gradual closing movement of the vocal folds: the 
abducted vocal folds close relatively slowly (if they close at all), because the suction caused 
by the Bernoulli force is much less than in voiced sounds. The decrease in the Bernoulli 
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force is enhanced by the decrease in the transglottal pressure caused by the constriction 
in the vocal tract (which lead to an increase in oral pressure). The closing movement of 
the vocal folds is further slowed down, because the vocal folds are suffer in voiceless than 
in voiced sounds. The longer closing movement leads to an increase of 7> (Gobi, 1988), 
i.e. to more symmetrical glottal airflow pulses. 
Further, Löfqvist & McGowan found an increase of the minimum flow (DC offset) 
around voiceless consonants, which is an extra piece of evidence for abduction of the 
vocal folds (which reduces the resistance of the glottis to the air flow). This was also 
found by Gobi & Ni Chasaide (1988), though in their French data this was only found 
for fricatives, and not for plosives. The transitions of French plosives probably do not 
show an increase in the minimum flow because of the close timing of the glottal and oral 
articulations for the (unaspirated) voiceless obstruents: the vocal folds start moving apart 
at the moment of oral closure, and return to the neutral voicing position before the release 
of the oral closure; the timing which is typical of French is comparable to the articulation 
of Dutch plosives. Results from several studies using photo-electric glottography show 
that abduction of the vocal folds indeed takes place during the production of voiceless 
consonants (Yoshioka et ai, 1982; Löfqvist & McGowan, 1992). 
We have remarked several times that we do not find the same clear parameter pat-
terns in our HMMs as are sometimes reported in the literature, for example for English 
and Swedish. It becomes clear why this is so, when we consider the differences in the tim-
ing of glottal and oral articulations in the voiceless obstruents in languages like English 
and Swedish with those found in Dutch and, for example, French (see Gobi к Ni Cha­
saide, 1988, for Swedish, French, and English results). In Dutch and French, the glottal-
oral articulations at vowel offset are generally relatively closely synchronised, whereas in 
Swedish, abduction of the vocal folds starts relatively early (English shows both patterns). 
At voice onset after the voiceless consonant, the differences are not very large according 
to Gobi & Ni Chasaide (1988), although in English and Swedish (which have aspirated 
voiceless plosives) some parameters may be affected by the incomplete adduction of the 
vocal folds at the moment of voice onset. In French, and (as we find) also in Dutch (which 
have unaspirated voiceless plosives), these effects are very small or negligible. 
It is now obvious why HMM often does not model any transitions from vowel to conson­
ant and from consonant to vowel: although it is possible that HMM "misses" important 
parameter changes in the short transitional segments, it is also a typical result of the close 
synchronisation of glottal and oral articulations of Dutch voiceless obstruents compared 
to those of some other languages. 
4.1.4.2 Underlyingly voiced obstruents (VD + VDI) 
For the phonologically voiced (VD and VDI) obstruents, more consistent parameters 
patterns were described in section 4.1.3 than was the case for the voiceless obstruents. 
The parameter changes for the phonologically voiced obstruents in comparison to the 
surrounding vowels correspond well to those found by others. 
The lower FQ values that we find in several of the HMMs for the phonologically voiced 
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obstruents (compared to the immediately preceding and following vowels) are in agreement 
with the segmental perturbations due to voiced obstruents often reported in the literature; 
it has often been noted that F¡¡ is low at vowel onset directly after a voiced obstruent (e.g. 
Hombert et α/., 1979, and references therein; Fig. 8 of Löfqvist et oí., 1989). The high 
values which we find for OQ and г*, and the low values for E
e
 and AC, also agree well 
with data reported in the literature: in the transition after voiced obstruents (observations 
based on /aba/ and /ava/ utterances), Löfqvist & McGowan (1992) also note a high, 
decreasing open quotient; at vowel offset, they only find an increasing open quotient for 
the /ava/ utterances of one subject (RSS). For AC, their two subjects show radically 
different behaviours: Subject RSS shows lower AC values in the transitions, as in our 
data, while subject AL shows the opposite patterns. As we did, Gobi (1988) found a 
decrease in Ee for / b / , accompanied by an increase in r*. In general, the results discussed 
in the literature seem to corroborate ours. 
Before we try to understand what physiological mechanisms may play a role in 
enhancing vocal fold vibration, and how these physiological mechanisms may affect our 
voice source parameters, we must say a few words about the reliability of the glottal 
airflow parameters which have been computed during voiced obstruents. Although the 
parameter patterns which we have found are very useful as a descriptor of the acoustic 
voice source when applied to speech synthesis (cf. Carlson et al., 1989, 1991), there are 
serious limitations to their physiological interpretability (see section 2.2.2). The limited 
interpretability of our data for voiced obstruents is caused by the fact that, especially 
during the complete oral closure for plosives, the I.F. signal cannot be maintained to 
reflect the actual glottal airflow; for fricatives, and during the transitions of plosives, the 
effects are likely to be less serious. Surprisingly, fricatives and plosives are nearly always 
modelled by the same state in the TBMs. This means that the glottal airflow pulses have 
approximately the same shape in fricatives (where the I.F. airflow is likely to represent the 
actual glottal airflow more closely than in plosives) as in plosives. Also, other researchers 
(see above) have found similar changes in the glottal airflow parameters in the transitions 
of voiced obstruents (also in plosives) as we found in the states of the HMMs which model 
the obstruents themselves (and possibly their transitions). It therefore seems admissible 
to attempt to provide a physiological basis for our observations. 
We shall first give a very general description of how vocal fold tension, abduction, 
and transglottal pressure may affect the production of phonologically voiced obstruents. 
As far as their glottal articulation is concerned, voiced obstruents differ from voiceless ones 
in that the vocal folds are only marginally abducted: we have noted before that there is 
a small increase in glottal opening for /aba/ and /ava/ in Löfqvist & McGowan (1992: 
Fig. 3), possibly due to passive forces (see section 4.1.1). Although obstruents which are 
phonologically voiced are often realised with partial devoicing, it is unlikely that this is 
due to any active abduction movements of the vocal folds: active abduction of the folds 
would counteract the measures taken to enhance vocal fold vibration (see below), which 
is characteristic of intervocalic voiced obstruents. 
To prevent the interruption of vocal fold vibration, the tension of the vocal folds is de-
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creased by reducing activity of the cricothyroid muscle during voiced obstruents. This has 
also been found for Dutch (cf. Löfqvist et ai, 1989: Fig. 3, displaying data of subject LB). 
The changes in the parameter values that are found probably depend to a large extent on 
the change in transglottal pressure, which is caused by the oral constriction. Since the vo-
cal folds are not abducted (much) for voiced obstruents, the flow resistance at the glottis is 
much higher than during their voiceless counterparts. This causes a much slower decrease 
of transglottal pressure (cf. gradual increase of oral pressure in /ava/ and especially /aba/ 
in Fig. 3 of Löfqvist & McGowan, 1992), and allows vocal fold vibration to continue far 
into the consonant. Vibrations sometimes last throughout the consonant. The decrease 
of transglottal pressure may be counteracted by lowering of the larynx and/or expansion 
of the pharynx walls, keeping the transglottal pressure in the range where vibration of 
the vocal folds is possible (see Westbury, 1983; Löfqvist et ai, 1989; Stevens, 1989). 
Let us now try to explain how transglottal pressure and vocal fold tension could 
explain our observations about the glottal airflow parameters in voiced obstruents. Al-
though the decrease in FQ which we have found may partly depend on the decrease of 
transglottal pressure during the oral closure, it alone cannot explain the F0 perturbations 
for voiced obstruents (at least this seems to be true for American English): Hombert et 
al. (1979: p. 42) write that "the aerodynamic perturbation ... does not last for more 
than 10 to 15 ms after stop release", while "voiced and voiceless stops may still affect 
F0 at least 100 ms after vowel onset". It would therefore seem likely that increasing the 
laxness of the vocal folds by decreasing the activity of the cricothyroid muscles (in order 
to continue vocal fold vibration despite the decreasing transglottal pressure during the 
obstruent) is another important factor causing lowering of F<). If our description (based on 
the predictions of the voice source models in Ishizaka & Flanagan, 1972, and Titze, 1992) 
of the effects of an increase in longitudinal tension of the vocal folds in section 4.2.3.4.2 is 
correct, this factor can only explain some of the observations in (partially de)voiced ob-
struents (namely the relationship between laxness of the vocal folds and the observed low 
ίο values, the high r¡¡ values and the low excitation strengths); the high open quotients 
and the low AC values are the opposite of the changes expected on the basis of the lower 
tension of the vocal folds caused by a decrease in cricothyroid activity. We shall therefore 
assume that the effects of laxness of the vocal folds on the glottal airflow parameters are 
relatively small in the production of voiced obstruents in comparison with the effects of 
decreasing transglottal pressure. 
A decrease in transglottal pressure can explain the differences between the other para-
meter values for voiced obstruents and the surrounding vowels: the lower transglottal 
pressure in the consonants (ceteris paribus) causes a smaller volume velocity airflow, 
which is reflected in the lower AC values observed in voiced obstruents. It also decreases 
the Bernoulli suction, so that the closure is less abrupt. A less abrupt closure corres-
ponds to the observed decrease of Ee. We also observe an increase of r*; the higher г к 
values can be understood, when we assume, as Gobi (1988) does, that "the opening time 
in normal phonation may be more or less conditioned by the time constant of the mass 
and compliance of the vocal folds, whereas the closing time is affected by the Bernoulli 
forces" : the closing of the vocal folds will take longer due to the decreased Bernoulli force 
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in comparison to vowels. The duration during which the vocal folds remain closed also 
depends on the Bernoulli force: the lower Bernoulli force in voiced obstruents just before 
collision causes less compression of the vocal folds, so that they will open sooner. The 
short closure phase corresponds to a higher OQ. The observed changes in the glottal 
airflow parameter values in vowel - (partially de)voiced obstruent - vowel sequences are 
in complete agreement with the predicted effects of a lower transglottal pressure in the 
voice source models mentioned above (cf. section 4.2.3.4.1). 
4.1.4.3 Sonorant consonants 
For sonorants, there seem to be no compelling reasons why the vocal fold vibrations should 
be any different from those in a vowel: the vocal folds need not be abducted to create a 
large glottal airflow for the articulation of sonorants, as for voiceless obstruents; we do 
not expect any changes in stiffness of the vocal folds, which help to interrupt vocal fold 
vibration in voiceless sounds; nor should we expect a large increase in oral pressure (and 
therefore a drop in transglottal pressure, as in obstruents), since for all sonorants there 
is a fairly wide passage for the air to escape, either through the mouth or through the 
nose. On the whole it is obvious, then, that sonorants should behave more like vowels 
than obstruents do. This is also what we find. 
But nevertheless there are often large differences between the sonorants and the 
surrounding vowels. For example, we always find an increase of OQ in our HMMs. As was 
explained in the previous section, there may be a correlation between an increase of OQ 
and a decrease of transglottal pressure (or an increase in oral pressure). Although Löfqvist 
and McGowan's Fig. 3 does not show an increase in oral pressure for /ama/, a short check 
of our own pressure data sometimes did show a slight increase (and therefore a decrease 
of transglottal pressure) for sonorant consonants6. If the transglottal pressure drop truly 
causes the increase of OQ, we should also expect ?> to be higher (more symmetric pulse 
shapes), and Ee and AC to be lower. This is indeed what we find in many (not all!) 
cases. When Ee and AC do decrease, the decrease is much less on average than for the 
obstruents. It should be pointed out here, though, that although a change in transglottal 
pressure may be partly responsible for the differences in Ee and AC between sonorants 
and obstruents, the smaller parameter values of Ee and AC may also depend on other 
factors, like the smaller mouth opening in obstruents. 
As we did, Karlsson (1990) found an increase in Tk for all consonants compared to vowels; 
she found a very small decrease in Ee as well7. Löfqvist h McGowan (1992) found that 
AC behaves differently for their two subjects: for RSS, AC remains at the same level 
(except for one period at vowel offset and onset), while for subject AL the vowel offset is 
at a steady AC level, but the onset starts at a higher level and shows a gradual decline 
of AC. The variation in AC is reflected in our data, though we never find an increase in 
6Besides the fact that oral pressure remains unchanged in /m/ compared to the surrounding vowels, 
Löfqvist L· McGowan (1992) do not find an increase in the open quotient for /ama/, which further 
corroborates the hypothesis that transglottal pressure and OQ are related. 
7Care should be taken in generalising these data to male voices, since they were based on female ones. 
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this parameter. 
Trying to put these results together, the conclusion may be that there is a rather 
wide range of possible voice source characteristics for sonorant consonants: they may 
strongly resemble those of vowels, except for an increase in OQ; or they may be more 
like those of obstruents, with an increase of OQ and г*, and a decrease in E
e
 and AC, 
although the changes will never be as outspoken as in obstruents. The changes that we 
find in the parameter values may be explained by an increase in oral pressure during 
sonorants (which depends on the area of the supraglottal constriction). 
4.1.5 Linguistic interpretation8 
The concept of sonority is used by phonologists in order to predict the probability for 
certain sounds to appear in a syllabic nucleus, or to define phonotactic rules which describe 
the distribution of segments within the syllable. An operational definition of sonority is 
given by Rietveld (1984) as the energy in the lower part of the spectrum (pp. 56-57). 
Sonority is compared to loudness, with the remark that the definition of sonority as 
loudness has to be modified so that the loudness caused by friction is excluded. This 
definition of sonority was implemented by Rietveld S¿ Boves (1978), who use the energy 
in the lower part of the spectrum for the automatic detection of syllables in recorded 
speech. In order to find syllable nuclei, amplitude peaks are detected in the microphone 
signal, after low-pass filtering at 2-3 kHz. The low-pass filtering suppresses the energy 
in the higher frequencies, as for / s / . Without low-pass filtering, the high friction energy 
of this sound might cause it to be considered as a syllable peak. 
The changes in the parameter values that we found for the consonants affect the 
sonority of a sound. As was noted in section 4.1.4, all consonants can be distinguished 
from the surrounding vowels on the basis of their voice source characteristics. All the 
changes in the parameter values that we find for the consonants affect the energy in the 
lower part of the spectrum: a decrease in Ee and AC lower the overall spectral energy, 
while an increase of OQ and rk make the spectral slope steeper (see section 2.3.3; Fant 
& Lin, 1988; Gobi & Ni Chasaide, 1988). 
The order of sonority that we find coincides with the sonority scales that are used in 
phonological descriptions: obstruents have a low excitation strength (Ee) and peak-to-
peak flow (AC), a high open quotient (OQ), and a symmetrical glottal pulse shape (high 
rk) when we compare them to the surrounding vowels; voiceless obstruents are obviously 
even less sonorous than voiced ones, due to the absence of voicing. Sonorants have a low 
excitation strength (though the decrease is less than for obstruents), no change in peak-
to-peak flow or only a small change, and a high open quotient, while their skewing is either 
the same as for vowels or somewhat higher. This would cause the voiceless obstruents 
to be least sonorous, followed by voiced obstruents, and sonorants, which are in turn 
less sonorous than vowels. The changes in the parameter values that we find suggest 
8of this section was also presented at the International Conference on Spoken Language Processing in 
Banff (Koreman et ai, 1992). 
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that the differences on the sonority scale are at least in part caused by differences in the 
glottal articulation. These differences may be enhanced by the supraglottal articulation 
(constriction) of the sounds. 
In general, sonorants are more like vowels, then, than obstruents. There is, however, 
one other thing that must be noted about the behaviour of the sonorants compared to 
obstruents. That is that their behaviour (in terms of changes in parameter values) is more 
variable. 
The changes in parameter values that we find for voiceless consonants follow from their 
articulation automatically: they are intrinsic to the articulation of the sound. For ex­
ample, in order to produce the volume velocity flow that is necessary to produce voiceless 
fricatives or strong plosion at the release of a voiceless stop, the vocal folds have to be 
abducted. The cessation of voicing which is caused by the consequent decrease in trans-
glottal pressure can be aided by stiffening of the vocal folds. These mechanisms result in 
the parameter changes that have been found (either in our HMMs or in the literature, or 
in both) for the transitions into and out of the voiceless consonants in section 4.1.4.1. For 
voiced obstruents, too, the parameter changes can be explained from demands on their 
articulation: the decrease of transglottal pressure due to the oral constriction, and the 
decrease of vocal fold tension in order to enhance voicing during the occlusion, lead to 
the changes in the parameter values that were noted in section 4.1.4.2. 
There are no such strong demands on the articulation of sonorants. This may partly 
explain the greater variability in the parameter values for sonorant consonants that was 
noted in section 4.1.4.3. It also leaves open the possibility, which we want to put forward 
very tentatively, that the glottal articulation is controlled actively when sonorants occur 
in linguistically different positions. The consonants could be articulated differently, for 
instance, in syllable nuclei than in the onset or rhyme. Since in standard Dutch sonorants 
cannot occur in nuclear positions, we shall leave this matter for others to investigate. 
Another comparison would be between the voice source characteristics of / j / and /w/ 
and their vocalic counterparts /i/ and /u/. Unfortunately, we used only the vowel /ε/ 
in our experiments. If a difference between these conditions should be found, we could 
say that, in the absence of articulatory demands on the production of a sound, linguistic 
demands may affect its voice source characteristics so as to signal ' consonantalness1. 
4.2 Experiment for four intonation pat terns 
In this section, we describe an experiment in which we compare the voice source 
characteristics for the vowels of stimuli in which the stressed syllable9 is realised with a 
falling or a rising pitch accent; the pitch accent is either realised on the third (F3 when 
it has a falling pitch accent, R3 when it is rising) or on the second syllable (F2 and R2) 
of the stimulus word. The goal of the experiment is to find characteristic glottal pulse 
shape patterns for the four different intonation classes. These characteristic patterns are 
9The stressed syllable in the stimulus word also carries a sentence accent, so that our term stress can 
be replaced by accent. 
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based on the time tracks of the following parameters: 
• OQ = open quotient 
• Tk = (inverse) skewing measure 
• Ee = excitation strength 
• AC = peak-to- peak airflow 
• DC = DC offset of the flow 
We should first say a few words about the input parameters that are used in this 
experiment. 
Unlike in the first experiment, we now use DC offset as an additional input parameter 
for the HMM procedure. In the first experiment (where the stimulus classes were four 
different consonant types), it was argued that DC offset might correlate so strongly 
with differences in the four consonant classes, that it alone could be used to distinguish 
them. We do not expect that DC offset alone is a sufficient basis to distinguish the four 
intonation patterns in the present experiment10, so that it can be included as an input 
parameter in the HMM procedure. 
Further, Fo is not used as an input parameter. The reason for this is that we are 
not so much interested in the differences in Fo per se, but instead want to find out how 
the glottal pulse shape differs for different intonation patterns (and therefore, how they 
are related to Fo movements and levels). Exclusion of F0 prevents the Viterbi recognition 
procedure from using this parameter as (one of) the main ground (s) for distinguishing 
the four intonation classes (just as not using DC offset in the first experiment prevented 
HMM from focussing on that parameter), and instead it must focus on differences in 
glottal pulse shapes, if any. 
We do have information about the behaviour of F0 for the four intonation classes, 
however. This information was derived from the first experiment reported in this chapter 
(section 4.1). We shall start the description of the present experiment by discussing the 
F0 patterns found in the first experiment, so that we can later use this information to 
relate the Fo patterns to the changes in glottal pulse shape, which are our main concern 
here. 
We will then go on to discuss the results from the intonation experiment, which 
concern characteristics of the shape of the glottal pulse which are not a piori known to 
correlate to intonation class: it is possible that none of the input parameters changes as 
a function of intonation class, i.e. the shape of the glottal flow pulses is not different for 
the four intonation classes; they are only distinguished by F0. 
As in the first experiment (where the comparison between the four consonant classes 
was made for the four intonation classes investigated in this experiment), we evaluated 
whether the differences in the parameter patterns are consistent. In this experiment, we 
I0The consonant class condition is only used here to create three subexperiments, so no comparisons 
are made across it. 
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made the same comparison between the four intonation patterns for three different subex-
periments which differed in the consonant class of the consonant at the beginning of the 
third syllable. The classes that were distinguished are SON, VD (which includes all phon-
ologically voiced consonants, i.e. both VD and VDI discussed in the first experiment11) 
and VL. 
4.2.1 Intonation pattern and fundamental frequency 
Since we will want to relate the changes in the pulse shape parameters, which we shall 
discuss in the rest of this experiment, to the actual FQ, it is important to first describe 
the relation between intonation pattern and F0 (movements). Our knowledge about the 
characteristics of our four F0 patterns is derived from the F0 patterns used in the subex-
periments of the consonant class experiment (section 4.1). 
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Figure 4.22 Raw Fo track of the word /pœpejepe/, together with the mouth 
flow signal (subject 2, intonation class F3). The FQ track shows a 
prominence-lending fall on the third syllable 
It was already noted on the basis of the experimenter's auditory impressions that 
the subjects were able to produce the required intonation patterns (section 2.1.1). 
11The fact that uninterpretable estimates of the parameter values will result for the consonant at the 
beginning of the third syllable does not bother us now, since we shall focus on the glottal parameter 
values in the vowel segments. 
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In the two subexperiments in which a falling intonation pattern is realised on the stressed 
syllable (F3 and F2) through a prominence-lending fall ( "type A" accent in the description 
for Dutch by 't Hart et ai, 1990), the Hidden Markov Models show the greatest decrease 
of Fo very early in the stressed syllable, often during the voiced consonant in the onset; 
a typical example of the F0-track for a prominence-lending fall is given together with 
the corresponding mouth flow signal in Fig. 4.22. Although the F0 movement may also 
be carried out later (during the stressed vowel) or earlier (starting early in the preceding 
vowel), the most pervasive pattern supports the description of 't Hart et al. (1990: p. 73) 
of "type A" (falling) accents as late accents12, for which the offset of the F0 movement 
is located near the middle of the syllable (ibid., p. 153). As we have noted above, the 
timing of the F0 movement is very variable: it can also be realised as an early accent 
(with the offset of the FQ movement being located near the beginning of the voiced part 
of the syllable), or as a very late accent (with the offset of the FQ movement near the end 
of the voiced part of the syllable). 
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Figure 4.23 Raw FQ track of the word /ρερεοερε/, together with the correspond­
ing mouth flow signal (subject 2, intonation class R3). The Fo track 
shows a rise continuing all trough the vowel of the stressed syllable. 
In the subexperiments in which the stress on the stimulus word is realised as a rising 
1 2
 "Late" accent are represented in a binary feature description ('t Hart et al., 1990: p. 153) as [-early, 
-late]. "Very late" accents are [+late]; "very early" ones are [+early]. The description of the phonetic 
implementation of the late accent must therefore be derived from the [-early, -late] accent on p. 153 
(ibid.). 
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F0 movement (the first part of a "flat hat" contour), a "type 1" rise is used ('t Hart et 
al., 1990); this accent was described by Gussenhoven (1991) as H*, after tone linking of 
two H*L accents has taken place. This rise is followed by a falling accent later in the 
carrier phrase. According to the description of the "type 1" rise in 't Hart et al. (1990), it 
has "a duration of 120 ms ... and [is] timed in such a way that the peak of the excursion 
is reached 50 ms after the onset of the vocalic nucleus of the syllable" (p. 73). Contrary 
to the description of 't Hart et al. (1990), however, the rise lasts for the whole syllable, 
although the vowel is much longer than 50 ms. A comparison with the raw F0 tracks 
makes the pattern even clearer. The pattern shows an increase of F0 starting at the 
beginning of the stressed vowel and lasting all through the vowel. An example of this 
is shown in Fig. 4.23. The end of the rise is sometimes reached much earlier during the 
vowel, though. This happens especially when the onset consonant of the stressed syllable 
is a voiceless obstruent. An example of such a pattern is given in Fig. 4.24. Especially 
for the voiceless consonants do we find patterns anywhere in between these extremes; for 
voiced consonants the pattern shown in Fig. 4.23 is by far the most usual one. 
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Figure 4.24 Raw Fo track of the word /ρερεχερε/, together with the correspond­
ing mouth flow signal (subject 2, intonation class R3). The Fo track 
shows a rising intonation, where the high Fo has been reached at the 
beginning of the vowel. 
The general pattern that emerges from our observations is that falling F 0 movements 
take place early in the syllable, and generally finish at the beginning of the vowel. Rises 
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start early (at the latest at the beginning of the vowel) and continue throughout the 
syllable. These gross patterns are also reflected in the HMMs depicted in Figs. 4.2-4.17. 
4.2.2 Distinctiveness of the HMMs 
Let us now turn to the comparison of the pulse shape characteristics of the four intonation 
classes. This comparison was carried out independently in three subexperiments which 
differed in the manner of articulation of the obstruent (SON, VD, and VL; see tables 4.7-
4.9). 
For each of the three subexperiments the percentage of correctly categorised words 
(correct identification rate) is over 95%. We can conclude, therefore, that the four in-
tonation classes F3, F2, R3, and R2 are characterised by clearly distinguishable glottal 
flow pulse shapes, and that the differences in FQ between the intonation classes are ac-
companied by other parameter changes (which alone can distinguish the voice source 
characteristics of the four intonation patterns). 
There is a weak tendency in the HMM recognition procedure (section 3.2) for 
stimuli to be miscategorised with the HMM which contains the same F0 movement 
(13 cases; see table 4.10); only once is a stimulus miscategorised with the HMM 
containing a different Fo movement (an F2 stimulus is miscategorised with the HMM for 
class R2). In this case, the stimulus is miscategorised with an HMM which has stress 
on the same syllable. Because only one such miscategorisation is found, we can ignore this. 
Table 4.7 Categorisation results (absolute number of 
categorisations, with percentages in parentheses) 
for F3, F2, R3, and F2 (rows) with HMMs of 
these four classes (columns), for consonant class 
SON 
SON 
F3 
F2 
R3 
R2 
F3 
30 (94) 
-
-
-
F2 
2(6) 
31 (97) 
-
-
R3 
-
-
31 (97) 
1(3) 
R2 
-
1(3) 
1(3) 
31 (97) 
Correct identification rate: 96.09% 
Number of substitutions: 5 
Number of nonwords: 128 
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Table 4.8 Categorisation results (absolute number of 
categorisations, with percentages in parentheses) 
for F3, F2, R3, and F2 (rows) with HMMs of 
these four classes (columns), for consonant class 
VD (all phonologically voiced obstruents) 
VD 
F3 
F2 
R3 
R2 
F3 
28 (93) 
2(7) 
-
-
F2 
2(7) 
28 (93) 
-
-
R3 
-
-
29 (97) 
-
R2 
-
-
1(3) 
29 (100) 
Correct identification rate: 95.80% 
Number of substitutions: 5 
Number of nonwords: 119 
Table 4.9 Categorisation results (absolute number of cat-
egorisations, with percentages in parentheses) for 
F3, F2, R3, and F2 (rows) with HMMs of these 
four classes (columns), for consonant class VL 
VL 
F3 
F2 
R3 
R2 
F3 
31 (94) 
2(6) 
-
-
F2 
2(6) 
32 (94) 
-
-
R3 
-
-
33 (100) 
-
R2 
-
-
-
34 (100) 
Correct identification rate: 97.01% 
Number of substitutions: 4 
Number of nonwords: 134 
140 Chapter 4 
Table 4.10 Cumulative categorisation results across 
consonant classes (absolute number of categor-
isations, with percentages in parentheses) for 
F3, F2, R3, and F2 (rows) with HMMs of these 
four classes (columns) 
VL 
F3 
F2 
R3 
R2 
F3 
89 (94) 
4(4) 
-
-
F2 
6(6) 
91 (95) 
-
-
R3 
-
-
93 (98) 
1(1) 
R2 
-
1(1) 
2(2) 
94 (99) 
Correct identification rate: 96.33% 
Number of substitutions: 14 
Number of nonwords: 381 
4.2.3 Parameter patterns and their interpretation 
The glottal airflow parameter patterns that distinguish the four intonation classes are 
not as clear-cut as those in the previous experiment. The differences in the patterns are 
related to the glottal articulations needed to produce stress and to make the required 
F0 movement. The articulations needed to produce stress and the F0 movement are not 
independent: on the one hand, the stressed syllable is always realised with an Fo movement 
(i.e. the stressed syllable is also accented); on the other hand, the Fo movement is always 
made on stressed syllables. Furthermore, the stressed syllables are usually modelled by 
only a few states in the HMMs, so that the Fo movement is very difficult to recognise 
from the pictures representing the HMMs. 
Since stress was always realised with either a falling or a rising F0 movement on the 
stressed syllable of the stimulus word, the effects of the glottal articulations responsible 
for the production of stress per se (i.e. in non-accented syllables) cannot be investigated. 
Instead, we shall generalise across falling and rising F0 contours. We shall take the state 
in the HMMs for the different intonation conditions which represents the syllable core 
of the stressed syllable, and compare the glottal airflow parameter values for that state 
with the states representing the syllable cores of the unstressed syllables in the rest of 
the stimulus word. We shall sum up the tendencies that we find in section 4.2.3.1. After 
presenting the stress effects on the parameter patterns, we will compare them to findings 
in the literature in section 4.2.3.2, and make an effort to explain the parameter changes 
in physiological terms. 
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Since the accented syllables are modelled by only a few states in the HMMs, it is 
not easy to discern a trend or direction of parameter change within the syllables which 
could then be related to the Fo movements in the syllable. The picture is blurred even 
further by the coarticulatory effects which the consonants surrounding the vowel have on 
the parameter patterns in the accented syllable (segmental perturbations). We shall not 
therefore discuss any changes of the parameter values within the accented syllable itself. 
In sections 4.2.3.3 and 4.2.3.4, we shall therefore compare the glottal airflow parameters in 
unstressed syllables only. We shall compare syllables with a high FQ with those spoken at 
low Fo's. This will also result in the knowledge we were hoping to obtain from the syllables 
on which an Fo movement is made, except that possible interactions between stress and Fo 
cannot be investigated. We shall assume that Fo and glottal airflow parameters show the 
same correlations in stressed as in unstressed syllables; we shall not go into the possibility 
of interactions between the effects of stress and F 0 explicitly. 
There are a number of studies which have investigated the relation between stress 
and F 0 on the one hand, and glottal airflow parameters on the other (Gobi, 1988; Holmberg 
et al., 1989; Lobo к Ainsworth, 1990; Pierrehumbert, 1989; Ni Chasaide к Gobi, 1990; 
Strik к Boves, 1992a, 1992b; Strik, 1994). Although some of these authors refer to possible 
physiological mechanisms which could be responsible for the observed correlations between 
stress and F 0 and the glottal airflow parameters, only Strik (1994) addresses this problem 
experimentally. Besides this study, there is of course a large body of literature concerning 
the physiological mechanisms underlying the production of stress and changes in F 0 ) which 
can help us to understand the results from our experiment (e.g. Sawashima et al., 1969; 
Shipp к McGlone, 1971; Baer et ai, 1976; Atkinson, 1978; Shipp et al., 1979; Wyke, 1983; 
Titze, 1989). The picture that emerges from these studies is that of a very complex set 
of interacting physiological mechanisms that can affect stress and F 0 . Since many of 
the experiments investigating F 0 are non-linguistic (subjects may have been asked to 
speak or sing a vowel at different pitches), it is usually impossible to know whether the 
same physiological mechanisms as were found to be used for regulating F 0 will operate the 
same in linguistic Fo-changes (in section 4.2.3.4.3, we shall suggest that results from non-
linguistic tasks cannot always be generalised to linguistic tasks). If not, it becomes unclear 
whether or how the physiological mechanism found in such (non-linguistic) experiment 
are used for the regulation of F 0 in linguistic experiments. It is possible that 1) different 
physiological mechanisms are used for the linguistic than for the non-linguistic control 
of Fo, or 2) the physiological mechanism may operate within a range where the glottal 
airflow parameters are affected differently, e.g. the laryngeal muscle tensions may be much 
smaller in linguistic than in some non-linguistic tasks, so that they may hardly affect the 
glottal airflow parameters at all. Any explanation of our findings even in terms of gross 
mechanisms that control the main glottal properties (transglottal pressure, abduction and 
tension of the vocal folds) must therefore be regarded as very tentative. 
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Figure 4.25 HMM for intonation class F3, consisting of the parameters OQ, r*, 
E
e
, AC and DC offset (parameter values in arbitrary units) for 
nonwords of the form /ρερεΟερε/ (where С belongs to condition 
SON). The stressed syllable core is hatched, while unstressed syllable 
cores are grey. 
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Figure 4.26 HMM for intonation class F2, consisting of the parameters OQ, 7>, 
Ee, AC and DC offset (parameter values in arbitrary units) for 
nonwords of the form /ρερεΟερε/ (where С belongs to condition 
SON). The stressed syllable core is hatched, while unstressed syllable 
cores are grey. 
144 Chapter 4 
0.4 0.5 
duration (sec) 
Figure 4.27 HMM for intonation class R3, consisting of the parameters OQ, τ>, 
E
e
, AC and DC offset (parameter values in arbitrary units) for 
nonwords of the form /pepeCepe/ (where С belongs to condition 
SON). The stressed syllable core is hatched, while unstressed syllable 
cores are grey. 
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Figure 4.28 HMM for intonation class R2, consisting of the parameters OQ, т>, 
E
e
, AC and DC of f set (parameter values in arbitrary units) for 
nonwords of the form /ρερεΟερε/ (where С belongs to condition 
SON). The stressed syllable core is hatched, while unstressed syllable 
cores are grey. 
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Figure 4.29 HMM for intonation class F3, consisting of the parameters OQ, r*, 
E
e
, AC and DC offset (parameter values in arbitrary units) for 
nonwords of the form /ρερεΟερε/ (where С belongs to condition 
VD). The stressed syllable core is hatched, while unstressed syllable 
cores are grey. 
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Figure 4.30 HMM for intonation class F2, consisting of the parameters OQ, r*, 
Ee, AC and DC offset (parameter values in arbitrary units) for 
nonwords of the form /pcpeCepe/ (where С belongs to condition 
VD). The stressed syllable core is hatched, while unstressed syllable 
cores are grey. 
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Figure 4.31 HMM for intonation class R3, consisting of the parameters OQ, rk, 
E
e
, AC and DC offset (parameter values in arbitrary units) for 
nonwords of the form /ρερεΟερε/ (where С belongs to condition 
VD). The stressed syllable core is hatched, while unstressed syllable 
cores are grey. 
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Figure 4.32 HMM for intonation class R2, consisting of the parameters OQ, τ>, 
E
e
, AC and DC offset (parameter values in arbitrary units) for 
nonwords of the form /ρερεϋερε/ (where С belongs to condition 
VD). The stressed syllable core is hatched, while unstressed syllable 
cores are grey. 
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Figure 4.33 HMM for intonation class F3, consisting of the parameters OQ, Гк, 
E
e
, AC and DC offset (parameter values in arbitrary units) for 
nonwords of the form /ρερεΟερε/ (where С belongs to condition 
VL). The stressed syllable core is hatched, while unstressed syllable 
cores are grey. 
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Figure 4.34 HMM for intonation class F2, consisting of the parameters OQ, т>, 
E
e
, AC and DC offset (parameter values in arbitrary units) for 
nonwords of the form /ρερεΟερε/ (where С belongs to condition 
VL). The stressed syllable core is hatched, while unstressed syllable 
cores are grey. 
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Figure 4.35 HMM for intonation class R3, consisting of the parameters OQ, τ>, 
E
e
, AC and DC offset (parameter values in arbitrary units) for 
nonwords of the form /ρερεΟερε/ (where С belongs to condition 
VL). The stressed syllable core is hatched, while unstressed syllable 
cores are grey. 
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Figure 4.36 HMM for intonation class R2, consisting of the parameters OQ, г*, 
E
e
, AC and DC offset (parameter values in arbitrary units) for 
nonwords of the form /ρερεΟερε/ (where С belongs to condition 
VL). The stressed syllable core is hatched, while unstressed syllable 
cores are grey. 
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4.2.3.1 The influence of stress on the parameter patterns 
In this section, we discuss the effects of stress on the parameter patterns. In the HMMs, 
the stressed syllable cores are hatched, while unstressed ones are grey (see Figs. 4.25-
4.36). The effects of stress are clearest for the three amplitude parameters E
e
, AC, and 
DC 
E
e 
Without any exception, E
e
 is greatest in the stressed syllables, indicated by the hatched 
states; only for the SON HMM of class F3 (Fig. 4.25) do we find a nearly equally high E
e 
in the second (unstressed) syllable as in the third (stressed). 
AC 
As we find for E
e
, AC is highest in stressed syllables. The only case where AC is not 
clearly higher in the stressed syllable than in the rest of the word is in the HMM for VD of 
intonation condition R2 (Fig. 4.32); there, AC is only slightly higher in second (stressed) 
syllable than in the first (unstressed) syllable. 
When the stressed syllable is preceded by two other syllables (class F3 and R3), AC shows 
higher values in the second syllable than in the first (this tendency is also found for E
e
, 
though it is less consistent). 
DC offset 
There is a tendency for DC offset to reach lower values in the first part of stressed 
vowels than in the vowels in the rest of the word; the second part of the stressed vowel 
is often modelled by a state of fairly long duration which has a higher DC offset value 
than the first part of the vowel. The HMM for VD stimuli of class R3 (Fig. 4.31) is a 
clear exception to this tendency; further, the tendency is only very weak in the HMM for 
the VL of condition R2 (Fig. 4.36). 
For the three parameters discussed above, the effect of stress is always stronger than 
that of F0: Ee and AC are higher, and DC offset is lower in the stressed syllables than 
all unstressed syllables. The effects for the time parameters OQ and г^ are less clear, 
because they are sometimes obscured by the effects of FQ, which are stronger than those 
of stress. This means that tendencies can be found when we compare the parameter values 
to those in the other syllable(s) spoken at the same pitch, but not across all pitches. 
OQ 
In classes F3 and F2, OQ is lower in the stressed vowel (where F0 is already low after 
the early falling accent, see section 4.2.1) than in the rest of the word. In classes R3 
and R2, where the stressed syllable is pronounced with a rising F 0 , this is usually not 
the case: there, OQ is generally lower still in the preceding unstressed syllable(s), which 
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were pronounced at a low F<¡ (the first and second in R.3, respectively the first syllable in 
R2), and higher in the following unstressed syllable(s), pronounced at a high F0 (the last 
syllable in R3, respectively the last two syllables in R2). We want to point out that the 
lower OQ value in the stressed syllable than in the following high-pitch syllable(s), may 
in principle have nothing to do with stress, and depend entirely on F0, since the stressed 
(accented) syllable generally starts with a low F0, which rises until the end of the syllable 
is reached. The fact that OQ is not lower in stressed vowels than in all unstressed ones 
shows that the correlation between stress and OQ is not as strong as that between stress 
and the three amplitude parameters. 
Stress seems to have a weak lowering effect on т^. The effects are small, and difficult to 
recognise because т> correlates much more strongly with F0. 
The tendencies described above have been summarised in table 4.11. 
Table 4.11 Dependency of voice source parameter values in 
vowels on stress (the " + " signs indicate higher 
values in the stressed vowels than in the unstressed 
vowels, the "—" signs indicate lower values) 
[+ stress] 
OQ 
-
rk 
-
E
e 
+ 
AC 
+ 
DC Offset 
-
4.2.3.2 Comparison with the literature 
The main article which wc shall use to attempt to provide a physiological basis for our 
observations is Gobi (1988). Before we start to compare our findings to those reported in 
the literature, we want to point out that it is often difficult to separate the effects of stress 
on the voice source parameters from those of Fo (movement): the stress is often realised 
with a pitch accent, and therefore there is an Fo movement on the stressed syllable. This 
makes the two effects (i.e. of stress and F0 movement) inseparable. In reports in the 
literature, it is not always clear with what type of pitch accent the stress is realised. The 
relationship between stress and the parameter values may be partly due to changes in 
the articulatory settings necessary to produce the Fo movement that is used to realise 
the pitch accent. Of course, the stress in our stimulus words is also realised with a pitch 
accent, but because we can compare falling and rising F0 movements, we can compensate 
for the effects of the Fo movement. 
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Fant (1980b: p. 29) notes that "[t]he source correlates of lexical stress patterns are 
not very distinct". He does, however, find changes in some of his parameters for the 
stressed syllables, among which an increase in FQ. Since the words used in his study 
were spoken in isolation, the stressed syllables were probably realised with a rising -falling 
pitch accent; this is at least one possible reason for the increase in Fo. Another reason 
may be that there is an increase in subglottal pressure in the stressed syllables, caused by 
increased activity of the respiratory muscles (Ladefoged, 1967; Van Katwijk, 1974). An 
increase in subglottal pressure has been shown to correlate with an increase in F0 (Ishizaka 
& Flanagan, 1972; Strik, 1994), so that these two reasons for changes in the voice source 
parameters of stressed syllables are not independent (but see section 4.2.3.4.1). 
Fant further notes that his asymmetry factor К is higher in stressed syllables. Since 
a higher value for К implies a more strongly skewed pulse form, his findings corroborate 
ours: we found (a weak tendency towards) lower r* values in stressed syllables, and thus 
a more skewed glottal pulse shape. 
Fant notes that the greater skewing correlates with an increase in the excitation strength, 
which we also find. The same relationship between r* and E
e
 was also found by 
Gobi (1988: p. 152) and indirectly (derived from spectral measures) by Sluijter (1995: 
p. 129/130). Gobi writes that the tendency for a stronger excitation in stressed syllables 
is not absolute in his data (the E
e
 level in the vowel immediately preceding the stressed 
one is sometimes greater; we also found this, though only in the HMM for SON of intona­
tion class F3). Gobi proposes two different explanations for the higher excitation strength 
in stressed vowels: first, increased respiratory effort and consequently higher subglottal 
pressure; and second, increased medial compression of the vocal folds, causing a higher 
E
e
 due to a more abrupt closing phase of the glottal cycle. 
Since according to Gobi (ibid., p. 124) the latter mechanism should cause a decrease of 
OQ (and of т
а
 (dynamic leaking), a measure not used in this study), which Gobi does 
not find in his data (nor does Sluijter, 1995: p. 128), the second hypothesis is discarded. 
Our data do not completely support Gobi's conclusions, since we do find a weak tendency 
for OQ to be lower in stressed vowels. We do not therefore exclude medial compression 
of the vocal folds as a possible physiological explanation for the observed voice source 
characteristics in stressed syllables. 
Unfortunately, the other parameters used in our study were not systematically investig­
ated in either Fant's or Gobi's study. Fant merely notes that the vocal pulse amplitude 
is not very different in stressed versus unstressed /e/ in his two stimulus words, which is 
not confirmed by our data. Sluijter (1995) derives glottal leakage from the bandwidth of 
the first formant in the microphone signal, and concludes it is greater in stressed syllables 
(p. 121), which is the opposite of what we measured. 
To summarise our own results, we find that stress has the strongest effects on the 
three amplitude parameters in our study: E
e
 and AC are high in the stressed vowel, 
while DC offset is low. The effects on the time parameters OQ and r* are much weaker, 
but both tend to decrease in the stressed vowel. 
The parameter changes that we find in the stressed vowel (compared to the unstressed 
ones) are the same as those noted for raised voice. Pierrehumbert (1989) writes: "A 
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raised voice is typically more pressed: the vocal folds are more adducted, giving rise to a 
shorter open quotient and a sharper closing than for a normal voice. These adjustments 
increase the amplitude of the high frequencies relative to the fundamental." The sharper 
closing would lead to lower г* and higher E
e
 values (Pierrehumbert assumes that the 
relative shortening of the opening phase is not greater than that of the closing phase 
of the vocal folds, and that that the amplitude of the glottal flow waveform does 
not decrease). Moreover, adduction of the vocal folds, probably enhanced by medial 
compression of the vocal folds in pressed voice (see Laver, 1980: p. 145), would lead to 
lower DC offset values, and raises the total energy level in the spectrum. 
Pierrehumbert notes that a raised voice is also characterised by heightened subglottal 
pressure (see also Laver, 1980: p. 146). This increase in subglottal pressure can either be 
passive or active, and will result in higher maximum airflow values. Strik (1994) writes 
that increased activity of the laryngeal muscles (cf. greater adduction and medial tension 
of the vocal folds for pressed voice) leads to an increase in the impedance of the glottis. 
This results in higher subglottal pressures, which in turn raises AC. The increase in AC 
may also be caused by an active increase in subglottal pressure due to increased activity 
of the respiratory muscles in stressed syllables (see above). 
According to the two-mass (Ishizaka L· Flanagan, 1972) and the body-cover models 
(Titze L· Talkin, 1979), the increase in subglottal pressure would also lead to the decrease 
in OQ observed in our data; the body-cover model also predicts a decrease in r¡¡ if the 
subglotal pressure increases. 
Although all the parameter changes observed in the stressed syllables in our data can be 
explained from increased activity in the laryngeal muscles alone, it is possible that (some 
of) the parameter changes are enhanced by an active increase in subglottal pressure. Our 
data provide further support for the suggestion made by Ni Chasaide (1987) that "stress 
is potentially manifest by increased muscular activity at every level of production; the 
respiratory, the laryngeal, and frequently, at the level of supralaryngeal articulation." 
4.2.3.3 The relationship between F0 and the parameter patterns 
We shall investigate the behaviour of each of the glottal airflow parameters in relation 
to Fo in the states representing the core of each unstressed syllable. The glottal airflow 
parameters for the stressed syllables are not taken into consideration, because, in addi-
tion to the reasons given in section 4.2.3, the changes in the glottal airflow parameters 
correlated with a change in Fo are obscured by the effects of stress, which have been dis-
cussed in the two previous subsections. In the HMMs, the unstressed syllables have been 
coloured grey (Figs. 4.25-4.36). If a syllable is represented by more than one state, the 
state representing the syllable core was determined by the highest Ee, given a sufficiently 
long duration for that state13. 
13In the HMM of VD for intonation class F3, state 5 of the second syllable has a higher Ee than state 
6. We nevertheless preferred state 6 over state 5 to represent the syllable core, because state 5 models 
the CV transition. 
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OQ 
There is a weak, positive correlation between OQ and FQ. It comes out clearest in the 
classes which are characterised by a rising pitch accent (Figs. 4.25 4.36): for intonation 
class R3, OQ is higher in the last syllable of each HMM than in the first two; for intonation 
class R2, OQ is higher in the last two syllables than in the first one. In intonation class 
F3, the same correlation between OQ and F0 is found, OQ being lower in the last syllable 
than in the first two. For intonation class F2, the relationship between OQ and Fo is 
more variable: only the HMM for voiceless consonants shows the expected pattern. 
For rk we find a more consistent negative correlation with F0. That is, the glottal pulses 
are more symmetrical for lower FQ'S. This tendency is quite clearly recognisable in all 
intonation classes, except for R3. In the HMM for sonorant consonants of that intonation 
class, the value of r¿ in the first syllable (low F0) is lower than in the last one (high F0). 
Ee 
Ee is usually higher for higher F0's; this tendency is strongest in classes F3 and F2, and 
completely absent for the unstressed syllables of the HMMs of SON and VL in intonation 
class R3. 
AC 
For high Fo's, there is a tendency for AC to be low, and vice versa. As was noted in 
our discussion of the relation between stress and AC, AC becomes higher in the second 
syllables when stress is on the third. In the VD data of intonation class F3, it is even 
higher in the second (high F0) syllable than in the fourth (low F0) syllable; this tendency 
for AC to be relatively high in the second syllable is also visible in the other data for that 
intonation class. In intonation class R3, the same tendency of a high AC in the second 
syllable is visible. 
DC offset 
The tendency for DC offset is to be high when F0 is high. In intonation class F3, 
however, sonorants have a high DC offset in the fourth syllable, which is contrary to 
this tendency. Finally, for the SON and VL stimuli of intonation class R3, the first syllable 
shows higher DC offset values than the last, and therefore does not follow the tendency 
noted above. 
The tendencies described above have been summarised in 4.12. 
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Table 4.12 Dependency of voice source parameter values in 
unstressed vowels on Fo (the " + " signs indicate 
higher values in the syllables with high FQ'S than 
in those with low Fo's, the "—" signs indicate 
lower values) 
High Fo 
OQ 
+ 
Tk 
-
E
e 
+ 
AC 
-
DC Offset 
+ 
4.2.3.4 Comparison with the literature 
Three studies are particularly relevant for the discussion of our experiment. The first 
is Pierrehumbert (1989), a study in which the relationship between pitch and intensity, 
and glottal airflow parameters was systematically investigated. The other two studies, 
reported in Ishizaka & Flanagan (1972) and Titze (1992; see also Titze, 1988, for a 
comparison of his body-cover model with the two-mass model, and Story & Titze, 1994, 
for a hybrid model which combines the two-mass model with the body-cover model), are 
modelling studies which attempt to provide a physiologically plausible explanation for the 
relationship between Fo and intensity, and glottal airflow parameters. Before we compare 
the results of these studies with our findings, some general remarks must be made about 
these studies. 
In her study, Pierrehumbert measured OQ, r^, E
e
, and T
a
1 4
 for Η and L tones in 
sentences pronounced at five different voice levels. Pierrehumbert notes that "the F 0 val­
ues for H's were higher than for L's, in all voice levels". We can therefore compare the 
parameter values found by Pierrehumbert for Η tones to those in syllables with high F 0 in 
our experiment, and the parameter values for L tones to those at low Fo in our experiment 
(it should be borne in mind, though, that Pierrehumbert's measurements were made in 
stressed syllables!). 
Another remark about a difference between Pierrehumbert's and our experiment is in 
place. In her experiment, Pierrehumbert distinguished five voice levels (intensities). Since 
intensity is one of the correlates of stress (Fry, 1955, 1958; Lieberman, 1960), voice level 
is to some extent related to (linguistic) stress (our experiment). Nevertheless, the non-
linguistic voice level variable is likely to cover a greater range of variation than our (lin­
guistic) stress variable, and may therefore affect the voice source parameter values more 
strongly. We must therefore only compare the effect of Pierrehumbert's Η and L tones 
on the voice source parameters with the effect of our Fo's within the same voice level. In 
what follows, all comparisons to Pierrehumbert's data are made within each of the voice 
1 4T0 (dynamic leakage index) was not used in our study (see section 2.2.6). Pierrehumbert shows in 
Fig. 5 in her article that T
a
 and E
c
 are highly negatively correlated, so that T„ is predictable from E
e
. 
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levels. 
Following Pierrehumbert, we will compare our findings to the predictions of the 
two-mass model (Ishizaka & Flanagan, 1972). It should be pointed out that although 
the two-mass model is able to predict many of the parameter changes that are found in 
observed natural data, its physiological basis, and therefore its explanatory power when 
we want to relate parameter changes to physiology, has some limitations. We will try to 
find further support for our interpretations in other studies. The second modelling study 
we shall refer to is Titze (1992). The limitations of the model have been described in an 
earlier paper discussing the body-cover model (Titze & Talkin, 1979), and concern the 
characteristics of the laryngeal tissues, which affect the vocal fold vibrations. In general, 
the relationships between muscle activity, subglottal pressure, aerodynamic factors and 
ίο is far too complex to expect them to have all been incorporated in the models 
correctly. The meaningfulness of an attempt to find an explanation for our observations 
on the basis of existing models is therefore limited from the start, but may shed some 
light on the shortcomings of these models, and thus give rise to improvements. 
Nevertheless, both models are based on widely accepted assumptions and observations, 
and are able to produce changes in the glottal airflow parameters that have been 
found experimentally. They can therefore provide a useful basis for discussing the 
physiological origin of the data derived from the acoustic model, so as to arrive at a more 
comprehensive phonetic view of voice excitation. In order to do so, we shall try to build 
up a consistent picture of the physiological mechanisms which may be responsible for the 
observed changes in our glottal airflow parameters. 
4.2.3.4.1 The role of subglottal pressure 
Possible physiological mechanisms causing an increase in Fo are a change in 
laryngeal muscle activity and an increase in subglottal pressure. It is not unlikely that 
the observed changes in the glottal airflow parameters are the simultaneous effects of 
laryngeal muscle activity and subglottal pressure. Let us first see, though, whether in 
the voice source models in Ishizaka & Flanagan (1972) and Titze (1992) only a change in 
subglottal pressure can explain the parameter changes which we have found. In neither 
of the two models do we find an increase in subglottal pressure to cause an increase in 
OQ; on the contrary, subglottal pressure and OQ are negatively correlated. On the basis 
of subglottal pressure alone, the body-cover model predicts the decrease of r* observed 
in our data, but it also predicts an increase of AC, which is the opposite of what we 
found; an increase in AC with subglottal pressure is also predicted by the two-mass 
model. On the whole, using the theoretical framework of the models, subglottal pressure 
does not consistenly predict the parameter changes which we have observed in our data. 
It is of course well known that an increase in subglottal pressure has often been found 
to cause an increase in Fo- This "knowledge" has been incorporated in the voice source 
models, in which the two parameters are positively correlated. If F0 and subglottal 
pressure are positively correlated, the question naturally arises why we do not observe the 
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changes in the other glottal airflow parameters (OQ, т>, etc.) predicted by the increase 
of subglottal pressure in the two voice source models. Either the predictions of the effects 
of an increase of subglottal pressure on the glottal airflow parameters are incorrect, or 
the assumption that an increase in subglottal pressure causes an increase of F0 cannot 
be reversed, i.e. an FQ increase is not necessarily caused by an increase in subglottal 
pressure. Let us see whether we can find a possible explanation for our problem. An 
active increase in subglottal pressure caused by "increased activity of the respiratory 
muscles for stressed syllables was found by Ladefoged (1967) and Van Katwijk (1974)" 
(Strik, 1994: p. 111). This is not likely to occur in our case, since the data presented 
in section 4.2.3.3 are taken from unstressed syllables. However, a passive increase in 
subglottal pressure is possible: this "might be due to a change in the impedance of the 
glottis which, in turn, results from changes in the activity of the laryngeal muscles" 
(ibid.: same page). Note, however, that Strik's measurements were also made in stressed 
syllables, so that we do not know whether even a passive relationship between F0 and 
subglottal pressure is to be expected in our data. It is possible that no changes in 
subglottal pressure occur in unstressed syllables at all, so that the assumption that 
an increase of FQ always correlates with an increase in subglottal pressure may be an 
overgeneralisation. If an increase in subglottal pressure does occur for higher F0, it is 
clear that its effects must be weaker than the effects of muscular tension (which we shall 
discuss below). This conclusion is supported by Titze h Talkin (1979), who note that 
"[s]ubglottal pressure is a less effective fundamental frequency controlling mechanism 
[than muscular tension, and especially longitudinal stress, p. 73, JK]". For that reason, 
we shall now confine ourselves to a discussion of the way i*o~related muscle activity can 
affect the glottal parameters in the models. 
4.2.3.4.2 The role of muscle activity 
We shall now discuss the role of laryngeal muscle activity for the behaviour of our 
glottal airflow parameters. It should be stressed that we will only try to find model-
internal explanations for the effects of muscle tension on the glottal airflow parameters. 
Limitations of the models will therefore continue to influence our interpretations. 
OQ 
Pierrehumbert reports higher open quotients for H tones than for L tones. This corres­
ponds well with the increase in OQ values which we found for higher F0 's. Pierrehum-
bert (1989) explains the higher observed open quotients for H tones from the greater 
tension of the vocal folds, caused by contraction of the cricothyroid muscle which is used 
to produce high tones. This relation between cricothyroid activity and FQ has been noted 
by many other researchers (e.g. Collier, 1975; Atkinson, 1978, and references therein; Ish-
izaka h Flanagan, 1972; Strik & Boves, 1987), although other muscles (e.g. sternohyoid, 
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lateral cricoarytenoid, sternothyroid, and vocalis) can be involved in the regulation of F0 
as well (see Atkinson, 1978). 
The relationship between F0 and OQ can be modelled in both the two-mass model 
(Ishizaka & Flanagan, 1972) and the body-cover model (Titze, 1992). In the two-mass 
model, the authors suggest that "this feature [namely the increase of open quotient with 
fundamental frequency, JK] can also be given to the vocal-cord model by modifying the 
coupling-tension parameter k
c
 to increase more than in linear proportion to Q." For very 
large values of k
c
, "close to the bounds of the oscillation range, both the glottal flow and 
area waveforms become sinusoidal on a dc component, and the glottis does not close." 
Since high values of k
c
 reduce the phase difference between Agi and Ag2 (making the 
model behave more like a one mass model), and therefore correspond to more symmetrical 
waveshapes, this mechanism would not explain some of our other observations (as we shall 
see in the description of the relationship between F0 and r* below); also, it seems unlikely 
that, even for the higher FQ'S, the vocal fold vibrations are close to the bounds of the 
oscillation range. 
There is, however, another possible parameter in the two-mass model which can predict 
the observed relationship between F0 and OQ, and which at the same time leads to the 
observed changes in 7>. The parameter we are referring to is k2. As Ishizaka and Flanagan 
note, contraction of the cricothyroid muscle (which is one of the main muscles involved in 
F0 control) leads to an increase in k2, which can in turn lead to "no closure of Ag2 while 
Agi can close completely during the cycle. Owing to the small amplitude of Ag2 and its 
dc component, the glottal flow increases in upward roundness and also increases in duty 
ratio" (p. 1253). 
The increase of OQ with F0 was also modelled by Titze (1992). An increase in Fo 
is caused by an increase of his model parameter с (the mucosal wave velocity in the vocal 
fold cover) and a decrease of Τ (vocal fold thickness); at least the latter can be expected 
to be related to tension of the cricothyroid muscle, the folds becoming thinner when the 
tension increases. Both of these changes lead to an increase in Pth, the phonation threshold 
pressure, according to the formula Pth = ktBc£0/T. Since the open quotient in the airflow 
waveform Q0 is related to Pt/, through the empirical formula Q0 = k2 + (1 - к2)(Р^/Рь), 
an increase in the threshold pressure in turn leads to an increase in Q0 (assuming that the 
change in lung pressure P¿ is relatively small). Although Titze's predictions are borne 
out by our data, there are serious limitations to this interpretation, which we will come 
back to below, when we describe the model prediction for the relationship between Fo 
and /ν 
Гк 
The data reported by Pierrehumbert indicate the same relationship between pitch and 
Гк as we found in our experiment: L tones have a higher г* value, and therefore a more 
symmetric pulse shape, than H tones. 
Before turning to the possible effects of muscle tension on г^, we must refer to Titze (1992), 
who says that "[a]t high fundamental frequencies, Q
s
 [the inverse of r>, JK] may decrease 
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with F0 because vocal tract inertance is less effective in skewing the pulse". The F 0 's in our 
data are not likely to come close to Fi, so that vocal tract inertance is not likely to have a 
significant effect on pulse skewing. Moreover, г* shows the opposite behaviour in our data, 
so that we have discarded acoustic loading as a possible cause of the parameter change 
with F0, and have assumed that the skewing effects with FQ are completely attributable 
to skewing of the glottal area, related to muscle tension. 
Pierrehumbert claims that "this result [low values for Гк at high FQ, and vice 
versa, JK] is surprising, since in both the Ishizaka L· Flanagan (1972) and the Titze 
& Talkin (1979) models, the higher vocal fold tension responsible for F0 raising results in 
a more symmetric pulse shape" (and therefore high r* values). Her conclusion that the 
two-mass model predicts high rk values for H tones is correct if we assume, as Ishizaka 
and Flanagan do themselves (!), that an increase in F0 should be modelled by an increase 
in k
c
, which in turn would lead to more symmetrical glottal waveforms (p. 1252-1253). 
The k
c
 parameter models the coupling stiffness between the lower and upper vocal fold 
masses, which is related to an increase of the tension in the vocalis muscle (Ishizaka 
L· Flanagan (1972: p. 1237). 
It was already hinted at in the decription of OQ above, however, that the cricothyroid 
muscle (which primarily affects the longitudinal tension of the vocal folds) is prob­
ably more important for F0 control than the vocalis (cf. Farley, 1994: p. 1027). Titze 
L· Talkin (1979) support this conclusion: "For a given laryngeal size, fundamental fre­
quency is controllable primarily through longitudinal stress in the muscular layers, and 
in a less obvious fashion, through additional transverse stresses resulting from coupling 
between the longitudinal and transverse stresses." The assumption that F0 is mainly con­
trolled by the cricothyroid muscle is supported by quantitative experimental data presen­
ted in Atkinson (1978). Pierrehumbert is therefore probably correct in assuming (as we 
shall) that "[i]n the mid to high region of the pitch range, the dominant mechanism for F
a 
control appears to be the cricothyroid contraction and relaxation", rather than the vocalis 
(thyroarytenoid) muscle. But if this assumption is correct, contrary to Pierrehumbert's 
argument based on changes in k
c
, the predictions of the two-mass model can describe 
both Pierrehumbert's and our data very well (as was also the case for the relationship 
between F0 and OQ), since relaxation of the cricothyroid muscle (for L tones) is related to 
smaller k2 values in the two-mass model (p. 1237 of Ishizaka L· Flanagan, 1972), which 
has the result that "the glottal waves tend to a symmetrical form" (p. 1253). This predic­
tion corresponds to the high r* values which Pierrehumbert and we found for low pitch in 
comparison to the г^ values for high pitch. Since there are so many indications, both from 
our own data and from the literature, in particular also from Ishizaka h Flanagan (1972), 
that k2 should play an important role in the regulation of FQ, we shall base our other 
model predictions for the changes in the other glottal airflow parameters correlated with 
a change FQ on the model parameter k2 instead of k2. 
Now let us see what predictions the body cover model makes with regard to the 
relationship between F0 and r^. We have already seen that in Titze (1992) the phonation 
threshold pressure Pth increases with FQ. Through a second empirical formula in the 
article, Q
s
 — 1.0 -I- k3(2Pm — PL - Pth){PL — Pth), Titze describes a positive relationship 
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between Pth and r* (of which Qa is the inverse). Assuming the other variables remain 
constant, as we did for Q0, r^ should therefore increase with Fo, which is the opposite of the 
relationship between the two parameters observed in our data. The empirical formula is 
based on a subset of the data reported in an article by Sundberg et al. (1993), and concerns 
the airflow characteristics of five tenors. Their task was not to read out sentences, but to 
produce sequences of identical syllables at five different pitches, spanning 1.5 to 2 octaves. 
At the end of this section, we shall try to explain why the data obtained from such a task 
may not be comparable to our data. 
Ee and AC 
Ee is greater at higher F0's in our experiment, while AC is lower. For normal and (two) 
lower voice levels, the same relationship between F0 and Ee is also found by Pierrehumbert: 
H tones have somewhat greater excitation strengths than L tones (although, as was the 
case for OQ, the excitation strength is mainly determined by voice level). At higher than 
normal voice levels, this relationship is absent (either inverse or unclear). 
In the two-mass model, the behaviour of Ee and AC with changes in FQ are a 
complex function of many model parameters. As a consequence, these parameters are 
difficult to predict from the behaviour of individual model parameters. Let us attempt 
to tentatively formulate how the parameter changes we find could be generated with the 
model. The two-mass model shows a decrease of AC with higher F0 values (due to the 
decrease in the amplitude of Ag2 when A;2 increases). This relationship between AC and 
F0 was also found in our data, and would (without a change in the closing duration) 
lead to lower values of Ee for high F0 's. On the other hand, we have already mentioned 
that higher k2 values (for higher F0's) typically correspond to smaller r* values, i.e. more 
skewed pulse shapes with a relatively short closing duration; this tendency for short closing 
durations is strengthened simply by the shorter period duration corresponding to a high 
F0. The short closing duration can lead to higher Ee values for high Fo values, despite a 
decrease in AC. 
It is unfortunately not possible to make any clear predictions on the basis of 
Titze (1992) about the relationship between AC and Ee on the one hand, and Fo on 
the other. 
DC offset 
Finally, let us see how well the models are able to predict the increase we found in the 
DC offset with Fo. As was the case for AC and Ee, it is not possible to make any 
statements about DC offset on the basis of the body-cover model; this parameter is left 
out of consideration altogether. 
The two-mass model predicts that, when glottal conditions are kept at their 
"typical values", an increase of k2 (which is related to an increase in F0) "will lead to 
no closure of Ag2 while Agi can close completely during the cycle." The model therefore 
does not predict the increase in the value of the DC offset with increasing F0 which 
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we found. It may be possible to improve the predictions of the model by increasing ki 
(longitudinal stiffness of the lower masses) as well as k2 when longitudinal tension on 
the vocal folds increases. This would allow the lower masses in the model to also remain 
apart during the complete glottal cycle, creating the possibility of greater DC of f set 
values. Another way to model this is by assuming that k2 and kc are not completely 
independent, which is in fact very likely, so that k
c
 also increases when k2 does. Then the 
increase of DC offset can be predicted by the model. Still, the fact that the two-mass 
model in its present form does not contain a glottal leak opening makes it unsuited to 
model the effects on the DC offset. 
Summary 
In summary, we cannot hope to offer a complete physiological explanation for 
the correlation of our glottal airflow parameters with F0 on the basis of existing voice 
source models. We shall therefore only try to come to a qualitative, global description 
of the relation between voice source parameters at different FQ'S on the one hand, and 
the underlying physiological mechanisms, partly incorporated in existing models, on the 
other. As was explained above, differences in subglottal pressure cannot explain our 
observations and are therefore probably only of minor importance for the behaviour 
of the glottal airflow parameters in the unstressed syllables in our investigation. We 
therefore want to point out how some of our glottal airflow parameters may be related 
to (longitudinal) tension of the vocal folds, which is likely to be the main physiological 
correlate of high F0 in unstressed syllables. The greater tension of the vocal folds for 
high Fo's causes a greater resistance of the folds to displacement from their neutral 
position, thus decreasing AC. Since also the inward displacement of the vocal folds 
becomes smaller when the tension of the vocal folds increases, the rest area between 
the folds increases, which corresponds to an increase in the DC offset. The negative 
correlation between ίο and r* is more difficult to explain on the basis of the tension 
of the vocal folds (although, as we have explained above, it can be explained in the 
two-mass model on the basis of the parameter A;2). In fact, on the basis of Gobi's 
suggestion that "the opening time in normal phonation may be more or less conditioned 
by the time constant of the mass and compliance of the vocal folds, whereas the closing 
time is affected by the Bernoulli forces" (Gobi, 1988: p. 146), we would expect exactly 
the opposite correlation: the decrease in mass and compliance of the vocal folds for 
higher Fo's should lead to shorter opening durations, and the the greater resistance to 
displacement due to the greater stiffness of the vocal folds should lead to longer closing 
durations. The combination of these effects should cause the pulse shape to become 
more symmetrical, i.e. an increase of г^. This is exactly the opposite of the relationship 
which we want to describe. The increase in E
e
 that we find can be explained by a 
combination of the decrease of г* and the shorter duration of the glottal period (T0); the 
effects of the decrease of T0 and г* clearly outweigh those of the decrease of AC, since 
otherwise the changes in E
e
 would have been in the opposite direction. As Ishizaka and 
Flanagan point out, smaller displacement of the vocal folds at high F 0 's lead to higher 
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values of OQ, since the relative duration during which the vocal folds are in contact 
decreases. With the exeption of the behaviour of r¿, we have formulated a very tentative 
physiological hypothesis for the observed effects of F0 on the voice source parameters. 
Much further research, both concerning the relationship between measurements in the 
acoustic, aerodynamic and physiological domain and concerning voice source modelling, 
is obviously necessary before we can hope to acquire a complete and consistent picture 
of the physiological mechanisms which are used to produce different voice source 
characteristics. 
4.2.3.4.3 A possible division of labour between CT and VOC 
Although not immediately relevant for the interpretation of our data, we want to 
point out how the tasks in F0 control may roughly be divided over the cricothyroid (CT) 
and vocalis (VOC) muscles (which caused some difficulties in the interpretation above), 
in order to provide (a small step towards) a clearer picture of voice source control. It is 
obvious that, of the glottal parameters whose behaviour was investigated in the two-mass 
and the body-cover models, r* presents the most problems. In both models, r* is positively 
correlated with F0, reflecting the findings from many studies; in our experiment, we found 
that Гк decreases with an increase of Fo, the waveform thus becoming more skewed. This 
contradictory behaviour of r* in different studies may find a possible explanation in its 
dependence on the subjects' task, and/or on frequency range. 
Pierrehumbert notes that "[her] own informal observations suggest that the extremely high 
F0 values found at the end of yes/no questions exhibit more symmetric pulse shapes than 
the H tones in this study, whose associated Fo values were far lower." A positive correlation 
between F0 and г к was also found by Holmberg et ai, (1989) when they compared normal 
and high pitch1 5. In the two-mass model, such findings could be modelled by an increase 
in k
c
, which is related to the activity of the vocalis muscle, for pitch increase at the more 
extreme end of the pitch range (but see Farley, 1994: p. 1027). The hypothesis that the 
cricothyroid muscle is responsible for linguistic pitch changes within the normal pitch 
range, while the vocalis muscle is mainly used to control non-linguistic pitch changes 
or, especially, pitch changes in the higher frequency range, although very tentative, is at 
least partly supported by Atkinson (1978)16, who writes that "there is a direct causal 
relationship between CT [cricothyroid, JK] and F 0 " (p. 214), while "several studies have 
shown a general correlation between V [vocalis, JK] activity and F0. The most consistent 
and convincing studies have involved singing or isolated words" (ibid., same page). It 
15Holmberg et ai, (1989) did not measure r*, but say that the speed quotient (which is the inverse of 
Tk) shows a significant difference (p = 0.027) between normal and high piteli, the speed quotient being 
higher for lower pitch. The differences between their pitch conditions are non-linguistic, however. 
16From his own data, which concern short statements and questions, there is no direct evidence for 
the presupposed increase in vocalis activity in the higher frequency range. This may be explained by the 
stimulus material he used: higher frequencies are only to be expected in his question sentences, where 
he does find a tendency towards a higher correlation between vocalis activity and Fo, though it is not 
significant, possibly because the correlations were made over the whole utterance. 
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therefore seems that it is not implausible to assume that the task carried out by our 
(and Pierrehumbert's) subjects, is crucially different from the one that the two-mass and 
body-cover model are based on, and that it is precisely this difference which may explain 
the contrasting findings of rk in different studies. 
4.3 Conclusion 
The experiments presented in this chapter have served two goals. In the first place, we 
have shown that the Hidden Markov Modelling method laid out in the previous chapter 
can be used successfully to bring to light the differences in the voice source characteristics 
for different stimulus classes. Secondly, the results obtained from the two experiments are 
interesting in themselves, and could be used in combination with findings in the literature 
to come to a better understanding of the voice source. Before everything else, though, it 
has become clear that many uncertainties exist in the interpretation of the data in terms 
of the underlying physiology, so that much further work will be necessary to come to 
a better understanding of so complex a physiological system as the control of the voice 
source. 
In the first experiment, we investigated the voice source characteristics of four dif-
ferent consonant types (SON, VD, VDI, and VL). Results were presented which show 
that each of the consonant classes can be distinguished by its typical glottal parameter 
patterns. Our findings were supported by reports in the literature on this topic. We have 
attempted to give a very rough description of the physiological mechanisms which are 
involved in the production of the different consonant types. Further, we have been able 
to relate the different voice source characteristics of our consonant classes and of vowels 
to the sonority of the segments. 
In the second experiment, we investigated the voice source characteristics of four 
intonation classes. We looked at the effects of stress and F0 on the parameter patterns 
found in each of the intonation classes, and presented related findings from the literature. 
Given the complexity of the physiological mechanisms regulating stress and F0, it was 
difficult to come up with a complete physiological explanation of the findings. We have 
nevertheless attempted to present such an explanation on the basis of the increased vocal 
fold tension, supported by findings from studies involving physiological measurements and 
from modelling studies. 
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Chapter 5 
General summary and conclusions 
In this chapter, the results from the three preceding chapters will be summarised. We 
shall discuss the possible applications of the results from the two experiments described 
in chapter 4, and of the method which was used to generate these results, presented in 
chapter 3. Finally, we shall make some suggestions for future research. 
5.1 Accomplishments and limitations of this s tudy 
It was indicated in the introductory chapter (sections 1.3.2 and 1.3.3) that a better un-
derstanding of all the different aspects of voice source behaviour requires many comple-
mentary measurements. In this thesis, we have tried to find characteristic patterns in the 
behaviour of the glottal airflow in two linguistic conditions: we have investigated the air-
flow characteristics for stimuli containing different consonant types and for stimuli spoken 
with different intonation patterns. The consonants were divided into voiceless obstruents, 
(partially) devoiced obstruents, fully voiced obstruents and sonorant consonants. We have 
shown that the different articulations involved in these consonants affect the airstream 
through the glottis, changing the shape of the glottal airflow pulses. Stimuli belonging 
to four different intonation classes (with a rising or falling F0 contour on the second or 
the third syllable of the stimulus word) were also shown to have typically different glottal 
airflow characteristics, related to differences in the control of the voice source. 
In order to characterise one of the most important aspects of the voice source beha-
viour, we have first estimated and subsequently parameterised the glottal airflow. This 
signal was computed from the recorded mouth flow signal by inverse filtering (I.F.), which 
allowed us to restrict ourselves to non-invasive measurements. This is an absolute pre-
requisite both for the natural articulation of speech utterances and for the collection of 
large data sets. During the course of our research we have identified a number of issues in 
the interpretation of oral airflow measurements. Detailed analysis of these issues has led 
to a better understanding of the information that can be obtained from airflow records, 
and of the articulations for which the interpretation of airflow signals is straightforward 
or potentially problematic (section 5.1.1). 
To find systematic patterns in our database of glottal airflow parameters we have 
170 Chapter 5 
used Hidden Markov Modelling (HMM). This technique is conventionally used for auto-
matic speech recognition, but was used by us for data reduction: each experimental 
condition is represented by a single model, which reduces the task of comparing the ex-
perimental conditions to proportions we can handle more easily (than comparing the 
individual parameter sets of all the stimuli), since we need only compare the models for 
our experimental conditions. We also used HMM to investigate whether the glottal air-
flow characteristics of the different experimental conditions are distinctive, i.e. whether 
the glottal airflow parameters are typically different for each experimental condition. The 
use of HMM will be discussed in section 5.1.2. 
We have computed HMMs for a small number of linguistic conditions we were partic-
ularly interested in: in a first experiment, we have looked at the HMMs for four consonant 
types (see above) which could be expected to have different glottal airflow characteristics 
(section 5.1.3); and in a second experiment, we have investigated the differences between 
HMMs for four different intonation classes (see also above), and evaluated the effects of 
stress and F0 on the voice source characteristics (section 5.1.4). The HMMs provided a 
description of the linguistic conditions of interest in terms of the patterns in the glot-
tal airflow parameters, for which we have then attempted to provide a physiological and 
linguistic interpretation. 
5.1.1 Interpretability of our glottal airflow parameters 
The first part of our work concerned the computation of the glottal airflow through inverse 
filtering (I.F.) of the mouth flow signal. Our choice to derive voice source characteristics 
from the (estimated) glottal airflow was motivated by the consideration that this signal is 
responsible for the spectral properties of the effective excitation signal of the vocal tract 
during the production of voiced speech sounds. Therefore, it is the voice source signal 
(or domain) which is most closely linked to speech perception (in comparison with for 
instance contact area between the vocal folds or muscle activity signals). In addition 
to that, we can use the glottal airflow signal to try and understand how the sound was 
produced. As we expressed in section 1.4, we believe that in the long run progress in voice 
source research will be greatest, if we can provide an understanding of the physiological 
mechanisms which underly the observed changes in the glottal airflow characteristics. An 
attempt to do so was presented in chapter 4. It must be realised, however, that some 
caution is needed when making inferences about the aerodynamic and mechanical aspects 
of the voice source from I.F. glottal airflow. This is mainly due to the limitations of the 
range of segments in which these signals can be interpreted as a direct representation of 
the actual airflow through the glottis that were brought to light by our analysis. Also, 
we have identified a fairly conspicuous feature of I.F. glottal airflow that so far has not 
been adequately modelled nor understood. We will summarise the two major issues in the 
interpretation of I.F. glottal airflow below (for a more detailed discussion of these issues, 
cf. section 2.2.2, resp. 2.2.6). 
We have obtained an estimate of the true glottal airflow by performing I.F. of the 
mouth flow signal pitch-synchronously on the basis of vocal tract transfer function es-
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timates obtained from the closed glottis interval. By recording the mouth flow signal, we 
ensured that it was possible for the speakers to produce a speech signal under more or less 
natural conditions, which is a prerequisite if we want to be able to generalise our findings 
to other speech situations; all the same, I.F. imposes some restrictions on the interpretab-
ility of the estimated "glottal airflow", most noticeably in case a narrow constriction or 
a complete closure is present in the vocal tract. In that case, our inverse filtered signal 
does not always reflect the airflow at the glottis. Neither the DC offset of the airflow, nor 
the AC component are estimated correctly if the airflow out of the supraglottal cavities 
does not reach the transducer in an undistorted manner. 
First, the distensible walls of the vocal tract cause the supraglottal cavities to act as a 
reservoir in which air can be temporarily stored. Thus, the airflow measured at the lips 
may differ from the glottal airflow by the amount used to inflate (or deflate) the supra-
glottal cavities (see section 2.2.2). This capacitor effect is most obvious for the estimated 
DC airflow in the occlusion phase of plosives, where no DC airflow is measured because 
of the oral closure, but where air may still flow through the glottis. In voiceless plosives, 
the misestimation of the glottal airflow is greater than in voiced ones, since the airflow at 
the glottis is greater due to the abducted vocal folds; the misestimation is also restricted 
to a shorter time interval, since the oral pressure will reach the same level as the pressure 
in the lungs very quickly. Since the vocal tract is not completely closed for fricatives (so 
that the inflation of the supraglottal cavities is slower), the validity of the inverse filtered 
signal is affected to a much lesser extent in fricatives (with a similar difference between 
voiced and voiceless fricatives as was described for plosives). On the other hand, the time 
interval during which the oral pressure is changing may be longer. 
As we have noted, the estimate of the AC component may also be inaccurate if there 
is an impedance to the airflow in the vocal tract. This is most easily explained when 
we look at voiced plosives. For those sounds, the AC component of the glottal airflow 
is misestimated, because the airflow measured at the lips is related to the glottal airflow 
in a very indirect manner: the transfer function in the source—filter model (see Fig. 2.3) 
does not only depend on the resonance characteristics of the vocal tract, but also on the 
transfer function of the vocal tract walls, which form the source for the airflow measured 
with the Rothenberg mask in the case of complete vocal tract closure. To the extent that 
it differs from the acoustic radiation impedance at the lips, the effects of the impedance of 
the vocal tract walls may lead to inaccuracies in the AC component of the glottal airflow 
estimate. 
The DC and AC signals of sonorant consonants and vowels are not significantly affected by 
the effects discussed above, since the air can freely flow out of the vocal tract cavities. In 
those cases where the validity of the inverse filtered signal is affected, we have relied more 
heavily on support from the literature describing data obtained from experiments using 
measurements in other physiological domains. By combining with our results data and 
physiological descriptions presented in the literature, which are to some extent comple-
mentary (sonorant consonants having received relatively little attention in the literature), 
we have tried to produce a consistent picture of the physiology of vocal fold vibrations in 
different types of consonants and vowels (section 4.1.4). 
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The second issue in the interpretation of I.F. glottal airflow concerns a phenomenon 
that is pervasive in our data — and that has also been reported in a number of other 
recent publications (for references, see section 2.2.6) — but that up to now has defied a 
compact description as well as a convincing physiological explanation. In our I.F. results 
for vowels we very often found a short dip directly after the closing moment, followed by a 
smaller second pulse. We have not attempted to parameterise these waveform character­
istics. The dip-plus-pulse phenomenon is certainly a characteristic of the inverse filtered 
airflow which deserves further attention, especially because of its effect on the spectrum. 
Several suggestions have been put forward for the possible causes of the dip-plus-pulse, 
which may be related to vertical phasing, squish flow or interaction between a parallel and 
linked leak in the glottis (or a combination of these). At this moment, it is still unclear, 
however, what causes the dip-plus-pulse, so that it does not seem to be useful at present 
to attempt to describe this waveform property by a set of parameters. 
If we had decided to parameterise the dip-plus-pulse, a direct characterisation by means 
of landmark detection (section 2.3.2) would definitely not have been the best way to go 
about it, since inevitable small uncertainties in the landmark detection would lead to gross 
proportional errors in the parameter estimates for the dip-plus-pulse. As a consequence, 
the variability in the resulting parameters due to noise would easily become unacceptably 
large, so that the parameter values become uninterpretable altogether. This was another 
reason not to parameterise this signal characteristic and include it in our set of glottal 
airflow parameters. 
We have found that our limited parameter set was sufficient to distinguish the linguistic 
conditions investigated in this thesis. The parameter set we have used consists of FQ (fun­
damental frequency), OQ (open quotient), г* (pulse skewing), E
e
 (excitation strength), 
AC (peak-to-peak airflow) and DC offset (DC offset of the airflow). 
Despite the limitations on the "glottal airflow" signal and the parameters we have 
derived from it, we believe that I.F. of the mouth flow signal is a viable technique for ob­
taining useful estimates of the glottal airflow, especially given the relative ease with which 
the signal can be obtained without hindering the subject's articulation. The parameter 
set which we derived from it is sufficient to distinguish the glottal airflow characteristics 
in the experimental conditions we have investigated. 
5.1.2 Finding differences in the voice source characteristics 
In chapter 3 we have shown on the basis of a pilot experiment that Hidden Markov 
Modelling is a useful tool for finding and interpreting distinctive patterns in a large amount 
of data consisting of a set of glottal airflow parameters for each of the stimulus words used 
in our experiments. The problem was broken down into three smaller problems. 
The first of these was to find a characteristic pattern for the set of glottal airflow 
parameters across all the stimulus words which belong to the same experimental condi­
tion. Several HMMs were trained, each one on all the parameter sets belonging to one of 
the experimental conditions (section 3.1.1.2). Our HMMs provide a statistically optimal 
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description of the data in terms of a small number (16) of states with transition probabil-
ities between these states; for each state, the glottal airflow parameter values are modelled 
by continuous probability density functions. An HMM shows all the systematic variations 
in the parameter tracks of the stimulus words belonging to the experimental condition 
which it models. This first step does not differ from the training of automatic isolated 
word recognition systems (except of course that other input parameters are normally used 
for speech recognition). 
In the next step, we evaluated the distinctiveness of the patterns represented by the 
HMMs for the different conditions in our experiment. This was done by performing HMM 
recognition (or better: identification) for all the data which were also used for training 
the models. The parametric representation of each stimulus word was compared with all 
the trained models, and categorised with the HMM which has the highest likelihood of 
generating the input data (the set of glottal airflow parameters for the stimulus word). 
We were able to show that Hidden Markov Modelling can be used successfully to distin-
guish the voice source characteristics, represented by the set of glottal airflow parameters, 
for the four consonant classes in the experiment mentioned above (section 3.2) and for 
the experimental conditions in the two experiments described in sections 4.1 and 4.2. 
Sufficient distinctiveness, which was indicated by the high correct identification rates in 
our experiments, is an important prerequisite for further interpretation of the patterns 
(HMMs) computed in the training step. 
The idenfication step differs from the recognition in an automatic speech recognition sys-
tem in that the same data as were used for training form the input for the recognition 
procedure instead of an unknown set of data (not used in the training phase), as is the 
case in normal speech recognition systems. The reason for doing so is that our data set 
is relatively small for HMM purposes. Since we do not know how well our HMMs model 
unknown data, questions might be raised about the generalisability of our findings. To 
make sure that the distinctions in the patterns, as modelled by the HMMs, are typical 
of the experimental conditions and not merely a coincidence, we have repeated the above 
two steps for several subsets of the data, which constituted different subexperiments. 
We have shown that the patterns found were distinctive for the experimental conditions 
and reproducible for different subsets of the data. This warrants generalisability of our 
findings. 
The third subproblem concerns the physiological interpretation of the results from 
Hidden Markov Modelling. The HMMs are statistical models of the data set on which 
they have been trained; their relationship to a phonetic description of the signals had to 
be established. We have shown that the states in the HMMs can be related to phonetic-
ally different segments in the airflow signal (section 3.3). We may therefore consider the 
values of the glottal airflow parameters in the states as a representation of the glottal air-
flow characteristics of the corresponding segment. By comparing the HMMs for different 
linguistically interesting conditions, we were able to find physiologically and linguistically 
interpretable differences between them. 
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5.1.3 The glottal articulation of consonants 
In chapter 4 we described two experiments. The first experiment concerned the computa-
tion and interpretation of the glottal airflow patterns in four different consonant classes: 
voiceless obstruents (VL), (partially) devoiced obstruents (VDI), fully voiced obstruents 
(YD), and sonorant consonants (SON). We were able to show on the basis of a HMM ex-
periment that stimulus words belonging to these four classes differ in their glottal airflow 
characteristics. The observed differences in the glottal airflow parameters (compared to 
the surrounding vowels) have been summarised in table 4.6. Obstruents generally have a 
low excitation strength (Ee) and peak-to-peak airflow (AC), a high open quotient (OQ) 
and a symmetric glottal pulse shape (high rk) in comparison to the surrounding vowels. 
The differences between the consonant and the surrounding vowels are generally largest 
for (the transitions of) voiceless obstruents, and smaller for voiced consonants; (partially) 
devoiced obstruents take up an intermediate position between voiceless and voiced ones. 
Sonorants have low excitation strength (Ee) values (though the decrease compared to the 
surrounding vowels is less than for obstruents), no change in peak-to-peak airflow (AC) 
or only a small change, and a high open quotient (OQ), while their skewing (r*) is either 
the same as for vowels or somewhat higher. 
These different values of the glottal airflow parameters for the different sound types (dif-
ferent consonant classes or vowels) affect the relative energy in the lower part of the spec-
trum, which increases going from voiceless obstruents to (partially de)voiced obstruents 
to sonorant consonants and to vowels. Since the energy in the lower part of the spectrum 
determines the sonority of segments (see section 4.1.5), our results seem to confirm that 
the glottal articulation of segments (see next paragraph) plays an important role in the 
sonority of segments. 
By comparing our results with reports in the literature, we were able to suggest 
a physiological explanation for the observed differences in the glottal airflow parameters 
between the four consonant classes. The parameter values that we found for (the trans-
itions of) voiceless obstruents can be related to a combination of possible effects, namely 
abduction of the vocal folds, increased tension of the vocal folds and reduction of the 
transgottal pressure (section 4.1.4.1). The abduction of the vocal folds helps to produce 
the high airflow rate for voiceless fricatives which causes turbulence at the oral constric-
tion, preceived as friction. For voiceless plosives, it leads to a sufficiently high oral pressure 
to produce friction at the release of the oral closure (the "burst"). The large glottal air-
flow through the abducted vocal folds leads to a fast decrease of the transglottal pressure 
during voiceless obstruents, which, aided by stiffening of the folds, causes interruption of 
vocal fold vibration. Friction and voicclessness are typical perceptual characteristics of 
voiceless obstruents. 
For (partially de)voiced obstruents (VD and VDI, see section 4.1.4.2), the most important 
factor causing the observed changes in the glottal airflow parameters is probably trans-
glottal pressure, which decreases (slowly, in comparison to voiceless obstruents, because 
there is no large abduction) due to the presence of a supraglottal constriction. Since the 
vocal folds are not (or only slightly) abducted, the airflow rates at the oral constriction 
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for voiced fricatives are much lower than for voiceless ones, causing the friction to be less 
clearly audible. For voiced plosives, the absence of an abduction movement of the vocal 
folds can cause lower oral pressures than for voiceless plosives (where oral pressure always 
reaches the level of the lung pressure), so that the friction at the release is softer (the 
laxer supraglottal articulation would enhance a less abrupt release of the oral closure). 
The lack of a clear abduction of the vocal folds and the low vocal fold tension in voiced 
obstruents facilitate vocal fold vibration. The (low) friction during voiced fricatives or at 
the release of voiced plosives and the presence of vocal fold vibration (at least during part 
of the time the oral constriction is present) lead to the perception of a voiced obstruent. 
For sonorant consonants the glottal airflow parameters are much more like those in the 
surrounding vowels than for the obstruents. This was to be expected, since no clearly dif­
ferent glottal articulations are necessary to produce the perceptual effects for sonorants 
than for vowels (cf. the glottal articulations which are needed to produce the perceptual 
correlates of obstruents, above). Still, we often found different parameter values in the 
sonorants than in the vowels. This may be caused by a slight decrease in transglottal pres­
sure, caused by the increase in oral pressure that we sometimes found in our recordings 
of the sonorant consonants (section 4.1.4.3). 
5.1.4 The relationship between stress and FQ and glottal artic­
ulation 
The second experiment in chapter 4 concerned the comparison of four intonation classes, 
differing in the direction of the pitch movement (falling or rising) and in the syllable which 
was stressed (second or third syllable of the simulus word). The intonation experiment 
proved that the glottal airflow parameters are different in the four intonation conditions. 
Thus it is not only the differences in F0 (which was not used as an input parameter in 
this experiment) which are important to distinguish the four intonation classes, but also 
the shape of the glottal airflow pulses. 
The relationship between stress (which is the same as accent in our case, but without 
the changes in the pulse shapes correlated to pitch movements — see section 4.2) and F0 
on the one hand, and glottal airflow parameters on the other, were described separately. 
The change in the pulse shape for stressed versus unstressed vowels mostly concerns the 
amplitude parameters E
e
, AC and DC offset; OQ and r* are affected less strongly. 
As is shown in table 4.11, OQ and τ> are both (somewhat) lower for stressed than for 
unstressed vowels, while E
e
 is higher. AC is also higher in stressed vowels, which typically 
have a lower DC offset. These parameter changes cause a decrease of the spectral slope 
in stressed vowels (compared to unstressed ones), besides raising the total energy level in 
the spectrum. 
Similar changes are found in raised voice (cf. Pierrehumbert, 1989). In terms of their 
production, the voice source for stressed vowels, similar to that used for raised voice, may 
be characterised by a possibly increased muscular activity at the respiratory level, leading 
to a higher subglottal pressure (Pierrehumbert, 1989; Laver, 1980: p. 146), and at the 
laryngeal level, especially an increase of adductive and medial tension of the vocal folds 
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(cf. Ni Chasaide, 1987). A more detailed discussion was presented in section 4.2.3.2. 
For ίο, the following changes in the glottal airflow parameters were found in un­
stressed vowels: the values for OQ, E
e
 and DC offset are higher, while r* and AC are 
lower in vowels with high Fo than in those with low FQ (see table 4.12). 
The relation between glottal airflow parameters and F 0 was also investigated by Pierre-
humbert (1989); she found similar differences between the glottal airflow parameters at 
different F 0 's as we did. She relates the parameter values for high F 0 to an increase in (lon­
gitudinal) vocal fold tension caused by contraction of the cricothyroid muscle. An increase 
of crycothyroid activity in the production of high F0 has also been noted by many other 
researchers (Collier, 1975; Atkinson, 1978, and references therein; Strik & Boves, 1987), 
The two-mass model (Ishizaka & Flanagan, 1972) and the body-cover model (Titze, 1992) 
do not model all the parameter changes that we have found for low versus high F0. In 
particular, they predict higher г* values, i.e. more symmetric pulse shapes, for higher F 0 's 
(see section 4.2.3.4.2). We suggested in section 4.2.3.4.3 that in both models the effects of 
Fo are modelled on the basis of non-linguistic tasks, and that it is possibly for that reason 
that the predictions of the models concerning г* are not corroborated by our observations. 
Improvements for modelling the observed parameter changes in the two-mass model were 
suggested in a way which is concordant with the basic assumptions of the model about 
the functional relationship between model parameters and their physiological basis. In 
particular, we suggested to model the linguistic variation of Fo by the model parameter 
k.2, which is functionally related to tension of the cricothyroid muscle, instead of using 
the model parameter k
c
, functionally related to vocalis tension, for that purpose. If we do 
that, the two-mass model predicts the observed relationship between F 0 and other glottal 
airflow parameters. 
5.2 Application of our results and methods 
The results of the research described in this thesis can be implemented in speech synthesis 
systems that have separate source and vocal tract models (e.g. all formant synthesis 
systems). 
In both experiments which were described in this thesis, we were able to show that the 
values of the glottal airflow parameters are distinctive for the linguistic conditions we have 
focussed on. Implementation of these glottal airflow parameters in the voice source model 
of a speech synthesiser may improve the intelligibility, or at least affect the naturalness of 
the synthetic speech. We therefore hope that the qualitative distinctions which we have 
found between consonant classes in terms of glottal parameter values will be implemented 
in speech synthesis: the voice source parameters which we have derived from the glottal 
airflow signal (F 0 , OQ, rk, Ee, AC and DC offset) were chosen so that they can be 
used directly as control parameters for the LF-model in a formant synthesiser. We hope 
that the differences in the glottal airflow parameters which we have found for stressed 
and unstressed syllables, and for unstressed syllables with high versus low F 0 , will also be 
implemented in formant synthesisers. 
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When implementing our findings in a speech synthesis system some caution is in order. 
This is due to the fact that the glottal flow parameters we found for the different linguistic 
conditions are averages over five different speakers. The decision to average across speakers 
was motivated by the wish to find speaker-independent, "universal" as it were, results. For 
synthesis purposes, it is probably more useful to model the glottal airflow characteristics 
of one particular speaker, instead of using an averaged representation across five different 
ones, if we want to produce intelligible and natural-sounding synthetic speech. After all, 
different (compensatory) articulations may have been used by the speakers, which all lead 
to the same percept. In our approach these different articulations are averaged, although 
we cannot be sure that this "average" behaviour is ever found in a single speaker. 
If one would want to replicate the results of our study using a number of repetitions 
of the same utterances by a single speaker, in order to model her or his idiosyncratic be-
haviour in a high-quality speech synthesis system, this is feasible, because the recording, 
signal processing and data reduction techniques we have used are largely automatic. 
When calibrated glottal airflow estimates are required, there is no alternative for using 
an instrument like the Rothenberg flow mask. This recording device does have some 
impact on the type of speech material that can routinely be recorded. However, for the 
type of study where calibrated measures (including DC offset) are needed, the limitations 
imposed by the mask are probably not an important issue. When it comes to deriving 
flow characteristics that should improve the quality of speech synthesis systems inverse 
filtering of carefully recorded acoustic speech signals may replace the processing of oral 
flow. 
We have developed automatic procedures for reducing raw glottal airflow signals to para-
metric representations. In doing so, care was taken to select parameters which can dir-
ectly be implemented in the widely used LF model. However, since the spectral effects 
of parameter changes are relatively clear and straightforward, the results can be used to 
advantage by any glottal excitation model that allows for more or less independent control 
of the levels and slopes in the low and high frequencies. 
In addition to developing automatic procedures for arriving at parameterised airflow sig-
nals, we have also shown that widely available and completely automatic techniques (viz. 
HMM modelling) can be used as a means for data reduction. By using HMMs we were 
able to obtain very compact descriptions of the parameter values for a number of different 
classes of speech sounds, stressed and unstressed syllables at high and low Fo's. 
5.3 Suggestions for future research 
It will be clear from the above that this thesis is a small, but hopefully useful contribution 
to a better understanding of the voice source. There are several ways in which future 
research can improve and complement our present knowledge of voice source behaviour. 
First, additional measurements for the experimental conditions investigated in this thesis 
can complement our measurements. And second, more data on voice source behaviour for 
other experimental conditions than those we investigated will improve our insight into the 
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voice source. Measurements are needed for linguistic as well as non-linguistic conditions. 
We shall go into each of these points below. 
Complementary measurements would allow us to check and improve our physiolo-
gical interpretations of the characteristics of the glottal airflow signals. In particular, the 
presence of a second airflow modulation directly after the closing moment in many of 
our signals (the so-called dip-plus-pulse), needs further investigation. Several sugges-
tions have been put forward by other researchers for the possible physiological cause(s) 
of this phenomenon (see section 5.1.1), but so far the results from other experiments 
have not brought any conclusive evidence. The physiological causes of the dip-plus-pulse 
may become better understood when we compare the glottal airflow with simultaneous 
photoglottographic or stroboscopie and high-speed video recordings, since they can offer 
us more detailed information about the presence or absence of a leak opening between 
the vocal folds and about vertical phasing. References to ongoing work in that direction 
were given in section 2.2.6. A better understanding of these characteristics of the glottal 
airflow will open possibilities for improving existing voice source models or devising new 
ones. 
Complementary measurements for the experimental conditions which we have in-
vestigated in this thesis would also be useful for verifying (or falsifying) our physiological 
interpretations of the observed glottal airflow parameters in the experiments presented in 
chapter 4. Our attempts to find a physiological interpretation of our experimental res-
ults, though not without success, was rather painstaking. The methods used in this thesis 
make it possible to derive knowledge about the average glottal airflow characteristics of 
many utterances from several subects, so that we can obtain a description of the average 
behaviour of speakers. Measurements in the physiological domain for a few subjects, e.g. 
photoglottographic measurements or electromyographic measurements on the laryngeal 
muscles, can usefully supplement our measurements. Hopefully, future experiments will 
allow us to underpin our interpretations of the experimental data, and make more definite 
statements about the relationship between an acoustic and aerodynamic description of 
the glottis on the one hand, and one in terms of the glottis geometry on the other. In 
the end, we hope, experimental work should lead to an understanding of the acoustic 
and aerodynamic properties of the voice source in terms of muscle activity and vocal fold 
tissue properties. 
Although a lot of experimental work has been done which we were able to take into 
consideration when we tried to give a physiological interpretation of our experimental 
results, it has also become clear that more data are needed, especially from experiments 
in which the linguistic conditions are carefully controlled. It has become clear that the 
results from non-linguistic experiments cannot automatically be generalised to linguistic 
behaviour (and vice versa). In particular, we have found that both the two-mass model 
(Ishizaka h Flanagan, 1972) and the body- cover model (Titze, 1992) do not predict the 
lower values of the glottal airflow parameter rk which we observed with higher F0's. The 
reason for this discrepancy between model predictions and observed behaviour is possibly 
that the changes which are modelled for F0 in the two models are not based on linguistic 
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behaviour, as was explained in section 4.2.3.4.3. Generalisation of findings from non-
linguistic experiments to linguistic conditions (and vice versa) is therefore not always 
possible. 
Similarly, generalisation from one linguistic condition to another should also not be made 
too rashly. In section 4.2.3.4.1, we suggested that the assumed positive correlation between 
F0 and transglottal pressure (implemented in both the two-mass and the body-cover 
models) may not occur for unstressed syllables (for which we investigated the effects of 
FQ), but only for stressed ones. 
To (further) develop voice source models which relate the glottal airflow signal to the 
glottal geometry, or to transglottal pressure and muscle activity, it will be necessary to 
make a clear distinction between experiments in which the linguistic functions of the 
voice source are investigated and those in which non-linguistic aspects are the primary 
goal. Since in non-linguistic experiments the vocal folds are more likely to be used under 
more extreme conditions, where the physiology (muscular control and tissue properties) 
may differ noticeably from that under less extreme, linguistic conditions (for example, 
very high Fo's in singing which are not normally used in speech), we think that for 
most linguistic purposes it may suffice to restrict our effort to research in which carefully 
controlled linguistic data are used in voice source models. From that basis, we can then 
go on to model the more variable voice source characteristics in pathological voices and 
in non-linguistic conditions. 
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Samenvatting (Summary in Dutch) 
In dit proefschrift draait alles om stemkwaliteit. En dan wel stemkwaliteit in engere 
zin, d.w.ζ. de klankkleur van het signaal dat direkt door de stembanden gegenereerd 
wordt, dus nog voordat de resonantie-eigenschappen van het spraakkanaal (keelholte, 
mond en neus) de luchtstroom die direkt boven de stembanden aanwezig is hebben kunnen 
veranderen. Dit signaal noemen we ook wel de stembron. Hoewel het stembronsignaal 
onder voldoende gunstige omstandigheden (bij aanwezigheid van een voldoende grote 
luchtstroom tussen de stembanden en een adequate positionering van de stembanden) 
geheel passief ontstaat, kan het door een groot aantal faktoren beïnvloed worden. 
Wij zijn er vooral in geïnteresseerd hoe het stembronsignaal verschilt 1) voor ver-
schillende soorten medeklinkers en 2) voor verschillende intonatiebewegingen. Onze in-
teresse in de verschillende soorten medeklinkers komt voort uit de verwachting dat de 
luchtstroom door de glottis (de ruimte tussen de stembanden) zeer verschillend kan zijn, 
afhankelijk van de artikulatie in het spraakkanaal: als bijvoorbeeld bij obstruenten (plof-
en wrijfklanken) een afsluiting of een kleine vernauwing wordt aangebracht in het spraak-
kanaal, zal de luchtdruk in de mond toenemen en daarmee de drukval over de glottis 
kleiner worden. Omdat deze drukval sterk bepalend is voor de kracht die de stembanden 
in beweging zet of houdt, mag verwacht worden dat de stembron andere karakteristieken 
zal vertonen dan wanneer er geen vernauwing in het spraakkanaal aanwezig is. Ook bij 
verschillende intonatiebcwegingen kunnen we verwachten dat het stembronsignaal vari-
eert, doordat de spierspanningen in het stemapparaat aangepast moeten worden om de 
intonatiebewegingen te produceren. 
Er zijn veel manieren om iets over de stembron te weten te komen: wij hebben ervoor 
gekozen ons te baseren op het luchtstroomsignaal bij de stembanden, omdat dit signaal 
de excitatie van het spraakkanaal veroorzaakt. Daarmee is het indirekt verantwoordelijk 
voor de door ons waargenomen klankkleur. Maar er zijn natuurlijk vele andere manieren 
om meer over de stem te weten te komen. Het is bijvoorbeeld mogelijk door middel van 
fotoglottografie iets te weten te komen over de grootte van de opening tussen de stemban-
den, of met elektroglottografische metingen het kontaktoppervlak tussen de stembanden 
te meten; ook kunnen we spieraktiviteit in het stemapparaat meten of video-opnamen 
van de stembanden maken. Al deze metingen zijn noodzakelijk om uiteindelijk tot een 
kompleet beeld van het stembrongedrag te komen. Een probleem bij de interpretatie van 
onze metingen is, dat we weinig of niets weten van de stembron in andere domeinen, 
waarvoor metingen door middel van de juist genoemde methoden van groot belang zijn. 
We zouden echter ons doel ruimschoots voorbij schieten als we een poging zouden wagen 
veel van deze metingen tegelijkertijd uit te voeren: voor veel metingen moeten er kabels 
of naaldelektroden in de proefpersoon aangebracht worden (invasieve metingen), die de 
natuurlijke artikulatie en daarmee het nut van onze metingen zouden inperken. Dat zou 
ook het geval zijn als we het druksignaal direkt bij de stembanden zouden meten, zodat 
we ervoor hebben gekozen de luchtstroom aan de neus en lippen te meten en daaruit een 
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schatting te maken van de luchtstroom aan de stembanden. 
In hoofdstuk 2 beschrijven we allereerst onze opnamen. Om spraakmateriaal te krij­
gen waarin alle voor ons interessante variaties voorkomen, hebben we 5 mannelijke spre­
kers gevraagd dragerzinnen uit te spreken met daarin stimuli van de vorm /ρερε(7ερε/. In 
deze stimulus(non)woorden werd С vervangen door alle Nederlandse medeklinkers. Door 
het stimuluswoord, dat op de tweede of derde lettergreep geaccentueerd werd, voor of 
achter in de dragerzin te plaatsen, kon het met verschillende intonatiebewegingen gepro­
duceerd worden. Daarbij werd de dragerzin altijd met een zg. "platte hoed" geproduceerd, 
zodat de beklemtoonde lettergreep óf met een stijgende (voorin de zin) óf met een dalende 
Fo-beweging (achterin de zin) werd gerealiseerd. Op deze manier was het mogelijk de ef-
fekten van verschillende medeklinkers en intonatiebewegingen op het stembronsignaal te 
meten. 
Het stembron- of glottissignaal hebben we niet direkt gemeten, zoals hierboven al 
werd aangegeven, maar hebben we geschat uit het luchtstroomsignaal aan de neus en 
lippen, dat we met behulp van een zg. "Rothenberg masker" meten. De schatting van 
het stembronsignaal maken we door middel van invers filteren {I-F.). Dit betekent dat 
we op basis van het gemeten luchtstroomsignaal (aan de neus en lippen) de resonantie-
eigenschappen van het spraakkanaal schatten en deze schatting gebruiken om het oor-
spronkelijke signaal aan de stembanden te berekenen. Het model dat aan deze methode 
ten grondslag ligt en de LPC- methode die we gebruiken om de resonantie-eigenschappen 
van het spraakkanaal te schatten, leggen een aantal beperkingen op aan de interpretatie 
van het berekende glottissignaal. Op deze beperkingen gaan we in het tweede hoofdstuk 
in, alsook op een eigenschap van het signaal, waarvoor we op dit moment nog geen slui-
tende verklaring hebben: de luchtstroommodulatie direkt na het zg. sluitingsmoment van 
de glottis. 
Verder worden in hoofdstuk 2 de parameters beschreven die we uit het stembronsig-
naal afleiden. Op basis van karakteristieke momenten in het stembronsignaal (E. "land-
marks") worden de volgende parameters berekend: F0 (de trillingsfrekwentie van de stem-
banden), OQ (het open quotiënt, d.w.z. de relatieve duur dat de stembanden geopend zijn 
t.o.v. de periodeduur van de stembandtrilling) , rk (de scheefheid, E. "skewing", van de 
glottispulsen), Ee (de excitatie—sterkte), AC (het verschil tussen maximale en minimale 
luchtstroom in een glottispuls) en DC offset (de ongemoduleerde of lekstroom die ook 
in het interval waarin de stembanden maximaal gesloten zijn nog door de glottis gaat). 
Van al deze parameters is bekend, dat ze de klankkleur van het stembronsignaal sterk 
beïnvloeden, zodat ze samen de belangrijkste eigenschappen van de stembron vastleggen. 
Elk stimuluswoord wordt gekarakteriseerd door het verloop van deze set van parameters 
gedurende dat (non) woord. De zo verkregen parametersporen worden in de volgende 
hoofdstukken gebruikt als karakterisering van de stembron. Dankzij de vrijwel volle-
dig automatische signaalverwerking is het mogelijk grote hoeveelheden data te verwerken 
waaruit het gedrag van de stembron afgeleid kan worden. 
Doordat we in staat waren grote hoeveelheden data te verwerken zijn we nu ook 
gedwongen een automatische methode te gebruiken om ze verder te analyseren. In hoofd-
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stuk 3 wordt daartoe een methode voorgesteld: Hidden Markov Modelling (HMM). Deze 
methode wordt toegepast op een manier die vergelijkbaar is met de toepassing in auto-
matische spraakherkenning, zij het met een ander doel. Bij alle gangbare HMM spraak-
herkenners worden de spektrale kenmerken van spraaksignalen beschreven met een rij 
vektoren. Tijdens de trainingsfase worden modellen opgebouwd van de basiseenheden 
(woorden of kleinere eenheden, bijvoorbeeld fonen). Training is gebaseerd op een groot 
aantal herhalingen van alle woorden of klanken. Tijdens de herkenningsfase wordt voor 
alle modellen berekend wat de waarschijnlijkheid (E. "likelihood") is dat dit model de 
geobserveerde data zou genereren. Het model met de grootste waarschijnlijkheid wordt 
beschouwd als het gesproken woord, resp. de klank. 
In ons geval zijn de inputdata voor HMM van een andere aard: we gebruiken om een 
HMM te trainen de genormaliseerde glottale parametersporen; daarbij wordt voor elke 
experimentele konditie (zie onder) één HMM berekend. Ook is het doel een ander dan 
bij automatische spraakherkenning: we willen niet weten wat de waarschijnlijkheid is dat 
een onbekend stimuluswoord korrekt gekategoriseerd (herkend) wordt, maar we willen 
weten of de HMMs die we voor de verschillende experimentele kondities berekend hebben 
onderling verschillen. Daarvoor laten we dezelfde data als we voor de training van het 
HMM gebruikt hebben nog een keer kategoriseren (identifikatie of decodering). Indien de 
parametersporen voor de stimuluswoorden vaak genoeg korrekt geïdentificeerd worden, 
d.w.z. gekategoriseerd worden als behorend bij het HMM dat berekend is voor experi-
mentele konditie waartoe het stimuluswoord behoort, dan kunnen we ervan uitgaan dat 
de HMMs voor de experimentele kondities van elkaar verschillen. Alleen in dat geval is 
het zinvol een poging te wagen een fysiologische of linguïstische verklaring te vinden voor 
de verschillen tussen de modellen. We hebben aangetoond, dat HMM inderdaad in staat 
is dergelijke verschillen aan het licht te brengen. 
We hebben nu weliswaar in abstrakte termen verklaard hoe we kunnen vaststellen of 
een HMM ons zinvolle (fysiologisch of linguïstisch interpreteerbare) informatie oplevert, 
maar nog niet hoe een HMM er uitziet en hoe we verschillen tussen HMMs in de praktijk 
kunnen interpreteren. Een HMM bestaat uit een aaneenschakeling van diskrete toestan-
den (E. "states"). We hebben gekozen voor een HMM dat uit 16 van deze toestanden 
bestaat. Uit de afbeeldingen die wij voor HMMs gebruikt hebben is de gemiddelde duur 
van elk van de 16 toestanden en de variantie daarin direkt af te lezen. Dat geldt ook 
voor de gemiddelde waarde en de variantie in elke glottale parameter (zie figuur 3.1). 
Omdat we na decodering door "traceback" kunnen vaststellen welke toestanden in het 
HMM de voor ons relevante delen van het signaal modelleren (bv. de medeklinkers die 
we willen vergelijken, of in het intonatie-experiment juist de klinkers), weten we waar we 
de fysiologisch of linguïstisch relevante verschillen tussen de HMMs moeten zoeken. Om 
de verschillen tussen HMMs te interpreteren, vergelijken we de relatieve parameterwaar-
den in de toestanden en proberen deze verschillen uit de artikulatie van de klanken te 
verklaren. 
In hoofstuk 4 worden twee experimenten beschreven, waarin de in het voorafgaande 
hoofdstuk geteste methode wordt toegepast. In het eerste experiment onderzoeken we de 
verschillen tussen vier klassen van medeklinkers; in het tweede vergelijken we de stem-
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kwaliteit voor vier intonatieklassen. 
In het eerste experiment vergelijken we 1) sonorante medeklinkers, 2) volledig stem-
hebbende obstruenten, 3) fonologisch stemhebbende obstruenten waarbij de stembanden 
ophouden te trillen en 4) stemloze klanken. We konden vaststellen, dat het verloop in de 
vorm van het stembronsignaal voor deze vier experimentele kondities sterk verschillend 
is. Onze resultaten komen grotendeels overeen met die uit vergelijkbare of aanvullende 
experimenten die in de literatuur beschreven zijn. Het bleek mogelijk een fysiologische 
verklaring te vinden voor het stembrongedrag in de vier medeklinkerklassen. De ver-
schillen ondersteunen tevens het belang van de stembron voor het fonologische begrip 
sonoriteit: de uitwerking van de gioitale parameters voor de vier medeklinkerklassen op 
hun spektrale eigenschappen blijkt in overeenstemming met de operationalisering van het 
begrip sonoriteit die in dit proefschrift werd gekozen. 
In het tweede experiment vergelijken we de stemkwaliteit in vier intonatie-klassen. 
Deze verschillen in de richting van de toonhoogtebeweging (stijgend of dalend) en de let-
tergreep in het stimuluswoord waarop deze beweging plaatsvindt (de tweede of de derde). 
De resultaten worden afzonderlijk besproken voor klemtoon (wat in dit proefschrift het-
zelfde is als accent) en toonhoogte. 
Daarbij bleek klemtoon de amplitude-parameters Ee, AC en DC offset het sterkst te 
beïnvloeden; ook konden er verschillen in OQ and r^ worden vastgesteld. Het effekt van 
de parameterwaarden op het spektrum is een toename van de energie in de hogere fre-
kwenties voor beklemtoonde klinkers in vergelijking met de onbeklemtoonde. Het gedrag 
in beklemtoonde klinkers bleek kwalitatief vergelijkbaar met de effekten van een "gekne-
pen" stem (E. "pressed voice"), waarvoor de spieraktiviteit in het algemeen relatief groot 
is. 
Onze resultaten voor wat betreft de effekten van toonhoogte waren vergelijkbaar met die 
van Pierrehumbert (1989). In beide experimenten bleek toonhoogte de sternbronpara-
meters te beïnvloeden. We hebben gepoogd de geobserveerde parameterveranderingen 
te verklaren uit de toename van de stijfheid van de stembanden. Een vergelijking van 
onze resultaten met modelstudies van Ishizaka L· Flanagan (1972) en Titze (1992) bracht 
enkele tegenstrijdigheden tussen de voorspellingen van de stembronmodellen en de geob-
serveerde parameters aan het licht. De oorzaak hiervan ligt mogelijk in de data waarop de 
stembronmodellen gebaseerd zijn: ze modelleren namelijk niet-linguïstische toonhoogte-
bewegingen, terwijl wij (en Pierrehumbert, 1989) juist linguïstische effekten onderzoeken. 
We hebben, met ondersteuning uit de literatuur, een fysiologisch gefundeerd voorstel ge-
daan om onze data beter te modelleren. Hierbij moet opgemerkt worden dat mogelijk 
niet alleen het verschil in de taak, maar ook in het frekwentiebereik (in ons experiment 
werden geen extreem grote toonhoogtebewegingen gebruikt zoals die aan het eind van 
vraagzinnen voor kunnen komen) een rol kan spelen. 
In het laatste hoofdstuk van dit proefschrift worden de resultaten van het on-
derzoek nogmaals kort samengevat, en wordt gewezen op de beperkingen die voor die 
resultaten gelden. Ook de toepasbaarheid van de resultaten en met name de in het 
onderzoek gebruikte methoden wordt besproken. Verder worden er suggesties gedaan 
voor toekomstig onderzoek: aanvullende metingen in het fysiologische domein kunnen 
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mogelijk een verklaring geven voor de gevonden luchtstroommodulatie direkt na het 
sluitingsmoment van de glottis; ook zijn extra metingen nodig om de fysiologische 
interpretatie van onze resultaten te ondersteunen (of te kunnen verwerpen). Daarbij 
wordt nogmaals benadrukt dat bij het ontwerpen van de experimenten een duidelijk 
onderscheid gemaakt moet worden tussen linguïstische en niet-linguïstische experimenten. 
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Zusammenfassung (Summary in German) 
In dieser Doktorarbeit dreht sich alles um Stimmqualität. Und zwar um Stimmqualität 
im engeren Sinne, d.h. die Klangfarbe des Signals, das direkt durch die Stimmlippen er-
zeugt wird, also noch bevor die Resonanzeigenschaften des Vokaltraktes (Hals, Mund und 
Nase) den Luftstrom, der direkt oberhalb der Stimmlippen vorhanden ist, haben ändern 
können. Dieses Signal wird auch die Anregung genannt. Obwohl das Anregungssignal, 
wenn die Umstände genügend günstig sind (wenn der Luftstrom zwischen den Stimmlip-
pen ausreichend ist und die Stimmlippen adéquat positioniert worden sind), völlig passiv 
ensteht, kann es durch eine große Anzahl von Faktoren beeinflußt werden. 
Vor allem sind wir daran interessiert, ob das Anregungssignal unterschiedlich ist 
1) bei unterschiedlichen Konsonantengruppen und 2) bei unterschiedlichen Intonations-
bewegungen. Unser Interesse an den unterschiedlichen Konsonantengruppen liegt in der 
Erwartung begründet, daß der Luftstrom durch die Stimmritze (den Raum zwischen den 
Stimmlippen) sehr unterschiedlich sein kann, in Abhängigkeit von der Artikulation im 
Vokaltrakt: wenn zum Beispiel bei Obstruenten (Verschluß- oder Reibelauten) ein Ver-
schluss oder eine kleine Verengung im Vokaltrakt gemacht wird, wird der Luftdruck im 
Mund zunehmen und dadurch der Druckunterschied über der Stimmritze (Glottis) nied-
riger werden. Weil der Druckunterschied die Kraft, die die Stimmlippen in Bewegung 
setzt oder hält, bestimmt, kann man erwarten, daß die Anregung andere Eigenschaften 
aufzeigen wird als wenn keine Verengung im Vokaltrakt vorhanden ist. Auch bei unter-
schiedlichen Intonationsbewegungen kann man Änderungen im Anregungssignal erwarten, 
weil die Muskelspannungen im Stimmapparat für die Produktion der Intonationsbewegung 
angepaßt werden müssen. 
Die Stimmgebung kann auf unterschiedliche Art und Weise untersucht werden: Wir 
wollen uns dabei auf das Luftstromsignal an den Stimmlippen konzentrieren, weil dieses 
Signal die Anregung des Vokaltrakts verursacht und somit indirekt für die von uns wahr-
genommene Klangfarbe verantwortlich ist. Aber selbstverständlich gibt es auch andere 
Arten und Weisen mehr über die Stimme zu erfahren. Photoglottographie zum Bei-
spiel, kann uns etwas lernen über die Größe der Öffnung zwischen den Stimmlippen, oder 
elektroglottographische Messungen können uns zeigen, wie groß die Kontaktoberfläche 
zwischen den Stimmlippen ist; auch ist es möglich die Muskelaktivität im Stimmapparat 
zu messen oder Videoaufnahmen der Stimmbänder zu machen. All diese Messungen sind 
notwendig um letztendlich ein komplettes Bild vom Stimmverhalten aufzubauen. Ein Pro-
blem bei der Interprätation unserer Messungen besteht darin, daß wir wenig oder nichts 
über die Anregung in anderen Meßbereichen wissen, wofür Messungen mittels der gerade 
erwähnten Methoden von großem Interesse sind. Es würde aber den Ramen dieser Arbeit 
bei weitem sprengen, wenn wir versuchen würden, viele dieser Meßverfahren gleichzei-
tig anzuwenden: für viele dieser Messungen müssen Kabel oder Nadelelektroden in die 
Versuchsperson gebracht werden (invasive Messungen), die eine natürliche Artikulation 
und damit die Nützlichkeit der Messungen einschränken würden. Das wäre auch der Fall, 
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wenn wir das Drucksignal direkt an den Stimmlippen messen würden, so daß wir dafür 
gewählt haben, den Luftstrom aus der Nase und aus dem Mund zu messen und daraus 
eine Schätzung vom Lufststrom an den Stimmlippen zu machen. 
In Kapittel 2 beschreiben wir zuerst unsere Aufnahmen. Um Sprachmaterial mit 
allen für uns interessanten Variationen zu sammeln, haben wir 5 männliche Sprecher 
gebeten, Trägersätze mit Stimuli der Form /ρερε(7ερε/ auszusprechen. In diesen Stimu-
lus(nonsens)wörtern wird С durch alle niederländischen Konsonanten ersetzt. Durch die 
Positionierung des Stimuluswortes, das auf der zweiten oder dritten Silbe betont wurde, 
am Anfang oder am Ende des Satzes, konnte es mit unterschiedlichen Intonationsbewe-
gungen produziert werden. Dabei wurde der Trägersatz immer mit einem sg. "flachen 
Hut" produziert, so daß die betonte Silbe entweder mit einer steigenden (am Anfang des 
Satzes) oder einer fallenden F0-Bewegung (am Ende des Satzes) realisiert wurde. So wurde 
es möglich, die Auswirkungen unterschiedlicher Konsonanten und Intonationsbewegungen 
auf das Anregungssignal zu messen. 
Das Anregungs- oder Glottissignal wurde wie schon oben erwähnt nicht direkt ge-
messen, sondern es wurde aus dem Luftstromsignal aus der Nase und Mund, welches mit 
einer sg. "Rothenbergmaske" gemessen wird, geschätzt. Die Schätzung des Anregungssi-
gnals wurde durch inverse Filterung {I.F.) gemacht, was bedeutet, daß wir auf der Basis 
des gemessenen Luftstromsignals (aus der Nase und dem Mund) die Resonanzeigenschaf-
ten des Vokaltrakts schätzen und diese Schätzung verwenden, um das ursprüngliche Si-
gnal an den Stimmlippen zu berechnen. Das Modell, das dieser Methode unterliegt, und 
die LPC Methode, die wir für die Schätzung der Resonanzeigenschaften des Vokaltrakts 
verwenden, bedingen einige Einschränkungen der Interprätation des berechneten Glottis-
signals. Auf diese Einschränkungen als auch auf eine Signaleigenschaft, für die wir im 
Moment noch keine eindeutige Erklärung haben, gehen wir im zweiten Kapittel näher 
ein: die Luftstrommodulation direkt nach dem sg. Schließungsmoment der Stimmritze. 
Weiter werden in Kapittel 2 die Parameter, die wir aus dem Anregungssignal ab-
leiten, beschrieben. Auf der Basis einiger charakteristischer Momenten im Anregungs-
signal (E. "landmarks") werden folgende Parameter berechnet: F0 (die Frequenz der 
Stimmlippenschwingungen), OQ (der Ofmungsquotient, d.h. die relative Dauer der 
Stimmlippenöffnung im Vergleich zur Periodendauer der Stimmlippenbewegung), rk (die 
Schrägheit, E. "skewing" der glottalen Impulsen), Ee (die Anregungsstärke), AC (der Un-
terschied zwischen dem maximalen und dem minimalen Luftstrom während eines glottalen 
Impulses) und DC offset (der unmodulierte Luftstrom, der auch während des Intervals, 
wo die Stimmlippen maximal geschlossen sind, noch durch die Stimmritze fließt). Von 
all diesen Parametern ist bekannt, daß sie die Klangfarbe des Anregungssignals stark 
beeinflussen, so daß sie alle zusammen die wichtigsten Eigenschaften der Anregung fest-
legen. Jedes Stimuluswort wird durch den Verlauf dieses Parametersets während des 
(Nonsens)wortes charakterisiert. Diese Parameterspuren werden in den nachfolgenden 
Kapitteln verwendet als eine Charakterisierung der Anregung. Dank der fast völlig auto-
matischen Signalverarbeitung ist es möglich große Datenmengen zu verarbeiten aus den 
das Verhalten der Anregung abgeleitet werden kann. 
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Weil wir imstande waren große Datenmengen zu verarbeiten, sind wir jetzt auch 
dazu gezwungen eine automatische Methode für die weitere Analyse zu verwenden. In 
Kapittel 3 wird dafür eine Methode vorgestellt: Hidden Markov Modellierung (HMM). 
Diese Methode wird angewandt auf eine Weise, die vergeleichbar ist mit ihrer Anwendung 
in der automatischen Spracherkennung, sei es mit einem anderen Ziel. Bei allen gängigen 
HMM Spracherkennern werden die spektrallen Eigenschaften der Sprachsignale durch eine 
Reihe von Vektoren beschrieben. Während der Trainingphase werden Modelle der Basis-
einheiten (Wörter oder kleineren Einheiten, z.B. Phone) aufgebaut. Das Training beruht 
auf einer großen Anzahl von Wiederholungen von allen Wörtern oder Lauten. Während 
der Erkennungsphase wird für alle Modelle berechnet, wie groß die Wahrscheinlichkeit 
(E. "likelihood") ist, daß das Modell die Daten generiert. Das Modell mit der größten 
Wahrscheinlichkeit wird als das gesprochene Wort, bzw. als der gesprochene Laut be-
trachtet. 
In unserem Fall handelt es sich um andere Inputdaten: wir verwenden für das Training 
eines HMMs die normalisierten glottalen Parameterspuren; dabei wird für jede experi-
mentelle Bedingung ein HMM berechnet. Auch das Ziel unterscheidet sich vom Ziel der 
automatischen Spracherkennung: wir wollen nicht herausfinden mit welcher Wahrschein-
lichkeit ein unbekanntes Stimuluswort richtig kategorisiert (erkannt) wird, sondern ob die 
HMMen, die für die unterschiedlichen experimentellen Bedingungen berechnet wurden, 
sich unterscheiden. Dazu bieten wir dieselben Daten, die für das Training des HMMs 
verwendet wurden, nochmals zur Kategorisierung an (Identifikation oder Dekodierung). 
Wenn die Parameterspuren genügend oft richtig identifiziert werden (d.h. daß sie bei 
dem HMM, das berechnet wurde für die experimentelle Bedingung zu welcher das Sti-
muluswort gehört, kategorisiert werden) können wir davon ausgehen, daß die HMMen für 
die experimentellen Bedingungen sich von einander unterscheiden. Nur in dem Fall ist es 
sinnvoll zu versuchen eine physiologische oder linguistische Erklärung für die Unterschiede 
zwischen den Modellen zu finden. Es wurde gezeigt, daß HMM tatsächlich imstande ist, 
solche Unterschiede hervorzuheben. 
Wir haben bis jetzt zwar in abstrakten Worten erklärt wie wir feststellen können, 
ob ein HMM für uns sinnvolle (physiologisch oder linguistisch interprätierbare) Infor-
mationen liefert, aber noch nicht, wie ein HMM aussieht und wie wir die Unterschiede 
zwischen HMMen in der Praxis interprätieren können. Ein HMM besteht aus einer Kette 
von diskreten Zuständen (E. "states"). Wir haben für ein HMM gewählt, das aus 16 
dieser Zustände besteht. Aus den Abbildungen, die wir für HMMen verwenden, ist die 
durchschnittliche Dauer jedes der 16 Zustände und die Varianz in diesen Dauern direkt 
ablesbar. Dasselbe gilt für den Mittelwert und die Varianz jedes glottalen Parameters 
(siehe Abbildung 3.1). Weil wir nach Dekodierung durch "traceback" feststellen können, 
welche Zustände die für uns relevanten Signalteile modellieren (z.B. die Konsonanten, 
die wir vergleichen wollen, oder im Intonationsexperiment gerade die Vokale), wissen wir 
wo wir die physiologisch oder linguistisch relevanten Unterschiede zwischen den HMMen 
suchen sollen. Für die Interprätation der Unterschiede zwischen den HMMen vergleichen 
wir die relativen Parameterwerte in den Zuständen und versuchen wir diese Unterschiede 
aus der Artikulation der Laute zu erklären. 
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In Kapittel 4 werden zwei Experimente beschrieben, in denen die im vorhergehen-
den Kapittel getestete Methode angewandt wurde. Im ersten Experiment werden die 
Unterschiede zwischen vier Konsonantklassen erforscht; im zweiten vergleichen wir die 
Stimmqualität für vier Intonationsklassen. 
Im ersten Experiment vergleichen wir 1) sonorante Konsonanten, 2) völlig stimm-
hafte Obstruenten, 3) phonologisch stimmhafte Obstruenten, bei den die Stimmlippen 
aufhören zu schwingen und 4) stimmlose Laute. Wir konnten feststellen, daß der Ver-
lauf in der Form des Anregungssignals für diese vier experimentellen Bedingungen sich 
stark unterscheidet. Unsere Ergebnisse stimmen größtenteils überein mit den aus ver-
gleichbaren oder ergänzenden Experimenten, die in der Literatur beschrieben sind. Wir 
waren imstande, eine physiologische Erklärung zu finden für das Verhalten der Anre-
gung in den vier Konsonantenklassen. Die Unterschiede unterstützen auch die Rolle der 
Anregung für den phonologischen Begriff der Sonorität: die Auswirkung der glottalen Pa-
rameter für die vier Konsonantenklassen auf ihre spektrallen Eigenschaften zeigte sich in 
Übereinstimmung mit der Operationalisierung des Begriffs Sonorität, die in dieser Dok-
torarbeit gewählt wurde. 
Im zweiten Experiment vergleichen wir die Stimmqualität in vier Intonationsklas-
sen. Diese Klassen unterscheiden sich in der Richting der Tonhöhebewegung (steigend 
oder fallend) und in der Silbe, auf der die Tonhöhebewegung stattfindet (zweite oder 
dritte Silbe). Die Ergebnisse werden getrennt besprochen für Betonung (was in dieser 
Doktorarbeit dasselbe ist wie Akzent) und Tonhöhe. 
Dabei hat sich herausgestellt, daß Betonung die Amplitudeparameter Ee, AC und 
DC offset am stärksten beeinflußt; auch wurden für OQ und г^ Unterschiede gefun­
den. Der Effekt der Parameterwerte auf das Spektrum ist eine Zunahme der Energie in 
den höheren Frequenzen für betonte im Vergleich zu unbetonten Vokalen. Das Verhalten 
betonter Vokale ist qualitativ vergleichbar mit den Effekten einer "gepreßten" Stimme (E. 
"pressed voice"), welche typischerweise eine große Muskelaktivität aufzeigt. 
Unsere Ergebnisse in Beziehung zur Tonhöhe sind mit denen von Pierrehumbert (1989) 
vergleichbar. In beiden Experimenten konnten wir eine Beeinflussung der Anregungs-
parameter durch Tonhöhe feststellen. Wir haben versucht die observierten Parame-
teränderungen aus einer Zunahme der Steifheit der Stimmlippen zu erklären. Ein 
Vergleich unserer Ergebnisse mit Modellstudien von Ishizaka S¿ Flanagan (1972) und 
Titze (1992) brachte einige Streitigkeiten zwischen den Vorhersagen der Anregungsmo-
delle und den observierten Parametern ans Licht. Der mögliche Grund liegt in den Da-
ten, auf die die Anregungsmodelle basieren: sie modellieren nämlich nicht -linguistische 
Tonhöhebewegungen, während wir (und Pierrehumbert, 1989) gerade linguistische Ef-
fekte untersuchen. Wir haben, dabei unterstützt von der Literatur, einen physiologisch 
fundierten Vorschlag gemacht, um unsere Daten besser modellieren zu können. Da-
bei soll erwähnt werden, daß möglicherweise nicht nur der Unterschied in der Aufgabe, 
sondern auch im Frequenzbereich (in unserem Experiment wurden keine extrem großen 
Tonhöhebewegungen verwendet, wie die am Ende einer Frage vorkommen können) eine 
Rolle spielen kann. 
Im letzten Kapittel dieser Doktorarbeit werden die Ergebnisse unserer Forschung 
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noch mal kurz zusammengefaßt, und wird auf die Einschränkungen hingewiesen, die für 
diese Ergebnisse gelten. Auch die Anwendbarkeit der Ergebnisse und vor allem der in 
dieser Forschung verwendeten Methoden wird besprochen. Weiter werden Vorschläge für 
zukünftige Forschung gemacht: ergänzende Messungen im physiologischen Meßbereich 
können möglicherweise zu einer Erklärung der observierten Luftstrommodulation direkt 
nach dem Schließungsmoment der Glottis führen; auch sind zusätzliche Messungen 
notwendig zur Unterstützung (oder Verwerfung) unserer physiologischen Interpretation 
der Ergebnisse. Dabei soll nochmal betont werden, daß bei der Entwurf der Expe-
rimente ein deutlicher Unterschied gemacht werden soll zwischen linguistischen und 
nicht-linguistischen Experimenten. 
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Stellingen 
behorend bij het proefschrift 
D e c o d i n g Linguist ic Informat ion in t h e G l o t t a l Airflow 
van 
Jacques Koreman 
1. In veel proefschriften kan in het voorwoord vermeld worden dat voor hij evengoed zij 
geschreven had kunnen worden. Voor fonetische proefschriften is dit helaas vaak niet het 
geval, daar de toegepaste technieken voor vrouwenstemmen veelal minder geschikt zijn 
dan voor mannenstemmen (dit proefschrift, hoofdstuk 2). 
2. De onvolkomenheden van modellen die de basis vormen voor invers filteren en pulspara-
metrisering laten vooral zien dat we veel nog niet begrijpen van de stem (dit proefschrift, 
i.h.b. hoofdstuk 2). 
3. Hidden Markov Modelling is (one of) the answer(s) to the question How to find Method 
in the Madness of one's data, (this thesis, chapter 3). 
4. Hidden Markov Modelling kan niet alleen gebruikt worden om signalen te categoriseren, 
maar indien ze gevisualiseerd worden ook om onderscheiden tussen kategorieën fonetisch 
te interpreteren (dit proefschrift, hoofdstuk 3). 
5. De beschrijving van meetresultaten moet altijd worden aangevuld door een poging deze 
resultaten te interpreteren. Wanneer men speculeert over mogelijke interpretaties van de 
data moet men daarvoor ondersteuning van andere meetresultaten zoeken (dit proefschrift, 
hoofdstuk 4). 
6. Stembronmodellen beschrijven vaak gemiddeld gedrag. Modellen kunnen misleidend zijn 
wanneer dit gemiddeld gedrag uit systematisch verschillende soorten experimenten is 
afgeleid (dit proefschrift, hoofdstuk 4). 
7. Vooroordelen behoeven slechts door een enkele gebeurtenis bevestigd te worden om te 
overleven, hetgeen aantoont dat statistiek geen natuurlijke gave van het menselijk brein 
is. 
8. In tegenstelling tot bij het trainen van HMMs leidt iteratieve adaptatie bij het schrijven 
van een proefschrift niet tot een globaal optimum, maar slechts tot een van vele lokale 
optima. 
9. Elke academicus dient zich niet alleen af te vragen wat hij/zij voor de wetenschap kan 
doen, maar eveneens wat de wetenschap voor hem/haar kan doen. 
10. Het feit dat succesrijke onderzoekers voornamelijk als organisators bezig zullen zijn nadat 
hun een professorschap wordt aangeboden, gaat volledig voorbij aan het inzicht dat de 
talenten die voor deze beide taken vereist zijn vaak niet met elkaar gekorreleerd zijn. 



