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FOREWORD 
A Symposium on Future Trends in Computerized Structural Analysis and 
Synthesis was held at Washington, D-C., on October 30 - November 1, 1978. NASA 
Langley Research Center and The George Washington University sponsored the 
symposium in cooperation with the National Science Foundation and the American 
Society of Civil Engineers. The purpose of the symposium was to provide a forum 
for structural technologists, computer hardware experts, and computer software 
experts to examine recent developments and dkcuss trends in this very rapidly 
advancing technology area. 
The symposium was organized into 19 sessions with a total of 77 papers. 
Most of these papers are contained in the proceedings: 
Noor, Ahmed K.; and McComb, Harvey G., Jr. (eds.): Trends in Computerized 
Structural Analysis and Synthesis. Pergamon Press, Ltd., 1978. 
Topics discussed in the symposium included 
(1) Trends in engineering software development 
(2) Supercomputers, minicomputers, and microprocessors 
(3) Computer graphics 
(4) Computer-aided instruction 
(5) Symbolic computing 
(6) Numerical analysis 
(7) Nonlinear analysis 
(8) Structural modeling and material characterization 
(9) Structural synthesis 
(10) Structural analysis and design systems 
(11) Advanced structural applications 
This NASA conference publication primarily contains papers presented in 
three research-in-progress sessions of the symposium. However, the first four 
papers in this publication were presented at sessions entitled "Structural 
Analysis and Design Systems, " "Potential of Supercomputers and Microprocessors," 
and "The Current Status of Microcomputer Arrays." 
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Any opinions, findings, conclusions, or recommendations expressed in the 
papers in this publication are those of the authors and do not necessarily 
reflect the views of NASA. Use of trade names or manufacturers' names does not 
constitute an official endorsement of such products or manufacturers, either 
expressed or implied, by NASA. 
Harvey G. McComb, Jr. 
Compiler 
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The ATLAS System provides an extensive set of integrated technical 
ccmputer-program modules for the analysis and design of general structural 
cafiguraticns, as well as capabilities that are particularly suited for the 
aeroelastic design of flight vehicles. ATLAS is intended for use in a 
prodmticn envircnment in the aerospace industry, and therefore it provides 
many user-oriented features and much flexibility of use to meet a wide variety 
of applications. The system is based m the stiffness formulation of the 
finite element structural analysis method and can be executed in batch and 
interactive computing envirannents on the Control Data Corporation (CDC) 
66OO/CYBRR computers. Probledefinitia input data are written in an 
engineering-oriented language using a free field format. Input-data default 
values, generation options, and data guality checks provided by the 
preprocessors minimize the amount of data and flowtime for problem 
definiticn/verificaticn. Postprocessors allaw selected input and calculated 
data to be extract&i, manipulated, and displayed via on-line and off-line 
prints or plots for monitoring and verifying problem solutions. The sequence 
and mode of executicxl of selected program modules are controlled by a cannon 
user-oriented language. The modules can be used to perform a variety of 
single and multidisciplined structural analysis and design tasks in both large 
and small problem environments. The system is organized to facilitate 
maintenance and new developments. A data base and data manager are used for 
automatic comnunication of data between program modules and for executi<xl of 
selected modules with interfaced external programs. Utility user interfaces 
are provided for interactive execution control, data-file editing, and 
graphical display of selected data. 
Develmtof ATLASwasinitiatedby TheBoeingC -cialAirplane 
Canpany in 1969, and was used initially in 1971 for performing preliminary 
design studies of the National Supersonic *ansport. Continued develo-t 
efforts have resulted in the release and application of a n-r of extended 
versions of the ATLAS System. Parts of the efforts were conductedunder the 
NASA Langley contract NASl-12911 during the period of 1974-1978 and the Army 
contract DAAG46-75-C-0072 during 1975. 
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Use of ATLAS in a number of specific airplane design situations is 
described in references l-5 in terms of the problem canplexity, the results 
obtained, cost, and the benefits provided through using ATLAS. These 
applications involved stress, loads, flutter, weights, and aerodynamic 
technical disciplines. The automated strength resizing of an arrow-wing 
supersonic cruise aircraft (ref. 2) with approximately 20 000 design variables 
demonstrated the practicality of using ATLAS during the preliminary design 
process. The use of ATLAS ix) perform a stress analysis of a large sports 
stadium (3400 nodes, 9600 elements, 20 000 freedoms, 70 million words of 
storage) and a detailed three-dimensional stress analysis of a gas turbine 
engine'blade (3200 nodes, 350 solid elements, 9500 freedarrrs, 15 millicxl words 
of storage) is described in references 5 and 6, respectively, in terms of 
problem definition, soluticn approach, data management, and cost. A practical 
substructured stress analysis of a 747 airplane model (8628 nodes, 13 751 
elements, I3 substructures, 218 load cases) was recently performad, with the 
results correlating well with previous analyses, to demonstrate further the 
large-problem-solving capabilities of ATLAS. Methods to automate the 
strength/stiffness (flutter) aeroelastic design process for metallic and 
ccinposite structural ccarq?anents (refs. 3 and 4) have been i@ementedinATLAS 
during its continued development and application. The system has provided 
capabilities for thorough and cost-effective evaluation of new airplane 
designs and advanced structures. 
This paper presents an overview of the technical capabilities and the 
functional organizaticn of versim 4 of ATLAS which has been in production use 
cn Boeing projects since March 1977, and has been installed at the NASA 
Langley Research Center. Particular emphasis is given to the design of the 
user interfaces, and the current and future system developments are 
previewed. Further detailed documentation of the system is given in reference 
7 which describes the input data and program execution, the program design and 
data management, the engineering methods, and a number of demonstration 
problems. 
ATLAS TxxNICALCAPARILITIEs 
The many technical analytical capabilities of ATLAS can be grouped as (1) 
linear stress analysis, (2) bifurcation buckling analysis, (3) weights 
analysis, (4) vibration analysis, (5) flutter analysis, (6) substructured 
analyses, and (7) structural design. The basis of these ccmputatiax is the 
stiffness method of finite element analysis. Within the scope of ATLAS 
development activities, high priority has been placed QI the technological 
disciplines that contribute directly to the evaluaticxl of strength and 
stiffness (flutter) characteristics of flight structures. 
Rach of the foregoing general capabilities can be either ccxnbined or 
further subdivided depeplding (x1 the type of problem being solved, the selected 
method of analysis, and the desired end results. The various analytical steps 
required for solving different types of problerrrs are performed by executing a 
user-selected set of anqxtational modules (preprocessors, processors, and 
postprocessors) in a particular sequence. The ATLAS ccmputaticnal 
capabilities are grouped by mcdules, each of which is related to a particular 
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engineering discipline. The ATLAS modules and their functions are summarized 
in table 1. 
The ATLAS structural element library includes an axial RZ)D and BEAM with 
offsets and linear cross sectian variations, an elastic-support SCAMP 
element, triangular and quadrilateral membrane PIATE and membrane/bending 
GPLATE elements with offsets and orthotropic features, a family of BRICK 
(3-dimensional) elements with up to three optimal nodes per edge and 
orthotropic features, triangular and quadrilateral CPIXIE elements with 
offsets for coqosite laminates , and built-upSPAP,covERand CCOVER 
elements. A SPAR is comprised of a shear web, linearly tapered upper and 
lower caps with axial stiffness, and two rigid posts at either end of the 
wab. CXWERandCYXlVERelements arecunprisedof twoPLATE andCPLATE 
elements, respectively, each of which is separated by rigid posts between the 
corresponding corner nodes. SPAP elements are used typically to model ribs 
and spars , whereas the COVER and m elements are used to model the 
structural surfaces of box beam constructions and wing-like configurations for 
aerospace vehicles. 
Unsteady aerodynamic loads for performing automated flutter solutions can 
be based on the following: (1) strip-theory method for subsonic 
incompressible flow, (2) assumed-pressure functicxl and doublet-lattice methods 
for subsonic compressible flm, (3) the Mach-box method for superscnic flow, 
and (4) structural-flexibility effects associated with the truncated vibratim 
modes. 
General features of ATIS, in addition to those described in table 1, 
include the follming: (1) a frefield input data format, (2) many data 
default values, (3) cozmcn data-generation options for all data types, (4) 
multiple coordinate systems for node geanetry definition and structural 
respcnse, (5) user-selected data printout , and (6) datamanagementand 
graphics utilities. The multilevel substructuring capability for stress, 
mass, and vibration analyses provides automatic management of the substructure 
interact data for any number of interact levels. 
Automated interfaces of execution and problem data between ATLAS and a 
number of ccanwter programs that are external to ATLAS have been established. 
These capabilities include an interface of ATLAS structural and mass data with 
F'LEXSTRB (ref. 8) for performing aeroelastic and elastic stability analyses, 
an interface of F!LEXSTAB steady-state loads with ATLAS for performing stress 
analysis and structural-design functicns, and input data interfaces between 
ATL?S and -CD. 
SY- FUNCTIONAL ORGANIZATION 
The design of ATIAS has been based primarily on the ccnvenient 
user-selecticn of system functions for performing either single or 
multidisciplined structural analysis/design tasks in a timely, thorough, and 
cost-effective manner. Continued emphasis has been directed toward the 
developnent of a system that 
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Provides a cornnon executive module for convenient and versatile 
user-controlled technical-analysis flow and control of design cycles 
Provides a w data base that eliminates duplicate input-data 
preparaticn and centralizes the control of design data 
Provides data-management algorithms for convenient interfacing of the 
cunputational modules with external axnputer programs 
Uses data preprocessing and data generaticn codes to minimize the amount 
of input data and the time required for data preparation and debugging 
Uses automated structural-sizing algorithms to minimize the amount of 
hand-sizing of structural members, particularly during preliminary design 
studies 
Provides advanced engineering methodologies equally useful for performing 
design tasks in a small or large problem environment 
Provides data postprocessing codes to extract, manipulate, and display 
(print/plot) selected data for monitoring analysis/design activities 
Provides interactive capabilities for editing data files, for executing 
selected system mOdules, and for generating on-line and off-line graphical 
displays 
Provides an open-ended, low-cost admission of new program codes 
The architecture developed for ATLAS is a modular system of overlaid 
program codes with ~~ITBTKZI executive and data-base management components as 
illustrated in figure 1. Each mcdule performs a well-defined engineering, 
mathematical, or clerical task. This modular design supports the foregoing 
system attributes and allows for effective development and maintenance 
activities. Additionally, through centralized management of the program 
modules, the reliability of the aggregate code is increased. 
User interfaces with ATLAS are defined via the problem-definitim data 
deck and the executive control deck. The problem deck contains the data 
defining the mathematical model of the physical problem to be analyzed, 
whereas the control deck defines the analysis functions to be performed. 
Generally, the only limitaticxls a~ problem size are those imposed by 
practical considerations of job-execution time and by the ultimate capacity of 
the auxiliary storage devices of the computer installation. Ccmputatimal 
procedures have been designed particularly to provide reasonable efficiency 
for mluticn of large problerrrs. Sparse matrix solution techniques and 
autcmatic out-of-core processing are used for increased cost effectiveness. 
The characteristics of the primary components of the ATLAS System will be 
described in the follming order: (1) executive mcdules, (2) ccmputational 
mOdules, and (3) the data base management capabilities. Then, a descriptim 
of the user interfaces with the entire system are presented. 
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The execxltive modules and their basic functions, as they support analysis 
control and data cannunicaticn, are as follows: 
Precanpilers - Translate the user-oriented ATLAS language execution 
directivecasdefined via the ccntrol deck, into equivalent EDRTRAN 
statements. The resulting l3XlSAN code is compiled at execution time to 
create an ATLAS Control Program Hule. 
Control Program - Control the execution sequence of selected 
ccmputaticnal modules and set run-time execution parameters. Each mtrol 
statement included in a control deck and each interactive control 
directive initiate one or store execution steps in the analysis of the 
problem defined by the data deck. 
Interactive Executive - Interpret module-executicn control directives, as 
input via a terminal keyboard during interactive processing, and perform 
interactive text editing of data files. 
ATLAS (0,O) Overlay - Mmitor the execution of all cunprtational modules 
per instructions from the Control Program. 
Execxlticcl of ATLAS can be performed in a batch, interactive, or mixed 
computing environment. The user has ccmplete camrranand of the type and method 
of analysis and the probl~execution steps to be performed by ATUS. These 
functicns are defined either by the executive mtrol deck or by terminal 
keyboard in@ during interactive processing. Execution directives are used 
to define the sequence of canputaticxls, the executiccl (run-time) parameters, 
the management of analysis results (e.g., print, plot), the scheduled restart 
of problem execution , and the contingencies when data errors are encountered. 
The control deck can also be used to perform special analytical 
conputaticns that are not provided directly by the ATLAS program, manipulate 
ATLAS data, and manage data for interfacing modules (subprograms) of the 
ATUS System with external computer programs. FORTRAN and SNARK (ref. 9) code 
can be intermixed with ATLAS statements to create a control deck which may 
include subroutines and overlays. 
are 
CDMPUTATIONAL, MXU?LES 
The three types of AIL&3 computational modules and their basic functicxls 
as follows: 
Preprocessors - Read, decode and interrogate the problem-definition data 
deck; generate data based on a minimal number of input parameters; load 
problem-execution restart data to resume processing. 
Processors - Perform technical numerical computaticns. 
Postprocessors - Extract, format and display (print/plot) input data and 
analysis results; save problem-emticn restart data for processing by a 
subsequent job. 
Each module is referenced by a different Mme. Generally, there are a 
preprocessor and a print postprocessor associated with each technical, 
processor. The preprocessor reads and interprets the set of input data 
corresponding ti that particular technology, whereas the postprocessor 
generates user-selected formatted printout of the input and calculated data 
corresponding to that technology. .Table 1 contains a surrmary of all 
computational modules and their technical functions. 
A technical processor performs a task that is related to a particular 
engineering theory or discipline. The STIFFNESS Processor, for example, 
contains the cede that represents the finite-element structural theory used in 
ATLAS. This mcdule computes the stiffness and stress matrices for the finite 
elements used to define the structural model. 
Certain processors are utility in nature in that they are used to perform 
general-purpose, normally out-of-core, mathematical operations. Examples of 
such operations include assembling of the elemental stiffness, mass, loads and 
displacement matrices by the MERGE Mule, the soluticn of sets of linear 
symmetric eqaticns by the CH3LEsKY mule, and the matrix additicns and 
multiplications effected by the MDLTIPLY Module. 
Certain preprocessors and postprocessors are also utility in nature in 
that they can be used to perform operations for multidisciplinary tasks. 
These modules are shown separately in figure 1. Examples of such operations 
are the identification of node and element subsets for structural and mass 
models performed by the SUE3SET-DEFINITION Preprocessor for selected print/plot 
displays and subsequent data processing or the generation of on-line and 
off-line plots of selected input and calculated data effected by the GRAPHICS 
Postprocessor. 
DATABASEMANAGEMENT 
Autosnatic transmission of data fran one module to another is accanplished 
primarily by the use of named, random-access disk files. All input data 
interrogated by the preprocessors are stored in one file, whereas the data 
generated b a processor are stored in a separate file that is reserved for 
that module. Any of the data stored in the data base, however, can be 
accessed by any computational module. The data file and data matrix names are 
predefined in the codes with opticns provided for user-naming of certain 
utility matrices, thereby providing greater versatility of data management, 
particularly during large-problem solving. Additicnally, checkpoint-restart 
procedures are provided for ccnvenient, stepwise problem executions. 
The SNAF3K package (ref. 9), which is an integral canponent of ATLAS, is 
used by the ATLAS modules to transfer data matrices directly fram/to the data 
files to/fr(aT1 data arrays in central memory. Zero matrix elements are 
suppressed when a matrix is written to disk. SNARK is also used by the ATLAS 
modules to manage the blank-coarmon core (the primary, dynamic work area) 
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during the ccrrputati~al processes. The library routines for management of 
data matrices and blank ammcn, and the user-oriented language for performing 
matrix and scalar mathematics as provided by the SNAEIK package, can be used to 
create a Control Program. These functions allow convenient access and 
manipulatia of ATLAS data via a Control Program to perform special, 
user-defined computations, or to interface data with canputer programs that 
are external to ATIXS. 
The engineer curmunicates with ATLAS via the problem deck and the control 
deck (see fig. 1). These decks can be established either in a card deck form 
or in a disk file. User-defined ccmnents, which do not affect any of the 
processing activities, may be embedded in the decks for identification 
conveniences. 
Executicn of an ATLAS job can be performed in an interactive mode, a batch 
mode, or in a mixed n&e. Generally, small problems are handled most 
conveniently by interactive processing of the entire job. Large problems are 
solved typically by performing selected preprocessing and postprocessing 
activities in an interactive mode, whereas the remaining cunputational tasks 
are performed in the batch n&e. Criteria used to select job processing modes 
are schedules, budget, and the allowable m-line computer central memory. 
Generally, only ATLAS language statements are needed to create a Control 
Program. The statement WEAU INPUT", for example, is used to read a data 
deck, whereas execution of a stress analysis can be initiated by a "PERFORM 
STPJZW statement. &Mule execution options (e.g. identify load cases or 
specify convergence criteria) can be selected via a parameter list included in 
the control statement. Catalogs of cantrol statement procedures can be 
referenced directly for performing a number of typical structural analyses. 
Activities that can be performed interactively during execution of ATLAS 
include (1) define, interrogate, and/or edit data and control files via 
user-oriented text-editor requests, (2) execute selected modules to perform 
compltatians and to manage data, and (3) create and manipulate plots of 
selected data. A module ccntrol c omnand can be executed irmnediately after it 
is input via the terminal, or multiple coarmands can be entered and stored to 
create a procedure. Executicxl of a comnand procedure is processed either 
without any terminal interruptia! or with execution control returned to the 
termiml user after processing each ccmmand. 
When ATIAS is executed using a Tektronix 4000-series graphics terminal, 
the ATLAS graphics ccnversaticnal mode can be initiated between any job 
execution steps to create graphical displays of selected design data. The 
engineer conducts an interactive dialogue by using a function menu, two plot 
directories, and a plot transformation menu. Figure 2 illustrates the 
function menu, as well as example GNAME and plot ID directories. The GNAME 
directory contains a list of the user-specified plot group names, whereas a 
list of plot identifiers for a certain GNzlME is contained in a plot ID 
directory. A particular plot is displayed on-line by proper selection of a 
7 
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GNAME entry followed by the appropriate selecticxl from the plot ID directory. 
New displays of a selected plot can be created by the transformaticn menu. 
A summary of .the plot types that can be created by ATUS is presented in 
table 2. Various plot-type options, including exploded-model views, viewing 
positias, scales, annotaticn, and superimposed "before and after" deformed 
model plots, can be requested at execution time. Selected plots viewed cn the 
-sole screen can also be directed IX any of the following off-line plot 
devices: Gerber, CalCcmp, COMp30, and the PDP-ll/vector-General minicomputer 
systems. 
During execution, AllUS attempts to trap all possible anomalies. When an 
ambiguity in the data is detected that can be resolved without user 
interacticn, a warning message is issued and the job execution proceeds 
uninterrupted. However, when a system error occurs, or when a fatal 
inconsistency is detected either in the data or in the user-selected execution 
logic, an error message is issued. In this case, only the execution 
directives included in an "ERROR PROCEDURE" within the Control Program are 
processed prior to terminating the job. Example error conditions are when 
loads are specified for inactive freedoms or when quadrilateral plates have 
reentrant corners or excessive warpage. 
Many soluticn-accuracy checks are performed automatically or are provided 
as executim options. In all cases, the results of the checks are identified 
in the output. Examples of these types of checks include (1) my 
singularities and the number of significant digits lost during decanposition 
of coefficient matrices of the finite element equilibrium equations, (2) 
load-reaction equilibrium, (3) overall weight and c.g. of the model, and (4) 
equilibrium and orthogcnality of vibration and general buckling soluticns. 
CURRINTANDEWIUREDEVEWPB!ENTS 
Extended A!TLAS capabilities developed by Hoeing that are scheduled for 
near-term release for general use include the following: 
0 
0 
0 
0 
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Ccntrol program procedures for analysis of structures wherein large 
displacements (geometry modifications) , large strains (geanetric stiffness 
effects), and/or nonlinear materials are pertinent 
Multipoint kinematic constraints defined generally by nonhqeneous 
equations 
ATLAS-interfaced finite elements 
-1soparametric membrane plates with up to three user-specified edge 
nodes; using the quarter-point singularity optics, the residual 
strength of complex damaged structure can be investigated 
-An isoparametric laminated plate with coupled membrane/bending behavior 
for analysis of composite structure, particularly interlaminar shear 
Oscillatory aerodynamic effects fran steady lift and drag forces on 
flutter characteristics 
7- p 
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0 
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User specification of select vibratim modes for parametric flutter studies 
Flutter optimization procedures to modify a flutter-prone structure with a 
minimum eight penalty 
Ccnversaticnal input of problem data and module executictl directives for 
select types of analyses 
New plot types for more anvenient interpretation of stress data and 
aerodynamic data 
Interactive graphics guery of the ATLS data base using the current ATLAS 
dictionary of data components and a relational algebra data model to print 
and plot user-selected design data 
Lcnger term plans include the use of minicomputers as terminals to the 
large canputer for performing ATLAS analyses (ref. 10) and the integration of 
capabilities into ATUS for synthesis of flight-control and propulsion/ 
airframe systems, aem-acoustic structural response, design of detailed 
structural mqxments, and durability/darmge tolerant analyses. 
Centralized controlled procedures have been used for development and 
integration of new analytical capabilities and system concepts, for program 
versim ccntrol and for system documentation. Based cn periodic reviews of 
the technical requirements, an extended version of the system is developed and 
is subjected to exhaustive qualitative and quantitative mdular and system- 
level checkout tests prior tc its release for general use. In concert with 
continued system develovts, it is necessary that the following factors 
be acknmledged: management acceptance, engineering acceptance, control and 
management of program changes and grmth, as well as performnce/cost 
characteristics. 
The ATM3 integrated software system has provided for cost-effective 
analysis and design of strmtures in a production environment. Its use in the 
earliest stages of the interdisciplined aeroelastic design process has 
resulted in a thorough understanding of canplex structural behavior for a 
variety of applications. Efficient complter processing and user-oriented 
features have reduced the ccst and flowtime for solving large and small 
problems involving single or multidisciplined design tasks. Continued 
developnents ;md wider aFplicati.ons have helm define the requirements for 
extending the ATLAS analytical capabilities and user interfaces toward a 
cwlete, unified computer-aided-design system for performing more detailed 
and timely aerospace vehicle structural designs. 
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TABLE l.- ATLAS PREPROCESSORS,PROCESSORS AND POSTPROCESSORS 
TECHNICAL FUNCTION 
Add sndlor interpolate With respect to reduced frequencies those general- 
ized rlrforce matrices generated by AFl. WBLAT. FLEXAIR. IUCHEOX. RH03. 
or by prcvfous execution of AOOINT 
Oefine aerodynamic mdel; Calculate subsonic. fncomprcssible-flex aero- 
dynamic loads for FLUTTER; Strip theory method 
Oefinc boundary conditions for structural node1 
Calculate bifurcation tackling loads and mode shapes 
therm.1 and local-buckling l ffmts. and gearrtric and margin-of-safety 
Oefinc finite-elemnt cross-sectlo" shapes for thermal gradients and 
Extract selected problem-definition and analysis data fran the primary 
ATLAS data-base for GRAPHICS 
Calculate generalized airforcc matrlccs that include flexibility effects 
of truncated strudturrl modes 
FREEBODY 
Define structural damping: Modify and solve the flutter equatlons 
Print Internal nodal farces acting on selected finite elements 
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TABLE 2.- TECHNICAL-DATA PLOT TYPES 
I TECHNICAL DATA DISPLAY 
PLOT TYPF 
0 Mass finite-element grid 
0 Exploded node/grid subsets 
.-._. ,..:.::..:::: .., ; . .: ..;.;... ._....., l i:::i:ili:i:i::.::l:i . . . .._._..........._.. ..,_,.,_.,.,._, 2,. ~---- :::::j::j:Ip:::::;:: ::i:::::::::::::::::: . . ..._.............,.. :: ~ :_:_:.:,:_:.:.~.. .‘.‘.‘.‘.‘.‘i...‘ ‘... 
l 
rn l@Dl 
o Nodal displacements 
1 d Element stresses 
MATRIX DATA 
l Any ATLAS matrix 
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/ 
. --....- 
/t GEOHETRY 1 I- 
I 
:1,1.11o,IJ-l-&P 
/ 
DATA BASE 
Figure l.- The ATLAS system modular design. 
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(a) Graphics function menu options. 
ORAWE DIRECTDRY 
(b) Example GNAME directory. 
/ 
PLOT ID DIRECTORY FOR QlAWE-OEOMTRY 
1 I. WIIIO,OEOMETRV I [Z. BODY,GEMTRY I 
'3. VTAIL,GEOKTRY [r. HTAIL,GEOHETRY 
5. MCELLE,OEOMTRY I 16. WODEL5,GEMETRY,LC=DIVE ] 
7. ROUOI;,OEOMETRY,LC=TAXl 1 [6. COllD3,WODE SHAPE 110. 5 1 
19. CUS~P,~EWETRY I 110. EXPLODED PEOMETRY 1 
L, / 
(c) Example plot ID directory. 
Figure 2.- ATLAS graphics function menu and example plot directories. 
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NUMERICAL AERODYNAMIC SIMULATION FACILITY 
F. R. Bailey and A. W. Hathaway 
~&~Ames Research Center 
INTRODUCTION 
The rapid advancement of computer speed and storage over the last two 
decades has fostered an equally rapid advancement in computational fluid 
dynamics simulation capabilit 
aerodynamics, which combines 
growth field is computational 
mathematics, and corn uter science for 
lines of aerodynamics, fluid physics, 
flow fields through t 
he purpose of simulating aerod namic 
dynamics equations. 
he numerical solution of approximating sets of f uid 3[ 
The field of computational aerodynamics, even in its 
current formative stage, 
design tool. 
is emerging as an important aerodynamic research and 
Critical to the advancement of computational aerodynamics capabilit is 
the abilit 
contain I 
to simulate flows about three-dimensional configurations tha I 
bo h compressible and viscous effects including turbulence and flow 
separation at high Reynolds numbers. 
accomplish this in two dimensions, 
While ii is currently possible to 
bridging the gap to three dimensions is 
beyond the capability of current computers. 
The Numerical Aerodynamic Simulation Facility (NASF) is proposed to 
provide this needed increase in computational ca ability 
matching the characteristics of the problems to g 
by carefully 
e solved with advances in 
computing s stem architecture. 
. approximate y three years, 9 
The NASF Project has been under way for 
Project activities to date. 
and the remainder of this paper will describe 
CHARACTERISTICS OF NAVIER-STOKES SOLUTION ALGORITHMS 
The first step in the development of the NASF was to ascertain whether 
the problems to be solved were such that architectural innovations could 
reasonably be expected to produce the performance gains desired. To this end, 
analyses were conducted of two solution techniques for solving the Reynolds 
averaged Navier-Stokes equations describing the mean motion of a turbulent 
flow with certain terms involving the transport of turbulent momentum and 
energy modeled by auxiliary equations. The first solution technique (ref. 1) 
is an implicit a proximate factorization finite-difference scheme applied to 
three-dimensiona flows. P The implicit formulation avoids the restrictive 
stability conditions when small grid spacing is used to obtain spatial 
resolution of large gradients in viscous dominated regions. The approximate 
factorization reduces the solution process to a sequence of three 
one-dimensional roblems with easily inverted matrices. 
(ref. 2) is a hybrid 
The second technique 
explicit/implicit finite-difference scheme which is also 
factored and applied to three-dimensional flows. In this scheme, implicit 
techniques are used only in the surface normal direction where the 
a 
rid 
spacing is the finest. Both methods are applicable to problems wit highly 
distorted grids and a variety of boundary conditions and turbulence models. 
These early analyses indicated the following three fundamental 
characteristics: 
1) Massive but rather simple calculations 
While a typical Navier-Stokes solution will involve approximately a 
trillion calculations, these calculations are almost evenly divided 
between adds and multiplies with very few divides (on the order of 
3%) and essentially no intrinsic functions such as square root. In 
addition, almost one-third of all computations are in the form of 
"multiply-add" combinations. 
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2) 
3) 
fact 
Massive but well structured data bases 
The large number of grid points necessary to describe non-trivial 
geometries 
the order o f 
ives rise to data bases for Navier-Stokes problems of on 
40 million words. In addition this data must be 
accessed in each of the three s 
P 
atial 
factored algorithm approach at 
directions associateclhwwkhi;he 
eastonce per iteration. 
only local grid data interaction, however allowing the sweeps 
through the data to take place independently. 
Simple control 
The basic algorithms consist of identical operations erformed on 
large blocks of data, which makes them quite well sui 3 
solution approaches. In addition, 
ed to parallel 
there are relatively few 
recurrences or branches, and those that do exist are within deeply 
nested loops again allowing the use of parallelism to improve 
computationai speed. 
These-results clearly indicated that the Navier-Stokes algorithms were in 
ideally suited to parallel 
P 
recessing techniques, the only architectural 
alternative for meeting NASF goa s in a reasonable time frame. 
PRELIMINARY NASF SPECIFICATIONS AND GUIDELINES 
In addition to.providing advanced ca ability for computational 
aerodynamics research, a basic goal for t R e NASF is to be a tool to aid in the 
design of aerospace vehicles. To serve such a role, it is necessary that 
solutions be available in relatively short times to make it practical to sort 
through many possible configurations early in the design cycle when 
aerodynamic factors have the lar est im 
This gives the following basic s atemen f r 
ct on the shape of a new vehicle. 
of required NASF performance: 
The solution of the Reynolds-averaged Navier-Stokes equations, 
for grids of one million points, in less than ten minutes. 
Assuming reasonable advances in numerical method efficient (estimating a 
factor of four improvement by 1983) this in turn gives the fol owing 
estimates for processing rate and storage: 
51 
A processing rate of ap 
operations per second, F 
roximately one billion floating point 
or the add/multiply/divide mix of 
Navier-Stokes algorithms, on a data base of 40 million words. 
This number of one billion floating point o erations per second has 
served as a quick-reference performance figure t roughout the Project. R It 
should be kept in mind, however, that the basic performance goal of the NASF 
is a stated in terms of raw processing rate, but rather in terms of elapsed 
time for Navier-Stokes solutions. This of course has profound implications on 
total system architecture, benchmarks, and so forth. 
In addition to the above performance goal, 
requirements on reliabilit and trustworthiness. 
the NASF has very stringent 
means that the machine mus r. 
Reliability in this sense 
be capable of performing useful work a high 
percentage of the time -- 
must be easy to re 
iz 
air -- 
it must not break very often and when it does, it 
rd~~dl~;oduce must 
and trustworthiness means that the computations it 
e correct -- the user must not have any reason ;yt;;;;rust 
The NASF will be a ver 
early and strong emphasis on bot i!l 
large and very complex system; 
reliability and trustworthiness its value 
for practical engineering use can be severely compromised. 
bein 
In order to assure the attainment of these goals, one other concept is 
strongly emphasized throughout the 
deve oped as a computer science project, P; i! 
reject: 
ut 
the NASF is not being 
rather as the construction of a 
fluid d namics 
z 
research and engineering tool. Therefore, while state of the 
art tee nologies must be used throughout in order to reach the substantial 
performance expectations, there are no specific attempts being made to stretch 
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the state of the art in individual areas. For example, a basic concept of the 
Facility views it as being made up of two separate components: 
Flow Model Processor (FMP) 
The FMP is the corn utational engine and storage for solving the 
Navier-Stokes prob ems. P As it will operate on only one job at a 
time, it will also contain sufficient staging memor to allow 
buffering of output for the current and previous jo ti as well as 
input of code and data for the next job. 
Support Processor System (SPS) 
The SPS will be responsible for the overall operation of the 
Facility, including compiling and scheduling jobs for the FMP, 
managing the file system, 
interface. 
and providing an interactive user 
In this concept then, essentially @J. custom hardware will be in the FMP 
itself; the SPS will be a standard, proven off-the-shelf computing system. 
Likewise the development of custom software'will be minimized: 
have the minimum operating system possible for 
the FMP will 
and the SPS will have minimum modifications to 
This philoso hy is also being followed in the 
e f;zgi%% 
P First, it will be based 
e%%%%s required for expressing 
hierarchy management. Second, there will be no attempt made to have the FMP 
compiler automatically reco ize 
&J problem k? 
parallelism in standard FORTRAN constructs; 
El 
arallelism mus be explicitly specified by the programmer. It is 
strongly fel that both of these restrictions are necessar in order to 
develop, in the time frame necessary, an operational compi -r 
delivering acceptable FMP performance. 
er capable of 
Thus we see that while the NASF has substantial goals in terms of 
performance and reliability, ever 
it is actually buildable and 31 
effort is also being taken to ensure that 
usab e. The Facility is not based on any 
breakthroughs in either hardware or software technology and will instead 
achieve its oals 
of several f s ate 
through architectural innovations and throu-h the combining 
of the art technologies under strict reliabi ity guidelines *8* 
and controls. 
PRELIMINARY FEASIBILITY STUDIES 
After the encouraging results of the early Navier-Stokes analyses, two 
independent, parallel feasibility studies were conducted one by Burroughs 
Corporation and one by Control Data Corporation. The major efforts of these 
contracts were the analysis of the two Navier-Stokes algorithms described 
above and the development of candidate 
their execution. Extensions of these 1 
rocessor architectures optimized for 
s udies further refined the two baseline 
configurations, including the develo ment of simulators for performance and 
functional verification. These two 1 aseline 
later. 
configurations are described 
A second phase-of feasibility studies is currently under way, with the 
same contractors, 
further, including 
with the goal of extending the baseline designs even 
software and total facility specifications. These further 
studies will also assess the proposed configurations for weather/climate 
simulation and will investigate modifications which could improve FMP 
performance for such applications. 
In addition to these two studies 
contract efforts. 
Ames is involved in numerous other 
Most of these effoits are for technical assistance in areas 
such as evaluation of feasibility study results, 
and performance analysis. 
reliability considerations, 
Before discussing the baseline architectures in detail, it is necessary 
to review two fundamental concepts. 
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FUNDAMENTAL ARCHITECTURAL CONCEPTS 
The first of these concepts is that of par allelism as illustrated in 
figure 1. As indicated earlier, Navier-Stokes solution& involve man 
o erations bein g his is 
1 lustrated by -P f 
done repetitive1 
he program segmen t 
on large blocks of data points; 
in fi 
f 
ure la. 
three operations indicated by the boxes 
This loop will cause the 
for 1=2, and so forth; 
o be done N times, once for I=l, once 
each execution of the three operations is-called an 
1'instance.11 Further it is assmed that the N instances are data i;;fEendent, 
that results of one instance are not used as inputs b another. 
condition is generally satisfied by the types of problems envisioned for the 
NASF.) Doing the N independent instances of the oop sequential1 
current general purpose computers, is illustrated in fi ure lb. QnZ %s 
cannot hope to achieve the rocessin 
parallelism must be used; f* 
rate 
T f 
lanned for he NASF, some form of 
f 
his is i lustra ed in figure lc. 
Given this general form of parallelism, 
instances of the loop onto physical hardware* 
it is then necessary to map the N 
shown in figure 2. 
methods for doing this are 
One technique, known as hhorizontal slicing I' consists of 
performing all N instances of the first operation in the loop, then performing 
all N-instances of the second operation, and so forth. This is the technique 
;;;i +n vector or pipeline computers SUC?;~;,S t,~eIISTAR~lOO, the.ASCn and the 
- l The second general technique, vertical slicing, consists 
of assigning the N independent instances to N independent rocessors and 
having them each perform all of the operations for one par e- ocular instance. 
This technique is commonly referred to as parallel or concurrent processing. 
Both forms of slicin assume 
R 
arallel, and unfortunate 
that in fact N operations can be done in 
ardware. In this case, 
this assumption is frequently not valid on real 
parallel computations. 
e problem is solved as a combination of serial and 
First assume a vertical slicing approach4 with P 
processors available (P(N) 
P instances per c cle. 
The N instances are grouped into M cycles," with 
sli 
f 
htly larger t an N. rl 
M is of course chosen so that MxP is equal to or 
The P 
ins antes in the first cycle. R 
rocessors are then started computing-the 
hen 
and so forth until all M cycles are complete 
bein 
a 
idle durin 
the orizontal 8. 
the last cycle). 
they com~lg~fthths~~e~~noc".~~~~~. ps;y;;+ 
This same problem can manifest 1 self in 
s icing approach as well if the-number of data elements which 
can be operated on at once is less than N. 
exceeding the maximum allowable vector lengt;f;h&cz"n ~"h,""c~~?!le?~h%4bT or by 
having insufficient memory to store long vectors of temporar 
frequently hap ens on the STAR-loo). Again the solution is 
results (as 
series of para P 
I 
lel operations. 
o perform a 
Fi ure 3 illustrates a 
f- 
sli 
applica ions other than Navier- 8 
htly different problem, more typical of 
tokes. As shown in figure 3a, the N 
independent instances in this case involve data de 
dependent branching ("subscript dependent" R- 
endent or subscript 
conditions). 
means t ings like boundary 
In the horizontal slicing approach, shown in figure 3b, the 
steps are as follows: perform the first o 
r 
ration for all N instances 
he result as a logical or bit 
make 
the decision for all N instances (storing 
vector), perform the third step for all applicable instances (under control of 
the logical vector produced earlier) , perform the alternate third step for the 
other instances (again controlled by the lo ical vector) and finally 
Actual implementa ions of "und& control of f - IT 
erform 
the fourth step for all. he 
logical vector' may involve techniques such as sparse vector processing, 
'Pgatherll 
required, 
0 erations, 
R 
index lists and so forth. Additional overhead is 
owever, and all operations must take place in rigid sequence. In 
the vertical slicing approach each of the individual processors is free to 
take only the afgropriate branch. there is no need to wait on the alternate 
not selected. is means that the net time for completing all instances can 
be significantly reduced. Note also that in this type of problem the 
horizontal slicing a preach is illustrative of both vector processing 
(~T~~-i~",~~~~~f,l~,~',cil~ lockstep parallel processing (ILLIAC IV, BSP, 
etc.)* 
able to execute independent f 
approach is applicable onlv if the processors are 
y. 
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The other basic concept relates to storage and accessing of three- 
dimensional data, as required by the 3-D Navier-Stokes codes. As shown in 
fi ure 4, sweeping throu h the data in each of the three directions associated 
wi h - f the factored algori hms involves picking up planes in each of the three 3 
orientations. That is, when advancing in the X direction (having the I 
subscript advance once per loop), it is necessary to operate on Y-Z planes as 
vectors (the N instances are composed of all J and K values for the current 
value of I). Similarly, the Y-,direction sweep fetches X-Z planes and the Z 
direction sweep fetches X-Y planes. Since computer memory is not oriented in 
three dimensions, some mapping must be applied between the high level language 
construct of a three-dimensional array and the linear memory of a computer; 
an example based on FORTRAN is given in figure 5. Here we can see that 
accessing the data in all three directions involves not only fetching 
contiguous words (the most efficient in most architectures) 
of words and individual words separated by constant intervais. 
butT;;;otfLoups 
requirement that the FMP ermit efficient three-dimensional access to the 
entire 40 million word da a base has significant impact on the FMP f 
architecture. 
Note final1 
algorithms toge her with the local grid data interaction, allows the use of a I 
that the orderly data accessing of the Navier-Stokes 
multi-levei memory hierarchy. That is, while it is necessary to have 
extremely fast access to data being fed directly to processors, other data 
(previous or subsequent planes) may be contained in a slower, block-accessed 
backing store, to be moved into the faster processor memory only as required. 
We will now describe the baseline NASF configurations developed by the 
two contractors. Both concepts are still in a state of development and should 
be considered preliminary and subject to modifications as indicated by further 
analyses. Nevertheless, they indicate the basic directions being pursued. 
CONTROL DATA BASELINE CONFIGURATION 
Figure 6 shows a simplified block diagram of the Control Data FMP 
concept. The basic philosophy espoused by CDC was to build the absolutely 
fastest pipeline processing unit possible, and then combine as many of them as 
required to meet the processing rate requirements of the.NASF. As might be 
expected, this gave rise to an architecture which is quite similar to the 
STAR-loo: there is a scalar processin unit, which also contains a control 
unit to do instruction 
PI 
recessing; a!! ockstep group of eight vector pipeline 
processing units, with uffer registers; a memory mapping unit, allowing 
complex memory accessing modes at nearly full vector speed; a main random 
access memory of eight million words; and a block-accessed CCD (charge 
coupled device) memory of 256 million words. This CCD memory will serve both 
and output) and as the-primary 
being moved into the eight 
The architecture also 
modes, with 32-bit processing 
Reliability features of the CDC architecture are substantial. All memory 
contains single-error-correction-double-error- detection (SECDED) circuitrny, 
with appropriate block error correcting codes in the large CCD memory. 
addition, the vector processors employ a unique variable-redundant P 
concept 
which provides substantial error detection. Each processor actual y consists 
of two identical, independent sets of functional units, P 
lus an input operand 
select unit and a set of coincidence checkers. For simp e operations, such as 
AxB the same operand streams are sent to each set of functional units and the 
units perform identical, redundant calculations. The outputs of each pair of 
redundant components are sent to the coincidence.checkers, providing complete 
rezgt;ncy and a very high degree-of error checking. As mentioned above, 
many computations 
forms, &uch as (A+B)x(CcD). 
in Navier-Stokes problems are of more complex 
The vector processors are also capable of 
performing such complex calculations although in this case all 
would be needed in the actual computation, giving no redundant 
c;;$o;znts 
checking. Operations of intermediate complexity also exist, w ich allow some rl- 
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lIllllllll Ill Ill1 I 
units to o erate 
independen ly. 1 
redundantly and be checked while others operate 
speed, 
Thus there is a dynamic trade-off being made between maximum 
in which all units operate independently, 
point operations every machine cycle, 
performi 
Y 
three floatin 
and maximum error de ection with a 1 f 
units performing redundant 
instruction mix will provide 
checked calculations. It is felt that a normal 
am le 
performance rates required of t R 
checking while still allowing the peak 
e NASF. 
In addition to the error detection 
is also redundancy in the form of a nint R 
rovided within the pipelines there 
activated at any time. 
spare 
Thus if a process& fails 
processing unit which can be 
the spare processor can be 
configured in and the FMP can resume ooeration while the failed nrocessor is 
being-repaired. Note that no instruction re-try is planned, 
processor fails,the currently active job is aborted prior to 
pipelines and resuming operation. 
The scalar unit of the Control Data FMP is very similar 
unit of the STAR-100A. This is expected both to save design 
produce a more reliable device. 
however,; if a 
reconfiguring the 
to the scalar 
effort and to 
The map unit is a substantial extension of the current STAR-100 
architecture in that it provides the capability of accessing memory in each 
of the three directions shown in figure 5: 
spaced groups (Y sweep), 
contiguously (Z sweep), evenly 
or evenly spaced words (X sweep). There can be a 
significant performance degradation for non-contiguous accesses, but the map 
unit operates concurrently with man 
P 
vector operations, allowing corn lex 
fetching of the next vector to over ap with processing of the curren e one. 
Since the Control Data approach is basically horizontal slicing, as is 
the STAR-100 the pro osed FMP programming language draws heavily from STAR 
FORTRAN. Unfortunate P y STAR FORTRAN is hardly an ideal high level langua e 
due to the need for frequent use of the t1Q811 construct, which is essentia 'I 
embedded assembly language. 
ly 
CDC does feel that they have learned quite a bit 
from the STAR FORTRAN experience, however, and that reasonable FORTRAN 
syntactic extensions can in fact be devised which will allow true high level 
specification of horizontal slicing parallelism. 
been made to specify a vertical slicing extension, 
An early attempt had also 
similar to the Burroughs pro osal 
using a construct which was 
(to be described later) It was felt that 
this would require considera i! ly more compiler sophistication than was 
reasonable, however, and so the approach was dropped. 
BURROUGHS BASELINE CONFIGURATION 
In the Burroughs NASF baseline configuration, the.FMP-SPS interconnection 
is quite similar to that used for the Burroughs Scientific Processor (BSP).to 
build on experience and save development cosys. 
not at all similar to the BSP, however; 
of the proposed FMP. 
figure 7 
The Burroughs FMP design is 
shows a simplified diagram 
The a preach taken by Burroughs is also quite different from that of 
Control Da e a. Here the processors are relatively simple devices, but the 
replication factor is much higher. 
proposed, 
There are 512 independent processors 
each with 32 768 48-bit words of local storage for program and data. 
There is also a control unit which controls overall FMP operation and allows 
synchronization of the proce;sors. The control unit does not do instruction 
decoding and sequencing for the processors, however; the m is p& a 
;;gk;t;p machine like the ILLIAC IV or the BSP. 
P 
rogram 
Instead, each rocessor has 
storage and instructlon decoding ca ability. 
potentia ly allows the FMP to operate as a full mu1 
1. W&le this 
multiple data stream (MIMD) machine, 
iple instruction 
this is not the mode of operation planned 
for the NASF. The primary reasons for this are the primitive interprocessor 
cooperation capability provided (there is no automatic "locking" of data in 
extended memor 
I9 
no capability for synchronization of subsets of processors, 
etc.) and the ack of a sophisticated 
1 
lanned that the same program will be E 
rogram distribution mechanism (it is 
roadcast 
he control unit). 
to all processors at once by 
Therefore the Burroughs FMP is envisioned as a 
"synchronizable array machine," in which the processors will in fact all 
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execute the same code with frequent synchronization although individual 
processors will be able to take different data dependent branches and also to 
utilize data dependent arithmetic algorithms as well as individual instruction 
retry and other error recovery procedures. 
The memory associated with each processor will in actuality be treated as 
with problem grid data being passed through the processor 
ropriate to the current sweep direction. The actual 
which transfers data 
be held in a 34 million word random access memory, 
to and from the processor memories through a 
transposition network (to be described later). 
memory is or anized 
to minimize I? 
as 521 separate modules, 
This 34 million word extended 
ank conflicts. 
the prime number 521 being.chosen 
That is with a prime number of memor 
I 
banks, the 
only conflicts which will arise are for data intervals of exact mu tiples of 
521. With other numbers of banks 
intervals of 2, 4, 8, 16, and so $0:: K. 
512, conflicts could occur for 
The Burroughs configuration also utilizes CCD technology for the staging 
memory, with a 
million word I? 
roposed 134 million words. Transfers to and from the 34 
ex ended memory would be on a job basis, rather than the 
plane-at-a-time access planned by Control Data. 
The Burroughs design also makes use of SECDED in all memories, but error 
detection within the processors poses a quite different problem than in the 
fewer pipeline processors of the CDC design. Studies are currently under way 
to determine appropriate error detection mechanisms for such a large array of 
processors. 
The transposition network 
some fundamental changes recent1 
proposed by Burroughs has undergone 
tailored s ecifically to Navier- 
The original FMP desi n was 
prob P 
f- 
these 
okes problems, and as mentioned ear ier, 
ems have well structured data accesses and relative1 
Thus a network was designed which would provide conflict-free ( K 
few branches. 
speed) accessin 
hat 
3 sequence of wor s 
for words separated b 
located at a constan 1 
a constant skip distance. 
is, full 
Such a 
"p-ordered vector." 
interval of p words is called a 
speed, 
Thus the network would handle the X and Z sweeps at full 
and sufficiently large arrays would also be efficient in the Y sweep 
(if the number of words in each group is large compared to the number of 
processors). This network was quite simple and easy to control, but it did 
require that all processors access data from different extended memory modules 
(which will always be the case with p-ordered vectors, due to the prime number 
of banks) and that all processors be synchronized prior to extended memory 
accessing. 
Subsequent feasibility studies were concerned with the suitability of the 
FMP for other problems, however 
These programs have 
notably weather/climate simulation codes. 
significantly more data dependent branching, as well as 
less orderly data accessing. In fact, analyses showed that significant 
! 
erformance 
he 
degradations were being caused by the need for synchronization and 
restricted extended memory accessing permitted. To solve this problem 
new transposition network is currently under investigation. This network 1s 
a 
much more general than the previous one 
independent1 
with processors making requests 
temporarily 
and the network itself determining what path conflicts exist and 
The basic interconnection of the 
network is similar 
conflicting requests. 
self-setting mode 
o an omega network, but the design calls for a 
of control. That is, rather than having the control unit 
compute the proper setup for the network (a computation which can guarantee 
optimum operation but which is prohibitively complex), the network is set u 
by combinatorial logic cascading through the individual stages. Once a pat R 
is established between a processor and an extended memory module, that path is 
held until all data are passed. 
requests to proceed. 
The path is then released, allowing blocked 
Simulations of various mechanisms for im lementing the new network are in 
progress and preliminary indications are 
built 
tha f 
fact be 
a self-setting network can in 
which is as efficient as the old network for contiguous words 
only slightly less efficient for evenly s aced sin 
more efficient for spaced groups, particu arly sma E f
le words, and significantly 
1 groups. Thus the new 
21 
b - 
lllllllllll III1 IIIll I 
network may cause a small degradation for Navier-Stokes problems (although 
even this is not obvious since the network accounts for relatively little of 
the Navier-Stokes time) but should be substantially better for other 
applications with more random data accessing characteristics. 
The Burroughs FMP is basically a vertical sliced architecture: the 
processors are independent during execution of a cycle of instances, with 
synchronization necessary only at top and bottom. As such, the programming 
language extensions are minimal and quite easy to use. Currently the major 
extension is a DOALL construct, which performs essential1 
?I 
like a standard 
FORTRAN DO-loop except that the programmer has promised 
the loop are data independent, 
t at all instaF;Es of 
corn iler 
and thus may all be done in parallel. 
f 
has a relatively easy job of carving u 
I! 
instances into cycles, and 
mos serial optimization techniques are applica le. 
PERFORMANCE VALUATIONS 
As mentioned earlier, Ames is undertaking independent performance 
evaluations of each of the baseline FMP configurations. This is being done by 
first programming each of the codes in the appropriate FMP FORTRAN, then hand 
compiling them (assuming an unsophisticated compiler), and finally timing the 
machine code, either by hand or with simulators. 
The results of these evaluations, together with maximum processing rates 
quoted by Control Data and Burroughs, are shown in figure 8. 
numbers are in terms of billions of floatin 
All performance 
note that the initial performance specifica f- 
point operations per second; 
ion for the FMP was 1.0. 
The first line of figure 8 gives the maximum rates of the two 
configurations for simple operations (such as AxB). Note that the Control 
Data configuration performs twice as fast in 32-bit mode. The second line 
shows the absolute maximum processing rate possible for each architecture, 
usin 
5 
the most complex o 
AxB+ for Burroughs). 
rations available (AxB+CxD for Control Data and 
T e next two lines are the performances estimates for r 
the two Navier-Stokes codes provided by NASA; the first is a hybrid 
explicit-implicit method and the second is totally implicit. Notice that the 
Control Data figures are for 32-bit; it is unknown how much of the actual 
code could be executed with sufficient accurac 
SI 
in this mode. The final two 
lines are estimated figures for the GISS globa circulation model and the MIT 
spectral model, the two weather/climate codes being considered. 
SUMMARY 
Although feasibilit 
8 
studies are continuing, it has been fairly well 
demonstrated that the NA F can in fact be built, that it can meet 
Navier-Stokes performance objectives, 
other applications as well. 
and that it will perform efficiently on 
Subsequent phases of the Pro'ect will verify 
these conclusions through detailed design, actual fabrica ion, i 
operation of the Numerical Aerodynamic Simulation Facility. 
and subsequent 
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la: PROBLEM: DO 1 I=l,N 
N INDEPENDENT INSTANCES 
OF THE SAME OPERATIONS 
1 CONTINUE 
lb: SERIAL APPROACH: 
lc: PARALLEL APPROACH: 
33 
I I=1 
1 
I=2 
Figure l.- Concepts of parallelism - basic. 
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2a: HORIZONTAL SLICING (VECTOR OR PIPELINE APPROACH) 
I 
I I I l oo I 
I 
I I I l oo I 
I 
r-l I I l oo u 
2b: VERTICAL SLICING (MULTIPLE PROCESSOR APPR0AC.H) 
I 
0.0 
Figure 2.- Concepts of parallelism - slicing. 
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3a: PROBLEM DO 1 I=l,N 
c?l 
1 CONTINUE 
N INSTANCES WITH DATA DEPENDENT 
OR SUBSCRIPT DEPENDENT BRANCHING 
3b: VECTOR OR LOCKSTEP PARALLEL I 
3c: INDEPENDENT PARALLEL ; 
I I 1 
I 
I 
Figure 3.- Concepts of parallelism - branching. 
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Figure 4.- The three sweeps of the three-dimensional implicit method. 
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NOTE: PARENTHESIS REFERS TO 
32 BIT WORDS, OTHERWISE 64 
I (512) J 
RAM 
SMALL MEMORY 
8 MILLION WORDS 
(16) 
SCALAR 
PROCESSOR 
MAP UNIT 
PIPELINE PROCESSORS 
M.Hl M 
+ (2) 
SPARE 
, 
Figure 6.- Simplified block diagram of Control Data FMP. 
(RAM denotes random access memory.) 
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DATA BASE 
MEMORY 
134 MILLION WORDS 
RAM EXTENDED MEMORY 34 MILLION WORDS 
DATA TRANSPOSITION NETWORK 
/\ 
SCALAR PROCESSORS (8 MILLION WORDS) 
-r CONTROL UNIT 
Figure 7.- Simplified block diagram of Burroughs FMP. 
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IN BILLIONS OF FLOATING POINT OPERATIONS PER SECOND 
CODE CONTROL DATA BURROUGHS 
MAX RATE (SIMPLE) 
0.5 (AxB, 64-bit) 1.0 (AxB, 32-bit) 1.5 (AxB) 
MAX RATE (COMPLEX) 
1.5 (AxB+CxD, 64-bit) 
3.0 (AxB+CxD, 32-bit) 2.3 (AxB+C) 
- 
HUNG-Mac CORMACK 0.9 (32-bit) 1.1 
PULLIAM-STEGER 1.2 (32-bit) 1.2 
GISS GCM 0.54 (32-bit) 0.8 
MIT SPECTRAL 0.5 (32-bit) 0.7 
Figure 8.- Performance estimates for alternate FMP concepts. 
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THE CURRENT STATUS OF MICROCOMPUTER ARRAYS 
John C. Knight 
NASA Langley Research Center 
Robert G. Voigt 
Institute for Computer Applications in Science and Engineerin@ 
INTRODUCTION 
In this paper we survey scme current research on microcomputer arrays. 
There are a large number of projects currently under development, and some are 
at the stage of constructing hardware, while others are at the design and 
planning stages. We will not attempt to present an exhaustive discussion of 
these efforts, but rather a general overview of the topic followed by a more 
detailed discussion of three projects whose purposes are specifically 
scientific computation. 
MOTIVATION 
A microprocessor is the central processor of a small ccmputer in the form 
of a single integrated circuit. By combining a microprocessor with a memory 
and a few other components, a complete computer of rather limited power can be 
constructed. At the present time, microprocessors typically use a word size 
of 8 or 16 bits, use 16-bit word addressing, and have a l-word integer add 
time of a few microseconds. Often they do not provide multiply or divide 
instructions, and floating point operations must be explicitly programmed. The 
remarkable thing about microprocessors which makes them so attractive is their 
cost. At the time this paper was written, a microprocessor could be purchased 
for a few tens of dollars, and a complete microcomputer could be built for a 
few hundred dollars. 
As the general level of semiconductor technology advances, microprocessors 
will become even less expensive, faster, and more sophisticated. In addition, 
a complete microcomputer on a single integrated circuit, a few of which are 
produced now, will become more widely available. Many projections from the 
semiconductor industry have appeared in the literature and indicate the 
probable availability of 32-bit microprocessors with built-in floating point 
hardware by the early 1980's. 
*Research by the second author was performed under NASA Contract Number 
NASl-14101 while he was in residence at ICASE, NASA Langley Research Center, 
Hampton, Virginia. 
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Despite the limited capabilities of a single microprocessor, it is clear 
that very significant computing power could be achieved by linking many of them 
(perhaps thousands) together in some way, and their very low cost now makes 
this financially feasible even though there remain technical problems. 
From the point of view of the problem to be solved, there appear to be two 
clear motivations for considering srrays of microprocessors. For problems of 
moderate size, those that tax the resources of present day computers (but can 
be solved), the motivation is one of reducing both the cost and the time for 
obtaining a solution. For example, in structural analysis one routinely solves 
design problems that require on the order of 10 minutes of CDC 6600 computer 
time. However, to optimize that design, the engineer might like to solve the 
basic problem hundreds of times. The conflict is clear, and a compromise on 
the number of runs is usually made. 
At the other end of the scale there are problems of significant importance 
that are simply too large for any present-day computers or those that will be 
available by 1980. For example, to model most of the details of the flow of a 
gas over a complex body, such as an 6 aircraft moving through the atmosphere, 
would require a grid in excess of 10 points over which the three-dimensional 
Navier-Stokes equations would be discretized. It is predicted (ref. 1) that in 
order to model this flow in a few hours of computer time, a computer capable of 
performing at a sustained rate of 1 billion floating point operations per 
second would be required, The current super computers are capable of peak 
rates on the order of 100 million floating point operations per second. It is 
conceivable that the required raw performance could be obtained with a large 
array of microprocessors. Whether or not such an array could be used effi- 
ciently for scientific problems is another question with no clesr answer at 
this point. A discussion of this problem is beyond the scope of this paper, 
but it may ultimately be the most difficult to solve. 
PROCESSOR ORGANIZATIONS 
If many microprocessors are going to be used in parallel in the solution 
of a large problem, then each processor will be working on a very small part 
of the problem at the ssme time. This leads to a requirement for some form of 
communication between the processors since in general each processor will need 
the results generated by others as it proceeds. For example, if many micro- 
processors are used to solve a discretized differential equation by Jacobi's 
method, they could be organized so that each processor corresponds to a node of 
the grid and is able to exchange data with its nearest row and column 
neighbors. The communications requirement is the most critical issue in the 
design of microprocessor networks. The expense of any completely general high 
performance interconnection scheme, such as direct connection of every 
processor to every other, beccmes prohibitive as the number of processors 
increases, An inadequate interconnection scheme on the other hand either 
limits performance of the network or limits the class of problems which can be 
successfully tackled. A detailed discussion of interconnection schemes may be 
found in reference 2. 
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In practice, three different approaches to this problem have been used. 
They are 
1. P processors, M memories, and a PxM electronic crossbar switch allowing 
any processor to access any memory. 
2. P processors each with a localmemory and all processors connected to a 
bus structure allowing transfer of data. 
3. P processors each with a local memory and arranged into some form. of 
regular lattice. Each processor is then permanently connected to a 
small subset of the others (usually its neighbors in the lattice). 
Figures 1, 2, and 3 show examples of these organizations. Most micro- 
processor networks do not conform exactly to one of these but add to the basic 
structure based on application-specific requirements. 
Within the basic structure, it is possible to arrange for all processors 
to be executing the same instruction at the ssme time in the sense of the 
Illiac IV, known as Single Instruction Multiple Data (SIMD), or for each 
processor to be working on its own program and then synchronizing with other 
processors as necessary, known as Multiple Instruction Multiple Data (MIMD). 
The choice of which scheme to use is very involved since each has its advan- 
tages and the intended application must influence the decision. 
NAVIER-STOKES COMPUTER 
A study by the RAND Corporation (ref. 3) has proposed a design for an 
array of microprocessors intended to be used specifically for the numerical 
solution of the Navier-Stokes equations on very large problems which cannot 
presently be tackled in realistic running times. 
The proposed number of processors is 10 000 arranged as a 100x100 square 
and operating in the SIMD mode. Each processor is connected to its four 
nearest neighbors only. Processors on the edges are considered as neighbors of 
appropriate edge processors on the opposite side, forming what amounts to a 
"wrap-around" connection. This simple ccmmunication scheme reduces the 
complexity of the hardware and has been shown to be feasible for the intended 
application (ref. 4). The organization of the individual processors is unusual 
since a single integrated circuit microprocessor is not used. The intended 
application does not require all of the facilities of a microprocessor and so 
the individual processors will consist of an adder, some registers, and a small 
amount of memory. These may be combined in a single special integrated circuit 
or constructed from a small number of commercially available components. Since 
no sequencing capability is included, control information will be broadcast to 
all of the processing elements from a central control unit. If necessary, 
individual processors can be selected by a set of row and column lines. The 
extreme simplicity of the processors means that individual arithmetic opera- 
tions may be quite slow, but since 10 000 will be performed in parallel, the 
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overall performance will be substantial. 
The amount of memory used is determined by the intended application. It 
is proposed to solve problems in three dimensions by using the array on a 
series of two-dimensional planes in sequence. Thus, data for one grid point 
from each plane have to be stored by each processor, and it is necessary to 
maintain several variables for each point. The memory will be large enough to 
ensure that no data transfers to or from peripheral equipment are necessary 
during problem solution. 
The performance exoected on the application of interest is very great. 
Assuming a 32-bit word, 500 nanosecond add time, and a total grid size of 
between l/2 million and 10 million points, the solution time is predicted to be 
between two and three orders of magnitude faster than for a general purpose 
computer of the CDC 7600 class. 
An interesting proposal in this design is the incorporation of a program 
accessible light-emitting diode (LED) on each processor. The purpose is to 
allow visual examination of certain aspects of the solution as it proceeds by 
arranging for each processor to switch on or off its LED based on local 
solution characteristics. 
WISPAC 
A group in the Department of Electrical and Computer Engineering at the 
University of Wisconsin has proposed an MIMD array for the solution of a wide 
range of partial differential equations (ref. 5). As with the previous design, 
the basic idea is to have computing power associated with each node of the 
discretized equations; however, the Wisconsin Parallel Array Computer (WISPAC!) 
is considerably more general in its design. Figure 4 shows the overall 
structure. 
WISPAC consists of a three-dimensional array of as many as 10Cx100x20 
'microcomputers, each connected to its six nearest neighbors and with edge 
nodes making "wrap-around" connections. The array is logically subdivided into 
sectors with from 5x5x5 to 25x25~20 nodes per sector. All of the nodes in a 
given sector are connected to a sector control computer, and all of these are 
connected to a master processor. A sector control computer is primarily 
responsible for overall program control, control of communication among micro- 
computers, and input/output to the outside through the master processor. 
The microcomputer at each node of the array contains a full micro- 
processor and local data and program memory, making it possible for each 
processor to execute different instructions simultaneously. This also allevi- 
ates the possible bottleneck of a single controller attempting to distribute 
instructions to the entire array. 
An interesting feature of the array design is an intra-array communication 
scheme in addition to the six nearest neighbor connections, Each processor can 
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function as a switch by accepting data flrom any one of its six nearest 
neighbors and passing the data on to any other. The logic for handling this 
ccmtnunication could be established for one particular problem by the sector 
control computer, or it could be changed during the solution of a problem by 
the individual node computers. This capability greatly increases the set of 
algorithms that one might expect to run efficiently on the array. Cammunica- 
tion between non-neighboring nodes using this mechanism does represent an over- 
head which increases significantly if data must be moved over long distances or 
if a large number of nodes must communicate over short distances. In addition, 
for nonuniform problems, selection of efficient ccmmnunication paths is a 
nontrivial problem. Reducing this overhead is perhaps the key to the effec- 
tiveness of the design. 
DISTRIBUTED ARRAY PROCESSOR 
International Computers Limited (ICL) has developed a machine called the 
Distributed Array Processor (DAP) (ref. 6) which is currently being marketed. 
The DAP consists of a large number of processors which are organized as a 
square array, with each processor connected to its four nearest neighbors. It 
is an SIMD machine and there is a control unit which broadcasts instructions 
to the processors in the array. Each processor contains an enable/disable bit 
which can be set under program control and determines whether that processor 
will execute the current instruction or no operation. 
The processors are unusual in that they operate on single bits. A 
processor consists of a l-bit adder, three l-bit registers, and typically, a 
4096 bit memory. The memories of all the processors taken together also 
constitute psrt of the memory of a conventional computer known as the host. 
This sharing of memory allows for very effective communication between the two 
systems and permits the host to operate on the data with no data transmis- 
sion, for example, to set up the initial problem and to extract results. The 
host and the DAP may operate concurrently on separate tasks provided the host 
does not use the part of its memory which is shared. For example, the host 
may be compiling a program to be run on the DAP while the DAP is executing a 
different program. 
As well as being able to communicate with its four nearest neighbors, 
each DAP processor is also connected to row and column "highways". These are 
data paths which allow data to be shared by all the processors in a row or 
column. 
Since each processor can only perform single bit addition, floating point 
operations have to be explicitly programmed in terms of l-bit operations. 
Multi-bit arithmetic can either be performed by one processor in bit serial 
mode or by a group of processors in parallel. In the first case, all of the 
bits of an operand are stored in one processor's memory, and in the second 
case, one bit from an operand is stored in each processor's memory. The 
precision of arithmetic operations and all the details of the arithmetic 
algoritkrm are therefore under program control. Thus, if a 29-bit floating 
35 
I lllll1lllIlll I Illll 
point format is most appropriate for a particular problem, it can be used and 
will be more efficient in both speed and use of memory than a longer format. 
As well as flexibility in determining arithmetic, the bit level operations give 
the DAP considerable diversity in problem solving. For example, the maximum 
element of an array which has been stored with all of the bits of an element in 
one memory can be found by a bit level algorithm whose time is proportional to 
the number of bits in the number format, not the size of the array. 
The manufacturer reports (ref. 7) the construction of a prototype DAP with 
1024 processors organized as a 32x32 square. Each is equipped with 1024 bits 
of storage. The time reported for a matrix multiplication involving 32x32 
matrices and using 32-bit floating point numbers wits 16 milliseconds. This 
corresponds to approximately 4 million floating point operations per second. 
Inversion of such a matrix was found to take 29 milliseconds. Typical produc- 
tion models are expected to be arrays of 32x32, 64x64, or 128x128 processors. 
PROJECTIONS 
Although microcomputer arrays are in their infancy, it is possible to 
identify some areas where significant problems must be overcome in order to 
achieve any degree of success in solving real scientific problems. In this 
section, we will outline some of these problems and indicate some possible 
solutions that are currently under consideration. 
Processor communication is still the major issue. No present design 
involving microprocessors has attempted to use the layout shown in figure 1. 
Some use the bus technique shown in figure 2, and most use a combination of 
the schemes shown in figures 2 and 3. The difficulty of connecting every 
processor to every other is that the complexity, and hence the cost, of the 
switch increases as the square of the number of processors. The 16x16 switch 
on the Csrnegie Mellon University C.mmp computer (ref. 8) proved to be one of 
the most difficult problems in that design. There have been recent proposals 
(for example, refs. 9 and 10) which use less than full cross bar switches in a 
tree structure. This idea reduces complexity at the cost of reduced general- 
ity. Decisions must be made regarding the routing of information which may 
prove to be an expensive overhead. 
At the other extreme, although the cost is minimal, the limitations of a 
nearest neighbor connection are clear, and it may be advantageous to augment 
this in some way, for example, with a global bus (ref. 11). In the end, exper- 
ience with some configurations will be needed in order to determine the best 
approach for a given subset of problems. 
Another critical issue that must be faced is that of control of the array. 
A control processor may be used to broadcast instructions to the array, or the 
computers in the array may execute their own sequence of instructions. The 
former approach requires that less hardware be invested at each node but 
reduces the algorithmic possibilities since any reasonably sized controller 
could support only a relatively snvzll number of instruction streams. Again, 
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the particular application should probably be a significant factor in the final 
design decision. 
The question of reliability must be faced also. Although individual 
integrated circuits msy have mean times to failure in the millions of hours, 
for a 100 000 node array with perhaps ten circuits per node, the failure rate 
may not be acceptable. Hardware will undoubtedly become more reliable, but 
array designers msy have to supply error detection schemes which reduce the 
impact of a failure. This might involve swftchfng a standby processor into 
the array where the faflure occurs. The Implication of this approach. on 
intra-processor communication is profound. 
Providing software for array computers is also a significant problem. 
Constructing an operating system is probably tractable. One solution would be 
to simply treat the array as a slave device to a host, allowing relatively 
routine modifications to the host operating system. The question of program- 
ming languages is more difficult. Potential users of array computers would 
prefer simply to run existing FORTRAN programs and to write new programs in 
standard FORTRAN. Experience with earlier parallel processors has shown that 
this usually produces very inefficient use of the array. The problem is that 
automatic detection and exploitation of parallelism are only marginally 
successful on real programs. New programming languages or modified versions of 
existing languages which give ready access to the unique features of the new 
hardware seem to be required. 
The performance of a computer in the solution of a problem depends heavily 
on the particular algorithm being used. Algorithm development in the recent 
past has been dominated by the need to make effective use of serial computers. 
The result has been significant improvements in serial algorithm performance. 
Unfortunately, efficient algorithms which exploit the capabilities of array 
processors have received little attention. Considerable development in this 
area is needed if this class of machines is to reach its full potential, 
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ADAPTIVE FINITE ELEMENT ANALYSIS BASED ON P-CONVERGENCE 
B. A. Szabo, P. K. Basu, and M. P. Rossow 
Washington University 
SUMMARY 
The results of numerical experiments are presented in which a posteriori 
estimators of error in strain energy were examined on the basis of a typical 
problem in linear elastic fracture mechanics. Two estimators were found to 
give close upper and lower bounds for the strain energy error. The potential 
significance of this is that the same estimators may provide a suitable basis 
for adaptive redistribution of the degrees of freedom in finite element models. 
INTRODUCTION 
One of the most important problems remaining in finite element research is 
the development of adaptive finite element software systems, i.e., finite 
element computer programs which have a local error estimation capability and a 
capability to increase the number of degrees of freedom selectively such that 
the quality of approximation is nearly uniform over the entire solution domain 
and the error does not exceed some pre-specified tolerance. 
Research concerned with the development of adaptive finite element soft- 
ware systems has been underway at Washington University for several years. 
This work has resulted in the development of an approach for improving th.e 
quality of approximation without mesh refinement. In this approach the number 
of degrees of freedom is increased by increasing the polynomial orders (p) or 
introducing non-polynomial basis functions over fixed finite element mesh divi- 
sions. This process of reducing the error of approximation through the addi- 
tion of new basis functions is called "p-convergence" to distinguish it from 
the conventional approach (called "h-convergence") in which the size of finite 
elements (h) is reduced while the number and type of basis functions for each 
element are fixed. 
The efficiency of p-convergent adaptive procedures has been established in 
a series of numerical experiments, reported in references 1 and 2 and it has 
been shown that the rate of p-convergence cannot be slower than the rate of 
h-convergence (I. Babuska, private communication). In fact, for the vast 
majority of practical problems, p- convergence is substantially faster. 
This and other computational advantages suggest that adaptive finite element 
software systems should be based on p-convergence. 
The key problem is to find suitable estimators of error which would indi- 
cate when and where the number of degrees of freedom should be increased over 
the solution domain. Some estimators have been proposed already: 
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1. Babuska and Rheinboldt developed a local, asymptotic, a posteriori error 
estimator for h-convergent approximations (ref. 3). The estimator requires ele- 
ment level computations only and measures the error in strain energy associated 
with an element. An optimal distribution of the degrees of freedom is obtained 
when this error measure is the same for all elements. 
2. Melosh and Marcal (ref. 4) proposed to measure the specific energy differ- 
ence (SED), defined as the largest difference over the element domain between 
the computed strain energy density function and the same function evaluated at 
the origin of the elemental coordinate system. This measures the effect of 
modes higher than those associated with the (generalized) constant strain 
states on the distribution of strain energy density within finite elements. 
The criterion for mesh refinement is that SED be approximately the same for 
each finite element. In practical computations SED is approximated by the larg- 
est of the strain energy density differences evaluated at quadrature points only. 
3. Peano et al. (ref. 5) proposed a criterion for p-convergent approximations. 
This criterion is based on the rate of change of the total potential energy 
with respect to higher order displacement modes, evaluated before the higher 
displacement modes are actually introduced. When the rate of change of the 
potential energy exceeds a prescribed tolerance, the stiffness terms corre- 
sponding to the higher modes are assembled and the new system of equations is 
solved. The hierarchic structure of the elemental stiffness matrices permits 
efficient use of block relaxation procedures in obtaining improved solutions. 
In this paper we examine the numerical characteristics of a criterion 
similar to that proposed by Babuska and Rheinboldt in ref. 3, but modified for 
p-convergent approximations. Our study is preliminary in nature and is re- 
stricted to one specific problem. 
ERROR MEASURES 
We have examined two measures for the error in strain energy on the basis 
of a problem in two:dimensional elasticity containing a geometric singularity. 
This problem is typical for a large class of problems in linear elastic frac- 
ture mechanics (fig. 1). The error measures were as follows. First we define 
the ith component of the residual vector, which represents the unbalanced body 
force,as 
r i =G; i,jj 
+ (A + G) ii +x j,ji i 
in which 
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c and h are Lame's constants; 
U. 1 is the ith component of the displacement vector computed by the finite element method. 
The subscripts range over 1,2. 
'i 
is the ith component of the body force vector. 
-3- 
me of the measures, to be called the "r-estimator," is defined for the kth 
finite element as 
(r 2 1 + r22) dA (2) 
in which 
a is a constant, to be determined by numerical experiments; 
l?k is the polynomial order of the displacement approximation over the kth, element; 
Ak is the area'of the kth element. 
The other measure, to be called the "t-estimator", is defined over interelement 
boundaries and external boundaries on which tractions are specified, as the 
square of the unbalanced tractions. Specifically, at the boundary of two ele- 
ments, the vector of unbalanced tractions is: 
t+> = [S.. 
1J 
(a)(s) - Gijcb)(s)] nj (3) 
in which 
; (a> 
ij is the finite element approximation to the stress tensor for the ath element; 
n. 
J 
is the unit normal to the interelement boundary; 
S is the variable along the element boundary. 
At external boundaries the unbalanced traction vector is the difference 
between the computed traction vector and the applied traction vector. When 
displacement vector components are specified, the corresponding unbalanced 
traction vector component is zero. 
The t-estimator is defined as 
(t12 + t22) ds (4) 
in which 
B 
'k 
'k 
is a constant, to be determined by numerical experiments; 
is the polynomial order of the displacement approximation 
at the kth interelement or external boundary segment; 
denotes the kth elemental boundary. 
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Both the r and t measures were found to give close indications of the 
total error in strain energy in p-convergent approximations. The details are 
as follows. 
The sample problem represented in fig. 1 does not have a known exact solu- 
tion. For this reason it was necessary first to estimate the exact value of 
the total strain energy U. This was possible by utilizing the asymptotic 
relationship given in reference 6: 
IJ=up+c 
NDF (5) 
in which 
U 
P 
is the computed (total) strain energy, based on pth 
order polynomial approximation; 
C is a constant; 
NDF is the (net) number of degrees of freedom. 
Extrap?l?ting on the basis of eq. (5), U was found to be 0.7702 02e2/E 
(i- 0.0002 CT R /E) in computations involving two different finite element mesh 
dFvisions. The computed dimensionless strain energy values, the corresponding 
errors and the values of the two error estimators for parameter values a = 3, 
8 = 2 are given in Table I. The percent changes in the estimators as p is in- 
creased tend to bound the corresponding percent change in the strain energy 
error with increasing precision such that the change in the r-estimator is 
smaller and the change in the t-estimator is larger than that of the strain energy 
error. Furthermore, the values of these percentage changes are monotonically 
decreasing for p > 2. This suggests the possibility that two constants cr and 
ct could be found such that a relationship, 
C 
' Rk(3) < ' - 'P ' = 'k - 
C Tk(2) 
tk 
remains valid for all p-values and that the upper and lower bounds become pro- 
gressively closer to the strain energy error as p is increased. This is, of 
course, highly speculative at the present because no theoretical justification 
exists, but consistent with the observations of this numerical experiment. For 
example, if we choose c = 0.7008 and c = 0.2657, the two estimators will give 
the value of the strainrenergy error attp = 7. The resulting relationship 
between the strain energy error and the two estimators is illustrated in 
fig. 2. 
The question naturally arises whether the same estimators would bound the 
energy error at the element level as well. Clearly, this approach will be use- 
ful only if the indicators tend to zero with increasing p at about the same 
rate as the error in strain energy does, not only for the entire solution 
domain but for individual finite elements as well. The presently available 
information is sufficient only to indicate trends. 
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The problem chosen for study does not have a known exact solution; thus 
the energy error cannot be computed with precision. For the global solution 
the rate of convergence formula (eq. 5) provided a basis for extrapolation to 
the limit, value of the computed strain energy values. Such formulas are not 
available for predicting convergence at the element level. For this reason an 
ad hoc procedure for extrapolation had to be devised. It was assumed that the 
strain energy converges at the element level as 
$4 = 
3 
(k) + 1-1 
PV 
where u and v are constants, u 0-d 
up 04 
is the strain energy of the kth element, and 
is the strain energy of the kth element computed on the basis of uniform 
pth order polynomial approximation over all of the finite elements. Taking two 
consequtive values of pol 
7 
nomial orders q and p, u can be eliminated and the 
extrapolated value of u(~ is 
v (k) _ qvu (k) 
$4 = ’ % q 
PV - qv 
where v and u (k) were chosen such that for q = 5, p = 6 and q = 6, p = 7 the 
value of u(k) was constant. The resulting estimate of the strain energy for 
element 2 is u(k) = 0.0844 02E2/E. When the p-distribution is uniform over 
the entire mesh, the estimators vary over the finite elements by several orders 
of magnitude. As could be expected, their value is the greatest for the crack 
tip elements (element numbers 1,3,4) and least for the elements remote from the 
crack tip (element numbers 5,6,8). In those elements which are not on the 
crack tip, the estimators apparently approach zero faster than the error in 
strain energy. 
den the distribution of p is altered such that the element to element 
variation in the estimators is reduced, then the estimators tend to become 
closer to the energy error. Specifically, letting p = 7 for the crack tip 
elements and p = 3 for the remote elements, the variation in the estimators is 
reduced somewhat but is still 5 orders of magnitude for the r-estimators and 4 
orders of magnitude for the t-estimators. In this case we have complete third 
order polynomial approximation in the transition elements 2 and 7 with some ad- 
ditional shape functions ranging in order from 4 to 7. The estimators for ele- 
ment 2 were computed as crR2(3) = 0.2 x 10V5, ctT2(2) = 0.2 x 10D4, and the 
dimensionless strain energy error as 0.4 x 10-4. Thus the indications are 
that the bounding property of the estimators may be preserved at the element 
level only if the p-distribution is such that the estimators do not vary by 
more than 2 or 3 orders of magnitude. 
In all computational experiments conducted to date the r- and t-estimators 
were found to be consistent indicators of the source of energy error, in this 
case the crack tip singularity. 
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CONCLUDING REMARKS 
A preliminary numerical investigation has indicated that readily computable 
bounds may exist for the error in strain energy in p-convergent finite element 
analysis. These bounds would provide an indication of where the degrees of 
freedom should be increased over the solution domain in adaptive finite element 
analysis to achieve uniform quality of approximation. 
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P 
..=; 
TABLE I 
ESTIMATORS FOR TBE ERROR IN STRAIN ENERGY 
[Centrally cracked panel, 8-element mesh, uniform p-distribution.*] 
u-u 
P z Rk(3) k 
.; '_ : zi= ._... ;: >:-----r..- ~._=-=2: : _--~- .-.,~- _ -_Lzz i = ,_ .I,_li----_---- 
0.6936 0.0766 0.0864 0.4662 
0.7305 0.0397 0.0534 0.1989 
0.7461 0.0241 0.0321 0.1042 
0.7538 0.0164 0.0218 0.0658 
0.7584 0.0118 0.0161 0.0452 
0.7613 0.0089 0.0127 0.0335 
22 *To convert entries into dimensioned values, multiply by o R /E. 
t Poisson's ratio: 0.3. 
C T 
k k 
(2) 
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Fig. 1. Centrally cracked square panel mesh division 
and element numbering. 
0.04 
0.03 
0.02 
0.01 
I2 
loo/p2 
Fig. 2. Variation of the error indicators and the error 
in strain energy with the polynomial order (p). 
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FINITE ELEMENT ANALYSIS OF HELICOPTER STRUCTURES 
Melvin J. Rich 
Sikorsky Aircraft 
SUMMARY 
This paper presents the progress at Sikorsky Aircraft of the applications 
of finite element (F.E.) analysis for helicopter structures. The finite ele- 
ment analysis is now the standard method for helicopter airframe structures, 
and the use is now being expanded for 3D analysis of mechanical components. 
Examples of application are presented for airframe, mechanical components, 
and composite structure. Data are presented on the increase of model size, 
computer usage , and the effect on reducing stress analysis costs. Future 
applications for the use of finite element analysis for helicopter structures 
are projected. 
INTRODUCTION 
Prior to 1971 the major method for analysis of helicopter structures at 
Sikorsky Aircraft was the usual strength-of-materials approach. Semiempiri- 
cal corrections were made to account for complex cutouts or stress concentra- 
tion regions. Elastic energy methods were employed to a limited degree for 
some redundant structural areas, but mainly as a stress check for highly 
stressed parts. In the 1960's, an airframe was extensively strain gage,d (about 
a thousand gages were used) to correlate stress analysis with test results. 
This correlation study showed that an appreciable weight reduction could be 
achieved if a more accurate analysis method was used to predict internal load 
paths. As a result a force method was used to reanalyze the airframe type 
structures, and appreciably improved correlation was obtained. However, the 
principal problem was the inability to use such improved methods to effect the 
structural design in a timely manner. 
A review in 1970 indicated that the finite element technology had pro- 
gressed to a level that this methodology could be employed as a design tool 
for helicopter airframes. The most promising features were that, with moder- 
ate instruction, the design stress engineer would be able to employ finite 
element analysis, and the more accurate analysis could be employed in the de- 
sign iteration schedule. The expected results would be reduction in struc- 
tural weight, with less risk of major design changes arising from not meeting 
final test verification. Table I illustrates the major milestones in the use 
of finite element technology at Sikorsky Aircraft. 
A survey was made as to which of the many well developed finite element 
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programs to use. NASTRAN 0 R was selected since it met the selecting criteria 
( *- user oriented, analysis features, and, most important, the projected con- 
t~n%l support for updating and development). The next step was to check out 
the use of NASTRAN to predict stresses and deflections. A static test air- 
frame of the CH-53A helicopter was used and the test correlation was found to 
be highly superior to previous stress methods used. As a result, the confi- 
dence and experience was gained to employ the finite element technology to the 
subsequent airframes listed in Table I. 
The first full finite element analysis was for the BLACK HAWK prototype 
airframe. Structural weight was reduced about ten percent and the accuracy 
was confirmed by subsequent airframe static tests. The same finite element 
technology was employed for the RSRA (rotor systems research aircraft), CH-53E 
(super stallion), and the S-76 commercial airframes. 
The finite element analysis is now being employed for helicopter mechani- 
cal components. However, most of the mechanical components require a 3D finite 
element analysis to account for rapid changes in geometry as well as for accu- 
rate stress predictions. The availability of mesh generators has made 3D 
finite element analysis practical, and correlation of stress predictions has 
been within 10 percent accuracy for highly stressed regions. 
This paper will present the progress of finite element technology, appli- 
cations, benefits derived, and projection of future applications. 
APPLICATIONS 
The applications presented represent some of the typical structures where 
finite element analysis is important for helicopters. 
As previously mentioned, finite element analysis was first started with 
the airframe structures. The BLACK HAWK helicopter shown in Figure 1 is typi- 
cal of the complexity of helicopter airframes. 
The airframe has large openings for troop entry on both sides, numerous 
openings for windows and the main rotor transmission support. Thus the center 
cabin has many structural discontinuities, for which the usual strength-of- 
materials approach would be questionable to predict accurate internal load dis- 
tributions. In addition to the many usual flight and ground load conditions, 
the BLACK HAWK airframe was designed to meet the Army requirements for crash- 
worthiness. 
The finite element model of the BLACK HAWK is shown in Figure 2. The 
entire airframe, the vertical and horizontal tail surfaces, and the effect of 
the main rotor transmission were included in the finite element analysis with 
a resultant 9000 degrees of freedom. The use of finite element technology 
contributed significantly to a highly efficient airframe. 
Another important area of helicopter applications is the design of mechan- 
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ical components. These are usually of complex shape and designed for cyclic 
loadings. Fatigue testing is usually required to verify the component design. 
The goal is to "must pass" the fatigue requirements at the first test eval- 
uation. Failure to do so involves costly changes and significant problems in 
schedule. Thus finite element technology, with its inherent improvement in 
stress prediction, is well warranted for use with helicopter mechanical compo- 
nents. Due to the complexity of shapes, a 3D analysis is required to achieve 
the accuracies desired. The 3D model shown in Figure 3 represents a segment 
of the CH-53A/D helicopter swashplate. By using cyclic symmetry, only the seg- 
ment shown was required for the analysis, but even this segment represents 
5500 degrees of freedom (equivalent to the center cabin required of the BLACK 
HAWK). The 3D finite element analysis provided stress results within ten per- 
cent of static test data in the highly stressed regions. 
Another area of application is with the use of advanced composite materi- 
als. Sikorsky Aircraft is rapidly utilizing these advanced materials for pri- 
mary structures. Since the composites are essentially linear elastic in the 
fiber dominated orientations, little or no plastic relief is obtained at stress 
concentration regions. The example shown in Figure 4 represents the finite 
element model of a composite bolted joint. With metal joints, the usual assump- 
tion is that bolt loads will redistribute due to local yielding. However, for 
composite materials, it is essential to account for accurate load distribution 
and concentrated stresses at the bolt regions. The finite element model shown 
in Figure 4 is made very fine at the bolt locations to obtain accurate local 
loadings for a subsequent laminate stress analysis. 
ASSESSMENT OF FINITE ELEMENT ANALYSIS 
The accuracy of the finite element methods as used at Sikorsky Aircraft 
has been well proven with the correlations obtained for airframe and mechanical 
components. Developments will include reduced computer time, use of im- 
proved elements, and reduced schedule time with interactive modeling. 
The increasing size of the model is beginning to become a problem. As 
shown in Figure 5, the general number of degrees of freedom (D.O.F.) was main- 
tained at the 5000 number level for a long period. As more of the structure is 
analyzed, the size grows rapidly. A 9000 D.O.F. model has been used for the 
production version of the BLACK HAWK fuselage. Substructuring will help in 
reducing some of the work load. However, 3D analysis, even on the swashplate 
segment, has already reached the 5000 D.O.F. level and can be expected to grow 
rapidly, perhaps to levels of 20,000 in the next few years. Improvements in 
interactive modeling, substructuring, and others will be required to handle 
models of this size. 
Computer time is now becoming an appreciable cost factor. Figure 6 illus- 
trates the rapid rise in total CPU time in the past five years. CPU time can 
be expected to rise even more rapidly in the next decade. It would appear that 
the finite element work load is increasing to a level which requires fully 
dedicated, higher speed computers. 
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The question arises as to what benefits the finite element technology 
has brought forth. First of all the increased accuracy is estimated to have 
resulted in a 5 to 10 percent reduction in the weight of airframe structures. 
We can expect even greater reductions in the weight of helicopter mechanical 
components when the technology is employed to the same degree as for airframe 
structures. 
Most important is the effect on the engineering costs to analyze struc- 
tures. A best estimate of the savings in engineering hours is illustrated in 
Figure 7. One measure is the number of hours for stress analysis per square 
foot of structure. In 1977 it took only one sixth the stress hours per square 
foot used in 1962 for airframe structures. Thus, the engineering cost effect- 
iveness appears to be more than ample to trade off against increased computer 
charges. 
FUTURE APPLICATIONS OF FINITE ELEMENT ANALYSIS 
We can expect increased usage,of finite element analysis for weight reduc- 
tion, reducing engineering costs for analysis of complex structures, and the 
probable reduction of development costs for helicopter components. In addition, 
the complexity of 3D anisotropic composite structures will require the use of 
finite element methods because of the inability to accurately analyze by sim- 
pler strength-of-materials methods. 
The damage tolerant aspect of structural design will require the use of 
fracture mechanics and will be integrated with finite element methods. It will 
be necessary to have such a combination to enable rapid design iteration and 
arrive at design solutions rather than completely relying on the static or 
fatigue test evaluation to make design changes. 
Another area of application will be to permit rapid design iteration 
using interactive modeling. The goal would be to permit on-the-spot stress 
analysis and design changes to arrive at an optimum design. This goal is a 
long range objective and may be reached as the finite technology is improved 
and the capability of the computer is increased. 
CONCLUDING REMARKS 
Finite element analysis is now established as the standard method for 
helicopter airframe analysis and is now required by the military services. 
Figure 8 illustrates the many Sikorsky airframe applications. 
It is expected that the 3D finite element analysis will soon be a standard 
reauirement for mechanical components, and the technology is progressing 
in this area. 
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Finite element analysis will be a requirement for primary advanced compos- 
ite components because of the need to account for the complex layups and aniso- 
tropic behavior of these materials. The increasing model size from fuller use 
of finite element analysis and the 3D applications will put further require- 
ments on efficient modeling and increased computer capabilities. 
We can also expect further finite element applications to be required for 
damage tolerant design and optimization of the helicopter structures. 
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TABLE I - FINITE ELEMENT MILESTONES SHOW 
INCREASING APPLICATIONS 
. Survey Selected NASTRAN 1971 
. Test Correlation on Airframe 1972 
First Full Application, BLACK HAWK 
' Prototype 
1973 
. RSRA Airframe 1974 
First Application to Mechanical 
' Components 
1974 
. CH-53E (Super Stallion) Airframe 1975 
. Canopy and Airframe 1976 
. Commercial S-76 Airframe 1976 
. First 3D Analysis and Correlation 1976 
. Production BLACK HAWK Airframe 1977 
1 I 
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Figure 1.- Finite element technology provided highly efficient 
BLACK HAWK airframe. 
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Figure 3.- NASTRAN 3D model CH-53A/D rotating swashplate. 
Figure 4.- Finite element analysis of composite materials 
bolted joint. 
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Figure 7.- NASTRAN has reduced stress hours by a factor of 6. 
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Figure 8.- Finite element anal] rsis now established as standard for 
helicopter structures. 
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SYNTHESIS OF AIRCRAFT STRUCTURES USING INTEGRATED DESIGN 
AND ANALYSIS METHODS - STATUS REPORT 
Jaroslaw Sobieszczanski-Sobieski and Robert C. Goetz 
NASA Langley Research Center 
SUMMARY 
This paper gives a status report and describes the future work directions 
of a systematic research effort to develop and validate methods for structural 
sizing of an airframe designed with the use of composite materials and active 
controls. This research program includes procedures for computing aeroelastic 
loads, static and dynamic aeroelasticity, analysis and synthesis of active 
controls, and optimization techniques, Development of the methods is concerned 
with the most effective ways of integrating and sequencing the procedures in 
order to generate structural sizing and the associated active control system, 
which is optimal with respect to a given merit function constrained by strength 
and aeroelasticity requirements, 
INTRODUCTION 
Aircraft design depends on the strong coupling of a multitude of technical 
disciplines, For example, wing structural sizing is strongly influenced by 
aerodynamic loads and load control devices which are in turn defined by the 
structure's static and dynamic aeroelastic characteristics. Conventionally, 
these interdependencies are included in the design process through a sequence 
of analyses and iterative reanalyses, An example of one such conventional 
iterative process used is illustrated in figure 1 (ref. 1). In this process 
the structure is first sized for strength and is then resized to add stiffness, 
if necessary, to satisfy flutter requirements. This process becomes more com- 
plex when the vehicle includes active control systems, such as flutter and 
loads control which must be designed concurrently with the structure itself. 
A recognized deficiency of the conventional approach, which amounts to a 
series of suboptimizations, is the inability to optimize the final configura- 
tion (refs. 2-5). This inability is because the conventional approach does 
not maximize a single merit function (objective function) for the total system. 
That is, an assembly of coupled subsystems, even if each is optimized indi- 
vidually, does not constitute an optimum for the whole system. This deficiency 
is usually aggravated by economic and time constraints which in practice often 
preclude closure of all of the iteration loops. 
A mathematically consistent alternative approach is needed which leads to 
an optimal system with all constraints satsified and all couplings accounted 
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for. This approach would integrate all of the analyses into one iterative loop 
with a formalized optimization algorithm as illustrated in figure 2. This ap- 
proach, although conceptionally simple, cannot be readily implemented today 
for complex aircraft configurations because of the prohibitive computational 
costs associated with the large number of repetitive analyses required by the 
very large number of design variables and constraints. 
Langley Research Center has undertaken an activity to develop the analysis 
and synthesis techniques needed to implement the integrated optimization method 
shown in figure 2. This activity is a Program to Integrate Controls, Aerodyn- 
namics, SJructures, Software and O$imiYation for Vehicle analysis andsynthe- 
sis (PICASSO) (fig. 3). The long-term goal of PICASSO is to develop an inte- 
grated multidisciplinary analysis and synthesis methodology for a wide range 
of aerospace vehicles. Emphasis is focused on developing the methodology 
necessary to include composite structures, advanced technology aerodynamics, 
and active controls. The purpose of this paper is to describe the status and 
future plans of that part of the total effort which is associated with struc- 
tural synthesis including active controls. 
INTEGRATED APPROACH 
Several computer codes have already been integrated into a versatile, modu- 
lar system (ref. 6) to explore various structural synthesis and optimization 
methods. This system consists of a data base.and executive software as depicted 
in figure 4. The data base includes computer codes to do specific calculations, 
a finite element code to do structural analysis (SPAR, ref. 7), numerical 
dea&'describing mathematical models of specific vehicle configurations, and 
sets of executive commands in which each set is a procedure carrying out a 
typical engineering task, e.g., structural resizing for given loads, 
Executive software is entirely provided by the Control Data Corporation 
(CDC) Network Operating System (NOS 1.2). This software consists of a command 
language and auxiliary utilities which permit storing and retrieving files 
containing codes, data, execution procedures, and file modification. 
Codes currently available in the system are listed in figure 4. Informa- 
tion about these codes is provided in reference 8. In order to utilize exist- 
ing codes and those which will be developed in the future, a guideline in the 
development of the integrated system is the ability to incorporate existing 
codes without internal code changes, This is accomplished by suitable pre- 
and post-processors, These processors are usually small, stand-alone FORTRAN 
codes, which perform data conversions to bridge differences between a given 
code input-output format and the system data storage format. The computer 
system enables several users to experiment simultaneously on a time-sharing 
basis with the computations sequenced in various ways within typical engi- 
neering tasks , as shown in the right-hand side portion of figure 4. 
To develop new synthesis methodology, the integrated system is being used 
to study various aircraft configurations. Included are several configurations 
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of a supersonic transport and a subscale model of a fuel efficient subsonic 
transport. These configurations were selected to represent diverse types of 
subsonic and supersonic aircraft with both low and high aspect ratio wings. 
As an example of the complexity of the mathematical model available in the data 
base, a finite element model of one supersonic transport configuration is shown 
in figure 5 (ref. 9). One half of the symmetric model contains 750 grid points, 
2140 elastic degrees of freedom, and 2400 elements representing construction 
details as shown in the inserts. The number of variables used to size the 
structure varies from 720 for the metal wing to over 1900 for the composite 
wing, 
ANALYSIS AND SYNTHESIS METHODOLOGY 
Through application studies, the system of integrated computer codes de- 
scribed in the preceding section provides a tool for investigating and de- 
veloping analysis and synthesis methodology. It is also useful in defining 
missing technical capability and to identify operations which are now im- 
practical and need further development, 
Structural Sizing for Strength 
Current capability.- Conventional iterative analyses of aerodynamic loads 
on a flexible aircraft and iterative resizing of structural components are 
illustrated in the left of figure 6, as a sequence of two iterative loops, 
nested in a third overall loop, The sequence of these operations when combined 
into a common iterative loop is shown in the right of figure 6. Detailed dis- 
cussion of this new iteration approach is given in reference 10. Resizing of 
the structure is accomplished by using a nonlinear mathematical programming 
technique designed to minimize weight of each individual structural component 
separately. Each component is subject to constraints of strength and local 
buckling due to internal forces acting from the surrounding structure. These 
forces are held invariant in the optimization of each component and are updated 
by analysis of the complete structure. The update analysis is carried out after 
all components have been optimized. The resizing requires several repetitive 
iterations (usually 3 to 7). Figure 7 gives an example of a wing resized 
by this approach, Indicated in the figure is the level of detail of the ap- 
proach where very localized component dimensions are included as design vari- 
ables, A more detailed description of the approach is presented in references 
9, 11, and 12. 
Development direction.- As pointed out in reference 11, this approach 
does not guarantee a minimum weight design since there is no system level 
objective function to which all structural components would contribute. To 
remove this shortcomi,ng, a method similar to that proposed in reference 4 
(a. systematic, multilevel optimization) is to be implemented and evaluated 
for metal and composite structures. 
Experience to date suggests that improved structural analysis is a key 
element to future system synthesis. Improvements are necessary to trade, 
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in a controlled manner, analysis accuracy.for computational cost and to gener- 
ate, as part of the solution, sensitivity (gradient) information needed for 
optimization. Two concepts for trading analysis accuracy and computational 
cost (and producing gradient information) are proposed in references 13 and 14, 
while decomposition of a large structural analysis problem into smaller sub- 
problems by substructuring is discussed in reference 15. These concepts are 
broadly referred to as dimensionality reduction and extrapolation methods. 
Implementation of these concepts are enhanced by several techniques reported 
in the last decade, which originated from the need to correlate mathematical 
models with experimental data (refs. 16-18). Seven of these promising tech- 
niques are,outlined on figure 8 and are currently being evaluated. 
Another key need lies in the broad area of computational aerodynamics, 
because of its obvious impact on the accuracy of the structural analyses re- 
sults, Improvements are critically needed for predicting loads at transonic 
speeds, high angle of attack, and for supercritical airfoils. These require- 
ments are for complete wing-body-empennage configurations and include accuracy 
versus computational cost and data on sensitivity to changes in the configura- 
tion geometry and dynamic characteristics. 
Structural Sizing for Flutter 
Current capability.- Using conventional design methodology a strength 
resized airframe is analyzed for flutter and, if necessary, stiffened by adding 
layers of new material as shown for a representative metal wing in figure 9. 
The amount of new material added is minimized using a nonlinear programming 
method. The methodology is innovative in two ways: the new material is added 
to strength sizing as a new minimum gage (ref. 9); the flutter analysis is 
carried out on a simplified finite element model as compared to the one used 
in strength resizing (ref. 19). 
Development direction.- The next step is to simultaneously combine 
flutter and strenqth optimization to realize the benefits of reduced weight 
as described in reference 2. These benefits are particularly large if the 
directional properties of composite material are to be exploited (aeroelastic 
tailoring) as reported in references 20-22. 
Structural Sizing for Gust Load Response 
Current capability.- Strength sized and flutter free flexible airframes 
are subjected to a comprehensive dynamic gust response analysis by methods 
described in reference 23. These methods are computationally expensive 
for structural synthesis procedures, Therefore, resizing is carried out by 
a well-known quasi-static gust method which reduces the gust to another steady 
state maneuver, 
Development directions.- For highly gust sensitive aircraft configurations, 
it will be necessary to include gust as another constraint in the strength- 
flutter optimization. Therefore, the dynamic response methods will have to be 
modified for more efficient repetitive use in the optimization loop. A 
66 
mathematically rational way of combining statistically defined gust stresses 
with the deterministic stresses due to maneuvers is being developed, Two 
candidate approaches are under consideration. One is a combinatorial approach 
to define the worst possible combination of statistical stresses to be super- 
imposed on the deterministic stresses, The second approach replaces,the worst 
combination with the equal probability. combinations. 
Structural Sizing Including Active Controls 
Current capabilities.- Analytical techniques for active flutter sup- 
pression analysis and synthesis,are defined in references 24-26. Synthesis 
capability for flutter suppression exists using modern control theory (ref. 
24),.the "aerodynamic energy method" (ref. 25), and classical control theory 
(ref. 26). The results of modern control theory are being practicalized, 
without having to measure the states of each variable, through the use of 
nonlinear programming .techniques. 
An example of active flutter suppression for a strength sized supersonic 
transport is shown in figure 10. The figure shows the vehicle flutter bound- 
aries with respect to the flight envelope. The dashed line boundary indicates 
a flutter deficiency of the airframe sized for strength. By using active 
flutter suppression the flutter boundary is shifted to a position indicated 
by the solid line, which is outside of the flight envelope. The weight of 
the active control system is estimated according to reference 27. This weight is 
about five times smaller than the weight requirement for a structural fix 
defined in the studies reported in reference 9. 
Development directions.- In addition to flutter suppression, capability 
is being developed to synthesize control systems for gust load alleviation, 
maneuver load control, and relaxed static stability, using the methods mentioned 
above, Once these capabilities are developed, studies to determine the maximum 
benefits on structural sizing and weight by integrating active controls into 
the initial design stage will be undertaken, The use of formal optimization 
techniques is to be further expanded to include the active control surface 
size and location as design variables, Additionally, the optimum manner of 
controlling aeroelastic behavior will be explored. This will include combining 
the passive control benefits of composite aeroelastic tailoring and the benefits 
of active controls. 
Improvements are also needed for predicting distributed loads on oscil- 
lating control surfaces, especially on supercritical wings. These improvements 
are needed for the determination of control surface effectiveness and control 
system authority, 
CONCLUDING REMARKS 
The coupling between structures, aerodynamics and active controls points 
to a need for a mathematically rational unified optimization methodology to 
shape and size the airframe structure. This structural synthesis methodology 
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should be based on a given merit function (e.g., weight) subject to realistic 
constraints (e,g*, strength and stiffness), 
A systematic research program has been established to achieve the develop- 
ment of such an optimization capability. Research on unified strength and 
flutter optimizations and resizing for gust response is in progress. A parallel 
effort to improve analys'is and synthesis techniques for active controls is also 
underway. Structural and active control synthesis development is intended to 
provide the capability to predict the optimum control of static and dynamic 
aeroelastic behavior of airframes by passive and active means. 
Missing elements which need further development for a totally integrated 
optimization method are 
(1) Analytical formulations that give sensitivity results and permit 
trades between accuracy and computational speed for static and dynamic struc- 
tural behavior, for definition of steady and unsteady aerodynamic loadings, 
and for description of active control systems. 
(2) Multilevel optimization procedures which permit addressing of global 
constraints (e.g., flutter) and local constraints (e.g., buckling of a wing 
cover panel stiffened with stringers). 
(3) Advanced computational aerodynamics for conventional and super- 
critical wings with controls in the transonic and high angle of attack regimes. 
(4) Active control synthesis techniques for relaxed static stability 
and the control of loads. 
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Figure 5 Finite element model of a supersonic transport 
aircraft (ref. 9). 
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Figure 7 Example of the optimization of the wing structural components, 
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Figure 9 Example of flutter stiffening by imposing a new minimtim 
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Figure 10 Flutter suppression by means of active controls. 
M is Mach number and VD is diving velocity. 
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FINITE ELEMENT ANALYSIS IN A MINICOMPUTER/MAINFRAME ENVIRONMENT 
Olaf 0. Storaasli 
NASA Langley Research Center 
Ronald C. Murphy 
Joint Institute for Advancement of Flight Sciences 
The George Washington University 
INTRODUCTION 
The advent of modular finite element systems provides the opportunity 
for engineers to solve a broad range of structures problems in a distributed 
computing environment. 
environment (ref. 
To maintain versatility in this changing computing 
l), changes may be appropriate in the design concepts of 
future finite element systems. Recent exploratory studies (refs. 2-3) have 
shown that minicomputers offer great potential for solving structures problems. 
The purpose of this paper is to investigate design considerations for general 
purpose finite element systems to maximize performance when installed on dis- 
tributed computer hardware/software systems. This paper explores how the 
features of current minicomputers complement those of a modular implementa- 
tion of the finite element method. 
the control, speed, 
Central to this investigation is increasing 
and visibility (interactive graphics) by structural 
engineers in solving a broader range of structural problems at reduced cost. 
The approach used is to implement a finite element system in a distributed 
computer environment to solve structural problems and to explore alternatives 
in distributing finite element computations. 
THE FINITE ELEMENT METHOD 
To implement the finite element method on computers for typical static, 
dynamic, buckling, and thermal analyses, two approaches are commonly used. 
The first approach (fig.,l(a)), and the one which dominated software design 
concepts prior to the advent of virtual memory, is to use an executive program 
to connect and communicate with analysis overlays in a fixed, serial fashion. 
This method is known to lack modularity, portability, and efficiency and 
often requires significant effort to make minor software changes. The second 
approach (fig. l(b)) is to implement each analysis activity of the finite 
element method as an independent processor and have all processors 
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communicate through a common data base. The key to implementing such a 
modular approach is to have system and/or data base utility software (ref. 4) 
to open, read, and write to named files from within finite element processors. 
In the finite element procedure, the function of each processor can be 
selected to minimize computing time and memory. Such a modular approach is 
the basis of the implementation of the SPAR (ref. 5) finite element system on 
the PRIME computer* and is well suited for use in the current investigation. 
It is important to identify how large a problem (degrees of freedom) 
may be solved conveniently on a minicomputer and which processors are the 
bottleneck with regard to computation time. Figure 2 shows minicomputer 
solution times for a range of problems vs. problem size (e.g., number of 
degrees of freedom). Also shown are projected times based on planned enhance- 
ment which should reduce solution times by a factor of two to four. Thus, to 
achieve solutions to static analysis problems on the minicomputer in less 
than 30 minutes, a reasonable problem size is about 2500 degrees of freedom. 
While large problems may be solved conveniently on the minicomputer mostly in 
a background mode, the 30 minutes shown in figure 2 (horizontal line) is 
probably a reasonable upper limit for engineering users to maintain thought 
continuity and work on other activities while background computations are in 
progress. 
By analyzing the solution time for specific components (SPAR processors) 
of the finite element process, it is possible to identify functions which 
may be suited for mainframe or array processor calculations (see Results). 
A high-speed data link .connecting the minicomputer to a CDC 6600 (roughly 
eiqht times the computation speed of the minicomputer) was explored to transfer 
"number crunching" activities. Use of this link is to minimize overall 
computation time and yet preserve the advantages of quick response and high- 
speed user interface provided by the minicomputer for structural engineering 
activity which involves interaction. 
COMPUTER HARDWARE AND SOFTWARE 
Today's minicomputers have similar capabilities to large mainframe 
computers, except the cost and CPU speed are about an order of magnitude less. 
(Table 1). Table 1 shows results of a benchmark test run on fifteen computers 
to simulate structures calculations (double precision matrix operations using 
nested DO loops). On the left are times to run the benchmark for seven large 
mainframes, and on the right are times to run the same benchmark for eight 
minicomputers. The table illustrates variations in both performance and cost 
*The SPAR-minicomputer version, in use at NASA Langley Research Center and on 
several NASA contracts, is now available from COSMIC, the distribution 
center for NASA software. 
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for both mainframes and minicomputers. For interactive engineering calcula- 
tions, many of the "mainframe" peripherals (high-speed card readers, line 
printers, punches, etc.) are not required. 
TABLE l.- CPU TIME FOR STRUCTURES BENCHMARK 
MA1 NFRAME (SEC)_ TIME MINICOMPUTER TIME (SEC) 
CDC CYBER 175 
IBM 360/95 
IBM 370/168 
CDC 6600 
IBM 360/75 
CDC CYBER 173 
UNIVAC 1108 
DEC VAX 11/780 
DEC PDP 11/70 
PRIME 500 
SEL 32/75 
PRIME 400 
SIGMA V 
SEL 32155 
MODCOMP IV 
Cost Range ($2-6 Million) Cost Range ($50-150 Thousand) 
Figure 3, upper left, shows one of the minicomputers at Langley Research 
Center on which the SPAR finite element code has been implemented. This 
PRIME 400 minicomputer contains 32-bit arithmetic registers, 192 000 16-bit 
words of real memory, and 80 million words of disk storage, and costs about 
$150 000. The virtual memory on the minicomputer permits each time-share 
user a working space in excess of 1 million words. Currently, seven 
high-speed (4800-9600 baud) data lines link seven Tektronix 4014 graphics 
terminals to the minicomputer. 
Figure 3 also shows a 4800 baud intercomputer data link which permits 
lengthy iterative ("number crunching") activity to be transferred from the 
minicomputer to the large mainframe computer by entering a simple command 
from any Tektronix terminal. The primary reason for the minicomputer as the 
user interface (see refs. 2-3) was the increased capability available to 
users (through both hardware and software advances) at a significantly 
reduced cost when compared to time-shared computing on a large mainframe. 
RESULTS 
Approximately twenty smaller problems (less than 2500 degrees of freedom) 
were solved entirely on the minicomputer and each result was obtained within 
30 minutes. For these problems, obtaining solutions on the minicomputer in a 
stand-alone mode was satisfactory with no need to off-load portions of cal- 
culations to faster computation devices. However, for three larger problems 
(figs. 4-6) the trends indicate that large finite element problems should be 
solved in a distributed computing environment which contains high-speed com- 
puting capabilities. 
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Figure 4 is a minicomputer plot of a finite element model of a current 
NASA flight project vehicle typical of a problem whose solution time on the 
minicomputer is less than 30 minutes. The model has 1120 degress of freedom 
and 450 structural nodes and consists of 728 two-node and 374 four_node 
'elements. Symmetry constraints about the aircraft center line and y-constraints 
on the wing leading and trailing edges were imposed, and rigid masses were used 
in the fuselage. Load cases simulated were a fuel inertia relief maneuver con- 
dition, a cruise condition, and a taxi condition. The wing model has three 
degrees of freedom at each structural node point. 
Figure 5 shows a finite element model of a launch umbilical tower with 
2208 degrees of freedom, 372 structural nodes, 944 two-node elements, and 
six degrees of freedom per node. The model was subjected to a downward 
prestress load of 1 g unit. 
Figure 6 is a minicomputer plot of a 4708-degree-of-freedom finite element 
model of the National Transonic Facility currently under construction at 
Langley. This cryogenic wind tunnel model is the largest finite element 
problem attempted thus far on a minicomputer at Langley; it has six degrees of 
freedom per node and requires 3 CP hours for the static solution. 
The finite element models shown in figures 4-6 have distributions of 
solution time shown in figures 7-9, respectively. Shown on the abscissa of 
figures 7-9 are components of the finite element process for SPAR as they 
occur for static analysis. Shown on the ordinate of the figures are the 
central processor times (CP) in minutes. The processors TAB, ELD, TOPO, and E ' 
process the node point, element, topology, and elemental stiffness matrices. 
Figures 7-9 show that the model generation activity requires little CP time . 
and is well suited for a minicomputer. Formation of the element data packets 
(EKS) involves significant CP time where a large number of three- and four- 
node elements are involved. The tower (fig. 8) requires less CP time for EKS 
(since it contains simple bar elements) even though it has more degrees of 
freedom than the wing model (fig. 7). Assembly of the global stiffness matrix 
(K) is the dominant CP activity for the wing model (fig.7), while the decom- 
position processor (INV) is dominant for the larger tower and tunnel models 
(figs. 8-9). For the SPAR finite element system, the decomposition time (INV) 
is proportional to the cube of the degrees of freedom allowed at a structural 
node point. Thus, for large models, care should be exercised to include only 
those freedoms actually required. The remaining loads (AUS), static solution 
(SSOL), and stress (GSF) processors are less important from the standpoint of 
CP time for all models. Not shown in the figure are results obtained for free 
vibration analysis (EIG) which is a major CP user for large complex models. 
Recent improvements in solution time due to use of a virtual memory loader 
are shown by the dashed lines in figures 7-9. 
Figures 7-9 show that for static analysis of large structures on a 
minicomputer, the EKS, K, and INV components of the finite element process 
dominate CP requirements and are prime candidates for being relegated to a 
mainframe or array processor. The EKS and K processors are less time 
consuming where two-node elements are used in the finite element process, and 
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the decomposition (INV) processor is dominant for such models with more than 
2500 degrees of freedom. Although the results shown in figures 7-9 are a 
function of the particular finite element system and its implementation on the 
PRIME 400 minicomputer, the general trends should be representative. In 
particular, they suggest some advantage to conducting finite element calcula- 
tions in a distributed computer environment. 
ISSUES INVOLVED IN DISTRIBUTING COMPUTATIONS 
The above results suggest that, ideally, an automated selection of 
computer hardware for the EKS, K, and INV processors based on problem size 
and element complexity should be initiated to minimize the solution cost and 
time. However, for distributed structural computations, there is still a 
long way to go before such an automated system is achieved. 
The current distributed capability (fig. 3) consists of both hardware 
and software. The hardware used in the data transfer is a disk on both the 
minicomputer and the mainframe, a modem on each, a synchronous multi-line 
controller (SMLC), and a telephone line. The software used includes the 
protocol supported by the mainframe computer (UT200), communications software 
on the minicomputer (COMET), and special software written to permit the 
transfer of SPAR binary data base files between computers. Use of this 
procedure soon exposed a basic deficiency in that excessive time was spent 
formatting data into 80-column card images and then reconstructing the data 
again after data transmission. This excessive formatting time will soon be 
overcome with the replacement of current protocol (UT200) by a better protocol 
(HASP) in the new release of the mainframe operating system, which supports 
the direct transfer of binary data at 9600 baud. 
Another alternative being considered is to adapt the finite element 
software to permit the connection of an array processor directly to the 
minicomputer to overcome these hardware and software restrictions (i.e., 
9600 baud, data transfer, and formatting). 
from a technical point of view at present, 
This approach looks promising 
as do increased CPU speed on mini- 
computers and the use of certain advanced computer linking devices (i.e., 
HYPERchannel, ref. 6), with transfer rates of 50 million bytes/set. The 
current distributed configuration (fig, 3) at Langley permits computations on 
both the minicomputer and mainframe by using communications software to 
transfer SPAR data between the two computers at 4800 baud. However, the 
transfer process takes longer (in many cases) than the equivalent time for the 
minicomputer to perform the computations. Future software and hardware 
enhancements currently planned should, however, remove some of these 
restrictions. 
The authors have already introduced several performance and efficiency 
improvements in the SPAR minicomputer version and it is clear that sometimes 
small subtle changes can lead to reductions in cost and time by factors of 
81 
2 to 3 or more. The mainframe version of SPAR has been optimized with 
judicious use of machine code (CDC COMPASS) and such improvements will 
continue as software packages are tuned to take advantage of specific 
hardware features. The distributed computations made thus far indicate that 
the above hardware and software configuration accomplishes the distribution 
of tasks with a moderate degree of success. However, a 50 million byte/set 
computer communication link or judicious use of an array processor on the 
minicomputer could significantly improve the distributed solution of large 
finite element problems. 
The modularity of the SPAR system made the combination of both 
mainframe and mini computing environments possible. .Future finite element 
systems should have this feature, modularity in their design, so that time 
consuming number crunching tasks may be readily distributed to appropriate 
computing devices (i.e., mainframe computers, array processors, or specially 
tailored microprocessors) which are better suited for such tasks. 
CONCLUDING REMARKS 
This paper presents results of exploratory studies on how the 
modularity of the finite element process can complement the advantages of 
low-cost, quick-response minicomputers. The finite element process is 
separated into its'basic building blocks (processors) for the SPAR finite 
element system, and minicomputer central processing (CP) times of each 
processor are shown for three finite element models. Results are then 
discussed for the case of a minicomputer linked to a remote mainframe host. 
It is shown that for problems up to about 2500 degrees of freedom, the 
performance of the minicomputer in solving the problem in a stand-alone mode 
is acceptable. While the virtual memory of the minicomputer removes any 
restriction on problem size, its slower CPU speed tends to place a practical 
limit on the size of interactive finite element solutions (approximately 
2500 degrees of freedom). An initial distributed system is discussed in 
which computations are performed on both the minicomputer and the mainframe 
and data transferred between them. The deficiencies of this system are identi- 
fied and a computer linking system is discussed which makes this distributed 
system practical. Array processors on minicomputers to carry out high-speed 
vector calculations may also be viable alternatives which, in many cases, 
may decrease the need for a high-speed link to the mainframe. Such 
strategies or combinations thereof should be developed and updated in future 
finite element systems. Most important, however, future finite element 
systems-should be sufficiently modular to allow the interactive user the 
opportunity to take advantage of the capability offered by a wide variety of 
advanced computer hardware, either currently available, or likely to evolve 
in the near future. 
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Fig. 3 Interactive terminal access to minicomputer and mainframe computer. 
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FINITE ELEMENT MESH CONFIGURATIONS USING ISOENERGETICS 
AND EQUALIZED ENERGY LEXELS 
David J. Turcke 
Queen's University, Kingston, Ontario, Canada 
SUMMARY 
The concept of equalizing energy levels was shown to be a viable 
additional criterion in assisting the analyst in laying out finite element 
grids according to the isoenergetic discretization technique. In addition it 
is clear that similar problems specifically with respect to mesh refinement 
in piecewise approximation theory are being researched. 
Further, common criteria in both areas are being developed in an effort 
to cope with the question of discretization for improved piecewise 
approximations. 
INTRODUCTION 
One of the most fundamental decisions which a finite element analyst 
must make is how to discretize the continuum. Research on optimum mesh 
configurations has been primarily based on the minimization of the potential 
energy functional with respect to both the nodal displacements and nodal 
co-ordinates [refs. 1,2,3,4,5]. This leads to the following set of non-linear 
equations 
[kl {A) - IF) = 0 (1) 
and Q {n}T a[kl x {A) - @ {A] = 0 
j j 
(2) 
where (Al is in general a column vector of unknown values of the displacement 
field and its derivatives at the nodal points 
[kl is the stiffness matrix 
CF) is a column vector of nodal forces 
and 
xj 
is the co-ordinate of node j 
A solution of these equations will yield the best possible approximate 
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solution for a given number of elements and initial topology. However, the 
computational effort in solving these equations is excessive and there is no 
guarantee that the global minimum has been achieved. As a result two 
alternative approaches have been employed. 
One procedure is to approximately satisfy equation (2), that is until the 
left hand side is less than some prescribed tolerance E [refs. 4,5]. This 
still involves the calculation of the derivatives of [k] and IF) with respect 
to the nodal co-ordinates. 
The other approach is to develop a set of guidelines such that "near 
optimum" grids can be obtained [refs. 1,2,3,6,7] without explicitly dealing 
with equation (2). The fundamental concept in this method is based upon the 
observation that optimal grids align themselves along lines of constant strain 
enera density - so-called isoenergetics [refs. 2,8]. These contours provide 
the stress analyst with a picture of the location of stress concentrations, 
relative density of elements to be allocated to various regions and proper 
element orientation with respect to the critical stress gradients. This 
latter aspect is of major importance for the so-called simplex elements which 
are available in almost all finite element software packages and are used in 
complex non-linear analyses to reduce the computational costs. 
The primary objective of this paper is to present an interactive 
isoenergetic discretization technique which incorporates the concept of 
equalizing energy levels as an additional criterion in assisting the analyst 
in laying out finite element grids. In addition, a mesh refinement approach 
employing a similar criterion in the piecewise approximate solutions of 
differential equations is presented. This suggests a possible refinement 
strategy in finite element analysis. 
ISOENERGETIC DISCRETIZATION PROCEDURE 
This procedure for generating efficient mesh configurations incorporates 
not only the necessary topological considerations but also the response 
characteristics of the problem. The steps involved are as follows: 
Step (1) An initial course grid is sketched on a digitizer or produced by 
automatic mesh generation schemes whichever is appropriate. 
Step (2) The grid is analyzed and the strain energy density values are 
calculated at the nodes and/or the integrating points if applicable. 
The number of contours to be plotted is selected by the user based 
upon the maximum energy density differences. Subsequently, the 
isoenergetics and initial grid are superimposed or displayed 
separately on the CRT screen. 
Step (3) Given this display of information the stress analyst can 
(a) Modify the initial grid such that the element gradation 
reflects the density of isoenergetics and element orientation, 
90 
in the case of triangles, is directed along lines orthogonal to 
the contours, that is, in the direction of the maximum strain 
energy density gradient. 
or (b) Select an arbitrary number of isoenergetic contours within which 
a neti mesh can be defined consistent with the above 
characteristics of the isoenergetics. 
Both these operations can be done at a display terminal orwith a 
hard copy of the isoenergetics on a digitizing table. 
Clearly, steps (2) and (3) can be repeated until two successive configurations, 
whose modification usually only involves a shifting of the isoenergetics, 
provide little or no improvement in the strain energy content. 
EQUALIZING ENERGY LEVELS 
a 
One of the most interesting observations during the study of optimal grid 
configurations was that for a class of one dimensional problems the energy 
content in all the elements was equal [refs. 3,1]. This notion of equal 
energy levels for optimal meshes was arrived at independently by Prager 
[ref. 31. Subsequently Masur (private communication) examined bars under vary- 
ing axial forces and beams subjected to lateral loads, both with arbitrary 
variations of the cross section. He concluded that it appears to be futile to 
search for. a universally valid optimality criterion in terms of the average 
energy in the entire element. 
However, for all the various one and two dimensional problems studied, 
there was a very definite trend for the total energy content between the 
isoenergetic contour levels in the high strain gradient regions of the optimal 
grid to be equalized. Figure 1 shows clearly that for the special case of a 
linearly varying tapered bar subjected to a constant load P the optimized grid 
yields an equal amount of energy in each element. This is not exactly true 
for the parabolic taper; however there is clearly a tendency for the optimal 
element energy contents to be equalized relative to the unoptimized grids. 
Figures 2 and 3 demonstrate the same general trend, but in these two dimen- 
sional plane stress examples rather than dealing with a specific element 
the energy content between contours is calculated and then compared to the 
other bands of elements or contour levels of elements. The calculation of the 
energy content between contours is simply found by summing the product of the 
element strain energy density and the corresponding volume for each element 
within the particular contour. The results show that there is a general trend 
to equalizing the energy content in each contour level of the optimal grid 
relative to the unoptimized mesh. 
It should be noted that this equalization effect is most noticeable in 
the immediate vicinity of the high strain gradients both for the one and two 
dimensional problems. 
This result has proven extremely useful in providing an additional 
criterion for evaluating the effectiveness of the already established 
91 
isoenergetic discretization procedure. 
Several examples were re-examined after using the above mentioned 
isoenergetic discretization procedure to see if the near optimum grids had 
relatively equalized energy levels. A typical result is shown in figure 4 
which clearly indicates the above trend. Consequently, this observation was 
introduced into the discretization procedure as an additional indicator along 
with the shifting of the isoenergetic contours and the variation in the total 
strain energy content to assist the analyst in establishing when further mesh 
modifications are required. 
SIMILARITIES IN APPROXIMATION THEORY 
In reviewing the mathematical literature dealing with splines having 
variable knots the following in&resting results were found. 
In a paper by De Boor [ref. 101 on the topic of good approximations by 
splines with variable knots it is suggested that in approximating a function 
f by elements of S$, the N knots tl, t2 . . . tN should be chosen such that 
t 
/ 
i+l 
] fk (r) j1'k dr 
t; 
is approximately constant as a function of i, where 
f is the function being approximated or a solution of a boundary value 
problem 
Sk N is a spline of order k (or, degree < k) with N knots 
This concept has been tried by Do&on [ref. 111 in a scheme for the 
adaptive solution of ordinary differential equations. The procedure is as 
follows: using a current piecewise polynomial approximation of o der less than 
k to the solution f, a piecewise constant approximation g to f (k?- is assumed. 
Then a new knot is selected so as to equalize 
I 1 g(r) I1'k dr d 
over the subintervals. 
Subsequently Sewell [ref. 121 extended Dodson's results to piecewise 
polynomial approximations in two dimensions. In particular Doason gave an 
algorithm for the automatic partitioning of an interval which provided the 
basic ideas for an automatic triangulation algorithm proposed by Sewell. 
From an error bound theorem developed in this work it is recommended that for 
a good approximation the integral 
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/I max 
i+j =k 
1 Dxi Dyj f 1' dA 
should be distributed as evenly as possible among the grid of triangles, where 
Throughout the presentation a polynomial of degree less than k is 
assumed in each triangle; consequently an estimate of the above integrand must' 
be made. This is accomplished by approximating each kth derivative within a 
triangle by a piecewise constant function G.. 
J 
As a result the following elemental product 
Ga A 
j j 
should be distributed as evenly as possible among the elements having areas 
Ad- 
In order to achieve this a continual mesh refinement process was carried 
o t by subdividing those elements with the highest values of G.O A.. This 
clearly ensures the necessary grid refinement near the high g&die&s or 
singularities of the solution or function being approximated. 
Referring back to the notion of equalizing energy levels, a similar 
criterion has been suggested in this paper for mesh modification; specifically 
the energy within each contour should be distributed as evenly as possible 
between successive contour levels in the vicinity of the high gradients of the 
solution field; that is, 
% =u2=u 3 . . . 
where urn = c u" v 
j mj m.1 
in which U 0 is the piecewise constant strain energy density function of 
mj 
element j in level m 
v is the volume of element j in level m 
mj 
and Yll is the total energy in contour level m 
An important point to note here is that the above criterion is concerned 
with mesh modification rather than mesh refinement which Do&on and Sewell 
presented. 
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Further, from the research studied to date this criterion is best applied 
to contour levels rather than an examination of the individual elements. This 
suggests that future mesh modification and refinement schemes should consider 
bands of elements to be repositioned rather than individual finite elements. 
CONCLUSIONS 
The concept of equalizing energy levels was shown to be a viable 
additional criterion in assisting the analyst in laying out finite element 
grids according to the isoenergetic discretization technique. In addition it 
is clear that similar problems specifically with respect to mesh refinement 
in piecewise approximation theory are being researched. 
Further, common criteria in both areas are being developed in an effort 
to cope with the question of discretization for improved piecewise 
approximations. 
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DYNAMIC PROGRAMMING AND DIRECT ITERATION FOR 
THE OPTIMUM DESIGN OF SKELETAL TOWERS 
G.C. Howell and W.S. Doyle 
University of Cape Town, Rondebosch, South Africa 
ABSTRACT 
A computer technique is proposed for a simple practical method of auto- 
matically designing tower structures. Dynamic programming is used to find 
the optimum geometric configuration of the structural members, while the 
member sizes are proportioned by direct iteration. 
Tower structures are particularly suited to this method of automatic 
design since the rapidity of the analysis and design depends primarily upon 
substructuring. Substructuring of towers is comparatively simple because 
interaction between adjacent substructures can be simulated with reasonable 
accuracy. Typical examples are presented to illustrate the method. 
INTRODUCTION 
Dynamic programming has long been recognised as an extremely powerful 
optimization technique, particularly for problems of a discontinuous nature. 
High-dimensional problems, however, result in a large amount of computation, 
but this can be reduced by a successive approximation method. 
A 3-dimensional Dynamic Programming Successive Approximation technique 
is used here to obtain an optimum (least weight) geometrical configuration 
for the design of tower structures. Concurrently, a simple direct itera- 
tion procedure is used to select the optimum member sizes from any list of 
section properties provided. 
If the structure were to be designed as a whole, a change of geometric 
configuration would need a re-analysis. This means that a large amount 
of computation would be required. 
Substructuring has been introduced to reduce the overall problem into 
smaller stages so that the analysis can be performed more rapidly. 
If any sections recommended by the computer are not desirable for 
practical reasons the re-input of a complete new set of data is unnecessary. 
Only the list(s) of sections and the data relating to section types need 
be changed. 
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Three examples of tower structures are given in this paper: 
1. A sample plane-truss tower 
2. A comparison of the optimum weight of a triangular tower referred to by 
Kuzmanovic, Willems and Thomas (ref. 1) 
3. A typical transmission tower used in South Africa 
DYNAMIC PROGRAMMNG - BASIC CONCEPTS 
The computational effort required to find all the possible solutions for 
large problems can become unmanageable without the use of Dynamic Programming. 
This technique bypasses this problem by considering the possible decisions 
to be made at each stage of the solution. 
Dynamic Programming can be described as a technique for methodically 
selecting an optimum solution of a multi-stage decision problem. This 
mathematical technique can be used for problems where a sequence of decisions 
are dependent upon one another and each decision influences the system's 
response to future decisions. A set of solutions can be categorized so that 
one may be judged to be better than another in some pre-defined manner. 
In a sequence of decisions, the current state of the sequence is assessed 
as f(x(k-1)) and the succeeding one as f(x(k)). Without considering the 
whole chain of past and future decisions, except that they contribute to 
f(x(k-l)), the best decision can be found from: 
f(x(k)) = min[t(x(k); x(k-1)) + f(x(k-l))] 
where t is the assessment between stages k-l and k and 
x is a state variable 
Dynamic Programming is based on a repeated use of this idea. 
A simple network problem posed by Bellman and Dreyfus (refs. 2 & 3) and 
discussed by Palmer (ref. 9) demonstrates the process excellently. In the 
course of the solution of this problem, two central ideas are used. The 
first is the idea of imbedding; this means that the overall optimization 
problem consists of a number of smaller problems imbedded within the whole, 
which can be solved independently. In the second idea, an optimum solution 
can be found from a sequence of decisions by imagining that the final solution 
is broken up into a series of simpler decisions. 
Problems of this type become very tedious when the order of the state 
variables (x(k)) becomes large. For example, various state variable vectors 
(denoted x (k)) may be present at any particular stage k of the calculation, 
which camp f- lcates the matter. For this reason, the dimension (n) of the 
problem is decreased to a single variable vector by the use of the Dynamic 
Programming Successive Approximation (DPSA) technique. 
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The geometric design of a tower structure can be degenerated into a 
series of simple decision processes as prescribed by the DPSA technique by 
using substructuring. 
SURSTRUCTURING 
The benefit of substructuring in the design of towers is that the optimum 
section sizes can be determined rapidly within each substructure. The inter- 
action between adjacent substructures is comparatively simple and can be 
simulated with reasonable ease which makes this technique particularly 
attractive. 
The geometry at the interface of each substructure is uniquely defined 
by the coordinates of the member ends which are 'cut' at the interfaces. 
Hence, in Figure 1, the coordinates at the right hand side of substructure 1 
are defined by x , y ; x1, yl and for substructure 2 by x1, yl; x2, y2 
and so on for thg other substructures. 
The assumption is made that the forces transferred from one substructure 
to the next can be calculated from statics. For example, the interaction 
forces at the interface between substructures 1 and 2 are found by applying 
equivalent loads and moments at the central point A; i.e., the vertical 
force P is resolved into a load P 
force PC 
and a moment P x h, while the horizontal 
is resolved into a load Pl and a moment P ; x (Y4 - Y,). 
Each pin-jointed substructure is analysed by the displacement method, 
which requires the equivalent loads and moments at A to be applied as point 
loads at the interface nodes (xl, y,) and (-x , y 
now analysed and designed independently assuming t 
). The substructures are 
hat the lower interface 
nodes are constrained. The member sizes are selected by a simple direct 
iteration procedure. 
DIRECT ITERATION 
A list of sections is provided so that the actual member sizes required 
in each substructure can be selected automatically by the direct iteration 
procedure. The calculated stresses are compared with permissible stresses 
so that the ratio between them is a minimum. The substructure is reanalysed 
each time the member sizes are revised until the results from successive 
iterations are identical. 
THE DYNAMIC PROGRAMMING SUCCESSIVE APPROXIMATION (DPSA) TECHNIQUE 
The coordinates of the interface nodes in Figure 1 can be changed at any 
stage and the members designed accordingly by the direct iteration method. 
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Consequently, the weight of each configuration of members in all substructures 
can be calculated. The optimum solution is then the combination of possible 
configurations which results in the least weight of the total structure. The 
dynamic programming technique sets about this calculation in an organized 
methodical way. 
Let us consider a tower similar to that in Figure 1. The interface 
nodes, which define the configuration of the tower, can be positioned 'in space 
by a set of three-dimensional coordinate values. Let the structure be 
symmetrical about the XZ and YZ planes; therefore a node placed in the first 
o&ant wiil define the shape of the tower at that level. Let the coordinates 
of the interface node be (x 
x, y and z coordinates of t iJi 
(k), x2(k), x3(k)). This corresponds to the 
e primary node of substructure 1, where k also 
denotes the upper interface level of that substructure and k = 0 represents 
the ground level. The n-dimensional DPSA method is therefore well suited 
to structures of this type, where n = 3. For example, at level k = 2 some 
possible values of the state variables are shown in Table 1. The control 
variables un(k) shown correspond to the identification number in each set. 
The values of u(k) (i.e. u 
x (k), x (Id, x3(k) at each leve 1 z 
(k), u (k), u3(k)) and hence the values of 
o+ fi 
k mus be found so that the overall weight 
the s ructure is a minimum. 
The DPSA method requires an initial solution to the problem. The average 
value of the state variables at each interface is a suitable initial solution. 
To proceed, only one state variable is altered, while the remainder stay at 
their initial values. In this way a single-dimensional dynamic programming 
procedure with respect to this variable is carried out. The process is then 
continued, the new value of the first variable is retained and one of the other 
state variables is altered. All the variables are processed in this way; 
the first cycle is complete when all the state variables have been altered. 
Subsequent cycles follow the same procedure as above. The DPSA method has 
converged to its optimum solution when no weight difference is recorded 
between successive cycles. This method is found to converge rapidly to an 
optimum weight solution. The structure comprises a number of substructures. 
The geometric configuration between interfaces is regarded as a substructure. 
The direct iteration method is used to find the most satisfactory 
structural design and hence the weight for every geometric configuration of 
each substructure. A least weight path is followed through all the sub- 
structures to determine the optimum configuration of the total structure. The 
explanation of the DPSA method can be simplified by the following elementary 
example. 
Example: Consider a simple 2-dimensional tower which consists of 2 
substructures - Figure 2. 
Let the state variables x(l) and x(2) vary in three steps on each side 
of the vertical axis of symmetry and the other state variables i.e. y(k) be 
kept constant. In addition, let the state variable x(k) at k = 0 be 
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constrained to a single value. The accumulated cost (or weight) of the sub- 
structures up to level k for each position of x can be denoted by: 
Ci(k) 
where i denotes the position of x(k) on interface k. 
Let the cost of a single substructure,k be denoted by: 
tij (k) 
where i and j denote the positions of the state variables x(k) for sub- 
structure k at the upper and lower interfaces respectively. 
Figure 3 shows all the possible geometrical configurations within the 
constraints given. 
The costs of each of the 3 configurations in the first substructure, due 
to the varying values of x(l), are calculated by: 
Cl(l) = tll(l) 
C*(l) = t*1(1) 
c3(1) = t31(1) 
and are shown in Figure 4. 
Similarly the values of t..(2) can be obtained for the second sub- 
structure. The least accumul&$ed weight at point i on interface k can be 
found from: 
Ci(2) = min[tij(2) + Cj(l)] for j = 1 to 3 
The optimum configuration of the structure at level 2 is determined by choos- 
ing the least value of C.(2). The optimum path can then be traced back 
through the calculations'to find the optimum configuration of the entire 
structure. 
A computer program, which uses the ideas discussed above, has been written 
to design general tower structures. Three examples included are: 
a. A simple 3-cell plane-truss tower. b. A 3-legged transmission tower. 
C. A practical, rectangular plan transmission tower. 
Example 1. 3-substructure plane-truss tower 
The tower shown in Figure 5 supports two loads at the upper level of 
-15 kN in the y-direction and -10 kN in the x-direction at nodes 7 and 8 
respectively. The possible dimensions at the 4 levels are, in x-direction: 
1 2 3 4 5 
Base 136 138 230 232 2,4 
Level 1 131 193 195 197 139 
Level 2 038 039 1,o 131 132 
Level 3 095 
and in z-direction: 
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1 3 4 5 
Base 030 
Level 1 138 199 2 3  
1 
?i 2,1 41 2-z 
Level 3 : : 1 
Each substructure is to be designed using the following sections: 
1. Upright member - channel sections. 2. Diagonal member - pipe sections 
3. Horizontal member - angle sections. 
Results: The final shape is shown in Figure 6. 
Structural Design: 
Substructure Members Size - mm 
1 a,d loo x 50 x 6 Channel 
b,c 38,~ x 2 Pipe 
e 40 x 40 x 3 Angle 
2 f,i loo x 50 x 6 Channel 
g,h 38,~ x 2 Pipe 
j 25 x 25 x 3 Angle 
3 k,n 76 x 38 x 5,1 Channel 
R,m 48,5$ x 2 Pipe 
0 25 x 25 x 3 Angle 
Total weight of structure, 1,461 kN; total computer time, 28,X9 set UNIVAC 1106. 
Example 2. A three-legged transmission tower shown in Figure 7 is 
considered. It contains 56 nodes and 175 members. The loads used correspond 
to those used by Kuzmanovic et al. (ref. 1). 
Load case 1: Basic wind free in transverse direction 
Position Load kN Direction 
A,B 26,7 - z 
8,9 -x 
C 80,o - z 
31,o -x 
D,E 15,6 -x 
40,o - z 
Load case 2: 0,707 Basic wind in the transverse direction 
0,707 Basic wind in the longitudinal direction 
Position 
A,B 
C 
D,E 
Load kN Direction 
16,o - z 
594 -x 
48,0 - z 
18,7 -x 
994 -x 
11,6 +Y 
24,o - z 
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Load case 3: No wind 
Position Load kN 
A,B 32,0 
c 160,o 
D,ti - 80,o 
Direction 
-z 
- z 
- z 
Member Groups: Table 2 shows the member groups used in each substructure. 
Angle sizes: Table 3 shows the list of angles which were used to 
produce a structural design. 
Results: The structural design for each load case is shown in Figure 8. 
The horizontal axis represents, in ascending order, *the sizes of angle avail- 
able for the design. The vertical scale represents the member groups within 
each substructure. Computer times and structure weights are: 
Load case 
1 
2 
3 
No.of state variable 
positions at each level 
Horizontal Vertical 
(radial) (elevation) 
5 1 
5 1 
5 1 
Weight kN Computer 
time 
UNIVAC 1106 
23,256 6 min 27 set 
16,786 4 min 12,17 set 
17,428 3 min x6,89 set 
The optimum weight found by Kuzmanovic et al. (ref. 1) was 23,51 kN. The 
weights above compare favourably with this value. 
Example 3. A practical transmission tower similar to those currently 
in use in South Africa is considered. It contains 115 nodes and 336 members. 
The shape of tower is shown in Figure 9. An equivalent set of loads have 
been calculated from those used in Example 2. Angle sizes used in the design 
are shown in Table 3. 
Member Groups: Table 4 shows the member groups used in each substructure. 
Results: The structural design for each load case is shown in Figure 10. 
Computer times and structural weights are: 
Load case No-of state variable positions at each level Weight kN Computer time 
1 
2 
x-dir. y-dir. z-dir. UNIVAC 1106 
3 3 1 57,877 46 min 04,252 set 
3 3 1 48,544 31 min 15,069 set 
CONCLUSION 
This method of automatically determining the optimum geometric configura- 
tion and member sizes substantially reduces the effort involved in the design 
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of tower structures. The dynamic programming successive approximations 
technique is effective for structures of this type, where substructuring pro- 
vides the necessary static variables. The displacement method is admirably 
suited to the analysis of these structures. Direct iteration is the simplest 
method of selecting the optimum member sizes from any given list of section 
properties. Three examples have been discussed. In the 15 member plane- 
truss example considered as 3 substructures, the computational time taken on 
a UNIVAC 1106 is 28,39 seconds. A waisted tower shape of structure is the 
optimum geometric solution. Example 2 is a three-legged tower with 175 
members and 56 nodes. The computational time with two state variable6 is 
6 minutes 27 seconds. The weight compares favourably with that given in 
reference.11 by Kuzmanovic et al. Example 3 is a practical transmission tower 
similar to those currently used in South Africa. This structure consists 
of 336 members and 115 nodes and the computational time required for an 
optimum feasible solution is 46 minutes per load case. 
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TABLE 1 - A POSSIBLE SET OF STATE AND CONTROL VARIABLE VECTORS 
STATE VARIABLES x,(k) IDENTIFICATION 
n=lto 
x1(2) x2(2) x3(2) u(2) 
038 097 099 1 
0,9 0,75 0,95 2 
130 0;8 130 
191 0,85 I,05 4’ 
132 039 191 5 
NO u,(k) 
3 
Wee 1 2 3 4 5 
TABLE 2 - MEMBER GROUPS 
Substructures 
Main leg members, a 
Horizontal leg members, b 
Diagonal leg members, c 
Main leg members, d,g,j,m,p 
Horizontal members, e,h,k,n,q 
Diagonal members, f,i,ll,o,r 
1 
2 
3 
1 1 1 1 
2 2 2 2 
3 3 3 3 
i10 
Number 
1 25 x 25 x 3 
2 30 x 30 x 3 
3 40-x 40 x 3 
4 45 x 45 x 3 
5 45 x 45 x 5 
6 50 x 50 x 5 
7 60 x 60 x 5 
8 60 x 60 x 6 
9 70 x 70 x 6 
10 80 x 80 x 6 
TABLE 3 - AVAILABLE ANGLE SIZES 
Size - mm Number 
11 80 x 80x 8 
12 90 x 90x 8 
13 100 x loo x 8 
14 100 x 100 x 10 
15 120 x 120 x 10 
16 120 x 120 x 12 
17 150 x 150 x 12 
18 150 x 150 x 18 
19 200 x 200 x 16 
20 200 x 200 x 24 
Size - mm 
TABLE 4 - MEMBER GROUPS 
Type 1 
Main leg members, a,f,j 1 
Secondary leg members, b,g,k 2 
Leg horizontal members, c 3 
Diagonal members, d 4 
Interface members, e,i,m 5 
Leg bracing members, h,R 
Main arm members, n 
Secondary arm members, o 
Bracing, P,q,r,s,t,u 
Boom members, v,w 
Substructures 
2 3 4 
1 1 
2 2 
4 
3 
1 
I 
2 
3,4,5,6,7,8 
9,lO 
111 
b&-Y,) 
SUBSTRUC TURE 
Figure l.- Tower structure with substructures. 
CONSTANT 
Figure 2.- Tower structure (example). 
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POSITION 
k=2 .- - -- --_--_ 
I 
k=O 
I 
1 k=l ----------- 
SYMMETRIC 
k=O --_---- 
Figure 3.- Possible configurations. 
POSITtON 
1 2 3 
Figure 4.- Three cost values. 
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I 15 kN 
Figure 5.- Original tower shape. 
I 15 kN 
LEVi’L 3 
LEVEL 2 
LEVEL 1 
BASE 
I- 2400 
Figure 6.- Optimum tower shape. 
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P 
C D,E 
E 
C 
D 
+Y 
SECTION X - k 
Figure 7.- Three-legged tower. 
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4 
SUBSTRUCTURE 
NUMBER 
3 
2 
1 
MEMBER 
GROUP 
NUMBER 
7 
i 
1 
. 
; 
, 
‘; 
2 
1 
3 
2 
1 
3 
2 
1 
3 
2 
1 
INCREASING ANGLE SIZE 
LOAD 
CASE 
1 
de--- 2 
------_ 3 
Figure 8.- Example 2: Structural design. 
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t . 9300 I 
Figure 9.- Typical tower. 
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4 
3 
SUBSTRUCTURE 
NUMBER 
2 
1 
- 
MEMBER 
GROUP 
NUMBER 
10 
9 
a 
7 
6 
5 
4 
3 
2 
1 
4 
3 
2 
1 
4 
3 
2 
1 
5 
4 
3 
2 
1 
LOAD 
CASE 
1 
5 10 15 20 
INCREASING ANGLE SIZE 
Figure lo.- Example 3: Structural design. 
118 
ADAPTATION OF A PROGRAM FOR NONLINEAR FINITE 
ELEMENT ANALYSIS TO THE CDC STAR 100 COMPUTER* 
Allan B. Pifko 
Grumman Aerospace Corporation 
Patricia L. Ogilvie 
Grumman Data Systems Corporation 
SUMMARY 
This paper discusses an effort to convert a nonlinear finite element 
program to the CDC STAR 100 pipeline computer. The program called DYCAST was 
developed under contract with NASA Langley Research Center for crash simulation 
of structures. Initial results with the STAR 100 computer indicate that 
significant gains in computation time are possible for operations on global 
arrays. However, for element level computations that do not lend themselves 
easily to long vector processing, the STAR 100 was slower than comparable 
scalar computers. On this basis it was concluded that in order for pipeline 
computers to impact the economic feasibility of large nonlinear analyses it is 
absolutely essential that algorithms be devised to improve the efficiency of 
element level computations. 
INTRODUCTION 
During the last decade, finite element methods, originally developed for 
linear structural analysis, have been extended to nonlinear problems. These 
developments have progressed to the point where the available methods are on 
a firm analytical basis and have been implemented in a number of general 
purpose computer codes. Since nonlinear analysis with the finite element 
method is essentially a successive linearization of a nonlinear problem, a 
given analysis completed in 'In" steps can require a level of computation associ- 
ated with 'In" linear finite element solutions. Consequently, the problem 
facing the analyst today is not so much whether the solution to a given 
problem can be obtained, but whether the computer cost can be afforded. As 
analysts we can search for better algorithms based on the currently available 
computers in order to achieve near optimum computational efficiency while 
requesting that developers of computer systems constantly produce larger 
capacity faster machines. The purpose of this paper is to address this 
problem by describing an ongoing effort to convert a nonlinear finite element 
program to the CDC STAR 100 computer. This currently operational large fourth 
generation computer has a number of distinguishing features. From a user's 
vantage point, the two most important are the capability for vector arithmetic, 
e.g., pipeline processing, and the use of virtual memory. Vector arithmetic 
refers to the capability of performing computations on a string of numbers 
This work was supported by NASA Langley Research Center under Contract 
NAS-l-13148. 
119 
(vector) with a single vector instruction. More significantly, the computer 
central processing unit (CPU} is designed to exploit this type of calculation. 
For example, experience to date has indicated time savings as high as 35 to 1 
over comparable CDC 6600 times for pure vector operations. 
The virtual memory capability is a method of data management which gives 
the illusion that physical memory is larger than it really is. This is 
accomplished with both computer hardware and operating system software. In 
principle, the user can organize a program as if all the core necessary is 
available and the operating system "pages" data in and out of primary core. 
Thus, the process of overlaying code and using auxiliary storage devices to 
accommodate large quantities of data, common to programs implemented on third 
generation serial computers, can be assumed by the hardware and operating 
system software. 
In order to exploit the features of the STAR 100, it is incumbent upon 
the user to design a solution strategy, if possible, that can utilize these 
features to the fullest. This can simply mean converting an existing algorithm 
to vector operations, or it can require devising an entirely new algorithm that 
can exploit pipeline processing. 
An in-depth review of the features of the STAR 100, as well as its 
anticipated usefulness for finite element analysis, has been given by Noor and 
Fulton (ref. 1). A study of the feasibility of transferring NASTPm@ to STAR 
is found in ref. 2. 
Work is currently underway by the authors to convert a program for non- 
linear transient dynamic analysis to the STAR 100 computer. This program, 
called DYCAST (Dynamic Crash Analysis of STructures), was developed under -- - 
contract with NASA Langley Research Center, for crash simulation of structures. 
It is the purpose of this paper to discuss our user experiences, successes and 
pitfalls, during the course of this effort. In the remainder of this paper 
we first outline the theory on which DYCAST is based and identify potential 
areas where the STAR vector processing will have a significant effect. In 
order to gain experience in the usage of the STAR pipeline processing system 
and the associated extended subset of FORTRAN vector syntax, a pilot effort 
was initially begun to vectorize a program for the eigenvalue/eigenvector 
extraction of large matrices (ALARM - &tomatic L&ge Reduction of Eatrices to 
tridiagonal form - ref. 3). 
In doing this we not only had the advantage of working with a small 
program but one that was particularly amenable to vector processing. Results 
from this study as well as those from DYCAST are presented in the paper. 
DYCAST FORMULATION 
DYCAST is a finite element program for the nonlinear transient dynamic 
analysis of structures with particular emphasis on crashworthiness evaluation. 
It is based on, and represents a continuation of the development of a system 
of 'finite element programs for nonlinear static analysis called PLANS (PLastic 
and Large Deflection ANalysis of Structures - ref. 4). A review of the salient 
features of DYCAST can be found in ref. 5. 
120 
DYCAST implements an updated Lagrangian formulation (refs. 6,7,8) for 
geometric nonlinearity and an incremental plasticity theory (ref. 9) to 
represent material nonlinear behavior. 
In this section we outline the governing matrix equations used here in 
order to identify the key computation bound operations on which the STAR 100 
will have its greatest impact. 
The governing matrix equation based on the updated.*Lagrangian formulation 
with the displacement increment AU n+l and acceleration U n+l 
as unknowns is 
[K (O) + K (l)] AU =p -F -M;; n n n+l n+l n n+l (1) 
This equation assumes that third order terms in the integral work relation 
have been neglected in going from the nth configuration to the n+lth. These 
neglected terms are discussed in refs. 6, 8. The matrix term K~O) is 
K co) = / Wt D-l 
n Vn n n Wn d V 
where V is the volume in the n th n 
configuration, Wn relates increments in 
total strain to increments in displacement, and D = E -' (I + EC) with E the n 
matrix of elastic material properties and C a matrix obtained from the plastic 
constitutive relations. The matrix term nil) is 
K(l) = / i-i% RdV n Vn n n 
where R 
n relates the nonlinear components of the strain displacement relations 
to displacement increment and T is a matrix of Cauchy stresses with respect to 
the nth configuration. The matFix term Fn is 
F = 
5 
WtZ dV n n n n 
where Z is a vector of Caucby stresses with respect to the n th n 
configuration. 
One can use either an explicit or implicit time integrator to obtain solutions 
to eq. (1). Both types are implemented in DYCAST. 
Explicit Integrator 
DYCAST currently implements a constant time step central difference and 
a variable step modified Adams predictor-corrector time integrator. In both 
procedures, eq. (1) is written as 
Mu n+l = P -F n+l n - Af n+l (2) 
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where 
Af = [K(O) + Kc;)] AUn+l n+l n 
is the incremental force vector. 
This vector is then approximated in terms of previously calculated vari- 
ables by making use of the discrete time integrator so that if the mass matrix 
M is unchanging the. solution reduces to calculating a right hand side to eq. 
(2) and then solving for U n+l' 
For central difference use is made of the recurrence relations 
AU 
n+l 
= 2AU - AUnBl + At2A; 
n n 
(3) 
AU 
AU = n+l -*Un-1 n 2At 
in order to obtain Af n+l' 
The modified Adams procedure is based on substituting a predictor solution 
for AUn+l, into eq. (2) 
AU:+l 
= Audev 
n 
+At U +F 
n (4) 
Equation (4) is the Taylor series expansion for U with the backward differ- 
dev n+l ence used for the acceleration and AU is the difference between the n th 
n . . 
predictor and corrector solutions, LIZ - Up. Once eq. (2) is solved for U. n n+l 
the corrector solution is generated based on a forward difference for the 
third term. 
UC n+l 
=U +Atti +nt(U 
n n 2 n+l - ii,, 
(5) 
‘C U n+l =ir +At;; ++i n n n+l - i-i,, 
An error criterion is used to ensure that the difference between the predictor 
and corrector solutions satisfies some preset error criterion. In practice, 
the convergence criterion fails on the difference between the predictor and 
corrector velocities. This is 
(6) 
'C U n+l 
- fip 
n+l 
= F ((Un+l-Q - (Un-inml) > 
= F (Aii+l - Ain) 
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and the error criterion becomes 
At (Ain+l - Ain) 
2 
< E' 
ir n+l ; 
(7) 
It can be seen from eq. (7) that the error criterion limits the rate !of change 
of acceleration. Whenever the inequality of eq. (7) is violated the time step 
is halved. Conversely, the time step i.s doubled whenever the inequality is 
satisfied within a predetermined lower bound. 
Implicit Integrator 
A variable time step implicit solution algorithm with inner loop iter- 
ations, based on the Newmark-Beta family of integrators, is implemented within 
DYCAST. 
The governing recurrence relations for the Newmark-Beta method are 
. . AU n+l ti U =-- n+l Sat2 j-5 n 
. . . . 
Air n+l = At Un + YAt AUn+l 
Substituting eq. (8) into eq. (1) yields 
'K,AU 
n+l 
= Pn+l + Q; -F n 
(81 
(9) 
where 
it = K(O)+ K(1) ; M n n n SAt2 . 
Q~=M(& 1 em + (j? -l>UJ 
Equation (9) can be solved iteratively within each time step by feeding 
back the effect of an equilibrium correction term. 
In this form eq. (9) becomes 
. r 
EnAU;+l = Pn+l + Qt - Fn+; Rj 
j=o n 
where 
Rjcp -Fj 
. . . 
n n+l n+l - M UA+1 
When i = 0, eq. (10) reduces to eq. (9) since Bi = 0. 
(10) 
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There are a number of ways to define convergence. Use is made in DYCAST 
of the following criterion 
AU;+l - ALJ;-l 
< 
Ui 
E 
n+l 
(11) 
In addition to eq. (ll), an admissibility test is used in order to control 
the time step. Based on our experience with the modified Adams method, the 
admissibility test is developed by writing a p,redictor form of eq. (8) that 
leads directly to a criterion similar to eq. (7) 
. . . . 
AU 
y At 
n+l - AUn c E . (12) I U n+l I 
ALARM IMPLEMENTATION 
As an initial test of STAR vector processing, a program for the eigenvaluel 
eigenvector evaluation for large matrices was converted to STAR. This program 
called ALARM (Automatic LArge Reduction of Matrices to tridiagonal form) is 
based upon a method whichreduces a large matrix to an "equivalent" tridiagonal 
one of much smaller size. It is based on the work of Ojalvo and Newman (ref. 
10) and as such is similar to the eigensolver, FEER, which has been implemented 
in recent versions of NASTRAN. For full details of the method the reader is 
referred to ref. 3 for ALARM and ref. 11 for FEER. In the following we out- 
line the computational flow from ref. 3 as a means of identifying the areas of 
vector processing. The algorithm almost exclusively involves operations on 
large matrices and as such is particularly suitable for vector processing. It 
is based on generating a "tall" rectangular transformation matrix, V, the 
columns of which are orthonormal vectors. This transformation matrix reduces 
the equation 
K $J~ = tit M $i (13) 
where K and M are the stiffness and mass matrices, respectively, to symmetric 
tridiagonal form of much smaller size. The eigenvalues/eigenvectors of this 
equation are then obtained by Sturm sequencing and bisection of the intervals 2 containing w.. 1 
The sequence of operations excluding the starting procedure and error 
checking is as follows (ref. 3): 
1. Factor the stiffness matrix into upper and lower triangular 
form K = LLt 
2. Solve for successive columns of the reduction vector, V, as follows: 
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* 
v i+l = L-l# L+ vi 
This is accomplished by first solving for 
Lt wi = vi 
then performing the matrix multiplication 
U 
i 
= Mw i 
and then solving 
I.4 v;+l = ui 
All of these operations involve vector processing on vectors of the order of 
the semibandwidth and bandwidth of K and M. The procedure is completed by 
3. ;i+l = v;+1 - c1.v - B ii i-l vie1 
where 
* 
cl 
i 
=v v i i+l 
* 
B i-l =v i-l V i+l 
The desired column of V is then 
v 
V i+l - i+l f3 i 
where u., B. are the diagonal and off-diagonal terms, respectively, of the 
final r&duc$d tridiagonal matrix. 
The method outlined above was vectorized using the STAR 100 subset of 
vector FORTRAN syntax. Results are shown in Table I for CPU time for a number 
of benchmark problems using an IBM 370/168, CDC STAR 100 with all scalar 
operations and STAR 100 using vector processing. The times shown for bench- 
mark problems exclude the factoring of the stiffness matrix, and assume a 
diagonal mass matrix. The table reveals that as the matrix size increases, the 
relative running time on the STAR 100 in the scalar mode increases relative 
to the IBM 370/168. However, as the problem size increases, the payoff for 
vector calculations grows. The final result, that of a 10000 degree of 
freedom matrix with a semibandwidth of 100 and a running time of 9.91 CPU 
seconds, indicates almost a 160-fold decrease in time over the IBM 3701168. 
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This table clearly indicates two points: the efficiency of vector 
processing for large global arrays and the relative inefficiency of the 
current version of the STAR 100 for primarily scalar arithmetic. 
Figure 1 shows a section of a longitudinally compressed skin stringer 
element typical of the NASA space shuttle wing cover construction. A linear 
bifurcation buckling analysis of this structure was performed using one of the 
PLANS system programs. This program uses a higher order plate element to model 
the structure and the ALARM program to obtain the eigenvalues and eigenvectors. 
The resulting model led to matrices with 3158 degrees of freedom and a semi- 
bandwidth of 301. Running time on an IBM 3701168 in double precision depended 
on the amount of available core. Table II shows data from ref. 12 and indicates 
the normalized running time versus increased core size. The increased core 
size was due to increasing the work area available to the matrix packages. In 
no case, however, were we able to use more than 150000 words. This corresponds 
to the available incore capacity of STAR equal to approximately 450000 words 
for code and data and demonstrates a source of efficiency of STAR due to large 
incore storage coupled with the virtual core facility. This same problem was 
run with the STAR version of ALARM. To do this, the necessary matrices were 
assembled and passed to STAR via tape files. 
The resulting computer times are summarized in Table III. Evaluation of 
two eigenvalues and eigenvectors to the desired accuracy took 12.5 CPU seconds 
on the STAR 100 computer, compared to 269.6 CPU seconds on the IBM 370/168 in 
double precision using 921 KBYTES of core. This represents a ratio of 21.5 
to 1 which is consistent with the data presented in Table I. The computer 
time to calculate one column of the transformation matrix, step 2 outlined 
above, was 0.9 CPU second for the STAR 100 and 19 CPU seconds for the IBM 
3701168. Also shown in Table III is the time to factor the stiffness matrix. 
To perform this operation, use was made of a vectorized equation solver written 
by Dr. J. Lambiotte, Jr. of NASA Langley Research Center. This procedure factors 
the matrix as rDzt, where t is a lower triangular matrix and D is diagonal. 
In order to obtain the Cholesky factorization required by ALARM, we performed 
the additional operation of taking the square root of the diagonal matrix and 
premultiplied E by the result. 
The predicted buckling load obtained from this analysis agreed quite 
favorably with the average of three tests (see fig. 1). Plots of the mode 
shape predicted by this model are also shown in fig. 1. For a clearer 
representation, only the portions of the structure that buckled are shown, 
and the deformed sheet and stringer flanges were plotted as if detached. 
DYCAST COMPUTER IMPLEMENTATION 
Given that the appropriate theories from structural mechanics have been 
implemented, the features that distinguish a program for nonlinear analysis 
from a linear program are: 1) the solution algorithm is of the repetitive 
type so that calculations performed once for a linear analysis must be 
repeated for a nonlinear analysis, and 2) field quantities such as displace- 
ments, stresses, and strains must be stored for use in succeeding calculations. 
These considerations force the designer of a nonlinear code to exercise extreme 
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care in coding key "number crunching" sections since any inefficiencies, while 
perhaps not being crucial for a linear analysis, are multiplied "n" times in 
a nonlinear analysis. It is in these areas that the STAR vector processing 
can potentially make a contribution. 
In the following, the flow of the computational bound section of DYCAST 
is outlined in order to identify areas of potential vector processing. The 
program is separated into two functional units as shown in fig. 2. A small 
main program initially determines core allocations and then passes control to 
a subroutine that reads and processes all input and defines nece.ssary data 
bases. Since computations are minimal in this routine the only impact of the 
STAR 100 here is the use of virtual core capability over utilization of tem- 
porary scratch files. 
After the input phase, control is returned to the calling program which 
in turn calls a subprogram that controls the main computational loop. This 
loop, shown in block diagram form in fig. 3, has all the ingredients usually 
found in a linear finite element program, namely, (1) Matrix assembler, 
(2) Equation solver, (3) Time integrator, (4) Finite element matrix formation, 
and (5) Stress and strain calculations. 
Items 1 through 3 are global functions that are easily recast into vector 
form. That is, the equation solver involves dot products on vectors whose 
length is of the order of the semibandwidth of the matrix, a process that can 
exploit the STAR vector processing. Implementing the integrator, although not 
taking a large percentage of the computation time, involves sums of vectors 
that can easily utilize STAR vector processing. However, items 4 and 5 are 
carried out on the element level and involve primarily operations with small 
matrices. 
The method devised to implement element level calculations can be an 
important consideration. This is because it has been our experience that more 
than half the computer time per time step is taken by the element level 
calculations (for moderate sized problems) when using an implicit integrator. 
The relative time can be as much as 314 for an explicit integrator. Figure 
4 shows the computational flow for a typical element level sequence of 
calculations for the simplest case of a three node constant strain triangle. 
For this element, the calculations involve primarily scalar arithmetic along 
with vector products on vectors of length 3 and 9. These lengths are too 
small for efficient vector processing because of instruction start-up time 
for vector operations. Vectors of length 100 begin to substantially 
exploit the STAR pipeline processing. It is also worth noting that since 
.a finite element model consists of a multitude of elements, a computer 
system optimized for this type of operation might more naturally be based 
on parallel rather than pipe-line processing. That is, calculations can be 
carried out on many elements simultaneously. Reference 13, for example, 
conceptually describes the implementation of a finite element program on the 
Illiac IV parallel processing computer. 
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Practical experience was gained in implementing the items discussed above 
into a finite element program for nonlinear analysis by the Computer Sciences 
Corporation under Contract with NASA Langley Research Center. This program 
developed for plastic analysis alone, is part of PLANS (_Plastic and Large 
deflection ANalysis of Structures - ref. 4).. The program chosen treats the 
plastic anaGsis problem using the "initial strain" or pseudo load method. 
Consequently, the problem reduces to the solution of a sequence of linear 
analyses with a changing pseudo load vector that accounts for plasticity. The 
stiffness matrix is unchanged in each step so that it can be factored once with 
subsequent solutions requiring only a forward and backward substitution of 
triangular matrices. Within this framework the major effort in each step is 
to solve the set of finite element equations, calculate stresses and strains 
(impose plastic constitutive equations), and reformulate the vector of pseudo 
loads. Thus, it has all the steps that the explicit formulation of DYCAST 
has, eq. (21, with the exception that DYCAST must form a contribution to the 
pseudo load vector, Af n+l' that is the incremental internal force vector. 
Consequently, the effectiveness of the STAR computer on this program should 
carry over to DYCAST. 
Results provided to us by R. Fudurich and D. Dunlop of Computer Sciences 
Corporation are shown in Table IV and summarize the results obtained to date. 
These results indicate a substantial speedup in the solution algorithm, up 
to 13:l for initial solutions, and up to 19O:l for subsequent solutions that 
require only forward and back substitution. However, in the area of stress 
and strain recovery, where operations are presently primarily scalar, the STAR 
computer was appreciably slower than the CDC CYBER 175. As mentioned previously 
these element level calculations are performed on small matrices for which we 
anticipate that the vector capability would not lead to significant savings. 
Based on the results shown in Table IV i.t becomes apparent that it is essential 
to restructure the program in this area in order to exploit the STAR 100 
pipeline capability. 
Work is currently underway to convert the DYCAST program to the STAR 100 
computer. To date, subroutines for matrix assembly and equation solution that 
use the STAR virtual core and vector processing capability have been implemented 
into DYCAST. The effect of vector processing was demonstrated on a finite 
element model containing 332 elements (179 triangular membrane, 33 axial force 
stringer, 120 beam), 413 degrees of freedom, and 136 semibandwidth. The 
computer times for one time step for this problem using both the implicit and 
explicit integrators on an IBM 370/168 and CDC STAR 100 are shown in Table V. 
As anticipated, any savings due to vectorizing the solution algorithm is 
offset due to the slower computation time on STAR for scalar operation. Vector 
processing, although on small vectors, is currently being introduced into the 
element level routines. 
CONCLUSIONS AND RECOMMENDATIONS 
This paper discusses our successes and pitfalls in converting a finite 
element program for nonlinear finite element analysis to the CDC STAR 100 
computer. Our experience may be summarized by the following: On global 
functions, the vector processing, coupled with the virtual memory capability, 
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led to decisively improved computation times over the available scalar computers. 
However, on element level computations that were not vectorized,. and indeed do 
not lend themselves easily to long vector processing, the STAR 100 was deci- 
sively slower than comparable scalar computers. We do expect some slight 
improvement when these routines are converted to vector code. Consequently, 
as the number of successive linearization increments increased in a nonlinear 
analysis, the gains made on processing global functions were offset by the 
element level calculations. On this basis it can be concluded that in order 
for pipeline computers to impact the economic feasihility of large nonlinear 
analyses it is absolutely essential that algorithms be devised to improve the 
computational efficiency of element level computations. Recommendations to 
accomplish this are discussed below. 
In problems involving plasticity alone it is usual that a contained 
region of plastic flow exists. For this situation the pseudo load method can 
be used and element level stress recovery can be simply limited to this 
contained region. This can be done using the pseudo load method since these 
effective plastic loads are nonzero only in the contained region and element 
stiffness matrices are not reformed in each increment. This notion can be 
expanded even further (ref. 14) by employing a substructuring technique to 
eliminate the unknowns in the assumed elastic region. Since these calculations 
are exclusively on global arrays, the substructuring operations can effectively 
make use of vector processing. The remaining incremental calculations can 
then be carried out using the reduced set of equations. 
Because of the effectiveness of vector processing on global arrays, any 
method that operates on these primarily large matrices during an incremental 
nonlinear solution will be computationally efficient on the STAR 100. Methods 
were previously developed (ref. 9) that eliminate the displacements in the 
governing matrix equation so that the remaining incremental equations are 
global arrays of stress or strain increments. For example, the total strain 
increment can be written as shown in ref. 9 as follows: 
AeT = A AP + J AE (14) 
where AE is the incremental plastic strain, AP is an incremental load factor, 
and A and J are matrices that depend on the number of strain recovery points 
in the finite element model. Once eq. (14) is formulated, it is solved 
incrementally as part of the nonlinear analysis thereby replacing the usual 
element level calculations. Consequently, it may be worthwhile to re-examine 
this method for implementation on the STAR 100. 
The previous comments are also pertinent to the formulation of linear 
dynamic analysis because the coefficient matrices do not change when either 
the explicit or implicit methods are employed. Consequently, the method 
reduces to calculating the right hand side vector and then solving for either 
accelerations or displacements. The right hand side vector for both methods 
can be recast in terms of global matrices by assembling and storing the total 
stiffness and mass matrices and then performing the matrix multiplications 
indicated in eqs. (2) and (9). Stress and strain recovery may still be a 
limiting factor, but these need not be computed in every time step. 
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The methods described above cannot be used in DYCAST because the stiffness 
matrix changes in each step due to the problem nonlinearities. One is therefore 
constrained to perform these element level calculations in every time step. 
Consequently these calculations must be reformulated so that they can effectively 
use vector processing. It may be possible to do this by partitioning the 
structure so that calculations are carried out on assemblages of elements, i.e., 
super elements. This technique will be pursued in future developments of 
DYCAST. 
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TABLE I. - COMPUTER TIME (CPU SECONDS EXCLUSIVE OF FACTORING 
STIFFNESS MATRIX) FOR EIGENVALUE/EIGENVECTOR EXTRACTION 
FOR VARIOUS SIZE MATRICES 
Solution 
Time Solution Solution 
Maximum IBM 370/168 Time Time 
Matrix Semi- (single STAR 100 STAR 100 
Size 
STAR Scalar ( IBM 370 
bandwidth precision) Scalar 
IBM 370 
Vector STAR Vector STAR Vector STAR Scala 
I 
10 1 3.44 1.30 I 0.61 2.13 5.64 2.65 
100 10 4.47 5.64 1.05 6.42 i 4.26 0 .'79 
1000 100 26.91 76.21 1.76 45.06 15.29 0.353 
4000 100 175.08 4.86 36.02 ' 
4000 400 225.52 7.18 31.4 ! 
10000 100 1532.3+ 9.91 154.6 
+ Time to form tridiagonal matrix 
TABLE II. - PERCENT DECREASE IN CPU TIME ON IBM 370/168 
VERSUS AVAILABLE CORE SIZE FOR BUCKLING ANALYSIS 
OF SKIN-STRINGER PROBLEM 
Problem Size = 3158 degrees of freedom 
Semibandwidth = 301 
TABLE III. - COMPARISON OF CPU TIMES IN SECONDS FOR 
BUCKLING ANALYSIS OF SKIN-STRINGER PROBLEM 
IBM 370/168 
CDC STAR 100 
Ratio 370/STAR 
_.- 
Step 1 Step 2 
Factor K Eigenvalue Eval. Total 
(CPU Time) (CPU Time) (CPU Time) 
342. 269.6 611.6 
57.7 12.5 70.2 
5.9 21.5 8.7 
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TABLE IV. - SUMMARY OF CDC STAR 100 VERSUS CDC CYBER 175 
COMPUTING TIMES FOR PLANS PROGRAM 
Total Total Stress 
No. of Semi- Initial+ 
* 
Initial Subsequent Recovery 
Problem Elements DOF Bandwidth Solution Total Solutions Pseudo 
'1 25 138 42 0.21261 3.8851 5.2291 530.075/ 
1.514 I 3.864 470.265 109.78 
2 66 300 60 0.8142/ 8.8926/ 1.4579/ 191.905/ 
5.390 8.305 277.679 34.715 
3 560 1492 9.3 6.31 45.261 0.3121 35.041 
82.96 100.7 N.A. N.A. 
4 710 4366 170 58.11 --- --- --- 
I 546.9 ! 
+ Refers to initial factoring and forward and backward solution. All times given 
STAR time/CYBER-175 time. 
* 
All initial preprocessing, element formation, critical load stresses and strains, 
algorithm vectorized. 
Problem 4 Compared versus IBM 3701168; Total times depend on number of increments 
range. 
TABLE V. - COMPARISON OF CDC STAR 100 VERSUS 
IBM 370/168 COMPUTING TIMES FOR 
ONE TIME STEP USING DYCAST 
413 DOF, 136 SEMIBANDWIDTH, 332 ELEMENTS 
Matrix Assembly 
Solution 
Time Integrator 
Stress/Strain 
Recovery and 
Element Formation 
Total 
- 
Explicit 
Implicit 
(one iteration) 
o.o/o.o I 0.32/4.03 
0.03/0.65 I 2.0516.77 
0.02/0.02 0.04/0.10 
--__ __-.-__ 
8.8614.08 16.90/6.87 
8.91/4.75 19.31/17.77 
All times given in CPU seconds and STAR time/IBM 3701168. 
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BUCKLING LOAD, N (lb) 
BENST 81500 (18320) 
TESTS(3) 88850 (19970) AVERAGE 
SKIN THICKNESS - 0.18 cm (0.070 in.) 
LENGTH - 21.5 cm (8.5 in.) 
a) FINITE ELEMENT MODEL OF STRINGER 
b) COMPUTER PHOTO OF BUCKLING MODE SHAPE IN SKIN 
AND ATTACHED STRINGER FLANGES (ONLY PORTIONS 
OF STRINGER THAT BUCKLED) 
Figure 1 Analysis of Longitudinally Compressed Skin-Stringer 
Element Typical of Shuttle Wing Cover Construction: 
Comparison of Computed Buckling Load with Test Results 
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,MAIN CALLING- 
PROGRAM 
I I 
READ, PROCESS & MAIN 
CHECK INPUT; COMPUTATIONAL 
INITIALIZE DATA BASE LOOP 
Figure 2 Global Structure of DYCAST 
MATRIX TO ASSEMBLE COEFFICIENT 
EQUATION SOLVER 
TIME INTEGRATOR 
ONE FOR EACH INTEGkATOR 
IMPLEMENTED IN PROGRAM 
ELEMENT CALCULATIONS 
- STRESS, STRAIN, PLASTIC 
CONSTITUTIVE RELATIONS 
- REFORM ELEMENT MATRICES IF 
REQUIRED 
- FORM COMPONENTS OF RIGHT-HAND 
SIDE OF EQ. (2) OR EQ. (10) 
ASSEMBLE RIGHT-HAND 
A SIDE FOR EXPLICIT OR 
IMPLICIT INTEGRATOR 
CONTINUE 
CALCULAilONS 
THREE EQUATION SOLVERS 
- IN-CORE 
- OUT-OF-CORE 
- ‘IIAGONAL COEFFICIENT MATRIX 
FOR EXPLICIT, LUMPED MASS 
- CALCULATE THE REMAINDER 
OF THE KtNEMATlC FIELD 
QUANTITIES; 
CHECK CONVERGENCE 
CALCULATIONS FOR STRESS & 
STRAIN TO COMPLETE NTH 
STEb W.ljILE PREPARING TO 
GO ON TO N + ITH STEP 
. 
Figure 3 Computional Flow of Major Loop of DYCAST 
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EXTRACT ELEMENT 
KINEMATIC FIELD 
QUANTITIES FROM GLOBAL 
ARRAY AND FORM 
CORRESPONDING LOCAL 
AR RAY 
CALCULATE ELASTIC 
STRESS&STRAIN 
INCREMENT 
SMALL VECTORS - LENGTH 9 
I I 
CHECK YIELD FUNCTION 
AND IF PLASTIC APPLY 
PLASTIC CONSTITUTIVE 
RELATIONS 
FORM ELEMENT 
MATRICES k” k’ I I , 
m 
I 
FORM COMPONENTS OF 
EFFECTIVE LOAD 
VECTOR 
3x1 3x9 3x 1 
Ae = W AU 
3x1 3x3 3x1 
Ao = E Ae 
3x3 3x3 
EP 
= R-1 
3x1 3x3 3x1 
Aa = Ep AeT 
3x1 3x3 3x1 
Ae = C Ao 
ALL INVOLVE SIMPLE SCALAR 
OPERATIONS PLUS TRANSFORMATION 
TO GLOBAL SYSTEM 
9x6 6x6 6x9 
T’k T 
m(f& +($-I) ii,) 
OR 
- k AU;+ , 
Figure 4 Computational Flow of Element Level Subroutine 
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ON A NEW ALGORITHM FOR TIME STEP INTEGRATION OF NONLINEAR SYSTEMS 
Edoardo Anderheggen and Gianni Bazzi 
Swiss Federal Institute of Technology Zijrich 
SUMMARY 
A new implicit algorithm for time step integration of finite element 
structural dynamic equations is presented. Convergence, stability and numerical 
damping properties are discussed. Due to the way nonlinear structural behavior 
is taken into account the algorithm is expected to compare favourably with ex- 
isting ones. Some simple numerical results are presented. A related explicit 
algorithm is also derived and shortly discussed. 
INTROOUCTION 
Lately much attention is being paid to finite element structural dynamic 
problems where nonlinear behavior is taken into account. It is typical for this 
kind of problems that the internal nodal forces developed by the structure and 
resisting external loads and inertia forces are not linear functions of nodal 
displacements but have to be evaluated from the actual stress state of the de- 
formed structure by virtual work integration or similar procedures. The dis- 
placement time history is then obtained integrating step-by-step the nonlinear 
dynamic equations, a very cumbersome procedure in most practical cases. 
Time step algorithms can be classified as implicit, requiring the solu- 
tion of a system of coupled and generally nonlinear equations at each time step 
or as explicit where the unknown problem parameters at the end of each step are 
obtained directly. A clear and concise discussion of requirements and applica- 
bility for both kinds of algorithms can be found in reference [Il. 
In the present paper an implicit algorithm is first derived and discussed 
using simple numerical tests to show some of its properties. A corresponding 
explicit algorithm [which has not been implemented yet1 is then also derived. 
It should be clear, however, that the present paper has the limited scope of 
reporting some early results of a research project presently in progress. More 
extensive numerical tests and comparisons with different algorithms are needed 
for general conclusions. 
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IMPLICIT METHOD 
Within a time step At, i.e. between to and tl = to + At (with T = t-to), 
the following system of differential equations, a dot indicating deriv’ation with 
respect to time, has to be solved: 
{RET]} = [Mj{ij(r,) + [Cl&r,~ + {FITI) - {P(T)) = 0 
where: {R[-c)) = residual vector; {Wl-rc)) = vector of nodal displacement para- 
meters; [MI = mass matrix; [Cl = viscous damping matrix; (F(-rl) = vector of in- 
ternal nodal forces; {P[-rI} = vector of prescribed external loads. The internal 
structural nodal forces {F[.r)} are evaluated as follows (see Fig. 11: 
{F(rl) = {Fo} + [I&Wt-cl} - {wo)l + {%I) 
where : {F ) = internal forces at t = to [subscripts 0 and 1 always refer to the 
beginning’and the end of the time step); [Kl = an approximation of the actual 
secant stiffness matrix between to and tq [generally the tangent stiffness matrix 
evaluated at t = to or at the begin- 
ning of so_me earlier time step will be 
A{ > 
used for [KII;{FITI} = vector of cor- 
F 
1” 
rective internal forces due to the 
F; nonlinear behavior of the structure 
within the time step. The distribu- 
Ei *@J) 
tion of these corrective forces {F(T)} 
is assumed to be given by: 
fr I F, 
{-%I} = rbiitOJ{F1} 
c where the bii(T1, coefficients of the 
{ I w, hl {WI 
diagonal interpolation matrix Ebii(-r13, 
are time functions [with bii[Ol = 0 
Fig. I : 
and bii[Atl = 11 to be chosen according 
Internal Forces to the expected distribution of each 
single corrective force Fi(Tl as ex- 
plained later. The internal corrective 
forces {Fq) at the end of the time step 
will have to be evaluated by stress-virtual-strain integration or by similar 
procedures [taking into account strain-stress history, large displacements, etc.1 
for all elements where nonlinear behavior is expected. 
For the displacement parameters the following assumptions are used: 
{Wr-r,) = N1[~l*{Woj + N2hI-Cl;lo~ + N3(0={W$ 
the Ni’S being shape functions in the time dimension. In order to insure the 
necessary continuity of {W} and {\;l} (but not of {G}) between time steps the fol- 
lowing conditions have to be satisfied: 
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yo, = 1 i,(Ol = N,tAtl = 0 
N2(01 = 1 N2[01 = N (At3 = 0 
.2 
NgtAtI = 1 N3tOl = N3(01 = 0 
We also impose the following conditions: 
l+P i,, (At1 = - F 
At 
/ - oN,“dT = ,&-At 
ii, = -p 
At 
/ N *d-c = 0 
O2 
ig[Atl = 2 
At 
I N3’dT = 
1 -9 At 
0 l+P 
the parameter p (0 < p < 11 being the spectral radius in the limit At + m of the 
operator matrix for the-linear case as explained later. Polynomials of 4th degree 
in s (with s = T/At1 can be chosen for the shape functions Ni: 
N1 
= 1 - N3 
N 
2 
= [-5Cl+p1s4 + 4[3+2p1s3 - 3[3+p]s2 + Zs]*+ 
N3 
= [5[p2-4p+71s4- 8(p2-5p+91s3 + 3(p2-6p+13)s2]&-p 
For the important special case where p = 1 [no numerical damping] the shape 
of the Ni functions is shown in Fig. 2. 
N, (r) 
t 
‘I 
0 At 
- 
N2 (~1 N, (r) 4 
-7- ---,= 
At 0 At 
Fig. 2 : Shape Functions N, (T) N, t-r) N, (~1 
In order to evaluate {W,} = {W[t,l} the weighted integral of the residual 
vector {R(T)) is set to zero at each time step: 
At 
fG*{R(0)*dT = 0 
At 
with: G = - 
, 0 l+P 
where the choice of a constant weighting function G insures that the integral of 
all external and internal forces vanishes at each time step. The following system 
of equations for {AW} = JW,,) - IWO) is found: 
[[Ml + +$I + ,$ [Kl) {Awl = At[Ml{io} - $Fo~ + rBii~IF,l - Ip*l1 
where: 
fBiil = & ';EbiiC?13.dr {P*)= &A;{PC=l]=dT 
0 0 
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As the matrix multiplying the unknown vector (AW) has the same structure 
as the stiffness matrix [Kl, the algorithm is called implicit. The corrective 
forces {pi) can only be evaluated when {AW) is known; the system of equations is 
therefore nonlinear. Unless the influence of {F,J) is neglected, equilibrium it- 
erations within each time step are necessary, requiring reiterate evaluations of 
Fql. A norm for the changes of {F,,} [rather than {AW}l was used in all numeri- 
cal examples as a convergence criterion. 
The displacement velocity vector {&I is found from the assumed shape func- 
tions: 
CQ = 2 {Awl - p{ljo} 
The convergence and stability properties of the algorithm for proportional- 
ly damped, linear-elastic free vibrations can be discussed applying a modal trans- 
formation [see reference 1211. For a mode Y(t) associated with a frequency w and 
with a damping coefficient 5 the following operator relations are obtained 
1 
1+xQ+ a2 l 
l+P [l+pl2 
1+ 2sfi PQ2 - - 1 
I+P (l+p12 
-R2 q- 2PSQ PQ2 
l+P 
I 
(l+pl2 
The operator matrix shows the following properties: 
1. For small At's i.e. in the limit R + 0 convergence to the true solution is 
insured. 
2. The factor p represents the spectral radius of the two-roots operator matrix 
in the limit fi -f ~0. The algorithm is therefore unconditionally stable for 
p < 1. - 
3. With p = 1 the operator matrix becomes identical to Newmark's with y = l/2 and 
6 = l/4 ["trapezoidal rule", see references [31 and [211. No numerical damping, 
second order accuracy, minimal period elongation and no amplitude decay are 
obtained. 
4. For p < 1 numerical damping used to "filter out" disturbing high frequencies 
is introduced. In fact, the choice of p represent a convenient and natural 
way of controlling numerical damping. This, however, decreases linearly with 
R [as in Newmark's method with y > l/21 and not quadratically as might be 
desirable [see references [21, [41, [511. For p < 1 second order accuracy is 
therefore lost, which limits the choice of p to values close to unity. 
5. The so-called "overshoot" effect both for displacements and velocities (see 
reference [6]1 is avoided for all values of P. 
All this is of course only valid in the linear case. However, the algorithm 
has two other properties worth mentioning as they appear to be valuable in the 
nonlinear case. 
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The first one concerns the way the b ii(l) functions describing the dis- 
tribution of the internal corrective forces {Ft~l) within the time step or the 
corresponding average values Bii are chosen. 
By setting q ii = 0 the influence of the corrective fo_rce Fi is neglected, 
i.e. linear behavior as described by the stiffness matrix [K] is assumed in that 
zone of the structure which affects Fi. If all q ii are set to zero, {Fq} is neg- 
lected and no equilibrium iterations are necessary, which may lead to rapidly 
diverging results unless sufficiently small time steps are used. 
If nonlinear behavior is expected and the ta_ngent stiffness matrix evaluat- 
ed at the beginning of the time step is used for [K] then Bii = 1/3,_correspond- 
ing to bii = (T/At)", should be used, because the time derivatives Fi[Ol of the 
corrective functions at -c = 0 are known to vanish. 
If for [tl the tangent stiffness matrix of an earlier time step is used, 
then Bii = l/2 may be used corresponding to the assumption of a linearly distri- 
buted corrective force Fi, i.e. to bii = T/At. In the commonly used undamped 
version of the Newmark algorithm [with y = l/2 and fi = l/41 implemented with the 
so-called “out-of-balance-load” procedure as well as in the original iterative 
formulation of the Newmark method (see reference [311 the Bii’s are implicitly 
always set to 1/2,a rather poor choice when the actual tangent stiffness matrix 
is used. 
In some parts of the structure, where highly. nonlinear behavior is expect- 
ed, it might be useful1 to evaluate the Fi’S not only at T = At but also at 
T = At/2 or even at several points between T = 0 and T = At. This allows evalu- 
ation of the Bii coefficients more exactly by simple numerical integration pro- 
cedures. 
The second welcome property of the algorithm is due to the fact that for 
each time step average values {P*) of the external loads (P(t)) are used in- 
stead of considering only instantaneous values of {P[tl) as in most other well- 
known algorithms. If the time step At is large compared to the typical period of 
the loads and if the load values are known in intervals smaller than At, quite 
relevant improvements can be obtained by using very little-time-consuming nu- 
merical integration procedures to evaluate {P*). 
NL!MERICAL RESULTS 
The single-degree-of-freedom, numerically and physically undamped- (p =I ; 
5 = 0) examples presented below are intended to show the beneficial influence of 
choosing the proper Bii coefficients and of correctly evaluating the average ex- 
ternal loads {P*). 
In the first two examples the homogeneous equation of motion is given by: 
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PI-i + FCWI = 0 
with a constant mass M, a prescribed starting velocity ilol and a vanishing dis- 
placement W(o3 at t = 0. In the first example a quadratic relation between FIW) 
and W [nonlinear elasticity] is assumed as shown in Fig. 3. In the second exam- 
ple the internal force F(W) is produced by five linear-elastic brittle springs 
Fig. 3 : First Example Fig. 4 : Second Example 
F(w 1 -w-Relation F(w)-w- Relation 
with identical stiffnesses. Four of them are assumed to break at W = 6, 26, 3 
and 46 leading to the F-W-diagram shown in Fig. 4 remindful of crack propagat 
problems. 
Di fferent time histories for different B 
ii 
's are shown in Figs. 5 a 
Fig. 5 : First Example. Time History for Severol Bh Coefficients 
nd 6. 
6 
ion 
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Fig. 6 : Second Example. Time History for Several Bii Coefficients 
The “exact” ones were obtained using very small time steps. For the others large 
time steps were used. The tangent stiffness (i.e. the derivative of F(W) with 
respect to WI was updated at each time step and equilibrium iterations (ekcept 
for Bii = 01 were repeated until the change of the corrective force FI became 
negligible. “N” is the average number of such equilibrium iterations. "M" is 
the number of times the internal corrective forces {F(-cI) have to be evaluated 
at each time step for the different Bii’s: M = N = 0 for Bii = 0; M = 1 for 
Bii = l/3 or Bii = 'l/2; for M > l,Bii is variable as M values of {F(+rl} are used 
to evaluate the time integral leading to Bii. 
The advantage, when using the actual tangent stiffness matrix, of choosing 
q ii = l/3 instead of Bii = l/2 (which, as explained earlier, would correspond 
to the most used version of Newmark's algorithm) is evident. An even more marked 
improvement, as clearly demonstrated in Fig. 6, is obtained by evaluating Bii 
more exactly [M > 11. This, however, requires time-consuming evaluations of 
{F[Tl) for different -cc’s within each time step. 
The third example (Fig. 71 shows the response of a linear undamped system 
with a natural period T, = 4 to a sinusoidal load with a period Tp = 1. The time 
step used (At = 0.31 is very large compared with T but reasonable if compared 
P 
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with T,. The parameter "K" given in Fig. 7 represents the number of discrete 
values of the load function P[tl used for the evaluation of the load average P* 
within each time step [K = 2 if only P(t,l and PCtlJ are used as in most well- 
known algorithms 1. Of course convergence to the exact solution due to the large 
time step used is not obtained; nevertheless the advantage of correctly evaluat- 
ing P* is evident, the computational effort needed being negligible. 
w 
W max 
Fig. 7 
at 
Third Example. Time History for Different Evaluations of / P(r) dt 
0 
EXPLICIT METHOD 
AQ explicit algorithm closely related to the implicit one discussed above 
has also been derived. The main difference lies in the way the integral of the 
where {r} is determined assuming a 
internal forces {F(-rl) within the time step is evaluated: 
linear distribution of (F1-r) I as we1 .1 as 
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uniform motion within the time step: 
{?I = (Ft{?j}I) 
Requiring the weighted integral of the residuals to vanish while using the 
same shape functions Ni(T1 and the same constant weighting function G as before, 
the following system of equations for {AW) is obtained: 
([Ml 
At + ,+pcclI{AW~ = At[M$) - 
Assuming the matrices [Ml and [Cl to be diagonal, i.e. lumping masses and 
viscous dampers in the joints, these equations are trivial. The algorithm is 
then called explicit. 
If, as for the implicit method, a modal transformation is performed, the 
following operator equations are found: 
y1 
r I At-$ 
R2 
I- - 
2+2p 
I_ m-Q Q2 --- 
l+p 2 
c 
Y 
0 
At.; 
0 . 
As expected the operator matrix shows that the algorithm is only condi- 
tionally stable. For p = 1 the stability condition obtained by setting the 
spectral radius equal to unity is: 
R = 2 cr 
or. for the more stringent "bifurcation" condition (see reference [711: 
‘bif 
= 2*- 
For damped systems (5 > 0) these conditions are less stringent than those 
given in references [71 or [81, due to the fact that here a diagonal damping 
maxtrix [Cl is assumed. For 0.8 < p < 1.0 the changes in Rcr and Rbif are found 
to be minimal. However, as in the implicit method, with p < 1 numerical damping 
is introduced and second order accuracy is lost. The parameter p has not the 
same meaning as before but still controls numerical damping. 
In fact it is questionable if a choice different from p = 1 would make 
much sense when using the explicit method. Because, due to stability reasons, 
explicit methods require very small time steps, they are mainly used for problems 
where all or almost all frequencies of the finite element model have to be taken 
into account (e.g. for shock or wave propagation problems1 so that a "filtering 
out"' of frequencies by numerical damping is not necessary and mostly not desir- 
able. 
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The main reason why p was left as a variable in the above derivations is 
due to the fact.that it seems possible to combine the implicit and the explicit 
method following the procedure suggested by Hughes et. al. in reference [8], 
where their damping coefficient y is also used in both cases. 
FURTHER DEVELOPMENTS 
As stated in the introduction this paper is only concerned with early 
results of a research project presently in'progress. The following developments 
are planned: 
1. Extensive tests of the implicit algorithm for reinforced concrete structures 
under earthquake loads. Different element formulations are to be compared. 
2. Implementation and tests of iterative methods (e.g. overrelaxation) for the 
solution of the equations arising at each time step, possibly combining iter- 
ative solution steps with equilibrium iterations. As good guesses for start- 
ing iteration are available from earlier time steps, iterative methods might 
well prove to be quite efficient. 
3. Implementation and tests of the explicit algorithm and of the coupled im- 
plicit-explicit-method as suggested by Belytschko and Mullen in reference 
[/31 or by Hughes et. al. in reference 171. Also in this case the use of iter- 
ative methods for the solution of the implicit equations looks promising. 
4. Development of efficient, state-of-the art computer programs to be applied 
in practical cases. This is a critical point, the applicability of step-by- 
step procedures being severely limited by the great amount of computations 
involved. 
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SUMMARY 
Three-dimensional (3-D) finite strips are formulated by combining finite 
element shape functions with beam eigenfunctions. Because of the orthogonality 
of the beam functions, three-dimensional problems are reduced to a series 
of two-dimensional problems, often with stiffness matrices of very narrow 
bandwidth. These require considerably less computer memory and computation 
time to solve. Isoparametric and high order finite element shape functions 
are used in the formulation of the 3-D finite strips. Numerical examples 
such as the static and free vibration analyses of simply supported thick 
plates are presented. Results are compared with existing solutions. Good 
agreements are obtained in all cases. Potential applications of the 3-D 
finite strips include the static and dynamic analyses of voided slabs, thick 
box girders and axisymmetric thick-walled shell structures. 
INTRODUCTION 
Although the finite element method is at present the most powerful 
and versatile numerical approach for structural analysis, the computing 
cost can often be very high. This is particularly true in the case of three- 
dimensional structural analyses. In an attempt to reduce the computational 
requirements of the finite element method, researchers have developed the 
finite strip technique (ref.11, a semi-analytical method that couples simple 
polynomial expressions for one or two directions with beam eigenfunction 
series for the other directions. This reduces a two-dimensional problem 
to one dimension, and a three-dimensional problem to two dimensions. 
Furthermore, because of the orthogonal properties of the eigenfunction series, 
the terms of the series may become uncoupled depending on the type of boundary 
conditions, and the stiffness matrices of each term can be formed, assembled 
and solved separately, resulting in a substantial reduction in computing 
costs. The method.is suited for the analysis of structures having regular 
geometric plans and simple boundary conditions, and has been successfully 
applied to the static and the dynamic analyses of slabs, folded plate structures 
and box-girder bridges (ref. I). 
In this study, 3-D finite strips are formulated in two ways, one by 
coupling isoparametric quadrilateral and triangular plane-stress finite 
element shape functions with beam eigenfunctions, and the second by coupling 
high order quadr.ilateral plane-stress finite element shape functions with 
beam eigenfunctions. The stiffness, mass and load matrices are derived 
following standard finite element procedures. Three-dimensional elasticity 
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constitutive equations are used in the derivation of the various stiffness 
matrices. Applications of the 3-D finite strips to some prismatic solids 
such as thick plates are described. Numerical integration -using Legendre- 
Gauss or Radau-Gauss quadratures was employed in the derivations. 
SYMBOLS 
al’ a2, etc. 
a 
A 
[Bl 
[cl 
[Dl 
{F) ,(F) 
{gl 
h 
L,’ L2’ L3 
[Kl , [RI 
[Ml , [fll 
N 
n 
{PI 
P 
(41 
V 
us VY w 
x9 Y, = 
lengths of sides of a quadrilateral 
span of 3-D finite strips 
surface area of 3-D finite strips 
matrix relating strains to displacement components 
matrix containing finite strip displacement functions 
material constant matrix 
individual and assembled consistent load vectors 
vector containing distributed body forces 
thickness of plate 
triangular area co-ordinates 
individual and assembled stiffness matrices 
individual and assembled consistent mass matrices 
finite element shape functions 
number of nodes in finite elements 
vector containing concentrated nodal forces 
point in 5 - n space or a concentrated point 
load 
vector containing distributed surface forces 
volume of 3-D finite strip 
displacement components in the x, y and z directions 
Cartesian co-ordinates 
distance along lines of equal n (equation 8) 
indiv.i.dual and assembled nodal displacement vectors 
curvilinear co-ordinates 
finite element rotational degree of freedom &W/ax ) 
Si 
3-D finite strip rotational degree of freedom =(aw/aX& 
mass density 
circular natural frequencies 
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w XY 
!d 
XZ 
finite element skew symmetric rotational degree 
of freedom dadax - aday)/ 
3-D finite strip skew symmetric rotational degree 
of freedom dadax - au/as2 
ISOPARAMETRIC 3-D FINITE STRIPS 
A family of 3-D isoparametric quadrilateral and triangular finite strips 
can be developed by using the plane-stress isoparametric finite element 
shape functions reported by Ergatoudis (ref. 2). Considering only simply 
supported situations in which u=w=av/ay=O at the ends, a suitable set 
of displacement functions for a 3-D strip of span a (fig. 1) is 
OD n 
u = c C N u i im sin= m=l i=l a 
00 
v = c c” Nivimcosy 
m=l i=l 
(1) 
Q) n 
w= c C N w i im sin= a 
m=l i=l 
The x and z co-ordinates of the isoparametric section are defined as 
x q ; Nx ii 
i=l 
n 
z = C Nizi (2) 
i=l 
The most simple isoparametric quadrilateral is the four node IPLQ quardi- 
laterial (ref. 2) which has linearly varying displacements (fig. 2a). The 
shape functions for this finite element are simply 
Ni q +, (1 + SSi) (1 + W-Q) (3) 
Other more sophisticated isoparametric quadrilateral elements of the 
same family include the eight node IPQQ quadrilateral (ref. 2) whose dis- 
placements vary quadratically (fig. 2b), and the twelve node IPCQ quadrilateral 
(ref. 2) with cubically varying displacements (fig. 2~). 
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For the Isoparametric triangular finite elements, the shape functions 
are most conveniently expressed in terms of the area co-ordinates Ll, L2 and 
L3. 
The first element of the series is the three node IPCST constant strain 
triangle (fig. 3a) whose shape functions are simply the area co-ordinates 
(ref. 2). Thus, 
N1 q L,, N2 q L2, N3 = L3 (4) 
Using a recurrence formula (ref. 21, more refined triangular elements 
such as the six node IPLST linear strain triangle (fig. 3b) and the ten 
node IPQST quadratic strain triangle (fig. 3c) can be formulated. 
Although in theory more refined elements can be derived by introducing 
additional nodes, such elements are often of limited practical use since 
they usually result in stiffness matrices having very large bandwidths. 
HIGH ORDER QUADRILATERAL 3-D FINITE STRIPS 
Because of its linearly varying displacements, the accuracy of the 
IPLQ 3-D finite strip is usually very limited. The strip could be refined 
by adding extra nodes as was done in the last section. However, such a 
procedure is not always desirable, since the bandwidths of the stiffness 
matrices are increased. The alternative, and probably most effective, 
approach is to introduce additional degrees of freedom at the nodes. Two 
high order plane stress quadrilateral finite elements were selected from 
the published literature for this purpose. 
The first element is the QCC3 in-plane quadrilateral with displacements 
u, v and the skew symmetric rotations 
w =- ’ (g - $) 
XY 2 (5) 
as degrees of freedom (fig. 4a). This element was derived by Abu-Ghazaleh 
(ref. 3) and subsequently used by Scordelis (ref. 4) to analyze box-girder 
bridges. 
Using 
strip with 
w q 
xz 
as degrees of freedom is formulated (fig. 4a). Considering only simply 
supported cases, the displacement functions of the finite strip can be written 
as 
the shape function of this finite element, a high order 3-D finite 
u, VY w and the skew symmetric rotations 
(6) 
co 4 
u = c C [N +N w 
m=l i=l li Uim 
2i xziml sin y 
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;r - 
i 
,, 1 
.I 
‘, 
/ I 
m=l i=l 
co 
; IN !!Ex w= c Ii Wim + N3i~xziml sin a 
(7) 
m=l i=l 
where the shape functions N ,i, .N2i and N3i are the same as those used for 
the finite element in reference 3. 
The other high order element selected is the plane stress QLC3 element 
developed by Sisodiya et al.(ref. 5). The nodal parameters of the element 
are 161 = [u, v, eZIT, i with ezi=(av/ax~)i where x 5 
is a distance along lines 
equal n (fig. 4b); and at a general point P 
(8) 
of 
where a 1 and a3 are the lengths of opposite sides of a quadrilateral (fig. 4b). 
Adopting the shape function of the element for the 3-D finite strip, 
the displacement functions of a simply supported 3-D strip can be expressed 
as 
cm 
u=c 
m=l 
co 
v=c 
m=l 
co 
w q c 
m=l 
where 8 yi = 
and N 3i are 
(9) 
4 
.?I N 
i=l 
li "im sin= a 
4 
1 N 
i=l 
li 'im c0s-f a 
4 
C [N2i wim + N3i eyim] sin y 
i=l 
cadax, 1 ad xs ,i is as defined before. The functions Nli, N2i 
identical to those presented in reference 5. 
STIFFNESS, MASS AND LOAD MATRICES 
The stiffness and load matrices can be derived through the minimization 
of the total potential energy, a standard finite element procedure that 
leads to the familar expression 
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[ti (6) - tF1 = 0 (IO) 
in which [Kl is the stiffness matrix, {S) the unknown nodal displacement 
vector and (F) the consistent load vector. 
the stiffness matrix [Kl is 
A typical submatrix [Kijj of 
fKijl = JrBl $Dl [Bl .dV 
J 
(II) 
where [Bl is the so-called strain matrix that relates the strains to the 
displacement components and [Dl is the elasticity matrix for the material 
which can 'be isotropic or orthotropic. 
is 
A typical submatrix {Fi} of IF} 
iFi = {Pi) + j$lT{qjdA + .&~T~g~dV (I‘?) 
where [Gil contains the nodal displacement functions and the force terms 
represent concentrated, surface and body forces. 
Using the displacement functions defined in the previous sections, 
equation (II) would become 
(13) 
Because of the orthogonality of the series used, it can be shown that 
for llfm 
2 JJ!i3,1i[3: :13j] ,jxdz for 9, = m (14) 
l.e., the series terms are uncoupled and off-diagonal submatrices in the 
stiffness matrix are null matrices. 
To obtain the consistent load vector for the 3-D strips, the external 
applied loads are expressed in terms of series similar to those used for 
the displacement functions and substituted into the appropriate integrals 
in equation (12). Details of the derivation of the load terms can be found 
in reference 1. 
The formula for deriving the consistent mass matrix is quite standard, 
and is 
[Ml = Io[CITrCldV (15) 
where [Ml is the consistent mass matrix and p is the mass density 
of the material. 
As the displacement functions are either defined in terms of the cur- 
vilinear co-ordinates 5 and n or area co-ordinates L,, L2 and L 3, it 
is necessary to rewrite the derivatives and integrals of the displacements 
with respect to the local co-ordinate system. This is a fairly straightforward 
matter involving the determination of the Jacobian matrix (ref. 2). 
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Once the individual finite strip stiffness, mass and load matrices 
are formulated, they can be assembled in the usual manner to form the -static 
problem of 
riz1 (8) - {PI = 0 
or the free vibration problem of 
CL81 - flJ2 ml > (8) = 0 
(16) 
(17) 
where [El , [RI , (!?I and (8) are respectively the assembled stiffness, mass, 
load and displacement matrices, and w is the circular frequency of free 
vibration. 
ILLUSTRATIVE EXAMPLES 
Static and free vibration analyses were carried out for the simply 
supported thick, square plate shown in fig. 5. The central deflections 
due to uniformly distributed load and a central point load are shown in 
tables 1 and 2. The values shown were obtained with ten series terms. 
Comparing the present results with existing finite element solutions (ref. 
6) and closed form solutions (ref. 7) as well as the classical thin plate 
theory (ref. 81, it can be seen that the agreement is good. By doubling 
the number of series terms in a number of runs, it-was found that the displace- 
ment values remained unchanged. The first three lowest flexural frequencies 
for a simply supported square plate with a thickness vs. span ratio of 0.2 
are tabulated in table 3. Excellent agreement 'between the present frequencies 
and those obtained from finite element (ref. 9) and closed form (ref. 10) 
solutions can be seen, while the thin plate theory tends to overestimate 
the frequencies. The results in tables 1-3 indicate that the effects of 
thickness-shear deformation and rotary inertia can be accurately predicted 
by the present 3-D finite strip formulation. 
CONCLUDING REMARKS 
Three-dimensional (3-D) simply supported finite strips with quadri- 
lateral and triangular cross sections have been formulated using isopara- 
metric and high order finite element shape functions and beam eigenfunctions. 
In general, the accuracies of both the isoparametric and high order 3-D 
strips can be considered good since reasonably good results can be achieved 
even with a relatively coarse mesh. 
Three-dimensional finite strips with other than simply supported boundaries 
can be derived by employing the appropriate beam eigenfunctions to match 
the boundary conditions. Curved, and circular 3-D strips can be developed 
by using a cylindrical co-ordinate formulation. Continuous structures can 
be analyzed either by coupling the finite element shape functions with 
eigenfunctions of continuous beams (ref. II); or by using a finite strip 
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flexibility approach (ref. I). Potential applications of the 3-D finite 
strips include the static and dynamic analyses of voided slabs, thick box 
girders and axisymmetric thick-walled shell structures. These potential 
applications along with the above mentioned extension of the 3-D finite 
strip method are the topics of current investigations by the authors; and 
the results will be reported when they become available. 
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TABLE 1 COMPARISON OF CENTRAL DEFLECTIONS FOR 
SIMPLY SUPPORTED PLATES UNDER UDL 
IPLQ 
IPQQ 
IPCQ 
IPCST 
IPLST 
IPQST 
QCC3 
QLC3 
REF. 6 
REF. 7 
REF. 8 
- . _--. _ __i_-- - 
h/a=0.05 h/a=O.l h/a=0.2 h/a=0.25 
j- --.-.-- - -_ 
3692.1 463.4 64.1 35.4 
3694.0 482.1 65.5 36.3 
3704.2 487.2 67.1 36.4 
3681.1 462.1 63.2 34.2 
3688.5 465.2 64.8 36.3 
3701.1 471.3 66.1 36.5 
3683.1 465.4 64.3 35.5 
3686.5 465.1 64.5 35.8 
3575.2 461.2 64.8 35.9 
3588.8 463.2 65.2 36.2 
3549.6 443.7 55.5 28.4 
TABLE 2 COMPARISON OF CENTRAL DEFLECTIONS FOR 
SIMPLY SUPPORTED PLATES UNDER POINT LOAD 
IPLQ 
IPQQ 
IPCQ 
IPCST 
IPLST 
IPQST 
QCC3 
QLC3 
REF. 6 
REF. 8 
h/a=0.05 h/a=O.l h/a=0.2 h/a=0.25 
105.98 - 13.97 2.24 1.39 
106.52 14.47 2.31 1.43 
106.71 14.87 2.36 1.49 
104.92 13.88 2.27 1.39 
106.16 14.32 2.29 1.42 
106.89 14.77 2.32 1.48 
106.11 14.12 2.28 1.41 
106.31 14.16 2.30 1.41 
106.49 14.77 2.46 1.47 
101.34 12.67 1.58 0.81 
TABLE 3 COMPARISON OF CIRCULAR FREQUENCIES OF A 
SIMPLY SUPPORTED THICK PLATE (h/a=0.2) 
MODES OF VIBRATION 
BER OF HALF-WAVES IN x AND y DIRECTIONS) 
'9' 192 292 
IPLQ 1.0621 2.3324 3.4000 
IPQQ 1.0611 2.3251 3.2781 
IPLST 1.0625 2.3351 3.3386 
IPQST 1.0608 2.3284 3.2762 
QCC3 1.0631 2.3342 3.4017 
QLC3 1.0635 2.3289 3.3947 
THIN PLATE THEORY 1.1947 2.9867 4.7788 
REF. 10 1.0607 2.3291 3.3765 
REF. 9 j,O565 2.3235 3.2758 
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Figure l.- A typical 3-D finite strip. 
IPLQ ELEMENT IWQ ELEMENT IPCQ ELEMENT 
3-D STRIP 
(b) 
3-D STRIP 
(cl 
Figure 2.- Isoparametric quadrilateral 3-D finite strips. 
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Figure 5.- Mesh sizes used for simply supported thick plate analyses. 
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SUMMARY 
A new trigonometric approach to the finite difference calculus was applied 
to the problem of beam buckling as represented by virtual work and equilibrium 
equations. The trigonometric functions were varied by adjusting a wavelength 
parameter in the approximating Fourier series. Values of the critical force 
obtained from the modified approach for beams with a variety of boundary condi- 
tions were compared to results using the conventional finite difference method. 
The trigonometric approach produced significantly more accurate approximations 
for the critical force than the conventional approach for a relatively wide 
range in values of the wavelength parameter; and the optimizing value of the 
wavelength parameter corresponded to the half-wavelength of the buckled mode 
shape. Thus, selection of the wavelength parameter is a simple process if the 
half-wavelength is known. Methods for selecting this parameter in the more 
general case are also presented. It was found from a modal analysis that the 
most accurate solutions are obtained when the approximating function closely 
represents the actual displacement function and matches the actual boundary 
conditions. It is more difficult to select a satisfactory value of the wave- 
length parameter for the equilibrium equation which makes the virtual work 
equation more attractive for practical applications. A comparison of the vir- 
tual work and the Galerkin approaches identified marked similarities between 
the two methods. 
INTRODUCTION 
Numerical analysis has played an important part in furthering the under- 
standing of structures over the past decades. Finite element and difference 
are just two techniques which may be considered part of the overall numerical 
approach. The similarities between the two have come to light recently as 
they are applied to energy equations, and therefore further research into 
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finite difference methods, with respect to structures, has been pursued. Stein 
and Housner (ref. 1) initiated work into a trigonometric approach to finite 
difference as applied to plate instability which appeared very appealing be- 
cause of its convergence characteristics (ref. 2). Thus, the authors investi- 
gated this relatively new trigonometric approach and applied it to problems of 
beam buckling, incorporating both the virtual work and equilibrium equations by 
extending the method's fundamental mathematical concepts. In order to accom- 
plish this, a trigonometric function was varied by adjusting a waveleng.th par- 
ameter in an approximating Fourier series. Values of the critical force ob- 
tained from the modified approach for beams with a variety of boundary condi- 
tions were, for the first time, at least to the authors' knowledge, compared to 
results using the conventional finite difference method. The trigonometric 
approach produced significantly more accurate approximations for the critical 
force than the conventional approach for a relatively wide range in values of 
the wavelength parameter; and the optimizing value of the wavelength parameter 
corresponded to the half-wavelength of the buckled mode shape. It was found 
from a modal analysis that the most accurate solutions are obtained when the 
approximating function closely represents the actual displacement function. It 
is more difficult to select a satisfactory value of the wavelength parameter 
for the equilibrium equations which makes the virtual work equation more 
attractive for practical applications. The buckled mode shape (or eigenfunc- 
tion) is predicted with high accuracy regardless of the value of the wavelength 
parameter. A comparison of the virtual work and the Galerkin approaches iden- 
tified marked similarities between the two methods. 
MATHEMATICAL EQUATIONS AND NUMERICAL APPROXIMATIONS 
Virtual Work Equation. The virtual work principle can be stated mathe- 
matically as 
&We = 6U (1) 
(We = external work; U = strain energy) 
For a one-dimensional beam with an axial force P, this relationship reduces to 
the following equation (ref. 3): 
L L 
EI 
I 
d2v d2& --dx=P dv d6v 
dx2 dx2 
-d--Fdx=O (2) 
where v represents the vertical displacements during buckling. The derivatives 
in equation (2) can be replaced by trigonometric finite difference approxima- 
tions: 
I Tr 
vi+L = rh 2X sin(x) 
(--Vi + vi+$ 
166 
(3) 
II 3 
vi = (v. 
4X2sin2(*) i-l 
- 2vi + vi++ 
2x 
where h = mesh spacing and X = buckle wavelength parameter. (Refer to'the 
Appendix for complete derivation of equations (3) and (4)). Note that the vir- 
tual work equation has been evaluated using half-station approximations for the 
first derivative and full-station approximations for the second derivative. 
The trigonometric finite difference expressions represented by equations (3) 
and (4) reduce to the conventional polynomial expressions as X approaches in- 
finity since 
lim T 1 (5) 
A-- =- 
2Asin(.GJ h 
Integration in equation (2) is performed using the trapezoid rule. The virtual 
displacements in the resulting equation can be ordered to produce 
N 
1 fi(V,P)6V = 0 
i=l i 
(6) 
For this equality to hold, the coefficients of the individual 6vi must be equal 
to zero which leads to an eigenvalue problem of the form 
i = O j 
= 1,2;..N (7) 
from which the critical force can be calculated. 
Equilibrium Differential Equation. The elastic form of the differential 
equation describing the slightly bent equilibrium configuration of an initially 
flat beam can be stated as (see ref. 4) 
d4v 
dx4 
+ p d2v 
EIdx2=' (8) 
The trigonometric finite difference approximation for the fourth derivative was 
derived incorporating a five term Fourier series with the following result: 
where 
4 
iv 
V. = - 1 '~) [~ (vi-2 4vi _ 1 + 6v. - 1 4vi+l 
1 
+ v~+~) + 16T5(l 
A1Vi+2 + A2vi+l + A3Vi + A~vI-1 + AlVi-2 
T 5= 
A4 
(9) 
(10) 
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0=? (11) 
A1 = -2 cos 8 + 2 (12) 
A2 = 2 cos(20) - 2 (13) 
A3 = -4 cos(28) + 4 cos 8 (14) 
A4 = 16 sin20 - 48 cos2e + 32 cos3e + 48 cos4e - 32 cos'(C3) (15) 
Equation (8) can b.e evaluated at each of the N grid 
length of the beam, resulting in a set of equations 
+v. h2 l-2 - 4vi-l + 6vi - 4vi+l + vi+2 > 
(16) 
+ & (Vi-1 - 2Vi + Vi+l) = 0 ; i = 1,2,"N 
points placed along the 
with the following form: 
where A represents the combined coefficient resulting from the evaluation of 
equation (9). The displacements in this set of equations can be ordered to 
produce an eigenvalue problem in the form of equation (7). 
Virtual Work and Galerkin Approaches, To complete the discussion of fi- 
nite differences, it is instructive to compare the virtual work approach, as 
applied in this paper, to the Galerkin approach. Both methods are based on the 
principle of minimum potential energy. The Galerkin approach approximates the 
displacement function by the following series expansion: 
M 
V(X) = C ai$i(x) 
i=l 
(17) 
where ai are undetermined coefficients and 4. represent continuous functions. 
By substituting this approximating function $n the potential energy expression 
and performing a sequence of variational operations, the following system of 
equations is obtained: 
,i, f, (PIa = 0 
j 
i = 1,2”“M (18) 
where fij denotes a functional relationship in terms of the external force. 
The concept underlying the Galerkin approach is based on the fact that the 
error in the approximation of equation (17) is minimized for any value of M if 
the ai are chosen such that equations (18) are simultaneously satisfied (ref. 
5) * The virtual work approach incorporating finite difference approximations 
can be described in a similar manner, The Fourier coefficients, Ti, are im- 
plicitly selected (through the computational properties of the virtual work 
algorithm) such that the error due to the approximation of v(x) is minimized. 
This hypothesis was substantiated numerically by an analysis of the Fourier 
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series approximating function. 
CONCLUSIONS AND RESULTS 
This paper compares the results of using the trigonometric and convention- 
al approaches to the finite difference calculus in order to solve the equili- 
brium and virtual work equations. A wide range of boundary conditions were 
investigated. Various values of A were used in the trigonometric approach to 
determine the optimum value as well as to determine the range over which the 
trigonometric approach gives more accurate approximations than the conventional 
approach. In addition, an in-depth search,was conducted to provide plausible 
explanations for the superiority of one method over the other and one value of 
X over other values. Finally, the effect of decreasing the number of grid 
points and the use of full-station approximations in the virtual work equation 
were investigated. 
The virtual work method was found to be an efficient and simple approach 
and provided excellent results for both the trigonometric and conventional 
techniques with as few as five grid points. As predicted from theory, compu- 
tational data revealed that the magnitude of error in computing PC, varies 
directly with the square of the grid size. The variable input parameter, X, 
has the effect of adjusting the wavelength of the Fourier series approximating 
function, and the optimum value of A corresponds to the half-wavelength of the 
buckled mode shape for each boundary condition. There is a range in the val- 
ues of X for which the trigonometric approach is superior. This range extends 
from approximately 25% below the optimum value to infinity. Thus, a large 
value of X is guaranteed to provide more accurate results than the conventional 
approach. Of course, if X is chosen to be too large, the error from the con- 
ventional and trigonometric techniques approaches the same value; and the benefit 
of using the trigonometric technique is lost. It can be shown that X=1.5L 
produces satisfactory results for all boundary conditions. An illustration of 
this can be observed in figures 1 and 2 which depict the error in the calcu- 
lation of PC, for pinned-pinned and free-guided beams. A potential explanation 
for the superiority of one method over the other was found from an investiga- 
tion of the Fourier and Taylor series approximating functions. The X value 
which yields the closest series approximation to the theoretical displacement 
function corresponds to the optimum value of X. That is, the key to calculat- 
ing an accurate estimate of the critical force is to supply an approximating 
function which very closely reproduces the buckled mode shape as well as to 
satisfy the geometric and force boundary condition. 
The similarities between the virtual work technique as employed in this 
paper and the Galerkin approach have been explored. In both cases, equilibrium 
expressions are used to derive potential energy relationships; and the dis- 
placement functions are approximated by series expansions. In addition, there 
isa strong relationship between the resulting sets of equations developed by 
the two methods. Both methods attempt to minimize the error in approximating 
the displacement function. When the approximating function is altered such 
that this minimized error is larger, the error in the computed critical force 
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will increase proportionally. This concept was demonstrated by the use of the 
full-station finite difference approximation for the first derivative. The 
decreased accuracy in the approximation of v(x) caused a significant increase 
in the error of the calculated value of the critical force. 
The equilibrium approach was also found to be efficient, and excellent re- 
sults were obtained using the trigonometric technique. Figures 3 and 4 depict 
the results of calculating the critical force for pinned-pinned and free- 
guided beams. However, it is more difficult to select an effective value of A 
using this approach than was found to be true for the virtual work approach. 
There are two optimum values of A due to the fact that five terms were used in 
the Fourier series for the derivation of the fourth derivative. The first 
value corresponds to the half-wavelength of the buckled mode shape. A precise 
estimate of the buckled wavelength is required in this case, however, since 
there is little margin for error. The range around this optimum value for 
which the trigonometric approach is superior to the conventional approach is 
very small, and the error builds rapidly as estimates of the optimum value 
worsen. There is a large range around the second optimum value for which the 
trigonometric approach is superior. This range extends from approximately 27% 
below the optimum value to infinity. This provides a comfortable margin of 
error for selecting X. The problem is that there is no known physical parame- 
ter from which this second optimal value can be estimated other than the rea- 
lization that each term of the series is superimposed upon each other, yielding 
a wavelength equal to the theoretical value at this particular X. It appears 
from the available data that a value which is 2.75 times the half-wavelength 
provides a reasonably close estimate in most cases, but specific boundary con- 
ditions vary considerably from this figure. Despite the uncertainty, it is 
much safer to attempt an estimate of the second -optimal value of h due to the 
larger error margin. An attempt to use the first optimal value is probably 
unwise unless the buckled mode shape is known a priori with reasonable accuracy. 
It can be shown that X=3.75L provides more accurate results than the conven- 
tional approach for all boundary conditions. 
In comparing the results of the virtual work and equilibrium approaches, 
many similarities were noticed despite the major conceptual differences in the 
derivation of these methods. The interpretation of the wavelength parameter, 
A, is the same in both cases as already discussed. In addition, the virtual 
work and equilibrium methods give the same value for PC, when conventional 
finite difference expressions are used. The two methods do not give the same 
result when trigonometric expressions are used due to the presence of the two 
additional Fourier series terms in the equilibrium equation. Several major 
differences were also noted in the two methods. For example, it is more diffi- 
cult to predict the optimum value of X for the equilibrium approach. Addition- 
ally, it was found that an error in the estimate of X produces a larger error 
in the computed value of PC, for the equilibrium method than for the virtual 
work method. For these reasons, the virtual work method is recommended for 
general use over the equilibrium method. The trigonometric approach to the 
finite difference calculus is recommended over the conventional approach, par- 
ticularly in those cases when the shape of the displacement function is known 
within rather broad tolerances. 
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APPENDIX 
Trigonometric finite difference approximations are derived in a manner 
similar to the conventional expressions with the exception that the following 
form of the Fourier series is used rather than the Taylor series: 
v(x) = T1 + T2sin lTT(x - x0> + T3cos lTTT(x - x0> 
x x (19) 
The derivative of equation (19) evaluated at the reference point, x0, is given 
by 
/(x0) = T2 f (20) 
T2 = /(x0> 3 
Evaluation of equation (19) at x0 + h/2 and x0 - h/2 results in 
. mh xh 
%J'/2 = Tl + T2S=n 2x + T3CoS 2x 
. vB1, = T1 - T2sm 
2 
* + T3cos * 
2x 2x 
Subtract equation (23) from equation (22) to obtain 
(21) 
(22) 
(23) 
= 2T 
2 
sin ?? 
2A (24) 
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If equation (21) is substituted in equation (24) and the terms rearranged, the 
following expression is obtained 
where 
v’cxo> = 1. ‘v+& - V-b> 
ii 2 2 
i;= ahsin 
-lr 
(25) 
(26) 
The trigonometric finite difference approximation for the second deriva- 
tive can be obtained in a similar manner. Equation (19) can be evaluated at 
x = x0 + h and x = x0 - h to provide 
rh rh 
v+l = T1 + T2sin 7 + T3cos 7 
T v-l= 1 - T2sin q+ T3cos % 
By adding equations (27) and (28) and subtracting two times equation (19) 
evaluated at x = x o, the following expression is obtained: 
rh 
v+l - 2vo + vBl = 2T3(cos - - 1) x 
(27) 
(28) 
(29) 
The second derivative of equation (19) with respect to x evaluated at x = x0 i 
is 
Solving for T3 yields 
If equation (3 
solved for vz, 
.ting expression '1) is substituted in equation (29) and the resul 
the following expression is obtained: 
11 
v =-T z cos TCXo - X0) 
0 
3 x2 x 
T3 = - ($ v; 
(30) 
(31) 
I, 7? 
v = (v 
0 4X2sin2(*) +' 
- ho + v-1) 
2x 
(32) 
11 
V =- 
0 l (v+1 
ii2 
- 2vo + v-1) 
or 
(33) 
Note that the trigonometric and conventional finite difference expressions 
are similar with the mesh spacing, h, simply replaced by 6. 
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STRUCTURAL ANALYSIS CONSULTATION 
USING ARTIFICIAL INTELLIGENCE* 
R. J. Melosh and P. V. Marcal 
MARC Analysis Research Corporation 
Les Berke 
Flight Dynamics Laboratory, Wright Patterson Air Force Base 
ABSTRACT 
This presentation reports on implementation of engineering consulting for 
structural analysis using the concepts of artificial intelligence. It 
describes a knowledge base for the consultation and illustrates the use in 
sample engineering problems. 
The primary goal of consultation is definition of the best strategy to 
deal with a structural engineering analysis objective. The knowledge base to 
meet the need is designed to identify the type of nLnnerica1 analysis, the 
needed modeling detail, and specific analysis data required. Decisions are 
constructed on the basis of the data in the knowledge base - material 
behavior, relations between geometry and structural behavior, measures of the 
importance of time and temperature changes - and user supplied specifics - 
characteristics of the spectrum of analysis types, the relation between 
accuracy and model detail on the structure, its mechanical loadings, and its 
temperature states. 
Existing software demonstrates the feasibility of the approach, 
encompassing the 36 analysis classes spanning nonlinear, temperature affected, 
incremental analyses which track the behavior of structural systems. It 
provides consultation, in an interactive environment, which can identify an 
effective analysis strategy in consultation times ranging from two to twenty 
minutes. 
INTRODUCTION 
The choice of the analysis strategy,to use in computer simulation of a 
structural-mechanical system is important and difficult. The choice is 
important because it can affect required hunan and computer resources for 
engineering by an order of magnitude. The choice is difficult because there 
are a wide variety of analysis strategies and tactics. 
*This research was sponsored by the Advanced Research Project Agency in 
conjunction with the Flight Dynamics Laboratory of Wright-Patterson AFB, 
Dayton, Ohio. Work was performed in cooperation with Bob Englemore, Lew 
Creary, and Jim Bennett of the Stanford Heuristic Programming Laboratory. 
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The concepts of artificial intelligence which encompass knowledge-based 
consultation (heuristic programming) offer a basis for automating the decision 
process. The central idea is to imbed the knowledge needed for the decision 
in a data base which can be particularized and manipulated during a 
user-computer interchange. In this llconsultationll, the computer system plays 
the role of consultant. 
Heuristic programming can be based on a pr.oduction rule system. Here the 
data base is made up of a collection of rules. Each of the rules describes 
some aspect of the knowledge of the l'worldlV being considered. The rules are 
stated as a number of premises followed by conclusions. This results in an 
open system where the connectivity between the rules is implied and sought out 
by the program logic. 
The consultation proceeds from rule to rule. At each rule every premise 
is resolved by means of previously accumulated consultation data or by 
questions to the user. 
The approach has been used successfully in a number of disciplines. 
Feigenbaum, Buchanan, and Lederberg El3 describe a chemical spectrometry 
consultant. In this case the software leads to evaluating the chemical nature 
of a substance working from mass and nuclear spectrometry input. Shortliffe 
[21 describes a bacterial infectious consultant, MYCIN. This software 
addresses diagnosing infections based on patient data and prescribing 
treatments with the best prospects of success for the patient. 
This paper describes an implementation of the concepts for selecting 
analysis strategy and tactics using a general purpose computer program like 
MARC [31. It characterizes the knowledge base used for consultations and 
illustrates use of the base in a consultation. 
STRUCTURAL MECHANICS CONSULTATION 
The Mathematical Model 
In order to provide the flexibility to take into account different 
behavior patterns in different portions of the structure, the model data is 
thought of as a number of substructures or regions. The behavior pattern may 
be estimated by using either a simple model or by direct questions to the 
user. For this reason the substructure is not restricted to a particular area 
of a structure but may overlay with other substructures. 
In this pilot project we have provided simple models which depend on 
formulas and we require that the burden of describing the substructure data be 
placed on the user. It is, however, easy to visualize a scenario in which an 
increasing number of rules are added until a stage is reached where the 
consultant takes over most of the job of model idealization. 
The consultant asks for data defining the material, general geometry, and 
176 
boundary conditions for each substructure. It uses these data and its 
mathematical models to estimate stresses and deflections for the substructure. 
The behavior of the complete structure is determined as the peak relative 
stress and deflection behavior of all the substructures. Based on these peak 
responses, knowledge of the available analysis strategies, and user defined 
analysis requirements, the consultant recommends an analysis approach. 
The substructure is a geometrically contiguous region of the structure 
composed of a unique material and with a unique set of kinematical boundary 
conditions. With this definition, the user can reduce his structure to 
substructures in a number of ways with the objective of insuring that he 
represents the most aggravated stress and displacement conditions. 
Figure 1 illustrates some of these possibilities. Figure l(a) depicts 
the conventional substructure concept of finite element analysis. Here the 
structure is divided into nonoverlapping regions. Every part of the structure 
falls into a substructure or onto a boundary shared by substructures. Figure 
l(b) shows substructuring using overlapping substructures and exclusion of 
parts of the structure from a substructure. Figure l(c) illustrates a 
decomposition into two particular parts of the structure to permit selecting 
the peak responses from two different models of the substructure's kinematic 
boundary conditions. 
The engineer indicates the overall geometry and kinematic boundary 
conditions of an envelope model of the substructure. He describes geometry by 
defining the length, width, and (indirectly) depth of a rectangular prism 
which can just enclose the substructure. He indicates edges of the prism, 
which are supported either by adjacent substructures or external restraints. 
The engineer synthesizes the total loading for a substructure from one or more 
loadings. He constructs a loading from a number of point and/or distributed 
loading components. 
Using this data, the consultant models the substructure as either a 
network or a continuum. Network models imply beamlike behavior. Continuum 
models imply platelike behavior. The cross section of a substructure may be 
treated as solid or thin-walled. In a solid section, all the material in the 
section resists loading. In a thin-walled section, that part of the material 
resisting loading is centered near the boundaries. A solid bar and a hollow 
tube illustrates the solid and thin-walled section, respectively. 
Table 1 defines some of the formulas used for the plate model. These 
formulas estimate peak stresses and relative deflection considering the nunber 
of edges supported, the geometry of the panel, the material stiffness, the 
form of the cross section and the location and magnitude of loadings. 
Figure 2 shows the relationship of the parts of the structural model. 
The stresses and deflections due to each loading component are added to 
determine stresses and deflection bounds for a particular loading. Behavior 
of loadings is combined assuming that each loading is statistically 
independent to arrive at limiting response estimates for each substructure. 
The analysis strategy is then determined by considering the most severe stress 
state and deflection change for any of the substructures of the structure. 
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Consultation Knowledge Base 
The existing knowledge base provides for selecting one of 36 analysis 
strategies. These encompass nonlinear analysis of structures whose 
equilibrium equations are time independent and imply that the structure is 
fabricated and loaded at roOm temperature (21 C>. If nonlinear analysis is 
not a constructive conclusion, the consultation recommends linear analysis. 
Table, 2 names the specific analysis strategies distinguished in the 
knowledge base. Distinction allows the user to consider substructures to be 
formed of any one of eight materials ( three grades of aluninun, three of 
steel and two of concrete). Each substructure may be approximated by one of 
three construction models, have one of four support conditions, and be loaded 
by any number of distributed and/or point loads using any nunber of loading 
components to represent a loading. 
The knowledge base consists of about 170 rules. These lead to valuing up 
to 140 consultation parameters. Using this data base, a typical consultaton 
(2 substructures, 3 loadings, 2 load components) requires about 25 minutes at 
an interactive terminal. 
Table 3 defines the principal parameters of the consultation and their 
re.lation to the context tree. Valuing these parameters leads .to values for 
the primary solution strategy variables: 
Type of nonlinearity: Geometric, material, both, boundary nonlinearity, 
gecmetric and boundary, material and boundary, all. 
Itegrity goal : Behavior, stability, both. 
Integrity concern: Local (stress exceedance, cracking.. . > , global 
(deflection exceedance, stiffness degradation...). 
Loading Type : Cyclic, noncyclic. 
Other parameters of the knowledge base define consul tation 
interpretations for mathematical operations associated with the anatomical 
model. 
A typical rule used in the consultation is given below. A rule consists 
of one or more if statements followed by one or more conclusions. The rule 
shown illustrates how considerations of accuracy, stress, and nLanber of 
loading cycles interact with known data in determining the types of behavior 
which will justify analysis. 
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Typical Consultation Rule 
. If the material is high strength steel 
. If substructure non-dimensional stress is greater than .7 
. If required analysis accuracy is less than 30 percent 
. If nLanber of cycles of loading is less than 10,000 
. Conclude fatigue is a problem for the substructure 
COMPUTER PROGRAM LOGIC 
A computer program directs the manipulation of the rules and, the 
engineer-consultant dialogue. The rule manipulation is sequenced to fulfill 
the consultation goal rule which requires that all data needed by the rules be 
accumulated before an opinion is offered. Through the dialogue, the 
consultant obtains data from the engineer whenever previously supplied user 
data or rule conclusions are unavailable. 
The dialogue also permits the engineer to interrogate the consultant. 
The engineer can prcmpt an explanation of why a particular piece of data is 
required, how a particular conclusion was reached, and what rules and 
conclusions are available. Thus he can determine whether the knowledge base 
is appropriate for the particular problem in mind. 
The principal tasks implemented by the computer code are as follows: 
1. Determine areas of interest by keywords. 
2. Find a rule with a conclusion pertaining to the keyword of interest. 
3. Initiate processing of this rule: 
A. Process the next premise. If the premise is negative, terminate 
processing of rule and return to 2. If all premises have been 
processed, store the conclusion and proceed to 4. 
B. Check if this premise can be processed by using data and 
conclusions acquired frcm previous rules. If yes, conclude the 
processing of premise and return to A. If no, proceed to C. 
C. Ask for the required data from the user and return to A. If no, 
return to process another keyword. If all rules pertaining to 
the keyword have been processed, proceed to 5. 
4. Print out conclusions of the consultation. 
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The following additional optional tasks may be requested by the user: 
5. 
6. 
7. 
8. 
9. 
The 
Develop an explanation of the reason for any question being asked by 
the consultant. (This requires particular printing of information on 
the current argunent context and the particular rule being 
exercised. > 
Explain how a particular conclusion was reached. (This requires 
reviewing the history of the consultation with respect to rules used 
in arriving at the conclusion.) 
Detail what keywords are handled by the program. (This requires 
scanning and printing of conclusions in the knowledge base. > 
Detail each rule. (This requires printing each rule when it has been 
fully exercised so the engineer can appraise the logic with respect 
to his problem. > 
Allow an expert in the technical area, who knows little about the 
coding of the program, to enter and/or change rules in the course of 
building experience with the program. 
ILLUSTRATIVE CONSULTATION 
following provides the computer printout for a consultation. 
program asks preliminary questions about the total structure. These The 
cause the engineer to particularize his analysis goals and insure that his 
problem falls within the consultant’s ken. 
It is then followed by the interchange involved while the analyst 
described the loadings and three load components to be considered for each of 
the two substructures of the total structure. 
The last paragraph shows the interchange as the consul tation is 
completed. The exchange is terminated when the analyst indicates all 
substructures have been treated. The answering remarks define the analysis 
classification and special analysis tactics that should be used. 
180 
<SCP>TYPESCRIPT.511 Fri lo-Mar-78 7:34AM 
March 10, 1978 7:31AM in <SCP>MARC.SAV:g 
Loading <SCP>STRUCTURE. 511... 
lo-Mar-78 07:31:36 
Enter date and time of consultation (CR for today's date): 
** 
_____ --S”JRUCTURE-5- _______ 
1) What is the name of STRUCTURE-5? 
** AIRPLANE WING 
2) Assuming that your characterization of airplane wing in terms of its 
geometry, material characteristics, and boundary conditions are 
accurate, how much error (in percent) is tolerable for the analysis? 
** 10 
3) Do you want to examine the responses of airplane wing, to evaluate 
its unstability, or both? 
**EXAMINE-RESPONSES 
4) Does airplane wing have any time dependent terms in its equations of 
equilibrium? 
**NO 
5) Is heating or cooling of interest in determining structure responses? 
**NO 
6) Have you decomposed airplane wing into a number of potential 
substructures which are relevant to this analysis? 
**YES 
--------SUBSTRUCTURE-l -w--w--- 
7) What is the name of SUBSTRUCTURE-l? 
** WING TIP 
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I 
8) What is the material composing most of wing tip 
(SUBSTRUCTURE-l)? 
** HIGH-STRENGTH-ALUMINIUM 
9) Enter the average longest dimension of wing tip (SUBSTRUCTURE-l) in 
inches (or <number> CMS): 
** 40 
IO> Enter the average thickness of wing tip (SUBSTRUCTURE-11 in inches 
(or <number> CMS): 
** 5 
11) Enter the weight of wing tip (SUBSTRUCTURE-l) in pounds (or <numbers> 
KGS): 
** 83 
12) Would you describe the construction of wing tip (SUBSTRUCTURE-11 to 
be truss and/or frame elements (NETWORK), sheets and/or blocks of 
material (CONTINUUM), or a combination of both? 
** CONTINUUM NETWORK 
13) What is the configuration of support for wing tip (SUBSTRUCTURE-l)? 
** ONE-SIDE 
14) Can wing tip (SUBSTRUCTURE-11 be modelled as a one, two, or three 
dimensional system? 
** 2 
15) Is the overall geanetry of wing tip (SUBSTRUCTURE-l) curved or 
planar? 
** CURVED 
The first loading applied to wing tip (SUBSTRUCTURE-l) will be called: 
--------LOADING-l-------- 
16) What is the name of LOADING-l? 
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** AIR PRESSURE 
17) Enter the nunber of loading cycles to be applied: 
** 1 
The first load component associated with LOADING-l will be called: 
--------LOAD-COMPONENT-l-------- 
18) Would you describe LOAD-COMPONENT-I as being DISTRIBUTED over most of 
the substructure or as acting at a POINT of the substructure? 
** DISTRIBUTED 
19) Which surface of the substructure does LOAD-COMPONENT-I act NORMAL 
to? (If more than one surface , you should consider the loading as 
two more component loadings) 
** WIDTH-LENGTH 
20) Enter the magnitude of the distributed load (in pounds): 
** 1 
21) Are there any other load components associated with LOADING-l? 
** YES 
22) Would you describe LOAD-COMPONENT-2 as being DISTRIBUTED over most of 
the substructure or as acting at a POINT of the substructure? 
** DISTRIBUTED 
23) Which surface of the SUBSTRUCTURE does LOAD-COMPONENT-2 act NORMAL 
to? (If more than one surface , you should consider the loading as 
two or more component loadings) 
** WIDTH-LENGTH 
24) Enter the magnitude of the distributed load (in pounds): 
** .5 
25) Are there any other load components associated with LOADING-l? 
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** NO 
26) Are there any other loading conditions associated with wing tip 
(SUBSTRUCTURE-I)? 
** YES 
27) What is the name of LOADING-2? 
** LANDING 
28) Enter the number of loading cycles to be applied: 
** 300 
The first load component associated with LOADING-2 will be called: 
29) Would you describe LOAD-COMPONENT-3 as being DISTRIBUTED over most of 
the substructure or as acting at a POINT of the substructure? 
** DISTRIBUTED 
30) Which surface of the substructure does LOAD-COMPONENT-3 act normal 
to? (If more than one surface, you should consider the loading as 
two or more component loadings) 
** WIDTH-LENGTH 
31) Enter the magnitude of the distributed load (in pounds): 
** 5 
32) Are there any other load components associated with LOADING-2? 
** NO 
33) Are there any other loading conditions associated with wing tip 
(SUBSTRUCTURE-l)? 
** NO 
34) Are there any other substructures of airplane wing relevant to this 
analysis? 
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+* YES 
35) What is the name of SUBSTRUCTURE-2? 
**ROOT 
36) What is the material composing most of root (SUBSTRUCTURE-2)? 
** HIGH-STRENGTH-ALUMINIUM 
37) Enter the average longest dimension of root (SUBSTRUCTURE-2) in 
inches (or <nLnnber> CMS): 
** 54 
38) Enter the average thickness of root (SUBSTRUCTURE-21 in inches 
(<number> CMS): 
** a 
39) ;En&Tr the weight of root (SUBSTRUCTURE-2) in pounds (or <numbers> 
. . 
** 180 
40) Would you describe the construction of root (SUBSTRUCTURE-21 to be 
truss and/or frame elements (NETWORK), sheets and/or blocks of 
material (CONTINUUM), or a combination of both? 
** CONTINUUM NETWORK 
41) What is the configuration of support for root (SUBSTRUCTURE-2)? 
** ONE-SIDE 
42) Can root (SUBSTRUCTURE-21 be modelled as a one, two, or three 
dimensional system? 
** 3 
43) Is the overall geometry of root (SUBSTRUCTURE-2) curved or planar? 
** CURVED 
The first loading applied to root (SUBSTRUCTURE-21 will be called: 
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-------LOADING-3 --__-_-- 
44) What is the name of LOADING-j? 
** LANDING 
45) Enter the number of loading cycles to be applied: 
** 300 
The first load component associated with LOADING-3 will be called: 
** 250000 
46) Would you describe LOAD-COMPONENT-4 as being DISTRIBUTED over most of 
the substructure or as acting at a POINT of the substructure? 
** POINT 
47) Which surface of the substructure does LOAD-COMPONENT-4 act NORMAL 
to? (If more than one surface , you should consider the loading as 
two or more component loadings) 
** WIDTH-LENGTH 
48 > Describe where on the substructure LOAD-COMPONENT-4 is applied: 
** NEAR-FREE-EDGE 
49) Enter the magnitude of the point load (in psi): 
** 250000 
50) Are there any other load components associated with LOADING-j? 
** YES 
51) Would you describe LOAD-COMPONENT-5 as being DISTRIBUTED over most of 
the substructure or as acting at a POINT of the substructure? 
** POINT 
52) Which surface of the substructure does LOAD-COMPONENT-5 act NORMAL 
to? (If more than one surface , you should consider the loading as 
two or more ccmponent loadings) 
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** WIDTH-LENGTH 
53) Describe where on the substructure LOAD-COMPONENT-5 is applied: 
** NEAR-FREE-EDGE 
54) Enter the magnitude of the point load (in psi): 
.** 1000 
55) Are there any other load components associated with LOADING-j? 
** NO 
56) Are there any other loading conditions associated with root 
(SUBSTRUCTURE-2)? 
** NO 
57) Are there any other substructures of airplane wing relevant to this 
analysis? 
** NO 
58) Do the supports of airplane wing involve Coulumb friction, nonlinear 
springs, and/or gapping? 
** NO 
GC: lists 
4021, 20405 FREE CELLS 
The following analysis classes are relevant to the analysis of your structure: 
1) General-inelastic 
Logic to scan deflections, calculate relative values, and compare with 
code limits should be called upon. 
Logic to scan stresses, smooth, and canpare with allowable stresses (with 
appropriate safety factors) should be used. 
Activate incremental stress - incremental strain analysis. 
Model nonlinear stress-strain relation of the material. 
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Solution will be based on a mix of gradient and Newton methods. 
End of Consultation. 
DISCUSSION AND CONCLUSIONS 
This examination of the use of heuristic programming to assist an 
engineer in selecting an appropriate analysis strategy leads to the following 
conclusions: 
1. The heuristic approach includes all capabilities necessary for rationally 
selecting solution strategy. In particular, a preliminary analysis model 
can be imbedded in the rules, the analyst and consultant can address 
decision making substructure by substructyre, and data on material and 
analysis characteristics can be accessed and manipulated as necessary. 
2. The approach can offer valuable assistance to the structural analyst. 
With the implementation used, the consultant supplies expertise in a 
readily accessible and usable form. It interfaces with the analyst only 
on matters pertinent to his structure and analysis. By appropriate 
addition of logic it can be made to interface with the analyst over a 
spectrun of details pertinent to the structure, analysis procedure and 
model. The initial user of the program is prepared to put up with 
detailed questions in order to ensure that the model is correct. A 
proficient user will know the parts of the consultation that should be 
used. This method, therefore, resolves the problem in interactive 
canputing of writing a program that can react to the knowledge level of 
the user. 
3. The ability to query the data base and to obtain documentation on the use 
of the rules for consultation makes the system an efficient tool for 
programmed learning. 
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TABLE 1 
STRESS FORMULA 
Point Load Site - Dist.Load 
Configuration Support Centroid Free Uniform 
L PDL PDL 3PDL DPL 
I side W BIeW 4IeW -8-M -XT 
L 3PDL PDL DPL DPL 
2 sides W 32IeW 81eW BIeW - 16Ie 
OPP* 
RELATIVE DEFLECTION 
Point Load Site Dist.Load 
Configuration Support Centroid Free Uniform 
L 
1 side W 
PL 3PL PL 
12EIeW 16EIeW Z4EIe 
L 7PL 7PL 5PL 
2 sides W 192EIeW 192EIeW 192EIe 
OPP. 
*For plate, shell, and semi-monocoque structures; for multiple member 
networks. 
llPlatel' = Continuum, 2D, planar, width-length loading 
ffShelllf = Continuum, 2D or 3D, curved, any loading 
Il~mjIl = Network and continuum, 2D or 3D, any loading 
D q Section depth (in.> 
E = Young's modulus (#/in21 
Ie = Effective inertia - !& for solid section, 9 for thin walled 
section (T=wall thickness) 
L = Longest distance between or from support lines 
P= Point load (1/J 
P q Distributed load magnitude, (#/in21 
w=$ for solid; = Wt for thin walled; and WT = weight (#) 
m 
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TABLE 2 ANALYSIS STRATEGIES CONSIDERED 
Nonlinear geometry crack growth 
Nonlinear geometry stress margin 
Nonlinear geometry fatigue 
Buckling (extrapolation vs path) 
Bifurcation 
Nonlinear geanetry strength 
Nonlinear geometry deflections 
Inelastic crack growth 
Inelastic stress failure 
Material Instability 
Inelastic collapse 
Inelastic fatigue 
Inelastic strain accumulation failure 
Elasto-plastic collapse (radial vs incremental) 
Inelastic excessive deflection 
Inelastic stiffness degradation 
Inelastic strength 
Inelastic deflection 
Nonlinear crack growth 
Nonlinear stress margin 
Nonlinear material instability 
Nonlinear yielding collapse 
Nonlinear fatigue 
Nonlinear strain accumulation 
Nonlinear buckling 
Nonlinear bifurcation 
Nonlinear excessive deflection 
Nonlinear stiffness degradation 
Nonlinear strength 
Nonlinear deflection 
Nonlinear boundary condition 
General large displacement analysis 
General inelastic analysis 
General nonlinear analysis 
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TABLE 3 PRINCIPAL CONSULTATION PARAMETERS 
Structure 
o Name 
o Type of Nonlinearity 
0 Integrity goal 
o Boundary nonlinearity 
0 Analysis 
Substructure 
o Name 
o Material 
o Geometry 
0 Construction 
o Support conditions 
o Length 
Loading 
o Name 
o Number of cycles 
Load Component 
o Name 
0 Type 
o Direction 
o Magnitude 
o Maximum deflection 
o Maximm stress 
o Skin thickness 
o Shape 
o Weight 
o Peak stress 
o Peak deflection 
0 Stress criterion 
o Stress bound 
o Deflection bound 
0 Stress 
o Deflection 
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Fixed Boundary 
Substructure 1 
(a) Conventional finite element substructures. 
(b) Overlapping substructures. 
Substructure 1 
and 
Substructure 2 
Fixed Boundary 
Substructure 2 
(c) Dual substructuring. 
Figure l.- Illustrations of substructuring. 
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The 
Structure 
Substructure 
Level 
Loading 
Level 
Load Component 
Level 
Substructure Substructure Substructure 
1 2 3 
Loading Loading Loading 
1 2 3 
Load Load Load 
Component Component Component 
1 2 3 
c 0.. 
Figure 2.- Context tree. 
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A DIRECT ELEMENT RESEQUENCING PROCEDURE 
J. E. Akin 
University of Tennessee 
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University of Tennessee 
SUMMARY 
Element by element frontal solution algorithms are utilized in many of 
the existing finite element codes. The overall computational efficiency of 
this type of procedure is directly related to the element data input sequence. 
Thus, it is important to have a pre-processor which will resequence these data 
so as to reduce the element wavefronts to be encountered in the solution 
algorithm. This paper reports on a direct element resequencing algorithm for 
reducing the element wavefronts. It also generates computational byproducts 
that can be utilized in the pre-front calculations and in various post-proces- 
sors. Sample problems are presented and compared with other algorithms. 
INTRODUCTION 
Frontal solution procedures for finite element codes were presented 
independently at about the same time by Hellen [l], Irons [2], and Melosh [3]. 
These codes utilize an element by element assembly and factorization of the 
system equations. This procedure has been illustrated for simple models by 
Hellen [l], and Irons [4]. When utilizing this elimination process one is 
concerned with the maximum number of active columns or the maximum front 
associated with any element in the system. This quantity depends solely on 
the input order of the element incidences cards. By way of comparison, if one 
were using a frontal solution of the completely assembled system equations, one 
would be concerned with a wavefront defined by the nodal numbering system. 
This study describes an algorithm for resequencing the element order so as to 
reduce the element wavefronts. 
THE ELEMENT RESEQUENCING STRATEGIES 
Several bandwidth resequencing routines were published before the frontal 
solution methods became popular. Thus, in investigating frontal reduction 
methods one should also consider algorithms that were originally written for 
reducing the bandwidth of a system of equations. Many of these routines are 
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effective in reducing both the nodal and element wavefronts. The Cuthill- 
McKee [5] algorithm has been shown to be effective in reducing both the system 
front and bandwidth [61. The most efficient nodal resequencing algorithms 
written specifically for the system frontal method are probably those developed 
by Levy [7] and King [81. The Cuthill-McKee algorithm is probably the most 
commonly used method for reducing system fronts. 
The above references are concerned with frontal solutions that are depen- 
dent on the nodal numbering system. The present study is directed toward reduc- 
ing wavefronts encountered in the element by element reduction procedure. 
Define the front associated with a particular element to be equal to the front 
of the previous element minus those degrees of freedom that made their last 
appearance in the previous element plus those degrees of freedom which make 
their first appearance in the particular element under consideration. This is 
a quantity that needs to be reduced to save storage and increase the computa- 
tional efficiency of the equation solving algorithm. The value of the maximum 
element front is dependent on the input order of the element incidences list. 
The optimum input sequence is the one that results in the smallest front. 
Instead it is necessary to utilize a resequencing algorithm to obtain a reduced 
front in hopes that the reduced value is near the optimum value. 
Akin and Pardue [9] have presented two procedures for reducing wavefronts 
by element resequencing strategies. Both of their procedures were based on 
generalizations of the Cuthill-McKee method. The disadvantages of these 
methods are that they require relatively large amounts of storage and initial 
calculations. The second method has an additional disadvantage in that it 
does not consider the number of nodes per element (element nodal degree) in 
its tie breaking options. The present paper introduces a new direct element 
resequencing strategy that has several advantages over the above methods. 
First, it requires a much smaller number of initial calculations and storage 
locations. In addition it has five levels of automatic tie breaking strategies 
in the resequencing algorithm. 
Most resequencing programs are based on the concepts of the level and 
degree. The present study generalizes these concepts and utilizes the follow- 
ing definitions: Nodes (or elements) adjacent to a given node (or element) are 
said to be at the same level. The degree of a node (or element) is the number 
of nodes or elements to which it is connected. The term current degree will 
denote the degree based on the current number of unresequenced neighbors. For 
example, if a node has eight element neighbors, three of which have been re- 
numbered, then its element degree is eight and its current element degree 
would be five. 
Consider an effective front defined as, for element i, 
'i = WiB1 + Fi - LiBl , i = 1, . . . ) NE 
where W. is the front width, F. the number of degrees of freedom first appear- 
ing, L.ithe number of degrees &f freedom making last appearance, NE the number 
of elehents and where W, E L, E 0. As a check on this calculation we know 
W NE+1 - " The present strategy is based on the concept of minimum element 
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front growth. That is, 
is minimum. 
select new element i such that the quantity (Fi-Li-1) 
Given a starting element as new element one the elements neighbor-' 
ing this element (i.e. at the same 'level') are numbered according to this 
strategy. Then all elements at the level of new element two are numbered. The 
numbering continues in this fashion, level by level, until all elements have 
been numbered. If a starting element is not given, the program could select 
the one with the smallest or largest Fi. 
In such a procedure one often encounters a number of ties of candidates 
for the next few element numbers. The present code first selects the element 
(or elements) with the minimum number of new nodes (i.e. the minimum Fi). If 
this results in a tie then the element with the maximum number of existing nodes 
is selected (i.e. the maximum Li). A second tie would be broken by choosing the 
element with the smallest number of un-numbered element neighbors. If a tie 
still exists, the element with the largest number of active nodes is selected. 
Finally, should a tie still exist, the last element in the list is utilized. 
Clearly, the rank of the tie breaking order could be changed. 
EXAM-PLE 
Clearly one problem is to define Fi and Li. This is accomplished by 
defining two scratch arrays, say LFIRST and NOADJL, equal in length to the 
number of nodes. When LFIRST(J) # 0, it equals the new element number in 
which node J became active. It is initially zero. From this definition one 
notes that for new element i the value of Fi is equal to the number of nodes 
on that element for which LFIRST = 0. Once Fi is established the above group 
of nodes have their zero value of LFIRST changed to i, the new element number. 
Array NOADJL represents the current number of unnumbered elements adjacent to 
each node. Initially it equals the total number of elements adjacent to each 
point. Clearly when NOADJL(K) = 1 then node K is making its last appearance. 
The value of Li for element i equals the number of nodes on the element for 
which NOADJL= 1. Once an element is renumbered the current value of NOADJL for 
each of its nodes is reduced by one. To illustrate the concepts consider the 
three-element model shown in Figure 1. The original element wavefronts are 
3,4 and 3. The histories of arrays NOADJL and LFIRST are given Table 1. 
These are established in the following manner: 
1. Set new W, = L, = 0, initialize NOADJL, zero LFIRST. Select the 
new first element Ll. Say Ll = 2. 
2. The nodes of Ll are 2,3 and 5. We observe: 
NODE 
2, 
ARRAY COMIvmIT 
LFIRST = 0 , new node ; set LFIRST = 1 
NOADJL = 3 , node remains ; set NOADJL = 2 
3, LFIRST = 0 , new node ; set LFIRST = 1 
NOADJL = 1 , node leaves ; set NOADJL = 0 
5, LFIRST = 0 , new node ; set LFIRST = 1 
NOADJL = 2 , node remains ; set NOADJL = 1 
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Summary: There are three new nodes, the element front is 3, and one 
node is leaving, i.e.: 
*I =3:,~~= I, w, =w, +F,-L, =C+3-0=3. 
3. The element neighbors of Ll = 2 are elements 1 and 3. Select L2 from 
that list. 
A. Consider candidate element 1: Its nodes are 1, 2, 6. 
NODE COMMFJT 
1, LFIRST = 0 , new node 
NOADJL = 1 , node leaves 
2, LFIRST = 1 , active since loop 1 
NOADJL = 2 , node remains 
6, LFIRST = 0 , new node 
NOADJL = 2 , node remains 
Summary : 2 new nodes, 1 node leaving, element active since loop 1, 
1 old node (3 - 2 = 1) 
B. Consider candidate element 3: Its nodes are 2, 5, 6. 
NODE COMMENT 
2, active since loop 1, remains 
5, active since loop 1, leaves 
6, new node, remains 
Summary: 1 new node, 1 node leaving, element active since loop 1, 
2 old nodes (3 - 1 = 2) 
Select L2 = 3. Then F2 = 1, L2 = 1, W2 = W1 + F2 - L1 = 3 + 1 - 1 = 3 
For nodes 2, 5, 6, set NOADJL = NOADJL - 1, and if LFIRST = 0, 
set LFIRST = 2. 
4. Are there any un-numbered elements adjacent to Ll? Yes, old element 1. 
Consider element 1: Its nodes are 1, 2, 6. 
NODE COMMENT 
1, is new and leaves 
2, is active since loop 1 and leaves 
6, is active since loop 2 and leaves 
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summary ; 1 new node, 3 nodes leaving, element active since loop 1, 
2 old nodes 
Set L3 = 1, F3 = 1, L, = 3, W, = W, + F, - L, = 3 + 1 - 1 = 3. 
For nodes 1, 2, 5, set LFIRST = 3 if LFIRST = 0, and set NOADJL = 
NOADJL - 1. 
5. No elements remain. 
Check calculations: W, = W, + F, - L, = 3 + 0 - 3 = 0, check! 
New element wavefronts are 3, 3, and 3. The new data are shown in 
Figure 2. 
APPLICATIONS 
Cuthill [2] has applied various resequencing algorithms to the labelled 
tree structure shown in Fig. 3. The present algorithm was also applied to this 
structure and the results are compared with those of Cuthill in Table 2. 
The second example test was a simple structure considered by Akhras and 
Dhatt [lo]. It consists of three concentric circles divided, from the center, 
into eight equal angular segments. Thus it contains eight triangular and 
sixteen quadrilateral elements. These quadratic elements and their original 
order are shown in [lo]. The third example was a quarter symmetry mesh of a 
rectangle with a center circular hole. The original element data were generated 
in a random order so as to cause a large initial wavefront. The fourth problem 
was a half symmetry shell model. It involved a cylinder with hemispherical 
caps supported horizontally on two vertical plate saddles. The fifth and sixth 
problems involved complicated three-dimensional surfaces with branches. 
The wavefront reduction data for these problems are given in Table 3. 
These results show the algorithm to be efficient in reducing the maximum 
element wavefront. It requires significantly less storage than the algorithm 
used by Akin and Pardue [9]. Other applications to practical engineering 
problems have shown reductions of at least thirty percent. 
Table 4 shows some relative computation costs. The first item is a 
measure of the cost of building the neighbors lists that the resequencing sub- 
routine uses as a data base. These calculations are clearly the most expensive. 
They can be done in various ways and it appears that more efficient procedures 
can be developed. Much of these data could be utilized in the pre-front stage 
of the solution algorithm. The second item shows the actual resequencing costs. 
These are quite small and indicate that one should try several different start- 
ing elements since most of the cost goes into the first choice. 
Complete program listings and instructions are included in Reference [lo]. 
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Table 1 
Logic Arrays for Example 
NOADJL LFIRST 
0 1 2 3 0 1 2 3 
1 1 1 1 0 0 0 0 3 
2 3 2 1 0 0 1 1 1 
3 1 0 0 0 0 1 1 1 
4 0 0 0 0 0 0 0 3 
5 2 1 0 0 0 1 1 1 
6 2 2 1 0 0 0 2 2 
Table 2 
Results for Labelled Tree 
Algorithm Wavefront Profile 
Original 7 107 
Cuthill-McKee 9 101 
Reverse CMK 4 54 
King 5 59 
Reverse K 3 38 
Levy 2 37 
Present 3 42 
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Table 3 
Element Wavefront Reduction Achieved 
by the Present Algorithm 
Example Number Number Types* 
of of 
Number Nodes Elements 
1 24 23 L-2 
2 73 24 Q-8, T-6 
3 272 121 T-6 
4 630 639 Q-8 ,T-3 
5 623 760 Q-4,L-2 
6 253 281 Q-h,T-3 
Wavefronh 
Original** Resequenced Reduction,% 
7 4 43 
23 22 4 
123 34 80 
224 35 84 
230 82 65 
52 36 31 
% L = Line Element, T = Triangle, Q = Quadrilateral 
** Assuming one degree of freedom per node 
Table 4 
Algorithm Steps as Percent of Total Run Time 
Total CPU Generate Resequence 
Example Neighbors 
Time * List Elements ** 
2 4.35 8.3% 10 % 
3 17.47 67.5% 12.5% 
4 42.70 80 % 7.5% 
5 38.54 75 % 7 % 
6 17.55 52 % 15 % 
* Seconds on IBM 360165 
** From four different starting elements 
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Element Incidences Adjoining Elements 
(L) (NODES) (LADJL) 
I 2 6 
2 3 5 
2 5 6 
2 3 
13 
12 
Figure 1. Iron's Element Front Example 
; 
1 2 3 
Element Number 
old 2 3 1 
new 12 2 
Figure 2. New Element Model 
18 
Figure 3. A Labelled Tree C21 
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PROGRESSIVE FAILURE OF STRUCTURES* 
Khalilollah Khozeimeh, Theodore G. Toridis 
and Noor Hussain 
The George Washington University 
Shahram E. Zanganeh 
Howard University 
SUMMARY 
A procedure is presented for determining the nonlinear behavior of 
structures subjected to extreme loading and the possibility of development 
of potential for progressive failure. The methodology takes into account 
the effect of both material and geometric nonlinearities. At a given 
stage of analysis, the individual components of the structure are checked 
against predetermined failure criteria. Subsequently, the failing com- 
ponents are removed and the modified structure is analyzed for overall 
failure. Examples, obtained from a computer program based on the proposed 
procedure, showing the applicability of the method are presented. 
SYMBOLS 
Values are given in both SI and U.S. Customary Units. The calculations 
were made in U.S. Customary Units. 
{FI,{FO) nodal applied and equivalent force vectors, respectively 
[Kl, [KG], $1 elastic, geometric, and total system stiffness matrices, 
respectively 
k2'kl slope of inelastic and elastic branch of stress-strain curve, respectively 
[ml consistent mass matrix 
'i 
y,,... 
{q)&1&1 
ith component of element nodal forces - 
normalized stress resultants used in the yield criterion 
generalized displacement, velocity, and acceleration 
vectors, respectively 
* 
This research was sponsored by the National Science Foundation through grant 
NSF-ENG76-00332. 
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at time increment 
plastic potential function 
Subscripts: 
est estimate 
pre previous solution step 
INTRODUCTION 
The determination of the response of structural systems under externally 
applied loading, whether of static or dynamic nature, has been always of great 
concern to the structural engineers, especially when such response has ex- 
tended into the nonlinear range. However, up to recent years the solution to 
only few simple problems had been obtained. This is due to the complicated 
nature of the problem which renders the classical methods of solution inappli- 
cable. 
With the advent of high speed computers in the past few decades, a more 
realistic solution of complex engineering problems has become an attainable 
goal. Consequently, numerous investigators have turned their attention to 
the solution methods for nonlinear structural problems. Some of the work done 
in this respect with regards to beam and frame type structures as well as 
plate structures can be found in references l-8. In addition, numerous 
studies have been reported on the application of the finite element to non- 
linear problems. Some of these studies deal primarily with the material 
nonlinearity while others outline methods for treating general problems. 
Notable among the first group are the works of Akyuz and Merwin (ref. 9), 
Argyris (ref. lo), Marcal (ref. 11) and Armen et al.(ref. 12). Among the works 
concerned with the latter category are the findings of Oden (ref. 13), 
Stricklin et al.(ref. 14), Marcal and collaborators (ref. 15), Bathe 
et al.(ref. 16), and Zienkiewicz et al. (ref. 17). 
The nonlinear behavior of particular types of elements has also received 
the attention of the investigators in the field. Some of the works dealing 
with beam and frame type elements have been cited above. Other studies deal- 
ing with beams as well as plate type elements are the works of Toridis and 
Khozeimeh (ref. 18,19) Akkoush et al.(ref. 20), Marcal et al,(ref. 21), and 
McNeice (ref. 22). 
In recent years some investigators have turned their attention to the 
question of structural damage and failure as the result of excessive loads 
and/or ensuing deformations which are well beyond the linear range or the 
acceptable design levels. In particular the effect of loss of certain sup- 
porting elements on the overall behavior of the structure has received due 
attention. These investigations have been motivated by the observations on 
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the performance of actual structures in which such loss of elements has caused 
"progressive failure," a chain reaction type behavior, resulting in the col- 
lapse of the entire structural system. Recent examples of this type of 
behavior are the Ronan Point Modular Building collapse in England and the 
Skyline Towers High-Rise Building collapse in northern Virginia, U.S.A. 
The study of existense of potentials for this type of failure is becoming 
more and more important as the concept of modular and panelized buildings 
gains in popularity. In this type of structures extensive use is made of pre- 
manufactured shear wall and floor panels that are interconnected to act as the 
basic load carrying systems, providing the three-dimensional rigidity of the 
building. The successful performance of such buildings depends on the be- 
havior of the basic panels (elements) and the connecting system between the 
panels. It is, therefore, highly desirable to determine the performance of 
such structures under extreme loading and environmental conditions, in order 
to eliminate unsafe design practices. Since also the failure of one or more 
of the structural components or subassemblies gives rise to potential for 
progressive collapse and the ensuing disproportionate deformations, in studies 
dealing with such systems it is desirable to consider the ultimate strength 
properties of the structure prior, as well as after, the failure of some of its 
components. 
In the present study, a procedure for determining the behavior and the 
potential for progressive collapse of the structural system subjected to 
extreme loading is formulated. The structure is modelled as an assemblage 
of beam and plate type elements and the response is found based .on an incre- 
mental approach which allows for consideration of both material and geometric 
nonlinearity. At each stage of the structural deformation, failure criteria 
pertaining to excessive deformations, strength and stability of the structure 
are checked and parts of the structure that meet the appropriate failure 
criteria are removed and the remainder of the structure is checked against 
overall failure. The entire procedure is incorporated in a computer program. 
GENERAL APPROACH 
The response of the structural systems when subjected to high intensity 
loading generally extends into the nonlinear range. Consequently, in the 
analysis of such systems the effect of both material and geometric nonlineari- 
ties must be considered. Of special interest in the analysis is the incidence 
of abnormal loadings, i.e., loadings against which adequate measures have not 
been incorporated in the design. Such loadings, although infrequent, may lead 
to localized structural damage, which in turn may cause a "progressive" chain 
reaction type failure culminating in structural damages entirely dispro- 
portionate to the significance of the initiating cause. Thus to determine the 
complete nonlinear response of a structural system, its ability to form an 
alternative path to bridge any local damage must be studied. 
The general approach adopted in this study to achieve the above objective 
is an extension of the work reported in references 18 and 19 and is based on 
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the finite element method coupled with an incremental approach. To this end 
the structural system is modelled as a collection of beam and rectangular 
plate type elements. The three-dimensional beam element is used to model the 
skeletal frames while the plate element which is capable of simulating bending 
and/or in-plane action can be used effectively in representation of shear 
walls and floor panels, elements of construction which seem to become more 
important as trend towards modular, "panelized" construction continues. The 
detailed properties of the above beam and plate have been reported in ref- 
erences 4 and 18 and will not be repeated here. As shown in reference 23 the 
basic dynamical equations governing the behavior of a structural system can be 
obtained through the application of the Hamilton's Principle as applicable to 
discrete systems. In matrix form, these equations are expressed as 
{q] = {F] + IF0 [ml(i) + ([Kl + [KG11 
where 
‘1 (1) 
[ml = generalized consistent mass matrix of the structural system 
{q} and It> = generalized displacement and acceleration vectors, 
respectively 
[K] = generalized elastic stiffness matrix of the structural system 
[KG1 = generalized geometric stiffness matrix of the structure 
{F] = generalized nodal force vector corresponding to the externally 
applied loads 
{F'} = equivalent generalized nodal force vector due to plastic strains, 
computed in accordance with the "initial stress or strain" 
method 
In case of static loading, the above equation can be reduced to 
(WI + [KG]) {q] = {F] + {F"] (2) 
Based on equation (1) or equation (2), whichever governs the problem, the 
following incremental procedure to determine the behavior of the structure 
in the linear and nonlinear range is formulated. 
Referring to equation (1) and based on the current configuration and the 
state of stress of the structural system, the components of the vector of the 
generalized accelerations, {q>,are found using the currently applied loads. 
Subsequently, the generalized displacement vector, {q], is determined through 
a numerical integration procedure. The integration procedure utilized in this 
study is the Newmark's constant acceleration scheme (i.e., f3=0) and can be 
expressed as 
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I;}, = {;I1 + 0.5(At>[{$2 + (&I (3) 
{q12 = Cql, + At{&, + 0.5(W2{$, (4) 
In the above eqvations, At is the time step, the subscripts refer to the time 
stations, and {q) is the generalized velocity vector. 
Having determined the vector {q), the totals and the increments of the 
element nodal displacements and forces are obtained through the appropriate 
transformations and the current element stiffness matrices. The element 
nodal forces thus calculated are then used as an estimate to check for in- 
elastic behavior in the element. To this end, the Mises yield criterion ex- 
pressed in terms of the stress resultants is utilized. The normalized form 
of this criterion for a beam element is expressible as (ref. 19) 
(5) 
where Y denotes the "yield value" which may change through straining, and 
Fl, P2, P3, and is4 are the normalized form of the axial force, torsional 
moment, and bending moments about member y and z axes, respectively. A similar 
expression can be written in the case of a plate element. 
If any element is undergoing inelastic deformation, its corrected force 
components and the corresponding contributions to the vector {F"} must be 
determined. This is done through a simplified approximate procedure known 
as "Proportioning Method" (ref. 19). In this approach, if 0 denotes the 
plastic potential function assuming elastic behavior, then aEshtimate of the 
increment of the plastic potential function due to current load/time incre- 
ment, dQest, is found as 
d9 =Qest-Q est we 
(6) 
where Qpre refers to the plastic potential function at the end of previous 
step. Then assuming a bilinear stress-strain relation and utilizing the 
"universal" stress-strain curve, the corrected plastic potential function, a', 
is determined as 
@=CJ k2 + - d@ 
pre kl est 
(7) 
in which k 1 and k 2 represent the slopes of the elastic and inelastic branches of the stress-strain curve, respectively. The basis of this simple procedure 
is explained in detail in reference 19. 
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Having found the final value of the plastic potential function, the ith 
component of the nodal forces, P;, is determined by a proportioning process, 
I.e., 
L 
(8) 
where P i is the estimate of the force component assuming elastic behavior. est 
Furthermore, in the analysis the "Average Force Model" (ref. 19) is utilized. 
In the development of this model it is assumed that the entire element under- 
goes plastic deformations if the plastic potential determined from average 
value of stress resultants acting at the nodes exceeds the current yield value. 
As is well known, the geometric nonlinearities can be attributed to two 
causes, namely the effect of large rotations and the contributions due to 
nonlinear strain-displacements (P-A) effects. The latter effects are ac- 
counted for in the present analysis through the inclusion of the geometric 
stiffness matrix, [KC]. The entries to this matrix are directly affected by 
changes in the axial or in-plane force components acting on the elements of 
the structure. Consequently, this matrix is continuously updated in the 
solution process to reflect changes in the internal forces of the structure. 
To account for the effect of large rotations with its inherent change in 
geometry the total stiffness matrix, 
geometric stiffness matrices, i.e., 
[KT], defined as the sum of elastic and 
[KTl = WI + [KG1 (9) 
as well as the mass matrix and the equivalent force vector are regenerated 
through the use of the current transformation relations based on the deformed 
configuration of the structure. 
In addition, before any new solution step is attempted, the modified 
configuration of the structure is determined. This is accomplished by check- 
ing the individual elements for excessive inelastic deformation and attainment 
of its ultimate strength which necessitates the removal of such elements from 
further consideration in the analysis. Also, the entire structure is checked 
for stability and functionality and all portions of the structural system that 
fail to meet the above requirements are also removed from consideration. 
Furthermore, if any modification is made to the structure, the appropriate 
system matrices are reformulated based on the latest configuration of the 
structure. 
The entire procedure outlined above is incorporated in a general purpose 
computer program. The macro flow chart depicting the sequence of the opera- 
tions is presented in Figure 1. As seen in the figure and based on the fore- 
going discussion, the procedure allows for removal of elements and nodes from 
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further consideration. In case of an element, this is done by placing its 
number on the list of inactive elements and thus neglecting its contribution 
to system matrices in the subsequent solution steps. The removal of a given 
node entails two operations. First, all the elements incident to the node 
must be removed through the aforementioned procedure. Second, all the degrees 
of freedoms associated with the node must be eliminated to prevent the struc- 
tural stiffness matrix from becoming singular. This is done in this study by 
introduction of artificial constraints at the node so that no degrees of free- 
dom are assigned to the node in the subsequent analysis cycles. It should 
also be noted that in the case of static loading the analysis cycle refers to 
an increment of load rather than time. 
FAILURE CRITERIA 
A structural system or portions of it are said to have failed if certain 
prescribed conditions are violated. These may be based on strength require- 
ments of individual parts of the structure or due to excessive displacements. 
Obviously, one of these possible modes of failure is instability. In general, 
instability is induced in the structural system composed of various members 
if the state of stress and deformation is such as to cause the system to lose 
its stiffness. This can come about if the axial or in-plane forces reach 
a critical value (buckling mode). Alternatively, the failure of a segment of 
the structure, perhaps through excessive deformation and formation of plastic 
hinges, may cause other portions or subassemblies of the structural system to 
undergo rigid body motion. However, irrespective of which mode of instability 
is encountered, the problem of stability can be formulated as the eigenproblem 
given by 
([Kl - A[KG]) = 0 (10) 
However, as has been pointed out by Gallagher (ref. 24), in the case of rigid 
body motion only, the total stiffness matrix will have eigenvalues of zero 
magnitude, and the corresponding eigenvectors will represent the rigid body 
modes. This fact is used to advantage in the present study to check for the 
potential of occurrence of rigid body motion whenever the determinant of the 
regenerated total stiffness matrix, [K~], approaches zero. If such rigid body 
motion occurs, the parts of the structure undergoing such motion are removed 
from consideration for the remaining time/load increments of the study. 
Deformations are also of great importance as a criterion for determination 
of acceptable structural behavior. Traditionally, the formation of sufficient 
number of plastic hinges has been used as a measure of structural failure. 
However, since displacements and plastic deformations generally become ex- 
tremely large before a structure becomes a true mechanism, failure criteria 
based on a count of plastic hinges are unsatisfactory. On the other hand, it 
is known that the distortions (displacements and rotations) in the structure 
increase a great deal just before the collapse load is reached. Therefore, 
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a failure criterion based on the magnitude of structural distortions is more 
appropriate, especially if account is taken of the ability of the structure 
to strain-harden. This is indeed the approach adopted in this study. Un- 
fortunately, very limited quantitive information is available in the litera- 
ture on this subject; rather the investigators in the field have stressed the 
need for the experimental determination of such limits. In the present study, 
this problem is circumvented by requiring the input of the above information 
for a given structure based on the best available data and professional judge- 
ment. 
The effect of inelastic deformations in a member or part of the structure 
can also be taken into account through the concept of the ductility factor 
or ductility ratio. Different definitions for the ductility ratio with 
respect to curvilinear and bilinear hysteresis curves have been reported in 
the literature (ref. 25-28). In the present study, the ductility factor is 
defined as the ratio of the maximum permissible or useful strain (or gener- 
alized strain/displacement) to the corresponding value at first yield. This 
factor is then used as a measure of failure in a structural component. 
NUKERICAL RESULTS 
To demonstrate the applicability of the proposed method, solutions to 
several structures have been obtained. Some typical results are reported 
herein. It should be mentioned that although the precedure is applicable to 
both beam and plate type structures, currently, only the beam elements have 
been fully incorporated in the computer program. 
Example 1 
The first example considered is a two story, two bay skeletal frame with 
dimensions as shown in Figure 2. All the girders are W 10x11.5 steel sections 
while the columns, with exception of the lower level interior column, are made 
up of W 8x20 sections. The lower level interior column is M 7x5.5 and all 
the steel is assumed to have a bilinear stress-strain relation with a yield 
point of 249 MN/m2(36 ksi) with the slope of the inelastic branch being 0.01 
times the corresponding value for the elastic branch. The columns are modelled 
by 3 equal elements per story and the girders are subdivided into 4 equal 
elements per bay. The loading consists of a uniform dead load, Wl, distributed 
over the girders and a live load, W2, as shown in Figure 2. In the analysis, 
the distributed loads are replaced with equivalent nodal forces. The dead load 
is applied in 3 increments of 7.78 kNjm(0.53 kipjft) each. This is then fol- 
lowed by application of live load increments of the same magnitude until the 
structure fails completely. The failure limits are set at 15.25 cm(6 in) and 
0.2 radians for nodal displacement and rotation, respectively. 
Figures 3A-F depict the sequence of structural modification due to prop- 
agation of failure. In Figure 3A the lower story inner column fails due to its 
ultimate strength being exceeded. Upon further loading, the girders start to 
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fail due to strength requirements (Fig. 3B,C). Continuation of loading the 
structure leads to excessive displacements which necessitate the removal of 
a node (Fig. 3D) which in turn leads to rigid body motion and removal of 
further portions of the structure (Fig. 3E) and ultimate failure (Fig. 3F). 
Example 2 
The second example considered demonstrates the effect of a weak exterior 
column coupled with lateral loads. In this example the same frame as in the 
previous case is used except that the lower story right-hand side is con- 
sidered to be a weak column (i.e., M 7x5.5 section) instead of the middle 
column. In addition, concentrated loads as shown in Figure 4A are applied 
to the structure. The loading sequence consists of 3 load increments of 
Wl = 7.78 kN/m(0.53 kip/ft) followed by 11 live load increments, W2, of the same 
magnitude. This is then followed by 6 load increments of H = 1.34 kN(0.3 kip). 
The failure pattern of this structure is depicted in Figures 4B to 4E. As can 
be observed, in this case the failure is not as extensive as in the previous 
example. 
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Figure 2.- Example structure. 
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(A) Wl = 23.34 kN/m; W2 = 46.68 kN/m. (B) Wl = 23.34 kN/m; W2 = 54.46 kN/m. 
(C) ~1 = 23.34 kN/m; W2 = 85.58 kN/m. (D) Wl = 23.34 kN/m; W2 = 101.1 kN/m. 
(E) Wl = 23.34 kN/m; W2 = 108.9 kN/m. (F) Wl = 23.34 kN/m; 152 = 116.7 kN/m. 
Figure 3.- Progression of failure in example 1. 
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(A) Lateral loads. 
(B) WL = 23.34 kN; W2 = 70.02 kM. (C) Wl = 23.34 kN; W2 = 77.8 kN; 
H = 0 kN. 
(D) Wl = 23.34 kN; 152 = 85.58 kN; 
H = 0 kN. 
(E) Wl = 23.34 kN; W2 = 85.58 kM; 
H = 8.01 kN. 
Figure 4.- Pattern of failure in example 2. 
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B.N. Parlett 
Mathematics Department, University of California, Berkeley 
D.S. Scott 
Union Carbide 
ABSTRACT 
A new stable and efficient implementation of the Lanczos algorithm is 
presented. 
The Lanczos algorithm is a powerful method for finding a few eigenvalues 
and eigenvectors at one or both ends of the spectrum of a symmetric matrix A. 
The algorithm is particularly effective if A is large and sparse in that the 
only way in which A enters the calculation is through a subroutine which com- 
putes Av for any vector v. Thus the user is free to take advantage of any 
sparsity structure in A and A need not even be represented as a matrix at all. 
The simple Lanczos algorithm procedes as follows. an arbitrary 
unit vector, and define i3 
Choose ql, 
0 = 0 and q. = 0. Then for j = 1,2,... do 1 to 5. 
1. u 
J 
= Aqj -9. J-l'j-1 
2. cf. 3c 
J = 'j"j 
3. rj = uj -q.a. 
J J 
4. Bj = llrjll 
5. if 13. = 0 stop, else q. = r./B J J+l Jj 
One cycle through l-5 is a Lanczos step. 
to compute q 
Note that only qjml and qj are needed 
j+l which is another attractive feature of the algorithm. 
In exact arithmetic, if Qj = (ql,q2,..,q-) 
ref. 1) that Qj is an orthonormal matrix, i.e? 
then it can be shown (cf. 
Q;AQj = Tj where 
1-QyQj = 0, and in addition 
'Research supported by Office of Naval Research Contract NOOO~~-~~-C-OO~~. 
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Tj = 
5 81 
% c12 82 
p2 - . 
. B j-l 
B j-l Olj 
is tridiagonal. Furthermore if T, = S,o,Sf is the spectral decomposition of 
J J J 
> and if Yj E (yij),yLj),...,y(jj)) = QjSj 
are the (optimal) Rayleigh-Ritz approximations 
to eigefipair6 of A derivable from span(Qj), the subspace spanned by 
s,,s*¶...,sj. 
Finally and remarkably, the residual norm of (yi,Bi) can be computed with- 
out computing the vector y.. 1 Namely 
l!Ayi-yiBitl = 6.. 
Ji 
where Bji = Bj(Sjil and Sji is the (j,i) element of Sj- 
show how it is possible for some of the Ritz values (e's 
t 
The quantities Bji 
to be accurate with- 
out the appearance of a small 6.. If s 
even if B 
j 
is not small at all.J ji 
is tiny then eij) will be accurate 
By construction span(Q*) = 
s 
span(ql,Aql,...,A j-l 91)' a Krylov subspace. It 
can be shown (refs. 2 and 3 that Rayleigh-Ritz approximations converge rapidly 
as j increases to well separated extreme eigenpairs of A (those near either end 
of the spectrum). 
Unfortunately, as was known to Lanczos when he introduced the algorithm 
(ref. 4), finite precision causes the computed quantities to diverge completely 
from their theoretical counterparts. The Lanczos vectors (the q's) inevitably 
lose their mutual orthogonality and approach linear dependence. This is the 
infamous "loss of orthogonality" in the Lanczos algorithm. 
Lanczos himself recommended that the simple Lanczos algorithm be augmented 
by a full reorthogonalization of each newly computed q.,l. That is, q. is 
explicitly orthogonalized against all preceding Lanczo .!I vectors (q., 
A 
f$Gli < j). 
This not only greatly increases the number of computations require to compute 
'j-i-1' it also requires that all the q's be kept in fast store. 
This poses a serious dilemma. For large problems it will be too costly to 
take more than a few steps using full reorthogonalization but linear indepen- 
dence will surely be lost without some sort of corrective procedure. Selective 
Orthogonalization (hereafter called SO) interpolates between full reorthogo- 
nalization and simple Lanczos to obtain the best of both worlds. Robust linear 
independence is maintained among the columns of Q. at a cost which is close to 
that of simple Lanczos. J 
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SO is based on the analysis of the simple Lanczos algorithm in finite 
arithmetic given by C. Paige in his doctoral thesis (ref. 3). Paige showed 
that the loss of orthogonality among the columns of Qj is highly structured 
when viewed in the basis of Ritz vectors, the columns of Y. = Q.S., rather 
than in the basis of Q. itself. J J J 
J 
Theorem (Paige). For any step j of the simple Lanczos algorithm and 
any i 5 j, 
j+ll = dhl~y../B.. 
Ji Ji 
where y.. 
Ji 
G 1 and e is the working precision. 
* 
A proof is given in reference 5. 
It can also be sh 
?wp 
(cf. ref. 5 or 6) that Bji is a very good estimate of 
the residual norm of y, j despite rounding errors. Thus Paige's Theorem shows 
that q-+1 will lose orthogonality only in the direction of Ritz vectors with 
small r3 ji, that is those Ritz vectors which are converging to eigenvectors. 
This can be stated as 
loss of orthogonality * convergence 
To maintain orthogonality among the Lanczos vectors below some threshold 
value r 51 it is only necessary to orthogonalize q. against those Ritz vec- 
tors which satisfy 5'1 
1,(j)*, i j+l 1 > ,r (1) 
By Paige's Theorem equation (1) holds only if Bji 5 EIIAIIuji/T + ellAll/~. Thus 
it is possible to determine which Ritz vectors achieve the threshold (1) merely 
by inspecting the Bji which can be computed via a small (j Xj) eigeyproblem. 
There are strong theoretical arguments in favor of the choice T = 4~ (ref. 5 
or 6). 
Thus SO modifies the simple Lanczos algorithm by explicitly orthogonaliz- 
=-vz Pj+l against all the Ritz vectors which satisfy 
(2) 
We call any Ritz vector which satisfies (2) a good Ritz vector. Good Ritz vec- 
tors are already rather well converged and few (if any) of the Ritz vectors at 
step j will be good, which explains the computational efficiency of the scheme. 
In practice it is possible to implement SO even more efficiently. It is 
not necessary to recompute the good Ritz vectors for orthogonalizing qj+l at 
each step j as Ritz vectors computed at earlier steps can be used instead. 
The detailed rounding error analysis needed to complete the proof of Paige's 
Theorem is given in reference 3. 
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Furthermore it is not necessary to orthogonalize against a particular good 
Ritz vector at every step. 
In conclusion, SO is an efficient way to maintain robust linear indepen- 
dence among the columns of Qj and so allow the Lanczos algorithm to be run 
almost as originally conceived. SO points the way to a high quality subroutine 
package which can be used off the shelf for large sparse symmetric eigenvalue 
problems. 
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