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A b s t r a c t 
In this thesis, the theory of distributive modules over commutative rings and non-
commutative rings are fully studied. Chinese modules in connection with distributive 
modules are investigated as well. 
In chapter 1 the general properties of distributive modules over non-commutative 
rings are studied. These results were mainly due to W. Stephenson [20], P. Vamos [22], 
V. Camillo [8] and V. Erdogdu [10]. 
The aim of chapter 2 is to generalize the results of commutative arithematical ring to 
D-ring. It is found that every right ND-ring is a right multiplication ring and that every 
tertiary ideal of a right ND-ring is primary. Moreover, every right ideal of a right ND-ring 
can be expressed as a product of comaximal primary ideals and the expression is unique 
up to the order of multiplication. Furthermore, the primary ideal of a right ND-ring is 
found to be a product of prime ideals. 
In chapter 3, distributive modules over commutative rings are investigated. In partic-
ular, the relationships between multiplication modules and distributive modules are being 
studying. Distributive modules over Dedekind domains are classified in detail. Moreover, 
every distributive module M over ZPI-ring R is found to be isomorphic to / / J for some 
ideal I D J of R. This theorem improves a result in the paper [10] written by V. Erdogdu 
in 1987. 
In chapter 4 the notion of Chinese rings found in the literature [3], written by 
K. E. Aubert and I. Beck in 1982, is being extended to modules, namely Chinese modules. 
The class of Chinese modules over Dedekind domains are particularly studied. In addition, 
those rings R with the property that every E-module is Chinese are characterized. CRT 
modules are also characterized in terms of distributive modules and Chinese modules. 
Moreover, we answer a problem posed by Aubert and Beck in 1980 by showing that the 
ring 2Z[X] is not Chinese. 
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Introduction 
A module is distributive if its lattice of submodule is distributive. The study of 
distributive modules was motivated by W. Stephenson. In his paper [20], he obtained some 
comprehensive general results about distributive modules. Other than this comprehensive 
paper, there are several papers about this topics. Two-sided noetherian rings whose 
lattices of left and right ideal are distributive were studied by Victor Camillo [8]. This 
kind of ring is found behaving as if it were commutative. In [22], P.Vamos found that 
every finitely generated artinian and distributive module is cyclic. Recently, a number of 
interesting results about distributive modules over commutative rings have been published 
such as [4], [10] and [11] etc. 
In this thesis, the theory of distributive modules over commutative rings and non-
commutative rings are fully studied. Chinese modules in connection with distributive 
modules are investigated as well. In particular, the notion of Priifer domains and its 
related results will be extend to a more general situation. 
In chapter 1, the general properties of distributive modules over non-commutative 
rings are studied. Several characterizations of distributive modules in term of its factor 
modules and scoles are obtained. These results were mainly due to W. Stephenson [20], 
P. Vamos [22], V. Camillo [8] and V. Erdogdu [10]. 
The aim of chapter 2 is to generalize the results of commutative arithematical rings 
to D-rings. Right ND-rings are particularly studied in this chapter. It is found that every 
right ND-ring is a right multiplication ring and that every tertiary ideal of a right ND-ring 
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is primary. Moreover, every right ideal of a right ND-ring can be expressed as a product of 
comaximal primary ideals and the expression is unique up to the order of multiplication. 
Furthermore, the primary ideal of a right ND-ring is found to be a product of prime ideals 
and hence every right ideal of a ND-ring is then a product of prima,ry ideals. These results 
amplified some of the results of II. H. Brungs in 1976 [7]. In his paper [7], only right ND_ 
domains are considered. The results of chapter 2 suggest that right ND-ring is a suitable 
generalization of ZPI-rings. 
In chapter 3’ distributive modules over commutative rings are investigated. In par-
ticular, the relationships between multiplication modules and distributive modules are 
being studying. Part of the results of this chapter can be found in [10], [11] and [5]. In 
addition, distributive modules over Dedekind domains are classified in detail. Moreover, 
every distributive module M over ZPI-ring R is found to be isomorphic to I/J for some 
ideal I D J of R. This theorem improves a result in the paper [10] written by V. Erdogdu 
in 1987. 
In chapter 4 the notion of Chinese rings found in the literature [3 ,written by 
K. E. Aubert and I. Beck in 1982, is being extended to modules, namely Chinese modules. 
The class of Chinese modules over Dedekind domains are particularly studied. In addition, 
those rings R with the property that every 72-module is Chinese are characterized. CRT 
modules are also characterized in terms of distributive modules and Chinese modules. 
Moreover, we answer a problem posed by Aubert and Beck in 1980 by showing that the 
ring 2Z[X] is not Chinese. 
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C h a p t e r 1 
Dis t r ibu t ive Modules 
I n t h i s
 chapter, basic properties of distributive modules are investigated and studied. 
Several characterizations of distributive modules are given in terms of its factor modules 
and the scoles of its factor modules. 
1.1 Basic Definitions 
We start with a basic definition which will be frequently used throughout the whole thesis. 
Definition 1.1.1 Let R be a ring with identity, M be a right -module and L(M) be 
the lattice of submodules of M. 
(a) A right -module M is said to be distributive if L(M) is a distributive lattice, that 
is, 
(i) for all A, B, C eL(Ad),A n(F+ = (AnB)^(AnC) or equivalently, 
(i') for all A, B, C e L{M), A + (BnC) = (A-f n (A + C). 
(b) A ring R is said to be a right D-ring if RR is a distributive right i2-module. Left 
D-rings can be defined like wisely. 
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Commutative D-rings have been throughly studied by C. U. Jensen in [15]. In his 
paper, the term arithematical ring was used instead of commutative D-ring. It is note 
that a commutative D-domain is simply a Prufer domain. 
For the sake of convenience, we assume throughout this thesis that all rings are rings 
with units and all modules are unital modules. In order to proceed our study of distributive 
modules, we first quote some basic definitions and terminologies in ring theory which will 
be used later on. 
Let MR be an right i?-module and P be a submodule of M. P is said to be fully 
invariant \I OLP C P for any a G End(M). Moreover, the submodule P of M is said to 
be essential in M if P Q 0 for any non-zero submodule Q of M. Dually, P is called 
superfluous in M if P + Q ^ M for every submodule Q + M. The (Jacobson) radical 
Rad(M) of M is given by 
Rad(M) = CM\IC is a maximal submodule of M} 
= { / f Q M JT is a superfluous submodule of M}. 
The scole of M is given by the equations 
Soc(M) = C M I /r is a essential submodule of M) 
= C M\I( is a, minimal submodule of M}. 
Furthermore, for any x G M, the set r(x) = {a 6 R\xa = 0} is called the annihilator of x 
and Ann(M) = {a e R\Ma = 0} is the annihilator of M. 
By definition of distributive module, one can easily observe that for any family of 
submodules (M, ) of a distributive module M and N G L(M), 
(X^MOniV = ^ ( M i n i v ) . 
i i 
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However, it should be noted that the dual statement of the above equation 
i • i 
does not hold in general. For example, let R = M = 2Z, N = (Z) ^ M{ = (2 for 
all natural number i. Clearly, M is a distributive module. However,( M{) + iV = (3) 
whereas + N) = Z. This fact illustrates that + N) + (f]{ Mi) + N. 
1.2 Distributive modules 
We begin with a characterization theorem of distributive modules which was given by 
W. Stephenson in [20]. 
P ropos i t i on 1.2.1 Let M be a module. Then is distributive if and only if 
= 0 for all A, B e L{M). 
Proof. We sketch the proof herewith for the sake of completeness. Recall that a lattice 
is distributive if and only if the relative complements of its elements are unique (see, for 
example, [9]). On the other hand, if A 5 = 0, then there exists a bijection between 
Hom(A and the corresponding set of complements of (see [21], Lemma 1). 
Consequently, if M is a distributive module then for any A, B e L(M), the quotient 
module M/(An B) is distributive. As A/(A fl B) /(A fl B) is the zero submodule 
in the quotient module M/(A n B)t so Hom(A/(A rt B/(A n J ) } = 0. Conversely, 
suppose that A, B G X(M) with 4 = 0 . Then the complement of in is unique 
since there is only one element in Hom(A, B). This shows that M is a distributive module. 
By using this proposition, the following colioraries can be obtained almost immedi-
ately. 
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Corollary 1.2.2 Let A and B be submodules of a distributive module M. 
(i) I f A + B = M, then Hom(M/^, M/B) = 0. 
(ii) I f A H B = 0, then HomM ^ ) = 0. 
Corollary 1.2.3 Every idempotent of a right D-ring is central. 
Proof. Let be a right D-ring and let e G be an idempotent. Then R =
 eR-{-(l- e)R. 
By corollary 1.2.2 (ii), 0 = Hom(eE {! - e)R) ^ (1 - e)Re. Similarly, we obtain that 
eR(l — e) = 0. This shows that e is central. 
Corollary 1.2.4 Suppose MR is a distributive module and M E M. If r(m) = 0 then 
mR is an essential submodule of M. 
Proof. Since r(m) = 0, mR as a right -module. If m P = 0 for some P G L(M), 
then P Horn( , Hom(m , = 0 by proposition 1.2.1. This shows that mR is 
indeed an essential submodule of M. 
Corollary 1.2.5 Let MR be a distributive module. Then any maximal or minimal sub-
module of M is fully invariant. In particular, any maximal or minimal right ideal of a 
right D-ring is a two-sided ideal. 
Proof. Suppose that P is maximal submodule of M and aP % P for some a G End(M). 
Then aM + P == M and hence a induces an isomorphism such that M / a - 1 ( P ) = 
(aM + P)/P = M/P. This implies that a _ 1 ( P ) is a maximal submodule. As aP g P, 
P g a _ 1 ( P ) and hence P + a _ 1 ( P ) = M, which contradicts 1.2.2 (i). Thus, aP C P.. 
This shows that P is a fully invariant right E-module. The case when P is a minimal 
submodule can be dually proved. 
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Recall that a ring R is said to be right primitive if R has a faithful simple right 
-module. R is semi-primitive if its Jacobson radical J{R) is zero. Moreover, if R is semi-\ 
primitive, then J?is a subdirect prodtict of primitive rings (see [1]). By using Corollary 
1.2.5 and the above facts, one can obtain the following corollary. 
Corollary 1.2.6 Let R be a right D-ring. Then 
(i) R is a right primitive ring if and only if R is a division ring. 
(ii) I f R is serniprimitive then R is a subdirect product of division rings. 
Proof- L e t M b e a faithful simple right -module. Then M J2 / / for some maximal 
right ideal of R. Since R is right distributive, / is an ideal of R and hence 0 = Ann(M) = I. 
This implies that RR = MR is a faithful simple E-module. Consequently, R is a division 
ring. 
(ii) follows directly from (i). 
For any subset S and submodules Jf of a right J2-module M, we define 
(X : S) = {r E R\sr EX for all s E S }. 
In particular, if 5 is a singleton, say S = {y} then we simply denote by (X : y) the right 
ideal (X : S). Moreover, when X = xR, we may simply write (x : y) = {r E R\yr e xR} 
if there is no possible ambiquity. 
Theorem 1.2.7 The following statements are equivalent for a right R-module M : 
(i) M is a distributive module, 
(ii) (x : y) + (y : x) = R for all a, 6 6 M, 
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(iii) xR + yR = (x-\- y)R + (XR n yR) for all xtyeM. 
Pro
°f' ("0- Let x.yeM. Then xR C xR + yR = yR + (x + y)R. Since M is a 
distributive module, we have 
xR = (xR n yK) + (xR n (re + y)R). 
Similarly, 
yR = (xR n yR) + (yR f](x + y)R). 
Therefore, 
xR + yR = ( n 2/ + ( n (a + + (2/ X + 2/) 
=(xR n yR) + ((xR + yR) n (x + y)R)) 
0 2/ + (0 + 2/) . 
(iii) (ii). For x,y e M, 
xR = xR yR + xR) 
=xR n ((a; + y)R + (yR n xR)) 
=(xR H (x + y)R) + (yR n a: by modular law 
=(x + y)(x : (x + 2/)) + x(y : x) 
=(x + y)(x : y) + x(y : x) 
=x(x : y) + x(y : x) 
=x{(x : y) + (y x)). 
ThuSj x — xa for some a £ (x : y) + (y : a;). Hence, 1 - a G r(x). As 
r(a;) C (y : x) Q (x : y ) ( y : x), 
6 
1 e (a; : y) + (2/ : x). This leads to a; : /^) + (y : z% 
(ii) (i). Let Z e L(M) and suppose that 2 = a: + 2/ G Z n (Z + Y), where 
x G X, 2/ G y and 2 6 Z. By hypothesis, R = (x : y ) ( y x). Therefore, 
= + ) (x + y)(x :y)-\-(x + y)(y : x) 
= ( a ; + y)(x
 : a; + 2/) + (a; + /)(2/ x + y) 
=( n(x + y)R)) + (yR n (x + y)R) 
Hence, (X + Z = (X n Z) + (Y n Z), 
By using the above results, we obtain an enhanced form of corollary 1.2.4. 
Corollary 1.2.8 Suppose Mr is a distributive module and that x,Y e M. 
(i) If xR n yk = 0, then xR + yR = (re + y)R and r(x) + r(y) = R. 
(ii) Ifr(x) C J(R), then xR is an essential submodule of M. 
(iii) Any finite direct sum of cyclic submodules of M is cyclic. 
Proof, (i) If M is a distributive module and xR yR = 0 then by using Theorem 1.2.7, 
we have 
a: + 2/ =a: D 2/ + (x + y)R = (x + y)R. 
Moreover, in this case, r{x) = (y : x) and r(y) = (x : y). This leads to r(a:) + r(y) = R. 
Let r(x) C J{R). If yR = 0, then r(x) + r(y) = R by (i). Since r(x) C J(R), 
7,(2/) = R and hence yR = 0. This shows that the module xR is essential, 
(iii) is just an immediate consequence of (i). 
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Invoking the above results, we are now able to characterize the distributive modules 
in terms of the scoles of their quotient modules. 
\ • . , . 
An -module M is said to have a square-free scole if its scole is a sum of non-
isomorphic simple -modules. We are now able to state the following proposition. 
Proposi t ion 1.2.9 Let M be an R-module. Then M is a distributive module if and only 
if M/N has square-free scole, for every submodule N of M. 
Proof. It is clear that every quotient and submodule of a distributive module still preserves 
the property of distributivity. Now, let M be a distributive module and iV be a submodule 
of M. Suppose there is a submodule ~K of M/N such that K ^ S ^ S for some simple 
-module S, say. Then there are submodules , S2 oi ~K such that ~K = Si © 6'2 with 
ft - = S. Then Hom(5i., 52) = Hom^, S) • 0. However, this contradicts to corollary 
1.2.2(ii). Thus the scole of M/N is square-free. 
Conversely, let x, y G M. In order to show that (x : y) + (y : x) = R, we have to show 
that this sum does not lie in any maximal right ideal of R. For this purpose, let K be a 
maximal right ideal of R. Consider the quotient module {xR + yR)/(xl( + yK). Clearly 
each of the images x and y in this module is either equal to zero or generates a simple 
module isomorphic to R/K. If both of them generated distinct simple submodules, then 
this would contradict the hypothesis. Thus, either xR/(xK + yK) = yR! :cK + yK)= 
R/K or one of them is equal to zero. Hence, one of the following situations will arises : 
(i) x e yR+ xK + yK = xK + yR. 
(ii) y G xR + xK yK = xR + yK. 
If (i) holds, then x = xk + yr for some k £ I( and r E R. This impies that a;(l — k) = yr 
and hence 1 — k E (y : x). Since 1 — k gf K, then (y : x) % / ( . Similarly, if (ii) holds, then 
(a; : y) K. Hence, (x : y) + (y : x) % A'. The proof is completed. 
8 
1.3 Direct sum of distributive modules 
/ 
By proposition 1.2.1, we know that'if M1 0 M2 is distributive , then Hom(M l5M2) = 0. 
Therefore, the direct sum of distributive modules is, in general, not distributive. In this 
section, some necessary and sufficent conditions for a family of distributive modules (Aa) 
such that 0 Aa is again distributive are obtained. 
or 
Two modules A and B are said to be unrelated if Eom^X/X^Y/Y') = 0 for all 
submodules X ' C X C A and Y'CYCB. 
The following lemma provides a necessary and sufficient conditions for two modules 
to be unrelated. 
Lemma 1.3.1 Two modules A and B are unrelated if and only ifEom(X,B/Y) = 0 for 
all X G L(A) and Y G L{B). 
Proof. Clearly, if A and B are unrelated, then, trivially, Hom(X, B/Y) = 0 for all 
X e L(A) and 5, G L(B). Conversely, suppose that X'CXCA and Y'CYCB are 
submodules. Then if a is a non-zero homomorphism in Rom{XJX'/Y'), then arj is a 
non-zero homomorphism in H o m ^ y / y 7 ) , where 77 is the canonical liomomorpliism from 
X to X/X'. Hence, Eom(X, B/Y') + 0. 
Proposi t ion 1.3.2 Let A, B be submodules of an R_module M such that M — A ^ B. 
Then the following statements are equivalent. 
(i) A and B are unrelated. 
(ii) For every submodule X 0/ A B, X = (X n A) I n B). 
(iii) 7 (x) + r(y) = R for x £ A and y E B. 
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Proof- (ii) (in) ^ t x e A and y 6 B. Then (x + y R = ((a + y)R n /1) (a + y)R nB). 
^
o t e t h a t i f
 ( x + V)s G A, then ys G A. Since 7jeB,ys = 0 and so s e r(y). Thus it can 
be easily seen that (a; + n A = (re + y)r{y). Similarly, (x + y)R n 5 = (x + y)r(x). 
Thus, 
(x + y)R = (x + y)(r(x) + r(y)). 
AsleR,x + y = (x + y)s for some s G r(x) + r{y). This implies that x(l - s) = _ i). 
Consequently, x(l - s) = y(s -1) = 0. Hence, 1-se r(x) and so 1 G r(x) + r(ij). 
(iii) (ii) Let Z be a submodule of M and x £ X. Then a; a + 6 for some a e A 
and b e B. Since R = r(a) + r(6), 1 = 5 + / for some s e r(a) and t e r(b). Therefore, 
a; = + xt. Since = ( a + b)s = bs and xt = a; 6 (X A) (Z B), This shows 
that x = ( x n A) p r n B ) . 
(iii) =4> (i) Let X be a submodule of A and 7 be a submodule of B respectively. Let 
f ^ Eom(X, B/Y). For x e X, there exists y e B such that f(x) = y + Y = y. Since 
r(y) £ r(y) and R = r(x) + r(y), so = r(x) + r ( f ) . Moreover, for s E r{x)f 
f(x)s = f(xs) 0 . 
Therefore, r(x)Cr(f(x)) = r( ) . T h i s shows that R = r(f(x)) which in turn forces 
f(x) = 0. That is, f = 0. Hence, Hom(X, B/Y) = 0. By Lemma 1.3.1, A and B are 
unrelated modules. 
(i) (iii) Suppose that the equation in (iii) does not hold. Then there are elements 
x e A and y e B such that I = + r(y) + R. Since r(a;), r(y) C I, there are natural 
epimorphisms f i and /2 such that 
/1 : xR^R/r(x) ~~> Rjl 
f2:yR = R/r(y) R/I 
Since xR/ ker/ i = R/I and yR/ ker/2 = R/I and I . R, there exists a non-zero isomor-
phism in E.om(xR/kerfiiyR/kerf2) which contradicts that A, B are unrelated. There-
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fore r(x) + r(y) = R for all a; G A and y e B. 
Lemma 1.3.3 Let (Mi)ieI be a family of modules which are pairwisely unrelated. Then, 
X = ©(Z A i) for every submodule X of Q M{. 
1
 iei 
Proof. It suffices to consider the case that / is a finite set. We proceed to prove the 
statement by induction on |/ |. The case for \I\ = 2 has already been shown in proposition 
1.3.2. Suppose the statement holds for | / | < n. Let \I\ = n and j be a fixed element in 
/ . For any submodule of Mi, Y Z © M{ is a submodule of © M{. Hence by 
ie/ i^j i^j 
induction hypothesis, 
Y (Y ( i n i i ^ ) . 
i^j i j 
Moreover, Mj and 0 Mi are unrelated since for any submodule K of 0 M{ and N of Mj, 
EomiK^Mj/N) = H o m ( 0 ( Z n Mi),Mj/N) ^ 0 H o m ( Z n M^Mj/N) = 0 
because Mj, Mj are unrelated when i ^ j. Therefore, by proposition 1.3.2, 
I = (X Mj) y = 0 ( X PI M‘ . 
iei 
Theorem 1.3.4 Let (M{)iej be a family of distributive modules. Then the following state-
ments are equivalent : 
(i) 0 M{ is a distributive module, 
iei 
(ii) M“ Mj are unrelated modules whenever i ] [ I . 
Proof, (i) => (ii) Suppose 0 M{ is a distributive module. Then for any i + j, ©M) is a 
iei 
submodule of Mi and hence distributive . Therefore, for any submodule X of © 
iei 
x = xn (Mi Mj = (xnMi) xn Mj). 
20 
This shows that M“ Mj are unrelated by proposition 1.3.2. 
ii) (i) Let C, D and E be submodules of M“ Then, by Lemma 1.3 3 
iei 
CD(V-i-E) = © ( C (1^,)(1(( 117^.) + ( E n MO) 
=©(CNPNMD + O^NFNMI) M{ is distributive 
iei 
= ( ( c n ” n Mi)) + n E n Mt-)j 
= ( ) + (<^  ) by Lemma 1.3.3. 
By proposition 1.3.2 and Theorem 1.3.4 we have the following corollary : 
Corollary 1.3.5 Let (Mi)ieI be a family of distributive R-modules. Then the following 
statements are equivalent : 
(i) Mi is distributive , 
(ii) M{ Mj is distributive whenever i j, 
(iii) for any x G Mi} y 6 Mj, i + i [ I, r(x) + r(y) = R 
Corollary 1.3.6 If M! and M2 are distributive such that Ann(Mi) + Ann(M2) = R, then 
Mi ® Mi is also distributive . 
Proof. This corollary follows as a direct consequence of corollary 1.3.5 and the fact that 
Ann(Mi) C r(a;) for x e Mi. 
In closing this section, it is worthwhile to point out that the product f]/ Mi does 
not need to be a distributive module even if is a family of pairwise unrelated 
distributive modules. The following is a counter example. 
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Let {pn}neiv be the sequence of primes in 7L. Consider the abelian group EUeiV( / n). 
^ t a ; = ( ) and y = (yn) be the elements in /2Zpn) satisfying : 
(1 if n is even 0 otherwise 
0 if n is even 
Vn = < 
1 otherwise 
Then it is clear that both x and y are torsion-free elements and so r(x) + r(y) = 0. 
However, x y = 0. Thus, by corollary 1.2.8 Y[n^{2Z/2ZPn) is not distributive . 
1.4 Endomorphisms of a distributive module 
The main result in this section is to show that the endomorphisms of a distributive module 
must satisfy certain identities in relation to their actions on submodules. Before proving 
tliis interesting result, the following lemmas are needed. 
Lemma 1.4.1 Let M, N be R-modules and g e Hom(M, 
(i) If N is distributive, then for any A, B e L(N) 
g-1(A + B) = g-1(A) + g-\B). 
(ii) If M is distributive, then for any A, B E L(M), 
0 4 = ( ( 5 ) , 
Proof, (i) g-\A)-Vg-\B) = ^r g~lgg-\B) 
= 9 - \ 9 9 - \ A ) - V G G - \ B ) ) 
= " VM + ( (AO) 
^(/1 + 5 ) (Tkf)) 
=g-lgg~l{A^B) 
=g~l(A + B) 
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(ii) g(A)ng(B) = gg-1{g{A)n g{B)) 
=did'19(A) Hg^giB)) 
= ((ker g + A)h (kerg + B)) 
=g(AnB). 
Lemma 1.4.2 Let M, N be R-modules and f,ge Eom(M,N). 
(i) Suppose that N is distributive and X G L(M). Then 
(a) M = g-\f{M))-Vf-\g{M))} 
(b) 1 = ( ^ ^ ^ / ( 1 ) ) + ( 1 0 / - ^ 1 ) ) . 
(ii) Suppose that M is distributive and X e L(N). Then 
(a) 0 = ^ (ke r / )n / (ke r^ ) ; 
(b) z x + / G r 1 ^ ^ ) n ( I + / - )). 
Proof. (i)(a) Clearly, ( / + g){M) C / (M) + g{M). Hence, 
1 = ( / + ^)4(/(71^) + ^ ( ^ ) ) = ( / + ^ ^ ( / ( ^ ) ) + ( / + ^ ) 4 ( ^ ( ^ ) ) : 
by Lemma 1.4.1. Since 
M = g-\f{M))^f-\g{M)). 
(ii) This is a dual statement of (i)(a). 
(i)(b) and (ii)(b) Let i : X — M and TT : M — M/X be the natural inclusion and 
projection maps respectively. Applying (i)(a) to the homomorphisms f i , gi, we then have 
X = (giy'ifiiX)) + {fi)-\gi{X)) = (xn ^ ^ ( / ( X ) ) ) + ( x n ^ P O ) ) . 
Similarly, (ii)(b) follows immediately by applying (ii)(a) to the homomorphisms irf and 
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Proposition 1.4.3 Let X be a submodule of a distributive module M. Suppose that 
f e End(M). Then 
(i) x = (Xn f-\X)) + f ( x n f~l{X))} 
Pro
°f- APPlying Lemma 1.4.2(i)(b) to the homomorphisms f and the identity map, 
we have 
S i n c e / ( / 4 ( 1 ) ) / (M)f l X by Lemma 1.4.1 
I = ( I / 1(X + / ( I / 1(1)). 
(ii) can be proved similarly by Lemma 1.4.1 and Lemma 1.4.2 by using the identity 
/—VCA ) X + ker/ . 
As an immediate application of tlie above proposition we deduce the following result 
Corollary 1.4.4 Let X be a submodule of a distributive module M. Suppose that f E 
End(M). Then 
(ii) + 
Proposition 1.4.3 shows that if M is a distributive module and f G End(Af), then 
any submodule X of M can be writen in the form X = A-\- f(A) = B for some 
A^ B E L(M). The next corollary shows that such a representation is unique. 
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Corollary 1.4.5 Suppose that A, B are submodules of a distributive module M and f e 
End(M). 
(i) I f A + f(A) == Bn f(B)} then A = B. 
(ii) If An f-i(A) = B + f-^B), then A = B. X 
Pro
°f- ^ ^ + f(A) = B + f(B), then by proposition 1.4.3, 
4^ = (4 + / 0 4 ) ) ( 1 / 4 0 4 + /04)) = ( 5 + / ( 5 ) ) 0 / 4 ( 5 + / ( 5 ) ) = 5 . 
Similarly, if ^ n / = JB n f-^B) then 
A = (A n / ) + / ( a n / Ya)) 5 n / 1 … ) ) + / ( n / ) = . 
Corollary 1.4.6 Let X be a submodule of a distributive module M and let f e End(M). 
(i) I f f n ( X ) C YZo f W for some n > then f ( X ) C X. 
(ii) I f f ~ n ( X ) D nrJo1 {or some n > I, then f ( X ) C X. 
Proof, (i) We use induction on n. The case for n = 1 is trivial. Define Xn = f \ X ) 
and note that Xn = Xn_i + / (X n_i) . Suppose that 
i=0 
Then f ( X n ) CXn and so 
Xn Xn + f(Xn) = Xn-\ + /(Xn_i). 
Hence, by corollary 1.4.5 (i), Xn = Xn-\ and so 
n-l 
fn(X)CXnCXn-1 = Y ^ f i ( ^ ) ' 
• .
 i = 0 
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Thus f ( X ) C X by induction assumption. 
(ii) can be proved dually by letting Xn = Lo / and applying corollary 1.4.5 (ii) 
subsequently. 
Suppose that S C L{M) is a set of submodules of M. Define 
H ^ ) = { f e End(M) I f ( X ) C X for aH X 6 <S}. 
Clearly, F(S) is a subring of End(M). 
A subring 5 of E is called right integrally closed in R if whenever 
for some n > 1, 6 5, r G R, then r e S, where that r° is defined to be the identity of 
R. 
Proposi t ion 1.4.7 If M is a distributive module and S C L(M), then F(S) is right in-
tegrally closed in End(M). 
Proof. Suppose that fn + fn-lgn-i + ... + f°g0 = 0 for some n > 1, gi e F(S) and 
f G End(M). Then, for any X eS, 
t=0 i'=0 
By corollary 1.4.6, f ( X ) C X. In other words, f G F(S). 
For any element c lies in the center of R, namely C(R), the mapping Ac, defined by 
Ac(x) = xc for x E M, is then in End(M). Moreover, if c G C{R) and (p e End(M), 
we may define the map ipc 6 End(M) by (}pc){x) = cp(xc) for x G M. Clearly, in this 
, case, (pc = (pXc. With this multiplication, End(M) can be regarded as a C(i2)-algebra. 
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Therefore, we may say p(ip) = 0 for some monic polynomial p e C{R)[x] if there is no 
possible ambiquity. 
Let M be a distributive module and cp G End(M). Suppose that there are elements 
Co,… cn_i G C(R) satisfying 
+ (Pn~ lcn-i + … + c0 = 0 • 
As (pc{ = (p\Ci for z = this implies that 
Since ACi. 6 F(L(M)) for < = 1 , . . . , n, by proposition 1.4.7, e F(L(M)), This yields the 
following proposition. 
Propos i t ion 1.4.8 Suppose that M is a distributive R-module and ^p G End(Af). If 
PM = 0 for some monic polynomial p G then \p e F(L(M)). 
If M is a finitely generated module over a commutative ring R, then for any (p e 
End(M), p((f) 0 for some monic polynomial p G [ ](see, for example, [2], Proposition 
2.4). By virtue of proposition 1.4.8, we obtain the following interesting result for finitely 
generated distributive modules over commutative rings. 
Proposi t ion 1.4.9 If M is a finitely generated distributive module over a commutative 
ring R, then End(M) = F{L(M)). 
A module M is said to be absolutely invariant if End(M) jP(jL(M)), in other words, 
M is absolutely invariant if every submodule of M is fully invariant. If a ring R, considered 
as a right module over itself, is absolutely invariant, then R is called a right duo ring. It 
is easily seen that every right ideal of a right duo ring is a two-sided ideal. Consider a 
module M in which xR + yR is absolutely invariant foy any x, y 6 M. Then M must 
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have a square-free scole. For otherwise, there are distinct minimal submodules Mu M2 
of M such that M, M2. Then ML N M2 = 0 and M, + M2 can be generated by two 
elements in M. Let cp be such an isomorphism. Then can be extended to on the 
sum Mi + M2 with ip'\Ml - and = 0. This shows that M1 + M2 is not absolutely 
invariant. However, this contradicts to our assumption on M. Therefore, M~ must have 
a square-free scole. Let us denote by L2(M) the set of all submodules of M which can 
be generated by two elements of M. Invoking proposition 1.2.9, we obtain the following 
sufficient condition for a module to be distributive. 
Proposit ion 1.4.10 Suppose M is a module such that P G L2(Ad/N) is absolutely in-
variant for any N G L(M). Then M is a distributive module. 
Corollary 1.4.11 Suppose that R is a right duo ring and MR is a right R-module such 
that
 every finitely generated submodule of M is cyclic. Then M is a distributive module. 
Pro
°f- Let / be a right ideal of R. Then I must be an ideal of R because E is a right 
duo ring. For any submodule W of R/I, there is a right ideal N of R such that N = N/I. 
Let a G EndR(R/I). Then there exists a e R such that a(x + / ) = az + 7". Thus 
a(iV//) = aN/ICN/I since iV is a two-sided ideal. Therefore, N is fully invariant. This 
fact leads to R/I is absolutely invariant. Because any cyclic module over R is isomorphic 
to R/I for some right ideal I of R, so all cyclic modules over R must be also absolutely 
invariant. The result then follows immediately by proposition 1.4.10. 
A ring R is called a right Bezout ring if every finitely generated ideal of R is principal. 
By virtue of corollary 1.4.11 if is a right duo ring and also a right Bezout ring, then 
R is the distributive. This generalizes that a commutative Bezout ring is arithematical 
which was obtained by C. U. Jensen in 1966 [15]. 
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In closing this section, we state some interesting results which can be derived from 
Lemma 1.4.2. These results will be useful later on. 
Proposi t ion 1.4.12 Let P and Q be right R-modules and f i 9 e Hom(P,Q). If ev-
ery Pr°Per submodule of P is superfluous and Q is a distributive module, then either 
f(P)Cg(P) org(P)Cf(P). 
Pro
°f- L e m m a 1A'2 (a), P = 9-lf{P.)i-rlg{P). Hence, by hypothesis, g^f(P)= 
P o r
 f~X9{P) = P- Therefore, g(P) C / ( or / ( P ) C g(P). 
Corollary 1.4.13 If R is a local ring and QR is a distributive module, then the submodules 
of Q are linearly ordered. 
Proof. B y putting P = R'm the above proposition, we infer that the cyclic submodules 
of Q are totally ordered since Horn( Q) Q. Hence if I, J are submodules of Q such 
that J g J , there exist x e l \ J. Then J C xR and so / C / . This shows that the lattice 
of submodule of Q is linearly ordered. 
Corollary 1.4.14 A local ring R is a right D-ring if and only if R is a right chain ring. 
1.5 Distributive modules satisfying chain conditions 
The aim of this section is to discuss the class of all distributive modules which satisfy 
certain chain conditions on it submodules. We start with a proposition due to P. Vamos 
in 1978 [22]. 
Proposi t ion 1.5.1 Any finitely generated, artinian and distributive module must be cyclic. 
Proof. Suppose that the finitely generated artinian and distributive module M is not 
cyclic. Then, since M is artinian, there is a minimal submodule A of M such that A is 
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not cyclic. Clearly, M is generated by two of its elements. Consider the following set of 
submodules of M. 
C = M I a: 2/ for some x, y e M such that M = xR+ yR} 
Since M is generated by two elements, C Let K be a minimal member, in C. Then 
K
 =
 a R b R f o r
 some a, 6 G M satisfying aR + bR = M. Note that aR, bR ^ M for 
otherwise, M must be cyclic. Therefore, K C M. Thus, by the minimality of M, K must 
be cyclic, say IC = yR. Now, invoking theorem 1.2.7, we obtain that 
M = aR + bR=(a + b)R + (aRnbR) = (a + b)R + yR. 
This shows that (a + b)RnyR G C. As (a + b)RnyR = (a + 6) n A'g 0 + ¾ / ( = K 
by the minimality of JT in C. Therefore, K C (a+b)R. Thus M + ~ + r= (a + 6)i? 
which implies that M is cyclic a contradiction. 
If R is an artinian ring and M is a distributive module ovei R, then by virtue of the 
above proposition, every finitely generated submodule of M must be cyclic. 
It is well known that every ideal of a commutative Dedekind domain is distributive and 
there exist Dedekind domains which are not principle ideal domains, hence the condition 
that the module is artinian cannot be omitted in proposition 1.5.1. Also, I would like to 
point out that there are artinian and distributive modules, which are not finitely generated 
modules. For example, the Z(p°°) type abelian groups is one of this kind. It is well known 
that ZZ(p°°) is an artinian -module and its lattice of its subgroups form a chain. Thus 
2Z(p°°) is distributive . However, is not finitely generated. 
Proposi t ion 1.5.2 Any artinian or noetherian distributive module is absolutely invari-
ant. In particular, any right D-ring which is also right noetherian is a right duo ring. 
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Pro
°f- Let M be an noetherian distributive module and X be a submodule of M. For any 
f G End(M), we construct the following chain : 
X C Z + f ( X ) C X + / ( ^ ) + f \ X ) C . . . 
which is an ascending chain of submodules o fM. By the assumption on M, there \sne IN 
such that 
E / w c g / w . 
t'=0 :=0 
Tims, fn(X) C Et-="o By corollary 1.4.6 (i), we then have f ( X ) C X. This shows 
t h a t X i s f u l l y invariant. Hence, M is absolutely invariant. Similarly, by using corollary 
1.4.6 (i) in the case that M is an artinian distributive module, we can show that M is also 
absolutely invariant. 
Combining proposition 1.5.2 and corollary 1.4.11, we obtain a characterization theo-
rem for right D-rings. 
Corollary 1.5.3 A principal right ideal ring is a right D-ring R if and only if R is a right 
duo ring. 
Theorem 1.5.4 Let M and N be modules, and f,ge Hom(M,iV). 
(i) Suppose that M is artinian and that N is distributive. 7/ker f C kerg, then g(M) C f(M). 
(ii) Suppose that N is noetherain and that M is distributive. If g{M) C f(M), then 
ker f C ker g. 
Proof, (i) Suppose that ker f C ker but g(M) g f(M). Let 
A = J2{BeL(M)\g(B)Cf(B)}. 
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Clearly A is the largest submodule of M such that … C f{A). In particular, we see that 
kevfCkexgC A. Since g(M) % f(M), A^M and so, by hypothesis, we can find a sub-
module X such that A C X C M, A ^ X and X/A is simple. But A C g-1 f(A) C 1 f ( X ) 
and so A C X n ^ V W . C X by Lemma 1.4.2 (ii). Since g(X) % f { X ) and X/A is simple, 
w e A
 = X n g ~ V ( X ) . By Lemma 1.4.2(ii) X = ( 7 ( 1 ) ) + ( / 1 (Z)) and 
so 
/PO = f(A) + f { x ^ r l g { x ) ) 
= f ( A ) + ( / (X) D g(X)) by direct checking 
by direct checking again 
I = f(A) + g(A) 
1 / 
Since k e r / C A, A = X, a, contradiction. Hence g(M) C f(M). 
(ii) can be proved dually. 
Corol lary 1.5.5 Let M be a distributive module. 
(i) Suppose that M is an artinian module and X, Y G L(M). If X = Y, then X - Y. 
(ii) Suppose that M is noetherian and X, Y 6 L(M). If M/X = M/Y, then X = Y. 
Proof, (i) Let X,Y G Z(M) such that X ^ Y. Then f G Hom(X,M) is a monomorphism. 
Thus k e r / - ker i = 0, where i: X M is the natural inclusion. By Theorem 1.5.4’ we 
then have X = f ( X ) = Y. 
(ii) Suppose that X, Y G L{M) such that M/X L M/Y. Let t t k : M M/K be the 
natural projection for K G L(M). Then firx G Hom(Af ,M/y) is an epimorphism. Thus 
firx(M) = 7jY(ilf) = M jY: By Theorem 1.5.4, we derive that ker firx = ker ny. Hence 
x = y; 
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Corollary 1.5.6 Let M be a distributive module. 
(i) If M is artinian, then any monomorphism in End(M) is an automorphism. 
(ii) If M is noetherian, then epimorphism in End(M) is an automorphism. 
Proof. This follows immediately from corollary 1.5.5. 
Remark 1.5.7 If the Noetherian condition on M is replaced by tlie artinian condition 
on M in corollary 1.5.5 (ii) and corollary 1.5.6 (ii), then the above conclusions do not 
hold. For instance, consider the -module Let H be a non-zero subgroup of 
Obviously, Z(p°°) is both artinian and distributive as mentioned before, but 
Let 7T : 2L{f°) — 2Z(p°°)/H be the natural surjection. Then = Z(p°°) is 
an epimorphism. Since kerTr^ = H, tt^ is not an automorphism. This example illustrates 
that corollary 1.5.5 (ii) and corollary 1.5.6 (ii) does not hold if M is not a Noetherian 
module. 
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C h a p t e r 2 
Rings w i t h d i s t r ibu t ive la t t ices of 
r ight ideals 
I n t h i s
 chapter, we study the structure of the rings with distributive lattices of right ideals. 
According to W. Stephenson [20] and V. P. Camillo [8], these rings are called right D-
rings. In particular, we shall study the ideal theory of the right D-rings which are also 
Noetlierian ring as well. 
Left D-rings can also be defined similarly. In particular, a left and right D-ring is 
simply called a D-ring. 
2.1 Rings of quotients of right D-rings 
We start with a discussion on the quotient rings of a right D-ring. Firstly, we quote some 
basic definitions and facts concerning quotient rings. 
Definition 2.1.1 Let R be a ring and S be a multiplicative subset of R. Then S is a right 
denominator set if S satisfies the following conditions: 
( D l ) If s E S and a E R, then there exists t E S and b E R such that sb = at. 
. ( D 2 ) If sa = 0 with s E S, then at = 0 for some t £ S. 
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R e m a r k 2.1.2 For each right denominator set S of R, denote the right ring of fractions 
with respect to S by " i ( s e e [19] chapter 2). In particular, if the right denominator set 
S w h i d l
 consists of only regular elements, then S is called a right divisor set of R. If the 
set all regular elements S of R is a right divisor set, then R is called a right Ore ring and 
the corresponding ring of fractions RS~l is obviously the right classical quotient ring of 
R. 
If S is a right (left) denominator subset of there is a canonical ring homomorphism 
p f r o m R to 1 )• Moreover, every element of RS~X (S^R) iis of the form 
p ( r ) v ^ ) - 1 (v?(5)"V(r)) for some r e R ^ n d s e S . In the sequel, we simply denote ) 
by r for r G i? whenever there is no ambitquity. Similarly, if EC R, we simply denote by 
E the set ip(E). 
Remark 2.1.3 If S consist of only regular elements and is itself a multiplicative subset 
of R satisfying condition (Dl) in definition 2.1.1, then is a right divisor set. Moreover, 
if R satisfies the ascending chain condition on right annihilators, then it is known that 
any multiplicative subset S oi R satisfying (Dl) is in fact a right denominator set (see [19] 
chapter 2, proposition 1.5). 
Proposi t ion 2.1.4 (i) If R is a right D-domain, then R is a right Ore domain. 
(ii) Let R be a right D-ring which is also right Noetherian, then every multiplicative 
subset S of R must be a right denominator set. 
Proof, (i) follows directly from corollary 1.2.4. 
(ii) Let s G S and a G R. Then as G Rs. Since iE is a right Noetherian, right D-ring, so R 
is a duo ring. Hence Rs C sR, This implies that as G sR, Thus sb = as for some b E R. 
Consequently, S satisfies condition (Dl) in definition 2.1.1. By remark 2.1.3, S is then a 
right denominator set. 
'26 
Proposi t ion 2.1.5 Let R be a right D-ring. 
(i) If S is a right denominator subset of R, then RS'1 is a right D-ring. 
(ii) Let S be a left denominator subset of R and Rx be a subring of S^R such that 
Rl contains the
 canonical image of R in S^R. Then Rx is a distributive right 
R-module. In particular, is a right D-ring. 
Pro
°f' Denote 1 by Q. Regard the ring Q itself as a right module over Q. Then, 
for any x.yeQ, there exist a, b e R ^nd t e S such that a; at"1 and y = bt~\ Then 
(x : y) D t(a : 6). 
This implies that 
tQ = tRQ 
=t(a: b)Q + t(b : a) Q 
^ (x y) + (y : x) 
As t is a unit in Q, tQ = Q. Hence, Q is right D-ring by Theorem 1.2.7. 
(ii) Suppose ^ is a left denominator set of R and is a subring of S 1 R such that Rx D R. 
Then, can be regarded as right i^-module with the canonical multiplication. Moreover, 
is a distributive right jR-module. For any 1-1 a, t~lb e (a: 6) C ( 1a : t^b). Hence, 
(t^aR : /_16) + (t~lbR : r2a) D (a: b) (b: a) = R. 
This implies that Ri is a distributive -module. In particular, any right ideal of Ri is also 
a -submodule of Ri, hence the lattice of right ideals of is a sublattice of L{R\). This 
shows that the lattice of right ideals of R\ is distributive • 
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 — g the canonical image of R. Then Rx is right integrally closed 
in S-1R. 




t e t h a t
 =
 1
 and F i iR ,}) =
 R l . Therefore, by proposition 
1.4.7 Rx itself is right integrally closed in S i If Rx caontains the canonical image of 
R
,
 t h e n
 i i s -submodule of S ^ R . Thus, the result follows. 
Recall that, by proposition 2.1.4, a right D-domain R must be a right Ore domain 
and so R has a right quotient division ring. This leads to the following corollary. 
Corollary 2.1.7 Let R be a right D-domain. Then 
(i) R is right integrally closed in its quotient division ring. 
(ii) the center C of R is integrally closed in the quotient field Q of C. 
Proof, (i) follows directly from proposition 2.1.4. 
(ii) Clearly, 5 = C \ {0} is a left divisor set for and so can be embedded canonically 
into S~lR. By proposition 2.1.6, R is right integrally closed in S~lR. Ii q ^ Q and 
qn + E o _ 1 ciQl = 0 for some c{ 6 C,n> 1, then ¢ 6 R. But Q is the center of S—R and 
so g e Q R = C. Hence C is integrally closed in Q. 
2.2 Localization of right D-rings 
We begin with this section a generalization of a well-known result concerning prime ideals 
in Priier domains. Recall that a right ideal P of R is said to be completely prime if 
whenever ab e P for any a, b e R, then either a or b e P. 
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Propos i t ion 2.2.1 Suppose that R is a right D-ring and P, Q are completely prime right 
ideals of R, Then 
(i) either P, Q are comparable or P + Q = R, 
(ii) if PC J(R)} then either ICP or PCI for any right ideal I of R. 
Proof, (i) Suppose that P and Q are not comparable. Then P g Q and Q g P. Thus, there 
exists p E P, q e Q such that p ¢ Q smd q ^ P respectively. Since P, Q are completely 
prime ideals, so (p:q) CP and (q:p)C Q. Hence, by Theorem 1.2.7 PQ - R. 
(ii) Suppose that J g P . Then pick a e I but a ¢ P. Thus for any p e we have 
(P : C P. Then, by Theorem 1.2.7, P + (a : p) = R. Since J(R) is superfluous in R, 
(a : p) = R. Therefore, pRCaRCI which leads to PCI. 
It is clear to see that every completely prime right ideal is a prime ideal. However, 
it is known that the converse statement does not hold in general. It is interested to note 
that prime right ideals are completely prime in right Noetherian right D-rings. 
Proposi t ion 2.2.2 Let R be a right Noetherian right D-ring. Then every prime ideal of 
R is completely prime. 
Proof. Let P be a prime ideal of R. Suppose a^ b 6 R such that ab G P. Invoking 
proposition 1.5.2, is a right duo ring. Therefore, Rb C bR. This implies aRb C abR C P. 
Since P is a prime ideal, a E P OT b E P. This show that P is a completely prime ideal. 
Let R be a ring and P be a prime ideal of R. If 5 = \ P is a right denominator 
set of R, we denote by Rp the right ring of quotients with respect to R\ P. If / is a 
right ideal of R, we denote by IRp the right ideal generated by I in Rp. In particular, if 
I = aR for some a G we simply denote IRp by aRp. 
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By virtue of propositions 2.2.2 and 2.1.4 (ii), if iE is a right Noetherian, right D-ring, 
R \ P i s a r i S h t denomiantor set. In general, we have the following characterization theorem 
for right D-rings satisfying the ascending chain condition on its right annihilators. 
Theorem 2.2.3 Let R be a ring satisfying the ascending chain condition on its right 
annihilator. Then R is a right D-ring if and only if S = R\M is a right denominator set 
and R
m = is a right chain ring for every maximal right ideal of R. 
Before proving Theorem 2.2.3, the following lemma is crucial. 
Lemma 2.2.4 Let R be a ring such that S = R \ M is a right denominator set of R for 
everV maximal right ideal M of R. If I, J are right ideals such that IRM = JRM for any 
maximal right ideal M of R, then I = J. 
Proof. Suppose that IRM = JRM for every maximal right ideal M of R. Assume / g J . 
Then, there is x e I\J and so ( / : x) + R. Therefore, there is a maximal right ideal 
M of R such that (J : x) C M. On the other hand, since IRM = JRM, xt e J for some 
t e contradiction. Therefore, ICJ. Similarly, one can prove that J CI. Hence, 
I = J. 
We now turn to prove Theorem 2.2.3 Suppose that is a right D-ring. By corollary 
1.2.5, every maximal right ideal M of R is a two-sided ideal. Let si, s2 e R \ M. Then, 
S2R + M = Rby the maximaiity of M. Hence, s2r + m = 1 for some r e R and m G M. 
Thus, s is2r + Sim = si If sis2 G M, then si E M. However,this contradicts to the 
assumption on si. Thus, ^1^2 E R \ M. This proves that R\M is a, multplicative subset 
of R. 
We next show that S = R\M also satisfies the condition (Dl) in definition 2.1.1. Let 
s G S and a 6 R. Since is a right D-ring, (s : a) + (a : s) = R. Then either (5 : a)%M 
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or (a : s) 2 M. If (s : a) % then there is t^ M such that at = sb for some b e R. On 





 T l m s 6 M
. Therefore, S satisfies (Dl). By remark 2.1.3, S is then a right 
denominator set. 
By proposition 2.1.5 (i), is a local right D-ring. Invoking corollary 1.4.14, RM is 
a right chain ring. 
Conversely, suppose that S = R \ M is a right denominator set and RM = RS~X is 
a right, chain ring for every maximal right ideal of E. It is easy to see that for any right 
ideals/ , of J
 = j M J j R m a n d ( j + = + i s 
a right D-ring, for any right ideals A, B, C of R, we have 
ARM BRM + CRM} = (ARM J? M ) + (ARM CRM). 
Hence, 
(A n (B + C))Rm = {{Ar\B) + (A n c))rm • 
Since M is arbitrary chosen, by Lemma 2.2.4, we have A 5 + C) = n + 7). 
Thus, R is a right D-ring. 
2.3 Reduced primary factorizations in right ND-rings 
We simply call a right D-ring which is right Noetherian a right ND-ring. Left ND-rings 
are similarly defined. If R is both a left and right ND-ring, then R is called a ND-ring. 
Let R be a right ND-ring. By the results obtained in the previous section, every 
multiplicative set S is a right denominator set and every prime right ideal P of R is 
completely prime. Consequently, a right ND-ring behaves, in many ways as commutative 
ring. In fact, a right ND-ring R is a right duo ring, that is, C aR for a 6 R. This 
property further convinces us that R behaves as if it were commutative. In this section, 
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W e s h a 1 1
 obtain some results on ND-rings wliich are generalizations of the corresponding 
results on ZPI-rings (see [18]). 
We first give a generalization of a well known result in ZPI-ring. A ring R is called 
a right multiplication ring if for any right ideals ACB, there is a right ideal C of R such 
that A = BC. It is well known that every ZPI-ring is a (right) multiplication ring (see 
[18]). We are now able to extend this result to a more general class of rings, namely, the 
right ND-rings. In fact, we shall prove that every right ND-ring is a right multiplication 
ring as well. 
Theorem 2.3.1 If R is a right ND-ring, then R is a right multiplication ring. 
Pro
°f' ^ AC B be right ideals of E and C = {d G R\BdCA}. Clearly C is a right 
ideal and BC C A. Now, we need to show that A = BC. By virtue of Lemma 2.2.4, it 
suffices to show that ARM {BC)RM for every maximal right ideal M of R. 
Let M be a maximal right ideal of R. Since every right ideal of R is finitely generated 
and MM is a right chain ring, by Theorem 2.2.3, every right ideal of RM is therefore 
principle. Suppose that B is generated by the elements as a right ideal of R. 
WLOG, we may assume BRM = b1RM. Also, ARM = aRM for some a e A. Since ACB, 
O'Rm Q^iRM- Thus, there is r e R and s eR\M such that as = bxr in RM- This implies 
that aRM = birRM- On the other hand, F{ G bxRM for z = 2, • • •, n. Therefore, biU = b^ 
for some U E R\M and r\ e R for each i. Let t - tx "-tn. Since is a right duo ring, 
t = t{Si for some Si 6 R. Thus, 
b{t = b{tiS{ = bir\si = b\ri. 
Also, tr = rt' for some t' G R. Let c = tr = rt'. Then for i> 2 
biC = bitr = birjr = birr\ = asr^ G A 
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f o r s o m e
 e Moreover, bxc = birt' = ast' G A. Therefore, 
B c
 = = j^b iRc C f^b icR C f ^ A R = A. 
{
 i i i 
Therefore c G C. However, in RM, we have tRM = T^CRM C CRM C tRM. Therefore, 
rRM = cRm and consequently, aRM = bxrRM = blCJlM. Thus we have 
^Rm = bLCRM C (BC)RM C ARM • 
Hence, ARM ={BC)RM- The proof is completed. 
R e m a r k 2.3.2 Note that the dual statement of Theorem 2.3.1 can be proved similarly. 
Tims if is a left ND-ring, for any ideals ACB, there is an ideal C such that A = CB. 
We now turn to study the ideal theory of right ND-rings. The following definitions 
can be found in the texts [19] or [18]. 
Definit ion 2.3.3 Let R be a ring and A be an ideal of R. Then 
(i) The prime radical of A, denoted by y/A, is just the intersection of prime ideals 
containing A. 
(ii) A is irreducible if for any ideals B, C of R such that C = then B = A or 
C = A. 
(iii) A is primary if for any a , b e R such that aRbCA but b ^ A then a e VA. 
R e m a r k 2.3.4 
(i) If A is a primary ideal, then \fA is a prime ideal. 
(ii) If iE is a right noetherian ring, then (y/A)n C A for some natural number n (see [18] 
proposition A.8). 
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Propos i t ion 2.3.5 Every irreducible ideal of a right ND-ring is primary 
P r o o f
- Let A be an irreducible ideal' of R. Suppose a, b e R with aRb CAbutb^A. 
Since 
(A : a)C(A:a2)C(A:a3)C ... , 
is an ascending chain of right ideals, there is a natural number n such that (A : an) = (A : 
ak) for ^ k > n . We claim that # 6 g A Let y e # Then y = for 
some r, r' G R. Thus, we obtain ay = a 1r = abr' e A. This implies that r e (A : 
and hence r e (A : an). Therefore, y =
 a
n
r e A. 
Since (A + anR) fl (A + = A + (anRnbR) = A and A is irreducible, A = A + anR 
or A = A + 6 Since b ^ AyA = A + anR and hence anR C A. Since every prime ideal 
of R is completely prime, a E y/A. 
Propos i t ion 2.3.6 Let R be a right ND-ring and A, B, P be ideals of R. 
(i) If P C A and P is a prime ideal, then P = AP. 
(ii) If A + B - R, then 5 = =t! 
(iii) If Pi C P2 are prime ideal of R, then Px for n G IN 
Proof, (i) Since is a right multplication ring, P = AC' for some ideal C' of R. As 
APC P, A(C' + P) = P. Since A%P and P is prime, C' + PCP. Hence, AP = P. 
(ii) Let M be a maximal right ideal of R. Since A B = R, either A%M oi B%M. 
WLGG, we assume that A g M. Then ARM = RM and so (AB)RM A) M = BRM. 
Thus, 
BRM = (BA)RM c ( ^ B)RM c n BRM = BRM. 
Therefore, (AB)RM = {BA)RM = {A n ) .Since M is arbitrarily chosen, by Lemma 
2.2.4, we have AB = BA == A B. 
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 C Then P2P1C By (i), we obtain Px C Obviously, 
P l
 ^
 P2n+1 for otherwise P2 C P1 and hence Pi = P2, a contradiction. Therefore, c P2n 
for n e IN. 
It proved by L. Lesieure and R. Crosit (Ref. [18]) that every ideal A of a right 
noetherian ring iE is a finite intersection of tertiary ideals with distinct tertiary radicals. 
In particular, if is a right D-ring, then by proposition 2.3.5, every irreducible ideal 
is primary. Therefore, every ideal A oi R admits a reduced primary decomposition. In 
otherwords, there are some primary ideals / 1 , - - - , 4 of satisfying 
(i) a = A n . . . n In, 
(ii) no /i contains the intersection of the remaining / j , and 
(iii) y/Ti + v ^ for i j (see [18]). 
Definition 2.3.7 Let A be an ideal of the ring R. Then A has a reduced primary factor-
ization if there are primary ideals • • ,In such that A = /1 • - -In. Moreover, y/Tj 
are incomparable prime ideals for i • j. 
In fact, if R is a right ND-ring, then every ideal of R admits a reduced primary 
factorization. Before going through the proof of this result, we need to obtain an interesting 
lemma. 
Lemma 2.3.8 Let R be a right ND-ring. If Ii is a Pi-primary ideals (i=l,2) and Pi C P2 
then Ii C /2. 
Proof. Since P^ C I 2 for some n £JN1I1CP1C P^h by proposition 2.3.6 (iii). 
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Theorem 2.3.9 Let R be a right ND-ring. Then every ideal of R admits a reduced pri-
mary
 Furthermore, the factorization is unique up to the order of rmdtvpli^ 
cation of primary ideals. , 
P r 0 0 f
'
 L e t A b e a n i d e a l o f
 with a reduced primary decomposition ^ = i … 
Denote by P{ the prime radical of 1,. Then P^ C I{ for some natural number n,. Since 
A : A •.. H In is a reduced primary decomposition, 7,-g/,-for ^ J, by lemma 2.3.8, 
P i
,
 a r e
 incomparable for i ^ j . By proposition 2.2.1, for j,Pi + Pj = R and hence 
I PTNI + = R. Therefore, I{ + IJ = R. This implies that i i ^ . . … + II+1 = R. Hence, 
by using proposition 2.3.6’ we have A = IXI2 . . ./n. 
Now, suppose A = JXJ2--. Jm is another reduced primary factorization of A. By 
using smiliar arguments, we have 
A
 = J ih “ ‘Jm = A n «/2.. • j m . 
Obviously, A = /2 … J m is a reduced primary decomposition of A. By theorem 
A.18 in [18], we have m = n and Ii and can be re-numbered so that = V J 7 for each 
^ Thus Ii + Jj = R for i ^ j. Hence, for 1 < z < n, 
^ = ^ + ^ = ( 0 ^ ) + ^ = 0 ( ^ + ^ ) = ^ + ^ . j j 
This implies that ^ C /z-. Similarly, C J{ and hence = ^ . 
Finially, we remark here that a power of a prime ideal is in general not necessarily 
primary. However, if is a right noetherian ring, then the powers of a prime ideal P is a 
P-primary ideal. In particular, if R is a right ND-ring, then every primary ideal of R is a 
product of prime ideals of R. 
Proposi t ion 2.3.10 Let R be a right ND-ring. 
(i) Q is a P-primary ideal if and only if Q = PnI for some ideal I P and n e HV. 
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(ii) Suppose that P^I, = P V 2 , where P C I2 are ideals of R and P is a non-zero 
prime. If R is a domain then m = n. 
(iii) Every ideal of R is a product of prime ideals. 
Pro
°f- 0) L e t Q = P” for some ideals I D P smd n G M. By theorem 2.3.9, Q admits 
a reduced primary factorization Q = H Since I P, IP = P by proposition 2.3.6 
(i). Thus, 
pn+l
 = pn(/p) = QPCIiCy/Ti 
and hence PCy/U for all i. On the other hand, h-"IkCP. Therefore, / Z J C P f o r some 
j a n d so .WLOG we may assume a/7i = P. We claim that k = 1 for otherwise 
which contradicts that Q i i . . . / is a reduced primary decomposition. Therefore, k = 1. 
Thus Q = Ii is then a P-primary ideal. 
Conversely, let Q be a -primary ideal. Suppose Q is not of the form P n J . Then Q ^ Pn 
for all n G JN• Since E is a right Noetherian ring, Pk C Q for some k e JN. Therefore, we 
can find meJN such that QCPm and Q g P m + 1 . Then Q = PmC' for some ideals C'. 
Clearly, C ' g P for otherwise Q C Pm+\ Take C = Cf + P. Then C D P and PmC = Q, 
a contradiction. 
(ii) Since Pmh = Pnh and Iu I2 D P, 
Pm+1 PnI2P = Pn+1. 
On the other hand, since P is a prime ideal of R : the set 5* = iE \ P is a multiplicative 
subset of R. Hence, by proposition 2.1.4 (ii), 5 is in fact a right denominator set of R. 
Suppose m > n. Then P n + 1 = Pn+2 This leads to Pn+1RP = Pn+2RP and hence 
Pn+1RP = Pn+1RpPRp. Since Pn+1RP is a finitely generated Rp-module and PRP is 
the Jacobson radical of Rp, by Nakayama's Lemma, Pn+1 Jip = 0. In otherwords, a5 = 0 
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for any a E P n + 1 for some s g P. Since R is a domain, a = 0. This implies that P = 0 
which contradicts the assumption on P. Therefore, m > n. Similarly, we may show that 
n> m. Hence we obtain m = n. 
(iii) By virtue of theorem 2.3.9, it suffices to show that every primary ideal is a product 
of primary ideals. Let 
S - {I\Iis a primary ideal which is not a product of prime ideals }. 
Suppose S + 0. Then there is a maximal element Q in S. Let P be the prime radical of 
¢ . By (i), g = PnI for some ideal I P. By theorem 2.3.9 I admits a reduced primary 
factorization I = /a • • • Ik. Then DPDQ for each i. Therefore, U ^ S and hence I{ is 
a product of prime ideals for each i. Thus Q is a product of prime ideals, a contradiction 
! Consequently, = 0. 
2.4 ND-rings 
ND-rings have already been studied by V. Camillo in [8]. In his paper, he shows that 
every ideal in a ND-domain can be uniquely, up to the order of multiplication, factorized 
into a product of maximal ideals. In this section, we shall provide an alternative proof of 
this interesting result. 
Note that every ND-ring is a duo ring. By virtue of remark 2.3.2, we obtain the 
following dual statement of proposition 2.3.6 ( i ) : 
Let Rbe a, left ND-ring. HP is a prime ideal of R properly contained in an 
ideal A of R, then PA = P. 
The following corollary shows that the product of ideals is commutative in ND-rings. 
Corollary 2.4.1 Suppose that R is a ND-ring. Then 
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(i) for any two ideals A, B of R, AB = BA 
(ii) an ideal Q is P-primary if and only if Q = Pn for some n e IN ; 
(m) for any ideal A of R} there are incomparable prime ideals P\ • • • P such that 
A = P?…P^ • Moreover, i f Q v Qm are incomparable primes such that >1 = 
Qi Qm> then m = n, and for each i, P{ = Qj for some and P^ = Ql?. 
Pro
°f' (1) S i n c e e v e r y i d e a^ oi the ND-ring R is a product of primes, it suffices to show 
that for any two prime ideals P, Q of R, PQ = QP. If P, Q are incomparable then, by 
proposition 2.3.6 (iii), PQ = QP. Consider the case that P, Q are comparable. WLOG 
we may assume P C Q. Then P = PQ = QP. 
(ii) Let P c / be ideals of R with P being a prime ideal. By (i), PnI = / P " = pn f o r 
n e M. Therefore, the result follows from proposition 2.3.10 (i). 
(iii) By theorem 2.3.9 and (ii), for any ideal A there are incomparable prime ideals 
Pi " . Pn such that A = P^1 …P^ • Suppose Q!,… Qm are incomparable primes 
such that A = Q^ -'-Q1^. Since Q\‘ is a Q-primary ideal for i = 1 , . . . ,m, by theorem 
2.3.9 then m = n and for each i, P^ = Q^ for some j. Hence, PI = QJ. 
Proposi t ion 2.4.2 Let R be a ND-ring. Then for any ideal A of R, 
OO 
p | = {r G iE|r(l - c ) = 0 for some c e A} = {r e R\(l - c)r = 0 for some c e A}. 
71 = 1 
/n particular, ( f ^ = 1 An)A = A(f)n=i ^1) = f l ^ a and f l ^ i J(R)n-
Proof. Recall that if is a right noetherian ring such that every irreducible ideal is 
primary, then for any ideal A of , g AB for some n e IN (see [18] Theorem 
A.10). Let A be an ideal of R. Suppose that r 6 f l ^ i An- Then Amr\rRCArR for some 
m e JN. Since iE is a duo ring, rR = Rr. Thus, by corollary 2.4.1 rA = rRA = ArR = 
ARr = Ar. Since r e rR, r e r/l dr . Thus, r = cr and r - rd for some c^ d e A. 
Conversely, if r = cr (or r = rc) for some c e A, then r G ^^ An. 
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Proposi t ion 2.4.3 Let R be a ND-ring. 
(i) For any maximal ideal M of R, there is at most one prime ideal P properly contained 
in M. In this case, P = ^ ^ Mn. 
(ii) / / & a ND-domain, then every non-zero ideal can be factorized into a product of 
maximal ideal and the
 factorization is unique up to the order of multiplication. 
Pro
°f' (1) L e t M be a maximal ideal and P be a prime ideal of such that PcM. Let 
r e
 1 M n . Then r( l - c) = 0 for some c 6 M. Thus, r ( l - c) e and 1 - c P. 
Hence, r G P . Therefore, M- C P. On the other hand, MP = P by proposition 
2.3.5. Thus P g AP. So = AP. 
(ii) If is a ND-domain, 0 is then a prime ideal properly contained in any maximal ideal 
M
' Therefore, for any nonzero ideal A of R, A can be factorized into a product of maximal 
ideals by corollary 2.4.1. Since for any maximal ideal M, Mn + Mm for n + m. There-
fore, by proposition 2.4.1 (iii), the factorization is unique, up to the order of multiplication. 
We call a duo ring R a special primary ring if R is a local ring and every ideal of R 
is a power of the maximal ideal of R. Thus every special primary ring R must be a chain 
ring and hence a D-ring. Moreover, if M is the maximal ideal of R, then Mn = 0. If 
M = 0, R is clearly a division ring. If M + 0, then M + M2. Let a e M \ M2. Then 
- M. Hence, Mn is a principal ideal for all n £ JN. Therefore, R is a noetherian ring 
and hence a ND-ring, In general we have the following theorem which is a generalization 
of a well known result on ZPI-rings (see [18] p207). 
Theorem 2.4.4 A ring R is an ND-ring if and only if R is a product of ND_domains 
and special primary rings. 
Proof. Clearly, if is a product of ND-domains and special primary rings, then R is a, 
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ND-ring. Conversely, Suppose that R is a ND-ring. Then, by proposition 2.3.10 0 = 
1
 ... PT1 where PU- •., PN are incomparable prime ideals. Thus, by Chinese remainder 
theorem, 
= / i ^ 1 . . . / " . 
If Pi is not a maximal ideal of R and M{ is a mammal ideal containing Pu then by propo-
sition 2.4.2 r = rc for r G Pi and some c G Thus r = r(rc) G P2 and hence P{ = i f . 
Thus R/P^ = R/PI is then a ND-domain. On the other hand, if P{ is a maximal ideal, 
then R / P ^ is obviously an ND-ring and contains only one prime ideal, namely 
By proposition 2.3.10, every ideal of R/P^ must be a power of Pi/Ptki. This 
completes the proof. 
In closing this chapter, we provide herewith an example of non-commutative right 
ND-rings. 
Example 2.4.5 Let Q be the field of rational number. Consider the ring 
0
 I Q ^ . 
Clearly, is a non-commutative ring. Let a = ^ e R Then 
‘ [Q2 Za _ 
• [ 0 ] = [ Q1 0 ‘ 
¢1Q + ZQ za2Z Q2 za7L 
J L -
for some ideal Qi, Q2 of Q. Thus for any right ideal I oi R, we have 
I / - E ^ j n 1 • 0 . 
[Q2 Zael^Z _ 
Since ^ is a PID, YLAEL for some 2 E 2Z. Therefore, 
j
 = f Qi 0 ] = \ qi 0 






 0 or L This shows
 that R is a principal right ideal ring. In particular, R 
is right Noetherian. Clearly, if 
r _ f Qi 0 '1 I* 6-1 0 1 
J l
 Q2 J, and S 2 h J
 L 
then 
I i n i 2 = f & & 0 . 
[_ ¢2 n j2 
/1 + /2 : \Qi + s1 0 . 
1 Q2 + S2 Ji +J2 
Since the lattices of ideals of 2Z and Q are distributive, the lattice of right ideals of R is 
then distributive. Hence, R is a right ND-ring. 
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C h a p t e r 3 
D i s t r i b u t i v e modules over 
c o m m u t a t i v e r ings 
In this chapter, we study the class of distributive modules over commutative rings. Dis-
tributive modules over ZPI-rings are particularly characterized. Furthermore, the rela-
tionships between distributive modules and multiplication modules are investigated. 
Throughout this chapter, all rings are commutative rings with identity. 
3.1 Multiplication modules 
Definit ion 3.1.1 Let M be a module over the ring R. The module M is called a mul-
tiplication module if every submodule of M is of the form IM, for some right ideal I of 
R. 
R e m a r k 3.1.2 Every cyclic module is a multiplication module. This is because if X is 
a submodule of a cyclic iE-module, say Z for some z Z^ then x G X implies 
x = rz for some r G (X : Z). Therefore, X — (X : Z)Z and hence cyclic modules are 
multiplication modules. 
We begin with a characterization of finitely generated multiplication modules which was 
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stated by A. Barnard in [5]. We provide the proof herewith for the sake of completeness. 
Proposi t ion 3.1.3 Let R be a ring.. 
(i) Let S be a multiplicatively closed subset of R. If an R-module M is a multiplication 
module, then the S-1 R-module S~lM is a multiplication module. 
(ii) A finitely generated R-module M is a multiplication module if} and i f , the RP-module 
Mp is a multiplication module for all maximal ideal P of R. 
Proof, (i) Let N' be a 1 -submodule of 5 1 M. Then there is a -submodule N such 
that S-iN = N'. Since M is a multiplication module over R, N = IM for some ideal I 
of R. Thus N' = ( S ^ I X S ^ M ) . Therefore, S^M IS a multiplication 5"1JR-module. 
(ii) By (i), if M is a multiplication -module, then MP is a multiplication E -module for 
all maximal ideal P of R, Conversely, suppose that Mp is a multipliccition J^p-module 
for all maximal ideal P of R. Let X be a -submodule of M. Since M is finitely 
generated, (X : M)RP = (XP : MP). Because XP = (XP : MP)MP = ((X : M)M) , 
X = (X:M)M. , 
In order to study the properties of multiplication modules, we need the following 
simple analogue of Nakayama's Lemma. 
Proposi t ion 3.1.4 Let M be a multiplication R-module and let I be an ideal of R such 
that IQ J(R). Then IM M implies M = 0. 
Proof. For x e My there is a right ideal E oi R such that Rx = EM. Since M = IM, 
EM = EIM = IE Ad. Hence, Rx = IRx. Thus, by Nakayama's Lemma, Rx = 0 and 
hence a; = 0. 
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L e m m a 3.1.5 Let R be a ring and let M be an R-module whose annihilator is contained 
in only finitely mamJ maximal ideals of R. If MPi is a cyclic RPi-module for 
i = 1, • •. n then M is a cyclic R-module. 
Pro
°f' T a k e G M such that MPi = (RXi)Pi for i = 1,. •• n. Choose a i g 
(H Pj) \ Pi, for i = 1, . . • n and let Z be the cyclic submodule of M generated by 
z =
 E?=i A. Since MPl = SiXi = r{xi for some 5,- ^ P and r{ G R. Let 
5
 = W=i s j and 4 = n ^ i Sj. Then 
n 
SZ = Y2siairixl + saiXi. 
i=2 
Since a{ G Pi for % = 2 . • • n p = G A . Thus, satxt = sz-pXl. As Pu 
(^i)pi Q (Rz)Pl + P i p ^ R x ^ p , C (RX l )P l . 
Hence, (Rx1)Pl C (Rz)Pl + P1 F l . By Nakayama's Lemma, (Rx^ = (Rz)Pl and 
this implies that Mp1 = Zp1 • Similar, we can prove that 
Zpi = (Rxi)Pi = MPi. 
for i 2,-..,7¾. On the other hand, for any maximal ideal P such that Ann(M) g P, 
there exist s such that sM = 0. This implies that Mp = 0 and hence 0 = Z = M p . 
Therefore, Z = M. 
The following is a characterization for multiplication modules over semi-local rings. 
Propos i t ion 3.1.6 Let R be a semi-local ring. Then an R-module is a multiplication 
module if and only if it is cyclic. 
Proof. By virtue of proposition 3.1.3 and lemma 3.1.5, it suffices to show that every mul-
tiplcation module over a local ring is cyclic. Let i? be a local ring with maximal ideal 
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P a n d l e t
 M be a non-zero multiplication module over R. By proposition 3.1.4, we have 
P M
 + M . N o w choose, i e M\ PM. Then Rx = IM for some ideal I of R. By the 
choice olx,Ig P. This leads to / = R. Thus, M = Rx. 
Combining proposition 3.1.6 and proposition 3.1.3 the following corollary can be 
obtained immediately. 
Corollary 3.1.7 A finitely generated R-module M is a multiplication module if and only 
if Mp is a cyclic Rp-module for all maximal ideal P of R. 
Recall that a module M over a commutative ring R is invertible if there exists an R-
module M' such that M ^ M' R. It is known that the isomorphism classes of invertible 
i^-modules constitue a subgroup of Pic(iE), the projective class group of the commutative 
ring R (Ref [14]). We denote by P(R) the projective class group of the commutative 
ring R. In fact, invertible modules can be characterized by faithful finitely generated 
multiplication modules. In order to prove this result the following proposition need to be 
acheived first. 
Proposi t ion 3.1.8 A finitely generated R-module M is a faithful multiplication module if 
and, only if M is projective of rank 1. In particular, the tensor product of any two faithful 
finitely generated muliplication modules is still a faithful finitely generated muliplication 
module. 
Proof. Suppose that M is a faithful finitely generated multiplication i2-module. Then, 
Mp is a cyclic module by corollary 3.1.7 for all maximal ideals P. Since M is finitely 
generated, Ann(Mp) = {Ann{M))p 0. Tims, Mp = Rp. Hence M is projective of 
rank 1 (ref [6] pll'2 Theorem 2). Conversely, suppose that M is projective of rank 1. Then 
Mp = Rp for all maximal ideals P of R. In particular, Mp is cyclic and Ann(Mp) = 0 
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and so M is a multiplication module by virtue of corollary 3.1.7. Since M is finitely gen-
erated, 0 = Ann{MP) = (Ann(M))P. As P is arbitrary, Ann(M) = 0 and hence M is a 
faithful -module. 
By virtue of above proposition, a characterization of invertible modules in terms of 
multiplication modules can be obtained. 
Propos i t ion 3.1.9 Let M be an R-module. Then M is invertible if and only if M is a 
faithful finitely generated multiplication module. 
Proof. This proposition follows directly from proposition 3.1.8 and Theorem 7.8 of [14]. 
If R is ail integral domian, then any faithful multiplication jR-module must be finitely 
generated. Before proving this result, the following lemmas are needed. 
L e m m a 3.1.10 Let R be an integral domain and let M be a multiplication R-module. If 
0, then M is a torsion-free R-module. 
Proof. Suppose that M contains a non-zero torsion element x. Then Rx = IM for some 
ideal I of R. Since x is a torsion element, there exists a non-zero element r E R such 
that 0 = rRx = rIM. Hence rIC Ann(M) = 0. But R is an integral domain and r 0. 
Therefore, I = 0. Hence, a; = 0, a contradiction. Therefore M is torsion-free. 
Lemma 3.1.11 Let M be a multiplication R-module. Suppose that Mp 0, for all 
maximal ideals P of R. Then M is finitely generated. 
Proof. Let x be any element of M. Then Rx = (Rx : M)M, for M is a multiplication 
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iE-module. Hence, 
xeM xeM xeM 
We claim that ^ (Rx : M) = R. Suppose not. Then there is a maximal ideal P of R 
such that E (Rx :M)CP. Hence, MP = ( ^ (Rx : M))PMP. By proposition 3.1.4 we 
have MP - 0 which contradicts the assumption MP + 0. Therefore, YL ( :M) = R. 
xeM 
Consequently, there are elements G M such that f (Rxi : M) = R. Thus 
i=l 
M = (Rxx : M)M + …+ (Rxn : M)M C Rxx + ... + Rxn C M • 
This proves that M = Rxx + ... + Rxn. Hence, M is finitely generated. 
Proposi t ion 3.1.12 Let R be an integral domain and M be a multiplication R-module 
with Ann(M) = 0. Then M is finitely generated. 
Proof. By Lemma 3.1.10 M is torsion-free. Hence, M is finitely generated by Lemma 
3.1.11. 
3.2 Properties of distributive modules over commutative 
rings 
We begin with a simple characterization of distributive modules over commutative rings. 
Proposi t ion 3.2.1 Let M be an R-module. 
(i) Let S be a multiplicative closed subset of R. If M is a distributive R-module, then 
S~XM is a distributive S 1 R-module. 
(ii) M is a distributive R-module if and only if Mp is a distributive Rp-module 
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Proof. The results follow directly from localization techniques and so the proof is omitted. 
Recall that if is a local ring and M is a distributive -module, then the lattice of 
submodules of M is linearly ordered. Therefore, the following corollary can be obtained 
immediately. 
Corollary 3.2.2 An R-module M is distributive if and only if the lattice of submodules 
of Mp is linearly ordered for every maximal ideal P of R. 
Proposi t ion 3.2.3 Let M be an R-module. The the following statements are equivalent: 
(i) M is a distributive module. 
(ii) Every finitely generated submodule of M is a multiplication module. 
(iii) For any finitely generated submodule N of M, Np is a cyclic Rp-module. 
(iv) Every finitely generated submodule of M is distributive. 
Proof, (iii) (ii) This follows directly from corollary 3.1.7. 
(i) (iii) Since M is distributive, every finitely generated submodule N is also distribu-
tive. By corollary 3.2.2, for any maximal ideal P, the lattice of submodules of Np is 
linearly ordered. As Np is also finitely generated i? -module, Np is then a cyclic Rp-
module. 
(iii) (i) Let A" be a finitely generated 6,_1i2-submodule of Mp. Then there is a finitely 
generated submodule N of M such that Np = N,. Thus N' is cyclic. By corollary 1.4.11 
Mp is a distributive -module. Hence, by proposition 3.2.1, M is distributive. 
(i) (iv) Trival. 
(iv) =^  (iii) Let N be a finitely generated submodule of M. Since N is distributive, by the 
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equivalence of (i) and (iii), TV is a multiplication module. 
If R is an integral domain, then the class of torsion-free distributive modules can be 
classifed via a -submodule of Q, the field of fractions of R. To obtain this interesting 
result, the following lemma is helpful. 
Lemma 3.2.4 Let R be an integral domain and let M be a torsion-free distributive R-
module. Then M is uniform and hence indecomposable. 
Proof. Let X and Y be non-zero submodules of M. Since M is torsion-free, XP and YP are 
non-zero -submodules of MP for any maximal ideal P of R. As M is distributive, the 
lattice of submodules of MP is linearly ordered. Therefore, either XP C YP or YPCXP. 
Thus # 0 and hence Z Y # 0. 
Proposi t ion 3.2.5 Let R be a integral domain andQ be its field of fractions. Then if M 
^ a torsion-free distributive R-module, then M is isomorphic to an R-submodule ofQ. In 
particular, if R is a Priifer domain, the converse statement also holds. 
Proof. Let M be a torsion-free distributive i^-module. Suppose a e M \ {0}. Then the 
map cp : R Ra defined by (p(r) = ra is an monomorphism. Moreover, by lemma 3.2.4, 
Ra is essential in M. Therefore, M can be embedded into the injective hull of R (ref [1], 
p209). Since Q is an injective hull of R, so M is isomorphic to an i2-submodule of Q. 
If R is a Priifer domain, by proposition 2.1.5 (ii), Q is a distributive iE-module. 
Therefore, every i?-submodule N of Q is also distributive. Since any -submodule of Q 
is torsion-free, TV is torsion-free. 
In closing this section, we shall point out a result concerning the supporting submod-
ule of a Noetherain distributive module. 
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Definit ion 3.2.6 A submodule X of M is supporting if XP ^ 0 for all maximal ideals P 
°f R f°r which Mp + 0. The set {P | P is a maximal ideal such that MP ^ 0} is called 
the support of M. . 
The supporting submodules of the Noetherian distributive modules can be discribed 
by the following theorem. 
Proposi t ion 3.2.7 Let M be a Noetherian distributive module over a ring R, Then every 
supporting submodule N can be uniquely expressed as (P^1 …Pj^n)M where P 1 ? . . - 5 P n 
are maximal ideals of R belonging to the support of M and k l r . kn e IN. 
Proof. We first prove the existence of the expression in the local case. Let R be a local ring 
with maximal ideal P and let M be a Noetherian module over R. We have to show that 
every distributive non-trivial submodule of M is of the form PkM, where A; is a positive 
integer. 
As M is a finitely generated distributive module over the local ring R, M is then 
cyclic. Thus, M = R/Ann(Ad) and hence R/Ann^M) is a ZPI-ring, Consequently, every 
non-zero ideal of R/Ann(M) is of the form Pk/Ann(M) for some k e N. Since the 
submodule PkM corresponds to the ideal Pk/Ann(M) in R/Ann(M), every submodule 
is of the form PkM for some k £ IN. 
Now, consider the general case. Let M be a Noetherian distributive module over a 
ring R and let X be a supporting submodule of M. Firstly, we consider the case that X is 
nontrivial primary submodule. Let P be a maximal ideal containing the associated prime 
P' of X. Since M is a multiplication module, X = (X : M)M. Claim that Xp Mp. 
If not, then M = X X : M) M .Th is implies that Mp = 0. Hence, there exists 
s 0 such that sM = 0. However, this contradicts to (X : M) C P. Our claim is then 
established and hence Mp ^ 0. Since X is supporting, Xp + 0. By the argument in above 
paragraph, we have XP = P^MP = (PkM)P for some k G JN. Thus, X = PkM. Since X 
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is primary, XP is also primary and its associated prime is P'p. Therefore, P'p = Pp and 
so P' = P. Moreover, PkM = PhM + 0 implies k = h by Nakayama's Lemma. 
Now, we consider the the general situation. As M is a Noetherian module, = 
• •• Qn for some primary submodules Qi,• •. Qn with their associated primes p 1 ? . . . , p n 
are distinct. Since X is supporting, … , Q n are supporting and so I\,;. Pn are 
maximal ideals. Moreover, Q{ = i f •  M. Thus = i ^ 1 M n •. • n M = (P^1 
3.3 Distributive modules over arithematical rings 
We adopt the terminology which was used by C .U. Jensen in [15] that a commutative 
D-ring is simply called an arithematical ring. 
In general not all the finitely generated multiplication modules are distributive. As 
a (Noetherian) counterexample we may take M = R = polynomial ring k[x,y], k is a, 
field. However, if M is a multiplication module over an arithematical ring, M is then a 
distributive module. 
.. I 
Proposi t ion 3.3.1 Let R be an arithematical ring and M be a multiplication R-module. 
Then M is distributive. 
Proof. By virtue of corollary 3.2.2 it suffices to show that the lattice of submodules of 
Mp is linearly ordered for every maximal ideal P of R. Let P be a maximal ideal of 
R. By proposition 3.1.3 (i) and 3.1.6 Mp is a cyclic -module. Thus Mp = Rp/Ip 
for some ideal I of R. Since R is an arithematical ring, the ideals of Rp are linearly or-
dered (see [15] corollary 1). Therefore, the lattice of submodules of Mp is linearly ordered. 
By virtue of the above proposition and proposition 3.1.9, we see that the projective 
class group of an arithematical ring R consists of those isomorphism classes of faithful 
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finitely generated distributive -modules. Conversely, if the projective class group of the 
ring R consists of those isomorphism classes of faithful finitely generated distributive R-
modules then for any finitely generated distributive -module M with Ann(M) = 0 
M p - RP a s -^P-module for any maximal ideal P of R. Thus RP is an arithematical ring 
for all maximal ideal P of R. Hence, R is arithematical. This leads to a characterization 
of arithematical rings. 
Propos i t ion 3.3.2 The ring R is arithematical if and only if the class of inveritable 
R-modules and class of faithful finitely generated distributive R-modules are equal. 
In particular, if is a Prufer domain, then every faithful finitely generated distribu-
tive -module is isomorphic to a finitely generated (fractional) ideal of R. Before proceed 
to the proof of this result. We need the following lemma. 
Proposi t ion 3.3.3 Let R be a Prufer domain and let M be an R-module. Then the 
following statement are equivalent: 
(i) M is a invertible module. 
(ii) M is a faithful finitely generated distributive R-module. 
(iii) M is isomorphic to a finitely generated (fractional) ideal of R. 
Proof, (i) (ii) Suppose that M is invertible. Then, by proposition 3.1.9, M is known to 
be a faithful finitely generated multiplication module as hence a distributive module by 
proposition 3.3.2. The converse follows from the fact that finitely generated distributive 
module is a multiplication module. 
(ii) (iii) Let M be a faithful finitely generated distributive i?-moclule. By lemma 3.1.10 
M is therefore torsion-free. By proposition 3.2.5 M is isomorphic to a finitely generated 
(fractional) ideal of R. The converse of this equivalence is obvious. 
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By using proposition 3.3.3 and proposition 3.3.2, we observe that a faithful finitely 
generated distributive over a Prufer domain must be isomorphic to a finitely generated 
ideal of R. In general, the structure of a finitely generated distributive torsion module over 
a Priifer domain is not clear. However, if is a Dedekind domain, then there are exactly 
two types of distributive -modules. This interesting fact is discribed by the following 
theorem. 
Theorem 3.3.4 Let R be a Dedekind domain. An R-module M is distributive if and only 
if M is one of the following two types: 
(I) M is torsion such that every finitely generated submodule of M is a cyclic submodule. 
(II) M is torsion-free and every finitely generated submodule of M is isomorphic to an 
ideal of R. 
Proof. Let M be a distributive -module. Then either M is a torsion module or M is not 
a torsion. Consider the case that M is a torsion module first. Let N be a finitely generated 
submodule of M. Clearly, N is distributive. As iV is a finitely generated module over the 
Dedekind domain R, N must be a finite direct sum of cyclic J?-modules (see [6]). Hence, 
by corollary 1.2.8, N is cyclic. This shows that the module M is of type (I). 
Next, we consider the case that M is not a torsion module. By virtue of proposition 
3.3.3 it suffices to show that M is torsion-free. Since M is not a torsion module, there 
exists a torion-free element x G M. Suppose that there exists a non-zero torsion element 
y G M. Then we consider the submodule N oi M generated by the elements x, y. Since 
iV is a finitely generated module over the Dedekind domain so iV = T where T is 
the torsion part of N and F is torsion-free (see [6]). Thus F, T Q because 0 ^ x E N 
and ?/ G T. Take a non-zero element z ^ F. Then T = 0 . By proposition 1.2.1, 
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H o m W i ^ T ) = 0. Thereby, 
T.^ EomR(R,T) ^ HomH(i^ r) = 0. 
This is a contradiction. Therefore, every element of M must be torsion-free and conse-
quently, M is of type (II). 
Conversely, we only need to show that type (I) and type (II) modules are both dis-
tributive modules. Let us consider the type (I) -module M. As all cyclic modules are 
multiplication modules, so by Proposition 3.2.3, M must be distributive. Next, suppose 
that M is a type (II) -module. As every finitely generated submodule iV of M is iso-
morphic to an ideal of R, N is then distributive. Thus, invoking proposition 3.2.3 M is 
distributive. The proof is completed. 
Corol lary 3.3.5 Let R be a Dedekind domain. A finitely generated R-module M is dis-
tributive if and only if either M is isomorphic to an ideal of R or M is cyclic. 
R e m a r k 3.3.6 By proposition 3.2.5 all type (II) modules over a Dedekind domain R are 
precisely those i^-submodules of the field of fractions of R. 
Distributive modules over Noetherian arithematical rings were studied by V. Erodgdu 
in 1987 [11]. In closing the chapter, we give a complete characterization of this class of 
modules. The relationships between such modules and their underlying rings are explored. 
This result will consolidate our corollary 3.3.5. 
T h e o r e m 3.3.7 Let R be a ZPI-ring and let M be a finitely generated R-module. Then 
M is a distributive R-module if and only if M = 1/J for some ideals / D J of R. 
Proof. Clearly, if M = I!J for some ideals I D J of R, M is distributive. Conversely, 
let M be a finitely generated distributive i2-module. If is a Dedekind domian, the 
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theorem holds obviously by corollary 3.3.5. Thus we only consider the case that R is not 
a Dedekind domain. Since R is an ZPI-ring, there are comaximal prime ideals p 1 ? . . . , p n 
of R such that 
R RlPf 
for some integers Moreover, we may take k{ 1 for P{ is not a maximal ideal 
because i f = in this case. By tensoring both side with M, we have 
M^R^rM^ ^(R/P^ ^R M) ^ 0 M/P^M . 
i=l i=l 
We may consider M/P^M as a R/Pt^-modn\e. If P{ is a maximal ideal. Then R/P^ is 
a special primary ring, in particular, a local ring. Since M/P^M is a finitely generated 
distributive module, M/P^M is then a cyclic R/P^-module. Thus, there-is an ideal 
/ D P^ such that M/P^M R/I as module. Now consider thet case that P{ is 
not maximal and so P{ = P^. Thus M/P^M = M/PiM. Consider M/P{M as E / iV 
module. As R/Pi is a Dedekind domain and M/P{M is a finitely generated distributive 
i2/Pi-module, either M/PiM is cyclic or MjPiM isomorphic to an ideal of R/Pi as an 
R/Pt-module by virtue of corollary 3.3.5. Consequently, there is an ideal I containing 
Pi such that either M/PiM ^ I/P{ or M/PiM ^ R/I as an E-module. Therefore, we 
conclude that there are ideals / i , • • • , / n and J w J n satisfying Ii D J{ D P ^ for all 
i = 1, • • •, n such that 
M ^ ^ I i / J i . 
i=i 
Moreover, Ii + Ij = R = J{ + Jj for i ^ j. 
Finally, we shall show that ©
 = 1 Ii/ Ji = I /J for some ideal I D J. Let I = ^^ Ii 
and J = ?=1 Ji- Consider the map (p : I ——^ Ul^i defined by 
^p(x) = (x + Ji,x + J2,' • • + Jn). 
Clearly, y? is a well defined i?-linear map with ker<^ = J, Let 
n 
{Xi + J\,Xi + " . n + Jn) G IijJi • 
i=l 
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Then for any ^
 e = = + As ^ is a ZPI-ring, the Chinese 
Remainder Theorem holds in R (ref [13], p475). Therefore, there exists ^ G R such that 
z Xi e J i f o r ^ = 1 • • • Ti. Hence, 2 G / and 2 + Jt- = a; + Ji for each i. This shows that 
= ( x i + J 1 , x 2 + J 2 , " - ' ,x n - \ - J n ) . Hence, ip is surjective. Therefore, / / J ^ ©?=1/‘/«/“ 
This completes the proof. 
Proposi t ion 3.3.8 Let R be a ZPI-ring and M be a distributive module over R. Then 
f°r anV submodule X of M, there are comaximal prime ideals ... Pn such that X = 
Pi1' "PnnM for some .--,kn e IN. 
.Proof. Since M is a finitely generated distributive module, M is a multiplication module. 
Therefore, X = (X : M)M. As iHs a ZPI-ring, we have 
(X = 
for some comaximal prime ideals I\," Pn of R. Hence, the result follows immediately. 
Proposi t ion 3.3.9 Let M be a Noetherian distributive R-module. Then M = IjJ for 
some ideals I D J of R. Moreover, For any submodule X of M, there are comaximal 
prime ideals Pi, • • •, Pn of R such that 
X = 
Proof. Regard M as an R/Ann(M)-mod\ile with respect to the canonical multiplication. 
M is then a faithful Noetherian distributive R/Ann(M)-modu\e. Therefore, R/Ann(M) 
is a Noetherian D-ring and hence a ZPI-ring. By theorem 3.3.7, 
, , IIAnn(M) „,, , , 
M = -r—~~7—( as an i2Mnn(MVmodule, J/Ann(M) 
for some ideals / D J D Ann(M). Hence, M = I j J as an i2-module. Moreover, for any R-
submodule X of M, X is also an i2/A7zn(M)-submodule of M. Therefore, by proposition 
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3.3.8, 
X ”.7 M 
for some comaximal prime ideals Pu--,Pn oi R/Ann(M). Let P, be the inverse image 
o f P i
'
 S i n c e pi i s a prime ideal, P{ is then a prime ideal of R. Obviously, p 1 ? . . . , p n a r e 
pairwisely comaximal. Therefore, 
X = P f … M. 
This finishes the proof. 
58 
C h a p t e r 4 
Chinese M o d u l e s a n d Universa l 
Ch inese r ings 
4.1 Introduction 
Let R be a, commutative ring with identity. Two elements a, b e R are said to be 
canonically congruent modulo an ideal A of if Ra + A = Rb + A, abbreviated by 
a = b(A). According to K. E. Aubert and I. Beck [3], a ring R is Chinese if, given 
elements a, b e R and ideals A, B of R such that a 6(^ 4 + B) there exists an element 
c G R such that c = a (A) and c = b ( )• Clearly, the ring of integers is Chinese if we 
define the integers a and b to be canonically congruent modulo n if and only if the greatest 
common divisor of a and n equals to the greatest common divisor of b and n. It has also 
been pointed out by K. E. Aubert and I. Beck in [3] that the class of Chinese rings also 
includes all Bezout rings, Dedekind domains and local rings as well as finite products and 
factors of such rings. 
The aim of the present chapter is to extend the notion of Chinese rings to modules 
over commutative rings. We shall investigate for which modules the Chinese Reminder 
Theorem, abbreviated by CRT, holds for a finite collection of canonical congruences 
which are compatible in an obvious sense. Same as in rings, two elements a,6 of an 
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unitary -module M are said to be canonically congruent modulo a -submodule N of 
M if Ra + N = Rb + N, that is, a = b (N). The canonical congruence module N can 
be regarded as the coarsest equivalence relation on M satisfying the following conditions 
(Ref [3]): 
(1) If a = 6 (N) then ra = rb (N) for any r e R. 
(2) Every submodule N' D N is a, union of congruence classes. 
With the above concept of canonical congruence on modules, we can consider the 
Chinese Remainder Theorem for modules. For n > 2, an -module M is said to be 
satisfying CRT(n) if M satisfies the following conditions: 
For any submodules N w ,Nn and for any elements ••., a;n G M such that 
xi = x j (^i + Nj) there exists x e M such that x = Xi (iV,-), where i = 1, •.., n j = 
1,...,71. 
We shall call the module M a CRT module if M satisfy CRT(n) for n > 2. If M 
satisfies CRT(2), then M is, of course, a Chinese module. We shall show in section 1 that 
a CRT module is a Chinese module with a distributive lattice of submodules. In section 2, 
we shall characterize the rings for which all -modules are Chinese. In section 3 Chinese 
modules over a Noetherian domain of Krull dimension 1 are investigated. Relationships 
between distributive modules and CRT modules are obtained. 
We may use the symbol < a i^, • • • > to denote the submodule of M generated by 
xiy" * j^n G M. In particular, for the ideal generated by ri , • • •, rn G R can be denoted 
by the same symbol < r\, • — ,rn > if no ambit qui ty arises. 
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4.2 Chinese Modules and CRT modules 
Chinese rings have been characterized by K. E. Aubert and I. Beck in [3]. In this section, 
we shall characterize the Chinese modules and study their properties. 
The following characterization of Chinese modules which is similar to Chinese rings 
is quite useful. 
Lemma 4.2.1 An R-module M is Chinese if and only if for any r, s e R and for any x, 
y E M there is z e M such that 
< x - ry,z > = < y - sx,z > = < > ‘ 
Proof. The proof of this lemma only needs a mild variation of lemma 3 in [3], hence we 
omit the details. 
As a consequence, we have the following corollary. 
Corollary 4.2.2 All submodules and R-homomorphic images of a Chinese R-module are 
Chinese. 
By using lemma 4.2.1 and corollary 4.2.2, we are able to give a further characterization 
for Chinese modules. 
Theorem 4.2.3 The following statements for an R-module M are equivalent: 
(i) M is a Chinese module. 
(ii) Every submodule of M is Chinese, 
(iii) Every finitely generated submodule of M is Chinese. 
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P r o o f
. The implication of (i) to (ii) follows from corollary 4.2.2. (ii) (iii) is obvious. It 
remains to show that (iii) (i). Assume (iii) holds. Then for any x,y G M the submodule 
< A y > is Chinese. Hence, by lemma 4.2.1, for any e II, there is z £ M such that 
< a; - ry,z > = < y > = < x,y . Because a;, y are arbitrarily chosen, so by lemma 
4.2.1 again, M is a Chinese module. 
By the definition of CRT module, it is trivial to see that any CRT module is Chinese. 
It is natural to ask under what circumstance that a Chinese module will be a CRT module? 
In fact, the authors in [3] claimed that Aubert and Gismarvik have proved that CRT(n) 
holds in rings for all n if and only if CRT(2) holds and its lattice of ideals is distributive— 
which in turn was shown to be equivalent to CRT(3). However, we are unable to locate 
their proof in the literature. For the sake of completeness, we provide herewith a proof of 
a corresponding statement in module systems. 
Theorem 4.2.4 The following statements are equivalent for an R-module M. 
(i) M is a C R T module, 
(ii) M satisfies CRT(3), 
(iii) M is Chinese and the lattice of submodules of M is distributive, that is, a distributive 
Chinese module. 
Proof, (i) (ii) Trivial. 
(ii) (iii) Since M satisfies CRT(3), so M satisfies CRT(2) and hence Chinese. It 
remains to show that X(M), the lattice of submodules of Af , is distributive. For this 
purpose, let A, B and C be submodules of M. Clearly, A n ( + C) 2 ( + (A fl C). 
For the converse containment, let i e A ( + C). Then it is easy to check the following 
equalities : 
<0 > -\-A + B = <t> + A+ B, 
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< 0 -\-A + C = < 0 +yl + c 
<T>^B + C = <0> +B + C. 
Hence, by (ii), there is x e M satisfying the following equations : 
a: = 0 (A) 
x = t (B) 
x = 0 (C) 
This implies that x e C and i = ? + 6 for some G< a: > and b 6 B. Since 
both t and are in A, so b = t - xf e A as well. Thus 6 e 4 This shows that 
(iii) => (i) We proceed the proof by induction. Since the module M is assumed to be 
Chinese, so CRT(2) holds on M. Now, suppose that CRT(n) holds on M. We need to 
prove that CRT(n + 1) also holds on M. For this purpose, let 1 … xnixn+1 £ M and 
#1 • • • , N n , N n + 1 be the submodules of M such that X{ Xj (N{ + Nj){ori,j = 1,---,71+ 
1. By induction hypothesis, there is a i e M such that t = X{ (N{) for i = 1 • • • Thus, 
by the distributivity of the module M, we have 
n 
< ^ > + f | iVi + Nn+1 
i=i 
n 
={](<t> +Ni + Nn+1) 
n 
= (< A > + 
i=l 
n 
= < a;n+1 > +iVi + iVn+1) {=1 
n 
= <
 +1 > + + iv n + 1 . 
i=l 
By CRT(2), there is x G M such that x = t (
 = 1 )and x a:n+1 (Nn+l). Hence, we 
conclude that x oci (N{) for i = 1, •. •, n + 1. Thus M is indeed a CRT module. 
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R e m a r k 4.2.5 Concerning (CRT) property, another source in ring theory can be found 
in 0 . Zariski and P. Samuel dated back to 1958 (Ref [23]Theorem 18 p280-281). However, 
the congruence modulo an ideal A in the ring discussed in [23] are the classical congruences, 
whereas in this chapter we only consider the multiplicative congruence which are coarser 
than the classical congruences in rings. Hence the result of Zariski and Samuel cannot be 
directly transplanted to our modules. 
In closing this section, we provide herewith a short proof to show that the ring Z[X] 
is not Chinese. This results answer the question raised by K. E. Aubert and I. Beck in 
their paper [3]. 
Example 4.2.6 2Z[X] is not Chinese. 
Pro
°f- Consider the elements X + 5 and X + 10 in 2Z[X]. It is easy to check that 
< X + 5 ,X 2 + 75 ,X >=< X + 10 ,X 2 + 75 X > = < X , 5 > . 
In terms of canonical congruence, the above equality means that 
X + 5 = X + 10 (< X , Z 2 + 75 > ) . 
Suppose that 2Z[X] is Chinese. Then there is a polynomial z{X) E 2Z[X] such that 
z(X) = X + 5 (< X >) 
and z{X) = X + 10 (< X 2 + 75 > ) . 
Hence we have 
< z(X) ,X > = < Z + 5 > (4.1) 
and < z(X) ,X 2 + 75 > = < X + 10 ,X 2 + 75> . (4.2) 
Putting X — 0 into (4.1), we have < ^(0) > = < 5 > m Z and consequently ^(0) = 5. 
Thus 
z(X) = Xu{X) 5 (4.3) 
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for some G Z[X]. By (4.2), we have 
+ 10 = a(X)z(X) + p(X)(X2 + 75) 
for some a(X) /?(X) G Z[X]. Putting X = v ^ into the above equation and using 
(4.3) we have 
V ^ + I O = a( x /^75) 2 (V c 75) + • 0 
= c K V ^ X ^ / ^ a ^ x / ^ ) 5). 
Simplifying the above equation, we obtain 
2\/3 + 2 = + + 0 1) (4.4) 
where + 6 = ^(^/=75) and cV°75 + d = a (v^75) for some a, b, c, d G 2Z. By 
taking the norms on both sides of (4.4) we obtain 
7 75c2 + d2)[3b2 + (15a 1)2]. 
Since 7 is a prime number, so ( 7 5 c 2 = 1 or 7. As c ,d are both integers, so (75c2+d2) / 
7. However, if (75c2 + d2) = 1, then 362 + (15a 1)2 = 7. This is also impossible for any 
a, be Z. Thus, 2Z[X] is not Chinese. 
As any quotient ring of a Chinese ring must be Chinese [3], the following corollary is 
immediate. 
Corollary 4.2.7 The ring 2Z[Xi,- • • ,Xn] is not Chinese for n > 1. 
4.3 Universal Chinese Rings 
In this section, we shall study those rings whose -modules are all Chinese. A characteri-
zation for this class of rings is obtained. Some types of rings which are universally Chinese 
are found. 
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Definit ion 4.3.1 A ring R is called universally Chinese if every module over R is Chi-
nese. 
The following theorem is a characterization of universal Chinese rings. 
Theo rem 4.3.2 Let R be a ring. Then R is universally Chinese if and only if for any r, 
s
 G R ther^ exists a b G R such that both b + ar and a + bs are units of R. 
Pro
°f- (Necessity) Let x = ( 1 , 0 ) , y = ( 0 , 1 ) be elements of 2 = Because R is ^ 




 ^ = OH € R2 such that < (1,-7-),^ > = < ( 5 l ) z > = R2 (Ref. lemma 
4.2.1). Therefore, there are elements a € £ (i s= 1,2; j = 1,2) such that 
I «n(l,-r) + a12(a,6) = (1,0) 
I a21(l,-7 ) + a22(a 6) = (0,1) 
and I ^ ( - ^ ^ ) + ^ 2 ^ , 6 ) = (1,0) 
\ /?2i(-5,l) + /?22(a,6) = (0,1) 
Express in terms of matrix form, we have 
OLII a12 1 -r — 1 0 
OC21 OL22 o, b 0 1 
and f t ^ J
 =
 1 
P21 P22 a h 0 1 
1 —T —5 1 
Thus, det and det , are both units of R. That is 6 + ar and a + br 
a 0 a b 
are both units of R. 
(Sufficiency) Let M be any i?-modules. Then by assumption, for any r, 5 E R, there are 
a,b G R such that 6 + ar and a + bs are both units of R. Thus, there exists G R 
such that ki(a + fts) = 1 and /^ 2(6 + ar) = 1. For any x^y E M,we can take z = ax by. 
Then 
k2[b(x — ry) + rz] = x 
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h[~a(x - ry) + z] = y 
— sx) - z] z=z x 
h[a(y - sx) + sz] = y. 
The above equality imply that < x,y >=<
 x - ry,z >=< y- sx,z >. Thus M is Chinese 
by lemma 4.2.1. Since the -module Mis arbitrarily chosen, so its underlying ring R is 
therefore universally Chinese. 
Corollary 4.3.3 
(i) R is universal Chinese ring if and only if the module Rn (for some n> 2) is Chinese. 
(ii) Homomorphic images of a universal Chinese ring are still universally Chinese. Di-
rect products of universal Chinese rings are also universally Chinese. 
(iii) Any R-module containing a free submodule of rank > 2 is Chinese if and only if the 
underlying ring R is universally Chinese. 
Proof. The above statements are direct consequences of theorem 4.3.2 hence the proofs 
are omitted. 
As an application of theorem 4.3.2, we are now able to find certain types of rings 
which are universal Chinese rings. 
Theo rem 4.3.4 The following types of rings are universally Chinese rings. 
(i) Local rings 
(ii) Artinian rings 
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(iii) Proper homomorphic images of a Noetherian domain with Krull dimension 1. 
I (iv) Commutative torsion group algebras F{G), that is the algebra of a torsion abelian 
group G over a field F. 
Proof. (1) Let ^ be a local ring and r,s be arbitrary elements of R. If r is a unit of R, 
then both a + 65 = r and 6 + ar = r2 are units of R if we let a = r and b = 0. If r is not 
a unit of R, then 1 rs is a unit of R since R is local. Let a = 1 - 5 and 6 = 1 - r. Then 
a + 65 = 1 - rs and 6 + ar 1 rs. Hence these two elements are units of R. By theorem 
4.3.2 R is therefore a universal Chinese ring. 
(ii) It is well known in ring theory that every Artinian ring is a finite product of local 
rings. Thus by corollary 4.3.3, an Artinian ring is universally Chinese. 
(iii) Let Rhea, Noetherian domain of Krull dimension 1. Then every non-zero prime ideal 
of R is maximal. Let / be a proper ideal of R. Then R/I is an artinian ring (see [6]). 
Hence, by (ii), R/I is a universal Chinese ring. 
(iv) Let 6 F(G). Then there exists g w ,gn G G. Such that r = E L i ngi and 
s
 = EiLi for some elements • • • ,<sn 7 , • •. rn 6 F. Let H = 1 . " n > be 
the subgroup of G generated by gir: gn. Since G is a torsion abelian group, so is a 
finite abelian group. Thus F{H) is a commutative Artinian ring. In virtue of (ii), the ring 
F{H) is universally Chinese, As r and 5 are also in F(ff), then by theorem 4.3.2, there 
exists a,b e F(H) such that a + bs and b + ar are both units in F(H). This implies that 
a+ bs and 6 + ar are both units in F(G). Therefore, by theorem 4.3.2 again, F{G) is a 
universal Chinese ring. 
Proposi t ion 4.3.5 An integral domain R is Chinese if and only if every proper quotient 
ring of R is Chinese. 
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P r 0 0 f
'
 W e o n l y n e e d t 0 prove the sufficiency part as the necessity part ha^ already been 
proved by Aubert and Beck in [3]. Let x , y e R and A, B be ideals of R. Suppose that 
^ = V(A + B ) ' Obviously, we may assume that A (0) and B • (0). Then I = An (0) 
for R is an integral domain. Denote the canonical homomorphic image of 5 C in R/I 
by S. Hence =y (A + B). Since R is assumed to be Chinese, there exists z e R satisfying 
the following two equations: 
<z>-\-A = <x> +A 
and < J > +W = < y > i-B 
Since A, B D / , the above two equations simply imply that 
< z> +A = <x> +A 
and < z > = < 2 
In other
 words, z = x(A) and z = y{B). This proves that R is Chinese. 
Corollary 4.3.6 Every Noetherian domain of Krull dimension one is then Chinese. In 
particular, For any algebraic integers -,an; the ring 2Z[aly-. • ,an] is Chinese. 
Proof. The corollary follows immediately from theorem 4.3.4 (iii) and proposition 4.3.5. In 
particular, if . " a n are algebraic integers, 2Z[a^ . •. a n ] is then a Noetherian domain 
of Krull dimension one. Hence, 2Z[ai,"- ,a n ] is Chinese. 
Remark 4.3.7 
(i) Theorem 4.3.2 can be applied to check that the ring 2Z is not universally Chinese 
as well. For if is a universal Chinese ring, then there are elements a,b e 2Z such 
that a + 36 = £i and 2a i- b = e2 where £{ = l(i = 1,2). These two equalities 
implies that 6(-5) = £2 - As b e 7L, so the equality we obtained is impossible. 
Thus 7L is not a universal Chinese ring. 
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(ii) It was pointed out by Aubert and Beck in [3] that the family of Chinese rings is closed 
under finite products. But this result cannot be extended to modules! According to 
corollary 4.3.3(i), a ring R is universally Chinese if and only if Rn (for some n> 2) is 
a Chinese ^-module. Since the ring 2Z is not universally Chinese, so the -module, 
2Z2 = 2Z ^  2Z obviously, not Chinese. 
(iii) Althrough Z[X] is not Chinese, there exist some non-trivial homomorphic images 
of Z[X] which are Chinese by the above corollary. 
4.4 Chinese modules over Noetherian domains 
By the fundamental theorem on finitely generated modules, we know that any finitely 
generated module over a principal ideal domain is the direct sum of a finite number of 
cyclic submodules. Therefore, in this section, we shall explore conditions for a module 
over a PID to be Chinese. Cyclic modules over a Noetherian domain are particularly 
studied. Throughout this section, unless otherwise stated, R is Noetherian domain with 
Krull dimension 1. 
It is well known in number theory that for any non-zero integers a,b,c such that a,b 
are relatively prime, then there is an element k e 2Z such that a + kb and c are relatively 
primes. We now generalizes this fact to Noetherian domains. 
Lemma 4.4.1 Let a,b G R and C be a non-zero ideal of R such that < a, b > +C = R. 
Then there exists r E R such that < abr > +C = R. 
Proof. Since is a Noetherian domain of dimension 1, so C D M^1 - for some 
distinct maximal ideals Mi, • • • ,Mn containing C. If < a,b >C Mi for some i = 1 ... 
then R =< a,b > +C C Mi which is a contradiction. Thus, < a,b >(ji Mi for all i, that 
is < a,b >(jL M\ U . . . U Mn. Applying a theorem of E. Davis in commutative rings (Ref. 
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Theorem 124 of [17]) there exists r G R such that + 6r Mi U .. :U Mn . Since each 
ideal M{ is maximal in the ring R, so < a + 6r > +M,- = R for all i = 1 2 . •• This 
implies that <a + br> + M 1 . • • M^ = R. Thus, we obtain 
<a + br>+C CR =<a + br> ---M^C < a + br > +C. 
Hence < a + br > +C = R. The proof is completed. 
By using lemma 4.4.1, we establish the following technical lemma which will be quite 
useful later on. 
Lemma 4.4.2 Let t, f be elements of the R-module M and C = r(t) be a proper ideal of 
R. If there exists elements ri,r2,s1,s2 of R such that 
< 7\b - r2a > +C =< sjb s2a > +C = R. 
for some a,b e R, then there exists z e M such that 
< Tit + r2f,z >Z=< Sit + 52/, z> = <t,f>. 
In order to prove lemma 4.4.2 we first prove a sublemma. 
Sublemma 4.4.3 Let t,f e M and C = r(t). Suppose that < rxbf — r2a > +C R 
and < >= R for some n a
 yb' e R. Then there exista a non-zero matrix 
11 0:12
 over R such that 
«11 «12 m + r 2 / _ t 
«21 «22 at + b'f f 
Proof. Since < rib' - r2a > +C = i?, so there exists a e C and fj, £ R such that 





‘ ~Pr2a)t = t - at. As a 6 C = r(t\ so at = 0. Consequently, ( ^ n t + 
= ^ Denote fib' by a n and ( ’ 2) by a1 2 . Then we obtain anrit + a12at = t. 
As fib'r2f + ( - — ) 6 7 = 0 so anr2f + a12b'f = 0. This implies that 
+ r 2 f ) + a12(at + b ' f ) = I (*) 
Also, from < r2 ,6' > = R, there exists A1?A2 e R such that + X2b' = 1. Thus 
Ai r 2 a / + \2b'af = a f . By (f), we have 
(-^r2a + unb')/ = (1-a)/= / - a / , 
Hence, we obtain 
( "a + aAi)(n/ + r 2 f ) + (jitr + a\2)(at + b ' f ) 
=(-fiarit + fj,riat) + (-/£r2a + imb')f + (Xir2af + \2b'af) 
= / . 
Denote (~fia + aAa) by a 2 1 arid (fi^ + a\2) by a22 . Then we have 
^lint + r 2 f ) + a22(at + b ' f ) = f (**). 
Using equations (*) and (**), we then obtain 
ai2 rit-\- r2f t 
CX21 OL22 at + b'f f • 
The sublmma is proved. 
We now turn to prove 4.4.2 by considering two cases: 
Case (i) Assume S2 or ” is zero, say <s2 = 0. In this case, < s\b - S2(i > +C' = R = 
< SIB > +C. This implies that < SI > +C = R. And hence + C is a unit in the 
quotient ring R/C. Thus, there exists r + C 6 R/C such that ( + C){r + C) = 1 + C for 
some r G R, that is, + C = 1 + (7. Hence r(sit) = t. This means that < sit > = < t >. 
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Also from < nb - r2a > = we have < n , r 2 > +C = R. Consequently, by lemma 
4.4.1 there is a 77 e such that < rx - r2i1 >+C = R. Let Z = r]t + /• Then, zeM and 
clearly 
< ^t s 2 f , z > = < stt + s 2 f , T]t + f > = < t j > . 
As (n - r2V)t = rit - r2( + / ) + r2f = (rit + r 2 f ) - r2z E< nt + r2f,z > and 
< (^1 - r2V)t > = < t > so t e< rxt + r2f,z . Obviously, f G< nt + r2f,z >• Thus, 
<i,/ =
 <nt+ r2f,z >. 
Case (ii) Assume that both 52 and r2 are non-zeros. Then the given conditions become 
<r2> + <b> +C =<s2> + <b> -\-C = R. Thus, 
R
 =< «S2 >< 7*2 > + < 6 > +C =< s2r2 > +(< 6 > +C) < 52r2 > + < b,0 > 
for some 0 e C. Invoking lemma 4.4.1’ there is j e R such that < s2r2,b + 9j >= R. 
This implies that 
< 52 6 + 7 > = < r2,6 + ^ 7 >= R. 
Denote 6 + ^7 by b' so < s2,b' >= T2,b' >= R. Also 
R = < Sib - S2a > +CC < Sib' - s2a > +C 
and R = < — > < r i 6 ' - 7
 2a . 
Hence, 
< s^' s2a > +C =< rib' -r2a> +C = R. 
Replacing at + b'f by z in the sublemma, we obtain that 
< ^t + r2f,z >=< sit-\-s2f,z >=< t j > . 
Lemma 4.4.4 Let C be a non-zero ideal of R. Then for any r,s £ R, there are a,b E R 
such that < 6 + ar > +C =< a -f 65 > +C' = R. 
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P r 0 0 f
'
 T h e l e m m a h o l d s
 trivially if C = 72. If C ^ then the quotient ring R/C is 
obviously universally Chinese, by 4.2.4. Denote a- -f- C by Then for any i
 s G R, 
there exists elements a,b G R such, that 6 + or and a + are units in R/C. Hence, 
< b ar > +C =< a + bs > +C = R. 
By using lemmas 4.4.2 and 4.4.3 we obtain a result for torsion modules. 
Theorem 4.4.5 All torsion R-modules are Chinese. 
Pro
°f' Let M be a torsion -modules. In order to prove that M is Chinese, we have to 
find 2 G M for x,y e M and r,s G R such that 
< x - ry,z > = < y — s:c,z > = < x,y > . 
If both a; and y are zero, then simply take = 0 . If one of them is not zero, say a; 0 
then consider C = r(a;). Clearly, C is not zero for M is torsion. By lemma 4.4.3, there 
are a,b e R such that 
< b as > i-C =< a br > +C = R. 
Take r! = 1, r2 = -r, Si = s and s2 = - 1 . Then we have 
< na — r2b > +C =< - s2b> +C = R. 
Invoking lemma 4.4.2, there exists z G M such that 
< rix + r2y,z > = < 5ia; + s2y,z >=< x,y > . 
This implies that < x - ry^z > = < y - sx,z > = < x^y >. 
As an application of theorem 4.4.5, we obtain a characterization for Chinese modules 
over PID which is the main theorem of the paper. A trivial example of PID which is not 
universally Chinese is the ring of integers 2Z. 
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Theorem 4.4.6 (Main theorem) Let R be a PID which is not universalhj Chinese. Then 
th€ R
_
module M is Chinese
 —only ifM does not contain any free submodule of rank 
n > 2. 
P r o o f
'
 T h e necessity part is clear. We only need to prove the sufficiency part. Let 
e M
'
 w e s h a 1 1
 show that there are elements r, s e R such that < a: -ry,z >=< 
y ~ s x ^ z > = < ,y >. Again, we distinguish the proof into two cases: 
(i) Assume r(x) ^ 0 or r(y) * 0. By using similar arguments as in the proof of 4.3.2, 
we can show that < a: - ry,z >=< y > = <
 x,y>. Thus M is Chinese. 
(ii) Assume r(x) = r(y) = 0. Since M does not contain any free submodule of rank 2 
and is a PID so < a; 2/ = T < w for some torsion submodule T of M and ueM 
witli r( ) = 0 . Therefore, a; = h + au and y = t2 + buioT some tut2 e T and a, 6 E 
Let d = gcd(a,6). Then a = fid and b = ad for some relatively prime elements a,/3 in 
R
. Hence there are elements e R such that a a ' + = 1. Let t = ax - /3y and 
f = P'x + a'y, that is, 
t _ a -p x 
f = af y ‘ 
l J L J L 
Since det f = 1, so 
P a 
$ 1 = [ a 1 _ “ 1 1 ,+ 
V ~ P' a' f - -p'
 a f . 
u J L
 J L J L J L 
Tliis means that < x,y >=< t j >.lit = 0 then for any r, s e R, 
<x-ryJ> = <f> =
 <X)y> = <y-sxJ> . 
If ^ 0, then 
t = ax — Py = a(“ + CLU) - j3(t2 + bu) 
= ( a t i pt2) + {aa - pb)u 
=ah -/3t2ET 
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for (aa pb)u = 0. This implies that r(t) 0. Becausc R is a PID, so r(t) =< 0 0 
f 0 r S O m e 6 e R
'
 F r o m
 (t)’ ^ notice that .r = a't + /?/ and y = -/5't + « / . Thus for any 
r, seR, 
x rV = P f ) r(af fft) = {oi + rp')t + (/? — ra)f. 
Similarly y - sx = -(/?' + sa')t + (a - ) / . Denote a ' + r/3\ /3 a r , ( + saf) and 
S2 = a
 ^
 r l i 7 2 d 52 respectively. Then x-ry = r ^ + r 2 / and y-sx = Slt + S 2 f . 
On the other hand, < ^ > is clearly a proper ideal of R. In virtue of lemma 4.4.4, there 
exists a 6 G R such that < 6 + ar > + < ^ > = < a + bs > + < 9 >= R. Write 
b
' = - ( ^ + ) and a' = bp- aa'. Then we can verify that s^' s2a' = a + bs and 
W r2a' = (b + ar). Therefore, 
< - s2a' > + < 0 > = < nb' r2a' > < 9 >= R. 
By lemma 4.4.2 we assert that there exists z e M such that 
< ht + s2f,z > = < rti + r2f,z > = < t j > . 
Thus in terms of x and y, we have < y — sx,z > = < x ry,z > = < x,y >. This proves 
that the -module M is Chinese. 
As any abelian group can be viewed as a -modules, then an abelian group is Chinese 
if its corresponding -module is Chinese. The following result is a direct consequence of 
theorem 4.4.6. 
Corollary 4.4.7 An Abelian group is Chinese if and only if it does not contain any sub-
group which is isomorphic to 7L d 
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4.5 Remarks on CRT modules 
We have already pointed out in section 4.2 that a CRT i2-moclule is a Chinese module as 
WeU a S a d i s t r i b u t i v e m o d u l e
. & section, we shdl show that under certain conditions 
CRT modules and distributive modules are the same if the underlying ring R for the 
-modules is a Dedekind domain or PID in particular. 
Theorem 4.5.1 Let R be a Dedekind domain. An R-module M is distributive i f , and 
only if M is a CRT module. 
P r o o f
. The necessity part follows immediately from theorem 4.2.4. Suppose M is a 
distributive module. Then M is of either type (I) or type (II) by theorem 3.3.4. For the 
case M i s a type (I) module, every flntely generated submodule of M is cyclic. Hence, M 
must be Chinese. Therefore, M is a CRT module by theorem 4.2.4. If M is of type II 
then every finitely generated submodule of M is isomorphic to an ideal of R. Since R is 
a CRT domain (see [3]), every ideal of R is also a CRT module. Therefore, M is a 
CRT module. 
Remark 4.5.2 (i) Overrings of Dedekind domains and overrings of Priifer domains with 
only finitely many maximal ideals are also CRT rings. This is because that the distribu-
tivity of ideals still retains in these type of overrings. 
(ii) Recall that an integral domain R is an almost Dedekind domain if for each maxi-
mal ideal M of R, the ring RM is a Dedekind domain. It is known that if R has only 
finitely many maximal ideals then R is a principal ideal domain ([18], p222). Thus almost 
Dedekind domains with only finitely many maximal ideals are CRT rings, (iii) If ^ is a 
CUT domain, then R is obviously a Priifer domain. Therefore, if M is a torsion-free CRT 
module, in particular a distributive module, then M is isomorphic to an TE-submodule of 
Q, the field of fractions of R. Conversely, if M is a iE-submodule of Q, then every finitely 
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generated submodule N of M is isomorphic to an ideal of Since R is a CRT domain, 
M is then a CRT module. 
I n v i e W
 °





 obtain a further characterization of CRT domains as 
follows: 
Corollary 4.5.3 An integral domain R is CRT if and only if every overring R' of R is 





 T h e
 & for the statement is trivial. Pbr the necessity part, we only need to 
observe that every finitely generated ^submodule of the overring ^ is an -submodule 
of Q and hence a CRT module by remark 4.5.2. Thus "is a CRT module. 
Since every ideal of a principal ideal domain is a cyclic -submodule hence the 
foHowing theorem may be regarded as a generalization of a corresponding result in abelian 
groups (see [12]). 
Theorem 4.5.4 Let M be a module over a PID. Then the following statements are equiv-
alent: 
(i) M is a CRT module. 
(ii) M is a distributive module. 
(iii) Every finitely generated submodule of M is cyclic. 
In closing the chapter, we provide herewith an example of Chinese module which is 
not a CRT module. 
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Example 4.5.5 Let R = F[X] where F is a field. Consider the column vector space F4 
be a module over R with a scalar multiplication defined by f(X)u = / ( ! > , where T is a 
fixed 4 X 4 matrix over ancU e Of course, the module
 i s Chinese because it 
is torsion. Now, let 
“1 1 0 0 ] [ 1 1 0 . 
T _ 0 1 0 0 0 ^ 0 
o o 1 1 o a n d 1 . 
0 0 0 1 0 0 J
 L J L 
Then it is easy to see that < x,y >= Rx Also, < a;,^ > is not cyclic. For if it is 
cyclic, then there are G R, such that R(rx + sy) =< x,y >. Hence, there is f e R 
such that f(rx + sy) = x (f). One can easily check that r(x) = r(y)=< X — 1 >. Also, 
from the equality (f), one can observe that ( X - l ) | ( / r - 1) and ( X - l ) \ ( f s ) . Thereby, 
( 1) I This means that R(rx + sy) = R(rx) g Rx Ry, which is a contradiction. 
Thus F4 is not a CRT i2-module by theorem 4.5.4. 
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