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Recently, there has been much interest in the efficient preparation of complex quantum states
using low-depth quantum circuits, such as Quantum Approximate Optimization Algorithm (QAOA).
While it has been numerically shown that such algorithms prepare certain correlated states of
quantum spins with surprising accuracy, a systematic way of quantifying the efficiency of QAOA in
general classes of models has been lacking. Here, we propose that the success of QAOA in preparing
ordered states is related to the interaction distance of the target state, which measures how close
that state is to the manifold of all Gaussian states in an arbitrary basis of single-particle modes. We
numerically verify this for the ground state of the quantum Ising model with arbitrary transverse
and longitudinal field strengths, a canonical example of a non-integrable model. Our results suggest
that the structure of the entanglement spectrum, as witnessed by the interaction distance, correlates
with the success of QAOA state preparation. We conclude that QAOA typically finds a solution
that perturbs around the closest free-fermion state.
I. Introduction
In recent years, algorithms involving a hybrid
quantum-classical procedure for cost function minimiza-
tion have attracted much attention.1,2 Among these
is the Quantum Approximate Optimization Algorithm
(QAOA), which employs an alternating operator ansatz
for solving optimization problems that are mappable to
the problem of finding the ground state of a classical
Ising-type Hamiltonian.2 These ansatz circuits are of
great interest since they have been shown to successfully
approximate or even exactly prepare states at remarkably
low circuit depths. This makes them amenable to imple-
mentation using the currently available “noisy interme-
diate scale” quantum computers,3 potentially enabling
useful applications in the near future before full-fledged
quantum computers, featuring robust error correction,
may become operational. It has also been proven that
QAOA circuits can perform universal quantum compu-
tation for certain classes of Hamiltonians.4,5
QAOA was originally proposed to tackle classical op-
timization problems, such as the MaxCut problem,6 and
several others.7–10 More recently, it has been pointed
out that QAOA could also serve as a tool for exactly
preparing quantum many-body states, such as the GHZ
state, the ground state of the Ising model at the criti-
cal point, for both short-range11 and long-range interac-
tions,12,13 the ground state of the toric code,11 the ground
state of the two-dimensional Hubbard model,14 and the
thermofield double states.15,16 In this paper we focus on
the latter type of applications of QAOA in the context
of preparing ground states of non-integrable quantum
Hamiltonians.
Some analytical results on state preparation in the
classical Ising model have been established. It was shown
that in one dimension, the uniform nearest-neighbor Ising
model in the absence of a magnetic field can be reduced
to a system of pseudospins.17 This reduction was used the
prove a conjecture2 that the ground state of this model
can be prepared using a circuit with depth linear in the
system size,17 and the associated bounds on the best at-
tainable fidelity for QAOA circuits below this depth were
derived.18 At the same time, a deeper understanding of
QAOA that would, for example, allow for the system-
atic construction of a circuit to prepare a given quantum
state, and to predict the circuit depth needed to reach a
certain accuracy, is still lacking.
In its original formulation, QAOA involved the al-
ternating application of a “mixer” Hamiltonian and a
“problem” Hamiltonian,2,8 where different choices for the
mixer Hamiltonian can be made.2,19 A different approach
is to split the problem Hamiltonian into a number of
terms and alternate between the application of those;
in this way, QAOA can be seen as the digitization plus
Trotter splitting of a quantum annealing protocol.18 This
justifies that, in this latter case, as the circuit depth in-
creases, states can be prepared with increasing accuracy.
It does not explain, however, why some states can be pre-
pared with very high accuracy using low circuit depths.
Thus, there remain open questions about the inner work-
ings of QAOA. Some of the difficulties in developing a
deeper understanding of QAOA, as well as its numer-
ical implementations, stem from the fact that the opti-
mization landscape is generally riddled with local minima
and other issues.20–22 Different techniques, such as differ-
ent optimization methods23–25 or machine learning,26–29
have attempted to address these problems. Heuristics for
producing a starting set of optimization angles have also
been developed.30,31
In this paper, we address the problem of using QAOA
to prepare the ground state of some quantum Hamilto-
nian H that depends on one or more tunable parameters
H(h1, h2, . . .), such that H is non-integrable for generic
values of h1, h2, etc. We are interested in predicting
the relative success of QAOA state preparation across
the phase diagram defined by the parameters h1, h2, . . .;
moreover, our aim is to relate the success of prepara-
tion to some physical property of the target state. While
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2standard quantities such as the von Neumann (entangle-
ment) entropy of the target state poorly correlate with
the success of QAOA, we find that the success of state
preparation correlates with the property called interac-
tion distance.32 The latter can be evaluated from the
eigenvalue spectrum of the system’s (reduced) density
matrix. Our findings are numerically supported by ex-
amples of non-integrable quantum Ising models.
The remainder of this paper is organized as follows.
Secs. II and III contain a brief overview of the QAOA
variational ansatz and interaction distance, respectively.
In Sec. IV, we introduce an alternating operator protocol
for the Ising model in transverse and longitudinal fields,
and we compare the success of the QAOA ground-state
preparation with interaction distance across the phase
diagram of the model. In Sec. V we provide analytical
arguments for the numerically-observed correlation be-
tween QAOA and interaction distance, while in Sec. VI
we analyze the optimization landscape for these models.
Our conclusions are presented in Sec. VII, while Appen-
dices contain generalizations of our results; in particu-
lar Appendix A contains the results for a variant of the
Ising model which features interactions between nearest-
neighbour triplets of spins. This model has a critical line
in the universality class of the Potts model,33 and its
ground state is much harder to prepare than that of the
quantum Ising model.
II. Quantum Approximate Optimization Algorithm
Various names for quantum-classical variational al-
gorithms have been proposed in the literature, de-
pending on the context and the specific implementa-
tion.1,2,11,14,34,35 Among the first such algorithms is the
Variational Quantum Eigensolver (VQE) – proposed in
the context of quantum chemistry1,34 – for preparing ap-
proximate eigenstates and calculating eigenvalues of a
given Hamiltonian. The QAOA2 introduced the alter-
nating operator ansatz, which we review below. We refer
to the general class of variational quantum-classical algo-
rithms based on the alternating operator ansatz simply
as QAOA, with the understanding that it can be seen as a
specialization of VQE for this particular class of ansa¨tze.
As previously mentioned, QAOA is a variational al-
gorithm based on a classical optimization routine which
performs a minimization over a parametrized family of
quantum circuits. The goal of this minimization is
to find the circuit which, starting from some initial
state |ψinitial〉, best prepares the target quantum state,
|ψtarget〉. This family of quantum circuits is defined by a
set of operators H1, H2, . . . ,HM , and takes the alternat-
ing operator “bang-bang” form,36 defined by the unitary
U(θ) = e−iθp,1H1e−iθp,2H2 . . . e−iθp,MHM
. . . e−iθ1,1H1e−iθ1,2H2 . . . e−iθ1,MHM . (1)
The circuit is parameterized by the set of variational an-
gles θ = (θ1,1, ..., θp,M ).
A sketch of the QAOA protocol is given in Fig. 1(a).
The algorithm starts with some chosen initial state
|ψinitial〉 and an initial set of values for the circuit pa-
rameters. The initial state |ψinitial〉 is, in principle, arbi-
trary, but it should be sufficiently easy to prepare (e.g.,
a product state or some low-entangled state). The tar-
get state ψtarget is often assumed to be the ground state
of some Hamiltonian H, sometimes called the “problem
Hamiltonian”. As mentioned previously, there is freedom
in the choice of the operators {Hj}j∈{1,...,M}. Unlike the
original formulation,2 for the problems considered in this
paper, we choose the operators by splitting the problem
Hamiltonian as H =
∑M
i=1Hi for M = 3 (see Sec. IV
below).
After preparing the initial state, the simulator per-
forms the quantum evolution
|ψ(θ)〉 = U(θ) |ψinitial〉 .
After the state |ψ(θ)〉 is obtained, a cost function is mea-
sured. In what follows, we assume all states to be nor-
malized, and the cost function may be defined as the
expectation value of the energy
E ≡ 〈ψ(θ)|H|ψ(θ)〉 . (2)
It is often more convenient to use the rescaled relative
energy37
 ≡ 〈ψ(θ)|H|ψ(θ)〉 − Emin
Emax − Emin , (3)
where Emin, Emax are the extremal eigenenergies in the
spectrum of H. The relative energy  is bounded between
0 and 1, such that  = 0 corresponds to finding an exact
ground state. Alternatively, if |ψtarget〉 is known, the cost
function can be taken to be the quantum infidelity,
1− f ≡ 1− |〈ψtarget|ψ(θ)〉|2, (4)
which is similarly bounded between 0 and 1. Although
evaluating fidelity in experiment is impractical or even
impossible, it is often useful in numerical simulations.
Once the value of the cost function is measured, it is
passed back to the optimization algorithm running on
the classical computer. This algorithm returns a new set
of angles, which are passed again to the quantum simula-
tor, and the process repeats itself until the optimization
algorithm running on the classical computer halts.
In Ref. 11 it was observed that the ground state of
the transverse-field Ising model with periodic boundary
conditions could be prepared exactly (i.e., with f = 1)
in precisely p = N/2 steps, where N is the total num-
ber of spins. This was done using the same M = 2-
operator QAOA protocol originally proposed for the
MaxCut problem.2 This was a surprising result, given
that the ground state of the Ising model can be very
complex depending on the magnitude of the transverse
magnetic field. For instance, at the critical value of the
field, the excitation gap goes to zero and the ground state
displays logarithmically diverging von Neumann entropy
3Figure 1. (a) A schematic illustrating a variational quantum-
classical optimization routine. (b) The M = 3-step QAOA
algorithm for the preparation of the ground state of the Ising
model in both transverse and longitudinal fields, discussed in
Sec. IV.
(VNE) of entanglement as a function of subsystem size.38
This example demonstrates that the success of QAOA
protocol is not determined by the VNE of the target
state. One of the main results of the present paper is
to show that a different quantum-information measure
called interaction distance32 serves as an error-metric for
the quality of QAOA state preparation. In the following
section, we briefly introduce and review the properties of
interaction distance (see also Ref. 39).
III. Interaction distance
Given some density matrix ρ, the interaction dis-
tance32 of ρ is defined as
DF (ρ) := min
σ∈F
1
2
Tr
(√
(ρ− σ)2
)
, (5)
where F is the manifold of Gaussian density matrices σ,
F := {σ = 1
Z
e−H , Z = Tr e−H , H is quadratic}. (6)
Here, H being quadratic means that it is a free-particle
Hamiltonian, e.g., in second quantization, H = c†hc for
some matrix h and some set of creation and annihilation
operators {c†j}, {cj}, with j ∈ {1, ..., N}.
DF , as defined in Eq. (5), measures distinguishabil-
ity between a given density matrix ρ and the set of all
free-particle density matrices, σ. Physically, the density
matrix ρ can represent a thermal state of the system,
in which case it is the standard Boltzmann-Gibbs den-
sity matrix when the system is in thermodynamic equi-
librium at some temperature β = 1/T . On the other
hand, ρ can also be a reduced density matrix which rep-
resents the subsystem A of a larger system in the pure
state |ψ〉. In this case, ρ is obtained as the partial trace
ρA := TrA¯ |ψ〉〈ψ| over the degrees of freedom of the sub-
system A¯ complementary to the subsystem A.
The reduced density matrix is useful for characterizing
properties of |ψ〉, such as the entanglement entropy of A,
SVNE = −Tr ρA ln ρA. (7)
Since ρA is readily available in numerical simulations, in
what follows we focus on DF evaluated with respect to
the reduced density matrix of the model’s ground state.
There is a crucial simplification in evaluating DF as
written in Eq. (5), which was shown in Ref. 32 using
results from Ref. 40. The minimization over F is equiv-
alent to
DF (ρ) = min{j}
1
2
∑
k
∣∣ρk − σk()∣∣ , (8)
where ρk denote the eigenvalues of ρ in descending order
(normalized such that
∑
k ρk = 1), and
σk() =
1
Z
e−
∑
j jn
(k)
j , (9)
where n
(k)
j ∈ {0, 1} is the occupancy number on the jth
site of the kth element of a Fock basis with the energy
j . The normalization Z ensures that
∑
k σk = 1, and we
assume that σk are in the same (descending) order as ρk,
which is necessary to achieve a minimum in Eq. (8).40
The utility of Eq. (8) is that the value of DF (ρ) can
thus be determined solely from the information of the
spectrum {ρk}, also known as the “entanglement spec-
trum”.41 Comparing Eq. (5) with Eq. (8), we see that
the minimization over all matrices σ ∈ F was traded for
a minimization over scalars {j}. The latter is a much
simpler optimization problem, as the number of  param-
eters is expected to scale linearly with the system size.
Thus, the problem becomes numerically tractable, as the
computational complexity is only polynomial in system
size N once the spectrum {ρk} is known.32
Note that DF is strictly bounded 0 ≤ DF ≤ 1,42 and
states that have DF = 0 can be expressed as Gaussian
states in terms of some free-particle modes as in Eq. (9).
This is, of course, true for unentangled (product states)
in the computational basis, but it is also the case for cer-
tain entangled states. An example is the ground state
of the Ising model in the transverse field, as discussed
in the following section. Interestingly, unlike the lower
bound, DF does not seem to saturate its upper bound –
it was conjectured that DF ≤ 3− 2
√
2.42 Physical states
that realize this upper bound of DF were identified as
ground states of certain types of parafermion chains.42
These states do not have a particularly high value of
VNE, but the structure of their entanglement spectrum
is as distinct as possible from that of free fermions, in the
sense of Eq. (8).
IV. Preparing the ground state of the
non-integrable quantum Ising model
In this section we present our main findings on the cor-
relation between the success of QAOA state preparation
4and the interaction distance of the target state. As a toy
model, we consider the one-dimensional quantum Ising
model in the presence of both transverse and longitudi-
nal fields,
H = −
N∑
i=1
(±1)ZiZi+1 − hx
N∑
i=1
Xi − hz
N∑
i=1
Zi, (10)
where Xi and Zi are the standard Pauli matrices on site
i, and we assume periodic boundary conditions (PBCs)
by identifying sites j+N ≡ j. The model is either ferro-
magnetic (FM) or antiferromagnetic (AFM) depending
on whether the coupling of the first term is chosen to be
+1 or −1, respectively. The Ising models in Eqs. (10)
serve as a useful laboratory for studying a number of
phenomena in condensed matter physics.43–45
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Figure 2. Top row: Interaction distance for the ground state
of FM (a) and AFM (b) model in Eq. (10) as a function of
fields hx and hz. Bottom row: the infidelity 1 − f of the
QAOA protocol for the FM (c) and AFM model (d). See text
for the details of the QAOA protocol. All data is for system
size N = 8 using PBCs. Red dot denotes the critical point
of the FM model, while the red line is the critical line in the
AFM model according to Ref. 46.
The properties of the ground state of the model in
Eq. (10) are insensitive to the sign of the FM/AFM cou-
pling in the absence of the longitudinal field hz. However,
once hz > 0, the phase diagram is substantially different
for the two models. The FM model has a critical point
at (hx, hz) = (1, 0), while the AFM model has a criti-
cal line connecting the point (hx, hz) = (1, 0) with the
point (hx, hz) = (0, 2). The critical line is not known
analytically, but it has been determined numerically us-
ing density-matrix renormalization group simulations in
Ref. 46. In both cases, the limit of purely transverse
field (hz = 0) is particularly important. Along this line,
the Hamiltonian is diagonal when written in terms of free
fermions after performing a combination of the Jordan-
Wigner and Bogoliubov transforms.47
The phase diagrams of the FM and AFM models di-
agnosed by the value of DF in their ground state are
shown in Fig. 2(a)-(b), respectively. The ground state
of the Hamiltonian in Eq. (10) is obtained numerically
using exact diagonalization, and its entanglement spec-
trum is computed by partitioning the system into two
equal halves. From the entanglement spectrum, DF is
evaluated by numerical optimization following Eq. (8)48.
For both models, DF is found to be zero (to machine
precision) when hz = 0, regardless of the value hx. Away
from this line, DF is a sensitive indicator of interaction
effects and changes by many orders of magnitude depend-
ing on the location in the phase diagram. For example,
in the FM model, DF exhibits a sharp peak just off the
free Ising critical point, (hx = 1, hz = 0). While the
Ising critical point is described by a free Ising confor-
mal field theory33 and thus it has DF = 0, the prop-
erties of this CFT change dramatically once hz field is
introduced.49 This is consistent with the fermionic pic-
ture, where the hz field introduces long-range interaction
between fermions after the Jordan-Wigner transforma-
tion, which makes the system’s ground state highly in-
teracting. Somewhat surprisingly, away from the critical
point, the value of DF sharply decays to values as low
as ∼ 10−7, even though the interaction is comparable in
magnitude to other terms in the Hamiltonian. This im-
plies that there are large regions of the phase diagram
where the ground state of the system is effectively free-
fermion-like, even though the Hamiltonian itself is “inter-
acting”. On the other hand, the AFM model features a
critical line that extends from the free Ising critical point
(hx = 1, hz = 0). While DF = 0 at (hx = 1, hz = 0),
the value of interaction distance progressively increases
along the critical line towards the interior of the phase
diagram – see Fig. 2(b).
Next, we explore how to prepare the ground state of
Eq. (10) using QAOA for arbitrary values of fields hx and
hz. To this end, we have found it necessary to employ
a M = 3-step QAOA protocol from Eq. (2) with the
operators
H1 = −
N∑
i=1
ZiZi+1, (11)
H2 = −
N∑
i=1
Xi, (12)
H3 = −
N∑
i=1
Zi, (13)
which satisfy H1 +H2 +H3 = H, see the illustration in
Fig. 1(b). The initial state of the protocol is taken to
be the ground state of H2, i.e., all spins polarized along
x-direction, |ψinit〉 = | → . . . →〉. Since Pauli matrices
are involutions, these operators Hj satisfy e
−i(θ+pi)Hj =
5±e−iθHj , so in what follows we restrict the representation
of the angles θ to the [0, pi) interval. We further restrict
the angle θp,1 associated with H1 to the [0,
pi
2 ) interval,
since
N∏
i
ei(θ+
pi
2 )ZiZi+1 ∝
N∏
i=1
ZiZi+1
N∏
i=1
eiθZiZi+1
∝
N∏
i=1
eiθZiZi+1 . (14)
The initial guesses for the angles were determined se-
quentially as p is increased, following the method in Ap-
pendix B1 of Ref. 31. For minimizations involved in both
QAOA and DF we use a basinhopping algorithm with a
Metropolis acceptance criterion,50 as implemented in the
Python package scipy.optimize.basinhopping. This
is a global strategy that performs multiple minimizations,
taking as the initial condition for the next minimization
the stochastically perturbed result of the previous one.
This allows us to avoid the local minima associated with
the rugged landscapes of both QAOA and DF , as dis-
cussed further in Sec. VI. This, however, was not enough
to completely eliminate local minima, and all the data
presented here required two additional rounds of mini-
mization. Each of these consisted in running the basin-
hopping algorithm across the phase diagram again, this
time using as initial value for each point the optimal val-
ues of each of the adjacent points from the previously
obtained data, and keeping the minimum value found.
Note that our protocol in Eqs. (11)-(13) is a general-
ization of the one considered in Ref. 11, which was re-
stricted to the purely transverse field (hz = 0) and made
use of a M = 2-step ansatz with only H1, and H2. In
that case, both the Hamiltonian and the protocol con-
serve the total fermion parity, generated by P =
∏
iXi.
This symmetry is broken once the z-field is introduced
and the ground state acquires a non-zero magnetisation
〈ψ|∑i Zi|ψ〉 6= 0. While it is easy to come up with a two-
step protocol that does not conserve parity, we have not
been able to find one that accurately prepares the ground
state for general values of (hx, hz), thus we introduced a
third operator into the QAOA protocol.
In Figs. 2(c)-(d) we present results of the QAOA pro-
tocol across the phase diagram hx − hz. The color scale
in Fig. 2(c)-(d) shows the infidelity 1− f obtained after
fixed p = N2 steps of QAOA. We observe that this metric
of success of ground state preparation looks remarkably
similar to the behaviour of DF in Figs. 2(a)-(b). In par-
ticular, we recover f = 1 when hz = 0,
11 while the QAOA
no longer finds an exact ground state when hz > 0. Nev-
ertheless, it approximates the ground state very closely
when DF is small. Once again, it is easy to see that that
in this case there is no clear relation between QAOA’s
1− f and the VNE of the ground state. For example, in
the FM model, the VNE should be largest at the critical
point; and, since adding hz opens a gap in the spectrum,
increasing this parameter should reduce the VNE, as its
scaling changes from logarithmic divergence with system
size to an area law. However, from the point of view of
QAOA, we find precisely the opposite: it is harder to pre-
pare the state with some small amount of hz compared
to hz = 0.
Examining the optimal angles found at each point of
the phase diagram of both the FM and the AFM Ising
models when running the protocol in Eqs.(11)-(13), we
found no continuous variation of the angles across the
phase diagram of the kind in, e.g., Ref. 51. However,
we found that the optimal angles θ3,j had a striking ten-
dency to be very close to multiples of pi2 (see Fig. 7 in the
Appendix). This suggests that the Hamiltonian H3 has
a restricted role in the evolution, and that the symmetry
could perhaps be broken in a simpler way. This property
could be exploited by having the initial guess be close
to multiples of pi2 through an ansatz, or by giving higher
weight to regions close to these two points (0 and pi2 ) in
the minimization algorithm.
Figure 3. Scatter plot of interaction distance against QAOA’s
1 − f for the FM (left) and AFM (right) Ising models. The
data is for system size 6 (top) and system size 8 (bottom),
using the protocol in Eqs.(11)-(13).
In Fig. 3, we show a scatter plot of DF vs. 1− f from
the data extracted from phase diagrams such as in Fig. 2,
but using different numbers of QAOA steps p, indicated
in the legend. In both FM and AFM models, we expect
correlation between DF and 1 − f around p = N2 . As
p→∞, we expect states to be exactly prepared and this
correlation to break down, as in this limit QAOA proto-
cols satisfying H = H1 + ...+HM should have the same
power as quantum annealing with an arbitrary sched-
ule.18 As p→ 1, we expect that the variational method,
in general, is not powerful enough for a correlation to
emerge. However, in the FM model, we see that DF and
1 − f are correlated even at lower p. The minimization
landscape at higher p becomes considerably more com-
plex, which results in a larger spread of the data (see
Sec. VI for further discussion of the minimization land-
scape). We compute the Pearson correlation coefficients
for the data in Fig. 3 and plot them in Fig. 10 of the ap-
pendix; as expected, these seem to peak around p = N2 .
6V. Relation between QAOA and interaction
distance
In Sec. IV, we have established numerically a corre-
lation between DF and the success of QAOA protocols.
This suggests that the protocol’s success depends on how
close to being Gaussian (in the sense of Eq. (6)) the tar-
get ground state is. In this section, we support these
numerical observations by analytic arguments.
As mentioned in Sec. IV, the angle θ3,j associated with
the operator Eq. (13) is found to cluster around either 0
or pi2 . Now, note that a shift in pi/2 of the θ3,j part of the
protocol results in an overall parity flip, as easily seen
from the following sequence of identities:
exp
i(θm,3 + pi
2
)∑
i
Zi
 exp
iθm,2∑
i
Xi

= exp
iθm,3∑
i
Zi
∏
i
Zi exp
iθm,2∑
i
Xi

= exp
iθm,3∑
i
Zi
 exp
iθm,2∑
i
−Xi
∏
i
Zi.
Further, ∏
i
Zi |→ ...→〉 = |← ...←〉 ,
where | →〉, | ←〉 denote eigenstates of X. This implies
that, if we have the freedom of choosing either |→ ...→〉
or |← ...←〉 as the initial state, we can restrict, without
loss of generality, all angles θ3,j to an interval of length
pi/2. Since these angles are clustered around 0 and pi/2 as
shown in Fig. 7 of the Appendix, they can all be mapped
to be close to 0.
Next, note that since both initial states are product
states, they are also Gaussian states. Moreover, the evo-
lution under the unitaries generated by H1 and H2 maps
Gaussian states into Gaussian states, while the evolution
under H3 spoils this property. However, for θ3,j close to
0, the evolution under H3 introduces only a small, per-
turbative deviation from a Gaussian state. This heuris-
tically accounts for the high correlation of QAOA suc-
cess with interaction distance of the target state, as the
states prepared by QAOA are close to being free. As p
gets larger, more perturbations are possible and the suc-
cess of the QAOA increases. At a fixed p, the success of
QAOA is related to the distance of the target state from
the Gaussian state manifold.
We conclude that there is a practical limitation to the
“natural” QAOA protocol proposed in Sec. IV, which was
obtained as a Trotter splitting of the Hamiltonian (10)
into its translation invariant components: the protocol is
unable to prepare ground states that are far from being
Gaussian (as measured by interaction distance). This
limitation is fundamentally related to the probability
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Figure 4. Probability distribution function P (log()) of
QAOA outcomes on 10000 uniformly generated initial angles
having as target the ground state of the points in S. Data
is for system size N = 8 and p = 4, with the protocol in
Eqs. (11)-(13).
spectrum of the target state, i.e., the eigenvalue spectrum
of its reduced density matrix. Indeed, when performing
QAOA using as a cost function the relative entropy52 be-
tween the probability spectra of the trial state and of the
target state, one finds heat maps and scatter plots sim-
ilar to those in Fig. 2 (data not shown). Thus, there is
a correlation between QAOA and DF , even though the
former minimizes the overlap of two vectors, while the
latter one employs a minimization using the probability
spectrum of the subsystem’s reduced density matrices.
Note that if one performs QAOA using the relative en-
tropy as the cost function and then computes the overlap
between the optimal state and the target state, one finds
that it is, in general, close to zero. On the other hand, if
one takes the QAOA optimal states obtained using over-
lap as a cost function and computes its relative entropy
with respect to the target state, we obtained heat maps
similar to those in Fig. 2. This indicates that there is
some “degeneracy” in states having the same relative en-
tropy as the optimal state (with respect to overlap) in
the space of states accessible through QAOA; however,
this degeneracy is easily lifted when minimizing using
overlap.
VI. Minimization landscape
In this section, we explore the minimization landscape
of the optimization problem studied in Sec. IV for the
AFM Ising model (we reached qualitatively similar con-
clusions in the FM model). The target state in the cost
function is taken to be the ground state of the Hamilto-
nian at a set of representative points in the (hx,hz) phase
diagram, S = {(0.1, 0.1), (0.1, 2), (1, 1), (2, 0.1), (2, 2)}.
These points are drawn from regions of both “hard” and
“easy” state preparation according to Fig. 2. Here, we
use the rescaled relative energy, defined in Eq. (3), in-
stead of the quantum infidelity.
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Figure 5. Minimization landscape in the AFM Ising model. (a) Relative energy  vs. T≤max for different points in S. (b)
Relative energy  vs. T=max for different points in S. (c) t-SNE graph for 500 random angle samples taken at (hx, hz) = (1, 1)
and T=max = 1. (d) t-SNE graph for 500 random angle samples taken at (hx, hz) = (1, 1) and T=max = 8. All data is for system
size N = 6 and p = 3. Color scale in (c), (d) represents the value of .
In Fig. 4 we first look at the probability distribution
function for log  in selected points S. We generate a
sample of 104 initial θ angles, drawn from a uniform dis-
tribution in the [0, pi[ interval. The distribution of log 
gives us insight about the structure of the landscape.
A sharply-defined distribution of log  is only obtained
in the case where hx = hz = 0.1, with the peak at 
close to 0. The mean of the distribution shifts to large
values of  upon approaching the critical line, e.g., at
hx = hz = 1. In addition to the shift of the mean, the
distribution also develops multiple peaks corresponding
to local minima. At other points in the phase diagram,
such as hx = hz = 2, the separate minima form a smooth
curve with larger variance. Finally, in some cases like
hx = 2, hz = 0.1, we observe a clear bimodal distribu-
tion of the minima. Thus, the distribution of minima
varies considerably across the phase diagram and, gener-
ally, has multiple peaks.
A systematic investigation of the nature of the land-
scape of a related minimization problem was performed
in Refs. 21 and 22 using a discretized adiabatic state
preparation protocol. In these works, the behavior of
the minimization landscape was examined as a function
of the total allowed time for the protocol. It was found
that there are distinct “phases” associated with differ-
ent intervals for the total allowed time. Particularly, at
intermediate times, there is a glassy phase presenting
with multiple clusters of minima where the minimiza-
tion becomes difficult. Following Refs. 21 and 22, we
have probed the nature of the minimization landscape
in our models and using our QAOA protocol when the
total time T (θ) =
∑p
i=1
∑M
j=1 θi,j is restricted. We im-
pose this restriction in two different ways. First, we allow
T (θ) to be less than or equal to some maximum total time
T≤max, which can be easily achieved by constraining the
allowed interval for each θi,j angle in our protocol. The
second method is to demand T (θ) to be exactly equal
to a given total time T=max. The results of these two
approaches are contrasted in Fig. 5(a) and (b).
In Fig. 5(a) we see that, as expected, as T≤max in-
creases,  decreases. Perhaps surprisingly, this occurs in
a very clear step-wise fashion, suggesting that there are
discrete values of T≤max that show significant improve-
ment in state preparation. By contrast, in Fig. 5(b) we
see that as T=max increases, the behaviour of  is more er-
ratic, indicating that there are discrete, optimum values
of T for which states can be prepared under this restric-
tion. This shows that the protocol can not accommodate
non-optimal values T=max, that is, there is no way for
the protocol to continuously ”stall” and wait, ”wasting
time” so as to emulate the last optimal value of T=max.
The protocol can, however, ”stall” in discrete values of pi,
due to the symmetry in the angles. A consequence of this
seems to be the peaks and troughs pattern in the graphs
in Fig. 5(b), which show some irregular pattern. This
contrasts with the results in Ref. 21 and 22, which dis-
play an almost monotonically increasing success in state
preparation as T=max increases.
Next, we took 500 random angle samples restricted
to either T=max or T≤max and ran QAOA with tar-
get state coming from the ground state at each of the
representative points in S. In order to plot the high-
dimensional minimization landscape, we have used t-
SNE,53 a dimensionality-reduction algorithm for data vi-
sualization that embeds high dimensional data in a space
with lower dimension while preserving the relative posi-
tion of the data points. Performing t-SNE on these sam-
ples, we find that, for T≤max, T=max < 1, there exists
some clustering of minima, although some of the clusters
are significantly less compact than others – see Fig. 5(c).
For T≤max, T=max > 1, the clustering rapidly disappears,
first for the T≤max restriction and then for the T=max re-
striction – an example of the latter is shown in Fig. 5(d)
for T=max = 8. This indicates that QAOA, which usually
does not place restrictions on the values of θ angles and
therefore implicitly operates in the large-T regime, does
not display a glassy phase in its minimization landscape
as found for a different protocol in Refs. 21 and 22.
8VII. Conclusions
In this paper we have investigated the preparation of
ground states of non-integrable quantum models using
QAOA. Our motivation was to identify physical proper-
ties of a state that can be associated with its prepara-
tion, thereby allowing us to bound the relative success of
QAOA. While this task appears challenging for rigorous
analytical treatment, we have numerically demonstrated
a correlation between interaction distance and the suc-
cess of the QAOA protocols in two variants of the quan-
tum Ising model. This suggests that, in these models,
states which are far from free, as measured by interac-
tion distance, are harder to prepare, i.e., in order to pre-
pare states with larger interaction distance, QAOA needs
higher values of p to achieve the same degree of success
as for states with lower interaction distance and lower p.
We have also performed an analysis of the landscape as-
sociated with the QAOA optimization problem. We have
found that there are several local minima associated with
this landscape, though they are spread out and show no
distinctive clustering. Limiting the total allowed QAOA
time did not alter this landscape significantly for total
time T & 1.
One of the applications of our results is that theoret-
ical insight into the closest free states representing the
target state can be gained by using the experimentally
obtained QAOA ansatz and setting the small θ3,j an-
gles to be zero. The absence of the glassy phase in the
minimization landscape implies that the natural QAOA
protocols constructed here do not lead to a NP-hard op-
timization problem and the time to find optimal angles
should scale polynomially with the system size.
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A. Three-spin Ising model
Here we demonstrate that our findings from the main
text also apply in a different model featuring three-spin
interactions. The model is defined by the Hamiltonian
H = −
N∑
i=1
ZiZi+1Zi+2 − hx
N∑
i=1
Xi − hz
N∑
i=1
Zi, (A1)
where, again, Xi and Zi are the standard Pauli matrices
on site i, and we assume PBCs. The critical behaviour
of this model is in the same universality class as the two-
dimensional classical three-state Potts model. The phase
diagram of the model has been mapped out in Ref. 54 (see
also Ref. 55 for further generalisations of the model). In
the hx > 0, −3 ≤ hz < 0 region, it contains a critical line
connecting (hx, hz) = (0,−3) to (hx, hz) = (1, 0). Below
that critical line, there exists a threefold ground state
degeneracy, while above it the ground state is unique.
The motivation for studying the model in Eq. (A1) is
that its ground state is expected to be more strongly in-
teracting and have a higher value of DF . For example,
unlike the FM/AFM models in Eq. (10), the ground state
of the model in Eq. (A1) cannot be obtained in closed
form using the Jordan-Wigner and/or Bogoliubov trans-
formation (apart from classical line, hx = 0). Moreover,
the 3-fold ground state degeneracy in the ordered phase
gives rise to an approximate 3-fold degeneracy of the en-
tanglement spectrum, as generally found in “symmetry-
protected topological phases”.56 This can be understood
by picking a point (hx = 0, hz = −1), where the exact
ground state of the system (with zero momentum under
Figure 6. Top row: Interaction distance for the 3-spin Ising
model in Eq. (A1) as a function of fields hx and hz (a) and
the infidelity 1 − f of the QAOA protocol (b). The QAOA
protocol is based on Eqs. (12), (13), (A3). All data is for
system size N = 9 using PBCs. Red line is the critical line
in the 3-spin Ising model according to Ref. 54 Bottom row:
Scatter plot of interaction distance against 1−f for the 3-spin
Ising model, system size 9 and different values of p indicated
in the legend.
.
translation) is given by
|ψ0〉 = 1√
3
(| ↑↓↓↑↓↓ . . .〉+ | ↓↑↓↓↑↓ . . .〉+ | ↓↓↑↓↓↑ . . .〉).
(A2)
The corresponding entanglement spectrum is given by
ρk = { 13 , 13 , 13 , 0, 0, . . .}. This is the type of entanglement
spectrum that gives DF = 16 , a value close to the upper
bound 3− 2√2.42 The same spectrum is obtained in the
Z3 parafermion model at its fixed point.57 An approx-
imate 3-fold degeneracy in the entanglement spectrum
persists throughout the ordered phase of the model, thus
we expect the ground state throughout this phase to be
more difficult to prepare using QAOA compared to the
disordered phase.
The comparison between DF and QAOA for the model
in Eq. (A1) is shown in Fig. 6. The QAOA protocol was
chosen such that H2 is defined as in Eq. (12) and H3 as
11
in Eq. (13), but here we use
H1 = −
N∑
i=1
ZiZi+1Zi+2. (A3)
Note that this protocol also satisfies H1 +H2 +H3 = H.
We have found that, like the two-spin Ising model, the
success of the protocol also correlates well with interac-
tion distance, as we see in the top row of Fig. 6. Here, as
in Section IV, minimizations are done using a basinhop-
ping algorithm. Moreover, we find correlation between
DF and 1 − f for several values of p, as shown in the
bottom row of Fig. 6. As before, the data in the bottom
row of Fig. 6 was obtained by sampling across the entire
phase diagram in the top row of Fig. 6.
It worth noting that we can prepare the ground state
in Eq. (A2) exactly by choosing the protocol H1 =
−∑j Zj−1ZjZj+1 and H2 = −∑j(XjXj+1 + YjYj+1),
while the initial state is the ground state of H2 in the
sector with magnetisation −N/3, as this is the sector
where the states {|↑↓↓ ...〉 , |↓↑↓ ...〉 |↓↓↑ ...〉} live. It can
be verified that this protocol prepares the exact ground
state in Eq. (A2) in N/2 steps. Moreover, supplementing
the protocol with a third operator, H3 = −
∑
j Xj , leads
to good results across the entire phase with the 3-fold
ground-state degeneracy. However, the infidelity 1 − f
of the latter protocol does not capture the phase tran-
sition in a way that our protocol [Eqs.(12), (13), (A3)]
does. Moreover, the initial state is more difficult to pre-
pare in this case, unlike the product state of spins in our
protocol.
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Figure 7. Distribution of angles θ3,j associated to Hamilto-
nian (13) in QAOA evolution across phase diagrams of Hamil-
tonians in Eq. (10) and Eq. (A1) for system size 8 and 9,
respectively, and p = 4.
Similar to the models studied in Sec. IV, we found
no continuous variation of angles in the three-spin Ising
model, and the angles θ3,j tended to be close to multiples
of pi/2 (see Fig. 7). However, in this case the heuristic
arguments of of Sec. V do not directly apply as the Gaus-
sianity of the protocol is broken by the triple spin inter-
action term (A3). It is an interesting open problem to
analytically explain the approximate Gaussianity in this
case.
B. Additional data
This section contains some additional results that sup-
port the conclusions in the main text. Fig. 7 shows the
distribution of the angle θ3,j associated to the Hamil-
tonian (13) in the QAOA protocol. As claimed in Sec-
tions IV-V, these angles tend to be close to 0 or pi2 , which
is clearly seen in the figure when j (and consequently p)
is sufficiently large.
In Figures 8 and 9, we compare the heat maps depict-
ing the QAOA infidelity across the phase diagrams of the
FM and the AFM Ising models, respectively, for different
protocol durations p. Comparing these heat maps to that
of interaction distance in Fig. 2, we can clearly see that
the correlation between QAOA and interaction distance
is most pronounced at p = N2 . In light of our analysis in
Sec. V, this makes sense because we know that p = N2 is
necessary to prepare the free Ising ground state (hz = 0).
Moreover, we see that 1 − f decreases monotonically as
p increases; this is also expected, as in the limit p → ∞
we expect to be able to exactly prepare the states, as
explained in Section IV.
Finally, we compute the Pearson correlation coeffi-
cients for the data in Fig. 6 and plot them in Fig. 10.
As in Section IV, these seem to peak around p = N2 . We
see that the Pearson coefficient peaks around p = N2 . For
the FM and AFM Ising models, the coefficient remains
high across the plotted range of p.
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Figure 9. QAOA infidelity for size N = 8 AFM Ising model
using the protocol defined by Eqs. (11), (12), (13)
