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INVERSE PROBLEMS IN ADDITIVE NUMBER THEORY
AND IN NON-ABELIAN GROUP THEORY
G. A. FREIMAN, M. HERZOG, P. LONGOBARDI, M. MAJ, AND Y. V. STANCHESCU
1. Introduction
The aim of this paper is threefold:
a) Finding new direct and inverse results in the additive number theory concerning
Minkowski sums of dilates.
b) Finding a connection between the above results and some direct and inverse prob-
lems in the theory of Baumslag-Solitar (non-abelian) groups.
c) Solving certain inverse problems in Baumslag-Solitar groups or monoids, assuming
appropriate small doubling properties.
We start with our first topic (a), concerning the additive number theory. In this
paper Z denotes the rational integers, N denotes the non-negative elements of Z
and the size of a finite set A will be denoted by |A|. Subsets of Z of the form
r ∗ A = {rx : x ∈ A},
where r is a positive integer and A is a finite subsets of Z, are called r-dilates.
Minkowski sums of dilates are defined as follows:
r1 ∗ A+ ... + rs ∗ A = {r1x1 + ... + rsxs : xi ∈ A, 1 ≤ i ≤ s},
These sums have been recently studied in different situations by Nathanson, Bukh,
Cilleruelo, Silva, Vinuesa, Hamidoune, Serra and Rue´ (see [9], [1], [3], [2], [7]). In
particular, they examined sums of two dilates of the form
A + r ∗A = {a+ rb | a, b ∈ A}
and solved various direct and inverse problems concerning their sizes.
For example, it was shown in [3] that
|A+ 2 ∗ A| ≥ 3|A| − 2,
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which represents a direct result. Moreover, they solved the following inverse problem:
what is the structure of the set A if
|A+ 2 ∗ A| = 3|A| − 2?
Their answer was that in such case A must be an arithmetic progression.
Inverse problems of this type, where the exact bound is assumed, will be called
ordinary inverse problems. The term extended inverse problem will refer to inverse
problems in which a small diversion from the exact bound is allowed, still enabling
us to reach a definite conclusion concerning the structure of A.
As an example of an extended inverse problem, consider the following question:
what is the structure of the set A if
|A+ 2 ∗ A| < 4|A| − 4?
Our answer to this question is:
(A). If |A + 2 ∗ A| < 4|A| − 4, then A is a subset of an arithmentic progression
of size ≤ 2|A| − 3. (see Theorem 4, Section 3)
The above mentioned authors and others studied also the sums A+ r ∗A for r ≥ 3.
In this direction we proved the following new (direct) result:
(B). If r ≥ 3, then |A+ r ∗A| ≥ 4|A| − 4. (see Theorem 6, Section 5)
This very useful result yields a uniform bound for all sets A and for r ≥ 3. In the
literature, most bounds of this type are asymptotic.
We continue now with the second topic (b), dealing with a connection, noticed by
us, between results concerning sums of dilates and some problems in the theory of
Baumslag-Solitar groups.
If S and T are subsets of a group G, their product is defined as follows:
ST = {st | s ∈ S, t ∈ T}.
In particular, S2 = {s1s2 | s1, s2 ∈ S} and if b ∈ G, then bS = {bs | s ∈ S}.
For integers m and n, the general Baumslag-Solitar group BS(m,n) is a group with
two generators a, b and one defining relation b−1amb = an:
BS(m,n) = 〈a, b | amb = ban〉.
We shall concentrate on
G = BS(1, n) = 〈a, b | ab = ban〉.
Let S be a finite subset of G of size k1 contained in the coset b
r〈a〉 for some r ∈ N
and let T be a finite subset of G of size k2 contained in the coset b
s〈a〉 for some s ∈ N.
Then
S = {brax0 , brax1 , . . . , braxk1−1},
where A = {x0, x1, . . . , xk1−1} is a subset of Z. We introduce now the notation
S = {brax : x ∈ A} = braA.
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Thus |S| = |A|.
Similarly, T = bsaB for some subset B = {y0, y1, . . . , yk2−1} of Z. Since ab = ba
n,
it follows that a−1b = ba−n and
axbt = btan
tx for each x ∈ Z and t ∈ N. (1)
In particular,
axb = banx for each x ∈ Z.
Equation (1) implies that
(brax)(bsay) = br(axbs)ay = br(bsan
sx)ay = br+san
sx+y
for each x, y ∈ Z and for each r, s ∈ N. Therefore the product set
ST = {vw | v ∈ S, w ∈ T}
can be written as
ST = {(braxi)(bsayj ) | i ∈ {0, 1, . . . , k1 − 1}, j ∈ {0, 1, . . . , k2 − 1}} (2)
= {br+san
sxi+yj | i ∈ {0, 1, . . . , k − 1}}, j ∈ {0, 1, . . . , k2 − 1}} = b
r+san
s
∗A+B
and |ST | = |ns ∗ A+B|.
We have proved the following basic theorem.
Theorem 1. Suppose that
S = braA ⊆ BS(1, n), T = bsaB ⊆ BS(1, n)
where r, s ∈ N and A,B are finite subsets of Z. Then
ST = br+san
s
∗A+B
and
|ST | = |ns ∗ A+B|.
In particular,
S2 = b2ran
r
∗A+A
and
|S2| = |nr ∗ A+ A|.
This result will serve us as the major means for investigating |ST |, and in particular
|S2|, using information about sizes of sums of dilates.
Skipping to our third topic (c), dealing with inverse problems in Baumslag-Solitar
groups, it follows from Theorem 1 and from the results mentioned in topic (a), that,
using the previous notation, the following statements hold:
(C). If S = baA ⊆ BS(1, 2), then |S2| = |2 ∗ A + A|. Hence |S2| ≥ 3|S| − 2 and if
|S2| = 3|S| − 2, then A is an arithmetic progression. (see Theorem 2(a), Section 2)
(D). If S = baA ⊆ BS(1, 2) and |S2| < 4|S| − 4, then A is a subset of an
arithmetic progression of size ≤ 2|S| − 3. (see Theorem 5, Section 4)
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(E). If S = baA ⊆ BS(1, r) with r ≥ 3, then |S2| ≥ 4|S| − 4. (see Corollary 1,
Section 5)
(F). If S = bmaA ⊆ BS(1, 2) with m ≥ 2 an integer, then |S2| ≥ 4|S| − 4. (see
Corollary 2, Section 5)
For more results concerning S2, when S = baA ⊆ BS(1, n), see Section 2.
Conditions of the type |S2| < 4|S| − 4 are called small doubling property. Our
final and main result deals with arbitary finite non-abelian subsets S of the monoid
BS+(1, 2), satisfying the small doubling property |S2| < 3.5|S| − 4. This monoid is
defined as follows:
BS+(1, 2) = {g = bmax ∈ BS(1, 2) : m, x ∈ Z, m ≥ 0}
and it is a subset of BS(1, 2), which is closed with respect to multiplication.
We proved the following general result concerning subsets of BS+(1, 2) (see The-
orem 7 in Section 6).
(G). If S is a finite non-abelian subset of BS+(1, 2) satisfying
|S2| < 3.5|S| − 4,
then (i) |S2| ≥ 3|S|−2, (ii) S = baA for some finite subset A of Z, which is contained
in an arithmetic progression of size < 1.5|S| − 2 and (iii) |S2| = 3|S| − 2 implies that
A is an arithmetic progression of length |S|.
Our paper is a pilot study in the following more general direction. Let G be an
infinite non-abelian group of certain type and let S denote a finite non-abelian
subset (i.e. 〈S〉 is non-abelian) of G of order k (k-subset in short). It is natural to
ask the following questions:
Q.1. Find mG(k), the minimal possible value of |S
2| for non-abelian k-subsets S
of G.
Q.2. What can we say about the detailed structure of extremal k-subsets of G, i.e.
finite non-abelian subsets S of G of size k, satisfying
|S2| = mG(k)?
Q.3. More generally, what can we say about the detailed structure of non-abelian
k-subsets S of G, satisfying some small doubling property, say,
mG(k) ≤ |S
2| < c0k + d0,
where c0 is a small constant greater than 1 and d0 is some small constant.
As mentioned above , we tried to answer these questions in the case of G = BS(1, n)
and in particular for G = BS(1, 2). We hope that our work will lead to similar studies
for other classes of non-abelian groups.
This paper is a contribution to the current programme of extending the Freiman-
type theory, concerning the structure of subsets of Z with the small doubling property,
to such subsets of non-abelian groups (see, for example, [4], [6] and [14]).
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In this paper we use the following notation. We write [m,n] = [x ∈ Z | m ≤ x ≤ n}.
The algebraic sum of two finite subsets A and B of Z will be denoted by
A+B = {a+ b | a ∈ A, b ∈ B}.
In particular, if b ∈ Z, then A + b = {a + b : a ∈ A}. The sum 2A = A+ A is called
the sumset of A. Throughout this paper we shall use the well known inequality
|A+B| ≥ |A|+ |B| − 1.
Let A = {a0 < a1 < ... < ak−1} be a finite increasing set of k integers. By the
length ℓ(A) of A we mean the difference
ℓ(A) = max(A)−min(A) = ak−1 − a0
between its maximal and minimal elements and
hA = ℓ(A) + 1− |A|
denotes the number of holes in A, that is hA = | [a0, ak−1]\A |. Finally, if k ≥ 2, then
we denote
d(A) = g.c.d.(a1 − a0, a2 − a0, ..., ak−1 − a0).
We shall use several times the following result of Lev-Smelianski and Stanchescu:
Theorem LSS. Let A and B be finite subsets of N such that 0 ∈ A ∩ B. Define
δA,B =
{
1, if ℓ(A) = ℓ(B),
0, if ℓ(A) 6= ℓ(B).
Then the following statements hold:
(i) If ℓ(A) = max(ℓ(A), ℓ(B)) ≥ |A|+ |B| − 1− δA,B and d(A) = 1, then
|A+B| ≥ |A|+ 2|B| − 2− δA,B.
(ii) If max(ℓ(A), ℓ(B)) ≤ |A|+ |B| − 2− δA,B, then
|A+B| ≥ (|A|+ |B| − 1) + max(hA, hB) = max(ℓ(A) + |B|, ℓ(B) + |A|).
Proof. Assertion (i) is Theorem 2(ii) from [8]. Assertion (ii) is Theorem 4 from
[11]. 
2. Extremal sets contained in one coset of BS(1, n)
In this section we consider finite subsets S of
G = BS(1, n) = 〈a, b | ab = ban〉
which are contained in the coset b〈a〉 of 〈a〉 in G. In other words, if |S| = k, then
S = b{ax0 , ax1, . . . , axk−1} = baA,
where A = {x0, x1, . . . , xk−1} ⊆ Z.
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In view of Theorem 1, questions Q.1 and Q.2 concerning such S belong to the
additive number theory: find a tight lower bound for the size of the Minkowski sum
n ∗ A+ A and describe the structure of extremal sets A.
For n = 2 and n = 3, the answer to questions Q.1 and Q.2 are known. Using
Theorems 1.1 and 1.2 in [3] and Theorem 1, we get the following group-theoretical
results:
Theorem 2. Let A ⊆ Z be a finite set of integers. Then the following statements
hold.
(a) If S = baA ⊆ BS(1, 2), then |S2| ≥ 3|S| − 2. Moreover, equality holds if and
only if A is an arithmetic progression.
(b) If S = baA ⊆ BS(1, 3), then
|S2| ≥ 4|S| − 4.
Moreover, equality holds if and only if either one of the following holds:
A = {0, 1, 3}, A = {0, 1, 4}, A = 3 ∗ {0, ..., n} ∪ (3 ∗ {0, ..., n}+ 1)
or A is an affine transform of one of these sets.
Proof. (a) It follows from Theorems 1.1 in [3] that |A+2∗A| ≥ 3|A|−2 and |A+2∗A| =
3|A| − 2 if and only if A is an arithmetic progression. Since |S2| = |A + 2 ∗ A| by
Theorem 1, we get (a).
(b) It follows from Theorem 1.2 in [3] that |A+3 ∗A| ≥ 4|A| − 4 and |A+3 ∗A| =
4|A| − 4 if and only if either one of the following holds:
A = {0, 1, 3}, A = {0, 1, 4}, A = 3 ∗ {0, ..., n} ∪ (3 ∗ {0, ..., n}+ 1)
or A is an affine transform of one of these sets. Since |S2| = |A+3∗A| by Theorem 1,
we get (b). 
For n ≥ 4, Theorem 1 and known results concerning sums of dilates yield the
following partial results.
Theorem 3. Let A ⊆ Z be a finite set of integers and let S = baA be a subset of
BS(1, n). Then:
(a) If S ⊆ BS(1, 4) and |S| ≥ 5, then |S2| ≥ 5|S| − 6.
(b) If S ⊆ BS(1, n) , then |S2| ≥ (n + 1)|S| − o(|S|).
(c) If p is an odd prime number, S ⊆ BS(1, p) and |S| ≥ 3(p− 1)2(p− 1)!, then
|S2| ≥ (p+ 1)|S| − ⌈k(k + 2)/4⌉.
Moreover, equality holds if and only if A = p∗{0, ..., m}+{0, ..., p−1
2
} for some
m.
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Proof. Using Theorem 1, we get |S2| = |n ∗ A+ A|.
Inequality (a) follows from |S2| = |4 ∗ A+ A| and Theorem 3 in [10].
Inequality (b) follows from |S2| = |n ∗ A+ A| and Theorem 1.2 in [1].
Assertion (c) follows from |S2| = |p ∗ A+ A| and Corollary 1.3 in [2].

3. An extended inverse result for |A+ 2 ∗ A|.
In this section we extend Theorem 1.1 in [3], which states that |A+2∗A| ≥ 3|A|−2
for any finite subset A of Z and |A+2 ∗A| = 3|A| − 2 implies that A is an arithmetic
progression. In Theorem 4 below, we prove the following extended inverse result in
the additive number theory: if A is a finite subset of Z of size |A| ≥ 3 satisfying
|A + 2 ∗ A| < 4|A| − 4, then A is contained in an arithmetic progression of size
2|A| − 3 at most. This result will be used in the next section.
Theorem 4. Let A = {a0 < a1 < a2 < · · · < ak−1} ⊂ Z be a finite set of integers of
size k = |A| ≥ 1. Then the following statements hold.
(a) If 1 ≤ k ≤ 2, then |A+ 2 ∗A| = 3k − 2 and A is an arithmetic progression of
size k.
(b) If k ≥ 3, assume that
|A+ 2 ∗ A| = (3k − 2) + h < 4k − 4. (3)
Then
h ≥ 0, |A+ 2 ∗ A| ≥ 3k − 2
and the set A is a subset of an arithmetic progression
P = {a0, a0 + d, a0 + 2d, . . . , a0 + (l − 1)d}
of size |P | bounded by
|P | ≤ k + h = |A+ 2 ∗ A| − 2k + 2 ≤ 2k − 3. (4)
(c) If k ≥ 1 and |A+ 2 ∗ A| = 3k − 2, then A is an arithmetic progression
A = {a0, a0 + d, a0 + 2d, . . . , a0 + (k − 1)d}.
Proof. (a) If k = 1, then |A+2 ∗A| = 1 = 3k− 2 and A is an arithmetic progression
of size k. If k = 2 and A = {a < b}, then
A+ 2 ∗ A = {3a, a + 2b, b+ 2a, 3b}.
Since a 6= b, it follows that |A+2∗A| = 4 = 3k−2 and A is an arithmetic progression
of size k. The proof of (a) is complete.
(b) We assume now that k ≥ 3 and (3) holds. Suppose, first, that A is normal, i.e.
min(A) = a0 = 0 and d = d(A) = gcd(A) = 1. (5)
Thus ℓ(A) = ak−1.
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We split the set A into a disjoint union
A = A0 ∪ A1,
where A0 ⊆ 2Z and A1 ⊆ 2Z + 1. Since 0 = a0 ∈ A0 and d(A) = 1, it follows that
A0 6= ∅ and A1 6= ∅. Therefore
m = |A0| ≥ 1, n = |A1| ≥ 1 and k = m+ n.
We denote
A0 = {0 = 2x0 < 2x1 < ... < 2xm−1}, A
∗
0 =
1
2
A0 = {0 < x1 < ... < xm−1},
A1 = {2y0 + 1 < 2y1 + 1 < ... < 2yn−1 + 1},
and
A∗1 =
1
2
(A1 − 1)− y0 = {0 < y1 − y0 < y2 − y0 < ... < yn−1 − y0}.
Thus
ℓ(A∗0) = xm−1 < ak−1 = ℓ(A) and also ℓ(A
∗
1) = yn−1 − y0 < ak−1 = ℓ(A).
The set A + 2 ∗ A is the union of two disjoint subsets A0 + 2 ∗ A ⊆ 2Z and
A1 + 2 ∗ A ⊆ 2Z+ 1 and therefore
|A+ 2 ∗ A| = |A0 + 2 ∗ A|+ |A1 + 2 ∗ A| = |A
∗
0 + A|+ |A
∗
1 + A|. (6)
We continue our proof with two claims.
Claim 1:
ℓ(A) ≤ k +max(m,n)− 2 ≤ 2k − 3. (7)
For the proof of Claim 1 we shall use Theorem LSS (i). Since ℓ(A) > ℓ(A∗0), ℓ(A
∗
1),
we have δA,A∗
0
= δA,A∗
1
= 0.
Suppose, first, that m ≤ n. If the claim is false, then
ℓ(A) ≥ k + n− 1 = |A|+ |A∗1| − 1 ≥ k +m− 1 = |A|+ |A
∗
0| − 1
and since d(A) = 1, Theorem LSS (i) yields the following inequalities:
|A∗0 + A| ≥ k + 2|A
∗
0| − 2 = k + 2m− 2 and |A
∗
1 + A| ≥ k + 2|A
∗
1| − 2 = k + 2n− 2.
(8)
Using (6) and (8), we get that |A+2 ∗A| ≥ 4k− 4, which contradicts our hypothesis
(3).
Similarly, if n ≤ m and
ℓ(A) ≥ k +m− 1 ≥ k + n− 1,
then d(A) = 1 and Theorem LSS (i) imply again the inequalities (8), which together
with (6) yield |A+ 2 ∗ A| ≥ 4k − 4, a contradiction.
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Hence ℓ(A) ≤ k + max(m,n) − 2. Since k = m + n and m,n ≥ 1, it follows that
max(m,n) ≤ k − 1 and hence ℓ(A) ≤ k + max(m,n) − 2 ≤ 2k − 3. The proof of
Claim 1 is complete.
Next we state and prove Claim 2.
Claim 2:
|A+ 2 ∗ A| ≥ (3k − 2) + hA. (9)
Recall that hA = ℓ(A)+1−|A|. For the proof of Claim 2 we shall use Claim 1 and
Theorem LSS(ii). We distinguish between two cases.
Case 1: Suppose that m ≤ n and hence, by (7), ℓ(A) ≤ k + n− 2.
Thus it follows by Theorem LSS(ii) that
|A∗1 + A| ≥ (n+ k − 1) + hA
and therefore
|A+ 2 ∗ A| = |A∗0 + A|+ |A
∗
1 + A|
≥ (|A∗0|+ |A| − 1) + |A
∗
1 + A| ≥ (m+ k − 1) + (n+ k − 1) + hA
= (3k − 2) + hA.
Case 2: Suppose that n < m and hence, by (7), ℓ(A) ≤ k +m− 2.
Thus it follows by Theorem LSS(ii) that
|A∗0 + A| ≥ (m+ k − 1) + hA
and therefore
|A+ 2 ∗A| = |A∗0 +A|+ |A
∗
1 +A| ≥ (m+ k − 1) + hA + (n+ k − 1) = (3k − 2) + hA.
In both cases we obtain that hA, the total number of holes in the normal set A,
satisfies
0 ≤ hA ≤ |A+ 2 ∗ A| − (3k − 2) = h ≤ k − 3.
Hence
h ≥ hA ≥ 0 and |A+ 2 ∗ A| ≥ (3k − 2).
Moreover, the set A is contained in the arithmetic progression
P = {a0, a0 + 1, a0 + 2, ..., ak−1} = {0, 1, 2, ..., ak−1}
of size
ak−1 + 1 = k + hA ≤ k + h ≤ 2k − 3. (10)
It follows that Theorem 4 (b) holds for normal sets A satisfying (5) and (3).
Let now A be an arbitrary finite set of k = |A| ≥ 3 integers satisfying the inequality
(3). We define
B =
1
d(A)
(A− a0) = {
1
d(A)
(x− a0) : x ∈ A}.
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Note that |B| = |A| = k, min(B) = 0, d(B) = 1 and
|B + 2 ∗B| = |A+ 2 ∗ A| = (3k − 2) + h < 4k − 4.
Therefore B is a normal set satisfying inequality (3) of Theorem 4 and as shown above
0 ≤ hB ≤ |B + 2 ∗B| − (3k − 2) = |A+ 2 ∗ A| − (3k − 2) = h ≤ k − 3.
Hence also in the general case we get
h ≥ 0 and |A+ 2 ∗ A| ≥ (3k − 2).
Moreover, it follows from (10) applied to B that B is contained in the arithmetic
progression
P = {0, 1, 2, ..., bk−1}
with
bk−1 = max(B) ≤ k + h− 1 ≤ 2k − 4.
Thus A = d(A)B + a0 is contained in an arithmetic progression
{a0, a0 + d, a0 + 2d, ..., a0 + (k + h− 1)d}
of size k + h ≤ 2k − 3, where d denotes d(A). The proof of (b) is complete.
(c) If 1 ≤ k ≤ 2, then our claim follows from (a). So suppose that k ≥ 3. Then
h = 0 and by (4) in (b), A is a subset of an arithmetic progression of size k at most.
But A is a set of size k, so A is equal to the arithmetic progression. The proof of (c),
and hence also of Theorem 4, is now complete.

4. An extended inverse result for subsets of b〈a〉 in BS(1, 2).
In this section we shall apply Theorem 4 in order to obtain an extended inverse
result in group theory.
Recall that BS(1, 2) = 〈a, b | ab = ba2〉. In Theorem 2 we obtained the following
inverse group-theoretical result:
If A ⊆ Z is a finite set of integers and S = baA ⊂ BS(1, 2), then
|S2| ≥ 3|S| − 2.
Moreover, equality holds if and only if A is an arithmetic progression.
Theorem 4, together with Theorem 1, allow us to solve the corresponding extended
inverse group-theoretical problem.
Theorem 5. Let A ⊆ Z be a finite set of integers of size k = |A| ≥ 1. If S = baA is
a finite subset of the group BS(1, 2), then |S| = k and
|S2| ≥ 3k − 2. (11)
Moreover, if k ≥ 3 and
|S2| = (3k − 2) + h < 4|S| − 4, (12)
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then h ≥ 0 and S is a subset of a geometric progression
S ⊆ {bau, bau+d, bau+2d, ..., bau+(k+h−1)d}
of size k + h ≤ 2k − 3, where u = min(A) and d = d(A).
Furthermore, if either 1 ≤ k ≤ 2 or k ≥ 3 and h = 0, then S is the geometric
progression
S = {bau, bau+d, bau+2d, ..., bau+(k−1)d}.
Proof. Clearly |S| = |A| = k and by Theorem 1, |S2| = |2 ∗ A + A|. Hence it follows
by Theorem 4 that |S2| ≥ 3k − 2, proving (11).
If k ≥ 3, then (12) implies, again by Theorem 1, that
|A+ 2 ∗ A| = (3k − 2) + h < 4k − 4.
Hence it follows by Theorem 4, that h ≥ 0 and A is a subset of an arithmetic
progression
P = {u, u+ d, u+ 2d, . . . , u+ (k + h− 1)d}
of size k + h ≤ 2k − 3, where u = min(A) and d = d(A). Hence
S ⊆ {bau, bau+d, bau+2d, ..., bau+(k+h−1)d}.
Finally, if either 1 ≤ k ≤ 2 or k ≥ 3 and h = 0, then, by Theorem 4, A is an
arithmetic progression and hence S is the required geometric progression.

5. A new lower bound for |A+ r ∗ A| and applications.
In this section we obtain a new tight lower bound for |A + r ∗ A|, provided that
r ≥ 3.
Theorem 6. Let A = {a0 < a1 < a2 < · · · < ak−1} ⊂ Z be a finite set of integers of
size |A| = k ≥ 1. Then for every integer r ≥ 3 we have
|A+ r ∗ A| ≥ max(4k − 4, 1) ≥ 3k − 2. (13)
Remark. If r = 3, then Theorem 6 follows from Theorem 1.2 in [3]. If r ≥ 4, then
the results of [1] and [2] are asymptotically stronger than (13), but we need a lower
bound valid for every k. Our proof is independent of [3].
Proof. If k = 1, then |A + r ∗ A| = 1 = max(4k − 4, 1) = 3k − 2 and the theorem
holds.
If k = 2, then A = {a < b} and r > 1 implies that a + rb 6= b+ ra. Hence
|A+r∗A| = |{a, b}+{ra, rb}| = |{(r+1)a, b+ra, a+rb, (r+1)b}| = 4 = 4k−4 = 3k−2,
so the theorem holds also for k = 2. Therefore we shall assume, from now on, that
k ≥ 3. Thus, since k > 1, we need only to prove that
|A+ r ∗ A| ≥ 4k − 4
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We assume first that A is normal, i.e.
min(A) = a0 = 0 and d = d(A) = gcd(A) = 1. (14)
We split the set A into a disjoint union of s non-empty subsets, each of which being
contained in a distinct residue class modulo r:
A = A1 ∪A2 ∪ ... ∪ As,
where
Ai ⊆ xi + rZ, |Ai| ≥ 1 and xi = minAi.
Note that k ≥ 3, d(A) = 1 and min(A) = a0 = 0, so s ≥ 2.
We clearly have
|A+ r ∗ A| =
s∑
i=1
|Ai + r ∗ A| ≥
s∑
i=1
(|Ai|+ |A| − 1) = |A|+ s(|A| − 1).
If s ≥ 3, then we get |A+ r ∗ A| ≥ 4|A| − 3 and Theorem 6 follows.
Hence we may assume that s = 2 and A = A1∪A2, where A1 and A2 are non-empty
subsets of A contained in disjoint residue classes modulo r. Let
k1 = |A1| and k2 = |A2|.
Then k = k1 + k2 and we may assume, without loss of generality, that
k1 ≥ k2.
Hence 2k1 ≥ k and k1 ≥ 2.
Recall that if S is a finite subset of Z, then ℓ(S), the length of S, is defined by
ℓ(S) = max(S)−min(S). For i = 1, 2 we define
A∗i =
1
r
(Ai −min(Ai)) = {
1
r
(x− xi) : x ∈ Ai}.
Clearly |A∗i | = |Ai| and we have
|Ai + r ∗ A| = |A
∗
i + A|.
Thus
|A+ r ∗ A| = |A1 + r ∗ A|+ |A2 + r ∗ A| = |A
∗
1 + A|+ |A
∗
2 + A|.
Note also that
ℓ(Ai) ≥ r(ki − 1) and ℓ(A
∗
i ) =
1
r
ℓ(Ai),
so
ki − 1 ≤ ℓ(A
∗
i ) =
1
r
ℓ(Ai) ≤ ℓ(Ai) ≤ ℓ(A).
Moreover, ℓ(Ai) > ℓ(A
∗
i ) if and only if ki > 1, so ℓ(A1) > ℓ(A
∗
1) since k1 ≥ 2.
Clearly we must have either k1 = k− 1 > k2 = 1 or k1 ≥ k2 > 1. We shall examine
these two cases separately.
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Case 1: Suppose that k1 = k − 1 > k2 = 1. We have k = k1 + 1 and ℓ(A) ≥
ℓ(A1) > ℓ(A
∗
1). Moreover,
ℓ(A) ≥ ℓ(A1) ≥ r(k1 − 1) ≥ 3k1 − 3.
We distinguish now between two complementary subcases.
(i) Suppose that ℓ(A) ≥ k + k1 − 1 = 2k1. Then, since d(A) = 1, Theorem LSS(i)
implies that
|A+ A∗1| ≥ k + 2k1 − 2.
(ii) Suppose that ℓ(A) ≤ k + k1 − 2 = 2k1 − 1. Then, since k1 ≥ 2, Theorem LSS(ii)
implies that
|A+ A∗1| ≥ ℓ(A) + |A1| ≥ 3k1 − 3 + k1 = 4k1 − 3 ≥ 3k1 − 1 = k + 2k1 − 2.
Thus in both cases we have
|A+ r ∗ A| = |A∗1 + A|+ |A
∗
2 + A| ≥ (k + 2k1 − 2) + k = 4k − 4,
as required
Case 2: Suppose that k1 ≥ k2 > 1. Then
ℓ(A) > ℓ(A∗1), ℓ(A) > ℓ(A
∗
2)
and
ℓ(A) ≥ ℓ(Ai) ≥ r(ki − 1) ≥ 3ki − 3
for i = 1, 2. We distinguish now between three complementary subcases.
(i) Suppose that ℓ(A) ≥ k + k1 − 1. Then also ℓ(A) ≥ k + k2 − 1 and since d(A) = 1,
Theorem LSS(i) implies that
|A+ A∗1| ≥ k + 2k1 − 2, |A+ A
∗
2| ≥ k + 2k2 − 2.
Hence
|A+r∗A| = |A∗1+A|+ |A
∗
2+A| ≥ (k+2k1−2)+(k+2k2−2) = 4k1+4k2−4 = 4k−4,
as required.
(ii) Suppose that k + k2 − 1 ≤ ℓ(A) ≤ k + k1 − 2. Then
k1 ≥ k2 + 1
and since d(A) = 1, Theorem LSS(i) and (ii) imply that
|A+ A∗1| ≥ ℓ(A) + |A
∗
1| ≥ 3k1 − 3 + k1 = 4k1 − 3 and |A+ A
∗
2| ≥ k + 2k2 − 2.
Hence
|A+ r ∗ A| = |A∗1 + A|+ |A
∗
2 + A| ≥ 5k1 + 3k2 − 5 ≥ 4k1 + 4k2 − 4 = 4k − 4,
as required.
(iii) Suppose that ℓ(A) ≤ k + k2 − 2. Then 3k1 − 3 ≤ ℓ(A) ≤ k1 + 2k2 − 2, yielding
2k1 ≤ 2k2 + 1. Since k1 ≥ k2, it follows that
k1 = k2 ≥ 2
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and
3ki − 3 ≤ r(ki − 1) ≤ ℓ(Ai) ≤ ℓ(A) ≤ k + k2 − 2 = 3k1 − 2 = 3k2 − 2.
We claim that ℓ(A) = 3k1 − 2. Indeed, if ℓ(A) = 3k1 − 3, then ℓ(A1) = ℓ(A2) =
ℓ(A) = ak−1. But ak−1 /∈ Ai for some i and hence ℓ(Ai) < ak−1, a contradiction. This
proves our claim.
Recall that ℓ(A) > ℓ(A∗1) and ℓ(A) > ℓ(A
∗
2). Since ℓ(A) = 3k1 − 2 = k + (ki − 2) =
|A|+ |A∗i | − 2 for i = 1, 2, it follows, by Theorem LSS(ii), that
|A+ r ∗A| = |A∗1 +A|+ |A
∗
2 +A| ≥ ℓ(A) + k1 + ℓ(A) + k2 = 2(3k1 − 2) + k = 4k− 4,
as required. Our proof in Case 2 is complete.
So Theorem 6 holds for normal sets A. Let A be now an arbitrary finite set of
k = |A| ≥ 3 integers. We define
B =
1
d(A)
(A− a0) = {
1
d(A)
(x− a0) : x ∈ A}.
Note that |B| = |A| = k, min(B) = 0, d(B) = 1 and |A + r ∗ A| = |B + r ∗ B|. For
the normal set B we have proved that |B + r ∗B| ≥ 4|B| − 4. It follows that
|A+ r ∗ A| = |B + r ∗B| ≥ 4|B| − 4 = 4|A| − 4,
as required. The proof of Theorem 6 is complete. 
Theorem 6 yields the following two applications. Here is the first one.
Corollary 1. Let S ⊆ BS(1, r) be a finite set of size k = |S| ≥ 1 and suppose that
r ≥ 3 and
S = baA,
where A ⊆ Z is a finite set of integers.
Then
|S2| = |A+ r ∗ A| ≥ max(4k − 4, 1) ≥ 3k − 2. (15)
Proof. By Theorem 1, |S2| = |A+ r ∗A| and hence, by Theorem 6, |S2| ≥ max(4k −
4, 1) ≥ 3k − 2, as required. 
Our next application will be used several times in the proof of the main Theorem 7
in Section 6.
Corollary 2. Let S ⊆ BS(1, 2) be a finite set of size k = |S| ≥ 1 and suppose that
S = bmaA,
where m ≥ 2 is an integer and A ⊆ Z is a finite set of integers.
Then
S2 = b2maA+2
m
∗A. (16)
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and
|S2| = |A+ 2m ∗ A| ≥ max(4k − 4, 1) ≥ 3k − 2. (17)
Proof. By Theorem 1, |S2| = |A + 2m ∗ A|. Since 2m > 3, it follows by Corollary 1
that |S2| ≥ max(4k − 4, 1) ≥ 3k − 2, as required. 
6. An extended inverse result for all subsets of BS+(1, 2).
In Section 5 we proved an extended inverse result for finite subsets of BS(1, 2)
which are contained in the coset baZ. In this section we solve, using a more detailed
analysis, a more general problem concerning all finite non-abelian subsets S of the
corresponding monoid
BS+(1, 2) = {g = bmax ∈ BS(1, 2) | x,m ∈ Z, m ≥ 0}, (18)
which satisfy the more restrictive small doubling property:
|S2| < 3.5|S| − 4.
We proved the following theorem.
Theorem 7. If S be a finite non-abelian subset of BS+(1, 2) of size |S| = k, then
|S2| ≥ 3k − 2. (19)
Moreover, if
|S2| = (3k − 2) + h < 3.5k − 4, (20)
then there exists a finite set of integers A ⊆ Z such that
(a) S = baA
(b) The set A is contained in an arithmetic progression of size
k + h < 1.5k − 2.
Throughout this section we shall use the following notation. BS+(1, 2) is the
monoid defined by (18). Every element g ∈ BS+(1, 2) can be represented in a unique
way as a product
g = bmax,
wherem ∈ N and x ∈ Z. It follows that for every two distinct natural numbers m 6= n,
we have
bmaZ ∩ bnaZ = ∅. (21)
If
S ⊆ BS+(1, 2)
is a finite subset of BS+(1, 2) of size k = |S|, we define a set of natural numbers
MS = M(S) ⊆ N
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by the following condition: m ∈ MS if and only if there is an integer x such that
bmax ∈ S. The set S defines MS in a unique way and we will denote it by
MS = {m0 < m1 < ... < mt},
where t ≥ 0 and m0 ≥ 0. For every 0 ≤ i ≤ t, we define
Si = S ∩ b
miaZ, ki = |Si|. (22)
Every set Si is non-empty, lies in only one coset of the cyclic subgroup 〈a〉 = a
Z and
there is a finite set of integers Ai ⊆ Z such that
Si = b
miaAi ⊆ bmiaZ.
The set S can be written as a disjoint union of t + 1 sets
S = S0 ∪ S1 ∪ ... ∪ St, (23)
satisfying
ki = |Si| = |Ai| ≥ 1.
Example 1. Theorem 7 is optimal in view of the following example:
S = aA0 ∪ {b} ⊂ BS+(1, 2),
where
A0 = {0, 1, 2, ..., k − 2} and k is even.
The set S is clearly non-abelian and
S2 = aA0aA0 ∪ baA0 ∪ aA0b ∪ {b2}.
Using aA0b = ba2∗A0 , we get
S2 = aA0+A0 ∪ (baA0 ∪ ba2∗A0) ∪ {b2} = aA0+A0 ∪ baA0∪2∗A0 ∪ {b2}.
Since
aA0+A0 ⊆ aZ, baA0∪2∗A0 ⊆ baZ, {b2} ⊆ b2aZ,
it follows by (21) that the three components of S2 are disjoint in pairs and hence
|S2| = |A0 + A0|+ |A0 ∪ 2 ∗ A0|+ 1 = (2k − 3) + (1.5k − 2) + 1 = 3.5k − 4. (24)
This example shows that if |S2| ≥ 3.5k− 4, then we have to take into account sets
that are not included in only one coset of the cyclic subgroup 〈a〉 generated by a.
The proof of Theorem 7 will follow from Lemmas 1-7 below.
Lemma 1. Let S ⊆ BS+(1, 2) be a finite set of size k = |S|. Suppose that t ≥ 1 and
there is 0 ≤ j ≤ t such that kj = |Sj| ≥ 2. Then S generates a non-abelian group.
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Proof. If j = 0 and m0 = 0, then k0 = |S0| = |A0| ≥ 2 implies that S0 6= {1}
and A0 6= {0}. Since t ≥ 1, it follows that there are three integers m, x, z such that
m ≥ 1, x 6= 0, ax ∈ S0 and b
maz ∈ S1. In this case
ax(bmaz) = bmaz+2
mx 6= (bmaz)ax = bmaz+x
and therefore S generates a non-abelian group.
It remains to examine the following two cases:
(i) j ≥ 1.
(ii) j = 0 and m0 ≥ 1.
If j ≥ 1, then mj ≥ 1 and kj = |Sj| = |b
mjaAj | ≥ 2 implies that |Aj | ≥ 2. On the
other hand, if j = 0 and m0 ≥ 1, then k0 = |S0| = |b
m0aA0 | ≥ 2 implies that |A0| ≥ 2.
In both cases, let m = mj. Then m ≥ 1 and there are two integers x 6= y such that
{bmax, bmay} ⊆ Sj. We conclude that
(bmax)(bmay) = b2may+2
mx 6= (bmay)(bmax) = b2max+2
my,
since x 6= y and m ≥ 1. The proof of Lemma 1 is complete. 
We shall examine now the case t = 1, i.e. we shall study sets S lying in exactly
two cosets. Note that inequality (25) in the following Lemma 2 is tight, in view of
Example 1 .
Lemma 2. Let S ⊆ BS+(1, 2) be a finite set of size k = |S| ≥ 2. Suppose that
S = U ∪V with U = bmaM 6= ∅ and V = bnaN 6= ∅, where 0 ≤ m < n are two integers
and M,N ⊆ Z. Then
|S2| ≥ 3.5k − 4. (25)
Proof. Clearly k = |M |+ |N | and
S2 = U2 ∪ (UV ∪ V U) ∪ V 2. (26)
Using Theorem 1 we get
U2 =b2maM+2
m
∗M , V 2 = (bnaN)(bnaN ) = b2naN+2
n
∗N , (27)
UV =(bmaM)(bnaN) = bm+naN+2
n
∗M , V U = (bnaN )(bmaM) = bm+naM+2
m
∗N . (28)
Since the sets b2maZ, bm+naZ and b2naZ are disjoint in pairs, it follows that
|S2| = |U2|+ |(UV ∪ V U)|+ |V 2|. (29)
We shall examine now two complementary cases.
Case 1: 1 ≤ m < n.
We shall estimate |U2| and |V 2| using either Theorem 5 or Corollary 2. We have
|U2| = |M + 2m ∗M | ≥ 3|M | − 2, |V 2| = |N + 2n ∗N | ≥ 3|N | − 2.
Using (29) and |UV | = |N + 2n ∗M | ≥ |M |+ |N | − 1 we conclude that
|S2| ≥ |U2|+ |UV |+ |V 2| ≥ 3|M |−2+(|M |+ |N |−1)+3|N |−2 = 4k−5 ≥ 3.5k−4,
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as required.
Case 2: 0 = m < n.
In this case S is a disjoint union of two non-empty sets:
S = U ∪ V, where U = aM , V = bnaN and n ≥ 1.
We have
U2 = aM+M , V 2 = b2naN+2
n
∗N , (30)
UV = bnaN+2
n
∗M , V U = bnaM+N . (31)
Therefore it follows, either by Theorem 5 or by Corollary 2, that
|U2| = |M +M |, |V 2| = |N + 2n ∗N | ≥ 3|N | − 2. (32)
We also clearly have
|UV ∪ V U | = |(N + 2n ∗M) ∪ (M +N)| = |(M ∪ 2n ∗M) +N |
≥ |(M ∪ 2n ∗M)| + |N | − 1 ≥ |M |+ |N | − 1. (33)
Suppose that |M | = 1. Then it follows from (29), (33) and (32) that
|S2| ≥ 1 + (1 + |N | − 1) + (3|N | − 2) = 4|N | − 1 ≥ 3.5(1 + |N |)− 4 = 3.5|S| − 4,
as required. So we may assume that |M | ≥ 2.
We shall complete the proof by dealing separately with two complementary sub-
cases. Denote
ℓ = ℓ(M) = max(M)−min(M), d = d(M) = gcd{x−min(M) : x ∈ M}
and define
M∗ =
1
d
(M −min(M)), ℓ∗ = ℓ(M∗) = max(M∗) =
l
d
.
Case 2.1. Assume that ℓ(M∗) ≥ 2|M∗| − 2.
As shown above, we may assume that |M | ≥ 2. Suppose that |M | = 2. Then
M = {a0 < a1}, which implies that d(M) = a1 − a0 and M
∗ = {0, 1}. Thus
ℓ(M∗) = 1 and by our assumptions 1 = ℓ(M∗) ≥ 2|M∗| − 2 = 2, a contradiction.
Hence we may assume that |M | ≥ 3, which implies that k = |M |+ |N | ≥ 3 + 1 = 4.
Note that d(M∗) = 1. By using Theorem LSS(i) for equal summands we get
|U2| = |M +M | = |M∗ +M∗| ≥ 3|M∗| − 3 = 3|M | − 3. (34)
Using (29), (34), (32) and (33), we may conclude that
|S2| ≥ |U2|+ |UV ∪V U |+ |V 2| ≥ (3|M | − 3)+ (|M |+ |N | − 1)+ (3|N | − 2) = 4k− 6.
Since k ≥ 4, it follows that |S2| ≥ 3.5k − 4, as required.
Case 2.2. Assume that ℓ(M∗) ≤ 2|M∗| − 3.
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In this case, we use Theorem LSS(ii) for equal summands. Let hM∗ = ℓ
∗+1−|M∗|
be the number of holes in M∗. We get
|M +M | = |M∗ +M∗| ≥ 2|M∗| − 1 + hM∗ = |M
∗|+ ℓ∗ = |M |+ ℓ∗. (35)
We shall now estimate the size of M ∩ 2n ∗M . Note that all the common elements
of 2n ∗M and M lie in the interval [min(M),max(M)] of length ℓ and the set 2n ∗M
is included in an arithmetic progression of difference 2nd ≥ 2d. Therefore
|M ∩ (2n ∗M)| ≤
ℓ
2d
+ 1 =
ℓ∗
2
+ 1 (36)
and
|M ∪ (2n ∗M)| = |M | + |2n ∗M | − |M ∩ 2n ∗M | ≥ 2|M | −
ℓ∗
2
− 1. (37)
Using (29), (32), (33), (35) and (37) we conclude that
|S2| ≥ |U2|+ |UV ∪ V U |+ |V 2| ≥ (38)
≥ |M +M |+ (|M ∪ 2n ∗M | + |N | − 1) + (|N + 2n ∗N |)
≥ (|M |+ ℓ∗) + (2|M | −
ℓ∗
2
− 1 + |N | − 1) + (3|N | − 2)
= 3|M |+ 4|N | − 4 +
ℓ∗
2
≥ 3|M |+ 4|N | − 4 +
|M∗| − 1
2
= 3.5|M |+ 4|N | − 4.5 ≥ 3.5k − 4,
as required. 
In Lemmas 3,4,5,6 we shall obtain tight lower bounds for the cardinality of |S2|,
assuming that ki = |Si| ≥ 2 for at most one i, 0 ≤ i ≤ t.
Lemma 3. Let S ⊆ BS+(1, 2) be a finite set of size k = |S|. Suppose that
S = S0 ∪ S1 ∪ ... ∪ St, (39)
where t ≥ 2. If k0 = |S0| ≥ 2 and ki = |Si| = 1 for every 1 ≤ i ≤ t, then
|S2| ≥ 4k − 5 > 3.5k − 4. (40)
Example 2. Inequality (40) is tight.
If
S = {1, a} ∪ {b, b2, ..., bt},
then k = t+ 2 and
S2 = {1, a, a2} ∪ {b, b2, ..., bt} ∪ {ab, ab2, ..., abt} ∪ {ba, b2a, ..., bta} ∪ {b2, b3, ..., b2t}.
Note that equality (1) implies that
{ab, ab2, ..., abt} = {ba2, b2a4, ..., bta2
t
}
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and thus
S2 = {1, a, a2} ∪
t⋃
j=1
bj{1, a, a2
j
} ∪ {bt+1, bt+2, ..., b2t}.
Using (21), we get |S2| = 3(t+ 1) + t = 4t+ 3 = 4k − 5. 
We continue now with the proof of Lemma 3.
Proof. Clearly k = k0 + t ≥ 2 + 2 = 4. Let
A0 = {y1 < ... < yk0} ⊂ Z
be a finite set of k0 integers that defines the set
S0 = b
m0aA0 = {bm0ay1, ..., bm0ayk0}
with k0 ≥ 2, and let
Si = {b
miaxi}
for every 1 ≤ i ≤ t. Recall our assumption that 0 ≤ m0 < m1 < · · · < mt.
Note that for every 1 ≤ i ≤ t we have mi > 0,
S0Si = b
m0+mi{axi+2
miy1 , ..., axi+2
miyk0}, |S0Si| = k0
and
SiS0 = b
mi+m0{ay1+2
m0xi, ..., ayk0+2
m0xi}, |SiS0| = k0.
We claim that
|S0Si ∪ SiS0| ≥ k0 + 1. (41)
Indeed, if S0Si = SiS0, then
{xi + 2
miy1 < ... < xi + 2
miyk0} = {y1 + 2
m0xi < ... < yk0 + 2
m0xi}
and thus
(2m0 − 1)xi = (2
mi − 1)y1 = ... = (2
mi − 1)yk0,
which contradicts {y1 < ... < yk0}, in view of mi ≥ 1 and k0 ≥ 2.
Note that
S0Si ∪ SiS0 ⊆ b
m0+miaZ, SiSt ⊆ b
mi+mtaZ,
for every 0 ≤ i ≤ t. Moreover, S0S0 = b
2m0aA0+2
m0∗A0 , so |S0S0| = |A0 + 2
m0 ∗ A0| ≥
2|A0| − 1 = 2k0 − 1. It follows by (21) that the sets
S0S0, S0S1 ∪ S1S0, ..., S0St ∪ StS0, S1St, ..., StSt
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are disjoint and included in S2. Using t ≥ 2, k0 ≥ 2, (41) and k ≥ 4, we conclude
that
|S2| ≥ (|S0S0|+ |S0S1 ∪ S1S0|+ ... + |S0St ∪ StS0|) + (|S1St|+ ... + |StSt|)
≥ (2k0 − 1) + (k0 + 1) + ...+ (k0 + 1) + (1 + ... + 1) = (2k0 − 1) + t(k0 + 1) + t
= 4k0 + (t− 2)k0 + 2t− 1 ≥ 4k0 + 2(t− 2) + 2t− 1 = 4k0 + 4t− 5 = 4k − 5
> 3.5k − 4, (42)
as required.

Lemma 4. Let S ⊆ BS+(1, 2) be a finite set of size k = |S|. Suppose that
S = S0 ∪ S1 ∪ ... ∪ St, (43)
where t ≥ 2. If kt = |St| ≥ 2 and ki = |Si| = 1 for every 0 ≤ i ≤ t− 1, then
|S2| ≥ 4k − 5 > 3.5k − 4. (44)
Example 3. Inequality (44) is tight.
If
S = {1, b, b2, ..., bt−1} ∪ {bt, bta},
then k = t+ 2 and
S2 = {1, b, b2, ..., b2t−1} ∪ {1, b, ..., bt−1}bta∪ bta{1, b, ..., bt−1} ∪ {b2t, b2ta, btabt, btabta}.
Note that equality (1) implies that
bta{1, b, ..., bt−1} = {bta, bt+1a2, ..., b2t−1a2
t−1
}
and
{b2t, b2ta, btabt, btabta} = {b2t, b2ta, b2ta2
t
, b2ta2
t+1}.
Thus
S2 = {1, b, b2, ..., bt−1} ∪ bt{1, a} ∪
t−1⋃
j=1
bt+j{1, a, a2
j
} ∪ b2t{1, a, a2
t
, a2
t+1}
and by (21), |S2| = t+ 2 + 3(t− 1) + 4 = 4t + 3 = 4k − 5. 
We continue now with the proof of Lemma 4.
Proof. Clearly k = kt + t ≥ 2 + 2 = 4. Let
At = {y1 < ... < ykt} ⊆ Z
be a finite set of kt ≥ 2 integers, which defines the set
St = b
mtaAt = {bmtay1 , ..., bmtaykt}
and let
Si = {b
miaxi}
22 G. A. FREIMAN, M. HERZOG, P. LONGOBARDI, M. MAJ, AND Y. V. STANCHESCU
for every 0 ≤ i ≤ t− 1.
Note that for every 0 ≤ i ≤ t− 1 we have
StSi = b
mt+mi{axi+2
miy1 , ..., axi+2
miykt}, |StSi| = kt
and
SiSt = b
mi+mt{ay1+2
mtxi, ..., aykt+2
mtxi}, |SiSt| = kt.
It follows, like in Lemma 3, that
|StSi ∪ SiSt| ≥ kt + 1 (45)
for 1 ≤ i ≤ t− 1.
Note that |StSt| ≥ 3kt − 2, in view of Corollary 2. Using |S0St| = kt, kt ≥ 2, (45)
and k ≥ 4, we conclude, like in Lemma 3, that
|S2| ≥ (|S0S0|+ ...+ |S0St|) + (|S1St ∪ StS1|+ ... + |St−1St ∪ StSt−1|+ |StSt|)
≥ (1 + ...+ 1 + kt) + ((t− 1)(kt + 1) + (3kt − 2)) = 4kt + (t− 1)kt + 2t− 3
≥ 4kt + 4t− 5 = 4k − 5 > 3.5k − 4, (46)
as required. 
Lemma 5. Let S ⊆ BS+(1, 2) be a finite non-abelian set of size k = |S| ≥ 2. Suppose
that
S = S0 ∪ S1 ∪ ... ∪ St (47)
where |Si| = 1 for all i and
Si = {si}, si = b
miaxi .
Denote T = S \ {s0}. If the subgroup 〈T 〉 is abelian, then
|S2| ≥ 4k − 4. (48)
Proof. Recall that MS = {m0 < m1 < · · · < mt}, where m0 ≥ 0. We notice first that
T 6= ∅ since k ≥ 2. Moreover, we claim that the sets T 2, s0T ∪ Ts0 and {s
2
0} are
disjoint. Indeed, we have:
(i) s20 /∈ T
2, since s20 = (b
m0ax0)2 = b2m0ax0+2
m0x0 and T 2 ⊆ {bmax : m ≥ 2m1}.
(ii) s20 /∈ (s0T ∪ Ts0), because s0 /∈ T .
(iii) s0 /∈ 〈T 〉, because 〈T 〉 is abelian and 〈S〉 is non-abelian. This implies that
s0T ∪ Ts0 does not intersect the set T
2.
Notice also that |T | = t and if si, sj ∈ T , then sisj = b
mi+mja2
mjxi+xj , which implies
that |T 2| ≥ |MS \ {m0}+MS \ {m0}| ≥ 2|MS \ {m0}| − 1 = 2t− 1.
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In order to complete the proof of Lemma 5, it suffices to show that the sets s0T
and Ts0 are disjoint. Indeed, if that is the case, then
|S2| ≥ |T 2|+ |s0T ∪ Ts0|+ |{s
2
0}|
= |T 2|+ |s0T |+ |Ts0|+ |{s
2
0}|
≥ (2t− 1) + t+ t + 1 = 4t = 4|S| − 4,
as required.
So suppose, by way of contradiction, that
s0T ∩ Ts0 6= ∅. (49)
Note that
s0T = {s0s1, . . . , s0st} = {b
m0+m1ax1+2
m1x0, . . . , bm0+mtaxt+2
mtx0},
and
Ts0 = {s1s0, . . . , sts0} = {b
m0+m1ax0+2
m0x1 , . . . , bm0+mtax0+2
m0xt}.
Therefore (49) implies that there is 1 ≤ i ≤ t such that
s0si = b
m0+miaxi+2
mix0 = sis0 = b
m0+miax0+2
m0xi
and thus
(2mi − 1)x0 = (2
m0 − 1)xi. (50)
Choose an arbitrary 1 ≤ j ≤ t. Since 〈T 〉 is abelian, it follows that
sjsi = b
mj+miaxi+2
mixj = sisj = b
mj+miaxj+2
mjxi ,
yielding
(2mi − 1)xj = (2
mj − 1)xi.
Hence
xi =
2mi − 1
2mj − 1
xj
and from (50) we get
(2mi − 1)x0 = (2
m0 − 1)
2mi − 1
2mj − 1
xj.
That means that (2mj − 1)x0 = (2
m0 − 1)xj and thus
s0sj = b
m0+mjaxj+2
mjx0 = bm0+mjax0+2
m0xj = sjs0.
It follows that s0 commutes with every element of T , which contradicts our assump-
tions that 〈T 〉 is abelian and 〈S〉 is non-abelian. The proof of Lemma 5 is com-
plete. 
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Lemma 6. Let S ⊆ BS+(1, 2) be a finite set of cardinality k = |S| ≥ 2. Suppose that
S is a disjoint union
S = V1 ∪ V2 ∪ ... ∪ Vt, (51)
of t subsets
Vi = {si}, si = b
miaxi ,
of size |Vi| = 1. If S is a non-abelian set and 1 ≤ m1 < m2 < .. < mt, then
|S2| ≥ 4k − 4. (52)
Example 4. Inequality (52) is tight.
If S = {b, b2, ..., bt−1} ∪ {bta}, then k = t and S2 is the union of four disjoint sets:
{b2, b3, ..., b2t−2},
{b, b2, ..., bt−1}bta = {bt+1a, bt+2a, ..., b2t−1a},
bta{b, b2, ..., bt−1} = {bt+1a2, bt+2a4, ..., b2t−1a2
t−1
}
and {btabta} = {b2ta2
t+1}. Therefore
|S2| = (2t− 3) + (t− 1) + (t− 1) + 1 = 4k − 4.

We continue now with the proof of Lemma 6.
Proof. If a set S satisfies all the assumptions of Lemma 6, then we say that S is an
elementary set.
Clearly t = k ≥ 2 and we proceed by induction on t. If t = 2 , then S = {s1, s2}
and since s1s2 6= s2s1 and s
2
1 6= s
2
2, it follows that |S
2| = 4 = 4|S| − 4, as required.
For the inductive step, let t ≥ 3 be an integer, and assume that Lemma 6 holds for
each elementary set T ⊆ BS+(1, 2) of size 2 ≤ |T | ≤ t− 1. Denote
S ′ = S \ {s1}.
In view of Lemma 5, we may assume that 〈S ′〉 is non-abelian.
We shall continue by examining two complementary cases.
Case 1: s1s2 = s2s1.
Choose n ≥ 2 maximal such that the set S∗ := {s1, s2, ..., sn} is abelian. Note that
n < t, because S in a non-abelian set, and sn+1 /∈ 〈S
∗〉. Moreover, s1sn+1 /∈ S
′2,
since otherwise s1sn+1 = susv for some 2 ≤ u, v ≤ t and hence b
m1+mn+1 = bmu+mv ,
implying that m1 < mu, mv < mn+1, whence 1 < u, v < n + 1 and sn+1 ∈ 〈S
∗〉, a
contradiction. Similarly sn+1s1 /∈ S
′2.
We claim that it suffices to show that sn+1 does not commute with s1.
Indeed, if s1sn+1 6= sn+1s1, then (52) follows from
{s21, s1s2, s1sn+1, sn+1s1} ⊆ S
2 \ S ′2
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and from the induction hypothesis for S ′:
|S2| ≥ |S ′2|+ |{s21, s1s2, s1sn+1, sn+1s1}| ≥ (4|S
′| − 4) + 4 = 4|S| − 4.
We shall complete the proof by showing that if
s1sn+1 = sn+1s1, (53)
then
sjsn+1 = sn+1sj,
for every 1 ≤ j ≤ n, which contradicts the maximality of n.
Our argument is similar to that used in the proof of Lemma 5. Denote m = mn+1,
x = xn+1 and
sn+1 = b
max.
We first note that (53) implies that
s1sn+1 = (b
m1ax1)(bmax) = bm1+max+2
mx1
= sn+1s1 = (b
max)(bm1ax1) = bm+m1ax1+2
m1x
and thus
(2m1 − 1)x = (2m − 1)x1. (54)
Choose an arbitrary 1 ≤ j ≤ n. Using
s1sj = sjs1
we get, like in the proof of Lemma 5, that
x1 =
2m1 − 1
2mj − 1
xj .
It follows by (54) that
(2m1 − 1)x = (2m − 1)
2m1 − 1
2mj − 1
xj
and since m1 ≥ 1, we may conclude that
(2mj − 1)x = (2m − 1)xj.
Thus sjsn+1 = sn+1sj, a contradiction.
Case 2: s1s2 6= s2s1.
We claim that
either s1s3 6= s
2
2 or s3s1 6= s
2
2. (55)
Indeed, if
s1s3 = s
2
2 and s3s1 = s
2
2
then
(bm1ax1)(bm3ax3) = (bm2ax2)2 = (bm3ax3)(bm1ax1)
26 G. A. FREIMAN, M. HERZOG, P. LONGOBARDI, M. MAJ, AND Y. V. STANCHESCU
and thus
bm1+m3ax3+2
m3x1 = b2m2ax2+2
m2x2 = bm1+m3ax1+2
m1x3 .
It follows that m1 +m3 = 2m2 and
x3 = x2(2
m2 + 1)− 2m3x1, 2
m1x3 = x2(2
m2 + 1)− x1.
Thus
2m1x3 = (2
m2 + 1)x2 − x1 = 2
m1(2m2 + 1)x2 − 2
m1+m3x1,
implying that
(2m1 − 1)(2m2 + 1)x2 = (2
m1+m3 − 1)x1 = (2
2m2 − 1)x1.
Hence
(2m1 − 1)x2 = (2
m2 − 1)x1,
and
s1s2 = b
m1+m2ax2+2
m2x1 = bm2+m1ax1+2
m1x2 = s2s1,
a contradiction. The proof of our claim is complete.
Thus
|{s1s3, s3s1} \ {s
2
2}| ≥ 1.
Since
{s21, s1s2, s2s1} ⊆ S
2 \ S ′2
and
{s1s3, s3s1} \ {s
2
2} ⊆ S
2 \ S ′2,
it follows by the induction hypothesis for S ′, that
|S2| ≥ |S ′2|+ |{s21, s1s2, s2s1, s1s3, s3s1} \ S
′2| ≥ (4|S ′| − 4) + 4 = 4|S| − 4.
The proof of Lemma 6 is complete.

The following lemma is the main step in the proof of Theorem 7. We use an
inductive argument analogous to that used for the proof of Lemma 2.2 in [12] (see
also Lemma 3 in [13]).
Lemma 7. Let S ⊆ BS+(1, 2) be a finite set of size k = |S| ≥ 2. Suppose that
S = S0 ∪ S1 ∪ ... ∪ St, (56)
where t ≥ 1. If S is a non-abelian set, then
|S2| ≥ 3.5k − 4. (57)
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Proof. We use induction on t ≥ 1. Observe that when t = 1, Lemma 7 follows from
Lemma 2.
For the inductive step, let t ≥ 2 be an integer, and assume that Lemma 7 holds for
any non-abelian finite set T ⊆ BS+(1, 2) which lies in u distinct cosets of 〈a〉 = aZ,
where 2 ≤ u < t.
Denote
S∗ = S \ St, k
∗ = |S∗| = k − kt.
If S∗ generates a non-abelian group, then our inductive hypothesis implies that
|(S∗)2| ≥ 3.5k∗ − 4,
and it suffices to show that
|S2t ∪ StSt−1 ∪ St−1St| ≥ 3.5kt, (58)
since inequality (57) then follows from
|S2| ≥ |(S∗)2|+ |S2t ∪ StSt−1 ∪ St−1St| ≥ (3.5k
∗ − 4) + 3.5kt = 3.5k − 4. (59)
The proof of (58) will be provided by examining four complementary cases.
Case 1: Assume that either kt ≥ 2 or kt−1 ≥ 2.
Recall that 0 ≤ m0 < m1 < ... < mt and hence t ≥ 2 implies that mt ≥ 2. Thus,
using either Theorem 5 or Corollary 2, we get
|S2t | ≥ max{4kt − 4, 1} ≥ 3kt − 2.
We shall examine now four subcases.
i. If kt + 2kt−1 ≥ 6, then (58) is true in view of:
|S2t∪StSt−1∪St−1St| ≥ |S
2
t |+|StSt−1| ≥ (3kt−2)+(kt+kt−1−1) = 4kt+kt−1−3 ≥ 3.5kt.
If there is 0 ≤ j ≤ t− 1 such that kj = |Sj| ≥ 2, then S
∗ generates a non-abelian
group (in view of Lemma 1) and we may apply the induction hypothesis. Thus,
Lemma 7 follows from (58) and (59).
If kj = 1 for all 0 ≤ j ≤ t− 1, then kt ≥ 6− 2kt−1 ≥ 4, in view of (i). In this case,
Lemma 7 follows from Lemma 4.
So we may assume that Case (i) does not hold and in particular
kt + 2kt−1 ≤ 5.
Hence one of the following cases must hold: (ii) kt = 3, kt−1 = 1, (iii) kt = 2, kt−1 = 1
or (iv) kt = 1, kt−1 = 2.
ii. If kt = 3 and kt−1 = 1 , then Corollary 2 implies |S
2
t | ≥ 4kt − 4 and therefore
inequality (58) follows from:
|S2t ∪StSt−1 ∪St−1St| ≥ |S
2
t |+ |StSt−1| ≥ (4kt− 4)+ (kt+ kt−1− 1) = 5kt− 4 > 3.5kt.
If there is 0 ≤ j ≤ t− 1 such that kj = |Sj| ≥ 2, then S
∗ generates a non-abelian
group (in view of Lemma 1) and we may apply the induction hypothesis. Thus,
Lemma 7 follows from (58) and (59).
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If kj = 1 for all 0 ≤ j ≤ t − 1, then Lemma 7 follows from Lemma 4, in view of
kt = 3.
iii. If kt = 2 and kt−1 = 1, then we can write
St−1 = {b
uax}, St = {b
vay, bvaz},
where 1 ≤ u = mt−1 < v = mt and y < z are integers. Using the identity a
xbm =
bma2
mx, we get
St−1St = b
u+v{a2
vx+y, a2
vx+z} and StSt−1 = b
u+v{a2
uy+x, a2
uz+x}.
Note that St−1St 6= StSt−1. Indeed, if St−1St = StSt−1, then 2
vx + y = 2uy + x and
2vx+ z = 2uz + x. Thus (2u − 1)y = (2v − 1)x = (2u − 1)z, which contradicts y < z,
in view of u ≥ 1. Therefore either Theorem 5 or Corollary 2 implies that
|S2t ∪ StSt−1 ∪ St−1St| = |S
2
t |+ |StSt−1 ∪ St−1St| ≥ (3kt − 2) + 3 = 4 + 3 = 3.5kt.
If there is 0 ≤ j ≤ t− 1 such that kj = |Sj| ≥ 2, then S
∗ generates a non-abelian
group (in view of Lemma 1) and we may apply the induction hypothesis. Thus,
Lemma 7 follows from (58) and (59).
If kj = 1 for all 0 ≤ j ≤ t − 1, then Lemma 7 follows from Lemma 4, in view of
kt = 2.
iv. If kt = 1 and kt−1 = 2, then we can write
St−1 = {b
uay, buaz}, St = {b
vax},
where 1 ≤ u = mt−1 < v = mt, x, y, z are integers and y < z. Using the identity
axbm = bma2
mx, we get
St−1St = b
u+v{a2
vy+x, a2
vz+x} and StSt−1 = b
u+v{a2
ux+y, a2
ux+z}.
Note that St−1St 6= StSt−1. Indeed, if St−1St = StSt−1, then 2
vy + x = 2ux + y and
2vz + x = 2ux+ z. Thus (2v − 1)y = (2u − 1)x = (2v − 1)z, which contradicts y < z,
in view of v ≥ 1. Therefore,
|S2t ∪ StSt−1 ∪ St−1St| = |S
2
t |+ |StSt−1 ∪ St−1St| ≥ 1 + 3 > 3.5kt.
Since kt−1 = 2, Lemma 1 implies that S
∗ generates a non-abelian group and we may
apply the induction hypothesis. Thus, Lemma 7 follows from (58) and (59).
The proof in Case 1 is complete.
Case 2: Assume that kt = kt−1 = ... = k1 = 1 and and k0 ≥ 2.
In this case, Lemma 7 follows form Lemma 3.
Case 3: Assume that kt = kt−1 = 1 and there is 1 ≤ j ≤ t − 2 such that kj ≥ 2
and ki = 1 for every i ∈ {j + 1, ..., t}.
Let
Sj = b
mjaAj = {bmjay1 , ..., bmjaykj }
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and let Si = {b
miaxi} for every i ∈ {j + 1, ..., t}. Clearly |SjSi| = |SiSj| = kj and
using the reasoning in the proof of Lemma 3, we get
|SjSi ∪ SiSj| ≥ kj + 1 (60)
for every i ∈ {j + 1, ..., t}.
Note that kj ≥ 2, so by Lemma 1 the set
S∗j = S0 ∪ S1 ∪ ... ∪ Sj
is non-abelian. By applying the inductive hypothesis to S∗j and in view of (60), we
obtain
|S2| ≥ |S∗jS
∗
j |+
t∑
u=j+1
|SjSu ∪ SuSj|+
t∑
u=j+1
|SuSt| (61)
≥ (3.5|S∗j | − 4) + (kj + 1)(t− j) + (t− j)
= (3.5|S∗j | − 4) + (kj + 2)(t− j) ≥ (3.5|S
∗
j | − 4) + 4(t− j)
= (3.5|S∗j | − 4) + 4(k − |S
∗
j |) = 4k − 4− 0.5|S
∗
j | > 3.5k − 4, (62)
as required.
Case 4: Assume that ki = 1 for every 0 ≤ i ≤ t.
If the set S ′ = S \ {s0} is abelian, then Lemma 5 implies that
|S2| ≥ 4|S| − 4 > 3.5k − 4,
as required. Therefore, we may assume that S ′ = S1 ∪ S2 ∪ ... ∪ St is non-abelian.
Since t ≥ 2, it follows that k = t + 1 ≥ 3 and Lemma 6 implies that
|S ′2| ≥ 4|S ′| − 4. (63)
Moreover,{s20, s0s1} ⊆ S
2 \ S ′2.
We distinguish now between two complementary cases.
(a) If k = |S| ≥ 4, then
|S2| ≥ |S ′2|+ 2 ≥ 4(k − 1)− 4 + 2 = 4k − 6 ≥ 3.5k − 4,
as required.
(b) If k = 3, then S = {s0, s1, s2}, S
′ = {s1, s2}, s1s2 6= s2s1, |S
′2| = 4 and
S2 = {s20, s0s1, s1s0, s0s2, s2s0} ∪ S
′2.
We claim that
either s0s2 6= s
2
1 or s2s0 6= s
2
1. (64)
Indeed, if
s0s2 = s
2
1 and s2s0 = s
2
1
then
(bm0ax0)(bm2ax2) = (bm1ax1)2 = (bm2ax2)(bm0ax0)
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and thus
bm0+m2ax2+2
m2x0 = b2m1ax1+2
m1x1 = bm2+m0ax0+2
m0x2 .
It follows that m0 +m2 = 2m1 and
2m2x0 = x1(2
m1 + 1)− x2, x0 = x1(2
m1 + 1)− 2m0x2.
Thus
2m2x0 = x1(2
m1 + 1)− x2 = 2
m2(2m1 + 1)x1 − 2
m2+m0x2,
implying that
(2m2 − 1)(2m1 + 1)x1 = (2
m0+m2 − 1)x2 = (2
2m1 − 1)x2.
Hence
(2m2 − 1)x1 = (2
m1 − 1)x2
and s1s2 = s2s1, a contradiction.
We conclude that
|S2| ≥ |{s20, s0s1, s0s2, s2s0} \ S
′2|+ |S ′2| ≥ 3 + 4 = 7 > 3.5|S| − 4.
The proof of Lemma 7 is complete.

Proof of Theorem 7.
Let S be a finite set satisfying the assumptions of Theorem 7. Inequality
|S2| < 3.5k − 4
and Lemma 7 imply that
S = S0 = b
m0aA0 ,
where m0 ≥ 0.
The set S is non-abelian, so m0 ≥ 1. If m0 ≥ 2, then Corollary 2 implies that
|S2| ≥ 4k − 4 > 3.5k − 4, which contradicts our hypothesis. Therefore
S = S0 = ba
A.
Theorem 7 now follows from Theorem 5. 
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