Abstract. The terrestrial ring current is an electric current flowing toroidally around the Earth, centered at the equatorial plane and at altitudes of ϳ10,000 -60,000 km. Changes in this current are responsible for global decreases in the Earth's surface magnetic field, which are known as geomagnetic storms. Intense geomagnetic storms have severe effects on technological systems, such as disturbances or even permanent damage to telecommunication and navigation satellites, telecommunication cables, and power grids. The main carriers of the storm ring current are positive ions, with energies from ϳ1 keV to a few hundred keV, which are trapped by the geomagnetic field and undergo an azimuthal drift. The ring current is formed by the injection of ions originating in the solar wind and the terrestrial ionosphere. The injection process involves electric fields, associated with enhanced magnetospheric convection and/or magnetospheric substorms. The quiescent ring current is carried mainly by protons of predominantly solar wind origin, while geospace activity tends to increase the abundance (both absolute and relative) of O ϩ ions, which are of ionospheric origin. During intense magnetic storms, the O ϩ abundance increases dramatically, resulting in a rapid intensification of the ring current and an O ϩ dominance around storm maximum. This compositional change affects, among other processes, the decay of the ring current through the species-and energy-dependent charge exchange and wave-particle scattering loss. Energetic neutral atoms, products of charge exchange, enable global imaging of the ring current and are the most promising diagnostic tool of ring current evolution. This review will cover the origin of ring current particles, their transport and acceleration, the effects of compositional variations in the ring current, the effects of substorms on ring current growth, and the dynamics of ring current decay with an emphasis on the process of charge exchange and the potential for wave scattering loss.
INTRODUCTION
At the turn of the century, Fitzgerald [1892] and Lodge [1900] argued that a flying cloud of charged atoms emitted from sunspots caused terrestrial magnetic storms, a term coined by A. von Humboldt in 1808 [see Tsurutani et al., 1997] . This suggestion led Schmidt [1917] and Chapman [1919] to propose that the magnetic field depression during the main phase of magnetic storms was due to electrical currents flowing near the Earth, which were fed by charged particle streams originating at the Sun. Chapman had originally proposed a singly-charged stream, which invoked the fruitful criticism of F. Lindemann. Lindemann [1919] pointed out that mutual electrostatic repulsion would destroy a singly charged stream, and proposed an electrically neutral solar stream containing charged particles of both signs in equal numbers. This critically important suggestion was adopted by Chapman and led to his later work, which is the foundation of modern theories on magnetic storms.
The publications of Chapman and Ferraro in the early 1930s suggested a transient stream of outflowing solar ions and electrons responsible for terrestrial magnetic storms; once the solar stream had reached the Earth, charged particles would leak into the magnetosphere and drift around the Earth, creating a current whose field would oppose the main geomagnetic field Ferraro, 1930, 1931] . (Terms in italic type are defined in the glossary following the main text.) This is surprisingly close to what we believe today. The only major element of Chapman's theory that changed is the existence of a continuous (instead of transient) stream of ionized gas from the Sun. This stream was named solar wind by Parker [1958] , and its existence was later confirmed from observations made by the Venus-heading Mariner 2 spacecraft [Neugebauer and Snyder, 1962; Snyder and Neugebauer, 1964] .
Just prior to the discovery of the radiation belts by Explorer 3 [Van Allen et al., 1958] , Singer [1956] proposed that particles arriving from the Sun could, by collective motion, perturb the dipolar magnetic field of the Earth sufficiently to allow entry of the particles into the trapping regions identified by Størmer [1955] . A more detailed theory followed [Singer, 1957] , suggesting that the gradient drift of the energetic particles trapped in the geomagnetic field carries a westward electric current, which effectively decreases the horizontal component of the magnetic field in the vicinity of the Earth. Thus the existence of a ring current was inferred before the dawn of the spaceflight era.
The ring current is the key element of magnetic storms in the near-Earth space (see the schematic of the terrestrial magnetosphere in Figure 1 ). In recent years there has been a wider interest in magnetic storms owing to the severe effects they have on technological systems. Relevant reports refer to disturbances or even permanent damage of telecommunication and navigation satellites, telecommunication cables, and power grids [e.g., Lanzerotti, 1994; Kappenman et al., 1997] . Moreover, the case of magnetic storm effects on terrestrial climate [Baker et al., 1993; Burns et al., 1995; Tinsley, 1996] and on human physiology has been addressed recently [Breus et al., 1995; Roederer, 1995] .
GENERAL STRUCTURE OF THE RING CURRENT
The ring current can be envisioned as a toroidalshaped electric current that flows westward around the Earth, with variable density at geocentric distances between ϳ2 R E and ϳ9 R E .
Geomagnetically trapped charged particles, which gyrate around the ambient field as a result of the Lorentz force, are also subject to drift motions owing to the gradient and curvature of the magnetic field [Baumjohann and Treumann, 1996] . The total effect is a collective azimuthal drift, which is oppositely directed for ions and electrons: electrons move eastward and most ions (with energies above a relatively low threshold [see De Michelis et al., 1997] ) move westward. This drift constitutes a net charge transport; the current associated with the charge transport is the ring current.
The basic motions of charged particles in the presence of a magnetic field are the gradient drift motion, the curvature drift motion and the gyration (see Figure  2 and ). The elementary currents j ٌ , j C , and j G resulting from these motions can be expressed in terms of particle pressure perpendicular (P Ќ ) and parallel (P ʈ ) to the magnetic field, as first established by Parker [1957] . The current due to particle drift driven by the magnetic field gradient is
The current due to particle drift driven by the magnetic field curvature is expressed as
while the current due to gyration effects within the particle distribution is
The three terms on the right side of (3) represent currents due to the particle pressure gradient, the magnetic field gradient, and the magnetic field line curvature, respectively. Since the drift and gyration terms driven by the magnetic field gradient are equal and opposite (equations (1) and (3)), the total current does not depend on gradients of the magnetic field:
In the case of an isotropic (P ʈ ϭ P Ќ ) distribution, or a straight magnetic field line geometry, the magnetic field configuration plays no role in the current buildup. The current system is then established only by particle pressure gradients.
The quiet time ring current population is distributed over the L parameter range ϳ2-9, with average current density values of ϳ1-4 nA m Ϫ2 [e.g., . The storm time ring current density increases over its whole radial extent, and may exceed current density values of ϳ7 nA m Ϫ2 [e.g., Lui et al., 1987] . Dessler and Parker [1959] and Sckopke [1966] showed theoretically that the disturbance ⌬B of the equatorial surface geomagnetic field during magnetic storms is proportional to the energy of the ring current particles:
where B 0 is the average surface geomagnetic field intensity at the magnetic equator (ϳ0.3 G), E is the total energy of the ring current particles and E m ϭ B 0 2 R E 3 /3 Ӎ 10 18 J, is the energy of the Earth's dipole field above the Earth's surface [Carovillano and Siscoe, 1973] .
The generalized Dessler-Parker-Sckopke relation includes terms from internal and boundary sources:
where B D is the field decrease due to the combined magnetic field from all sources (the ring current, the magnetopause current and the magnetotail current); M is the total magnetic energy inside the magnetosphere, that is the volume integral of B D 2 / 2 0 . The unit vector n is the outward pointing normal, and R is
In (7), p is the thermal pressure, r is the radius vector from the center of the Earth, is the mass density of the solar wind in the plasma mantle, V is the flow velocity of the mantle plasma, and B is the total magnetic field vector (dipole field plus magnetospheric field). The pressure is assumed to be isotropic.
Theoretical and observational work established the general location and the driving forces of this current system. Spacecraft measurements that confirmed the existence of the ring current also showed that it is a permanent feature. Frank [1967] showed that the ring current is dominated by ions (presumably protons) with energies of ϳ50 keV. The development of mass-resolving space instrumentation in the 1970s made it possible to distinguish between ionic species in space [Shelley et al., 1972] . However, the detailed composition and energy of the ring current were not clarified until the Active Magnetospheric Particle Tracer Explorer (AMPTE) mission of the late 1980s (section 3.1).
SOURCES OF RING CURRENT PARTICLES
Although all trapped particles in the inner magnetosphere contribute to the ring current, only ions in the medium-energy range of ϳ10 keV to a few hundreds of keV contribute substantially to the total current density [Williams, 1987] . Electrons contribute little to the ring current on account of their negligible energy density [Baumjohann, 1993] . The immediate particle sources of the ring current are the magnetospheric plasma sheet and the terrestrial ionosphere. The plasma sheet population is supplied by the ionosphere and the solar wind. Hence the ultimate main sources of ring current particles are the solar wind and the terrestrial ionosphere.
Magnetospheric H ϩ ions originate both in the ionosphere and in the solar wind; this complicates the identification of the dominant source. In contrast, the vast majority of magnetospheric O ϩ originates in the ionosphere. Charge exchange processes (section 5) in the inner magnetosphere further complicate matters because they transform higher charge state oxygen ions (of solar wind origin) to ionosphere-like lower charge state oxygen, and solar wind He ϩϩ into He ϩ (which is provided also by the ionosphere). However, only a negligible percentage of magnetospheric O ϩ ions originates through charge exchange from solar wind oxygen ions with high charge states (O 6ϩ ). Therefore O ϩ ions are considered tracer ions of ionospheric outflow associated with magnetosphere-ionosphere coupling.
On the basis of high O ϩϩ /O ϩ and/or high He ϩ /He ϩϩ ratios, which are not observed in either the solar wind or the ionosphere in the range of a few keV, it has been argued that the plasmasphere is also a direct source of ring current ions [Balsiger et al., 1980] . However, it is a minor source, since O ϩϩ and He ϩ are found only in small numbers in the ring current.
Until the end of the 1980s there was considerable uncertainty regarding the sources of ring current ions. In the early years of space exploration it was generally assumed that solar wind protons penetrate and dominate the magnetosphere. Accordingly, the ring current was considered a solar-origin proton current. The contribution of the terrestrial ionosphere was regarded as negligible. This assumption was due mainly to the low initial energy of ionospheric ions, which is of the order of several eV to several tens of eV, compared with the higher initial energy of solar wind ions, which is of the order of several keV. It was also due to the inability of the first generation of space-based measuring devices to provide full identification (mass and charge state) of the detected ions. The lack of compositional information led to the erroneous conclusion that essentially all ions in geospace are protons of solar wind origin. Opposing theories [Dessler and Hanson, 1961; Axford, 1970] were discarded for lack of supporting observations.
In the early 1970s the solar origin theory was challenged by the discovery of energetic heavy ions (M/q ϭ 16) at energies up to 17 keV [Shelley et al., 1972] by the first mass spectrometer in space, on board the polarorbiting satellite 1971-089A. These ions were presumably O ϩ ions originating in the terrestrial ionosphere. In the following years, a new type of ion composition instrumentation made it possible to obtain charge state information in addition to M/q analysis of energetic ions [Gloeckler and Hsieh, 1979] . Observations by the missions GEOS 1 and 2, Prognoz 7, and SCATHA confirmed the existence of O ϩ in the magnetosphere, and the significant contribution of the ionospheric source during magnetic storms [Balsiger et al., 1980; Lundin et al., 1980; Kaye et al., 1981] . Because O ϩ ions are not found in the solar wind and are abundant in the ionosphere, they have since been used as evidence and as a measure of ionospheric contribution to any magnetospheric population.
However, early composition observations existed only in the low (Յ15 keV) and high (Ն600 keV) energy portion of the ring current energy density distribution [Williams, 1980 [Williams, , 1981 . The lack of composition information at intermediate energies was critical, since the ring current energy distribution has its maximum value within this energy range [Smith and Hoffman, 1973; Williams, 1983] . In particular, Williams [1980] estimated that the bulk (ϳ90%) of the ring current is contained in the 15-to 250-keV energy range [see Williams, 1983, Figure 5] and that the mean energy of the ring current is several tens of keV. Moreover, Williams [1980] noted that no information at all (either direct measurements or inferences) existed concerning the peak (50 -100 keV) of the ring current energy density distribution. The estimates of Williams [1980] were confirmed by the AMPTE mission [Williams, 1987] . AMPTE was the first mission to adequately measure the composition of the main part of the ring current.
Conclusive Ring Current Measurements
Launched on board the Charge Composition Explorer (CCE), one of the three AMPTE spacecraft [Krimigis et al., 1982] , the charge-energy-mass (CHEM) spectrometer was used to identify missing elemental and charge composition over the range of a few keV to a few hundred keV. CHEM was an advanced composition spectrometer that used a combination of measurement techniques [Gloeckler et al., 1985b] . Case studies [Gloeckler et al., 1985a; Krimigis et al., 1985; Hamilton et al., 1988] , and statistical studies of the ion population in the inner magnetosphere [Daglis et al., 1993] clarified the relative contribution of the various ion species to the quiet time and storm time ring current. Figure 3 is adopted from Daglis et al. [1993] and shows both the contribution of the different ion species to the total energy density and the energy distribution of the ion energy density. The curves represent averages over 2.5 years of measurements by the CHEM instrument onboard AMPTE/CCE. They show the accumulated percentage of the ion energy density at geosynchronous altitude (i.e., outer ring current) as a function of energy. Plotted are curves for the total energy density as well as the energy density of the four main ion species (H ϩ , O ϩ , He ϩϩ , He ϩ ). The left panel shows the average energy density distribution in the outer ring current at geomagnetically quiet times, while the right panel shows the average distribution for active times. There are two outstanding features: First, the bulk of the total measured ion energy density is contained in the energy range ϳ10 -100 keV; second, H ϩ is the dominant ion species, with the O ϩ contribution increasing drastically (from 6% to 21%) during active times. It should be stressed that these numbers are averages over all local times and over all kinds of events (storms/substorms) with auroral electrojet ( AE) indices AE Ͻ 30 nT (quiet times) and AE Ͼ 700 nT (active times). This means that the characteristics of intense events (for example, the February 1986 storm, which is mentioned in the next paragraph) are smoothed out. We should also note that according to previous ring current measurements covering energies above 300 keV, a nonnegligible percentage (ϳ5%) of . Accumulated percentage of the ion energy density at geosynchronous altitude (i.e., outer ring current) as a function of energy, (left) at geomagnetically quiet times and (right) at active times [Daglis et al., 1993] . Plotted are curves for the total energy density as well as for the energy density of the four main ion species (H the energy density resides at energies Ͼ300 keV [Williams, 1987, Figure 1] .
In summary, the AMPTE mission showed that protons are the dominant ion species in the quiet time ring current, with the contribution of ions heavier than protons being essentially negligible. Because AMPTE operated during solar minimum, there was only one intense magnetic storm to be observed. This storm occurred in February 1986 and was studied in detail by Hamilton et al. [1988] . It was shown that the abundance of O ϩ not only rose continuously during the storm, but eventually became the dominant ion species near the storm's maximum phase, contributing 47% of the total energy density in the inner ring current (L ϭ 3-5), compared with 36% in H ϩ . The situation in the outer ring current (L ϭ 5-7) was less dramatic: the maximum O ϩ contribution there was 31%, with H ϩ contributing 51% at that time [see Hamilton et al., 1988, Figure 4 ].
The second highly favorable mission for conducting ring current investigations was the Combined Release and Radiation Effects Satellite (CRRES), which operated during 1990 -1991, i.e., around solar maximum. The Magnetospheric Ion Composition Spectrometer (MICS; see Wilken et al. [1992] for details) on board CRRES had the capability, like CHEM on board AMPTE/CCE, to obtain compositional information for the bulk of the ring current ions, that is, for the energy range between a few tens of keV to a few hundred keV. CRRES/MICS observations of several moderate and large magnetic storms showed that the ring current characteristics observed by CCE/CHEM in the February 1986 storm [Hamilton et al., 1988] are common. Daglis [1997a] showed that the larger the storm is (as quantified by the Dst index), the larger the O ϩ contribution to the ring current. Moreover, Daglis [1997a] showed that the Dst magnitude and the O ϩ contribution to the ring current increase concurrently. This feature was present in all moderate to large storms during 1991, and it was also noticed in the February 1986 storm by Hamilton et al. [1988] . Figure 4 shows the time profiles of compositional changes and of the Dst index during the June 4 -5, 1991, storm. We use a special high-resolution (5 min) Dst index here, which was produced by the Solar-Terrestrial Environment Laboratory, Nagoya University (courtesy Y. Kamide). The top two panels show the contribution of the two main ion species H ϩ and O ϩ to the total energy density of the outer ring current population (L range of 5-6). The actual contribution of the main ion species cannot be calculated from the MICS count rates below L Ϸ 5 owing to the operation of the particle identifier (PID) at lower altitudes. PID is a fast analog processor evaluating the sensor information, with the purpose of preventing high H ϩ fluxes from overloading the relatively slow analog-to-digital conversion of the sensor signals [Wilken et al., 1992] . As a result, the mass/mass-per-charge matrix count rates are affected by the PID, in the sense that the H ϩ rates are close to zero.
In Figure 4 we can see that the prestorm passes of CRRES through the outer ring current region recorded a "normal" relation of H ϩ and O ϩ : H ϩ , being the dominant ion species contributed ϳ80%, and O ϩ contributed only ϳ10% of the measured ion energy density. After the start of the storm, the O ϩ contribution rose steadily and remained above 30%, an exceptionally high level [Daglis et al., 1993] , for more than 24 hours. Energetic O ϩ enhancements are usually short-lived , presumably because of the localized and sporadic character of ionospheric outflow [e.g., Kaye et al., 1981; Strangeway and Johnson, 1983] . Moreover, the charge exchange lifetime of energetic O ϩ is relatively short: 100-keV O ϩ ions have a lifetime of ϳ33, 22, and 11 hours at L ϭ 5.0, 4.25, and 3.5 respectively [Smith and Bewtra, 1978; Smith et al., 1981] . Therefore the long-lived enhanced level of O ϩ abundance indicates a continuous ionospheric feeding of the inner plasma sheet during the storm main phase.
During the great storm in March 1991, the increase of the O ϩ abundance was overwhelming ( Figure 5 ). O ϩ clearly dominated around the maximum of the main phase. Its contribution was more than 65% of the total energy density in the L range 5-7, while it exceeded 80% in the L range 5-6 [Daglis et al., 1999a] . Daglis [1997a] commented on the especially interesting concurrent in- crease of the O ϩ contribution and the Dst magnitude. After the storm sudden commencement at 0341 UT on March 24, the O ϩ contribution rose from the ϳ10% level to the ϳ40% level, while at the same time Dst dropped to about Ϫ100 nT. A period of transient Dst recovery and O ϩ decrease followed. During the main phase of the storm, both Dst and O ϩ reached their peaks. A similar pattern was observed in the great storm of February 1986 [Hamilton et al., 1988] . Figure 5 shows that the O ϩ contribution remains at an extraordinary high level (Ͼ40%) for a very extended time period (Ͼ30 hours).
In 1991, CRRES observed five medium to intense storms. During all of them the purely ionospheric part of the ring current, as represented by energetic O ϩ ions, was 20 -65% (in terms of energy density). Taking into account that ϳ30% of H ϩ in the storm time outer ring is also of ionospheric origin [Gloeckler and Hamilton, 1987] , it is clear that, although the energy source of storms is unambiguously of solar origin, the majority of the storm time ring current particles are of terrestrial origin. Hence one can conclude that the major source of the quiet time ring current is the solar wind (via the storage region of the plasma sheet), while the storm time ring current is increasingly terrestrial in origin. Daglis [1997b] suggested that the role of O ϩ , the major outflowing ionospheric ion, in the evolution of intense storms is twofold ( Figure 6 ):
1. It causes the rapid final enhancement of the ring current at storm maximum. This could be the cause of the second storm maximum during intense storms with a two-step development [Kamide et al., 1998a] .
2. It induces an equally rapid initial decay of the ring current [e.g., Noël, 1997a, b] . This is presumably the cause of the two-step recovery of intense storms. Both points are further discussed in section 3.2.3.
In summary, the main sources of ring current particles are the solar wind and the terrestrial ionosphere. The quiet time ring current is dominated by protons (see Table 1 ). The only other ion species that contributes substantially to the ring current is O ϩ , which becomes increasingly important with geomagnetic activity, and eventually dominates the ring current during great storms [Daglis, 1997a, b] . Typical values of O ϩ contribution to the ring current energy density are ϳ6% during quiet time and more than 50% during great storms. Essentially all of the ring current O ϩ ions originate in the high-latitude ionosphere of the Earth. The origin of the ring current protons is less clear. For the quiet time ring current, Gloeckler and Hamilton [1987] estimated that ϳ35% of protons in the outer ring current (L ϭ Figure 6 . Twofold role of O ϩ , the major outflowing ionospheric ion, in the evolution of intense storms. It both (1) causes the rapid final enhancement of the ring current at storm maximum and (2) induces an equally rapid initial ring current decay [Daglis, 1997b, Figure 3 ]. 5-7) and ϳ75% of protons in the inner ring current (L ϭ 3-5) are of ionospheric origin. For the storm time ring current, Gloeckler and Hamilton [1987] estimated that ϳ30% of protons in the outer ring current and ϳ65% of protons in the inner ring current are of ionospheric origin. Solar wind He ϩϩ ions usually contribute less than 4% of the ring current, except in the case of great storms (see Table 1 ).
The Sources: Geometry, Transport and Acceleration
The solar wind and the terrestrial ionosphere are the two substantial sources of ring current ions. Their relative strength for three different conditions are summarized in Table 1 . Table 1 is a compilation based on composition measurements by the AMPTE/CCE and the CRRES missions [Gloeckler et al., 1985a; Gloeckler and Hamilton, 1987; Hamilton et al., 1988; Daglis et al., 1993; Daglis, 1997a] during quiet times, small-medium storms, and intense storms. The values are calculated using observations at L Ϸ 5, which is near the maximum of the current density of the ring current [Lui et al., 1987; .
3.2.1. Solar wind. With an impressive source strength of several 10 29 ions s Ϫ1 incident on the magnetosphere, the solar wind had been the indisputable candidate of magnetospheric plasma supply for many years. The entry of 0.1-1.0% of the incident particles into the magnetosphere results in an effective solar wind source strength of 10 26 -10 27 ions s Ϫ1 . Not until the late 1980s was the prominent position of the solar wind threatened by the terrestrial ionosphere. Then Chappell et al. [1987] summarized ionospheric outflow observations and suggested that the ionosphere is able to supply essentially all magnetospheric plasma under any geomagnetic condition.
Recently, however, measurements from the Geotail mission [Nishida, 1994] confirmed the importance of the solar wind source for energetic ions in the magnetotail, especially for distances greater than ϳ30 R E [Christon et al., 1996] . Investigation of combined measurements from the Wind and Geotail spacecraft [Terasawa et al., 1997] showed that for extended periods of northward interplanetary magnetic field (IMF) , that is, during geomagnetically quiet times, the magnetotail at distances beyond 15 R E is dominated by solar wind particles entering through the flank regions. This reinforces the conclusions of Lennartsson and Shelley [1986] and Gloeckler et al. [1984] on the dominant role of the solar wind source in the magnetotail. Radial profiles of ion charge states in the near-Earth plasma sheet also confirm the increasing solar wind source strength toward higher altitudes [Christon et al., 1994] .
However, despite our general knowledge about the relative strength of the solar wind source with respect to altitude, and despite the existence of some successful relevant models [e.g., Pilipp and Morfill, 1978] , the effective source geometry of the solar wind, that is, where and how solar wind particles enter the magnetosphere, remains an open question. Also largely unknown are the transport and acceleration processes acting on these particles, before they reach the inner magnetosphere to contribute to the ring current. The complexity of the transport is illustrated by the fact that mixing of the ionospheric and the solar wind source has been observed to distances of ϳ210 R E down the magnetotail Seki et al., 1996] .
The acceleration of particles from the magnetotail toward the inner magnetosphere was first addressed by Speiser [1965a, b] . He demonstrated the effects of the E ϫ B drift of the particles through the magnetotail, when encountering a realistic model neutral sheet, that is, a region with a small, finite, normal magnetic field B n . Speiser showed that particles are efficiently accelerated and that some of them are ejected from the neutral sheet along the ambient magnetic field lines. Later work on his ideas yielded details on the complexity of particle acceleration in the magnetotail [e.g., Lyons and Speiser, 1982; Speiser and Lyons, 1984; Chen and Palmadesso, 1986; Büchner and Zelenyi, 1989] . In recent years, comprehensive modeling work has addressed the particle source issue by incorporating the nonlinear aspects of particle trajectories in the magnetotail [e.g., Ashour-Abdalla et al., 1993] . These modeling efforts are crucial for clarifying the acceleration and transport of (mainly solar wind origin) ions from the magnetotail to the inner magnetosphere.
3.2.2. Ionosphere. The ionosphere is a variable source of ions [Horwitz, 1982; Moore, 1984; Hultqvist, 1991; Horwitz, 1995] , with a source strength of the same order as the solar wind [Chappell et al., 1987; Moore and Delcourt, 1995] . Revised estimates of ionospheric outflow prompted Chappell et al. [1987] to question the conclusions of Hill [1974] and to argue that the ionosphere alone is able to supply essentially all magnetospheric plasma. Knowledge of the source strengths alone, however, cannot provide conclusive information on the final mixture of species and on their relative importance for the dynamic processes in the magnetosphere. Transport and acceleration processes modify these numbers. The suggestion of Chappell et al. [1987] was certainly important in light of the fact that the ionosphere had for a long time been underestimated, like some kind of geospace Cinderella, and it had become necessary to highlight its importance. However, the potential of the ionosphere to act as a source of magnetospheric plasma is, exactly as the potential of its rival the solar wind, limited by the transport paths and acceleration mechanisms, as observations clearly show. The two most important ionospheric outflow regions are the dayside cleft and the auroral region. Recently, the high-altitude polar wind also proved to be a significant O ϩ source [Chandler et al., 1991; Horwitz et al., 1992; Abe et al., 1993; Ho et al., 1994] , contrary to the classic polar wind theory and older satellite observations [Banks and Holzer, 1969; Hoffman and Dodson, 1980] . The midlatitude ionosphere can also be a significant source of outflowing thermal O ϩ during magnetic storms [Yeh and Foster, 1990] .
There is a controversy on the primary region of ionospheric ion outflow. The relative importance of the auroral acceleration region and cleft ion fountain as magnetospheric ion sources remains unresolved. Observational studies have indicated the importance of both regions [Shelley, 1986; Lockwood et al., 1985; Hultqvist et al., 1988; Lu et al., 1992] , and modeling studies have assessed the transport and energization of ionospheric ions, from the cleft region [Horwitz and Lockwood, 1985; Delcourt et al., 1990a; Cladis and Francis, 1992] as well as from the auroral region [Shapiro et al., 1995; Banaszkiewicz, 1996, 1997] . Comprehensive statistical studies have established the extent of ion outflow from each region [Yau et al., 1984 [Yau et al., , 1985 [Yau et al., , 1986 . However, it is expected that different ionospheric regions are dominant ion outflow regions for different magnetospheric conditions and/or different levels of the solar windmagnetosphere dynamo activity . The issue can be solved through global neutral atom imaging of the high-latitude ion outflow regions [Hesse et al., 1993a; . Since both major ionospheric ion species O ϩ and H ϩ charge exchange with the exospheric neutral H [e.g., Orsini et al., 1994] , there is an intense flux of neutral O and H in the high-latitude magnetosphere, the predominant region of ionospheric outflow to the magnetosphere [Moore, 1984] . Hesse et al. [1993b] demonstrated that neutral atom imaging of the cleft ion fountain is feasible and would lead to images of both the spatial and temporal evolution.
Since the ionospheric ions are rather cold, the question of efficient acceleration of the ionospheric ions and associated extraction into the magnetosphere is of central interest. Presumably, a variety of successive acceleration mechanisms act on the ionospheric ions to raise the particle energy from ϳ1 eV to tens of keV. Several satellite observations have indicated upward acceleration of ionospheric ions in auroral regions, in the form of ion beams and ion conics with energies of 0.1-10 keV [e.g., Mizera and Fennell, 1977; Ghielmetti et al., 1978; Gorney et al., 1981; Peterson et al., 1988] . Observations of the Swedish satellite Viking provided information on transverse and parallel ion acceleration at the topside ionosphere, both in auroral regions and in the cleft region [Lundin et al., 1987; Thelin et al., 1990] . There are several examples from the Viking data of elevated ion conics with accelerations up to the 40-keV upper limit of the ion spectrometer [Lundin and Eliasson, 1991] . Rocket experiments [Kintner et al., 1992] indicated the existence of very localized regions of intense (peak-topeak amplitudes of 100 -300 mV m Ϫ1 ) lower hybrid waves and transversely accelerated ions with energies (10 -100 eV) sufficient to eject them into the magnetosphere. Recent observations by the Swedish-German Freja satellite at low altitudes confirmed the association of the transverse energization of ionospheric ions with large depletion holes in the ionosphere [Lundin et al., 1994] .
3.2.3. Implications of compositional changes. The fact that the various ionospheric sources remain active for several hours during storms, results in accumulation of O ϩ ions, which otherwise would be impossible because O ϩ ions are removed rather quickly . The compositional changes in favor of O ϩ are substantial during all storms and become most prominent during intense storms [Daglis, 1997a] . The explosive ionospheric feeding of the magnetosphere may be the cause of the rapid second enhancement of the ring current and Dst depression, observed during the main phase of intense storms with a two-step development [Kamide et al., 1998a] . Furthermore, an O ϩ -loaded ring current has important differences from a proton ring current regarding wave-particle interactions and charge exchange decay.
As is discussed in more detail in section 6, the loss of ring current ions can also be influenced by wave-particle interactions. Electromagnetic ion cyclotron (EMIC) waves, which can be excited during storms, can cause rapid scattering loss into the atmosphere [e.g., Cornwall et al., 1970] . The propagation characteristics of EMIC waves and the resulting growth rates are strongly dependent on the relative ion abundance [e.g., Kozyra et al., 1984] at different phases of a storm. During great magnetic storms, when the injected O ϩ concentration in the ring current may exceed that of H ϩ , the growth of EMIC waves is likely to be suppressed or confined to frequencies below the O ϩ gyrofrequency . The modulation of EMIC instability by O ϩ injection should therefore also change the ability of waves to provide a rapid loss process for ring current H ϩ during the main phase of a storm.
Increased O ϩ abundance will also influence the longterm decay rate of the ring current, since the charge exchange lifetime of O ϩ is considerably shorter than the H ϩ lifetime for ring current energies Ն40 keV . This implies that an O ϩ -dominated ring current will initially decay faster ( Figure 6 ). Such a fast initial ring current decay, associated with a large O ϩ component during the storm main phase, has indeed been observed in the February 1986 storm [Hamilton et al., 1988] and in the four intense storms observed by CRRES in 1991 [Daglis, 1997a] . [Akasofu et al., 1963] reported a two-stage recovery of intense storms as early as 1963; they suggested the existence of two ring currents around the Earth, with the one located closer to the Earth decaying faster. This could account for the different recovery profile of intense storms: a more rapid initial decay of the ring current and a decrease of the decay rate with time. However, the observations reported by Hamilton et al. [1988] and Daglis [1997a] strongly imply that the two-phase recovery of intense magnetic storms may be related to the presence of two ion components with distinctly different charge exchange lifetimes rather than to the existence of multiple, spatially separated ring currents. Figure 7 illustrates the implications of compositionand energy-dependent charge exchange losses. The charge exchange lifetimes of the main ring current ion species, namely, H ϩ and O ϩ , are radically different. In the energy range of several tens of keV (50 -100 keV), where the bulk of the storm time ring current energy is contained, the O ϩ lifetime can be 10 times shorter than that of H ϩ . This difference increases for higher energies. For example, at L ϭ 5 and a mirror latitude of 14Њ, the charge exchange lifetime of a 100 keV O ϩ ion is ϳ46 hours; for the same energy the lifetime of H ϩ ions is ϳ470 hours. These timescales become considerably shorter in the inner ring current because the geocorona density increases. At L ϭ 3.5 the respective 100 keV O ϩ and H ϩ lifetimes are 11 and 110 hours. In contrast, in the lower energy range, O ϩ has a much longer lifetime than H ϩ : at L ϭ 5 the 10 keV O ϩ and H ϩ lifetimes are ϳ56 hours and ϳ17 hours respectively, and at L ϭ 3.5 the lifetimes become 28 and 5.5 hours, respectively. The implications of these differences are very important. A large (not to mention a dominant) O ϩ component will induce (1) a rapid initial decay, just after the storm maximum, due to the rapid loss of high-energy O ϩ , and (2) a decrease of the decay rate during the recovery phase, due to the relatively long lifetimes of low-energy O ϩ . It is obvious that ion composition is crucial in the dynamic evolution of the ring current. Variations in the relative abundance of the two main ion species H ϩ and O ϩ may regulate the decay rate of the storm time ring current [Tinsley and Akasofu, 1982] and should be taken into account in any comprehensive modeling study.
THE ROLE OF SUBSTORMS IN THE FORMATION OF THE RING CURRENT
The ring current is formed primarily through injection and subsequent trapping of particles from the plasma sheet into the inner magnetosphere. Injection of the particles is driven by strong duskward electric fields. A controversy still exists regarding the formation process of the storm time ring current: it is the question of whether the injection of particles results mainly from potential electric fields associated with periods of strong magnetospheric convection, or mainly from induction electric fields associated with the occurrence of magnetospheric substorms [Kamide et al., 1998b] .
Substorms are the most common form of disturbance in the Earth's magnetosphere. They are also the most visible disturbance at higher latitudes, manifesting themselves as bright and active polar aurora around local midnight. About 35 years ago, Chapman [1962] noted that substorms always accompany storms. In fact, he named them substorms because he thought of them as being the key elements of a magnetic storm.
In the picture drawn by Chapman [1962] and Akasofu [1968] , substorms have the role of magnetic pumps, each of which inflates the inner magnetosphere with hot plasma. During the so-called substorm expansion, induction electric fields accelerate magnetospheric particles and inject them into the inner magnetosphere, where they become trapped and ultimately form the ring current. Magnetic storms occur when substorms deliver hot plasma to the inner magnetosphere faster than it can be dissipated.
The direct association between substorms and storms was first questioned by at the end of the 1970s by Kamide [1979] . Thirteen years later, Kamide [1992] suggested that a magnetic storm develops as a result of a steady southward interplanetary magnetic field, rather than because of frequent intense substorms. The energy transfer mechanism from the solar wind to the magnetosphere for both storms and substorms is magnetic reconnection between the interplanetary magnetic field and the geomagnetic field, as was first suggested by Dungey [1961] . He noted that if the IMF were antiparallel to the geomagnetic field at the dayside magnetopause, the two fields would merge together: the magnetospheric and the interplanetary magnetic field lines should first cut and then reconnect with each other, leading to a transport of magnetic flux (and hence of energy) from the dayside to the nightside magnetosphere. According to its principle, reconnection is most efficient for southward IMF (since the magnetospheric field is northward), and it has been confirmed that steady and prolonged southward IMF is indeed a necessary prerequisite for intense storms [Gonzalez et al., 1994, and references therein] . However, whether steady southward IMF is only a necessary or also a sufficient condition, remained a much debated topic. During the last 3 years, several studies have indicated that there is no causal relationship between substorms and storm time ring current development. Using a linear prediction technique, McPherron [1997] showed that a coupling function based solely on the IMF predicts three quarters of the variance of Dst. On the theoretical side, Wolf et al. [1997] presented results of the Rice convection model, a simulation model developed for treating the dynamics by which plasma moves from the tail into the magnetosphere, and reported that substorms have little effect on Dst compared with IMF-driven circulation.
A statistical study by Iyemori and Rao [1996] argued that the substorm expansive phase does not play a significant role in symmetric ring current generation and that it actually slightly weakens storms. However, Rostoker et al. [1997] showed that the data used by Iyemori and Rao [1996] were not adequate for conclusive remarks, and they suggested the need for a more thorough investigation of this issue. Daglis et al. [1999b] have argued that there is a significant influence of substorm occurrence on storm dynamics; they have shown that substorm signatures both in particle measurements in space and in ground magnetometers correlate well with changes in the Dst decrease rate.
In summary, substorms have been devalued from being the all-important component of a storm to being much less important. However, they are not a mere by-product of storms, but still play an important role in three distinct ways as described below.
Flow Unclogging
During a recent workshop at Kreuth, Germany, where a small group of space physicists discussed the causes and effects of magnetic storms [Siscoe, 1997] , M. Hesse (personal communication, 1997) gave substorms a new role: substorms are earthquake-like releases of magnetic stresses that build up as strong magnetospheric circulation forces plasma from the magnetosphere's tail into the ring current. Hesse based his arguments on the so-called pressure catastrophe problem, which was first described by Erickson and Wolf [1980] and is sketched in Figure 8 .
For the transport of plasma from the distant tail to the inner magnetosphere and into the ring current, there are two constraints. First, because the magnetospheric plasma is collision-free and hence resistance-free, plasma and magnetic field are frozen together as in a superconductor and move together with a bundle of field lines forming a flux tube filled with plasma. Second, if the transport is adiabatic, the temporal change of flux tube volume and pressure are related as d( pV ␥ )/dt ϭ 0. Here ␥ ϭ 5/3 is the adiabatic index, and the differential flux tube volume is related to the magnetic field strength B by the path integral along the field line V ϭ ͐ ds/B.
Because of the 1/B dependence, a flux tube volume in the tail is very large, while it is comparatively small in the inner magnetosphere. Hence, as sketched in Figure 8 , the volume of a flux tube decreases rather strongly on its way from the tail to the inner magnetosphere. Since pV ␥ has to be kept constant, the pressure would increase even more dramatically. The massive buildup of plasma pressure should choke the flow and stop further circulation.
Substorms had long been suggested to be the process by which convection solves its pressure catastrophe problem. Hesse was the first to recognize that this suggestion identifies the role that substorms play in magnetic storms. As sketched in Figure 9 , substorm-associated reconnection at a near-Earth neutral line will cut off the tailward part of the flux tube and thus strongly reduce the flux tube volume. Consequently, the flow will be unclogged and can proceed into the inner magnetosphere. Figure 10 , from , shows that the average ion temperature in the near-Earth tail is different around substorm onsets that occurred during the main phase of a magnetic storm from those that were not accompanied by magnetic storm activity. In both cases, the heating of the ion population in the central plasma sheet occurs during the substorm expansion phase. The temperature increase from substorm onset to the beginning of the recovery phase is about the same for both types of substorms, roughly 2 keV. The difference between storm time and nonstorm substorms lies in the average levels of the ion temperature before the onset, and thus also in the typical energy of the ion populations in the central plasma sheet during the expansion and recovery phases. In addition, the heating seems to occur more rapidly during storm time expansion phases, resulting in an average ion energy of 8 keV only 15-30 min after the onset of a storm time substorm. In contrast, a typical central plasma sheet ion has only 3-4 keV during the expansion phase of nonstorm substorms. That tail plasma is already quite energetic before the onset of a typical storm time substorm must be a result of previous substorm activity, which is much more likely to occur during magnetic storm activity due to the sustained southward interplanetary magnetic field and thus enhanced solar wind-magnetosphere coupling typical for the storm main phase. Liu and Rostoker [1995] have shown that the tail plasma will gain energy during a series of substorms if it is recirculated back and forth between the tail and the inner magnetosphere. In an illustrative model sketched in Figure 11 , Liu and Rostoker [1995] assumed for simplicity that one half of the energetic ions are field aligned (0Њ pitch angle), while the other half have a purely gyratory motion (90Њ pitch angle). During the growth phase, the field is stretched and gets weaker. Hence the ions will experience Fermi deceleration (0Њ particles), which is proportional to the square of the ratio of the lengths of the field lines before and after stretching, and betatron deceleration (90Њ particles), which is proportional to the ratio of the field strength before and after. In the highly stretched current sheet the energetic ions will behave nonadiabatically and undergo pitch angle scattering. In the illustrative model this process is mimicked by assuming that the two populations will switch their pitch angles, i.e., 90Њ 3 0Њ and 0Њ 3 90Њ. The subsequent dipolarization will accelerate the ions adiabatically by the Fermi and betatron process, since the field now becomes stronger and the field lines become shorter.
Recurrent Heating
At first guess, one might think that there will be no Figure 11. Schematic illustration of the nonadiabatic acceleration process during a substorm cycle. The stretching and dipolarization of the magnetic field are associated with the growth and expansion phase. In the highly stretched current sheet, keV ions become nonadiabatic and undergo pitch angle scattering.
net gain in energy during this process, and there would be none if there were no pitch angle scattering. Owing to the nonadiabatic scattering process, the Fermi-decelerated ions are betatron accelerated and vice versa. Assuming that one half of the particles, typically those starting with 0Њ pitch angle, experience an overall energy gain by a factor of , the energy of other half must decrease to 1/. Hence the average energy of a scattered particle after one substorm cycle is W 1 ϭ W 0 (/ 2 ϩ 1/ 2). Except for very peculiar magnetic field geometries with ϭ 1, the energization coefficient, i.e., the factor enclosed by the parentheses, is always greater than unity. Of course, the illustrative model is very simple and not very realistic. However, Liu and Rostoker [1995] also performed simulation runs, starting with Maxwellian distributions. Following a few subsequent recirculations, the distribution functions developed a high-energy tail. In the saturation limit, the suprathermal tail becomes so enhanced that the original Maxwellian are turned into a kappa distribution (see Figure 12 ).
Ionospheric Outflow
Substorms play an important role in terms of compositional changes in the ring current. The major compositional change is due to ionospheric outflow, which is strongly associated with substorms. Discrete enhancements of O ϩ ions, which are the main signature of ionospheric outflow, have been observed by spacecraft in the inner magnetosphere during both growth and expansion phases of substorms [Strangeway and Johnson, 1983; Baker et al., 1985; Möbius et al., 1987; Daglis et al., 1991a Daglis et al., , b, 1994 Gazey et al., 1996] . Ground-based radar observations, as well as observations in the upper ionosphere by polar-orbiting spacecraft, confirmed the association of strong ionospheric outflow (mainly O ϩ ions) with substorm expansion [e.g., Reiff et al., 1988; Wahlund and Opgenoorth, 1989; Wahlund et al., 1992; Gazey et al., 1996] .
At substorm onset the nightside magnetic field relaxes from the stretched configuration it obtains during the growth phase to a more dipole-like configuration [McPherron, 1972; Kokubun and McPherron, 1981; Baker, 1984] . This is due to a disruption or diversion or reduction of the near-Earth cross-tail current [Kaufmann, 1987; Baker and McPherron, 1990; . The magnetic field dipolarization is accompanied by strong induced electric fields [Aggson and Heppner, 1977; Moore et al., 1981; Aggson et al., 1983] . Such electric fields are very efficient in accelerating ionospheric outflowing O ϩ ions [Delcourt et al., 1990b [Delcourt et al., , 1991 Banaszkiewicz, 1996, 1997] , while they are less efficient for the energization of H ϩ ions [Fok et al., 1996] . The reason for the preferential acceleration of O ϩ ions is related to the breakdown of the first adiabatic invariant and to its dependence on particle mass [Aggson and Heppner, 1977; Delcourt et al., 1990b] . This is further supported by the fact that results of studies assuming adiabaticity [e.g., Mauk, 1986; Lewis et al., 1990] are incompatible with the actual energy spectra observed during substorms [e.g., Kistler et al., 1990] . Aggson and Heppner [1977] showed that the large, transient, induced electric fields observed in the inner magnetosphere cause violation of the second and third adiabatic invariants for H ϩ , and violation of all three adiabatic invariants for heavier ions. Delcourt et al. [1990b] performed detailed simulations and showed that O ϩ ions with initial energies of 100 eV may reach energies of Ͼ100 keV, depending on initial latitude, while H ϩ ions with the same initial energies are limited to final energies of Ͻ20 keV. Hence, depending on the effective ionospheric source geometry and transport paths, outflowing ionospheric O ϩ ions can attain very high energies and become a significant, and occasionally dominant, component of the ring current. This should be expected during intense storms, which are always accompanied by frequent, intense substorms [e.g., Kamide, 1992] and thus large induced electric fields.
Some of the effects of O ϩ abundance enhancements are discussed in section 3.2.3. An interesting implication of O ϩ enhancements, regarding the evolution of magnetic storms, should be mentioned here. Rothwell et al. [1988] predicted that a higher concentration of O ϩ in the nightside magnetosphere will permit substorm breakup at lower L values. This process is related to an earlier storm study by Konradi et al. [1976] , which showed that the substorm injection boundary was displaced earthward with each successive substorm during the magnetic storm. During a series of substorms the ionospheric feeding of the magnetosphere is most effective , both in quantity and in spatial extent. Intense O ϩ outflows, associated with successive intense substorms, which are always observed during large storms, may thus facilitate successive inward penetration of ion injections. The result would be the trapping of more energetic ions, resulting in a stronger ring current and thus larger Dst depression. Evolution of a Maxwellian distribution into a kappa-like distribution due to subsequent (n ϭ 1-6) recirculations [Liu and Rostoker, 1995] .
An O ϩ influence on the localization of substorm onset was also proposed by Baker et al. [1985] . The scenario of progressively earthward and duskward [Baker et al., 1985] substorm onsets and accompanying ion injections during storm time substorms can be investigated only through coordinated multipoint measurements Lockwood, 1997] or through neutral atom imaging of the inner magnetosphere [Roelof, 1989; Williams et al., 1992; . Neutral atom imaging of the ring current is discussed in the following section.
RING CURRENT DECAY THROUGH CHARGE EXCHANGE LOSSES
The main mechanism of ring current decay is charge exchange of the ring current ions with the geocorona. The geocorona is an exospheric extension of relatively cold (ϳ1000 K) neutral atoms, which resonantly scatter solar Lyman ␣ radiation [Chamberlain, 1963] . Since oxygen atoms must have an energy of ϳ10 eV to overcome the Earth's gravitational field, while lighter atoms and molecules need much less energy to escape, the geocorona is essentially hydrogen gas. The geocoronal density falls off quickly with radial distance, so that at altitudes of Ն10 R E , collisions between ions and geocoronal hydrogen are rare. At the ring current altitudes, however, such collisions are frequent enough to account for significant loss of ring current ions.
The importance of this process for the loss of magnetospheric plasma was considered ϳ40 years ago. Stuart [1959] pointed out that charge exchange between H ϩ and atmospheric hydrogen atoms can very effectively remove energetic H ϩ trapped by the geomagnetic field. In the same year, Dessler and Parker [1959] , motivated by laboratory results of Fite et al. [1958] , suggested charge exchange between energetic ions and neutral exospheric hydrogen to be an effective means of ring current decay. Through this process, energetic ions colliding with neutral exospheric gas may acquire an electron from the cold neutral atom and become neutralized. In the case of energetic H ϩ , charge exchange generates an energetic neutral hydrogen atom, which escapes magnetic field trapping and follows a ballistic orbit with essentially the same energy and direction of the incident H ϩ .
Charge Exchange Processes
The main charge exchange losses of ring current ions are due to interactions with cold exospheric hydrogen:
Since the geocorona is essentially a cold hydrogen gas, the above processes are the main ones causing substantial ring current losses. Ions mirroring off the equatorial plane (that is, ions with small equatorial pitch angles), reach relatively low altitudes and are subject to additional charge exchange with oxygen atoms in the upper atmosphere: and Fritz [1978] suggested the following general formulation of charge exchange loss reactions:
where X denotes cold exospheric atoms and Y denotes energetic ions with nucleonic charge number M and charge p, while p ϭ q ϩ s and 0
The main parameters involved in the calculation of the charge exchange lifetime of energetic ions are the neutral atomic hydrogen or oxygen density, the charge exchange cross section of the ions, and the equatorial pitch angle of the ions. The neutral hydrogen geocoronal density radial profile has been calculated by Rairden et al. [1986] using observations of geocoronal emission of scattered solar Lyman ␣ radiation from the ultraviolet photometer on Dynamics Explorer 1 over the time period 1981-1985 . The data were fit to a spherically symmetric isothermal (1024 K) Chamberlain model. Chamberlain [1963] introduced a comprehensive theory for the planetary exospheric regions, where collisions are rare and the controlling factors are gravitational attraction and thermal energy. In the Chamberlain model the theoretical profiles of the hydrogen density versus altitude are given as a function of temperature. Alternatively, the hydrogen density profile versus altitude can be derived by means of an extensive empirical thermospheric model, known as MSIS [Hedin, 1987] , which is based on in situ mass spectrometer and incoherent radar scatter data. This model incorporates data from several satellites, including Dynamic Explorer, and numerous rocket probes.
Cross sections for several charge exchange processes between ions and neutral atoms have been obtained through laboratory measurements; most relevant publications were listed recently by De Michelis and and by Noël [1997b] . Unfortunately, the charge exchange cross sections of several geophysically interesting ions are not yet known, either because the laboratory measurements did not cover the proper energy range or because the target gas did not correspond to the exospheric gas [Spjeldvik and Fritz, 1978] . Because charge exchange cross sections are energy and species (mass) dependent, there are large differences among charge exchange lifetimes of the various ring current ion species (see also Figure 7 ). Therefore compositional changes in the ring current critically influence ring current decay due to charge exchange, as was already pointed out in section 3.2.3. Charge exchange lifetimes also have a strong dependence on ion location because neutral hydrogen density falls off quickly with altitude [Rairden et al., 1986] . Therefore decay of the innermost ring current is the fastest.
The mean lifetime of any energetic ion confined to the equatorial plane for charge exchange decay with geocoronal hydrogen is e ϭ 1/͓n͑r 0 ͒v͔
where n(r 0 ) is the neutral hydrogen density in the equatorial plane (dependent on distance from the Earth), is the charge exchange cross section of the ion (energy and mass dependent), and v is the velocity of the ions [Smith and Bewtra, 1978] . The relationship between the lifetime m of a particle mirroring off the geomagnetic equator at a mirror latitude m and the lifetime e of (the same) particle confined to the equator is
Smith and Bewtra [1976] and Cowley [1977] found independently by numerical evaluation that for the typical ring current altitudes, ␥ Ӎ 3-4.
Role of Charge Exchange in the Modeling of Ring Current Decay
Ring current decay is due mainly to charge exchange with exospheric neutrals, Coulomb collisions with thermal plasma, and wave-particle interactions. Since neutralized ring current particles are able to escape the inner magnetosphere trapping region, charge exchange acts as a major direct loss mechanism for the ring current and has to be considered carefully in any ring current decay modeling. Sheldon and Hamilton [1993] showed that charge exchange losses are most important for singly charged ions (H ϩ , O ϩ ) with energies of up to a few hundred keV. At higher energies the charge exchange cross sections decrease, and losses due to waveparticle interactions become increasingly important, especially for energetic protons. For example, the cross section for charge exchange between cold hydrogen and 100 keV protons is 2 orders of magnitude smaller than the corresponding cross section for 10 keV protons [Smith and Bewtra, 1978] .
Ions with higher charge states, such as He ϩϩ or O ϩϩ , have to undergo multiple charge exchange with the exospheric gas before they can escape. A by-product of He ϩϩ charge exchange is He ϩ ; He ϩ due to He ϩϩ charge exchange is thought to make a significant (if not dominant) part of the total magnetospheric He ϩ population [Kremser et al., 1993] . Cladis and Francis [1985] were the first to quantitatively include charge exchange of H ϩ and O ϩ with their neutral counterparts in a ring current decay model. Recently, several large-scale models of ring current decay have incorporated the effects of charge exchange [e.g., Fok et al., 1995 Fok et al., , 1996 Jordanova et al., 1994; Noël, 1997b] . Use of ring current measurements allowed testing and improvement of the models in order to match the actual observations. The extensive measurements of the CHEM spectrometer on board the AMPTE/CCE spacecraft (see section 3.1), provided new information on the bulk of the ring current under storm conditions as well as under quiet conditions [e.g., Gloeckler and Hamilton, 1987; Hamilton et al., 1988; Lui and Hamilton, 1992] . These measurements were used in a number of ring current evolution investigations [Kistler et al., 1989; Sheldon and Hamilton, 1993; Chen et al., 1994; Jordanova et al., 1994; Fok et al., 1995 Fok et al., , 1996 Orsini et al., 1994; Milillo et al., 1996a, b] . Fok et al. [1995] developed a ring current decay model considering charge exchange with neutral hydrogen and Coulomb collisions with the plasmasphere. Unlike previous ring current models [e.g., Kistler et al., 1989; Sheldon and Hamilton, 1993; Chen et al., 1994] , their model was not restricted to equatorially mirroring particles; they considered ring current ions of all pitch angles and reduced the three-dimensional problem to two dimensions by bounce averaging the kinetic equation of phase space density. The approach is valid, since the bounce periods of ring current ions are typically much shorter than their charge exchange and Coulomb decay lifetimes. Fok et al. [1995] compared the results of their model with AMPTE/CCE CHEM measurements of the ring current during the great storm of February 1986. The model generally reproduced the measured fluxes of the three major ring current ion species H ϩ , O ϩ , and He ϩ . However, the calculations overestimated the H ϩ fluxes at energies above 100 keV. Fok et al. suggested that wave-particle interactions are responsible for this discrepancy (see section 6). Jordanova et al. [1996a] investigated the modification of the ring current ion distributions caused by energy degradation, pitch angle scattering, and charge exchange. The changes in the distribution functions of the ring current H ϩ and O ϩ ions were analyzed considering each loss effect. Jordanova et al. [1996a] found that the loss of O ϩ ions proceeds at a much slower rate, so that the modification of their distribution functions becomes significant only after 32 hours. Change exchange is the most important loss process (especially for H ϩ ), but Coulomb collisions are not negligible at lower energies (Ͻ10 keV), especially for heavier ions. The Coulomb energy degradation process builds up a low-energy heavier ion population (first shown by Fok et al. [1993] ); when all loss mechanisms are included, the heavier ion flux increases at low energies (ϳ1-5 keV), while it decreases at higher energies. It was also shown that Coulomb pitch angle diffusion scatters ions into the loss cone, thus increasing precipitation at low energies and at low L shells. From the previous considerations it follows that during the storm recovery phase the high-energy part (Ͼ10 keV) of the ring current distribution is dominated by H ϩ ions, while heavier ions dominate the lower energy range.
Energetic Neutral Atoms: Remote Sensing of the Ring Current
Energetic neutral atoms (ENA) are the product of charge exchange between singly charged energetic ions and the cold neutral hydrogen of the geocorona ( Figure  13 ). The energy distributions of the ENA depend on the ion energy distributions and on the cross sections of the relevant charge exchange interactions. In the case of energetic neutral hydrogen and oxygen (products of H ϩ and O ϩ charge exchange), the energy distributions span the range between a few eV and a few hundred keV. Energetic neutral atoms are not affected by magnetic or electric field forces and therefore leave the interaction region in ballistic orbits, with essentially the energy and direction of the incident ion. Hence the geocorona acts like an imaging screen for the ring current. Remote sensing of ENA provides line-of-sight integrated observations of the source populations [e.g., Roelof, 1989] .
The existence of ENA was discovered in 1951 when a blue-shifted H ␣ line (due to precipitating energetic neutral hydrogen) was detected during an auroral display [Meinel, 1951] . Dessler and Parker [1959] were the first to suggest charge exchange as an efficient means of ring current decay. Moritz [1972] reported detection of energetic (Ͼ250 keV) protons at equatorial low altitudes (Ͻ600 km) and suggested that they were protons from the outer radiation belt that became neutral by chargeexchange, reached low altitudes, and then reionized just before detection. Particle transport between the ring current and the upper atmosphere due to charge exchange has further been invoked to explain the appearance of midlatitude and low-latitude aurora [Tinsley, 1981] and the heating of the thermosphere at these latitudes [Ishimoto et al., 1986] .
The first clear evidence of ENA generation in the Earth's magnetosphere came from ion detectors onboard the IMP 7, IMP 8, and ISEE 1 spacecraft. It was shown that energetic particles were observed coming from the direction of the Earth [Hovestadt and Scholer, 1976; Roelof et al., 1985] when the spacecraft were located out of the magnetosphere. Roelof [1987] extended these observations to obtain the first-ever global image of the ring current, by iterating model ring current distributions in a dipole magnetic field until their convolution through charge exchange with the model geocorona reproduced the actually observed ENA patterns.
5.3.1. Recent observations and modeling. After the first reports in the 1970s and 1980s, no more ENA observations were reported for a long time. However, in recent years the design and development of space instrumentation suitable for ENA detection became a crucial task for many experimenters [Pfaff et al., 1998 ]. Recently, sporadic ENA observations have been reported, from both high-altitude and low-altitude spacecraft. Two instruments on board the Geotail spacecraft have been the first to experimentally confirm the feasibility of ENA observations. Lui et al. [1996] reported the first composition measurements of ENAs, made by the EPIC ion spectrometer during a magnetic storm on October 29 -30, 1994, when Geotail was located at a geocentric distance of ϳ14 R E , viewing the dayside magnetosphere. The measured particles could be identified as ENAs because the direction of their flux steadily tracked the direction of the Earth and was uncorrelated with the changing orientation of the ambient magnetic field. The observations yielded the storm time evolution of ENA fluxes of hydrogen, helium, and oxygen separately, as well as their energy spectra. ENA fluxes and the recovery rate of the Dst index were roughly steady, consistent with charge exchange being an important loss process for the storm time ring current. For energies of Ͼ200 keV, the intensity of energetic oxygen was the highest, consistent with the relatively short charge-exchange lifetime of energetic O ϩ (see section 3.2.3 and Figure 7) . Wilken et al. [1997] reported ENA measurements by the HEP-LD energetic particle spectrometer, on board Geotail. HEP-LD is the first instrument that can discriminate between ENAs and charged particles in the energy range 77-200 keV, when it is operated in the ENA mode. ENA fluxes were measured on October 18, 1992, while Geotail was located at dusk, at a geocentric distance of ϳ12 R E , traveling tailward. HEP-LD operated in the ENA mode for about 3 hours and detected a relatively low ENA flux, consistent with the low geomagnetic activity (Kp ϭ 1ϩ).
More recently, very encouraging ENA observations have been made by the POLAR spacecraft. Owing to the favorable polar orbit that brings the POLAR spacecraft out of the terrestrial magnetosphere regularly, the CEP-PAD-IPS experiment on board POLAR has obtained prolific ENA measurements. Henderson et al. [1997] presented the first ENA images from POLAR, for two storms in August and October 1996. The measurements show the expected enhancement of ENAs arising from the buildup of the storm-time ring current. Although the images obtained by CEPPAD are rather coarse, they nevertheless are a verification of the potential of ENA imaging. Furthermore, a first attempt to relate the ENA emission detected by CEPPAD-IPS with the ring-current Dst index has been published by Jorgensen et al. [1997] .
In addition to the possibility of neutral atom imaging the ring current from high altitudes (i.e., out of the magnetosphere), Orsini et al. [1994] showed the feasibility of ENA imaging from low-altitude vantage points. The limit for realistic measurements is at ϳ400 -500 km: below this limit, ENA increasingly interact with exospheric neutral particles, so that the source ion energy and direction information is lost [De Michelis and Orsini, 1997] . Low-altitude ENA imaging has to face the problem of discriminating the ENA signal from energetic ion signatures expected at these altitudes. However, ENA imaging from low-altitude vantage points can provide essential information complementary to what can be obtained from high altitude ENA imaging. For instance, focused imaging of specific regions is feasible. An additional advantage is that secondary ENA originating from interactions of primary ENA with atoms in the upper atmosphere (i.e., below the vantage point), do not contaminate measurements (as in the case of high-altitude ENA imaging), since they do not mix with the primary ENA originating in the ring current.
The expected fluxes of precipitating ENA at low altitudes have been realistically simulated by using AMPTE/CCE-CHEM energetic ion measurements as the input source population [Orsini et al., 1994; Milillo et al., 1996a, b] . During quiet periods the estimated energetic neutral hydrogen fluxes originating from the geomagnetic equatorial plane and integrated between 3 and 9 R E geocentric distance, vary between 5 ϫ 10 2 and 10
] at 5 keV and 120 keV, respectively ( Figure 14) . The estimated energetic neutral oxygen fluxes are somewhat lower than the hydrogen fluxes at low energies, which is expected since the quiet time ring current O ϩ flux is low compared that of H ϩ . However they overlap the energetic hydrogen fluxes at energies Ͼ80 keV. This is an expected effect of the differences in the charge exchange cross sections (which are energy and species dependent) and has been verified through the ENA observations reported by Lui et al. [1996] . PIPPI, the first instrument designed to exclusively measure ENAs, flew on board the Swedish satellite ASTRID on a low-altitude (1000 km) polar orbit. The instrument was operational during the first 5 weeks of the mission and measured ENAs in the energy range 13-140 keV. The available data demonstrate the advantages of ENA imaging from a low-altitude/high-latitude orbit. Ring current ions on a given L shell encounter a denser exosphere at high latitudes, so that the ENA emission is stronger at higher than lower latitudes. ENA images presented in a fish eye projection clearly show dawn-dusk flux asymmetries during geomagnetically active periods Brandt et al., 1997] .
However, as was already mentioned, ENA imaging provides line-of-sight integrated observations of the ring current ion population. An unfolding of the product j ion n H (where j ion is the ion flux and n H is the geocoronal H density) from the line-of-sight integrals is required in order to extract physical parameters from the ENA images . The deconvolution can be done on the basis of an iterative comparison of the actual images with model images until the differences are minimized. The model images are simulated by convolving the neutral atom imaging instrument response with the neutral atom emission as computed from parametric models of the ion distributions [Roelof, 1987] . Furthermore, Roelof et al. [1993] proposed the use The observation point altitude is 1400 km, and the look direction is on the GSM X-Y plane, with magnetic local time (MLT) ranging between 2300 and 0100. Three geomagnetic activity levels are considered: low ( AE Ͻ 500 nT), medium (500 nT Ͻ AE Ͻ 1000 nT), and high ( AE Ͼ 1000 nT) [Orsini et al., 1994, Figure 8] .
of empirical models of ion distributions to serve as the basis of comparison with ENA image simulations. For the purpose of constructing comparison images, large databases of in situ measured ring current ion distributions are valuable. Such databases can also be very useful as an a priori information of gross local characteristics. The AMPTE/CCE-CHEM measurements permitted the construction of such a database, which has been successfully used for ENA-related simulation studies [Orsini et al., 1994; Milillo et al., 1996a Milillo et al., , b, in press, 1998 ]. The mission-averaged AMPTE/CCE-CHEM measured ring current ion distributions were organized as a function of distance, local time, pitch angle and geomagnetic activity by Orsini et al. [1994] . Plate 1 shows an example of the H ϩ distributions for 2400 magnetic local time (MLT) at low geomagnetic activity.
General analytical functions empirically describing the ion distributions in the inner magnetosphere would also be valuable tools for ENA simulations. Recognizing this, Milillo et al. [in press, 1998 ] have recently used the AMPTE/CCE-CHEM ion database of Orsini et al. [1994] to derive a multi-parametric analytical function, which can describe the equatorial ring current ion fluxes. The analytical function is a combination of a Lorentzian, a Gaussian and a continuum (Figure 15 ). The first applications of the function have been very encouraging. In Figure 16 the ENA fluxes generated by the ring current protons, observed from a low altitude vantage point located at 2400 MLT, are simulated by using the AMPTE/CCE-CHEM database (dots) and the function (continuous line) respectively.
A "by-product" of ENA imaging, which however can be of great benefit to ring current research and to magnetospheric research in general, is the chance to instantaneously estimate the large-scale convection electric field. Milillo et al. [1996b] pointed out this possibility, which is based on the properties of ring current ions moving along equipotential surfaces under conservation of the first and second adiabatic invariants [Whipple, 1978] . A consequence of the ion motion is an adiabatic heating towards dusk, and an adiabatic cooling towards dawn. The ENAs generated from the ring current ions through charge exchange should also exhibit this dawn- Figure 15 . Average H ϩ flux as a function of L shell for E ϭ 32.4 keV at 2400 MLT, according to AMPTE/CCE CHEM measurements (dots) and the analytical function (solid line) of Milillo et al. [1998] . The three parts of the function are also plotted: the Lorentzian, the Gaussian, and the continuum. The agreement between the function and the AMPTE/CCE data is quite satisfactory , Figure 1] .
Plate 1. Color-coded H
ϩ differential fluxes as a function of energy and L shell, as measured by the AMPTE/CCE CHEM experiment and averaged over the whole mission time period (adapted from Orsini et al. [1994] ). The fluxes at 0000 MLT for low geomagnetic activity ( AE Ͻ 100 nT) are shown. dusk asymmetry. Orsini et al. [1998] used the AMPTE/ CCE-CHEM ion database to simulate ENA spectra in the dawn and dusk sectors of the nightside magnetosphere and to derive through the analytical function of Milillo et al. [1998] the cross-tail potential (Figure 17 ). Their estimation (19 kV) is in good agreement with the value calculated by Whipple [1978] (20 kV) at a geocentric distance of 4 R E . An ENA-based estimate of the convection electric field could be obtained with a time resolution of an ENA instrument duty cycle, that is, just a few minutes. A continuous monitoring of the convection electric field, which is of prime importance for the formation of the ring current, with such a time resolution is clearly of high merit to ring current and storm/ substorm research.
WAVE-PARTICLE INTERACTIONS IN THE RING CURRENT
Although classical collisional processes provide the dominant loss process for ring current ions, there is compelling evidence that pitch angle diffusion by plasma waves also contributes to ion loss, especially during the main phase of a storm. Large-scale models incorporating the effects of charge exchange and Coulomb scattering [e.g., Fok et al., 1995] tend to overestimate the flux of protons above tens of keV. Furthermore, they yield a pitch angle distribution that is too flat for energies Ͼ100 keV. Additional pitch angle scattering by plasma waves has been suggested as a mechanism to account for these discrepancies [Fok et al., 1996] . Intense plasma waves also provide an efficient process for energy transfer between different components of the plasma. Waves are particularly important as a heating mechanism for thermal heavy ions [e.g., Gendrin and Roux, 1980; Mauk, 1982; Anderson and Fuselier, 1994; Horne and Thorne, 1997] , and they can also transfer energy from ring current H ϩ to O ϩ during magnetic storms Horne, 1994, 1997] .
At least two distinct classes of plasma waves are able to interact with ring current ions. The most widely studied interactions involve electromagnetic ion cyclotron (EMIC) waves. The timescales for scattering of ions into the loss cone during resonant interactions with EMIC waves can be rapid [Lyons and Thorne, 1972] . This is attractive because studies of the ring current energy balance [Gonzalez et al., 1989; Prigancová and Feldstein, 1992] suggest that energy loss timescales during the main phases of intense-to-great geomagnetic storms may reach values as low as 0.5-1.0 hours, far too rapid to be the result of charge exchange or Coulomb collision processes. Feldstein et al. [1994] report decay times for the asymmetric component of the ring current with values of the order of an hour in the dusk to noon MLT sector.
Magnetosonic (Oblique Whistler Mode) Waves
Although scattering of ring current ions by EMIC waves is thought to be predominant, magnetosonic (oblique whistler mode) waves can also resonate with ring current ions and contribute to the net rate of particle loss. Low-frequency electromagnetic emissions between the proton gyrofrequency and the lower hybrid frequency are frequently observed near the magnetic equatorial plane [Russell et al., 1970; Gurnett, 1976; Laakso et al., 1990] . These waves, which occur in the magnetosonic (oblique whistler) branch, can be excited by ion ring distributions [Perreaut, 1982; Boardsen et al., 1992] that develop in the ring current in association with convective injection events. Wave growth peaks at highly oblique angles of propagation in harmonic frequency bands associated with multiple harmonics of the proton gyrofrequency. The waves are observed over a broad range of L both inside and outside the plasmapause. Broadband whistler mode hiss (also called plasmaspheric hiss) is Figure 17 . Profile of the quantity E c ϭ 0.5mv 2 as a function of the distance from the local midnight meridian at x ϭ 5 R E from Earth. Reprinted from Orsini et al. [1998] with kind permission from Kluwer Academic Publishers. Figure 16 . Simulated energy distribution of energetic neutral hydrogen, at a low-altitude vantage point at 2400 MLT. Dots refer to simulations using AMPTE/CCE CHEM measurements as the source distributions of the ENA flux, while the dashed line shows the simulated ENA spectrum resulting from the use of the analytical function derived by Milillo et al. [1998] . Reprinted with permission from Elsevier Science. also present continuously throughout the plasmasphere [Thorne et al., 1973] . The intensity of plasmaspheric hiss is enhanced during the recovery phase of magnetic storms [Smith et al., 1974] . For oblique angles of propagation, both magnetosonic waves and plasmaspheric hiss can interact with ring current ions (E Ն 10 keV). Kozyra et al. [1994 Kozyra et al. [ , 1995 have performed detailed calculations of the rate of ion scattering by such waves using the methodology described by Lyons [1974] . They conclude that the diffusion timescales are in the range of 1-100 days. These timescales are competitive with the loss time associated with charge exchange and Coulomb drag [Fok et al., 1991] for ion energies above ϳ80 keV. This suggests that such waves could play an important role in the long-term evolution of the more energetic components of the ring current.
EMIC Waves
Observations by the AMPTE/CCE spacecraft indicate that EMIC waves occur most frequently in the outer magnetosphere beyond L ϭ 7 [Anderson et al., 1990 [Anderson et al., , 1992a . The wave spectral properties have a pronounced dependence on magnetic local time. Events occurring between 0300 and 0900 MLT have an average occurrence frequency of 3-4%. They have essentially linear polarization at all latitudes and are generally confined to the frequency band above the helium gyrofrequency ⍀ He ϩ. Typically, the normalized wave frequency may extend up to /⍀ He ϩ Ӎ 2.5-3.0. Events between 1000 and 1800 MLT have a much higher occurrence frequency (10 -20%) and the waves generally occur in two distinct frequency bands separated by a noticeable spectral gap near ⍀ He ϩ. The waves usually exhibit lefthand polarization near the equator and linear polarization at higher latitudes. The observed wave characteristics in the outer magnetosphere can be explained [Horne and Thorne, 1993, 1994] by realistic variations in key plasma parameters such as the thermal plasma density, helium composition, and the density and temperature anisotropy of energetic ring current protons.
During geomagnetic storms the source of free energy for wave excitation is greatly enhanced, and the optimum region for EMIC wave growth occurs at lower L shells along the duskside plasmapause [e.g., Kozyra et al., 1997] . Such waves can interact strongly with the bulk of the ring current ion population. The observed thermal anisotropy (T Ќ Ͼ T ʈ ) of ring current H ϩ ions provides an adequate source of free energy for EMIC wave excitation. H ϩ distributions, unstable to the amplification of ion cyclotron waves, are produced naturally in the inner magnetosphere through betatron acceleration of ions moving along adiabatic drift paths [cf., Cornwall et al., 1970] . The enhanced charge exchange loss of ring current ions with small pitch angles [Cornwall, 1977] deepens the loss cone and increases the anisotropy of the drifting ion distributions making them even more unstable to the generation of plasma waves. Theoretical studies of EMIC wave excitation have mainly concentrated on convective instabilities [Kennel and Petschek, 1966; Perreaut et al., 1976; Gomberoff and Neira, 1983; Gendrin et al., 1984; Kozyra et al., 1984; Ludlow, 1989; Horne and Thorne, 1993] , in which the waves propagate with finite group velocity through the medium. However, conditions in the outer magnetosphere where the plasma beta is high, and where the energetic ion anisotropy ( A H ϩ ϭ T Ќ /T ʈ Ϫ 1) can be enhanced by solar wind compression [Anderson and Hamilton, 1993; Ishida et al., 1987] , may permit the onset of absolute or nonconvective instabilities [Wandzura and Coroniti, 1975] , in which the wave group velocity becomes essentially zero and waves can be amplified locally to large amplitude. Roux et al. [1982] considered the importance of nonconvective instabilities for interpreting EMIC waves observed by GEOS 1 and 2 near geostationary orbit and pointed out that inhomogeneities in the medium would probably prevent absolute instabilities from forming. Rauch and Roux [1982] found that there is a class of waves above ⍀ He ϩ that reflect at high latitudes and are geomagnetically trapped. Since the single transit gain may be small, Roux et al. [1982] suggested that such waves may be amplified each time they cross the magnetic equator, causing a laser-like growth to observable limits. Using the HOTRAY code, Horne and Thorne [1993] demonstrated that unless special density gradients exist (e.g., near the plasmapause), the laser-like effects cannot occur in the outer magnetosphere since the waves return to the favored equatorial growth region with large wave normal angles. Wave growth to observable levels must therefore occur on the first equatorial pass.
An example of the path integrated gain of EMIC in the outer magnetosphere (L ϭ 9) is shown in Figure 18 . The result was obtained using the HOTRAY code with plasma parameters based on AMPTE observations [Anderson and Fuselier, 1994; Anderson et al., 1996] . All waves are launched from below the magnetic equator so that on crossing the equator, the wave propagation vector k is approximately field aligned ( ϭ 0Њ) and maximum gain is obtained. The rays are launched in the guided mode, and consequently, the ray paths follow closely the L ϭ 9 field line. All rays are stopped before reflecting in the Northern Hemisphere at a location where Ͻ bi ( bi is the bi-ion frequency). The maximum path integrated gain is more than 60 dB, or 6 orders of magnitude in power, above the background noise level. Since the observed maximum power spectral density [Anderson and Fuselier, 1994 ] is typically only 3.5 orders of magnitude larger than that in the spectral slot region at Ϸ ⍀ He ϩ, the calculated gain should be sufficient to produce observable waves.
To study the influence of EMIC waves on the evolution of the storm time ring current, global information is required on the density and composition of the thermal plasma and the distribution function of each energetic ion species. Wave propagation characteristics are con-trolled by the thermal plasma, while the rate of wave growth or damping is a sensitive function of the distribution function of the energetic ring current population. Satellite observations can be utilized to assess the importance of wave growth at selected locations [Anderson et al., 1996] , but this information is unavailable on a global scale. Consequently, a realistic assessment of the potential for wave excitation and the overall affect of such waves on the ring current population requires a global numerical simulation.
The challenge in modeling wave-particle interactions on a global scale is the need to represent wave growth and particle diffusion self-consistently and to relate wave convective gains to resultant wave amplitudes. The wave amplitudes that develop at any particular location depend on the background fluctuation level that is being amplified. The background level may be a result of thermal fluctuations or embryonic wave populations. The instability is assumed to be limited by convection of the waves out of the growth region, or by nonlinear saturation. The source of the wave amplification is the pitch angle anisotropy in the ring current ion distribution. In addition, wave growth rates depend sensitively on the composition of the thermal and energetic plasma [Kozyra et al., 1984] and on gradients in the thermal plasma which affect the wave normal angle and wave propagation paths . Wave growth maximizes for field-aligned propagation near the equator. The wave normal angle tends to increase as waves propagate in the heterogeneous magnetospheric environment. Consequently, waves are amplified over limited spatial regions that vary in location and spatial extent as the ring current evolves during the magnetic storm interval. Wave-induced diffusion will drive the ring current ions toward marginal stability [e.g., Gary et al., 1995] , limiting the time interval during which the waves exist. Injections of fresh particles from the near-Earth plasma sheet into the inner magnetosphere is required to provide additional free energy to sustain wave instability.
An initial attempt to include the effects of waveparticle diffusion [Jordanova et al., 1996b] into a global simulation of ring current dynamics during a modest magnetic storm was described by Jordanova et al. [1997] . The distribution function of energetic protons, obtained from the Michigan RAM code (which includes the effects of particle drifts, charge exchange and Coulomb scattering), was shown to be unstable to the generation of EMIC waves. Peak convective wave growth was confined to the dusk sector near the plasmapause. Proton precipitation due to adopted wave amplitudes over the zone of significant wave growth was found to be considerable locally, but it amounted to a loss of only 1-2% of the total ring current energy over the course of this modest-sized simulated storm.
An improved model of wave growth and its effects on ion diffusion and precipitation has recently been undertaken by combining the global simulation of ion dynamics during the November 1993 magnetic storm (using the Michigan RAM code) with detailed calculations of path integrated wave gain from the HOTRAY code [Horne, 1989; Thorne and Horne, 1997] . A broad zone of intense wave gain developed in the dusk sector during the main phase of the storm (Figure 19 ). Peak wave growth (Ն100 dB) occurred in the vicinity of the plasmapause due to a combination of the available source of anisotropic ring current H ϩ ions and wave guiding along the steep density gradient. An example of path integrated amplification near the plasmapause is shown in Figure 20 . The wave shown was initiated at a location below the equator and propagated up to the reflection point where the frequency dropped below the bi-ion frequency bi . This ray followed a trajectory along the edge of the steep density gradient associated with the plasmapause. As a consequence, the wave was strongly guided by the density gradient, and the wave normal angle was confined within a small cone (͉͉ Յ 10Њ) centered on the magnetic field direction over an extended region of the ray path ͉͉ Ͻ 12Њ near the equator. Guiding by the density gradient has a pronounced effect on the net wave amplification resulting in a peak path-integrated gain G peak Ϸ 130 dB. This is Figure 18 . (a) Ray paths and (b) path-integrated gain for guided mode waves launched from below the magnetic equator in a dipole field using the HOTRAY code . The ray paths are calculated for dawn conditions with N e ϭ 5 ϫ 10 6 m Ϫ3 and N He ϩ ϭ 5 ϫ 10 4 m Ϫ3 . The dotted line corresponds to L ϭ 9. Reprinted from Orsini et al. [1998] with kind permission from Kluwer Academic Publishers. more than sufficient to allow waves to grow from the background noise, but nonlinear processes should come into play to limit the wave amplitude under such conditions. Strong wave amplification can occur over a wide frequency band (2.5⍀ O ϩ Յ Յ 3.4⍀ O ϩ) at this location. The HOTRAY code was employed by Thorne and Horne [1997] to evaluate the peak path-integrated gain of the unstable band of waves at each equatorial L shell along the 1700 MLT meridian. This was used to determine the strongest amplification G max over the unstable band; the results are plotted as the solid line in Figure  21 . The circles on that plot are an estimate of the path-integrated gain
based on the equatorial convective growth rate k I for field-aligned waves assuming an unstable path length for amplification ⌬s corresponding to a Ϯ5Њ magnetic latitude path near the equator. Note that (11) provides a reasonable approximation to the exact path-integrated computations with HOTRAY throughout the plasmasphere, but it tends to underestimate the wave gain near the plasmapause where guiding of the waves becomes important. Although observable waves (G Ն 30 dB) could be excited over a broad radial range (3.0 Յ L Յ 4.5), the strongest waves should be confined to the region near the plasmapause.
Wave gain cannot be converted directly into wave power because information on the background embryonic noise level is unavailable. Observations indicate that a wideband amplitude of EMIC waves during storms can attain values of 1-10 nT in the vicinity of the plasmapause [Anderson et al., 1992b] . Kozyra et al. [1997] have used this constraint together with the global calculations of path-integrated gain to construct the global distribution of wave power during the November 1993 storm. This was subsequently used to evaluate the rate of ion scattering and loss to the atmosphere. The waveinduced scattering produced a strong enhancement in the proton precipitation in association with the region of EMIC wave activity (Figure 22 ). The integrated energy loss from the ring current due to the scattering of protons into the loss cone during interaction with the prescribed ion cyclotron waves was found to be important to the global energy balance of the ring current. With the adopted wave parameters, the wave losses caused an additional ϳ10-nT recovery of Dst (accounting for ϳ10% of the total ring current energy) for the one-hour period in which the effects of waves were added to the simulation of the November 1993 magnetic storm.
An important feature of the path-integrated gain shown in Figure 20 is the wave attenuation at latitudes above Ϸ 12Њ. This attenuation is due primarily to cyclotron resonant absorption by energetic ring current O ϩ . Near the equator the energy of H ϩ ions resonating with the EMIC waves falls near the peak of the ring current flux distribution; this results in strong amplification of the waves by the anisotropic ring current. At (11) (circles) as a function of L shell. The strong enhancement in gain at L ϭ 4.25 is due to guiding by the plasmapause density gradient . Figure 22 . RAM code simulation of the global pattern of total precipitating ion flux at 0500 UT on November 4, 1993, with and without wave scattering. Equatorial ion fluxes in the loss cone are averaged over pitch angle and integrated over selected energy ranges (0.15-1 keV, 1-40 keV, and 40 -325 keV). The color version of this figure appears on the front cover of this issue.
higher magnetic latitudes the energy of resonating H ϩ ions increases. This leads to a reduction in the number of resonating H ϩ ions because the energy required for resonance now falls above the ring current flux peak, and a corresponding reduction in wave growth occurs. In contrast, for latitudes above 12Њ the energy of O ϩ ions in resonance with the EMIC waves (generated by the ring current H ϩ ions near the equator) remains close to the energy of peak O ϩ fluxes in the ring current. These O ϩ ions act to absorb wave energy rather than amplify the waves. This ensures that the wave is subject to net damping at high latitudes. The overall balance between cyclotron growth from ring current H ϩ and damping by energetic O ϩ is controlled by the relative number densities and the energy distributions of the two energetic ion populations.
For more intense geomagnetic storms the fractional composition O ϩ of energetic O ϩ should be larger than the values (26%) specified in the RAM code simulation of the November 1993 storm. To investigate the effect of variable oxygen concentration, Thorne and Horne [1997] have allowed the values of O ϩ to increase while keeping the total number density of the ring current and the ion temperatures fixed at the nominal values obtained from the RAM code. As O ϩ was increased from the nominal value of 26%, they obtained a gradual decrease in the net rate of wave amplification and a stronger net attenuation at high latitudes, where the H ϩ cyclotron resonant growth rate becomes ineffective. For a value of O ϩ ϭ 60%, comparable to that reported by Daglis [1997a] for the main phase of major magnetic storms, the peak path-integrated gain dropped below 30 dB. This would effectively suppress the excitation of EMIC waves in the band above ⍀ O ϩ during such great storms. In the absence of the additional scattering loss caused by enhanced EMIC waves, the effective lifetimes for energetic H ϩ ions will increase, especially at energies above 100 keV. This should allow the energy density of trapped H ϩ ions to build up to much larger values for storms with a large O ϩ component. It raises the interesting, but as yet unresolved, question of whether the intensity of the Dst depression for major storms might be modulated by the concentration of O ϩ through the process of resonant interaction with EMIC waves.
The cyclotron resonant absorption of EMIC waves by energetic O ϩ ions could also have important ramifications on the injection of ionospheric ions into the magnetosphere during disturbed conditions. In addition to the first-order cyclotron resonant absorption by ring current O ϩ , oblique EMIC wave absorption can occur during resonant interaction with lower-energy O ϩ ions at frequencies near the bi-ion and second harmonic of the O ϩ gyrofrequency Horne, 1993, 1994] . The absorption leads to O ϩ heating perpendicular to the magnetic field. Upflowing ionospheric O ϩ ions, which originate during disturbed conditions from an ion conic heating region [Klumpar et al., 1984; André et al., 1998] and are subsequently injected into the magnetosphere with a field-aligned distribution [Daglis et al., 1993] , should be scattered into a more isotropic distribution by resonant interaction with EMIC waves. This would ensure that such ions become trapped in the magnetosphere. During storm conditions, the trapped O ϩ population could exhibit further stochastic acceleration up to ring current energies by resonant interaction with intense EMIC waves .
SUMMARY
The terrestrial ring current, an electric current flowing in a toroidal pattern in near-Earth space, has attracted major interest since the early days of space research because it causes worldwide magnetic disturbances, termed collectively as the geomagnetic storm. The development of an intense ring current is an essential part of the geomagnetic storm, while other magnetospheric current systems (such as the cross-tail current or the magnetopause current) also contribute to the storm time global magnetic disturbances [e.g., Alexeev et al., 1996; Campbell, 1996] .
The immediate particle sources of the ring current are the plasma sheet and the ionosphere. Since the plasma sheet population is supplied by the ionosphere and the solar wind, the two main sources of the ring current are the terrestrial ionosphere and the solar wind. The relative contribution of the two sources is not completely clarified, but generally the contribution of the ionosphere to the ring current, mainly in the form of O ϩ ions, increases with the magnitude of the storm.
The role of substorms in building up the ring current is still under dispute. According to recent studies, the storm time ring current is not created through substorm injections as its basic elements. However, substorms have an important role in releasing the high pressure built up at the boundary between the magnetotail proper and the inner magnetosphere, similar to an earthquake, and unclogging the earthward flow and injection of particles into the ring current. Furthermore, the recurrence of substorms in a storm leads to recirculation of particles between the tail and the inner magnetosphere, as well as to increased ionospheric outflow, and thereby to higher particle energies and stronger ring current.
Wave-particle interactions allow the efficient transfer of energy between different ion components of the ring current. This could contribute to the geomagnetic trapping and acceleration of ionospheric O ϩ ions that are injected during the main phase of a storm. Resonant pitch angle scattering also has the potential to remove resonant ions on timescales of less than an hour; this is much shorter than the loss rate associated with collisional processes. However, since the region of intense wave scattering is expected to be localized, the global effect on ring current decay is expected to be small in comparison with charge exchange.
A most powerful tool in the efforts for comprehensive understanding of the ring current is energetic neutral atom imaging. The potential of ENA imaging has been increasingly recognized during the last few years [Williams, 1990; Akasofu, 1991; Williams et al., 1992] . Since ENA spectra are strongly related to the ring current ion distributions, ENA imaging provides global information on the ring current ion population, at timescales that cannot be matched by any other method. A dedicated global imaging mission, Imager for Magnetopause-toAurora Global Exploration (IMAGE), which includes ENA imaging instrumentation, is scheduled for launch in the year 2000 (see Green et al. [1996] and http:// image.gsfc.nasa.gov/). The benefits of global imaging for the construction of a coherent and comprehensive picture of the ring current spatial and temporal evolution have already been indicated by sporadic ENA measurements from the Geotail and POLAR missions. Finally, one should note that although it is generally believed that the energy density of the ring current is dominated by ions, the precise contribution from electrons to the storm time Dst depression is not well known. In addition, the global structure of the convection electric field, which is primarily responsible for the energization of the ring current during a storm, is also not well established. Current modeling efforts on the development and decay of the ring current and its effect on Dst are seriously affected by these deficiencies. A resolution of these gaps in our understanding will be major objectives in the recently initiated Geospace Environmental Modeling (GEM) campaign to study geomagnetic storms.
GLOSSARY
Adiabatic invariants: Geomagnetically trapped charged particles execute three basic motions according to three adiabatic invariants. The first adiabatic invariant or magnetic moment of the particle is equal to
Here is a constant of the cyclotron motion (gyration) of the particle in spatially and temporally varying magnetic fields B, as long as the rate of change of B is smaller than the gyrofrequency c of the particle, and as long as their gyroradius is comparable to or larger than the magnetic field line curvature radius. The second adiabatic invariant is equal to
where p ʈ is the component of the particle momentum along the magnetic field and the integral is along the field line. J is associated with the bounce motion of the particle along field lines and between mirror points m 1 and m 2 ; it is invariant as long as the electromagnetic field variations have frequencies much smaller than the bounce frequency b . As the particle bounces, it also drifts around the Earth, moving on a closed three-dimensional drift shell around the magnetic field axis. The third adiabatic invariant is the conserved magnetic flux encircled by the particles' periodic drift shell orbits:
where v d is the sum of all perpendicular drift velocities, is the azimuthal angle, and the integration is taken over a complete drift path of the particle. ⌽ is invariant when the frequency of electromagnetic field variations is much smaller than the drift frequency d .
Auroral electrojet (AE) indices: The AE indices ( AU, AL, and AE) provide a measure of the ground magnetic effect of the eastward and westward auroral electrojet currents. To calculate the AE indices, the H component of the geomagnetic field from observatories located in auroral or subauroral latitudes and relatively uniform in longitude is used. The AU and AL indices are defined by the upper and lower envelopes of the superposed perturbation ⌬H from all stations. The difference between the upper and lower envelopes defines the AE index. AU and AL represent the intensity level of the eastward and westward electrojet, respectively, while AE represents the activity level of the auroral zone irrespective of local time and is often used as an indicator of substorms.
Auroral electrojets: High-latitude current flow concentrated inside the auroral oval and carrying a total current of ϳ10 6 A.
Betatron acceleration: Gain of energy in the direction transverse to the magnetic field, which results from the transport of charged particles into stronger magnetic fields without violation of the first adiabatic invariant.
Bi-ion frequency bi : Electromagnetic wave resonance condition (͉k͉ 3 ϱ) just above the heavy ion gyrofrequency, which only occurs in a multi-ion plasma.
Charge exchange: Process in which an energetic ion acquires an electron from a thermal neutral atom. As a result, the singly charged energetic ion is neutralized, thus becoming an energetic neutral atom (ENA); conversely, the thermal atom becomes a thermal ion.
Cleft: A funnel-like region of weak magnetic field in the dayside high-latitude magnetosphere (Figure 1) , where both precipitation of electrons to the ionosphere and outflow of ionospheric ions to the magnetosphere occurs.
Coulomb collisions: Collisional interactions between charged particles due to their electric fields.
Current sheet or cross-tail current: A current that flows across the midplane of the magnetotail and connects with the magnetopause currents at the flanks of the tail (Figure 1) . Dipolarization: During the substorm growth phase, the nightside magnetic field obtains a stretched config-uration due to the enhancement and earthward displacement of the near-Earth cross-tail current sheet. At substorm onset the magnetic field relaxes from the stretched configuration to a more dipole-like configuration, because of a disruption or diversion or reduction of the current sheet. This field relaxation is called dipolarization.
Dst index: Index constructed from magnetograms of several low-latitude stations, and provides information on the intensity of magnetic storms. Because Dst involves deviations in the horizontal H component of the geomagnetic field from quiet-time values and the effect of magnetic storms is a global reduction of H, Dst is negative during storms. A larger negative Dst means a more intense storm, and generally a more intense ring current. Two examples of the storm time Dst variation are shown in the bottom panels of Figures 4 and 5. However, Dst is not a perfect measure of the ring current intensity because it is influenced by other magnetospheric currents (such as the cross-tail current) as well.
Electromagnetic ion cyclotron (EMIC) waves: Electromagnetic waves caused by ion gyration at frequency bands below the proton gyrofrequency, which interact strongly with ring current ions. The waves are basically left-hand polarized for field-aligned propagation.
Energetic neutral atoms (ENA): Atoms with energies of a few keV to hundreds of keV emitted from hot plasmas when energetic ions undergo charge-exchange interactions. In the case of the Earth magnetosphere, ENA are produced primarily through charge exchange between singly charged energetic ions and the cold neutral hydrogen of the geocorona. The neutrals produced by charge exchange leave the interaction region with essentially the same energy and direction as the incident ion.
Fermi acceleration: Gain of energy in the direction parallel to the magnetic field, which results from field line contraction (i.e. from a shortening of the bounce path of the particle) without violation of the second adiabatic invariant.
First adiabatic invariant: See "adiabatic invariants."
Geocorona: An exospheric extension of relatively cold (ϳ1000 K) neutral atoms (mainly hydrogen), which resonantly scatter solar Lyman ␣ radiation.
Gyration or cyclotron motion: The motion of a charged particle under the action of the Lorentz force due to a magnetic field. The trajectory is circular when the velocity of the particle parallel to the magnetic field is zero, or a helix when the parallel velocity is nonzero (Figure 2 ). The radius of the circular or helicoidal cyclotron motion is called the gyroradius and is equal to r c ϭ mv Ќ /qB, while the frequency of gyration is called gyrofrequency or cyclotron frequency and is equal to c ϭ qB/m, where q is the charge and m is the mass of the particle.
Interplanetary magnetic field (IMF):
Magnetic field resulting from the outward transport of the solar magnetic field by the expanding solar plasma known as the solar wind.
Ion conic: Transversely heated ions that originate in the ionosphere and have an angular distribution function that is peaked at some angle to the magnetic field direction.
Ionosphere: Solar ultraviolet light impinging on the Earth's atmosphere ionizes a fraction of the neutral atmosphere. At altitudes above ϳ80 km, collisions are too infrequent to result in rapid recombination and a partially ionized magnetized plasma called the ionosphere is formed. The ionosphere is a relatively thin layer, extending to an altitude of ϳ500 km. Typical electron densities and temperatures in the midlatitude ionosphere are n e Ϸ 10 5 cm Ϫ3 and T e Ϸ 10 3 K. The magnetic field strength is of the order of 10 4 nT.
keV: Kiloelectron volt, a unit of energy: x keV correspond to the energy gained by a singly charged particle that is accelerated across a potential difference of x kV.
L parameter: The equation of a geomagnetic field line is r ϭ L cos 2 , where r is geocentric distance from the center of Earth, is the magnetic latitude. The L parameter is the distance in Earth radii (R E ) from the center of Earth to the point where a geomagnetic field line crosses the equator ( ϭ 0). L is useful in identifying field lines and magnetic drift shells.
Left-hand or right-hand polarization: Sense of rotation of the electric vector for field-aligned electromagnetic waves.
Linear polarization: The wave electric vector is confined to oscillate along a specified line.
Loss cone: Pitch angle range for particle mirror points below the top of the atmosphere. Particles with such pitch angles are removed by collisions with the atmosphere.
Lower hybrid frequency LHR : Wave resonance condition (͉k͉ 3 ϱ) between the ion and electron gyrofrequencies.
Magnetosonic waves: Low-frequency (near the ion gyrofrequency) electromagnetic waves, which are righthand polarized for field-aligned propagation.
Magnetosphere: A large "cavity" in space resulting from the interaction of a planetary magnetic field and the solar wind (Figure 1 ). It is defined as the region of space in which the planetary magnetic field has a dominant control over the motion of charged particles. The terrestrial magnetosphere extends up to ϳ10 R E in the sunward direction and to several hundred R E in the antisunward direction. Within the magnetosphere there are diverse populations of hot collisionless plasmas. The boundary layer between the magnetosphere and the solar wind is the magnetopause, while the comet-like part of the magnetosphere, which stretches antisunward far beyond lunar orbit, is the magnetotail.
Mirror latitude: As a geomagnetically trapped particle moves along a magnetic field line from the equator towards higher latitude it encounters increasing B; to conserve its magnetic moment (the first adiabatic invariant) its pitch angle increases. Eventually it becomes 90Њ and the particle is reflected back along the field line (Figure 2 ). The latitude of the deflection point is called mirror latitude and is dependent on the equatorial velocity pitch angle of the particle and the magnetic field geometry.
Pitch angle: Angle between the velocity vector of a charged particle and the ambient magnetic field vector (Figure 2) .
Plasma beta (␤): The average ratio of particle pressure to magnetic field pressure p/(B 2 / 2 0 ), which is a measure of their relative importance.
Plasmapause: Outer boundary of the plasmasphere at a highly variable altitude between ϳ2.5 and 6 R E , marked by a steep drop of the plasma density. See "plasmasphere."
Plasma sheet: Region in the midplane of the magnetotail, with a radius of ϳ5 R E , containing most of the magnetotail plasma. Near the Earth it reaches down to the high-latitude auroral ionosphere along the field lines. Average electron densities and temperatures in the plasma sheet are n e Ϸ 0.5 cm Ϫ3 and T e Ϸ 5 ϫ 10 6 K, with B Ϸ 10 nT. Plasmasphere: A torus-shaped volume in the innermost magnetosphere. It contains a cool but dense plasma of ionospheric origin (n e Ն 5 ϫ 10 2 cm
Ϫ3
, T e Ϸ 5 ϫ 10 3 K), which corotates with the Earth. In the equatorial plane the plasmasphere extends out to about 4 R E , where the density drops down sharply to about 1 cm Ϫ3 . This boundary is called the plasmapause. R E : The average Earth radius, a common unit in magnetospheric physics, equivalent to 6371 km. Second adiabatic invariant: See "adiabatic invariants." Solar wind: A plasma of protons and electrons, with an admixture of He ϩϩ and other lesser solar ions, streaming continuously together with the solar magnetic field from the solar atmosphere out to the solar system with speeds of ϳ200 -1000 km s Ϫ1 . Substorm: Basic disturbance in the terrestrial magnetosphere, involving successive reconfigurations of the geomagnetic field and explosive dissipation of energy at the high-latitude ionosphere (auroral displays), the inner plasma sheet (acceleration of energetic ions) and the distant magnetotail (formation of magnetic neutral lines and plasmoids). The energy is provided by the solar wind and is temporarily stored in the form of increased magnetic flux in the magnetotail.
Thermosphere: High-temperature (T Ͼ 1000 K) region of the upper atmosphere above ϳ100 km.
Wave normal angle: Angle between the wave propagation vector k and the ambient magnetic field B.
Whistler mode waves: Right-hand-polarized electromagnetic waves caused by electron gyration at frequencies below the electron gyrofrequency. James Horwitz was the Editor responsible for this paper. He thanks Janet Kozyra, Doug Hamilton, and Mei-Ching Fok for technical reviews, and Craig Bina for the cross-disciplinary review.
