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Abstract
In this paper, by means of monotone iterative technique, a necessary and sufficient condition of the
existence of positive solution for a class of nonlinear singular differential system is established, the results
of the existence and uniqueness of the positive solution and the iterative sequence of solution are given. In
the end, two classes extending boundary value differential systems are discussed and some further results
are obtained.
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1. Introduction
Consider the following nonlinear singular differential system:⎧⎪⎨
⎪⎩
−x′′ = f (t, y),
−y′′ = g(t, x),
x(0) = x(1) = 0,
y(0) = y(1) = 0,
(1.1)
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X. Zhang, L. Liu / J. Math. Anal. Appl. 327 (2007) 400–414 401where f ∈ C((0,1)×[0,+∞), [0,+∞)), g ∈ C([0,1]×[0,+∞), [0,+∞)), f may be singular
at t = 0 and/or t = 1. Our aim of this paper is to establish a necessary and sufficient condition of
the existence of positive solution to the above nonlinear singular differential system.
Singular differential systems arise from many branches of applied mathematics and physics
such as gas dynamics, Newtonian fluid mechanics, nuclear physics, which have been widely
studied by many authors (see [1–7] and references therein). These works, such as R.P. Agarwal
and D. O’Regan [2,6], A.M. Fink and J.A. Gatica [3], H.Y. Wang [5], M. João et al. [7], are rich
sources of such applications. However the above mentioned most works only devoted to study
for the sufficient condition of the solvability. As far as we know, the study about a necessary
and sufficient condition of positive solution to differential system has received much less atten-
tion. But to seek necessary and sufficient condition of solution for singular differential system is
also a important and interesting work. In this paper, by means of monotone iterative technique,
we establish a necessary and sufficient condition of the existence of positive solution for the
above nonlinear singular differential system, at the same time, we also give the existence and
uniqueness of solution and the iterative sequence of solution. In then end, two classes extending
boundary value differential systems are discussed and some further results are obtained.
In order to make this paper smoothly written, it is necessary to state the following conditions
and assumptions:
(H1) f ∈ C((0,1) × [0,+∞), [0,+∞)); for any fixed t ∈ (0,1), f (t, y) is nondecreasing in y;
for any c ∈ (0,1), there exists η(c) = m(c−α − 1), such that, for all (t, y) ∈ (0,1) ×
[0,+∞), 0 < m 1,0 < α < 1,
f (t, cy) c
[
1 + η(c)]f (t, y). (1.2)
(H2) g ∈ C([0,1] × [0,+∞), [0,+∞)); for any fixed t ∈ [0,1], g(t, x) is nondecreasing in x;
for any r ∈ (0,1), there exists constant 0 < λ < 1 such that, for any (t, x) ∈ [0,1] ×
[0,+∞),
g(t, rx) rλg(t, x). (1.3)
Remark 1.1. If c 1, it is easy to prove condition (1.2) shall be replaced by
f (t, cy) c
[
1 + η(c−1)]−1f (t, y). (1.4)
If r  1, then condition (1.3) is equivalent to
g(t, rx) rλg(t, x). (1.5)
Remark 1.2. Condition (1.2) includes β-concave function (see [8]) as special case. In fact, for
any 0 < c < 1, if there exists a constant 0 < β < 1 such that f (t, cy) cβf (t, y). Then we have
f (t, cy) cβf (t, y) = cc−(1−β)f (t, y) c[1 + η(c)]f (t, y),
where m = 1, α = 1 − β .
Definition. Suppose that (x, y) ∈ C[0,1] ∩ C2(0,1) × C[0,1] ∩ C2(0,1) satisfies (1.1) and
x(t) > 0 and y(t) > 0 for any t ∈ (0,1), then we say that (x, y) is a C[0,1] × C[0,1] posi-
tive solution of system (1.1). A C[0,1] × C[0,1] positive solution of system (1.1) is called a
C1[0,1] × C1[0,1] positive solution if x′(0+), x′(1 − 0) and y′(0+), y′(1 − 0) both exist.
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endowed with the form ‖x‖ = maxt∈[0,1] |x(t)| for any x ∈ E. Let P = {x ∈ C[0,1]: x(t) 0,
t ∈ [0,1]}. Clearly P is a normal cone in the Banach space E.
Next we introduce the Green’s function for the boundary value problem{−u′′ = 0, 0 < t < 1,
u(0) = u(1) = 0,
by G(t, s), then G(t, s) can be written by
G(t, s) =
{
s(1 − t), 0 s  t  1,
t (1 − s), 0 t  s  1.
Let e(t) = t (1 − t), for any 0 s, t  1, clearly,
e(t)e(s)G(t, s) e(s) or e(t). (1.6)
It is well known that (x, y) ∈ C[0,1] ∩ C2(0,1) × C[0,1] ∩ C2(0,1) is a solution of sys-
tem (1.1) if and only if (x, y) ∈ C[0,1]×C[0,1] is a solution of the following nonlinear integral
equation system:{
x(t) = ∫ 10 G(t, s)f (s, y(s)) ds,
y(t) = ∫ 10 G(t, s)g(s, x(s)) ds. (1.7)
Obviously, the above nonlinear integral equations system (1.7) is equivalent to the following
nonlinear integral equation:
x(t) =
1∫
0
G(t, s)f
(
s,
1∫
0
G(s, τ )g
(
τ, x(τ )
)
dτ
)
ds, t ∈ [0,1].
Now let us define a nonlinear operator F :P → P by
(Fx)(t) =
1∫
0
G(t, s)f
(
s,
1∫
0
G(s, τ )g
(
τ, x(τ )
)
dτ
)
ds, t ∈ [0,1]. (1.8)
Thus the existence of solutions to system (1.1) is equivalent to the existence of fixed point of
nonlinear operator F , i.e., if x(t) is a fixed point of F in C[0,1], then system (1.1) has one
solution (u, v), which can be written by{
u(t) = x(t),
v(t) = ∫ 10 G(t, s)g(s, x(s)) ds, t ∈ [0,1]. (1.9)
2. Main results
We state our main results as follows:
Theorem 2.1. Suppose that f (t, y) satisfies (H1) and g(t, x) satisfies (H2). Then
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solution to system (1.1) is
0 <
1∫
0
f
(
s,
1∫
0
G(s, τ )g
(
τ, τ (1 − τ))dτ
)
ds < +∞.
(2) If there exists a positive solution (x∗, y∗) in C1[0,1]×C1[0,1] to system (1.1), then (x∗, y∗)
is unique, and for any initial value w0 ∈ Pe, let
wn(t) =
1∫
0
G(t, s)f
(
s,
1∫
0
G(s, τ )g
(
τ,wn−1(τ )
)
dτ
)
ds, n = 1,2, . . . ,
yn(t) =
1∫
0
G(t, s)g
(
s,wn(s)
)
ds, n = 1,2, . . . .
Then
wn
‖·‖−→ x∗, yn ‖·‖−→
1∫
0
G(t, s)g
(
s, x∗(s)
)
ds = y∗,
where Pe = {x ∈ C[0,1]: there exist positive number lx,Lx such that lxe  x  Lxe} and lx =
sup{l > 0: x(t) le(t)}, Lx = inf{L > 0: x(t) Le(t)}.
Proof. (1) (i) A necessary condition
Suppose{
x(t) = w(t),
y(t) = ∫ 10 G(t, s)g(s,w(s)) ds
is a C1[0,1] × C1[0,1] positive solution of system (1.1). Clearly w′′(t) 0, which implies that
w(t) is a convex function on [0,1]. Combining with the boundary conditions, we assert that there
exist constants 0 < μ1 < 1 < μ2 such that
μ1e(t)w(t) μ2e(t). (2.1)
In fact, w(t) μ2e(t) is obvious. To see μ1e(t) w(t), let w(t0) = ‖w‖ = max0t1 w(t),
then t0 ∈ (0,1) since w is a positive solution. Thus, for any t ∈ (0, t0), it follows from the in-
creasing and convex properties of w(t) that
w(t)w(tt0) = w
(
t t0 + (1 − t) · 0
)
 tw(t0) + (1 − t)w(0) = t‖w‖ t (1 − t)‖w‖.
(2.2)
Similarly, noticing that the fact t (1 − t)t0 + t ∈ (t0,1) for any t ∈ (t0,1), we also have
w(t)w
(
t (1 − t)t0 + t
)
 (1 − t)w(t0) + tw(1) t (1 − t)‖w‖. (2.3)
Take μ1 = min{‖w‖, 12 }, then it follows from (2.2), (2.3) that (2.1) holds. Thus we complete the
proof of (2.1).
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we have
1∫
0
f
(
s,
1∫
0
G(s, τ )g
(
τ, τ (1 − τ))dτ
)
ds

1∫
0
f
(
s,
1∫
0
G(s, τ )g
(
τ,μ−11 w(τ)
)
dτ
)
ds

1∫
0
f
(
s,μ−λ1
1∫
0
G(s, τ )g
(
τ,w(τ)
)
dτ
)
ds
 μ−λ1
[
1 + η(μλ1)]−1
1∫
0
f
(
s,
1∫
0
G(s, τ )g
(
τ,w(τ)
)
dτ
)
ds
 μ−λ1
[
1 + η(μλ1)]−1
1∫
0
−w′′(s) ds
 μ−λ1
[
1 + η(μλ1)]−1[w′(+0) − w′(1 − 0)]< +∞.
On the other hand,
1∫
0
f
(
s,
1∫
0
G(s, τ )g
(
τ, τ (1 − τ))dτ
)
ds

1∫
0
f
(
s,
1∫
0
G(s, τ )g
(
τ,
1
μ 2
w(τ)
)
dτ
)
ds

1∫
0
f
(
s,μ−λ2
1∫
0
G(s, τ )g
(
τ,w(τ)
)
dτ
)
ds
 μ−λ2
[
1 + η(μ−λ2 )]
1∫
0
f
(
s,
1∫
0
G(s, τ )g
(
τ,w(τ)
)
dτ
)
ds
= μ−λ2
[
1 + η(μ−λ2 )]
1∫
0
−w′′(s) ds
 μ−λ2
[
1 + η(μ−λ2 )][w′(+0) − w′(1 − 0)]> 0.
Thus
0 <
1∫
f
(
s,
1∫
G(s, τ )g
(
τ, τ (1 − τ))dτ
)
ds < +∞.0 0
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For any x ∈ Pe , there exist lx and Lx such that lxe(t) x(t) Lxe(t). By assumptions (H1)–
(H2), we have
Fx(t) =
1∫
0
G(t, s)f
(
s,
1∫
0
G(s, τ )g
(
τ, x(τ )
)
dτ
)
ds

1∫
0
f
(
s,
1∫
0
G(s, τ )g
(
τ,Lxe(τ )
)
dτ
)
ds

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
Lλx
[
1 + η(L−λx )]−1
1∫
0
G(t, s)f
(
s,
1∫
0
G(s, τ )g
(
τ, e(τ )
)
dτ
)
ds, Lx > 1,
1∫
0
G(t, s)f
(
s,
1∫
0
G(s, τ )g
(
τ, e(τ )
)
dτ
)
ds, Lx  1,
max
{
1,Lλx
[
1 + η(L−λx )]−1}
1∫
0
G(t, s)f
(
s,
1∫
0
G(s, τ )g
(
τ, e(τ )
)
dτ
)
ds
max
{
1,Lλx
[
1 + η(L−λx )]−1}e(t)
1∫
0
f
(
s,
1∫
0
G(s, τ )g
(
τ, e(τ )
)
dτ
)
ds,
and
Fx(t) =
1∫
0
G(t, s)f
(
s,
1∫
0
G(s, τ )g
(
τ, x(τ )
)
dτ
)
ds

1∫
0
f
(
s,
1∫
0
G(s, τ )g
(
τ, lxe(τ )
)
dτ
)
ds

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
lλx
[
1 + η(lλx )]
1∫
0
G(t, s)f
(
s,
1∫
0
G(s, τ )g
(
τ, e(τ )
)
dτ
)
ds, lx < 1,
1∫
0
G(t, s)f
(
s,
1∫
0
G(s, τ )g
(
τ, e(τ )
)
dτ
)
ds, λx  1,
min
{
1, lλx
[
1 + η(lλx )]}
1∫
0
G(t, s)f
(
s,
1∫
0
G(s, τ )g
(
τ, e(τ )
)
dτ
)
ds
min
{
1, lλx
[
1 + η(lλx )]}e(t)
1∫
e(s)f
(
s,
1∫
G(s, τ )g
(
τ, e(τ )
)
dτ
)
ds.0 0
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lf x = sup{l > 0: Fx  le} and Lfx = inf{L > 0: Fx  Le}. Thus F :Pe → Pe. At the same
time, in view of the monotonicity of f and g in the second variables, it is easy to find F is also
an increasing operator in E.
Taking
δ0 =
{
1, lf e  1,
[1 + m−1(l−1f e − 1)]−
1
λα , lf e < 1,
γ0 =
{
1, Lf e  1,
[1 + m−1(L−1f e − 1)]
1
λα , Lf e > 1,
then 0 < δ0  1, γ0  1.
Let
0 < δ  δ0, γ = γ0, x0 = δe, z0 = γ e,
xn = Fxn−1, zn = Fzn−1, n = 1,2, . . . .
Then we have
x1 = Fx0 =
1∫
0
G(t, s)f
(
s,
1∫
0
G(s, τ )g
(
τ, δe(τ )
)
dτ
)
ds
 δλ
[
1 + η(δλ)]
1∫
0
G(t, s)f
(
s,
1∫
0
G(s, τ )g
(
τ, e(τ )
)
dτ
)
ds
= δλ[1 + η(δλ)]Fe δλ[1 + η(δλ)]lf ee(t)
 δ
[
1 + η(δλ)]lf ee(t) = δ[1 + m(δ−λα − 1)]lf ee(t)
 δe(t) = x0;
z1 = Fz0 =
1∫
0
G(t, s)f
(
s,
1∫
0
G(s, τ )g
(
τ, γ e(τ )
)
dτ
)
ds
 γ λ
[
1 + η(γ−λ)]−1
1∫
0
G(t, s)f
(
s,
1∫
0
G(s, τ )g
(
τ, e(τ )
)
dτ
)
ds
= γ λ[1 + η(γ−λ)]−1Fe γ λ[1 + η(γ−λ)]−1Lfee(t)
 γ
[
1 + η(γ−λ)]−1Lfee(t) = γ [1 + m(γ λα − 1)]−1Lfee(t)
 γ e(t) = z0.
Since δe = x0  z0 = γ e and F is a increasing operator, we have
δγ−1z0  x0  x1  · · · xn  · · · zn  · · · z1  z0  γ δ−1x0. (2.4)
Noticing that
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∣∣∣∣∣
[ t∫
0
(1 − t)sf
(
s,
1∫
0
G(s, τ )g
(
τ, xn−1(τ )
)
dτ
)
ds
+
1∫
t
t (1 − s)f
(
s,
1∫
0
G(s, τ )g
(
τ, xn−1(τ )
)
dτ
)
ds
]′∣∣∣∣∣
=
∣∣∣∣∣−
t∫
0
sf
(
s,
1∫
0
G(s, τ )g
(
τ, xn−1(τ )
)
dτ
)
ds
+
1∫
t
(1 − s)f
(
s,
1∫
0
G(s, τ )g
(
τ, xn−1(τ )
)
dτ
)
ds
∣∣∣∣∣
 2
1∫
0
f
(
s,
1∫
0
G(s, τ )g
(
τ, xn−1(τ )
)
dτ
)
ds
 2
1∫
0
f
(
s,
1∫
0
G(s, τ )g
(
τ, z0(τ )
)
dτ
)
ds
= 2
1∫
0
f
(
s,
1∫
0
G(s, τ )g
(
τ, γ e(τ )
)
dτ
)
ds
 2γ λ
[
1 + η(γ−λ)]−1
1∫
0
f
(
s,
1∫
0
G(s, τ )g
(
τ, e(τ )
)
dτ
)
ds
< +∞.
Thus {(Fxn)(t): n ∈ N} is an equicontinuous set. Similarly, {(Fzn)(t): n ∈ N} is also an
equicontinuous set. It follows from (2.4) that {xn} and {yn} are relatively compact sets in E.
Since P is normal, there exist x∗, z∗ ∈ E such that xn ‖·‖−→ x∗, zn ‖·‖−→ z∗ and x∗  z∗. From
xn−1  x∗  z∗  zn−1, we get
Fxn−1 = xn  Fx∗  Fz∗  zn = Fzn−1.
Let n → +∞, we have
x∗  Fx∗  Fz∗  z∗.
This and (2.4) imply that
x0  δγ−1x∗, z0  γ δ−1z∗. (2.5)
Let tn = sup{t > 0: tx∗  xn, tzn  z∗}, then
tnx
∗  xn, tnzn  z∗, n = 1,2,3, . . . , (2.6)
and
δγ−1  t0  t1  · · · tn  1. (2.7)
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lim
n→+∞ tn = ξ = 1. (2.8)
In fact, if ξ < 1, then
xn+1 = F(xn) F(tnx∗) = F
(
tn
ξ
ξx∗
)

(
tn
ξ
)λ[
1 + η
((
tn
ξ
)λ)]
F(ξx∗)

(
tn
ξ
)λ[
1 + η
((
tn
ξ
)λ)]
ξλ
(
1 + η(ξλ))F(x∗)
 tλn
[
1 + η(ξλ)]F(x∗) tλn [1 + η(ξλ)]x∗
 tn
[
1 + η(ξλ)]x∗
and
zn+1 = F(zn) F
(
t−1n z∗
)= F( t−1n
ξ−1
ξ−1z∗
)

(
t−1n
ξ−1
)λ[
1 + η
((
tn
ξ
)λ)]−1
F
(
ξ−1z∗
)

(
t−1n
ξ−1
)λ[
1 + η
((
tn
ξ
)λ)]−1
ξ−λ
(
1 + η(ξλ))−1F(z∗)
 t−λn
[
1 + η(ξλ)]−1F(z∗) t−λn [1 + η(ξλ)]−1z∗
 t−1n
[
1 + η(ξλ)]−1z∗;
i.e.,
z∗  tn
[
1 + η(ξλ)]zn+1.
From the definition of tn, we have
tn+1  tn
[
1 + η(ξλ)], n = 1,2, . . . .
Thus
tn+1  t1
[
1 + η(ξλ)]n → +∞ as n → +∞,
which contradicts with (2.7). Hence (2.8) holds.
Next we shall prove x∗  z∗. Letting θ = sup{t > 0: x∗  tz∗}. From x∗  δγ−1z0 
δγ−1z∗, we know θ is well defined. We claim that θ  1. Otherwise, if θ < 1, we have
Fz∗  F
(
θ−1x∗
)
 θ−λ
[
1 + η(θλ)]−1Fx∗  θ−1[1 + η(θλ)]−1Fx∗. (2.9)
It follows from (2.6) and (2.9) that
tλn zn+1 = tλnFzn  tλnF
(
t−1n z∗
)

[
1 + η(tλn )]−1F(z∗) Fz∗  θ−1[1 + η(θλ)]−1Fx∗
and
xn+1 = Fxn  F(tnx∗) tλn
[
1 + η(tλn )]F(x∗) tλnFx∗.
Then
tλn zn+1  θ−1
[
1 + η(θλ)]−1t−λn xn+1.
X. Zhang, L. Liu / J. Math. Anal. Appl. 327 (2007) 400–414 409Letting n → +∞, we have z∗  θ−1[1 + η(θλ)]−1x∗, this contradicts the definition of θ . So
θ  1, which implies x∗  z∗. Thus x∗ = z∗ is the fixed point of F . Let y∗ = ∫ 10 G(t, s)×
g(s, x∗(s)) ds, then system (1.1) has a positive solution (x∗, y∗) such that
δe x∗  γ e, ke y∗  ρe,
where k = δλ ∫ 10 e(s)g(s, s(1 − s)) ds, ρ = γ λ ∫ 10 g(s, s(1 − s)) ds and δ, γ as the above state.
On the other hand,
1∫
0
∣∣(x∗)′′(s)∣∣ds =
1∫
0
f
(
s,
1∫
0
G(s, τ )g
(
τ, x∗(τ )
)
dτ
)
ds

1∫
0
f
(
s,
1∫
0
G(s, τ )g
(
τ, γ e(τ )
)
dτ
)
ds
 γ λ
[
1 + η(γ−λ)]−1
1∫
0
f
(
s,
1∫
0
G(s, τ )g
(
τ, τ (1 − τ))dτ
)
ds
< +∞,
and
1∫
0
∣∣(y∗)′′(t)∣∣dt =
1∫
0
g
(
t, x∗(s)
)
ds  γ λ
1∫
0
g
(
s, s(1 − s))ds < +∞.
Then both (x∗)′′(s) and (y∗)′′(s) are absolutely integrable, that is, x∗, y∗ ∈ C1[0,1] × C1[0,1],
which implies that (x∗, y∗) is a C1[0,1] × C1[0,1] positive solution to system (1.1).
(2) Let (x∗, y∗) be a C1[0,1] × C1[0,1] positive solution to system (1.1). If there is another
C1[0,1] ×C1[0,1] positive solution (u∗, v∗), then it follows from the proof of necessary condi-
tion (i) that there exists positive number 0 < μ1 < 1 < μ2 such that
μ1e(t) u∗(t) μ2e(t).
So u∗ ∈ Pe. Letting δ min{μ1, δ0}, γ max{μ2, γ0}, then
x0(t) u∗(t) z0(t).
Notice that F is a increasing operator and Fu∗ = u∗, one has
xn(t) u∗(t) zn(t).
Let n → +∞, then x∗ = u∗, it yields y∗ = v∗. Hence the C1[0,1] × C1[0,1] positive solution
to system (1.1) exists and is unique.
Finally, for any initial value w0 ∈ Pe , there exist 0 < m0 < 1 < μ0 such that m0e(t)w0(t)
μ0e(t). Take δ min{m0, δ0}, γ max{μ0, γ0}, then
x0(t)w0(t) z0(t).
Since F is increasing, by the method mathematical induction, we have
xn(t)wn(t) zn(t), n = 1,2, . . . .
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wn(t) =
1∫
0
G(t, s)f
(
s,
1∫
0
G(s, τ )g
(
τ,wn−1(τ )
)
dτ
)
ds, n = 1,2, . . . .
If we let yn(t) =
∫ 1
0 G(t, s)g(s,wn(s) ds (n = 1,2, . . .). Then
yn(t) → y∗(t) =
1∫
0
G(t, s)g
(
s, x∗(s)
)
ds as n → +∞.
So we complete the proof of Theorem 2.1. 
Example 2.1. Let 0 < α1 < α2 < · · · < αn < +∞, 0 < β < 1 and ai ∈ C(0,1) (i = 0,1,2,
. . . , n), b(t) ∈ C[0,1]. Then a necessary and sufficient condition for the following singular dif-
ferential system:⎧⎪⎨
⎪⎩
−x′′ = [a0(t) +∑ni=1 ai(t)yαi ] 1αn+1 ,
−y′′ = b(t)xβ,
x(0) = x(1) = y(0) = y(1) = 0,
to have C1[0,1] × C1[0,1] positive solution is that
0 <
1∫
0
[
a0(t) +
n∑
i=1
ai(t)k
αi (t)
] 1
αn+1
dt < +∞,
where
k(t) = (1 − t)
t∫
0
sβ+1(1 − s)βb(s) ds + t
1∫
t
sβ(1 − s)β+1b(s) ds.
Moreover, if (w∗(t), v∗(t)) is a C1[0,1] × C1[0,1] positive solution for the above system, then
it is unique, and for any initial function lt (1 − t)w0  Lt(1 − t), construct iterative sequence
wn(t) = (1 − t)
t∫
0
s
[
a0(s) +
n∑
i=1
ai(s)
(
(1 − s)
s∫
0
τb(τ)w
β
n−1(τ ) dτ
+ s
1∫
s
(1 − τ)b(τ )wβn−1(τ ) dτ
)αi] 1αn+1
ds
+ t
1∫
t
(1 − s)
[
a0(s) +
n∑
i=1
ai(s)
(
(1 − s)
s∫
0
τb(τ)w
β
n−1(τ ) dτ
+ s
1∫
(1 − τ)b(τ )wβn−1(τ ) dτ
)αi] 1αn+1
ds, n = 1,2, . . . ,s
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vn(t) = (1 − t)
t∫
0
sb(s)wβn (s) ds + t
1∫
t
(1 − s)b(s)wβn (s) ds, n = 1,2, . . . .
Then (wn, vn) converges to the unique solution (w∗, v∗) uniformly.
Proof. It is clear that f and g satisfy (H1)–(H2), consequently the above conclusion is guaran-
teed by Theorem 2.1. 
Remark 2.1. In Example 2.1, we not only give a necessary and sufficient condition of the exis-
tence of C1[0,1] ×C1[0,1] positive solution, but also establish iterative sequence of solution. It
is more important that the figure of iterative sequence of solution is explicit, which is helpful to
compute for us.
Remark 2.2. The conclusion of Theorem 2.1 is valid if (H1) is replaced by
(H∗1) f ∈ C((0,1) × [0,+∞), [0,+∞)); there exist constants 0 < λ1  λ2 < 1 such that, for
any t ∈ (0,1), y ∈ [0,+∞),
cλ2f (t, y) f (t, cy) cλ1f (t, y) ∀0 < c < 1. (2.10)
In face, if f (t, y) satisfies (2.10), then for any t ∈ (0,1), f (t, y) is nondecreasing on y ∈
[0,+∞). To see this, for any t ∈ (0,1), u, v ∈ [0,+∞), without loss of the generality, let 0 
u  v. If v = 0, obviously f (t, u)  f (t, v) holds. If v 
= 0, let c0 = uv , then 0  c0  1. It
follows from (2.10) that
f (t, u) = f (t, c0v) cλ10 f (t, v) f (t, v).
Thus f (t, y) is increasing on y in [0,∞). These and Remark 1.2 imply f satisfies (H1), so the
conclusion holds.
3. Further results
In this section, we consider two classes extending boundary value differential system.
Firstly, we consider the following differential system:⎧⎨
⎩
−x′′ = f (t, y, y′′),
−y′′ = g(t, x),
x(0) = x(1) = y(0) = y(1) = 0,
(3.1)
where f ∈ C((0,1) × [0,+∞) × (−∞,0], [0,+∞)), g ∈ C([0,1] × [0,+∞), [0,+∞)).
Theorem 3.1. Suppose (H2) holds. Furthermore, the following condition is satisfied:
(H′1) f ∈ C((0,1) × [0,+∞) × (−∞,0], [0,+∞)); for any fixed t ∈ (0,1), f (t, u, v) is non-
decreasing in u and nonincreasing in v; for any c ∈ (0,1), there exists η(c) = m(c−α − 1),
such that, for all (t, u, v) ∈ (0,1) × [0,+∞) × (−∞,0], 0 < m 1,0 < α < 1,
f (t, cu, cv) c
[
1 + η(c)]f (t, u, v). (3.2)
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(1) The necessary and sufficient condition for the existence of a C1[0,1] × C1[0,1] positive
solution to system (3.1) is
0 <
1∫
0
f
(
s,
1∫
0
G(s, τ )g
(
τ, τ (1 − τ))dτ,−g(s, s(1 − s))
)
ds < +∞.
(2) If there exists a positive solution (x∗, y∗) in C1[0,1]×C1[0,1] to system (3.1), then (x∗, y∗)
is unique, and for any initial value w0 ∈ Pe , let
wn(t) =
1∫
0
G(t, s)f
(
s,
1∫
0
G(s, τ )g
(
τ,wn−1(τ )
)
dτ,−g(s,wn−1(s))
)
ds,
n = 1,2, . . . ,
yn(t) =
1∫
0
G(t, s)g
(
s,wn(s)
)
ds, n = 1,2, . . . .
Then
wn
‖·‖−→ x∗, yn ‖·‖−→
1∫
0
G(t, s)g
(
s, x∗(s)
)
ds = y∗,
where Pe = {x ∈ C[0,1]: there exist positive number lx,Lx such that lxe  x  Lxe} and lx =
sup{l > 0: x(t) le(t)}, Lx = inf{L > 0: x(t) Le(t)}.
Proof. Obviously, the existence of positive solution of system (3.1) is equivalent to the existence
of fixed point of operator
(Fx)(t) =
1∫
0
G(t, s)f
(
s,
1∫
0
G(s, τ )g
(
τ, x(τ )
)
dτ,−g(s, x(s))
)
ds, t ∈ [0,1].
Thus, copying the proof of Theorem 2.1, we can complete the proof of the above conclu-
sions. 
Next, we consider the higher-order differential system⎧⎪⎪⎨
⎪⎪⎩
(−1)nx(2n) = f (t, y), 0 < t < 1,
(−1)my(2m) = g(t, x), 0 < t < 1,
x(2i)(0) = x(2i)(1) = 0, 0 i  n − 1,
y(2j)(0) = y(2j)(1) = 0, 0 j m − 1,
(3.3)
where f ∈ C((0,1) × [0,+∞), [0,+∞)), g ∈ C([0,1] × [0,+∞), [0,+∞)).
Theorem 3.2. Suppose (H1)–(H2) holds. Then
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itive solution to system (3.3) is
0 <
1∫
0
f
(
s,
1∫
0
Gm(s, τ )g
(
τ, τ (1 − τ))dτ
)
ds < +∞,
where
G1(t, s) = G(t, s), Gm(t, s) =
1∫
0
G(t, r)Gm−1(r, s) ds, m 2. (3.4)
(2) If there exists a positive solution (x∗, y∗) in C2n−1[0,1] ×C2m−1[0,1] to system (3.3), then
(x∗, y∗) is unique, and for any initial value w0 ∈ Pe , let
wk(t) =
1∫
0
Gn(t, s)f
(
s,
1∫
0
Gm(s, τ )g
(
τ,wk−1(τ )
)
dτ
)
ds, k = 1,2, . . . ,
yk(t) =
1∫
0
Gm(t, s)g
(
s,wk(s)
)
ds, k = 1,2, . . . .
Then
wk
‖·‖−→ x∗, yk ‖·‖−→
1∫
0
Gm(t, s)g
(
s, x∗(s)
)
ds = y∗,
where Pe = {x ∈ C[0,1]: there exist positive number lx,Lx such that lxe  x  Lxe}, lx =
sup{l > 0: x(t)  le(t)}, Lx = inf{L > 0: x(t)  Le(t)} and Gn(t, s),Gm(t, s) are similar
meaning as (3.4).
Proof. Obviously, Gn(t, s),Gm(t, s) are associated Green’s function of (3.3). It is easy to check
that there exist constants M,N such that Me(s)e(t)Gn(t, s)Ne(s) or Ne(t), and whether n
is odd number or even number, we always have x′′(t) 0, which implies that there exists positive
number 0 < μ1 < 1 < μ2 such that μ1e(t) x(t) μ2e(t). On the other hand, the existence of
positive solution of system (3.3) is equivalent to the existence of fixed point of operator
(Fx)(t) =
1∫
0
Gn(t, s)f
(
s,
1∫
0
Gm(s, τ )g
(
τ, x(τ )
)
dτ)
)
ds, t ∈ [0,1].
Thus, the rest of the proof is similar to that of Theorem 2.1, here we omit the details. 
Example 3.1. Consider the following differential system:⎧⎪⎪⎨
⎪⎪⎩
x(4) = a(t)yα, 0 < t < 1,
−y′′ = b(t)xβ, 0 < t < 1,
x(0) = x(1) = x′′(0) = x′′(1) = 0, (3.5)
y(0) = y(1) = 0,
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system (3.5) to have C3[0,1] × C1[0,1] positive solution is that
0 <
1∫
0
a(t)
[
(1 − t)
t∫
0
b(s)sβ+1(1 − s)β ds + t
1∫
t
b(s)sβ(1 − s)β+1 ds
]α
dt < +∞.
Moreover, if (w∗(t), v∗(t)) is a C3[0,1]×C1[0,1] positive solution for the above system, then it
is unique, and for any initial function lt (1 − t)w0(t) Lt(1 − t), construct iterative sequence
wn(t) = (1 − t)
t∫
0
sa(s)
[
(1 − s)
s∫
0
τb(τ)w
β
n−1(τ ) dτ + s
1∫
s
(1 − τ)b(τ )wβn−1(τ ) dτ
]α
ds
+ t
1∫
t
(1 − s)a(s)
[
(1 − s)
s∫
0
τb(τ)w
β
n−1(τ ) dτ
+ s
1∫
s
(1 − τ)b(τ )wβn−1(τ ) dτ
]α
ds, n = 1,2, . . . ,
vn(t) = (1 − t)
t∫
0
sb(s)wβn (s) ds + t
1∫
t
(1 − s)b(s)wβn (s) ds, n = 1,2, . . . .
Then (wn, vn) converges to the unique solution (w∗, v∗) uniformly.
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