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STABILITY OF THE BOUNDARY LAYER EXPANSION FOR
THE 3D PLANE PARALLEL MHD FLOW
SHIJIN DING, ZHILIN LIN, DONGJUAN NIU∗
Abstract. In this paper, we establish the mathematical validity of the Prandtl
boundary layer theory for a class of nonlinear plane parallel flows of viscous
incompressible magnetohydrodynamic (MHD) flow with no-slip boundary con-
dition of velocity and perfectly conducting wall for magnetic fields. The con-
vergence is shown for both cases under various Sobolev norms, including the
physically important space-time uniform norm. In addition, the same conver-
gence results are also obtained under the case with uniform magnetic fields,
which imply the stabilizing effects of magnetic fields. The higher-order expan-
sion is also considered.
1. Introduction
The system of magnetohydrodynamics (MHD) is a very fundamental model to
describe the motion of fluid with electromagnetic field. In this paper, we consider
the viscous, incompressible MHD equations in a periodic channel (x, y, z) ∈ Ω :=
T
2 × [0, 1](T = [0, L])

∂tu
ε − ν∆uε + (uε · ∇)uε − (Hε · ∇)Hε +∇pε = f,
∂tH
ε − κ∆Hε + (uε · ∇)Hε − (Hε · ∇)uε = 0,
∇ · uε = ∇ ·Hε = 0,
(1.1)
where uε, Hε, f ∈ R3 and pε ∈ R are the velocity fields, magnetic fields, external
force and pressure, respectively. And ν, κ are the viscosity and resistivity coeffi-
cients, respectively. In this paper, we suppose that the viscosity and resistivity
coefficients are both ν = κ =: ε > 0 for simplicity.
In this paper, we intend to describe the inviscid and vanishing resistivity limit of
the MHD system in a channel, therefore it is obvious that the boundary conditions
have played an important role in our problem. Motivated by the physical literatures
[3, 10, 11, 23, 24] and so on, we naturally consider the following boundary conditions
and initial data for (1.1):

uε|z=i = αi(t;x), i = 0, 1,
(∂zH
ε
j , H
ε
3)|z=i = (0, 0), i = 0, 1, j = 1, 2,
(uε, Hε)|t=0 = (u0, H0),
(1.2)
i.e., the Dirichlet boundary condition is imposed on the velocity fields and the
perfectly conducting boundary condition is imposed on the magnetic fields, respec-
tively. Here αi = (αi1, α
i
2, α
i
3)(t;x). It should be pointed out that (1.2) is reduced
to the classical no-slip boundary condition uǫ|∂Ω = 0 provided that αi = 0. For
more details (1.2), refer to [3, 10, 11, 23, 24] and the references therein for instance.
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Formally letting ε→ 0, we obtain the ideal MHD equations

∂tu
0 + (u0 · ∇)u0 − (H0 · ∇)H0 +∇p0 = f,
∂tH
0 + (u0 · ∇)H0 − (H0 · ∇)u0 = 0,
∇ · u0 = ∇ ·H0 = 0.
(1.3)
For (1.3), the boundary conditions and initial data (1.2) was correspondingly sup-
plied with the following 

u03|z=i = 0, i = 0, 1,
H03 |z=i = 0, i = 0, 1,
(u0, H0)|t=0 = (u0, H0).
(1.4)
Similar to inviscid limit process from the Navier-Stokes equations to Euler equa-
tions, there is a mismatch between the tangential components of the velocity
and magnetic fields, which is so-called the boundary layer problem introduced by
Prandtl [33] in 1900s. More precisely, there is a thin layer of width of order
√
ε
near the boundary, where the viscous solutions (uε, Hε) change dramatically from
the boundary data to the ideal MHD flow (u0, H0). The solution of Prandtl is that
the “viscous” solution can be decomposed into three parts: the “inviscid” solution,
boundary layer solutions and the higher order remainder terms. Following the idea
of Prandtl, we can similarly deal with the MHD flow, see [23, 24] and the references
therein for more discussions. In a word, the solution of (1.1) can be decomposed
into the following form:
Viscous MHD ⋍ Ideal MHD+ Boundary layer +O(
√
ǫ). (1.5)
To verify the above expansion of (1.5), there are at least the following problems to
be investigated:
(a) The well-posedness of the boundary layer equations;
(b) The justification of (1.5) (or the validity of the boundary layer expansion),
including the convergence for the error solutions, which is the difference between
viscous solutions and the approximations.
Due to the strong coupling between the magnetic fields and velocity fields in
MHD system, there are few results about this topic compared with those of Navier-
Stokes equations. For the steady MHD without magnetic diffusion, Wang and Ma
[35] showed that well-posedness for the steady MHD boundary layer equations. A
great progress is obtained by Liu, Xie and Yang [23, 24]. Without the classical
Oleinik monotone condition, the local in time well-posedness and validity for the
two-dimensional MHD boundary layer problem are obtained under the condition
that the tangential magnetic field is non-degenerate. The vanishing viscosity limit
of the 3D viscous MHD system in a class of bounded domains with slip boundary
conditions was obtained by Xiao, Xin and Wu [40]. With the standard Dirichlet
boundary conditions, Wang and Xin [37] established the uniform stability of the
Prandtl’s type boundary layers for a special non-trivial class of initial data. The
viscosity vanishing limit for the nonlinear pipe magnetohydrodynamic flow with
fixed magnetic diffusion was shown by Wu and Wang [38]. Very recently, the
validity of the boundary layer theory for the steady viscous MHD flow as both
viscosity and magnetic diffusion vanishing has been conducted in a work by the
first two authors and Xie [5].
Motivated by [23, 24], we intend to investigate the MHD system with the same
boundary conditions as [24] in 3D channel, i.e., (1.1)-(1.3). To our knowledge, the
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only known results about the MHD boundary layer theory with the same boundary
conditions are totally two-dimensional and local in time (or local in x for the steady
MHD), and therefore it is very difficult to study the 3D boundary layer problem.
Compared with the weak boundary layer problem studied in [40], it is very interest-
ing to study the Prandtl layer theory with no-slip boundary conditions, which will
generate the strong boundary layer. Additionally, another problem is that whether
the Prandtl layer theory can be global in time or not. As the first attempt, we
intend to study a special case, i.e., the plane parallel flow in the MHD equations,
which can be found in [2, 36]. Precisely, we consider the boundary layer for the
MHD plane parallel flow of the form
uε = (uε1(t; z), u
ε
2(t;x, z), 0), H
ε = (Hε1(t; z), H
ε
2(t;x, z), 0), p
ε = constant. (1.6)
It is easy to check that (1.6) is the solution of (1.1) with the external force
f = (f1(t; z), f2(t;x, z), 0),
which satisfy that 

∂tu
ε
1 − ε∂zzuε1 = f1,
∂tu
ε
2 − ε∆x,zuε2 + uε1∂xuε2 −Hε1∂xHε2 = f2,
∂tH
ε
1 − ε∂zzHε1 = 0,
∂tH
ε
2 − ε∆x,zHε2 + uε1∂xHε2 −Hε1∂xuε2 = 0,
(1.7)
for (x, z) ∈ [0, L] × [0, 1], here ∆x,z = ∂xx + ∂zz. Under the ansatz of the plane
parallel MHD flow, the boundary conditions and initial data are imposed as follows:

uε|z=i = αi(t;x), αi(t;x) = (αi1(t), αi2(t;x), 0), i = 0, 1,
(∂zH
ε
j , H
ε
3)|z=i = (0, 0), i = 0, 1, j = 1, 2,
(uε, Hε)|t=0 = (u0, H0), u0 = (a(z), b(x, z), 0), H0 = (c(z), d(x, z), 0).
(1.8)
It should be emphasized that the plane parallel flows that we consider here are
three-dimensional actually. Thanks to the weak coupling of system (1.7)-(1.8),
the well-posedness can be obtained easily. For example, we can get that uε ∈
L∞(0, T ;H1(Ω)) and Hε ∈ L∞(0, T ;H1(Ω)) provided that (u0, H0) ∈ H1(Ω) ×
H1(Ω), αi, γi ∈ H1 and f ∈ L∞(0, T ;H1(Ω)). Here we skip more details and refer
to [27] for the interested readers.
Let ε→ 0, one gets the ideal MHD equations

∂tu
0
1 = f1,
∂tu
0
2 + u
0
1∂xu
0
2 −H01∂xH02 = f2,
∂tH
0
1 = 0,
∂tH
0
2 + u
0
1∂xH
0
2 −H01∂xu02 = 0,
(1.9)
with the following boundary conditions and the same initial data{
(u03, H
0
3 )|z=i = (0, 0), i = 0, 1,
(u0, H0)|t=0 = (u0, H0). (1.10)
We deduce from (1.9) and (1.10) that
H01 (t; z) = H
0
1 (z) ≡ H0,1(z).
Moreover, the (u02, H
0
2 ) can be determined by a linear hyperbolic system with
the initial data. As an example, one can deduce that u0 ∈ L∞(0, T ;H1(Ω))
and H0 ∈ L∞(0, T ;H1(Ω)) provided that (u0, H0) ∈ H1(Ω) × H1(Ω) and f ∈
L∞(0, T ;H1(Ω)). More about the well-posedness and regularity theory of ideal
MHD can be found in [32, 39] and the references therein.
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We emphasize that even under the good structure of plane MHD flow with
perfectly conducting wall condition, it is still challenging to study boundary layer
problem in 3D. First, due to the appearance of the magnetic field, one should
construct the approximate solutions not only for the velocity field, but also for
the magnetic field. Thanks to the special structure of the flow, which leads to the
weak coupling between the velocity and magnetic fields, we are possible to decouple
the two boundary layers in order. Furthermore, it should be pointed out that the
constructions of the approximate solutions for magnetic fields are different from that
for velocity fields due to the perfectly conducting boundary condition. Precisely,
the perfectly conducting conditions would result in an addition boundary term of
the ideal MHD flow, which is not the same order of ε as that of the boundary layer
correctors. To overcome the difficulties, the key idea is to introduce the boundary
corrector, which cancels the boundary terms resulted from the ideal MHD flows.
Similar idea has be applied to some related works such as [5, 24]. More details
about the constructions of the approximate solutions can be found in Section 3.
Fortunately, we prove the convergence rate in L∞ norm in Theorem 1.1 is the
order of
√
ε and all the results are global in time. In addition, we also obtain the
convergence rate in H1 norm sense. This may be resulted from stabilizing effect of
the magnetic fields and the good structure of the plane parallel MHD flow.
Besides the perfectly conducting wall condition of the magnetic fields in (1.3),
we are also interested in the no-slip boundary conditions to (1.1), i.e.,


uε|z=i = αi(t;x), αi(t;x) = (αi1(t), αi2(t;x), 0), i = 0, 1,
Hε|z=i = γi(t;x), γi(t;x) = (γi1(t), γi2(t;x), 0), i = 0, 1,
(uε, Hε)|t=0 = (u0, H0), u0 = (a(z), b(x, z), 0), H0 = (c(z), d(x, z), 0),
(1.11)
which will be described in detail in Section 5.
It is our second concern to verify the convergence of solution of (1.1) with uni-
form magnetic background to that of (1.3) when ε vanishes, which is equivalent
to vanishing viscosity and resistivity limit of (1.1) with nonhomogeneous Dirichlet
condition (1.11). In this case, the boundary condition for the magnetic fields can be
considered as no-slip boundary condition, which may generate a strong boundary
layer effect. To our knowledge, even in 2-D problem, it still remains open because
it is challenging to control the behaviour of the vorticity (or the stream function)
of the magnetic fields near the boundaries. In this paper, we attempt to answer
this type of problem and try to find out the stabilizing effects of the magnetic
fields, although by means of the structure of plane MHD flow and the uniformly
magnetic fields. Compared with the previous work [10, 22], which developed this
problem in the linear level with the perturbation around some shear flows, we are
inspiring in Theorem 5.1 to prove the same convergence rate as the case of the
perfectly conducting wall conditions, which gives us a clue about the stabilizing
effects of magnetic fields with the structure of plane parallel flow. In addition, we
also mention that it is very difficult to study the problem in general case, even
for the 2-D well-posedness of MHD boundary layer equations because we lose to
control the tangential derivatives and the additional boundary effect resulted from
the magnetic fields.
Before we state the main theorem, we mention that there are some compatibil-
ity conditions imposed to ensure the higher order regularity of (1.7)-(1.8). More
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precisely, the zero-order compatibility conditions would be given as follows:

αi(0;x) = u0(x, i), i = 0, 1,
(H0)3(x, 0) = 0,
∂z(H0)j(x, i) = 0, i = 0, 1, j = 1, 2.
(1.12)
In addition, the first-order compatibility conditions would be given as follows:

∂tα
i
1(0)− ε∂zza(i) = f1(0; i),
∂tα
i
2(0;x)− ε∆x,zb(x, i) + a(i)∂xb(x, i)− c(i)∂xd(x, i) = f2(0;x, i),
−ε∂zzzc(i) = 0,
−ε∆x,z∂zd(x, i) + ∂z [a(i)∂xd(x, i)− c(i)∂xb(x, i)] = 0,
(1.13)
where i = 0, 1.
Our main result is stated as follows.
Theorem 1.1. Suppose that u0, H0 ∈ Hm(Ω), f ∈ L∞(0, T ;Hm(Ω)),
αi ∈ H2(0, T ;Hm(∂Ω)), i = 0, 1,m > 5, satisfying the compatibility condition
(1.12). Then there exist positive constants C > 0, independent of ε, such that for
any solution (uε, Hε) of (1.7) with the initial data (u0, H0) and boundary data α
i
in (1.8), satisfying that
‖(uε − u˜a, Hε − h˜a)‖L∞(0,T ;L2(Ω)) ≤ Cε
3
4 , (1.14)
‖(uε − u˜a, Hε − h˜a)‖L∞(0,T ;H1(Ω)) ≤ Cε
1
4 , (1.15)
‖(uε − u˜a, Hε − h˜a)‖L∞((0,T )×Ω)) ≤ C
√
ε, (1.16)
where u˜a, h˜a are defined by (3.17) in Section 3.
Remark 1.1. Our main theorem, Theorem 1.1, shows that the convergence rates
obtained in Navier-Stokes equations can be extended to the MHD flow. It is noted
that the convergence rates for the magnetic field is the same as for the velocity field.
It seems that the boundary layer is essentially resulted from the mismatch of the
boundary conditions for the velocity field.
Remark 1.2. Indeed, due to the good structure of the plane MHD flow, the leading
order profiles in the approximate solutions will obey weak coupling system, which
inspires that the convergence theory can be established and the results are global in
time.
Remark 1.3. Indeed, our results can be extended to the case that the viscosity and
resistivity coefficients are νε and κε with constants ν, κ > 0, respectively, which is
also studied in [23, 24].
Through this paper, we denote
〈Z〉 :=
√
1 + |Z|2.
The rest of this paper is organized as follows: Section 2 is devoted to deriving the
boundary layer equations and boundary conditions for the correctors; the modified
approximate solutions will be constructed in Section 3; our main theorem will be
proved in Section 4; Section 5 is devoted to studying the problem with uniform
magnetic background; higher order expansions and improved convergence rates
will be obtained in Section 6.
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2. The boundary layer equations for the correctors
In this section, we will derive the boundary layer type equations for the correc-
tors. The approach to a rigorous boundary layer analysis that we take is to derive
the equations for the correctors, which is the difference between the viscous MHD
solutions (uε, Hε, 0) and the ideal MHD solutions (u0, H0, 0), We assume that the
viscous MHD solutions are well approximated by

ua1(t; z) := u
ou
1 (t; z) + θ
0
1
(
t; z√
ε
)
+ θu,01
(
t; 1−z√
ε
)
,
ua2(t;x, z) := u
ou
2 (t;x, z) + θ
0
2
(
t;x, z√
ε
)
+ θu,02
(
t;x, 1−z√
ε
)
,
ha1(t; z) := H
ou
1 (t; z) + h
0
1
(
t; z√
ε
)
+ hu,01
(
t; 1−z√
ε
)
,
ha2(t;x, z) := H
ou
2 (t;x, z) + h
0
2
(
t;x, z√
ε
)
+ hu,02
(
t;x, 1−z√
ε
)
,
(2.1)
where the correctors satisfy that
(θ0i , h
0
i )→ 0 as Z →∞; (θu,0i , hu,0i )→ 0 as Zu →∞, (2.2)
in which i = 1, 2, Z = z/
√
ε and Zu = (1− z)/√ε.
Every part in the approximate solutions satisfy the following problems:
(I) The outer solutions (uou, Hou).
The outer solutions (uou, Hou) satisfy the ideal MHD equations (1.9) with the
initial data
(u0, H0)|t=0 = (u0, H0). (2.3)
The uniqueness of the solutions to the system implies that (uou, Hou) ≡ (u0, H0).
(II) The lower correctors (θ01 , θ
0
2, h
0
1, h
0
2).
The lower correctors (θ01 , θ
0
2, h
0
1, h
0
2) satisfy that

∂tθ
0
1 − ∂ZZθ01 = 0,
∂tθ
0
2 − ∂ZZθ02 + (u01(t; 0) + θ01)∂xθ02 + θ01∂xu02(t;x, 0)
−(H01 (t; 0) + h01)∂xh02 − h01∂xH02 (t;x, 0) = 0,
∂th
0
1 − ∂ZZh01 = 0,
∂th
0
2 − ∂ZZh02 + (u01(t; 0) + θ01)∂xh02 + θ01∂xH02 (t;x, 0)
−(H01 (t; 0) + h01)∂xθ02 − h01∂xu02(t;x, 0) = 0,
(θ01, θ
0
2 , ∂Zh
0
1, ∂Zh
0
2)|Z=0 = (α01(t)− u01(t; 0), α02(t;x)− u02(t;x, 0), 0, 0),
(θ01, θ
0
2 , h
0
1, h
0
2)|Z=∞ = (0, 0, 0, 0),
(θ01, θ
0
2 , h
0
1, h
0
2)|t=0 = (0, 0, 0, 0).
(2.4)
(III) The upper correctors (θu,01 , θ
u,0
2 , h
u,0
1 , h
u,0
2 ).
The lower correctors (θu,01 , θ
u,0
2 , h
u,0
1 , h
u,0
2 ) satisfy that

∂tθ
u,0
1 − ∂ZuZuθu,01 = 0,
∂tθ
u,0
2 − ∂ZuZuθu,02 + (u01(t; 1) + θu,01 )∂xθu,02 + θu,01 ∂xu02(t;x, 1)
−(H01 (t; 1) + hu,01 )∂xhu,02 − hu,01 ∂xhu,02 (t;x, 1) = 0,
∂th
u,0
1 − ∂ZuZuhu,01 = 0,
∂th
u,0
2 − ∂ZuZuhu,02 + (u01(t; 1) + θu,01 )∂xhu,02 + θu,01 ∂xhu,02 (t;x, 1)
−(H01 (t; 1) + hu,01 )∂xθu,02 − hu,01 ∂xu02(t;x, 1) = 0,
(θu,01 , θ
u,0
2 , ∂Zuh
u,0
1 , ∂Zuh
u,0
2 )|Z=0
= (α11(t)− u11(t; 1), α12(t;x)− u02(t;x, 1), 0, 0),
(θu,01 , θ
u,0
2 , h
u,0
1 , h
u,0
2 )|Zu=∞ = (0, 0, 0, 0),
(θu,01 , θ
u,0
2 , h
u,0
1 , h
u,0
2 )|t=0 = (0, 0, 0, 0).
(2.5)
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Due to the symmetry of the lower and upper correctors, for simplicity, we would
only discuss the problem (2.4). As shown in (2.4), θ01 , h
0
1 satisfy the one-dimensional
heat equation with Dirichlet boundary conditions and Neumann boundary condi-
tion on {Z = 0}, respectively. Therefore the well-posedness and regularity results
are classical ([6]). For the problems for θ02, h
0
2, they satisfy a parabolic system,
which can be solved by modifying the methods in [41]. Then the full problem (2.4)
is well-posed, so as for (2.5). In addition, all the weighted estimates used in our
arguments can be obtained by applying standard energy arguments, here we refer
to [2] for details and we omit the proof here.
3. The approximate solutions
In this section, we will construct the approximate solutions. Based on the argu-
ments in Section 2, we can know that the each corrector is well-defined, then the
approximations are well-defined. To study our problem, we introduce the modi-
fied approximate solutions with a cut-off function, which can be found in [2] for
instance.
Let ψ(z) be a smooth function on [0, 1] with
ψ(z) =


1, z ∈ [0, 13 ],
0, z ∈ [ 12 , 1],
smooth, otherwise.
(3.1)
It is easy to check that ψ(z)ψ(1− z) = 0 for any z ∈ [0, 1].
We introduce the truncated approximations as follows

u˜a1(t; z) := u
0
1(t; z) + ψ(z)θ
0
1
(
t; z√
ε
)
+ ψ(1− z)θu,01
(
t; 1−z√
ε
)
,
u˜a2(t;x, z) := u
0
2(t;x, z) + ψ(z)θ
0
2
(
t;x, z√
ε
)
+ ψ(1− z)θu,02
(
t;x, 1−z√
ε
)
,
h˜a1(t; z) := H
0
1 (t; z) + ψ(z)h
0
1
(
t; z√
ε
)
+ ψ(1− z)hu,01
(
t; 1−z√
ε
)
,
h˜a2(t;x, z) := H
0
2 (t;x, z) + ψ(z)h
0
2
(
t;x, z√
ε
)
+ ψ(1 − z)hu,02
(
t;x, 1−z√
ε
)
,
(3.2)
then the (u˜a, H˜a) satisfy that

∂tu˜
a
1 − ε∂zzu˜a1 = f1 +A+B,
∂tu˜
a
2 − ε∆x,zu˜a2 + u˜a1∂xu˜a2 − h˜a1∂xh˜a2 = f2 + C +D + E,
∂th˜
a
1 − ε∂zzh˜a1 = F +G,
∂th˜
a
2 − ε∆x,zh˜a2 + u˜a1∂xh˜a2 − h˜a1∂xu˜a2 = H + I + J,
(3.3)
where the remainders are given by
A = −2√ε
(
ψ′(z)∂Zθ
0
1 + ψ
′(1 − z)∂Zuθu,01
)
, (3.4)
B = −ε
(
∂zzu
0
1 + ψ
′′(z)θ01 + ψ
′′(1− z)θu,01
)
, (3.5)
C = ψ(z)(ψ(z)− 1) (θ01∂xθ02 − h01∂xh02)
+ψ(1− z)(ψ(1− z)− 1)
(
θu,01 ∂xθ
u,0
2 − hu,01 ∂xhu,02
)
,
(3.6)
D =
√
ε
[
ψ(z)
(
Z∂zu
0
1(t; 0)∂xθ
0
2 + Zθ
0
1∂zxu
0
2(t;x, 0)− Z∂zH01 (t; 0)∂xh02
−Z∂zxH02 (t;x, 0)h01
)− ψ(1− z)(Zu∂zu01(t; 1)∂xθu,02
+Zuθu,01 ∂zxu
0
2(t;x, 1)− Zu∂zH01 (t; 1)∂xhu,02 − Zu∂zxH02 (t;x, 1)hu,01
)
−2ψ′(z)∂Zθ02 − 2ψ′(1 − z)∂Zuθu,02
]
,
(3.7)
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E = ε
(
−∆x,zu02 − ψ(z)∂xxθ02
−ψ(1− z)∂xxθu,02 − ψ′′(z)θ02 − ψ′′(1 − z)θu,02
)
,
(3.8)
F = −2√ε
(
ψ′(z)∂Zh
0
1 + ψ
′(1− z)∂Zuhu,01
)
, (3.9)
G = −ε
(
∂zzH
0
1 + ψ
′′(z)h01 + ψ
′′(1− z)hu,01
)
, (3.10)
H = ψ(z)(ψ(z)− 1) (θ01∂xh02 − h01∂xθ02)
+ψ(1− z)(ψ(1− z)− 1)
(
θu,01 ∂xh
u,0
2 − hu,01 ∂xhu,02
)
,
(3.11)
I =
√
ε
[
ψ(z)
(
Z∂zu
0
1(t; 0)∂xh
0
2 + Zθ
0
1∂zxH
0
2 (t;x, 0)− Z∂zH01 (t; 0)∂xθ02
−Z∂zxu02(t;x, 0)h01
)− ψ(1− z)(Zu∂zu01(t; 1)∂xhu,02
+Zuθu,01 ∂zxH
0
2 (t;x, 1)− Zu∂zH01 (t; 1)∂xθu,02 − Zu∂zxu02(t;x, 1)hu,01
)
−2ψ′(z)∂Zh02 − 2ψ′(1 − z)∂Zuhu,02
]
,
(3.12)
J = ε
(
−∆x,zH02 − ψ(z)∂xxh02
−ψ(1− z)∂xxhu,02 − ψ′′(z)h02 − ψ′′(1− z)hu,02
)
.
(3.13)
After the above discussions, the initial data and the boundary conditions for
approximate solutions are {
(u˜a, h˜a)|t=0 = (u0, H0),
u˜a|z=i = αi(t;x), i = 0, 1. (3.14)
However, the perfectly conducting wall condition for the magnetic fields can not be
preserved in the above constructions, i.e., ∂zh˜
a
j |z=i 6= 0, i = 0, 1, j = 1, 2.
Due to boundary conditions for the magnetic fields are the perfectly conducting
conditions, we shall introduce a boundary corrector to ensure that the perfectly
conducting conditions can be preserved in our approximation. Introduce a smooth
cut-off function ρ0(Z) in Z ∈ [0,∞) with
ρ0(Z) =


1, Z ∈ [0, 1],
0, Z ∈ [2,∞),
smooth, otherwise,
(3.15)
where Z = z√
ε
. Define a boundary corrector η0 = (η01 , η
0
2) as
η01 := −∂zH01 (0)Zρ0(Z), η02 := −∂zH02 (t;x, 0)Zρ0(Z),
then we have
∂Zη
0|Z=0 = −(∂zH01 (0), ∂zH02 (t;x, 0)).
Similar arguments can be applied in Zu ∈ [0,∞): let ρu,0(Zu) in Zu ∈ [0,∞) with
ρu,0(Zu) =


1, Zu ∈ [0, 1],
0, Zu ∈ [2,∞),
smooth, otherwise,
(3.16)
where Zu = 1−z√
ε
. The boundary corrector ηu,0 = (ηu,01 , η
u,0
2 ) can be defined as
ηu,01 := −∂zH01 (1)Zuρu,0(Zu), ηu,02 := −∂zH02 (t;x, 1)Zuρu,0(Zu),
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It is easy to see that η0, ηu,0 are regular enough due to our assumption on the ideal
MHD flows (u0, H0) and the properties of the cut-off functions.
With this, define
h˜01(t;Z) := h
0
1(t;Z) +
√
εη01(Z), h˜
0
2(t;x, Z) := h
0
2(t;x, Z) +
√
εη02(t;x, Z),
h˜u,01 (t;Z
u) := hu,01 (t;Z
u)+
√
εηu,01 (Z
u), h˜u,02 (t;x, Z
u) := hu,02 (t;x, Z
u)+
√
εηu,02 (t;x, Z
u),
and the approximate solutions can be constructed as

u˜a1(t; z) := u
0
1(t; z) + ψ(z)θ
0
1
(
t; z√
ε
)
+ ψ(1− z)θu,01
(
t; 1−z√
ε
)
,
u˜a2(t;x, z) := u
0
2(t;x, z) + ψ(z)θ
0
2
(
t;x, z√
ε
)
+ ψ(1− z)θu,02
(
t;x, 1−z√
ε
)
,
h˜a1(t; z) := H
0
1 (t; z) + ψ(z)h˜
0
1
(
t; z√
ε
)
+ ψ(1− z)h˜u,01
(
t; 1−z√
ε
)
,
h˜a2(t;x, z) := H
0
2 (t;x, z) + ψ(z)h˜
0
2
(
t;x, z√
ε
)
+ ψ(1− z)h˜u,02
(
t;x, 1−z√
ε
)
,
(3.17)
where ψ is defined as (3.1) and we still use the (u˜a, h˜a) to define the new approxi-
mate solutions for simplicity. Then we have
(∂z h˜
a
1 , ∂zh˜
a
2)|z=i = (0, 0), i = 0, 1.
Therefore one can derive the equations for the approximate solutions as

∂tu˜
a
1 − ε∂zz u˜a1 = f1 +A+B,
∂tu˜
a
2 − ε∆x,zu˜a2 + u˜a1∂xu˜a2 − h˜a1∂xh˜a2 = f2 + C +D1 + E1,
∂th˜
a
1 − ε∂zzh˜a1 = F1 +G1 +G2,
∂th˜
a
2 − ε∆x,zh˜a2 + u˜a1∂xh˜a2 − h˜a1∂xu˜a2 = H + I1 + J1 + J2,
(3.18)
with the following initial and boundary conditions

(u˜a, h˜a)|t=0 = (u0, H0),
u˜a|z=i = αi(t;x), i = 0, 1,
(∂z h˜
a
1 , ∂zh˜
a
2)|z=i = (0, 0), i = 0, 1.
(3.19)
The remainders in (3.18) are given as
D1 = D −
√
ǫ
[
(ψ(z))2h01∂xη
0
2 + ψ(z)η
0
1∂xH
0
2 + (ψ(z))
2η01∂xh
0
2
]
−√ǫ[(ψ(1 − z))2hu,01 ∂xηu,02 + ψ(1 − z)ηu,01 ∂xH02
+(ψ(1− z))2ηu,01 ∂xhu,02 + ψ(z)H01∂xη02 + ψ(1− z)H01∂xηu,02
]
,
(3.20)
E1 = E − ε
[
(ψ(z))2η01∂xη
0
2 + (ψ(1 − z))2ηu,01 ∂xηu,02
]
, (3.21)
F1 = F −
√
ε
[
ψ(z)∂2Zη
0
1 + ψ(1 − z)∂2Zuηu,01
]
, (3.22)
G1 = G− 2ε
[
ψ′(z)∂Zη01 − ψ′(1− z)∂Zuηu,01
]
, (3.23)
G2 = −ε 32
[
ψ′′(z)η01 + ψ
′′(1− z)ηu,01
]
, (3.24)
I1 = I +
√
ε
[
ψ(z)∂tη
0
2 + ψ(1 − z)∂tηu,02 − ψ(z)∂2Zη02 − ψ(1− z)∂2Zuηu,02
+ψ(z)u01∂xη
0
2 + (ψ(z))
2θ01∂xη
0
2 − ψ(z)η01∂xu02 − (ψ(z))2η01∂xθ02
+ψ(1− z)u01∂xηu,02 + (ψ(1 − z))2θu,01 ∂xηu,02
−ψ(1− z)ηu,01 ∂xu02 − (ψ(1 − z))2ηu,01 ∂xθu,02
]
,
(3.25)
J1 = J + ε
[− 2ψ′(z)∂Zη02 − 2ψ′′(1− z)∂Zuηu,02 ], (3.26)
J2 = −ε 32
[
ψ′′(z)η02 + ψ
′′(1− z)ηu,02 + ψ(z)∂xxη02 + ψ(1− z)∂xxηu,02
]
, (3.27)
in which A,B,C,D,E, F,G,H, I, J are defined as in (3.4)–(3.13).
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The terms of approximate solutions (3.17) are determined by the ideal MHD
equations (1.9), problems (2.4) and (2.5), therefore the approximate solutions are
well-defined.
4. The convergence rates : Proofs of the Theorem 1.1
In this section, we will prove our main theorem. With the arguments stated in
the previous sections, we know that the approximate solutions are well-defined.
To obtain the explicit convergence rate between the viscous solutions and the
approximate solutions, we introduce the error solutions as follows
(uerr, herr) := (uε − u˜a, Hε − h˜a),
then the equations for (uerr, herr) read as

∂tu
err
1 − ε∂zzuerr1 = −(A+B),
∂tu
err
2 − ε∆x,zuerr2 + uerr1 ∂xu˜a2 + uε1∂xuerr2
−herr1 ∂xh˜a2 −Hε1∂xherr2 = −(C +D1 + E1),
∂th
err
1 − ε∂zzherr1 = −(F1 +G1 +G2),
∂th
err
2 − ε∆x,zherr2 + uerr1 ∂xh˜a2 + uε1∂xherr2
−herr1 ∂xu˜a2 −Hε1∂xuerr2 = −(H + I1 + J1 + J2),
(uerr1 , u
err
2 , ∂zh
err
1 , ∂zh
err
2 )|z=i = (0, 0, 0, 0), i = 0, 1,
(uerr1 , u
err
2 , h
err
1 , h
err
2 )|t=0 = (0, 0, 0, 0),
(4.1)
where the remainders are defined as in (3.20)–(3.27).
Since the well-posedness of the viscous MHD, ideal MHD are classical, and the
approximate solutions are well-defined, therefore we only need to deduce the con-
vergence rates for the error solutions.
Before proving our main result, we introduce the anisotropic Sobolev inequality
that will be used in the proof of our main theorems. See [2] for instance.
Lemma 4.1. ([2]) There holds that
‖u‖L∞((0,T )×Ω) ≤ C
(‖u‖ 12L∞(0,T ;L2(Ω))‖∂zu‖ 12L∞(0,T ;L2(Ω))
+ ‖∂zu‖
1
2
L∞(0,T ;L2(Ω))‖∂xu‖
1
2
L∞(0,T ;L2(Ω))
+ ‖u‖ 12L∞(0,T ;L2(Ω))‖∂x∂zu‖
1
2
L∞(0,T ;L2(Ω))
)
,
(4.2)
for all u ∈ H10 (Ω). It is pointed out that the left-hand sides of the inequality could
be infinite.
Now we are on a position to prove Theorem 1.1.
Proof of Theorem 1.1. We will complete our proof by the following several steps.
Step 1: Estimates for (uerr1 , h
err
1 ).
Multiplying (4.1)1 by u
err
1 , integrating by parts over the Ω, we have
1
2
d
dt
‖uerr1 ‖2L2(0,1) + ε‖∂zuerr1 ‖2L2(0,1) = −
∫ 1
0
(A+B)uerr1 dz. (4.3)
As an example, one term of the right-hand side can be bounded by∣∣∣∣
∫ 1
0
ψ′(z)∂Zθ
0
1(t; z/
√
ε)uerr1
∣∣∣∣ ≤
∫ 2
3
1
3
∣∣∂Zθ01uerr1 ∣∣
≤ Cε 54 ‖uerr1 ‖L2(0,1)‖〈Z〉2∂Zθ01‖L2(0,∞),
BOUNDARY LAYER FOR PLANE PARALLEL MHD FLOW 11
in which the weighted estimates for boundary layer correctors have been used (see
[2] for instance) and the limits of integration are due to the support properties of
the cut-off function ψ. Other terms can be estimated in a similar way. Therefore,
we get that
1
2
d
dt
‖uerr1 ‖2L2(0,1) + ε‖∂zuerr1 ‖2L2(0,1)
≤Cε 74 ‖uerr1 ‖L2
(
‖〈Z〉2∂Zθ01‖L2(0,∞) + ‖〈Zu〉2∂Zuθu,01 ‖L2(0,∞)
)
+ Cε‖uerr1 ‖L2
(
‖θ01‖L2(0,∞) + ‖θu,01 ‖L2(0,∞) + ‖u01‖H2
)
.
(4.4)
Applying the Cauchy inequality and Gronwall’s inequality, we have
‖uerr1 ‖L∞(0,T ;L2(0,1)) +
√
ε‖∂zuerr1 ‖L2(0,T ;L2(0,1)) ≤ Cε. (4.5)
Multiplying (4.1)1 by −∂zzuerr1 , integrating by parts over the Ω to yield that
1
2
d
dt
‖∂zuerr1 ‖2L2(0,1) + ε‖∂zzuerr1 ‖2L2(0,1)
≤Cε‖∂zzuerr1 ‖L2
(
‖〈Z〉2∂Zθ01‖L2(0,∞) + ‖〈Zu〉2∂Zuθu,01 ‖L2(0,∞)
+ ‖θ01‖L2(0,∞) + ‖θu,01 ‖L2(0,∞) + ‖u01‖H2
)
,
(4.6)
then one has
‖∂zuerr1 ‖L∞(0.T ;L2(0,1)) +
√
ε‖∂zzuerr1 ‖L2(0,T ;L2(0,1)) ≤ C
√
ε, (4.7)
where we have used the estimates obtained in Appendix of [2].
Therefore, we have
‖uerr1 ‖L∞(0,T ;L2(0,1)) ≤ Cε, (4.8)
‖uerr1 ‖L∞(0,T ;H1(0,1)) ≤ C
√
ε, (4.9)
‖uerr1 ‖L∞((0,T )×(0,1)) ≤‖uerr1 ‖
1
2
L∞(0,T ;L2(0,1))‖uerr1 ‖
1
2
L∞(0,T ;H1(0,1))
≤Cε 34 .
(4.10)
Following the similar arguments for herr1 , we have
‖herr1 ‖L∞(0,T ;L2(0,1)) ≤ Cε, (4.11)
‖herr1 ‖L∞(0,T ;H1(0,1)) ≤ C
√
ε, (4.12)
‖herr1 ‖L∞((0,T )×(0,1)) ≤ Cε
3
4 . (4.13)
Step 2: Estimates for (uerr2 , h
err
2 ).
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Multiplying (4.1)2,4 by u
err
2 , h
err
2 , respectively, integrating by parts and adding
the results, we get that
1
2
d
dt
‖(uerr2 , herr2 )‖2L2 + ε‖∇x,z(uerr2 , herr2 )‖2L2 = −
∫
Ω
uerr1 ∂xu˜
a
2u
err
2
−
∫
Ω
herr1 u
err
2 ∂xh˜
a
2 −
∫
Ω
(C +D1 + E1)u
err
2
−
∫
Ω
uerr1 ∂xh˜
a
2 · herr2 −
∫
Ω
herr1 ∂xu˜
a
2 · herr2
−
∫
Ω
(H + I1 + J1 + J2)h
err
2 :=
11∑
i=1
Ii.
(4.14)
Every term (I = 1, 2, · · · , 10) can be estimated as follows.
I1 ≤ ‖uerr1 ‖L2
(
‖∂xu02‖L∞ + ‖∂xθ02‖L∞ + ‖∂xθu,02 ‖L∞
)
‖uerr2 ‖L2
≤ Cε
(
‖∂xu02‖L∞ + ‖∂xθ02‖L∞ + ‖∂xθu,02 ‖L∞
)
‖uerr2 ‖L2,
(4.15)
I2 ≤ ‖herr1 ‖L2
(
‖∂xH02‖L∞ + ‖∂xh02‖L∞ + ‖∂xhu,02 ‖L∞
)
‖uerr2 ‖L2
≤ Cε
(
‖∂xH02‖L∞ + ‖∂xh02‖L∞ + ‖∂xhu,02 ‖L∞
)
‖uerr2 ‖L2 ,
(4.16)
I3 ≤Cε 54 ‖uerr2 ‖L2
(
‖θ01‖L∞‖〈Z〉2∂xθ02‖L2 + ‖h01‖L∞‖〈Z〉2∂xh02‖L2
+ ‖θu,01 ‖L∞‖〈Zu〉2∂xθu,02 ‖L2 + ‖hu,01 ‖L∞‖〈Zu〉2∂xhu,02 ‖L2
)
,
(4.17)
I4 ≤Cε 34 ‖uerr2 ‖L2
(
‖∂zu01‖L∞‖〈Z〉∂xθ02‖L2 + ‖〈Z〉θ01‖L2‖∂zxu02‖L∞
+ ‖∂zH01‖L∞‖〈Z〉∂xh02‖L2 + ‖∂zxH02‖L∞‖〈Z〉h01‖L2
+ ‖∂zu01‖L∞‖〈Zu〉∂xθu,02 ‖L2 + ‖〈Zu〉θu,01 ‖L2‖∂zxu02‖L∞
+ ‖∂zH01‖L∞‖〈Zu〉∂xhu,02 ‖L2 + ‖∂zxH02‖L∞‖〈Zu〉hu,01 ‖L2
+ ‖∂Zθ02‖L2 + ‖∂Zuθu,02 ‖L2 + ‖h01‖L∞‖∂xη02‖L2 + ‖η01‖L2‖∂xH02‖L∞
+ ‖η01‖L∞‖∂xh02‖L2 + ‖hu,01 ‖L∞‖∂xηu,02 ‖L2 + ‖ηu,01 ‖L2‖∂xH02‖L∞
+ ‖ηu,01 ‖L∞‖∂xhu,02 ‖L2 + ‖H01‖L∞‖∂xη02‖L2 + ‖H01‖L∞‖∂xηu,02 ‖L2
)
,
(4.18)
I5 ≤Cε‖uerr2 ‖L2
(
‖u02‖H2 + ‖∂xxθ02‖L2 + ‖∂xxθu,02 ‖L2 + ‖θ02‖L2
+ ‖θu,02 ‖L2 + ‖η01‖L∞‖∂xη02‖L2 + ‖ηu,01 ‖L∞‖∂xηu,02 ‖L2
)
,
(4.19)
I6 ≤ ‖uerr1 ‖L2
(
‖∂xH02‖L∞ + ‖∂xh02‖L∞ + ‖∂xhu,02 ‖L∞
)
‖herr2 ‖L2
≤ Cε
(
‖∂xH02‖L∞ + ‖∂xh02‖L∞ + ‖∂xhu,02 ‖L∞
)
‖herr2 ‖L2 ,
(4.20)
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I7 ≤ ‖herr1 ‖L2
(
‖∂xu02‖L∞ + ‖∂xθ02‖L∞ + ‖∂xθu,02 ‖L∞
)
‖herr2 ‖L2
≤ Cε
(
‖∂xu02‖L∞ + ‖∂xθ02‖L∞ + ‖∂xθu,02 ‖L∞
)
‖herr2 ‖L2,
(4.21)
I8 ≤Cε 54 ‖herr2 ‖L2
(
‖θ01‖L∞‖〈Z〉2∂xh02‖L2 + ‖h01‖L∞‖〈Z〉2∂xθ02‖L2
+ ‖θu,01 ‖L∞‖〈Zu〉2∂xhu,02 ‖L2 + ‖hu,01 ‖L∞‖〈Zu〉2∂xθu,02 ‖L2
)
,
(4.22)
I9 ≤Cε 34 ‖herr2 ‖L2
(
‖∂zu01‖L∞‖〈Z〉∂xh02‖L2 + ‖〈Z〉θ01‖L2‖∂zxH02‖L2
+ ‖∂zH01‖L∞‖〈Z〉∂xθ02‖L2 + ‖∂zxH02‖L∞‖〈Z〉h01‖L2
+ ‖∂zu01‖L∞‖〈Zu〉∂xhu,02 ‖L2 + ‖〈Zu〉θu,01 ‖L2‖∂zxH02‖L∞
+ ‖〈Zu〉∂xθu,02 ‖L2‖∂zH01‖L∞ + ‖∂zxH02‖L∞‖〈Zu〉θu,01 ‖L2
+ ‖∂Zh02‖L2 + ‖∂Zuhu,02 ‖L2 + ‖∂tη02‖L2 + ‖∂tηu,02 ‖L2 + ‖∂2Zη02‖L2
+ ‖∂2Zuηu,02 ‖L2 + ‖u01‖L∞‖∂xη02‖L2 + ‖θ01‖L∞‖∂xη02‖L2
+ ‖η01‖L2‖∂xu02‖L∞ + ‖η01‖L∞‖∂xθ02‖L2 + ‖u01‖L∞‖∂xηu,02 ‖L2
+ ‖θu,01 ‖L∞‖∂xηu,02 ‖L2 + ‖ηu,01 ‖L2‖∂xu02‖L∞ + ‖ηu,01 ‖L∞‖∂xθu,02 ‖L2
)
,
(4.23)
I10 ≤Cε‖herr2 ‖L2
(
‖H02‖H2 + ‖∂xxh02‖L2 + ‖∂xxhu,02 ‖L2 + ‖h02‖L2
+ ‖hu,02 ‖L2 + ‖∂Zη02‖L2 + ‖∂Zuηu,02 ‖L2
)
,
(4.24)
I11 ≤ Cε 32 ‖herr2 ‖L2
(
‖η02‖L2 + ‖ηu,02 ‖L2 + ‖∂xxη02‖L2 + ‖∂xxηu,02 ‖L2
)
. (4.25)
Putting the above estimates into (4.14), applying the Cauchy’s inequality and the
Gronwall’s inequality, we have
‖(uerr2 , herr2 )‖L∞(0,T ;L2(Ω)) +
√
ε
2
‖∇x,z(uerr2 , herr2 )‖L2(0,T ;L2(Ω)) ≤ Cε
3
4 . (4.26)
Multiplying (4.1)2,4 by −∂xxuerr2 ,−∂xxherr2 , respectively, integrating on Ω and
adding the results to give that
1
2
d
dt
‖∂x(uerr2 , herr2 )‖2L2 + ε‖∇x,z∂x(uerr2 , herr2 )‖2L2 =
∫
Ω
uerr1 ∂xxu˜
a
2∂xu
err
2
+
∫
Ω
herr1 ∂xu
err
2 ∂xxh˜
a
2 −
∫
Ω
∂x(C +D1 + E1)∂xu
err
2
+
∫
Ω
uerr1 ∂xxh˜
a
2∂xh
err
2 +
∫
Ω
herr1 ∂xxu˜
a
2∂xh
err
2
−
∫
Ω
∂x(H + I1 + J1 + J2)∂xh
err
2 :=
11∑
i=1
Mi.
(4.27)
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Every term Mi can be bounded by
M1 ≤ ‖uerr1 ‖L2
(
‖∂xxu02‖L∞ + ‖∂xxθ02‖L∞ + ‖∂xxθu,02 ‖L∞
)
‖∂xuerr2 ‖L2
≤ Cε
(
‖∂xxu02‖L∞ + ‖∂xxθ02‖L∞ + ‖∂xxθu,02 ‖L∞
)
‖∂xuerr2 ‖L2 ,
(4.28)
M2 ≤ ‖herr1 ‖L2
(
‖∂xxH02‖L∞ + ‖∂xxh02‖L∞ + ‖∂xxhu,02 ‖L∞
)
‖∂xuerr2 ‖L2
≤ Cε
(
‖∂xxH02‖L∞ + ‖∂xxh02‖L∞ + ‖∂xxhu,02 ‖L∞
)
‖∂xuerr2 ‖L2,
(4.29)
M3 ≤Cε 54 ‖∂xuerr2 ‖L2
(
‖θ01‖L∞‖〈Z〉2∂xxθ02‖L2 + ‖h01‖L∞‖〈Z〉2∂xxh02‖L2
+ ‖θu,01 ‖L∞‖〈Zu〉2∂xxθu,02 ‖L2 + ‖hu,01 ‖L∞‖〈Zu〉2∂xxhu,02 ‖L2
)
,
(4.30)
M4 ≤Cε 34 ‖∂xuerr2 ‖L2
(
‖∂zu01‖L∞‖〈Z〉∂xxθ02‖L2 + ‖〈Z〉θ01‖L2‖∂zxxu02‖L∞
+ ‖∂zH01‖L∞‖〈Z〉∂xxh02‖L2 + ‖∂zxxH02‖L∞‖〈Z〉h01‖L2
+ ‖∂zu01‖L∞‖〈Zu〉∂xxθu,02 ‖L2 + ‖〈Zu〉θu,01 ‖L2‖∂zxxu02‖L∞
+ ‖∂zH01‖L∞‖〈Zu〉∂xxhu,02 ‖L2 + ‖∂zxxH02‖L∞‖〈Zu〉hu,01 ‖L2
+ ‖∂xZθ02‖L2 + ‖∂xZuθu,02 ‖L2 + ‖h01‖L∞‖∂xxη02‖L2
+ ‖η01‖L2‖∂xxH02‖L∞ + ‖η01‖L∞‖∂xxh02‖L2 + ‖hu,01 ‖L∞‖∂xxηu,02 ‖L2
+ ‖ηu,01 ‖L2‖∂xxH02‖L∞ + ‖ηu,01 ‖L∞‖∂xxhu,02 ‖L2
++‖H01‖L∞‖∂xxη02‖L2 + ‖H01‖L∞‖∂xxηu,02 ‖L2
)
,
(4.31)
M5 ≤Cε‖∂xuerr2 ‖L2
(
‖u02‖H3 + ‖∂xxxθ02‖L2 + ‖∂xxxθu,02 ‖L2 + ‖∂xθ02‖L2
+ ‖∂xθu,02 ‖L2 + ‖η01‖L∞‖∂xxη02‖L2 + ‖ηu,01 ‖L∞‖∂xxηu,02 ‖L2
)
,
(4.32)
M6 ≤ ‖uerr1 ‖L2
(
‖∂xxH02‖L∞ + ‖∂xxh02‖L∞ + ‖∂xxhu,02 ‖L∞
)
‖∂xherr2 ‖L2
≤ Cε
(
‖∂xxH02‖L∞ + ‖∂xxh02‖L∞ + ‖∂xxhu,02 ‖L∞
)
‖∂xherr2 ‖L2,
(4.33)
M7 ≤ ‖herr1 ‖L2
(
‖∂xxu02‖L∞ + ‖∂xxθ02‖L∞ + ‖∂xxθu,02 ‖L∞
)
‖∂xherr2 ‖L2
≤ Cε
(
‖∂xxu02‖L∞ + ‖∂xxθ02‖L∞ + ‖∂xxθu,02 ‖L∞
)
‖∂xherr2 ‖L2 ,
(4.34)
M8 ≤Cε 54 ‖∂xherr2 ‖L2
(
‖θ01‖L∞‖〈Z〉2∂xxh02‖L2 + ‖h01‖L∞‖〈Z〉2∂xxθ02‖L2
+ ‖θu,01 ‖L∞‖〈Zu〉2∂xxhu,02 ‖L2 + ‖hu,01 ‖L∞‖〈Zu〉2∂xxθu,02 ‖L2
)
,
(4.35)
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M9 ≤Cε 34 ‖∂xherr2 ‖L2
(
‖∂zu01‖L∞‖〈Z〉∂xxh02‖L2 + ‖〈Z〉θ01‖L2‖∂zxxH02‖L2
+ ‖∂zH01‖L∞‖〈Z〉∂xxθ02‖L2 + ‖∂zxxH02‖L∞‖〈Z〉h01‖L2
+ ‖∂zu01‖L∞‖〈Zu〉∂xxhu,02 ‖L2 + ‖〈Zu〉θu,01 ‖L2‖∂zxxH02‖L∞
+ ‖〈Zu〉∂xxθu,02 ‖L2‖∂zH01‖L∞ + ‖∂zxxH02‖L∞‖〈Zu〉θu,01 ‖L2
+ ‖∂xZh02‖L2 + ‖∂xZuhu,02 ‖L2 + ‖∂txη02‖L2 + ‖∂txηu,02 ‖L2 + ‖∂xZZη02‖L2
+ ‖∂xZuZuηu,02 ‖L2 + ‖u01‖L∞‖∂xxη02‖L2 + ‖θ01‖L∞‖∂xxη02‖L2
+ ‖η01‖L2‖∂xxu02‖L∞ + ‖η01‖L∞‖∂xxθ02‖L2 + ‖u01‖L∞‖∂xxηu,02 ‖L2
+ ‖θu,01 ‖L∞‖∂xxηu,02 ‖L2 + ‖ηu,01 ‖L2‖∂xxu02‖L∞ + ‖ηu,01 ‖L∞‖∂xxθu,02 ‖L2
)
,
(4.36)
M10 ≤Cε‖∂xherr2 ‖L2
(
‖H02‖H3 + ‖∂xxxh02‖L2 + ‖∂xxxhu,02 ‖L2
+ ‖∂xh02‖L2 + ‖∂xhu,02 ‖L2 + ‖∂xZη02‖L2 + ‖∂xZuηu,02 ‖L2
)
,
(4.37)
M11 ≤ Cε 32 ‖∂xherr2 ‖L2
(
‖∂xη02‖L2 + ‖∂xηu,02 ++‖∂xxxη02‖L2 + ‖∂xxxηu,02 ‖L2‖L2
)
.
(4.38)
Putting (4.28)-(4.38) into (4.27), applying the Cauchy’s inequality and Gronwall’s
inequality to yield that
‖∂x(uerr2 , herr2 )‖L∞(0,T ;L2(Ω))+
√
ε
2
‖∇x,z∂x(uerr2 , herr2 )‖L2(0,T ;L2(Ω)) ≤ Cε
3
4 . (4.39)
Multiplying (4.1)2,4 by −∂zzuerr2 ,−∂zzherr2 , respectively, integrating on Ω and
adding the results to give that
1
2
d
dt
‖∂z(uerr2 , herr2 )‖2L2 + ε‖∇x,z∂z(uerr2 , herr2 )‖2L2 =
∫
Ω
uerr1 ∂xu˜
a
2∂zzu
err
2
+
∫
Ω
herr1 ∂zzu
err
2 ∂xh˜
a
2 +
∫
Ω
(C +D1 + E1)∂zzu
err
2
+
∫
Ω
uerr1 ∂xh˜
a
2∂zzh
err
2 +
∫
Ω
herr1 ∂xu˜
a
2∂zzh
err
2
+
∫
Ω
(H + I1 + J1 + J2)∂zzh
err
2 :=
11∑
i=1
Ki.
(4.40)
We bound every Ki(i = 1, 2, · · · , 10) as follows.
K1 ≤ ‖uerr1 ‖L2
(
‖∂xu02‖L∞ + ‖∂xθ02‖L∞ + ‖∂xθu,02 ‖L∞
)
‖∂zzuerr2 ‖L2
≤ Cε
(
‖∂xu02‖L∞ + ‖∂xθ02‖L∞ + ‖∂xθu,02 ‖L∞
)
‖∂zzuerr2 ‖L2,
(4.41)
K2 ≤ ‖herr1 ‖L2
(
‖∂xH02‖L∞ + ‖∂xh02‖L∞ + ‖∂xhu,02 ‖L∞
)
‖∂zzuerr2 ‖L2
≤ Cε
(
‖∂xH02‖L∞ + ‖∂xh02‖L∞ + ‖∂xhu,02 ‖L∞
)
‖∂zzuerr2 ‖L2 ,
(4.42)
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K3 ≤Cε 54 ‖∂zzuerr2 ‖L2
(
‖θ01‖L∞‖〈Z〉2∂xθ02‖L2 + ‖h01‖L∞‖〈Z〉2∂xh02‖L2
+ ‖θu,01 ‖L∞‖〈Zu〉2∂xθu,02 ‖L2 + ‖hu,01 ‖L∞‖〈Zu〉2∂xhu,02 ‖L2
)
,
(4.43)
K4 ≤Cε 34 ‖∂zzuerr2 ‖L2
(
‖∂zu01‖L∞‖〈Z〉∂xθ02‖L2 + ‖〈Z〉θ01‖L2‖∂zxu02‖L∞
+ ‖∂zH01‖L∞‖〈Z〉∂xh02‖L2 + ‖∂zxH02‖L∞‖〈Z〉h01‖L2
+ ‖∂zu01‖L∞‖〈Zu〉∂xθu,02 ‖L2 + ‖〈Zu〉θu,01 ‖L2‖∂zxu02‖L∞
+ ‖∂zH01‖L∞‖〈Zu〉∂xhu,02 ‖L2 + ‖∂zxH02‖L∞‖〈Zu〉hu,01 ‖L2
+ ‖∂Zθ02‖L2 + ‖∂Zuθu,02 ‖L2 + ‖h01‖L∞‖∂xη02‖L2 + ‖η01‖L2‖∂xH02‖L∞
+ ‖η01‖L∞‖∂xh02‖L2 + ‖hu,01 ‖L∞‖∂xηu,02 ‖L2 + ‖ηu,01 ‖L2‖∂xH02‖L∞
+ ‖ηu,01 ‖L∞‖∂xhu,02 ‖L2 + ‖H01‖L∞‖∂xη02‖L2 + ‖H01‖L∞‖∂xηu,02 ‖L2
)
,
(4.44)
K5 ≤Cε‖∂zzuerr2 ‖L2
(
‖u02‖H2 + ‖∂xxθ02‖L2 + ‖∂xxθu,02 ‖L2 + ‖θ02‖L2
+ ‖θu,02 ‖L2 + ‖θu,02 ‖L2 + ‖η01‖L∞‖∂xη02‖L2 + ‖ηu,01 ‖L∞‖∂xηu,02 ‖L2
)
,
(4.45)
K6 ≤ ‖uerr1 ‖L2
(
‖∂xH02‖L∞ + ‖∂xh02‖L∞ + ‖∂xhu,02 ‖L∞
)
‖herr2 ‖L2
≤ Cε
(
‖∂xH02‖L∞ + ‖∂xh02‖L∞ + ‖∂xhu,02 ‖L∞
)
‖∂zzherr2 ‖L2,
(4.46)
K7 ≤ ‖herr1 ‖L2
(
‖∂xu02‖L∞ + ‖∂xθ02‖L∞ + ‖∂xθu,02 ‖L∞
)
‖herr2 ‖L2
≤ Cε
(
‖∂xu02‖L∞ + ‖∂xθ02‖L∞ + ‖∂xθu,02 ‖L∞
)
‖∂zzherr2 ‖L2 ,
(4.47)
K8 ≤Cε 54 ‖∂zzherr2 ‖L2
(
‖θ01‖L∞‖〈Z〉2∂xh02‖L2 + ‖h01‖L∞‖〈Z〉2∂xθ02‖L2
+ ‖θu,01 ‖L∞‖〈Zu〉2∂xhu,02 ‖L2 + ‖hu,01 ‖L∞‖〈Zu〉2∂xθu,02 ‖L2
)
,
(4.48)
K9 ≤Cε 34 ‖∂zzherr2 ‖L2
(
‖∂zu01‖L∞‖〈Z〉∂xh02‖L2 + ‖〈Z〉θ01‖L2‖∂zxH02‖L2
+ ‖∂zH01‖L∞‖〈Z〉∂xθ02‖L2 + ‖∂zxH02‖L∞‖〈Z〉h01‖L2
+ ‖∂zu01‖L∞‖〈Zu〉∂xhu,02 ‖L2 + ‖〈Zu〉θu,01 ‖L2‖∂zxH02‖L∞
+ ‖〈Zu〉∂xθu,02 ‖L2‖∂zH01‖L∞ + ‖∂zxH02‖L∞‖〈Zu〉θu,01 ‖L2
+ ‖∂Zh02‖L2 + ‖∂Zuhu,02 ‖L2 + ‖∂tη02‖L2 + ‖∂tηu,02 ‖L2 + ‖∂2Zη02‖L2
+ ‖∂2Zuηu,02 ‖L2 + ‖u01‖L∞‖∂xη02‖L2 + ‖θ01‖L∞‖∂xη02‖L2
+ ‖η01‖L2‖∂xu02‖L∞ + ‖η01‖L∞‖∂xθ02‖L2 + ‖u01‖L∞‖∂xηu,02 ‖L2
+ ‖θu,01 ‖L∞‖∂xηu,02 ‖L2 + ‖ηu,01 ‖L2‖∂xu02‖L∞ + ‖ηu,01 ‖L∞‖∂xθu,02 ‖L2
)
,
(4.49)
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K10 ≤Cε‖∂zzherr2 ‖L2
(
‖H02‖H2 + ‖∂xxh02‖L2 + ‖∂xxhu,02 ‖L2 + ‖h02‖L2
+ ‖hu,02 ‖L2 + ‖∂Zη02‖L2 + ‖∂Zuηu,02 ‖L2
)
,
(4.50)
K11 ≤ Cε 32 ‖∂zzherr2 ‖L2
(
‖η02‖L2 + ‖ηu,02 ‖L2 + ‖∂xxη02‖L2 + ‖∂xxηu,02 ‖L2
)
. (4.51)
Putting (4.41)-(4.51) into (4.40), using the Cauchy’s inequality and Gronwall’s
inequality to get that
‖∂z(uerr2 , herr2 )‖L∞(0,T ;L2(Ω))+
√
ε
2
‖∇x,z∂z(uerr2 , herr2 )‖L2(0,T ;L2(Ω)) ≤ Cε
1
4 . (4.52)
It should be pointed out that the above bounds of order ε
1
4 can not be improved
since we can not using integration by parts in the right-hand side involving second
or mixed derivatives in z, as ∂zu
err
2 may not vanish on the boundaries. In addition,
although one can apply the integration by parts in z for the magnetic fields, the
convergence rates can not be improved due to the loss of
√
ε resulted from the
derivatives in z for the remainders, which will give the same convergence rates.
Following the similar arguments, we also have
‖∂xx(uerr2 , herr2 )‖L∞(0,T ;L2(Ω)) ≤ Cε
3
4 (4.53)
and
‖∂z∂x(uerr2 , herr2 )‖L∞(0,T ;L2(Ω)) ≤ Cε
1
4 . (4.54)
Therefore, we deduce that
‖(uerr2 , herr2 )‖L∞(0,T ;H1(Ω)) ≤ Cε
1
4 . (4.55)
Finally, we use the Lemma 4.1 to get
‖uerr2 ‖L∞((0,T )×Ω) ≤ C
(
‖uerr2 ‖
1
2
L∞(0,T ;L2(Ω))‖∂zuerr2 ‖
1
2
L∞(0,T ;L2(Ω))
+ ‖∂zuerr2 ‖
1
2
L∞(0,T ;L2(Ω))‖∂xuerr2 ‖
1
2
L∞(0,T ;L2(Ω))
+ ‖uerr2 ‖
1
2
L∞(0,T ;L2(Ω))‖∂x∂zuerr2 ‖
1
2
L∞(0,T ;L2(Ω))
)
≤ C√ε.
(4.56)
To obtain the L∞ estimates for herr2 , we will replace the Lemma 4.1 by the following
inequality (see also Lemma 3.6 in [41])
‖u(x, z)‖L∞
x,z
. ‖u‖
1
4
L2
x
L2
z
‖u‖
1
4
H1
x
L2
z
‖u‖
1
4
L2
x
H1
z
‖u‖
1
4
H1
x
H1
z
.
Therefore, one has
‖herr2 ‖L∞((0,T )×Ω) ≤ C
√
ε. (4.57)
Combine the above steps, we have
‖(uerr, herr)‖L∞(0,T ;L2(Ω)) ≤ Cε
3
4 ,
‖(uerr, herr)‖L∞(0,T ;H1(Ω)) ≤ Cε
1
4 ,
‖(uerr, herr)‖L∞((0,T )×Ω) ≤ C
√
ε,
(4.58)
which completes the proof of Theorem 1.1. 
We end this section with the following corollary.
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Corollary 4.1. Under the assumptions of Theorem 1.1, the following optimal con-
vergence rate holds
Cε
1
4 ≤ ‖(uε − u0, Hε −H0)‖L∞(0,T ;L2(Ω)) ≤ Cε 14 , (4.59)
where (u0, H0) is the solution of Problem (1.9)-(1.10) and the constants C > 0 are
independent of ε.
Proof. The results of Corollary 4.1 is straightforward from the fact that
‖(θ0, θu,0, h0, hu,0, h˜0, h˜u,0)‖L∞(0,T ;L2(Ω∞)) ≈ ε
1
4 ,
where the boundary layer correctors θ0, θu,0, h0, hu,0, h˜0, h˜u,0 are determined in Sec-
tion 3 and Ω∞ = [0, L]× [0,∞). 
5. The case with uniform magnetic background: stabilizing effects
of magnetic fields
Based on the results obtained in Section 4, we will study the stabilizing effects
of magnetic fields. Precisely, we will study the case that the perfectly conducting
wall condition for magnetic fields replaced by uniform magnetic background, i.e.,
the (nonhomogeneous) Dirichlet boundary condition, see [3, 10, 11, 23, 24] and the
references therein. The boundary conditions and initial data in this case are stated
as follows

uε|z=i = αi(t;x), αi(t;x) = (αi1(t), αi2(t;x), 0), i = 0, 1,
Hε|z=i = γi(t;x), γi(t;x) = (γi1(t), γi2(t;x), 0), i = 0, 1,
(uε, Hε)|t=0 = (u0, H0), u0 = (a(z), b(x, z), 0), H0 = (c(z), d(x, z), 0).
(5.1)
With the boundary conditions, the zero-order and first-order compatibility condi-
tions would be given as follows respectively:{
αi(0;x) = u0(x, i), i = 0, 1,
γi(0;x) = H0(x, i), i = 0, 1,
(5.2)
and

∂tα
i
1(0)− ε∂zza(i) = f1(0; i),
∂tα
i
2(0;x)− ε∆x,zb(x, i) + a(i)∂xb(x, i)− c(i)∂xd(x, i) = f2(0;x, i),
∂tγ
i
1(0)− ε∂zzc(i) = 0,
∂tγ
i
2(0;x)− ε∆x,zd(x, i) + a(i)∂xd(x, i) − c(i)∂xb(x, i) = 0,
(5.3)
for i = 0, 1.
It is well known that the no-slip type boundary conditions will result in the strong
boundary layer. However, in the case with uniform magnetic background, compared
with Theorem 1.1, the convergence rates do not be worse, whose reasons are mainly
resulted from the stabilizing effects of the magnetic fields and the structure of the
plane MHD flow.
Following the arguments as in Section 2, we assume that the viscous MHD
solutions are well approximated by

ua1(t; z) := u
ou
1 (t; z) + θ
0
1
(
t; z√
ε
)
+ θu,01
(
t; 1−z√
ε
)
,
ua2(t;x, z) := u
ou
2 (t;x, z) + θ
0
2
(
t;x, z√
ε
)
+ θu,02
(
t;x, 1−z√
ε
)
,
ha1(t; z) := H
ou
1 (t; z) + h
0
1
(
t; z√
ε
)
+ hu,01
(
t; 1−z√
ε
)
,
ha2(t;x, z) := H
ou
2 (t;x, z) + h
0
2
(
t;x, z√
ε
)
+ hu,02
(
t;x, 1−z√
ε
)
,
(5.4)
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where the correctors satisfy that
(θ0i , h
0
i )→ 0 as Z →∞; (θu,0i , hu,0i )→ 0 as Zu →∞, (5.5)
in which i = 1, 2, Z = z/
√
ε and Zu = (1− z)/√ε.
Every part in the approximate solutions satisfy the following problems:
(I) The outer solutions (uou, Hou).
The outer solutions (uou, Hou) satisfy the ideal MHD equations (1.9) with the
initial data
(u0, H0)|t=0 = (u0, H0). (5.6)
The uniqueness of the solutions to the system implies that (uou, Hou) ≡ (u0, H0).
(II) The lower correctors (θ01 , θ
0
2, h
0
1, h
0
2).
The lower correctors (θ01 , θ
0
2, h
0
1, h
0
2) satisfy that

∂tθ
0
1 − ∂ZZθ01 = 0,
∂tθ
0
2 − ∂ZZθ02 + (u01(t; 0) + θ01)∂xθ02 + θ01∂xu02(t;x, 0)
−(H01 (t; 0) + h01)∂xh02 − h01∂xH02 (t;x, 0) = 0,
∂th
0
1 − ∂ZZh01 = 0,
∂th
0
2 − ∂ZZh02 + (u01(t; 0) + θ01)∂xh02 + θ01∂xH02 (t;x, 0)
−(H01 (t; 0) + h01)∂xθ02 − h01∂xu02(t;x, 0) = 0,
(θ01 , θ
0
2)|Z=0 = (α01(t)− u01(t; 0), α02(t;x)− u02(t;x, 0)),
(h01, h
0
2)|Z=0 = (γ01(t)−H01 (0), γ02(t;x)−H02 (t;x, 0)),
(θ01 , θ
0
2, h
0
1, h
0
2)|Z=∞ = (0, 0, 0, 0),
(θ01 , θ
0
2, h
0
1, h
0
2)|t=0 = (0, 0, 0, 0).
(5.7)
(III) The upper correctors (θu,01 , θ
u,0
2 , h
u,0
1 , h
u,0
2 ).
The lower correctors (θu,01 , θ
u,0
2 , h
u,0
1 , h
u,0
2 ) satisfy that

∂tθ
u,0
1 − ∂ZuZuθu,01 = 0,
∂tθ
u,0
2 − ∂ZuZuθu,02 + (u01(t; 1) + θu,01 )∂xθu,02 + θu,01 ∂xu02(t;x, 1)
−(H01 (t; 1) + hu,01 )∂xhu,02 − hu,01 ∂xhu,02 (t;x, 1) = 0,
∂th
u,0
1 − ∂ZuZuhu,01 = 0,
∂th
u,0
2 − ∂ZuZuhu,02 + (u01(t; 1) + θu,01 )∂xhu,02 + θu,01 ∂xhu,02 (t;x, 1)
−(H01 (t; 1) + hu,01 )∂xθu,02 − hu,01 ∂xu02(t;x, 1) = 0,
(θu,01 , θ
u,0
2 )|Zu=0 = (α11(t)− u11(t; 1), α12(t;x) − u02(t;x, 1)),
(hu,01 , h
u,0
2 )|Zu=0 = (γ11(t)−H01 (1), γ12(t;x)− h02(t;x, 1)),
(θu,01 , θ
u,0
2 , h
u,0
1 , h
u,0
2 )|Zu=∞ = (0, 0, 0, 0),
(θu,01 , θ
u,0
2 , h
u,0
1 , h
u,0
2 )|t=0 = (0, 0, 0, 0).
(5.8)
It is noted that the boundary conditions for both correctors of velocity and
magnetic fields are Dirichlet boundary conditions, then the well-posedness and reg-
ularity results of the above (5.7) and (5.8) are also classical, see [6, 41] for details.
Therefore the approximate solutions in this case are well-defined.
Following the arguments as before, let ψ(z) be a smooth function on [0, 1] with
ψ(z) =


1, z ∈ [0, 13 ],
0, z ∈ [ 12 , 1],
smooth, otherwise.
(5.9)
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We introduce the truncated approximations as follows

u˜a1(t; z) := u
0
1(t; z) + ψ(z)θ
0
1
(
t; z√
ε
)
+ ψ(1− z)θu,01
(
t; 1−z√
ε
)
,
u˜a2(t;x, z) := u
0
2(t;x, z) + ψ(z)θ
0
2
(
t;x, z√
ε
)
+ ψ(1− z)θu,02
(
t;x, 1−z√
ε
)
,
h˜a1(t; z) := H
0
1 (t; z) + ψ(z)h
0
1
(
t; z√
ε
)
+ ψ(1− z)hu,01
(
t; 1−z√
ε
)
,
h˜a2(t;x, z) := H
0
2 (t;x, z) + ψ(z)h
0
2
(
t;x, z√
ε
)
+ ψ(1− z)hu,02
(
t;x, 1−z√
ε
)
,
(5.10)
then the (u˜a, H˜a) satisfy that

∂tu˜
a
1 − ε∂zzu˜a1 = f1 +A+B,
∂tu˜
a
2 − ε∆x,zu˜a2 + u˜a1∂xu˜a2 − h˜a1∂xh˜a2 = f2 + C +D + E,
∂th˜
a
1 − ε∂zzh˜a1 = F +G,
∂th˜
a
2 − ε∆x,zh˜a2 + u˜a1∂xh˜a2 − h˜a1∂xu˜a2 = H + I + J,
(5.11)
with the following initial data and boundary conditions{
(u˜a, h˜a)|t=0 = (u0, H0),
(u˜a, h˜a)|z=i = (αi, γi)(t;x), i = 0, 1, (5.12)
where the remainders are given by (3.4)–(3.13). Introduce the error solutions as
follows
(uerr, herr) := (uε − u˜a, Hε − h˜a),
then the equations for (uerr, herr) read as

∂tu
err
1 − ε∂zzuerr1 = −(A+B),
∂tu
err
2 − ε∆x,zuerr2 + uerr1 ∂xu˜a2 + uε1∂xuerr2
−herr1 ∂xh˜a2 − hε1∂xherr2 = −(C +D + E),
∂th
err
1 − ε∂zzherr1 = −(F +G),
∂th
err
2 − ε∆x,zherr2 + uerr1 ∂xh˜a2 + uε1∂xherr2
−herr1 ∂xu˜a2 − hε1∂xuerr2 = −(H + I + J),
(uerr1 , u
err
2 , h
err
1 , h
err
2 )|z=i = (0, 0, 0, 0), i = 0, 1,
(uerr1 , u
err
2 , h
err
1 , h
err
2 )|t=0 = (0, 0, 0, 0),
(5.13)
where the remainders A,B,C,D,E, F,G,H, I, J are defined as in (3.4)–(3.13).
For the case with uniform magnetic background, we have the following result.
Theorem 5.1. Suppose the initial and boundary data, external force satisfy that
u0, H0 ∈ Hm(Ω), f ∈ L∞(0, T ;Hm(Ω)), αi, γi ∈ H2(0, T ;Hm(∂Ω)), i = 0, 1,m > 5
and the compatibility condition (5.2). Then there exist positive constants C > 0,
independent of ε, such that for any solution (uε, Hε) of (1.7) with the initial data
(u0, H0) and boundary data α
i, γi in (5.1), satisfying that
‖(uε − u˜a, Hε − h˜a)‖L∞(0,T ;L2(Ω)) ≤ Cε
3
4 , (5.14)
‖(uε − u˜a, Hε − h˜a)‖L∞(0,T ;H1(Ω)) ≤ Cε
1
4 , (5.15)
‖(uε − u˜a, Hε − h˜a)‖L∞((0,T )×Ω)) ≤ C
√
ε, (5.16)
where u˜a, h˜a are defined by (5.10).
Proof. The proof is similar to the arguments as in Section 4, the result follows.
Here we omit the details. 
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Remark 5.1. Compared with Theorem 1.1, the convergence rates in Theorem 5.1
do not become worse, which imply the stabilizing effect of the magnetic fields and
the good structure of the plane MHD flow.
The optimal convergence rate result can be obtained similarly and here we omit
it.
6. Improved convergence rates
In this section, we would use the higher-order expansions to improve the con-
vergence rates obtained in Section 4 and Section 5. Note that the arguments for
the case with perfectly conducting wall are similar to that with uniform magnetic
background, therefore we only discuss the case with uniform magnetic background
for simplicity. We introduce
u
a,1(t;x, z) = uou(t;x, z) + ulc
(
t;x, z√
ε
)
+ uuc
(
t;x, 1−z√
ε
)
,
ha,1(t;x, z) = Hou(t;x, z) +H lc
(
t;x, z√
ε
)
+Huc
(
t;x, 1−z√
ε
)
,
(6.1)
in which, the outer solution, lower corrector and upper corrector are defined as

uou1 := u
0
1(t; z) +
√
εu11(t; z),
uou2 := u
0
2(t;x, z) +
√
εu12(t;x, z),
Hou1 := H
0
1 (z) +
√
εH11 (t; z),
Hou2 := H
0
2 (t;x, z) +
√
εH12 (t;x, z),
(6.2)


ulc1
(
t; z√
ε
)
:= θ01
(
t; z√
ε
)
+
√
εθ11
(
t; z√
ε
)
,
ulc2
(
t;x, z√
ε
)
:= θ02
(
t;x, z√
ε
)
+
√
εθ12
(
t;x, z√
ε
)
,
H lc1
(
t; z√
ε
)
:= h01
(
t; z√
ε
)
+
√
εh11
(
t; z√
ε
)
,
H lc2
(
t;x, z√
ε
)
:= h02
(
t;x, z√
ε
)
+
√
εh12
(
t;x, z√
ε
)
,
(6.3)
and 

uuc1
(
t; 1−z√
ε
)
:= θu,01
(
t; 1−z√
ε
)
+
√
εθu,11
(
t; 1−z√
ε
)
,
uuc2
(
t;x, 1−z√
ε
)
:= θu,02
(
t;x, 1−z√
ε
)
+
√
εθu,12
(
t;x, 1−z√
ε
)
,
Huc1
(
t; 1−z√
ε
)
:= hu,01
(
t; 1−z√
ε
)
+
√
εhu,11
(
t; 1−z√
ε
)
,
Huc2
(
t;x, 1−z√
ε
)
:= hu,02
(
t;x, 1−z√
ε
)
+
√
εhu,12
(
t;x, 1−z√
ε
)
,
(6.4)
the correctors should obey the matching conditions{
(θi1, θ
i
2, h
i
1, h
i
2)→ (0, 0, 0, 0) as Z →∞,
(θu,i1 , θ
u,i
2 , h
u,i
1 , h
u,i
2 )→ (0, 0, 0, 0) as Zu →∞,
(6.5)
where i = 0, 1 and Z = z√
ε
and Zu = 1−z√
ε
.
We would derive the equations satisfied by the outer solutions and the correc-
tors. It is obvious that the terms of the leading order terms in the outer solu-
tions and the correctors are determined by the ideal MHD solutions (u0, H0) and
(θ0, h0), (θu,0, hu,0) constructed in Section 5, respectively. The first-order terms are
determined as follows:
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(I) The first-order terms of the outer solutions (u1, H1) satisfy the following
equations: 

∂tu
1
1 = 0,
∂tu
1
2 + u
0
1∂xu
1
2 + u
1
1∂xu
0
1 −H01∂xH12 −H11∂xH02 = 0,
∂tH
1
1 = 0,
∂tH
1
2 + u
0
1∂xH
1
2 + u
1
1∂xH
0
1 −H01∂xu12 −H11∂xu02 = 0,
(u11, u
1
2, H
1
1 , H
1
2 )|t=0 = (0, 0, 0, 0).
(6.6)
For given the ideal MHD solutions (u0, H0) with enough regularity, it can be
deduced that (u11, u
1
2, H
1
1 , H
1
2 ) ≡ (0, 0, 0, 0). Indeed, it follows from (6.6)1,3 that
(u11, H
1
1 ) ≡ (0, 0). Therefore (6.6) can be reduced to

(u11, H
1
1 ) ≡ (0, 0),
∂tu
1
2 + u
0
1∂xu
1
2 −H01∂xH12 = 0,
∂tH
1
2 + u
0
1∂xH
1
2 −H01∂xu12 = 0,
(u11, u
1
2, H
1
1 , H
1
2 )|t=0 = (0, 0, 0, 0).
(6.7)
Let U = (u12, H
1
2 ), it can rewritten as{
∂tU +A∂xU = 0,
U |t=0 = (0, 0), (6.8)
where A is a regular enough matrix given by
A =
(
u01 −H01
−H01 u01
)
.
Then one can know from the theory of hyperbolic systems that U ≡ (0, 0).
(II) The first-order terms in the lower correctors (θ1, h1) satisfy

∂tθ
1
1 − ∂ZZθ11 = 0,
∂tθ
1
2 − ∂ZZθ12 + (u01(t; 0) + θ01)∂xθ12 + θ11(∂xθ02 + ∂xu02(t;x, 0))
−(H01 (0) + h01)∂xh12 − h11(∂xh02 + ∂xH02 (t;x, 0))
= −Z
(
θ01∂zxu
0
2(t;x, 0) + ∂zu
0
1(t; 0)∂xθ
0
2
−h01∂zxH02 (t;x, 0)− ∂zH01 (0)∂xh02
)
,
∂th
1
1 − ∂ZZh11 = 0,
∂th
1
2 − ∂ZZh12 + (u01(t; 0) + θ01)∂xh12 + θ11(∂xh02 + ∂xH02 (t;x, 0))
−(H01 (0) + h01)∂xu12 − h11(∂xθ02 + ∂xu02(t;x, 0))
= −Z
(
θ01∂zxH
0
2 (t;x, 0) + ∂zu
0
1(t; 0)∂xh
0
2
−h01∂zxu02(t;x, 0)− ∂zH01 (0)∂xθ02
)
,
(θ11, θ
1
2 , h
1
1, h
1
2)|Z=0 = (0, 0, 0, 0),
(θ11, θ
1
2 , h
1
1, h
1
2)|Z=∞ = (0, 0, 0, 0),
(θ11, θ
1
2 , h
1
1, h
1
2)|t=0 = (0, 0, 0, 0).
(6.9)
By (6.9)1,3, the boundary conditions and initial data, we deduce that
(θ11 , h
1
1) ≡ (0, 0). (6.10)
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Therefore, the system (6.9) can be reduced to


(θ11 , h
1
1) = (0, 0),
∂tθ
1
2 − ∂ZZθ12 + (u01(t; 0) + θ01)∂xθ12 − (H01 (0) + h01)∂xh12
= −Z
(
θ01∂zxu
0
2(t;x, 0) + ∂zu
0
1(t; 0)∂xθ
0
2
−h01∂zxH02 (t;x, 0)− ∂zH01 (0)∂xh02
)
,
∂th
1
2 − ∂ZZh12 + (u01(t; 0) + θ01)∂xh12 − (H01 (0) + h01)∂xu12
= −Z
(
θ01∂zxH
0
2 (t;x, 0) + ∂zu
0
1(t; 0)∂xh
0
2
−h01∂zxu02(t;x, 0)− ∂zH01 (0)∂xθ02
)
,
(θ12 , h
1
2)|Z=0 = (0, 0),
(θ12 , h
1
2)|Z=∞ = (0, 0),
(θ12 , h
1
2)|t=0 = (0, 0).
(6.11)
(III) Similarly, one can deduce that first-order terms in the upper correctors
(θu,1, hu,1) satisfy


(θu,11 , h
u,1
1 ) = (0, 0),
∂tθ
u,1
2 − ∂ZuZuθu,12 + (u01(t; 1) + θu,01 )∂xθu,12 − (H01 (1) + hu,01 )∂xhu,12
= −Zu
(
θu,01 ∂zxu
0
2(t;x, 1) + ∂zu
0
1(t; 1)∂xθ
u,0
2
−hu,01 ∂zxH02 (t;x, 1)− ∂zH01 (1)∂xhu,02
)
,
∂th
u,1
2 − ∂ZuZuhu,12 + (u01(t; 1) + θu,01 )∂xhu,12 − (H01 (1) + hu,01 )∂xuu,12
= −Zu
(
θu,01 ∂zxH
0
2 (t;x, 1) + ∂zu
0
1(t; 1)∂xh
u,0
2
−hu,01 ∂zxu02(t;x, 1)− ∂zH01 (1)∂xθu,02
)
,
(θu,12 , h
u,1
2 )|Zu=0 = (0, 0),
(θu,12 , h
u,1
2 )|Zu=∞ = (0, 0),
(θu,12 , h
u,1
2 )|t=0 = (0, 0).
(6.12)
Note that the above problems (6.11) and (6.12) are linear, and their well-
posedness theory with different boundary condition and weighted estimates can
be obtained by the standard Picard iteration method, which are similar to that in
Section 2. The first-order compatibility conditions are used to improve the regu-
larity of the correctors. Similar arguments can be applied for case with perfectly
conducting condition. We omit the details of the proof and refer to [2, 41] for
instance.
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As before, we introduce the modified approximate solutions (u˜a,1, h˜a,1) as follows


u˜a,11 (t; z) := u
0
1(t; z) + ψ(z)θ
0
1
(
t; z√
ε
)
+ ψ(1 − z)θu,01
(
t; 1−z√
ε
)
,
u˜a,12 (t;x, z) := u
0
2(t;x, z) + ψ(z)
(
θ02
(
t;x, z√
ε
)
+
√
εθ12
(
t; z√
ε
))
+ψ(1− z)
(
θu,02
(
t;x, 1−z√
ε
)
+
√
εθu,12
(
t;x, 1−z√
ε
))
,
h˜a,11 (t; z) := H
0
1 (t; z) + ψ(z)h
0
1
(
t; z√
ε
)
+ ψ(1− z)hu,01
(
t; 1−z√
ε
)
,
h˜a,12 (t;x, z) := H
0
2 (t;x, z) + ψ(z)
(
h02
(
t;x, z√
ε
)
+
√
εh12
(
t;x, z√
ε
))
+ψ(1− z)
(
hu,02
(
t;x, 1−z√
ε
)
+
√
εhu,12
(
t;x, 1−z√
ε
))
,
(6.13)
in which ψ is the cut-off function use in Section 3. Here we note that (u1, H1) =
(0, 0) and (θ11 , h
1
1, θ
u,1
1 , h
u,1
1 ) = (0, 0, 0, 0), therefore (u˜
a,1
1 , H˜
a,1
1 ) = (u˜
a
1 , H˜
a
1 ).
The modified approximate solutions satisfy the following equations


∂tu˜
a,1
1 − ε∂zzu˜a,11 = f1 +A+B,
∂tu˜
a,1
2 − ε∆x,zu˜a,12 + u˜a,11 ∂xu˜a,12 − h˜a,11 ∂xh˜a,12 = f2 + C + Dˆ + Eˆ + Mˆ,
∂th˜
a,1
1 − ε∂zzh˜a,11 = F +G,
∂th˜
a,1
2 − ε∆x,zh˜a,12 + u˜a,11 ∂xh˜a,12 − h˜a,11 ∂xu˜a,12 = H + Iˆ + Jˆ + Nˆ ,
(6.14)
with the following initial and boundary conditions
{
(u˜a,1, h˜a,1)|t=0 = (u0, H0),
(u˜a,1, h˜a,1)|z=i = (αi, γi)(t;x), i = 0, 1, (6.15)
in which, the remainders A,B,C, F,G,H are given as in Section 3, and the others
are defined as follows:
Dˆ =
√
ε
[
ψ(z)(ψ(z)− 1) (θ01∂xθ12 − h01∂xh12)
+ψ(1− z)(ψ(1− z)− 1)
(
θu,01 ∂xθ
u,1
2 − hu,01 ∂xhu,12
)
−2ψ′(z)∂Zθ02 − 2ψ′(1− z)∂Zuθu,02
]
,
(6.16)
Eˆ = ε
[
ψ(z)
(
Z∂xθ
1
2∂zu
0
1(t; 0) +
1
2∂zzu
0
1(t; 0)Z
2∂xθ
0
2
+ 12Z
2θ01∂xzzu
0
2(t;x, 0)− Z∂xh12∂zH01 (0)− 12∂zzH01 (0)Z2∂xh02
− 12Z2h01∂xzzH02 (t;x, 0)
)
+ψ(1− z)
(
− Zu∂xθu,12 ∂zu01(t; 1) + 12∂zzu01(t; 1)(Zu)2∂xθu,02
+ 12 (Z
u)2θu,01 ∂xzzu
0
2(t;x, 1) + Z
u∂xh
u,1
2 ∂zH
0
1 (1)
− 12∂zzH01 (1)(Zu)2∂xhu,02 − 12 (Zu)2hu,01 ∂xzzH02 (t;x, 1)
)
−∆x,zu02 − ψ(z)∂xxθ02
−ψ(1− z)∂xxθu,02 − ψ′′(z)θ02 − ψ′′(1 − z)θu,02
]
,
(6.17)
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Mˆ = ε
3
2
[
− ψ′′(z)θ12 − ψ′′(1 − z)θu,12
+ψ(z)
(
1
2∂
2
zu
0
1(t; 0)Z
2∂xθ
1
2 − ∂2xθ12
)
+ψ(1− z)
(
1
2∂
2
zu
0
1(t; 1)(Z
u)2∂xθ
u,1
2 − ∂2xθu,12
)
−ψ(z)
(
1
2∂
2
zH
0
1 (0)Z
2∂xh
1
2 − ∂2xh12
)
−ψ(1− z)
(
1
2∂
2
zH
0
1 (1)(Z
u)2∂xh
u,1
2 − ∂2xhu,12
)]
,
(6.18)
Iˆ =
√
ε
[
ψ(z)(ψ(z)− 1) (θ01∂xh12 − h01∂xθ12)
+ψ(1− z)(ψ(1− z)− 1)
(
θu,01 ∂xh
u,1
2 − hu,01 ∂xθu,12
)
−2ψ′(z)∂Zh02 − 2ψ′(1 − z)∂Zuhu,02
]
,
(6.19)
Jˆ = ε
[
ψ(z)
(
Z∂xh
1
2∂zu
0
1(t; 0) +
1
2∂zzu
0
1(t; 0)Z
2∂xh
0
2
+ 12Z
2θ01∂xzzH
0
2 (t;x, 0)− Z∂xθ12∂zH01 (0)− 12∂zzH01 (t; 0)Z2∂xθ02
− 12Z2h01∂xzzu02(t;x, 0)
)
+ψ(1− z)
(
− Zu∂xhu,12 ∂zu01(t; 1) + 12∂zzu01(t; 1)Z2∂xhu,02
+ 12 (Z
u)2θu,01 ∂xzzH
0
2 (t;x, 1) + Z
u∂xθ
u,1
2 ∂zH
0
1 (1)
− 12∂zzH01 (1)(Zu)2∂xθu,02 − 12 (Zu)2hu,01 ∂xzzu02(t;x, 1)
)
−∆x,zH02 − ψ(z)∂xxh02
−ψ(1− z)∂xxhu,02 − ψ′′(z)h02 − ψ′′(1 − z)hu,02
]
,
(6.20)
Nˆ = ε
3
2
[
− ψ′′(z)h12 − ψ′′(1 − z)hu,12
+ψ(z)
(
1
2∂
2
zu
0
1(t; 0)Z
2∂xh
1
2 − ∂2xh12
)
+ψ(1− z)
(
1
2∂
2
zu
0
1(t; 1)(Z
u)2∂xh
u,1
2 − ∂2xhu,12
)
−ψ(z)
(
1
2∂
2
zH
0
1 (0)Z
2∂xθ
1
2 − ∂2xθ12
)
−ψ(1− z)
(
1
2∂
2
zH
0
1 (1)(Z
u)2∂xθ
u,1
2 − ∂2xθu,12
)]
.
(6.21)
Similar to that in Section 4, we introduce the error solutions
(uˆerr, hˆerr) := (uε − u˜a,1, Hε − h˜a,1),
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then the equations for (uˆerr, hˆerr) read as

∂tuˆ
err
1 − ε∂zzuˆerr1 = −(A+B),
∂tuˆ
err
2 − ε∆x,zuˆerr2 + uˆerr1 ∂xu˜a,12 + uε1∂xuˆerr2
−hˆerr1 ∂xh˜a,12 −Hε1∂xhˆerr2 = −(C + Dˆ + Eˆ + Mˆ),
∂thˆ
err
1 − ε∂zzhˆerr1 = −(F +G),
∂thˆ
err
2 − ε∆x,zhˆerr2 + uˆerr1 ∂xh˜a,12 + uε1∂xhˆerr2
−hˆerr1 ∂xu˜a,12 −Hε1∂xuˆerr2 = −(H + Iˆ + Jˆ + Nˆ),
(uˆerr1 , uˆ
err
2 , hˆ
err
1 , hˆ
err
2 )|z=i = (0, 0, 0, 0), i = 0, 1,
(uˆerr1 , uˆ
err
2 , hˆ
err
1 , hˆ
err
2 )|t=0 = (0, 0, 0, 0).
(6.22)
By the higher expansion, we can improve the convergence rates of the Theorem
5.1.
Theorem 6.1. Suppose the initial and boundary data, external force satisfy that
u0, H0 ∈ Hm(Ω), f ∈ L∞(0, T ;Hm(Ω)), αi, γi ∈ H2(0, T ;Hm(∂Ω)), i = 0, 1,m > 8
and the compatibility conditions (5.2) and (5.3). Then there exist positive constants
C > 0, independent of ε, such that for any solution (uε, Hε) of (1.7) with the initial
data (u0, H0) and boundary data α
i, γi in (5.1), it holds that
‖(uε − u˜a,1, Hε − h˜a,1)‖L∞(0,T ;H1(Ω)) ≤ C
√
ε, (6.23)
‖(uε − u˜a,1, Hε − h˜a,1)‖L∞((0,T )×Ω)) ≤ Cε3/4, (6.24)
where u˜a,1, h˜a,1 are defined by (6.13).
Meawhile, we have
Corollary 6.1. Under the assumptions of Theorem 6.1, the following optimal con-
vergence rate holds
C
√
ε ≤ ‖uε − u0 − ψ(z)θ0 − ψ(1 − z)θu,0‖L∞(0,T ;H1(Ω)) ≤ C
√
ε,
C
√
ε ≤ ‖Hε −H0 − ψ(z)h0 − ψ(1 − z)hu,0)‖L∞(0,T ;H1(Ω)) ≤ C
√
ε,
(6.25)
where (u0, H0) is the solution of Problem (1.9)-(1.10) and the constants C > 0 are
independent of ε.
The proofs of Theorem 6.1 and Corollary 6.1 are very similar to that in Section
4, and we omit them here. In addition, one can follow the similar arguments for the
case with perfectly conducting wall condition to obtain the improved convergence
rates. Here we omit the details.
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