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CHAPTER I 
INTRODUCTION 
Purpose and Scope of Investigation 
This investigation is a study of finite-amplitude free 
oscillations of an inviscid incompressible fluid in a cylindrical sector 
container. The analysis is made for a standing wave whose motion to 
the f i r s t  approximation is that of the f i r s t  nonaxisymmetric mode. 
The effects of surface tension a r e  not considered. 
placed on the liquid depth i n  the formulation of the problem, however 
No limitations a r e  
i t  is found that at certain discrete depths the solution becomes invalid. 
The formulation of the problem results in a governing linear 
par t ia l  differential equation along with three linear boundary con- 
ditions and one nonlinear boundary condition. 
finding a solution is the satisfaction of this nonlinear boundary con- 
The main difficulty in 
dition which must be applied to a moving boundary whose shape is 
itself unknown. 
boundary condition by a Taylor series expansion which retains terms 
to the third order of the wave height. 
this approximate nonlinear boundary condition is found by the method 
The method of solution is to approximate this 
The solution which satisfies 
1 
2 
of Krylov and Bogoliubov. It is emphasized that this solution is only 
for periodic waves since in general the solutions to nonlinear problems 
are nonperiodic. 
The solution to this problem is of interest  primarily for two 
reasons. F i r s t ,  it i s  fundamental in the c,bxly sf f h i d  r a x h s r i i c s  aiid 
nonlinear vibrations a s  an initial step toward the more complex prob- 
lem of forced oscillations. Second, the particular container shape 
chosen is of interest  for application to large space vehicles. The 
increasing size of space vehicles and their large diameters, has 
lowered the natural frequencies of the liquid propellant and thus shifted 
them closer to the control frequency of the vehicle. 
oscillations can create forces which can affect the stability and control 
of the vehicle, i t  is important to both thoroughly understand the phe- 
Since propellant 
nomenon and to investigate means of raising the propellant natural 
frequencies and thus remove them from close proximity to the control 
frequency. 
quencies is to use compartmented cylindrical tanks. 
One proposed means of increasing propellant natural f re -  
The cylindrical 
sector  tank investigated here  can be used as a "building block" to 
make up such a compartmented cylindrical container. 
Previous Work 
In the past many investigations were devoted to gravity waves. 
The majority of these works, however, treated finite-amplitude waves 
in deep water and in  shallow water a s  separate problems rather than 
3 
considering a solution for general depth. 
the study was devoted to progressive waves. 
edge the first theoretical study of finite-amplitude standing waves was 
conducted in 1952 by W. G. Penny and A. I. P r i ce l*  who analyzed 
such waves in a rectangular tank of infinite depth. 
Also until recently most of 
To the author's knowl- 
Finite-amplitude axisymmetric gravity waves in a circular 
container were studied by Mack in 1958, who considered period f ree  
oscillations. 
l em as Penny and Proce except that a solution was  found for finite 
depth. 
effects of surface tension. 
oscillations of an inviscid incompressible fluid in a circular container 
was found by DiMaggio and Rehm' in 1965. 
out for a standing wave whose motion to the f i r s t  approximation was 
that of the f i rs t  antisymmetric mode. 
2 
In 1959 Tadjbakhsh and Keller3 analyzed the same prob- 
Their solution was extended by Concus4 who also included the 
A perturbation solution for nonlinear f ree  
Their solution was carr ied 
Although al l  of the previously mentioned work falls into the 
rea lm of nonlinear oscillations one linear analysis should also be 
recognized. 
f ree  surface condition for  the cylindrical sector tank. 
frequencies predicted by Bauer proved to be too large when compared 
In 1963 Bauer8 presented a solution based on a linearized 
The natural 
*Numbers re fer  to references listed in Bibliography. 
4 
to experimental values. Bauer's explanation that in tanks of this type 
the frequency was strongly influenced by nonlinear effects was one of 
the stimuli which prompted this investigation. 
The author wishes to express his appreciation to Dr. C. H. 
Chang . 
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CHAPTER 11 
DERIVATION OF GOVERNING EQUATIONS 
In order to make the formulation of the problem as  useful a5 
possible, the governing equations and boundary conditions for the 
motion of an incompressible, inviscid fluid in a moving container are 
developed in a general manner. The use of tensor notation and 
orthogonal curvilinear coordinates makes the formulation valid for 
containers of arbi t rary shape and six degrees of freedom. 
of surface tension a r e  not considered. 
The effects 
The coordinate systems used a r e  shown in Figure 1. The zi 
system is a rectangular Cartesian inertial  system. 
rectangular Cartesian coordinate system which moves relative to the 
zi system. 
located at some arbi t rary point of the container. 
transformation between the xi and zi systems is given by 
The xi system is a 
The xi system is fixed in the container with i ts  origin 
The rotational 
where summation convention is used and the Cei a r e  defined by the 
r e  lation 
J 
5 
6 
Figure 1.  Coordinate System 
7 
I 
The q1 system is an orthogonal curvilinear coordinate system which is 
used to describe the container shape. 
the qi system is given by a constant vector 1 measured in the xi 
system. 
The location of the origin of 
- 
The use of the xi system allows the translational and angular 
velnrities nf the cl3ntainer tr? he esy?res-red as qllantitie-r which have 
- 
physical significance. 
the curvilinear system does not have to be the center of rotation. 
The vector P is included so that the origin of 
The position of a particle in the xk system may be described in  
the zk system by 
zk = R k  t Cjk xj . 
F r o m  this point on, capital letters will be used to denote quantities 
described in  the z k (inertial) system. 
k The velocity V is 
dzk  d R k  d 
d t  dt 
~k = dt = -t - (cjk xj) . 
Denoting d/dt by a dot ( . ) and performing the indicated differentiation 
yields 
The Cjk can be eliminated in  favor of a quantity which has physical 
meaning by defining 
8 
The wjr can be shown to be a second order antisymmetric tensor 
which has the dual vector wp given by 
Physically w P is the angular velocity vector of the xk frame with 
respect to the zk system expressed in the xk system. Using this 
definition, the velocity can be written 
Noting that the transformation from the z k system to the xk system 
for any vector quantity, B is 
i k k  b = C i  B 
and defining 
the velocity may be expressed in the xi system a s  
The absolute acceleration is found from 
which when expressed in the xk system, becomes 
aJ = + J t  Ej,k(IJ m k  v . 
9 
The governing equations f o r  an incompressible inviscid fluid 
in the z1 (inertial) system a r e  Euler's equation of motion 
- -  - 0  avk 
azk (4) 
where p is the mass density of the fluid and p is the pressure.  
fluid motion is initially irrotational, i t  can be shown by Kelvin's 
theorem that it remains irrotational. For irrotational flow, there 
exists a potential function Q, such that 
If the 
The continuity equation can be written in terms of the velocity 
potential as 
By noting that 
Equations 3, 5 and 6 can be expressed i n  the xi system as  
V j=aQ . 
axj 
Defining the body force as 
and using Equation 2, Euler‘s equation of motion in the xk system 
becomes 
which can be integrated to yield 
wmx’vj t C ( t )  . ( 1 0 )  (P-Po) 1 -  - 2  + - (vJ - uJ) + cjmm 
a t  2 
- - 5 2 -  
P 
6 It has  been shown that C(t) can be taken a s  zero without any 
essential  loss of generality. 
Since most containers a r e  more readily described in some 
coordinate system other than rectangular Cartesian, the governing 
equations and boundary conditions a r e  now formulated in orthogonal 
curvilinear coordinates. 
The surfaces bounding the region occupied by the fluid can be 
described b y  equations of the form 
11 
where the qi  a r e  orthogonal curvilinear coordinates. 
can be either container walls or fluid free  surfaces. 
These surfaces 
The governing Equations 8 and 10 with + = +(qi) become in the 
i ’1 system 
where g = determinate gkl and gkl is the metric tensor. 
and 13 a r e  the governing equations for the interior of the fluid region. 
The conditions which must be satisfied on the surfaces given by 
Equation 11 can be established from the fact that the surfaces must be 
material .  
mater ia l  is 
Equations 12  
A necessary and sufficient condition that the surfaces be 
It can be shown 6 that this relation requires that the fluid velocity 
normal to the surface be equal to the normal component of velocity of 
the surface itself. 
12 I 
A unit vector 7 normal to  the surface is described in the q1 
system by 
which has physical components given by 
No summation is indicated on quantities such a s  g... 
components of the fluid velocity in the qi system a r e  
The physical JJ -- 
and the physical components of the velocity of the surface a r e  
The condition for the equality of the normal velocity components is 
found by performing the scalar product of Equations 15 and 16 and 
equating this to the scalar  product of Equations 15 and 17 which yields 
Through the use of Equations 1 and 14, this equation can be written as 
13 
I 
This equation represents the necessary boundary conditions on the 
surfaces. 
x1 system. 
The te rm af/at is the relative velocity of the surface in the 
The two types of surfaces that a r e  of interest  in most problems 
a r e  surfaces where 
qi = Ki(t)  (19) 
which represent the container walls and the free  fluid surface given 
by 
On the types of surfaces described by Equation 19, the boundary 
conditions given by Equation 18 become on ,I’ = Kp 
After multiplying both sides by 1 grad f I ,  Equation 18 becomes on 
x 3 = 5 t 1 3  
14 
The complete formulation of the nonlinear boundary value problem in 
te rms  of the unknown velocity potential + and f ree  surface displace- 
ment 5 is given by Equations 12, 21, 22 and Equation 13 evaluated on 
x3= 5 t 1 3 .  
Since the transformation t o  curvilinear coordinates is normally 
given in the form 
the partial  derivatives ax k / a?-/ a r e  more easily found than a& ax k . 
By using the relation 
the derivatives a$/ axk may be eliminated. 
problem is now given by 
on = KP 
SPP 9 
The formulation of the 
in the region ( 2 3 )  
The formulation of the problem now becomes 
l a  1 
(g ) - z  - [(g)' gkl E] = 0 in the region (27 1 
aqk ai+ 
on $' = KP 
CHAPTER III 
GOVERNING EQUATIONS FOR A CYLINDRICAL SECTOR 
Consider now a container whose shape is a sector of a 
cylinder with a rb i t ra ry  angle TT/Q as shown in Figure 2. 
coordinate system is fixed in the container as shown in Figure 2. 
The qi coordinate system is chosen to  be cylindrical coordinates 
whose origin lies on the x3 axis at the undisturbed f ree  surface. 
The transformation between the xi and qi systems is given by 
The xi 
( 3 1 )  
1 2 x1 = q cos q 
2 1 2 x = q  Sin? 
x 3 = q  3 h  t z  
F o r  the case of f ree  fluid oscillations with the body forces 
considered to be gravity forces, 
5 2 = G y 3  
i i  
w = u = o  
where G is the gravitational acceleration. 
If g is given by 
5 = g ( X I ,  x2,  t ) ,  K ’ =  a 
TT 
Q 
K2 = 0, - and K 3  = - h , 
16 
17 
0 
CIJ 
r h 
I X ’  
Fiqure 2. Cylindrical Sector Container 
18 
then Equations 27, 28, 29 and 30 become 
I 
TT - 0 on q 2 =  0 a n d q ' = -  (ql)-l  -ae - a? CY 
The boundary conditions at the f ree  surface consist of 
Equations 38 and 39. Following the method of Hutton, l1 these 
equations may be combined to form one approximate nonlinear 
boundary condition. Equation 39 can be written 
where 
I 
I 
i 
I 
i I 
i 
I 
I 
I 
I 
1 
I 
I 
I 
I' 
By diffe 
result : 
where 
19  
entiating both sides of Equation 40, the following equations 
If Equation 38 i s  multiplied by - ( G t  rc), the result is 
or 
G aZ t rz \E, t rr qz t r-' re qze t rt = o on z = 5 . 
With the use of Equations 43, 44, 45 ,  and 46, Equation 48 can 
be written 
G qZ t 2 aZ 'Ezt t 2 az \ E ~  qzr t 2 r - 2  az *e qez -t ( Q ~ ) ~  qZz 
t 2 ar art t ( Q ~ ) '  
t 2 r-2 *et t rm4 (*el2 t 'Ett = o on z = 5 . 
t 2 re2 ar 'kre - r e 3  (*e)' qr 
20  
The free surface boundary conditions now consist of 
Equation 49 which depends on implicitly and Equation 39 which 
depends on & both explicitly and implicitly. The wave height 6 can be 
eliminated between these two equations if  they a r e  each expanded in 
a Taylor Series about r( = 0 and then combined. 
the algebraic manipulations are not included, but may be found in 
For the sake of brevity 
Reference 11. The resulting equation with terms to O(C3) included is 
Qtt t G aZ t B2 t B3 t 0(g4) = o on z = o (50)  
where 
21 
Redefining the variables as 
q l =  r ,  T 2 =  e, q 3 = z  , 
the boundary value problem for free oscillations in a cylindrical 
in R (53) 
(54) 
(55)  
(56) 
z = o  . (57) 
t 
CHAPTER IV 
SOLUTION 
General Method 
The problem a s  formulated now consists of finding a solution 
to Laplace's equation which satisfies three linear and one nonlinear 
boundary conditions. 
to use classical  methods to find a solution of Laplace's equation which 
satisfies the three linear boundary conditions and then to satisfy the 
nonlinear boundary condition asymptotically using the method of 
Krylov and Bogoliubov. 
The basic approach to finding a solution will be 
The solution to Laplace's equation in cylindrical coordinates 
is well known and has the following form: 
Q =  [C, sinh (Xz) t Cz cosh (Xz)] [C, sin (ne) 
+ c4 cos (ne)] [c5 Jn(Xr) -l c6 Qn ( X r ) ]  (58) 
where X and n a r e  constants to be determined. 
which will be used in this analysis requires that n be an integer. 
solution is available for  n not an integer but i t  w i l l  not be considered 
here .  
Application of Equation 55 yields at 0 = 0 
The above solution 
A 
If Q is to be bounded at  r = 0, then C6 must be taken a s  zero. 
22 
23 
[C, sinh (hz)  + Cz cosh ( X Z ) ]  C s n  Jn  ( X r )  = 0 , 
and at 8 = T/(Y 
[C, sinh (hz) t Cz cosh (Xz)] [-C, n s in  (F)] Jn ( h r )  = 0 
L 
which requires that 
C3= 0 and sin (T) = 0 
o r  
n = kcu, k = 0, 1, 2.. . . 
It should be noted here  that in order for n to be an  integer, CY must be 
an  integer. 
In order to  satisfy the f i rs t  boundary condition, Equation 54, 
it is necessary that 
JLo ( h a )  = 0 
Thus, 
A a  = Ykm = mth zero of ~k~ . 
The third linear boundary condition yields the relation 
The solution of Laplace's equation which satisfies the three linear 
boundary conditions is thus given by 
Solution for Linearized F r e e  Surface Condition 
If now only smal l  wave heights and slopes a r e  considered, the 
linearized fourth boundary condition, Equation 57, reads 
q t t t G a Z = O  on z = O  . 
This condition applied to Equation 59 yields 
If Aka, m = K cos (ah, m t ) ,  then the linear solution gives 
!I?= K cos (aka, m t )  cos ( k a e )  
k=O m=O 
25 
The fundamental mode of the linear solution w i l l  now be chosen as the 
one which has the frequency wat0.  Then the linear solution is given by 
where 
The expression for the wave height (linear theory) is 
= K G-' sin ( o ~ , ~  t )  COS (cue) J, r )  . (65) 
Nonlinear Solution 
To find a solution which satisfies the approximate nonlinear 
boundary condition (Equation 57) ,  the method of Krylov and Bogoliubov 
is followed. This method seeks a solution of the form 
a 
where E is a small  positive parameter which wil l  be defined later and 
26 
The quantities n and K a r e  defined by 
= %,o t E B'(K) t c2  B ~ ( K )  t . . . 
K = E D'(K) t EZ D~(K) t . . . 
An addition restriction that is necessary to  insure uniqueness is that 
the expression for Aka, m contain no f i r s t  harmonics for i 2 1. 
i 
To 
this end the following conditions are specified: 
2Tr 1 9(i) (K,S2) cos R dS2 = 0 
0 
i 2  1 
F r o m  a physical point of view the imposition of these conditions is 
equivalent to selecting K as  the full amplitude of the f i r s t  fundamental 
harmonic of the oscillation. 
The following notation is now employed for convenience. 
x = A,,, 
a 
I (F)  = 1. F(r)  dr  . I 
0 
I -  Noting that Q = Q [K(t), 0 (t)] , the time derivatives are 
'Et = t 'EK k 
' k t t = ' k n i i t a m ( h ) z t  2 h K ' k K S r t ( K ) ' \ k K K t K Q K  . I 
From Equations 68 and 69, it is found that 
.. . 1 2 
Q = a K  K = [E BK t E' BK t . . . ]  [E D ' t  E' D Z +  . . . I  
= E' [ B k  D'] t e 3  [Bk D ' t  B k  D2] t O ( E 4 )  
1 2 .. . .  
K = K K K = [ € D K + E ~ D K +  . . . I [  E D ' t  E 'D' t  . . . I  
1 
= E' [DID;] t E 3  [D' Dfc t D' DK] t 0 (E4)  
(h)' = w' t E [2wB1] t E' [2wBZ t (B')'] t O(E3) 
(K)' = E' [D']'t E 3  [2D'DZ t 0 (E4) 
h K = E [ ~ D ' ] ~ E ' [ B ~ D ~ ~ ~ D ' ] +  O(e3) . 
Now substituting Equations 75, 76, 77, 78, 79, into Equations 73 and 
74 results i n  
1 3 3  !Jlt = [E !Jla t E' 'EA t E XPQ t . . . ] [ w t E B t E' B2 t . . . ] 
t [E 4t E'G t e 3 < t  . . . I  [E D ' t  E ' D ' ~  . . . I  
= E [w *A] t E' [B'QA -t w Q& t D' Q&] 
+ E ~ [ B ' % P ~ ~ B ~ ! J ~ ~ + ~ Q ~ + D ~ Q ~ ~ D ~ ~ ] +  O ( E * )  (80) 
I 28 
1 
!?$t = [E !PA t E 2  Qk t . . . ] [Ez (BK D') t E 3  ( B k  D ' t  B k  D2) t . . . ] I 
1 2 3 t [E Qm t E' Qm t E3Qm+. . . ] (w2 t E: [2wB1]+ C 2  [2wBZt (B')'] } 
t 2 [E (wD1) t E' (BID'+ wD')] [ E  
I 
t E 2  & t E 3  &] 
+ [Ez (D')' t E 3  (2D' D')] [E & E' + E 3  d K ]  
t [E' (D' D k )  t c 3  (D' D h  t DZ D i ) ]  [E 4 + E' 4 t E 3  $1 
= E [w2 Qm] t E' [ZwB Qm t u2 Qm t 2wD' &] 
t E 3  [BK D' QQ t 2wB2 Qm t (B') Qm t 2wB' Qm t w Qm 
t 2wD' & t 2 B' D' Qm t 2wD2 Qm t (D')' QKK 
1 1 1  2 
~ 
1 1 1 2 1  2 2 3  
1 1 1 
~ D ~ D ~ Q ; ]  . (81 ) 
Using Equations 80 and 81 in the f i rs t  part of the nonlinear 
boundary condition (Equation 57 ), the following is obtained: 
1 
Qtt + G Qz = E [a2 Qm t G Ql] 
I 1 2 t E' [2wB1 Q& + w 2  Q& t 20D1% t G Qz] 
+ E ~ [ B ~ D ' Q ~ + ~  B 2 Q & t ( B 1 )  Q m t 2  BIQm 
+ 02Q& t 2wD1& t 2 B ' D ' G  t 2wD2& 
1 2 1  2 
1 
t (D')' %K t D~ D; Q; t G $1 t 0(E4) . (82) I 
The remainder of the nonlinear boundary condition is given by I 
I 
- 
Bz and E3 which through the use of Equations 80 and 81 become 
1 1  1 1  t 2 o qaZ QZ - G-' 0 !J?;& - *zz 
1 1 2 1  1 1  
+ E 3  [2B'Qnr'Er t 2 w Q Q r \ E r  t 2D '%r \Er  
29 
I 
30 
Upon substituting expressions 82, 83, and 84 into the nonlinear 
boundary condition and equating coefficient of cn, the following resul ts  
a r e  obtained. 
first approximation, 
All three equations a r e  evaluated on z = 0. Fo r  the 
For the second approximation, 
For the third approximation, 
In a similar manner expressions for the wave height 6 m a y  be 
developed. 
Expanding t; as 
32 
and equating coefficients of E gives the following equations for the wave 
heights. For  the f i r s t  approximation, 
For  the second approximation, 
z = o  . 
For  the third approximation, 
It is easily seen that the first approximation represents the linear 
theory and is satisfied by choosing 
cosh [A (z+h)] 
cosh (Ah) 
Q'  = K cos 52 cos (d) Ja, 
To satisfy Equation 86 which represents the second order 
approximation, one uses  Equation 67 and Equation 92 and seeks 
expressions for the Akm such that Equation 86 is satisfied. 
stitution of Equation 67 and Equation 92 into Equation 86 gives 
2 Sub- 
(92)  
(93 )  
33 
2 2 + 2K2wA2cos3 sini2cos2(cre) + 2 K 2 w a 2  c o s D  s i n a s i n  (cue) Jo, 
t 2 K2 w X 2  cos 3 sin 3 cos2 (00) tanh' (Ah) J:, 
+ G-' K2 o3 X cos 3 sin 52 cos2  (ae) tanh (Ah) Jk, 
2 - K' w X' cos 51 sin ~2 cos2 (QO) J, 
The identities 
1 
2 cos2 
= - [i + COS ( zae ) ]  
2 1 
sin ((ye) = - [I - cos ( z ~ e ) ]  2 
(94) 
and use of Equation 62 enables Equation 94 to be written as 
C O C O  
= 2 0 B' K cos n cos (cue) J,, t 2 w D' sin n COS ((ye) J,, 
1 2 1 2 - 2  2 + - w K'  sin 23  (J;, o) t 2 w K' sin 2 3  J ~ ,  
2 
1 1 2 
t - G-' w 5  K' sin 251 J:, t - G-' w5 K' sin Z Q  J, 2 4 
1 1 2 2  2 
- - w X2 K2 sin 222 Ji, 4 2 
- - ( u 2 r - 2 ~ K 2 s i n 2 R c o s  (200)  J g , o t  - 2 
2 
1 - 2  5 t - G 
4 
r 
t - o K X sin 252 cos ( 2 ~ 0 )  (Jb, o) 
1 G-2 5 2 w K sinZS2cos (2ae )  Ji,o 
2 1 
w K2 sin 222 cos ( 2 ~ 0 )  J,, - - 4 wA2KZsin252cos (200) J i l O . ( 9 7 )  
34 j .  
Equating coefficient of cos (kae) yields four equations which 
after being multiplied by r J, j ,  r J,, j, r J2,, j ,  r Jk,, j ,  respectively, 
and being integrated over the interval 0 to a will appear as 
2 1  t --'sin ~2 - G-' a5 - - A IIl 2 I [J:, o ~ o ,  j ]  1 2 
1 2 
2 
1 
2 
= - K~ w sin ZQ [x2 I (J;, o) J ~ , ,  jI  - 
t - K2 sin 252 
I [r'2 J:, , J ~ ~ ,  j ]  
1 (1  00) 
1 
2 G-' w 5  - - w X 2 ]  I [Ji, Jz,, j 
By using the first two Bessel function identities from Appendix A, 
these equations become 
(102) w z  (A:, j)m t wo, 2 A,, 2 = K' c l j  sin 252 I [ J ~ ,  2 J ~ ,  j ]  
I 
1 .  
t 
where 
- 1  
2 To determine the Ab . from Equations 102,  103, 104, and 105, 
the Aka 
J J  
2 is expanded in a Fourier se r ies .  ,j 
00 
- -  1 0  I I 
A&. j - 2 a ~ ,  j ' E { a ~ .  j cos " ' bka, j 
1 = 1  
Upon substitution of Equation 109 into Equations 102, 103, 104, and 105, 
the following is obtained: 
1 0  I 2 2  1 
2 o y j  - a t { [u iYj  - P 2  u 2 ]  a, cos I n  t [a2 - I w ] bo, j  s i n I Q  0, j P =1 
~ 
I 
I 
I 
I 1 
I 
t 
I 
I 
i 
I 
I 
I 1 
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1 
OD 
2 2  1 2 2 - a  t {[aiyj - 1 w ] aQYj  cos In +[aayj  - 1 0'1 ba, j  s in  f R  
I =1 2 4 
for  k 2 3. 
At this point the assumption will be made that the liquid depth 
is such that 0' 
examined later. 
and 71 require aka, 
and s i n Q R  gives the results 
# 4 0' . The significance of this assumption will be 
At this point the conditions imposed by Equations 70 
1 1 Now equating coefficients of cos 1fl 
k ~ ,  j 
= bkQ, j = 0. 
aka,j 1 = O  1 = 0,1,2,  ... 
b b ,  1 j = 0 1 # 2  . 
The results of the second approximation a r e  given by 
m cosh [Ao, j ( A h ) ]  
\E2 = {b i , j  sin 2Q Jo (Ao, r )  
j=O cash (Ao, j h) 
4 
t- 0 c o s 2 ( a e )  J;,] - 2 G-’ b ; , j  COS 2Q Jot j 
GZ j = O  
The third approximation is found by a similar procedure. 
Equations 67, 92, and 119, into Equation 87, yields 
Substituting 
A3 (*kcus rn)m m Icru, m] ‘Os be) Jka, m 
2 3  2 
k=O m=O 
= 2 K w B’ COS Q C O S  (,e) J t 2 w D’ sin s2 COS (,e) J, 
Q ?  0 
- 4 K w cos Q cos 252 X cos (,e) Jd., c +:, j 10, j JA, j 
j=O 
t 2 r-2  w K  sin(S2) Q s in (ae )  J sin252 (2a) - a, 0 j JZa, 
j=O 
- 4 ~ K c o s Q ~ o s ( d ) A J ~ , ~ t a " h ( A h ) c o s 2 3  bo,j XOlj Jo,, - tanh ( Xo,j h) j=O 3 
2 
+ bza, j J2a,j  
Q 
+ 2 w K s i n 3  cos (a0) X tanh (Ah) sin 23 b:,j Ao,j tanh (Xo,j h) Jo,j 
j=O 
2 
+ b2c.7, j X z a ,  j J 2 a y  j COS ( h e )  tanh ( A z a ,  
a, 
4 
G + - o3 K s in  52 cos (cue) JQ,o s in  252 (.:, j A,, Jo, j tanh (Ao, h) j = O  
. 
a, 
2 
G - - o3 K C O S  Q COS (ae) J,,, A tanh (Ah) C O S  252 1 +:,j Jo,j j = O  
I 2 2 t b2 ,  j Jz, C O S  (2cue) A2,,j s in  252 
39 
i 
i 
2 K 3  
r4 
- K3 c o s 3 R c o s 3 ( ~ 8 )  h4(Jb,o) ( J i y 0 )  + - ~ o s ~ Q s i n ~ ( c r f 3 ) ~ r ~ ~ o s  (ere) J i y 0  
- K  3 4  A C O S ~ ~ C O S ~ ( L Y ~ )  Jiyotanh2(Ah) 
+ A r-' K~ COS' n COS (&e) sin' (,e) J:,~ J A , ~  
3 - 2 K cos3Q cos3  (a0) X4 J,,, (JLy0)' tanh' (Ah) 
- 2 r-2 K3 cos3L? sin' ( a e )  CY' COS (cue) A' J Q,O (Jh.,o)2 
- 2 P - ~  K3 cos3, sin' (Cre) (Y' COS ( ~ 0 )  Jiy0 X2 tanh' (Ah) 
' )2 tanh (Xh) 1 2 
1 
2 
- - K3 G-' u2 cos3 52 cos3 (,e) X3 Juyo ( J a ,  
- - G-' r-2 o2 K 3  cos (cue) CY' sin2 (ne) cos3 L? A tanh (Ah) J:,o 
3 G-' u2 K 3  cos3 52 cos3 (cue) JQ,O X 3  tanh3 (Ah) 
1 
2 
1 
- -  
+ - 2 K3 cos3 52 cos3 (00)  J,,, (JL,o)2 A4 
1 - 2  t - r 
2 K 3  cos3 $2 COS (cue) CY' sin' (cue) Jiy0 A' 
1 3  3 3 f - K cos SZ cos (cue) J ~ , O  A4 tanh2 (Xh) 
t 4 G-' K 3  u2 cos $1 sin2L? cos3 ((re) J QYO (Jb, o)2 A 3  tanh (Ah) 
t 4 G" u2 K3cos 52 sin'R cos (cue) cy2 sin'(cue) J iyo  A tanh (Ah) 
t 4 G-' u2 K3  cos R sin2R cos3 ((re) Ji,o X 3  tanh (Xh) 
+ G-' u4 K 3  cos i2 sin2Q cos3 (cue) Jiy0 A' tanh' (Ah) 
- G" u2 K3 cos $2 sin R c o s 3  (00) Jay0 X 3  tanh (Ah) 
2 
2 3 
I 
I *  
I 
I 
I 
I 
I 
I 
I 
I 
1 
40 
1 
2 
1 
+ - G" o4 K 3  cos R sinZ cos3  (cue) J;,, A' 
- - 2 G-' o2 K 3  cos s1 sin'n cos3  (cue) J:,o A' tanh (Ah) . (121) 
By using identities A-7, A-8, A-9, A-10, A-11, A-12, and 
A-13 fi-0i-i Appendix A, Equation i 2 i  may be written 
= 2 0 B' K COS n COS ( a e )  J ~ , ~  t 2 w D' s in  n COS (cue) J ~ , ~  
Q 
- 2 K [COS n t C O S  3n] A COS (Cue) J ; ,~  c + i , j  Ao,j Jb,j} 
j=O 
m r  . 
t o K [cos - cos 3Q] X Ji,o cos (cue) p:,j Ao , j  Jb,j) 
j=O 
aJ 
- 2 G-' w 3  K [cos Q t cos 3Q] J,,, cos ( ~ 6 )  b i , j  Jo,j 
j=O 
al 
+ 3 G-' K [ cos  n - cos 3Q] J,,, cos (cue) (.:, Jo, 0' } 0, j 
j = O  
Q 
- G-' o5 K [cos Q t cos 3R] J, cos (cue) c (.:, J,, j} 
j = O  
Q 
1 
2 
t - w K X Jb,o COS ( 3 ~ 0 )  [COS S2 - COS 3R] (bia,j X2,,j J;o,j} 
j = O  
Q 
1 - 2  
2 j = O  
- - r w K cy2 J,,o COS (3ae) [COS S2 - COS 3Q] (b:a,j J2,,j 
a , -  , 
2 
wz 0, j) bia,j J2a,j  3 
2 j = O  
t - G-' a3 K J,,, cos (,e) [cos R - cos 3~21 I 
42 
2 { 3 16 t - K 3  COS (cue) [3 COS Q t C O S  3Q] - X4 (JLt0) JZ,, 
- Xz G-' w4 J i , o  - 2 A' Ge2 w4 J,o (Jk,o)2 
1 - -  I G-2 u4 A' Jaa0 (Jk,o)2 - G-4w8 J i , o  t 7 X4 JGI0 (Jk,o)2 2 
t 2 G-' X2 u4 J i ,o}  
2 { 1 16 t - K3 cos ( 3 a e )  [ 3  C O S  Q -I- COS 3 ~ ]  - A' (Jk, o) Jk,o 
4 3  - X2 G-' w J,o - 2 X2 G-' w4 J, (Jb,o)2 
1 1 8 3  1 - - G-' u4 X 2  J,o (Jka0)' - 2 G-* w J,,o + h4 J,,o (Jb,o)2 2 
43 
t r -3  a 2 x J,,, 3 J:,~ - 2 r-' CY' 1' J , , ~  (J;,~)' 
- 2  4 3  1 G-2 r - 2  4 2 3  1 
CY JCY,o t z r-2 0 2  A2 Ji,o} - 2 G - ~  r 
- - K3 COS (300) [3 COS 52 t cos 3a] 
CY' w J ~ , ,  - 7 
i 
16 
t r - 3  CY' X J i , o  Jh,o - 2 r-' CY 2 2  X JCY,o (Jk,o)2 - 2 G-' r-' CY' w4J:,, 
- - 1 G-2 r - 2  4 2 3  1 - 2 2 2  
2 JCY,o + r a 1 J:,o} 
3 + - K 3  cos (a0)  [cos s2 - cos 3Q] I2 G'2 w4 X2 
(J' t 2 G-' w4 X2 JCY,, 
(J;,,)' 16 c 
)2 t 4 G-' w4 X2 J 3  
Q , O  CY,o 
1 + G-4 w8 J3 - G-' o4 X2 J:,o + - G-' w4 A' J:yo 
C Y 9 0  2 
1 1 
2 
- - G2 w4 X 2  J:,o} t z  K3 cos (3cre) [cos52 - COS 3521 
+ 2 G-' w4 X2 JCY,o (Jb,o)2 + 4 G-' w4 X2 J 3  
+ G-4 w8 J:,o - G 
+ - 1 G-2 u4 1' J 3  - - G-' w4 X2 .J;,.> 
a, 0 
- 2 4  2 3  
w A JCY,o 
2 CY,o 2 
1 2 3  t - G-' I.-' 0" K3 C O S  (00) [COS 52 - C O S  3521 CY JCY,o 
4 
1 - 2  4 2 3  - - G2 r w K 3  C O S  (ae)  [COS 52 - cos 3n] CY JCY,o . 4 
44 
I -  
I 
Now equating the coefficients of cos (kd) two equations 
Multiplying these equations respectively by r Jan and result. 
r J,,, and integrating over the interval 0 to  a will result  in  the 
following two equations : 
= 2 w [B' K COS 52 t D~ sin a ]  I [J,, J,,,] 
m 
- w K X [cos R t COS 3521 b;,j X o , j  I [Jh, j JL, J,,,] 
j=O 
5 1  
oaJ G~ 2 0,j 
aD 
5 3 2  t K cos 3R { bo,j [ - 2 W 0 -- i-- w hZ t o  h2]1 [Jo,j J,,, J,,n]} 
j = O  
co 3 5 
G2 
1 t z  KCOS 3R -- t ~ X 2 a r , J  
j = O  
45 
1 t a4 I [r-' J,, 3 J,,,] t a2 A I [r-3 J: ,~ J;,~ J,~, 
4 - 2 cv2 A' I [r" JQ,, (Jb,o)z J,,n] t [ - 7 CY' 5 t 3 A z a 2 ]  I J i , o  J,,,] G 
+16 K3 cos 352 - 3 A'I [(Jb,o)2 JL,o J,,,] 
J' J ] - 2 CY 2 2  A 1 [r'2 J,,o (JA,o)2 J,,,] + A I ~ a , o  cy,o ct,n 
4 
1 t [A2 CY' - 1 3  31 I [r'2 Jo,o 3 J,,, 2 G 
2 1 
2 G2 G 
- - 121  w4i + 9 $1 I [J:,, J,,,] . 
1 
2 
- - - X K w [cos $2 t 3 cos 3n] 
j = O  
OD 
t - 1 w K a2 [COS S2 t 3 COS 331 {b:,., I [r'2 J2,,j ~ a , o  ~ 3 , , , 1 )  
j = O  
2 
46 
+ y  ' z a , j  t w X 2 ] I [ J  
K3 cos Si? {- 3 X4 I [(JL - 1 + 
c L U  
1 1 I 2 1 1  16 t - K3 cos 3S2 - A4 I [(J,,,) Ja,o J3cy,n 
4 
t 1 [XI - 13 A' 1 [Ja,o ( J b , O I 2  J3cy,nI 
2 GZ 
- (r41 [r-' J ~ , ~  3 J,,,,I - a2 1 1  [r-' J ~ , O  J I  cy, oJ3cy,n 1 
t 2 a2 x2 I J~~~ ( J ; , ~ ) ~  ~ ~ ~ , ~ l  
To simplify the algebra, the following constants a r e  defined. 
47 1 
w 5 3 2  w 2 G-' w w - -  - w Ao,j t - A' 2 :  - -  
Q4jn - 0,j G2 2 
21 A' u4 - - 9 - o8 + - 1 (3 A' - A' )(; A' --%)I 13 Q g n  = r-  -- (130) 
G2 L GZ 2 G4 2 a,n 
I .  
48 
Once again it is assumed that the A b  3 can be expanded in a 
Fourier  s e r i e s  of the form 
03 
sin 10 } (137)  3 1 0  I Aka,n = 'kcu,n {c&,n cos 1!2 t dkcu,n 
I =1 
With the use of Equations A-9, A-10, A-11,  A-12, and A-13, 
Equation 123 can be written as 
= 2 [ B ~  K cos R t D' sin a] I [J, J,,,] 
49 
and Equation 124 may be written as 
- 1 0  
2 ‘3c2,n cos P Q  t [ W 3 a , n  2 - 1 202] d3c,n P 
1 = 1  
I .  
1) t $ K 3  cos 3Q {- X 4 1  [(J;,,)' JZ,o J,,,, 1 3 + Qun I [Ja,o J3cr,n 
Now equating coefficient of cos Pa and sin 122 noting that 
c1 - 1  - 1  - 1  = 0, the following expressions result: a ,n  - da,n - '3a,n - d3a,n 
51 
D Z =  0 (143)  
cLy,n l = o  l f 3  (144) 
dl atn = 0 1 = 0,1,2 ,... . (145)  
52 
The third order approximation for the velocity potential is now 
given by the expression 
3 3 where can and c3a,n a re  given by Equations 141 and 142. 
The frequency correction term B2 and the wave height b 3  a r e  
found from Equations 140 and 91 to be 
a -  \ 
- G-' A K  COS^ COS (a0)  JCY,o sin 2Q Jo,j 
j = O  
sin 251 J cos ( 2 ~ 0 )  
+ bfCY,j hza,j 2&,j 
- G-3 o2 cos Q cos (cue) JCY,o C b2,j sin 251 J O l j  
j = O  
2 2 t wza,j b,,,j sin 212 J2CY,j cos ( 2 ~ 0 )  (147) 
53 
I 
t 
1 - 0" I [r-4 J,,, 3 J,,J - CY' x I [r" J:,~ J ; ,~  J ~ , ~  
t z x2 I J,,~ (J:,~)' J~,,] 
Physical Significance of E 
In order to  make the solution meaningful a physical significance 
must be found for the expansion parameter E .  
mation the wave height 5 i s  given by 
To the f i r s t  approxi- 
(149) 5 = E < ' =  E K G" sinhd cos ( 0 0 )  J, ( X r )  . 
Let 5' = 1 at  Q = T /Z ,  8 = 0, and r = a,  then 1 = K G-' J, (Aa) or 
K = G JCy' ( l a ) ,  and thus 
5' = Ji' (Xa) cos ( ~ 6 )  sin S2 J, (Xr) . 
54 
NOW from Equation 149 
5 = E 5' = E Jil (Xa) cos (cue) s i n Q  J, ( X r )  . (150) 
At 52 = r / Z ,  8 = 0, and r = a,  Equation 150 gives t; = E ;  thus, the 
parameter E represents the wave height of the linear theory evaluated 
a t  Q = ~ / 2 ,  8 = 0, and r = a. 
found by Mack and by DiMaggio and Rehm for circular cylindrical 
containers. 
This is the same physical significance 
It is now convenient to nondimensionalize the solution by 
introducing the variables 
- r - z  %n,n r = -  * z = -  , R = R ,  --  
Ym,n a a a 
The notation given by Equation 72  now becomes 
a* 0 w = w  
= L * o  I 
1 I 
0 
55 
I .  Summary of Solution 
In terms of the variables described above the various solutions 
may be summarized as follows. 
a dimensionless frequency parameter. 
Note that the term (E)-' represents 
First Approximation 
- - cosh [ y t c)] = K COS 52 COS ((ye) J ~ , ~  
cosh (yg) 
- -  J' = K (GI-' sin n cos (cue) J, 
Se c ond Approximation 
2 2 + (T)-2 cu2 sin (cue) Jcy,o + cos2 (cue) J:,o] 
cn 
- 2  - 2 (E)- '  {ci,j cos 252 J . t b2,,j  cos 2S2 J2,,j cos 2Cue 
0 1 J  j = O  
where 
(1 58) 
Third Approximation 
a) - - 1  - (G) y E c o s  !2 cos ( ~ 0 )  J k2 yo,j sin 2R Jo, 
cy, 0 1 04 j = O  
57 
+ - 2  b z a , j  yza , j  sin 252 Jza, j  cos (2,e)) 
- -1  - - (G) (r)-' E a  cos 52 sin a0 Ja,o sin 252 J,,,j sin (2cu e)> 
j = O  
(e)-' = y tanh (yh) [ 1 t c 2  ec] 
where 
I 
58 
59 
60 
-1 - 
Q14n = [1 - &] [Ja 
I .  
CHAPTER V 
NUMERICAL RESULTS FOR 90" SECTOR TANK 
Numerical results were obtained f o r  a = 2 which corresponds 
to the case of a 90" sector tank. 
products of Bessel functions were numerically evaluated using Simp- 
son's rule. 
figures a r e  given in Appendix B. 
The various definite integrals of 
The values of these integrals correct  to three significant 
Critical Depths 
As previously mentioned the expressions for &e second 
2 2 2 approximation contain the factors Q o j / J  - 4 and O Z Q ,  j / O  - 4 in the 
denominator. Similarly the expressions for the third approximation 
contain the factors 0% 
If for some particular values of j and h these factors become zero 
then the solution is invalid a t  that point. This type of behavior has 
also been noted for other container shapes. 
cer ta in  values of j a n d x  do cause these factors to become zero. 
These values have been referred t o  as  cri t ical  depths. 
depths for the 90" sector tank a r e  given in Table 1. 
2 2 
-/a2 - 9 and 0 3 0 ,  j / O  - 9 in the denominator. a, J - 
It was found that 295  
The critical 
61 
62 
TABLE 1 
CRITICAL VALUES OF?; 
1 - - -  0.3236 - -  - 0.1421 
2 0.1695 - -  - 0.0808 0.2039 
3 0.3910 _- -  0.1657 0.2691 
- - -  0.2233 0.3282 4 
5 - - -  --- 0.2908 0.5126 
- -  - 
2 
It has been pointed out by Mack that a physical meaning may 
be attached to these critical depths, It has been assumed that there 
is a first mode of order E oscillating at frequency wand that all other 
2 modes and harmonics a r e  of order E or  higher. However, when the 
depth equals one of the critical depths this assumption is not valid. 
At these depths the particular mode designated by j will also be of 
order  E. 
and Murty 
It is interesting to note that the experimental work of Fultz 
7 
show no unusual behavior at the critical depth in the case 
of a circular  cylinder. 
Frequency of 0 s cillation 
The frequency equation of the first and second approximations 
was  found to be 
(cy1 = y tanh (yZ) 
8 
which agrees with that found by Bauer for the linear case. The 
63 I 
frequency then is a function only of the depth through the second 
approximation. 
is given by the expression 
In the third approximation, however, the frequency 
(E)-' = y tanh (yX) (1 t E' G,) 
where the frequency correction factor Gc is given by Equation 163 
A plot of Gc against depth i s  given in Figure 3. 
that Gc changes sign, being positive for depths below 0.29 and 
negative for larger depths. This correction factor for the natural 
frequency is probably the most noteworthy result of this analysis. 
One of the prime reasons for compartmented containers is to raise 
the natural frequencies of the liquid. 
frequency decreases with amplitude for dimensionless depths above 
0.29 is extremely important since it tends to offset the reason for 
dividing the tanks into compartments. 
It should be noticed 
The fact  that the natural 
The frequency correction factor remains almost constant for 
depths greater than E = 1.0, but a t  the lower depths it becomes very 
large. 
compares the frequency correction factor for 90" cylindrical sector 
tanks with that found by Mack for the axisymmetric case of a cylin- 
dr ical  tank and with that found by DiMaggio and Rehm for the non- 
axisymmetric case of a cylindrical tank. It i s  interesting to note 
that for  small  depths DiMaggio and Rehm's solution also gives very 
large values while Mack's does not. 
No explanation of this behavior can be offered. Figure 4 
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9 The experimental work of Abramson, Chu and Kana, while 
not directly comparable to this analysis, has nevertheless shown 
that for large depths the frequency of 90”  sector tanks does decrease 
A comparison of the dimensionless frequencies versus depth 
for the linear and nonlinear theories is shown in F igu re  5. 
a lso shows the frequency of the first non-axisymmetric mode for a 
circular cylinder. 
Figure 5 
The large values given by the nonlinear theory at 
small  depths make the usefulness of the solution a t  these depths 
doubtful. From a practical point of view however, the greatest 
interest  is in relatively large depths since this is where the greatest 
forces a r e  generated. 
gives a frequency approximately 15 percent lower than that predicted 
by the linear theory. 
showed that for large amplitudes the frequency reduction varied from 
10 to 19 percent depending on the amplitude. 
- 
For depths above h = 0.4, the nonlinear theory 
The experimental work presented in Reference 9 
However, since wave 
amplitudes were not measured, an exact comparison is not possible. 
Wave Profile 
The linear wave height is given by 
- 
By choosing 7’ = 1 a t  S2 = n/2, 8 = 0 and 7 = 1, K becomes 
67 
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F i g u r e  5 .  Comparison o f  L i n e a r  and N o n l i n e a r  Frequenc ies  
As a F u n c t i o n  of Depth 
and thus the parameter E represents the wave height of the linear 
theory evaluated at Q = m / 2 ,  8 = 0 and F = 1. Figures 6 ,  7, 8 ,  9, 
10, and 1 1  give some wave profiles comparing the linear theory and 
the thi’rd approximation for several values of and F. As might be 
- Akle I-bear 2nd noal&ea~ *,eory tend to becoil-je equal as E 
decreases but significant differences may be noted for large values 
of T. 
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Figure 7. Wave Prof i le ,  E = 0.1, = 0.6 
I 
0.20 
0.16 
0.12 
0.08 
0.04 
0.oc 
e = O  
n = n/2 - --- LINEAR THEORY 
-NONLINEAR THEORY 
0.05 
0.04 
0.03 
0.02 
0 . 0 1  
0.00 
0.0 
I 
I 
v 10’ /0 
0.2 0.4 0.6 0.8 
F igure  8. Wave P r o f i l e ,  1 = 0.2,  = 0.6 
RADIUS, r 
1 .o 
I I 1 & -  
0.0 0.2 0.4 0.6 0.8 
RADIUS , r 
- 
Figure  9. Wave P r o f i l e ,  E = 0.05, = 1.0 
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Figure 11. Wave P r o f i l e ,  E: = 0.2,  E =  1.0 
CHAPTER VI 
CONCLUSIONS 
A solution through the third approximation for finite- amplitude 
f ree  fluid oscillations of a partially filled cylindrical sector container 
has been presented. The solution is valid for general depth; however, 
it was found that some discrete depths must be excluded. 
is  found for a cylindrical sector tank with arbi t rary angle ala. 
Numerical results a r e  presented for the case where (Y = 2 which 
represents a 90" sector tank. The results for this tank indicate 
that the frequency i s  a function of the amplitude, decreasing for 
large depths and increasing for small depths. 
a r e  presented to compare linear and nonlinear theory. 
The solution 
Several wave profiles 
To the author's knowledge, no experimental work exists 
which can be directly compared to these results. Verification of 
this work experimentally would seem to be a desirable extension. 
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APPENDIX A 
IDENTITIES INVOLVING INTEGRALS OF PRODUCTS 
C>F BESSEL F?J,",TCTIOp;S 
The number of integrals in the solution may be reduced by the 
use of some identities which a r e  derived as follows. 
Consider Bessel 's equation 
which has one solution y = Jn(Xr) for n, an integer. Let u( r )  be any 
function of r with continuous derivatives in the range 0 2 r 5 a. 
Multiplication of Equation A-1 by r u and integration from 0 to a yields 
a a a a 1 r y l ' u d r  + J y ' u d r  + X ' l r y u d r  - n 2 1 r - ' y u d r  = 0 . (A-2)  
0 0 0 0 
Integration by parts of the f i r s t  t e rm of Equation A-2 enables the 
equation to be written as 
a a a l r  y 'u '  de - Xz l r  y u d r  4- n2 1 r - l  y u d r  = 0 (A-3)  
0 0 0 
provided y ' (a)  = Jh(Xa) = 0. It should be noted here  that the notation I 
d d 
dr  d(Xr) as 
in Equations A-1 , A-2 ,  and A - 3  indicates y' = - (y)  not -
used in  the main text. 
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Now by proper choice of y and u, several  useful identities may 
be developed. 
Equation A - 3  yields 
For  example, choosing y = Jo(Aonr) and p = J?=(A,,r) 
a a 
0 0 
where the notation now is that of the main text. If we now choose 
y = J,(X,, r and u = J,(A,, r )  J,(Xon r ) ,  Equation A- 3 will give 
a a 
0 0 
a a 
- A k o l  r J io  Jon dr t a r J, J o n d r  = 0 . (A-5 )  2si - l  
0 0 
The combination of Equations A-4 and A - 5  give the first identity 
which is 
a 
,? 
a 
n 
A i o  1 r (Jb0)' Jon d r  t CY 
0 0 
a 
1 
= - 2 (2  Ak0 - A i , ) l  r J:o Jon dr  ( A - 6 )  
0 
By an identical procedure, the following identities can be established. 
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APPENDIX B 
VALUES OF INTEGRALS OF PRODUCTS OF BESSEL FUNCTIONS 
I[ J:, o Jo, j 1 
j = 0 0.6759 X 10" 
1 -0. 1603 X 10" 
2 0. 2998 X lo- '  
3 -0. 1 6 3 9 ~  1 0 - ~  
4 0. 3646 X 
5 -0. 1243 X 
1 1  
I [ (J;, 0)' JQ, o J O ~ I  
-0. 2041 X lo-' n = 0 
1 -0. 1729 X 10" 
2 0. 2912 X 
3 -0. 1452 X 
4 0 .3272X 10'' 
5 O(10'6) 
0. 2842 X 1 
2 -0.4713 X 
3 0. 1449 X 
4 -0. 5894 X 
5 O( 10 -6  ) 
I [ (3 -4 J&, o JQ, nI 
n = 0 0. 3191 X 10" 
1 0. 1072 x 1 0 - l  
2 -0. 1538 X lo-' 
3 0.6793 X 
4 -0.3745 x 10-3 
5 0.2336 X 
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-3  2 I 
I[@) Ja,oJa,oJa,!l1 
n = 0 0.9810 X l o S 2  
1 0.7763 X 
2 -0 .5764X 
d 2 0 . 2 8 3 4 X  l 0 - 3  
4 -0.1596 X 
5 0.1004 X 
1 I[ Ja, o Jal n 3 
n = 0 0. 1251 X lo-’  
1 -0 .2993 X lo-’ 
2 0.4528 X l o m 3  
3 -0. 3274X 
4 0.8529 X los5 
5 O(1 o-6  ) 
i 
n = 0 0 .1514X lo- ’  
1 0.1201 x 10’’ 
2 0. 3905 X 
3 0.2495 X lo-‘ 
4 0.9945 X 
5 0.8325 X 
1 0.4252 X lo-’ 
2 0 .2539X 
1 I[ ( ~ a ,  0) Ja, o J3a, n 
I 2 I !  
n = 0 -0.7340 X l o e 3  
1 -0.1428 X lo-’ 
2 -0 .5163X 
3 -0.2322 X 
4 -0 .1207X 
5 -0.6974 X lo-* 
J l  - 3  2 I 1‘ Ja, o J,, o 3a, n 
n = 0 0. 3691 X lo-’ 
1 0.6195 X lo-’ 
2 0.2470 X l o m 2  
3 0.1482 X lo-’ 
4 0.6699 X 
5 0. 5022 X lo-’ 
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i 
t 
I 
I C (P 1- ’ JQ, o( J;, 0)‘ J~Q, I 
n = O  0.118OX lo-’ 
1 0.2822 X lo-’ 
* 2  0.1627 X lo - ’  
3 0.8321 x io-‘ 
4 0.4760 X 
5 0.2833 X l o - ’  
1 3 I[JCYJ0J3Q,ll 
n = O  0.7542 X l o - *  
0.2188 X 
- 0.3768 X 
1 
2 
3 o. i236 x i c - 4  
- 0.5301 X 4 
5 o(10-6) 
I[ Ja, o JoJ j Ja,nl 
n = O  n = l  
j = O  0.6759 X 10- ’ j = O  0.0000 
0.1150X lo-’ 
2 0.2998 X lo-’ 2 -0.1058 X lo-’  
0.2985 X l o - ’  
-0.7715 X lom4 
1 -0.1603 X l o - ’  1 
3 -0.1639 X 3 
4 0.3646 X 4 
5 - 0. 1243 X l o e 4  5 0.1589 X 
n = 2  n = 3  
j = O  0.0000 j = O  0.0000 
1 -0.5128 X l o m 5  1 0.7971 X l o m 6  
-0.1015 X 2 0.6124X lo-’ 2 
3 -0.7433 x l o - ’  3 0.4150X lo-’ 
4 0.2484X lo-‘  4 0.5710 X l o - ’  
0.2093 X lo - ‘  5 -0.4898 X lo-’ 5 
I 
I ,  
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I 
I[ o ' 0 8  j J,.,] 
n = 4  n = 5  
j = O  0.0000 j = O  0.0000 
1 -0.1756 X 1 0.4868 X lo-' 
c-, 3
3 -0.1118 X lo-' 3 0.1362 X lo-" 
4 0.3123 X lo-' 4 -0.1097 X lo-' 
5 -0.4632 X 5 0.2499 X lo-' 
- 0.2656, i< 10-6 2 0. :2:7 x 10- 
'[ 'tY80 ~cz,n~LrY.jI 
n = O  n = l  
j = O  0.2082 X lo- '  j = O  - 0.5147 X 
1 0.2841 X 1 0.1056 X l o - '  
2 -0.4713 X lo-' 2 0.1032X 
3 0. 1449 X lo-' 3 - 0.1776 X lo-' 
4 - 0. 5894 X 4 0.5726 X l o m 5  
5 o(10-6)  5 O(lo-) 
n = 2  n = 3  
j = O  0.8672 X j = O  - 0.9622 X lo-' 
1 - 0.5985 X lo-' 1 0 . 1 2 5 4 X  
2 0.6311 X lo-' 2 - 0.5094 X lo-' 
3 0.4739 X lo-' 3 0.4394 X 
4 -0. 9128 X 4 0.2443 X lo-' 
5 o(10-6)  5 O( ) 
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I[ Ja, o Jus n ~ 2 a ,  j 1 
n = 4  n = 5  
- 0.1047 X 
1 -0.6569 X 1 0.1572 X 
2 0; 1279X 2 -0.4861 X 
3 -0.4313 X 3 0.1222 x 
4 0.3334 x 4 -0.3708 X l o - ’  
5 O( 10- ) 5 0.2672 X 
j = O  0.2687 X j = O  
I[ ~a,oJ2a, j  J 3 a 9 n  1 
n = O  n = l  
j = O  0.126OX l o - ’  j = O  0.2134X l o e 3  
1 -0.2474 X 1 0.8912 X l o - ’  
2 0.3925 X 2 - 0.3774 x 
3 -0.6103 X 3 0.6629 X 
- 0.5100 X 4 0. 1943 X 4 
5 o(10-6) 5 O( ) 
n = 2  n = 3  
0.1344 X 
0.1199 X 1 - 0.2098 X 1 
2 0. 5913 X l o - ’  2 0.6902 X 
3 -0.3646 X l o m 2  3 0.4311 X 
0.7581 X 4 - 0.3323 X 4 
j = O  - 0.3998 X 1 0-4 j = O  
5 0(10-~) 5 0(10-’) 
I -  
I 
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I 
Ja, o J ~ Q ,  j fa, n 1 
n = 4  n = 5  
j = O  -0.5824 X j = O  0.2939 X 
1 0.6912 X lo-’ 1 -0.3001 X 
2 -0. i28i X I U  . - - 4  L. 3 0.4343 x 
3 0.4264 X l om4 3 -0.8465 x 
0.2775 x 4 0.3348 X 4 
5 0(10-~ 5 0(10-~) 
1 a.
2. 
3. 
4. 
5. 
6. 
7. 
8. 
9. 
10. 
11. 
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