Carbon dioxide emissions may create significant social harm because of global warming, yet American urban development tends to be in low density areas with very hot summers. In this paper, we attempt to quantify the carbon dioxide emissions associated with new construction in different locations across the country. We look at emissions from driving, public transit, home heating, and household electricity usage. We find that the lowest emissions areas are generally in California and that the highest emissions areas are in Texas and Oklahoma. There is a strong negative association between emissions and land use regulations. By restricting new development, the cleanest areas of the country would seem to be pushing new development towards places with higher emissions. Cities generally have significantly lower emissions than suburban areas, and the city-suburb gap is particularly large in older areas, like New York.
Introduction
While there remains considerable debate about the expected costs of global warming, a growing scientific consensus believes that greenhouse gas emissions create significant risks of climate change. A wide range of experts have advocated reducing individual carbon footprints and investing billions to reduce the risks of a major change in the earth's environment (Stern, 2008) .
1 Almost 40 percent of total U.S. carbon dioxide emissions are associated with residences and cars, so changing patterns of urban development and transportation can significantly impact emissions. 2 How do major cities differ with respect to their per-household emissions levels?
In Section II of this paper, we review the basic theory of spatial environmental externalities.
If emissions are taxed appropriately, then private individuals will make appropriate decisions about location choices without any additional location-specific policies. When emissions are not taxed, then location decisions will be inefficient. The optimal location-specific tax on building in one place versus another equals the difference in emissions times the gap between the social cost of emissions and the current tax on these emissions. Even if there was an appropriate carbon tax, location decisions might still be sub-optimal if governments subsidize development in high emissions areas or artificially restrict development in low emissions areas.
In Section III of this paper, we measure household carbon dioxide emissions production in 66 major metropolitan areas within the United States. 3 For a standardized household, we predict this household's residential emissions and emissions from transportation use. We look at emissions associated with gasoline consumption, public transportation, home heating (fuel oil and natural gas) and electricity usage. We use data from the 2001 National Household Travel Survey to measure gasoline consumption. We use year 2000 household level data from the Census of Population and Housing to measure household electricity, natural gas and fuel oil consumption. To aggregate gasoline, fuel oil and natural gas into a single carbon dioxide emissions index, we use conversion factors. To determine the carbon dioxide impact of electricity consumption in different major cities, we use regional average power plant emissions factors, which reflect the fact that some regions' power is generated by dirtier fuels such as coal while other regions rely more on renewable energy sources. We distinguish between the emissions of an area's average house and the emissions of a marginal house by looking particularly at homes built in the last twenty years.
Our estimates suggest a range of carbon dioxide emissions from about 19 tons per household per year in San Diego and Los Angeles to about 32 tons in Oklahoma City and Memphis. The older cities of the Northeast tend to lie within those extremes. While people in these older cities drive less, they need large amounts of heating and produce more emissions as a result. For illustrative purposes, we use a social cost figure of 43 dollars per ton of carbon dioxide, which implies that the social cost of a new home in Houston is $550 dollars more per year than the social cost of a new home in San Francisco.
We also use our methodology to compare the emissions in central cities and suburbs for 48 major metropolitan areas. In general, central city residence is associated with lower levels of emissions, although there are a few places where that fact is reversed. Carbon dioxide emissions differences within metropolitan areas are smaller than the differences across metropolitan areas.
The place with the most extreme emissions difference between central cities and suburbs is New
York, where we estimate that suburban development causes more than 300 dollars more damage in carbon dioxide emissions than central city development.
Across metropolitan areas, we find a weak positive connection between the level of emissions and recent growth when we weight by initial population size. We find a strong negative correlation between emissions and the level of land use controls. Overall, the metro areas with the lowest per-household carbon dioxide emissions levels are also the most restrictive towards new development. This fact suggests that current land use restrictions may be doing exactly the opposite of what a climate change activist may have hoped. Those restrictions, often implemented for local environmental reasons (such as to preserve open space or reduce neighborhood traffic), seem to push new development towards the least environmentally friendly urban areas (Fischel 1999, Glaeser and Tobio, 2007) . We now turn to the basic economics of environmental externalities and urban development.
I. Urban Development and Environmental Externalities
This theory section makes three simple points. First, if emissions are actually taxed at the appropriate rate then there is no need for further spatial policy to improve private decisions about location. Second, if emissions are taxed below the optimal level, then it is appropriate to subsidize the areas that have less energy usage and tax the areas with more energy usage. Third, even with an optimal emissions tax, suboptimal public policies, such as zoning or transport subsidies, may still lead to suboptimal locations.
We outline a simple model where location choice interacts with environmental externalities.
We assume that there is a fixed population of size N identical individuals that must choose between I communities. The population of community i is denoted i N . Individuals choose their communities and their level of energy consumption. We let "E" denote the amount of energy selected by each individual. This energy choice is meant to include household and transportation-related energy use.
Individuals maximize
, a quasi-linear utility function where Y refers to income, H i P refers to housing costs that are specific to region i, E i P refers to energy costs which are specific to region i, t refers to an energy tax which is initially independent of region, Ê refers to the average energy consumption in the world as a whole, i Z refers to attributes of the area which individuals treat as exogenous, V(.;.) reflects the regionspecific benefits from energy use and ) ( E N C represents the costs of global energy consumption that may be associated with climate change. Each individual pays an energy tax of tE, but then receives a tax refund of E tˆ so that the tax is revenue neutral. The function V(.;.) allows different area characteristics to influence the benefits from energy use, and is meant to capture the possibility that air conditioning might be more valuable in hot, humid places. We assume that V(.;.) is increasing and concave in its first argument.
Income and housing costs are derived from labor markets and housing markets. Specifically, each region has Q of builders whose costs, denoted k(.), are increasing and convex in the number of buildings produced. The employers and builders are owned equally by all of the people in the country. These assumptions enable us to write that wage income equals
, the marginal product of labor, and the cost of housing
, the marginal cost of supplying housing. Each person receives an equal share of all business profits throughout the world.
Equilibrium is then determined by two optimality conditions. First, individuals must be choosing their private energy consumption to maximize their utility levels which implies that ) ; (
, where
* i E denotes privately optimal energy consumption conditional on prices and taxes in area i, and ) ; (
is the derivative of V(.;.) with respect to its first argument. Individuals must also be indifferent between the different locations, which means that
must be constant across space.
Since everyone is essentially identical, we focus on an additive social welfare function:
This yields first order condition for energy consumption:
gives the standard result that the private optimality condition will be equivalent to the social
The first order condition for social optimality locations is that ( )
There is no need for any added spatial policies if energy is properly taxed.
, then the spatial equilibrium is not Pareto optimal because people don't fully internalize the externalities associated with their energy use when they change locations. If energy use in an area is independent of the number of people in that area, then a location specific
− transforms the private location decision into a second best social optimum, where people make the socially optimal location decisions conditional upon their socially suboptimal energy decisions. In comparing any two areas, the difference in tax payment for area i versus area j should equal ( )
, the difference in energy usage times the difference between the optimal tax and the current tax. Our primary empirical exercise will be to calculate these quantities for different areas.
We can use the same model to ask when local environmentalism is good environmentalism.
We model local environmentalism by assuming that a location imposes a location specific tax, i τ on energy usage in that state, and that revenues from this tax are rebated to the residents of the state. The first order condition for individual energy consumption is now
, where ) (
E τ is a function mapping local energy taxes into local energy use. The concavity of V(.;.) implies that 0 ) ( ' * *
. Higher taxes will lead to local energy decisions that are better from a global perspective as long as
, but they will not necessarily increase welfare because these taxes also impact migration decisions.
To make this point, we reduce the world to only two regions and assume that there is no energy tax in region 2. We further assume that
. Differentiating the spatial equilibrium yields: 
, so a tax on energy use in region one reduces the population of region one. This effect might be quite small, especially if the tax is modest, because the tax impacts migration behavior only by inducing people in area one to consume too little energy relative to the privately optimal level of energy consumption in the absence of this tax.
The tax in region one improves overall social welfare if and only if:
The left hand side of the equation is positive; the right hand side is negative if
If energy usage in region one is greater than energy usage in region two, then the impact of added energy taxes in that region must have a positive effect on welfare. In that case, the tax reduces both energy consumption, and the number of people in region one, which is desirable since it is the high energy use region.
If region one is using less energy than region two, then the situation is more ambiguous. If the migration margin is very large then it is at least conceivable that this tax will make the energy problem more problematic. A local tax that sets
is certainly sub-optimal, since in that case the gains from reducing the tax on the migration margin will exceed the costs of reducing the tax in terms of increased energy usage in region one.
In many cases, this result may be more of an economic curiosity than a real concern. Many energy taxes seem too small to really impact migration behavior, at least if the taxes are rebated to residents in some way. However, environmentally inspired land use restrictions seem more likely to have counterproductive results. To model these interventions, we assume that location one has imposed a tax on new construction equal to 1 z which is meant to refer to a "zoning tax."
With this tax, the equilibrium first order condition for builders in location one
. We assume that the tax either goes to infra-marginal residents of the community or that it is shared across both communities.
4
Unlike the place-specific energy tax, the zoning tax does not impact energy use directly, but it does reduce the number of people in location one. Specifically:
The overall impact of zoning on social welfare is ( )(
, which is positive as long as ( )(
. If the area with the high zoning tax is also the high energy user, then the zoning tax will improve welfare, at least until the point where the tax equals the difference in energy usage times the difference between the social cost of energy use and the current tax. If the zoning tax is imposed in areas that have particularly low energy use, then it is counterproductive. This motivates our empirical exercise examining whether areas with extensive land use restrictions are also areas that have high levels of energy use.
II. Greenhouse Gas Emissions Across Metropolitan Areas
We now turn to estimating the quantity of carbon dioxide emissions that households produce in 66 major metropolitan areas. 5 Our goal is to calculate the marginal impact of an extra household in location j on the total carbon dioxide emissions of that location. The marginal household and the average household need not be the same, and we will try to create marginal estimates by comparing the emissions of an average household and the emissions associated with
4 If the tax is rebated only to new homeowners then the tax will be completely irrelevant. 5 Our sample includes 66 metropolitan areas with at least 250,000 households based on year 2000 Census IPUMS.
In the year 2000, 72% of all metropolitan area residents live in one of these 66 metropolitan areas. We use the IPUMS definitions of metropolitan areas to assign households to metropolitan areas (see http://usa.ipums.org/usaaction/variableDescription.do?mnemonic=METAREA). One natural concern with our approach is that households in areas that spend more on energy have less income to spend on other things that also involve greenhouse gas emissions. If people in Texas are spending a lot on air conditioning and gas at the pump, then perhaps they are spending less on other things that are equally environmentally harmful. We cannot fully address this concern, since it would require a complete energy accounting for every form of consumption, but we do not believe our omissions fatally compromise our empirical exercise.
After all, few forms of consumption involve nearly as much energy use as the direct purchase and use of energy. Moreover, areas that tend to have high levels of energy use are generally low cost areas like far flung suburbs or the Sunbelt, where people have more, not less, money available for other things. One can argue that the high land costs in expensive cities represent a transfer to earlier property owners who use their property-related revenues to buy more energy, but tracing through this chain of money and emissions is far too complicated a task for us.
Car Usage and Emissions
We begin with estimating gasoline usage across metropolitan areas. Our primary data source is the 2001 National Household Transportation Survey (NHTS). This data source contains information on household characteristics and reported annual miles driven. The NHTS uses information on the types of vehicles the household owns to estimate annual gasoline consumption. 8 The survey also reports the population density of the household's census tract, and zip code identifiers that enable us to use zip code characteristics to predict gasoline usage.
We use these zip code identifiers to calculate each household's distance to the metropolitan area's Central Business District.
Our primary approach is to use the NHTS to predict gasoline usage based on individual and zip code level characteristics. We regress: Since there are a significant number of truly extraordinary outliers, and since we are running this regression in levels rather than logs, we top code the top one percent of the sample. The results of this equation are shown in Table 1 .
The overall r-squared of the equation is 30 percent. Family size and income strongly increase gas consumption, so it is important to control for these characteristics. The area-level characteristics have the predicted signs. Population density, whether at the tract, zip code or metropolitan area level, reduces gasoline usage (see Golob and Brownstone 2008) . Distance to the metropolitan's central business district also increases average gasoline consumption. We also interact census tract density with region dummies and find that the density-gas consumption relationship is weaker in the West.
We then take these coefficients and predict gasoline usage for a family with an income of 62,500 dollars and 2.62 members for each census tract located within 66 major metropolitan areas.
9 Specifically, our predicted value for a census tract with characteristics
, where q Ave X denoted the individual characteristics of a standardized individual. We then form metropolitan area averages by aggregating up from the tract level using the tract's household count as the weight. 10 These estimates control for household level income and size, but they are, of course, imprecise. We are only using two primary characteristics for each tract, its proximity to downtown and its population density. As such, there will be an almost automatic relationship between urban sprawl and gasoline usage since gasoline usage decreases with density and increases with distance from downtown. There is a less automatic connection between gasoline consumption and metropolitan area population size, which is shown in Figure 1 . On average, a .1 log point increase in MSA population size is associated with a 7.3 gallon reduction in the consumption of gallons of gas.
An alternative approach is to run regression (5) using metropolitan area fixed effects instead of region fixed effects, and then use those metropolitan area fixed effects as our measure of gasoline usage. In that case, we would have had to restrict our work to the small number of metropolitan areas with reasonably large data samples. We have estimated metropolitan area gasoline usage in this alternative manner, and the correlation between our measure and the measure estimated using metropolitan area fixed effects is high.
To estimate the gasoline related emissions of a marginal household, we again start with the gasoline consumption predicted at the tract level using our coefficients shown in Table 1 . We then aggregate census tract gasoline usage up to the metropolitan area, by averaging across census tracts, weighting not by current population levels, but instead by the amount of housing 9 These demographic statistics are based on the sample means for the 66 metropolitan areas from the year 2000 Census IPUMS. 10 We include all census tracts within thirty miles of the metropolitan area's CBD. On average, homes built in the last 20 years are associated with 47 more gallons of gasoline per household per year than average homes, which reflects the tendency to build on the urban edge. While we believe that focusing on recent housing patterns adjustment makes sense, it makes little difference to the cross-metropolitan area rankings. The correlation between estimated metropolitan area gasoline consumption using the total population of each census tract and the estimate based on the number of houses built since 1980 is .96.
To convert gallons of gasoline into carbon dioxide emissions, we multiply first by 19.564, which is a standard factor used by the Department of Energy.
11 This conversion factor includes only the direct emissions from a gallon of gasoline, not the indirect emissions associated with refining and delivering gas to the pump, which typically increase the energy use associated with a gallon of gas by 20 percent. 12 To reflect this, we assume that each gallon of gas is associated with 23.46 pounds of carbon dioxide emissions.
Public Transportation
We now turn to the emissions associated with public transportation. There are no adequate individual surveys that can inform us about energy usage by bus and train commuters. Instead, we turn to aggregate data for each of the nation's public transit systems from the National Transit Database 13 . For all of the nation's public transit systems, this data source provides us with information about energy used, which takes the form of gasoline in the case of buses and electricity in the case of rail. The data does not tell us about private forms of public transit, such as private bus lines or taxis or the Las Vegas monorail.
For each bus or rail system, the data set provides us with the zip code of their headquarters.
We then assign each zip code to the relevant metropolitan area and sum up all of the gasoline and for gasoline. We again increase that factor by 20 percent to reflect the energy used in refining and distribution. The conversion for electricity is somewhat more difficult, since electricity is associated with different levels of emissions in different regions of the country. We will therefore be using different conversion factors for electricity in different places, and we will discuss those at length when we get to home electricity usage. By combing emissions from gas and emissions from electricity, we estimate a total emissions figure within the metropolitan area.
To convert this to a household-level figure, we divide by the number of households in the metropolitan area.
There are two reasons why the marginal emissions from a new household might not be the same as the average emissions for an existing household. First, the marginal household might be more or less inclined to use public transportation. Second, even if the marginal household uses public transport, we do not know how much extra energy this will entail. Typically, we think of some public transit technologies as having large fixed costs, which could mean that the marginal costs are quite low. However, in some cases, new development may mean that a new bus line is extended to a newer, lower density area, and in this case, the marginal costs might be quite high.
Since we lack the data to make an effective estimate of the marginal effect, we will use the average emissions from public transit throughout this paper. Since the emissions from private automobiles are on average fifty times higher than the emissions from driving, the benefits to our overall estimates of improving the accuracy of our public transit emissions measures are likely to be small.
Household Heating
We now turn to the emissions from the two primary household heating sources: fuel oil and natural gas. Fuel oil use is rare in the United States outside of the Northeast, and is an important source of home heating in only a few metropolitan areas. Natural gas is the more common source of home heat. In some areas, electricity also provides heat, but we will deal with electricity separately in the next section.
For our purposes we need a large representative sample that provides information by metropolitan area on household heating. The Department of Energy's Residential Energy Consumption Survey 14 is too small of a data set to address our needs. This data set also does not provide each survey respondent's metropolitan area. Instead, we use data from the 2000 Census five percent sample (IPUMS). This data set provides information for each household on its expenditure on electricity, natural gas and fuel oil.
The key problem with the IPUMS data is that we are interested in household energy use, not energy spending. Conveniently, the Department of Energy provides data on prices for natural gas 15 and fuel oil 16 for the year 2000. These prices are at the state level, so we miss variation in prices within the state. We use these prices to convert household energy expenditure to household energy consumption.
One particular problem with the expenditure data is that some renters do not pay for energy directly, but are charged implicitly through their rents (Levinson and Niemann 2004) . These renters will report zero energy expenditures, when they are indeed using electricity and some home heating fuel. Indeed, when we look at the frequency of reported zero expenditure in different metropolitan areas, we find that these tend to be disproportionate among renters and other residents of multi-family houses. In these cases, it is impossible to know whether a zero value for expenditure truly indicates that the household does not consume this particular fuel or whether the household just doesn't pay directly for that energy. As such, we have the most confidence in the IPUMS data for measuring actual household energy consumption for owners of single family homes.
We use the IPUMS 2000 data to estimate a separate regression for each of the 66 metropolitan areas using the subsample of owners of single family homes:
(6) Energy Use=a*Log(Income)+b*Household Size +c*Age of Head+ MSA Effects.
In the case of natural gas in the New York City area, for example, we estimate:
Standard errors are in parentheses. In this regression, there are 28,757 single owner occupied housing unit observations and the r-squared is .02. For each metropolitan area, we estimate similar regressions for fuel oil and electricity consumption. We then use metropolitan area specific regression coefficients to predict the natural gas and fuel oil consumption for a household with an income of 62,500 dollars and 2.62 members.
We try to correct for individual characteristics, but we do not correct for housing characteristics. After all, we are not attempting to estimate emissions assuming that people in Houston live in New York City apartment buildings. The building sizes in an area are a key component in emissions and we want to include that. Our approach allows for the fact that a household with a fixed set of demographics is likely to live in a larger, newer home if it lived in Houston than it would have chosen if it lived in Boston or New York City, since land prices are higher in the latter cities. Our approach captures the fact that a standardized household will live its life differently depending on the relative prices that it faces in different cities.
To estimate energy consumption for renters and owners in multifamily units for each of the 66 metropolitan areas, we adjust our metropolitan area specific predictions that were based on estimates of equation (6). For example, we will estimate equation (6) This procedure allows us to predict a standardized household's consumption of energy for each metropolitan area, if it lived in four different housing categories. We then calculate a weighted average across these four categories by metropolitan area. The weights, which vary by metropolitan area, are based on the IPUMS data's frequency count of each of these four housing types. This multi-step method allows us to impute the energy consumption for renters and all residents in multi-family buildings, where we are concerned that reported energy expenditure does not accurately measure household consumption. Our correction procedure is especially important in a metropolitan area such as New York City, and is much less important in places like Houston where most of the households are single family owners.
Natural gas consumption is driven primarily by climate. Figure 2 shows the correlation between our estimated natural gas consumption and January temperature. We do not find the correlation coefficient of -.81surprising, but it does suggest that our results are reasonable.
For fuel oil and natural gas, there are again conversion factors that enable us to move from energy use to carbon dioxide emissions. In the case of fuel oil the factor is 22.38 pounds of carbon dioxide per gallon of fuel oil 19 . We again increase this number by 20 percent to reflect the energy used in refining and distributing. According to the same source, there are 120.59
pounds of carbon dioxide emissions per 1,000 cubic feet of natural gas. In this case, there is much less energy involved in distribution so we use this conversion factor without any 18 The REX regressions are available on request.
19 http://www.eia.doe.gov/oiaf/1605/factors.html adjustment. We combine the emissions from natural gas and fuel oil to form an estimate of total home heating emissions.
To examine the impact of a marginal home, we repeat this procedure using only homes built between 1980 and 2000. Since older homes are less fuel efficient, the average home will overstate true energy use, especially in older areas of the country. We use only homes built within the last 20 years to minimize this effect. In principle, we could have used only homes built in the last five or ten years, but our sample sizes become too small if we limit our samples in this way. We will refer to these estimates as our estimates of marginal heating emissions.
Household Electricity
In the case of electricity consumption, we begin with the same IPUMS-based procedure used for fuel oil and natural gas. We use state-wide price data to convert electricity expenditure into consumption in megawatt hours 20 . We then regress estimated electricity consumption on household characteristics by metropolitan area, just as we did for home heating. We also follow the same imputation procedure for owners of multi-family units and all renters. Following this strategy, we predict household annual electricity consumption for each metropolitan area for a standardized household with 2.62 people earning an annual income of $62,500.
In the case of electricity, consumption rises most sharply with July temperatures, as shown in Maybe this section was based on a previous graph?
The conversion between electricity usage and carbon dioxide emissions is considerably more complicated than the conversion between natural gas or petroleum usage and emissions. If we had a national market for electricity, then it would be appropriate to use a uniform conversion factor, but since electricity markets are regional, we must allow for different conversion factors 20 http://www.eia.doe.gov/cneaf/electricity/epm/table5_6_b.html in different areas of the country. There is considerable heterogeneity in the emissions for megawatt hour of electricity between areas that rely on coal, like the Northeast, and areas that use more hydroelectric energy, like the West.
What geographic area should we use to calculate the emissions related to electricity usage?
In principle, one could calculate anything from a national average of emissions per megawatt hour to a block specific figure. Using smaller levels of geography certainly increases the accuracy with which emissions are allocated to electricity usage. However, if electricity is perfectly substitutable between two places, then this precision is somewhat misleading, and irrelevant for estimating the marginal emissions associated with new construction. The relevant consideration is not the actual greenness of the particular area's supplier, but rather the average emissions of the entire area.
For example, consider a setting where there is a clean and a dirty electricity producer in a region, with identical costs of production and plenty of consumers who don't care about the source of their electricity. In equilibrium, both producers will generate the same amount of electricity. A new consumer who buys only from the clean producer will still be associated with the average level of emissions. Since these two providers are perfect substitutes, if a new resident buys only from the clean provider, then someone else will be buying from the dirty provider.
For this reason, it makes sense to consider the average emissions within the market not the individual emissions of one particular place.
The North American Electric Reliability Corporation (NERC) has divided the U.S. into eight electricity markets. While electricity within these regions is not perfectly fungible and there is some leakage across NERC regions, there is much more substitutability of electricity within NERC regions than across regions. The difficulties involved in transmitting electricity over long distances mean that electricity in one region cannot readily substitute for electricity in another region. We therefore feel comfortable treating these markets as more or less closed systems (Holland and Mansur 2008) .
We calculate NERC region average emissions data using power plant level data from the Using eGRID, we calculate the emissions for megawatt hour for each of the NERC regions.
There is remarkable heterogeneity across these regions (Holland and Mansur, 2008) . For example, San Francisco is located in a NERC region that generates 1000 pounds of carbon dioxide for each megawatt hour of electricity. In contrast, Philadelphia is located in a NERC region where the average power plant in the region generates 1600 pounds of carbon dioxide for each megawatt hour.
We then use these conversion factors to turn household electricity usage into carbon dioxide emissions for each metropolitan area. We use the same conversion factor to handle the electricity consumption of commuter rails. To consider the impact of the marginal home, as above, we restrict our IPUMS estimates to homes built only between 1980 and 2000.
Overall Household Rankings
We finally turn to an overall ranking of metropolitan areas based on carbon dioxide emissions. Table 2 lists the 66 largest metropolitan areas for which we have data. The first column shows carbon dioxide emissions from predicted gasoline consumption within each metropolitan area. 22 There is considerable range in the consumption of gasoline at the metropolitan area level. The New York metropolitan area is estimated to use the least gasoline, 21 see http://www.epa.gov/cleanenergy/egrid/index.htm 22 These predictions are based on predicting gasoline consumption in each census tract for a standardized household. Within a metropolitan area, census tracts differ with respect to their population density and their distance to the City Center. Across metropolitan areas, census tracts differ with respect to their MSA's region and overall density. We exploit this variation as well to predict each tract's annual gasoline consumption per household. We then use census data on household counts to weight this tract level data into a metropolitan area level average prediction.
which reflects its high degree of employment and population concentration and its relatively heavy use of public transportation. Greenville, South Carolina, is estimated to have the most gasoline consumption. The gasoline-related emissions in Greenville are almost twice as high as the gasoline-related emissions in the New York area.
The second column reports our results on per household energy emissions due to public transportation. This column adds together rail and bus emissions and converts both by appropriate factors to arrive at carbon dioxide emissions. There is, of course, considerable heterogeneity. Emissions from public transportation in New York City are more than three tons of carbon dioxide from public transit per capita. 23 However, even in New York, these emissions are relatively modest relative to the contributions of cars, since public transportation shares infrastructure, like buses, and uses electricity.
The third column gives our results on fuel oil and natural gas. Again, the results show a fair amount of regional disparity. Detroit leads the country in home heating emissions and Boston is a close second. Much of the West has almost no emissions from home heating. In general, places that use fuel oil have much higher emissions than places that use only natural gas, which explains why emissions from this source are much lower in Chicago than in Detroit.
The fourth column shows electricity consumption and the fifth column shows the NERCbased conversion factor for converting electricity into emissions. To calculate electricity related emissions in each area, the fourth and fifth columns need to be multiplied together. 24 We show these columns separately to illustrate the role of electricity usage versus the role of clean electricity production. New Orleans is the leader in electricity usage, while residents of Buffalo consume the least electricity. San Francisco has the second lowest electricity usage in our data. 23 We do not have data on energy consumption from public transit in Las Vegas. 24 Households use electricity not only at home but also where they shop and work. In results that are available on request, we have used the 2003 Commercial Building Energy Survey. This building level data set collects information on roughly 5000 buildings across the United States. While this data set does not have metropolitan area identifiers, it does provide information on the heating degree days and cooling degree days at the location of each of the buildings. We regress building energy consumption per worker on building type dummies and these climate measures. Using city level data from Burchfield et. al. (2005) , we predict commercial building energy consumption per worker for each metropolitan area. The cross-metropolitan area correlation between commercial energy consumption prediction and our residential energy consumption measure is .65. On average across the metropolitan areas, commercial energy consumption per worker is 30% higher than residential consumption per household.
The sixth column sums together all of the different sources of carbon dioxide emissions. The table is ordered by the amount of these emissions. California's cities are blessed with a temperate climate and they use particularly efficient appliances and produce electricity in particularly clean ways. Four of the five cities with the lowest emissions levels are all in California. Providence, Rhode Island ranks in the top five due to its low electricity use.
The high emissions cities are almost all in the South. These places have large amounts of driving and very high electricity usage. Their electricity usage is also not particularly clean.
Texas is particularly well represented among the places with the highest levels of emissions.
Memphis has the absolute highest level among our 66 metropolitan areas. Indianapolis and Minneapolis are the northernmost places among our ten highest emission metropolitan areas.
New construction in the Northeast is generally between those extremes. These places use moderate amounts of electricity. They drive less than Californians, but use large amounts of fuel oil. The Midwest looks generally similar to the Northeast, but larger amounts of driving push gasoline emissions up.
In column seven, we multiply total emissions by 43 dollars per ton to find the total emissions-related externality associated with an average home in each location. The 43 dollar number is somewhat arbitrary, and we are using it purely for illustrative purposes. It is conservative relative to the Stern report (2008), which suggests a cost of carbon dioxide that is twice this amount, but it is considerably more aggressive than the numbers used by Nordhaus (2007). Tol (2005) is one meta-study that also suggests that this number may be somewhat too high while our number is in the middle of the range in Metcalf (2007) . 26 Using this figure, the range of costs associated with each home goes from $1,148 dollars in San Diego to more than estimating these standard errors is detailed in the statistical appendix. 27 The standard errors of the carbon emissions (measured in tons) equal the standard errors of the emissions costs divided by 43. Table 3 shows the 66 Metropolitan Area ranking based on the subset of households who live in homes built between 1980 and 2000. Table 3 's structure is identical to Table 2 but Table   3 provides an estimate of how average emissions vary across metropolitan areas for a standardized household who lives in housing built between 1980 and 2000. This is useful information for determining whether within MSA growth patterns are shrinking the city's average footprint.
The differences between the two tables tend to offset each other. People who live in new homes consume more gasoline, which reflects the tendency of new growth to be in the suburbs.
However, new homes are more energy efficient and therefore have lower emissions from home heating. In general, we find that this ranking based on recent growth is highly positively correlated with the average rankings reported in Table 2 .
The energy use differences between metropolitan areas are quite large. Our estimate is that a new house in coastal California is associated with two-thirds or less of the emissions associated with a new house in Houston or Oklahoma City. These differences suggest that changing urban development patterns can have potentially large impacts on total carbon emissions. Since residential and personal transportation are associated with about 40 percent of total emissions, a 33 percent reduction in these sources would reduce total U.S. emissions by 13 percent. Of course, any policy interventions would impact the flow of new housing, rather than the stock, so changes in urban development patterns would only reduce emissions gradually.
Our cost estimates suggest optimal location-specific taxes on development, in the absence of other carbon emission taxes. The six hundred dollar difference in emissions costs between the coastal California areas and Memphis suggests a flow tax of six hundred dollars per year for each household in Memphis. This is not a small number. If the tax were paid in a single lump sum payment, of perhaps $12,000, then this would represent a sizable increase in the cost of living in 27 The standard errors for the predictions are based on the sampling variation in the 2001 NHTS data set as reported in Table 1 . We are assuming that the large sample sizes in the IPUMS data set minimize the sampling error in our predictions of the other entries in Table 2 .
Memphis. The U.S. Census tells us that the median value of a home in Memphis in 2006 was 91,000 dollars. Of course, the model suggests that a direct carbon tax would improve social welfare more than any location tax, so we believe that the main value of our results is only to suggest the external costs associated with moving to places like Memphis.
To study the cross-MSA correlates of greenhouse gas production, we present five separate OLS regressions in Table 4 . In each of these regressions, the explanatory variables include the logarithm of average city income, the logarithm of city population, average January temperature and average July temperature. We also include a measure of the share of city centralization: the share of the population within five miles of the city center. The first column shows the correlates of private transportation related emissions. Income is uncorrelated with gasoline usage at the metropolitan level. At the individual level, there is a strong connection between gasoline consumption and income, but these estimates are supposed to correct for that relationship and they seem to do that. Larger metropolitan areas have somewhat less driving, which reflects the fact that these cities are somewhat denser. As the share of population within five miles of the city center increases by 10 percent, carbon dioxide emissions from driving decreases by 1300
pounds. Finally, places with warm Januarys have less driving, but places with hot Julys have more driving. These correlations are presumably spurious, and reflect other variables, like the degree of sprawl, associated with these weather variables.
The next regression shows the correlates of public transit emissions. In this case, city population is the only variable that is strongly correlated with emissions. Bigger cities are more likely to have extensive public transit systems. There is also a weak correlation between this outcome and the concentration of population within five miles of the city center.
The third regression looks at the relationship between home heating related emissions and the area-level variables. There is an extraordinarily strong negative correlation between this variable and January temperature, which was discussed above (also see Ewing and Rong 2008) .
Lower July temperatures also weakly increase home heating emissions. None of the other variables are strongly correlated with this outcome variable. The power of temperature to predict home heating emissions explains why the r-squared for this regression is higher than for any of the other regressions in this table.
The fourth regression correlates electricity related emissions with our independent variables. Areas that are more geographically concentrated have lower levels of electricity usage and lower emissions. The strongest determinant of home electricity usage in this regression, unsurprisingly, is July temperature. Still, the ability of the weather to explain electricity is weaker than the ability of the weather to explain home heating emissions.
Finally, the fifth regressions look at the correlates of total emissions. In this case, all of the variables except for city income are statistically significant. More populous cities have lower emissions, and this is being driven both by less electricity usage and by less driving. More decentralized cities have higher emissions, and this reflects less electricity and less driving.
Places with milder Januarys have lower emissions, which is the result of less use of artificial heat. Places with hotter Julys have higher emissions, reflecting the electricity needed to run air conditioners.
As such, these regressions suggest that there are several different variables associated with lower levels of emissions at the city level. Older dense cities have lower emissions, but not if they are particularly cold. The temperate Sunbelt uses little electricity, but not the places with particularly hot summers.
What is the connection between low greenhouse gas emissions and city growth? Figure 4 shows the correlation between these marginal cost estimates and development in the area since 2000. Our dependent variable is the ratio between average annual housing permits in the area since the year 2000 and the total stock of housing in these places in the year 2000. This measure captures the extent to which the area is building new homes.
The overall relationship is basically flat, which suggests that current development patterns are neutral towards emissions. Unfortunately, that conclusion may be a bit optimistic because the correlation becomes significantly positive if we weight by the initial population of the area. The flat relationship that we see is driven primarily by Las Vegas and Phoenix, two areas that have high levels of growth and low levels of emissions. Without those areas, the relationship between growth and emissions becomes more strongly positive.
If moderate temperatures lower emissions and expenditure, then why aren't people moving to places with more temperate climates? One possible reason for the weak relationship between new construction and per household emissions is land use regulations. As Figure 5 shows, there is a strong negative association between the Wharton Land Use Regulation Index and carbon dioxide emissions. This Regulatory Index is discussed in detail in Gyourko, Saiz, and Summers (2008) . 28 Places with the least emissions tend also to regulate most heavily. This relationship is strongly statistically significant.
The negative connection between land use regulation and emissions is ironic but unsurprising. Environmentalists have fought both to reduce emissions and to restrict new development. In California, they have been successful in both fights. The result of this combination of activities is that the places with the lowest emissions in the country are also the places that have made it most difficult to build. We do not believe that California's small perhousehold footprint is caused by land use regulation. Californians' heavy reliance on driving and not using public transit is well documented (Kahn 2006) . Instead, as documented in Table 2, California's relative greenness reflects a temperate climate and relatively clean electric utilities.
California's regulatory authorities have been the nation's leader in enacting anti-pollution regulation. The state enacted more stringent vehicle emissions and earlier than the rest of the nation and now is pursuing the ambitious AB32 legislation signed into law by Governor Schwarzenegger in 2006. California's current low per-capita electricity consumption levels are a relatively new trend. In 1968, per-capita electricity consumption in California roughly equaled the nation's per-capita electricity consumption. Today, California's per-capita electricity consumption is forty percent lower than the nation's per-capita consumption.
III. Greenhouse Gas Emissions within Metropolitan Areas
28 Gyourko, Saiz and Summers (2008) describe their index; "This aggregate measure is comprised of eleven subindexes that summarize information on the different aspects of the regulatory environment. Nine pertain to local characteristics, while two reflect state court and state legislative/executive branch behavior. Each index is designed so that a low value indicates a less restrictive or more laissez faire approach to regulating the local housing market. Factor analysis is used to create the aggregate index, which then is standardized so that the sample mean is zero and the standard deviation equals one."
In the previous section, we focused on cross-metropolitan area implications of greenhouse gas emissions. We now look within metropolitan areas, and focus on energy use differences between central cities and suburbs. After all, locating in central cities generally involves far less driving and living in smaller apartments. Since these choices are associated with fewer greenhouse gas emissions, they should also be seen as having fewer negative externalities.
Our approach is again to estimate the average energy consumption associated with locating in different areas, holding an individual's income and size constant, but not controlling for other choices like housing characteristics. Living in a larger house is a major part of moving to the suburbs for many people, and that should be captured in the environmental impact of suburbanization. We will use the same data sources and the same methodology as above, but we now focus on the differences between central city and suburban locations.
To keep definitions constant across data sources, we use the Census definition of Central City status, which we have for both census tracts and in the IPUMS. We exclude those data points that do not provide us with a central city identifier. This reduces our set of metropolitan areas down to 48. Sample sizes are unfortunately too small for us to provide robust estimates of emissions for the marginal home within metropolitan areas. As a result, we look only at the emissions associated with an average home.
To provide estimates of gasoline consumption in central cities and suburbs, we continue to use the regression results reported in Table 1 based on the 2001 National Household Travel Survey. This regression enables us to estimate the level of gasoline usage that a standardized household would purchase in each census tract. We then average all of the predicted gas usage numbers in census tracts that are in Central City PUMAs to form our estimate of Central City gasoline consumption. We do the same thing for suburban census tracts to form our estimate of suburban gasoline consumption. We continue to multiply gasoline usage by 23.47 to get total emissions.
As before, we compute gasoline usage for both marginal and average houses. We calculate average household gas consumption by averaging across census tracts using the total number of households in each census tract. We calculate marginal household gas consumption by averaging across census tracts, weighting them by the number of households built in the last ten years.
In the case of public transportation, we again calculate the total amount of emissions in the metropolitan area. We then allocate those emissions on the basis of public transportation usage. We calculate the total number of households in the central city and suburban commuters who use public transportation. We divide the total public transit emissions by this quantity to find the average public emissions per household that commutes using public transportation. We then multiply this number by the share of households in the suburbs and central city respectively that commute using public transportation to estimate the amount of public transit emissions associated with central city and suburban households.
For fuel oil and natural gas, we continue to use our IPUMS methodology of converting spending into energy use. In this case, the methodology is very dependent on central city and suburban residents facing the same fuel prices. We estimate our regressions separately for each metropolitan area, and in this case we also estimate an indicator variable that takes on a value of one if the household is in the suburbs. This indicator variable provides us an estimate of how much extra fuel is being consumed in suburban areas. We continue to multiply fuel and gas usage by the standard conversion measures to turn them into emissions.
We use the same procedure for electricity. We regress estimated electricity consumption on personal characteristics and a dummy variable that indicates a suburban location. We use the coefficient on that dummy variable as our estimate of the extra electricity associated with suburban living. We multiply this dummy variable by the NERC electric utility emissions factor to calculate the total emissions difference associated with electricity in the central cities and the suburbs. As discussed in the heating section above, we perform a correction using the 2001 RECS data to address the problem that renters and owners in multi-family units may not pay for their own electricity or home heating.
The suburban versus center city differentials are reported in Table 5. This table reports estimates for major metropolitan areas for which the IPUMS reports within metro area geography such that both center city residents and suburban residents can be identified. This yields a sample of 48 metropolitan areas. The first column shows the results for gasoline consumption. The city-suburb gap, in Table 5 , ranges from 691 pounds of carbon dioxide (about 30 gallons of gas) in Los Angeles to ten times that amount in Philadelphia. Interestingly, there are large gaps in gas emissions both in older cities, where people in the central city take public transportation, and in newer cities, where everyone drives but people in the suburbs drive much more.
In the second columns of Table 5 , we turn to public transportation related emissions.
Hartford has the largest central city-suburb gap in these emissions (2900 pounds of carbon dioxide), followed by Chicago, Seattle, then New York. Riverside has almost no gap. While public transportation made little difference to the metropolitan area figures, it does matter here.
Since the central city populations tend to be the big users of public transportation and those populations are sometimes much smaller than the overall populations, the emissions that we credit to those people can be reasonably high. For example, in the case of New York City, more than one-third of the gains in reducing car-related emissions that are associated with central city residents are offset by higher emissions from public transit.
In the third column of Table 5 , we turn to heating-related emissions. In this case, there is considerable heterogeneity across metropolitan areas. In New York, central city residents emit more than 6000 pounds of carbon dioxide less than suburbanites. In Detroit, central city residents emit more than 6000 pounds of carbon dioxide more than suburbanites.
The fourth column in Table 5 shows our result for electricity emissions. This column multiplies the NERC factor with the electricity usage gap. Almost everywhere, smaller urban homes mean lower electricity usage. Suburban electricity usage is lower in five cases when we consider average homes and in eight cases when we look at newer homes. Central city electricity usage does not always decline when we focus on newer homes, because while those homes may be more efficient, they are also more likely to have air conditioning.
The fifth column of Table 5 combines the results to show the total emissions gap between central cities and suburbs by metropolitan area. The sixth columns multiply this quantity by 43 dollars to find the total emissions cost, which ranges from -77 dollars, in Detroit, to 289 dollars, in New York. New York has the biggest gap between central city and suburbs. There are only two areas where suburbs have lower emissions than central cities. The seventh column shows the standard errors of the difference in costs which are again fairly small. Table 6 regresses these differences on the same urban characteristics that we used in Table 4 to explain cross area differences in total carbon dioxide emissions. The dependent variable is the difference in emissions between the suburbs and the central city. The first regression shows that in bigger cities, suburbanites are more likely to drive longer distances relative to central city residents. The suburb-central city driving gap also gets larger in places with warm Julys and shorter in places with warm Januarys.
The second regression shows that the impact of population on emissions is reversed when we look at public transit. In this case, big city residence is particularly likely to be associated with high levels of public transit emissions, which is, after all, what we saw in New York City in Table 5 . In richer cities, the gap also increases.
In the third regression, we see that the heating gap between central cities and suburbs is larger for bigger, richer and more centralized cities. Interestingly, there is no connection between temperature and the city-suburb heating gap. The fourth regression shows that temperature and income, but not city population or centralization, predict the difference in electricity emissions.
The fifth regression looks at the correlates of the total suburb-city emissions gap. The gap is larger in cities with more income and more people. It is also larger when January temperatures are high and when July temperatures are high.
IV. Conclusion
Past research has investigated how greenhouse gas emissions vary as a function of the scale of population and income. This paper has documented that holding population and income constant, that the spatial distribution of the population is also an important determinant of greenhouse gas production. If the urban population lived at higher population density levels closer to city centers in regions of the country with warmer winters and cooler summers in areas whose electric utilities used less coal for producing power, then greenhouse gas production would be lower.
If carbon dioxide emissions are taxed appropriately, then individuals will make appropriate decisions about their locations without any further government interventions. However, if we believe that current carbon taxes, which are essentially zero, do not charge people for the full use of their energy consumption, then location decisions will fail to internalize environmental costs.
In this paper, we have quantified the greenhouse gas externality that a standardized household would create if it were located in one of 66 major metropolitan areas and if it were located in the center city or suburb of 48 major metropolitan areas.
We estimate that costs per household range from 830 dollars per year in San Diego to almost 1410 dollars per year in Memphis. Across areas, emissions are positively associated with July temperature, negatively associated with January temperature, and negatively associated with both city population and centralization. New York has the biggest suburban minus central city gap of 289 dollars while Detroit has a central city minus suburban gap of 77 dollars.
Our work has many limitations. To translate our quantity estimates into dollar cost estimates, we have relied on the index weight of $43 of damage per ton of carbon dioxide, and this number lies within a large confidence interval. Our estimates are based on regressions that can provide only a very imperfect estimate of gasoline usage or electricity consumption in particular areas.
We restricted ourselves to household energy use.
That being said, this paper does provide what we consider to be reasonable estimates of the emissions-related externalities associated with homes built in different areas. However, we would be skeptical about actually using these numbers as the basis for a tax on development in
Oklahoma or a subsidy for development in San Diego. There are surely much better ways, like a direct carbon tax, to get people to internalize the social costs of their actions. Perhaps, the clearest public policy-related conclusion that comes out of this analysis is that current land use controls seem to operate in a way that increases, rather than decreases, carbon dioxide emissions.
Statistical Appendix for Calculating Standard Errors
If we estimate a regression of the form
, then by Slutsky's Theorem and the Law of Large Numbers (LLN) the resulting coefficients will converge to a normally distributed random variable as follows:
2 is an appropriately defined standard error.
Note that in general the resulting predicted values may be written as
. Therefore by a separate application of Slutsky's theorem
Yˆhas the following asymptotic distribution: n is the number of observations in MSA "j". (4) Top 1% set as topcode (6) The omitted category is a household in the Northeast region.
(5) Standard errors are clustered by metropolitan area and are reported below the regression coefficient estimate.
(3) A dummy variable indicating that the head of household's age is missing is included. Suburb-City Differences in CO2 Output Emissions (1) Dependent variables are the suburb-city difference of total pounds of CO 2 emissions from the listed source. See Table 5 . (2) The unit of analysis is a metropolitan area. (3) Standard errors are reported in parentheses.
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