We present a family of abstract-interpretation algorithms that are capable of determining "shape invariants" of programs that perform destructive updating on dynamically allocated storage. The main idea is to represent the stores that can passibly arise during execution using three-valued logical structures.
Introduction
Data structures built using pointers can be characterized by invariants describing their "shape" at stable states, i.e., in between operations on them. These invariants are usually not preserved by the execution of individual program statements, and it is challenging to prove that invariants are reestablished once a sequence of operations is finished [9] . In the past two decades, many "shape-analysis" algorithms have been developed that can automatically identify shape invariants in some programs that manipulate heap-allocated storage [ll, 12, 15, 10, 2, 21, 1, 16, 22, 191 . A common feature of these algorithms is that they represent heap cells by "shapenodes" and sets of "indistinguishable" run-time locations by a single shape-node, often called a summary-node [2] . One
Main Results
This paper presents a parametric framework for shape analysis. Different instantiations of the framework allow the usage patterns of different kinds of data structures in a program to be observed, or allow the usage patterns of data structures to be observed with different levels of precision and efficiency. The ideal is to have a fully automatic method-a yacc for shape analysis, so to speak. The "designer" of a shape-analysis algorithm would supply only the specification, and the shapeanalysis algorithm would be created automatically from this specification. This can be achieved by means of the methods presented in this paper.
Moreover, the framework allows us to create algorithms that are more precise than the above-cited algorithms.
In particular, by tracking which run-time locations are reachable from which program variables, it is often possible to determine precise shape information for programs that manipulate several (possibly cyclic) data structures. Other static-analysis techniques (including ones that are not based on shape graphs [14, 6, 8, 4 , 51) yield very imprecise information on these programs.
The Use of Logic for Shape Analysis
In our shape-analysis framework, predicate-logic formulae play many roles: expressing both the concrete and abstract semantics of the programming language, expressing properties of store elements (e.g., may-aliases, must-aliases), and expressing properties of stores (e.g., data-structure invariants). For instance, the predicate Z(V) expresses whether pointer variable x points to heap cell u; the binary predicate n(ui, vz) express whether the n-component of heap cell ~1 points to heap cell uz; to specify the effect of the statement "x = x->n" on variable x (part of the concrete semantics), we write the formula z'(v) = 3?Ji : Z(Vl) A n(w1, v).
(1)
This indicates that after this statement, variable x points to a heap cell that was formerly pointed to by x->n. To express the property "program variables x and y are not may-aliases", we write the formula vu : +r('u) A y(v)).
Shape Analysis via Three-Valued Logic
We use Kleene's three-valued logic [13] (which has a third truth value that signifies "unknown") to create a shape-analysis algorithm automatically from a specification. Kleene's logic is useful for shape analysis because we only have-partial information about summary nodes: For these nodes, predicates may have the value unknown. One of the nice properties of Kleene's three-valued logic is that the interpretations of formulae in two-valued and three-valued logic coincide on true and false. This comes in handy for shape analysis, where we wish to relate the concrete (two-valued) world and the abstract (three-valued) world: The advantage of using logic is that it allows us to make a statement about both the concrete and abstract worlds via the same formula-the same syntactic expression can be interpreted either as statement about the two-valued world or the three-valued world.
In this paper, shape graphs are represented as "three-valued logical structures" that provide truth values for every formula. Therefore, by evaluating formulae, one obtains simple algorithms for: (i) executing statements abstractly, and (ii) (conservatively) extracting store properties from a shape graph. For example, formula (2) evaluates to true for an abstract store in which x and y do not point to the same shape-node. In this case, we know that z and y cannot be aliases. Formula (2) evaluates to false for an abstract store in which z and y point to the same non-summary node. In this case, we know that x and y are aliases. However, the formula can evaluate to unknown when both x and y point to a summarynode. In this case, the analysis does not know if x and y can be aliases.
In Sections 2 and 4, we show how these mechanisms can be exploited to create a parametric framework for shape-analysis. This technique suffices to explain the algorithms of [ll, 10, 2, 211.
Materialization of New Nodes from Summary Nodes
One of the magical aspects of [19] is "materialization", in which a transfer function splits a summary-node into two separate nodes. (This operation is also discussed in [2, 161.) This turns out to be important for maintaining accuracy in the analysis of loops that advance pointers through data structures. The parametric framework provides insight into the workings of materialization. It shows that the essence of materialization involves a step (called focus, discussed in Section 5.1) that forces the values of certain formulae from unknown to true or false. This has the effect of converting a shape graph into one with finer distinctions. In [19] , it was observed that node materialization is complicated because various kinds of shape-graph properties are interdependent. For instance, the connections between heap cells constrain the sets of potential aliases, and vice versa. In this paper, we introduce a mechanism for expressing (threevalued) constraints on shape graphs, which we use to capture such dependences between properties.
Limitations
The results reported in the paper are limited in the following ways:
l The framework creates intraprocedural shape-analysis algorithms, not interprocedural ones. Methods for handling procedures are presented in [2, 1, 191 . Because these are instances of the framework, their methods for handling procedures should generalize to the parametric case.
l The number of possible shape-nodes that may arise during abstract interpretation is potentially exponential in the size of the specification. We do not know how severe this problem is in practice. However, it is possible to define a widening operator that converts a shape graph into a more compact, but possibly less precise, shape graph by collapsing more nodes into summary nodes. This can be used to make a shape-analysis algorithm polynomial, at the cost of making the results less accurate.
l The number of shape graphs may be quite large (as in [ll, lo] ). This problem was avoided in [15, 2, 16, 191 by keeping a single merged shape graph at every point. This measure has not been employed in this paper in order to simplify the presentation.
Organization of the Paper
We explain our work by presenting two versions of the shapeanalysis framework. The first version is used to introduce many of the key ideas, but in a simplified setting: Section 2 provides an overview of the simplified version and presents an example of it in action; Section 4 gives the technical details. Section 3 presents technical details of how three-valued logic is used to define abstractions of concrete stores (which is needed for Section 4 and subsequent sections). Section 5 defines the more elaborate version of the shape-analysis framework. Due to space constraints, some aspects of the abstract semantics are omitted (see [18] ). Section 6 contains a short account of related work. The analysis of the shapes of the data structures that arise at the different points in the reverse program will serve as the subject of the examples given in the remainder of the paper. The reverse program allows us to demonstrate many aspects of the shape-analysis framework in a nontrivial, but still relatively digestible, fashion.
2.1

Representing Stores via Three-Valued Structures
In Section 1, we couched the discussion in terms of shapegraphs for the convenience of readers who are familiar with previous work. Formally, we do not work with shape-graphs; instead, the abstractions of stores will be what logicians call three-valued logical structures, denoted by (U, L). There is a vocabulary of predicate symbols (with given arities); each logical structure has a universe of individuals U, and L maps each possible tuple ~(2~1, . . . , uk) of an arity-k predicate symbol p,
where ui E U, to the value 0, 1, or l/2, (i.e., false, true, and unknown, respectively). Logical structures are used to provide a uniform representation of stores: Individuals represent abstractions of memory locations; pointers from the stack into the heap are represented by unary "pointed-to-by-variable-x" predicates; and pointer-valued fields of data structures are represented by binary "pointer-component-points-to" predicates. Assuming that reverse is invoked on acyclic lists, the three-valued structures that describe all possible inputs to reverse are shown in Figure 2 . The following graphical notation is used for three-valued logical structures: Individuals of the universe are represented by circles with names inside. Summary nodes (i.e., nodes for which the value of predicate sm is l/2) are represented by double circles. Other unary predicates with value 1 (l/2) and binary pointer-componentpoints-to predicates are represented by solid (dotted) arrows. Thus, in structure S2, pointer variable x points to element ~1, whose n field may point to a location represented by element u. u is a summary node, i.e., it may represent more than one location. Possibly there is an n field in one of these locations that points to another location represented by u. S2 corresponds to stores in which program variable x points to an acyclic list of two or more elements:
l The abstract element u1 represents the head of the list, and u represents all the tail elements.
a The unary predicates x, y, and t are used to characterize the list elements pointed to by program variables x, y, and t, respectively.
l The unary predicate sm indicates whether abstract elements are -"summary elements", i.e., represent more than one concrete list element in a given store. Thus, sm(ul) = 0 because u1 represents a unique list element, the list head. In contrast, sm(u) = l/2, because u represents a single list element when the input list has exactly two elements, and more than one list element when the input list is of length three or more.
The unaxy predicate is is explained in Section 2.2.
The binary predicate n represents the n fields of list elements. The value of n(u1, u) is l/2 because there are list elements represented by u that are not immediate n-successors of 741.
The structures SO and S1 represent the simpler cases of lists of length zero and one, respectively.
Conservative Extraction of Store Properties
Three-valued structures offer a systematic way to answer questions about properties of stores:
Questions about properties of stores can be answered by evaluating formulae using Kleene's semantics of three-valued logic:
l If a formula evaluates to 1, then the formula holds in every store represented by the three-valued structure.
l If a formula evaluates to 0, then the formula never holds in any store represented by the three-valued structure.
l If a formula evaluates to l/2, then we do not know if this formula always holds, never holds, or sometimes holds and sometimes does not hold.
In Section 3.3, we give the Embedding Theorem (Theorem 3.7), which states that the three-valued Kleene interpretation in S of every formula is consistent with the formula's two-valued interpretation in every concrete store that S represents. Now consider the formula
which expresses the property "Do two or more different cells point to v. 7" Formula q(v) evaluates to l/2 in 5% for v c+ u, v1 t+ u, and 212 C) ~1, because n(u, u) A n(u,, u) A u # UI = l/2 A l/2 A 1, which equals l/2. The intuition is that because the values of n(u,u) and n(u1,u) are unknown, we do not know whether or not two different cells point to u.
This uncertainty implies that the tail of the list pointed to by x might be shared (and the list could be cyclic, as well). In fact, neither of these conditions ever holds in the concrete stores that arise in the reverse program.
To avoid this imprecision, our abstract structures have an extra "instrumentation predicate", is(v), that represents the truth values of formula (3) for the elements of concrete structures that v represents. In particular, is(u) = 0 in SZ. This fact implies that S2 can only represent acyclic, unshared lists even though formula (3) evaluates to l/2 on u.
The preceding discussion illustrates the following principle: Suppose a structure S represents a set of stores that arise before statement st. A structure that represents the corresponding set of stores that arise after st can be obtained by extmcting a suitable collection of properties from S (i.e., by evaluating a suitable collection of formulae that capture the semantics of st). 0 Figure 3 illustrates the first two iterations of an abstract interpretation of reverse on the structure S2 from Figure 2 . The value of a predicate p(v) after a statement executes is obtained by evaluating a predicate-update formula p'(v). The appropriate predicate-update formulae for each statement are shown in the second column of Figure 3 . Figure 3 In this example, reverse is applied to structure Sz from Figure 2 , which represents lists of length two or more.
by the execution of the statement. The shape-analysis alare traversed. As we will see, this allows us to determine the gorithm illustrated in Figure 3 is essentially that of Chase et correct shape descriptors for the data structures used in the al. [2] . reverse program. Unfortunately, there is also bad news: The method described above and illustrated in Figure 3 can be very imprecise. For instance, statement st4 sets x to x->n; i.e., it makes x point to the next element in the list. In the abstract interpretation, the following things occur:
l In the first abstract execution of st4, z'(u) is set to l/2 because z(ui) A n(ul,u) = 1 A l/2 = l/2. In other words, x may point to one of the cells represented by the summary node u (see the structure Ss).
l This eventually leads to the situation that occurs after the third abstract execution of st5, which produces structure Sis. Structure $5 indicates that "x, y, and t may all point to the same (possibly shared) list".
In Section 5, we show how it is possible to go beyond the simplified approach described above by "materializing" new non-summary nodes from summary nodes as data structures 3 Three-Valued
Logic and Embedding
This section defines a three-valued first-order logic with equality and transitive closure.
We say that the values 0 and 1 are definite values and that l/2 is an indefinite value, and define a partial order C on truth values to reflect information content: Ii & 1s denotes that Ii has more definite information than 12: 
3.1
First-Order Formulae with Transitive Closure Let P = {pi,... ,p,} be a finite set of predicate symbols. We write first-order formulae over P using the logical connectives A, V, 1, and the quantifiers V and 3. The symbol = denotes the equality predicate.
The operator 'TC' denotes transitive closure on formulae. We also use several shorthand notations: For a binary predicate p, P+(v~,v~) is a shorthand for (TC VI, us : p(v1,va))(vs, ~4); cpl =S 92 is a shorthand for (-cpr V ~2); and (pi * 'ps is a shorthand for Formally, the syntax of first-order formulae with equality and transitive closure is defined as follows:
,Pn} is defined inductively, as follows:
The logical-literals 0, 1, and l/2 are atomic formulae with no free variables.
For every predicate symbol p E P of arity k, p(vl, . . . , vk) is an atomic formula with free variables ~1, . . . , vk .
The formula (~1 = va) is an atomic formula with free variables v1 and vs.
Logical Connectives
If (~1 and cp2 are formulae whose sets of free variables are VI and Vz, respectively, then (cpl A (p2), (cpl Vqa), and (-rrpi) are formulae with free variables VI U Va, VI U Va, and VI, respectively.
Quantiflers
If cp is a formula with free variables VI, ~2,. . . , vk, then (3vl : cp) and (Vvi : cp) are both formulae with free variables us, vs, . . . , vk. 
A formula is closed when it has no free variables. •I
In our application, the set of predicates P is partitioned into two disjoint sets: the "core-predicates", C, and the Ynstrumentation-predicates", Z. The core-predicates are part of the programming-language semantics. In contrast, the instrumentation predicates are introduced in order to improve the precision of the analysis (as described by Observation 2.2). Table 2 lists some interesting instrumentation predicates, and Table 3 lists their defining formulae.
. .
The sharing predicate is was introduced in [2] and also used in [19] to capture list and tree data structures.
The reachability-from-x predicate rr was mentioned in [19, p.381 . It drastically improves the precision of shape analysis, even for programs that manipulate simple list and tree data structures, since it keeps separate the abstract representations of data structures that are disjoint in the concrete world. 
(6)
Table 3: Formulae that define the meaning of the instrumentation predicates listed in Table 2 .
. .
The reachability predicate r identifies non-garbage cells. This is useful for determining when compile-time garbage collection can be performed.
The cyclicity predicate c was introduced by Jones and Muchnick [ll] to aid in determining when reference counting would be sufficient.
. The special cyclic&y predicates cf.b and c&f are used to capture doubly-linked lists, in which forward and backward field dereferences cancel each other. This idea was introduced in [7] and also used in (161.
Kleene's Three-Valued Semantics
In this section, we define Kleene's three-valued semantics for first-order formulae with transitive closure. Definition 3.4 A three-valued interpretation of the Zanguage of formulae over P is a three-valued logical struc-
where Us is a set of individuals and L' maps each predicate symbol p of arity k to a truth-valued function:
An assignment Z is a function that maps free variables to individuals (i.e., an assignment has the functionality 2: {v1,v2,...} + Us).
An assignment that is defined on all free variables of a formula cp is called complete for cp. In the sequel, we assume that euery assignment 2 that arises in connection with the discussion of some formula cp is complete for cp.
The meaning of a formula cp, denoted by [&(Z), yields a truth value in (0, 1,1/2}.
The meaning of cp is defined inductively as follows: where 1 E (0, &l/2} ).
For an atomic foTTHLla p(vl, . . . , a), The only nonstandard part of Definition 3.4 is the meaning of equality (denoted by the symbol '=').
The predicate = is defined in terms of the sm predicate and the "identicallyequal" relation on individuals (denoted by the symbol '='):' l Non-identical individuals ui and u2 are unequal (i.e., if ui # uz then ui # uz ).
l A non-summary individual must be equal to itself (i.e., if sm(u) = 0, then u = u).
. In all other cases, we throw up our hands and return l/2.
Three-valued logic retains a number of properties that are familiar from two-valued logic, such as commutativity and associativity of A and V, distributivity of A over V and vice versa, De Morgan laws, etc.
3.3
The Embedding Theorem
In this section, we formulate the Embedding Theorem, which gives us a tool to relate two-and three-valued interpretations. We define the embedding ordering on structures as follows: and (ii) for all u' E Us', (Ku I f(u) = u'}I > 1) E ts'(sm)(u') (11) We say that S can be embedded in S' (denoted by S 5 5") if there exists a function f such that S cf S'. •I Note that inequality (10) applies to the summary predicate, sm, as well.
A special kind of embedding is a tight embedding, in which information loss is minimized when multiple individuals of S are mapped to the same individual in S': 
Because t-embed is surjective, equations (12) and (13) uniquely determine S' (up to isomorphism); therefore, we say that S' = t-embed(S).
•I
It is immediately apparent from Definition 3.6 that the tight embedding of a structure S by a function t-embed possessing properties (12) and (13) embeds S in t-embed(S), i.e.,
S Pmbed t-embed(S).
If f:US + us' is a function and 2: Var + Us is an assignment, f o Z denotes the assignment f o 2: Var + Us' such that (f o Z)(v) = f(.Z(v)).
We are now ready to state the embedding theorem. Intuitively, it says:
If S cf S', then every piece of information extracted from S' via a formula q is a conservative approximation of the information extracted from S via cp. and S' = (Us' , I?') be two structures and f: Us + Us' such that S cf S'. Then, for every formula cp and complete assignment 2 for 9, M3s(z) 5 Mf'(f o 2). 0
Compatible Structures
We use 3-STRUCT[P] to denote the set of general threevalued structures over vocabulary P, and 2-STRUCT[P] to denote the normal two-valued structures over P.
Suppose that P is a C program that operates on the List data-type of Figure l(a), and that Sb E 2-STRUCT[P] is a two-valued structure over the appropriate vocabulary. As described in Table 1 , our intention is that Sh capture a Listvalued store in the following manner:
Each cell in hyhp-allocated storage corresponds to an individual in U .
For every individual u, ~~~ (z)(u) = 1 if and only if the heap cell that u represents is pointed to by program variable x.
For every pair of individuals ui and 112, L Sb (n)(u1, u2) = 1 if and only if the n field of ui points to UP.
for each x E PVar,Vvi,v2 : Z(Q) AZ(~) =S WI = ~2 (14) v111,212 : (3tJ3 : n(w3,211) A n(vs,vz) Figure l(a) . The rules below the line are logical consequences of the rules above the line, and are generated systematically from the rules above the line, as explained in Section 5.2.1.
(Similar statements hold for the instrumentation predicates, as indicated in Table 2 .) However, not all structures Sb E 2-STRUCT[P] represent stores that are compatible with the semantics of C. For example, stores have the property that each pointer variable points to at most one element in heap-allocated storage. Consequently, we are not interested in all structures in 2-STRUCT[P], but only in ones compatible with the semantics of C. Table 4 lists a set of compatibility formulae F (or "hygiene conditions") that must be satisfied for a structure to represent a store of a C program that operates on the List data-type from Figure l(a). Formula (14) captures the fact that every program variable points to at most one list element. Formula (15) captures a similar invariant on the n fields of List structures: Whenever the n field of a list element is non-NULL, it points to at most one list element.
In addition, for every instrumentation predicate p E Z defined by a formula 'pp (vi , . . . , ZIP), we generate a compatibility formula of the following form: For instance, for the instrumentation predicate is, we use formula (4) for (Pia to generate compatibility formulae (16) and (17) . In the remainder of the paper, 2-CSTRUCT[P, F] denotes the set of two-valued structures that satisfy a set of compatibility formulae F.
Compatibility constraints for three-valued structures are discussed in Section 5.2.1.
A Simple Abstract Semantics
In this section, we formally work out the abstract-interpretation algorithm that was sketched in Section 2.3. In Section 4.1, we define how (a potentially infinite number of) concrete structures can be represented conservatively using a single threevalued structure. In Section 4.2, the meaning functions of the program statements are defined. To guarantee that the analysis of a program containing a loop terminates, we require that the number of potential structures for a given program be finite. For this reason, in Section 4.3 we introduce the set of bounded structures, and show how every three-valued structure can be mapped into a bounded structure. Section 4.4 states the abstract interpretation in terms of a least fixed point of a set of equations.
4.1
The In this subsection, we present a simple algorithm that, given a program, computes for every point in the program a conservative approximation of the set of concrete structures that arise at that point during execution. (This algorithm is refined in Section 5 to obtain a more precise solution.)
We now formalize the abstract semantics that was discussed in Section 2.3. The main idea is that for every statement st, the new values of every predicate p are defined via a predicate-update formula cp;" (referred to as p' in Section 2.3). Table 5 lists the predicate-update formulae that define the abstract semantics of the five kinds of statements that manipulate data structures defined by the List data type given in Figure l has been set. (Note that the p in "L' = Xp.. . ." ranges over P U {new}, whereas the p in "Xp.. . ." appearing in the last line of Definition 4.5 ranges over P.) The Embedding Theorem immediately implies that the three-valued interpretation is conservative with respect to every store that can possibly occur at run-time.
The above two definitions are not the complete story. In the case of the instrumentation predicates, the statements need to maintain %orrect instrumentation". This is formally defined as follows: Henceforth, when discussing the general case (i.e., the parametric framework), we assume that all predicate-update formulae maintain correct instrumentations. 
, (ii) L'(~)(W) # l/2, and (iii) LS(P)(U1) # rS(p)(u2>.
In the sequel, B-STRlJCljP] denotes the set of such structures. 13 There are two consequences of Definition 4.8:
l For every fixed set of predicate symbols P containing unary predicate symbols A C P, there is an upper bound on the size of structures S E B-STRUCT[P], i.e., IUs < 21-4'.
l The embedding of any structure into a bounded structure S is unique. , the program variables are x, y, and t, yielding unary core predicates G, y, and t; the other unary predicates are is and sm. Therefore, the maximum number of individuals in a structure is 25 = 32; however, a consequence of equation (13) is that sm cannot have the value 1, and thus the maximum number of individuals in a structure is really only 16. On the other hand, Figure 3 shows that each structure that arises in the analysis of reverse has at most two individuals. 0
One way to obtain a bounded structure is to map individuals into abstract individuals named by the definite values of the unary predicate symbols. That is, to embed unboundedsize structures into bounded-size ones, we exploit the following abstraction principle, in which the mapping is controlled by a fixed set of unary "abstraction predicates"-the unary predicates of the vocabulary: Individuals are partitioned into equivalence classes according to their sets of unary-predicate values. Every structure Sb is then represented (conservatively) by a condensed structure in which each individual of S represents an equivalence class of Sb. This is formalized in the following definition:
4.3
Bounded Structures
To guarantee that shape analysis terminates for a program that contains a loop, we require that the number of potential *The predicate sm has a slightly different status than the other core predicates. It captures the essence of "summary-nodes", and thus has has a fixed meaning in all concrete structures, namely, sm(u) = 0 for all u E Us. Including sm in the concrete structures allows us to work with the same vocabularies at the concrete and abstract levels. S, denoted by t-embed,(S) , is the tight embedding induced by the following mapping: t-embed, (u) = "{pod-{~n}l'~(p)(~)=l),(pEA-Iam)JrS(p)(~) =O}.
Cl
Note that t-embed, can be applied to any three-valued structure, not just two-valued structures, and that t-embed, is idempotent (i.e., t_embed,(t_embed,(S)) = t-embed,(S)).
The name '"{p~d-{dm}l's(p)(u)=l),{ ~d-{.m}~~S(p)(u)=O}n
is known as the canonical name of m J ividual u. Example 4.11 In structure Sr from Figure 2 , the canonical name of individual ui is u{xl,{r,t,ial, and the canonical name of '11 is "0,{z,y,t,is}* In structure Ss, which arises after the first abstract mterpretation of statement sts in Figure 3 , the canonical name of ui is ~I~,~l,{~,i~l, and the canonical name of u is ~0,{,,~.t,i~j.
0
It is straightforward to generalize Definition 4.10 to use just a subset of the unary predicate symbols, rather than all of the unary predicate symbols A c P. This alternative yields bounded structures that have a smaller number of individuals, but may decrease the precision of the shape-analysis algorithm. For instance, Definition 4.10 is a generalization of the abstraction function used in [19] . 3 The only abstraction predicates used in [19] are the "pointed-to-by-x" predicates; the predicate is is used only as an instrumentation predicate in [19] , but not as an abstraction predicate (i.e., is does not contribute to the canonical name of an individual in [19] ). Consequently, the algorithm from [19] loses precision for stores that contain both shared and unshared heap cells that are not directly pointed to by any variable. Adopting is as an additional abstraction predicate improves the accuracy of shape analysis: In this case, shared heap cells and unshared heap cells are represented by abstract individuals that have different canonical names.
4.4
The Shape-Analysis Algorithm
In this section, we define the actual shape-analysis algorithm. 
Improved Abstract Semantics
In this section, we formulate the improved abstract interpretation referred to in Section 2. This analysis recovers precise shape information for many list-manipulation programs, including ones that manipulate cyclic lists. In contrast to the abstract meaning function for a statement st given in Definition 4.3, in this section we decompose the transformer for st into a composition of three functions, as depicted in Figure 4 and explained below:
The operation focus, defined in Section 5.1, refines threevalued structures such that the formulae that define the meaning of st evaluate to definite values. The focus operation thus brings these formulae "into focus". The operation coerce, defined in Section 5.2, converts a three-valued structure into a more precise three-valued structure by removing incompatibilities. In contrast to the other two operations, coerce does not depend on the particular statement st; it can be applied at any step (e.g., right after focus and before [St]) and may improve precision.
It is worthwhile noting that both focus and coerce are semantic-reduction operations (originally defined in [3] ). That is, they convert a set of three-valued structures into a more precise set of structures that describe the same set of stores. This property, together with the correctness of the structure transformer [St], guarantees that the overall three-stage semantics is correct.
Bringing Formulae Into Focus
To improve the precision of the simple abstract semantics of Section 4 we define an operation, called focus, that forces a given formula cp to a definite value.
The Focus Operation
First, we define an auxiliary operation, mazimal, that returns the set of maximal structures in a given set of structures: Definition Figure 5 illustrates the application of focus to the formula &(u) and the structure Ss that we have in reverse between the first application of statement sts: y = x and the first application of statement st4: x = x->n in Figure 3 . This results in three structures:
For a set of structures XS C 3-STRUCT[P], mazimal(XS) def
XS-{XEXSI~X'EXS:X[I:X'~~~X'~X} Cl
The structure S~J,C The following definition provides a way to compute a least upper bound and a greatest lower bound on sets of structures sharing the same universe U.
Definition
Let XSI, XS2 s 3-STRUCqP]
such that for all S E XS1 U X&, Us = U. We define the following operations on XSI and XS2: ~p.xUl,. . . Uk.LS1(P)(Ulr.. . ,Uk) n L'"(P)(Ul,. . . ,uk))
I S1 E XSI and Sz E XS2 and comparable(S1, SZ) > We are now ready to define the operations z and o that assure that a given formula evaluates to 0 and 1, respectively, in a given assignment. 
Cl
Remark.
In Definition 5.6 we have ignored the case of formulae that include the transitive-closure operator. This was done both for notational simplicity, and because such formulae are not useful in the various predicate-update formulae cpi" employed by the abstract semantics. It is possible to handle such formulae by enumerating structures in which formulae evaluate to definite values. 0
The algorithm for focus, called Focus, is shown in Figure 6 . When all of structure S's individuals have definite values for I&(V), Focus returns {S}; when S has an individual u that has an indefinite value for cp:"(v), Focus applies z and o to generate structures in which the indefiniteness is removed, and then recursively applies Focus to each of the structures generated. The call on auxiliary function Expand creates a structure in which individual u is bifurcated into two individuals; this captures the essence of shape-node materialization (cf. [19] ). 
Coercing into More Precise Structures
After focus, we apply the simple transformer [st]l that was defined in Definitions 4.3 and 4.5. In the example discussed in Section 5.1, we apply [sty] to the structures &J,o, SSJJ, and S5,f,2. We see that S+,o is obtained from S,~J,O, &,+,,l from SSJJ, and sS,o,Z from S5,f,2.
Applying focus and then [st] can produce structures that are not as precise as we would like. The intuitive reason for this state of affairs is that there can be interdependences between different properties stored in a structure, and these interdependences are not necessarily incorporated in the definitions of the predicate-update formulae. This is demonstrated in the following example: Example 5.9 Consider structure S5+,,2 from Figure 5 . In this structure, the n field of u.0 can point to u.l, which suggests that x may be pointing to a cyclic data structure. However, this is incompatible with the fact that is(u.1) = 0-i.e., u.1 cannot represent a heap-shared cell-and the fact that n(u1,u.l) = 1-i.e., it is known that u.l definitely has an incoming selector edge from a cell other than u.0. 0 for each x E PVar, ~(211) A z(v2) D vl = 212 (27) (3213 : n(v3,w) A n(v3,vz) The compatibility constraints R( clzre(F)) generated using Definition 5.13 from the formulae F given above the line in Table 4 . The constraints below the line come from applying r to the formulae listed below the line in Table 4 .
This observation motivates the subject of the remainder of this subsection-an investigation of compatibility constraints expressed in terms of a new logical connective, 'D'.
In this subsection, we show that in many cases we can sharpen the structures by removing indefinite values that violate certain compatibility rules. In particular, it allows us to remedy the imprecision illustrated in Example 5.9. Furthermore, the shape-analysis actually yields precise information in the analysis of reverse.
Definition
5.12 Let C be a finite set of compatibility constraints of the form cpl D cpz, where cpl is an arbitrary threevalued formula, and cpz is either an atomic formula or a negation of an atomic formula. We say that a structure S satisfies C (denoted by S k C) if for every constraint 'pl D (~2 in C, and for every assignment 2 such that [(pl]t(Z) = 1, we have 
5.2.1
Compatibility Constraints
We can, in many cases, sharpen some of the stored predicate values of three-valued structures:
Example 5.10 Consider a two-valued structure Sb that can be embedded in a three-valued structure 5'. By the PropertyExtraction Principle (Observation 2.1), we know that if the formula cpis for "inferring" whether an individual u is shared evaluates to, e.g., 1 in S, then in Sk, is(&) must be 1 for any individual '1~~ that maps to u. The definition of embedding (Definition 3.5) would allow the value of is(u) in S to be l/2; however, in this case a tighter embedding-in the sense of Definition 3.6-is also possible, in which is(u) has the value 1. In other words, it is needlessly imprecise to let is(u) retain the value l/2: The "stored property" is should be at least as precise as its inferred value. Thus, in some cases, the fact that cpis evaluates to 1 in a three-valued structure allows us to sharpen the stored predicate is.
For a two-valued structure, D has the same meaning as +. However, for a three-valued structure D is stronger than 3: if 'pl evaluates to 1 and (~2 evaluates to l/2, the constraint 'pl D 'p2 is not satisfied. More precisely, suppose that [pl]i(Z) = 1 and [(p&(Z) = l/2; the implication 'pl + (~2 is satisfied (i.e., S, 2 b 'pl * cpz), but the constraint 'pl D 'p2 is not satisfied (i.e., S, 2 p '~1 D ~2).
The constraint that captures the reasoning used in Example 5.10 is Cpis(V) D is(v). That is, when cpi8 evaluates to 1 at u, then is must evaluate to 1 at u.
Such constraints formalize the Sharpening Principle. They will be used to improve the precision of the shape-analysis algorithm by (i) sharpening the values of stored predicates, and (ii) eliminating structures that violate the constraints.
The following definition converts formulae into constraints in a natural way: Definition 5.13 For formula 'p and atomic formula a, define r((p) as follows.
Similar reasoning allows us to determine, in some cases, that a structure is inconsistent. For instance, if 9;s evaluates to 1 for an individual u and is(u) is 0, then S is a three-valued structure that does not represent any concrete structures at all! When this situation arises, the structure can be eliminated from further consideration by the abstract-interpretation algorithm. This reasoning applies to all instrumentation predicates, Rule (26) was added to enable an arbitrary formula to be not just is, and to both of the definite values, 0 and 1. 0 converted to a constraint. Example 5.14 The constraints generated for the formulae that appear above the line in Table 4 are listed above the line in Table 7 . c7
In [18] , we define a closure operator cl&&e(F) that generates certain logical consequences of a set F of compatibility formulae. For instance, the three formulae below the line in Table 4 are generated by cE&%e(F), where F is the set of formulae given above the line in Table 4 . The corresponding compatibility constraints that are obtained from R(cl&&e(F)) are listed below the line in Table 7 .
Example 5.15 As we will see in Section 5.2.3, compatibility constraints play a crucial role in the shape-analysis algorithm. Without them the algorithm would often be unable to determine that the data structure being manipulated by a list-manipulation program is actually a list. In particular, constraint (31) allows us to do a more accurate job of materialization: When is(u) evaluates to 0 and one incoming n edge is 1, to satisfy constraint (31) a second incoming n edge cannot have the value l/2-it must have the value 0, i.e., no such edge exists (cf. Examples 5.9 and 5.19). This allows edges to be removed (safely) that a more naive materialization process would retain (cf. Sh@AIreS .t&,,2 and S6,2 in Figure 5 ), and permits the improved shape-analysis algorithm to generate more precise structures for reverse than the ones generated by the simple shape-analysis algorithm described in Sections 2.3 and 4. q Henceforth, we assume that c&& has been applied to all sets of hygiene conditions. 
The Coerce Operation
We are now ready to show how the coerce operation works. There are important differences between the structures S&O, Ss,l, and S&2 that reSUk from the improved k_tnSfOrIrXT for statement st4 : x = x->n, and the structure Ss that is the result of the simple version of the transformer (see the fourth entry of Figure 3 ): x points to a summary node in Ss, whereas in none of Ss,O, S&l, and Se,2 does 2 point to a summary node.
•1
5.2.3
The Coerce Algorithm
In this subsection, we describe an algorithm, Coerce, that implements the operation coerce defined in Section 5.2. This algorithm actually finds a maximal solution to a system of constraints of the form defined in Definition 5.12. It is convenient to partition these constraints into the following types: 
where b E (0, 1,1/2} and the superscript notation means the following: ppl 3 cp and 'p" E ycp. We say that constraints in The algorithm for coerce is shown in Figure 7 . The input is a three-valued structure S E 3-STRUCT[P] and a set of constraints R(F).
It initializes S' to the input structure S and then repeatedly refines 5" by lowering predicate values in L" from l/2 into a definite value, until either: (i) a constraint is irreparably violated, i.e., the left-hand and the right-hand side have different definite values, in which case the algorithm returns I, or (ii) no constraint is violated, in which case the algorithm successfully returns S'. The main loop is a case switch on the type of the constraint considered:
l A violation of a Type I constraint is irreparable since the right-hand side is a literal.
l A violation of a Type II constraint can be fixed only when the right-hand side is an equality (as opposed to a negated equality) that evaluates to l/2. This can happen when there is an individual u that is a summary node:
[VI = V&'([Vl I+ u, v2 c) ?J]) = lS'(Sm)(a) = l/2.
In this case, ~~'(srn)(u) is set, to 0.
l A violation of a Type III constraint can be fixed when the predicate entry is indefinite.
The correctness of algorithm Coerce stems from the following lemma:
Lemma 5.20 For every S, S1 E 3-STRUCljP], such that S1 C S and SI /= R(F), and for every structure S' during each e'teration of Coerce, S1 E S'. Proof: By induction on the number of iterations. 0
Coerce must terminate after at most n steps, where n is the number of definite values in S', which is bounded by &p lulQr+(p).
Related Work
The following previous shape-analysis algorithms, which all make use of some kind of shape-graph formalism, can be viewed as instances of our framework:
l The algorithm of [ll] , which collapses individuals that are not reachable from a pointer variable in k or fewer steps, for some fixed k. This algorithm can be captured in our framework by using instrumentation predicates of the form "reachable-from-x-via-access-path-c?', for ]a! 5 k.
l The algorithms of [12, 2] , which can be incorporated into the framework by introducing unary core predicates that record the allocation sites of heap cells.
l The algorithm of [16] , which can be captured in the framework using the predicates cf.b(u) and c&f(v) (see Tables 2 and 3) . Throughout this paper, we have focused on precision and ignored efficiency. The above-cited algorithms are more efficient than the one presented in this paper; however, Section 1.2 discusses reasons why it should be possible to incorporate well-known techniques for improving efficiency into our approach. In addition, the techniques presented in this paper may also provide a new basis for improving the efficiency of shape-analysis algorithms.
In particular, the machinery we have introduced provides a way both to collapse individuals of 3-valued structures, via embedding, as well as to materialize them when necessary, via focus.
Roughly speaking, the chief alternative to the use of shape graphs involves representing may-aliases between pointer-access paths [8, 14, 4, 5, 201. Compared with shape graphs, these methods have certain drawbacks. In particular, shape graphs represent the topological properties of the store directly, which allows certain operations, such as destructive updates, to be tracked more precisely. In addition., shape graphs are a more intuitive mechanism for reporting Information back to a human, and thus may be more useful in program-understanding tools. On the other hand, representations of may-aliases can be more compact than shape graphs, and some may-alias algorithms are capable of representing information that goes beyond the capabilities of bounded structures [4, 51.
