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A solid wooden cube fragments into pieces as we sequentially drill holes through it randomly.
This seemingly straightforward observation encompasses deep and nontrivial geometrical and prob-
abilistic behavior that is discussed here. Combining numerical simulations and rigorous results, we
find off-critical scale-free behavior and a continuous transition at a critical density of holes that
significantly differs from classical percolation.
PACS numbers: 02.50.Cw, 89.75.Da, 64.60.ah
The connectivity of a solid block of material strongly
depends on the density of defects. To systematically
study this dependence one must find an experimental
way to create defects inside the solid. For example, in
2D one can simply punch holes in a sheet and measure
the physical properties of the remaining material. But
in 3D, inducing localized defects is not simple. One con-
ventional solution consists in perforating the material by
drilling holes or laser ablation from the surface [1, 2].
In a table-top experiment, we start with a solid cube
of wood and plot on each face a square-lattice mesh of L
by L cells. Initially, the cube has no holes. Sequentially,
for each one of three perpendicular faces, we randomly
choose one square-cell and drill a hole having a radius
of 1/
√
2 cell lengths to the other side of the cube. We
repeat this process iteratively until the entire structure
collapses into small pieces and the bottom and top part
of the cube are no longer connected. The first row of
Fig. 1(a)-(d) shows the result of the drilling process of a
real cube with edge length 6 cm (manufactured from 2
cm thick plates of medium-density fiberboard (MDF)),
where holes were drilled with a diameter of 1 cm. As the
drilling proceeds, pieces get disconnected and eventually
the entire structure collapses.
Numerically, we start with a three-dimensional cubic
lattice of L3 sites and fix three perpendicular faces. A
fraction 1 − p square-cells on each face is randomly se-
lected and all sites along the line perpendicular to that
face are removed (second row of Fig. 1). Thirty years
ago, Y. Kantor [3] numerically studied this model on lat-
tices of up to 106 sites and concluded that the critical
fragmentation properties of this model are in the same
universality class as random percolation [4–6]. Here, we
combine rigorous results and large-scale numerical sim-
ulations, considering lattices three orders of magnitude
larger in size, to show that this is not the case. Re-
moving entire rows at once induces strong long-range di-
rectional correlations and the critical behavior departs
from random percolation. Also remarkably, while in ran-
dom fragmentation power-law scaling is solely observed
around the critical threshold, here we find it in an en-
tire off-critical region. These findings suggest that long-
range directional correlations lead to a rich spectrum of
critical phenomena which need to be understood. Pos-
sible implications for other complex percolation models
are discussed in the conclusions.
Threshold. The average total number of drilled holes
is 3(1 − p)L2 and the asymptotic probability that a site
in the bulk is not removed is p3. We first measure the
threshold pc at which the cube collapses for different lat-
tice sizes, up to L = 1024, using different estimators
of the transition point, as discussed in the Supplemental
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FIG. 1. (color online) Cube drilling. The upper row shows
photos of the experimental setup; the lower panels are the
corresponding numerical results. The faces of the cube are
divided with a square-lattice mesh of linear size L = 6, such
that each face can be drilled L2 = 36 times. From left to right,
(a) – (d), the number of drilled holes per face are (a) 0, (b) 1,
(c) 6, and (d) 8. From our numerical results for the position
of the transition in the thermodynamic limit (see main text),
one estimates that around 13 holes need to be drilled for the
cube to disconnect.
Material [7]. Extrapolating the data to the limit L→∞,
gives pc = 0.6339 ± 0.0005, consistent with the value
estimated by Kantor using Monte Carlo renormaliza-
tion group techniques [3] (see Supplemental Material [7]).
This threshold is larger than the two-dimensional square-
lattice percolation threshold (p2D) [8, 9] and smaller than
the cubic root of the one for the three-dimensional simple
cubic lattice [10].
Static exponents. We consider the fraction P∞ of
sites in the largest cluster of connected sites (see Sup-
plemental Material for more data of P∞(p) and of other
observables [7]). P∞ is the standard order parameter
in percolation identifying the transition from a discon-
nected to a globally connected state. For the drilling
model, the situation will turn out to be more compli-
cated. Figure 2(a) shows a double-logarithmic plot of
the order parameter, rescaled by a power of the lattice
size P∞Lβ/ν as function of the distance to the transition
|p− pc|L1/ν . Based on finite-size scaling analysis [5], we
find that the critical exponent of the order parameter is
β = 0.52± 0.04, and the inverse of the correlation length
exponent is 1/ν = 0.92 ± 0.01 (see Supplemental Ma-
terial). We note that both β and ν are different from
the corresponding values for 2D and 3D classical per-
colation. However, somehow surprisingly, the exponent
ratio β/ν = 0.50 ± 0.04 is within error bars the same
as for 3D percolation. Thus, while the fractal dimension
of the largest cluster (given by df = d − β/ν) is consis-
tent with the one for 3D percolation, the larger value of
β (compared to 3D percolation) implies that the transi-
tion from the connected to the disconnected state is less
abrupt (see also Supplemental Material). We consider
next the behavior of the second moment of the cluster
size distribution M ′2, excluding the contribution of the
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FIG. 2. (color online) (a) Double-logarithmic plot of the
rescaled order parameter P∞Lβ/ν as function of the scaling
variable (p − pc)L1/ν for different lattice sizes L. The linear
part has a slope of β = 0.52 ± 0.04, consistent with β/ν be-
ing the same as for three-dimensional percolation, but with
a different exponent 1/ν = 0.92. The present value of β is
different from the two-dimensional one β = 5/36 ≈ 0.139
[5, 11] and the one in three dimensions, β ≈ 0.417 [12].
(b) Double-logarithmic plot of the rescaled second moment
M ′2L
−γ/ν , with γ/ν = 2.0452, as function of the scaling vari-
able |p−pc|L1/ν , with 1/ν = 0.92, for different lattice sizes L.
The solid black line is a guide to the eye with slope −2.3. The
two sets of data points correspond to the sub-critical (p < pc)
and super-critical (p > pc) regions.
largest cluster. As shown in Fig. 2(b), the finite-size scal-
ing analysis gives that the susceptibility critical exponent
is γ = 2.3 ± 0.1. We note that our results for the static
critical exponents are within error bars consistent with
the scaling relation 2β + γ = dν (for d = 3).
Dynamical exponents. The transport properties of the
largest cluster at the critical threshold, pc, are intimately
related to dynamical critical exponents and they can be
measured by quantifying three sets of sites in the largest
cluster [13]. First, we consider the so-called red sites.
3A site is considered a red site if its removal would lead
to the collapse of the largest cluster [14]. The red sites
form a fractal set of fractal dimension dRS = 0.92± 0.07
(see Fig. 3), which is compatible with the inverse of the
correlation length exponent ν that we obtained from the
finite-size scaling analysis in Fig. 2, dRS = 1/ν, as pre-
dicted by Coniglio for classical percolation [15]. How-
ever the value of dRS = 1/ν for the drilling transition
is very different from the classical 3D percolation re-
sult 1/ν = 1.1437 ± 0.0006 [12]. Figure 3 also shows
that the shortest path connecting the top and bottom
sides of the largest cluster is a fractal of fractal dimen-
sion dSP = 1.30 ± 0.05. Finally, the backbone of the
largest cluster between its bottom and top ends is de-
fined as the set of sites that would carry current if a
potential difference is applied between the cluster ends
(also known as bi-connected component). The backbone
fractal dimension is determined as dBB = 2.12 ± 0.08,
which is larger than in classical 3D percolation, where
dBB = 1.875± 0.003 [13, 16, 17]. Qualitatively, an in-
crease in the backbone fractal dimension is compatible
with a simultaneous decrease in the shortest path frac-
tal dimension, since both correspond to a more compact
backbone, similar to what is observed in long-range cor-
related percolation [18, 19]. Thus, although the fractal
dimension of the largest cluster is similar in both classi-
cal percolation and drilling, the internal structure of the
largest cluster is significantly different. This implies that
transport and mechanical properties of the largest cluster
follow a different scaling.
Cluster shape. Given the highly directional nature of
the drilling process, we analyze the symmetry of the dif-
ferent clusters. In particular, we consider them as rigid
bodies, consisting of occupied sites at fixed relative po-
sitions, and look at the eigenvalues and eigenvectors of
their inertia tensors [22, 23]. The numerical results show
that, when compared to classical percolation clusters, the
drilling transition clusters are more anisotropic, their ori-
entations being mainly aligned along the direction of the
cube edges (see Supplemental Material for quantitative
details [7]).
We now give a rigorous argument for the existence of
asymmetric clusters in drilling percolation. Fix some
p ∈ (p2D, pc), where p2D ≈ 0.5927 < pc is the criti-
cal threshold for 2D site percolation. Consider a lattice
size LX × LY × LZ with LX = LY = L and LZ = eL
and take a square domain A in its base with side length
k =
√
c0 log(L) where c0 is a positive constant that
is smaller than − [log (p(1− p))]−1. Say that the event
S(A) occurred if, along the z-direction, no point inside
A is drilled but all points on its boundary are. For
large L, this event happens with probability at least
Lc0 log (p(1−p)). Consider also two rectangles Rx and Ry in
the (x, z) and (y, z)-planes, respectively, aligned with A.
These rectangles have base length k and height exp{c1k},
where c1 is an arbitrary positive constant smaller than
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FIG. 3. (color online) Number of sites in the backbone
of the spanning cluster, length of its shortest path (chem-
ical distance), and red sites in the backbone, measured at
p = pc = 0.6339, as function of the lattice size L. Con-
sidering the local slopes of the data, we obtain the follow-
ing fractal dimensions: dBB = 2.12± 0.08, dSP = 1.30± 0.05,
and dRS = 0.92± 0.07. The fractal dimension of the red sites
is, within error bars, compatible with the value 1/ν ≈ 0.915,
found from the finite size scaling behavior of the pc estima-
tors (see Fig. S1), and the relation dRS = 1/ν [15]. Here,
dBB is larger than in classical three-dimensional percolation,
where dBB = 1.875± 0.003 [13, 16, 17], while dSP is smaller
than the classical value dSP = 1.3756± 0.0006 [20]. The solid
lines are guides to the eye. To extract the fractal dimensions,
we analyzed the local slopes as proposed in Ref. [21]. Results
are averages over at least 5× 103 samples.
the correlation length for two-dimensional percolation
with parameter p. The event Rx (respectively Ry) in-
dicates the existence of a path crossing Rx (respectively
Ry) from bottom to top that has not been drilled in the
y (respectively x) direction. By our choice of c1, Rx and
Ry have positive probability (uniformly over k), i.e. there
exists a δ > 0 such that P (Rx) ≥ δ. In addition, if S(A)
occurs, then there exists a cluster spanning A × [0, ec1k]
from bottom to top and whose projection into the (x, y)-
plane does not extend beyond A. Thus the probability of
finding a cluster of radius k and height ec1k is bounded
from below by the probability that there exists a square
A along the diagonal x = y for which S(A) ∩ RX ∩ RY
occurs, which is greater than
1− (1− δ2Lc0 log [p(1−p)])L(c0 logL)−1/2
≥ 1− exp(−c−1/20 δ2L1+c0 log [p(1−p)] log(L)−1/2) ,
which converges to unity as L increases. This shows that
one expects to have clusters extremely aligned along the
z axis, as numerically observed (see for example Fig. S15
of the Supplemental Material [7]). In fact, the same ar-
gument can be straightforwardly extended to explain the
alignment along the x and y directions, as also observed.
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FIG. 4. (color online) Main plot: Spanning probability Π, at
p = 0.63 < pc, as function of the lattice size LZ , for different
aspect ratios r. Solid black lines are guides to the eye with
slopes, −0.26, −0.58, and −1.22, for r = 1, 2, and 4. The
inset shows the same probability as function of the aspect
ratio r, for different fixed lattice sizes LX . Results are based
on at least 107 samples.
Spanning probability. To understand the properties of
the drilling transition in terms of global connectivity, we
consider the spanning probability Π(p), defined as the
probability to have at least one cluster including sites
from the top and bottom of the lattice, at a given value
of the control parameter p. Figure 4 shows the spanning
probability below the threshold Π(p = 0.63), for different
lattice aspect ratios. The lattice size is LX × LY × LZ
with LX = LY and LZ = rLX and the spanning prob-
ability is measured in the z-direction. At the drilling
transition, p = pc, the spanning probability approaches
a constant for large lattice sizes (see Supplemental Ma-
terial, Fig. S9), similar to what is observed for classical
percolation [24, 25]. By contrast, for values of p between
p2D and p∗, the numerical results suggest a power-law
decay of the spanning probability with LZ , where the
exponent increases with the aspect ratio r. For fixed
LX , it decays exponentially with r (see inset of Fig. 4).
It is possible to establish rigorously the off-critical
power-law decay of Π(p), modifying the argument for the
existence of anisotropic clusters presented above. Specif-
ically, we can show that Π(p) ≥ L−θX , where θ = θ(p, r) >
0, for any fixed r > 0 and p ∈ (p2D, pc). For that, let B
be the diagonal band {(x, y); |x−LX/2| ≤ αn log(LX/n),
|x− y| < 2n} in the center of the (x, y)-face of the cube,
where α and n are constants setting the length and width,
respectively. Let us say that the event B occurred if B
is free of holes in the (x, y) plane i.e. if no sites in B
are drilled in the z-direction. Also say that the event C
occurred if there exists a path σ starting at height z = 0
and finishing at height z = LZ whose projection into the
(x, y)-plane is contained in B and whose projection into
the (x, z)-plane ((y, z)-plane) consists of sites that have
not been drilled in the y-direction (x-direction). As dis-
cussed in detail in the Supplemental Material [7], for well
chosen values of α and n the probability of the event C
is bounded from below by a constant not depending on
LX . Furthermore B and C are independent events. Since
their joint occurrence implies the existence of a cluster
including sites from the bottom and the top of the lattice,
we conclude that
Π(p) ≥ P [B ∩ C] = P [B]P [C]
≥ exp{−c2αn log(LX)}c3 ≥ LX−θ ,
where c2, c3, and θ are positive constants that depend on
p.
The above argument also shows the existence of
anisotropic clusters, sharpening the numerical results
presented before. For p < p2D, one has Π(p) ∼ e−c4LX ,
similarly to what happens for uncorrelated random per-
colation, where c4 also depends on p. This is due to the
fact that the projection of a path spanning the lattice
into at least one of the coordinate planes is a path that
spans the corresponding face, which has exponentially
small probability in LX , due to the classical exponential
decay of connectivity in the subcritical phase [26, 27].
Conclusion. We find unexpected critical behavior
when sequentially drilling holes through a solid cube un-
til it is completely fragmented. At the critical density
of drilled holes, a continuous transition is observed in a
different universality class than the one of random perco-
lation. We also numerically observe off-critical scale-free
behavior that we can justify for a wide range of densities
of holes using rigorous arguments. This model is a repre-
sentative of more complex percolation models where sites
are removed in a strongly correlated manner [28–30]. Ex-
amples are models where the set of removed sites is given
by randomized trajectories, such as the so called Pac-
man and interlacement percolation models proposed to
study the relaxation at the glass transition [31], enzyme
gel degradation [32] and corrosion [33, 34], as well as
percolation models for distributed computation [35, 36].
Other examples are percolation models explicitly intro-
duce strong directional correlations as in the removal of
cylinders [37] and different variants of the four-vertex
model [38]. It would be interesting to explore up to which
degree these models are in the same universality class or
share common features.
While the fractal dimension of the largest fragment is
consistent with the one of random percolation, all the
other critical exponents are different. This has practical
implications as the connectivity and transport properties
do change considerably close to the threshold of connec-
tivity. For example, we find the exponent of the order
parameter to be substantially larger than for usual per-
colation which implies that the drilling transition is less
abrupt. Since sites are removed along a line, it is nec-
essary to remove more sites to produce the same effect
in the largest fragment. We also find that, compared to
usual percolation, the fractal dimension of the backbone
is larger and the one of the shortest path is smaller, cor-
responding to a more compact backbone and therefore
enhanced conductivity properties.
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Supplemental Material: Critical fragmentation properties of random drilling: How
many random holes need to be drilled to collapse a wooden cube?
K. J. Schrenk, M. R. Hila´rio, V. Sidoravicius, N. A. M. Arau´jo, H. J. Herrmann, M. Thielmann, and A. Teixeira
I. LOCATING THE DRILLING TRANSITION
To determine the position of the drilling transition, we
consider in Fig. S1 the finite-size behavior of five different
estimators:
• χ∞ refers to the maximum in the standard devia-
tion of the largest cluster size. This is the position
of the peaks in the curves in Fig. S6.
• M ′2 is the position of the peak of the second mo-
ment, excluding the contribution of the largest clus-
ter, as plotted in Fig. S7.
• Πi(L) is the value of p where the curves of Π(L, p)
and Π(L/2, p), i.e. the spanning probabilities seen
in Fig. S2, intersect [1].
• Π is the average value of p where the first cluster
spanning the lattice in z-direction appears [2].
• J is the point where the largest change in size of
the largest cluster occurs, for every given sample,
averaged over all samples [3].
• K1, K2, and K3 are the values obtained by Y.
Kantor using Monte Carlo renormalization tech-
niques [4].
II. DETAILED MODEL DESCRIPTION
Consider a simple cubic lattice of linear size L with
free boundary conditions. To explore different fractions
of drilled holes, we use the following setup. In the initial
configuration, there are no holes, such that all N = L3
unit cells (sites) are present (occupied).
We consider the following process. On each face of the
cube i = x, y, z a site x0,i is selected uniformly at ran-
dom among the unselected sites, the corresponding hole
is drilled, and all occupied sites in the direction perpen-
dicular to the face and originating from x0,i are removed
(labeled as unoccupied). Therefore, in this step all oc-
cupied sites with coordinates xk,i = x0,i + kei are re-
moved, where ei is the unit vector perpendicular to the
cube face and k = 0, . . . , L− 1, such that at most L sites
can be drilled in one step. This step is executed 3L2
times until all holes have been drilled and consequently
all sites in the system are gone. If we denote by (1− pi)
the fraction of drilled holes in face i, we can character-
ize the state of the process with the control parameter
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FIG. S1. Estimates for pc as a function of the inverse lattice
size L−0.915. Extrapolating to the thermodynamic limit yields
pc = 0.6339 ± 0.0005. The data points are averages over at
least 7700 samples (details in the text). Solid black lines are
guides to the eye.
p = px = py = pz. A system is considered to be con-
nected if there exists a path of occupied nearest neigh-
bors connecting two opposing faces of the cube, say in z
direction. Let us denote by Π(p) the probability that the
system is connected. Then, in the thermodynamic limit,
Π(p) is a step function with Π(1) = 1 and Π(0) = 0 and
with a transition at p = pc [15]. In Fig. S2 we see the con-
nection probability as a function of the control parameter
p for different linear system sizes L. It can be observed
that the curves intersect around pc = 0.6339 ± 0.0005
(see also Fig. S1). Given its error bars, this value of p is
higher than the site percolation threshold for the square
lattice pc = 0.59274621± 00000013 [1, 16, 17] and lower
than the cubic root of the site percolation threshold of
the simple-cubic lattice: [pc(s.c.)]
1/3 ≈ 0.67795 [6].
III. OBSERVABLES AS FUNCTION OF p
The connection probability Π(p) is measured as the
ratio of samples that are connected at parameter value
p and the total number of samples. For example, if all
holes have been drilled, we have p = 0 and Π(0) = 0,
and likewise if no hole has been drilled, Π(1) = 1 (see
Fig. S2).
2TABLE I. Critical exponents. The first column shows the symbol of the exponent. The second column shows the results for the
drilling transition). For comparison, literature values for two- and three-dimensional classical percolation are given in columns
three and four [1, 5]. Here, β/ν is the exponent related to the order parameter, see Eq. (S1). γ/ν is the exponent related to the
second moment [see Eq. (S7)] of the cluster size distribution and to the susceptibility [see Eq. (S3)]. 1/ν is the inverse of the
correlation length critical exponent, as determined from the finite size scaling of threshold estimators (see Fig. S1) [1, 6]. β is
the order parameter critical exponent, determined from the behavior P∞ ∼ (p− pc)β [see Fig. 2(a)] [1]. γ is the susceptibility
critical exponent, determined from the behavior M ′2 ∼ |p− pc|−γ (see Fig. 2) [1, 6]. dRS is the fractal dimension of the red
sites in the backbone of the largest cluster [6–9]. dSP is the fractal dimension of the shortest path in the largest cluster [10].
dBB is the fractal dimension of the backbone of the largest cluster [11–14]. τ is the exponent of the cluster size distribution
(see Fig. S11).
Exp. Drilling Classic 2D Classic 3D
β/ν 0.50± 0.04 5/48 ≈ 0.1042 0.4774± 0.0001
γ/ν 2.04± 0.05 43/24 ≈ 1.7917 2.0452± 0.0002
1/ν 0.915± 0.010 3/4 = 0.75 1.1450± 0.0007
β 0.52± 0.04 5/36 ≈ 0.1389 0.4169± 0.0004
γ 2.3± 0.1 43/18 ≈ 2.3889 1.7862± 0.0013
dRS 0.92± 0.05 3/4 = 0.75 1.1450± 0.0007
dSP 1.30± 0.05 1.13077± 0.00002 1.3756± 0.0006
dBB 2.14± 0.08 1.6432± 0.0008 1.875± 0.003
τ 2.1± 0.1 187/91 ≈ 2.0549 2.18925± 0.00005
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FIG. S2. Connection probability Π as a function of the
control parameter p. The systems consist of N = L3 sites
where the largest considered linear system size is L = 1024
and the smallest one is L = 8. Results have been averaged
over at least 107 samples for the smallest lattice size and 104
samples for the largest one. Π is measured as the fraction of
connected samples. The curves for large lattices cross around
pc = 0.6339±0.0005 and Π(pc) = 0.21±0.03. For clarity, the
inset only shows the data for the four largest lattice sizes.
In the simple-cubic lattice, every site in the bulk has
six nearest neighbor sites. If two occupied sites are near-
est neighbors they are said to be connected. A set of
connected occupied sites is called a cluster. Two dis-
tinct clusters are therefore separated by unoccupied sites.
The number of sites forming the cluster is called its size.
A single occupied site which has six unoccupied nearest
neighbor sites is considered to be a cluster of unit size.
The number of clusters per site C is defined as the ratio
of the number of distinct clusters and the total number
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C
p
C=0.0252(3)
FIG. S3. Number of clusters per site C as a function of the
control parameter p. Lattice sizes and numbers of samples are
the same as in Fig. S2. The curves seem to approach a limiting
curve with increasing lattice size. The data extrapolates to
C(0.6339) = 0.0252±0.0002 in the thermodynamic limit. The
solid black straight lines are guides to the eye intersecting in
C(0.6339) = 0.0252. The considered lattice sizes and colors
of the curves are the same as in Fig. S2.
of sites N = L3. For critical percolation, this is known to
be a lattice-dependent constant [21–24], the same seems
to hold for the drilling transition, Fig. S3.
The largest cluster size per site P∞ is defined as the ra-
tio of the maximum cluster size among all clusters in the
system and the total number of sites N = L3. For clas-
sical percolation, P∞ acts as order parameter [1] which
is zero in the disordered state and nonzero in the or-
dered one. The data for the drilling transition is shown in
Fig. S4. For percolation close to the percolation thresh-
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FIG. S4. Largest cluster size per site P∞ as a function of the
control parameter p. In the insets, one sees the rescaled data
for the four largest lattice sizes around pc. We obtain a data
collapse for pc = 0.6339 and 1/ν = 0.915 and β/ν = 0.4774,
where β/ν is set to the value for three-dimensional percolation
[6].
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FIG. S5. Fraction of sites in the largest cluster P∞ as func-
tion of the fraction of sites that have been drilled, for drilling
percolation (upper curves), and classical percolation (lower
curves). For both models, data is shown for three different
lattice sizes L. The arrows indicate 1− pc, with pc the classi-
cal site percolation threshold, and 1− (pc)3, respectively. For
both models, this corresponds to the fraction of drilled sites
at which the percolation transition occurs, in the thermody-
namic limit. Results are averaged over 104 samples.
old, one expects the following scaling behavior:
P∞(p, L) = L−β/νFP [(p− pc)L1/ν ], (S1)
where β is the critical exponent related to the order pa-
rameter, ν is the critical exponent related to the correla-
tion length, pc is the percolation threshold, and FP is a
scaling function [1]. If we compare classical percolation
and drilling with respect to P∞ against the fraction of re-
moved cells, we observe that the cube gets disconnected
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FIG. S6. Standard deviation of the largest cluster size per
site χ∞ as a function of the control parameter p. The inset
shows the data for the four largest lattice sizes rescaled with
pc = 0.6339, 1/ν = 0.915, and γ/ν = 2.0452. The ratio
γ/ν is the one of three-dimensional percolation [6]. 1/ν =
0.915 ± 0.010 is consistent with the scaling behavior of P∞
(see Fig. S4) and the estimators for pc (see Fig. S1), but it
differs from the value for percolation, 1/ν = 1.1450 ± 0.0007
[6, 18–20].
at lower fractions of removed cells in the case of classical
percolation, see Fig. S5.
The standard deviation of the largest cluster size per
site χ∞ is defined as the square root of the variance of
P∞:
χ∞ =
√
〈P 2∞〉S − 〈P∞〉2S , (S2)
where 〈·〉S indicates averaging over independent realiza-
tions (see Fig. S6). For percolation close to the percola-
tion threshold, one expects the following scaling behav-
ior:
χ2∞(p, L) = L
−d+γ/νFχ[(p− pc)L1/ν ], (S3)
where d is the spatial dimension of the lattice, γ is the
critical exponent related to the susceptibility, and Fχ is
a scaling function.
The second moment of the cluster size distribution is
defined as
M2 =
1
N
∑
k
s2k, (S4)
where the sum runs over all clusters in the system and
sk is the size (number of sites) of cluster k. Excluding
the contribution of the largest cluster size, we arrive at
the following definition:
M ′2 = M2 − s2max/N, (S5)
where smax is the largest cluster size. In Fig. S7, we see
M ′2/N = M2/N − s2max/N2. (S6)
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FIG. S7. Second moment of the cluster size distribution
without the contribution of the largest cluster per site M ′2/N
as a function of the control parameter p. The inset shows the
data for the largest four lattice sizes rescaled using the same
values of γ/ν, 1/ν, and pc as in Fig. S6.
Close to the percolation threshold, one expects the fol-
lowing scaling behavior:
M2(p, L) = L
γ/νFM2 [(p− pc)L1/ν ], (S7)
where FM2 is a scaling function. According to the scaling
forms in Eq. (S1) and (S7), one expects to observe
P∞(pc, L) ∼ L−β/ν (S8)
and
M ′2(pc, L)/N ∼ L−d+γ/ν (S9)
at the threshold p = pc. The corresponding measure-
ments are shown in Fig. S8.
IV. ALGORITHMS AND BOUNDARY
CONDITIONS
To simulate the drilling model with an algorithm of
complexity linear in the number of sites N = L3, we
adopt the following strategy. We consider initially a sys-
tem with all sites occupied. Starting from this setup,
the holes are drilled according to the processes described
above. For each site, the fraction of drilled holes (1−px)
at which it is removed is recorded. Once all holes have
been drilled, we proceed in the opposite direction, and
analyze the following percolation problem. Suppose we
start from a lattice where all sites are unoccupied (px =
0). Now, px is incremented and the sites of the lattice
become occupied in the inverse order of the one in which
they have been drilled. This procedure allows to keep
track of the properties of the clusters of occupied sites
as function of the control parameter px [2, 16, 17]. Ran-
dom numbers have been generated with the algorithms
discussed in Refs. [29–31].
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FIG. S8. Lattice size dependence of the largest cluster size
per site P∞ and the second moment of the cluster size distri-
bution without the contribution of the largest cluster per site
M ′2/N at p = pc = 0.6339. The asymptotic slopes of the lines
give β/ν = 0.50 ± 0.04 and γ/ν = 2.04 ± 0.05, in agreement
with the reported values for three-dimensional percolation,
β/ν = 0.4774± 0.0001 and γ/ν = 2.0452± 0.0002 [6].
As a further test, we also considered alternative bound-
ary conditions, obtaining results consistent with the ones
obtained for free boundary conditions. In particular, we
employed a single-cluster growth method, similar to the
Leath algorithm for classical percolation [32, 33]. This
method works at a fixed occupation probability p. We
begin with a lattice of length L equal to a small multi-
ple of three. The holes in this initial cube are present
with probability 1 − p and absent with probability p. If
the site in the center of the lattice is occupied (this is the
case with probability p3), a cluster is grown starting from
there, connecting to all occupied neighbors. In case the
cluster touches a site on the boundary of the lattice, the
linear lattice size is increased by a factor of three, the in-
formation on the drilled holes is accordingly propagated
to the new lattice and the cluster growth continues. At
a certain cutoff lattice size L, the cluster growth is ter-
minated. This measurement gives the number of clusters
as function of the size of the cluster at the origin, as
shown in Fig. S10, at p = pc. Because the probability
of a randomly picked site to be in a cluster of size s is
proportional to s, this measures a size distribution which
behaves as sp(s). The corresponding power-law exponent
is measured as τ − 1 = 1.165 ± 0.01, see Fig. S11. The
influence of varying p on the cluster size distribution is
shown in Fig. S12. Finally we verified that the cutoff of
the cluster size distribution, scut, scales as expected from
the fractal dimension of the largest cluster: We measured
the fraction f(L) of clusters grown from the origin that
reach the boundary of a box of length L and found that
f(L) ∼ L−0.48±0.10 (not shown). One expects f to be
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FIG. S9. (a) shows the connection probability Π as function
of the lattice length LZ , with p = 0.6339, for different lattice
aspect ratios r. Π saturates to a constant for large LZ . As
can be seen in (b), for large aspect ratios r, the connection
probability decays exponentially in r, similarly to classical
percolation [25–28]. The lattice size is LX × LY × LZ with
LX = LY and LZ = rLX and the connection probability is
measured in z-direction. Results are based on at least 108
samples.
related to the cluster size distribution p(s) ∼ s−τ by
f(L) =
∫ ∞
scut(L)
p(s)sds ∼ Ldf−d, (S10)
assuming scut ∼ Ldf [34, 35] and the validity of the scal-
ing relation τ = 1 + d/df [1, 36], in analogy to classical
percolation. In Fig. S8, we measure df−d = −0.50±0.04,
in agreement with the behavior of f .
10
-5
10
-4
10
-3
10
-2
10
-1
10
0
10
1
10
2
10
3
10
4
10
5
10
0
10
1
10
2
10
3
10
4
10
5
10
6
10
7
10
8
N
u
m
b
er
 o
f 
cl
u
st
er
s
Size of cluster at origin
9
27
81
243
FIG. S10. Number of clusters of size s versus size s of
the cluster at the origin, for p = pc and different values of
the maximum considered lattice size. The histograms are ob-
tained from 105 clusters.
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FIG. S11. Number of clusters of size s versus size s of the
cluster at the origin, for p = pc and maximum lattice size 729.
The data is obtained by averaging over 102 histograms of 105
clusters. The solid blue line is a guide to the eye with slope
−1.165.
V. CLUSTER SHAPE AND POWER-LAW
DECAY
To study the geometry of the drilling transition clus-
ters, we considered the eigenvalues and eigenvectors of
the cluster inertia tensors [37–39], see Fig. S13 to S15.
The results show that the clusters of the drilling transi-
tion are more anisotropic and aligned with the cube edges
as the ones of classical 3D percolation.
We now present the details involved in the proof of the
polynomial decay for the spanning probability Π(p) as a
function of the lattice length LX (recall that LY = LX
and LZ = rLX with a fixed aspect ratio r). We fix a p ∈
(p2D, pc). We consider the diagonal band contained in the
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FIG. S12. Number of clusters of size s versus size s of the
cluster at the origin, for different values of p. The data is
obtained by averaging over 17 histograms of 4× 104 clusters.
(x, y)-plane B = {(x, y); |x−LX/2| ≤ αn log(LX/n), |x−
y| ≤ 2n} and denote by B˜ = {(x, y, z); (x, y) ∈ B, 0 ≤
z ≤ LZ}. Recall the definition of the event C that there
exists a path σ contained in B˜ starting at height z = 0
and finishing at height z = LZ consisting of sites whose
projections onto the (x, y) and (y, z)-planes are free of
holes. Our goal is to show that if α and n are chosen
sufficiently large then C has probability strictly larger
than 0 uniformly in LX , i.e. that there exists a δ > 0
depending on p and r only, such that P [C] ≥ δ. The
argument involves a one-step renormalization. Let us
consider the rectangles BX = [0, αn log(Lx/n)] × [0, LZ ]
and BY = [0, αn log(LY /n)] × [0, LZ ] contained in the
(x, z) and (y, z)-planes respectively. We tile B˜ with cubes
of side length n, inducing a tiling of BX and BY with
squares of side length n  LX . This allows us to see
BX (respectively BY ) as a rectangle in a renomalized
square lattice whose sites correspond to n × n squares
composed of n2 sites of the original coordinate (x, z) and
(y, z) planes respectively. For a given n × n square, we
say that it is occupied if it is surrounded by a circuit of
sites free of holes contained in its eight neighboring n×n
squares (where two squares are considered neighbors if
they intersect each other). Since p > p2D the probability
that a square is occupied can be made arbitrarily high
by choosing n large enough. Thus we can choose n and
α large enough so that the probability of finding a path
of cubes inside B traversing it from bottom to top and
whose projections are occupied squares in BX and BY is
strictly larger than 0 uniformly in LX . Note that the fact
that the projections are occupied squares, and the fact
that the circuits of neighboring occupied squares intersect
each other, assures that one can find a path inside B like
in the definition of the event C.
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FIG. S13. (a) Histogram of the ratio of the smallest
over the largest eigenvalue of the inertia matrix [40] for
the drilling model (p = pc = 0.6339) and classical percolation
(p = pc = 0.3116077 [6]) clusters in their center of mass frame,
measured for different lattice sizes L, for all clusters with size
at least 10. The inertia matrix consists of the following el-
ements: Iik =
∑
(x2l δik − xixk), where the sums are over all
sites in the cluster. The different behavior of the left shoul-
ders of the histograms indicates the relatively large amount
of clusters with elongated shape in the drilling model. (b)
Histograms as in (a), for the drilling model at different values
of p (and lattice size L = 256).
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FIG. S14. (a) Histogram of the maximum alignment, with
a coordinate axis, of the eigenvector of the inertia matrix
with the smallest eigenvalue at criticality. We determine the
eigenvector of the inertia matrix corresponding to the smallest
eigenvalue. For each of the three coordinate axes, the absolute
value of the cosine of the angle between the vector and the
axis, ai, is calculated. Then, the maximum alignment is de-
fined as the highest ai for i = x, y, z. For the drilling model,
the distribution of the maximum alignments shows a peak
close to unity, corresponding to clusters whose anisotropy is
aligned with the coordinate axes. (b) Histogram of alignments
for the drilling model, for different values of the control pa-
rameter p (and lattice size L = 256).
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FIG. S15. (a) Similar data as in Fig. S14, however consider-
ing the alignment of the eigenvector with the lowest eigenvalue
with a fixed coordinate axis (say, the x-axis, ax). While the
distribution of the alignment seems to become nearly uniform
for classical percolation, for the drilling model one observes
peaks close to zero and unity, compatible with the anisotropy
of the clusters being aligned with the coordinate axes. (b)
Alignment histograms as in (a), for the drilling model at dif-
ferent values of p (and with lattice size L = 256).
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