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Abstract
The upper atmosphere of the sun, the solar corona, is approximately 1,000,000K hotter
than the surface of the Sun, a property which cannot be explained by the normal processes of
heat conduction and radiation. It is now commonly believed that the magnetic fields which
fill the solar atmosphere, and propagate down into the interior of the Sun, are important for
transferring and transforming energy from the strong plasma flows inside the Sun into the as
heat. I have investigated an elementary flux interaction which forms a fundamental building
block of the coronal heating process. This interaction involves two opposite polarity sources
on the Sun’s surface in the presence of an overlying magnetic field. To fully understand how
this interaction transfers heat into the solar corona, the magnetic skeleton is required, which
shows possible sites of heating that are due to magnetic reconnection.
A magnetic field is best described by its magnetic skeleton. The most important parts the
of the magnetic skeleton to find are the null points, from which separatrix surfaces extend
that divide magnetic flux of different topology. Part of this thesis proposes a new method
of finding null points, for which the accuracy is shown and then compared with another
commonly used method (which gave false results).
Using these techniques for finding the magnetic skeleton in the magnetic interaction above,
the evolution of the skeleton was found to head through seven distinct states, some of which
were far more complicated than expected. This included a high number of separators (the
intersection of two separatrix surfaces), which are a known location of magnetic reconnection.
This separator reconnection was shown to be the main heating mechanism in this interaction,
from which the total amount and rates of reconnection in the experiment was calculated. This
led to the discovery of recursive reconnection, a process where magnetic flux is reconnected
before reconnecting back to its original state, to allow for the process to repeat again. This
recursive reconnection was shown to allow far more reconnection than would have been
previously expected, all of which releases heat into the neighbouring areas of the atmosphere.
Finally, the interaction was modelled with sources of different magnetic radii but of equal
flux. This showed that when the antisymmetric nature of the previous interactions was
removed, there was little change in the reconnection rates, but when the strength of the
overlying magnetic field was increased, the reconnection rates were found to increase. This
increase in the overlying magnetic field strength also produced a new magnetic feature called
a bald-edge, which was found to replace some of the null points. These bald-edges were found
to be associated with surfaces similar to separatrix surfaces that divide flux of different
topology but do not extend from a null point. Also features similar to separators extend
from these bald-edges.
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Chapter 1
Introduction
1.1 The Sun
Figure 1.1: A picture of the Sun taken using EIT 304A˚ filter on the 12
th
February 2001.
(Picture: SoHO/EIT (SoHO is a joint ESA/NASA consortium))
The Sun (Figure 1.1) is an average star in the middle of its life cycle. It provides the
Earth with heat and light and is essential for life on Earth. The main location of the Sun’s
heat and light is its core, which is effectively a gigantic nuclear fusion reactor, from which
energy is released and transported out through the Sun and into the Solar System.
The Sun’s structure is made up of many layers (see Figure 1.2). In the core, as mentioned
above, the process of nuclear fusion combines hydrogen isotopes into helium nuclei (one
deuterium and one tritium per helium nucleus). The energy from this is radiated outwards
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Figure 1.2: The anatomy of the Sun, showing the various layers which make up the interior
and atmosphere of the Sun. (Picture: from the SoHO website (SoHO is a joint ESA/NASA
consortium))
as high energy γ-ray photons into the rigidly rotating radiation zone, where no nuclear fusion
occurs. The photons, once in the radiative zone are continually absorbed and emitted by the
plasma inside over a period of millions of years. During this process, energy is continually
lost from these photons, so that the photons leave the top of the radiative zone with energies
within the visible spectra. These photons are then absorbed by blobs of plasma at the base
of the convective zone, heating up these blobs and decreasing their density. These blobs are
now less dense then the surrounding plasma and rise upwards towards the surface of the Sun,
whilst the surrounding plasma descends to the bottom of the convective zone. Once at the
top of the convection zone, at at photosphere, the plasma blobs cools as they emits photons
of visible light into outer space. The Sun’s photosphere is the layer at which photons can
finally escape from the Sun and is where most of the light emissions come from. It is seen
from Earth and space as the “Sun’s surface”. Above the photosphere, in the lower portions
2
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of the solar atmosphere, is the chromosphere which is topped by a very narrow layer known
as the transition region. The upper part of the atmosphere is the corona, which extends
outwards from the transition region and into inter-stellar space. Through the corona is a
flow of plasma called the solar wind, which is continuously moving plasma outwards from
the Sun.
1.1.1 Coronal Heating
One of the greatest problems in Solar Physics is that of coronal heating. The Sun’s photo-
sphere has a temperature of approximately 5,600 K, whilst the upper atmosphere, the corona,
of the Sun is known to be kept at temperatures exceeding 1,000,000 K. Although the temper-
ature is far higher in the corona, it is far less dense with a density of n = 1015m−3 compared
to n = 1023m−3 for the photosphere. These high temperatures cannot be explained by the
normal processes of heat conduction or convection. Thus, the question is: why is the Sun’s
corona far hotter than the Sun’s surface?
Research suggests that the energy used to maintain the corona’s high temperatures is
held within the complex structure of the Sun’s magnetic field which dominates the solar
atmosphere. These magnetic fields are generated at the base of the convection zone by
dynamo action in what is known as the tachocline. These fields are carried up to the solar
surface, by bouyancy in the convective flows where they emerge into the solar atmosphere.
Dynamo action may also act just below the solar surface to create many small-scale magnetic
features. All magnetic fields that thread the solar photosphere are continuously advected by
the motions of the convection cells. These ceaseless motions inject energy into the magnetic
field. This energy is then stored in the complicated topologies and current sheets that
make up the solar atmosphere’s magnetic fields. Two types of energy release mechanism
from these magnetic fields have been proposed as possible solutions to the coronal heating
problem: magnetic waves and magnetic reconnection. Recently, it has been accepted that
although low-frequency waves have now been observed in the corona (e.g. Nakariakov et al.,
1999; De Moortel et al., 2002) and are important for coronal seismology (Roberts, 1984; De
Moortel, 2005; Nakariakov and Verwichte, 2005), they do not carry enough energy to heat
the corona. Thus magnetic reconnection, which is be one of the main topics of this thesis, is
now regarded as the most likely mechanism for coronal heating.
The introduction of this thesis shall proceed as follows. Next, we shall describe the mag-
netohydrodynamic (MHD) equations which are used to describe plasmas on large scales,
followed by a discussion on the topological structure of magnetic fields in Section 1.3. Then,
we shall describe some of the basics of magnetic reconnection in Section 1.4, before introduc-
ing the regions of the Sun that we shall study and the model for a type of interaction which
we shall analyse. Then, in Section 1.6, the aims of the rest of the thesis will be given.
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1.2 Magnetohydrodynamic (MHD) Equations
We now introduce the magnetohydrodynamic (MHD) equations, most of which shall be
required later in this thesis. The main references for these equations are Priest (1982) and
Boyd and Sanderson (2003). The MHD equations used to describe the macroscopic behaviour
of a magnetic field embedded in a plasma rely on a number of assumptions. First, we assume
that the number of particles (i.e. ions and electrons) in the plasma are conserved when they
collide (i.e. there is no ionisation or recombination). Secondly, the particles only collide with
neighbouring particles, so that the length-scale of the plasma for which these equations are
valid is greater than the mean free path and the Lamor radius of the particles. The angle
of collisions is also assumed to be large. Thirdly, the equations only describe a single fluid
model, where ions and electrons are equally distributed (i.e. the plasma is assumed to be
quasi-neutral). Fourthly, the time-scale is assumed to be far greater than the collision time.
Finally, the plasma is assumed to be reasonably described by a Maxwellian distribution of
particles, such that the plasma pressure is isotropic.
1.2.1 Equations of Electromagnetism
The four principal equations in electromagnetism are Maxwell’s equations:
• Ampe`re’s Circuital Law (with Maxwell’s correction):
∇×H = J+ ε∂E
∂t
, (1.1)
• Solenoidal Condition:
∇ ·B = 0, (1.2)
• Faraday’s Law of Induction:
∇×E = −∂B
∂t
, (1.3)
• Gauss’ Law:
∇ ·D = ρ∗, (1.4)
where B(= µH), D(= εE), E, H, J, ε, µ, ρ∗ and t are the magnetic induction, electric dis-
placement, electric field, magnetic field, current density, magnetic permeability, permittivity
of free space, electric charge density and time, respectively. It is assumed that the solar
atmosphere is close to a vacuum and hence the magnetic permeability and permittivity of
free space are fixed at their values in a vacuum:
µ = µ0 = 4π × 10−7 Hm−1,
ε = ε0 = 8.85419× 10−12 Fm−1.
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These two constants are related to the speed of light in a vacuum by
c =
1√
µ0ε0
= 299, 792, 458m s−1.
Two further assumptions are usually made about the solar plasma. The first is that the
typical plasma speed is non-relativistic (i.e. u0 = ℓ0/t0 ≪ c). This implies that the second
right-hand term in Ampe`re’s Circuital Law (Equation 1.1) is negligible, and hence Ampe`re’s
law may be rewritten as
J =
1
µ0
∇×B, (1.5)
i.e. without Maxwell’s correction. Also, the magnetic energy (B2/µ0) must be much greater
than the electric energy (εE2). The other assumption is that the plasma is electrically
neutral. Since the plasma is electrically neutral then the charge density (ρ∗ = z+n+ − n−,
where n+ is the number density of positive ions of charge z+ and n− is the number density
of electrons) may be neglected if ρ∗ ≪ n (where n is the total number density). Which using
Gauss Law (Equation 1.4) is expressed as
εB0u0
ℓ0
≪ n. (1.6)
A further equation relates the current density to the plasma flow, magnetic field (which,
for the rest of the thesis is the magnetic induction, B) and the electric field. This equation
is the simplified Ohm’s law:
J = σ (E+ u×B) , (1.7)
where u is the plasma flow and σ is the electric conductivity. This assumes that the electron
inertia and the election pressure are negligible and that the electric conductivity is isotropic.
If we insert Ohm’s law into Faraday’s law (Equation 1.3), we obtain
∂B
∂t
= −∇×
(
1
σ
J− u×B
)
.
Combining with Ampe`re’s law (Equation 1.5) we obtain
∂B
∂t
= −∇×
(
1
µ0σ
∇×B− u×B
)
= ∇× (u×B)−∇× (η∇×B) , (1.8)
where the magnetic diffusivity is given by η = (µ0σ)
−1. Assuming that the magnetic diffu-
sivity (η) is uniform then (c.f. the solenoidal condition: Equation 1.2)
∂B
∂t
= ∇× (u×B)− η∇× (∇×B)
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= ∇× (u×B)− η [∇ (∇ ·B)− (∇ · ∇)B]
= ∇× (u×B) + η∇2B. (1.9)
This equation is known as the Induction Equation. This equation is a very important equation
in Solar Physics as it describes the evolution of the magnetic fields. The first of the right-hand
terms is the advection term, which describes how the plasma motions affect the magnetic
field. The second term is the diffusion term, which describes how the magnetic field is
smoothed regardless of plasma flow. This equation and its consequences shall be considered
in more detail later.
1.2.2 Plasma Equations
The plasma is governed by a set of equations. The first is the conservation of mass equation:
∂ρ
∂t
+∇ · (ρu) = 0, (1.10)
where ρ is the plasma density. The second equation is the equation of motion:
ρ
Du
Dt
= F, (1.11)
where F is the sum of all forces acting on a unit of plasma and the material derivative is
given by
D
Dt
=
∂
∂t
+ (u · ∇) . (1.12)
Some of the many forces which may act on the plasma are:
• the pressure gradient (which is −∇p when an isotropic plasma pressure (p) is assumed),
• the Lorentz force exerted by the electromagnetic field (J×B),
• gravity (ρg where g is the gravitational acceleration) and
• the viscous force (ρν [∇2u+ 13∇ (∇ · u)] where ν is the coefficient of kinematic viscos-
ity). The equation commonly used for calculating the coefficient of kinematic viscosity
is normally taken from Spitzer (1962).
In the numerical codes used throughout this thesis, we will ignore gravity and choose a
viscous force denoted by −∇ · τ where τ is a viscous stress tensor, so that our equation of
motion becomes
ρ
Du
Dt
= −∇ · τ −∇p+ J×B. (1.13)
The perfect gas law is given by
p =
R˜
µ˜
ρT, (1.14)
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where R˜ is the gas constant, µ˜ is the mean atomic weight and T is the plasma temperature.
1.2.2.1 Energy Equation
The internal energy per unit mass (ǫ) of a plasma is
ǫ =
p
(γ − 1) ρ. (1.15)
The change of the internal energy is given by
ρ
Dǫ
Dt
+ p∇ · u = −L, (1.16)
where L is the energy loss function. This equation may also be written as
ργ
γ − 1
D
Dt
(
p
ργ
)
= −L. (1.17)
If no internal energy is added or removed from the system (i.e. L = 0) then we obtain the
adiabatic energy equation:
D
Dt
(
p
ργ
)
= 0. (1.18)
In the case that the energy equation is not adiabatic, the energy loss function (L) is the sum
of various terms, some of which are:
• heat flux (∇ · q) where q is the heat flux vector,
• radiative loss (Lr),
• Joule dissipation (−σ−1J2) and
• viscous heating (ρν
(
1
2eijeij − 23 (∇ · u)2
)
) where the rate of strain tensor (eij) is given
by
eij =
∂vi
∂xj
+
∂vj
∂xi
.
1.2.3 Poynting Flux (Electromagnetic Energy)
If we consider that the magnetic energy within a fixed volume V is given by
1
2
∫∫∫
V
B ·B
µ0
dV,
then by using Faraday’s law, Ampere’s law and the divergence theorem, we obtain
∂
∂t
(
1
2
∫∫∫
V
B ·B
µ0
dV
)
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=
∫∫∫
V
B
µ0
· ∂B
∂t
dV
= −
∫∫∫
V
B
µ0
· (∇×E) dV
= −
∫∫∫
V
{
∇ ·
(
E× B
µ0
)
+E ·
(
∇× B
µ0
)}
dV
= −
∫∫
S
E×H · dS−
∫∫∫
V
E · JdV. (1.19)
The second right-hand term may now be rewritten as
∫∫∫
V
E · JdV =
∫∫∫
V
J2
σ
dV +
∫∫∫
V
u · (J×B) dV. (1.20)
Hence, the change in magnetic energy within a volume is due to the Poynting flux (E×H)
entering or leaving the volume, the joule dissipation (J2/σ) converting magnetic energy to
heat energy and the work done by the Lorentz force. These quantities are normally defined
for the electromagnetic energy (εE2 + µ−10 B
2) but since the electric energy is small, the
magnetic energy and the electromagnetic energy are approximately equal.
1.2.4 Important Parameters
If we consider the two right-hand terms of the induction equation (Equation 1.9), then the
ratio of the orders of magnitude of the two right hand terms is
‖∇ × (u×B)‖
‖η∇2B‖ =
ℓ−10 u0B0
ηℓ−20 B0
=
u0ℓ0
η
, (1.21)
which is known as the Magnetic Reynold’s number (Rm). For Rm ≫ 1, the advection term
dominates and the magnetic field is “frozen in” to the plasma (i.e. moves with it). If Rm ≪ 1,
then the magnetic field is no longer frozen into the plasma, and the magnetic fieldlines diffuse
apart from one another. In the Solar atmosphere, Rm is typically found to be very large (e.g.
Rm = 10
14 for the solar corona above an active region, Priest and Forbes, 2000), and thus
magnetic fields in the solar atmosphere are frozen into the plasma.
We may rewrite the Lorentz force as
J×B = 1
µ0
(∇×B)×B = 1
µ0
(B · ∇)B︸ ︷︷ ︸
tension
−∇
(
B2
2µ0
)
︸ ︷︷ ︸
pressure
, (1.22)
so that we have a magnetic tension and magnetic pressure term in the equation of motion.
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We define the plasma beta as the ratio of the plasma pressure to the magnetic pressure, i.e.
β =
‖∇p‖
‖∇ (B2/(2µ0))‖ =
ℓ−1p0
ℓ−1B20/(2µ0)
=
2µ0p0
B20
. (1.23)
If β ≫ 1, then the plasma is dominated by the plasma pressure and has a weak magnetic
field, otherwise when β ≪ 1, the plasma is dominated by strong magnetic fields. In the solar
corona typical values are found to be 10−4 (above active regions), but in the solar photosphere
β is often found to be close to unity.
Two wave speeds shall be now described. The Alfve´n speed (vA), the speed at which an
Alfve´n wave propagates through a plasma is given by
vA =
B0√
µ0ρ
. (1.24)
The Alfve´n speed is known to vary from about 10ms−1 in the photosphere to 300ms−1 in the
corona (Priest, 1982). The speed of sound (cs) is given as
cs =
√
γp0
ρ0
(1.25)
for an adiabatic plasma. The sound speed varies with height through the solar atmosphere
from about 10ms−1 in the photosphere to 200ms−1 in the corona.
1.2.5 Force Free and Potential Fields
Consider the equation of motion (Equation 1.13). If the Lorentz force is negligible (i.e.
J×B = 0), then we have a force-free field. If we now assume that B 6= 0, then the current
must be parallel to the magnetic field and is related by the function α(x) to be
µ0J = ∇×B = αB. (1.26)
By taking the divergence of this equation, we obtain the equation
(B · ∇)α = 0, (1.27)
which means that α is constant along fieldlines. A linear force-free field has the same constant
α on all fieldlines and a non-linear force-free field has a different α on different fieldlines. A
special case of a force-free field occurs when α = 0, and is known as a potential field. One
of the most important properties of a potential field is that it is the magnetic field with
the lowest energy for any prescribed normal magnetic field through the surface of any given
volume. Since a potential magnetic field has ∇×B = 0, then we may rewrite the magnetic
9
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field in terms of a potential function (φ) as
B = ∇φ, (1.28)
and by using the solenoidal condition (Equation 1.2), we find that the potential function
must satisfy Laplace’s Equation,
∇2φ = 0. (1.29)
Many techniques exist for solving Laplace’s Equation, some of which will be described and
used later in this thesis.
1.3 Magnetic Topology
The connectivity and structure of a magnetic field is studied using magnetic topology, of
which a recent review of this area has been done by Longcope (2005). This section summarises
the most important concepts. Magnetic topology is broadly divided into two types: (i) the
(magnetic) skeleton and (ii) the quasi-skeleton. The skeleton applies in cases where we have a
set of point or discrete sources on the boundary of a box. For our applications, the principal
boundary is the base, which we often refer to as the photosphere. When the field cannot be
described by a set of finite sources (discrete or point), we have a continuous flux distribution.
In this case the connectivity is categorised using a quasi-skeleton. First, we shall discuss the
skeleton in detail, before we give a brief description of the quasi-skeleton.
1.3.1 Magnetic Skeletons
It is known that the topological structure of a complex magnetic field with finite sources is
best described in terms of its magnetic skeleton. The concept of the magnetic skeleton was
based on the work and definitions given by, for example, Greene (1988), Lau and Finn (1990)
and Priest and Titov (1996). A magnetic skeleton (Figure 1.3) comprises of the following
components:
sources, where the magnetic field enters or leaves the region being studied,
null points, where the magnetic field strength vanishes,
separatrices (2D), which are the special fieldlines extending from a null point and divide
topologically distinct regions on either side of these fieldlines,
separatrix surfaces (3D), which are the 3D equivalent of separatrices and are made up of
field lines that extend to or from a null point and form the boundary surface between
topologically distinct flux domains (also known as Σ or fan surfaces),
10
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Figure 1.3: The magnetic skeleton for (a) a two-dimensional field and (b) a three-dimensional
field. The red circles are positive sources, the blue circles are negative sources (sinks) and
black lines are sample fieldlines connecting pairs of sources. The separatrices and separators
are green lines which start and/or end at null points (black circles). The blue and red domes
are the negative and positive separatrix surfaces, respectively.
spines (3D), isolated field lines extending from a null point back to a sink, if the separatrix
surface from the null point goes to a source, or vice versa (also known as γ lines),
separators (3D), which are the intersections of two separatrix surfaces. A separator con-
nects two null points and represents the dividing line between four topologically distinct
flux domains (also known as A-B lines).
We note that a flux domain is defined as a contiguous volume in which all flux connects the
same pair of sources. If the magnetic topology of the photospheric boundary is considered on
its own, giving what is called the footprint, the separatrices are the intersections of the spines
and separatrix surfaces with the photosphere. These five components of the 3D magnetic
skeleton shall now be discussed.
The basis of the magnetic skeleton are the sources where magnetic flux enters and leaves
the box we are examining. Two types of source exist: point and discrete. A point source has
an infinitesimal area and the magnetic potential function generated by a set of point sources
(assuming a potential field) is
φ =
∑
i
ai
|x− xi| , (1.30)
where φ is the potential function and ai is the strength of the source i which is located at
xi. Thus the magnetic field (B) is given by
B = ∇φ = −
∑
i
ai
x− x0
|x− x0|3
. (1.31)
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In 2D, the potential function for a point source (or line source if considered with a constant
third component) is
φ =
∑
i
ai loge |x− xi| , (1.32)
with the magnetic field given by
B = ∇φ =
∑
i
ai
x− x0
|x− x0| . (1.33)
A discrete source is a region on the boundary (e.g. photosphere) where the normal mag-
netic field strength is non-zero. The edge of the source is well defined so that for a non-trivial
region outside the source the normal magnetic field to the boundary is zero. Inside the source,
the magnetic field strength is non-zero and is heading in one direction out of or into the box
(but not both). For most of this thesis, we shall concerns ourselves with only discrete sources.
Having defined what a source is, we may now generate a magnetic field (or evolve nu-
merically from a previously generated magnetic field). Once we have generated/evolved the
magnetic field, the locations of the null points, separatrix surfaces, spines and separators
may be found. First, we shall discuss null points.
A null point is a location where the magnetic field strength is zero (i.e. B = 0). At such
locations it is assumed that the magnetic field surrounding the null point is non-zero (i.e.
not a null line, etc.) which has to be the case in any non-generic model. Parnell et al. (1996)
enumerated the various structures which exist around a generic (first-order) null point, all of
which are described by the magnetic field formula (after some rotations, transpositions and
scalings)
B(x) =

 1
1
2
(
q + j‖
)
0
1
2
(
q − j‖
)
p 0
0 j⊥ −(1 + p)


︸ ︷︷ ︸
M
x, (1.34)
where µ−10 j‖ represents the current parallel to the spines and µ
−1
0 j⊥ represents the current
perpendicular to the spines. The matrix has been rotated so that the spines are in the z-
direction and the current vector is on the xz-plane. Although null points of higher order exist,
they are not important is this thesis, and whenever they do occur, any slight perturbation
in the magnetic field will change them into generic null points.
The eigenvalues and eigenvectors of the matrix M determine the direction of the spines
and separatrix surface which extend from a null point (see Figure 1.4). The spines and
separatrix surface consist of all the lines which originate or terminate at the null point. Since
a magnetic field must satisfy the solenoidal condition, the trace of the matrixM must be zero
and hence two of the eigenvalues (or their real parts thereof, if complex) must be positive
and one must be negative or two of the eigenvalues are negative and the other positive.
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Figure 1.4: The structure of a (positive) null point in 3D, showing the null point as the black
sphere, the spines and separatrix surface fieldlines as red lines and sample fieldlines as blue
lines. A circle on the separatrix surface is shown by a green line.
The eigenvectors associated with the two eigenvalues of the same sign define the separatrix
surface and the other eigenvector defines the spines. We define a null point as positive if the
fieldlines on the separatrix surface are directed away from the null point, and negative if they
are directed into the null point.
A similar situation exists in 2D, which we use to model the photospheric footprint of our
model. In this case the lines originating or terminating at a null point are separatrices (the
2D analogue of separatrix surfaces). These lines coincide with the intersection of separatrix
surface of the 3D field with the base (i.e. photosphere) of our model. But not all null points
on the photosphere have separatrix lines. So we shall define that a null point which has the
spines lying along the photosphere as a prone null point, and a null point with the spines
lying out of the photosphere as an upright null point. Of these two types, only a prone
null point has 2D separatrices, which coincide with the spines and a pair of fieldlines on the
separatrix surface.
The separatrix surfaces (and separatrices) mark the boundaries of flux domains. A flux
domain is a contiguous volume (or area) where all flux enclosed within them connects the
same pair of sources, one of which is negative and the other positive. With discrete sources,
it is often assumed that the set of separatrix surfaces within the model are the only dividing
surfaces between flux connecting different sources.
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Finally, we consider intersections of separatrix surfaces, called separators (Greene, 1988).
As all fieldlines on a separatrix surface originate or terminate at a null point, then the
separator fieldline must connect two null points. Since the two separatrix surfaces divide
different flux domains then the separator must be at the intersection of four flux domains.
It is well known that separators are some of the key locations in magnetic fields which are
highly favourable for reconnective processes.
With the sources, null points, spines, separatrix surfaces and separators which define the
magnetic skeleton (Bungey et al., 1996; Priest et al., 1997), a number of papers have been
written to enumerate the topologies which are possible due to a few point sources in the case
of a planar photosphere (Brown and Priest, 1999a,b; Beveridge et al., 2002, 2004; Pontin
et al., 2003) and in the case of a spherical photosphere (Maclean et al., 2005). These found
many different types of topology and analysed the bifurcations (change of topology) between
them.
1.3.1.1 Bifurcations
For any given generic magnetic topology (or skeleton), any small perturbation of the mag-
netic field will produce another magnetic field with the same magnetic topology. Sometimes,
however, the magnetic topology does change as the magnetic field is perturbed. This change
from one magnetic topology to another is called a bifurcation. Bifurcations may be divided
into two types: local, where a small area of magnetic topology is changed with the cre-
ation/destruction of null points, and global, where the magnetic topology changes without
losing or gaining null points (Guckenheimer and Holmes, 1982).
The most important bifurcations are the global separator bifurcation and the global spine-
fan bifurcation (Brown and Priest, 1999b). A global separator bifurcation occurs when two
separatrix surfaces from opposite polarity photospheric null points break through one-another
creating a separator which rises upwards from the photosphere to create a new flux domain
(or vice-verse). A global spine-fan bifurcation considers the spine of one photospheric null
point and the separatrix surface from another (same polarity) photospheric null point. These
then meet on the photosphere, destroying one flux domain while creating a new flux domain.
Local bifurcations include the local separator and local double-separator bifurcations
(Brown and Priest, 1999b). Local (double-)separator bifurcations create and destroy pairs of
null points with a separator created and destroyed between the pair of null points. Local
separator bifurcations occur when a pair of photospheric null points are simultaneously cre-
ated or destroyed, local double-separator bifurcations occur when a photospheric null point
splits into a photospheric null point and a coronal null point with a single separator between
them.∗ These bifurcations do not change the connectivities that exist or the number of flux
domains, and since they do not appear again in this thesis, we shall not consider them in
∗Double because another null point and separator are created in a mirror corona.
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any greater detail.
A number of authors have produced equations relating various components of the mag-
netic skeleton. These equations are satisfied both before and after a bifurcation, and hence
components of the magnetic skeleton must be created or destroyed in such a way that the
equations are satisfied. The following three equations are most important for this thesis:
1.
S +Nu = Np + 2, (1.35)
which relates the number of sources (S), upright null points (Nu) and prone null points
(Np) on the photosphere (Molodenskii and Syrovatskii, 1977),
2.
S+ − S− = N+ −N−, (1.36)
which relates the number of positive sources (S+), negative sources (S−), positive null
points (N+) and negative null points (N−) throughout the 3D domain (Molodenskii
and Syrovatskii, 1977; Inverarity and Priest, 1999) and
3. the (modified) Beveridge-Longcope equation
D =
∑
n
nDn = S +X −Nc − 1, (1.37)
which relates the number of flux domains (D), source pairs with multiplicity n (Dn),
sources (S), separators (X) and coronal null points (Nc). A source pair of multiplicity
n is a set of n distinct flux domains, each of which contains flux between the same pair
of sources (Beveridge and Longcope, 2005; Parnell, 2007).
Apart from showing which topological features are created and destroyed in any bifurcation,
they are also useful for checking if the complete magnetic skeleton has been found (as a
necessary but not sufficient condition). It is obvious, that the transfer of flux from one
domain to another requires fieldlines to break and then reconnect with other fieldlines forming
new fieldlines in different flux domains. This process is called magnetic reconnection and is
discussed in Section 1.4.
1.3.2 Quasi-Skeletons
Magnetic skeletons rely on the magnetic flux through the photosphere to be in distinct
single polarity patches, which are isolated from each other. If the magnetic flux through the
photosphere is continuous then photospheric null points, which are important for magnetic
skeletons, do not generally exist. The result of this is that the continuous field can no
longer be topologically split by separatrix surfaces alone. These quasi-skeletons have only
two features that are discontinuous – coronal null points and bald patches. In addition, new
features called quasi-separatrix layers and quasi-separators now exist. Coronal null points,
15
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Figure 1.5: Sketch of a bald patch configuration in 2D. The bald patch is marked on a polarity
inversion line (PIL) with two bald-patch separatrices (green lines) extending in each direction.
The red regions denote upwards flux through the photosphere, blue denotes downwards flux.
as part of the magnetic skeleton, have already been described, so we shall now describe the
remaining three additional features.
The first of these additional features is the bald patch (Titov et al., 1993). A bald patch
appears on a polarity inversion line (PIL) where the normal magnetic field on the photo-
sphere changes sign. Fieldlines which head through a bald patch come from the corona (or
chromosphere) and fall to the photosphere, touching the polarity inversion line on the bald
patch before rising up into the corona again. The condition for such a feature to exist is that
(B · ∇)Bz
∣∣∣∣
z=0
> 0 (1.38)
along the bald patch part of a polarity inversion line. Bald patches have bald-patch separatrix
surfaces, but unlike normal separatrix surfaces, these surfaces are not closed, and thus bald-
patch separatrix surfaces cannot fully divide the magnetic field. Intersections of bald-patch
separatrix surfaces are possible, at separators (e.g. Titov and De´moulin, 1999). An example
bald-patch is shown in Figure 1.5.
The next feature is the quasi-separatrix layer or QSLs (Priest and De´moulin, 1995).
These layers have nearly discontinuous magnetic field and divide flux from strong portions
of the normal magnetic field through the photosphere. Unlike separatrix surfaces, they do
not have an infinitesimal width, and the mappings of the magnetic field to the photosphere
are not discontinuous through them, but quickly flick continuously from one region on the
photosphere to another. Any intersection of QSLs is a quasi-separator or hyperbolic flux tube
(Titov et al., 2002; Galsgaard et al., 2003), an analogue of the separator that was seen with
discrete sources.
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Figure 1.6: Sweet Parker and Petschek reconnection mechanisms. The diffusion regions are
marked in red, the fieldlines are coloured blue and the shock fronts are green.
1.4 Magnetic Reconnection
Flux in one flux domain is converted into flux in another flux domain by a process called
magnetic reconnection. Magnetic reconnection has been studied for over half a century, with
the simpler 2D reconnection much better understood than the more complex 3D reconnection.
We shall discuss reconnection in both dimensions in turn.
1.4.1 2D Reconnection
We shall now consider the field about a X-point type null point in 2D. By rotation and
scaling, all linear fields may be written as
B(x, y) =
〈
y, α2x
〉
. (1.39)
This field is shown to have a current throughout of J =
(
α2 − 1) zˆ. Considering the two
right-hand terms of Ohm’s law (Equation 1.7), it is obvious for any flow (and η 6= 0) that
the diffusion term must dominate near the null point. We know that in the solar corona, the
advection term is more important (c.f. high Magnetic Reynold’s number), but in areas such
17
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as those seen about this null point, the diffusion term dominates (i.e. low Magnetic Reynold’s
number). This domination of the diffusion term occurs in a diffusion region, which is often
associated with current sheets (c.f. ηJ) in MHD.
The combined advection and slipping of the magnetic field through the plasma flow gives
rise to the process of magnetic reconnection. In simple terms, magnetic reconnection is a
process where two fieldlines are forced together at a null point. These two fieldlines then
break into two parts, after which two new fieldlines are created, each with one part of each
of the two old fieldlines. This process of magnetic reconnection allows the magnetic field
to relax to a lower energy state releasing heat, accelerated plasma and particles into the
neighbouring area, whilst releasing the electromagnetic energy held in the magnetic field.
We shall now briefly look at the process of reconnection for two simple steady-state setups.
The first of these, Sweet-Parker Reconnection, describes a slow reconnection model, while
the second, Petschek Reconnection, describes a fast reconnection model.
1.4.1.1 Sweet-Parker
The first quantitative model of steady magnetic reconnection that was conducted is Sweet-
Parker reconnection (Sweet, 1958; Parker, 1957, 1963). This model (see Figure 1.6a) considers
the case for a single long diffusion region with a length far longer than its width (i.e. L≫ ℓ).
This diffusion region is placed between parallel magnetic fields which run along either of the
long sides of the diffusion region in opposite directions. Also, the plasma flows inwards along
these sides, with the outflows on the short sides. This flow of plasma is easily found to be
travelling at the Alfve´n speed out of the diffusion region, whilst the ratio of the inflow to the
outflow speed (the reconnection rate) is found to be
vi
vA
=Mi =
1√
Rmi
, (1.40)
where Mi is the Alfve´n Mach number and Rmi is the Magnetic Reynold’s number in the
inflow region. With typical values of the Magnetic Reynold’s numbers in the solar corona,
the reconnection rate is found to be Mi = 10
−7 (with Rmi from Section 1.2.4) which is too
small to explain the energy release in some solar phenomena (e.g. solar flares). Thus, another
reconnection model is needed to obtain fast enough reconnection rates for these phenomena.
1.4.1.2 Petschek
A possible model for fast reconnection rates (i.e. anything significantly faster than Sweet-
Parker) is the Petschek model (Petschek, 1964). This model uses a Sweet-Parker type diffu-
sion region, but with a far smaller length to width ratio (see Figure 1.6b). Extending from
the corners of the diffusion region are four slow shocks, which allow for heating outside of
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Figure 1.7: The choice of surface S bounded by closed contour C (thick lines) for the equation
derived in Section 1.4.2. The blue lines are fieldlines and the diffusion region is coloured gray.
The red portion of the contour C must be in the direction of the magnetic field, and hence
on a fieldline.
the diffusion region. As L/ℓ decreases, the reconnection rate increases up to a maximum of
Mi =
π
8 logeRmi
, (1.41)
which is significantly faster (Mi ≈ 0.01 in the solar corona) than the Sweet-Parker model.
This model is a possible mechanism for fast reconnection to occur, such that the amount of
heating produced is closer to that produced in solar phenomena.
1.4.2 3D Reconnection
Various reconnection mechanisms have been proposed, including those that require the pres-
ence of nulls (e.g. Lau and Finn, 1990; Priest and Titov, 1996; Longcope, 2001; Priest et al.,
2003b) and those that can occur in the absence of nulls (e.g. Parker, 1972; Priest and
De´moulin, 1995; Birn et al., 1998). The reconnection mechanisms and properties in two-
dimensions do not transfer readily to three-dimensions. If we consider a surface S, bounded
by a closed contour C, that is moving with the plasma (Figure 1.7), then the change of flux
is given by
dΦ
dt
=
d
dt
∫∫
S
B · dS
=
∫∫
S
∂B
∂t
· dS−
∮
C
u×B · ds
=
∫∫
S
{
∂B
∂t
−∇× (u×B)
}
· dS
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=
∫∫
S
(−∇× (η∇×B)) · dS
= −
∮
C
η∇×B · ds
= −
∮
C
1
σ
J ·B
|B| dℓ
= −
∮
C
E‖dℓ, (1.42)
where C is a closed curve that is fixed along fieldlines (i.e. parallel to the magnetic field) in
diffusion regions. As this shows, any reconnection (or change of flux in any flux tube) may
occur only if the diffusion coefficient (η) is non-zero. Thus, reconnection in 3D must occur
in non-ideal regions called diffusion regions. This also demonstrates that the reconnection
rate is determined by the parallel electric field along a single fieldline through the diffusion
region, which has been found to be the fieldline with the highest integrated parallel electric
field (Hornig and Priest, 2003).
The nature of these diffusion regions means that reconnection is no longer required to
take place only at null points, but also occurs away from null points. Within these diffusion
regions, pair of fieldlines no longer reconnect in such a way that a pair of new fieldlines are
made up of these old fieldlines. Instead, reconnection occurs whilst a fieldline heads through a
diffusion region, with its mapping continuously changing (i.e. continuously reconnects) until
the fieldline has left the diffusion region (Priest et al., 2003a; Pontin et al., 2004; Pontin
and Craig, 2005). Finally, although reconnection in 2D results in discontinuous jumps in
the fieldline mapping from before to after reconnection, in 3D these fieldlines continuously
reconnect such that the fieldline mappings are continuous in time. The exception to this is
reconnection at 3D null points (Priest and Titov, 1996; Pontin et al., 2007) and separators
(Galsgaard et al., 2000b; Longcope, 1998, 2001, 2005; Pontin and Craig, 2006).
Our main interest in reconnection for this thesis revolves around the process of separator
reconnection. Around a separator, the magnetic field is hyperbolic in nature and, in an
analogous method to X-point reconnection, flux from two of the four flux domains that are
bounded by the separator are reconnected into the other two flux domains. As diffusion is
necessary for reconnection, a signature of this type of reconnection is seen as the current
sheet which extends along the separator (Longcope, 1998; Galsgaard et al., 2000a).
1.5 Quiet Sun and Magnetic Fly–Bys
We know that the Sun has many active regions containing many massive events such as solar
flares and coronal mass ejections (CMEs). Away from these active regions are the areas of
the Sun known as the quiet-Sun. This quiet-Sun is anything but quiet, and emissions from
these regions show many small-scale events such as microflares, nanoflares and X-ray bright
20
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(a)
(b)
Figure 1.8: Hinode/SOT images of the quiet-Sun showing (a) the granulation structure in the
continuum and (b) the normal magnetic field component through the photosphere. (Hinode is
a Japanese mission developed and launched by ISAS/JAXA, with NAOJ as domestic partner
and NASA and STFC (UK) as international partners. It is operated by these agencies in
co-operation with ESA and NSC (Norway).)
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points.
The surface of the quiet-Sun is covered by the many convective motions in a granular
and super-granular structure (Figure 1.8). These motions take plasma upwards in the centre
of a granular cell, while at the edges of the cells, the plasma flows along these edges until
it eventually falls back beneath the surface. These motions drag the photospheric magnetic
field, which then influences the magnetic field above the photosphere.
Types of elementary flux interaction leading to energy release that are generally consid-
ered to be caused by these motions are: emergence, cancellation, coalescence, fragmentation
and fly-bys. Emergence occurs when the magnetic field is forced upwards through the pho-
tosphere, creating two diverging opposite polarity fragments on the surface of the Sun in an
ephemeral region (Harvey and Martin, 1973). Cancellation is the opposite process, in which
two opposite polarity fragments come together removing magnetic flux through the photo-
sphere (Martin et al., 1985; Harvey, 1985). Coalescence occurs when flux fragments of the
same polarity merge together, while fragmentation occurs when a flux fragment splits into
two or more parts. The final interaction, a fly-by occurs when two flux fragments pass one-
another, and shall be discussed in more detail shortly. These types of events drive the process
of reconnection, which heats the nearby plasma and is a possible explanation of microflares,
nanoflares and X-ray bright points (Priest et al., 1994; Parnell et al., 1994a,b; von Rekowski
et al., 2006b,a). The magnetic reconnection causes all the fieldlines to change connectivity
throughout the corona (recycle) in just 1.4 hours compared to 14 hours to change all of the
flux in the quiet-Sun photosphere (Close et al., 2004a, 2005), demonstrating just how active
the quiet-Sun is.
A magnetic fly-by is a simple interaction caused by the motions of the photospheric
plasma. Two magnetic fragments (or sources) of opposite polarity are driven past each other
in the presence of an overlying field. This style of motion was first found to cause magnetic
reconnection in the atmosphere of an analytic minimum current corona model (Longcope,
1998). This was later expanded into a set of 3D resistive MHD experiments over three papers
(Galsgaard et al., 2000a; Parnell and Galsgaard, 2004; Galsgaard and Parnell, 2005). The first
of these three papers demonstrated the general structure and the existence of reconnection
at a twisted current sheet of the magnetic fly-by. This suggested that the twisted current
sheet that occurred as the magnetic field between the two sources was closing was at a
separator, indicating separator reconnection. Two later side current sheets were observed as
the magnetic field reopened, which was described to occur in a process named “separatrix-
surface reconnection.”
The second of these papers explored a set of variants of the basic setup with various driving
speeds and different overlying field directions. This second paper also was the first to compare
the fly-by experiments with their evolution through equi-potential states. This demonstrated
that the closing and reopening portions of the resistive MHD experiments occurred later than
in the potential case, as well as showing that the opening phases have slower reconnection
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than the closing phases. Although slower than potential, the reconnection rates were still
considered to be fast. A higher driving speed was shown to increase this differential between
the rates of closing and opening. The direction was also shown to highly influence the
reconnection rates of the model.
The third paper of this series considered the energetics of the model for different driving
speeds and times, as well as for difference overlying field strengths (but with constant di-
rection). This showed that the main mechanisms for adding and removing energy from the
plasma were the Poynting flux and the joule dissipation respectively, both of which consider
the change of electromagnetic energy. The kinetic energy of the system was shown to be
negligible in comparison. Stronger overlying field were shown to intensify the release of elec-
tromagnetic energy, while the increased driving velocities were shown not to influence the
electromagnetic energy stored at the end of the same driving distance.
1.6 Aims
We have now covered the basics that are required for this thesis. The main focus of this
thesis is on MHD fly-by models in the quiet-Sun, for which the calculation and use of the
magnetic skeleton is important for the analysis of this model. This research has been split
into five results chapters.
This first results chapter, Chapter 3, on this analysis concentrates on calculating the
magnetic skeleton of magnetic fly-bys for five different models: potential, dynamic (hyper-
resistive) MHD and three constant resistive MHD models. For the first time, the skeleton of
this numerical experiment is found, indicating what the main reconnection mechanism(s) in
our magnetic fly-bys is.
These models are further studied in Chapter 4, which analyses the reconnection mecha-
nism(s) in more detail. This is principally done by calculating the reconnection rates of the
model, both with and without knowledge of the magnetic skeleton. This leads to an exciting
result about the nature and amount of reconnection in our model.
Chapters 5 and 6 follow and consider the cases where the magnetic field strength of the
overlying field is varied and/or the geometry of one of the sources is altered. This leads to the
discovery of a new topological feature, which in turn is associated with a new set of features
that can only exist in discrete-source models. The first of these two chapters considers an
analytic 2D model, whilst the second considers the dynamic MHD and potential versions of
the model. This concludes all our analysis on magnetic fly-bys.
As an aside, we consider an important part of calculating the magnetic skeleton – the
locating of null points. We present a new method of finding null points which is most
applicable for the grids of points produced by numerical experiments. This analysis compares
the accuracy of our new method with a previously commonly used method. The details of
this new method and the comparison of the two methods is given in Chapter 7.
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After this, in Chapter 8, we summarise the results, present the main conclusions and
consider the direction that future work may take. To do this analysis, we will require some
codes to calculate the potential field, to evolve the dynamic MHD experiment and to find
the magnetic skeleton. These codes are presented in the next chapter, Chapter 2.
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Methodology
This chapter discusses some of the computational codes and analysis methods which we
shall require throughout the rest of this thesis. The codes and methods are discussed in the
following order in this chapter:
2.1 Multigrid Method for Potential Fields . . . . . . . . . . . . . . . . . . . . . . 26
2.1.1 Finite Difference Equations . . . . . . . . . . . . . . . . . . . . . . . . 26
2.1.2 Gauss-Seidel Smoother . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.1.3 Successive Over-Relaxation . . . . . . . . . . . . . . . . . . . . . . . . 30
2.1.4 Multigrid Method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.2 3D Resistive MHD Code . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.2.1 Non-Dimensionalisation . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.2.2 Time Stepping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.2.2.1 Hyman stepping algorithm . . . . . . . . . . . . . . . . . . . 37
2.2.2.2 Order Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.2.3 Courant-Friedrichs-Lewy Condition . . . . . . . . . . . . . . . . . . . . 40
2.2.4 Staggered Grids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.2.5 Hyper-Diffusive and Hyper-Resistive Operators . . . . . . . . . . . . . 44
2.2.5.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.2.5.2 Advection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
2.2.5.3 Shocks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.2.5.4 Hyper-Resistivity . . . . . . . . . . . . . . . . . . . . . . . . 50
2.2.6 Initial and Boundary Conditions . . . . . . . . . . . . . . . . . . . . . 51
2.2.7 Driver . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.3 Skeleton Finding . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.3.1 Sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.3.2 Null Points . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
2.3.2.1 Linear and Bilinear Interpolation . . . . . . . . . . . . . . . . 57
2.3.2.2 Roots of a Pair of Bilinear Equations. . . . . . . . . . . . . . 57
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2.3.3 Footprint . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
2.3.4 Separatrix Surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
2.3.5 Separators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
2.1 Multigrid Method for Potential Fields
By definition, a potential field B must satisfy ∇×B = 0 and ∇ ·B = 0. Hence, it may be
written as B = ∇φ for some φ which satisfies
∇2φ = 0. (2.1)
It is also known that φ is unique within a volume where the normal magnetic field component
(Bn) on the boundaries is supplied. This section concentrates on a fast and efficient method,
originally written by Aaron Longbottom, for calculating φ when Bn is defined on all bound-
aries. First, we consider converting Equation 2.1 into a set of linear equations using finite
differences. Then, we discuss the Gauss-Seidel iterative method for calculating the magnetic
field. Finally, we describe the Multigrid method which calculates φ. Throughout this section,
we assume that a grid of size L has n = 2ℓ− 1 grid points in each direction (excluding ghost
grid points). To illustrate our understanding of the multigrid method, a 1D example of the
Gauss-Seidel, successive over-relaxation and multigrid methods is given in Appendix A. This
example shows most of the properties we require from a method to find potential fields from
prescribed boundaries with a normal magnetic field component.
2.1.1 Finite Difference Equations
In order to find a potential magnetic field we must solve Equation 2.1. To do this, we write
the equation as a set of linear finite difference equations. In the x-direction (from which the
y and z-directions follow), a function (u) may be approximated using a Taylor series about
(x, y, z) by
u(x+∆x, y, z) = u(x, y, z) + ∆x
∂u(x, y, z)
∂x
+
∆x2
2!
∂2u(x, y, z)
∂x2
+
∆x3
3!
∂3u(x, y, z)
∂x3
+
∆x4
4!
∂4u(x, y, z)
∂x4
+ · · · . (2.2)
If we let x = iδx, y = jδy and z = kδz (where δx, δy and δz are our grid spacings in x, y and
z), then using the format ui,j,k = u(iδx, jδy, kδz), we can calculate the half-point differences
about (i, j, k) as
ui+ 1
2
− ui− 1
2
= δx
∂u
∂x
∣∣∣∣
i
+
δx3
223!
∂3u
∂x3
∣∣∣∣
i
+
δx5
245!
∂5u
∂x5
∣∣∣∣
i
+O(δx7), (2.3)
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ui+ 3
2
− ui− 3
2
= 3δx
∂u
∂x
∣∣∣∣
i
+
33δx3
223!
∂3u
∂x3
∣∣∣∣
i
+
35δx5
245!
∂5u
∂x5
∣∣∣∣
i
+O(δx7),
(2.4)
ui+ 5
2
− ui− 5
2
= 5δx
∂u
∂x
∣∣∣∣
i
+
53δx3
223!
∂3u
∂x3
∣∣∣∣
i
+
55δx5
245!
∂5u
∂x5
∣∣∣∣
i
+O(δx7),
(2.5)
where we have omitted j and k indices whenever the equations have constant j and k indices.
We now write the first x-derivative of u in the form
∂u
∂x
∣∣∣∣
i
=
1
δx
[
a
(
ui+ 1
2
− ui− 1
2
)
+ b
(
ui+ 3
2
− ui− 3
2
)]
+ c
(
ui+ 5
2
− ui− 5
2
)]
+O(δx6), (2.6)
with constant coefficients a, b and c. The values of a, b and c depend on the accuracy of the
scheme. We wish the derivative to be sixth-order accurate.
By comparing the coefficients of the first, third and fifth derivatives when Equations 2.3–
2.5 are substituted into Equation 2.6, we obtain the following equation to ensure sixth-order
accuracy: 
 1 3 51 33 53
1 35 55



 ab
c

 =

 10
0

 . (2.7)
By using simple Gaussian elimination, this gives the three coefficients as
a = 1− 3b− 5c = 75
64
, (2.8)
b =
−1− (53 − 5)c
33 − 3 =
−1− 120c
24
= − 25
384
, (2.9)
c =
−1 + 35−3
53−3
(55 − 5)− 5(35 − 3) =
3
640
. (2.10)
For fourth-order accurate derivatives, we set c = 0 and obtain the coefficients a4 =
9
8 and
b4 = − 124 . Similarly for second-order accurate derivatives, the coefficient is a2 = 1.
The second-order derivatives are calculated at the full grid-point. By using finite differ-
ences of the first derivatives, we obtain the second x-derivative, (c.f. Equation 2.6)
∂2u
∂x2
∣∣∣∣
i
=
a
δx
(
∂u
∂x
∣∣∣∣
i+ 1
2
− ∂u
∂x
∣∣∣∣
i− 1
2
)
+
b
δx
(
∂u
∂x
∣∣∣∣
i+ 3
2
− ∂u
∂x
∣∣∣∣
i− 3
2
)
+
c
δx
(
∂u
∂x
∣∣∣∣
i+ 5
2
− ∂u
∂x
∣∣∣∣
i− 5
2
)
+O(δx6) (2.11)
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=
a
δx
(
a
δx
[ui+1 − ui] + b
δx
[ui+2 − ui−1] + c
δx
[ui+3 − ui−2]
− a
δx
[ui − ui−1]− b
δx
[ui+1 − ui−2]− c
δx
[ui+2 − ui−3]
)
+
b
δx
(
a
δx
[ui+2 − ui+1] + b
δx
[ui+3 − ui] + c
δx
[ui+4 − ui−1]
− a
δx
[ui−1 − ui−2]− b
δx
[ui − ui−3]− c
δx
[ui+1 − ui−4]
)
+
c
δx
(
a
δx
[ui+3 − ui+2] + b
δx
[ui+4 − ui+1] + c
δx
[ui+5 − ui]
− a
δx
[ui−2 − ui−3]− b
δx
[ui−1 − ui−4]− c
δx
[ui − ui−5]
)
+O(δx6)
=
1
δx2
[
(−2a2 − 2b2 − 2c2)ui + (a2 − 2ab− 2bc)(ui−1 + ui+1)
+ (2ab− 2ac)(ui−2 + ui+2) + (b2 + 2ac)(ui−3 + ui+3)
+ 2bc(ui−4 + ui+4) + c2(ui−5 + ui−5)
]
, (2.12)
where a, b and c are given in Equations 2.8–2.10. Clearly all other first and second-derivatives
of u can be calculated in a similar manner.
Special consideration has to be now taken at the boundaries of our box. To ensure that
minimal ghost points are used on non-periodic boundaries (i.e. only a single ghost point),
the derivatives are reduced in order. The first derivatives are reduced in order up to the
boundary, so that only the grid points on the boundary uses information from ghost points
(see Figure 2.1). Similarly, the second derivatives are reduced in order so that no half-grid
points of the first derivatives are required outside of the domain (but the half-grid points on
the boundary are used). If periodic boundaries are used, then the derivatives are unchanged
from normal. For a pictorial example of this, see Figure 2.1. For the coarsest grid of size
ℓ = 2 (with n = 5 grid cells in each direction), the boundaries at both sides must be taken
into account at each grid point.
Finally, we complete the linear finite difference equations by adding up the second deriva-
tives (Equation 2.12) in each of the three directions. This gives us a sixth order approximation
of the Laplacian, which from Equation 2.1 must equal zero. These coefficients of the finite
difference equations are then placed into a matrix A such that
Ax = 0, (2.13)
where x is some ordering of the variables of u, and the equation to evaluate the second
derivative of any given grid point is on the same row of the matrix A as the given grid point
is in the vector x.
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Figure 2.1: Second derivatives on the approach to the boundaries in the multigrid method.
The large circles on the top row represent the grid points, with ghost points on the left of the
short vertical line. The middle row represents the half-point first derivatives required and
the dots on the lower row are the second derivatives which are being calculated. Blue fans
of lines denotes sixth order differentials, red denotes fourth order and green denotes second
order. Special care has to be taken on grids of size ℓ = 2 (n = 5).
2.1.2 Gauss-Seidel Smoother
A system of linear equations, such as Equation 2.13,
Ax = b (2.14)
may be solved by the Gauss-Seidel iterative method, using the iteration given by
(L+D)x(t+1) = −Ux(t) + b, (2.15)
where L contains the elements of A lower than the diagonal, U contains the elements of A
above the diagonal, and D contains the elements of A along the diagonal. All other elements
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of L, U and D are zero, so that A = L + D + U . The variable t represents the number of
iterative steps made.
Converting Equation 2.15 into element form gives
N∑
j=1
(lij + dij)x
(t+1)
j = −
N∑
j=1
uijx
(t)
j + bi, (2.16)
for all i, where L = [lij ]N×N , etc. Hence,∑
j<i
aijx
(t+1)
j + aiix
(t+1)
i = −
∑
j>i
aijx
(t)
j + bi,
or
x
(t+1)
i =
1
aii

−∑
j<i
aijx
(t+1)
j −
∑
j>i
aijx
(t)
j + bi

 . (2.17)
As the values of x
(t)
i are only required before x
(t+1)
i is calculated, this means that the algorithm
may be calculatable in-place (i.e. only requiring one copy of the grid).
The convergence of this algorithm may be considered as follows. If we take the error
vector et = xt − x∗, where x∗ is the solution vector, then
(L+D)(et+1 + x
∗) = −U(et + x∗) + b, (2.18)
or
et+1 =
[−(L+D)−1U] et. (2.19)
Thus, this iterative scheme converges if ρs, the spectral radius (i.e. the maximum eigen-
value), of the matrix
[−(L+D)−1U] is less than unity. Unfortunately, in practice, this
spectral radius is often only just beneath unity (as in the example of Appendix A), and
hence convergence is very slow, especially for large grids. As our example in Appendix A
shows, the Gauss-Seidel method is better at high-frequency errors (close to resolution) than
low frequency errors (over the complete grid). For our implementation of this method, we find
by experimentation that it does converge , and hence the spectral radius must be less than
unity but the rate of convergence is excruciatingly slow. To overcome this slow convergence,
both successive over-relaxation and multigrid methods are introduced.
2.1.3 Successive Over-Relaxation
Successive over-relaxation uses an over-estimation of the correction factor used in the Gauss-
Seidel method. It may be written in the form
x(t+1) = (1− ω)x(t) + ωx¯(t+1), (2.20)
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where x¯(t+1) is the prediction of x(t+1) from the Gauss-Seidel method, and ω is the over-
relaxation parameter. For a well-chosen ω, this provides a good rate of convergence over the
normal Gauss-Seidel method, but unfortunately it is difficult to find a good choice of ω. In
the case of our multigrid method, we use ω = 1.5.
In element form, we now have
x¯
(t+1)
i =
1
aii

−∑
j<i
aijx
(t+1)
j −
∑
j>i
aijx
(t)
j + bi

 , (2.21)
so
x
(t+1)
i+1 = (1− ω)x(t)i +
ω
aii

−∑
j<i
aijx
(t+1)
j −
∑
j>i
aijx
(t)
j + bi

 ,
= x
(t)
i +
ω
aii

−∑
j<i
aijx
(t+1)
j − aiix(t)i −
∑
j>i
aijx
(t)
j + bi

 . (2.22)
2.1.4 Multigrid Method
Even with successive over-relaxation, the Gauss-Seidel method still has a very slow con-
vergence rate, especially for low frequency errors. To improve the speed at which we find
potential fields, we now introduce a new method which uses multiple grids. Each of these
grids uses a different scale, which when combined, work together to give a better convergence
rate for calculating potential fields. Consider, the equation
Aℓu
∗
ℓ = bℓ, (2.23)
where the matrix Aℓ and vector bℓ define a system of simultaneous linear equations on grid
level ℓ with the solution u∗ℓ . We now define each grid level. The finest grid level (ℓ = L) is
the grid upon which we are trying to solve our system of equations. The next grid, which
is slightly coarser, has twice the spacing between grid points and the matrix Aℓ−1 is an
approximation for the Aℓ matrix (e.g. the same approximation of a differential operator, but
with different grid spacings). And so on down to the coarsest grid scale (which we assume is
ℓ = 1) as shown in Figure 2.2.
The multigrid method starts with the finest grid (ℓ = L) and smooths the data (u(t)ℓ )
using a smoother such as the Gauss-Seidel method. The residue (rℓ) on this level is then
calculated as
rℓ = Aℓu
(t)
ℓ − bℓ. (2.24)
Assuming that this residue is smooth, we may then approximate the residue on the coarser
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Figure 2.2: The various grids of the multigrid method (in 2D), with the coarsest grid on the
top and the finest grid on the bottom of this diagram.
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Figure 2.3: The steps of our multigrid method at one level (for a V cycle).
grid (ℓ− 1), for which we require a restriction operator Rℓ, and this is used so that
bℓ−1 = −Rℓrℓ. (2.25)
Hence, the coarser grid is correcting the error on the fine grid. Using a recursive call to the
multigrid method, a solution to
Aℓ−1u∗ℓ−1 = bℓ−1, (2.26)
is approximated as u
(t′)
ℓ−1. Since, we have assumed that the error is small when we started
using the coarser grid, we set u
(0)
ℓ−1 = 0 before we start smoothing or recursively calling the
multigrid method.
Once we have a guess of the error from the coarse grid, we then add it to the fine grid
using an operation called prolongation, which is defined by the matrix Pℓ, and the formula
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Figure 2.4: The weighted contributions (multiplied by 64) for the residue operator for a point
located at (i, j, k) on the coarser grid (i.e. (2i, 2j, 2k) on the finer grid).
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Figure 2.5: Diagram of the levels called in an execution of the V cycle on four grid levels. The
higher levels represent finer grids and the lower represent coarser grids. Downwards arrows
represent (pre-)smoothing followed by restriction, upwards arrows represent prolongation and
(post-)smoothing.
for the prolongation step is given by
u
(t+1)
ℓ = u
(t)
ℓ + Pℓu
(t′)
ℓ−1. (2.27)
Finally, another set of smoothing steps (e.g. Gauss-Seidel) are used to remove the high
frequency errors which have occurred from using a coarser grid. The steps for a single
iteration of the multigrid method on one level are shown in Figure 2.3.
In our model, we use the following operations for the restriction and prolongation steps
of the multigrid method. The restriction step is chosen so that a grid point on the coarser
grid uses a weighted average of the 3× 3 cube of grid-points which surrounds it on the finer
grid. The weighted average in our case is given by the following contributions:
• 164 from the eight points at the corners of the 3× 3 cube,
• 132 from the twelve points on the edges between corners,
• 116 from the six points in the centre of the faces,
• 18 from the single point in the center of the cube,
which we have shown pictorially in Figure 2.4 for a grid point located at (i, j, k) on the coarse
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Figure 2.6: Diagram of the execution order for a W multigrid cycle, using the same notation
as Figure 2.5.
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Figure 2.7: Diagram of the execution order for a F multigrid cycle, using the same notation
as Figure 2.5.
grid. The prolongation step uses trilinear interpolation (discussed later in Section 2.3.2.1)
on the coarse grid to recreate the fine grid.
The last part of our discussion on the multigrid method relates to the recursive calling
order of our method. Three standard calling methods exist, called V , W and F -cycles. So
far, we have only considered the V cycle. A V -cycle recursively calls the coarser grids once
per level but a W -cycle calls the coarser grid twice per level (see Figures 2.5 and 2.6). The
third calling cycle is the F -cycle, which calls the coarser level twice on the first call to a level
(like the W -cycle), but only once on subsequent cycles (like the V -cycle) (Figure 2.7). In our
implementation we use the F -cycle.
We have now given a brief description of the multigrid method, which is chosen as it has
a fast execution speed in comparison to the Gauss-Seidel method (with or without successive
over-relaxation).
2.2 3D Resistive MHD Code
For our numerical experiments we use the data generated by a 3D resistive MHD code,
often referred to as the dynamic MHD code. This dynamic MHD code approach uses a
non-dimensionalised form of the non-ideal MHD equations:
∂(ρu)
∂t
= −∇ · (ρuu+ τ)−∇p+ J×B, (2.28)
∂e
∂t
= −∇ · (eu)− p∇ · u− ρ(T − T0)
tcool
+Qvisc +Qjoule, (2.29)
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∂ρ
∂t
= −∇ · (ρu), (2.30)
E = − (u×B) + ηJ, (2.31)
J = ∇×B, (2.32)
∂B
∂t
= −∇×E, (2.33)
p = (γ − 1)e, (2.34)
T =
p
ρ
, (2.35)
where B, u, e, J, E, p, ρ, T , T0, t, tcool, η, Qjoule, Qvisc and τ are the magnetic field,
velocity, internal energy, current, electric field, pressure, density, temperature, equilibrium
temperature, time, exponential cooling time, magnetic resistivity, joule dissipation, viscous
dissipation and viscous stress tensor, respectively. An ideal gas with the ratio of specific
heats γ = 5/3 is assumed. A fuller version of the above equations is given in Appendix C.
This code was written by Klaus Galsgaard and A˚ke Nordlund and their description of the
code may be found at http://www.astro.ku.dk/∼kg/.
In the energy equation, there are three new terms on the right-hand side that are asso-
ciated with the dissipation of energy. The first is a simple Newton cooling terms which has
the form
ρ(T − T0)
tcool
.
and replaces the radiative and conductive terms one would expect in the solar atmosphere.
There is also a joule cooling term (Qjoule) which has the form ηJ
2 and a viscus heating term
(Qvisc). The viscous heating term and the viscous stress tensor contain the hyper-diffusion
terms, which are discussed in Section 2.2.5 and written in full in Appendix C.
We shall now discuss parts of this code. We begin with the method used to non-
dimensionalise the MHD equations, followed by a description of the time stepping algorithm.
Then we consider the CFL condition which determines the length of each time step. Fol-
lowing that, we look at the staggered grid that is used in the code, the hyper-diffusive and
hyper-resistive operators, the driving profile used for our experiments and finally the initial
and boundary conditions.
2.2.1 Non-Dimensionalisation
The MHD code uses the non-dimensional forms of the MHD equations (Equations 2.28–2.35).
Except for the equation of motion and energy equation, the terms of the non-dimensional and
dimensional forms of these equations are equivalent except for different constant coefficients.
To conserve a quantity (e.g. momentum, energy) in a finite difference scheme, it is best
to write the equations in conservative form, so that the change of the quantities are all on
the right-hand side, while the change of time of the quantity is on the left-hand side. To
convert the equation of motion (Equation 1.13) to conservative form (with momentum as the
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principle variable), observe (with the use of the Equation 1.10) that
ρ
Du
Dt
= ρ
(
∂u
∂t
+ (u · ∇)u
)
=
∂(ρu)
∂t
− u∂ρ
∂t
+ (ρu · ∇)u
=
∂(ρu)
∂t
− u∇ · (ρu) + {∇ · (ρuu)− u∇ · (ρu)}
=
∂(ρu)
∂t
+∇ · (ρuu).
Inserting this into the dimensional Equation 1.13 demonstrates that this equation is equal
to the non-dimensional Equation 2.28, albeit with different coefficients.
Similarly, using the relation of ǫ = e
ρ
, it is obvious that
ρ
Dǫ
Dt
=
∂e
∂t
+∇ · (eu),
and hence the non-dimensional and dimensional energy equations are equivalent (albeit with
the different energy loss functions on the right-hand side). Thus, conservative form has been
generated for all of our MHD equations.
For this section, all variables are written in the form x = x0x
′ (or x = x0x′), where
x is the dimensional form, xo is a typical scale of the variable x (scale factor) and x
′ is
the non-dimensionalised form. Using the conservative forms for the ideal MHD equations,
the equations are non-dimensionalised with the extra conditions that µ′0 = 1 and R
′ = µ˜′.
The differential operators non-dimensionalise to ∂
∂t
= 1
t0
∂
∂t′
and ∇ = 1
ℓ0
∇′. For all other
parts of the thesis (except Chapter 1 and this subsection), the prime marks are omitted and
non-dimensionalised form is assumed.
For an example of non-dimensionalisation, we consider the equation of motion. From
Equation 1.13,
1
t0
∂(ρ0u0ρ
′u′)
∂t′
= − 1
ℓ0
∇(ρ0u20 ρ′u′u′ + τ)−
1
ℓ0
∇(p0p′) + j0B0 j′ ×B′,
which, by evaluating the coefficients, gives the relations between scale factors as
ρ0u0
t0
=
ρ0u
2
0
ℓ0
=
p0
ℓ0
= j0B0. (2.36)
Similarly, the following relations are found for the energy, mass conservation, Ohm’s law,
Ampere’s law, Faraday’s law and the ideal and perfect gas equations: (c.f. Equations 1.17,
1.10, 1.7, 1.5, 1.3, 1.15 and 1.14)
e0
t0
=
e0u0
ℓ0
=
p0u0
ℓ0
=
ρ0T0
tcool,0
=
j20
σ0
, (2.37)
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ρ0
t0
=
ρ0u0
ℓ0
, (2.38)
E0 = u0B0 =
j0
σ0
, (2.39)
j0 =
B0
µ0ℓ0
, (2.40)
B0
t0
=
E0
ℓ0
, (2.41)
e0 = p0, (2.42)
p0 =
R˜0
µ˜0
ρ0T0. (2.43)
With a bit of rearranging these may be reduced to the following nine relations:
u0 =
ℓ0
t0
, p0 = ρ0u
2
0, e0 = p0,
B0 = u0
√
µ0ρ0, T0 =
µ˜0u
2
0
R˜0
, E0 = u0B0,
j0 =
B0
µ0ℓ0
, tcool,0 =
µ˜0
R˜0
t0, η0µ0
(
≡ 1
σ0
)
= µ0ℓ0u0.
(2.44)
These relations demonstrate all the necessary couplings between the twelve scale factors
and implies only three independent parameters exist: e.g. ℓ0, t0 and ρ0. By using non-
dimensionalisation of the variables, the code runs more efficiently with a higher accuracy,
due to having variables closer to unity.
2.2.2 Time Stepping
The 3D MHD code uses a modified Hyman stepping algorithm, where the modification is due
to the addition of a variable time step to ensure that the Courant-Friedrichs-Lewy condition
is satisfied (Section 2.2.3). In this subsection, we present the algorithm and an analysis of
the order of the Hyman step.
2.2.2.1 Hyman stepping algorithm
The modified-Hyman step algorithm is a third order predictor-corrector scheme, which solves
the equation
∂x
∂t
= f(x(t)), (2.45)
where x is the set of variables and f(x) is the function defining how the variables change in
time.
Defining fn = f(xn) and f
∗
n+1 = f(x
∗
n+1), the predicting step of the algorithm is
x∗n+1 = a1xn−1 + (1− a1)xn + b1fn, (2.46)
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and this is corrected using
xn+1 = a2xn + (1− a2)x∗n+1 + b2fn + c2f∗n+1, (2.47)
where
a1 = r
2, b1 = (1 + r)δtn,
a2 =
2(1 + r)
2 + 3r
, b2 =
1 + r
2 + 3r
δtn,
c2 =
1 + r
2 + 3r
δtn, r =
δtn
δtn−1
,
where δt = tn+1− tn is the period of a time step. Since this method requires knowledge from
the previous two time steps, the first step(s) are conducted using a first order Euler method.
2.2.2.2 Order Analysis
We now wish to show that the modified Hyman step is third order accurate using scalar
variables instead of vector ones. To do this, we consider the predictor and corrector equations
with unknown coefficients in turn. Using various Taylor series, we are then able to deduce the
coefficients (a1, a2, b1, b2 and c2) required for this method to be third order accurate. First,
we shall calculate some identities using the Taylor expansion about xn+1 with tn+1 = tn+δtn,
which are given by
xn = xn+1 − δtn dx
dt
∣∣∣∣
tn+1
+
δt2n
2
d2x
dt2
∣∣∣∣
tn+1
− δt
3
n
6
d3x
dt3
∣∣∣∣
tn+1
+O(δt4n), (2.48)
xn−1 = xn+1 − δtn
(
1 +
1
r
)
dx
dt
∣∣∣∣
tn+1
+
δt2n
2
(
1 +
1
r
)2 d2x
dt2
∣∣∣∣
tn+1
− δt
3
n
6
(
1 +
1
r
)3 d3x
dt3
∣∣∣∣
tn+1
+O(δt4n), (2.49)
fn =
dx
dt
∣∣∣∣
tn+1
− δtn d
2x
dt2
∣∣∣∣
tn+1
+
δt2n
2
d3x
dt3
∣∣∣∣
tn+1
− δt
3
n
6
d4x
dt4
∣∣∣∣
tn+1
+O(δt4n). (2.50)
Hence, the three coefficients (α, β and γ) for the terms of the predictor step are found using
the following method: (c.f. Equations 2.48, 2.49 and 2.50)
x∗n+1 = αxn−1 + βxn + γδtnf(xn, t) (2.51)
= α
{
xn+1 − δtn
(
1 +
1
r
)
dx
dt
∣∣∣∣
tn+1
+
δt2n
2
(
1 +
1
r
)2 d2x
dt2
∣∣∣∣
tn+1
− δt
3
n
6
(
1 +
1
r
)3 d3x
dt3
∣∣∣∣
tn+1
}
+ β
{
xn+1 − δtn dx
dt
∣∣∣∣
tn+1
+
δt2n
2
d2x
dt2
∣∣∣∣
tn+1
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− δt
3
n
6
d3x
dt3
∣∣∣∣
tn+1
}
+ γδtn
{
dx
dt
∣∣∣∣
tn+1
− δtn d
2x
dt2
∣∣∣∣
tn+1
− δt
2
n
2
d3x
dt3
∣∣∣∣
tn+1
− δt
3
n
6
d4x
dt4
∣∣∣∣
tn+1
}
+O(δt4n)
= {α+ β}xn+1 +
{
γ −
(
1 +
1
r
)
α− β
}
δtn
dx
dt
∣∣∣∣
tn+1
+
{
1
2
(
1 +
1
r
)2
α+
1
2
β − γ
}
δt2n
d2x
dt2
∣∣∣∣
tn+1
+
{
1
2
γ − 1
6
(
1 +
1
r
)3
α− 1
6
β
}
δt3n
d3x
dt3
∣∣∣∣
tn+1
+O(δtn). (2.52)
From these, the simultaneous equations for the coefficients are

 1 1 0− (1 + 1r ) −1 1(
1 + 1
r
)2
1 −2



 αβ
γ

 =

 10
0

 , (2.53)
and hence α = a1 = r
2, β = 1− a1 = 1− r2 and γ = b1(δtn)−1 = r + 1. Thus, the predictor
may be written as
x∗n+1 = xn+1 −
1
6
(
1 +
1
r
)
δt3n
d3x
dt3
∣∣∣∣
xn+1
+O(δt4n), (2.54)
which shows that it is second order accurate.
The coefficients of the corrector part of the step may be similarly found. Firstly, we note
that
f(x∗n+1, tn+1) = f
(
xn+1 − 1
6
(
1 +
1
r
)
δt3n
d3x
dt3
∣∣∣∣
xn+1
+O(δt4n), tn+1
)
= f (xn+1, tn+1)−
{
1
6
(
1 +
1
r
)
δt3n
d3x
dt3
∣∣∣∣
xn+1
}
× ∂f
∂x
(xn+1, tn+1)
= f (xn+1, tn+1) +O(δt
3
n). (2.55)
Now we find four coefficients (α, β, γ and ζ) of the corrector step which are found by (c.f.
Equations 2.48, 2.49, 2.50 and 2.55)
xn+1 = αxn + βx
∗
n+1 + γδtnf(xn, tn) + ζδtnf(x
∗
n+1, tn+1) (2.56)
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= α
{
xn+1 − δtn dx
dt
∣∣∣∣
tn+1
+
δt2n
2
d2x
dt2
∣∣∣∣
tn+1
− δt
3
n
6
d3x
dt3
∣∣∣∣
tn+1
}
+ β
{
xn+1 − 1
6
(
1 +
1
r
)
δt3n
d3x
dt3
∣∣∣∣
xn+1
}
+ γδtn
{
dx
dt
∣∣∣∣
tn+1
− δtn d
2x
dt2
∣∣∣∣
tn+1
+
δt2n
2
d3x
dt3
∣∣∣∣
tn+1
+
δt3n
3
d4x
dt4
∣∣∣∣
tn+1
}
+ ζδtn
dx
dt
∣∣∣∣
tn+1
+O(δt4n)
= {α+ β}xn+1 + {γ − α+ ζ} δtn dx
dt
∣∣∣∣
tn+1
+
{
1
2
α− γ
}
δt2n
d2x
dt2
∣∣∣∣
tn+1
+
{
1
6
α− β
6
(
1 +
1
r
)
+
1
2
γ
}
δt3n
d3x
dt3
∣∣∣∣
tn+1
+O
(
δt4n
)
. (2.57)
This gives the four simultaneous equations for the coefficients as

1 1 0 0
−1 0 1 1
1
2 0 −1 0
−16 −16
(
1 + 1
r
)
1
2 0




α
β
γ
ζ

 =


1
0
0
0

 . (2.58)
These are solved and the coefficients are found to be α = a2 =
2(1+r)
2+3r , β = 1 − a2 = r2+3r ,
γ = b2(δtn)
−1 = 1+r2+3r and ζ = c2(δtn)
−1 = 1+r2+3r . Thus, these coefficients are suitable for the
third order predictor-corrector modified Hyman scheme.
2.2.3 Courant-Friedrichs-Lewy Condition
The Courant-Friedrich-Lewy condition by Courant et al. (1928), also known as the Courant
or CFL condition is an inequality that must hold for any numerical model to be valid. For
any numerical experiment, the distance between grid points (δx) must be greater than the
maximum distance that information may propagate through the grid in one time step (vδt),
i.e.
δx ≥ vδt (2.59)
in one dimension and
δxi ≥ viδt (2.60)
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in multiple directions. Since the 3D MHD code has an adjustable time step, then if we define
C ∈ [0, 1/√3] to be
C = max
i
{
vi
δxi
}
δt, (2.61)
where v is the maximum propagation speed in the box.
Information travels at various wave speeds through the box: the sound wave speed (cs),
the Alfve´n wave speed (vA), the slow magneto-acoustic wave speed,
vs =
csva√
v2a + c
2
s
,
and the fast magneto-acoustic wave speed,
cf =
√
c2s + v
2
A.
It is obvious that the fastest of these waves is the fast magneto-acoustic wave. As the wave
can propagate at this speed above the flow speed, we must consider the maximum speed in
the box to be |u|+ cf .
The other means that information may propagate through the domain is from the hyper-
diffusion and hyper-resistive operators. This is implemented so that the diffusive speed is
ν
δx
,
and similar for the resistivity (η).
Once all possible speeds have been monitored, then the maximum of these speeds is the
maximum speed (umax) that information will propagate through the box. We then choose
the time-step to be
δt = C
δx
umax
, (2.62)
where C is a parameter chosen to be less than unity. In our experiments we have chosen
C = 13 . (According to the code’s documentation, the code was stable for test runs at the far
higher value of C = 0.7.)
2.2.4 Staggered Grids
To allow the 3D MHD code to use a lower resolution and to avoid the checkerboard instability,
the numerical grid is staggered between the various variables. These variables are located
at the position given in Table 2.1 The choice of locations is specially chosen so that most
of the equations do not require interpolation between the various grids when the sixth-order
differential operators in Section 2.1.1 are used. Take, for example the conservation of mass
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Name Symbol Position
Density ρ (i, j, k) (Centre)
Energy e (i, j, k) (Centre)
Magnetic field Bx (i+
1
2 , j, k) (Face)
By (i, j +
1
2 , k) (Face)
Bz (i, j, k +
1
2) (Face)
Momentum ρux (i+
1
2 , j, k) (Face)
ρuy (i, j +
1
2 , k) (Face)
ρuz (i, j, k +
1
2) (Face)
Electric field Ex (i, j +
1
2 , k +
1
2) (Edge)
Ey (i+
1
2 , j, k +
1
2) (Edge)
Ez (i+
1
2 , j +
1
2 , k) (Edge)
Current Jx (i, j +
1
2 , k +
1
2) (Edge)
Jy (i+
1
2 , j, k +
1
2) (Edge)
Jz (i+
1
2 , j +
1
2 , k) (Edge)
Table 2.1: Positions of the different variables (relative to the centre of the box (i, j, k)) in
the 3D MHD code on the staggered grid.
equation (Equation 2.30),
∂ρ
∂t
= −∇ · (ρu)
= − ∂
∂x
(ρux)− ∂
∂y
(ρuy)− ∂
∂z
(ρuz) (2.63)
As we can see, the first term on the right-hand side is the x-derivative of the x-component
of the momentum. We know that the momentum variable is located at (i+ 12 , j, k) and that
the differential operator shifts the output location by (±12 , 0, 0) from the input location. By
choosing the appropriate direction, the x-derivative of the momentum is located at (i, j, k),
which is also the location of the density variable. As the time-step algorithm requires the
time-derivative of the density variable to be at the same location as the density variable,
this means that the first right-hand term is in the correct location. This also follows for the
second and third terms on the right-hand side of this equation.
Not all of the time derivatives which are required for the MHD code can be expressed
at the correct location by the shifting caused by the derivatives in the equations alone. For
these cases, we require interpolation routines to shift the remaining variables to the correct
location. We shall now create a fifth-order accurate interpolation routine in the x-direction,
which can be easily rewritten for the y and z-directions.
If we consider a variable u(x) expressed at the point xi by ui = u(xi) = u(iδx) where δx
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is the distance between grid points, then by a Taylor expansion, we have
ui+k = u(xi + kδx) = ui + kδx
∂u
∂x
∣∣∣∣
i
+
(kδx)2
2!
∂2u
∂x2
∣∣∣∣
i
+
(kδx)3
3!
∂3u
∂x3
∣∣∣∣
i
+
(kδx)4
4!
∂4u
∂x4
∣∣∣∣
i
+
(kδx)5
5!
∂5u
∂x5
∣∣∣∣
i
+O(δx6). (2.64)
By adding the corresponding points at 12 ,
3
2 and
5
2 on either side of the point ui, we obtain
1
2
{
ui− 1
2
+ ui+ 1
2
}
= ui +
δx2
22 2!
∂2u
∂x2
∣∣∣∣
i
+
δx4
24 4!
∂4u
∂x4
∣∣∣∣
i
+O(δx6), (2.65)
1
2
{
ui− 3
2
+ ui+ 3
2
}
= ui +
32δx2
22 2!
∂2u
∂x2
∣∣∣∣
i
+
34δx4
24 4!
∂4u
∂x4
∣∣∣∣
i
+O(δx6), (2.66)
1
2
{
ui− 5
2
+ ui+ 5
2
}
= ui +
52δx2
22 2!
∂2u
∂x2
∣∣∣∣
i
+
54δx4
24 4!
∂4u
∂x4
∣∣∣∣
i
+O(δx6). (2.67)
We may now let
ui = a
{
ui− 1
2
+ ui+ 1
2
}
+ b
{
ui− 3
2
+ ui+ 3
2
}
+ c
{
ui− 5
2
+ ui+ 5
2
}
+O(δx6), (2.68)
for suitably chosen a, b and c. By comparing the coefficients (and removing common factors),
these constants are found to be given by

 1 1 11 32 34
1 52 54



 2a2b
2c

 =

 10
0

 . (2.69)
By simple Gaussian elimination, we find
a =
1
2
− b− c = 75
128
, (2.70)
b =
−12 −
(
52 − 1) c
32 − 1 = −
1
16
− 3c = − 25
256
, (2.71)
c =
−1 + 32−1
34−1
2
[
(52 − 1)− (54 − 1) 32−1
34−1
] = 3
256
. (2.72)
Thus, by using the above expression for ui, the variables at the wrong locations may be simply
interpolated to the correct location. The following require interpolation (if hyper-diffusion
and hyper-resistive operations are excluded):
• the calculation of the velocity (ux, uy and uz) from the momentum components (ρux,
ρuy and ρuz) and the density (ρ),
• the calculation of the Lorentz term (J×B) in the equation of motion (Equation 2.28)
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as ρu, J and B are all at different locations,
• the advection term (u×B) in Ohm’s law (Equation 2.31),
• the∇·(ρuu) term in the equation of motion (Equation 2.28) requires to be at a different
location to all the locations of the velocity components, and
• the ∇ · (eu) term in the energy equation (Equation 2.29) requires the energy variable
e to be shifted to match the velocity variable.
2.2.5 Hyper-Diffusive and Hyper-Resistive Operators
This sub-section shall look into hyper-diffusion and hyper-resistivity. These terms are added
to the numerical scheme to remove the numerical artifacts that are added. First, we shall look
into the motivation for hyper-diffusion in such schemes, using the example of sound waves
propagating through the plasma. Then we will consider the terms required for advection and
shocks. Finally, we shall expand the hyper-diffusion arguments to hyper-resistivity.
2.2.5.1 Motivation
We shall consider a 1D simplification of the equation of motion and the conservation of mass
(along with the ideal gas law). For now, we assume that only the pressure term of the
equation of motion is important on the right-hand side. Then we have
∂(ρux)
∂t
= −∂p
∂x
, (2.73)
∂ρ
∂t
= − ∂
∂x
(ρux) , (2.74)
p = ρT. (2.75)
These are easily simplified into the single wave equation
∂2ρ
∂t2
= c2s
∂2ρ
∂x2
, (2.76)
where the sound wave speed cs =
√
T . One solution of the wave equation is
ρ(x, t) = sin(kx− ωt), (2.77)
where k is the wavenumber and the phase speed is given as
cs =
ω
k
. (2.78)
The right-hand side of Equation 2.76 is thus −k2ρ.
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Figure 2.8: The effects of increasing the wavenumber on the numerical damping occurring
in the wave equation. The lines show second-order (red), fourth-order (blue) and sixth-order
(black) derivatives. A value of unity signifies no damping.
For simplicity, we shall give the example for second-order finite differences. We note that
in second-order finite differences,
∂2ρ
∂x2
=
ρ(x+ δx, t)− 2ρ(x, t) + ρ(x− δx, t)
δx2
+O(δx3), (2.79)
where δx is the grid spacing. So the finite difference version of the right-hand side of Equa-
tion 2.76 is now
∂2ρ
∂x2
=
ρ(x+ δx, t)− 2ρ(x, t) + ρ(x− δx, t)
δx2
+O(δx3),
=
sin(k[x+ δx]− ωt)− 2 sin(kx− ωt) + sin(k[x− δx]− ωt)
δx2
+O(δx3),
=
(2 cos(kδx)− 2) sin(kx− ωt)
δx2
+O(δx3),
=
2 (cos(kδx)− 1)
δx2
ρ(x, t) +O(δx3),
=
2 (1− cos(kδx))
k2δx2
{−k2ρ(x, t)}+O(δx3). (2.80)
Hence, we see that the wave is damped with the function
F =
2 (1− cos(kδx))
k2δx2
≈ 1− 1
12
k2δx2 +O(k4δx4), (2.81)
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which we have plotted along with its fourth and sixth-order counterparts in Figure 2.8. This
shows that the method is good for low values of k (i.e. long wavelengths) but not as good for
high values of k (close to π
δx
, i.e. short wavelengths). Thus, to counteract this damping, we
use a hyper-diffusive operator that is stronger for higher wavenumbers.
Why does this matter? Firstly, the code can only resolve large-scale phenomena well,
while the small-scale phenomena are removed. Secondly, the numerical damping time is far
quicker than the physical damping rates. And thirdly, the addition of the following hyper-
diffusive terms adds to the stability of the scheme.
To counteract this damping, we introduce the hyper-diffusive operator (H1) to the equa-
tion of motion so that
∂ρux
∂t
= − ∂
∂x
(p+H1) , (2.82)
where this hyper-diffusive operator is chosen to be
H1 = −ν1ρ δx q(ux)∂ux
∂x
, (2.83)
where ν1 is a constant coefficient and the “quenching operator” is
q(f) =
∣∣∣∂3f∂x3 ∣∣∣∣∣∣∂f∂x ∣∣∣ . (2.84)
We will discuss why this form of hyper-diffusivity is used after considering the most important
property of the quenching factor. To remove errors that may arise due to divisions by zero, the
numerator and denominator of the fraction are taken to be the maximum of the grid point’s
numerator/denominator and the grid point’s neighbours. In first-order finite differences, the
quenching operator becomes
q(f) =
1
δx2
∣∣∣fi+ 3
2
− 3fi+ 1
2
+ 3fi− 1
2
− fi− 3
2
∣∣∣∣∣∣fi+ 1
2
− fi− 1
2
∣∣∣ +O(δx2). (2.85)
If we assume a wave of form f = sin(kx), then the quenching operator becomes
q(f) =
∣∣sin(kx+ 32kδx)− 3 sin(kx+ 12kδx) + 3 sin(kx− 12kδx)− sin(kx− 32kδx)∣∣
δx2
∣∣sin(kx+ 12kδx)− sin(kx− 12kδx)∣∣
=
∣∣sin (32kδx) cos(kx)− 3 sin (12kδx) cos(kx)∣∣
δx2
∣∣sin (12kδx) cos(kx)∣∣
=
∣∣sin (32kδx)− 3 sin (12kδx)∣∣
δx2
∣∣sin (12kδx)∣∣ (2.86)
≈ k2
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Figure 2.9: The quenching operator (q) for the different wavenumbers on a grid with 128
points.
for small k. To visualise the profile of this operator, we have plotted it in Figure 2.9. As we
see, this operator gives low values for low wavenumbers and high values for high wavenumbers,
which is what we need if we are to counteract the effects of the numerical damping seen earlier.
We now discuss why the form given above forH1 is chosen as the hyper-diffusive operator.
This term is added to the equation of motion as the viscous stress tensor which must have the
same dimension as pressure. We note that the numerical version of the equation of motion
is approximated by (c.f Equations 2.73 and 2.81)
∂(ρux)
∂t
= − ∂
∂x
(
p− 1
12
k2δx2p+H1
)
. (2.87)
Since the diffusion equation is of the form
∂ux
∂t
= ν
∂2ux
∂x2
, (2.88)
we require that one term in the hyper-diffusive term is an x-derivative (since a second x-
derivative is in Equation 2.87). Since the diffusion found earlier is also scales with the sound
speed cs, then the hyper-diffusive operator term must vary proportionally to cs. Due to its
location in the equation of motion, it has to be of the same dimensions as the pressure. The
length-scale of pressure may be rewritten as (c.f. Equation 2.74)
‖p‖ = ‖c2sρ‖ =
∥∥∥∥c2sδtρ∂ux∂x
∥∥∥∥ =
∥∥∥∥csδxρ∂ux∂x
∥∥∥∥ . (2.89)
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The dimensions of the last term are correct and have all of the above properties. We saw
earlier that the damping rate increases with wavenumber at a rate proportional to k2. So we
now wish to include the wavenumber in this hyper-diffusive operator. One suitable dimen-
sionless factor that scales with k2 is the quenching factor (q). Finally, to allow the users of
the code to manipulate how much hyper-diffusion is added, a constant ν1 is used. Combining
these parts together gives the hyper-diffusive operator,
H1 = −ν1ρcs δx q(ux)∂ux
∂x
. (2.90)
We should note that H1 cannot remove all the numerical artifacts in the finite difference
scheme, but it will remove the worst of it, whilst increasing the overall stability of the
scheme.
A similar argument follows for fast-mode waves, which means that the coefficient cs should
be replaced by the fast-mode sound cf .
2.2.5.2 Advection
So far, we have only studied the numerical damping of waves. We now move on to numerical
artifacts due to advection. Both the conservation of mass equation (Equation 2.30) and the
energy equation (Equation 2.29) have an advection term which forms the closed loop
∂ρ
∂x
= −∇ · (T (ρ)u) , (2.91)
where T is an interpolation operator.
Again, we shall only consider the effects of an x-direction velocity with the first-order
interpolation and second-order differentiation operators. In finite differences, the right-hand
side of this equation becomes (considering the closed loop)
∂
∂x
(T (ρ)ux) ≈ ux∂ (T (ρ))
∂x
= ux
∂
∂x
(
ρ
(
x+ 12δx
)
+ ρ
(
x− 12δx
)
2
)
+O(δx2)
= ux
[
ρ (x+ δx)− ρ (x− δx)
2δx
]
+O(δx2) (2.92)
Let’s again consider a function of form ρ(x) = sin(kx). The correct right-hand side of the
advection term would be uxk cos(kx). But in the numerical example, we have
ux
∂
∂x
(T (ρ)) = ux
[
sin(k[x+ δx])− sin(k[x− δx])
2δx
]
= ux
[
2 sin(kδx) cos(kx)
2δx
]
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Figure 2.10: The effects of increasing the wavenumber on the numerical artifacts occurring
in the advection equations. The lines show second-order (red), fourth-order (blue) and sixth-
order (black) derivatives. A value near unity add few numerical artifacts. The interpolation
operators are one order lower than the corresponding differential operator.
=
[
sin(kδx)
kδx
]
uxk cos(kx). (2.93)
Hence, we see that the correct solution is multiplied by
F =
sin(kδx)
kδx
= 1− k
2δx2
3!
+O(k4δx4). (2.94)
The profile of the multiplier, F in the second, fourth and sixth-orders is plotted against
k in Figure 2.10. As in the case of the wave equation, the higher the wavenumber, the
more numerical artifacts appear in the solution, and as before the scaling of these numerical
artifacts increases as k2 (k6 for the high-order used in the MHD code). To counteract these
artifacts, we add on an additional hyper-diffusive term so that the advection equations are
of the form
∂ρ
∂t
= − ∂
∂x
(ρux +H2) , (2.95)
where H2 is the new hyper-diffusive operator. Again, we wish to scale the influence of this
operator by k2 and we also wish the operator to be of the same dimension as the other terms
(‖ρux‖). Thus, an obvious choice is (by similar arguments to the wave equation)
H2 = −ν2 δx |ux| q(ρ)∂ρ
∂x
, (2.96)
where ν2 is another constant coefficient.
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2.2.5.3 Shocks
We now return to the equation of motion (Equation 2.28). As a non-linear equation, this
equation has the potential to allows shocks to form. Should a shock occur, without sufficient
diffusion, numerical artifacts will begin to appear behind the shock front. The part of the
equation of motion (in 1D) which is important for this is given by
∂(ρux)
∂t
= − ∂
∂x
(
ρT 2(ux) +H3
)
, (2.97)
where we have added a hyper-diffusive operator H3. Again, we shall chose the hyper-diffusive
operator to be of the same dimensions as the other terms, hence
H3 = −ν3ρ δxU ∂ux
∂x
, (2.98)
where ν3 is a constant coefficient and U is some operator which has a high value near shocks
and has the same dimensions as velocity. We know that shocks involve compression, so an
obvious choice would be to use a scaling based on ∇ · u. We are only interested in flows
compressing the plasma and not depressing it, so we define
|∇ · u|− =
{
∇ · u : ∇ · u < 0
0 : otherwise
. (2.99)
To make this have the dimensions of velocity, we need to multiply it by a length, say δx.
Thus our third hyper-diffusive operator is
H3 = −ν3ρ δx2 |∇ · u|−
∂ux
∂x
. (2.100)
Hence, we have now defined all three of the hyper-diffusive operators, which cover the τ and
Qvisc terms in Equations 2.28 and 2.29.
2.2.5.4 Hyper-Resistivity
We have seen already that fast magneto-acoustic waves may propagate through the system
and require the use of an additional term to the equation of motion to remove numerical
damping in the hydrodynamic parts of our model. As magneto-acoustic waves also affect the
electromagnetic parts of our model, we need to add a hyper-resistive term to ensure that the
electromagnetic properties are not affected by these numerical problems. Similarly, the parts
of the induction equation that are closed for By (with only x-derivatives) are
∂By
∂t
= − ∂
∂x
(uxBy) + η
∂2By
∂x2
, (2.101)
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which shows an advection term entering this equation, which will have the same problems as
described earlier. It should be noted that the advection terms in the induction equation are
perpendicular to the magnetic field. As the induction equation and equation of motion form a
loop which propagates magnetic waves at the Alfve´n speed, we also require wave suppressing
terms. We add these extra terms into the resistivity term (η). Finally, magnetic shocks
also exist which are similar to those occurring in hydrodynamics, except magnetic shocks
require the correct directions of the magnetic field and velocity. The fast-mode shocks are
perpendicular to the magnetic field and thus we alter the compression measure to be ∇⊥ ·u.
Thus, the magnetic resistivity may now be written into Ohm’s law (with only x-components
of velocity, y-components of magnetic field and derivatives in x) as
Ez = −uxBy +
(
η1 δx vAq(Jz) + η2 δx |ux|q(Jj) + η3δx2 |∇⊥ · u|−
)
Jz. (2.102)
The full expansion of both hyper-resistivity and hyper-diffusion are shown in the full
expression of the partial differential equations of the MHD code in Appendix C. In these,
it is obvious that the diffusivity and resistivity for the wave propagation and advection
terms are never fully turned off for low wavenumbers, but one-fifth of the maximum (of high
wavenumbers) is always used in the equations. This is demonstrated by the non-shock terms
of the hyper-diffusivity and hyper-resistivity having a form(
0.2 +
0.8
|f |
∣∣∣∣∂2f∂x2
∣∣∣∣
)
,
for the quenching factor instead of the one given above.
2.2.6 Initial and Boundary Conditions
The initial conditions for all the experiments are that the magnetic field is potential and
defined by its normal components through the boundaries. The potential magnetic field is
calculated using the multigrid method in Section 2.1. Otherwise, all velocities in the box are
zero and the density and pressure are chosen to be constant (normally 12 and
1
6 respectively)
throughout the domain.
The boundary conditions on the four sides of the box are periodic, e.g.
ρ(x, y, z) = ρ(x+ 1, y, z) (2.103)
and
ρ(x, y, z) = ρ(x, y + 1, z) (2.104)
for the density in a box of unit width in both directions. The other two boundaries, the
upper and lower boundaries have the following boundary conditions.
Each variable on the upper and lower boundaries are chosen to have one of two boundary
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conditions: either (i) the value of the variable is zero on the boundary or (ii) the derivative
of the variable is zero on the boundary. All variables are either located on the boundary (ρ,
e, Bx, By, ρux, ρuy, Ez and Jz on z = 0) or are half a grid point away from the boundary
(Bz, ρuz, Ex, Ey, Jx and Jy on z =
1
2δz). Since the derivatives are reduced in order up to
the boundaries, at most one ghost point is needed (like in Section 2.1.1). In the cases of
the variables that are located on the boundary, there is no information required from ghost
points of these variables. This leaves only six variables which require ghost points. Since no
mass crosses the boundary, then ρuz|z=0 = 0. This may be implemented by an antisymmetric
boundary condition
[ρuz]i,j,− 1
2
= − [ρuz]i,j, 1
2
. (2.105)
The magnetic field on the boundary is chosen so that
∇ ·B =
[
∂Bx
∂x
+
∂By
∂y
]
i,j,0
+
Bz,i,j, 1
2
−Bz,i,j,− 1
2
δx
= 0, (2.106)
or
Bz,i,j,− 1
2
= Bz,i,j, 1
2
+ δx
[
∂Bx
∂x
+
∂By
∂y
]
i,j,0
, (2.107)
since only Bz is half a grid point from the boundary.
The electric field components (Ey and Ez) are chosen to give the correct result in the
induction equation and are derived from the velocity and magnetic field components to give
a simple linear extrapolation through the boundary, e.g.
Ei,j,− 1
2
= Ei,j,0 − (Ei,j, 1
2
−Ei,j,0) = 2Ei,j,0 −Ei,j, 1
2
. (2.108)
As the driver described in Section 2.2.7 removes the need for the current components (Jy
and Jz) to be well defined on the boundary, since the calculation of the electric field is more
dependant on the driving on the boundary then the currents. Thus, we have set these current
components to have a symmetric boundary condition to ensure that few numerical artifacts
are generated at the boundaries, e.g.
Jz,i,j,− 1
2
= Jz,i,j, 1
2
. (2.109)
As a shifting of ρ to a half-point is used to obtain the velocity from the momentum, this uses
the same formula as the electric field to extrapolate its ghost point.
2.2.7 Driver
In our experiments, we have two sources which are advected past each other. To implement
this, will use a simple driver which advects the magnetic flux along two bands on the pho-
tosphere through the box from the x = 0 boundary to the x = 1 boundary, with each band
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containing one of the two sources. We do this by setting the x and y velocity components on
the photosphere. As the driver is only applied in the x-direction, the y and z-components
are set to zero (i.e. uy|z=0 = uz|z=0 = 0). Thus, we only need to define the driver function
in the x-direction.
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(1− yc)− 12yw
1− yc
(1− yc) + 12yw
Figure 2.11: The layout of the lower boundary, showing the two driving bands with the
direction of motion shown by arrows and the two sources (positive – red, negative – blue).
We choose the first band to be centered along the line y = yc and the second band to
centered along the line y = 1−yc. The width of these bands shall be defined by the constant
yw (see Figure 2.11). Outside of these bands, the velocity is zero. Since we have set up a
potential magnetic field as the initial setup, to remove sudden changes in velocity and shocks
appearing in the experiment, we ramp up to a constant driving speed from zero using the
differential equation
du
dt
=
1
tr
(ud − u) , (2.110)
where u(t) is the driving velocity at time t, tr is the driving rise time and ud is the driving
velocity. The initial condition is that the driver starts from rest (i.e. u(0) = 0). This is easily
solved to give the velocity and distance moved (∆x) as
u(t) = ud
(
1− e− ttr
)
(2.111)
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Figure 2.12: The ramping of the driving velocity in time with the example parameters
ud =
1
40 , td = 22 and tr = 1 (black line). The green line denotes the actual parameters we
use for driving in this thesis, which are the same as those used in the example, except for
tr =
1
10 .
∆x(t) = ud
{
t+
1
tr
(
e−
t
tr − 1
)}
. (2.112)
At t = td, the driver is stopped, but similar to the start of the driver, the velocity is ramped
down to zero (after td). This uses Equation 2.110 with u(td) = ue and ud = 0. The driving
velocity and the position moved for this portion (t > td) of the experiments is given by
u(t) = uee
− t−td
tr , (2.113)
∆x(t) = ∆xe +
ue
tr
(
1− e−
t−td
tr
)
, (2.114)
where
ue = ud
(
1− e−
td
tr
)
∆xe = ud
{
td +
1
tr
(
e−
td
tr − 1
)}
The profile of this driver is shown in Figure 2.12 for the driving which we will use in this
thesis (ud =
1
40 , td = 22 and tr =
1
10) as well as an exaggerated profile (with tr = 1).
As well as ramping the velocities, the sides of the advection bands are ramped from the
driving velocity to zero. The centre of the ramping is at the defined edge of the boundary.
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Figure 2.13: The amplification caused by the ramping at the sides of the driving bands. The
lines denote 64 (blue), 128 (black), 256 (green) and 512 (red) grid points. The dashed lines
mark the centres of the driving bands, at y = 310 and y =
7
10 , and the dashed lines denote
the edges of the driving bands (which have a width of 310)
The width of the ramp is given by (assuming n δy = 1)
δy
⌊
3np
64
⌋
≈ 3
64
,
where np is the number of grid points. The initial profile of the driver is chosen so that there
is a jump from the driving velocity to zero at the edge of the driving bands. The driver is
then smoothed using
⌊
3np
64
⌋
iterations (in the 128 grid point case, this is six iterations) with
the simple smoothing function
u
(n+1)
y,j =
1
4
{
u
(n)
y,j−1 + 2u
(n)
y,j + u
(n)
y,j+1
}
. (2.115)
where i denotes the grid point and n denotes the iteration number of the driving profile u
(n)
y,j
across the box. Example driving profiles in space are drawn in Figure 2.13.
Once the driving profile has been finished and placed on the base of the experimental
box, the next level of grid points has the velocity altered so that a gradual change of velocity
exists at the base of the box and numerical ringing is avoided. The choice for these grid
points is
ui,j,1 =
4
9
ui,j,0 +
6
9
ui,j,2 − 1
9
ui,j,3, (2.116)
given in terms of the grid points (where k = 0 is the photospheric boundary).
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2.3 Skeleton Finding
In order to analyse and visualise the structure of the magnetic fields returned from our resis-
tive MHD runs and potential magnetic fields, we use the following approach which calculates
the magnetic skeleton.
2.3.1 Sources
For a magnetic field which is used to study the atmosphere of the Sun, the base of the box in
which the magnetic field is studied is normally the photosphere. On the real surface of the
Sun, the photosphere has a continuous normal magnetic flux distribution, with the majority
of the flux concentrated in small regions. Therefore, we may approximate the photosphere
using discrete sources (to represents these concentrated regions of flux) with no flux through
the rest of the photosphere.
In our model, we have two ways of drawing our magnetic sources. The first method
takes contours at a value just above and below zero of the normal magnetic field on the
photosphere. Just above and just below is normally defined as 0.1. (The peak normal
magnetic field strength is about 0.85 in our models.)
The second method is as follows. By using the movement of the two sources as prescribed
by the driver in our models, we can estimate the location of the two sources. By taking a
line of constant y through the estimate of the centre for each source (on z = 0), we calculate
the normal magnetic field along this line. The location (in xˆ) of the maximum (minimum if
negative) amplitude of the normal magnetic field is then found. Similarly, we use a line with
constant x to calculate the location of the source in the yˆ-direction. This location accurately
gives the centre of the source, provided that the profile of the source has been conserved from
the start of the experiment. The sources are then draw using the (initial) profile (e.g. a circle
of radius r0) of the source about its centre location.
The first method ensures that both the actual shape and position of the sources is correctly
displayed, although it will often appear smaller than the true source. The second method is
accurate in position, and the boundary is more accurate provided that the source profile has
been conserved from the initial setup. We have drawn the footprints in Chapters 3 and 4
using the first method, and since the exact location of the source edges are more important
in Chapters 5 and 6, we have used the second method in these two chapters.
2.3.2 Null Points
In this thesis (with the exception of Chapter 7), all 3D models exist without the presence
of any coronal null points. The only null points which therefore exist must be on the pho-
tosphere, for which we require only the two dimensional method given below. Since, we
approximate the magnetic field between grid points on the photosphere by bilinear interpo-
56
2.3. SKELETON FINDING
lation, we first discuss linear and bilinear interpolation, before discussing the solution of a
pair of bilinear equations.
2.3.2.1 Linear and Bilinear Interpolation
The simplest form of interpolation between f(0) and f(1) in 1D is linear interpolation, which
generates an equation of the form:
f(x) = f(0) + (f(1)− f(0))x, (2.117)
For simplicity we write
f(x) = (1− x)f0 + xf1 (2.118)
where f0 = f(0) and f1 = f(1).
This is expanded to 2D by interpolating linearly along the horizontal sides of a square
(of unit length) and then by linear interpolation between the two resulting points. Points
along the bottom of the square are given by p0(x) = (1− x)f00 + xf10 and along the top by
p1(x) = (1− x)f01 + xf11 (where f00 = f(0, 0) etc.) Then the field at a point (x, y) is given
by interpolating along the vertical line of constant x between points p0(x) and p1(x). Hence,
f(x, y) = (1− y)p0(x) + yp1(x)
= (1− x)(1− y)f00 + x(1− y)f10 + (1− x)yf01 + xyf11
= a+ bx+ cy + dxy (2.119)
for constants a = f00, b = f10− f00, c = f01 − f00 and d = f11 − f10 − f01 + f00. Clearly, this
gives exactly the same answer if one interpolates first along the vertical edges of the square
for constant x and then horizontally for constant y.
2.3.2.2 Roots of a Pair of Bilinear Equations.
As we will make use of the roots of a pair of bilinear equations later in the section, we shall
discuss how to find their roots here.
For any pair of general bilinear equations
fi(x, y) = ai + bix+ ciy + dixy (2.120)
with i ∈ {1, 2}, the values of x and y which satisfy f1(x, y) = f2(x, y) = 0 may be found by
solving either of the respective quadratic equations∣∣∣∣∣ a1 a2c1 c2
∣∣∣∣∣+
(∣∣∣∣∣ a1 a2d1 d2
∣∣∣∣∣+
∣∣∣∣∣ b1 b2c1 c2
∣∣∣∣∣
)
x+
∣∣∣∣∣ b1 b2d1 d2
∣∣∣∣∣x2 = 0, (2.121)
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or ∣∣∣∣∣ a1 a2b1 b2
∣∣∣∣∣+
(∣∣∣∣∣ a1 a2d1 d2
∣∣∣∣∣−
∣∣∣∣∣ b1 b2c1 c2
∣∣∣∣∣
)
y +
∣∣∣∣∣ c1 c2d1 d2
∣∣∣∣∣ y2 = 0. (2.122)
The resulting 2D coordinate is then found using
y = −ai + bix
ci + dix
, (2.123)
for any known x where i ∈ {1, 2}, or using
x = −ai + ciy
bi + diy
, (2.124)
for any known y where i ∈ {1, 2}.
To find null points on the photosphere, we consider the squares between grid points in
turn. If a solution to the bilinear equations (Bx(x, y) and By(x, y)) created by the four
bounding grid points does not exist within a square, then there is no null point within that
square. If there is a solution, then it can only be a null point if the bilinear interpolation of
Bz is also zero.
2.3.3 Footprint
A footprint diagram considers the 2D field on the photospheric surface and consists of sources,
null points and separatrices. The sources and null points are the critical points in the 2D field,
of which all of the saddle points are (prone) null points. All other critical points are either an
(upright) null point or some point inside a source. From Molodenskii and Syrovatskii (1977),
the number of the critical points is related by
M +m− s = 2, (2.125)
where M is the number of maxima, m is the number of minima and s is the number of
saddle points. The number of separatrices must be four times the number of saddle points,
if we assume a generic field with a connected graph (where critical points are vertices and
separatrices are edges). The above formula is often written
S +Nu −Np = 2, (2.126)
where S is the number of sources, Nu is the number of upright null points and Np is the
number of prone null points.
A critical point in a field exists if, and only if, the field is zero at that critical point.
These may be easily found using the null point finding method described in Section 2.3.2.
The critical points are then categorised into maxima, minima and saddle points. We consider
58
2.3. SKELETON FINDING
each critical point (ci) in turn using a small circle of n points (p1, . . . ,pn) centred at ci.
(Normally we choose n = 80). The direction of the field at each point is then calculated as
di,j = sgn (B (pi) · (pj − ci)) . (2.127)
The critical point (ci) is a maxima if di,j is negative for all j, a minima if di,j is positive for
all j and a saddle point if di,j is of mixed sign over j. An alternative method is to calculate
the signs of the eigenvalues of [∇B]x=ci which also gives the type of critical point (maxima
if both positive, minima if both negative, saddle point otherwise).
Only the saddle points need to be considered when searching for the separatrices of our
2D photospheric field. The field is assumed to be locally linear about the critical points and
thus four separatrices must exist – two extending outwards, two contracting inwards. These
separatrices divide fieldlines which head either side of the saddle point to different maxima
or minima.
Two methods exist to find the separatrices, the first uses the eigenvectors of ∇B at the
critical point and the second uses the connectivities of the magnetic fields local to the saddle
point. The latter is chosen for its resilience to small numerical errors in the field. Using a
set of m points (normally forty) at a small radius about the saddle point, their fieldlines are
traced in both directions and the sources at each end of the fieldlines are recorded. First,
changes in the connectivity of field (between maxima) are found in the forwards direction.
Then the segments of the circle between points of differing connectivity are bisected to a pre-
defined tolerance (so that the connectivity change is more accurately located). This finds
the location of two of the separatrices, with the other two found using the same process
but with the fieldlines traced backwards to the minima. It should be noted that if a pair of
separatrices from a null point are traced to the same maxima or minima, then the other pair
of separatrices cannot be found by using the connectivities of the 2D magnetic field.
Finally, the critical points are analysed in the context of a 3D field. Maxima (minima)
are either negative (positive) sources or negative (positive) upright null points, and this is
quickly determined by checking if the normal (Bz) component of the field at the critical point
is non-zero (sources) or zero (upright null point). Saddle points must be prone null points,
but the normal field component must be zero for this to be valid so this is also checked. The
sign of a prone null point may be determined by calculating the sign of the gradient of the
normal field component, i.e.
sgn (Bz(ci + δzˆ)−Bz(ci)) = sgn(Bz(ci + δzˆ))
where δ is small and positive. If the sign is positive, then the saddle point is a positive prone
null point. Otherwise, it is a negative prone null point. If a saddle point lies within a source
(i.e. Bz(c)i 6= 0) then special consideration must be taken. (This issue is discussed in detail
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Figure 2.14: A sample footprint showing finite sources as filled grey regions, with positive
sources denoted by + and negative sources denoted by ×. The null points are denoted by △
and ▽ and the separatrices denoted by lines (positive – red, negative – blue). The thick lines
denote a possible configuration of separatrix surfaces for a 3D skeleton, with the thin lines
denoting spines. The green lines are spine (as well as a negative separatrices) which cannot
be found using the connectivities of the magnetic field.
in Chapter 6). An example footprint is shown in Figure 2.14, which shows the sources, null
points and separatrices, as well as an example pair of separatrices which cannot be found
using our separatrix finding method. These separatrices which cannot be found relate to
spines that do not coincide with any separatrix surface. Since these spines do not divide flux
of different connectivities, they are relatively unimportant for dividing the magnetic field and
hence we do not worry about them.∗
2.3.4 Separatrix Surfaces
In 3D, within the local vicinity of a null point, a separatrix surface may be found using the
eigenvalues and eigenvectors of the Jacobean matrix (∇B) at the null point (see Appendix B).
These eigenvectors define a plane and line. The separatrix surface may then be traced from
∗If necessary, these spines may be estimated by taking a guess point on each side of the null point from
which we trace the fieldline in the appropriate direction.
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start points given by the line of intersection between the plane and a sphere of given radius
which surrounds the null point. This technique has two problems. First, the magnetic field
needs to be close to linear within the radius of the starting points used to trace the separatrix
surface. The second is that if the radius for the starting points is too small, then the traced
fieldlines of the separatrix surface tend to bunch together and the full structure is not visible.
As these two problems require contradicting parameters for success, this method is less than
ideal. This thesis uses an alternative method which does not depend on the linearity of the
field and may be used at a large distance from the null points.†
For the fly-by experiments which are covered in this thesis, it is assumed that all sep-
aratrix surfaces must cross through the plane y = 12 . Since both the positive source and
the inwards boundary of the overlying field are located when y < 12 and the negative source
and the outwards boundary of the overlying field are located when y > 12 , this conclusion
is logical. Considering the knowledge gained from the footprint, the separatrix fieldlines on
the photosphere extend from both null points thorough this plane, so the remainder of the
separatrix surface fieldlines should be found on this plane.
Calculating the separatrix surfaces is split into two parts. The first part is to find a point
(x0,
1
2 , z0) on the separatrix surface and the second is to trace in both directions along the
separatrix surface on the y = 12 plane to the boundaries of the domain.
z = 0
r r r r
θ0
1g 1g 1g 1g2g
3g
-
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Figure 2.15: Calculating a starting point on the separatrix surface (blue line) finding algo-
rithm. The numbers denote: ©1 – choose n points,©2 – bisect to find a change in connectivity
and©3 – find the starting angle θ0.
Using n equally spaced points (usually the number of grid points in x) on the line (x, 12 , ε)
where ε is small and positive (normally three grid points in zˆ) so that the line is slightly
above the photosphere. This line is raised due to line tracing being more problematic on
the boundaries. Then the fieldline is traced in one direction (assume negative) from these n
points, and the connectivity of each point is found (©1 in Figure 2.15). When the connectivity
changes between two adjacent points, the gap between the points is bisected with a new point
and the above step is repeated until the points on either side are within a given distance (and
of different connectivities) (©2 ). This gives two starting points for the positive separatrix
†In fact, this method does not even require the exact location of the null points.
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surface. Using a semicircle (with a radius of one half of a grid-cell’s height) on the xz-plane
with 16 points and centred at one of these starting points (x0), the connectivities of these
are found and the starting angle θ0 is chosen to be half-way between the angles of the two
points with different connectivities (©3 ). The other starting point is discarded.
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Figure 2.16: The iterative step of the separatrix surface finding algorithm (from point xi at
angle θi to xi+1 at angle θi+1). The separatrix surface is marked in blue and the six control
points (p1, . . . ,p6) are labelled. The bisection line for the new point is red in colour.
To trace this line forwards along the edge of the separatrix surface, the connectivity on
the left of the line is denoted as CL and the connectivity on the right is denoted CR. Six
points p1, . . . ,p6 are chosen with the first three are at a radius r from the current point xi,
and the latter three midway between the first three points and xi (Figure 2.16). These points
are chosen so that p2 is in line with the direction (θi) from the current point. The points p1
and p3 are chosen to be an angle of
3π
16 either side of p2 (Figure 2.16). Thus, the six points
are located at
p1 = xi + r
〈
cos
(
θi − 3π16
)
, 0, sin
(
θi − 3π16
)〉
, (2.128)
p2 = xi + r 〈cos θi, 0, sin θi〉 , (2.129)
p3 = xi + r
〈
cos
(
θi +
3π
16
)
, 0, sin
(
θi +
3π
16
)〉
, (2.130)
p4 = xi +
r
2
〈
cos
(
θi − 3π16
)
, 0, sin
(
θi − 3π16
)〉
, (2.131)
p5 = xi +
r
2 〈cos θi, 0, sin θi〉 , (2.132)
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Figure 2.17: The improvement step of the separatrix surface finding algorithm. The sepa-
ratrix surface is marked in blue and the bisection line between a and b for improving xi is
denoted in red.
p6 = xi +
r
2
〈
cos
(
θi +
3π
16
)
, 0, sin
(
θi +
3π
16
)〉
. (2.133)
To ensure that the separatrix surface is continuing in the direction suspected, the connectivity
of the fieldlines through the point p1 to p6 are checked. The connectivities of p1 and p4
must be CL and the connectivity of p3 and p6 must be CR. If these four connectivities are
not as expected the radius is halved and the step is restarted. Should the radius be halved
more than four times, then the algorithm increases the search angle from 3π16 on either side to
3π
4 . If this wide angle search fails then the algorithm declares it has not succeeded in finding
the separatrix surface.
Using the points p1 and p3, which are known to have connectivities CL and CR, the
(red) circle segment between them is bisected until the angle between them is less than a
predefined tolerance. This angle is recorded as θi+1 and the point
xi+1 = xi + r 〈cos θi+1, 0, sin θi+1〉 . (2.134)
is added to the list defining the edge of the separatrix surface. Once a boundary on the plane
(y = 12) has been reached (e.g. z = 0), the algorithm returns the successfully found separatrix
surface.
It may be necessary for this line’s accuracy to be increased. From the points x1, . . . ,xN
which define the separatrix surface, a point xi may be improved using
n =


(x2 − x1)× yˆ : i = 1
(xN − xN−1)× yˆ : i = N
(xi+1 − xi−1)× yˆ : otherwise
, (2.135)
a = xi +
1
2n, (2.136)
b = xi − 12n. (2.137)
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This gives two new points a and b lying either side of the separatrix surface (Figure 2.17).
The line a to b (Figure 2.17), which is approximately normal to the separatrix surface, is
bisected to a given tolerance ensuring different connectivities remain on either side. xi is then
updated to be the result of this bisection. Additional separatrix surface start points may also
be added by inserting a new point half way between two existing points and then following
the above improvement procedure on this new point. To visualise the separatrix surface, the
fieldlines are traced in both directions from the above start points and then plotted.
2.3.5 Separators
Once all separatrix surfaces have been found, we progress to find all of the lines of inter-
sections between them, which are called separators. Each intersection of separatrix surfaces
requires one positive separatrix surface extending from a positive null point and one negative
separatrix surface extending from a negative null point. Since each separatrix surface extends
or contracts from a null point, all separators must therefore join a positive null point to a
negative null point. Since the magnetic field near a null point is diverging, then tracing a
separator into a null point using a standard fieldline tracer requires considerable accuracy in
the fieldline tracing method and in finding a suitable starting point on the separator. There-
fore, it is necessary to use a more complicated algorithm to trace separators. This separator
tracing sub-section shall first consider how to find a suitable location on each separator,
before we give a brief description of tracing a separator from this location.
Since we calculate the starting points for all fieldlines which make up both the negative
and positive separatrix surfaces on the same plane (i.e. y = 12), it is trivial to find a start
point for each separator. Consider that the start points of each separatrix surface create a
line, which lies on a 2D plane. The other separatrix surface creates a second line on the
same 2D plane. The intersections of these two lines is easy to calculate, and each point of
intersection of these two lines is a point on a (different) separator. These points, may then
be used to trace the remainder of the separators.
The origins of our separator tracing algorithm is inspired by the algorithm presented
by Close et al. (2004b), which traces separators from null points (see Figure 2.18). His
algorithm traces fieldlines from two points on the separatrix surface which lay either side of
the separator, and whenever the fieldlines have diverged too far, the points on these lines
just before they have diverged too far are recalculated. His bisection method compares the
forward connectivities of the points on the two lines with their midpoint (i.e. only considering
the diverging field near of the null point ahead). In our method, we consider a similar pair
of two points that lie either side of our starting point on the separator, except that we also
require that the two points are on different side of the both separatrix surfaces during stages
of our algorithm (instead of one separatrix surface). Unlike Close et al. (2004b), we do not
start at a null point (which is at the end of a separator), but at some point part-way along
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Figure 2.18: Method of finding the separator used by Close et al. (2004b). The separator
(dark green line) is traced from the null point by two side lines that are either side of the
separator. If the distance between these side lines at the current position is too great (along
the red lines), then the current positions of the two side lines are bisected until the side lines
are close enough together. The method then traces forwards as before.
the separator.
Unfortunately this tracing and bisecting (called trace and contract) does not work well for
our numerical model. To improve the reliability of our algorithm, further steps are required
which we refer to as rotate, backtrack and adapt (with half-step). We shall discuss these
below, with the other steps and checks (initialise, append, contract and near null). The
ordering of these our steps in our algorithm is shown in Figure 2.19.
The first step, initialise, sets up the algorithm. It creates the output array (P with
elements pi) and sets the maximum number of points allowed on a separator (normally
3,000). It also creates the starting points (two as mentioned before for Close et al. (2004b),
and a further point at the midpoint of the other two) for the three tracing lines. These three
tracing points are initially chosen such that the middle point (p0) is at a known point on
the separator, with the other two points (a0 and b0) at a distance
1
4ǫ (for some choice of
ǫ, which in our experiments is one-quarter of a grid point in either the ˆvecx or yˆ direction)
above and below p0. The connectivities of the three tracing points (a0, b0 and p0) are then
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Figure 2.19: The steps for calculating the separator, as described in the text. (see Sec-
tion 2.3.5)
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calculated, from which the first step of the loop (rotate) will then immediately adjust a0 and
b0 so that they will lie on different sides of both separatrix surfaces. The index counter (i)
for the current guess point on the separator is set to zero.
The algorithm now enters the main loop. The rotate step first checks to see if ai and bi
(where i is the current value of the index counter) are on different sides of both separatrix
surfaces (by using the connectivities of the tracing points). If they are, then the algorithm
proceeds to the next step (contract). Otherwise, we consider four circles of diameters 14ǫ,
1
2ǫ,
3
4ǫ, and ǫ in turn. These circles are located in 3D space such that their normal direction
is in the direction of the magnetic field and their centre point is pi (i.e. the current guess
point on the separator). We then select 30 points on each of the four circles in turn, and
the connectivities of each point are determined. When two opposite points on the circle are
found to be on different sides of both separatrix surfaces, the algorithm changes ai and bi to
be these two points. Should none of the four circles have a pair of opposite points which are
on different sides of both separatrix surfaces, then the rotate step is repeated with 120 points
on the circle, instead of the original 30. If, with 120 points, the rotate steps still cannot find
an appropriate ai and bi, then the algorithm proceeds to the backtrack step. We now assume
that we have been successful and that ai and bi are on either side of both separatrix surfaces
as required.
Now the current points on the lines (ai and bi) are checked to ensure that they are not
more than 12ǫ apart (contract). If they are, then we bisect ai and bi along the line between
them. This bisection updates ai and bi so that they are closer to each other and have different
forwards connectivities. For this bisection, we choose the first midpoint to be the point pi
(which may or may not be on the line between ai and bi), which is our best estimate of
the separator so far. One of the two side points (ai or bi) is now assigned the location of
pi such that both side tracing points continue to have different forwards connectivities. If
this still gives |ai − bi| > 12ǫ, then we repeat the bisection with the new midpoint chosen
to be 12(ai + bi) (instead of pi). Once the bisection process has updated ai and bi so that
|ai − bi| < 12ǫ, we choose the midpoint of the updated ai and bi to update the best current
guess point for the separator, pi.
After the contract step is completed, the lines P ′, A′ and B′ are traced forwards (where
a′0 = ai, etc.) using a standard fieldline tracer (trace), as is shown in Figure 2.20. The points
of each of the three tracing lines (P ′, A′ and B′) are then updated (by interpolation) such that
each pair of adjacent points on the tracing line are at a distance δ apart (i.e. |a′j+1−a′j | = δ,
etc.). In our experiments, δ is chosen to the distance between one grid point in either the xˆ
or yˆ direction. We then use the adapt step of the algorithm to find the first n points on these
three lines which are suitable for adding to the guess line (P ) of the separator as well as the
side tracing points (A and B). A point p′j on the tracing line P
′ is suitable if |a′j − b′j | < ǫ.
If no pairs of points on tracing lines (A′ and B′) are less than ǫ apart, then the distance δ
is halved and we repeat from the start of the trace step (half-step) unless we exceed 164
th
of
67
CHAPTER 2. METHODOLOGY
ss s
HHHH
HHHH
HHHHH
HHHHHH
HHHHHHHH
HHHHHHHHH
s
s
s
s
ff
f
f
f
f
f
f
f
f
f
f
f
f
f
f
f
f
f
f
f
s
s
s
pi = p
′
0
pi+n−1
p′n
ai = a
′
0
ai+n−1
a′n
b′0 = bi
b′n = bi+n−1
a′1
a′2
a′n+1
b′1
b′2
b′n+1
pi+1 = p
′
1
pi+2 = p
′
2
p′n+1
δ
δ
δ
δ
δ
δ
Figure 2.20: The points in their final state at the end of the trace, adapt and contract
combination of steps. The blue circles represent points traced on the tracing lines (A′, B′
and P ′). The blue circles are points on the separator and side tracing points (A, B and P
). The green line denotes the separator. At n + 1 the tracing lines have become too far
apart and the algorithm has added the points at n and contracted to get ai+n−1, bi+n−1 and
pi+n−1.
the original δ. If 164
th
of the original delta is exceeded, then the algorithm has failed. We
should remember that up to now, we have not yet advanced our guess for the separator (P )
in the current loop iteration. Now, these points a′j , b
′
j and p
′
j (j = 0, . . . , n) on the tracing
lines are then added to the end of the guess line of the separator (P ) at pi to pi+n−1 and
the side tracing points ai+n−1 and bi+n−1 are updated to a′n and b′n. Then we update i to
be i+n− 1. If this adds too many points to the separator guess line, then the algorithm has
failed (due to lack of memory). Note that at the end of the adapt steps, δ must be restored to
its original value. The current guess (pi, ai and bi with the new value of i) are now updated
using the contract step so that |ai − bi| < 12ǫ.
With our new loop counter value in i, the distance of the last guess point pi to the
null point is determined (near null). If this is further than δ from the null point, then we
repeat the algorithm from the rotate step until we have reached within δ of the null point.
Otherwise, when the distance from pi to the null point is less than δ, we return a successfully
traced separator (which, with the separator traced in the opposite direction from the start
point (p0), is the complete separator).
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Going back to the failure of the rotate step, for which we consider the backtrack step.
This just removes all but the first of the points added to pi (and ai and bi) since the previous
(successful) rotate step. Then the algorithm tries to progress from this new guess point which
is at a distance less than δ from the previous verified point.
Alternative versions
Alternative versions to the above algorithm have been considered. These use an altered
rotate step so that it calculates the estimated location of the separator by the intersection
of the separatrix surfaces on the circle’s plane which is perpendicular to the magnetic field
and centred on pi. The separatrix surfaces have been approximated using the connectivities
of 30 points on this circle. The best guess for the separator pi is then updated from this
intersection of separatrix surfaces within our circle. This was implemented with or without
the side tracing lines mentioned above, and each of the three methods was found to give
effectively the same result. The advantage of having multiple algorithms is that when one
or two of the algorithms might occasionally fail, another implementation usually succeeded
(though different algorithms failed in different cases), and so the separator could still be
traced.
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Chapter 3
MHD Evolution of a Magnetic
Skeleton†
3.1 Introduction
The plasma in the atmosphere above the quiet-Sun is known to interact and evolve due to
the many interactions of magnetic fragments on the photosphere. These elementary types
of interactions, introduced in Section 1.5, include emergence, cancellation and fly-bys. This
chapter concentrates on the latter on these, the magnetic fly-by.
A fly-by, is a special type of flux interaction, where the flux through the base is conserved
throughout. Two discrete magnetic fragments, one positive and one negative, are driven
anti-parallel to one another in the presence of an overlying field. The flux lobes from the two
fragments interact due to the motions of the magnetic fragments, and a 3D analytic model
of the (point source) potential field case of this interaction was first discussed by Longcope
(1998). Using a 3D MHD code, Galsgaard et al. (2000a) and Parnell and Galsgaard (2004)
considered the 3D MHD interaction of this model, and discovered a twisted current sheet
appearing when the flux lobe from one source passed under the flux lobe from the other
source. Later in the experiment, they observed further current sheets forming at the ends
of the connected flux region. They suggested that the first current sheet was involved in
the connecting of the sources due to separator reconnection and that the later current sheets
were involved in the disconnecting of the sources, in a process they named separatrix-surface
reconnection, although they did not find the separators or separatrix surfaces to prove this.
Analysis on the rates of reconnection found it to be fast at 58% of the rate of a potential
evolution, and the disconnecting rate to be about half the connecting rate.
This chapter aims to shed more light on the the questions of where and how reconnection
is occurring in this fly-by model of Galsgaard and Parnell. To do this we need to examine the
magnetic skeleton of the magnetic field (see Section 1.3) using the methods in Section 2.3,
†This chapter is based on the work included in Haynes et al. (2007).
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from which we answer two fundamental questions:
1. What is the topological structure of the magnetic field, and thus where are the possible
reconnection sites?
2. How and when does the topological structure change through bifurcations, and thus
where and when are possible reconnection sites added or removed from the system?
In this chapter, we calculate the magnetic skeleton from our numerical dynamic MHD
experiment along with those derived from the equi-potential evolution of the system. The
results of these are compared to investigate the differences in behaviour due to the additional
physics involved.
The work in this chapter is divided into the following parts. Section 3.2, is a description
of the potential and MHD models, while Section 3.3 describes the evolution of their skeletons.
Sections 3.4 and 3.5 highlight the nature of the bifurcations and the development of multiply-
connected flux domains. Finally, in Section 3.6, we discuss the implications of the results.
3.2 Methodology
The setup comprises a Cartesian box of 128 × 128× 65 grid points with a size of 1 × 1 × 14
machine units. The normal components of the initial magnetic field are imposed on the base
(z = 0). They consist of a positive source, of radius r0 = 0.065 and maximum magnetic
field strength B0 = 0.85, placed at (
1
3 ,
1
3 , 0) and a negative source with the same radius and
maximum magnetic field strength, but opposite polarity, placed at (23 ,
2
3 , 0). These sources
have a cosine profile of the form
Bz =
B0
2
{
1 + cos
(
πr
r0
)}
, (3.1)
where r < r0 is the distance from the centre of the source. Elsewhere on the base, the normal
component of magnetic field is taken to be zero. Otherwise, the box is closed at the top and
bottom and periodic in x and y. An overlying field, Bover = 0.12B0yˆ is added to disconnect
the two sources in the initial state. For comparison we consider a potential model, a dynamic
MHD model with hyper-resistivity and a dynamical MHD model with constant resistivity,
all of which are described below.
3.2.1 Potential Model
The potential magnetic field (Bp), by definition, satisfies ∇×Bp = 0 and ∇·Bp = 0, so that
it may be written as Bp = ∇φ, where φ satisfies
∇2φ = 0. (3.2)
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Using a multigrid method with a Gauss-Seidel smoother as described in Section 2.1 along
with the above boundary conditions imposed on a unit box, we solve Equation 3.2 for φ at
each time frame, from which we evaluate Bp. The taller numerical box of height 1 for the
potential field in comparison to the 14 for the MHD model makes essentially no difference to
the results as all the magnetic field at height 14 and above is simply the horizontal overlying
field.
3.2.2 Dynamic MHD Models
Initially, we assume an equilibrium with a potential magnetic field in an atmosphere with
uniform density and pressure of 12 and
1
6 , respectively. The magnetic field is calculated using
the method described in Section 3.2.1 using the two sources defined above in their initial
state. Thus, the average plasma beta is β = 32 and the peak Alfve´n speed is vA = 1.223.
Using the non-dimensionalised non-ideal MHD equations in the form described in Sec-
tion 2.2, the sources are advected rigidly by flows in strips that are just wider than their
corresponding sources, with the velocities ramped down along the edges of these strips to
zero. The flows are accelerated from rest up to a constant speed of 0.02 of the peak Alfve´n
speed in approximately 0.6 of an Alfve´n (crossing) time. The positive source is driven along
the base in the xˆ direction, and the negative source driven in the −xˆ direction.
To consolidate the effects of hyper-resistivity, three experiments are conducted, with
varying values of constant resistivity (η = η0, η =
1
4η0 and η =
1
8η0). The comparisons and
results are described in Section 3.3.3. All times expressed throughout this chapter are given
in machine units, which are 0.82 times the Alfve´n time.∗
3.3 Evolution of Skeletons
The corona has often been assumed to be near potential and many theoretical treatments
have, for simplicity, assumed potential fields, the minimum-energy magnetic field for any
normal field component prescribed. Potential fields evolve through a series of equi-potential
states assuming perfect and instantaneous reconnection. It is useful, therefore, to compare
the differences between the skeleton of our dynamic MHD magnetic fields with those that
would arise from a equi-potential evolution.
For this, we classify the four different types of flux domain that are found in our experi-
ment by way of their flux connectivity (or source pairs). Flux in the overlying flux domain
is not connected to either source (i.e. it connects one side boundary to another side bound-
ary). The positive open (negative open) flux domain contains flux that connects the positive
(negative) source to a side boundary. Flux in the closed flux domain connects the positive
∗The paper used Alfve´n times throughout.
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source to the negative source. The boundaries of these flux domains define the skeleton. We
discuss the evolution of skeletons of the potential and dynamic MHD models in turn.
3.3.1 Potential Model
The potential field is calculated using the method described in Section 3.2.1 for each time
step, from which we determine the magnetic skeleton. We visualise the skeleton in 3D
(Figures 3.1 and 3.2, column 1). The footprint of the skeleton represents the intersection
of the 3D skeleton with the photosphere (Figures 3.1 and 3.2, column 2). All null points
found are photospheric and the footprint is calculated by tracing the separatrix field lines
that lie in the photospheric source plane from these null points. The spines are not shown. A
cross-section of the skeleton at y = 12 , which lies midway between both of the sources and the
two null points, is also determined (Figures 3.1 and 3.2, column 2). Both separatrix surfaces
and all of the separators intersect this plane.
By considering the evolution of the field, we group contiguous time frames into phases
with the same configuration of flux domains. Four phases are found (Table 3.1): P1 – initial
open, P2 – closing, P3 – reopening and P4 – final open. We now describe these four phases
in turn.
Phase Seps. Source Pairs – Flux Domain Total
(X) Over. +ve Open −ve Open Closed (D)
P1 0 1 1 1 0 3
P2 1 1 1 1 1 4
P3 1 1 1 1 1 4
P4 0 1 1 1 0 3
Table 3.1: The components of each phase for the potential model, namely, the number of
separators (X), the multiplicity of each source pair and the total number of flux domains
(D).
Phase P1 (0.00 < t < 1.21): Initial Open
The first phase has three flux domains: overlying, positive open and negative open, where
the positive source lies to the right of the negative source (Figure 3.1, row 1). There are no
separators and no reconnection occurs. Thus all the flux is open, as seen in Figure 3.3. This
phase lasts whilst the sources and their flux domains are pulled towards each other, but ends
as soon as the flux domains touch.
Phase P2 (1.21 < t < 6.72): Closing
A global separator bifurcation occurs in which a separator rises from the source plane. This
separator runs the ridge of a new flux domain that is made up of newly reconnected closed
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Figure 3.1: (Movie) Snapshots of the skeletons for the potential model at t = 0.0, 3.36, 6.72,
8.64. Column 1: 3D view, with positive separatrix surface (red lines), negative separatrix
surface (blue lines) and separators (yellow lines). Column 2: Footprint (0 ≤ x ≤ 1, 0 ≤ y ≤ 1)
at z = 0, showing sources (positive – red circles, negative – blue circles), null points (positive
– ▽ and negative – △) and intersections of separatrix surfaces with the photosphere (solid
lines). The dashed lines show the separators above the source plane for comparison. Column
3: Cross-section (0 ≤ x ≤ 1, 0 ≤ z ≤ 15) at y = 12 showing the intersections with separatrix
surfaces from the positive null (thin line) and the negative null (thick line) and with the
separator (⋄).
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Figure 3.2: (Movie) Continuation of Figure 3.1 for t = 13.9.
Figure 3.3: Percentage of open (blue), closed (red) and reopened (green) flux from the
negative source versus the time (t) measured in machine times for the potential model (from
Parnell & Galsgaard 2004). Vertical lines represent the transition times between phases.
flux. (Figure 3.1, row 2). Reconnection creates closed flux and destroys open flux throughout
this phase (Figure 3.3). The sources continue to move towards one another during this stage,
until they reach their point of closest approach and are aligned with the overlying field. At
this point the two sources are completely connected, the closed flux reaches its maximum
(Figure 3.3) and a new phase must start.
Phase P3 (6.72 < t < 12.68): Reopening
As the separatrix surfaces of both null points fully coincide, a global separatrix bifurcation
occurs in which an infinite number of separators completely encompasses the closed flux
domain isolating it. This is a new type of bifurcation (Figure 3.1, row 3). As soon as the
sources move out of alignment with the overlying field the flux reopens through reconnection
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and a new single separator state is formed. The continued advection of the sources creates
a positive open flux domain on the left and a negative open flux domain on the right with
a closed flux domain in between (Figure 3.1, row 4). These flux domains are all simply
connected and surrounded by overlying field. A separator runs the ridge of the closed flux
domain, as in phase P2. It descends towards the base as closed flux (with overlying flux) is
converted back into positive and negative open flux (see Figure 3.3). This is the reverse of
phase P2 when the closed flux was formed. This phase lasts until the separator has reached
the base.
Phase P4 (12.68 < t < 21.74): Final Open
In this phase (Figure 3.2) a global separator bifurcation destroys the separator when it reaches
the source plane, leaving just three simply connected flux domains: overlying, positive open
and negative open. These flux domains are equivalent to those in phase P1, except that, as
the sources have now passed each other, they are now moving apart instead of together and
the negative source now lies to the right of the positive one. There is no reconnection in this
phase (see Figure 3.3).
3.3.2 Hyper-resistive MHD Model
The dynamic MHD experiment is executed using the method described in Section 3.2.2. From
this, the skeleton for each time frame is deduced. As in the potential model, we visualise
the skeletons in 3D and also in 2D using both the footprint at z = 0 and a cross-section at
y = 12 (see Figures 3.4 and 3.5). A filled contour plot of current intensity is added to the
cross-section.
As before, we group contiguous time frames into phases of the same topology. These
phases are: D1 – initial open, D2 – double-separator hybrid, D3 – single-separator closing,
D4 – quintuple-separator hybrid, D5 – triple-separator hybrid and D6 – single-separator
reopening (Table 3.2). We use a naming convention based on the number of separators and
the reconnection process occurring, e.g. closing, hybrid (closing and reopening), reopening
(see Chapter 4 for a physical explanation). The phases are described in turn.
Phase D1 (0.0 < t < 4.50): Initial Open
Since the magnetic field is assumed to be potential at t = 0, phase D1 (Figure 3.4, row 1)
is topologically equivalent to phase P1. Hence, there are no separators and three simply
connected flux domains, namely: overlying, positive open and negative open. The positive
source (and its corresponding flux domain) lies to the right of the negative source (and its
flux domain).
As the positive open and negative open flux domains are advected towards one another
the two flux domains push up against each other, save for a small gap below (Figure 3.4,
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Figure 3.4: (Movie) Snapshots of skeletons for the dynamic MHD experiment at t = 4.32,
6.24, 12.0, 15.7, 21.1 using the same notation as Figure 3.1. In Column 3, a filled contour
plot of current intensity is superimposed (white (0.0–5.1)→ blue (9.2)→ green (13.2)→ red
(17.5) → yellow (21.5–∞)).
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Figure 3.5: (Movie) Continuation of Figure 3.4 for t = 32.4, 33.3, 46.2.
Phase Seps. Source Pairs – Flux Domains Total
(X) Over. +ve Open −ve Open Closed (D)
D1 0 1 1 1 0 3
D2 2 2 1 1 1 (1) 5
D3 1 1 1 1 1 4
D4 5 1 3 (2) 3 (2) 1 8
D5 3 1 2 (1) 2 (1) 1 6
D6 1 1 1 1 1 4
Table 3.2: The components of each phase for the dynamic MHD experiment based on the
number of separators (X) and the multiplicity of each source pair. The number in brackets
denotes the numbers of flux domains that are coronal for each source pair. The total number
of flux domains (D) is also calculated.
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Figure 3.6: Percentage of open (blue), closed (red) and reopened (green) flux from the
negative source versus the time (t) given in machine time units for the dynamic MHD exper-
iment (from Parnell and Galsgaard, 2004). Vertical lines denote the transition times between
phases.
row 1, column 2). At the time this phase ends about half of the closed flux in the potential
experiment has been reconnected (Figure 3.3). Thus, since, up to this point, there has been
no reconnection in the dynamic experiment, it is natural that a thin narrow current sheet
has built up by the end of this phase.
Phase D2 (4.50 < t < 7.93): Double-Separator Hybrid
The two open flux domains break through each other marking the start of this new phase
(Figure 3.4, row 2). Two separators and a closed flux domain are created by way of a global
double-separator bifurcation (see Section 3.4.1 for further details). The closed flux domain
is purely coronal and thus cannot be seen in the footprint, though it is clearly visible in the
cross-section. This coronal flux domain pierces the overlying region creating a flux region of
multiplicity two. The field lines in the overlying flux region are no longer simply connected,
but form two separate flux domains (Table 3.2). The spines marked in the footprint denote
the lines along which the positive and negative open flux domains fold back and touch the
base, thus forming a separatrix surface boundary between the two overlying flux domains
(see Section 3.5 for a detailed explanation).
A current sheet extends along the upper separator. This is visible as a tall thin current
sheet in the cross-section (Figure 3.4, row 2, column 3). Here, it is found that separator
reconnection is creating closed magnetic field. However, around the lower separator, re-
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connection is reopening the field and thus decreasing the flux in the trapped overlying flux
domain. The shrinking of the small trapped overlying flux domain brings the lower separator
to the photosphere signalling a change of topology.
By the end of this phase 15% of the flux in the dynamic experiment is closed, whereas in
the potential model all the flux has been closed and some 25% of it has reopened again.
Phase D3 (7.93 < t < 13.90): Single-Separator Closing
A global separator bifurcation at the base destroys the lower separator and reduces the
overlying field to a simply connected source-pair once again. Thus, phase D3 has just one
separator and four flux domains, one of each connectivity (Figure 3.4, row 3). From Figure 3.6
it can be seen that the reduction from two to one separator has no effect upon the rate of
closing. This is because the reconnection at the lower separator was weak. By the end of
this phase, just 68% of the flux has closed in this experiment, whereas all the flux in the
potential model has both closed and reopened and the final phase, phase P4, has begun.
The separator in this experiment continues to create closed flux, which enlarges the closed
flux domain until its encompassing separatrix surfaces expand out to touch the surfaces
separating the open and overlying flux domains in two positions above the source plane
(Figure 3.4, row 3, column 3).
Phase D4 (13.90 < t < 17.33): Quintuple-Separator Hybrid
Here, two new separator pairs and four new coronal flux domains are created (Figure 3.4,
row 4). The separator pairs are created through two global double-separator bifurcations.
The bifurcations allow the positive (negative) open flux domain to split into two through the
creation of a new negative (positive) reopened flux domain generating the four new coronal
flux domains. These six open flux domains can be seen in turn in the cross-section y = 12
forming an arc around the closed flux domain (Figure 3.4, row 4, column 3). From left
to right these flux domains are: negative open (original), positive open (new re-opened),
negative open (original), positive open (original), negative open (new reopened) and positive
open (original). Hence, there are two source pairs, each of multiplicity three. Separating
these flux domains are five separators which all lie on the same pair of separatrix surfaces,
and hence all connect the same two null points.
The five separators represent five plausible sites for reconnection, but only three lie in
high current regions (Figure 3.4 row 4, column 3), so significant reconnection is only expected
at these three sites. We find that reconnection at the central separator is closing the field
whilst at the two separators on either side it is reopening the field. This behaviour is very
different from the potential model where closing and reopening never happens concurrently.
Reconnection at the lower separators converts the flux in the two small triangular open
flux domains into overlying and closed flux, causing these separators to fall to the photosphere
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and the topology to change.
Phase D5 (17.33 < t < 33.28): Triple-Separator Hybrid
A pair of global separator bifurcations destroys the two lower separators, leaving three sep-
arators, and reduces the multiplicity of the positive and negative open source pairs to two
(Figure 3.4, row 5). Thus, here there are two source pairs of multiplicity one, namely: overly-
ing and closed, and two of multiplicity two, namely: positive open and negative open. From
Figure 3.6 it is clear that there is still reconnection occurring at all the separators; the top
separator is still closing the field, while the other two separators are reopening the field.
The driver is switched off at t = 25. Shortly after this we see that the symmetry in the
system starts to be lost with the original negative flux being used up much quicker than the
original positive flux (Figure 3.5, row 1). Once the original negative flux domain is emptied
of flux this phase ends and a new one beings.
Phase D6 (33.28 < t < 46.2): Single-Separator Reopening
A global double-separator bifurcation again heralds the start of a new phase. However, here,
we do not see the creation of a separator pair, but rather the loss of the left-hand and middle
separators. This then leaves four flux domains, one of each connectivity (Figure 3.5, rows 2
and 3). This phase is topologically equivalent to phase P3 of the potential experiment, al-
though here the two separatrix surfaces are rather distorted. Gradually symmetry is restored
to the system and what was the right-hand separator now becomes a new central separator.
The closed flux continues to be reopened along this separator until almost all the closed flux
is used up.
Just before the positive and negative open flux domains completely separate from one
another the experiment ends. However, it is clear that if the experiment had been run for
just a short time longer then a final phase, phase D7, would have been entered, in which there
would be three simply connected source-pairs and no separators. This stage would have been
topologically equivalent to phase D1, but with the positive source and flux domain on the
left rather than the right. It would be equivalent to phase P4 from the potential experiment.
3.3.3 Constant Resistivity MHD Model
To confirm the results of the hyper-resistive model, three experiments with constant resistivity
(η) were conducted. The variations in the shapes of the open, closed and reopened flux
domains through the various phases of these experiments, called C1 to C7, are clearly seen
in Figure 3.7 for η = η0, Figures 3.8 and 3.9 for η =
1
4η0 and Figures 3.11– 3.13 for η =
1
8η0
(where η0 = 5×10−4). Where an experiment does not include a phase, the appropriate phase
number is skipped (see Table 3.4). From these is it clearly obvious that phases C1 to C6 (as
applicable) are consistent with those produced in the hyper-resistive model, albeit occurring
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Phase Seps. Source Pairs – Flux Domain Total
(X) Over. +ve Open −ve Open Closed (D)
C1 0 1 1 1 0 3
C2 2 2 1 1 1 (1) 5
C3 1 1 1 1 1 4
C4 5 1 3 (2) 3 (2) 1 8
C5 3 1 2 (1) 2 (1) 1 6
C6 1 1 1 1 1 4
C7 0 1 1 1 0 3
Table 3.3: The components of each phase for the constant resistivity MHD model, namely,
the number of separators (X), the multiplicity of each source pair and the total number
of flux domains (D). The numbers in brackets denotes how many of the flux domains are
coronal.
Phase Time of phase Phase
η = η0 η =
1
4η0 η =
1
8η0 hyper-resistive
C1 0.00 – 2.40 0.00 – 3.36 0.00 – 3.96 0.00 – 4.50 D1
C2 — 3.36 – 4.31 3.96 – 4.67 4.50 – 7.93 D2
C3 2.40 – 10.06 4.31 – 11.02 4.67 – 11.84 7.93 – 13.90 D3
C4 — — 11.85 – 12.32 13.90 – 17.33 D4
C5 10.06 – 11.96 11.02 – 17.55 12.32 – 22.68 17.33 – 33.28 D5
C6 11.96 – 16.71 17.55 – 22.27 22.68 – 26.71 33.28 – 46.23 D6
C7 16.71 – ∞ 22.27 – ∞ 26.71 – ∞ 46.23 – ∞ D7
Table 3.4: Start and end times for the various phases of the constant resistivity run. The
start and end times for the previous hyper-resistive run have been shown for comparison.
at different times and having different shapes. Phases C1, C3, C6 and C7 are also consistent
with those produced in the potential model.
We start by comparing the potential model with the run that has the highest resistivity
(η = η0). Although the field in the constant resistivity case does not start to close until sig-
nificantly later than the potential model (t = 2.39 in comparison to t = 1.20), Figure 3.10a
shows that the field has an approximately symmetric graph for the total flux in the closed
flux domain (with maximum closing rate 0.7% faster then reopening rate). The progression
through the phases is roughly similar and the separatrix surfaces are of similar shape to those
produced by the potential experiment (see Figures 3.7 and 3.1–3.2, respectively). However,
instead of the non-generic global separatrix bifurcation, two simultaneous global separator
bifurcations occur to create phase C5, a phase which does not occur in the potential exper-
iment (see Figure 3.7, row 3). In this shortly lived phase, flux is both opening and closing
– such an overlap is not seen in the potential case. It appears to end by way of a global
triple-separator bifurcation, another non-generic bifurcation (which we shall return to in Sec-
tion 3.5). The remaining phases of the experiments are similar, with the constant resistivity
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Figure 3.7: (Movie) Snapshots of skeletons for the constant resistivity experiment with η = η0
at t = 1.20, 5.03, 10.77, 13.6, 18.1, using the same notation as Figure 3.1. In Column 3, a
filled contour plot of current intensity is superimposed using the same levels as Figure 3.4.
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Figure 3.8: (Movie) Snapshots of skeletons for the constant resistivity experiment with η =
1
4η0 at t = 2.16, 3.84, 8.88, 12.68, using the same notation as Figure 3.1. In Column 3, a
filled contour plot of current intensity is superimposed using the same levels as Figure 3.4.
85
CHAPTER 3. MHD EVOLUTION OF A MAGNETIC SKELETON
Figure 3.9: (Movie) Continuation of Figure 3.8 at t = 17.3, 18.2, 23.5.
Figure 3.10: Percentage of open (blue), closed (red) and reopened (green) flux from the
negative source versus the time (t) measured in machine times for the constant resistivity
models. Vertical lines represent the transition times between phases. The resistivities are:
η = η0 – upper left, η =
1
4η0 – upper right, η =
1
8η0 – lower.
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Figure 3.11: (Movie) Snapshots of skeletons for the constant resistivity experiment with
η = 18η0 at t = 3.36, 4.31, 8.39, 12.2, 14.3, using the same notation as Figure 3.1. In Column
3, a filled contour plot of current intensity is superimposed using the same levels as Figure 3.4.
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Figure 3.12: (Movie) Continuation of Figure 3.11 for t = 22.6, 22.8.
experiment finishing at t = 17.4, somewhat later than the potential at t = 12.7.
Decreasing the resistivity from η = η0 to η =
1
4η0 then η =
1
8η0 increases the time taken for
flux to close and then to reopen (see Table 3.4). One consequence of this is that while η = η0,
the rates of closing and reopening are close to symmetric (with a ratio of maximum rates
of closing to reopening of 1.007:1), as resistivity is decreased this becomes more asymmetric
(1.041:1 for η = 14η0; 1.162:1 for η =
1
8η0)(see Figure 3.10). Other features include a tail
appearing on the initial open flux (see Figure 3.10c), demonstrating the existence of recursive
reconnection (see Section 4.4) and the increasing lengths of the hybrid phases (phases C2,
C4 and C5). The most important change is in the progression of the topological states.
In the case of highest resistivity, the change from phase C1 to phase C3 (as there is no
phase C2) is through a global separator bifurcation (see Figure 3.7, rows 1 and 2), but for
the lower two resistivities, this has been replaced by a global double-separator bifurcation
into the new phase C2, then a global separator bifurcation to phase C3, which removes the
lower separator (see Figure 3.8, rows 1 to 3 and Figure 3.11, rows 1 to 3). Similarly, the
pair of global separator bifurcations from phase C3 to C5 (skipping phase C4) in the highest
two resistivity cases (see Figure 3.7, rows 2 and 3 and Figure 3.8, rows 3 and 4) changes
to two global double-separator bifurcations from phase C3 into C4 and two global separator
bifurcations into phase C5 (see Figure 3.11, rows 3 to 5). This is probably due to an increased
drag on the source plane. The global triple-separator bifurcation between phases C5 and C6
in the lowest resistivity case (see, for example, Figure 3.7, rows 1 and 2) is in fact seen to be
a global double-separator bifurcation on the right pair of separators (see Figure 3.12, rows
1 and 2), followed by the remaining separator rapidly moving into the centre to regain the
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Figure 3.13: (Movie) Continuation of Figures 3.11 and 3.12 for t = 26.1, 33.0.
symmetry (see Figure 3.13, row 1), but this is likely to be due to small numerical differences
breaking the exact symmetry required for such a bifurcation.
At the lowest resistivity (η = 18η0), the resulting evolution of skeletons is topologically
equivalent to those produced by the hyper-resistive case. Although topologically equivalent,
the time for all flux to have closed and then reopened is faster in the constant resistivity case
at t = 26.8. The only phase we have not seen in the hyper-resistive case is the equivalent
of phase C7, which would have been numbered phase D7 (see Figure 3.13, row 2), which we
presume would have naturally occurred should the hyper-resistive run have been continued
for a few frames longer. Thus, the variation of constant resistivity from high to low shows a
gradual change from a potential-like evolution, to that formed by a hyper-resistive evolution.
Moreover, the magnetic Reynold’s number on the Sun is known to be high and is proportional
to 1
η
, thus η = 18η0 and the hyper-resistive evolution show a more realistic evolution of the
field and are likely to be closer to the true evolution of this configuration.
3.4 Structural Details
A significant difference in the magnetic topology between the potential and dynamical MHD
evolutions is in the creation of multiply-connected source pairs. These are created as a
consequence of global double-separator bifurcations, which split the original flux domain into
two parts and then creates a new coronal flux domain in between. This creates distinct routes
for flux between the same pair of sources. Each flux domain within a multiply-connected
source pair is bounded by separatrix surfaces and may be considered as a simply-connected
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Figure 3.14: Cross-section at y = 110 of the magnetic field from the dynamical experiment at
t = 6.24, i.e. during phase D2, showing the positive separatrix surface. Note, xz-plane only
extends from (0.4,0.0) at the lower left to (0.55, 0.005) at the upper right of the region.
flux domain.
The first multiply-connected source pair is seen in phase D2 (or phase C2 for two of
the constant resistivity experiments), and is created by a global double-separator bifurcation
from phase D1 (C1). In these phases the overlying field is seen to have two distinct routes in
the y = 12 plane (e.g. see Figure 3.4, row 3, column 2), one flux domain above the separatrix
surfaces, and the other trapped beneath the lower separator. The trapped flux domain is
clearly bounded on the left by the negative separatrix surface and on the right by the positive
separatrix surface. An obvious question to ask is what happens away from the centre of the
box. If we look at the plane at y = 110 , we note that the separatrix surface from the
negative null point does not extend to the edge of the box but the spine, which cannot divide
topological distinct regions, does. However, we observe that the positive separatrix surface
has folded over to touch the base along the spine from the negative null point, confining the
trapped overlying flux domain beneath it (Figure 3.14). On the other side of the spine, the
main flux domain of overlying flux is clearly obvious. Hence, both the trapped overlying flux
domain and the positive open flux domains are surrounded by only the positive separatrix
surface between the boundary at y = 0 and the negative null point. Between both null points,
the flux domain is enclosed by both separatrix surfaces and the separator, and between the
positive null point and y = 1, the trapped overlying and negative open flux domains are
enclosed only by the negative separatrix surface. Therefore, for its full length, this trapped
overlying flux domain is fully surrounded by separatrix surfaces within the box.
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3.4.1 Beveridge-Longcope Equation
We shall now compare our topological states with the conditions of the (modified) Beveridge-
Longcope Equation,
D =
∞∑
n=1
nDn = X + S −Nc − 1. (3.3)
In the potential model, we have no multiply connected source pairs, so Dn = 0 for n =
2, 3, . . . ,∞. Hence D = ∑∞n=1 nDn = D1 for each generic phase of the potential model.
The initial phase (phase P1) has three singly-connected source pairs and no separators, so
the difference between them, D − X, is three. This agrees with the (modified) Beveridge-
Longcope equation when we have four sources (S = 4), with two on the photosphere within
our box and two at infinity, and no coronal null points (Nc = 0). By evaluating D −X for
each (generic) phase of the potential model, as seen in Table 3.1 we deduce that the difference
is consistently three, so the (modified) Beveridge-Longcope equation holds, since the number
of coronal null points and the number of sources remains constant.
In the case of the dynamic MHD model with hyper-resistivity, some of the phases have
multiply connected source pairs. Since phases D1 and P1 are identical, the situation is as
above. The first multiply-connected source pair occurs in phase D2, where we have three
singly-connected source pairs (D1 = 3) and the doubly-connected source pair (D2 = 1), so
D = ∑∞n=1 nDn = 1 × 3 + 2 × 1 = 5, and since there are two newly created separators
(X = 2), from Equation 3.3, we have D − X = S − Nc − 1 = 3. As before, we do not
change either the number of sources or the number of coronal null points at any point in the
dynamic MHD evolution, so the equation holds. Phase D3 has the loss of one separator and
the doubly-connected source pair becomes a singly-connected source pair (X = 1, D1 = 4,
D2 = 0), hence D −X = 3, which agrees with Equation 3.3.
Phase D4 is created through two global double-separator bifurcations, each splitting a flux
domain into two parts and creating an additional flux domain between two new separators.
Thus, the total number of separators (X) becomes five and D = 1×2+2×0+3×2 = 8, so D−
X = 3 as required. For the transition to phase D5, two global separator bifurcations remove
two separators and convert two triply-connected source pairs into two doubly-connected
source pairs, hence D = 1× 2+2× 2+3× 0 = 6 and D−X = 3 as before. Finally, phase D6
is topologically equivalent to phase P3, and phases C1 to C7 are topologically equivalent to
phases D1 to D6 and P4. Thus the (modified) Beveridge-Longcope equation is satisfied for
all generic topological states in our models.
3.5 Bifurcations and Changes of Topology
Throughout the duration of any single topological phase, the number of possible reconnection
sites remains constant, but their locations may change. A change in topology may occur either
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through a local or a global bifurcation. we recall that a local bifurcation is characterised by
a change in the number of null points, while a global bifurcation changes the connectivities,
and hence the number of flux domains of the magnetic field, without changing the number of
null points. In our experiments, there are four different bifurcations, all of which are global.
The first bifurcation, is the well understood global separator bifurcation (e.g. Brown and
Priest, 1999a; Beveridge et al., 2004; Maclean et al., 2006), which occurs between phases P1
and P2 and phases P3 and P4 in the potential evolution as well as various times during the
dynamic MHD evolutions. In this bifurcation, a single separator is formed or destroyed on
the source plane. When a new separator is created it rises out of the source plane, while
at the same time, a mirror separator descends below from the same location. The reverse
of this process occurs during the destruction of a separator. The second type of bifurcation
found is the global separatrix bifurcation between phases P2 and P3, where the handedness
of the field is swapped: in our case the positive open flux domain moves from the right of the
negative flux domain to its left by way of this bifurcation. This bifurcation is non-generic
as it depends on the exact symmetry of our field at the point of bifurcation, and should a
slight asymmetry exist, it is likely to be replaced by two global separator bifurcations (see
Section 6.2).
A new type of bifurcation, a global double-separator bifurcation, where two separators are
either both created or both destroyed above the source plane is first observed in the dynamic
MHD experiments. This is created as a bulging separatrix surfaces breaks through another
separatrix surface above the source plane, creating a closed line of intersection, which must
by necessity, include the same two associated null points. Hence, two new separators are
formed. The reverse situation causes the destruction of a pair of separators. We believe this
to be the most natural method to create and destroy separators in the solar atmosphere.
Other methods include the aforementioned global separator bifurcation, global spine-fan
bifurcation (Maclean et al., 2005) and the less common local separator and local double-
separator bifurcations.
An interesting observation at a pair of separators created by a global double-separator
bifurcation is that the resulting reconnection at the separators both create and destroy mag-
netic flux in the newly formed coronal flux domain. For example, in phase D2, the upper
separator must be converting positive and negative open flux into overlying and closed flux.
It may seem logical to think that the lower separator is doing the same, but since the small
trapped overlying flux domain beneath is diminishing, it must be converting this overlying
flux (along with closed flux) into positive and negative open flux. A similar situation arises at
both pairs of new separators in phase D4. Since the new coronal flux domains are being both
filled and emptied simultaneously, for such flux domains to grow, the reconnection at the
filling separator must be faster than that at the emptying separator. Should the emptying
separator have more dominant reconnection, for such a coronal flux domain, the flux do-
main will empty causing a global double-separator bifurcation to destroy the two separators
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surrounding it.
This reverse reconnection along these new pairs of separators is vastly different to the
behaviour of the separator and mirror separator formed in a global separator bifurcation.
Here, as one would expect, the reconnection along the mirror separator below the source
plane mirrors that along the separator above, with either both filling or both emptying the
flux domain they bound, a flux domain which straddles the source plane. Hence, global
separator and global double-separator bifurcations show significantly different behaviours.
Finally, between phases C5 and C6 (for η = η0 and η =
1
4η0), we have our final type
of bifurcation, global triple-separator bifurcation. This occurs when the two side separators
come up and meet the central separator at the same time, leaving a single separator at that
location. Similar to the global separatrix bifurcation, this relies on the exact symmetry of our
model, and hence is non-generic. For example, we observe that even a small deviation from
symmetry will change this into a global double-separator bifurcation involving the central
separator and either one of the side separators, which is visible between phases C5 and C6
(for η = 18η0).
3.6 Conclusion
In this chapter we have calculated the magnetic skeletons that exist in a simple model with
two sources passing one another in the presence of an overlying field. This represents a funda-
mental building block of the coronal heating process created from the motion of photospheric
fragments. Unexpectedly, this simple configuration creates a series of complex magnetic skele-
tons from its two sources and overlying field. This includes multiple separators connecting
the same pairs of null points and many multiply connected source pairs.
In the past, it has been assumed that the flux connecting a pair of sources is simply
connected and hence forms a single flux domain. We have found this to be untrue, with
many multiply-connected source pairs existing in our dynamic MHD experiment – source
pairs connected by two or more flux domains – which are found in phases D2, D4 and D5 (or
C2, C4 and C5 for our constant resistivity experiments), providing multiple routes for flux
between the same pair of sources. The creation of these multiply-connected source pairs is a
natural consequence of the global double-separator bifurcations.
In our dynamic MHD experiments, most of the separators are created by the global
double-separator bifurcation, which has been discovered here. This has some interesting
properties:
1. The bifurcation splits an existing flux domain into two parts as a new flux domain is
sandwiched in between, engirdled by a newly created pair of separators. This new flux
domain must be purely coronal, and the original flux domain must now be part of a
multiply-connected source pair. This seems to be the most natural method to create
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new separators in the Sun’s corona, and hence the resulting multiply-connected source
pairs are also likely to be common throughout the Sun’s atmosphere.
2. The resulting reconnection at the separators is generally in opposite directions with
regard to the newly created flux domain. Thus one separator is emptying the flux
domain, whilst the other is filling it. It is necessary for one separator to have more
dominant reconnection for the flux domain to grow or to shrink. This configuration is
also important for the recursive reconnection which shall be discussed in Chapter 4.
The magnetic skeleton generated by the potential field varies in many ways from that
derived from the dynamic MHD experiment with hyper-resistivity. The rate at which the
potential experiment takes place is far faster, and has no more than one separator in each
phase. At the point of change between opening and closing, the potential experiment must
pass through a non-generic transition state with an infinite number of separators, which does
not occur in the dynamic MHD experiment. The dynamic MHD experiment, on the other
hand, has a rich variety of magnetic skeletons, with 1, 2, 3 and 5 separators appearing at
different points throughout the evolution. For high levels of constant resistivity, we see an
evolution similar to the potential evolution, but as we decrease the resistivity (increasing
the magnetic Reynold’s number) we gain an evolution with all the topological features of
the dynamic MHD evolution. Thus the hyper-resistivity or anomalous resistivity is not the
cause of the different magnetic skeletons and hence we conclude that this is a natural way
for this configuration to evolve. Thus the separators are the focus for heating and so the
detailed spatial distribution of the observed emission from this type of interaction could not
be predicted by potential modelling nor, of course, could the temporal distribution of the
thermal emission be predicted.
Two of the many natural questions arising from the results of this chapter are: what
is the nature of the reconnection and how rapid is the reconnection? The answer to these
questions is not as straightforward as one might initially imagine and will be discussed in the
next chapter.
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Chapter 4
Separator Reconnection and
Recirculation†
4.1 Introduction
In the previous chapter, the magnetic skeleton for a simple experiment with two sources ad-
vected in an overlying field was calculated for the first time. Previous work by Galsgaard et al.
(2000a), Parnell and Galsgaard (2004) and Galsgaard and Parnell (2005) has explored the
general structure, reconnection rates and energetics of this interaction without any detailed
knowledge of the magnetic skeleton. The work in the previous chapter demonstrated that
the magnetic interaction of this simple setup has a surprisingly complex magnetic structure.
In this chapter, we reconsider the estimates of the reconnection rates and briefly consider the
energetics in light of our improved knowledge of the magnetic structure during this interac-
tion. The reconnection rates and nature of reconnection in this experiment are important
for understanding the heating processes in such a magnetic interaction.
A simple approach to calculating the reconnection rates by tracking flux elements is
given by Parnell and Galsgaard (2004), but this did not use the magnetic skeleton or its
evolution. Another estimate of the reconnection rates in this model (dΦ/dt) may be found
from integrating the electric field (E) along fieldlines (Xi) through an isolated diffusion region,
using
dΦ
dt
= max
i
∫
Xi
E ·B
|B| dℓ = maxi
∫
Xi
E‖dℓ, (4.1)
where B is the magnetic field (Hornig and Priest, 2003). The origins of this equation have
been previously discussed in Section 1.4. A final method of estimating the rates and total
reconnection in this interaction is given by calculating the flux in each flux domain of the
magnetic skeleton. These amounts of flux are then used to calculate the transfer of flux at
†Parts of this chapter have been freely adapted from the work included in Parnell, Haynes and Galsgaard
(2007) (hereafter known as Parnell et al. (2007)).
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each separator (between flux domains) where it can be shown that reconnection is occurring.
Furthermore, at the end of the last chapter, we showed by considering a series of exper-
iments with constant resistivity (η), that the evolution of the magnetic skeleton depended
on the resistivity. An important question arises about the effects of varying η on the rate
of reconnection and magnetic energy stored, created and destroyed within the system. In
particular, does the evolution of the skeleton affect the amount of free magnetic energy that
remains at the end of the experiment? Using five constant resistivity models, an answer to
this question will be presented.
This chapter compares all three approaches of calculating the reconnection rates and is
split into the following sections. Section 4.2 calculates the reconnection rates of our inter-
action without using any knowledge of the magnetic skeleton (as in Parnell and Galsgaard,
2004). Following this, Section 4.3 calculates the reconnection rates from the knowledge of
the magnetic skeleton using two approaches: (i) from the electric field (using Equation 4.1)
and (ii) from calculating the transfer of flux between flux domains. Section 4.4 considers a
more general model with the same evolution of magnetic skeletons. For this model, a set of
expressions relating the total reconnection, the reconnection rates at individual separators
and the amounts of flux in each flux domain are derived. These expressions are then inves-
tigated in the special case of our main hyper-resistive model given in Chapter 3. Section 4.5
continues by using a set of particles which follow the flow of plasma. These particles judge
the applicability of separator reconnection by analysing the flow of plasma between flux do-
mains. Finally, Section 4.6 briefly considers the energetics of the model before the results of
this chapter are discussed in Section 4.7.
4.2 Reconnection Rates – Without Knowledge of Skeleton
The method for calculating the reconnection rates in our model was given by Parnell and
Galsgaard (2004). Using 12,635 fieldlines traced from the negative source, as proxies for
intense flux tubes, they tracked these intense flux tubes as the source are advected. Each
intense flux tube has a maximum flux of 0.03% of the total flux in the negative source. By
tracing fieldlines along the centre of each intense flux tube, they analysed the connectivity
of each flux tube and noted when their connectivity changed. The amount of open flux was
then calculated by summing the amount of flux in all of the intense flux tubes which had
never reconnected. The amount of closed flux was calculated by summing the amount of
flux in all intense flux tubes which had closed (once only). And the amount of reopened flux
was calculated by summing the amount of flux in intense flux tubes which had closed and
then reopened (at least once). In Figure 4.1, the percentage of flux that is found to be open,
closed and reopened by this method is plotted (solid lines). This was repeated for the positive
source with similar results. In the previous analysis, Parnell and Galsgaard (2004) assumed
that once any flux had reopened, it did not subsequently close again. Thus, magnetic flux
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Figure 4.1: The fraction of open (blue), closed (red) and reopened (green) flux against time,
found by tracking intense flux tubes from the negative source (c.f. Parnell and Galsgaard,
2004). The dashed lines of the same colour denote the total flux in each flux domain deter-
mined with knowledge of the skeleton (c.f. Figure 3.6).
was assumed to evolve in the following manner:
Open Closed Reopened- -
By using the amounts of flux which changed connectivity at each time-step, the rate of
reconnection closing (αc) and opening (αo) the magnetic field and the total reconnection rate
(αns = αc + αo) were calculated. As Figure 4.2, which shows a plot of these reconnection
rates, this demonstrated that the opening and closing processes must both occur concurrently,
unlike in the potential evolution (Section 3.3.1). Obviously with this evolution of flux, the
total amount of reconnection for the complete experiment is twice the total flux of one
source (all the flux closes once and then it all reopens once). However, in light of our new
understanding of the structural evolution of the magnetic field, what does the magnetic
skeleton tell us about these reconnection rates and processes? We compare the amounts of
open, closed and reopened flux determined by the above method of tracking flux to those
calculated from the actual flux in each domain by using knowledge of the magnetic skeleton
as shown in Figure 3.6 – dashed lines in Figure 4.1. From this comparison, we observe that
the tracking flux method of Parnell and Galsgaard (2004) gives lower amounts of flux in the
open and closed flux domains during their later stages of their retrospective existences than
given by the direct calculation of these fluxes. Clearly, this implies there is a problem.
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Figure 4.2: The closing rate (αc – dashed line) and the opening rate (αo – dotted line) of
the magnetic field in our model determined from tracking intense flux tubes traced from the
negative source (without any knowledge of the magnetic skeleton). Also shown is the total
reconnection rate (αns – solid line), which is the sum of the opening and closing rates.
4.3 Reconnection Rates – With Knowledge of Skeleton
4.3.1 Parallel Electric Field
Another measure of reconnection is given by the electric field component parallel to the
direction of the magnetic field. In the case of a single diffusion region, the rate of reconnection
is equal to the maximum value of parallel electric field integrated along a single fieldline
through the diffusion region (Schindler et al., 1988; Hornig and Priest, 2003). In our fly-by
model, we assume that the reconnection occurs at the separators. Therefore, we would repeat
that the separator fieldlines each have the local maximum integrated parallel electric field
(as seen is Figure 4.3).
As seen in the previous section, the field both opens and closes simultaneously (e.g. in
Figures 4.1 and 4.2). This implies that the model has multiple reconnection sites. Since we
have found up to five separators existing at the same time (and six in total), it is helpful
to number the separators from 1 to 6 as shown in Figures 4.4 and 4.5. By assuming that
each separator with a separate diffusion region is either opening or closing the magnetic
field (but not both, even at different times) and by considering the evolution described in
Section 3.3.2, we know that separators 1, 4 and 5 close the magnetic field, while separators 2,
3 and 6 open the magnetic field (see Figures 4.4 and 4.5). Thus there are five diffusion regions
in phase D4. Since each of these is independent, the maximum integrated parallel electric
field along a single fieldline in the domain can not give the total reconnection rate. Instead
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(a) (b)
Figure 4.3: (Movie) Isosurfaces of parallel electric field, demonstrating that high E‖ is preva-
lent about separators (yellow lines). Snapshot (a) is taken at t = 11.7 (phase D3) with
an isosurface level of 20 × 10−5 and snapshot (b) is taken at t = 14.7 (phase D4) with an
isosurface level of 12× 10−5.
we need to sum together the maximum integrated parallel electric field along fieldlines (which
in our case are separators) from each diffusion region.
The reconnection rate at time t along separator i is
βi(t) =
∫
Xi
E‖(Xi(ℓ, t)) dℓ, (4.2)
where Xi is the curve of separator i and Xi(ℓ, t) is the position at a distance ℓ along separator
i at time t. These estimates of the reconnection rates along each of the six separators are
shown in Figure 4.6. This shows that the three principal separators (1 which closes the
field, 2 and 3 which open the field) have high reconnection rates, while the other three
separators (4–6) have minimal reconnection. Of the three principal separators, separators 2
and 3 are created at the start of phase D4 (when reopening begins) and separators 1 and 2
are annihilated at the end of phase D5 (when closing ceases). By summing the integrated
parallel electric field along all separators, the total reconnection rate is given by
β˜s =
6∑
i=1
βi, (4.3)
and the reconnection rate due to the principal three separators (1–3) is given by
βs =
3∑
i=1
βi. (4.4)
By comparing the reconnection rates at all six separators to that which occurs at the three
principal separators (solid lines in Figure 4.7), the total reconnection rate may be approxi-
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Figure 4.4: Sketch of the cross-section y = 12 during (a) phase D2 and (b) phase D4, with
the flux domains labelled: Φ1 – (upper) positive open, Φ2 – (upper) negative open, Φ3 –
negative reopen, Φ4 – positive reopen, Φ5 – lower negative open, Φ6 – lower positive open,
Φc – closed, Φ0 – overlying and Φt – trapped overlying. The direction of reconnection at
each separator is shown by the arrows and each separator is labelled using Arabic numerals.
mated by the total reconnection rate of the three principal separators (i.e. βs ≈ β˜s).
4.3.2 Transfer of Flux
We now compare the total reconnection rate determined from tracking intense flux tubes at
the source (αns – dashed line in Figure 4.7) with that given by the integrated parallel electric
field (βs). Why is the intense flux rate much less than the parallel electric field rate? Two
possible reasons are: (i) the time cadence of the experiment may not be high enough to pick
up flux which has reconnected twice between snapshots or (ii) the intense flux tubes are not
frozen into the plasma flow. With either of these reasons, the rate of reconnection (αns) is
not adequate to fully describe the reconnection rates.
The amounts of flux in each flux domain may be easily determined for each time frame
by considering a cross-sectional cut through the skeleton in say the y = 12 plane. The fluxes
in the domains are labelled in the manner shown in Figures 4.4 and 4.5 (Φ1, . . . ,Φ6, Φc and
Φt). Here open flux from the positive source may contribute to either Φ1 or Φ4 and negative
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Figure 4.5: Sketch of the flux domains, separators and directions of reconnection on the
cross-section y = 12 for (a) phase D5 and (b) phase D6 with the same notation as Figure 4.4.
open flux contributes to either Φ2 or Φ3. We have assumed that the small amounts of flux
in Φ5, Φ6 and Φt are negligible, which simplifies the next step.
In 2D, reconnection at an X-type null point has flux from two flux domains reconnecting
together to create new flux in two different flux domains. And it is known that the rate that
flux is added or removed from each of the four flux domains must be equal. We extend this
principle of flux transfer to 3D reconnection at a separator. Combining this reconnection
principle with the assumption that each separator either only closes the magnetic field or
only opens the magnetic field, the rates of flux transfer between our flux domains are then
easy to calculate. We start by building expressions for the amount of flux in each flux domain
and the reconnection rates in phase D4, which we then hope to generalise to all seven phases
of our model’s evolution. Assuming that the reconnection rate at separator i is given by αi
(with the directions as shown in Figures 4.4b), then the change of flux for the five domains
(Φc, Φ1–Φ4) in phase D4 is given by
dΦc
dt
= α1 − α2 − α3 + α4 + α5, (4.5)
dΦ1
dt
= α2 − α1, (4.6)
dΦ2
dt
= α3 − α1, (4.7)
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Figure 4.6: The reconnection rates (βi) over time at each separator (i), estimated from the
integrated parallel electric field.
dΦ3
dt
= α2 − α4, (4.8)
dΦ4
dt
= α3 − α5. (4.9)
Assuming that reconnection is negligible at the non-principal separators (i.e. α4 ≈ 0 and
α5 ≈ 0) then the rates of reconnection at the three principal separators (1–3) must be (c.f.
Equations 4.5–4.9)
α1 =
dΦ3
dt
− dΦ1
dt
(
=
dΦ4
dt
− dΦ2
dt
)
, (4.10)
α2 =
dΦ3
dt
, (4.11)
α3 =
dΦ4
dt
. (4.12)
We now check the validity of these three formulæ for the other six phases. Phases D1 and
D7 have no change of flux in any domain, so all reconnection rates must be zero. By defining
that αi is zero when separator i does not exist, then in phases D1 and D7, α1, α2 and α3
are zero as required. Phases D2 and D3 have Φ3 = 0 and Φ4 = 0 (as these flux domains do
not exist, see Figure 4.4a), therefore α2 = α3 = 0. Assuming reconnection at separator 6 is
negligible, the formulæ for the reconnection rates (Equations 4.10–4.12) hold with the single
remaining separator (separator 1). Finally, for phase D6, Φ1 = 0 and Φ2 = 0 (as these two
domains have ceased to exist). Furthermore, the separators 1 and 2 have been destroyed, so
α1 = α2 = 0. Inserting these facts into Equations 4.10–4.12 gives us the following relation
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Figure 4.7: Temporal changes in the total reconnection rates, determined from the total
integrated parallel electric field. This is calculated along both all six separators (β˜s) and
the three principal separators (βs). The total rate of reconnection determined from intense
flux tubes traced from the negative source (without knowledge of the magnetic skeleton) is
over-plotted using a dashed line (αns) (c.f. Figure 4.2).
for phase D6:
α3 =
dΦ3
dt
(
=
dΦ4
dt
)
(4.13)
Hence, these reconnection rate flux formulæ (Equations 4.10–4.13) are now valid for all seven
phases.
The reconnection rates for the three principal separators are plotted in Figure 4.8 and
initially show fast closing at separator 1. This reconnection rate (α1) peaks and then falls off
when the two new separators (2 and 3) are created. These three reconnection rates (α1, α2
and α3) all then level off and remain at approximately the same value of a third of the peak of
α1. In particular, the reconnection rates at separators 2 and 3 (α2 and α3) are approximately
equal, as is expected by the symmetry in our model. This is a property that will be required
later in the next section.
Finally, the total amount of reconnection in our model is calculated to be
α˜s =
6∑
i=1
αi, (4.14)
but since reconnection is negligible at the non-principal separators (i.e. 4–6), this is approx-
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Figure 4.8: The reconnection rates at each of the three principal separators versus time (α1,
α2 and α3), calculated using transfer of flux with the knowledge gained from the magnetic
skeleton.
imated by
αs =
3∑
i=1
αi. (4.15)
This total reconnection rate (αs) is plotted in Figure 4.9, along with αns (c.f. Section 4.2)
and βs (c.f. Section 4.3.1). Obviously, using the skeleton to determine the reconnection rates
has significantly increased our estimates for most of the experiment. More importantly, the
results from this new method, which calculates the transfer of flux, agrees quite well with
the rates given from the integrated parallel electric field, although the integrated parallel
electric field method does have slightly less reconnection. Two reasons could explain this
slight difference: (i) the separator is not traced perfectly or (ii) the electric field is not known
accurately at every point along the separator. In spite of this, the two reconnection rates
determined with knowledge of the magnetic skeleton gave far more consistent results than
without knowledge of the magnetic skeleton.
4.4 Recursive Reconnection
This experiment has demonstrated the existence of phases where flux is simultaneously both
opening and closing. An example phase with this property is phase D5, which has five distinct
separators. For example, the upper separator (1 in Figure 4.5a) is obviously transferring flux
from the negative open (Φ1) and the positive open (Φ2) flux domains to the closed (Φc) and
overlying (Φ0) flux domains. Separator 3 transfers this overlying (Φ0) and closed (Φc) flux
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Figure 4.9: The total reconnection rates calculated by each method: αns (dotted line) – using
intense flux tubes without knowledge from the magnetic skeleton, αs (dashed line) – using
transfer of flux and the magnetic skeleton and βs (solid line) – using the integrated parallel
electric field.
into the positive reopened flux domain (Φ4) and back into the negative (initial) open flux
domain (Φ2). Hence, flux is being transferred from the (initial) open flux domains back into
the (initial) open flux domains through reconnection. So the evolution of flux becomes
Open Closed Reopened- 1
)
Obviously, flux may now close and then reopen multiple times, in a process called recur-
sive reconnection. This occurs in three of the seven phases during our experiment: during
phases D2, D4 and D5, with the bulk of it occurring during phases D4 and D5. In the po-
tential case and our original analysis, we found that the total flux reconnected was just the
total flux in a source. With recursive reconnection it is likely that we will have considerably
more reconnection. Below we have set up a simple model to determine the total reconnection
we might have.
For the relations we are about to derive, we use the fact that flux is transferred between
flux domains at separators through a process called separator reconnection. As discussed
in Section 4.3, we assume that the rate that flux is lost or gained from each of the four
flux domains adjoining a separator is equal during reconnection. (Two of the flux domains
are losing flux and two are gaining flux.) We now consider a more general version of our
experiment, which follows the same evolution of magnetic skeletons (although the exact
reconnection rates and times of bifurcation may vary). The relations which we are about
to derive in this section relate the total amount of reconnection throughout this model, the
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amounts of reconnection at each separator and the amounts of flux in each flux domains.
From these relations, we also estimate the minimum and maximum possible amounts of
reconnection.
Consider a separator in Figures 4.4 and 4.5. The amount of reconnection at separator i,
which has occurred up to time t is given by
Ai(t) =
∫ t
0
αi(t
′) dt′,
where αi(t
′) is the rate of reconnection along separator i at time t′. The total amount of
reconnection at separator i during the complete evolution is
Ai = Ai(∞) =
∫ ∞
0
αi(t
′) dt′.
We start by considering phase D1, which starts at t1 (= 0) and ends at t2, where tn
denotes the time of bifurcation between phase D(n − 1) and phase Dn. At the start of this
phase, all flux from each of the two sources is open. Therefore, we define each of the positive
open and negative open flux domains as having one unit of flux. The closed flux domain has
zero flux. (i.e. Φ1(t1) = 1, Φ2(t1) = 1 and Φc(t1) = 0). Since no reconnection occurs during
this phase, then the flux in each flux domain must be unchanged throughout the phase so that
at the end of phase D1, Φ1(t2) = Φ1(t1) = 1, Φ2(t2) = Φ2(t1) = 1 and Φc(t2) = Φc(t1) = 0.
We now consider phase D2 (Figure 4.4a), which starts at t2 and ends at t3. Here recon-
nection occurs and flux from the negative open (Φ1) and positive open (Φ2) flux domains is
transferred to the closed (Φc) and overlying flux domains through separator 1 at a rate of
α1(t). Flux from the closed (Φc) and trapped overlying (Φt) flux domains is transferred back
into the negative open and positive open flux domains at separator 6 at a rate of α6(t). At
the start of this phase, both the positive open and negative open flux domains have one unit
of flux (i.e. Φ1(t2) = 1 and Φ2(t2) = 1), the closed flux domain is empty (i.e. Φc(t2) = 0)
and no assumptions are made about the amount of trapped overlying flux (i.e. Φt(t2) ∈ R).
Hence at the end of the phase,
Φ1(t3) = Φ1(t2)−
∫ t3
t2
(α1 − α6) dt = 1−A1(t3) +A6(t3), (4.16)
Φ2(t3) = Φ2(t2)−
∫ t3
t2
(α1 − α6) dt = 1−A1(t3) +A6(t3), (4.17)
Φc(t3) = Φc(t2) +
∫ t3
t2
(α1 − α6) dt = A1(t3)−A6(t3), (4.18)
Φt(t3) = Φt(t2)−
∫ t3
t2
α6 dt = Φt(t2)−A6(t3). (4.19)
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Since the trapped flux domain and separator 6 disappear at the end of this phase, Φt(t3) = 0,
A6 = A6(t3) and so
Φt(t2) = A6. (4.20)
Now, if we consider phase D3, in which reconnection occurs at separator 1 only, and apply
the same principles as used for phase D2, the amounts of flux in each flux domain at the end
of phase D3 may be derived. By substituting in Φi(t3) from Equations 4.16–4.18 we find
Φ1(t4) = Φ1(t3)−
∫ t4
t3
α1 dt = 1−A1(t4) +A6, (4.21)
Φ2(t4) = Φ2(t3)−
∫ t4
t3
α1 dt = 1−A1(t4) +A6, (4.22)
Φc(t4) = Φc(t3) +
∫ t4
t3
α1 dt = A1(t4)−A6. (4.23)
We now consider phases D4 and D5 (Figures 4.4b and 4.5b), which exist consecutively
between t4 and t6. In these two phases, reconnection occurs at either five or three separators,
respectively (with separators 4 and 5 existing in phase D4 only). At time t4 (the time of
bifurcation between phases D3 and D4), a global double-separator bifurcation splits flux
domain Φ1, so that some of the flux in this flux domain is transferred to a new domain, Φ5.
Similarly, by another concurrent global double-separator bifurcation, some flux from Φ2 is
transferred into the new flux domain, Φ6. If t
+
4 denotes time immediately after these two
bifurcations and t4 denotes the time just before the two bifurcations (as in Equations 4.21–
4.23), then Φ1(t
+
4 ) + Φ5(t
+
4 ) = Φ1(t4), Φ2(t
+
4 ) + Φ6(t
+
4 ) = Φ2(t4) and Φc(t
+
4 ) = Φc(t4).
Another product of these two bifurcations is the creation of two new flux domains (Φ3 and
Φ4), both of which contain no flux at the start of phase D4 (i.e. Φ3(t
+
4 ) = Φ4(t
+
4 ) = 0).
During phases D4 and D5, separator 1 is transferring flux at a rate α1(t) from the negative
open (Φ2) and positive open (Φ1) flux domains into the closed (Φc) (and overlying) flux
domains. The newly created separator 2 is transferring flux from the closed flux domain (Φc)
into the negative open (Φ1) and the positive reopened (Φ3) flux domains at a rate of α2(t).
Similarly separator 3 is transferring flux from the closed flux domain (Φc) into the positive
open (Φ2) and negative reopened (Φ4) flux domains at a rate of α3(t). Finally, separator 4
(5) convert flux in the lower negative (positive) open flux domains, denoted by Φ5 (Φ6), and
flux in the positive (negative) reopened flux domains, denoted by Φ3 (Φ4), into closed flux,
Φc, at a rate of α4(t) (α5(t)). Taking all this into account (with Equations 4.21–4.23 for the
amount of flux at the start of phase D4) then
Φ1(t6) = Φ1(t
+
4 )−
∫ t6
t4
(α1 − α2) dt
=
[
Φ1(t4)− Φ5(t+4 )
]− ∫ t6
t4
(α1 − α2) dt
107
CHAPTER 4. SEPARATOR RECONNECTION AND RECIRCULATION
= 1− Φ5(t+4 )−A1(t6) +A2(t6) +A6, (4.24)
Φ2(t6) = Φ2(t
+
4 )−
∫ t6
t4
(α1 − α3) dt
=
[
Φ2(t4)− Φ6(t+4 )
]− ∫ t6
t4
(α1 − α3) dt
= 1− Φ6(t+4 )−A1(t6) +A3(t6) +A6, (4.25)
Φ3(t6) = Φ3(t
+
4 ) +
∫ t6
t4
α2 dt−
∫ t5
t4
α4 dt = A2(t6)−A4(t5), (4.26)
Φ4(t6) = Φ4(t
+
4 ) +
∫ t6
t4
α3 dt−
∫ t5
t4
α5 dt = A3(t6)−A5(t5), (4.27)
Φ5(t6) = Φ5(t
+
4 )−
∫ t5
t4
α4 dt = Φ5(t
+
4 )−A4(t5), (4.28)
Φ6(t6) = Φ6(t
+
4 )−
∫ t5
t4
α5 dt = Φ6(t
+
4 )−A5(t5), (4.29)
Φc(t6) = Φc(t
+
4 ) +
∫ t6
t4
(α1 − α2 − α3) dt+
∫ t5
t4
(α4 + α5) dt
= A1(t6)−A2(t6)−A3(t6) +A4(t5) +A5(t5)−A6. (4.30)
Since separators 4 and 5 are destroyed at the end of phase D4, followed by the demise of
separators 1 and 2 at the end of phase D5, along with the loss of the lower negative open
flux domain (Φ5) and both positive open flux domains (Φ1 and Φ6) then
Φ1(t6) = 0,
Φ5(t6) = 0,
Φ6(t6) = 0,
A1 = A1(t6), (4.31)
A2 = A2(t6), (4.32)
A4 = A4(t5) = Φ5(t+4 ), (4.33)
A5 = A5(t5) = Φ6(t+4 ). (4.34)
This gives the flux in the remaining flux domains as (c.f. Equations 4.25, 4.26, 4.27, 4.30,
4.31, 4.32, 4.33 and 4.34)
Φ2(t6) = 1−A5 −A1 +A3(t6) +A6, (4.35)
Φ3(t6) = A2 −A4, (4.36)
Φ4(t6) = A3(t6)−A5, (4.37)
Φc(t6) = A1 −A2 −A3(t6) +A4 +A5 −A6, (4.38)
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and two relations for the amounts of reconnection at some separators as: (c.f. Equations 4.24,
4.31, 4.32, 4.34 and 4.36)
A1 = 1 +A2 −A4 +A6, (4.39)
= 1 + Φ3(t6) +A6. (4.40)
As well as the destruction of separators and flux domains during the bifurcation at t6, the
remaining negative open flux domain (Φ2) is merged into the negative reopened flux domain
(Φ3). Denoting the time just after the bifurcation as t
+
6 , we have
Φ3(t
+
6 ) = Φ2(t6) + Φ3(t6), (4.41)
Φ4(t
+
6 ) = Φ4(t6), (4.42)
Φc(t
+
6 ) = Φc(t6). (4.43)
We now move on to phase D6, which starts at t6 and ends at t7, with only one separator (3)
converting flux from the closed flux domain (Φc) into the reopened positive (Φ4) and reopened
negative (Φ3) flux domains (see Figure 4.5b).
At the end of this phase, separator 3 is destroyed along with the closed flux domain (i.e.
A3 = A3(t7) and Φc(t7) = 0). As there is no closed flux domain or further reconnection in
phase D7 (i.e. after t7), all flux from the positive (negative) sources must be in the positive
(negative) reopened flux domain at the end of phase D6 (i.e. Φ3(t7) = 1 and Φ4(t7) = 1).
Taking into account Equation 4.41, which concerns the merger of the positive open and
positive reopened flux domains, then (c.f. Equations 4.35, 4.36, 4.37, 4.38, 4.42 and 4.43)
Φ3(t7) = Φ3(t
+
6 ) +
∫ t7
t6
α3 dt
= [Φ2(t6) + Φ3(t6)] +
∫ t7
t6
α3 dt
= 1−A1 +A2 +A3 −A4 −A5 +A6 = 1, (4.44)
Φ4(t7) = Φ4(t
+
6 ) +
∫ t7
t6
α3 dt = A3 −A5 = 1, (4.45)
Φc(t7) = Φc(t
+
6 )−
∫ t7
t6
α3 dt
= A1 −A2 −A3 +A4 +A5 −A6 = 0. (4.46)
As Equations 4.44 and 4.46 are the same, the final two relations between the total amounts
of reconnection at each separator are (c.f. Equations 4.45 and 4.46)
A3 = 1 +A5, (4.47)
A1 +A4 +A5 = A2 +A3 +A6. (4.48)
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The sum of A1 to A6, which is the total amount of reconnected flux throughout the whole
experiment (RT ), is (c.f. Equations 4.39, 4.47 and 4.48)
RT = A1 +A2 +A3 +A4 +A5 +A6
= 2(A2 +A3 +A6) (4.49)
= 2(1 +A2 +A5 +A6) (4.50)
= 2(A1 +A4 +A5) (4.51)
and in terms of flux domains, (c.f. Equations 4.20, 4.33, 4.34, 4.40 and 4.50)
RT = 2(1 +A2 +A5 +A6)
= 2(1 + Φ3(t6) +A4 +A5 +A6)
= 2(1 + Φ3(t6) + Φ5(t
+
4 ) + Φ6(t
+
4 ) + Φt(t2)). (4.52)
If the amounts of reconnection at separators 4–6 is assumed negligible (i.e. Φ5(t
+
4 ) ≈ 0,
Φ6(t
+
4 ) ≈ 0 and Φt(t2) ≈ 0) then the total amount of reconnection may be simplified to a
marginally lower value of
RT ≈ 2(1 + Φ3(t6)). (4.53)
This formula involves only the amount of flux in the negative reopened flux domain at the
end of phase D5 (i.e. at time t6, just before the negative open and negative reopened flux
domains merge). It is clear from this equation that between 2.0 and 4.0 times the amount of
flux in the negative (or positive) source must reconnect (since for all t, Φ3(t) ∈ [0, 1]). Half
of this reconnection must occur at separator 1 (from Equation 4.50, since only the principal
separators (1, 2 and 3) have any significant reconnection). In the dynamic hyper-resistive
case considered in this chapter, we find by using Equation 4.53, that the amount of flux
reconnected throughout our experiment is 3.609 times the amount of flux in the negative
source. Although deriving Equation 4.53 is slightly more complicated than the method given
in Parnell et al. (2007) for calculating the total amount of reconnection, it does give a much
quicker and easier final calculation to perform.
This figure of 3.6 (times the amount of flux in the negative source) for the total amount
of reconnection throughout the experiment is significantly higher than the expected amount
of 2 (times the amount of flux in the negative source), which is obtained from the potential
evolution. Since all of our flux is observed to be open at the end of our experiment, all flux
must have reconnected an even number of times (i.e. reconnection closes then reopens flux,
repeatedly) and therefore not all flux is reconnected 3.6 times, but some must reconnect twice
(like all flux in the potential model), some four times and maybe some six, eight or more
times.
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We now consider a highly simplified model, theminimum-cycle model, in order to estimate
the minimum number of reconnection cycles occurring during the interaction. We assume
that all flux in the (initial) open flux domains must complete a closing and reopening cycle
(e.g. Φ1 → Φc → Φ1), before any flux can repeat this cycle. Consider the unit of flux in one
of the (initial) open domains of phase D1 (say Φ1). This flux closes into a unit of closed flux
(Φc) during subsequent phases. Since reconnection at separators 2 and 3 (during phases D4 or
D5) is roughly equal (e.g. see β2 and β3 in Figure 4.6), half is of this closed flux is transferred
into the reopened flux domain (Φ4) while the other half is transferred back into the initial
open flux domain (Φ1) (see cycle 1 in Figure 4.10). Hence, only half the flux originally in
the (initial) open flux domains reconnect twice. The half that has been reopened back into
the (initial) open domain can now be reconnected into closed flux again, and as before this
flux is split half and half into the reopened (Φ4) and open (Φ1) flux domains (both closing
and opening must be during phase D4 or D5). So the open flux domain has a quarter of
its original flux, whilst the reopened flux domain has the other three-quarters of that flux
(see cycle 2 in Figure 4.10). The cycles continues until the end of phase D5, when recursive
reconnection must stop (since no more flux can close). Defining the number of complete
cycles as n and the proportion of closed flux (at the end of cycle n) which is returned back to
the (initial) open flux domain in the part-cycle n+ 1 as p, the total amount of reconnection
throughout the experiment is
RT = 2
n∑
i=0
(
1
2
)i
+ p
(
1
2
)n
= 4−
(
1
2
)n−1
+ p
(
1
2
)n
, (4.54)
where n ∈ N and p ∈ [0, 1] (see Figure 4.10). Including all the reconnection which occurs
during the part-cycles, the minimum number of cycles required to process a proportion of
at most p
(
1
2
)n+1
of the original open flux from a source is n+ 2. Under the minimum-cycle
model, RT = 3.6 implies that n = 2 and p = 0.4. Hence, if our minimum-cycle model
is applied throughout the evolution of the experiment, 12 the original flux (in the initial
negative open flux domain) reconnects twice, 14 of it reconnects four times,
1
5 =
1
8 + 0.6× 18
of it reconnects six times and 120 of the flux reconnects eight times.
Although our minimum-cycle model’s assumption that all flux completes a cycle before
the next cycle starts is probably unrealistic, it still gives an estimate of the minimum num-
ber of cycles that must occur. In the next section, to consider the effects of the recursive
reconnection on the plasma flows, we consider the movement of particles in the plasma flow.
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Figure 4.10: Movement of flux between the open, closed and reopened flux domains in
minimum-cycle model. The figures in the columns (open, closed and reopened) denote the
amount of flux in each flux domain at that point in time. The total amount of reconnection
which has occurred so far is shown on the right, with the cycle and phase numbers shown
on the left. Part-cycle n + 1 has 12p of the remaining closed flux converted into open flux
(which is quickly converted back to closed flux) and 12p into reopened flux before phase D5
ends. The remainder of the closed flux is converted into reopened flux during phase D6.
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Figure 4.11: Diagram of the method used to create Figure 4.12. The fieldline (green line)
of the particle (blue blob) is traced and the closest point on this fieldline to any separator
(yellow line) is found. In this case, the particle is coloured blue since its nearest separator is
separator 1. This is then mapped along the green fieldline to the y = 12 plane (dark yellow)
and plotted as a blue dot.
4.5 Reconnection and Particle Tracing
The analysis of our experiments suggests that separator reconnection is the mechanism of
reconnection (and heating) in our model. By tracking particles, we hope to clearly show the
existence of separator reconnection in the experiment and reveal the nature of the flows from
the recursive reconnection. We pick 12,606 particles using the following method. First, we
take a grid of points on the y = 12 plane (with spacing of
1
44 in xˆ and
1
140 in zˆ). All points on
the grid in or near either an open or closed flux domain are then chosen. Fieldlines are then
traced from these chosen points, and at equal distances along each of the fieldlines tracer
particles are placed.
These 12,606 particles (or elements of plasma) are then transported with the plasma flow
within our experiment, from which observations of the flow are taken to analyse the directions
and speeds of the flows within and near diffusion regions. Our particles are traced using the
Hyman step, which is also used as the time-stepping algorithm in for the 3D MHD code (for
details see Section 2.2.2).
Figure 4.12 shows snapshots of the cross-section of the y = 12 plane through the magnetic
skeleton. The two separatrix surfaces which intersect this plane are shown in black and clearly
outline the flux domains. The dots indicate where fieldlines traced from the tracer particles
intersect the y = 12 plane (see Figure 4.11). These points are colour-coded according to the
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(a) (b)
(c) (d)
1 1
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2 3
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Figure 4.12: (Movie) Points of intersection of the fieldlines traced from the plasma particles,
which are travelling with the plasma flow with the cross-section at y = 12 . The particles are
coloured coded by the separator (black diamonds) which is nearest to any part of their fieldline
(blue – separator 1, red – separators 2 or 5 and green – separators 3 or 4) (see Figure 4.11).
Particles with fieldlines which are more than 0.02 away from all separators at all locations
along their length are coloured grey, with the colours fading from the appropriate primary
colour to gray for distances under 0.02. The over-plotted black lines are the intersections of
the separatrix surfaces with the y = 12 plane. The snapshots are taken at t = (a) 7.8, (b)
10.2, (c) 12.7, and (d) 17.7.
fieldline’s minimum distance from a separator. The minimum can be at any point along the
length of the fieldline and does not have to be near the y = 12 plane. Furthermore, the fieldline
may be near to any separator – blue points are close to separator 1, green points are close to
separator 2 or separator 5 and red ones are close to separator 3 or separator 4. If the fieldline
is not near (within 0.02 of) a separator it is coloured grey. Now when a particle crosses a
separatrix surface into a new flux domain either the fieldline it lies on has reconnected or
the particle itself must have been through a diffusion region where reconnection is occurring.
Thus the crossing of particles from one domain to another is a signature of reconnection. From
animations we can easily see the colour of the dots (particles) that cross to new flux domains
and hence say whether the reconnection is separator reconnection or not. Furthermore, the
direction of reconnection can be determined.
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Figures 4.12a and 4.12b are snapshots during phase D3. On the positive open or negative
open sides of the separatrix surfaces, a high proportion of the particles are blue, signifying
that these particles have fieldlines which lie close to the only separator, separator 1. The
fieldlines attached to these particles are soon going to reconnect at separator 1. Immediately
after they have reconnected, these fieldlines are quickly ejected from the separator into the
closed and overlying flux domains and turn grey. Thus, in phase D3, we have shown that the
reconnection which occurs at separator 1 is closing the magnetic field.
Phases D4 and D5 (Figures 4.12c and 4.12d, respectively) show a considerably increasing
quantity of particles with fieldlines close to the separators. In the positive open and negative
open flux domains, many of the particles near the separatrix surfaces are blue. These blue
particles are about to be transported by the reconnection of their fieldlines into either the
closed or overlying flux domains at separator 1. In the closed and overlying flux domains,
close to separators 2 (3) a high proportion of green (red) particles have fieldlines near one
of the two separatrix surfaces. These green (red) particles are moving towards separator 2
(3) and cross into either the negative (positive) open or positive (negative) reopened flux
domains. In phase D3, particles which have just changed flux domain quickly turn grey,
but in these phases some of these particles which have moved into an open flux domain
have turned blue, indicating that their fieldlines are close to separator 1 (again). The small
number of particles in the trapped negative (positive) open flux domain are mostly red (green)
indicating that they have fieldlines near separator 4 (5) which are soon going to reconnect
(in a closing process) at separator 4 (5). Therefore, the particle motions confirm that this
experiment’s reconnection occurs at separators and that the direction of reconnection at the
five separators matches our hypothesis. Reconnection at the separators is seen to have slow
inflows and fast outflows which is most obvious from the coloured regions on the inflows (but
not on the outflows). Finally, we see particles moving between separators in a fashion that
indicates that (i) recursive reconnection is occurring, (ii) some flux may change connectivity
twice (or more) in quick succession and (iii) some flux is likely to reconnect more than eight
times.
4.6 Variation of the Resistivity
One question which arises from our discovery of recursive reconnection is whether the en-
ergetics of our model are affected by a different evolutions of the magnetic skeleton or the
total amount of reconnection which has occurred throughout the experiment. Using five
experiments with five different (constant) resistivities (η = 18η0,
1
4η0,
1
2η0,
3
4η0 and η0, where
η0 = 5× 10−4) which give different evolutions of the magnetic skeleton and total amounts of
reconnection (RT ), as shown in Table 4.1, the following properties are then analysed:
1. the free magnetic energy, Wf = WB −W0, where W0 is the magnetic energy of the
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(a) (b)
(c) (d)
Figure 4.13: Properties over time of the five constant resistivity runs, where η = η0 (dotted
line), η = 34η0 (dashed line), η =
1
2η0 (dot-dashed line), η =
1
4η0 (dot-dot-dashed line) and
η = 18η0 (solid line). The properties shown are (a) the Poynting flux through the lower
and upper boundaries, (b) the Joule dissipation, (d) the viscous heating and (d) the kinetic
energy.
potential field during the evolution,
2. the Poynting flux:
Pf =
1
µ0
E×B.
3. the Joule dissipation (or Ohmic dissipation):
Qjoule =
J2
σ
.
In these five experiments, we find that the kinetic energy and viscous dissipation are small
in comparison to the free magnetic energy and Joule dissipation, respectively, as shown by
comparing the graphs in Figure 4.13). Hence, the kinetic energy and viscous dissipation
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Figure 4.14: The free magnetic energy in each of the constant resistivity experiments: η = η0
(dotted line), η = 34η0 (dashed line), η =
1
2η0 (dot-dashed line), η =
1
4η0 (dot-dot-dashed
line) and η = 18η0 (solid line). The grey vertical line denotes when the driving finishes. The
horizontal grey line is the extension of the final free magnetic energy in the η = η0 model
after the end of its run.
terms are ignored for the purposes of our present analysis.
First, we consider the free magnetic energy. The free magnetic energy in a volume V is
given by
Wf =
∫∫∫
V
B2(x, t)−B2p(x, t)
2µ0
dV,
where B is the magnetic field strength of our field and Bp is the magnetic field strength of
the unique potential field with the same normal magnetic field components as B through the
boundaries of V . Graphs of the free magnetic energy are plotted for each value of η against
time in Figure 4.14 and we observe the following properties. Firstly, the free magnetic energy
of the five experiments at t = 0 is equal, as expected. At the end of the experiments, we
also find the same free magnetic energy for all values of η. However, Figure 4.14 shows that
the free magnetic energy increases as the resistivity decreases (i.e. as the magnetic Reynolds
number increases).
Figure 4.13a shows the change of the Poynting flux which adds magnetic energy to the
system. Clearly, the amount of Poynting flux injected into the system is proportional to 1
η
.
Figure 4.13b shows the Joule dissipation which removes magnetic energy from the system
(e.g. into thermal energy). Both the Poynting flux and the Joule dissipation have higher
peaks when the magnetic resistivity is lowered. Such an increase in the peaks of the energy
in and out of the system is is consistent with the higher maximum peak of free magnetic
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(a) (b)
(c) (d)
Figure 4.15: The (a) total reconnection rate (RT ), (b) peak Joule dissipation, (c) total Joule
dissipation and (d) total Poynting flux for our five constant resistivity models with different
resistivities (η). The reference value is η0 = 5×10−4. In (a), the total amount of reconnection
is in terms of the total flux through the negative source.
energy which is observed for low resistivities during our experiment.
Finally, we compare the total amounts of reconnection, the peak and total Joule dissi-
pation which occurs and the total Poynting flux in our experiments (Figure 4.15). We note
that the total amount of reconnection falls as the resistivity increases. By examining Fig-
ure 4.15a as η → 0, the maximum total amount of reconnection is likely to tend to four times
the amount of flux in the negative source, and as η → ∞ the minimum is likely to tend to
two times the amount of flux in the negative source.∗ Similarly, the peak Joule dissipation,
total Joule dissipation and total Poynting flux in our model decreases as η → ∞. By eye,
the maxima of these three properties are likely to be 2.0× 10−4, 3.3× 10−5 and 4.3× 10−4,
respectively. As η →∞, the total and peak Joule dissipation must tend to zero, but it is not
obvious as to which value the total Poynting flux tends to.
∗The value of the total reconnection for η = 3
4
η0 looks wrong, but this is the value given by both the
method given in Section 4.4 and in Parnell et al. (2007).
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η RT Phases
η0 2.21 C1–—–C3–—–C5–C6–C7
3
4η0 2.46 C1–C2–C3–—–C5–C6–C7
1
2η0 2.60 C1–C2–C3–—–C5–C6–C7
1
4η0 2.98 C1–C2–C3–—–C5–C6–C7
1
8η0 3.39 C1–C2–C3–C4–C5–C6–C7
Table 4.1: List of total reconnection (RT ) and the phases evolved through for the five exper-
iments with different constant resistivities (which are given in terms of the reference value,
η0 = 5× 10−4).
4.7 Discussion
This chapter sought to find the answer to the nature of the reconnection which occurs in the
simple numerical experiment we presented in Chapter 3. It has been shown in this chapter
that the separators must be the location of reconnection in our model, which we verified
by finding the maximum fieldlines of integrated parallel electric field through each diffusion
region. As our model has multiple separators, and therefore has hybrid phases where different
flux closes and reopens simultaneously, it is obvious that multiple locations of reconnection
must concurrently exist in our model.
Since the locations of reconnection are separators, then the reconnection process in our
model must be separator reconnection, which we have confirmed by following particles trans-
ported with the plasma flow. These particles each have a single associated fieldline at every
point in time and we find that a particle’s fieldline is close to separator 1 just before the
particle moves from an open flux domain to either the closed or overlying flux domains. If
the particle has a fieldline which is close to either separator 2 or separator 3 then the par-
ticle is about to move from either the closed or overlying flux domains to one of the open
flux domains. After these fieldlines (which are traced from particles) have reconnected at
a separator, they are ejected quickly from that separator. The movement of these particles
positively suggests the existence of separator reconnection, as well as recursive reconnection.
An estimate of the reconnection rates during this experiment was first given by Parnell
and Galsgaard (2004) without any knowledge of the magnetic skeleton. We compare the
reconnection rates which they estimated with those found by two new methods, both of
which use the magnetic skeleton. The first of these new methods uses the parallel electric
field which is integrated along the length of each separator. The second new method uses the
known direction of reconnection at each separator and the amounts of flux in each of the flux
domains to calculate the reconnection rate at each separator from the transfer of flux. The
two new methods, which require the magnetic skeleton, gave self-consistent results and they
both estimated far more reconnection than the earlier estimate of Parnell and Galsgaard
(2004). Therefore, the knowledge gained from the magnetic skeleton is highly important
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when calculating the total amount of reconnection.
Once it is known that more flux has been reconnected in our dynamic model than in the
potential model, we conducted some analysis to find (i) the total amount of reconnection
and (ii) the number of times that some flux must reconnect. It was found that the total
reconnection in our model was 3.6 times the amount of flux through the negative source
(i.e. 80% more than the potential model). By a very simple method which minimises the
amount of flux reconnecting only twice, then minimises the remaining amount of flux which
reconnects only four times, etc., we found that 12 of the original open flux reconnects twice,
1
4 four times,
1
5 six times and
1
20 eight times. Since these figures assume that all flux must
complete a cycle (of closing and then reopening) before the start of the next cycle, it is
possible that some flux may reconnect ten, twelve or even more times in the actual model.
Questions arising from the discovery of recursive reconnection include its effects on the
energetics in the model, especially the amount of free magnetic energy at the end of the
experiment. Using five experiments with different (constant) resistivities, same initial states
and driving mechanisms, it was shown that the free magnetic energy at the end of the exper-
iment is not related to (i) the resistivity of the model, (ii) the total amount of reconnection
during the evolution or (iii) the different evolutions of magnetic skeletons. A higher magnetic
Reynold’s number did increase the total amount of reconnection and did increase the flow
of magnetic energy through the system. This additional energy entered through the lower
boundaries of the experiments as Poynting flux (caused by the driving mechanism) and was
dissipated through Joule heating.
This chapter has presented the existence of recursive reconnection, which we found essen-
tial for explaining the reconnective processes which occur in the hybrid states of our fly-by
model. This has led to far better calculations for the reconnection rates, and has increased
the estimates for the amount of reconnection throughout the experiment. We also have seen
the existence of multiple reconnection sites, which has allowed for heating to occur over a
much larger volume than is possible from a lone separator. Finally, we conclude that changes
of magnetic resistivity (which changes the amount of recursive reconnection) do not affect the
final free magnetic energy in our constant resistivity models, implying that any additional
magnetic energy added to the system in these models must be dissipated as heat energy.
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Chapter 5
Generic 2D Interaction of Discrete
Sources
5.1 Introduction
The magnetic flux interactions in the atmosphere above two equal and opposite sources, which
are passing one-another in the presence of an overlying field, are similar to many quiet-Sun
events. The general structure of these fly-bys was first seen in numeric MHD by Galsgaard
et al. (2000a). Further investigations explored the energetics of this model (Galsgaard and
Parnell, 2005) and found the complete evolution of the magnetic skeleton (Chapter 3). The
previous chapter determined the correct reconnection rates for the interaction using the extra
information gained from the magnetic skeleton.
So far all of the above papers and chapters consider only fly-by models with a high
level of symmetry (i.e. consider a non-generic setup). One of the most obvious examples
of this, is seen in the potential model of Chapter 3. In this model, all originally open flux
is closed before any flux is reopened with the bifurcation states between these two phases
containing an infinite number of separators. A key question is therefore what happens when
a generic interaction is considered? Two simple changes to this model results in the removal
of symmetry. The first change is to add or remove flux from one source without changing
the flux in the other source. The second change is to vary the physical size and distribution
of flux (i.e. geometry) of one source without changing the total amount of flux in the source.
In our code the first change would be more difficult to implement as it would involve a flux
imbalance within the box. If the upper boundary is closed, then the solenoidal condition
(∇ · B = 0) cannot be satisfied. The second change does not lead to any flux imbalance,
which makes it easier to implement
To understand the effects of altering the radii, location and strength of our sources in 3D,
it is useful to first step back and understand the similar case for a 2D potential model. In
2D, our model has two discrete magnetic sources at fixed positions on the base (z = 0, i.e.
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photosphere), under a constant overlying magnetic field. In this chapter, we first describe the
2D model in Section 5.2, before examining the effects of changing each parameter separately
(Section 5.3). We consider two simple models which investigate the final location of the null
point in Section 5.4 before we discuss the results found from this 2D model at the end of this
chapter.
5.2 Fourier Model of Magnetic Fields
A potential field (B = ∇φ), as mentioned in Chapters 2.1 and 3 must satisfy
∇2φ = 0, (5.1)
which in 2D is given by
∂2φ
∂x2
+
∂2φ
∂z2
= 0. (5.2)
In the case we are exploring, our box is periodic between the two boundaries x = −1 and
x = 1. We also prescribe a normal magnetic field component on the base (z = 0) and a
constant flux distribution through the upper boundary at z = ∞. By using separation of
variables, it is easy to show (for these boundary conditions) that the form of the magnetic
potential must be
φ(x, z) =
∞∑
n=1
e−nπz {Cn cosnπx+Dn sinnπx}+ αx+ βz, (5.3)
where α, β, Cn and Dn are constants.
To satisfy the boundary conditions on the base of our box, the normal magnetic field
component through the base is written in terms of the Fourier series,
Bz(x, 0) =
∂φ
∂z
∣∣∣∣
z=0
=
a0
2
+
∞∑
n=1
{an cosnπx+ bn sinnπx} , (5.4)
where an and bn are constants. Comparing Equations 5.3 and 5.4, we find that
Cn = − an
nπ
,
Dn = − bn
nπ
, (5.5)
β =
a0
2
.
Note, that although α is undefined by the normal field component at the base of our box, it
is easy to see that α must be the overlying field component in the xˆ direction.
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Hence, our potential function is (c.f. Equations 5.3 and 5.5)
φ(x, z) =
a0z
2
−
∞∑
n=1
e−nπz
{
an
nπ
cosnπx+
bn
nπ
sinnπx
}
+ αx. (5.6)
with the components of the magnetic field given by
Bx(x, z) =
∂φ
∂x
= α−
∞∑
n=1
e−nπz {an sinnπx− bn cosnπx} , (5.7)
Bz(x, z) =
∂φ
∂z
=
a0
2
+
∞∑
n=0
e−nπz {an cosnπx+ bn sinnπx} . (5.8)
We know that the field through the base of our box is the sum of an arbitrary number
of discrete sources. We assume that source i has a cosine profile of radius ri, a maximum
normal magnetic field strength of Bi and is centred at xi. Therefore, the equation of the
normal magnetic field component due to source i is
Bz,i(x, 0) =
{
Bi
2
(
1 + cos π(x−xi)
ri
)
: |x− xi| ≤ ri
0 : otherwise
. (5.9)
This gives us the Fourier coefficients of the ith source as
a0 = riBi, (5.10)
an =
Bi
nπ(1− n2r2i )
sin(nπri) cos(nπxi), (5.11)
bn =
Bi
nπ(1− n2r2i )
sin(nπri) sin(nπxi), (5.12)
where we have assumed that nri 6= 1 for all n ∈ N. We now combine Equations 5.6, 5.10,
5.11 and 5.12 for our potential model with overlying field contribution α and multiple sources
(each with a cosine profile). This gives the full potential function as
φ(x, z) = αx+
∞∑
i=1
{
riBiz
2
−
∞∑
n=1
e−nπzBi sin(nπri)
cos(nπ(x− xi))
n2π2(1− n2r2i )
}
, (5.13)
and hence the two magnetic field components must be
Bx = α+
∞∑
i=1
∞∑
n=1
Bie
−nπz sin(nπri)
sin(nπ(x− xi))
nπ(1− n2r2i )
, (5.14)
Bz =
∞∑
i=1
{
riBi
2
+
∞∑
n=1
Bie
−nπz sin(nπri)
cos(nπ(x− xi))
nπ(1− n2r2i )
}
. (5.15)
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Finally, we find A, where B = ∇×Ayˆ, to be
A(x, z) = −αz +
∞∑
i=1
{
riBix
2
+
∞∑
n=1
Bie
−nπz sin(nπri)
sin(nπ(x− xi))
n2π2(1− n2r2i )
}
.
(5.16)
Lines of constant A are magnetic field lines, and thus we may use a contour plot of A to draw
the magnetic field.
5.3 Variations of Magnetic Field Parameters
Using the above equations, we consider a 2D magnetic field involving two sources in an
overlying magnetic field. We place a positive source at x1 = −x0 = −0.2 and a negative
source at x2 = x0 = 0.2. These locations are assumed to be at a distance far enough away
from the side boundaries (x = ±1) that the effects of the periodicity are minimal. The
negative source at x2 = 0.2 is given a radius of 0.11 and maximum normal magnetic field
strength of B2 = −1. We then ensure that the sum of the flux through both sources is equal
to zero (i.e. r1B1 + r2B2 = 0). This gives us one free parameter, which we define as the
source-width ratio (γ = r1
r2
), the ratio of the radii of the positive and negative sources. This
gives r1 = γr2 and B1 =
1
γ
B2. The final undefined parameter in our model is the strength of
the overlying magnetic field, α.
In the first two cases we investigate, we vary the strength of the overlying magnetic field,
where each case uses a different value for the source-width ratio. Then, in our third case, we
hold the strength of the overlying field constant while we vary the source-width ratio. Using
the knowledge we have gained from these three special cases, we are able to extrapolate the
full parameter space of our model.
5.3.1 Varying the Overlying Field with γ = 1: The Non-Generic Case
Our first case is the simplest, which has an anti-symmetric magnetic field across the line
x = 0. We have chosen the parameters of the positive and negative sources such that both
sources have the same absolute maximum normal magnetic field strength (Bi) and radius
(ri). We then vary the overlying magnetic field strength (α) between −1 and 1, during which
we find six different topological states, as shown in Figure 5.1. The first three of these states
involve a negative overlying field while the final three involve a positive overlying field.
We start by examining the states (IV–VI), where we have a positive value for the overlying
magnetic field strength (α). For low (positive) values of α, we have a state, state IV (see
Figure 5.1d), with one X-type null point on each of the periodic boundaries (i.e. at x = ±1,
0 ≤ z < ∞). This state has all four types of flux – overlying, closed, negative open and
positive open.
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(a) (b)
(c) (d)
(e) (f)
Overlying
+ve Open –ve Open
Overlying
+ve Open –ve Open
Ov.
+ve Open –ve Open
Closed
Ov. Ov.
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–ve
Open
Closed
Overlying Overlying
Closed
Overlying
Closed
Figure 5.1: (Movie) Magnetic fieldlines and skeletons of our model with different strengths
of overlying magnetic field, each with two equal and opposite sources sited at x1 = −0.2 and
x2 = 0.2 of strength B1 = +1 and B2 = −1 and radius r1 = r2 = 0.11, respectively. Blue
lines represent fieldlines, red lines are sources (left is positive, right is negative), black lines
separate fieldlines of different connectivity (e.g. separatrices) and black stars represent null
points. The overlying magnetic field strengths (α) are (a) −1.0, (b) −0.4, (c) −0.3, (d) 0.035,
(e) 0.2 and (f) 0.7. These chosen strengths of α give representative frames for each of the
respective six states.
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(a) (b)
(c) (d)
Figure 5.2: (Movie) Close up of left edge of the positive source near the time of bifurcation
between states V and VI, with overlying magnetic field strengths α = 0.328, 0.334, 0.337,
0.343. The notation is as in Figure 5.1
When α is only just greater than zero, we have nulls situated at (±1, z) where z is large.
As we increase the overlying magnetic field strength (α), the null points descend down along
the boundaries x = ±1 until they reach the base, before bifurcating at (x, z) = (±1, 0).
This bifurcation marks the change to a new state, state V, involving two X-type null points
which lie on the z = 0 line (see Figure 5.1e). During state V, as the overlying magnetic field
strength increases we find that one of these null points moves right from the left side of the
box, while the other null point moves left from the right side of the box. Throughout this
phase, all flux from each of the two sources is now connected to the other source leaving just
two flux domains containing closed or overlying flux.
As we increase the overlying magnetic field strength (α) further, the two null points
move closer to the outside edges of the sources. Once a null point has reached the edge of
a source, it disappears as the magnetic field nearby starts to curve upwards at the source’s
edge (see Figure 5.2a–b) leading to a further bifurcation. In the case of our positive source,
the magnetic field is now directed into it along the base from (x, z) = (−1, 0). Since magnetic
flux cannot enter the positive source it must begin to rise above it, leaving the base of the box.
This rising from the base starts with a shallow gradient, before steepening (see Figure 5.2c–
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(a) (b)
(c)
Figure 5.3: The contribution from both sources for (a) −B˜x(1, z), (b) −B˜x(0, z) and
(c) −B˜x(x, 0) with two equal and opposite sources of radius r1 = r2 = 0.11 at x1 = −0.2 and
x2 = 0.2 of strength B1 = +1 and B2 = −1, respectively. The maximum and minimum of
graphs (a) and (b) give the range of the overlying magnetic field strength (α) for which a null
point can exist. In (c), the aqua coloured areas represent the locations of the two sources,
and the red lines are the values of α where bifurcation occurs.
d). As our field is anti-symmetric, these effects occur concurrently at both sources. This
new state, state VI, has the same topology, based on the connectivity of the magnetic field
as state V, however the components of the magnetic skeleton are different (no null points,
but a separatrix-like curve) (see Figure 5.1f). We shall discuss the implications and details
of this new type of topology later in Section 5.4.
With the exception of the bifurcation when the overlying magnetic field strength (α)
changes sign, the other topological states (I–III) may be considered similar to states IV–VI
(for increasing |α|) except that they show behaviour in the 0 ≤ x ≤ 2 range of these states and
the exact values of α at the bifurcations are different (see Figures 5.1a–c). At the bifurcation
at α = 0, the null point on the side boundaries are found at (±1,∞). As α is decreased
(from α > 0) a single null point returns down the centre, from (0,∞) along the x = 0 line.
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α
−0.499 −0.354 0 0.036 0.331
State I II III IV V VI
Figure 5.4: Bifurcation diagram for the potential 2D model with two equal and opposite
sources (as shown in Figure 5.1) in a varying overlying magnetic field of strength α. The
vertical blue lines give the locations (in α) of bifurcation between the six states.
This creates state III (Figure 5.1c) which involves all four types of flux in four flux
domains. When the null point reaches (0, 0) another bifurcation occurs which creates two X-
type null points on the z = 0 line between the sources. In this new state, state II (Figure 5.1b)
there are just three flux domains containing positive open, negative open and overlying
flux. The bifurcation between states II and I is similar to that between states V and VI.
It results in a loss of both null points, but does not change the topology or number of
separatrix/separatrix-like curves (Figure 5.1a).
An obvious question to ask is when are the exact times of our five bifurcations in this
model? The bifurcation when the overlying magnetic field strength (α) changes sign is
obvious, and must occur at α = 0. State IV may only exist while the null points are on the
periodic sides of our box (i.e. each null point is located with x = ±1). The minimum and
maximum values of α to sustain state IV therefore must be calculated. As our field within the
box is anti-symmetric due to our choice of parameters, then during state IV, Bz(±1, z) = 0
for all z ≥ 0 along the line x = ±1.
So the null points are obviously located at the point where Bx(±1, z) = 0 with z ≥ 0.
We now write Bx(±1, z) as (c.f. Equation 5.14 with x1 = −x2 = x0, B1 = −B2 = B0 and
r1 = r2 = r)
Bx(±1, z) = α+ B˜x(±1, z) = α+ 2B0
∞∑
n=1
(−1)n sin(nπr) sin(nπx0)
nπ(1− n2r2) e
−nπz,
where B0 = 1, x0 = 0.2, r = 0.11 and B˜x is the contribution to Bx from the two sources
alone. By using the graph of B˜x in Figure 5.3a, we see that the minimum allowed value of α
is zero and occurs when the null points are at (±1,+∞). The maximum allowed value of α
occurs when the null points bifurcate at (±1, 0). For this bifurcation at (±1, 0), the overlying
magnetic field strength must be
α = −B˜x(±1, 0) = −2B0
∞∑
n=1
(−1)n sin(nπr) sin(nπx0)
nπ(1− n2r2) ≈ 0.0359. (5.17)
A similar argument may be used for finding the limits of α for which state III exists. In this
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state, we know it bifurcates into state IV at α = 0. This state has the null point at x = 0
descending from z =∞ to z = 0 (see Figure 5.3b). At (x, z) = (0, 0) a bifurcation occurs. So
the value of α at the bifurcation from state III to state II (when the null point is at (0, 0)) is
α = −B˜x(0, 0) = −2B0
∞∑
n=1
sin (nπr) sin (nπx0)
nπ(1− n2r2) ≈ −0.354. (5.18)
We now investigate the ranges of the overlying magnetic field strength (α) for which state II
and V exist (see Figure 5.3c). Here the null point is on the z = 0 line. Clearly Bz(x, 0) = 0
everywhere except in the sources so we only need consider B˜x(x, 0). Figure 5.3c shows a plot
of −B˜(x, 0) versus x and consists of three non-shaded sections: the first section on the left of
the negative source (and the last section on the right of the positive source) represent values
of α where state V exists. State V exists for values of α which satisfy α + B˜x(x, 0) = 0 for
values of x lying within the above sections. The minimum value of α in state V is obviously
equal to the value of α at the bifurcation between states IV and V (i.e. α = 0.0359). The
maximum value of α in state V occurs where the null point touches the edge of the source,
and thus is calculated using the series given in Equation 5.14 as
α = −B˜x(−x0 − r, 0)
= B0
∞∑
n=1
sin2(nπr) (1− cos(2nπx0))− sin(nπr) cos(nπr) sin(2nπx0)
nπ(1− n2r2)
≈ 0.331.
To determine the value of α at which the bifurcation between states II and III occurs, we
use a similar argument to that used to find the α at which state IV bifurcates into state V.
However, at this bifurcation the null point is at (0, 0) and thus α = −B˜x(0, 0) = −0.354.
Using similar arguments, as those used to determine the α at which state V bifurcated from
state VI we look for when the null point touches the inner edge of the source to determine
for what value of α state I bifurcated to state II. Here we have α = −B˜x(−x0 + r, 0) which
gives a value of α = −0.499. We have drawn a pictorial diagram of the times of bifurcation
between states in Figure 5.4.
5.3.2 Varying the Overlying Field with γ = 1.25
By changing the source-width ratio from γ = 1 to γ = 1.25, we remove the symmetry in
our model. This change of γ does not alter the flux through either source, but means that
the positive source (at x1 = −0.2) now has a radius of r1 = 0.1375, and a maximum normal
magnetic field strength of B1 = 0.8. The negative source (at x2 = 0.2) is unaltered from the
previous sub-section (i.e. r2 = 0.11 and B2 = −1). We guess that the topological states that
arise when we vary the overlying magnetic field strength (α) from −1 to +1 as before are
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(a) (b)
(c) (d)
(e) (f)
(g) (h)
Figure 5.5: (Movie) As Figure 5.1, except with γ = 1.25 (i.e. changes r1 to 0.1375 and B1
to +0.8). The snapshots are taken with overlying magnetic field strength (α) of (a) −1.0,
(b) −0.5, (c) −0.4, (d) −0.2, (e) 0.033, (f) 0.2, (g) 0.33 and (h) 1.0.
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similar to the symmetric case (γ = 1), except that the bifurcations which occur when a null
point touches the edge of a source no longer happen in pairs.
We find that this is indeed the case, with eight different topological states found in this
model (Figure 5.5). We shall only discuss the states which have a positive overlying magnetic
field strength (α) since the negative overlying field strength states can be easily determined
in the same way as the symmetric case (γ = 1) did between its positive α and negative α
cases. The positive α states are states V through to VIII. We find the first two positive states,
states V and VI, equivalent to states IV and V in the γ = 1 case (Section 5.3.1) with two X-
type null points in both cases lying either at x = ±1 or z = 0 outside the sources, respectively
(Figure 5.5f). Then, as we increase α, state VI bifurcates into a new state, state VII, a state
with only one photospheric null point (Figure 5.5). This single (photospheric) null point
lies near the smaller of the sources, the negative source, and has a separatrix curve which
touches the far edge of the (larger) positive source. This separatrix curve not only divides
closed flux (connecting the positive and negative sources) and the overlying field. There are
only two flux domains, but this property has more to do with the equal flux through each
source, and is unlikely to occur in a more general model with unbalanced sources. State VII
bifurcates from state VIII, which is the equivalent to state VI in the γ = 1 case, when the
remaining null point is lost as α increases further. Hence, the most important point to note
when γ = 1.25 is that the two null points of state VI are destroyed at two different values of
α – one at the bifurcation into state VII and the other at the bifurcation between state VII
and state VIII. The last of these, state VIII is found to be equivalent to the last state of the
γ = 1 case in Section 5.3.1.
States I through to IV (for γ = 1.25) occur for the values of α < 0 (Figure 5.5a–d) and
we find that state II is the new state involving just a single null point on the photosphere
between the two null sources (Figure 5.5b). States I, III and IV (for γ = 1.25) have the same
topologies as states I, II and III, respectively.
Similar to the γ = 1 case, it is important to know the values of the overlying magnetic
field strength (α) during the seven bifurcations. Using the graph in Figure 5.6, which shows
a plot of −B˜x(x, 0) versus x, and by following the techniques used in the previous section,
it is easy to find α for six of the seven bifurcation points, which are also given pictorially
in Figure 5.7. Figure 5.6 shows two proper bifurcations: one between states III and IV and
another between states V and VI, with each of these occurring at a critical point of B˜x. The
bifurcation at α = 0 is due to the change of direction of the overlying magnetic field, and
we have discussed this in the previous section. The last four bifurcations, where a null point
disappears on the edge of a source, occur for values of α which are determined to be −B˜x
at the four edges of the two sources (see Figure 5.6). Thus, we find that the change in the
source-width ratio (γ) appears to have only changed the details of the bifurcations which
have occurred near the sources (see Figure 5.7), as we had naturally expected.
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Figure 5.6: The contribution of the two sources to −B˜x(x, 0), each source with a cosine profile
of varying dimensions but with equal and opposite total magnetic flux when the source-width
ratio is γ = 1.25. The aqua areas represent the location of the two sources and the red lines
are the values of α when a bifurcation occurs.
α
−0.501 −0.435 −0.359 0 0.0359 0.257 0.331
pppp
pppp
ppp
pppp
pppp
ppp
pppp
pppp
ppp
pppp
pppp
ppp
pppp
pppp
pppState I II III IV V VI VII VIII
Figure 5.7: Bifurcation diagram for the potential 2D model with source-width ratio γ = 1.25,
in a varying overlying magnetic field of strength α. The vertical red lines give the locations (in
α) of bifurcation between two states, and the dotted blue lines are the locations of bifurcation
for two equal and opposite sources when γ = 1 (c.f. Figure 5.4).
5.3.3 Varying the Source-Width Ratio Parameter for α = 0.25
Our third and final example case is chosen to have the overlying magnetic field strength fixed
at α = 0.25. The source-width ratio is then varied between γ = 0.25 and γ = 2.6363. We
choose the upper limit of γ to be when the sources first start to overlap and hence would
cease to be discrete. In this case, we find only two distinct topologies, the first topology, when
0.25 < γ < 1.2828, contains two null points and two flux domains (closed and overlying) and
the second, when 1.2828 < γ < 2.6363, has one null point but the same two flux domains. By
looking at Figure 5.8, it is easy to see that the field is not significantly altered by varying γ
over the above range, with the main effects occurring near the positive (left) source. Similar
to the two constant γ cases we discussed earlier, the bifurcation occurs when the positive
source expands to touch and so destroy the null point. The magnetic field near the positive
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(a) (b)
(c) (d)
Figure 5.8: (Movie) Plots of the magnetic field for a constant overlying magnetic field (α =
0.25) with varying source-width ratio. The notation is as in Figure 5.1 and the snapshots are
taken with the source-width ratio (γ) equal to (a) 0.25, (b) 1.0, (c) 1.25 and (d) 2.0.
source after the bifurcation appears to curve from the base (z = 0) as seen before.
5.3.4 Full Parameter Space
Finally, using the knowledge of the bifurcations already found, we created an automated
programme to find the bifurcation diagram for our complete parameter space with the two
parameters α (the overlying field strength) and γ (the source-width ratio) (see Figure 5.9).
Three of the four types of bifurcation which occur in the full parameter space have already
been found and are coloured black, red and blue in Figure 5.9 (see caption for details).
Figure 5.9 also shows a fourth type of bifurcation (green), where a null point is created at
the edge of a source and rises up giving a coronal null. Plots of the magnetic field before and
after this bifurcation are shown in Figure 5.10, and clearly show the null point rising.
5.4 Where is the Null Point?
One big question now presents itself. Some of the bifurcations found in this chapter appear
to remove null points singularly from our box, which contradicts previously known properties
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Figure 5.9: Plot of topological states for a varying source-width ratio (γ), and overlying
magnetic field strength (α). The solid lines represent the following bifurcations: a change of
overlying field direction (black), two photospheric null points become a single coronal null
point or vice-versa (blue), a single null point disappearing at the edge of a source (red) and
a single null point rising from the base at the edge of a source (green). The small diamonds
represent locations where bifurcation lines coincide. The vertical purple lines represent the
γ = 1 and γ = 1.25 cases whilst the horizontal one represents the α = 0.25 case, all of which
were previously examined.
of null points. So what really does happen to these disappearing null points? To address
this problem, we have two different models for the sub-photospheric magnetic field. Our first
model uses a mirror corona, which is the reflection of the magnetic field across the photosphere
(i.e. the base of our box). In this model, all null points and the magnetic structure above
the base are replicated upside down underneath the base. Sources on the surface are now
lines of discontinuity in the full (z ∈ R) magnetic field. Once the null point has reached the
edge of a source, it is clear that it must disappear as the overlying magnetic field is increased
slightly more, as it cannot head above the surface, and by the assumption of a mirror corona,
it cannot head beneath it.
Our second model uses a construction of a possible magnetic field beneath the base. As
the series functions in Section 5.2 for the magnetic field do not converge beneath z = 0, we
sketch a possible magnetic field configuration using inspiration from two bifurcations: (i)
where a null point descends on reaching a source (e.g. Figure 5.8) and (ii) where a null point
ascends on reaching a source (e.g. Figure 5.10). We shall only consider the case of a single
null point heading into a single source and disappearing.
Let us consider the separatrix curves that exist in this model. In the case of a single null
point on the base near the source, we find one separatrix is drawn lying along the base to the
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(a) (b)
(c) (d)
Figure 5.10: (Movie) Using the format for Figure 5.1, for the bifurcation where a null point
rises from the base at the edge of a source (green in Figure 5.9). The source-width ratio is
γ = 2.25 and the overlying magnetic field strength (α) is (a) −0.45, (b) −0.41, (c) −0.4 and
(d) −0.3.
edge of the source, before descending down beneath the base (©1 in Figure 5.11a). A second
is drawn straight down from the null point (©2 ). A third is drawn in the other direction along
the base (©3 ), and the fourth heads upwards to enclose flux from the source in the atmosphere
(©4 ). As the overlying field strength increases the null point moves along the base until is
reaches the edge of the source (Figure 5.11b), which is the last place that this null point can
exist within our box. Further increases in α results in the null point descending beneath the
source. The separatrices from the null point leave a gap beneath the topological dividing
line lying along the base of the box to the edge of the source and then heading up into the
atmosphere. Hence, this null point has not been destroyed, but instead may exist beneath
the base (Figure 5.11c). Note, however, that the separatrix curve labelled©∗ in Figure 5.11c
cannot be determined from any information found solely within our box and so ceases to be
important when the null point disappears.
A similar argument to this may be made by considering the lines Bx = 0 and Bz = 0
in a continuous field, both above and below the base. As these lines do not have sudden
ends, they must propagate beneath the base after they disappear at the lower boundary of
our box. A point of intersection between Bx = 0 and Bz = 0 (i.e. a null point) cannot be
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Figure 5.11: Sketch of an explanation, which does not involve a mirror corona, for the bifur-
cation where a null point disappears at the edge of a source. The field local to the null point
and source both within and outside of our box are sketched just (a) before, (b) during and
(c) after the bifurcation. The black lines represent separatrices and separatrix-like features,
the red lines denote the location of the source and the blue lines denote fieldlines. The null
point is denoted by a cross (×).
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lost without losing a second intersection (i.e. a second null point). Therefore, since the null
point does not stay above the base, it must fall beneath, and is not destroyed. Of course, in
each of the models for the sub-photospheric magnetic field, some major assumptions about
the magnetic field outside of our box are required. This means that the loss of these null
points at the edge of a source are still important for analysing the magnetic fields within a
bounded box.
5.5 M.C.T., Discrete Sources and Null Points.
The local magnetic fields about discrete and point sources shall now be investigated in a
varying overlying magnetic field to determine under what circumstances a null point may
disappear. For a null point to exist in our model (above or on the base) with a horizontal
overlying magnetic field of strength α with discrete sources, there must exist an x ∈ R and
z ≥ 0 such that
Bx = α+ B˜x = α+
∞∑
n=1
B0e
−nπz sin(nπr)
sin(nπ(x− x0))
nπ(1− n2r2) = 0. (5.19)
Since we are only considering the cases of Bx which are necessary (but not necessarily suf-
ficient) for a null point to exist, it is deemed acceptable for us to ignore Bz in this section,
mainly due to its non-variance with the overlying magnetic field strength.
If we consider (assuming nr 6= 1 for all n ∈ N and ε > 0)
|B˜x| =
∣∣∣∣∣
∞∑
n=1
B0e
−nπz sin(nπr)
sin(nπ(x− x0))
nπ(1− n2r2)
∣∣∣∣∣
≤
∞∑
n=1
∣∣∣∣B0e−nπz sin(nπr)sin(nπ(x− x0))nπ(1− n2r2)
∣∣∣∣
≤
∞∑
n=1
∣∣∣∣ B0nπ(1− n2r2)
∣∣∣∣
=
∑
n∈N,nr≤√1+ε
∣∣∣∣ B0nπ(1− n2r2)
∣∣∣∣+ ∑
n∈N,nr>√1+ε
∣∣∣∣ B0nπ(1− n2r2)
∣∣∣∣
≤
∑
n∈N,nr≤√1+ε
∣∣∣∣ B0nπ(1− n2r2)
∣∣∣∣+
∣∣∣∣(1 + ε)B0επr2
∣∣∣∣ ∑
n∈N,nr>√1+ε
1
n3
, (5.20)
then we see that B˜x is bounded for all x and z, and thus α may be chosen so that no null
points exist within our box.
We shall now compare the above discrete case to the case of a point source used in
magnetic charge topology (M.C.T.). For M.C.T. models, a 2D point source (or a line source
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in 3D) has the magnetic potential function
φ = a loge |r|, (5.21)
where a is the strength of the source and r = |x− x0| is the distance from the source, which
is located at x0. In 2D cartesian coordinates (x and z) this gives the magnetic field from a
single point source as
B(x, z) =
a
(x− x0)2 + z2 〈x− x0, z〉. (5.22)
Using Equation 5.22, it is easy to see that by adding any constant parallel to xˆ (e.g. an
overlying magnetic field), the null point can never be destroyed by sending it into the point
source. This is due to the strength of the magnetic field increasing rapidly to infinity on the
approach to any point source. In fact, for any combination of points sources on the edge of
an otherwise closed box, a null point must exist between every adjacent pair of sources of
the same polarity.
In the M.C.T. case, should a null point exist on the base, it must be located when (c.f.
Equation 5.22)
B(x, 0) =
[
αxˆ+
a
(x− x0)2 + z2 〈x− x0, z〉
]
z=0
=
〈
α+
a
x− x0 , 0
〉
= 0, (5.23)
where α is the overlying field strength and a is the strength of the point source. For any
overlying field of strength α, the location of the null point must be at (c.f. Equation 5.23)
(x, z) =
(
x0 − a
α
, 0
)
. (5.24)
Thus, although a null point exists for all strengths of overlying magnetic field in the point
source case, this is not true when generalised to the discrete source case.
5.6 Discussion
In this chapter, we have considered a potential magnetic field in two dimensions generated
by two discrete sources and an overlying magnetic field. As we have seen, there are cases in
our 2D model where the topological structure above the base has two, one or even no null
points. We have shown that this is due to the bounded nature of the individual magnetic
field contributions from each discrete source to the full magnetic field. One thing common
to all cases where there are less than two null points is that the field along the base is either
heading into a positive source or leaving from a negative source. By exploring the parameter
space, we have found many topological states and have given brief descriptions for each state
and the bifurcations between them.
We have proposed two models to address the question of where these null points disappear
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to. The first model, which uses a mirror corona, fully destroys the null point, and is probably
unsuited to this type of magnetic field (i.e. with discrete sources). The second model proposes
that the null point descends beneath the boundary on touching a source. We believe that this
second model is more likely. It should be remembered, though, that it is unwise to assume
anything about the magnetic field outwith the closed sides of the box. In the next chapter,
we shall continue this discussion with potential magnetic fields in three dimensions.
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Chapter 6
Generic 3D Interaction of Discrete
Sources
6.1 Introduction
The previous chapter was concerned with a simple 2D model of discrete sources in an overlying
field. The most obvious progression from this is to expand the model into 3D. This chapter
shall concentrate on the changes to the magnetic skeleton which are caused by altering the
radius of the negative discrete source without changing the total flux through either source.
In Section 6.2, we shall find the magnetic skeletons for a 3D potential field with two sources in
an overlying field. Then in Section 6.3, we look at the magnetic skeletons for three different
runs of the numerical MHD model, each with a different source-width ratio. Section 6.4
will then consider the implications to the formulæ which relate components of the magnetic
skeleton. Finally, in Section 6.5, some implications of our work are discussed.
6.2 Generic Potential 3D Topologies
6.2.1 Introduction
For the potential 3D model of a magnetic fly-by, the following parameters are required:
• the radii of the sources (r1 & r2), and the source-width ratio γ = r1r2 ,
• the positions of the sources, centred at (x1, y1, 0) and (x2, y2, 0),
• the maximum magnetic field strengths of the sources (B1 and B2) and
• the direction and strength of the overlying magnetic field, α.
By rotation of the coordinate space, the overlying magnetic field, (α) is chosen such that
it is in the yˆ-direction (i.e. α = αyˆ). As the topology of a magnetic field is unaffected by
multiplying the magnetic field strength by a constant, then we multiply the magnetic field
141
CHAPTER 6. GENERIC 3D INTERACTION OF DISCRETE SOURCES
by some value so that the maximum normal magnetic field strength of the positive source is
B2 = B0 = 0.85 (i.e. the same value used in Chapter 3). As the position of either source only
depends on the location of the other source, we have chosen the positions of the two sources
so that x1 + x2 = 1 and y1 + y2 = 1. Finally, as the magnetic flux through the photosphere
is balanced, this implies
B2
B1
= γ2 =
(
r1
r2
)2
. (6.1)
Thus, we only have five independent parameters in our model (r2, x2, y2, γ and α). As
calculating magnetic fields and their skeletons over a large five-dimensional parameter space
is computationally expensive, we shall study only the following two cases (where ∗1 and ∗2
in each case denote the two parameters which we vary):
Case x2 y2 r2 B2 γ α
1 ∗1 0.7 0.065 0.85 ∗2 0.1
2 ∗1 0.7 0.065 0.85 1.2 ∗2
The first case considers the effects of changing the source-width ratio (γ) for the standard
potential 3D model of Section 3.3.1. The second case considers the effects of varying the
overlying magnetic field strength (α), with each source of a different fixed geometry. We
have placed the two sources marginally further apart in the yˆ-direction than in Section 3.3.1,
otherwise they would have been too close together for the imposed driver which we will use
later when considering the dynamical version of these cases (Section 6.3).
This section will first discuss the methods which we have used to calculate the magnetic
field, followed by an analysis of one of the evolutions of the fly-by experiment in Section 6.2.3.
This example evolution is the intersection of the two parameter spaces which we shall explore
in Sections 6.2.4 and 6.2.5. Finally, we shall summarise the results of the 3D potential model
in Section 6.2.6.
6.2.2 Method
As in Chapter 3, we use the multigrid algorithm with Gauss-Seidel smoother to calculate
the magnetic field from our boundary conditions (see Section 2.1). This solves the potential
equation,
∇2φ = 0, (6.2)
where φ is the potential function and calculates the magnetic field B = ∇φ. An automated
algorithm has been designed to calculate and categorise the topologies of the magnetic field
as the two free parameters in each case are varied. The automatic categorisation of topology
uses the following important topological features: the number of null points, the number of
coronal null points, the number of separators and the relative position of the two separatrix
surfaces (i.e. which of the two is further left). From this information, a bifurcation diagram
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may be drawn for each source. Before examining each of these diagrams, we first examine
the common line between the two parameter spaces (i.e. γ = 1.2, α = 0.10, x ∈ R) in
Section 6.2.3 below.
6.2.3 Sample Evolution with γ = 1.2 and α = 0.10
Phase Seps. Source Pairs – Flux Domain Total Time
(X) Over. +ve Open -ve Open Closed (D) (Start)
T1 0 1 1 1 0 3 —
T2 1 1 1 1 1 4 1.0
T3 2 1 1 2 1 5 6.70
T4 1 1 1 1 1 4 6.82
T5 0 1 1 1 0 3 12.6
Table 6.1: The components of each phase for the potential model with a source-width ratio
of γ = 1.2, namely: the number of separators (X), the multiplicity of each source pair
(overlying, positive open, negative open and closed), the total number of flux domains (D)
and the start time of each phase (assuming standard driving profile).
A single deviation of the source-width ratio (γ) from unity is used to demonstrate the
effects on our potential model from Chapter 3 when the symmetry is broken. By choosing
γ = 1.2, we set the radius and maximum normal magnetic field strength of the negative
source to r1 = 1.2r2 = 0.078 and B1 = 1.2
−2B2 ≈ 0.59, respectively. All other parameters
are the same as in Section 3.3.1, except for a slight repositioning of the sources (from y1 =
1
3
to y1 = 0.3 and y2 =
2
3 to y2 = 0.7). This slight repositioning has only a minor effect on the
results from Section 3.3.1 (i.e. a minor change in timings of the bifurcations).
We shall briefly describe the five phases in turn (Table 6.1) using the 3D views, footprints
and y = 12 cuts shown in Figure 6.1 and 6.2. The first phase, phase T1, as before, is the initial
open phase, with a positive open, a negative open and an overlying flux domain. There are
no separators (see Figure 6.1, row 1). A global separator bifurcation creates a new closed
flux domain and separator, resulting in phase T2. This phase has four flux domains with a
separator reconnecting flux from the two open flux domains into the closed flux domain (see
Figure 6.1, row 2). Shortly before the point of closest approach of the two sources, a new
separator is created through another global separator bifurcation creating a second negative
open flux domain and leading to a new phase, phase T3. This new flux domain exists because
of the slight differences in the shape of the two separatrix surfaces: the positive separatrix
surface is narrower and taller than the negative separatrix surface (see cross-section and
footprint in Figure 6.1, columns 2 and 3) so the positive open flux flux domain is no longer
an ordinary domain, but is coronal. Hence, these separatrix surfaces can never fully coincide
unlike in the original potential model (Section 3.3.1).
We now examine phase T3 in more detail. Phase T3 has two separators and five flux
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Figure 6.1: (Movie) Snapshots of the magnetic skeleton for the potential model with source-
width ratio γ = 1.2 and overlying magnetic field strength α = 0.10 at x = 0.33, 0.43, 0.50,
0.55 (t = 0.0, 4.0, 6.76, 8.8). Column 1: 3D view, with positive separatrix surface (red lines),
negative separatrix surface (blue lines) and separators (yellow lines). Column 2: Footprint
(0 ≤ x ≤ 1, 0 ≤ y ≤ 1) at z = 0, showing sources (positive – red circles, negative – blue
circles), null points (positive – ▽ and negative – △) and intersections of separatrix surfaces
with the photosphere (solid lines). The dashed lines show the separators above the source
plane for comparison. Column 3: cross-section (0 ≤ x ≤ 1, 0 ≤ z ≤ 1/5) at y = 12 showing
the intersections with separatrix surfaces from the positive null point (thin line) and the
negative null point (thick line) and with the separator (⋄).
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Figure 6.2: (Movie) Continuation of Figure 6.1 for x = 0.69 (14.4).
domains – overlying, closed, positive open and two negative open (see Figure 6.1, row 3).
The newly created left separator converts closed and overlying flux into positive open and
negative open (in the new negative open flux domain) flux while the old separator is still
closing positive and negative open (from the old negative open flux domain) flux into closed
and overlying flux. This means that unlike in the original non-generic potential model, the
generic potential situation does have an overlap between the closing and reopening processes.
Furthermore, flux in the positive open coronal flux domain is simultaneously being lost and
gained. This means that there is a very limited amount of recursive reconnection (< 1% of
total flux) (see Figure 6.3). This can occur because in this phase there exists a multiply-
connected source pair, which is associated with two separators connecting the two null points.
Because of this multiply-connected source pair, we are able to have a fully coronal positive
open flux domain, as is seen above the closed flux domain in column 3 (Figure 6.1, row 3).
This positive open flux domain then extends above the photosphere beyond the negative null
point, except where it touches the spine (columns 1 and 2). At the other side of the box, the
two negative open flux domains lie either side of the spine that extends from the positive null
point. These features for a multiply-connected source pair have been previously described in
more detail in Section 3.4.
Another global separator bifurcation takes the experiment into phase T4 with the more
usual set of four flux domains (see Figure 6.1, row 4). No flux is closing and the only
reconnection that is occurring is at the single separator which is opening the magnetic field.
The separator descends as the closed flux domain is emptied into the positive and negative
open flux domains, before it disappears though a global separator bifurcation into phase T5.
The final phase, phase T5 has three flux domains and no separators (see Figure 6.2) and is
the mirror image of phase T1.
6.2.4 Bifurcation Diagram with α = 0.10
An obvious improvement on the example evolution (including just a single variable) is to
analyse the parameter space over two variables. One choice for this would be to vary the
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Figure 6.3: Percentage of flux in the open (blue), closed (red) and reopened (green) flux
domains for our potential evolution with source-width ratio, γ = 1.2. The vertical lines
represent the different locations at which bifurcations occur.
horizontal position (x) as in the example evolution, and the source-width ratio (γ), whilst all
other parameters are held constant. The overlying magnetic field strength is set to α = 0.10.
In this sub-section, the sources are chosen to be at (x1, y1) = (x, 0.3) and (x2, y2) = (1−x, 0.7)
with radii r1 = 0.065γ and r2 = 0.065 and maximum normal magnetic field strengths of
B1 = −0.85γ−2 and B2 = 0.85. With these conditions, the parameter space may now be
explored for x ∈ [0.2, 0.8] and γ ∈ [0.5, 2.0]. We first calculate the bifurcation diagram on
a coarse grid of 4× 4 pixels, which is then increased to a maximum resolution of 193× 193
pixels (resolution: (∆x,∆γ) = (0.0031, 0.0078)) as required. The results of this are shown
in a bifurcation diagram (Figure 6.4). This shows the eleven different topological states that
exist within the parameter space and are described below.
The first five topologies (T1–T5), which each contain two null points, are identical to those
described in the previous sub-section. The first new topological state is T6, which is similar
to topology T3 in that it has two separators connecting the two null points (Figure 6.5). In
this field, however, there are two positive open flux domains exist either side of the closed
flux domain, instead of the two negative open flux domains as in topology T3. Also, the
negative open flux domain is now purely coronal, similar to the coronal positive open flux
domain of topology T3.
The second set of new topologies are T7–T11, which are equivalent to topologies T1–
T5, except that they have only one null point instead of two. In these new topologies,
the negative source does not have an associated null point (Figure 6.6). Instead, some of
146
6.2. GENERIC POTENTIAL 3D TOPOLOGIES
Figure 6.4: Bifurcation diagram for case 1 of the 3D potential model with varying horizontal
position x and source-width ratio γ (α = 0.10). The eleven different topological states are
labelled T1–T11. The blue lines denote global-separator bifurcations and the red lines denote
where a null point vanishes and a bald-edge appears. The sample evolution of Section 6.2.3
is denoted by a dotted purple line.
the field lines in the coronal field descend and touch the edge of the negative source before
heading along the photosphere to the side boundaries of our box (see, for example, negative
(blue) separatrix-surface-like structure and footprints in Figure 6.6). These field lines form a
separatrix-surface-like structure which divides two topologically distinct flux domains, but is
not associated with a null point. We define any edge of a source where there fieldlines exist
that descend from the corona to touch the edge of the source before following a path in the
photosphere (or vice-versa) as a bald-edge (see Figure 6.6).
Topologies T8 and T10 both have a single separator-like feature which divides four distinct
flux domains. A separatrix surface from the positive null point creates a dome which intersects
the separatrix-surface-like structure extending from the bald-edge of the negative source. This
intersection is a separator-like feature which connects a point on the bald-edge of the negative
source to the positive null point. Like a separator, this separator-like feature is at the edge
of four distinct flux domains. As the position of two of the sources ((x, 0.3) and (1− x, 0.7))
are varied, this separator-like feature moves round the bald-edge of the negative source from
one end to the other (right to left for increasing x). We draw the limiting fieldlines extending
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Figure 6.5: (Movie) Snapshot of the topological state T6 found in case 1 (α = 0.10) of
our 3D potential model with (x, γ) = (0.5, 0.7), respectively, using the same notation as in
Figure 6.1.
either way from the ends of this bald-edge on the footprint (since they do not leave the
photosphere) in Figure 6.6, row 1, column 2: the dot-dashed lines represent the intersection
of the separatrix-surface-like structure with the photosphere; the dotted lines mark the edges
of the photospheric region where fieldlines have descended from the coronal field at the
bald-edge. The cross-section at y = 12 in column 3 does not show any obvious differences
between these separatrix-surface-like structures and separator-like features when compared
with separatrix surfaces and separators (compare with frames in Figure 6.6, column 3).
Finally, we consider the most complicated topology found so far (topology T9). This
topology has a positive photospheric null point between the positive source and the y = 1
boundary, and a bald-edge on the negative source (see Figure 6.6, row 3). Connecting
the bald-edge and the positive null point are two separator-like features. Between these
separator-like features and above the closed flux domain is a “coronal” positive open flux
domain. This flux domain extends from the positive source, edged by the separator-like
features from the positive null point similar to before, but at the negative source’s bald edge
these separator-like features touch the bald-edge at two different points. Two fieldlines in
the photosphere extend from these two points with the positive separatrix surface between
them, enclosing the positive open flux domain so that this flux domain has a small footprint
on the photosphere (see 3D view in column 1). As in topologies T3, the two negative open
flux domains in topology T9 extend around either side of the closed flux domain (column 3),
but at the positive null point their behaviour is as in topology T3.
These ten topologies have two types of bifurcation. The first is a global separator bi-
furcation, where a separator is created on the photosphere and then rises upwards into the
corona (or destroyed by the opposite process) – the blue vertical lines in Figure 6.4. The
second bifurcation occurs when a null point heads into the edge of a source – red horizontal
lines in Figure 6.4. Depending on the assumptions of the sub-photospheric field, this either
destroys the null point or the null point falls beneath the photospheric surface in a similar
manner to that described in Section 5.4. This latter bifurcation requires that a bald-edge
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Figure 6.6: (Movie) Snapshots of the topological states (T7–T11) found in case 1 (α = 0.10)
of our 3D potential model with (x, γ) = (0.35, 1.5), (0.4, 1.5), (0.5, 1.5), (0.6, 1.5), (0.7, 1.5),
respectively, using the same notation as in Figure 6.1. The additional stars on the sources
denote the ends of the bald-edges, the dot-dashed lines represent the intersection of the
separatrix-surface-like structures and the dotted lines represent the fieldlines traced from the
ends of the bald-edge.
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exists after the bifurcation, with an associated separatrix-surface-like structure replacing the
former null point’s separatrix surface.
This new bifurcation occurs as follows. First, the fieldlines of the separatrix surface
converge to a null point almost touching the edge of the source. As the overlying magnetic
field increases, the null point moves so that it exactly touches the edge of the source and
disappears. It is replaced by a bald-edge which initially has an infinitesimally small extent.
The fieldlines of the former separatrix surface spread out along the length of the bald-edge.
This newly formed surface continues to enclose all flux from the source. As the overlying field
increases the length of the bald-edge increases and the fieldlines of the separatrix-surface-like
structure fan out to fill the bald-edge. Any separators which were on the former null point’s
separatrix surface, become special fieldlines on this new separatrix-surface-like structure,
while continuing to bound four distinct flux domains. As the fieldlines of the separatrix-
surface-like structure spread out along the bald-edge, the separator-like features – the special
fieldlines created from separators – spread out from one another to different points on the
bald-edge. Any coronal flux domains previously bounded between a pair of separators now
have a footprint on the photosphere between the two separator-like features which extend
out from the source.
6.2.5 Bifurcation Diagram with γ = 1.2
The second case that is considered in detail has a constant source-width ratio of γ = 1.2,
with the horizontal position and overlying magnetic field strength varied between x = 0.2 and
x = 0.8 and between α = 0.05 and α = 0.2, respectively. All other parameters are the same as
those used in Section 6.2.4. The search resolution of the parameter space uses 101 points for
each parameter with an increased resolution around x = 5 (i.e. (∆x,∆α) = (6× 10−3, 0.015)
decreasing to (5× 10−4, 0.015) around x = 5).
By varying these two parameters, we find fifteen distinct topologies (see Figure 6.7). Ten
of these topologies (T1–T5 and T7–T11) have been seen in Sections 6.2.3 and 6.2.4. This new
case does not have a topology T6 (Section 6.2.4). All of the five new topologies (T12–T16)
have no null points within our box.
Topology T12 and T16 are similar to topologies T1 and T7 and topologies T5 and T11,
respectively. They have no separator-like features (see Figure 6.8, rows 1 and 5), but have
two separatrix-surface-like features which extend from the two bald-edges located at the two
sources. These bifurcate into either the one null point topologies T7 or T11 if α is decreased,
or into the no null point topologies T13 or T15 if x is increased or decreased respectively.
Topologies T13 and T15 each have a separator-like feature, which moves along the bald-
edges as the locations of the two sources (and to a lesser extent, the overlying magnetic field
strength) are varied. These two new topologies have the standard four flux domains, which
we clearly see in Figure 6.8 (rows 2 and 4).
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Figure 6.7: Bifurcation diagram for case 2 (γ = 1.2) of the 3D potential model with varying
horizontal position x and overlying magnetic field strength α. The fifteen different topological
states are numbered T1–T5 and T7–T16. The notation is as in Figure 6.4.
The most complicated of the new topologies, topology T14 (Figure 6.8, row 3) has two
bald-edges, each with a separatrix-surface-like structure and two separator-like features. Sim-
ilar to topology T9, there are two negative open flux domains at the sides of the closed flux
domain. These flux domains wrap around the outside of the positive source, until they touch
the ends of the bald-edge on the positive source. Then they continue to the periodic bound-
ary (y = 1) of the box on either side of the lines extending along the photosphere from the
bald-edge of the positive source. Unlike in topologies T3 and T9, where there is common line
between the two negative open flux domains beyond the positive source (i.e. the spine from
the positive null point to the boundary y = 1), topology T14 has no common line (or even a
common point) within the box along which the two separatrix surface-like structures touch.
Instead, they follow along the continuations of the separator-like features in the photosphere.
The single positive open flux domain is as explained in Section 6.2.4 for topology T9, except
that the behaviour of its surrounding separatrix-surface-like structure has spread out along
the positive source’s bald-edge. No parts of the surfaces surrounding the positive open or
the two negative open flux domains coincide for any non-trivial portion of either bald-edge.
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Figure 6.8: (Movie) Snapshots of the five new topological states (T12–T17) found for case 2
(γ = 1.2) of the 3D potential model with (x, α) = (0.35, 0.17), (0.4, 0.17), (0.5, 0.17),
(0.6, 0.17), (0.7, 0.17), respectively, using the notation given in Figure 6.1. The additional
stars on the sources denote the ends of the bald-edges, the dot-dashed lines represent the in-
tersection of the separatrix-surface-like structures and the dotted lines represent the fieldlines
traced the ends of the bald-edge.
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6.2.6 Summary
In summary, the 3D potential field model with two sources of equal and opposite flux in
an overlying magnetic field, gives us a rich set of both simple and complex topologies. By
considering two cases, each with two varying parameters, we have found sixteen different
topologies, of which twelve are new. In the first case we examined, where we varied the loca-
tions of the sources in x and the source-width ratio (γ), we discovered seven new topologies.
Two of these (topologies T3 and T6) were of the traditional style of magnetic skeleton, each
with two null points, two separatrix surfaces and two separators. Both of these topologies
contain a doubly-connected source pair and a (purely) coronal flux domain. We instinctively
know that these two topologies can only exist in our discrete source model and could never
have been found using M.C.T. models, simply because these topologies rely on the different
geometries of the two sources.
Another five new topologies were found in the first case, and these included a new fea-
ture, the bald-edge. A bald-edge has a separatrix-surface-like structure extending from it,
which although topologically equivalent to a separatrix surface, does not extend to or from a
null point. These separatrix-surface-like structures give rise to separator-like features, with
similar topological behaviour to separators but without a null point at both ends. These
separator-like features change their location at their intersection with bald-edges as we vary
the parameters of our model. Unlike with separators and null points, multiple separator-like
features may end at different locations on the same bald-edge.
In our second case, where the source-width ratio is constant, but the overlying magnetic
field strength is varied, we found another five new topologies. The difference between five of
the new topologies found in the first case and all of the new topologies in the second case
is that the former have one bald-edge and one null point with any separator-like features
connecting the positive null point to the negative source’s bald-edge, whilst the latter has
two bald-edges and no null points with all separator-like features connecting both bald-
edges. These separator-like features are all found at intersections of a separatrix-surface-like
structure with either another separatrix-surface-like structure or a separatrix surface.
Finally, we note that only two generic bifurcations are found: the global separator bi-
furcation, where a single separator (or separator-like feature) is created or destroyed on the
photosphere and a new bifurcation where the null point disappears into or appears out of the
edge of a source. The latter bifurcation converts separatrix surfaces and separators associ-
ated with the disappearing null point into separatrix-surface-like structures and separator-like
features associated with the new bald-edge.
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6.3 Dynamic MHD Model
We now expand upon our 3D potential field model of Section 6.2 by considering how it evolves
in a resistive MHD scenario by conducting a 3D numerical experiment. Using the code
described in Section 2.2 (and previously used in Chapters 3 and 4), we ran three experiments
with a constant source-width ratio (γ = 1.2) and different overlying magnetic fields (αyˆ with
α = 0.10, 0.14, 0.18). As before we advected the sources at 0.01 of the maximum Alfve´n speed.
The positive source has a maximum normal magnetic field strength of B2 = B0 = 0.85 and
a radius of r2 = 0.065. The parameters of the positive source imply that the negative source
has a maximum normal magnetic field strength of B1 = −γ−2B0 = −0.59 and a radius of
r1 = γr2 = 0.078. Each source has a cosine profile, with the negative source initially centred
at (x1, y1) = (0.33, 0.3) and the positive source initially centred at (x2, y2) = (0.66, 0.7).
Note, that the starting positions of the two sources are the same as used in Section 6.2 but
differs marginally from those used in Chapters 3 and 4, due to the need for the driver to ramp
the velocities at the edges of the driving regions to zero (see Section 2.2.7 for details). The
original dynamic MHD experiment (α = 0.10, γ = 1) was rerun with these new positions, but
only very minor differences to the results presented in Section 3.3.2 were found. The results
of these new experiments shall now be described in turn for increasing overlying magnetic
field strength (α). For the context of the remainder of this chapter, we shall define a phase
as a contiguous period of time with the same topological flux domains (but not necessarily
the same topological skeleton).
6.3.1 Topological Evolution for γ = 1.2 with α = 0.10 Experiment
Phase F1 (Figure 6.9, row 1) is equivalent to phase D1 in Section 3.3.2, with three flux
domains (negative open, positive open and overlying) and no separators. This phase initially
has two null points and no bald-edges. At t = 1.78, a bald-edge begins to appear around the
edge of the negative source slightly to the left of the null point which still exists at this time
and then starts to wrap around the lower edge of the source until it reaches the null point.
The null point is then consumed by this bald-edge and disappears from the box at t = 3.68.
This disappearance shall be discussed later in Section 6.3.5. Hence, at the end of phase F1,
there is only one (positive) null point and a bald-edge at the negative source.
Phase F1 bifurcates into phase F2, when two separator-like features are created between
the (positive) null point and the (negative source’s) bald-edge. This new phase has a new
trapped flux domain containing overlying flux (as in Section 3.4) and a new closed flux
domain, in addition to the three original flux domains. All these flux domains and are easily
seen in Figure 6.9, row 2 (columns 1 and 3). The footprint (column 2) shows that the
separatrix surface and separatrix-surface-like structure have not yet met on the photosphere,
but Figure 6.9, row 2, column 3 shows that a coronal closed flux domain has been created,
as in the original run of Section 3.3.2. The lower separator-like feature in this phase then
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Figure 6.9: (Movie) Snapshots of the dynamic MHD experiment with γ = 1.2 and α = 0.10
at t = 1.42, 4.75, 11.17, 15.0, 25.6. The notation is as Figure 6.1, except that the cross-
section has a filled contour plot of current (white, blue, green, red then yellow for increasing
magnitude). The additional stars on the sources denote the ends of the bald-edges, the
dot-dashed lines represent the intersection of the separatrix-surface-like structures and the
dotted lines represent the fieldlines traced from the ends of the bald-edge.
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Figure 6.10: (Movie) Continuation of Figure 6.9 at t = 45.6, 64.9.
descends to the photosphere before disappearing beneath it.
The loss of this separator-like feature heralds the next bifurcation and the start of
phase F3, which has one separator-like feature and four flux domains (negative open, positive
open, closed and overlying). These topological elements are all clearly seen in the 3D view,
footprint and cross-section in Figure 6.9, row 3. Part-way through this phase, at t = 9.14,
another bald-edge appears at the positive source, but this time it does not consume the
associated null point, as the other bald-edge did with the negative null point. During this
phase, the negative null point briefly appears between t = 10.57 and t = 12.4.
As the sources continue to be advected another bifurcation occurs leading to phase F4
which has five separator-like features. The lower-left of the five separator-like features appears
to move downwards until it lies on the photosphere in the region between the positive null
point and the bald-edge of the positive source. It then flicks across to the bald-edge at the
positive end, so that it is no longer connected to the positive null point. Due to resolution
and tracking difficulties, this result for the lower-left separator-like feature is difficult to verify
with confidence. The other ends of all five separator-like features head into the bald-edge at
the negative source at different positions along its length. The eight flux domains of phase F4
(two initial positive open, two initial negative open, positive reopen, negative reopen, closed
and overlying) are equivalent to those seen in Section 3.3.2 and we are able to see them
and the separator-like features in Figure 6.9, row 4. Two bifurcations, at what seems to be
the same time, destroy the pair of lower separator-like features and the two lower open flux
domains. These bifurcations mark the beginning of phase F5, which has three separator-like
features and six flux domains (Figure 6.9, row 5).
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Phase Seps. Flux Time (start of phase)
Domains α = 0.10 α = 0.10 α = 0.14 α = 0.18
(X) (D) γ = 1.0 γ = 1.2 γ = 1.2 γ = 1.2
F1 0 3 0.0 0.0 0.0 0.0
F2 2 5 4.04 4.40 4.58 4.62
F3 1 4 7.37 7.25 6.92 6.36
F4 5 8 13.0 13.7 12.3 11.71
F5 3 6 17.7 17.2 15.5 14.0
F6 1 4 38.2 38.1 25.8 25.9
F7 0 3 57.8 57.7 34.3 27.1
Table 6.2: List of all phases for the dynamic MHD experiment with a source-width ratio of
γ = 1.2 with three different overlying magnetic field strengths (α). The total number of flux
domains, separators (or separator-like features) and the start time of each phase is given. A
comparison with the original model (γ = 1, α = 0.10) is also shown.
As the field reopens in phase F5, the negative null point briefly reappears between t =
17.6 and t = 31.9, with the separator-like features becoming proper separators. At the
positive source, the bald-edge disappears forever at t = 22.1, just after the driver has ceased
advecting the two sources. The negative source’s bald-edge persists throughout phase F5.
The bifurcation from phase F5 to phase F6 leaves only one separator-like feature, which later
becomes a separator as the positive null point reappears at t = 44.9 (Figure 6.10, row 1).
Phase F6 later bifurcates into phase F7 (Figure 6.10, row 2) as the separator is lost, with
the bald-edge of the negative source remaining for a long time after this bifurcation.
6.3.2 Topological Evolution for γ = 1.2 with α = 0.14 Experiment
We now consider a rerun of the above experiment but with an overlying field strength of
α = 0.14. We find the same seven phases as in the α = 0.10 and original experiments. The
differences between this experiment and the previous two experiments are discussed.
Unlike our previous two experiments, the higher overlying field results in the complete
removal of the negative null point from the initial configuration and throughout the exper-
iment, replacing it with a more distinct bald-edge at the negative source (Figures 6.11 and
6.12). All separators in the previous two experiments now exist as the similar separator-like
features. Although the first bifurcation occurs in this experiment marginally later then in
the α = 0.10 experiment, the other five bifurcations occur earlier (Table 6.2). This is likely
to be caused by the increased overlying magnetic field strength, which decreases the volumes
of the flux lobes protruding from the sources. Thus, it takes longer for the flux lobes to meet,
but after they have met they connect and then separate far quicker. This seems to be in
line with the results found for the potential model as the overlying magnetic field strength
is increased (see Section 6.2.5).
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Figure 6.11: (Movie) Snapshots of the dynamic MHD experiment with γ = 1.2 and α = 0.14
at t = 1.17, 4.69, 9.39, 12.9, 20.7. The notation is as in Figure 6.9.
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Figure 6.12: (Movie) Continuation of Figure 6.11 at t = 29.7, 41.5.
Bald-edges are far more common in this increased overlying magnetic field strength exper-
iment, while null points are less common. Although the negative null point has been replaced
by a bald-edge, as discussed earlier, a bald-edge at the positive source is now prevalent for
most of the experiment although the positive null point is still retained for much of the time.
This bald-edge, at the positive source, appears at t = 2.69 (during phase F1) and lasts until
t = 41.6 (in phase F7), with it disappearing for a brief period from the final part of phase F6
to the early part of phase F7 (t = 24.6 to t = 27.1). For the first time, we see the dynamic
MHD experiment with no null point, which occurs between phases F2 and F3 (t = 5.99 to
t = 8.56) as well as between phases F3 and F4 (t = 11.62 to t = 13.9).
6.3.3 Topological Evolution for γ = 1.2 with α = 0.18 Experiment
The final case with α = 0.18 has two bald-edges and no null points throughout the whole
experiment, which follows the same evolution of phases as the original, α = 0.10 and α = 0.14
experiments. As the volume of the flux lobes has been decreased by the increased magnetic
pressure from the overlying magnetic field, the period of the interaction of the source fluxes
has decreased. In contrast to the α = 0.10 and α = 0.14 experiments, there are no bifurcations
during which a bald-edge is created (or destroyed). Also no bifurcations exist where a null
point is lost (or gained) at the edge of either source. Sample 3D views, footprints and
cross-sections at y = 12 for each phase are shown in Figures 6.13 and 6.14.
One change in this experiment (and to a lesser extent the α = 0.14 experiment), when
compared to the original and α = 0.10 experiments, is the difference in the how the separatrix-
surface-like structures are shaped around the bald-edge. In the previous case, an almost 90◦
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Figure 6.13: (Movie) Snapshots of the dynamic MHD experiment with γ = 1.2 and α = 0.18
at t = 2.31, 4.63, 9.27, 12.3, 16.1. The notation is as in Figure 6.9.
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Figure 6.14: (Movie) Continuation of Figure 6.13 at t = 26.1, 44.4.
curve exists in the fieldline heading through the left end of the negative source’s bald-edge
which occurs due to the hyperbolic nature of the 2D field (in x and y) in the region (since
a point Bx = By = 0 is nearby inside the source) (e.g. Figure 6.9, row 2, column 2). In the
α = 0.18 experiment, the fieldlines now have a smooth curve at both ends of the negative
source’s bald-edge (e.g. Figure 6.13, row 2, column 2), since the field in the plane has a lower
curvature near the negative source’s bald-edge.
6.3.4 Reconnection Rates
The amounts of, and change in, flux within each flux domain are calculated using the same
method as in Chapter 3. The experiments where the source-width ratio has changed from
γ = 1 to γ = 1.2 (with an overlying magnetic field strength of α = 0.10) are now compared.
Figure 6.15 shows a plot of the fluxes in the open, closed and reopened flux domains for
both experiments. Clearly the amount of flux in each of these domains barely changes from
one experiment to the other and hence the overall reconnection rate of the system does not
significantly change either. Hence, a small asymmetry does not significantly affect the results
of the previous chapters.
We compare the three experiments with the increasing overlying field strength of α = 0.10,
α = 0.14 and α = 0.18. As is obvious from the graph showing the amount of flux in each flux
domain (Figure 6.16) and table showing the duration of each phase (Table 6.2), the increase in
the overlying magnetic field strength decreases the length of each phase, and hence, increases
the reconnection rates. Although these properties do not increase proportionally to α, it
is clear that any change in the overlying magnetic field strength is more significant than
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Figure 6.15: Proportion of magnetic flux from the negative source in the open flux domain
(blue), closed flux domain (red) and reopened flux domain (green) for the dynamic MHD
experiment with α = 0.10. Dot-dashed lines denote γ = 1 (original experiment) and solid
lines denote γ = 1.2.
changing the geometries of the two sources when calculating the reconnection rates in our
experiments. As the overlying magnetic field strength is increased, it is clear that the overall
evolution of the system is tending further towards the evolution of the potential experiment.
6.3.5 Sources with Both a Bald-Edge and Null-Point
At varying points in these three new experiments, we see instances where a bald-edge exists
at the edge of a source near a null point. We shall now examine this in more detail. The
photospheric plane near the negative source from an example frame in the γ = 1.2, α = 0.10
experiment is drawn in Figure 6.17. The null point, left end of the bald-edge, negative source
and intersections of the separatrix surface with the plane are all clearly marked.
Obviously, by definition, the projections of fieldlines on the xy-plane leave the negative
source outside of the bald-edge and enter through the bald-edge. This property is easily
seen in Figure 6.17. At the end of the bald-edge, the projected magnetic field is parallel to
the edge of the source. Included in the magnetic field entering the source is a separatrix
surface from the null point that initially lies in the photosphere. This implies that the
true boundary between fieldlines connected to the negative source and not connected to the
negative source is not fully bounded by separatrix curves extending from null points, since
one of these only lies in the photosphere for a short distance. Part of this boundary is also
defined by the separatrix-surface-like structure, which extends from this bald-edge on the
portion to the right of the separatrix surface’s intersection with this bald-edge. Should the
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Figure 6.16: Proportion of magnetic flux from the negative source in the open domain (blue),
closed domain (red) and reopen domain (green) for the dynamic MHD experiment with
γ = 1.2. Solid lines denote α = 0.10, dashed lines denotes α = 0.14 and dotted lines denotes
α = 0.18.
separatrix surface include a separator, it is feasible that this separator may lie in the section
of this surface associated with the null point or the section associated with the bald-edge,
which in the latter case would become a separator-like feature. Topologically, this is probably
unimportant and simply demonstrates that both separators and separator-like features are
effectively equivalent for most of our quantitative analysis, but it poses difficulties when
trying to find all parts of the magnetic skeleton, and therefore bald-edges should be taken
into account when conducting any sort of work with magnetic skeletons associated with
discrete sources.
6.3.6 Summary
Changing of the source-width ratio has only a minimal effect on the reconnection rates
and evolution of the dynamic MHD model. More important is the change in the overlying
magnetic field strength, which when increased quickens the complete evolution and increases
the reconnection rates. In some of these experiments with a higher overlying magnetic field
strength, bald-edges and their associated skeletal features have appeared. Although these
features seem to have little effect on the reconnection rates and the overall evolution of the
model, they pose many difficulties in calculating the magnetic skeleton if previous methods
based on finding null points and their structures are utilised. These bald-edges have been
shown to exist concurrently with null points, although they can also consume any nearby
null point. This creates some interesting scenarios involving the lines and surfaces dividing
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Figure 6.17: Example of a bald-edge and null point taken from one of the dynamic MHD
experiments (γ = 1.2, α = 0.10). The grey-filled circle represents the negative source with
the left end of the bald-edge denoted by a red star. The aqua lines represent lines of Bx and
By field on the photosphere. In the white region these are true fieldlines, in the grey region
they are not. The black lines represent separatrices. The black triangle (△) represents the
negative null point.
flux of different connectivities.
6.4 Equations Relating Elements of the Magnetic Skeleton
Consideration must now be made about the effects of these sources and their bald-edges to
the equations which relate different topological elements in the magnetic skeleton. One of
these equations, given by Molodenskii and Syrovatskii (1977), was derived from the Poincare´-
Kronecker theorem in 3D, and is given by the formula:
0 = (S+ − S−)− (N+ −N−), (6.3)
where S+ is the number of positive sources, S− is the number of negative sources, N+ is the
number of positive null points and N− is the number of negative null points. For deriving
this equation, they assumed the magnetic field could be approximated as a bipolar field at
the edges of a volume which extends to infinity in each direction (above the photosphere).
They also found the equation:
S +Nu = Np + 2, (6.4)
for the number of sources S, prone null points Np and upright null points Nu on the photo-
sphere.
164
6.4. EQUATIONS RELATING ELEMENTS OF THE MAGNETIC SKELETON
Inverarity and Priest (1999) reduced their assumptions to the more general equations:
χ3 = (S
+ − S−)− (N+ −N−), (6.5)
in 2D, and
χ2 = S +Nu −Np, (6.6)
in 3D, where χ2 and χ3 are the Euler characteristics or Poincare´ indices in 2D and 3D,
respectively. For an arbitrary field in 2D, the area enclosed by a circle of radius r is shown
to have the index
χ2 =
1
2π
∫ 2π
0
1
|B(r, θ)|2
(
Bx(r, θ)
∂By(r, θ)
∂θ
−By(r, θ)∂Bx(r, θ)
∂θ
)
dθ, (6.7)
where θ is the angle denoting the location on a circle (i.e. 2D polar coordinates). In 3D with
angles θ and φ (i.e. 3D polar coordinates) the index is
χ3 =
1
4π
∫ pi
2
−pi
2
∫ 2π
0
1
|B|3B ·
(
∂B
∂θ
× ∂B
∂φ
)
dθ dφ. (6.8)
For a monopolar field, they showed that χ2 = 1 and χ3 = sgn(q), where q is the monopolar
moment, and for a dipolar field, they found that χ2 = 2 and χ3 = 0. The monopolar (q) and
dipolar (M) moments are defined by the strengths (ai) and locations (xi) of the magnetic
sources as
q =
∑
i
ai, (6.9)
M =
∑
i
aixi, (6.10)
so that the magnetic field may be written as
B =
q
r2
rˆ+
1
r3
( 3(M · r)rˆ−M) + · · · . (6.11)
From these equations it is trivial to show that point sources (with q 6= 0) give Poincare´
indices in 3D of χ3 = ±1 (depending on the sign of the source). However, general discrete
sources and null points require further investigations.
First we consider the 2D photospheric case in Bx and By. We observe that in the cases
where a bald-edge has replaced a null point, the null point has “entered” the source as a
saddle point. As our field is continuous, the saddle point (i.e. null point) in a potential field
may still be detected after it has entered the source if lines of Bx and By are considered.
This case has already been noted in Molodenskii and Syrovatskii (1977), for a point where
the normal component to the photospheric plane is non-zero (even if the parallel components
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(a) (b)
Figure 6.18: (Movie) Surface of sphere of unit radius in physical space about (a) a source and
(b) a null point, shown in magnetic field space. The magnetic field is given by (a) B = r−2rˆ
and (b) B = 〈x, y,−2z〉. The red sphere denotes the origin in B-space.
are zero). A discrete source normally (but not always) contains another fixed point∗, which
is either a stable or unstable node. Eventually, the two fixed points (the saddle point and the
(un)stable node) of the 2D field within the source merge and disappear. This does not affect
the validity of Equation 6.6, and assuming that the perpendicular magnetic field component
to the plane is ignored, Equation 6.6 will hold as before.
Now consider the two types of fixed point in 3D vector fields: (i) a stable (or unstable)
node and (ii) a hyperbolic fixed point. An example stable (or unstable) node for a monopole
of strength q is given by
B =
q
r2
rˆ
=
q
r2
〈cos θ cosφ, sin θ cosφ, sinφ〉. (6.12)
Using Equation 6.8,
χ3 =
1
4π
∫ pi
2
−pi
2
∫ 2π
0
∣∣∣ q
r2
rˆ
∣∣∣−3 ( q
r2
)3 ∣∣∣∣∣∣∣
cos θ cosφ sin θ cosφ sinφ
− sin θ cosφ cos θ cosφ 0
− cos θ sinφ − sin θ sinφ cosφ
∣∣∣∣∣∣∣ dθ dφ
=
1
4π
∫ pi
2
−pi
2
∫ 2π
0
sgn(q) cosφdθ dφ
= sgn(q). (6.13)
∗A point source always contains a fixed point.
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Hence for a maxima or minima (i.e. a source), the Poincare´ index is +1 (if positive) or −1
(if negative). Similarly, we consider a saddle point (i.e. null point) given, for example, by
B = 〈x, y,−2z〉
= r〈cos θ cosφ, sin θ cosφ,−2 sinφ〉. (6.14)
This has a Poincare´ index of
χ3 =
1
4π
∫ pi
2
−pi
2
∫ 2π
0
1
|B|3B ·
(
∂B
∂θ
× ∂B
∂φ
)
dθ dφ
=
1
4π
∫ pi
2
−pi
2
∫ 2π
0
−2 cosφ(
cos2 φ+ 4 sin2 φ
) 3
2
dθ dφ
=
1
4π
∫ pi
2
−pi
2
∫ 2π
0
−2 cosφ(
1 + 3 sin2 φ
) 3
2
dθ dφ
= −
∫ 1
−1
1
(1 + 3u2)
3
2
du
= −
∣∣∣∣ u√1 + 3u2
∣∣∣∣1
−1
= −1, (6.15)
where u = sinφ. Generalising this example will now be done intuitively. Consider the
integrand of Equation 6.8, which can be rewritten as
1
|B|3 B ·
(
∂B
∂θ
× ∂B
∂φ
)
=
[
B
|B|
]
· ∂
∂θ
[
B
|B|
]
× ∂
∂φ
[
B
|B|
]
, (6.16)
With Equation 6.16, we can map the magnetic field vector onto the unit sphere (i.e. normalise
it). This allows us to map the surface of the sphere in physical space (used in Equation 6.8)
into magnetic field space by x→ B(x) and then onto the unit sphere. The Poincare´ index is
then given by the number of times the surface (on the unit sphere) surrounds the pointB = 0.
The sign of the Poincare´ index is dependant on the direction which the origin in magnetic
field space is surrounded (i.e. is the resulting surface left-hand or right-hand orientated). We
use this technique again in Chapter 7. In Figure 6.18, we show the mapping of a (physical
space) sphere about (a) a point source and (b) a null point in magnetic field space. In both
cases, we see that the surface surrounds the origin (i.e. null point) once and hence has a
Poincare´ index of ±1 (with the sign depending on the orientation of the surface). We note
that in these examples, the null point case has that the interior of the sphere in the physical
case maps to the inside of the surface in magnetic field space, whereas in the source case, the
interior of the sphere in physical space maps to the outside of the surface in magnetic field
space.
The value of χ3 for sources with and without bald-edges shall now be considered. Since
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(a) (b)
(c)
Figure 6.19: (Movie) Surface of a sphere in physical space enclosing the negative source shown
in magnetic field space about (a) a source with no bald-edge (dynamic MHD experiment
with α = 0.10 and γ = 1.2 at t = 0), (b) a source with bald-edge and associated null point
(α = 0.10, γ = 1.2, t = 11.17) and (c) a source with bald-edge and no associated null point
(α = 0.18, γ = 1.2 at t = 0). The red sphere denotes the origin in B-space.
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Equation 6.5 relies on the use of a mirror corona, a mirror corona shall be added to our
field. Each case we consider uses a sphere with a radius which is just larger than the source’s
radius. In the first case, the discrete negative source has no bald-edge. Figure 6.19a shows
a surface of a sphere containing this source in B-space: here it is found that χ3 = −1. The
second case maps a sphere enclosing a negative source which has a bald-edge, and a null point
(Figure 6.19b). As before, we find χ3 = −1. The final case involves a negative source with a
bald-edge, but no null point (Figure 6.19c), and in this case χ3 = 0. This demonstrates that
when a null point is consumed by a bald-edge, the Poincare´ indices of the source and null
point sum together to zero. The aforementioned equations were built upon the preface that
a source (or sink) has a Poincare´ index of ±1. This is not necessarily the case for discrete
sources and therefore care should be taken when applying these formulæ to magnetic fields
which have discrete sources.
6.5 Discussion
It would be reasonable to assume that the topologies of magnetic fields derived from discrete
sources could be explained using only null points, separatrix surfaces and separators. A simple
2D model with two discrete sources in an overlying field has already shown that this is not
always the case. In 3D, magnetic fields were created from two sources of opposite polarity
and equal flux, but with one of the sources altered to have a different radius. We evaluated
some situations with varying locations and/or different overlying magnetic field strengths.
For our generic fly-by potential model, we found a new topological state at the point that a
global-separatrix bifurcation existed (Chapter 3). This topological has a multiply-connected
source pair and its existence in this experiment is due solely to the different geometries of
the two sources. Hence, this state could never have been found for the potential fly-by model
using M.C.T. techniques.
Further variations of the parameters in our model created a set of topological states where
one of the null points appeared to collide with a source and disappear. In the previous chapter,
we used a 2D model generated by analytic Fourier series to demonstrate that a null point
could vanish into the edge of a source. This led to us finding a set of dividing lines between
the flux domains which did not connect to a null point in 2D. Using this understanding of
the 2D model, we were able to expand this into 3D. For the 3D potential model, this allowed
us to find a rich set of sixteen topologies with two, one and no null points. In some of these
topologies, new separatrix-surface-like structures and separator-like features appeared with
the same topological properties (i.e. of dividing flux connectivities) as separatrix surfaces and
separators. But unlike separatrix surfaces and separators, these new structures and features
did not extend from null points. Instead, these structures and features started and ended at
a new feature, called a bald-edge. A bald-edge occurs at the edge of a discrete source when
the projection of the magnetic field on to the photosphere heads into (out of) the edge of
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sources with positive (negative) polarity. Due to the nature of point sources, bald-edges and
their associated features cannot be found using M.C.T. techniques.
Finally, we conducted three dynamic MHD experiments. These demonstrated that these
bald-edge features also occur in numerical MHD fields and we saw situations where a bald-
edge and a null point concurrently existed at (or near) the same source. This created numer-
ous situations where the surfaces dividing flux from different flux domains would have a part
which is part of a separatrix surface with the other part as part of a separatrix-surface-like
structure. Similarly, separators were found to leave the null point and become separator-like
features extending from a bald-edge, with which the separatrix surface intersects. An analysis
of the reconnection rates and times of bifurcation showed that an alteration of the source-
width ratio was insignificant to the overall evolution, whereas an increase in the overlying
magnetic field strength would shorten the complete evolution. The Poincare´ index of each
type of source was then considered, and this demonstrated that in cases where a null point
had “disappeared”, the Poincare´ index ceased to be non-zero meaning that the 3D equations
given in Molodenskii and Syrovatskii (1977) and Inverarity and Priest (1999) would require
care when used with discrete sources. As magnetic topology is important to MHD, it is
important to consider cases where these bald-edges and associated features occur, especially
as the null points and their separatrix surfaces may not full describe the full topological
structure within a box.
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7.1 Introduction
A null point (or neutral point, 3D root) is a location where the strength of a continuous
vector field, such as a magnetic field (B), is locally zero (i.e. B = 0). Null points in magnetic
fields are important sites for current sheet formation (Green, 1965; Syrovatskii, 1981; Pontin
et al., 2007), energy dissipation via either magnetic reconnection (Priest and Titov, 1996;
Pontin et al., 2004; Pontin and Craig, 2005) or wave dissipation (McLaughlin and Hood, 2005;
McLaughlin and Hood, 2006). Furthermore, null points are useful for finding other important
topological features (Bungey et al., 1996; Parnell et al., 1996; Priest et al., 1997; Schrijver
and Title, 2002; Cai et al., 2006), for example separatrix surfaces and separators. Separatrix
surfaces (also known as Σ or fan surfaces) are a set of fieldlines which originate or terminate
at a null point and divide two topologically distinct regions. Two separatrix surfaces intersect
at a separator (or γ line), a special fieldline which connects two null points. Both separatrix
surfaces and separators are locations where reconnection preferentially occurs. Examples of
magnetic null points have been detected in the laboratory (Stenzel et al., 2002) and in the
Earth’s magnetosphere (Xiao et al., 2006) and they are believed to be important in many
astrophysical phenomena such as solar flares and magnetic sub-storms.
In a finite volume, null points may be found in one of two locations: on the boundary
or inside the volume. In general, boundary null points may be found using a 2D method on
two of the three components, with the third component used to check whether any resulting
locations are really null points. Internal null points may exist anywhere within the volume
and require a 3D method to locate them. Methods using the Poincare´ index such as Greene
(1992) work on analytical or numerical fields that are divided into a series of cells. By
considering the cell translated in magnetic field space and then mapped onto the unit sphere,
†This chapter is based on the work included in Haynes and Parnell (2007).
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their methods deduce if the magnetic field space surrounds a null point. This method can
give false positives and false negatives, as discussed in detail later. Furthermore, the null
point itself is not actually located, only the grid-cell it is in, unless further assumptions are
made, such as multiple iterations for analytical fields or an interpolation approach is chosen
for a numerical field. More recently, Zhao et al. (2005) has also proposed essentially the same
null-finding method.
In recent years the use of large computer simulations of magnetic fields has increased,
and the output of these experiments is usually as a grid of points which divide the space into
a grid of cells. To analyse this data a fast and accurate null-finding method is required. For
fieldlines to be traced within the experimental domain knowledge of the field between the
grid points is required. To estimate the field between grid points, the field is interpolated,
usually using the method of trilinear interpolation. Although in general this does not conserve
∇ · B = 0, it is a good first approximation of the magnetic field between grid points. For
many situations (e.g. to calculate separatrix surface fieldlines), it is necessary to know exactly
where the null points lie to sub-grid resolution.
In this chapter, we present a new simple trilinear (TL) method of finding null points
of the actual field traced (using trilinear interpolation) to subgrid resolution. We compare
our method with the commonly used Greene’s method and identify the limitations of each
method.
First, in Section 7.1.1 we extend the interpolation equations in Section 2.3.2 to 3D with
the trilinear equations. Then in Section 7.2 the trilinear (TL) method and Greene’s method
are described. Section 7.3 gives comparative examples of the use of the two methods and
Section 7.4 describes the limitations of the two methods for linear and non-linear fields. The
conclusions (Section 7.5) gives a brief discussion on the advantages and disadvantages of each
method.
7.1.1 Trilinear Interpolation
We have seen in Section 2.3.2, the solution and definition of a bilinear function
f(x, y) = (1− x)(1− y)f00 + x(y − 1)f10 + (x− 1)yf01 + xyf11
= a+ bx+ cy + dxy, (7.1)
where a = f00, b = f10 − f00, c = f01 − f00 and d = f11 − f10 − f01 + f00. Expanding this to
3D, we obtain the trilinear equation for the function at a point (x, y, z) inside a cube of unit
length,
f(x, y, z) = a+ bx+ cy + dxy + ez + fxz + gyz + hxyz. (7.2)
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The values of the constants are unique for each cube, and are found to be:
a = f000,
b = f100 − f000,
c = f010 − f000,
d = f110 − f100 − f010 + f000,
e = f001 − f000,
f = f101 − f100 − f001 + f000,
g = f011 − f010 − f001 + f000,
h = f111 − f110 − f101 − f011 + f100 + f010 + f001 − f000,
where f000 = f(0, 0, 0), etc.
These equations (and Equation 2.118, for one dimension) form a simple method of in-
terpolation in up to three dimensions and have the property that the values on the shared
surface of adjacent cubes are equal.
7.2 Methods for Finding Null Points
The trilinear (TL) and Greene’s null-finding methods are both split into three distinct parts.
The first part, which is the common to both methods, quickly scans over every grid-cell
removing most cells which do not contain a null point. The second parts are specific to each
method and deduce if a null point does or does not exist inside a flagged grid-cell. The third
parts locate the null point within the grid-cell. All three parts of both methods are described
below.
7.2.1 Reduction
The first stage of both algorithms is to take every grid-cell and use a simple test to examine
whether a null point can exist inside the grid-cell or not. The test assumes that within each
cell the field is linear or trilinear. Thus, an implicit assumption for both methods is that
there is adequate resolution in the data. A direct consequence of the trilinear assumption
is that it forces the range of values of Bx inside the cell to lie between the minimum and
maximum values of Bx at the corners, and similarly for By and Bz. Hence, Bx can never be
zero inside the cell provided that Bx is non-zero and of the same sign at each corner of the
cell.
At each corner of the cell, the signs of the Bx, By and Bz are considered in turn. Should
any of the three magnetic field components have the same sign at all eight corners of any
cell, then that cell is removed from further analysis, as it cannot contain a null point.
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7.2.2 Trilinear Method
The analysis part of the trilinear method is based upon the fact that a null point, if it exists,
must lie on all three of the following curves: Bx = By = 0, Bx = Bz = 0 and By = Bz = 0.
These curves must be one of two types: (i) a circuit inside a cell or (ii) a curve that extends
through the boundary of the cell at either end. The first case equates to having two null points
within a cell. This implies considerable sub-grid structure and clearly shows insufficient grid
resolution. The second case is the most important, and the trilinear algorithm is designed to
detect these types of null points.
On the surface of the cell the lines Bx = 0, By = 0 and Bz = 0 are found. Clearly, due to
the trilinear nature inside the cell, Bx, By and Bz are bilinear on each face of the cell. This
allows us to use the analytical solution presented in Section 2.3.2.2, for any pair of bilinear
equations, to find all intersections of each of the three pairs of lines Bx = 0, By = 0 and
Bz = 0 on all faces of the cell. These intersections represent all locations where any of the
intersection curves (e.g. Bx = By = 0) cross the boundary of the cell.
In general, each of these intersection curves must pierce the boundary of the cell in
pairs. Indeed, this is a necessary condition for a single null point to exist along any such
intersection curve. However, it is possible that there may be more than one pair of points
where the intersection curves cross the cell boundary. A null point only exists if given any
single intersection curve inside the boundary, with a pair of end points on the boundary, the
third component is of opposite sign at the end points.
Once the existence of a null point has been deduced within a given cell, we then locate its
position to subgrid resolution. There are many possible methods to do this. We have found
the following Newton-Raphson method fast and generally successful.
A 3D version of the iterative Newton-Raphson method for finding roots of equations has
the step:
xn+1 = xn −
[∇B|xn]−1B(xn) (7.3)
where
[∇B]ij =
∂Bi
∂xj
.
This is repeated until |xn+1 − xn| or |B(xn)| is less than a given tolerance. When the trilinear
assumption is used, the differentials can be explicitly written in terms of the components of
x, and we choose x0 to be at either the centre of the cell or a cell corner. Various starting
points are tried until the iterative method succeeds at some point within the cell. If this
method fails we split the grid-cell into eight subgrid-cells using trilinear interpolation and
use the trilinear method again on these eight new cells.
As an aside it is clear that this method may also be implemented for any 2D field (say
when Bz = 0). By using the fast scanning method described in the first part of the algorithm
on the four points around a grid-square for Bx and By only, we remove many locations where
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a 2D null point cannot exist. The locations of any null points in this 2D field is then found by
solving the pair of bilinear equations (in Bx and By) derived from the values of the magnetic
field at the corners.
7.2.3 Greene’s Method
Greene (1992) proposed a method based on the Poincare´ index theorem to determine the
existence of a null point within a given cell. We give a brief description here for completeness.
The analysis part of the algorithm, determines the existence of a null point within a grid-
cell. Each of the six rectangular faces which make up the boundary of the cell is divided into
two triangles, of which there are two choices (a point which shall be important later). For
each triangle, the positions of the three magnetic field vectors B1, B2 and B3 are ordered in
a right-handed manner about the normal vector of the cell. From this the area contribution
(A) of the triangle, is calculated from
tan2
A
4
= tan
θ1 + θ2 + θ3
4
× tan θ1 + θ2 − θ3
4
× tan θ2 + θ3 − θ1
4
× tan θ3 + θ1 − θ2
4
, (7.4)
and
cos θ1 =
B2 ·B3
|B2||B3| , cos θ2 =
B1 ·B3
|B1||B3| , cos θ3 =
B1 ·B2
|B1||B2| .
Finally the area contribution, A, is chosen to be negative if B1 ·B2×B3 is negative, else the
area contribution is taken to be positive. The derivation of these area contributions is trivial
to show using spherical geometry techniques (see Appendix D for details).
The topological degree of the cell is determined by summing up all twelve area contribu-
tions, and then dividing the result by 4π. The cell contains a null point if the topological
degree is non-zero (a positive null point if the degree is −1, a negative null point if +1).
Again, multiple null points within a cell may not be detected.
Further refinement is given by bisecting the cell to gain greater accuracy. Greene (1992)
also implemented a method of guessing the location of a null point near the point x0 =
〈x0, y0, z0〉 (the secant method) by solving the three simultaneous equations
Bx −B0
δx
(x− x0) + By −B0
δy
(y − y0) + Bz −B0
δz
(z − z0) = −B0, (7.5)
for x, y and z, where B0 = B(x0), Bx = B(x0 + δx xˆ), By = B(x0 + δy yˆ) and Bz =
B(x0 + δz zˆ), and δx, δy and δz are small. This approach is similar to the Newton-Raphson
method which was described earlier.
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7.3 Examples Comparing Methods
To demonstrate the differences between the trilinear and Greene’s method, we consider a
couple of examples.
7.3.1 Example I
Figure 7.1: (Movie) Example showing the null points found by both null-finding methods on
a sample frame of a numerical experiment (Murray and Hood, 2007) involving two twisted
flux tubes passing through one another. Both methods found six null points (shown as blue
spheres) between the two flux tubes, which are shown as sets of fieldlines traced from the
sides of the box.
The speed and accuracy of the null-finding methods is tested on a frame of a numerical
experiment involving a twisted flux tube rising through another twisted flux tube beneath
the solar photosphere (Murray and Hood, 2007). Both the trilinear method and Greene’s
method positively identified the same six grid-cells containing null points in the frame (see
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Figure 7.1).
The trilinear method took just 24.9 seconds to do this compared to Greene’s 25.0 seconds,
hence the algorithms operate at comparable speeds. The reduction phase reduced the number
of grid-cells to search from 581,433 to 781 (a reduction of 99.87%).
7.3.2 Example II
Figure 7.2: (Movie) A sample frame of the Earth’s magnetospheric magnetic field (Dorelli
et al., 2007) used to compare the null-finding codes. The small spheres represent points
identified as null points (red – trilinear method, green – Greene’s test, blue – both trilinear
method and Greene’s test). Note that two distant null points found by both methods are
not shown. The lines represent sample fieldlines traced from the poles of the Earth.
The accuracy of the trilinear method and Greene’s test were compared using a sample
frame of a simulation of the Earth’s magnetosphere (Dorelli et al., 2007). Both methods
returned the same eight null points, but Greene’s test found another two possible null points
and the trilinear method found a further six (see Figure 7.2). Clearly in a numerical experi-
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ment it is not possible to know exactly what the field is inside the cells without rerunning the
experiment at higher resolution, which is rarely practical. However, if we assume the field to
be trilinear within each cell, it is possible to show that Greene’s extra “null points” are false
positives and that trilinear’s extra null points are actual null points. In the next section, we
shall discuss the accuracy of both techniques, with respect to analytic types of field.
7.4 Discussion of Accuracy of Methods
7.4.1 Linear Fields
All linear fields can be written in the form
B(x) = ax+ by + cz + d
=
[
a b c
]
x+ d, (7.6)
where a, b, c and d are arbitrary constant vectors of the form a = 〈a1, a2, a3〉. Provided the
matrix [∇B] = [a b c] is non-singular (which is the case for a generic 3D field), this can be
rewritten as
B(x) = [∇B](x− xN ), (7.7)
where xN = −[∇B]−1d.
7.4.1.1 Greene’s Method
To demonstrate that Greene’s method will always correctly identify null points in a linear
field, we need only consider the signs of the triangular area contributions (A), which are each
given by the triple scalar product χ(△PQR) = B(P) · B(Q) × B(R) for triangle △PQR.
Hence,
χ(△PQR) = B(P) ·B(Q)×B(R)
= {[∇B] (P− xN )} · {[∇B] (Q− xN )} × {[∇B] (R− xN )}
= |∇B| ({P− xN} · {Q− xN} × {R− xN}) (7.8)
Clearly |∇B| is constant and hence of fixed sign throughout the domain. So if we determine
χ for all triangles in a right-handed manner relative to the outwards normal vector of the
volume enclosed by the triangles then, if there is a null point inside this volume, the sign
for each χ will be the same. If positive there is a negative null point inside the volume, if
negative a positive null point. In particular, note that the sign of both triangles on any one
face of a cell will be the same. Hence, Greene’s method will always find a null point if one
exists within the volume. If the null point is outside the cell, the triangles have χ of mixed
sign.
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Clearly, if a null point exists within a cell then the topological degree is either ±1. For
any linear field containing a null point, it is possible to choose cells of any size and still
resolve the field within the cell. This lets us consider a large cell that contains a null point.
This large cell may be divided in to a grid of n smaller cells, of which n− 1 do not contain a
null point. The topological degree of this big cell must be the sum of the topological degrees
of the smaller cells which span it. Furthermore, we note that the topological degrees for the
large cell and the small cell containing the null point are both 1 (if null point is negative) or
both −1 (if positive). Thus, by considering the case of n = 2 and working up, it is clear that
the topological degree of all smaller cells without a null point may be deduced to be zero.
Therefore, the topological degree determined by Greene’s method will always be correct for
any cell in a linear field.
7.4.1.2 Trilinear Method
Similarly we can show that the trilinear method also always correctly identifies a null point
in a linear field. If we consider the surface
〈a1, b1, c1〉 · x = −d1,
where Bx = 0, and the surface
〈a2, b2, c2〉 · x = −d2,
where By = 0, then their intersection will be a straight line in the direction
n = 〈a1, b1, c1〉 × 〈a2, b2, c2〉 ,
and the line will be of the form
x(s) = x0 + ns,
where x0 is any point on both planes. An obvious choice for this point is the null point, xN ,
hence
x(s) = ns−
[
a b c
]−1
d.
Calculating B along this line, we find
B(s) =
[
a b c
]{
ns−
[
a b c
]−1
d
}
+ d
=
[
a b c
]
(〈a1, b1, c1〉 × 〈a2, b2, c2〉 s)− d+ d
=
∣∣∣[ a b c ]∣∣∣ szˆ. (7.9)
From this it is obvious that Bz does not change sign along its length except at the null point
(when s = 0).
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We have a two cases:
1. Part of the line is inside the cell: Since the line is straight and of infinite length, then
for any finite volume which the line passes through, the line intersects the surface at
least twice. The trilinear method detects these locations. Since the sign of Bz changes
only at the single null point on this line, the null point must be inside the cell if, and
only if, the sign of Bz is different at the locations where it intersects the surface of the
cell. Thus this agrees with the trilinear method.
2. None of the line is inside the cell: Since the (only) null point is on this line, it cannot
be inside the cell. As the trilinear method does not detect this line on the surface of
the cell, it rightly returns that no null point exists within the cell.
This above argument holds for all pairings of field components. Furthermore, since the
field is linear, the final positioning part will succeed after the first step, as the iterative step,
xi+1 = xi − [∇B]−1B(xi)
= xi −
[
a b c
]−1 ([
a b c
]
xi + d
)
= xi − xi −
[
a b c
]−1
d
= xN , (7.10)
for any value of xi.
7.4.2 Nonlinear Fields
Nonlinear fields are clearly more complicated than linear fields and this is where the results
from the two methods can diverge.
7.4.2.1 Greene’s Method
We return to the results of Example II, where we have noted discrepancies between the results
of Greene’s method and the trilinear method. By swapping the choice of triangles for each
face of the grid-cells for Greene’s method, we find fourteen null points with this alternative
implementation. Six are new, four the same as those found previously by the trilinear method
alone and a further four are the same as four found previously by both the trilinear method
and the original Greene’s implementation. This leads to a curious result about the nature of
Greene’s method when implemented for non-linear fields.
It is known that the sum of all the area contributions in Greene’s method must sum up
to an integer, and the triangles chosen for each face may be changed independently from
the other faces. If the result of Greene’s algorithm changes depending on the choice of
triangles, then the difference between the area contributions using one choice of triangles
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on the face must be an integer difference to the area contributions from the other choice.
Using Example II, we found that different implementations of Greene’s method could add or
remove a null point, or even (in a few cases) change the sign of the null point.
To further this investigation, we analysed a set of trilinear fields where the solenoidal
condition (∇ ·B = 0) was satisfied. This choice of non-linear field is chosen because the field
inside numerical cells is typically assumed to be trilinear and because the trilinear method
can easily find these null points. Numerous fields were found (using a method described in
Appendix E) where at least one of the faces of a cell would change the topological degree in
the cell depending on the choice of triangles producing both false negatives and false positives.
Although most of the cases involved the null point existing near the face in question, some
cases were found where null points were near the centre of grid-cell(s).
An example trilinear field is given below which contains two null points and demonstrates
the curious behaviour of Greene’s method under different implementations.
B(x) =

 −1.800.44
−0.67

+

 −2.57 6.92 0.44−3.05 2.09 0.20
−2.30 8.69 0.48



 xy
z


+

 0.02 0.46 −1.40−0.46 −0.34 1.46
1.40 −1.46 −8.29



 yzxz
xy

 . (7.11)
In this example field, we have a negative null point at (0.59, 0.49, 0.44) and a positive null
point at (0.23, 0.11, 3.23). In the cell [0, 1]2×[−1, 0] which contains no null point, Greene’s
algorithm gives the topological degree to be −1 or 0 depending on how the face z = 0 is
divided (see Figure 7.3). We now extend our region of interest to the sequential group of
cells [0, 1]2× [−1, 0], [0, 1]3, [0, 1]2× [1, 2], [0, 1]2× [2, 3] and [0, 1]2× [3, 4]. In this case we
have four internal faces between the cells. If we consider only implementations of Greene’s
method where the triangles coincide on these faces, of which there are sixteen, each yields
a different result: one with no null points in any cell (i.e. topological degree of the cells is
(0, 0, 0, 0, 0) for increasing z), ten results detect one positive and one negative null point (e.g.
(−1, 1, 0, 0, 0), (−1, 0, 1, 0, 0), (0, 0,−1, 0, 1) where order must be −1 then 1 ignoring zeros –
note one of these is the correct solution (0,−1, 0, 0, 1)) and five with two positive and two
negative null points (e.g. (−1, 1, 0,−1, 1), again in order −1, 1, −1, 1 with the 0 in any one
of the five cells). Thus, Greene’s method may (i) move null points a significant distance or
(ii) change the number of null points. Furthermore it is not possible to say which of the
above implementations of Greene’s method is correct without either prior knowledge of the
result or increasing the resolution of the grid. In an analytical field case, bisecting over the
complete region will generally reduce the likelihood of such a failure, but on a numerical grid
this would require assumptions about the magnetic field within the domain.
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(0, 0, 0)
(0, 0, 1)
(0, 0,−1)
(1, 1,−1)
(1, 1, 0)
(1, 1, 1)
(1, 0, 1)
Figure 7.3: Fieldlines showing the spines and separatrix surfaces of the null point in the
trilinear field given by Equation 7.11 where Greene (1992) may fail upon implementation.
The z = 0 face which changes the topological degree in the left cell from −1 to 0 is the one
between the two cells drawn.
In this example the ratio of the maximum absolute value of the nonlinear terms to the
linear terms is 0.95, showing significant non-linearity. But significant non-linearity is not
essential for Greene’s method to give a false reading, as Example II includes a number of
cases where the ratio in such cases is lower than 0.25.
Note in the above example we always choose the triangles on the internal cell faces to
coincide for both cells on either side of the face. Thus in swapping the choice of triangles
(for both grid-cells), we can only add or remove null points in opposite polarity pairs or
move the existing null point between grid-cells leaving the overall topological degree of the
region unchanged. Should the triangles of only one of these two cells on either side of the
face change, then this cell could create or destroy a single null point. Hence, it is important
that when implementing Greene’s method that the triangles of all internal faces are chosen
to coincide.
7.4.2.2 Trilinear Method
We now discuss the accuracy of the trilinear method. First, we shall look at the nature of
trilinear fields, followed by a discussion of the accuracy for a general non-linear field.
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Trilinear fields have four non-linear terms (xy, xz, yz and xyz), and are solvable using
the trilinear method. An important point to note though about trilinear fields is that they
are not rotationally preserved, e.g. if we take the function f(x, y, z) = 1 + xy, and rotate it
by 45◦ about zˆ then we obtain the function
F (X,Y, Z) = f
(
X − Y√
2
,
X + Y√
2
, Z
)
= 1 +
X2 − Y 2
2
,
where F (X,Y, Z) is the function in the rotated space X,Y, Z, which is obviously not trilinear.
Hence, if we rotate a grid by any angle, the exact results of the trilinear method may vary.
Since the trilinear method only locally approximates the field as trilinear, it may still be used
to locate the null point in the rotated field.
If we relax the conditions to a general non-linear field, it is possible for the trilinear
method to find a null point in a different cell if the field is sufficiently non-linear. As a null
point exists on the intersection of a line (Bx = By = 0, say) and a surface (Bz = 0, say), and
both of these are either closed or extend through the boundary of the full domain, null points
can only be removed or added in pairs within the domain, or singularly though the boundary
of the full domain. If we consider that a null point is at the intersection of the three surfaces
(Bx = 0, By = 0 and Bz = 0) and hence at the corner of the eight volumes bounded by
these three surfaces, then this null point may only be removed if any of these eight volumes
is removed. Provided the grid is fine enough, then there should exist a grid point within each
volume bounded by the three surfaces. Since the grid point has a known field, it must stay
within the same volume, and hence the volume cannot be destroyed, even if the resulting
trilinear field is vastly different from the real field. Thus, no null points can disappear for
the trilinear method (although its position may vary) if this condition is satisfied. We clarify
this with a 2D example.
If the above argument is considered in 2D, the surfaces (Bx = 0, etc.) become lines and
the volumes bounded by the surfaces become areas bounded by lines. An example grid with
Bx = 0 and By = 0 is shown in Figure 7.4. For a null point to be found in 2D, the trilinear
method looks for intersections of the lines Bx = 0 and By = 0. Since the trilinear method
assumes the field within four grid points to be bilinear, these lines may be deformed from
the real field. However, the real field is known at each grid point, so the lines Bx = 0, etc.
found must pass through the same edge as the real lines Bx = 0, etc., since otherwise the
sign of Bx, etc., at the grid points would change. Should a grid point exist within each area
bounded by zero lines, for example area C which contains grid point G, (see Figure 7.4),
the area may be deformed, but can never be removed by any continuous interpolation of the
field, since grid point (G) can only exist within this area. Hence, the null points (A and B)
must always be preserved. In the case of an area with no grid point within it, for example
area γ (see Figure 7.5), the area may be deformed and shrunk by a continuous interpolation
of the field until the null points α and β meet and are annihilated, as the areas δ and ε
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Figure 7.4: Example configuration of the trilinear method which cannot lose a null point.
The red line denotes Bx = 0, the blue line By = 0 and the hollow circles (A and B) represent
null points. The dots represent the grid used in the trilinear method. C refers to the area
between the null points bounded by the red and blue lines.
merge. In this case, pairs of null points may be lost (or added by the converse argument) by
the trilinear method. In this example, if the field is locally close to linear or trilinear, the
approximation of the intersection of the lines (Bx = 0 and By = 0) to the line between the
grid points ζ1 and ζ2 will be roughly correct and the trilinear method will still find the null
points even with no grid point in area γ. For false readings in the trilinear method to occur,
the field must be very highly nonlinear, and hence severely under-resolved.
7.5 Conclusions
It is well known that the location of null points is important in the understanding of magnetic
topology and for some types of reconnection and wave dissipation. Here, we have presented
a new technique, the trilinear (TL) method, for finding null points in a magnetic field,
in particular for magnetic fields that are calculated using a numerical code. The trilinear
method includes three stages. A reduction stage to quickly remove most grid-cells which do
not contain a null point. An analysis stage to positively identify cells containing a null point
using the bilinear nature of the field on the boundaries, and finally a stage to determine the
exact location of the null point according to trilinear interpolation.
We compare our trilinear method with the Poincare´ index based method of Greene (1992).
Both the trilinear and Greene’s method are accurate for all linear fields. The trilinear method
is in general accurate for most nonlinear fields. Null points may be falsely created or de-
stroyed, either in pairs or lost through the boundary of the domain where the field within
a cell is highly nonlinear. If we restrict the field to being trilinear within cells, the trilin-
ear method is accurate except when two null points exist within one cell, making it highly
suitable for numerical magnetic fields.
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Figure 7.5: Example configuration of the trilinear method which may lose a null point for
nonlinear fields. The red line denotes Bx = 0, the blue line By = 0 and the hollow circles (α
and β) represent null points. The dots represent the grid used in the trilinear method. γ, δ
and ε refer to the area bounded by the red and blue lines.
In Greene’s method the choice of triangles on the cell faces is arbitrary. In certain (mod-
erately, as well as highly) non-linear fields different implementations of Greene’s algorithm
(assuming a different choice of triangles) give rise to problems with the method. If triangles
on internal faces are kept coincident, null points can only be lost in pairs from inside the
domain (or singularly through the boundary). However, if the triangles on internal faces are
not kept coincident then null points may be created and destroyed singularly from anywhere
within the domain. A single implementation of Greene’s method should not be used on its
own as it is not clear how many or where the null points should be. A result can only be
relied upon if all coincident triangle implementations agree. By using different implementa-
tions of Greene’s method it is possible to detect where Green’s method is failing, but this
does not help give the correct answer unless the resolution of the grid can be increased.
Thus, Greene’s algorithm is very useful for finding null points in analytical fields where no
assumptions are made about the field within grid cells and where multiple implementations
give different answers the resolution of the grid can be easily increased. The trilinear method
on the other hand is most applicable for numerical fields, however caution must be applied
if insufficient resolution is suspected.
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Chapter 8
Conclusions and Discussion
Magnetic fly-bys have been found to be remarkably interesting magnetic interactions, which
unlike emergence and cancellation do not depend on either the loss or gain of flux through
the photosphere. Galsgaard et al. (2000a), Parnell and Galsgaard (2004) and Galsgaard and
Parnell (2005) have previous shown just how important this interaction could be for coronal
heating, but without the analysis methods that we have introduced in this thesis, they could
not fully understand the nature, amount and rates of reconnection.
In Chapter 3, the new analysis codes were first used on the numerical resistive MHD
fly-by experiment. The resulting evolution of the magnetic skeleton was seen to be far
more complex than expected, with one, two, three and five separators at different stages
throughout the experiment. These separators all connected the same (and only) pair of null
points that existed throughout the evolution. These multiple separators are created through
a new bifurcation, the global double-separator bifurcation. Another product of this global
double-separator bifurcation is the creation (or destruction) of multiply connected source
pairs. These source pairs were a group of flux domains that connected the same pair of
sources, where each of the flux domains is fully bounded by separatrix surfaces or the base.
This was not naturally expected, as many would have believed that only one flux domain
would connect the same pair of sources, especially in such a simple interaction.
We also considered the case for experiments which (i) used a series of equi-potential
states and (ii) used a constant resistivity. We found that potential fields had a simple
evolution of skeletons with at most one separator and without any global double-separator
bifurcations. The evolutions for the set of experiments with constant resistivity were found
to range from a potential-like evolution to that found by the dynamic MHD evolution. This
showed a natural progression from the potential evolution to the dynamic MHD evolution
with decreasing resistivity, confirming that the results from the dynamic MHD evolution are
reasonable.
Although, we had brief look at the reconnection rates in Chapter 3, we extended our
understanding of the dynamic MHD experiment by calculating the realistic reconnection
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rates in Chapter 4. Each separator was associated with its own diffusion region and thus with
multiple separators, in various places, the nature of reconnection was much more complicated
than expected. We assumed that all reconnection occurred at the separators, which we
confirmed by considering the motion of particles travelling with the plasma flow. We then
used three different methods to calculate the reconnection rates, one without knowledge
of the magnetic skeleton and two with knowledge of it. We concluded that the magnetic
skeleton was very important for calculating the reconnection rates in our model with 80%
more reconnection in total found to occur than found in either the potential experiment or
in the calculation which did not use the magnetic skeleton. This led to the discovery of
recursive reconnection, where flux is closed and reopened multiple times (instead of once as
expected). Finally, we analysed the energetics of a set of constant resistivity experiments,
which showed that for a higher magnetic Reynold’s number, we had much more reconnection
and a faster flow of magnetic energy. This additional energy was added by the Poynting flux
through the photosphere and released by Joule dissipation.
Chapter 5 took a slight detour back into two-dimensions, where we laid the foundations for
the following chapter. This was achieved by considering an analytical 2D potential field with
two discrete sources on the base (or photosphere) and an overlying magnetic field parallel to
this base. By varying the flux distribution of one of the sources (by changing its width) and
by varying the overlying magnetic field strength, a rich set of topologies was found with two,
one and no null points. In the cases with less than two null points, a new topological feature
was found – a bald-edge. This bald-edge has a separatrix-like feature extending from it that
divides flux of different connectivities but, in general, does not extend from or contract to
any null point. Finally, we consider two conceptual models for the magnetic field beneath
the base, one using the mirror corona and the other by constructing a continuation of the
magnetic field. The mirror corona totally removed the null point(s) when they ran into the
edge of a source, while in the latter model, the null points just fell beneath the surface.
These bald-edges and separatrix-like features are only found when discrete sources are used
and could never have been found when using a point source model (i.e. MCT).
This was then expanded into 3D in Chapter 6. First, we enumerated the topologies for
a potential magnetic field with two sources and an overlying magnetic field, but this time
we had an asymmetric model (as one source had the same flux as the the other source but
through a larger area) instead of the symmetric case which we had considered up till then.
In the potential field case, sixteen different topologies were found. One new topology of the
traditional type for the magnetic fly-by experiment had a multiply connected source pair
and would not have been found using MCT. But with an increased overlying magnetic field
strength, we found situations where one and then both null points were replaced by bald-
edges. Three new dynamic MHD experiments were also conducted with different overlying
magnetic field strengths. Each of these new experiments also had sources of different radii.
We found that the skeletons of these experiments also had bald-edges, but unlike the potential
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experiments, some bald-edges were found to exist at the same time as the nearby null point.
The bald-edges were crucial for finding a new topological element called separatrix-surface-
like structures which had the properties of separatrix surfaces, except for the property that
they do not extend from or contract to a null point. Instead, these separatrix-surface-like
structures extended from a bald-edge. In the cases where a bald-edge and a null point
coexisted, the dividing surface between flux domains was found to be a combination of a
separatrix-surface-like structure and a (real) separatrix surface. These separatrix-surface-like
structures intersected with separatrix surfaces and other separatrix-surface-like structures at
another new feature called a separator-like feature. Finally, we checked whether the equations
which relate elements of the magnetic skeleton are still valid for structures involving bald-
edges and found that, if special care is taken with sources that have bald-edges, then indeed
they are.
We then considered an important part of finding the magnetic skeletons – finding null
points (Chapter 7). We presented a new method for finding null points, the trilinear method,
which we then compared to the commonly used Poincare´ method by Greene (1992). We
showed that although both methods were accurate for linear fields, care had to be taken for
(highly) nonlinear fields. The biggest surprise was that different implementations of Greene’s
method gave false positives and false negatives depending on implementation.
8.1 Future Work
Although we have progressed this model and the use of magnetic skeletons, there is still a
lot of work that can be done. Some examples of future projects are listed here.
1. Although we have codes for finding the magnetic skeleton for these fly-by models and
null points in general, we do not have a complete set of codes for finding the topological
structure of an arbitrary numerical magnetic field. A complete set of magnetic skeleton
finding algorithms is still required for analysis of other models using the magnetic
skeleton which would include new algorithms to find separatrix surfaces and bald-edges
(and their associated features).
2. The model which we have used here does not have a fully realistic energy equation. It
would be interesting to add the more realistic energy terms, such as thermal conduction
and radiation, in order to investigate the more realistic distribution of energy resulting
from these interactions. For this, we would need to add stratification to our model
instead of our very simple atmosphere.
3. The present model considered the case of a balanced photosphere with two sources
containing equal flux. It would be interesting to have different flux through each of
these sources or indeed to consider more realistic and complicated cases with multiple
sources.
189
CHAPTER 8. CONCLUSIONS AND DISCUSSION
4. Similar to the previous idea, another possible addition is by adding a continuous flux
distribution through the photosphere, for which we would be required to find the quasi-
skeleton. Here, we could compare the behaviour and geometries with those found in
the discrete-source case. Are the energy release sites the same in number, location and
duration?
Although many other possibilities for future work on magnetic fly-bys and magnetic
skeletons exist, we shall finish this thesis by concluding that the use of the magnetic skeleton
is important for calculating the reconnection rates and heating that occurs in magnetic
interaction experiments, and thus ensures that this fly-by model will be an important part
of answering the full coronal heating problem.
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Appendix A
An Example of the Multigrid
Algorithm in 1D
A.1 Model
For this appendix, we shall illustrate the advantages of the multigrid method of Section 2.1
on a simple 1D version of the multigrid code. The inspiration and basis of the following
example was taken from Fedorenko (1964), Press et al. (1992) and Wesseling (1992).
We remember that Poisson’s equation on the variable u(x, y, z) is
∇2u = ∂
2u
∂x2
+
∂2u
∂y2
+
∂2u
∂z2
= f(x, y, z) (A.1)
which in 1D becomes
d2u
dx2
= f(x). (A.2)
If we expand u(x) about x using a Taylor Series, we obtain
u(x+∆x) = u(x) + ∆x
du
dx
∣∣∣∣
x
+
∆x2
2
d2u
dx2
∣∣∣∣
x
+O(∆x3), (A.3)
and hence using the expansions for u(x− δx), u(x) and u(x+ δx) we obtain
d2u
dx2
∣∣∣∣
j
=
uj−1 − 2uj + uj+1
δx2
+O(δx2), (A.4)
where xj = jδx, uj = u(xj) and fj =
du
dx
∣∣
j
. Hence, in discrete form, Poisson’s equation is
uj−1 − 2uj + uj+1 = fj δx2. (A.5)
Finally we assume that u(x) is defined between the boundaries at x = 0 and x = 1, and that
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there are n divisions, so δx = 1
n
. For the present analysis, we shall not be too concerned with
the boundary conditions.
A.2 Gauss-Seidel Smoother
The above system may be rewritten for the iterative Gauss-Seidel method (described in
Section 2.1.2) as
u
(t+1)
j = −
1
2
{
bj − u(t+1)j−1 − u(t)j+1
}
, (A.6)
where bj = fj δx
2 and t is the current iteration step.
If we consider the error ξ
(t)
j = u
(t)
j − u∗j , where u∗j is the solution of the equation, then we
obtain
ξ
(t+1)
j = −
1
2
{
bj − ξ(t+1)j−1 − u∗j−1 − ξ(t)j+1 − u∗j+1
}
− u∗j ,
=
1
2
{
ξ
(t+1)
j−1 + ξ
(t)
j+1
}
, (A.7)
Using von Neumann analysis (i.e. letting ξ
(t)
j = a
teijθ), we obtain
a =
1
2
{
ae−iθ + eiθ
}
, (A.8)
So that
(2− e−iθ)a = eiθ. (A.9)
Therefore
|a| =
∣∣∣∣ eiθ2− e−iθ
∣∣∣∣
=
|eiθ|
|2− e−iθ|
=
1√
(2− cos θ)2 + sin2 θ
=
1√
5− 4 cos θ . (A.10)
This numerical scheme can only converge if the amplitude (|a|) is less than unity, as is the
case here except when θ = 0. As θ = 0 corresponds to a constant error part throughout,
we ignore this special case as it does not occur for either Neumann (as the end points are
specified) or Dirichlet (as this is a constant of integration) boundary conditions.
In our example, we shall assume that the error is a periodic function over the range [0, 1],
so that
θ =
πk
n
, (A.11)
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Figure A.1: Convergence amplitude (a) of the Gauss-Seidel method for the different
wavenumbers (k). The number of grid-cells is n.
where k ∈ Z is the wavenumber. If we consider the graph shown in Figure A.1, we see that
a small wavenumber has a far slower rate of convergence than a large wavenumber which is
close to the number of points in the numerical model. This shows that small high-frequency
fluctuations are quickly smoothed out by this method, whereas global low frequency errors
take much longer to be smoothed out.
We shall now find the spectral radius of our method. If we take the Maclaurin Series for
|a(θ)|,
|a| = 1− θ2 + 1912θ4 +O(θ5), (A.12)
and substitute for θ = πk
n
, we obtain
|a| = 1− π
2k2
n2
+O
(
1
n4
)
. (A.13)
As the first wavenumber (k = 1) has the highest amplitude, then the Gauss-Seidel method
has an overall amplification factor of
|a| = 1− π
2
n2
+O
(
1
n4
)
(A.14)
between steps. As the amplitude is similar to the spectral radius of the method then the
spectral radius of the method is just below unity for large grids.
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Figure A.2: Convergence amplitude (a) of the Gauss-Seidel method with successive over-
relaxation factor ω. The nine coloured lines are for different harmonics θ = (180k
n
)
◦
(shown in
degrees for clarity), where k is the wavenumber and n is the number of grid-cells. The black
line connects the optimal successive over-relaxation factors (ω) for the different harmonics
(θ).
A.3 Successive Over-Relaxation
We now expand our example to the Successive Over-Relaxation method presented in Sec-
tion 2.1.3. Thus, the iterative step in our method becomes
u
(t+1)
j = u
(t)
j +
ω
2
{
u
(t+1)
j−1 − 2u(t)j + u(t)j+1 − bj
}
, (A.15)
with the errors ξ
(t)
j satisfying
ξ
(t+1)
j = ξ
(t)
j +
ω
2
{
ξ
(t+1)
j−1 − 2ξ(t)j + ξ(t)j+1
}
. (A.16)
Using the von Neumann stability analysis, we obtain the equation
a = 1 +
ω
2
{
ae−iθ − 2 + eiθ
}
. (A.17)
Hence, the convergence amplitude is found by
|a|2 =
∣∣∣∣∣1 +
1
2ω
(
eiθ − 2)
1− 12ωe−iθ
∣∣∣∣∣
2
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=
∣∣1 + 12ω (eiθ − 2)∣∣2∣∣1− 12ωe−iθ∣∣2
=
(
1 + 12ω cos θ − ω
)2
+
(
1
2ω sin θ
)2(
1− 12ω cos θ
)2
+
(
1
2ω sin θ
)2
=
4− 8ω + 5ω2 + 4ω(1− ω) cos θ
4 + ω2 − 4ω cos θ . (A.18)
This amplitude is less than unity if
4− 8ω + 5ω2 + 4ω(1− ω) cos θ < 4 + ω2 − 4ω cos θ, (A.19)
since both the numerator and denominator are both non-negative. Hence, with a bit of
rearranging,
4ω(ω − 2)(1− cos θ) < 0. (A.20)
This is only satisfied if cos θ 6= 1 and 0 < ω < 2.
We now plot the convergence amplitude of our scheme for varying harmonics (θ) in Fig-
ure A.2. It is obvious that the optimal successive over-relaxation factor is highly dependant
on the number of grid points and wavenumbers. The best convergence rate for any harmonic
θ is given by
ω =
2
[
1−
√
2(1− cos θ)
]
2 cos θ − 1 , (A.21)
which was found by solving the quadratic equation given by (c.f. Equation A.18)
d|a|2
dω
=
(32 cos θ − 32) + ω(32 cos θ − 32) + ω2(8− 24 cos θ + 16 cos2 θ)
(4− 4ω cos θ + ω2)2 = 0. (A.22)
A.4 Multigrid
We now demonstrate the convergence of our multigrid method for the 1D problem. This used
Possion’s equation in 1D, which for this section has two fixed Neumann boundary conditions.
For this analysis of the multigrid method, we shall use Jacobi smoothing with successive over-
relaxation (SOR) factor of ω = 12 . In our equations, we shall denote that the variables, error
and right-hand side terms as u
(t)
j , ξ
(t)
j and fj in our fine grid and v
(t)
j , e
(t)
j and f
′
j in our
coarser grid, which for this section is one level lower.
A Jacobi iteration with a SOR factor of 12 is given by
u
(t+1)
j = u
(t)
j +
δx2
4
(
u
(t)
j−1 − 2u(t)j + u(t)j+1
δx2
− fj
)
. (A.23)
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To refine the algorithm to the coarse grid, we use the reduction step:
t′ = 0,
v
(t′)
j = 0,
r
(t)
j =
u
(t)
j−1 − 2u(t)j + u(t)j+1
δx2
− fj
f ′j = −
r
(t)
2j−1 + 2r
(t)
2j + r
(t)
2j+1
4
δx′ = 2δx
The Jacobi iteration on the coarse grid is then given by its analogue to the fine grid, i.e.
v
(t′+1)
j = v
(t′)
j +
(δx′)2
4

v(t′)j−1 − 2v(t′)j + v(t′)j+1
(δx′)2
− f ′j

 . (A.24)
Finally, we prolongate back to the fine grid using the relation
 u
(t+1)
2j = u
(t)
2j + v
(t′)
j
u
(t+1)
2j+1 = u
(t)
2j+1 +
1
2
(
v
(t′)
j + v
(t′)
j+1
) (A.25)
where t′ and t are the current iterative steps of the coarse and fine grids respectively.
In our current analysis we shall consider the V -cycle form of the multigrid algorithm,
with steps of the multigrid method taken in the order shown in Figure 2.3. At the coarsest
level of the recursion, the restriction, multigrid and prolongation steps are ignored.
To show the convergence of the multigrid algorithm, which we have now described, we
shall consider the sine mode components of the error of the variables. The error of the
variables is given by
ξ
(t)
j = u
∗
j − u(t)j . (A.26)
Since, we have used Neumann conditions, we know that ξ
(t)
0 = 0 and ξ
(t)
n = 0 since u
(t)
0 = u
∗
0
and u
(t)
n = u∗n. Hence, we have n− 1 independent variables, and can rewrite the error as
ξ
(t)
j = u
∗
j − u(t)j =
n−1∑
k=1
c
(t)
k sin (jkπδx) , (A.27)
where c
(t)
k is the amplitude of sine mode k. Normal discrete Fourier transform analysis gives
us the transformation from amplitude-space to frequency-space as
c
(t)
k =
2
n
n∑
j=0
ξ
(t)
j sin (jkπδx) . (A.28)
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Figure A.3: The convergence of the multigrid algorithm in 1D for grids of a varying number of
points. The amplitude after one iteration of the algorithm for each sine mode (wavenumber)
of the error is drawn. The colours denote the number of grid-cells, which are: 4 – dark
purple, 8 – light purple, 16 – blue, 32 – aqua, 64 – green, 128 – yellow-green, 256 – yellow,
512 – orange and 1024 – red). The dotted vertical line denotes frequencies which are powers
of two (which do not restrict well).
We now show an example of the convergence rates for the multigrid method, with one pre-
smoothing and one post-smoothing step on every level. We choose this number of smoothing
steps because the convergence amplitudes are more obvious when graphed. By significantly
increasing the number of pre-smoothing and post-smoothing steps (as well as many iterations
of the multigrid method), the accuracy of the method would be far better. On any grid, we
analyse the convergence for a single sine mode over one iteration of the multigrid method.
Since, an individual sine mode creates non-zero amplitudes of other sine modes, the overall
amplitude (a) of the method is taken to be ratio of the Euclidean norm of all the sine modes
at the end of the iteration to the start of the iteration, i.e.
|a| =
√∑n−1
k=1
(
ξ
(t+1)
k
)2
√∑n−1
k=1
(
ξ
(t)
k
)2 (A.29)
As our main purpose is to show that the convergence for an iteration is not dependant on the
number of grid points, we repeated the analysis for grids with different numbers of points.
These grids are chosen to have 2N + 1 grid points where N = 2, . . . , 10.
We have plotted these results in Figures A.3 and A.4 and we see the following properties:
(i) each mode has a convergence rates significantly less than unity for all frequencies and (ii)
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Figure A.4: As Figure A.3 except with a logarithmic scale for the wavenumber (sine mode).
increasing the grid resolution gives a comparable convergence rates over all frequencies. In
general, each of the sine modes has approximately the same convergence (with the exception
of high-frequency modes). A mode which occurs in the centre of the sine-mode space of any
grid level is seen to have a higher amplitude. This is due to the lack of correction which
is possible in coarser grids, when the wavelength of the mode is twice the grid spacing on
the fine grid. In these cases, every second grid point is zero, which gives a restriction of the
residue which is equal to zero. In the next section, we shall quickly compare the orders of
the multigrid and Gauss-Seidel method.
A.5 Order of Multigrid, Jacobi and Gauss-Seidel Methods
We shall now give the orders of the Gauss-Seidel, Jacobi and multigrid algorithms in turn.
From Equation A.10, we saw that the convergence amplitude of the Gauss-Seidel algorithm
was
a = 1− π
2
n2
+O
(
1
n4
)
.
If we wish the algorithm to converge to the same accuracy p, for a varying number of grid
points (n), then the number of iterations (r) must be given by
ar = p, (A.30)
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which implies that the number of iterations is
r =
loge p
loge a
= −n
2
π2
loge p+O(n
4) (A.31)
Each iteration of the Gauss-Seidel method uses αn operations (where α is some constant).
Hence, the total number of operations required for the Gauss-Seidel method is
αnr ≈ αn
3
π2
loge
(
1
p
)
,
which is easily seen to be of order O(n3).
We found the amplitude for the highest mode of the Jacobi model with successive over-
relaxation (used in Appendix A.4) as
|a| = 1− π
2
4n2
+O
(
1
n4
)
, (A.32)
which by the above method is seen to also have a rate of convergence of O(n3). With
the optimum choice for the convergence factor ω, the Gauss-Seidel method with successive
over-relaxation converges with order O(n2).
Finally, we consider the multigrid method of Appendix A.4. We have seen that this uses
the same number of iterations (N) to converge to the same accuracy. But this algorithm has
many operations at many levels, so we need to consider each level in turn. At each level, we
have a reduction step, a prolongation step and two smoothing steps, which use αnℓ, βnℓ and
2γnℓ operations, respectively, where nℓ is the number of grid points at level ℓ. Since level
ℓ has nℓ = 4 × 2ℓ grid points (where the coarsest level is at ℓ = 0 and the finest level is at
ℓ = L). Then the number of iterations at each level is
4× 2ℓ(α+ β + 2γ).
Since we have L+ 1 levels, then the total number of iterations is
4N
L∑
ℓ=0
2ℓ(α+ β + 2γ) = 4N(α+ β + 2γ)
2L+1 − 1
2− 1
= 8N(α+ β + 2γ)2L − 4N(α+ β + 2γ)
= 8N(α+ β + 2γ)n− 4N(α+ β + 2γ), (A.33)
where n = nL = 4×2L is the number of grid points on the finest grid. Hence, we see that the
order of the multigrid algorithm is O(n), which means the multigrid algorithm scales better
for problems with a higher number of grid points.
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Appendix B
Using Eigenvectors to Find
Separatrix Surfaces
The fastest method of finding the separatrix surface (and spines) which originate or terminate
at a null point uses eigenvalues and eigenvectors (Parnell et al., 1996). A field B(x) may be
linearised about a null point located at x0 as
B(x) =M (x− x0) , (B.1)
where
M = [∇B]x=x0 . (B.2)
and [∇B]i,j = ∂Bj∂xi . For the rest of this subsection, xo is assumed to be the origin. The
eigenvalues of this matrix M are found using the characteristic third-order polynomial χ(λ),
given by
χ(λ) = |M − λI| = 0, (B.3)
where I is the 3× 3 identity matrix. Since ∇ ·B = 0 then the trace of the matrix M is zero
and therefore the three eigenvalues must satisfy λ1 +λ2 +λ3 = 0. This means that there are
four different types of eigenvalues that can exist:
I. All eigenvalues (λ1, λ2 and λ3) have an algebraic multiplicity of 1 (i.e. they are distinct)
and are real numbers.
II. All eigenvalues have an algebraic multiplicity of 1 (i.e. the are distinct) but some are not
real numbers. Hence, at least one of the eigenvalues (λ1) is complex. As one eigenvalue
is complex and the sum of the eigenvalues is a real number, then another eigenvalue
(λ2) must be complex.
III. One eigenvalue (λ1) has algebraic and geometric multiplicities of two. The other eigen-
value (λ3 = −2λ1), therefore has algebraic and geometric multiplicities of one.
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IV. One eigenvalue (λ1) has an algebraic multiplicity of two and a geometric multiplicity
of one. The other eigenvalue (λ3 = −2λ1) must again have algebraic and geometric
multiplicities of one.
It is known that two of the eigenvalues must have the same sign (or the same sign of the real
parts if complex), and these shall be assumed to be λ1 and λ2. We shall also assume that λ1
and λ2 are positive without loss of generality.
Cases I and III
In cases I and III, a diagonal matrix (D) with the three eigenvalues as the three entries
exists, such that M = PDP−1 (with transformation matrix P ). The three eigenvectors (v1,
v2 and v3) associated with each of the three eigenvectors are found using
(M − λiI)vi = 0. (B.4)
In case III, λ2 = λ1 and v1 and v2 must be (and can be) chosen so they are linearly
independent. These eigenvectors make the columns of P , with their associated eigenvalue in
the same column of the diagonal matrix.
Near the null point, the fieldlines satisfy
dx
ds
= B(x) =Mx = PDP−1x, (B.5)
where s is the distance along the fieldline (x). By setting y = P−1x, this simplifies to
dy
ds
= Dy, (B.6)
which is easily solved to give
y(s) =
〈
c1e
λ1s, c2e
λ2s, c3e
−(λ1+λ2)s
〉
, (B.7)
where c1, c2 and c3 are real constants defining a single fieldline. Hence,
x(s) = c1e
λ1sv1 + c2e
λ2sv2 + c3e
−(λ1+λ2)sv3. (B.8)
The set of special fieldlines which start at the null point (when s → −∞) must have
c3 = 0, so that the resulting surface is defined as
x = c1e
λ1sv1 + c2e
λ2sv2 = pv1 + qv2, (B.9)
for all p, q ∈ R. This resulting surface defines the separatrix surface from the null point.
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Fieldlines which end at the null point (i.e. s → ∞) must have c1 = c2 = 0 and are given by
the line
x = c3e
−(λ2+λ2)sv3 = rv3, (B.10)
for all r ∈ R. This line defines the two spines.
Case II
This case includes at least two complex eigenvalues, λ1 and λ2. If the associated eigen-
vector of λ1 is v1, then (since A = A)
Av1 = Av1 = λ1v1 = λ1 v1, (B.11)
where, for example, λ1 is the complex conjugate of λ1. Therefore λ2 = λ1 and it has an
eigenvector v2 = v1. The third eigenvalue must therefore be λ3 = −λ1 − λ1 = −2Re(λ1).
As M is a diagonalisable matrix, then by using the method for case I,
x = c1e
λ1sv1 + c2e
λ2sv2 + c3e
−(λ1+λ2)sv3
= c1e
(µ+νi)s(a+ bi) + c2e
(µ−νi)s(a− bi) + c3e−2µsv3, (B.12)
where c1 and c2 are complex and c3, µ = Re(λ1), ν = Im(λ1), a = Re(v1) and b = Im(v1)
are real. Then
x = [(c1 + c2) cos νs+ i(c1 − c2) sin νs] eµa
+ [i(c1 − c2) cos νs− (c1 + c2) sin νs] eµb+ c3e−2µsv3. (B.13)
Hence, it is obvious that the separatrix surface is defined by the real and imaginary parts
of the two complex eigenvectors. The spines are again defined by the eigenvector associated
with the third eigenvalue.
Case IV
Finally, in the last case, it is not possible to diagonalise M . In this case, a matrix of
Jordan Normal Form (J) exists, such that
J =

 λ1 1 00 λ1 0
0 0 λ3

 = P−1MP, (B.14)
where
P =
[
v1 v2 v3
]
.
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The eigenvectors may now be found using the following relations:
(M − λ1I)v1 = 0,
(M − λ1I)v2 = v1,
(M − λ3I)v3 = 0.
Solving
dy
ds
= Jy
gives
y(s) =
〈
(c1 + c2s) e
λ1s, c2e
λ1s, c3e
−2λ1s
〉
, (B.15)
so that the fieldlines are given for constant c1, c2 and c3 with the equation
x(s) = (c1 + c2s) e
λ1sv1 + c2e
λ1sv2 + c3e
−2λ1sv3. (B.16)
Fieldlines which start at the origin (s→ −∞) have c3 = 0 and define the separatrix surface,
which is the plane given by v1 and v2. Fieldlines which end at the origin (s → ∞) have
c1 = c2 = 0 and define the spines, which are given by the lines from the origin in the direction
of v3 and −v3.
To summarise, the separatrix surface from a null point is given by the two eigenvectors
associated with the eigenvalues of the same sign and the spine is given by the third eigen-
vector. If two eigenvalues are complex, then the separatrix surface is given by the real and
imaginary components of either eigenvector associated with a complex eigenvalue and the
spine is given by the eigenvector associated with the real eigenvalue.
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Appendix C
The Equations Implementated in
the 3D MHD Code
In this appendix, we give the full equations used for implementing the 3D MHD code used
throughout this thesis and described in Section 2.2. In these equations, we have omitted the
interpolation operators and have denoted first-order derivatives by [· · ·]1. We also define
|a|− =
{
−a : a < 0
0 : a ≥ 0 . (C.1)
We recall from Section 2.2, that the code solves the following non-ideal MHD equations:
∂(ρu)
∂t
= −∇ · (ρuu+ τ)−∇p+ J×B, (C.2)
∂e
∂t
= −∇ · (eu)− p∇ · u− ρ(T − T0)
tcool
+Qvisc +Qjoule, (C.3)
∂ρ
∂t
= −∇ · (ρu), (C.4)
E = − (u×B) + ηJ, (C.5)
J = ∇×B, (C.6)
∂B
∂t
= −∇×E, (C.7)
p = (γ − 1)e, (C.8)
T =
p
ρ
, (C.9)
where B, u, e, J, E, p, ρ, T , T0, t, tcool, η, Qjoule, Qvisc and τ are the magnetic field,
velocity, internal energy, current, electric field, pressure, density, temperature, equilibrium
temperature, time, exponential cooling time, magnetic resistivity, joule dissipation, viscous
dissipation and viscous stress tensor, respectively.
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C.1 Hyper-Diffusive Operators
The set of operators (vi and vi1) used to calculate the hyper-diffusion (ν) are given by
vx = δx (ν1cs + ν2|ux|) , (C.10)
vy = δy (ν1cs + ν2|uy|) , (C.11)
vz = δz (ν1cs + ν2|uz|) , (C.12)
vx1 = δx
2d2, (C.13)
vy1 = δy
2d2, (C.14)
vz1 = δz
2d2, (C.15)
where
p = (γ − 1)e, (C.16)
cs =
√
γp
ρ
, (C.17)
d2 = −3ν3
∣∣∣∣
[
∂ux
∂x
]
1
+
[
∂uy
∂x
]
1
+
[
∂uz
∂x
]
1
∣∣∣∣
−
(C.18)
and ν1, ν2 and ν3 are constant parameters, which can be set in the code’s configuration file.
C.2 Hyper-Resistive Operators
Similar to the hyper-diffusive operators, the hyper-resistive operators (bi and bi1) for the
magnetic field are given by
bx = δx (η1vA + η2|ux|) , (C.19)
by = δy (η1vA + η2|uy|) , (C.20)
bz = δz (η1vA + η2|uz|) , (C.21)
bx1 = δx
2dr2, (C.22)
by1 = δy
2dr2, (C.23)
bz1 = δz
2dr2, (C.24)
where the constants η1, η2 and η3 can be set in the code’s configuration file,
dr2 = −3η3
∣∣∣∣∣∣∣

 ∂
∂x

ux − bxBxux +Byuy +Bzuz√
B2x +B
2
y +B
2
z




1
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+

 ∂
∂y

uy − byBxux +Byuy +Bzuz√
B2x +B
2
y +B
2
z




1
+

 ∂
∂z

uz − bzBxux +Byuy +Bzuz√
B2x +B
2
y +B
2
z




1
∣∣∣∣∣∣∣
−
, (C.25)
vA =
√
B2x +B
2
y +B
2
z
ρ
(C.26)
and the current (J) is given by
Jx =
∂Bz
∂y
− ∂By
∂z
, (C.27)
Jy =
∂Bx
∂z
− ∂Bz
∂x
, (C.28)
Jz =
∂By
∂x
− ∂Bx
∂y
. (C.29)
Note that the code ensures that
Bi√
B2x +B
2
y +B
2
z
is fixed to be in the range [−1, 1].
C.3 Equation of Motion and Conservation of Mass Equation
The conservation of mass equation and the three parts of the equation of motion are imple-
mented as
∂ρ
∂t
= − ∂
∂x
(
ρux − vx
(
0.2 +
0.8
|[∂ρ/∂x]1|
∣∣∣∣
[
∂2
∂x2
[
∂ρ
∂x
]
1
]
2
∣∣∣∣
) [
∂ρ
∂x
]
1
)
− ∂
∂y
(
ρuy − vy
(
0.2 +
0.8
|[∂ρ/∂y]1|
∣∣∣∣
[
∂2
∂y2
[
∂ρ
∂y
]
1
]
2
∣∣∣∣
) [
∂ρ
∂y
]
1
)
− ∂
∂z
(
ρuz − vz
(
0.2 +
0.8
|[∂ρ/∂z]1|
∣∣∣∣
[
∂2
∂z2
[
∂ρ
∂z
]
1
]
2
∣∣∣∣
) [
∂ρ
∂z
]
1
)
− ∂
∂x
(
−vx1
[
∂ρ
∂x
]
1
)
− ∂
∂y
(
−vy1
[
∂ρ
∂y
]
1
)
− ∂
∂z
(
−vz1
[
∂ρ
∂z
]
1
)
(C.30)
∂(ρux)
∂t
= − ∂
∂x
(
p+ ρu2x − ρvx
(
0.2 +
0.8
|[∂ux/∂x]1|
∣∣∣∣
[
∂2
∂x2
[
∂ux
∂x
]
1
]
2
∣∣∣∣
) [
∂ux
∂x
]
1
)
− ∂
∂y
(
ρuxuy − ρvy
(
0.2 +
0.8
|[∂ux/∂y]1|
∣∣∣∣
[
∂2
∂y2
[
∂ux
∂y
]
1
]
2
∣∣∣∣
) [
∂ux
∂y
]
1
)
− ∂
∂z
(
ρuxuz − ρvz
(
0.2 +
0.8
|[∂ux/∂z]1|
∣∣∣∣
[
∂2
∂z2
[
∂ux
∂z
]
1
]
2
∣∣∣∣
) [
∂ux
∂z
]
1
)
207
APPENDIX C. THE EQUATIONS IMPLEMENTATED IN THE 3D MHD CODE
− ∂
∂x
(
−ρvx1
[
∂ux
∂x
]
1
)
− ∂
∂y
(
−ρvy1
[
∂ux
∂y
]
1
)
− ∂
∂z
(
−ρvz1
[
∂ux
∂z
]
1
)
+
(
∂Bx
∂z
− ∂Bz
∂x
)
Bz −
(
∂By
∂x
− ∂Bx
∂y
)
By (C.31)
∂(ρuy)
∂t
= − ∂
∂x
(
ρuxuz − ρvx
(
0.2 +
0.8∣∣[∂uy/∂x]1∣∣
∣∣∣∣
[
∂2
∂x2
[
∂uy
∂x
]
1
]
2
∣∣∣∣
) [
∂uy
∂x
]
1
)
− ∂
∂y
(
p+ ρu2y − ρvy
(
0.2 +
0.8∣∣[∂uy/∂y]1∣∣
∣∣∣∣
[
∂2
∂y2
[
∂uy
∂y
]
1
]
2
∣∣∣∣
) [
∂uy
∂y
]
1
)
− ∂
∂z
(
ρuyuz − ρvz
(
0.2 +
0.8∣∣[∂uy/∂z]1∣∣
∣∣∣∣
[
∂2
∂z2
[
∂uy
∂z
]
1
]
2
∣∣∣∣
) [
∂uy
∂z
]
1
)
− ∂
∂x
(
−ρvx1
[
∂uy
∂x
]
1
)
− ∂
∂y
(
−ρvy1
[
∂uy
∂y
]
1
)
− ∂
∂z
(
−ρvz1
[
∂uy
∂z
]
1
)
+
(
∂By
∂x
− ∂Bx
∂y
)
Bx −
(
∂Bz
∂y
− ∂By
∂z
)
Bz (C.32)
∂(ρuz)
∂t
= − ∂
∂x
(
ρuxuz − ρvx
(
0.2 +
0.8
|[∂uz/∂x]1|
∣∣∣∣
[
∂2
∂x2
[
∂uz
∂x
]
1
]
2
∣∣∣∣
) [
∂uz
∂x
]
1
)
− ∂
∂y
(
ρuzuy − ρvy
(
0.2 +
0.8
|[∂uz/∂y]1|
∣∣∣∣
[
∂2
∂y2
[
∂uz
∂y
]
1
]
2
∣∣∣∣
) [
∂uz
∂y
]
1
)
− ∂
∂z
(
p+ ρu2z − ρvz
(
0.2 +
0.8
|[∂uz/∂z]1|
∣∣∣∣
[
∂2
∂z2
[
∂uz
∂z
]
1
]
2
∣∣∣∣
) [
∂uz
∂z
]
1
)
− ∂
∂x
(
−ρvx1
[
∂uz
∂x
]
1
)
− ∂
∂y
(
−ρvy1
[
∂uz
∂y
]
1
)
− ∂
∂z
(
−ρvz1
[
∂uz
∂z
]
1
)
+
(
∂Bz
∂y
− ∂By
∂z
)
By −
(
∂Bx
∂z
− ∂Bz
∂x
)
Bx (C.33)
The colours in the above equations refer to the different terms in the short version of the
equation of motion (Equation 2.28):
∂ (ρu)
∂t
= −∇p−∇ · (ρuu+ τ ) + J×B.
C.4 Energy Equation
The energy equation is given by (where the Qvisc term in Equation 2.29 is coloured blue and
the Qjoule term is coloured red)
∂e
∂t
=
(
ρvx
(
0.2 +
0.8
|[∂ux/∂x]1|
∣∣∣∣
[
∂2
∂x2
[
∂ux
∂x
]
1
]
2
∣∣∣∣
) [
∂ux
∂x
]
1
+ ρvx1
[
∂ux
∂x
]
1
)
∂ux
∂x
+
(
ρvy
(
0.2 +
0.8
|[∂ux/∂y]1|
∣∣∣∣
[
∂2
∂y2
[
∂ux
∂y
]
1
]
2
∣∣∣∣
) [
∂ux
∂y
]
1
+ ρvy1
[
∂ux
∂y
]
1
)
∂ux
∂y
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+
(
ρvz
(
0.2 +
0.8
|[∂ux/∂z]1|
∣∣∣∣
[
∂2
∂z2
[
∂ux
∂z
]
1
]
2
∣∣∣∣
) [
∂ux
∂z
]
1
+ ρvz1
[
∂ux
∂z
]
1
)
∂ux
∂z
+
(
ρvx
(
0.2 +
0.8∣∣[∂uy/∂x]1∣∣
∣∣∣∣
[
∂2
∂x2
[
∂uy
∂x
]
1
]
2
∣∣∣∣
) [
∂uy
∂x
]
1
+ ρvx1
[
∂uy
∂x
]
1
)
∂uy
∂x
+
(
ρvy
(
0.2 +
0.8∣∣[∂uy/∂y]1∣∣
∣∣∣∣
[
∂2
∂y2
[
∂uy
∂y
]
1
]
2
∣∣∣∣
) [
∂uy
∂y
]
1
+ ρvy1
[
∂uy
∂y
]
1
)
∂uy
∂y
+
(
ρvz
(
0.2 +
0.8∣∣[∂uy/∂z]1∣∣
∣∣∣∣
[
∂2
∂z2
[
∂uy
∂z
]
1
]
2
∣∣∣∣
) [
∂uy
∂z
]
1
+ ρvz1
[
∂uy
∂z
]
1
)
∂uy
∂z
+
(
ρvx
(
0.2 +
0.8
|[∂uz/∂x]1|
∣∣∣∣
[
∂2
∂x2
[
∂uz
∂x
]
1
]
2
∣∣∣∣
) [
∂uz
∂x
]
1
+ ρvx1
[
∂uz
∂x
]
1
)
∂uz
∂x
+
(
ρvy
(
0.2 +
0.8
|[∂uz/∂y]1|
∣∣∣∣
[
∂2
∂y2
[
∂uz
∂y
]
1
]
2
∣∣∣∣
) [
∂uz
∂y
]
1
+ ρvy1
[
∂uz
∂y
]
1
)
∂uz
∂y
+
(
ρvz
(
0.2 +
0.8
|[∂uz/∂z]1|
∣∣∣∣
[
∂2
∂z2
[
∂uz
∂z
]
1
]
2
∣∣∣∣
) [
∂uz
∂z
]
1
+ ρvz1
[
∂uz
∂z
]
1
)
∂uz
∂z
− ∂
∂x
(
eux − ρvx
(
0.2 +
0.8
|[∂T/∂x]1|
∣∣∣∣
[
∂2
∂x2
[
∂T
∂x
]
1
]
2
∣∣∣∣
) [
∂T
∂x
]
1
− ρvx1
[
∂T
∂x
]
1
)
− ∂
∂y
(
euy − ρvy
(
0.2 +
0.8
|[∂T/∂y]1|
∣∣∣∣
[
∂2
∂y2
[
∂T
∂y
]
1
]
2
∣∣∣∣
) [
∂T
∂y
]
1
− ρvy1
[
∂T
∂y
]
1
)
− ∂
∂z
(
euz − ρvz
(
0.2 +
0.8
|[∂T/∂z]1|
∣∣∣∣
[
∂2
∂z2
[
∂T
∂z
]
1
]
2
∣∣∣∣
) [
∂T
∂z
]
1
− ρvz1
[
∂T
∂z
]
1
)
− ρ(T − Ttop)
tcool
− p
[
∂ux
∂x
+
∂uy
∂y
+
∂uz
∂z
]
+ [ηJx]Jx + [ηJy] Jy + [ηJz] Jz. (C.34)
where the temperature (T ) is given by
T =
e
ρ
, (C.35)
and with the electric field (E) and the grouped variable [ηJ] are given in the next section.
C.5 Induction Equation
The three components of the induction equation are given by
∂Bx
∂t
=
∂Ey
∂z
− ∂Ez
∂y
, (C.36)
∂By
∂t
=
∂Ez
∂x
− ∂Ex
∂z
, (C.37)
∂Bz
∂t
=
∂Ex
∂y
− ∂Ey
∂x
, (C.38)
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where the electric field is given by
Ex = [ηJx]− uyBz + uzBy, (C.39)
Ey = [ηJy]− uzBx + uxBz, (C.40)
Ez = [ηJz]− uxBy + uyBx. (C.41)
and [ηJ] is given by
[ηJx] = 0.5
((
0.2 +
0.8
|Jx|
∣∣∣∣
[
∂2Jx
∂y2
]
2
∣∣∣∣
)
Jxby +
(
0.2 +
0.8
|Jx|
∣∣∣∣
[
∂2Jx
∂z2
]
2
∣∣∣∣
)
Jxbz
)
+ 0.5Jx(by1 + bz1) (C.42)
[ηJy] = 0.5
((
0.2 +
0.8
|Jy|
∣∣∣∣
[
∂2Jy
∂z2
]
2
∣∣∣∣
)
Jybz +
(
0.2 +
0.8
|Jy|
∣∣∣∣
[
∂2Jy
∂x2
]
2
∣∣∣∣
)
Jybx
)
+ 0.5Jy(bz1 + bx1) (C.43)
[ηJz] = 0.5
((
0.2 +
0.8
|Jz|
∣∣∣∣
[
∂2Jz
∂x2
]
2
∣∣∣∣
)
Jzbx +
(
0.2 +
0.8
|Jz|
∣∣∣∣
[
∂2Jz
∂y2
]
2
∣∣∣∣
)
Jzby
)
+ 0.5Jz(by1 + bx1) (C.44)
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Proof of Greene’s Method
This appendix calculates the formula,
tan2
E
4
= tan
a+ b+ c
4
× tan a+ b− c
4
× tan c+ a− b
4
× tan b+ c− a
4
, (D.1)
which is presented in Greene (1992) and in Section 7.2.3. The proof is made using the
knowledge gained from Fenn (2001).
Greene (1992) takes a box of eight gridpoints (and six faces) and splits each face into
two triangles, creating a dodecahedron. Each triangle has its vertices ordered in a clockwise
direction about the outward normal vector from the triangle. For each triangle, the points
are mapped into B-space (B1, B2 and B3). The solid angle of this spherical triangle is then
calculated. This is done by mapping B1, B2 and B3 onto the unit sphere so that B
′
i‖Bi and
|B′i| = 1, where B′i is the mapping of Bi (i = 1, 2, 3). Hence,
B′i =
Bi
|Bi| . (D.2)
The angles a, b and c (Figure D.1) for the spherical triangle △ABC are calculated as
a = arccos
B2 ·B3
|B2||B3| = arccos(B
′
2 ·B′3),
b = arccos
B1 ·B3
|B1||B3| = arccos(B
′
1 ·B′3),
c = arccos
B1 ·B2
|B1||B2| = arccos(B
′
1 ·B′2).
From these angles (a, b and c), the area E of the spherical triangle △ABC is given by
E = A+B + C − π (D.3)
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Figure D.1: The spherical triangle △ABC on the unit sphere, showing the angles a, b, c
between the radial lines and A, B, C given between the lines on the surface of the sphere.
The radial magnetic field vectors Bi are also denoted.
or
tan2
E
4
= tan
a+ b+ c
4
× tan a+ b− c
4
× tan c+ a− b
4
× tan b+ c− a
4
. (D.4)
If B1 ·(B1×B1) < 0 then the area contribution is negated due to the vectors having opposite
chirality.
The areas of all twelve triangles are added together and should be a multiple of 4π (which
is the area of the unit sphere). If the area is ±4π then it surrounds a null point, otherwise it
does not. This excludes cases for multiple nulls (in which case, the Poincare´-Hopf theorem
states that the total is equal to the difference of positive null points to negative null points).
If we negate B(x) (i.e. change the sign of the null point), a, b and c remain unchanged but
B1 · (B2×B3) is negated. Therefore each area element is of opposite sign, so the total area is
also negated. A more detailed explanation of the sign of total area is given in Section 7.2.3.
D.1 Calculating A, B and C from a, b and c
Consider (B′1 ×B′2) · (B′1 ×B′3). Then, we find that
(B′1 ×B′2) · (B′1 ×B′3) = (sin c nˆ1) · (sin b nˆ2)
= sin c sin b cosA (D.5)
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since nˆ1 · nˆ2 = cosA or
(
B′1 ×B′2
) · (B′1 ×B′3) = B′1 · (B′2 × (B′1 ×B′3))
= B′1 · ((B′2 ·B′3)B′1 − (B′2 ·B′1)B′3)
= (B′2 ·B′3)(B′1 ·B′1)− (B′1 ·B′2)(B′1 ·B′3)
= cos a− cos c cos b. (D.6)
Combining Equations D.5 and D.6 gives
cos a = cos b cos c+ sin b sin c cosA. (D.7)
Similarly, we find
cos b = cos a cos c+ sin a sin c cosB (D.8)
cos c = cos a cos b+ sin a sin b cosC. (D.9)
We now create the half-angle formulæ:
cos2
A
2
=
1
2
(1 + cosA)
=
1
2
(
1 +
cos a− cos b cos c
sin b sin c
)
=
cos a+ sin b sin c− cos b cos c
2 sin b sin c
=
cos a− cos(b+ c)
2 sin b sin c
=
sin
(
a+b+c
2
)
sin
(
b+c−a
2
)
sin b sin c
=
sin s sin(s− a)
sin b sin c
, (D.10)
where s = 12(a+ b+ c) is the semi-perimeter. This uses the rule given by
cos(A−B)− cos(A+B) = 2 sinA sinB,
rewritten as
cosβ − cosα = 2 sin α+ β
2
sin
α− β
2
,
where α = A+B, β = A−B. Similarly, we find that
sin2
A
2
=
1
2
(1− cosA)
=
1
2
(
1− cos a− cos b cos c
sin b sin c
)
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=
cos b cos c+ sin b sin c− cos a
2 sin b sin c
=
cos(b− c)− cos a
2 sin b sin c
=
sin
(
a−b+c
2
)
sin
(
a+b−c
2
)
sin b sin c
=
sin(s− b) sin(s− c)
sin b sin c
(D.11)
and
tan2
A
2
=
sin(s− b) sin(s− c)
sin s sin(s− a) . (D.12)
We shall also calculate Delambre’s analogies. The first of these is (c.f. Equations D.10 and
D.11)
sin
(
A+B
2
)
= sin
A
2
cos
B
2
+ cos
A
2
sin
B
2
=
√
sin(s− b) sin(s− c)
sin b sin c
√
sin s sin(s− b)
sin a sin c
+
√
sin s sin(s− a)
sin b sin c
√
sin(s− a) sin(s− c)
sin a sin c
=
(
sin(s− b)
sin c
+
sin(s− a)
sin c
)√
sin s sin(s− c)
sin a sin b
=
sin(s− a) + sin(s− b)
sin c
cos
C
2
=
2 sin c2 cos
a−b
2
sin c
cos
C
2
=
2 sin c2 cos
a−b
2
2 sin c2 cos
c
2
cos
C
2
,
so that
sin A+B2
cos C2
=
cos a−b2
cos c2
, (D.13)
using sinα+ sinβ = 2 sin α+β2 cos
α−β
2 . The second analogy is
cos
A+B
2
= cos
A
2
cos
B
2
− sin A
2
sin
B
2
=
√
sin2 s sin(s− a) sin(s− b)
sin a sin b sin2 c
−
√
sin(s− a) sin(s− b) sin2(s− c)
sin a sin b sin2 c
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=
(
sin s− sin(s− c)
sin c
)√
sin(s− a) sin(s− b)
sin a sin b
=
2 sin c2 cos
a+b
2
2 sin c2 cos
c
2
sin
C
2
,
which gives
cos A+B2
sin C2
=
cos a+b2
cos c2
. (D.14)
The other two Delambre’s analogies are unimportant for us.
D.2 Calculating the Area in Terms of A, B and C
A lune of a sphere is a single region between the intersection of two great circles (Figure D.2).
The area of two lunes with the same end points is the sum of the areas, and hence the area
of a lune, L(θ), is a linear function.
θ1 θ2
θ1 θ2
L(θ1) L(θ2)
Figure D.2: A lune is the area between two great circles, where the area is denoted by L(θ)
and θ is the angle between the two great circles. The area of a lune is equal to the sum of
the areas of all lunes which span it (e.g. L(θ1 + θ2) = L(θ1) + L(θ2)).
A lune of area 4π exists when θ = 2π, hence by linearity
L(θ) = 2θ.
A spherical triangle can be extended into three lunes (A–A∗, B–B∗ and C–C∗) where A∗
is antipolar to A, etc.) as shown in Figure D.3. By deducing that the areas of the lunes and
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C
A∗
BB∗
A
C∗
E
x
x
y y
z
z
Figure D.3: The area of the spherical triangle E and the three lunes extending from it (A−A∗,
B −B∗ and C − C∗). Each circle is a great circle (with 2π area inside) and the areas of the
additional spherical triangles are denoted by x, y and z (c.f. Fenn, 2001, page 259).
spherical triangles are related by
2A = E + z,
2B = E + y,
2C = E + x,
and the area of the hemisphere bounded by ABA∗B∗ is
2π = x+ y + z + E,
we obtain
E = 2π − x− y − z
= 2π − (2C − E)− (2B − E)− (2A− E)
= 2(π −A−B − C) + 3E.
This is then rearranged to give
E = A+B + C − π. (D.15)
This E is the spherical excess and denotes the area of the spherical triangle △ABC on the
216
D.3. CALCULATING THE AREA IN TERMS OF A, B AND C
unit sphere.
D.3 Calculating the Area in Terms of a, b and c
For the following proof, we require the following trigonometric identifies:
sinα+ sinβ = 2 sin
α+ β
2
cos
α− β
2
, (D.16)
sinα− sinβ = 2 sin α− β
2
cos
α+ β
2
, (D.17)
cosα+ cosβ = 2 cos
α+ β
2
cos
α− β
2
, (D.18)
cosα− cosβ = 2 sin β + α
2
sin
β − α
2
. (D.19)
From Equations D.10, D.11, D.13, D.14 and D.15, we obtain
tan
E
4
= tan
A+B + C − π
4
=
sin A+B+C−π4
cos A+B+C−π4
=
(
sin A+B2 + sin
C−π
2
) (
2 cos A+B−C+π4
)−1(
cos A+B2 + cos
C−π
2
) (
2 cos A+B−C+π4
)−1
=
sin A+B2 − sin π−C2
cos A+B2 + cos
π−C
2
=
sin A+B2 − cos C2
cos A+B2 + sin
C
2
=
cos a−b2 cos
C
2
(
cos c2
)−1 − cos C2
cos a+b2 sin
C
2
(
cos c2
)−1
+ sin C2
=
cos a−b2 − cos c2
cos a+b2 + cos
c
2
× cos
C
2
sin C2
=
2 sin a−b+c4 sin
−a+b+c
4 cos
C
2
2 cos a+b+c4 cos
a+b−c
4 sin
C
2
=
sin s−b2 sin
s−a
2
cos s2 cos
s−c
2
√√√√ sin s sin(s−c)sin a sin b
sin(s−a) sin(s−b)
sin a sin b
=
sin s−b2 sin
s−a
2
√
sin s2 cos
s
2 sin
s−c
2 cos
s−c
2
cos s2 cos
s−c
2
√
sin s−a2 cos
s−a
2 sin
s−b
2 cos
s−b
2
=
√
sin s2 sin
s−a
2 sin
s−b
2 sin
s−c
2
cos s2 cos
s−a
2 cos
s−b
2 cos
s−c
2
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=
√
tan
s
2
tan
s− a
2
tan
s− b
2
tan
s− c
2
,
=
√
tan
a+ b+ c
4
tan
−a+ b+ c
4
tan
a− b+ c
4
tan
a+ b− c
4
, (D.20)
where s = 12(a+ b+ c) is the semi-perimeter. This theorem is known as L’Huilier’s Theorem.
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Appendix E
Failure of Greene’s algorithm
A means of finding a cell where Greene’s algorithm fails is as follows. Looking at a face of
a cell, say z = 0 with x, y ∈ [0, 1], the magnetic field vectors are B000, B100, B010 and B110
at the corners. On our face, we wish to have each pair of triangular area contributions to
have opposite signs. So, for example, the triple scalar products of the magnetic field vectors
in the corners may satisfy
B000 ·B100 ×B110 > 0,
B000 ·B110 ×B010 > 0,
B000 ·B100 ×B010 < 0,
B100 ·B110 ×B010 < 0,
(E.1)
or have all inequalities reversed. Since multiplying any vector by a positive constant does
not change the sign of the triple vector product, we shall assume all vectors are normalised.
Let us then choose an invertible matrix T , which satisfies the following three properties:
T xˆ = B000, T

 cos θ1sin θ1
0

 = B100, |T | = 1 (E.2)
for some θ1. From this we find a θ2, θ3, φ2 and φ3 such that
T

 cos θ2 cosφ2sin θ2 cosφ2
sinφ2

 = B110, T

 cos θ3 cosφ3sin θ3 cosφ3
sinφ3

 = B010. (E.3)
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Thus our Inequalities E.1 become
∣∣∣∣∣∣∣
1 cos θ1 cos θ2 cosφ2
0 sin θ1 sin θ2 cosφ2
0 0 sinφ2
∣∣∣∣∣∣∣ > 0,
∣∣∣∣∣∣∣
1 cos θ2 cosφ2 cos θ3 cosφ3
0 sin θ2 cosφ2 sin θ3 cosφ3
0 sinφ2 sinφ3
∣∣∣∣∣∣∣ > 0,
∣∣∣∣∣∣∣
1 cos θ1 cos θ3 cosφ3
0 sin θ1 sin θ3 cosφ3
0 0 sinφ3
∣∣∣∣∣∣∣ < 0,
∣∣∣∣∣∣∣
cos θ1 cos θ2 cosφ2 cos θ3 cosφ3
sin θ1 sin θ2 cosφ2 sin θ3 cosφ3
0 sinφ2 sinφ3
∣∣∣∣∣∣∣ < 0.
From these we deduce that
sin θ1 sinφ2 > 0,
sin θ1 sinφ3 < 0,
sin θ2 cosφ2 sinφ3 > sin θ3 cosφ3 sinφ2,
cosφ2 sinφ3
∣∣∣∣∣ cos θ1 cos θ2sin θ1 sin θ2
∣∣∣∣∣ < sinφ2 cosφ3
∣∣∣∣∣ cos θ1 cos θ3sin θ1 sin θ3
∣∣∣∣∣ .
(E.4)
Now, let
α =
tanφ2
tanφ3
so that the two last inequalities in Inequalities E.4 become
sin θ2 > α sin θ3,
sin (θ2 − θ1) < α sin (θ3 − θ1) ,
(E.5)
provided that cosφ2 sinφ3 > 0, otherwise the inequalities are reversed. Now we may choose
any value for α and θ1, then find values for θ2 and θ3 so that either pair of the above inequal-
ities hold, before finally choosing Φ2 and Φ3 to satisfy α = tanΦ2/tanΦ3. If sin θ1 sinΦ2 < 0
then negate Φ2 and Φ3. If this has made sin θ1 sinΦ3 > 0 then subtract π from Φ3. Finally
if cosΦ2 sinΦ3 > 0 then φ2 = Φ2 and φ3 = Φ3 else φ2 = π − Φ2 and φ3 = π − Φ3. Hence
these values should satisfy all of our inequalities.
Thus, provided θ2 and θ3 can be found, a field can be generated by taking the subsequently
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found φ2 and φ3 and creating the four corner vectors of the face. These vectors are then
transformed through the transformation matrix T to allow for more generality in the direction
of the field. Following this, positive constants can multiply the resulting corner vectors,
so they have any required magnitude. From these four vectors, a trilinear field may be
extrapolated, with the condition ∇ ·B = 0 satisfied, using
B(x) =

 a1a2
a3

+

 b1 c1 αb2 c2 β
b3 c3 −(b1 + c2)



 xy
z


+

 ε γ d1−γ δ d2
−d1 −d2 d3



 yzxz
xy

 , (E.6)
where α, β, γ, δ and ε are arbitrary constants, and
〈a1, a2, a3〉 = B000,
〈b1, b2, b3〉 = B100 −B000,
〈c1, c2, c3〉 = B010 −B000,
〈d1, d2, d3〉 = B110 −B100 −B010 +B000.
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Appendix F
CD Information
Attached to this thesis is a CD containing movies and animations of many of the figures in
this thesis. To access these files, open the file index.html in the root directory. This file
contains a list of and links to all of the movies on the CD, together with a cross-reference to
the appropriate figure in the thesis.
These animations are stored in MPEG format, for which a suitable browser add-on pack-
age is readily available. Otherwise, these images may be found in the appropriate sub-
directory and opened manually.
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