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Abstract
Attention mechanisms are a design trend of deep neu-
ral networks that stands out in various computer vision
tasks. Recently, some works have attempted to apply at-
tention mechanisms to single image super-resolution (SR)
tasks. However, they apply the mechanisms to SR in the
same or similar ways used for high-level computer vision
problems without much consideration of the different nature
between SR and other problems. In this paper, we propose
a new attention method, which is composed of new channel-
wise and spatial attention mechanisms optimized for SR and
a new fused attention to combine them. Based on this, we
propose a new residual attention module (RAM) and a SR
network using RAM (SRRAM). We provide in-depth exper-
imental analysis of different attention mechanisms in SR.
It is shown that the proposed method can construct both
deep and lightweight SR networks showing improved per-
formance in comparison to existing state-of-the-art meth-
ods.
1. Introduction
Single image super-resolution (SR), the process of in-
ferring a high-resolution (HR) image from a single low-
resolution (LR) image. It is one of the computer vision
problem progressing rapidly with the development of deep
learning. Recently, convolutional neural network (CNN)-
based SR methods [4, 13, 14, 23, 17, 25, 16, 19, 26, 29, 12,
5, 6, 34, 18, 1, 33] have shown better performance compared
with previous hand-crafted methods [3, 24, 31, 27, 11].
Stacking an extensive amount of layers is a common
practice to improve performance of deep networks [22].
After Kim et al. [13] first apply residual learning in their
very deep CNN for SR (VDSR), this trend goes on for
SR as well. Ledig et al. [17] propose a deeper network
(SRResNet) than VDSR based on the ResNet architecture.
Lim et al. [19] modify SRResNet and propose two very
large networks having superior performance: deeper one
and wider one, i.e., enhanced deep ResNet for SR (EDSR)
and multi-scale deep SR (MDSR), respectively. In addition,
there have been approaches adopting DenseNet [10] for SR,
e.g., [29, 34].
While a huge size of SR networks tends to yield im-
proved performance, this also has a limitation. Typically,
most CNN-based methods internally treat all types of infor-
mation equally, which may not effectively distinguish the
detailed characteristics of the content (e.g., low and high
frequency information). In other words, the networks have
limited ability to selectively use informative features.
Recently, the attention mechanism is one of the no-
table network structures in various computer vision prob-
lems [8, 30]. It allows the network to recalibrate the ex-
tracted feature maps, so that more adaptive and efficient
training is possible. A few recent SR methods also em-
ploy attention mechanisms. Zhang et al. [33] simply adopt
an existing channel attention mechanism used for a high-
level vision problem [8] without modification. Hu et al. [9]
also use the same channel attention mechanism and also a
spatial attention mechanism that is similar to that used in
high-level vision problems [30]. It should be noted that
the attention mechanisms applied to SR in these works are
borrowed from other vision problems such as classification,
and thus they may not be optimal for SR. Furthermore, how
to combine the channel and spatial attention mechanisms
effectively also remains unresolved.
To tackle these issues, in this paper, we propose a new
attention-based SR method that effectively integrates two
new attention mechanisms, i.e., channel attention (CA) and
spatial attention (SA). These mechanisms, which are op-
timized for SR, are attached to a ResNet-based structure,
resulting in our proposed residual attention module (RAM)
and consequently our proposed SR using RAM model (SR-
RAM). The proposed RAM exploits both inter- and intra-
channel relationship by using the proposed CA and SA, re-
spectively. We demonstrate both the effectiveness and effi-
ciency of our proposed method via thorough analysis of the
proposed attention mechanism and fair comparison with the
state-of-the-art SR methods.
In summary, our main contributions are as follows:
• Through careful analysis, we propose two attention
mechanisms (CA and SA) optimized for SR.
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• We combine the two mechanisms and propose a resid-
ual attention module (RAM) based on ResNet.
• We show that our approach can build successfully
both lightweight networks (aiming at efficiency) and
heavy (very deep) ones (aiming at high image quality),
whereas existing methods focus only on one direction.
This also enables us to make fair comparison with the
state-of-the-art SR methods to demonstrate the effec-
tiveness and efficiency of our method.
2. Related works
In this section, we describe in detail the existing at-
tention mechanisms applied to ResNet-based networks in
the previous works [33, 30, 9]: residual channel attention
block (RCAB) [33], convolutional block attention module
(CBAM) [30], and channel-wise and spatial attention resid-
ual (CSAR) block [9]. Targeting SR tasks in [33, 9], the
RCAB and CSAR block are residual blocks where one or
more attention mechanisms are applied. CBAM is the atten-
tion module that can be used in combination with a residual
block, which is used for classification and detection tasks
in [30].
For mathematical formulation, we denote the input and
output feature maps of an attention mechanism as X ∈
RH×W×C and Xˆ ∈ RH×W×C , where H , W , and C are
the height, width, and number of channels of X. We also
denote the sigmoid and ReLU functions as σ(·) and δ(·).
For simplicity, bias terms are omitted.
The attention mechanisms can be divided into two types
depending on the dimension to which they are applied:
channel attention (CA) and spatial attention (SA). CA and
SA can be further divided into three processes:
• squeeze: it is a process to extract one or more statistics
S by the channel (CA) or spatial region (SA) from X.
The statistics are extracted by using pooling methods,
and 1× 1 convolution can be used for SA.
• excitation: using the extracted statistics, the excitation
process captures the interrelationship between chan-
nels (CA) or spatial regions (SA) and generates an at-
tention map M, having a size of 1 × 1 × C (CA) or
H × W × 1 (SA). Two fully connected (FC) layers
are used for CA in all methods, which has a bottleneck
structure with a reduction ratio of r. For SA, one or
two convolutions are used.
• scaling: to recalibrate the input feature maps, the gen-
erated attention map is normalized through a sigmoid
function between a range from 0 to 1, and then used
for channel or spatial-wise multiplication withX. The
same scaling process is applied to all methods.
The attention mechanism of each study is illustrated in
Figure 1. In addition, we formulate each method mathe-
matically in Table 1, which is explained below in detail.
2.1. RCAB
The attention mechanism used in RCAB [33] is equal
to that of the squeeze-and-excitation (SE) block [8], which
is used for classification and detection tasks. The mecha-
nism aims to recalibrate filter responses by exploiting inter-
channel correlation, i.e., CA. The average pooling is ap-
plied in the squeeze process and the excitation process is
performed as follows:
M = fex(Savg) = fc2(fc1(Savg)) =W2δ(W1Savg),
(1)
where Savg = fsq(X) ∈ R1×1×C , fc1(·) and fc2(·) are
FC layers, and W1 ∈ RCr × C and W2 ∈ RC×Cr are the
parameters of the FC layers.
2.2. CBAM
While the attention mechanism in RCAB uses only inter-
channel relation for refining feature maps, CBAM [30] ex-
ploits both inter-channel and inter-spatial relationship of
feature maps through its CA and SA modules. In the CA
module, the difference from that of RCAB is that max pool-
ing is additionally performed in the squeeze process, and
the two kinds of statistics are used for the excitation pro-
cess. For the SA module, the results of the average and max
pooling are also applied in the squeeze process, resulting
in generating two 2D statistics. They are concatenated and
undergo the excitation process using one 7× 7 convolution.
To combine the two attention mechanisms, CBAM sequen-
tially performs CA and then SA.
2.3. CSAR block
Similarly to CBAM, the CSAR block [9] includes both
CA and SA. The former is equal to that of RCAB. For SA,
in contrast to CBAM, the input feature map proceeds to
the excitation process without going through the squeeze
process. The excitation process employs two 1 × 1 con-
volutions, where the first one has C × γ filters and the
second one has a single filter. Here, γ is the increase ra-
tio. While CBAM combines the two attention mechanisms
sequentially, the CSAR block combines them in a parallel
manner using concatenation and 1× 1 convolution.
3. Proposed methods
3.1. Network architecture
The overall architecture of our SRRAM, which is in-
spired by EDSR [19], is illustrated in Figure 2. It can be
2
Figure 1: Structures of various attention mechanisms.
methods squeeze: fsq(·) excitation: fex(·) scaling: fsc(·)
Channel attention: fCA(·)
RCAB [33] Savg = poolavg(X) M = fc2(fc1(Savg))
Xˆ = σ(M)⊗XCBAM [30]
Savg = poolavg(X) M1 = fc2(fc1(Savg))
M =M1 +M2
Smax = poolmax(X) M2 = fc2(fc1(Smax))
CSAR [9] Savg = poolavg(X) M = fc2(fc1(Savg))
RAM Svar = poolvar(X) M = fc2(fc1(Svar))
Spatial attention: fSA(·)
RCAB [33] - - -
CBAM [30]
Savg = poolavg(X)
M = conv7×7([Savg,Smax])
Xˆ = σ(M)⊗XSmax = poolmax(X)
CSAR [9] - M = conv1×1(conv1×1(X))
RAM - M = conv3×3,depth(X)
Fused attention: fFA(·)
RCAB [33] -
CBAM [30] Xˆ = fSA(fCA(X))
CSAR [9] Xˆ = conv1×1([fCA(X), fSA(X)])
RAM Xˆ = fsc(fCAex (f
CA
sq (X))⊕ fSAex (X))
Table 1: Mathematical formulations of various attention mechanisms. X: intput feature maps. Xˆ: output feature maps.
pool(·): pooling layer. fc(·): fully connected layer. conv(·): convolutional layer. σ(·): sigmoid activation. ⊕: element-wise
addition. ⊗: element-wise product.
divided into two parts: 1) feature extraction part, and 2) up-
scaling part. Let ILR and IHR denote the input LR image
and the corresponding output HR image, respectively. At
the beginning, one convolution layer is applied to ILR to
extract initial feature maps, i.e.,
F0 = f0(I
LR), (2)
where f0(·) denotes the first convolution and F0 means the
extracted feature maps to be fed into the first residual at-
tention module (RAM), which is described in detail in Sec-
tion 3.2. F0 is updated through R RAMs and one convolu-
tion, and then the updated feature maps are added to F0 by
using global skip connection:
Ff = F0 + ff (RR(RR−1(...R1(F0)...))), (3)
whereRr(·) denotes the r-th RAM and ff (·) andFf are the
last convolution and feature maps of the feature extraction
part, respectively.
3
Figure 2: Overall architecture of our proposed network.
Figure 3: Residual attention module (RAM).
For the upscaling part, we use the sub-pixel convolution
layers [23], which is followed by one convolution for recon-
struction:
ISR = frecon(fup(Ff )), (4)
where fup(·) and frecon(·) are the functions for upscal-
ing and reconstruction, respectively, and ISR is the output
super-resolved image.
3.2. Residual attention module
The structure of RAM is illustrated in Figure 3. First, we
present new CA and SA mechanisms, respectively, and ad-
ditionally propose a way to fuse the two mechanisms, which
is termed fused attention (FA) mechanism. Then, we pro-
pose residual attention module (RAM) by integrating the FA
mechanism after the last convolution of the residual block.
Let Fr−1 and Fr be the input and output feature maps of
the r-th RAM. Then, Fr can be formulated as
Fr = Rr(Fr−1) = Fr−1 + fFA(ftrans(Fr−1)), (5)
where ftrans(·) denotes the function consisting of convo-
lution, ReLU, and convolution, and fFA(·) means our pro-
posed FA mechanism.
Channel attention (CA). The squeeze process of the CA
mechanism in the previous works [33, 9] simply adopts the
popular average pooling method used in high-level com-
puter vision problems such as image classification and ob-
ject detection without modification. However, since SR ulti-
mately aims at restoring high-frequency components of im-
ages, it is more reasonable for attention maps to be deter-
mined using high-frequency statistics about the channels.
To this end, we choose to use the variance rather than the
average for the pooling method, i.e.,
Sr−1 = poolvar(Xr−1), (6)
where poolvar(·) denotes variance pooling, Sr−1 ∈
R1×1×C is the output statistic, and Xr−1 = ftrans(Fr−1).
The excitation and scaling processes are performed in the
same way as in [33].
Spatial attention (SA). Each channel in the feature
maps Xr−1 has a different meaning depending on the role
of the filter used. For example, some filters will extract the
edge components in the horizontal direction, and some fil-
ters will extract the edge components in the vertical direc-
tion. From the viewpoint of SR, the importance of the chan-
nels varies by the spatial region. For example, in the case
of edges or complex textures, more detailed information,
i.e., those from complex filters, is more important. On the
other hand, in the case of the region having almost no high-
frequency components such as sky or homogeneous areas of
comic images, relatively less detailed information is more
important and needs to be attended. In this regard, the SA
map for each channel needs to be different. Therefore, un-
like CBAM [30], which performs the squeeze process in
its SA module, our proposed method does not squeeze in-
formation per channel to preserve channel-specific charac-
teristics. In addition, for the excitation process, in con-
trast to other SA mechanisms [30, 9] generating a single
2D SA map, we obtain different SA maps for each channel
MSA ∈ RH×W×C using depth-wise convolution [7], i.e.,
MSAr−1 = conv3×3,depth(Xr−1), (7)
where conv3×3,depth(·) denotes the 3 × 3 depth-wise con-
volution.
Fused attention (FA). The proposed CA and SA mech-
anisms exploit information from inter-channel and intra-
channel relationship, respectively. Therefore, in order to
exploit the benefits of both mechanisms simultaneously, we
combine them by adding the CA and SA maps and then
perform the scaling process is performed using the sigmoid
function, whose result is used for recalibrating the feature
mapXr−1:
Xˆr−1 = fFA(Xr−1) = σ(MCAr−1 ⊕MSAr−1)⊗Xr−1. (8)
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where, ⊕ and × denote element-wise addition and product,
respectively. The analysis of each proposed module is cov-
ered in detail in Section 4.3.
4. Experiments
4.1. Datasets and metrics
In the experiments, we train all our models using the
training images from the DIV2K dataset [28]. It contains
800 RGB HR training images and their corresponding LR
training images for three downscaling factors (×2, ×3, and
×4). For evaluation, we use five datasets commonly used
in SR benchmarks: Set5 [2], Set14 [32], BSD100 [20], Ur-
ban100 [11], Manga109 [21]. The Set5, Set14, and BSD100
datasets consist of natural images. The Urban100 dataset
includes images related to building structures with complex
and repetitive patterns., which are challenging for SR. The
Manga109 dataset consists of images taken from Japanese
manga, which are computer-generated images and have dif-
ferent characteristics from natural ones.
To evaluate SR performance, we calculate peak signal-
to-noise ration (PSNR) and structural similarity (SSIM) in-
dex on the Y channel after converting to YCbCr channels.
4.2. Implementation Details
To construct an input mini-batch for training, we ran-
domly crop a 48×48 patch from each of the randomly se-
lected 16 LR training images. For data augmentation, the
patches are randomly horizontal flipped and rotated (90◦,
180◦, and 270◦). Before feeding the mini-batch into our
networks, we subtract the average value of the entire train-
ing images for each RGB channel of the patches.
We set the size and number of filters as 3×3 and 64 in all
convolution layers except those for the upscaling part. All
our networks are optimized using the Adam optimizer [15]
to minimize the L1 loss function, where the parameters
of the optimizer are set as β1 = 0.9, β2 = 0.999, and
 = 10−8. The learning rate is initially set to 10−4, which
decreases by a half at every 2 × 105 iterations. We imple-
ment our networks using the Tensorflow framework with
NVIDIA GeForce GTX 1080 GPU1.
4.3. Model analysis
Ablation study. The first four columns of Table 2 show
the ablation study of our proposed attention mechanisms.
For fair comparison, we set up four networks having the
same numbers of filters (64) and residual blocks (16). Em-
ploying each mechanism increases the number of model pa-
rameters, and as the network becomes deeper, the number
of such additional parameters becomes large. We want to
minimize the possibility to obtain improved performance
1Our code is made publicly available at http://[anonymous submission].
simply due to such an increased number of parameters and
observe the effect of the mechanisms well. Therefore, we
configure the networks to be relatively shallow. We experi-
ment with the easiest case, i.e., ×2 SR, to enable sufficient
convergence even for shallow networks. In addition, the
comparison is done on the five datasets with different char-
acteristics to check the generalization capability of the four
networks.
First, without the CA and SA mechanisms, the network
exhibits the worst performance, which implies that channel-
wise and spatial information is not effectively exploited
without the mechanisms. Then, we add the proposed CA
and/or SA mechanisms to the baseline. The CA mecha-
nism leads to performance improvement (+0.1 dB on aver-
age) only by adding 9K parameters (which is an increase of
0.6%). This improvement is more prominent for Urban100
and Manga109. Since Urban100 contains challenging im-
ages and the images in Manga109 have unique characteris-
tics of computer-generated images, which are quite differ-
ent from those in the training images, it can be interpreted
that the network generalizes well for diverse images. The
SA mechanism also yields the performance similar to or
slightly better (+0.05 dB for Set5) than the baseline. We
finally add the proposed FA, a fused mechanism of CA and
SA, to the baseline, which further improves performance.
This shows that the FA mechanism not only considers the
relationship between channels, but also effectively exploits
spatial information in each channel. Note that the perfor-
mance improvement is achieved only with additional 19K
parameters (which is an increase of 1.4%).
Effectiveness and efficiency of RAM. To get a closer
look at effectiveness and efficiency of our method, we com-
pare it with the other attention mechanisms [33, 30, 9] il-
lustrated in Section 2. For fairness, we construct networks
in the form of implementing the attention mechanisms in
each residual block of the baseline network.
The right part of Table 2 shows their ×2 SR perfor-
mance. Overall, all the cases show lower performance than
our method and thus we can confirm the efficiency of the
proposed method, especially by considering that the second
best network (the last column of Table 2) has more parame-
ters than our network (+257K). By comparing performance
of the different CAs (the second, fifth, sixth, and ninth
columns of Table 2), we can examine which pooling meth-
ods of the squeeze process is suitable for SR. It can be ob-
served that our method extracting channel-specific statistics
with variance produces the best performance for challeng-
ing images, i.e., Urban100 and Manga109. Comparing the
SA mechanisms through the third, seventh, tenth columns
of Table 2, we can see that their performance is lower
than that of the baseline, except for ours. This shows that
preserving the channel-specific information through depth-
wise convolution is an effective way of dealing with spatial
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Baseline RAM RCAB [33] CBAM [30] CSAR block [9]
CA 5 X 5 X X X 5 X X 5 X
SA 5 5 X X 5 5 X X 5 X X
# params. 1370K 1379K 1380K 1389K 1379K 1379K 1371K 1381K 1379K 1505K 1646K
Set5 37.90 37.93 37.95 37.98 37.96 37.91 37.84 37.89 37.96 37.91 37.96
Set14 33.58 33.55 33.59 33.57 33.58 33.51 33.52 33.45 33.58 33.56 33.57
BSD100 32.17 32.17 32.17 32.17 32.17 32.14 32.12 32.11 32.17 32.14 32.16
Urban100 32.13 32.26 32.13 32.28 32.24 32.14 31.93 32.01 32.24 32.02 32.29
Manga109 38.47 38.67 38.46 38.72 38.60 38.19 38.31 38.20 38.60 38.33 38.62
All 34.40 34.50 34.40 34.53 34.48 34.30 34.27 34.25 34.48 34.31 34.50
Table 2: Performance of ×2 SR by our proposed RAM and existing methods in terms of PSNR(dB). Note that the CSAR
block only with CA is equivalent to RCAB. Red and blue colors indicate the best and second best performance, respectively.
Figure 4: Variances calculated from each channel in each attention mechanism. The x and y axes represent different channels
and blocks, respectively.
Figure 5: Example feature maps before and after our FA
mechanism.
attention while maintaining the performance of the baseline.
Lastly, using two mechanisms in CBAM is less effective for
SR than using its CA alone. The performance of the CSAR
block improves by 0.02 dB when its SA mechanism is ad-
ditionally used, but at the cost of an increased number of
parameters by 19.4%. Our FA mechanism is much more
efficient than that, yielding performance improvement by
0.03 dB using only 0.7% more parameters than CA.
We further analyze the role of attention mechanisms by
observing statistics of intermediate feature maps. To this
end, we simply obtain the variance over the spatial axes of
each intermediate feature map of the residual blocks. The
networks consist of 16 blocks, each having 64 feature maps,
so 16× 64 variances are obtained, which are shown in Fig-
ure 4. We have three observations: 1) The CA mecha-
nisms showing higher performance have higher variances
(i.e., more white pixels appear.) 2) The other SA methods
show almost black horizontal lines in some blocks, indicat-
ing the corresponding blocks only suppress the activations
of all channels, which is not observed in our SA mecha-
nism. 3) Our FA mechanism, the best performing model,
shows clear differences across different areas, showing that
the roles are well divided among the filters.
We further observe the changes in feature maps before
and after the proposed FA mechanism to analyze its role.
Figure 5 shows an example of three different characteristics,
which are the feature maps corresponding to the three red
boxes shown in the bottom left panel of Figure 4. In (5), the
feature maps obtained by our FA mechanism are “added”
to the input feature maps, which means that no update oc-
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(a) BSD100
(b) Urban100
Figure 6: PSNR (dB) vs. the number of parameters for ×2
SR. Those marked with black color indicate existing meth-
ods, and those marked with red or blue color are our mod-
els with varying the number of RAMs (R) or the number of
channels (C), respectively. The networks trained for single-
scale SR are marked with ◦, and those trained for multi-
scale SR are marked with M.
curs in the pixel where the value of the feature map is zero.
In the first row, the feature map is activated in both posi-
tive (red color) and negative (blue color) directions, which
correspond to the low-frequency components (white back-
ground) and the high-frequency components (texture of the
woolen hat), respectively, and our FA mechanism kills low-
frequency component values to zero. It can be interpreted
that the feature map is recalibrated so that it can pay “at-
tention” to the high-frequency components. In this second
row, the feature map before FA focuses on low-frequency
components and it is not changed after the FA mechanism.
In the bottom row, the feature map before FA seems to have
almost no active information and no clear meaning. In this
case, the FA mechanism kills the activated values.
Study of R and C. The structure of our SRRAM is de-
termined by the number of RAMs (R) and the number of
channels (C) used in each RAM. In this experiment, we
examine the effect of these two variables on performance.
Starting from the case withR = 16 and C = 64 (R16C64),
we increase R or C, whose results are shown as the red and
blue lines in Figure 6, respectively. A larger value of R
or C leads to performance improvement and it appears that
increasing R is more effective for the same number of addi-
tional parameters.
4.4. Comparison with state-of-the-art methods
We finally evaluate our proposed SRRAM by comparing
with the state-of-the art SR methods, including VDSR [13],
LapSRN [16], DRRN [25], MemNet [26], DSRN [5],
IDN [12], CARN [1], MSRN [18], and D-DBPN [6].
MSRN and D-DBPN are selected to verify the effective-
ness of RAM on large networks, and the remainder cor-
responds to the opposite case. We select SRRAM with
R = 64 and C = 64 (SRRAM R64C64) and that with
R = 10 and C = 64 (SRRAM R10C64) as our final large
and lightweight networks, respectively. For large networks,
only ×2 SR is considered for meaningful comparison of
feature extraction in different SR methods, since MSRN
uses different upscaling methods using more parameters for
the other scaling factors. In the cases of CARN and SR-
RAM R10C64, 64×64 patches and multi-scale (×2, ×3,
and ×4) SR are used for training. The results are summa-
rized in Table 3, Table 4, and Figure 6.
In Table 3, SRRAM shows the highest PSNR values for
all datasets, and the performance gap with the other meth-
ods widens further in Urban100 and Manga109. Note that
our model has only about 85% and 86% of parameters of
MSRN and D-DBPN, respectively. We also provide the vi-
sual results of challenging images in Figure 7, where only
our model successfully restores complex patterns.
In Table 4, our model yields similar or better perfor-
mance with fewer parameters than CARN, which demon-
strates the efficiency of ours, considering that CARN is the
best performing model in terms of efficiency.
5. Conclusion
We have proposed an attention-based SR network based
on new attention methods (CA and SA). The two mech-
anisms are integrated in our FA method, based on which
RAM was proposed. The experimental results demon-
strated that our attention methods provide improved atten-
tion mechanisms for SR and, consequently, the proposed
SRRAM model can achieve improved SR performance as
both large and lightweight networks.
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Figure 7: Comparison of ×2 SR results on challenging images of Urban100 [11].
Method # params. Set5 Set14 BSD100 Urban100 Manga109PSNR / SSIM PSNR / SSIM PSNR / SSIM PSNR / SSIM PSNR / SSIM
MSRN [18] 5891K 38.08 / 0.9605 33.74 / 0.9170 32.23 / 0.9013 32.22 / 0.9326 38.82 / 0.9868
D-DBPN [6] 5819K 38.05 / 0.960 33.79 / 0.919 32.25 / 0.900 32.51 / 0.932 38.81 / 0.976
SRRAM 4993K 38.10 / 0.9601 33.90 / 0.9195 32.27 / 0.9003 32.76 / 0.9330 39.10 / 0.9769
Table 3: Quantitative evaluation results of large SR models for a scaling factor of 2. Red and blue colors indicate the best
and second best performance, respectively.
Scale Method # params. Set5 Set14 BSD100 Urban100PSNR / SSIM PSNR / SSIM PSNR / SSIM PSNR / SSIM
×2
VDSR [13] 666K 37.53 / 0.9587 33.03 / 0.9124 31.90 / 0.8960 30.76 / 0.9140
LapSRN [16] 407K 37.52 / 0.959 33.08 / 0.913 31.80 / 0.895 30.41 / 0.910
DRRN [25] 298K 37.74 / 0.9591 33.23 / 0.9136 32.05 / 0.8973 31.23 / 0.9188
MemNet [26] 686K 37.78 / 0.9597 33.23 / 0.9142 32.08 / 0.8978 31.31 / 0.9195
DSRN [5] >1,000K 37.66 / 0.959 33.15 / 0.913 32.10 / 0.897 30.97 / 0.916
IDN [12] 553K 37.83 / 0.9600 33.30 / 0.9148 32.08 / 0.8985 31.27 / 0.9196
CARN [1] 964K 37.76 / 0.9590 33.52 / 0.9166 32.09 / 0.8978 31.92 / 0.9256
SRRAM 942K 37.82 / 0.9592 33.48 / 0.9171 32.12 / 0.8983 32.05 / 0.9264
×3
VDSR [13] 666K 33.66 / 0.9213 29.77 / 0.8314 28.82 / 0.7976 27.14 / 0.8279
DRRN [25] 298K 34.03 / 0.9244 29.96 / 0.8349 28.95 / 0.8004 27.53 / 0.8378
MemNet [26] 686K 34.09 / 0.9248 30.00 / 0.8350 28.96 / 0.8001 27.56 / 0.8376
DSRN [5] >1,000K 33.88 / 0.922 30.26 / 0.837 28.81 / 0.797 27.16 / 0.828
IDN [12] 553K 34.11 / 0.9253 29.99 / 0.8354 28.95 / 0.8013 27.42 / 0.8359
CARN [1] 1,149K 34.29 / 0.9255 30.29 / 0.8407 29.06 / 0.8034 28.06 / 0.8493
SRRAM 1,127K 34.30 / 0.9256 30.32 / 0.8417 29.07 / 0.8039 28.12 / 0.8507
×4
VDSR [13] 666K 31.35 / 0.8838 28.01 / 0.7674 27.29 / 0.7251 25.18 / 0.7524
LapSRN [16] 814K 31.54 / 0.885 28.19 / 0.772 27.32 / 0.728 25.21 / 0.756
DRRN [25] 298K 31.68 / 0.8888 28.21 / 0.7720 27.38 / 0.7284 25.44 / 0.7638
MemNet [26] 686K 31.74 / 0.8893 28.26 / 0.7723 27.40 / 0.7281 25.50 / 0.7630
SRDenseNet [29] 2,015K 32.02 / 0.8934 28.50 / 0.7782 27.53 / 0.7337 26.05 / 0.7819
DSRN [5] >1,000K 31.40 / 0.883 28.07 / 0.770 27.25 / 0.724 25.08 / 0.717
IDN [12] 553K 31.82 / 0.8903 28.25 / 0.7730 27.41 / 0.7297 25.41 / 0.7632
CARN [1] 1,112K 32.13 / 0.8937 28.60 / 0.7806 27.58 / 0.7349 26.07 / 0.7837
SRRAM 1,090K 32.13 / 0.8932 28.54 / 0.7800 27.56 / 0.7350 26.05 / 0.7834
Table 4: Quantitative evaluation results of lightweight SR models. Red and blue colors indicate the best and second best
performance, respectively.
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