Pseudo-linear algebra is the study of common properties of linear di erential and di erence operators. We introduce in this paper its basic objects (pseudo-derivations, skew polynomials, and pseudo-linear operators) and describe several recent algorithms on them, which, when applied in the di erential and di erence cases, yield algorithms for uncoupling and solving systems of linear di erential and di erence equations in closed form.
Introduction
Linear ordinary di erential equations are equations of the form a n (t) d n y(t) dt n + : : : + a 1 (t) dy(t) dt + a 0 (t)y(t) = b(t) (1) or systems of the form d dt 2 6 4 y 1 (t) . . . y n (t) 3 7 5 = A(t) 2 6 4 y 1 (t) . . . y n (t) 3 7 5 + B(t) (2) while linear ordinary di erence equations are equations of the form a n (t)y(t + n) + : : : + a 1 (t)y(t + 1) + a 0 (t)y(t) = b(t) (3) or systems of the form 2 6 4 y 1 (t + 1) . . . y n (t + 1) 3 7 5 = A(t) 2 6 4 y 1 (t) . . . y n (t) 3 7 5 + B(t) (4) where in both cases the unknown y and the coe cients are functions of the (continuous or discrete) variable t. Those A pseudo-derivation of that form is called an inner derivation.
Example. For any injective endomorphism , the zero map 0 is an inner derivation, hence a pseudo-derivation w.r.t. k. The pair (k; ) is called a di erence eld in that case, the associated di erence operator being = 1 = ? 1 k .
The above 3 examples exhaust all the possible pseudo-derivations over a (commutative) eld:
Lemma 1 Let k be a eld, an injective endomorphism of k, and a pseudo-derivation of k. Then, (i) If 6 = 1 k then there is an element 2 k such that = ( ? 1 k ) = .
(ii) If (ii) If 6 = 0 then there is an element a 2 k such that a 6 = 0. Let = ( (a) ? a)= a. Then it follows from (6) that (b) = b + b for all b 2 k, hence = + 1 k . 2 De nition 2 The constant sub eld of k (with respect to and ) is Const ; (k) = fa 2 k such that (a) = a and a = 0g:
It is easily checked that Const ; (k) is a sub eld of k, since it is the intersection of two sub elds.
Univariate skew-polynomials
Let k; and be as in the previous section.
De nition 3 ( 13] ) The left skew polynomial ring given by and is the ring (k x]; +; ) of polynomials in x over k with the usual polynomial addition, and the multiplication given by xa = (a)x + a for any a 2 k: (7) To avoid confusing it with the usual commutative polynomial ring k x], the left skew polynomial ring is denoted k x; ; ], and its elements are called skew polynomials or Ore polynomials since they were introduced by Ore 13] . The multiplication de ned by (7) can be uniquely extended to an associative multiplication on monomials by (ax n )(bx m ) = (ax n?1 )(xb)x m = (ax n?1 )( (b)x m+1 + b x m ) for n > 0 (8) and to arbitrary polynomials by distributivity: Let A; B 2 k x; ; ] n f0g, ax n and bx m be the leading monomials of A and B respectively, where a 6 = 0, b 6 = 0, and n; m 0. Then, by (8) , the leading monomial of AB is a n (b)x n+m . Since is injective, a n (b) 6 = 0, so
deg(AB) = deg(A) + deg(B) max(deg(A); deg(B)):
This equality implies that k x; ; ] has no zero divisors, and that the degree function satis es the inequality of a Euclidean norm. In fact, k x; ; ] possesses a right Euclidean division algorithm, and a left Euclidean division if is an automorphism. Those will be presented in section 3. Example. For any di erential eld k with derivation , k D; 1 k ; ] is the usual ring of linear ordinary di erential operators under composition.
Example. If k = C (n) and is the automorphism of k over C that takes n to n + 1, then k E; ; 0] is the ring of linear ordinary recurrence operators, while k E; ; ] is the ring of linear ordinary di erence operators where = ? 1 k . Example. If k = C (q)(t) and is the automorphism of k over C (q) that takes t to qt, then k B; ; ] is the ring of linear ordinary q-di erence operators where = ( ?1 k )=(t(q ?1)). Example. For any eld k, k x; 1 k ; 0] ' k x] is the commutative ring of the usual polynomials over k. Thus, polynomials are a special case of skew-polynomials.
Pseudo-linear maps
Let k; ; be as above and V be a vector space over k. 
Conversely, for any n n matrix M with entries in k, the map de ned on V by (10) with M B ( ) replaced by M is k-pseudo linear, and its matrix w.r.t B is M.
For any P 2 GL n (k), E = PB is also a basis for V over k, and the matrix of w.r.t. E is given by the following change of basis formula 10]: M E ( ) = P ?1 M B ( ) (P) + P ?1 (P) ; (11) where and are applied pointwise to P.
Example. Let k be a di erential eld k with derivation , n be a positive integer, and A an n n matrix with coe cients in k. Then = ?xy 1 + y 2 2y 1 ? y 2 =x : Note that the system of equations z = 0 is uncoupled in the basis E.
The previous discussion described how to make skew polynomials act on a vector space given a pseudo-linear transformation. We show now that such a transformation can always be given on k or any eld extension of k to which and can be extended.
De nition 5 We say that a eld extension K of k is compatible with k if can be extended to an injective eld endomorphism of K, and can be extended to a pseudo-derivation of K with respect to .
Note that k itself is compatible with k, and that if K is a compatible eld extension of k, then Const ; (k) Const ; (K). We can describe all the k-pseudo linear maps on a compatible extension:
Lemma 3 Let K be a compatible eld extension of k. Then, for any c 2 K, the map c : K ! K given by c a = c (a) + a (12) is K-pseudo-linear. Conversely, for any K-pseudo-linear map : K ! K there is an element c 2 K such that = c as given in (12) . Proof. Let a; b 2 K. Using (5) and that is a eld homomorphism, we get Proof. We rst prove by induction on n that (ax n bx m ) u = ax n (bx m u) (13) for any n; m 0, a; b 2 k, and u 2 V . If n = 0, then Suppose now that n > 0 and that (13) holds for n ? 1. Then, using (8) and (9) Conversely, suppose that 6 = 0 and that (ax + b) = 0 for some a; b 2 k . Then, = (?b=a) 6 = 0, so is hyperexponential over k. 2 Thus, if we can nd a hyperexponential solution of p, then it must have a right factor of degree 1, something which is independent of the choice of the pseudo-linear operator chosen for the action of k x; ; ]. A converse to Theorem 4 would allow one to prove that a skew polynomial does not have a right factor of degree 1. We need an extra hypothesis on our rings for that, namely that we can construct solutions of skew polynomials of degree 1. 2
De nition 8
Thus, if x is not a right factor of p and we can produce c 2 k such that k x; ; ] is c-solvable and p has no hyperexponential solution w.r.t. c , then p has no right factor of degree 1 in k x; ; ]. This fact will be important in the factorisation algorithm.
Basic arithmetic
Let k x; ; ] be a skew-polynomial ring, A; B 2 k x; ; ] n f0g, ax n and bx m be their leading terms, and suppose that n m. The right Euclidean division of A by B is performed as follows: let Q 0 = a n?m (b) x n?m : (14) The We can also compute the right (resp. left) Euclidean remainder sequence given by R 0 = A; R 1 = B and R i = rrem(R i?2 ; R i?1 ) (resp. lrem(R i?2 ; R i?1 )) for i 2, and the greatest common right (resp. left) divisor of A and B which is the last nonzero element of that sequence.
Example. Let k = C (n), is the automorphism of k over C that takes n to n + 1, and = 0. We compute the right gcd in k E; 
Since R 3 2 k , we get by Corollary 1 that the system of di erence equations n(n + 1)y(n + 2) ? 2n(n ? 1)y(n + 1) + (n 3 ? 3n + 2)y(n) = 0 y(n + 2) ? (2n + 1)y(n + 1) + (n for 1 i n. It follows that C n R n?1 = C n?1 R n = 0, hence that C n = 0. Therefore, A n right-divides C, and B n right-divides D. 
for 0 i < m, where j = f1; : : :; m + 1g n fjg.
Proof. This is formula (9) of 6] in the di erential case, and formula (15) 
Outline of the factorisation algorithm
We describe now an algorithm that reduces the problem of factoring in k x; ; ] to the problem of nding all the irreducible right factors of degree 1. We rst reduce the problem to one of the di erential or di erence eld case. As a consequence, either we are in the di erential operator case where = 1 k , or factoring in k x; ; ] is equivalent to factoring in k y; ; 0], which is the di erence case. Hence, we can assume in the rest of this section that either = 1 k or that = 0. Since k x; ; ] is 0-solvable in the di erential case and 1-solvable in the di erence case, the existence of hyperexponential solutions is equivalent to the existence of right factors of degree 1 in both of those cases.
We let : k ! k be if = 0, otherwise. Note that is k-pseudo linear in both cases.
We proceed by reducing the problem of factoring in k x; ; ] to nding hypexponential solutions of elements of k x; ; ]. There are algorithms for nding such solutions in the di erential case when k is a Liouvillian extension of Const (k) 18], and in the di erence case when k = C(t) for a sub eld C where is the identity on C, t is transcendental over C and t = t + 1 14] . Thus the algorithm presented here is complete for those elds. For more general coe cient elds or automorphisms (for example for q-di erence operators), the discovery of an algorithm for computing hyperexponential solutions would yield a factoring algorithm for the corresponding skew polynomials. k (S) = #fs 2 S such that l < s < s k g
i.e. the number of elements of S which are strictly in between l and s k .
We can apply the above set operations to the minors of a rectangular matrix: let R be any commutative ring, and M an n m matrix with coe cients in R. 
The above system is called the m th associated system of p. In order to compute annihilators for any S], we need to uncouple the above system. An algorithm for doing this is described in the next section.
Example. Let . We repeat this process until candidates for all the i]'s are found, noting that after each step, a decompostion A = BU may yield expressions for some other j]'s.
We should mention at this point a further improvement of Tsarev 20] : the S]'s must satisfy the Grassmann-Pl ucker relations 19], so evaluating those relations on the candidates we have for all the S]'s yields algebraic equations on the undetermined parameters. In both the degenerate and nondegenerate cases, those conditions are necessary in order for the candidates to correspond to an actual factor of the initial operator. In the case of di erential operators, Tsarev also states that those are necessary and su cient conditions in the nondegenerate case, a fact which can be used to avoid the nal trial division altogether. which has no hyperexponential solution, hence no right factor of degree 1.
Its associated system is w = M 2 w where M 2 is obtained from (22) . This is then a matrix of the form (29) with i replaced by i + 1, i.e. with a larger companion block, so we can repeat this algorithm until the complete decomposition is obtained. Z urcher's algorithm can be used in general to reduce systems of equations of the form x = v to higher order uncoupled equations, which can then be passed to the skew-polynomial factorisation algorithm. In the remainder of this section, we illustrate this process via examples of systems of linear di erential and di erence equations. Example. ( 3] 
Di erential equations

Di erence equations
Let Ey = My + v (37) be a rst order recurrence system where M is an m m matrix with entries in a di erence eld k with transform E (for example, which sends n to n + 1), and v 2 k m . Let K be any di erence extension of k, = E ?1 , = ? 1 K , and : K m ! K m be the pseudo-linear map whose matrix w.r.t. the canonical basis is (M) ? I. Z urcher's algorithm produces an invertible matrix A and companion matrices C 1 ; : : : ; C q such that for z = A ?1 y, z = diag(C 1 ; C 2 ; : : :; C q ) (z) + z. Assuming without loss of generality that there is only one companion block C of the form (28), we get that y 2 K m is a solution of (37) Example. Consider the recurrence system y(n + 1) = M(n)y(n) where M(n) is such that y is a solution of y(n + 1) = M(n)y(n) if and only if z = A ?1 y is a solution of z(n+1) = Tz(n) where T = diag(C 1 (n+1); C 2 (n+1))+1. Using (39) we get the uncoupled equations z 2 = z 1 , z 4 = z 3 , and y = Az yields the general solution of the original system.
