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Chapter 1
Introduction
The properties of graphene, considered as a model system or as the component
of graphite, are known since the fourties[1]. However its popularity has exploded
only in the last decade, when its existence as free standing two-dimensional mate-
rial was demonstrated, and especially since 2010, when Geim and Novoselov were
awarded the Nobel prize for its discovery[7]. From then, graphene has been exten-
sively studied. It has become soon apparent that it has a number of exceptional
properties: it is lightweight and two-dimensional, ﬂexible yet extremely mechani-
cally resistant; it is a conductor with extremely high mobility and low dissipation,
but it can become a tunable semiconductor by including defects, edges or doping;
its completely hydrogenated counterpart, graphane, whose experimental evidence
was recently reported[40], is an insulator. For this versatility, graphene is sometimes
named "the plastic of XXI century".
The main properties of graphene are reviewed in chapter 2, together with a sum-
mary of the history of its discovery and a brief review of the production techniques.
This thesis, however, focus on the properties of hydrogenated and partially hydro-
genated graphenes, which recently received much attention, because hydrogenated
graphene is potentially interesting for diﬀerent technological applications. While
graphene is a high mobility conductor[4], its alkane counterpart, graphane[40] ob-
tained covalently bonding one hydrogen atom to each carbon site, is a wide band gap
insulator[38][39]. Partially hydrogenated systems display intermediate propertiesiv:
stripped graphane/graphene hybrids are semiconductors with tunable band gaps,
depending on the strips width[42]; diﬀerent hydrogen decorations, such as graphane
islands[37][43][44][45][46] have potentially interesting transport properties and pos-
sible applications in nanoelectronics. Clearly, exploiting these properties requires a
control of the hydrogenation at the nano-scale.
A second class of applications is related to hydrogen storage. Due to its low
1
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molecular weight, graphene is potentially a storage medium with high gravimetric
capacity[35]. However, molecular hydrogen is very weakly physisorbed by means
of van der Waals interactions[48], and although these appear stronger in nanostruc-
tured [49][50] or multilayered graphenes[51], low temperatures and/or high pressures
is necessary for stable storage[52]. Chemisorption was alternatively considered: the
covalent bond of hydrogen to graphene is robust, leading to stable storage up to high
temperatures. However, chemi(de)sorption of molecular hydrogen are high barrier
processes (∼1.5 eV/atom[53]) implying slow kinetics both in the loading and release
phases. This problem was addressed either through traditional catalysis (e.g. with
transition metals such as Pd[54]) or with alternative strategies (e.g. external elec-
tric ﬁelds[55] or N-doping[56]). However, graphene oﬀers the possibility of exploiting
its 2D extended systems character and structural/mechanical properties: the local
curvature enhances carbon aﬃnity[83], speciﬁcally to hydrogen[57]. This suggests
the possibility of (de)hydrogenating graphene by controlling of the local curvature.
The proof of this concept was given in[34], where the dependence of hydrogen bind-
ing energy on local curvature was quantiﬁed, and its preferential binding on convex
sites and spontaneous release by curvature inversion demonstrated by means Den-
sity Functional Theory (DFT) calculations and Car-Parrinello (CP) simulations.
Curvature control was also proposed to create speciﬁc hydrogen decorations for
nano-electronic devices[58].
The eﬀect was experimentally conﬁrmed exploiting the natural corrugation of the
free-standing graphene layer grown by Si evaporation from 6H-SiC(0001)[36]. Hy-
drogen was shown to bind on protruding areas, initially in small clusters (dimers and
tetramers). A number of computational studies, mainly DFT based, have addressed
hydrogen chemisorption and clustering on ﬂat graphene[59][84][61][86], while the ef-
fect of curvature was considered in fullerenes[62] and nanotubes[63] and in tightly
rippled graphene[83][34]. On SiC, however, graphene curvature follows a Moiré pat-
tern with a speciﬁc supercell periodicity due to the mismatch with the substrate
lattice parameters.
A few DFT studies, mainly aimed at analyzing the structural and electronic
properties of graphene on SiC, include some of the features of the experimental sys-
tem, either using the exact[64] or approximate [71] super-cell periodicity, including
portion of the substrate[85][65], intercalants[66] or dopants[67]. However all these
studies does not address speciﬁcally the interaction with hydrogen. These studies
are brieﬂy reviewed in Chapter 3, where also the fundamentals of Density Functional
Theory (DFT) are summarized.
The study reported in this Thesis is aimed at addressing the interplay between
3curvature and hydrogen binding, and to clarify speciﬁc issues important for tech-
nological applications. To this aim, a correct interpretation of experimental mea-
surement is important. For this reason, an eﬀort to build model systems speciﬁcally
aimed at mimicking the experimental one is done: systems with diﬀerent levels of
curvature are created, and their structural and electronic properties are evaluated.
Subsequently, those with geometry and level of curvature corresponding to the ex-
perimental ones are chosen, and hydrogenated in stages, mimicking the process
occurring upon exposure to atomic hydrogen in the experiment. Increasingly hydro-
genate systems are analyzed, and their stability, structural and electronic properties
reported are evaluated by means of calculations and molecular dynamics simula-
tions. All of these results, together with the description of the optimization of DFT
calculation setup and protocols are reported in Chapter 4. Chapter 5 contains the
conclusions: the relevance of this results for the applications, speciﬁcally in the two
above mentioned ﬁelds, nanoelectronic and hydrogen storage and perspectives for
future developments.

Chapter 2
Graphene: structure and properties
Graphene is rapidly gaining interest in the ﬁeld of materials science and condensed
matter physics. It is strictly two-dimensional and shows exceptional electronics
features, and notwithstanding its short experimental history, it has already met
the expectations raised by the theoretical study, started in the 40's. Because of
its unusual electronic structure, it oﬀers the possibility of exploring relativistic-like
dynamics in the low energy limit. Graphene belongs to a new class of materials
that are only one atom thick, and, on this basis, oﬀers a new way to the study of
low-dimensional physics that has never ceased to amaze and providing ground fertile
for new applications.
2.1 Brief history of graphene
Graphene is the name given to a monolayer of carbon packed in a 2-D structure
with a honeycomb lattice and it is the basic element of the structure with other
dimensionality. It can form (0-D) fullerene, can be rolled up to form (1-D) carbon
nanotubes, and stocked at speciﬁc interlayer distances and relative traslation it form
(3-D) graphite structure (Fig:2.1).
From theoretical point of view, graphene has been being studied for sixty years
[1] [2]. After forty years it was discovered that graphene has the unique features
of quantum electrodynamics[9][10]. However, it has always been considered only
a "model system", as it was felt that could not exist in a stable form as a two-
dimensional sheet. It was believed, therefore, that the only stable form of graphene
was that of stacking 3-D that gives rise to graphite. According to the studies due to
Landau and Peierls, [11][12] materials with a thickness equal to the size of one atom
could not exist for thermodynamic reasons. The theory was based on the fact that
the contribution of thermal ﬂuctuations, for low-dimensional crystals, should make
5
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Figure 2.1: Graphene and carbon materials of diﬀerent dimensionality. From left to
right: Fullerene, Carbon Nanotube, Graphite. Figure from Ref.[4]
the structure unstable, being the atomic displacement comparable with interatomic
distances.This argument was supported by numerous experimental tests, because
the melting temperature of thin ﬁlms decreases with their thickness and it becomes
unstable to a thickness of about 12 atomic layers [13]. All this has suddenly been
refuted, when a layer of free-standing graphene was found by Geim and Novoselov in
2004 [5] [6]. For This discovery, Geim and Novoselov won the Nobel Prize in 2010.
2.2 Structural and electronic properties
2.2.1 Structure
Graphite is a 3-D crystal made of weakly interacting layers (by mean of Van Der
Waals interaction). In each layer carbon atoms are arranged on a honeycomb lattice.
The distance between the layers is c ' 3.35 Å[1][2]. A single layer of this structure,
when isolated, is called graphene.
The graphene structure is illustrated in Fig:2.2. The area tagged as WXYZ,
is the unit cell, containing 2 atoms (A and B). Thus graphene is made by two
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interpenetrating sub-lattices generated applying the traslation vectors:
t1 =
a
2
(
√
3, 3), t2 =
a
2
(
√
3, 3) (2.1)
to the locations of atoms A dn B representing each sub-lattice
d1 = (0, 0), d2 = −a(0, 1) (2.2)
The reciprocal lattice in K-space is described by the vectors:
b1 =
2pi
3a
(−
√
3, 1), b2 =
2pi
3a
(
√
3, 1). (2.3)
The C=C bond length, is a = 1.42 Å, but the two carbons belong to diﬀerent
sublattices and the distances between ﬁrst neighbor of the same sublattice is c =
2.46Å. Carbon has four valence electrons, three of them ﬁll the sp2 orbital which
gives rise to a σ bond that lie on the plane of the lattice, the fourth electron, in
the pz orbital, gives rise to pi bond, orthogonal to the lattice plane. These orbitals
originate four bands in the lattice: three related to the σ (σ∗)bond and another
related to pi (pi∗).
Figure 2.2: Graphene primitive cell (WXYZ). (b)Graphene Brillouin Zone.
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2.2.2 Tight-binding approximation
In this section the "Tight-Binding approximation" for the electronic structure is
illustrated. The Hamiltonian of a single electron is:
Hˆ =
pˆ2
2m
+ σm,αVˆ (r−Rm,α) (2.4)
Where Vˆ is the potential to which electrons are subject, following the symmetry of
the lattice, m is the m-th atom of the sublattice, α runs on (A,B). Graphene is a
crystalline system, so the Block Theorem is valid implying the condition:
Ψ(q, r+Rm) = e
iqRmΨ(q, r) (2.5)
(with Rm vector of the real space).
The tight-binding approximation for the wave functions is now described. Since
the core electrons are tightly bound to the nuclei only the valence electrons are
considered from here. Let φi(r) be the normalized wave function of orbital i, i =
2s, 2px, 2py, 2pz of an isolated atom. In this approximation the total wave function
can be written as:
Ψ(q, r) =
∑
i
[Ψi,A(q, r) + λiΨi,B(q, r)], (2.6)
where
Ψi,α(q, r) =
1√
Np
∑
m
φi(r−Rm,α)eiqRm,α , (2.7)
Np is the number of primitive cells.
Considering the eigenvalues equation for the Hamiltonian 2.4 and projecting on
φi, eliminating λi, the secolar equation is obtained:
det
(
HTBij,αβ − E(q, Sij,αβ)
)
= 0, (2.8)
where
HTBij,αβ = 〈Ψi,α(q, r)|Hˆ|Ψj,β(q, r)〉 (2.9)
Sij,αβ = 〈Ψi,α(q, r)|Ψj,β(q, r)〉 (2.10)
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Using Eqs:2.9 and 2.10, one gets
Hij,αβ =
1
Np
∑
m,α
∑
m′,α′
eiq(Rm,α−Rm′,α′ )〈φi(r−Rm,α|Hˆ|φj(r−Rm′,α′)〉. (2.11)
Assuming that the superposition between wave functions centered on diﬀerent atoms
or belonging to diﬀerent orbitals are negligible, one has :∫
drφ∗i (r−Rm,α)φ∗j(r−Rm′,α′) = δmm′δαα′δij (2.12)
and therefore the S-matrix is diagonal. This is the core of tight-binding approxima-
tion. It is acceptable because the relevant wave function are depressed by a factor
50 at a distance ∼ 3aB [1].
For symmetry reasons, one can considering separately the bands relative to elec-
trons in the σ bond and in the pi bond. Because of its importance in describing
the electronic properties of graphene, let's focus on the latter. The indexs i, j will
not be consider anymore from now on, because one orbital only is considered. The
eq:2.8 reduces to:
det
HAA − E(q) HAB
HBA HBB − E(q)
 = 0 (2.13)
Where for symmetry, one has HAA = HBB and HAB = HBA. So, considering the
tight-binding approximation made above, one gets for the energy:
E(q) = HAA ± |HAB| (2.14)
. Using eq:2.11, and considering that in the tight-binding approximation one can
neglet the integral for orbital centered on atoms beyond the ﬁrst neighbours, one
gets:
HAA(q) = E0 − 2t′
[
cos
(√
3qxa
)
+ 2 cos
(
3qya
2
)
cos
(√
3qxa
2
)]
, (2.15)
where
E0 =
∫
drφ∗(r)Hˆφ(r) (2.16)
t′ = −
∫
drφ∗(r− ρ′)Hˆφ(r) > 0, (2.17)
where ρ′ is a vector that connects the ﬁrst neighbors of the same sublattice. In the
10 CHAPTER 2. GRAPHENE: STRUCTURE AND PROPERTIES
same way, one can explicit HAB, considering ﬁrst neighbors of diﬀerent sublattice:
HAB(q) = t
[
e−iqya + 2eiqya/2cos
(√
3qxa
2
)]
, (2.18)
where
t =
∫
drφ∗(r− ρ)Hˆφ(r) ' 2.8eV [3]. (2.19)
In this case, ρ is a vector that connects the ﬁrst neighbors of diﬀerent sublattices.
t′ and t are known as Slonkzewski-Weiss parameters [1] or "hopping" integrals.
The value of t′ is not well known, but ab-initio calculation [3] returns 0.02 ≤ t′ ≤ 0.2t
Collecting now all found results, one can ﬁnally ﬁnd the dispersion relation: Let
E0 be E0 = 0, one gets:
E±(q) = ±t
√
3 + f(q)− t′f(q), (2.20)
where q belongs to the reciprocal space and
f(q) = 4 cos
(√
3qxa
2
)
cos
(
3qxa
2
)
+ 2 cos
(√
3qxa
)
. (2.21)
The bands evaluated from Eqn.2.20 Eqn.2.2.2 are reported in Fig:2.3.
It is interesting to observe that if t′ 6= 0 the spectrum is asymmetric near q = 0
and so the symmetry between bands pi and pi∗ (ﬁlled and empty pi bands) is broken.
2.2.3 Massless ballistic fermions
pi and pi∗ bands cross at the special point K where they display a linear dispersion,
thus, if an expansion at the ﬁrst order for the energy is considered , one gets a
Dirac-Like equation:
ε±(k) ' ±~vF |k|, (2.22)
where vF = 3γ0a/2(~) ' 108, cm/s is named Fermi velocity. The linear dispersion
recals the typical behaviour of massless particles in QCD [4]. In Fig.: 2.3 this
particular behavior can be observed. K-space, whose coordinates are:
K =
4pi
3
√
3a
(1, 0) (2.23)
is called the Dirac point.
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Figure 2.3: (a) Band Structure of graphene in tight binding approximation with
t′ = 0 and t = 2.7 eV (dashed line), compared with DFT calculations (solid line).
(b) Diﬀerence ∆E between the DFT and tight-binding band structures. Figure from
Ref:[8].
Figure 2.4: Density of states of graphene with diﬀerent hopping parameters. Figure
adapted from Ref[3]
The density of states ρ in tight-binding approximation is given in ﬁgure 2.4 It is
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possible to derive an analytical expression for ρ [3]
ρ(E) =
4
pi2
|E|
t2
1√
(Z0)
F
(
pi
2
,
√
Z1
Z0
)
. (2.24)
with
Z0 =

(
1 + |E
t
|)2 − [(E/t)2−1]2
4
, − t ≤ E ≤ t
4|E
t
| , − 3t ≤ E ≤ −t ∨ t ≤ E ≤ 3t
(2.25)
Z1 =
4|Et | , − t ≤ E ≤ t(1 + |E
t
|)2 − [(E/t)2−1]2
4
, − 3t ≤ E ≤ −t ∨ t ≤ E ≤ 3t
(2.26)
where F(pi/2, x) is a complete elliptic integral of the ﬁrst kind. Near the Dirac
point, the dispersion relation is approximated by the eq:2.22. The density of states
per unit cell is given by (including a degeneration 4):
ρ(E) =
2Ac
pi
|E|
v2F
, (2.27)
where Ac is the area of the unit cell date as Ac = 3
√
3a2/2. The linear dependence
of ρ on E is a feature unique to graphene, due to its 2D nature and to its symmetry.
Generally speaking, a plan of atomic thickness is considered a 2-D structure, while
getting closer to a thickness of 100 layers one can talk about a 3-D structure thin.
However, regarding the graphene, it has been shown [4], in fact,that the electronic
structure evolves rapidly toward a crystal 3-D already after 10 layers, this can be
seen from the typical density of state and band structure. Furthermore only until,
at most, to the second layer the electronic structure of graphene is sharply deﬁned
(DOS and bandstructure), besides which deﬁning all the characteristics of graphene,
becomes more complicated, also because diﬀerent types of carriers start to appear.
Although other materials of atomic thickness have been synthesized, graphene [3]
has unique electronic properties. What emerges from the experiments is that the
concentration of the two types of carriers (electrons and holes) can be tuned in a
continuous manner up to a value of 1013 cm−2 and their mobility can exceed 15.000
cm2V−1s−1 even under environmental conditions[3][4]. Furthermore, this feature
does not seem to depend on the temperature. This implies that it is the scattering
that limits the mobility, essentially due to the presence of impurities and imperfec-
tions. Thus, it was estimated that in principle, the mobility can be increased to
100.000 cm2V−1s−1 [3][4], in partiularly perfect graphene crystals.
The linear dispersion of the bands at the K-points implies that quasi parti-
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cle(holes and electrons), even at low energies, can be well described by the Dirac
equation for massless particles with an equivalent speed of light of vF ≈ 106m · s−1
[3]. These quasiparticles are called massless Dirac fermions. The Hamiltonian that
describes these particles is:
Hˆ = ~vF
(
0 kx − iky
kx + iky 0
)
= ~vFσ · k (2.28)
where k is the momenta of the quasiparticle, σis the 2D Pauli's matrix and vF plays
the role of the light speed.
Quasiparticles are formed with the contribution of two diﬀerent sublattices A e B
(Fig.2.2) and their contribution to the formation of quasiparticles can be represented,
for example, by the use of a wave function in two components (spinor). One can
therefore use an index to take account of the two sublattices in a similar manner
to indicate how the spin up and down in Quantum Electro Dynamics, one refers to
them thus as pseudo-spin. For this reason, graphene is also an interesting "model
system" to study relativistic physics at energy typical of the solid state physics.
2.3 Growth techniques
The peculiar properties of graphene have been considered a mere curiosity untill
2004, when its existence and stability where demostrated. To date, there are a
number of techniques that allow synthetizing it. Exfoliation, epitaxial growth and
chemical methods are the three main calss of graphene production techniques. These
will be brieﬂy described below.
2.3.1 Exfoliation
Exfoliation is a technique by which Konstantin Novoselov and Andre Geim ﬁrst
obtained graphene[6][5]. It can be done actually in two ways:
• Rubbing a layered material (graphite) against another surface (theoretically
any material can work)
• Repeated peeling by mean of sticky tape. This method was used by Geim and
Novoselov.
In the ﬁrst case the ﬂakes of multilayer material, are left on the surface of the other
material. This process can be described as "drawing with chalk on blackboard"
[5]. Surprisingly, among the ﬂakes left on the surface there are always a certain
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amount of samples of atomic thickness. The primary identiﬁcations of the samples
is performed using an optical microscope. The two-dimensional crystals are visible
when they are above a surface of silicon oxide, in such a way as to allow a phase
contrast of light reﬂected between the plane and the plane of the graphene oxide.
A deeper analysis of the samples can be performed using atomic force microscope
(AFM), by means of which the crystals, which have a thickness equal to the apparent
distance between the layers of the same sample 3-D, are selected.
In the peeling method, the structured surface has to be pressed against a layer
of a fresh wet photoresist spun[6]. After baking, the sample becomes attached to
the photoresist layer, which allows to use a common scotch tape repeatedly to peel
graphite ﬂakes oﬀ. The ﬂakes remaining on the photoresist are then released in
aceton and put on a SiO2 wafer, and subsequently ultrasound caleaving in propanol
is used to remove ﬂakes with thickness larger than 10 nm, (the others attach strongly
to Si02) [6].
Despite their simplicity, these methods have non-trivial aspects that are worthy
analyzing, which also explains why the discovery of structures of atomic thicknesswas
was not earlier: ﬁrst, the monolayers are in minority among the other samples
covering the surface on which they are deposited, second, the 2D crystals do not
have a clear signature at transmission electron microscopy (TEM) analysis, third,
the monolayers are almost transparent to visible light and cannot be seen by optical
microscopy on many substrates, such as glass or metals, fourth, AFM is currently
the only method that allows deﬁnitive identiﬁcation of a 2-D object, but it is diﬃcult
to ﬁnd this type of layers by simply doing a random scan of the surface. Furthermore
it was not obvious, as explained above, that thin materials like graphene, survive
intact without the 3-D substrate of origin. The critical factor that has allowed
the identiﬁcation of a 2-D structure of graphene free-standing, was the possibility
of identifying the preliminary samples through an optical microscope with phase
contrast due to a substrate of silicon oxide SiO2 [5].
2.3.2 Growth on substrate
The production of graphite from SiC has been known for long [72]. Graphene on
SiC is obtained by Si evaporation, thus it is not a real epitaxy although the result
are samples on a substrate, like in epitaxial methods. As Si evaporates C rearrange
into a graphenic surface[69]. The number of layers can be controlled by tuning the
temperature and the time duration of the process.
Two kinds of graphene can form; deriving from two possible termination of SiC
Fig.:2.5. When SiC is cut along (0001) direction, consequently, one can have the
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Figure 2.5: Graphene on SiC: the two diﬀerent conﬁguration C-terminated adn Si-
terminated are shown in (a) (upper side and lower side respectively). (b) Scanning
tunneling microscope (STM) image of graphene on Si-Terminated SiC [82]. The
buﬀer layer and the ﬁrst free-standing can be seen on the SiC slab in the side view
.(c) STM image of graphene on C-SiC: a deﬁned Moirè pattern is not observed [C.
Coletti et. al., unpublished]. (d) On the left there is Angle-resolved photoemission
spectroscopy (ARPES) [76] image of the buﬀer layer that does not shows the typical
pi band, on the right there is the same image but of the free-standing layer which has
the typical behavior of graphene (e) [75]. Moreover, there is no evidence of buﬀer
layer: the ARPES image shows that the layer grown directly on the SiC surfaces
already shows the typical pi band.
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outermost layer of the bulk of SiC with Silicon or Carbon atoms exposed. When
the temperature in increased, depending on which type of termination one has,
there will be diﬀerent rearrangements of the carbon layer. In the case of silicon
face, one observesa rearrangment of periodicity 6
√
3× 6√3R30 with respect to the
SiC crystal, corresponding to 13 × 13 with respect to graphene (white dotted cell
boundaries in Fig:2.5(b)); approximate 6× 6 (with respect to SiC, a 4√3× 4√3R30
with respect to graphene) are also observed (Fig:2.5(b), solid cell boundaries). In
the case of C-termination, rearrangement (6
√
3 × 6√3R30) is not observed, while
other rearrangments with diﬀerent periodicity are observed, however on the C-face,
graphene grow faster and few layers graphene can form. In addition on the C-face
one can ﬁnd diﬀerent Moirè patterns on the same sample within few micron, and
there is not a well deﬁned azimuthal direction [82].
Another diﬀerence between the two conﬁgurations is that, the ﬁrst carbon layer is
more interacting with the substrate in the case of the system Si-terminated [70]. This
can be seen from Angle-Resolved-Photo-Emission-Spettroscopy (ARPES) images.
ARPES is an experimental technique measuring the distribution of the electrons
(more precisely, the density of single-particle electronic excitations) in the reciprocal
space of crystal. In Fig:2.5 one can see that the ﬁrst formed carbon layer has
graphene honeycomb simmetry, but the bonds have a diﬀerent behavior from the
graphene, indeed they do not show the typical linear behavior of pi bands, this is
because this layer [74] (called "buﬀer layer") has a covalent interaction with SiC
and therefore cannot be considered real graphene. Over this sheet a graphene layer
with the peculiar features (linear pi band at the Fermi energy) forms. Conversely, in
the case of C-terminated SiC, already the ﬁrst layer exibit the feature of the typical
graphene pi band [74]. These features were conﬁrmed by DFT calculation performed
on both the two diﬀerent termination [70][71].
Other techniques are used to grow graphene on substrate of various kind, which
belong to the calss of epitaxial growth methods. Roughly speaking if a ﬁlm is
deposited on a substrate of the same composition, the process is called homoepitaxy,
otherwise it is called heteroepitaxy. The ﬁrst technique is used to create the ﬁlm
of the same material, but more pure or anyway to control the degree of doping of
diﬀerent layers. The second technique is instead a type of epitaxy which is made
with diﬀerent materials, this technique is often used to grow crystals [72].
2.3.3 Chemical-Vapor-Deposition
The Chemical Vapor Deposition is a process widely used to deposit or grow thin
ﬁlms starting from a precursor in gaseous form. The choice of precursor is usually
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dictated by the task of the material and by the availability. The main diﬀerence in
the CVP protocol for the diﬀerent types of precursors is the gas delivery system.
Reducing the growth the temperature is important for most applications, espe-
cially when considering the process for complementary metal-oxide semiconductor
(CMOS) devices. One of the most common and inexpensive production method
which aims to this is the Plasma Enhanced CVD (PECVD). The creation of plasma
of the reacting gaseous precursors allows deposition a lower T with respect to ther-
mal CVD: a ionized gas has a higher reactivity and this facilitates the interaction
with the substrate. However, since plasma can damage teh growing material, one
needs to design the equipment and select process regimes that minimize this dam-
age. The current understanding of the growth mechanism is as follow [72]: carbon
atoms, after decomposition from hydrocarbons, nucleate on the substrate and the
nuclei grow into large domains. The nuclei density is principally a function of T
and pressure. Domains with size of ∼ 0.5 mm are observed under conditions of
T > 1000◦C and with low precursor pressure (∼ mTorr). However when the sub-
strate is fully covered, the ﬁlms become polycrystalline, since they are mis-oriented
or incommensurate with respect to eachother, even on the same substrate grain.
2.3.4 Liquid-phase-exfoliation
Another important class of methods for the isolation of graphene sheets, are the so
called chemical methods [80]. It is a wide area of experimental methods in which are
involved diﬀerent techniques. For simplicity only one of them will be reported in
the following. It consists in basically three steps:
• Oxidation of graphite.
• Dispersion in water to create aqueous colloidal suspensions of graphene oxide
sheets.
• Reduction of graphene oxide to isolate the graphene sheet.
Graphite oxide was ﬁrstly prepared in the nineteenth century [80], by oxidation
of graphite in the presence of strong acids and oxidants. The level of the oxidation
can be varied on the basis of the method, the reaction conditions and the precurson
graphite used [80].
Graphite oxide consists of a layered structure of graphene oxide sheets that are
strongly hydrophilic. When we put it in water, the interlayer distance between
the graphene oxide sheets increases from 6 to 12 Å [80]. Graphite oxide can be
completely exfoliated to produce aqueous colloidal suspensions of graphene oxide
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sheets. The next step is, therefore, the reduction of the latter. A few methods for
creating colloidal suspension of graphene sheets have been developed [80]. They
involve a number of steps in which one uses a sequence of chemical components to
change the pH of the solution and so to induce the reduction of the graphene oxides.
A typical approach could be the following [80]
1. 'Pre-reduction' of graphene oxide by NaBH4.
2. Sulphonation by aryl diazonium salt of sulphanilic acid.
3. 'Post-reduction' of aqueous sulphonated graphene with hydrazine.
Graphene obtained in this way is presented in the form of an ink and it can be used
for extensive coating for electronic devices [72].
Chapter 3
Density Functional Theory
This chapter describes the basic concepts underlying the Density Functional Theory
(DFT) calculations and DFT based molecular dynamics simulations. This is the
framework within which all the results of this work are obtained.
The chemical-physical properties of condensed matter systems can be interpreted
based on their structure and electronic properties. In order to uderstood and predict
the properties of new materials, a theoretical framework capable of predicting these
properties with basically no adjustable parameters is necessary. In addition, this
theory must be able to accurately treat the electron-electron interactions at a quan-
tum level in a computationally eﬃcient way, in order to be able to address systems
at least the nano-scale (in size and in time).
DFT is an "ab initio" theoretical framework combining good accuracy and rel-
atively low computational cost. For this reason, it is the one preferred when ad-
dressing large and complex molecular systems. In this chapter the focus is on the
plane-wave - pseudopotential approach, the one used in this work, which is de-
scribed after the general concepts. The approach chosen for dynamics calculation is
the Car-Parrinello molecular dynamics, also here described after some basics of ab
initio molecular dynamics. Finally, some details about the software and hardware
used are also reported.
3.1 Born-Oppenheimer approximation
To study a system composed of N electrons andM nuclei, the Schroedinger equation
must be solved:
HˆΨ = EΨ (3.1)
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where E and Ψ are respectively the total energy and wave function of the system of
N electron and M nuclei. The Hamiltonian operator Hˆ can be written in the form:
Hˆ = − ~
2
2me
N∑
i=1
∇2ri−
~2
2
M∑
J=1
1
MJ
∇2Ri−
N∑
i=1
M∑
J=1
e2Zj
|ri −Rj|+
∑
i<j
e2
|ri − rj|+
∑
I<J
e2ZIZJ
|RI −RJ | ,
(3.2)
where me e Mj , e , eZj , ri(i = 1, ..., N) e Rj(i = 1, ...,M) are the masses, the
positions of electrons and nuclei respectively. The ﬁrst two terms of eq. 3.2 are the
electronic and ionic kinetic energy, while the remaining terms represent, in order,
electrostatic interaction between electrons and nuclei, electrons and electrons, nuclei
and nuclei.
In general, the solution of eq:3.2 is a diﬃcult task. It is necessary to make
some approximation to ﬁnd the eigenvalue Ei and the eigenfunctions Ψi of the
ground state. To address this problem, the Born-Oppenheimer approximation is
often adopted: since the mass of the nuclei is much larger than the mass of elec-
trons (Mj
me
∼ 1836), the nuclei move much more slowly than the electrons. Therefore
one can assume that electrons follow instatly the nuclear motion (adiabatic ap-
proximation) and solve the Schroedinger equation considering nuclei as frozen. In
mathematical terms, this corresponds to decouple the total wave function as follow:
Ψ = ψ(ri,RI)φ(RI), (3.3)
whit φ(RI) wave function of the ions ψ(ri,RI) wave function of the electrons. There-
fore the Shroedinger equation for the electrons becomes:
Hˆel({ri}; {Rj})ψn({ri}; {Rj}) = En({Rj})ψn({ri}; {Rj}) (3.4)
where the ψn is the electronic eigenfunctions of the many-electrons system, depen-
dent on the quantum number n. The Hamiltonian operator in eq. 3.4 has the
form:
Hˆel = − ~
2
2me
N∑
i=1
∇2ri −
N∑
i=1
M∑
j=1
e2Zj
|ri −Rj| +
∑
i<j
e2
|ri − rj| +
∑
I<J
e2ZIZJ
|RI −RJ | , (3.5)
and depends parametrically on RI . The solution of the equation 3.4 deﬁnes the so-
called potential energy surfaces (PES) En({Rj}), in particular that of the ground
state E0({Rj}).
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3.2 Density Functional Theory
The solution of the electronic problem can be then addressed with the DFT. The
basic theorems of DFT were formulated by Hohenberg and Kohn in 1964[16]. The
premise is to consider that the ground state of the system can be described as a
functional of the ground state electron density. For a system of N electrons, the
electron density takes the form:
ρ(r) = 〈ψ0(r1, ..., rN)|
N∑
i=1
δ(r− ri)|ψ0(r1, ..., rN)〉, (3.6)
ρ(r) is easier to handle than Ψ, since it depends only on a function of three spatial
coordinates, instead than the full ψ(ri,R) depending on 3N electronic coordinates.
The electronic Hamiltonian operator can be rewritten in the form:
Hˆ = Te + Vee + Vext, (3.7)
where Te is the electronic kinetic energy, Vee is the potential of the electron-electron
interaction and Vext is the external potential.
The ﬁrst theorem proven by Hohenberg and Kohn states that there is a unique
correspondence between the external potential and the electron density: not only
(and obviously) Vext determines the ground state ρ(r), but also given a ρ(r) there
is a unique Vext determining it (deﬁned except for an arbitrary additive constant).
Once one knows Vext and the number N of particles (which is the integral on the
ρ(r)) the Hamiltonian operator is uniquely determined. Therefore one has that ρ(r)
determines the electronic function of the ground state, ψ0. Therefore, the total
energy of the electronic system can be written as a functional of the density ρ:
E[ρ] = F [ρ] +
∫
vext(r)ρ(r)dr (3.8)
It is convenient to deﬁne the intrinsic energy functional F [ρ], which is indipendent
from the external potential:
F [ρ] = 〈ψ0[ρ]|Te + Vee|ψ0[ρ]〉, (3.9)
where ψ0[ρ] is the ground state electronic wave function generating hte ground state
density ρ(r).
The integral part of eq.: 3.8 is the electronic interaction with Vext. This expres-
sion comes from the deﬁnition of electronic density of the eq: 3.6 and from the fact
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that Vext can be written as:
Vext(r1, ..., rN) =
N∑
i
∫
vext(r)δ(r− ridr), (3.10)
and:
vext(r) = −
M∑
j
e2Zj
r−Rj . (3.11)
The second DFT foundamental theorem [14] states that the ground state density
of the system is the one that minimizes E[ρ] i.e. satisﬁes the eqn δE[ρ]
δρ
= 0 (δ
denotes the functional derivative) and that the minimum of this functional is the
ground state energy of the system. Thus, once the functional F [ρ] and the external
potential Vext are known, the exact energy and the density of the ground state can
be found. Unfortunately, the explicit expression of F [ρ] is not known. However,
approximations are available for it. In 1965 Kohn and Sham proposed a decoupling
scheme to solve the problem [17]. Their idea was to write F [ρ] as the sum of known
and unknown terms:
F [ρ] = T0[ρ] + EH [ρ] + Exc[ρ], (3.12)
where T0[ρ] is the kinetic energy of an "auxiliary" system of non-interacting electrons,
which has the same electron density of the real system. EH [ρ] (H = Hartree term)
is the electrostatic energy due to the direct interaction between the electrons:
EH [ρ] =
e2
2
∫
ρ(r)ρ(r')
r− r' drdr' (3.13)
and Exc(ρ) is the energy of exchange-correlation, which is the unknown component
of F [ρ] on which appropriate simpliﬁcations are additionaly made. The density of
the auxiliary system of non-interacting electrons can be written as single particle
orbitals, φi:
ρ(r) =
N∑
i=1
|φi(r)|2. (3.14)
Minimizing the total energy E[ρ] respect to ρ[φi] one obtains the equation known as
the Kohn-Sham equation :[
~2
2me
∇2 + VKS(r)
]
φi(r) = iφi(r), (3.15)
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where the potential VKS(r) depends on the density ρ via the following eqns:
VKS(r) = vext(r) + VH(r) + Vxc(r) (3.16)
VH = e
2
∫
ρ(r')
|r− r'|dr' (3.17)
Vxc =
δExc[ρ]
δρ(r)
(3.18)
The eqns: 3.15 - 3.18 must be solved iteratively, because VH and Vxc dipend on ρ[φi].
In particular, at the beginning one makes a guess of the wave functions and one gets
a potential, than one can solve the KS eq:3.15 and ﬁnd the new states, which can
be used to built the new potentials. The same step is repeated until self-consistency
is reached.
Figure 3.1: Self consistency ﬂow chart for DFT calculations
A schematic representation of this procedure is illustrated in Fig:3.1. Once
convergence is achived, the total energy of the system can be calculated by means
of the eigenvalues of KS in the following way:
E =
N∑
i=1
i − e
2
2
∫
ρ(r)ρ(r')
|r− r′| drdr
′ −
∫
Vxc(r)ρ(r)dr+ Exc[ρ]. (3.19)
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while the density can be obtained from eq:3.14.
3.2.1 Local Density Approximation
The eq: 3.19 returns the exact expression for the total energy of the system. The
problem in solving it, resides in the fact that Exc is not known and must be approx-
imated.
The KS equation is somewhat reminiscent of the Hartree-Fock (HF) equations.
Both are derived from the variational principle. Both are self-consistent equations
for one-electron wave functions. The HF scheme is recovered replacing the direct
exchange term to Vxc in KS eqns(
− ~
2
2m
∇2 + VH(r) + V (r)
)
ψi(r)− e2
∑
j,‖
∫
ψj(r)ψ
∗
j (r
′)
|r− r′| ψi(r
′)dr′ = iψi(r) (3.20)
where the sum over j, extends only to the states with parallel spin. It is to be
observed however that Vex in KS scheme, contains both exchange and correlation
eﬀects, while HF theory contains only exchange, though "exactly". To approximate
the exchange part in KS scheme, one can use HF results.
The term exchange of HF is a non-local operator and it is quite diﬃcult to
calculate. Initially it was used what is known as Slater's local approximation [14].
Vx(r) = −3e
2
2pi
[
3pi2n(r)
]1/3
(3.21)
Based on this and to add also correlation eﬀects, Kohn and Sham introduced in 1965
the Local Density Approximation[17], they approximated the exchange-correlation
functional with a function of the local density ρ(r):
Exc[ρ(r)] =
∫
xc(ρ(r))ρ(r)dr,
δExc
δρ(r)
≡ µxc(ρ(r)) =
(
xc(ρ) + ρ
dxc
dn
)
ρ=ρ(r)
(3.22)
Where, for xc(ρ(r)) has the same dependency on ρ of a homogeneous electron gas.
xc(ρ) evaluation was based on accurate Quantum Montecarlo calculations on uni-
form electron gas at diﬀerent densities [14] and it was possible to ﬁnd an analytical
expression for it:
xc(ρ) =
−0.9164/rs − 0.2846/(1 + 1.0529
√
rs + 0.3334rs) rs ≥ 1
−0.9164/rs − 0.0960 + 0.0622 ln rs − 0.0232rs + 0.0040rs ln rs, rs < 1
(3.23)
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Here rs is deﬁned as
rs =
(
3
4pin
) 1
3
, n =
V
N
(3.24)
With V volume occupied by the gas homogeneous electron and N the number of
electrons. rs is in a.u. and xc in Ry. The ﬁrst term is the exchange energy of HF
and the remaining terms are the terms of correlation.
3.2.2 Gradient-corrected functionals
LDA fails when the system displays short range spatial variations of the electron
density [19]. This problem is addressed by introducing gradient corrections : the
exchange correlation functional is written as a function of the local density and the
local gradient of the density, introduced as a correction factor Fxc in this way:
Exc[n(r)] =
∫
xc(n(r))Fxc(n(r), |∇n(r)|)n(r)dr. (3.25)
The correction factor is written in terms of rs and a dimensionless reduced density
s(r):
Fxc(n(r), |∇n(r)|)→ Fxc(rs, s), s(r) = ∇n(r)
2kFn(r)
(3.26)
with kF Fermi k-vector. The gradient-corrected functional are extensions of LDA
functional to non-homogeneous systems. Further developments of eq:3.26 then led
to what is called Generalized gradient approximation [19].
One of the most used functionals is the socalled PBE (Perdew, Burke and
Ernzerhof)[19]. This particular version a GGA functional overcomes most of the
problems of other functional used before its development: with respect to others,
its derivation is simpler and has less parameters, the Fxc has a simple and more
transparent analytic form.
3.2.3 Van Der Waals
The Van Der Waals interaction has a non-local character: it is due to the electronic
charge ﬂuctuations, including the interaction between permanent or induced dipoles.
This phenomenon is not well reproduced within LDA or GGA, nevertheless it must
be considered to describe systems in which this interaction are relevant, like the
graphite stacking [22] [23] or interaction of graphene with hydrogen. To include this
type of interaction within DFT, there are currently two types of approaches:
• Adding an empirical VDW interaction.
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• Using an exchange-correlation functional which takes into account the VdW
interaction.
The ﬁrst is an easy solution usually implemented in DFT codes [21], although it
cannot be considered ab Initio; the second is computationally heavier, it is not
always present in commonly used codes. In this work the ﬁrst kind of approach is
used [21]. The basic idea of this scheme is to replace part of the non-local, long-
and medium-range electron correlation eﬀects in a conventional gradient corrected
density functional by (damped) C6R−6 dependet terms. The total energy is given
by
ETOT = EKS−DFT + Edisp (3.27)
where EKS−DFT is the usual self-consistent Kohn-Sham energy as obtained from the
chosen functional and Edisp is an empirical dispersion correction given by
Edisp = −s6
Nat−1∑
i=1
Nat∑
j=i+1
Cij6
R6ij
fdmp(Rij) (3.28)
Here, Nat is the number of atoms in the system, C
ij
6 denotes the dispersion coeﬃcient
for atom pair ij, s6 is a global scaling factor that only depends on the functional
used, and Rij is the interatomic distance. In order to avoid near-singularities for
small R, a damping function fdmp must be used, which is given by
fdmp(Rij) =
1
1 + e−d(Rij/Rr−1)
(3.29)
where Rr is the sum of atomic VdW radii and d a parameter.
3.2.4 Plane Waves Expansion
In this section, the plane wave implementation of KS scheme is illustrated. The
plane wave expansion is particularly appropriated in the case of a crystal such as
graphene: the functional VKS is a periodic function with the symmetry of the Bravais
lattice:
VKS(r) = VKS(r+R), (3.30)
where R is a vector of the Bravais lattice. According to the Bloch theorem the
eigenfunctions of the Hamiltonian can be written in the form:
φi(r) ≡ φnk = eik·runk(r), (3.31)
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where unk(r) is a function with the same periodicity of the Bravais lattice, n is the
band index, k is a vector of the ﬁrst Brillouin zone. By including eq: 3.31 in the
Hamiltonian one gets the following equation:[
~2
2me
(−i∇+ k)2 + VKS(r)
]
unk(r) = εnkunk. (3.32)
This equation can be solved by expanding the periodic wave function unk in plane
waves:
unk =
1√
Ω
∑
G
eiG·rcnk(G), (3.33)
where G are vectors in the reciprocal space , whereas Ω is the volume occupied by
the primitive cell. By inserting eq: 3.33 in the eq:3.32 one gets:
∑
G'
[
~2
2me
|k + G|2δG,G' + VKS(G-G')
]
cnG' = εnkcnk(r). (3.34)
To solve the eq:3.34, a sum on the inﬁnite vectors G should be carried out. In
practice, a ﬁnite set of vectors G is used, limited by a parameter Ecut:
~2
2me
|k + G|2 ≤ Ecut, (3.35)
which represents the maximum kinetic energy for plane waves. By increasing Ecut
one improves the accuracy of the expansion in plane waves and therefore the calcu-
lation of the total energy, electronic structure, density and other properties of the
system.
The density of the electronic charge of the ground state, ρ(r) is obtained by
calculating the integral over the ﬁrst Brillouin zone. In practice the integral is
transformed into a sum of discrete and ﬁnite set of points k (usually distributed
followin the crystal symmetry as in the Monkhorst and Pack scheme [20]. ).
The charge density can also be expressed expanding plane waves:
ρ(r) =
1
Ω
∑
G
eiG·rρ˜(G). (3.36)
The number of vectors G to use in this equation is given from the parameter Ecutrho,
deﬁned as:
~2
2me
|G|2 ≤ Ecutρ. (3.37)
As for Ecut, in the choice of Ecutρ, a compromise between the accuracy and the cost
of the calculation, has to be found. The choice of the cutoﬀ is also determined
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by the behavior of the core electrons wave functions. In the core region the wave
functions display very fast oscillation so the number of vectors G that should be
used to describe the wave function is very large. A way to keep low the cost of the
calculation is provided by the method of pseudo-potential, whose basic idea is to
eliminate the core electrons. Since their binding energy is much greater than that of
a chemical bond, these do not contribute directly to the chemical properties of the
system. In the pseudo-potential method, the core electrons are considered frozen
and linked to the nuclei and, therefore, the system is described as composed of ions
(nuclei + core electrons) and valence electrons. In the Kohn-Sham equation VKS(r)
is replaced by:
VPS(r, r') = Veff (r)δ(r− r') + Vnl(r, r'), (3.38)
where Veff (r) is the local part of long-range interaction of the pseudo-potential
and takes into account the Coulomb interaction between electrons and nuclei, and
the electrostatic interaction and exchange-correlation between the valence electrons.
The term Vnl(r, r') is the short-range non-local term and takes into account the inter-
action between core and valence electrons, including Coulomb interaction, exchange-
correlation and orthogonalization between core and valence electrons. The pseu-
dopotentials (PS) are evaluated once for all and then used to evaluate Vext. Several
kinds of PS are available, diﬀering in the way the interactions among core elec-
trons are evaluated and in other details. Diﬀerent PS have diﬀerent convergence
properties.
In this work ultrasoft pseudopotentials were used which were speciﬁcally op-
timized to have good convergence properties: a smaller Ecut is suﬃcient, allow-
ing computationally cheaper calculation. The formalism of the ultrasoft pseudo-
potential, introduced in 1990 by Vanderbild [18]. The all-electron wave function
and the pseudo-wave function are constrained to coincide for r ≥ rc, where rc is the
radius of the core of the atomic species selected, as in others pseudopotential, but the
diﬀerence is that in the case of ultrasoft ones, this is the only costrain. Conversely,
for example, Norm − conserving pseudopotenitals impose that the norm of each
pseudo-wavefunction must be identical to its corresponding all-electron wavefunction
outside of a cutoﬀ radius. This makes this kind of pseudopotential computationally
heavier [18].
For nonperiodic systems, it is always possible to use the plane wave expansion,
provided the supercell big enough to have the periodic copies of the system far
enough to be non-interacting . In the case of graphene the problem is only for z-
direction, since it si really periodic along x and y. In practice instead of a single layer,
a multilayer is simulated, with interlayer spacing equal to the z lattice parameter.
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3.3 "Ab initio" Molecular Dynamics
3.3.1 The Hellmann-Feynman Theorem
The complete knowledge of the electronic part of the system, from the solution of the
KS equations, allows calculating the forces acting on the nuclei, to study, for istance,
the structural optimization of the system. This can be done using the Hellmann-
Feynman theorem [15]. Consider an operator H(λ) depending on a parameter or a
set of parameters indicated with λ, for example the electronic Hamiltonian:
He(r, R) = Te + V (r, R), (3.39)
where λ = Ri. The eigenvalue equation is
H(λ) = ψn(r, λ) = En(λ)ψn(r, λ), (3.40)
where r is the electron coordinates. The PES can be obtained by studying the
dependence of eigenvalues on the parameters.
< ψm(r, λ)|H(λ)|ψn(r, λ) >= En(λ)δnm. (3.41)
Considering the relation of orthonormality:
< ψm(r, λ)|ψn(r, λ) >= δnm. (3.42)
In the case of m ≡ n one has the Hellmann-Feynman theorem (for the full derivation
see Appendix A)
< ψm(r, λ)|∂H
∂λi
|ψm(r, λ) >= ∂En
∂λi
. (3.43)
If λi = Ri, this equation provides an operative way to compute forces acting on
nuclei Fi = −∂E∂Ri given by electrostatic interaction due to the other nuclear charges
and the density of electronic charge. Let ψ(r, R) be the wave function of a given
surface (non-degenerate) and let E (R) the corresponding energy one has:
< ψ(r, R)|He(r, R)|ψ(r, R) >= E(R). (3.44)
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The force FK on the nucleus K becomes (for the full derivation see Appendix A:
FK = −∂E(R)
∂RK
=< ψ(r, R)| ∂
∂RK
∑
i
zKe
2
|ri −RK | |ψ(r, R) > −
∂
∂RK
∑
I(6=K)
zIzKe
2
|RI −RK |
(3.45)
3.3.2 DFT based Molecular Dynamics
Within Born-Oppenheimer approximation and within the classical regime for nuclei,
one can describe the dynamical evolution of the atomic coordinates with a classical
Lagrangian:
L =
1
2
∑
i
MiR˙
2
i − Etot(R) (3.46)
where Mi are the mass of the ions. The corresponding equations of motion [24]
d
dt
∂L
∂R˙i
− ∂L
∂Ri
= 0, Pi =
∂L
∂R˙i
(3.47)
are the Newton's equations and Etot is one of the PES obtained from eq.:3.39.
In classical molecular dynamics (MD), the forces are generated by an interatomic
potential [24] and the Newton equations are discretized and numerically solved. The
discrete interval of time is called time step. A sequence of atomic coordinates and
velocities is generated starting from a suitable initial set of coordinates and velocities.
The sequence can be used to calculate thermodynamical averages [24], provided
the sampling is statistically suﬃcient. The simpler version of MD will sample the
microcanical ensamble: costant energy and ﬁxed volume, but is possible to set a
thermostat to control the temperature and consider diﬀerent statistical ensemble
[24] (see next section).
3.3.3 Algorithms for Classical Molecular Dynamics
Let us consider the most basic MD: a purely mechanical system of N atoms, enclosed
in a volume V (usually with periodical boundary conditions for a condensed-matter
system), having mechanical energy E = T +Ep where T = 12
∑
iMiR˙
2
i is the kinetic
energy of ions, Ep(R) is the interatomic potential energy.
Discretization of the equation of motion
The numerical solution (integration) of the equations of the motions is generally per-
formed usign the Verlet algorithm [26]. This is obtained from the Taylor expansion
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in ±δt :
Ri(t+ δt) = Ri(t) + δtVi(t) +
δt2
2Mi
fi(t) +
δt3
6
bi(t) +O(δt
4) (3.48)
where Vi = R˙i are velocities, fi forces acting on ion i. By summing and subtracting
eq:3.48 and its counterpart at Ri(t− δt) , one gets the Verlet algorithm:
Ri(t+ δt) = 2Ri(t)−Ri(t− δt) + δt
2
Mi
fi(t) +O(δt
4) (3.49)
Vi(t) =
1
2δt
[Ri(t+ δt)−Ri(t− δt)] +O(δt3). (3.50)
The velocities are one step behind the positions, but they are not used to update
the positions. It is possible to recast the Verlet algorithm into an equivalent form
in which both velocities and positions are updated in the same step. One ﬁnds:
Vi(t+ δt) = Vi(t) +
δt
2Mi
[fi(t+ δt)] (3.51)
Ri(t+ δt) = Ri(t) + δtVi(t) +
δt2
2Mi
fi(t). (3.52)
This algorithm is know as Velocity Verlet [25][26]. In spite of his simplicity, the
Verlet algorithm is eﬃcient and numerically stable [24]. A small loss of energy
conservation, due to numerical errors and to the discretization, is unavoidable, but
a systematic drift of the energy would be not acceptable. Verlet acceptably responds
to this inconvenience [25].
Local minima research
To ﬁnd stable conﬁgurations, one must reach PES local minima. One method is the
so called steepest descent : starting from a certain point in the conﬁguration space,
one proceeds toward the direction in which the PES gradient is maximum [27]. This
can be expressed by the relation:
Rn+1 = Rn − γ∇E(Rn) (3.53)
where the term γ, is proportional to how much one moves in the choosen direction.
Clearly, the choice of γ si crucial for the convergence of the method: if γ is too
small, the convergence is very slow; if it is too large the algorithm does not converge,
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producing and oscillation around the minimum. An evolution of the steepest descent
to improve convergence is the Newton method. It is very similar to the one just seen,
but in this case γ is given from the inverse of PES Hessian matrix, in the starting
point:
Rn+1 = Rn −
[
∂2E
∂RI∂RJ
]−1
∇E(Rn) (3.54)
Which ensure a fastest convergence towards the minimum [25].
Thermodynamic averages
Let's now consider the phase space canonical variables, indicated asRi and Pi. From
a practical point of view, the calculation of thermodynamical averages in classical
MD is an average over many time steps:
AT =
1
T
∫ T
0
A(R(t),P(t))dt ' 1
M
M∑
n=1
A(tn), tn = nδt, tM = Mδt = T. (3.55)
For an ergodic system (one whose trajectories, in a suﬃciently long time, pass arbi-
trary close to any point the phase space), one has [24]
lim
T→∞
AT →< A >, (3.56)
Where <> is the average over the corresponding ensemble:
< A >=
∫
ρ(R,P)A(R,P)dRdP (3.57)
where ρ is the probability of a microscopic state. In the socalled NVE MD the
microcanonical ensemble is sampled:
ρNV E(R,P) =
g(N)
Ω
δ(H − E) (3.58)
where H is the Hamiltonian corresponding to the Lagrangian of the dynamical be-
havior of the ions. E is the mechanical energy (including kinetic energy of ions)
g(N) = (h3NN !)−1 for N indistinguishable atoms, and Ω, related to the entropy S
by the Boltzmann relation S = kB log Ω, is the total number of microscopic states:
Ω = g(N)
∫
dRdPδ(H − E). (3.59)
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The trajectory must be as long as possible for correct sampling, but at the same
time δt must be small enough to allow following the correct integration of equation
of motion [24]. Typically δt ∼ 0.01÷0.1δtmin, where δtmin is the period of the fastest
vibration mode (δtmin = 1/ωmax).
Temperature control
In some cases, one has to control the temperature of the system. One possible way
to do this is to introduce a thermostat that simulates the contact with a thermal
bath at temperature T [24]. The most common one is the Nosé-Hoover thermostat
[24][30][32]. This introduces an additional ﬁctitiuos degree of freedom, producing
dynamical friction force having the eﬀect of heating up ions when the kinetic energy
is lower than the desired value, and cooling them when the opposite state occurs.
Speciﬁcally the equation of motions become:
R¨i =
fi
Mi
− ζ˙R˙i (3.60)
ζ¨ =
1
Q
[
N∑
i=1
MiR˙
2
i − 3NkBT
]
(3.61)
where Q plays the role of "thermal mass". Another method do control the tem-
perature is the socalled Berendsen thermostat [31]. In this scheme, the rescaling of
velocities is achived by coupling the system to a heat bath. The temperature of
the system is changed such that the deviation exponentially decays with some time
constant τ :
dT
dt
=
T0 − T
τ
(3.62)
Fluctuations of kinetic energy are suppresed and therefore cannot produce trajecto-
ries consistent with the canonical ensemble.
Simulated annealing
To escape the local minima and explore the energy landscape, another protocol
is required, called simulated annealing. This is a method that consists in gradual
heating and then cooling of the system, possibly repeated. In particular one starts
increasing the temperature, imposing, ﬁrstly, a ramdomization of the positions to
give kinetic energy to the system, then a thermostat. This two steps are repeated as
long as the choosen temperature is reached. Subsequently the temperature is slowly
reduced by subtracting kinetic energy. The speciﬁc simulated anealing protocol (i.e.
temperature increase and reduction speed) is system dependent, because it depends
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on the relaxation times of the system.
3.3.4 Born-Oppenheimer Molecular Dynamics
If the forces acting on atoms have to be calculated accounting for the eﬀects of
electrons eq.:3.45 must be used. To this aim one must solve the electronic problem
at each step of the simulation. This is called Born-Oppenheimer molecular dynamics
(BO-MD) [29], and the method is described by the following equation:
MIR¨I(t) = −∇IE0(R) (3.63)
HˆeΨn = En(R)Ψn (3.64)
A limiting feature of this method, is that the ground state has to be evaluated at
each step of the calculation. So the calculation is computationally expensive [29]:
solving eq:3.64 within, e.g, the KS scheme, requires a self consistend calculation for
each time step which must be performed at a high level of convergency in order to
mantain low the numerical error. Although with the currently available computer
power, BO-MD is accessible even for relatively large system, for long time up to
the '90s, its cost has prevented the study of ab initio MD of system of moderate
complexity [29].
3.3.5 Car-Parrinello Molecular Dynamics
To overcome the inconvenients mentioned in the previous paragraph, in 1985 Car
and Parrinello (CP)[29] proposed another approach to the problem. They introduced
a classical Lagrangian for both electronic and ionic degrees of freedom:
L =
µ
2
∑
k
∫
dr|ψ˙k(r)|2+ 1
2
∑
I
MIR˙
2
I−Etot(R, ψ)+
∑
k,l
Λkl
(∫
ψ∗k(r)ψl(r)dr− δkl
)
(3.65)
The corresponding equation of motion are:
µφ¨ = −∂E[Rψ]
∂φ
+ orthonormality costrains (3.66)
MR¨ = −∂E[Rψ]
∂R
+ orthonormality costrains (3.67)
(3.68)
(indices i and I are omitted for simplicity). In the equation above, µ is a ﬁctious mass
for orbitals, an inertia parameter which allows treating the equations like a classica
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newtonian motion. Being completely classical, these equations can be integrated
using algoritms illustrated in section 3.3.3, including Verlet algoritm, thermostat
etc.
The main advantage of this method is that only a single electronic initial opti-
mization at ﬁxed nuclear conﬁguration is necessary, then the electronic and nuclear
systems evolve simultaneously, oscillating near the minima of the PES (Fig:3.2)
Figure 3.2: Evolution of the system near the minimum of the PES
In the following table a comparison between the two methods is reported:
B-0 C-P
Electronic optimization ∼10-20 inter-
actions at each
nuclear-step
∼50 iteractions are needed only at ﬁrst nu-
clear step
Time step ∼ 0.2-0.5 fs ∼ 0.1
Approximation Exact within
the adiabiatic
approximation
After the ﬁrst step, the KS equations are
solved approximatelly. The approxima-
tion is given from value of µ (if µ = 0 ,
exact KS is recovered)
Car-Parrinello dynamics is very eﬃcient, but the reasons why it is so, are quite
subtle. The dynamics for the electronic orbitals is purely classical (and must not be
directly related to real electron dynamics). As a consequence the energy would tend
to equipartition between electronic and ionic degrees of freedom, causing an energy
transfer from ionic to electronic degrees of freedom. The reason why this does not
happen resides on the analysis of the typical frequencies associated to the ﬁctitious
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electron dynamics: in system with a gap in electronic spectrum the frequencies are
given by the relation ωel ∼√(i − j)/µ. Typical frequencies for ions are the phonon
frequencies and electronic and ionic systems remains decoupled. This preservs the
adiabatic approximation and allow CP-MD to be a good approximation for BO-
MD, but less computationally expensive. Usually, but depending on the system,
appropriate values of µ can be found such that the maximum phonon frequency is
much smaller than the minimum electronic frequency: ωphmax  ωelmin.
3.3.6 Mass preconditioning of equations of motion
The ﬁctitious dynamical methods discussed above, can be numerically improved by
preconditioning the dynamics in order to reduce the, ratio ωphmax/ω
el
min. This can
be achived by replacing the constant ﬁctitious parameter µ with a properly chosen
positive function µˆ(q) (where q is the reciprocal space wave vector of the wavefunc-
tions). This function must be choosen such that it compresses the highest frequency
components of the spectrum of ﬁctitious dynamics. These are associated to the
unoccupied high energy states which are almost free-particle-like. Thus choosing
µ(q) = µ0 if
1
2
q2 < Ep (3.69)
µ(q) = µ0
q2
2Ep
if
1
2
q2 > Ep (3.70)
one can obtain the proper frequency compression. Below a certain cutoﬀ energy
Ep, one considers a costant mass µ0, because the low energy eigenstates have a
relevant potential energy contribution and are not free-particle-like. The precondi-
tioning threshold therefore represent a value above which the states are dominated
by kinetic energy. The preconditioning that minimizes the ratio ωphmax/ω
el
min is called
"the optimal preconditioning cutoﬀ". It depends strongly on atomic species and
only negligibly on the physical environment[28]. Overall, it allows to nearly double
the value of the time step ∆t for equations integration (and consequently, of the
simulation length), with negligible increase of numerical error.
3.4 Quantum ESPRESSO
In this work, an integrated suite of computer codes for the electronic structure
calculation and materials modeling was used. It is called Quantum ESPRESSO. Its
manifesto is:
Quantum ESPRESSO is an integrated suite of Open-Source computer codes
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for electronic-structure calculations and materials modeling at the nanoscale. It
is based on density-functional theory, plane waves, and pseudopotentials. Quantum
ESPRESSO has evolved into a distribution of independent and inter-operable codes
in the spirit of an open-source project. The Quantum ESPRESSO distribution con-
sists of a historical core set of components, and a set of plug-ins that perform more
advanced tasks, plus a number of third-party packages designed to be inter-operable
with the core components. Researchers active in the ﬁeld of electronic-structure cal-
culations are encouraged to participate in the project by contributing their own codes
or by implementing their own ideas into existing codes. [33]
The code distribution is organized into a basic set of modules and libraries plus
a number of directories containing executables which perform speciﬁc tasks. The
code is written mostly in Fortran95, some part in Fortran 77 and C. The paralleliza-
tion is achived using the standard MPI libraries. Quantum ESPRESSO is based
on DFT theory and the plane waves basis set. The strength of this code resides
in parallelization of the calculations. Thanks to the MPI libraries, it was possi-
ble to implement high-parallel algorithms that scale very well up to thousands of
processors. Moreover QE allows a number of diﬀerent calculation tasks, beside the
Ground-state caculations, Car-Parrinello molecular dynamics, Phonons frequencies,
EPR and NMR chemical shifts and much more. Ground-State search and structure
optimizations are achived implementing Hellman-Feynman theorem to ﬁnd forces
acting on the system. QE also allows to use some post-processing packages to com-
pute bands structure, density of states, charge density and other useful quantities.
3.5 Computational resources
The calculations contained in this thesis were performed on high performance com-
putation (HPC) systems, exploiting heavy parallelization. These are:
• GENCI's CURIE supercomputer (Paris,France)
• IBM-FERMI Cineca (Bologna, Italy)
described in the following:
CURIE
The CEA scientiﬁc computing complex, located on the site at Bruyères-le-Châtel,
is one of the most high-powered computing complexes in Europe with a peak com-
puting power greater than 1.7 Petaﬂops in 2010 thanks to CURIE, which is capable
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of up to two million billion operations a second (or 2 Petaﬂop/s) - consists of more
than 92,000 processing cores, linked to a system that can store the equivalent of
7,600 years' worth of MP3 ﬁles (15 Petabytes) at a speed of 250Gbit/s, 100,000
times faster than an ultra-high-speed ADSL connection.
FERMI
CINECA is one of the Large Scale Facilities in Europe. Its hardware resources are the
most powerful available in Italy and among the most powerful available in the world.
At present the main HPC system is FERMI, an IBM BlueGene/Q system com-
posed of 10.240 PowerA2 sockets running at 1.6GHz, with 16 cores each, totaling
163.840 compute cores and a system peak performance of 2.1 PFlops.
FERMI is one of the most powerful machine in the world, and it has been
ranked #7 in the top 500 supercomputer sites list published in June 2012. It is a
BlueGene/Q system and has a massively parallel architecture.
Chapter 4
Results
This chapter reports the original results of this work. After a summary of the ex-
perimental and theoretical data on corrugated ad hydrogenated graphene, which
are subsequently used for comparison, the details of the model systems and of the
calculations and simulations setups are described. The results about the stability,
structural, electronic and dynamical properties of graphene with diﬀerent levels and
symmetry of corrugation are then reported. Subsequently, selected corrugated struc-
tures are hydrogenated following a protocol that mimics the experimental exposure
to atomic hydrogen, and the stability, structural and electronic properties of systems
with diﬀerent level of hydrogenation are described.
4.1 Corrugated/hydrogenated graphene: state of the
art
The interaction between graphene and hydrogen has received recently renewed at-
tention due to possible applications in graphene based nano-electronics [6] and in
hydrogen storage [35]. The interaction here considered is the chemisorption of hy-
drogen on graphene: hydrogen can covalently bind to graphene, locally transform-
ing carbon hybridization from sp2 to sp3. As a consequence, the geometry and
electronic structure locally change. Hydrogen adhesion opens a gap in the band
structure which depends on the amount and "decoration" of hydrogen [38][47]. This
allows in principle to have tunable conductive properties useful for nanoelectronics.
On the other hand, considering hydrogen storage, the physisorption of molecular
hydrogen, which at a ﬁrst sight seems the most natural way of adsorbing hydrogen
in a graphene systems, does not seem to be eﬀective unless at very low temperature
and high pressure, because it relyes on the weak VdW interactions [34]. Conversely,
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chemisorption produce a stable binding proper for hydrogen robust storage and
transportation on the long distances, but this process has high activation barriers
especially considering molecular hydrogen.
In both cases there is the need for strategies for controlling hydrogenation. In
the ﬁrst case the key point is the control of the decoration of hydrogen on graphene
at the nanoscopic level, in the second case, the control of adsorption/desorption
phase has a main role.
The relationship to graphene corrugation stems from the observation that convex
sites of graphene-like systems are more reactive, as revealed by theoretical studies
on fullerenes and nanotubes [57][60][63][62]. The rationale under this fact is that
the sp2-sp3 transition, necessary for H attachment implies a pyramidalization of the
carbon, which is favored by the local curvature. For this reason, creating and con-
trolling graphene curvature could be considered a way for controlling hydrogenation.
In the following a survey of the literature on hydogenated graphene and its
relation to curvature is reported, for the sake of comparison with this work results.
4.1.1 Experimental evidences of graphene hydrogenation and
rippling
One of the ﬁrst evidence of hydrogen loaded graphene was reported by Elias et.
al. [40] who referred to it as "graphane". Actually graphane is a fully hydrogen
saturated graphene structure. In order not to create structural stress, hydrogen has
to be adsorbed on the two sides, This fully hydrogenated structure was reported
in a DFT based study[38] (Fig:4.1). Elias et. al. rather revealed the presence of
patches of hydrogenated graphene by means of Raman spectroscopy: hydrogenation
is indicated by the appearance of speciﬁc Raman peaks (see Fig.4.2 and its caption).
What can be evinced from the measurements is that there is a gradual hydrogenation
of the samples. Moreover it was shown that by annealing , the graphene loses
hydrogen and the pristine-like features are recovered.
DFT studies [38] (see Fig.4.3(a)), show that graphane is a wide band gap insula-
tor. Indeed, ARPES studies on hydrogenated graphene[47](Fig.4.3(b)) show variable
band gap opening , depending on the amount of hydrogen bound to the structure.
Controlled hydrogenation can be obtained by exposing graphene on SiC to atomic
hydrogen. Goler et. al., by Scanning Tunnerling Microscopy (STM), an instrument
for imaging surfaces at the atomic level, investigated the adsorption and release of
hydrogen atoms on monolayer graphene on SiC [36]. By comparing STM images
with DFT calculation, it was shown that hydrogen gradually absorbs organizing in
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Figure 4.1: Graphane structure
Figure 4.2: Raman spectra of the three phases of hydrogenation: pristine
graphene(red), hydrogenated graphene (blue), annealed graphene (green). The vi-
brational spectrum of Single Layer Graphene (SLG) is recognizable by means of two
distinct modes: The high frequency Eeg, involving the transversal relative displace-
ment of two C atoms, referred to as the "G" peak, and the breathing modes of the
six-atoms rings, i.e. the "D" peak. However, in a Raman spectrum of SLG the "2D"
peak, i.e. the overtone of the "D" mode is visible, due to the selection rules for one
and two phonos processes [73]. When the system is hydrogenated and C-H bonds
form, and the Raman spectra displays two additional peaks, which are "D" and "D'
"(and the combination (D+D')). The activation of those modes is due to breaking
of the traslational symmetry of C-C sp2 bonds after the formation of C-H sp3 bonds.
[40]
42 CHAPTER 4. RESULTS
Figure 4.3: (a) Band structure and DOS of fully hydrogenated graphene
[38](b)ARPES images of band gap opening due to idrogenation[47]
dimers or tetramers, starting from protruding area in the Moirè corrugation pattern
generated by interaction with substrate.
Moreover, the band gap opening was observed by Scanning Tunneling Spec-
troscopy (a technique that provides information about the density of electrons in a
sample as a function of their energy), (Fig4.5) in agreement with the fact that par-
tially hydrogenated structures have semiconducting properties [37]. Hydrogenation
was also demostrated in multi-layered graphene. In 2011 Subrahmanyam et. al.
reported hydrogenation of few-layers graphene samples obtained by exfoliation of
graphite oxide [41]. Gravimetric data show chemical storage up 5% in weight at
low temperature, ∼ 3% at higher temperature (for comparison, the maximum value
obtained in fully saturated graphane is 1
12
' 8 %). In these experiments, hydrogena-
tion was obtained by heating at ∼ 800◦C, a directing esfoliating graphite oxide in
hydrogen saturated envirorment.
The ﬂexibility of graphene is well known, and its tendency to form ripples is
widely documented [77][78][79][82]. The geometry and amplitude of the ripples of
graphene on SiC was measured in several papers and is in the range of tens to
hundreds of pm (see Fig. 4.6 and Fig 2.5 in chapter 2). These data will be useful
for the comparison with theoretical results.
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Figure 4.4: STM image comparison bewteen STM experimental data and DFT
calculation. Figure adapted from Ref.[36]
Figure 4.5: STS image showing band gap opening due to idrogenation. Figure
adapted from Ref. [36]
Figure 4.6: Ripples proﬁle on graphene layer grown on SiC. Figure adpted from
Ref.[82]
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4.1.2 Density Functional Theory calculations
The chemisorption process was addressed in a number of DFT based studies, treating
diﬀerent size model systems, at diﬀerent level of accuracy, and in diﬀerent environ-
menal conditions. These are summarized in Tab.4.1 and Tab.4.2
Ref year Code Basis set Functional(s) Pseudopotential cut-oﬀ K-grid
[90] 1999 ADF Localized LDA, PW91
[88] 2003 VASP Plane waves LDA Ultrasoft 300 eV Γ
[89] 2008 VASP Plane waves LDA Ultrasoft 380 eV 19 × 19, 9 ×
9
[86] 2008 ABINIT Plane waves PBE Norm conserving 50 Ry 3 × 3 × 1
[83] 2009 SIESTA Localized PBE T-M 10 × 10 × 4
[85] 2010 VASP Plane waves LDA Ultrasoft 300 eV 2 × 2
[87] 2010 VASP Plane waves PW91 PAW 26 Ry
[68] 2010 VASP Plane waves LDA PAW 36 Ry
[91] 2011 Q-E Plane waves PBE 60 Ry 26× 26
[92] 2011 VASP Plane waves BLYP 6×6
[34] 2011 CPMD Plane waves PBE T-M 35 Ry
Table 4.1: In the table the details of calculation settings are reported for each work.
The ﬁrst column indicates the bibliographic reference. The second column contains
the year of publication. The "Code" column indicates the program used. The basis
set, Functional, Pseudopotential cut-oﬀ and K-grid columns indicate respectively
the wave function basis set used for each work, the functional used for the exchange-
correlation part, the pseudopotential used for core electrons, the cutoﬀ for the wave
functions and the grid of K-points to sample the Brillouin zone.
In these works diﬀerent conﬁguration were examined. For istance in Ref.[85],
the interaction of hydrogen with graphene has been studied taking into account a
system made of a SiC (0001) bilayer and the buﬀer layer grown on it, with intercaling
hydrogen. This kind of conﬁguration shows a weak interaction between the buﬀer
layer and the SiC, so hydrogen serves to isolate graphene which shows the typical
behavior of a free-standing layer.
In [86] graphene is considered as a toy model to study the interaction of hydrogen
with a graphitic system. Adsorption energies were evaluated, simulating 3× 3 cells
with hydrogen chemisorbed in dimers in diﬀerent conﬁgurations, showing values of
adsorption energies in the range ∼-60 to ∼-200 kJ/mol. A change in geometry was
observed, consisting in the pyramidalization and a stretch of C=C bonds of the sites
where hydrogen was bound. This indicates transition between hybridization sp2 to
sp3.
Graphene as a system for hydrogen storage was speciﬁcally considered in Ref.[87].
In this case the studied process is not chemisorption, rather calcium mediated ph-
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Ref Cell size System H atoms Main results
[90] C24H12 polycy-
cling aromatic
hydrocarbon
Isolated layer Chemisorption with the
help of substrate recon-
struction and physisorp-
tion distances .
[88] 384 carbon
atoms
Isolated layer 16 H atoms Induced convex areas
by hydrogen collective
bonds
[89] 4× 4 cell 32 car-
bon atoms
Isolated layer 2 Li, 14 H Absorption of hydrogen
by means of Litium.
[86] C42H16 polycy-
cling aromatic
hydrocarbon
Isolated layer 2H Adsoprtion of hydrogen
dimer in various conﬁgu-
ration (ortho, para, meta
...)
[83] 128 atoms Isolated layer 2 H atoms Chemical activity of
graphene ripples
[85]
√
3 × √3R30◦
and 3×3,24
and 120 atoms
respectively
Single layer on
substrate (3 SiC
substrate layers)
2 H atoms Study of stable
chemisorption sites
[87] 102 atoms in
carbon nanorib-
bons
Isolated layer 2 Ca, 2 H2 Hydrogen adsortpion me-
diated by Calcium
[68] 24 atoms Isolated layer 4 H atoms Single-side hydrogena-
tion of graphene on
curved surfaces
[91] 2 atoms Isolated layer 2 H atoms Single-side hydro-
genation of graphene
fundamental cell
[92] 64 atoms Bilayer graphene 16 H atoms Stability of single-
side hydrogenation of
graphene.
[34] 180 atoms 22.1
Å ×32.3 Å
Isolated layer 120 H atoms Dependence of
Hydrogen-Graphene
Binding Energy on
Graphene Curvature
Table 4.2: In the table the systems simulated are reported for each work, with some
comments on the results.
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ysisorption. Graphese was decorated with Calcium, which increases the molecular
hydrogen binding energy up to 0.2 eV/H2.
Another dopant has been used in Ref.[89] instead of Calcium. Litium was used
to "metalize" graphene: it behaves like a dopant and so charged Li+ binds to hy-
drogen, polarizing the H2 molecule. With these strategy a gravimetric density of
∼ 12.8 wt % was reached. In Ref[88] hydrogen is used to induce the corrugation
and then to create a favorable site where further hydrogen can bind. Moreover, a
new conﬁguration similar to graphane has been proposed and studied in Refs.[68]
[91] [92]; it is called graphone, which consists in a single-side hydrogenated graphene
structure at alternated sites (with 1:2 H:C stoichiometry). A fully single-side hy-
drogenated graphene is not stable, due to the fact that the system tends to form a
sp3 conﬁguration which cannot be costrained on a ﬂat surface otherwise the stress
on the C atoms would be too high. Despite this, a conﬁguration in which there
is an alternation of hydrogenated sites and non-saturated carbons is possible; this
leads to a magnetic material [59], which can be interesting for spintronic application.
Moreover, this conﬁguration leads to a strong interaction between two graphene lay-
ers, one hydrogenated and one not-hydrogenated, one upon the other, which further
stabilizes the conﬁguration.
In Ref.[34], the control of curvature is proposed as the basis of a device for
hydrogen storage. The system studied is a ∼ 22.1× 32.3 Å with 180 atoms. Up to
120 H atoms were added to the system. The buckled conﬁgurations of the multilayer
graphene were prepared by contracting the supercell of up to 10% respect to its
relaxed conﬁguration on the x, y direction. The curvature level has been measured by
means of a parameter d (Fig:4.7). The curvature varies within a range of d = ±0.25
Å. Hydrogen is shown to bind on convex areas. The results show that a C-H binding
energy increase linearly with d, being larger in convex region. Afterwards, the
hydrogen release was simulated. It was shows that it is possible to induce and
control the hydrogen release by inverting the curvature of graphene sheets. In fact,
the sites where the hydrogen binds, turn from convex to concave producing unstable
bonds and consequent H release. In Fig.4.8 this mechanism is described.
4.2 Models and methods used in this study
Following the track of the last work cited ([36]), the aim of the studies here reported
is to analyze the interplay between curvature and hydrogenation on systems realisti-
cally reproducing the real ones, i.e. graphene naturally corrugated by the interaction
with SiC substrate. A model system reproducing exactly the experimental setup
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Figure 4.7: Rapresentation of d parameter. Image adapted from Ref.[34]
Figure 4.8: Scheme of curvature controlled hydrogenation. Three phases can be
distinguished: during the injection (red) the atomic hydrogen is cracked and intro-
duced in the system. It will chemisorb on the convex regions during the storage phase
(blue). The release phase (green) is activated by inversion of curvature: hydrogen
ﬁnds itself in convex sites, the C-H bonds become unstable. causing the associa-
tive desorption of H2. The horizontal lines are placed according to the eﬀective
energies/H atom. Figure adapted from Ref.[34]
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should include at least two graphene sheets (buﬀer layer and ﬁrst free standing),
plus several layers of SiC and hydrogen, summing up to ∼2000 atoms. Though
such a large systems is addressable on massively parallel computation systems, the
focus here is rather to ﬁnd a simpler system, equivalent in terms of structural and
electronic properties, to be used for extensive calculations.To this aim, the 13× 13
and 4
√
3× 4√3R30◦ were considered, as they match (exactly or approximately) the
Moiré symmetry. These were laterally compressed (stretched) in the range +(-)10%
with respect to their relaxed size. The same calculation was also performed on the
3
√
3× 3√3R30◦, to have a rippling with a higher level of local curvature.
4.2.1 Model systems
As already illustrated in chapter 2, Si evaporation from the (0001) face of SiC
produces ﬁrst an honeycomb carbon lattice which is partially covalently bound to
the substrate, and consequently it is not real graphene. This buﬀer layer displays
a Moiré pattern of corrugation whose exact periodicity is 6
√
3 × 6√3R30◦ referred
to SiC, or 13× 13 referred to graphene. Subsequent evaporation produces the ﬁrst
completely detached sheet (free standing[36]), whose rippling follows that of the
buﬀer layer. The periodicity of rippling can also be approximately described by a
6 × 6 supercell (referred to SiC or 4√3 × 4√3R30◦, if referred to graphene), thus
the two diﬀerent super cells are considered in this study. Other smaller super-cells
(speciﬁcally the standard unit cell, the minimal rotated by 30 deg, 3
√
3× 3√3R30◦,
and an intermediate one, the 3
√
3× 3√3R30◦) are here considered for comparison.
The super-cells, their Brillouin Zones (BZ) are reported in Fig4.9.
It is to be observed that the Dirac point (blue K in Fig4.9(d)) is remapped in
diﬀerent special points upon BZ refolding when diﬀerent supercell are considered.
The periodicity along z axis is 15 Å, thus the simulated systems is a multilayer with
the 15 Å interlayer spacing. This inter-layer distance is enough to make the inter-
sheet interaction negligible. The multi-layers were rippled by lateral compression,
as described in the next section. Selected systems are then hydrogenated with the
following protocol: couples of H atoms are added onto the sites with highest local
curvature in dimers or tetramers, on a single side of the graphene sheet. The system
is then relaxed and the procedure repeated until convex sites are available. This
protocol mimics the kinetics of adsorption occurring upon exposure to low concen-
tration atomic hydrogen [36], taking advantage of the linear dependence of atomic
binding energy on local curvature [34]. The stability of selected hydrogenated sys-
tems is then tested by means of simulated annealing with Car-Parrinello dynamics.
The completely double sided hydrogenate case, namely, harm-chair graphane, was
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also considered for comparison, using the 3
√
3×3√3R30 cell.
Figure 4.9: (a) Super-cells considered in this study (in colors), superimposed to the
graphene lattice (in black). (b) the cell periodicity (with respect to graphene and SiC
lattice) adn the number of atoms included (corresponding colors to (a)).(c) The two
super-cells with the periodicity of the Moirè lattice (exact in red, and approximate
in green). In the background a representation of the corrugation is reported: light
grey areas are protruding. (d) The Brillouin zones of the main cells (corresponding
colors to (a). The main symmetry points of the unit and of the 6×6 cell are reported
in blue and green, respectively.
Besides the cells used for the main calculations, other cells, rapresented in Fig4.9
(blue and red), were considered: they are respectively the graphene elementary cell,
and the "fundamental" cell of the rotated series, namely the
√
3 × √3R30. For
these cells, structure and electronic properties calculations were performed, a list of
performed calculations and their parameters is reported in table 4.3.
50 CHAPTER 4. RESULTS
Cell K-points Functionals Calculations
Unit (2 atoms) 8× 8 grid LDA Structural relaxation
at ﬁxed cell parameter,
Band structure, DOS
calculation
3
√
3× 3√3R30 (54 atoms) Γ (Convergency
check with Γ, 2×
2 and 3×3 grids)
LDA, PBE Structural relaxation at
ﬁxed and variable cell pa-
rameter, Band structure,
DOS calculation, Molec-
ular dynamics of selected
electronic structure
4
√
3× 4√3R30 (96 atoms) Γ (Convergency
check with Γ, 2×
2 and 3×3 grids)
LDA, PBE Structural relaxation at
ﬁxed and variable cell pa-
rameter, Band structure,
DOS calculation
13× 13 (338 atoms) Γ LDA Structural relaxation at
ﬁxed cell parameter
Table 4.3: After a convergence on the cohesive energy and on the structure as a
function of the encreasing sampling of the Brillouin zone check for the smaller cells
(see Appendix), the cut-oﬀ for plane waves was se to 25 Ry.
4.2.2 DFT methods and calculation/simulation protocols
The protocols adopted depend on the cell and on the kind of calculation. For the
smaller cells, a convergence check on the cohesive energy and on the structure as a
function of the encreasing sampling of the Brillouin zone was ﬁrst performed (see
Appendix B) . Also the check on cutoﬀ convergency was carried out. First, the
unit cell was consider as a preliminary calculation. The band structure calculation
was performed sampling with 100 points the K space along the path Γ-M-KΓ of the
Brillouin zone.
Then, as a ﬁrst attempt to reproduce the experimental system, the 13 × 13 cell
was considered. To create corrugated structures, lattice parameters were shrinked.
In particular for the 13×13 cell the parameter corresponding to the graphene grown
on SiC was used. Then the system was simulated starting from the following struc-
tural conﬁguration:
• Flat graphene.
• Graphene with all atoms randomly dislocated in z direction by ±0.5 Å.
Subsequently, the lattice parameter was reduced of∼2% with respect to free-standing
graphene. Again, the simulation was started from ﬂat graphene and randomly dislo-
cated conﬁguration as previously. Afterwards the lattice parameter was reduced to
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∼10 % to amplify the eﬀect of the corrugation and three kinds of corrugation were
imposed (for the images of the input structure see Appendix C):
• Dislocation of atoms following analytical sin function (with the cell periodicity)
• Dislocation of atoms following analytical sin function (with double periodicity)
• Dislocation of atoms to reproduce the experimental corrugation
For all this cases, a structural optimization was performed to ﬁnd the relaxed conﬁg-
uration. Standard convergence criteria for electronic and ionic structure were used
(10−8Ry for electronic self consistency, 10−8 a.u. for energy and 10−3 a.u. for forces
in structure optimization).
For the 4
√
3 × 4√3R30 and 3√3 × 3√3R30, the optimization of the cell was
studied, performing a relaxation on the system, as before, and changing the lattice
parameter from a 10% compression to 10% stretching with respect to ﬂat graphene
(17.04Å and 12.77 Å respectively). This was performed twice:
• Using LDA Functional (+ VdW semiempirical correction)
• Using PBE Functional (+ VdW semiempirical correction)
The formation energy per atom
Eform = (Egraph −N · EAtom) /N
were calculated as a function of the stress, where Egraph is the total energy of the
structure, N is the number of atoms and EAtom is the total energy of the single
carbon atom evaluated Evaluated in a large celll and with the same parameters
settings.
For the electronic properties calculation, the following setting was used:
• Using 10x10 Monkrost and Pack[20] grid for DoS calculation
• Using a Γ-M-K-Γ path with 100 points in the Brillouin zone for the Band
structure.
After this preliminary study, diﬀerent basic conﬁguration of hydrogenation were
tested on graphene corrugated sheet:
• 2 Hydrogen atoms in ortho-conﬁguration Fig:4.23-a.
• 4 Hydrogen atoms in para-conﬁguration (2 for each side of the sheet)Fig:4.23-b.
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• 8 Hydrogen atoms in tetra-conﬁguration (4 for each side of the sheet) Fig:4.23-
c.
The relaxed structures were ﬁrst evaluated at ﬁx compression and susequently the
cell was relaxed. Subsequently three diﬀerent single-side hydrogenation conﬁgura-
tion were tested:
• 6 Hydrogen atoms on sites choosen randomly on top of the corrugation Fig:4.25-
a.
• 6 Hydrogen atoms in ortho conﬁguration on top of the corrugation Fig:4.25-b.
• 14 Hydrogen atoms on sites choosen randomly on top of the corrugation
Fig:4.26-a.
and corresponding structures were rel.
The graphane structure was also considered and optimized (lattice parameter:
2.52 Å). The band structure and density of states are reported in Appendix Efor
comparison.
Molecular Dynamics
Car-Parrinello Molecular Dynamics simulations was performed on selected struc-
tures. The symulation setup for dynamic calculations is reported in table 4.4.
Time step 5.0 a.u. (1 a.u.= 2.4189 ∗ 10−17 s)
Electronic ﬁc-
tious mass
250 a.u. (1 a.u. of mass = 1/1822.9 a.m.u. = 9.10939 ∗ 10−31 kg)
Electronic ﬁc-
tious mass
cutoﬀ for mass
preconditioning
5 Ry (Eﬀective mass is rescaled for "G" vector components with
kinetic energy above the cutoﬀ)
Table 4.4: Table with the settings for Car-Parrinello molecular dynamics. The three
main settings are reported: Time step, Electronic ﬁctitious mass and electronic
ﬁctitious mass cutoﬀ for mass preconditioning
Simulated annealing was performed with the following protocol:
1. Randomization of the positions to come out of the local minima
2. Research for the ground state of electrons
3. Car Parrinello Molecular Dynamcis
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4. Nosé-Hoover Thermostat
The temperature was gradually increased in the following stages:
10 ◦K for 240 fs
20 ◦K " "
50 ◦K " "
100 ◦K " "
150 ◦K " "
200 ◦K " "
250 ◦K " "
300 ◦K. production run
Each temperature stage was performed half without thermostat and half with
thermostat: the ﬁrst part serves to allow the eﬀect of coordinate randomization to
propagate and the second to better control the temperature of the stage. For the
steps without thermostats the temperature is increased with an initial "shaking" of
the conﬁguration. This procedure is useful to limit the creation and ampliﬁcation
of spurious modes and favours reaching thermalization.
Starting from selected conﬁguration, the system was then cooled down to reach
local minima by subtracting kinetic energy at each step.
4.3 Results
4.3.1 Flat graphene
The structures analyzed for the ﬂat graphene, serve to create a reference to compare
the further results with the corrugated graphene. Using diﬀerent cells imply dﬀerent
Brillouin zones. This implies that one has to study how the BZ of the bigger cell
refolds into the one of the fundamental cell, in order to compare the electronic
properties.
As can be seen from Fig.:4.9 one has the following corrispondece between the
diﬀerent systems special points:
Fundamental cell 3
√
3× 3√3R30 4√3× 4√3R30 13× 13
Γ Γ Γ Γ
K Γ Γ K
M M Γ M
The band structures and density of states (DOS) of diﬀerent cells are reported
in Fig:4.10
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Figure 4.10: Band structure and density of states of ﬂat graphene for Fundamental
cell, 3
√
3× 3√3R30 and 4√3× 4√3R30 cells and the 13×13 cell.
As can be seen for the special point K and Γ the refolding of the Brillouin
zone is coherent with Fig:4.9: the special point K in the unit cell is the point in
which the conduction band and the valence one cross (Dirac point). In bigger cells,
refolding of the BZ causes the Dirac point to occur in Γ instead of K. Moreover,
one can see that despite the fact that the band structure changes from one cell to
another, the Density of States (DOS) remains the same since after integration on
the BZ the information about supercell used is lost. The bands of 3
√
3 × 3√3R30
and 4
√
3×4√3R30 will be compared with the corresponding ones of the corrugated
case.
4.3.2 Corrugated/Stretched graphene
In this section, the results on the stability and structural/electronic properties of cor-
rugated and stretched graphene are reported and commented, classiﬁed by supercell
type.
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13x13 supercell
The 13× 13 supercell has the periodicity of the graphene grown on SiC. The lattice
parameter mismatch between SiC and graphene is such that the free-standing layer
is ∼ 0.1-0.2% contracted with respect to its relaxed size. First structure relaxation
on a 0.2% contracted cell was performed, starting from diﬀerent conﬁgurations with
randomly displaced atoms or with regular displacements with diﬀerent periodicity
Fig:4.11 Fig:4.12 Fig4.13. The ﬁnal conﬁgurations display average out of plane
displacements of ∼ 0.04 Å, which is approximately one order of magnitude smaller
than the experimental one measured for the ﬁrst free standing layer on SiC [36]. In
addition, in spite of the eﬀort done in choosing diﬀerent starting geometries, none of
the optimized structures reﬂects the symmetry of the Moiré pattern of graphene on
SiC. Increasing the contraction level at ∼2% an out of plane displacement of ∼ 0.1
Å is reached, which is similar to the experimental one, with pattern of displacement
however, is still dissimilar. At very high level of contraction (∼10%) regular patterns
are obtained (though diﬀerent from the experimental one, but the displacements are
much larger than the experimental ones) Fig:4.13. Defects also appear to those
contraction levels, broken bonds caused by strong local deformation. Though the
obtained conﬁguration are interesting for the analysis of the corrugated graphene
behavior, they are not very useful for the speciﬁc purpose of this thesis, since none
of them resemble the Moirè pattern. This also indicates that the speciﬁc pattern is
generated by the underlying corrugation of the zero-layer, induced by the covalent
interactions with the substrate.
Figure 4.12: Relaxed conﬁgurations of the cell 2% contracted with randomly dis-
placed atoms (a), with regular displacements with diﬀerent periodicity(b).(c) Dis-
placement along the z-axis for the ﬁrst (green) and the second (red) conﬁguration
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Figure 4.11: Relaxed conﬁgurations of the cell 0.2% contracted with randomly dis-
placed atoms (a), with regular displacements with diﬀerent periodicity(b).(c) Dis-
placement along the z-axis for the (a) (green) and the (b) (red) conﬁguration
The conclusions of this analysis are: (i) a simple contraction of the 13 × 13
super-cell cannot reproduce the experimental corrugation, conﬁrming the fact that
the substrate has a major role in determining the Moiré pattern (ii) experimental
average out of plane displacements are obtained with larger compression with respect
to the experimental one, probably to compensate for the absence of the eﬀect of the
highly corrugated buﬀer layer.
Figure 4.13: Conﬁgurations of the cell 10% contracted, relaxed starting from a
conﬁguration experimental-like (a), following an "analytical" displacement of a si-
nusoidal function (b), following ad "analytcal displacement of a sinusoidal function
with double period respect to the previous one (c). (d) Displacement along the
z-axis for the ﬁrst (red) and the second (green) and the third (red) conﬁguration
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Figure 4.14: Displacement along the z axis as a function of contraction. Continuos
line represents the maximum displacement. Dotted line represents the squared root
mean displacement.
4
√
3× 4√3R30 and 3√3× 3√3R30 cells
This considered, 4
√
3 × 4√3R30◦ super-cells were studied, whose periodicity and
symmetry is approximately that of Moirè pattern. However, as previously observed,
the periodicity of rippling more directly resemble this periodicity of graphene on SiC.
In fact, for values of the contraction up to ∼5% we obtain a pattern very similar
to the experimental one, consisting of hills separated by inter-connected valleys (in
red) Fig:4.15(d)-(e). Noticeably, this pattern is not symmetric with respect to the
plane: blue (protruding) and red (depressed) areas have diﬀerent shapes. While
in the experiment this asymmetry is expected due to the substrate, it seems to
spontaneously persist even in the model system without substrate. By an analysis
of the z displacement vs contraction (Fig:4.14) it turns out that the experimental
out of plane displacement is obtained for contraction of 1-2%. Which is a larger
value of contraction with respect to the actual one of graphene on SiC, probably to
compensate for the absence of the buﬀer layer. In conclusion, this analysis ﬁnally
indicates that, the 4
√
3×4√3R30◦ super-cell with ∼1% contraction is a good model
for the rippled free standing graphene on SiC, well reproducing the correct rippling
even without substrate.
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Figure 4.15: (a) Coesive energies per C atom as a function of the compression/strain,
measured by the eﬀective C-C bond length (i.e. the bond C-C bond length one
would have if the graphene remained ﬂat and regular). Magenta: 3
√
3 × 3√3R30◦
cell, green: 4
√
3 × 4√3R30◦. Filled dots=PBE+vdW, empty dots=LDA+vdW,
empty squares=LDA. The lines are ﬁt with harmonic functions. (b) and (c) top
views of the 13×13 optimized structures colored according to the z displacement, at
2% and 10% contraction, respectively. (d) and (e) top and perspective view of the
2% contracted 4
√
3 × 4√3R30◦ supercell (3x3 repeated cells). In (b) the unit cell
boundaries (in green) and the 13×13 cell boundaries (red) are superimposed. Same
coloring as in (b) and (c).
The analysis of structural stability of 4
√
3 × 4√3R30 supercells (and also for
3
√
3 × 3√3R30), reported below) was performed on the whole series of contracted
(stretched) cells in the range +(-) 10% (Fig:4.15) (data in appendix D).
The formation energy/atom data (Fig:4.15 green dots for 4
√
3 × 4√3R30 cell)
show a harmonic behavior near the relaxed cell value (with C=C bond length = 1.424
Å), which, however, soon deviate from harmonicity (continuous lines) especially in
the contraction region. The analysis of the bond length distributions (Fig4.16) re-
veals interesting features. Up to 5% contraction the distribution width increases due
to the formation of the ripples. The average value of the bond length decreases with
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the increasing contraction, however it has a lower bond occurring at ∼6% contrac-
tion, when a structural transition occurs: some of the sites tend to pyramidalize and
longer bonds appear, as a signature of the sp2 to sp3 transition. At 10% contraction
some of the bonds break and defects appear. The corrugation pattern retains the
Moiré symmetry even at larger contractions, but over 5% the structure is largely
distorted, and bond breaking and formation of defects occur at 10%. The strained
structures, although less interesting for the purposes of this work, also reveal in-
teresting features. The cell remains ﬂat, but at strain larger then 3-4% the bond
lengths distribution (Fig:4.16a) start to split in two, corresponding to two sets of
shorter and longer bonds. The pattern of bonds is regular: between 4% and 6%
stretching larger hexagons are linked by shorter bond. At 10% stretching, how-
ever, a structural transition occurs, and smaller hexagons are separated by longer
bonds, showing a sort of benzenization transition. This could be related to the
dimerization or Peierls distortion occurring in stretched poliacetilene on nanoribbons
[37], which is responsible of gap opening in these systems.
Figure 4.16: Distances distribution for the 4
√
3 × 4√3R30 varying the contrac-
tion/stretching percentage. In the 10%-panel there is the structure stretched by
10% respect to relaxed graphene, similarly the 6% panel. The -1% and -10% panel
represent respectively the cell (with eight periodic copies along the X-Y plane, to
show the periodicity of the corrugation) contracted by 1% and 10% respect to relaxed
graphene.
What described for the 4
√
3× 4√3R30 cell can be observed also for the 3√3×
3
√
3R30, but, because of the fact that the cell is smaller, the corrugation/strain
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Figure 4.17: Distances distribution for the 3
√
3 × 3√3R30 varying the contrac-
tion/stretching percentage. In the 10%-panel there is the structure stretched by
10% respect to relaxed graphene, similarly the 6% panel. The -1% and -10% panel
represent respectively the cell (with eight periodic copies along the X-Y plane, to
show the periodicity of the corrugation) contracted by 1% and 10% respect to relaxed
graphene.
eﬀects are ampliﬁed.
An analysis of the band structure as a function of the compression/strain was
performed, to analysis the role of the corrugation in the modiﬁcation of the electronic
properties. The compression opens a gap, by disrupting the symmmetry. The band
gap as a function of the percentage corrugation/strain is reporter in Fig4.20:
As it can be seen from Fig:4.20 green line, gap abruptly increase for contraction
∼ −8%. For small corrugations (e.g. within 3%) the gap is small, in agreement
with the fact that graphene keeps its electronic properties also when bended. Over
a certain compression, however, this property is lost.
In order to ampliﬁcate these eﬀects the smaller supercell 3
√
3×3√3R30 supercell
was also studied. Corrugation and stretching are obtained by changing the lattice
parameter in steps and reoptimizing the structure as in the previous case. As in the
4
√
3 × 4√3R30 case, the compression opens a gap, by disrupting the symmmetry.
Due to the smaller cell size, this eﬀect is ampliﬁed adn occurs earlier, see Fig4.20
magenta line.
The energies as a function of contraction/stretching, are reported in Fig:4.15
magenta linea. The corresponding values are reported in Appendix D. As expected,
the contraction/strain has more eﬀects on the smaller cell whose behavior earlier
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Figure 4.18: Band structure of the 4
√
3×4√3R30 (a), and varying the lattice param-
eter (b) from top-left to bottom-right the percetange variation of lattice parameter
is -1%,-2%,-3%,-4%,-5%,-6%,-7%,-8%,-9%,-10%. Compressed structures (c) at 5%
and 10% are reported also.
Figure 4.19: Band structure of the 3
√
3×3√3R30 (a) and varying the lattice param-
eter (b), from top-left to bottom-right the percetange variation of lattice parameter
is -1%,-2%,-3%,-4%,-5%,-6%,-7%,-8%,-9%,-10%
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Figure 4.20: band gap as a function of the percentage compression/strain. In green
data of the 4
√
3× 4√3R30, in magenta data of the 3√3× 3√3R30. For the latter,
only the band structure calculations of compressed structures were performed.
deviates from harmonicity, especially in contraction region. For this smaller cell,
calculations with diﬀerent pseudopotentials were also performed for comparison.
LDA returns a value of cohesive energy which is ∼1 eV larger than the PBE value.
VdW interaction is seen to contribute little (∼ 0.05 eV) to the stabilization of the
system, but as said, its inclusion has a little cost and is likely to be relevant in
the interaction with hydrogen. For the following calculation and for the electronic
structure calculations, the setup PBE + VdW was chosen.
4.3.3 Hydrogenated Graphene
In this section, hydrogenation calculations are reported. The hydrogenation protocol
was chosen in order to mimic the experimental hydrogenation upon exposure to
atomic hydrogen. In this case, the chemisorption barrier is negligible (on convex
sites) and the binding energy is proportional to the local curvature of the each site
[34]. Thus hydrogen is added (on a single side of the sheet) in steps: H atoms are
added at each step on the sites with largest local curvature, and subsequently the
structure is relaxed, and the procedure is repeated.
This procedure was applied on the 4
√
3× 4√3R30 cell with 1% contraction (i.e.
the best model system for graphene on SiC). In this case H atoms were added in the
three mainly observed conﬁguration: ortho, para and tetra (see Fig.4.21). The stabil-
ity and the energetic/electronic properties of these structures, which are the starting
conﬁguration for any ther further hydrogenated structure. In order to amplify the
observation of any correlation between the local curvature and the kinetics/stability
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Figure 4.21: Hydrogenated graphene structure of the 4
√
3× 4√3R30 with the cor-
responding band structure of the conﬁguration ortho (a), para (b) and tetra (c).
of hydrogenation, a structure with enhanced corrugation was chosen: once the op-
timization of the 3
√
3 × 3√3R30 was performed, the choice fell on the structure
with the lattice parameter compressed by 7%. This is the structure whose band
structure shows the largest opening (Fig4.20-magenta line) without the formation of
defects. This could be associated to a transition to a single-bond conﬁguration and
thus to a sp3 hybridization, which implies a greater reactivity of carbon and thus a
better interaction with hydrogen (as said in the previous section, in the 3
√
3× 3√3
the eﬀects of corrugation occurs in a conﬁguration closer to relaxed graphene with
respect to 4
√
3 × 4√3R30 cell). This is true also for the Peierls distortion, due to
the strain, as can be seen from in Fig:4.17. As before, hydrogen was added in steps
up to cover available convex sites.
The relaxed structure for the 4
√
3 × 4√3R30 cell are reported in Fig4.21: The
hydrogen binding energies per hydrogen atom, are reported in table:4.5, both referred
to the molecule and atom for hydrogen. The two values diﬀer by an oﬀset of −2.23
eV, which is the value of formation energy of the molecule H2, per atom. The energy
is evaluated according to the relation:
Ebind/atom =
[
Egr+H −
[
Egr +
1
2
EH2 ·N
]]
/N (4.1)
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Conﬁguration Binding Energy/Atom
referred to H2 molecule
(eV)
Binding Energy/Atom
referred to atomic H
ortho 0.437 -1.813
para 0.472 -1.778
tetra 0.571 -1.680
Table 4.5: Hydrogenation energy for the starting conﬁguration proposed for the
4
√
3 × 4√3R30. In the second column the binding energy per atom referred to H2
molecule is reported and in the third column the binding energy per atom referred
to atomic hydrogen is reported. The diﬀerence between these two set of value is an
oﬀset of 2.23 eV, which is the formation energy of molecular hydrogen.
Figure 4.22: Further conﬁguration evaluated with 6 H atoms (a), 8 H atoms(b), 10
H atoms (c), 14 H atoms (d), 18 H atoms (e), 22 H atoms (f). Starting from (a), the
other conﬁgurations are made adding hydrogen on the previous conﬁguration once
the structural optimization was performed.
where Egr+H is the energy of hydrogenated graphene, Egr is the energy of pristine
graphene, EH2 is the energy of H2 molecule and N is the number of H atoms.
This is the binding energy referred to molecular hydrogen. The quantity referred to
atomic hydrogen is also evaluated by subtracting the H2 formation energy per atom.
The binding energy of dimers is slightly larger than the average value found in the
literature (∼ 1.4 eV)[34]. This eﬀect is likely to be due to the curvature. which
conﬁrm previous results found for isolated atom adhesion.
As can be seen from the band structure in 4.21, in tetra conﬁguration there is a
band gap opening of 0.26 eV, which is negligible for dimers.
Proceeding in steps, further hydrogenated conﬁguration were evaluated for the
4
√
3× 4√3R30 which are shown in Fig:4.22.
The binding energies for the system of Fig:4.22 are reported in table4.6. Energies
are ordered according to the increasing number of hydrogen atoms bound.
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Conﬁguration Binding Energy/Atom
referred to H2 molecule
(eV)
Binding Energy/Atom
referred to atomic H
6 H atoms 0.713 -1.517
8 H atoms 0.932 -1.298
10 H atoms 1.016 -1.214
14 H atoms 0.908 -1.322
18 H atoms 1.075 -1.155
22 H atoms 0.855 -1.375
Table 4.6: Hydrogenation energy for the further conﬁguration proposed for the
4
√
3×4√3R30. Energies are ordered according to the increasing number of hydrogen
atoms bound. In the second column the binding energy per atom referred to H2
molecule is reported and in the third column the binding energy per atom referred
to atomic hydrogen is reported. The diﬀerence between these two set of value is an
oﬀset of 2.23 eV, which is the formation energy of molecular hydrogen.
Analyzing the values is table:4.6, it seems that increasing the number of hydrogen
the energy oscillates, but a clear decreasing or increasing behavior is not evident.
This could be due to two antagonistic eﬀects: one is the more hydrogen is the
previously reported "cooperative eﬀect", which would increase the binding enery as
an eﬀect of the previously bound hydrogen; the second is the fact that the cell is not
completely relaxed. Further calculations (i.e. cell relaxation) are they are currently
in the course to clarify this issue.
4.3.4 Stability of hydrogenated structures
Car-Parrinello simulations were performed to test the stability of the most hydro-
genated structures for the 3
√
3×3√3R30 cell. Three diﬀerent starting conﬁguration
are proposed as said in section 4.2.2. The relaxed structure are those of Fig:4.23 As
anticipated, these structures are obtained keeping the lattice paramenter at -7% level
of contraction. From these, cell relaxation were performed letting the lattice param-
eter free to change up to the −1% compression with respect to the ﬂat graphene.
The results is that with such a low percetage of hydrogen the structure relaxes to
a plane conﬁguration except for the sites where hydrogen is bound, which have a
pyramidal coniﬁguration, as can be seen in Fig.4.24
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Figure 4.23: Relaxed structure with hydrogens in conﬁguration (a) ortho, (b) para
and (c) tetra
Figure 4.24: Relaxation of the lattice parameter up to not-compressed value.(a)
Tetra conﬁguration, (b) para conﬁguration. The structure comes back to the ﬂat
conﬁguration except for the hydrogenated sites. The lattice parameters are 16.87 Å.
The following steps of the procedure are reported in Fig:4.25; six atoms were
added in two diﬀerent conﬁguration. The relaxed structures are reported in Fig:4.25
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Figure 4.25: Hydrogenated intermediate structure. (a) Hydrogens added randomly
on top of the curved site, (b) hydrogen added in ortho conﬁguration on top of the
corrugated sites
Since that these structures are stable, i.e. the hydrogen remains bound, more
hydrogen can be added to the system up to a conﬁguration with 14 atoms.
The structure with 14 atoms was evaluated also with a lattice paramenter with
a contraction of only -2%. This is due to the fact that, if the system is kept with
lattice parameter with a contraction f -7%, one couple of H atoms desorbs from the
structure, as can be seen in Fig.4.26.
Figure 4.26: Strcture comparison of the structure with 14 atoms with two diﬀerent
lattice parameter: (a) -2% and (b)-7%. In ﬁg. (b), the arrows point to the two
desorbed hydrogens.
This happens because the hydrogenated sites tends to pyramidalize and the
bonds tend to become longer, thus inducing a high mechanical stress in the structure.
This hydrogenated structure was subsequently considered as starting conﬁgura-
tion for Car-Parrinello molecular dynamics conﬁguration.
The binding energy per H atom (as before in both cases of H2 molecule and
Hatom) of the systems proposed are reported in table 4.7. The names which refers
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to the diﬀerent coﬁguration are reported in the following
Fig:4.23-(a) Ortho
Fig:4.23-(b) Para
Fig:4.23-(c) Tetra
Fig:4.25-(a) 6 Atoms random
Fig:4.25-(b) 6 Atoms ortho
Fig:4.26-(a) 12 Atoms -2%
cell
Fig:4.26-(b) 14 Atoms -7%
cell
Conﬁguration Binding Energy/Atom re-
ferred to H2 molecule (eV)
Binding Energy/Atom re-
ferred to atomic H
Orto -1.733 -3.962
Para -0.979 -3.209
6 Atoms Random -0.278 -2.508
6 Atoms Ortho -0.425 -2.655
Tetra -0.311 -2.541
12 Atoms -7% -0.193 -2.423
14 Atoms -2% 0.874 -1.356
Table 4.7: Hydrogenation energy for the various conﬁguration proposed for the
3
√
3 × 3√3R30 cell. AS before In the second column the binding energy per atom
referred to H2 molecule is reported and in the third column the binding energy per
atom referred to atomic hydrogen is reported.
As it can be seen from table:4.7 the binding energy of the system loaded with
14 atoms and at the contraction level of 2% is similar to the value found for the
4
√
3×4√3R30 with 22 atoms, which, in fact, has a similar contraction and hydrogen
loading level (∼ 2% gravimetric density). The other cases show a binding energy
per atom which is larger of ∼1 eV or more, with respect to the previous case of
the 4
√
3 × 4√3R30 cell. The bound hydrogen is stable both with respect to the
atomic and to the molecular hydrogen. This can be attributed to the eﬀect of
the larger local curvature of this cell. The eﬀect is particularly strong for speciﬁc
conﬁgurations (ortho and para), and, at a ﬁxed number of atoms it appears that
ordered conﬁgurations are stabler (compare 6 atoms "ortho" with 6 atoms "random",
and see also Fig.4.25). Nevertheless, the binding energy decreases as the number of
hydrogen increase. As in the case of the 4
√
3×4√3R30 cell, this could be attributed
to the fact that the cooperative eﬀect is competitive with the excess mechanical
stress, and in this particularly contracted case the second prevails.
4.3. RESULTS 69
The band structure for selected hydrogenated structure was evaluated (Fig:4.27).
Band gap opening is observed, for increasing values of the hydrogenation, especially
for regular conﬁgurations of the hydrogen decoration, in agreement with experimen-
tal observations althoug localized (non dispersive) states are seen forming within the
gap (which were excluded from the gap evaluation) and in one case (conﬁguration
n. 5 in Fig:4.27 hydrogen seems to behave rather as a dopant.
Figure 4.27: Band structure, of hydrogenated graphene structure. From top-left to
bottom-right there are ortho conﬁguration, para conﬁguration, tetra conﬁguration,
struture with 6 H atoms, structure with 6 H atoms in ortho conﬁguration, struc-
ture with 14 H atoms, structure with 14 H atoms after hopping (see Car-Parrinello
section)
Excluding the latter case, as can be seen from Fig:4.28], the gap opening seems
to encrease with hydrogen loading. In agreement with [36], in which a band gap
opening is observed increasing the exposure time to hydrogen.
4.3.5 Car-Parrinello Molecular Dynamics
A Car-Parrinello Molecular Dynamics was performed on conﬁguration no 7 of Fig.
4.28, to check the hydrogenation stability. The protocol for heating is explained in
section 4.2.2. In Fig:4.29 the kineting and potential energies evolution along the
trajectory is reported.
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Figure 4.28: Band gap for selected structures of increasing hydrogenation (evaluated
excluding the localized intra-band states)
Figure 4.29: Plot of the Kohn-Sham Total Energy (green) and Temperature (red)
as a function of time. The arrows points to the ordinate axis of reference for the two
graphs.
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Figure 4.30: Image of the two steps (a) before hopping and (b) after hopping
The temperature and the energy of the system are increased in steps. Thus is
done to avoid a "thermal shock" on the system.
It is important to underline that there is a particular point in which the en-
ergy starts to oscillate. This happens in corrisponce of a hopping of a hydrogen
atom, from one carbon to one of the ﬁrst neighbors. This is an eﬀect due to the
termical agitation: this happens at 300◦K, indicating that hopping barriers can be
overcome at room temperature. The formation of a new bond causes the oscillation
of the energy and thus of the temperature of the system. The hopping causes a
release of mechanical stress and the system tends to move toward a graphane-like
conﬁguration, with sites occupied alternately, which have a smaller global value of
the curvature and are more structurally stable. Supposedly, this oscillation should
damp to recover the equilibrium, unless more hoppings occur. Clearly, much longer
run is necessary to reach the equilibrium , (the simulation is still running). However,
a rough evolution from the mean value of potential energy of potential energy oscilla-
tions would indicate an energy gain of ∼1 eV in agreement with previous evaluation
of hopping barriers [53][93]. One can compare this results with the ones reported
in Ref.[93] by Podliveav and Openov. They studied an analogous system, as said
before, called graphone, with 54 C atoms and 60 H. They showed that, at room
temperature (300K), some hopping occurs in a range of 0.1− 1 ps, comparable with
the results found in this work, in which one can observe a hopping after ∼ 1 ps.

Chapter 5
Summary, conclusions, perspectives
The aim of this work was to study the interaction of hydrogen with corrugated
graphene by means of DFT, to compare with experimental data of corrugated
graphene on SiC and aid their interpretation if possible. Thus, the ﬁrst part of
this study was devoted at identifying a model system proper for this task. Speciﬁc
required properties for this model system were: (i) the reproduction of the exper-
imental level and pattern of corrugation (ii) the minimal computational cost, i.e.
size of the model systems, in terms of number of atoms, to use it for systematic
and extensive property calculations. These two requirement, in practice, can be
translated in a single problem, namely, ﬁnding the optimal combination of supercell
size/geometry/contraction that better reproduce the eﬀ0ect of the substrate and
buﬀer layer without including those into the model. Thus, a number of graphene
super-cells of diﬀerent sizes and at diﬀerent levels of contraction/strain were con-
sidered. It turns out that the 4
√
3 × 4√3R30 cell with -1% level of contraction,
closely resembles the experimental conﬁguration of the ﬁrst free standing layer of
graphene on SiC. This happens in spite of the fact that the exact periodicity of the
latter is instead 13×13 and that the "true" level of experimental super-cell contrac-
tion is smaller. In fact, the 4
√
3 × 4√3R30 rather follows the quasi-periodicity of
the system instead of the exact one, which is however present in the system. The
overall result is, however, that the eﬀect of the interaction with the substrate and
with the buﬀer layer can be reproduced using a smaller super-cell with a specﬃc
symmetry and contraction level. This system can be used in place of the "real" one
with a spare in computational cost which can be estimated to be about two orders
of magnitude, considering how the computation scales with the size of the system
(the ratio of number of atoms in the "real" and simplied model systems is 20).
Besides allowing a spare in computational cost, which allowed the calculations
presented in the second part of Chapter 4, the ﬁrst part returned also some inter-
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esting side results regarding the basic behavior of graphene under mechanical stress.
Upon contraction, up to 4-5%, the structure changes regularly: the average ampli-
tude of ripples increase, the bonds tend to contract, although their length disperse
as an eﬀect of the local deformations. At larger contractions, however, some of the
bonds (those located in the more distorted areas) elongates instead of contracting
towards of the single bond. This can be considered the signature of the pyramidal-
ization (sp2 → sp3 transition).
Besides elucidating the intuitive fact that pyramidalization is the cause for the
larger reactivity of the carbon atoms located on the convex areas, this gave indication
on how to proceed to simulated hydrogenation, in the second part of this work, in
order to mimic experimental situation.
Although not central to this work, also the analysis of the stretched structures
gave interesting results. In structures stretched more than 5% the C=C distributions
splits in two (short and long bonds) and the splitting increase with the stretching.
This phenomenon is a two dimensional version of the "dimerization" observed in
polyacetylene or in stretched nanoribbons (called Peierls instability), where it is
known to be responsible for a structure driven gap opening [37]. In graphene case,
up to 8% strain the system organizes in dimers regularly distributed according to
the symmetry, while for larger stretching the dimers associate in benezene-like rings,
separated by single C-C bonds ("benzenization").
Both in the case of contraction/rippling and strain the structural transitions are
related to visible changes in the electronic structure, whose main signature is the
gap opening. In the case of rippling, the gap opening occurs only at high level of
curvature, namely only around at 6-7% in the case of 3
√
3×3√3R30 cell, i.e. approx-
imately in correspondence of the appearance of pyramidalization. This results has
implications for the application in ﬂexible electronics: graphene conductive prop-
erties are conserved when graphene is curved, unless this curvature produce local
conformational changes related to the hybridization change. This happens, however,
for values of the local curvatures which are quite high, with respect to those normally
obtainable at the macroscopic level. Coherently, in the 3
√
3× 3√3R30 cell the gap
opening occurs earlier, because in the smaller cell size the local curvature is larger.
The second part of original results of this thesis concerns the hydrogenation
of the corrugated structures. Following the main idea of this work, namely that
of mimicking at best the experimental systems and procedures, the hydrogenation
protocol was chosen in order to mimic the experimental hydrogenation upon expo-
sure to atomic hydrogen: In this case, the chemisorption barrier is negligible (on
convex sites) and the binding energy is proportional to the local curvature of the
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each site. Thus hydrogen is added (on a single side of the sheet) in steps: H atoms
are added at each step on the sites with largest local curvature, and subsequently
the structure is relaxed, and the procedure is repeated. This procedure was applied
on the 4
√
3 × 4√3R30 cell with 1% contraction (i.e. our best model system for
graphene on SiC). In this case H atoms were added in the three mainly observed
conﬁgurations: ortho, para and tetra. In order to amplify the observation of any
correlation between the local curvature and the kinetic/stability of hydrogenation,
in this case the structure was chosen which displays the larger corrugation eﬀects be-
fore the appearance of defects, namely the 3
√
3× 3√3R30 cell with 7% contraction.
Again, structures with diﬀerent level of hydrogenation were obtained. In this case
the procedure was repeated until convex sites on the same side were available, and
a maximum of 14 hydrogenated sites were reached. This values corresponds to 2.4%
gravimetric density, which potentially can be doubled if hydrogenation is on double
side. This value can be considered interesting for hydrogen storage applications,
because the expected hydrogen gravimetric capacity that a device should reach (in
2015, according to the deadline ﬁxed by the DoE) the level of 5.5[35].
The band structure for selected hydrogenated structure was evaluated. Band
gap opening is observed, for increasing values of the hydrogenation, especially for
regular congurations of the hydrogen decoration, in agreement with experimental
observations. The binding energy of hydrogen was also analyzed, and it is observed
that the curvature makes the binding favorable, in some cases, even with respect
to molecular hydrogen. A cooperative eﬀect which favors binding in the presence
of already attached hydrogen is also observed, but it seems to be competitive with
the additional mechanical stress produced by the elongation of bonds, especially in
particularly contracted structures. This facts indicate a way to optimize the strategy
for hydrogen adhesion: the local curvature should be kept initially high and lateral
compression gradually released as the hydrogen is loaded.
Further studies are currently in the course to evaluate this possibility.
The stability of hydrogen binding was also checked against hopping with sim-
ulated annealing. Hopping events were observed and, when they occur, tend to
create conformations that locally resemble that of graphone, namely a single side
hydrogenated graphene sheet with H:C stoichiometry 1:2. This in fact has a smaller
global value of the curvature and and tend to release the mechanical stress.
In conclusion, the results here presented for the hydrogenation qualitatively and
quantitatively match with the experimental data where available. This validate
the choice of the model system done in the ﬁrst part of this work. In addition,
it gives a clear picture of the relationship between curvature, hydrogenation and
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their relation to the electronic structure, detailed down to the atomic level: lateral
compression induce local curvature which in turn favors the pyramidalization of sites;
this increases the reactivity of those sites, which become seeds for hydrogen adhesion;
this in turn increase the pyramidalyzation of the nearby sites and favor adhesion of
further hydrogen up to a maximum value (for single side hydrogenation); hopping
can occur to stabilize the structure. At the same time, the electronic structure of
the system changes: the gap opens proportionally to the loaded hydrogen amount,
although in some cases localized states within the gap can form, depending on the
hydrogen decoration.
With respect to the two possible applications of hydrogenated graphenes, namely
nanoelectronics and hydrogen storage, one can conclude that (i) the gap can be tuned
controlling the H decoration, which in turn can be controlled by the local curvature
and (ii) useful H loading can be obtained that could be used for hydrogen storage.
Clearly, in both cases applications rely on the control of the curvature. Possible ideas
to realize it are related to the use of external electric ﬁelds, or to the functionalization
of graphene by the introduction of molecules to serve as optically controllable spacers
between sheets [35]. In any case, the feasibility of these ideas will be ﬁrst tried on
graphene on SiC. Consequently, having optimized a model system and shown that
it reproduces the basic properties of this system (and explains those unclear) might
be of great help for the immediate future development. For instance, including
an external electric ﬁeld in the calculations is straightforward, while substitutional
doping only implies the change of selected atoms to boron and nitrogen. These
simple evaluation are the foreseen immediate future developments, and will give
indications on possible strategies for the curvature control.
Appendix A
Hellman-Feynman theorem
A.1 Hellman-Feynman theorem
In the following a demostration of Fenymann-Hellman theorem is reported.
Starting from the orthonormality relation3.42 with respect to one element of
parameter set λ, for example λi, we get:
<
∂
∂λi
ψm(r, λ)|ψn(r, λ) >= − < ψm(r, λ)| ∂
∂λi
ψn(r, λ) >; (A.1)
Diﬀerentiating both sides of Eq:3.41 respect to λi one gets:
<
∂ψm
∂λi
|H|ψn > + < ψm|∂H
∂λi
|ψn > + < ψm|H|∂ψn
∂λi
>=
∂En
∂λi
δmn (A.2)
Because ψm and ψn are eigenfunctions of H(λ) with eigenenergies Em(λ) and En(λ),
it follows that:
<
∂ψm
λi
|ψn > En+ < ψm|∂H
∂λi
|ψn > +Em < ψm|∂ψn
∂λi
>=
∂En
∂λi
δmn (A.3)
Using the Eq:A.1, the above relation becomes:
ψm|∂H
∂λi
|ψn > +[Em − En] < ψm|∂ψn
∂λi
>=
∂En
∂λi
δmn. (A.4)
A.2 Hellman-Feynman force
In the following, more detailed calculation for Hellmann-Feynman forces is reported.
Diﬀerentiating both members of 3.44 with respect to the nuclear coordinate RK
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of K − th nucleous and applying the Hellmann-Feynman theorem one ﬁnds:
< ψ(r, R)|∂He(r, R)
∂RK
|ψ(r, R) >= ∂E(R)
∂RK
. (A.5)
One can explicit He
He(r, R) = −
∑
i
~2∇2i
2m
+
1
2
∑
i 6=j
e2
|ri − rj| −
∑
i,I
zIe
2
|ri −RI | +
1
2
∑
I 6=J
zIzJe
2
|RI −RJ | , (A.6)
therefore the gradient of the operator He becomes:
∂
∂RK
He(r, R) = − ∂
∂RK
∑
i
zKe
2
|ri −RK | +
∂
∂RK
∑
I(6=K)
zIzKe
2
|RI −RK | . (A.7)
The force FK on the nucleus K becomes:
FK = −∂E(R)
∂RK
=< ψ(r, R)| ∂
∂RK
∑
i
zKe
2
|ri −RK | |ψ(r, R) > −
∂
∂RK
∑
I(6=K)
zIzKe
2
|RI −RK |
(A.8)
Putting in n(r, R), electronic density, one can obtain:
FK = −∂E(R)
∂RK
=
∫
n(r, R)
∂
∂RK
∑
i
zKe
2
|ri −RK |dr−
∂
∂RK
∑
I(6=K)
zIzKe
2
|RI −RK | . (A.9)
Appendix B
Convergency study
B.1 Cut-oﬀ energy
In the following, the graphic and the corresponding table with the values of the
formation energy as a function of the cut-oﬀ energy for the plane-waves set of the
graphene fundamental cell are reported. LDA adn PBE functional are taken into
exam. As can be seen from Fig:B.1, at ∼ 20 Ry the energy starts to converge,
thus the cut-oﬀ value is set to 25 Ry for both the functionals. The values of the
calculation are reported in table:B.1. To sample the B-Z a 15×15×1 grid with the
Monkhorst and Pack [20] scheme has been used.
Figure B.1: Graphs of cut-oﬀ convergency study for LDA (a) and PBE (b) functional.
The system studied is the fundamental cell of graphene and the energies reported
as a function of cut-oﬀ energy, are the formation energies. For both the functional
a value of 25 Ry has been choosen as default setup for all the calculations.
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LDA PBE
Cut-oﬀ Formation Energy Formation Energy
12 -4,667 -5,400
14 -5,925 -2,415
16 -7,287 -8,507
18 -8,474 -9,189
20 -9,127 -8,049
22 -9,402 -8,462
24 -9,533 -8,927
26 -9,594 -8,739
28 -9,628 -8,372
30 -9,650 -8,806
Table B.1: In this table, the values for the formation energies of graphene funda-
mental cell as a function of the cut-oﬀ energy for the plane-waves basis are reported.
The values repoterd refer to both LDA and PBE functionals. The cut-oﬀ energies
are reported in Rydberg because it is the unit of measure accepted by Quantum
ESPRESSO software.
Cell 1x1 2x2 3x3
Compression 10% -8.65232 -8.65051 -8.650939
Compression 5% -8,85991 -8,87718 -8.880546
Strain 5% -8.82355 -8.83814 -8.838605
Strain 10% -8,42445 -8,42936 -8,432889
Table B.2: Convergency study in for 4
√
3× 4√3R30 (PBE+vdw)
B.2 Brillouin-Zone sampling
The study of convergency was evaluated also for the choice of k-points grid to sample
the Brillouin zone. Here the study for the 3
√
3 × 3√3R30 and 4√3 × 4√3R30 is
reported. The calculation was evaluated for Γ only (1x1), a 2× 2 grid and a 3× 3.
The both 3
√
3× 3√3R30 and 4√3× 4√3R30 cells four diﬀerent conﬁguration were
used for each sampling: two with a compression of -5% and -10%, and two with a
strain of 5% and 10%. For both evaluation a PBE functional was used. The cut-oﬀ
energy for plane waves was set to 25 Ry.
As can be seen from the table B.2, the values diﬀer from eachother up to 0.3%.
Thus, using Γ only point is a reasonable choice.
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Cell 1x1 2x2 3x3
Compression -10% -8.514502 -8.564778 -8.565461
Compression -5% -8.784089 -8.836969 -8.842090
Strain 5% -8.789665 -8.834685 -8.837109
Strain 10% -8.400413 -8.428834 -8.430586
Table B.3: Convergency study for 3
√
3× 3√3R30 (PBE+vdw)
In table B.3, the convergency study for K-points grid for the 3
√
3× 3√3R30 is
reported. Also in this case, the choice of Γ only point seems a good compromise:
the greatest diﬀerence bewteen the energy values is in the case of the cell with 10%
compression where the diﬀerence between the values is ∼ 0.6%. One could expect
a similar result, as the cell is smaller than the 4
√
3× 4√3R30, resulting in a larger
Brillouin zone.

Appendix C
13x13 cell induced corrugation input
structures
In the following the input structure for the 13 × 13 cell calculatios are reported.
They refers to the cell with contraction of -10 % and they show the geometry of the
dislocation path along the cell.
Figure C.1: Input structure of the structure with: dislocation of atoms induced
by an "analytical" one period sin function (a), dislocation of atoms induced by an
"analytical" two periods sin function (b), dislocation of atoms to reproduce the
experimental corrugation (c).
One can distinguish between three particular initial conﬁguration: "analytical"
dislocation according to one period of a sinusoidal function, two periods and induced
dislocation reproducing the experimental system. The systems were prepared using
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a selfmade C-based program.
Appendix D
LDA, LDA+VdW and PBE
functionals optimizations energies
In the following, energetic data are reported for the 3
√
3 × 3√3R30 and 4√3 ×
4
√
3R30 graphene cell, using the functionals envolved in the simulation of this work,
discerning the cases with and without Van Der Waals interaction. The evaluations
were performed varying the lattice parameter of the cell from a contraction of -10%
up to a strain of 10% with respect to the lattice parameter of relaxed ﬂat graphene.
For all cases a cut-oﬀ energy for plane wave set is ﬁxed at 25 Ry, and the Brillouin
Zone was sampled on Γ only.
D.1 3
√
3× 3√3R30 cell
In the following the energies for the 3
√
3 × 3√3R30 are reported, for the LDA
functional with and without VdW interaction, and for PBE + VdW correction.
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Compression/Strain % Lattice parameter (Å) Formation energy (eV)
-10 11.50 -9.369
-9 11.63 -9.434
-8 11.75 -9.484
-7 11.89 -9.537
-6 12.01 -9.586
-5 12.14 -9.628
-4 12.26 -9.668
-3 12.39 -9.703
-2 12.52 -9.730
-1 12.64 -9.756
0 12.78 -9.757
1 12.91 -9.742
2 13.03 -9.708
3 13.17 -9.675
4 13.29 -9.624
5 13.42 -9.558
6 13.55 -9.494
7 13.67 -9.420
8 13.80 -9.331
9 13.93 -9.236
10 14.06 -9.117
Table D.1: Optimization Energies of LDA functional.
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Compression/Strain % Lattice parameter (Å) Formation energy (eV)
-10 11.50 -9.432
-9 11.63 -9.496
-8 11.75 -9.545
-7 11.89 -9.596
-6 12.01 -9.644
-5 12.14 -9.685
-4 12.26 -9.725
-3 12.39 -9.759
-2 12.52 -9.786
-1 12.64 -9.811
0 12.78 -9.812
1 12.91 -9.798
2 13.03 -9.771
3 13.17 -9.730
4 13.29 -9.680
5 13.42 -9.619
6 13.55 -9.551
7 13.67 -9.476
8 13.80 -9.387
9 13.93 -9.292
10 14.06 -9.173
Table D.2: Optimization Energies of LDA functional + VdW interaction.
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Compression/Strain % Lattice parameter (Å) Formation energy (eV)
-10 11.50 -8.526
-9 11.63 -8.581
-8 11.75 -8.639
-7 11.89 -8.696
-6 12.01 -8.741
-5 12.14 -8.787
-4 12.26 -8.829
-3 12.39 -8.867
-2 12.52 -8.900
-1 12.64 -8.924
0 12.78 -8.939
1 12.91 -8.938
2 13.03 -8.922
3 13.17 -8.888
4 13.29 -8.845
5 13.42 -8.795
6 13.55 -8.728
7 13.67 -8.659
8 13.80 -8.580
9 13.93 -8.492
10 14.06 -8.394
Table D.3: Optimization Energies of PBE functional + VdW interaction.
D.2 4
√
3× 4√3R30 cell
In the following the energies for the 4
√
3 × 4√3R30 are reported, for the LDA
functional with and without VdW interaction, and for PBE + VdW correction.
D.2. 4
√
3× 4√3R30 CELL 89
Compression/Strain % Lattice parameter (Å) Formation energy (eV)
-10 15.33 -9.454
-9 15.51 -9.608
-8 15.67 -9.643
-7 15.85 -9.695
-6 16.02 -9.715
-5 16.19 -9.750
-4 16.36 -9.781
-3 16.52 -9.806
-2 16.70 -9.828
-1 16.87 -9.839
-0 17.04 -9.840
1 17.21 -9.831
2 17.38 -9.803
3 17.55 -9.763
4 17.72 -9.708
5 17.89 -9.648
6 18.06 -9.576
7 18.23 -9.495
8 18.40 -9.407
9 18.57 -9.289
10 18.75 -9.172
Table D.4: Optimization Energies of LDA functional + VdW interaction.
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Compression/Strain % Lattice parameter (Å) Formation energy (eV)
-10 15.33 -8.652
-9 15.51 -8.712
-8 15.67 -8.752
-7 15.85 -8.783
-6 16.02 -8.823
-5 16.19 -8.860
-4 16.36 -8.894
-3 16.52 -8.923
-2 16.70 -8.948
-1 16.87 -8.963
0 17.04 -8.973
1 17.21 -8.976
2 17.38 -8.956
3 17.55 -8.921
4 17.72 -8.878
5 17.89 -8.824
6 18.06 -8.758
7 18.23 -8.684
8 18.40 -8.604
9 18.57 -8.515
10 18.75 -8.425
Table D.5: Optimization Energies of PBE functional + VdW interaction.
Appendix E
Electronic structure of Graphane
In this appendix the electronic structure of graphane compared with graphene struc-
ture of the same cell are reported. The band structure and the density of state plot
in Fig:E.1 refer to Graphene fundamental (a) and 3
√
3 × 3√3R30 (c) cell, and to
Graphane fundamental (b) and 3
√
3 × 3√3R30 cell. For the fundamental cell of
both graphene and graphane a Monkrost and Pack scheme for the B-Z samplig was
applied, using a grid of 8 × 8 × 1 for the self consistency calculation. Once the
self consistecy was found, in the same scheme, a 40 × 40 × 1 grid was used for
the DOS calculation and 100 K points along the Γ − M − K − Γ, for graphene,
and K − Γ −M − K for graphane path were used (the second was evaluated us-
ing a diﬀerent path along the Brillouin zone, to make a clearer comparisong with
Ref.[38], which has the same sampling). For the 3
√
3× 3√3R30 cell, both graphene
and graphane, the self consistecy calculation was performed sampling the B-Z in
Gamma only, a 10 × 10 × 1 grid in Monkrost and Pack scheme was used for DOS
calculation and 100 K points along the Γ−M −K−Γ path were used for the bands
calculation of both supercells.
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Figure E.1: Graphene band structure and DoS of the fundamental cell (a) and
3
√
3× 3√3R30 cell (c) with the corresponding graphane cell (b) and (d).
Appendix F
Integrated Local Density of state
4
√
3× 4√3R30
In this Appendix integrated local density of states images of each corrugated struc-
ture of the 4
√
3×4√3R30 cell are reporterd. The integration was performed around
the Fermi energy in a range of ±0.1 eV . The images refer to the electronic isosurface
and the set value is 0.00113 (units are kT/e (= 25 mV at room temperature)).
Figure F.1: Integrated local density of states for the various lattice parameters.
From (a) to (m) the images are relative to lattice parameter compressed from 0% to
-10%.
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