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Abstract
In this paper, we study the problem of deciding if there is a transformation between two given
minimum Steiner trees of an unweighted graph such that each transformation step respects a
prescribed reconfiguration rule and results in another minimum Steiner tree of the graph. We
consider two reconfiguration rules, both of which exchange a single vertex at a time, and generalize
the known reconfiguration problem for shortest paths in an unweighted graph. This generalization
implies that our problems under both reconfiguration rules are PSPACE-complete for bipartite
graphs. We thus study the problems with respect to graph classes, and give some boundaries between
the polynomial-time solvable and PSPACE-complete cases.
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1 Introduction
Recently, combinatorial reconfiguration [7] has been extensively studied in the field of
theoretical computer science. In combinatorial reconfiguration, we are given two feasible
solutions of a combinatorial search problem, and are asked to determine whether we can
transform one into the other by repeatedly applying a specified reconfiguration rule so that
all intermediate results are also feasible. Such problems are called reconfiguration problems
and have been studied intensively for several combinatorial search problems. (See, e.g.,
surveys [6, 11].) For example, the Shortest Path Reconfiguration problem (SPR, for
short) is defined as follows [1, 2, 8, 13]: We are given two shortest paths between two vertices
s and t in an unweighted graph, and are asked to determine whether or not we can transform
one into the other by exchanging a single vertex in a shortest path at a time so that all
intermediate results remain shortest paths between s and t. The problem is known to be
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Figure 1 A sequence of minimum Steiner trees, where the terminals are depicted by gray squares,
non-terminals by white circles, the edges in Steiner trees by thick lines.
PSPACE-complete [1, 13], and solvable in polynomial time for several graph classes [1, 2, 13].
Interestingly, the polynomial-time solvable cases include planar graphs [2], although many
reconfiguration problems remain PSPACE-complete for planar graphs.
In this paper, we introduce and study reconfiguration problems for minimum Steiner
trees in a graph, as generalizations of SPR.
1.1 Our problems
For an unweighted graph G and a vertex subset S ⊆ V (G), called a terminal set, a Steiner
tree of G for S is a subtree of G which contains all vertices in S. A Steiner tree of G for S is
minimum if it has the minimum number of edges among all Steiner trees of G for S. For
example, Figure 1 illustrates four minimum Steiner trees of the same graph G for the same
terminal set S. Note that minimum Steiner trees can be seen as a generalization of shortest
paths, because any shortest path in G between two vertices s and t forms a minimum Steiner
tree of G for S = {s, t}. We use the terms node for Steiner trees and vertex for input graphs.
In this paper, we introduce following two reconfiguration rules, which define slightly
different adjacency relations on minimum Steiner trees of a graph G for a terminal set S.
Both rules exchange a single node v in a minimum Steiner tree T for a single vertex in G
(possibly v itself) so that it results in another minimum Steiner tree T ′ of G for S. (Formal
definitions will be given in Section 2.)
Vertex Exchange (VE, for short):
We say that two minimum Steiner trees T and T ′ of G for S are adjacent under VE if
there exist two vertices v ∈ V (T ) and v′ ∈ V (T ′) such that their removal results in the
common subgraph of T and T ′. For example, any two consecutive minimum Steiner trees
in Figure 1 are adjacent under VE. It should be noted that v and v′ can be the same
vertex; in such a case, only edges incident to v = v′ may be changed between T and T ′.
(See T2 and T3 in Figure 1 as an example.)
Vertex Exchange without changing Neighbors (VE-N, for short):
We say that two minimum Steiner trees T and T ′ of G for S are adjacent under VE-N if
there exist two vertices v ∈ V (T ) and v′ ∈ V (T ′) such that (a) their removal results in
the common subgraph of T and T ′, and (b) the neighborhood of v in T is equal to that
of v′ in T ′. In Figure 1, only two Steiner trees T0 and T1 are adjacent under VE-N. It can
hold also under this rule that v = v′, but then T = T ′ holds.
We now define our problems. Given two minimum Steiner trees T0 and Tr of a graph G
for a terminal set S, the Minimum Steiner Tree Reconfiguration problem (MSTR, for
short) under VE (resp., VE-N) asks to determine whether or not we can transform one into
the other via adjacent minimum Steiner trees under VE (resp., VE-N). For example, when we
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Figure 2 Our results for MSTR and some known results for SPR, where each arrow between
graph classes represents their inclusion relationship: A → B represents that the graph class B is
properly included in the graph class A.
are given two minimum Steiner trees T0 and T3 in Figure 1, the answer is yes under VE as
illustrated in the figure; while it is a no-instance under VE-N. We note that if |S| = 2, then
any minimum Steiner tree for S forms a shortest path between the two terminals, and both
the rules VE and VE-N are equivalent to the reconfiguration rule of SPR. Therefore, MSTR
under both rules VE and VE-N are generalizations of SPR.
1.2 Known and related work
There are several reconfiguration problems for subtrees in an unweighted graph [1, 2, 4, 8, 10,
12, 13]. However, to the best of our knowledge, there is no direct relationship between our
problems and these known problems, except for the following two reconfiguration problems.
It is known that SPR is PSPACE-complete even for bipartite graphs [1], and for bounded
bandwidth (and hence bounded pathwidth) graphs [13]. Since MSTR under VE and VE-N are
generalizations of SPR, they are also PSPACE-complete for bipartite graphs and for bounded
bandwidth graphs. As positive results, there are polynomial-time algorithms to solve SPR
for planar graphs [2], for chordal graphs [1], and for claw-free graphs [1]. (Figure 2(c) shows
a part of these results.)
There is another reconfiguration problem for Steiner trees [10], but it is not a generalization
of SPR; its reconfiguration rule is exchanging edges (not vertices). As we have seen in the
example of Figure 1, the existence of a transformation often changes according to the choice
of reconfiguration rules. However, we will show in Section 3 that some known results for this
edge-variant [10] can be converted to our MSTR under VE.
1.3 Our contribution
In this paper, we study the computational complexity of MSTR under VE and VE-N with
respect to graph classes. (Figure 2 shows all our results for MSTR.)
We first show that MSTR under VE is solvable in polynomial time for interval graphs,
while is PSPACE-complete even for split graphs and for planar graphs. Recall that SPR
is solvable in polynomial time for planar graphs and for chordal graphs (and hence split
graphs). We next show that MSTR under VE-N is solvable in polynomial time for chordal
graphs and for planar graphs; these results generalize the known results for SPR [1, 2].
Notice that there are interesting contrasts between the reconfiguration rules VE and VE-N
when we focus on planar graphs, chordal graphs, and split graphs: MSTR is PSPACE-
complete under VE, while is solvable in polynomial time under VE-N.
We omit proofs for the claims marked with (∗) from this extended abstract.
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2 Preliminaries
In this paper, we consider only simple and unweighted graphs. For a graph G, we denote by
V (G) and E(G) the vertex set and the edge set of G, respectively. For a graph G and its vertex
subset S ⊆ V (G), we denote by G[S] the subgraph of G induced by S. For a vertex v ∈ V (G),
let NG(v) be the set of all neighbors of v in G, that is, NG(v) = {w ∈ V (G) | vw ∈ E(G)}.
We now formally define our reconfiguration rules. Let T and T ′ be two minimum Steiner
trees of a graph G for a terminal set S. Then, T and T ′ are adjacent under VE if there exist
two vertices v ∈ V (T ) and v′ ∈ V (T ′) such that
T [V (T ) \ {v}] = T ′[V (T ′) \ {v′}].
Recall that v and v′ can be the same vertex; in such a case, only edges incident to v = v′
may be changed between T and T ′. On the other hand, T and T ′ are adjacent under VE-N
if there exist two vertices v ∈ V (T ) and v′ ∈ V (T ′) such that
T [V (T ) \ {v}] = T ′[V (T ′) \ {v′}]; and
NT (v) = NT ′(v′).
Note that the first condition for VE-N is the same as the condition for VE. It can hold also
under VE-N that v = v′, but then T = T ′ holds.
For two minimum Steiner trees T and T ′, a reconfiguration sequence between T and T ′
under VE (resp., VE-N) is a sequence 〈T = T0, T1, . . . , T` = T ′〉 of minimum Steiner trees
such that Ti and Ti+1 are adjacent under VE (resp., VE-N) for each i ∈ {0, 1, . . . , ` − 1}.
We write T VE! T ′ (resp., T VE-N! T ′) if there exists a reconfiguration sequence between T
and T ′ under VE (resp., VE-N). Then, we formally define the Minimum Steiner Tree
Reconfiguration problem (MSTR, for short) under VE (resp., VE-N) as follows:
MSTR under VE (resp., VE-N)
Input: A graph G, a terminal set S ⊆ V (G), and two minimum Steiner trees
T0 and Tr of G for S.
Task: Determine whether T0
VE
! Tr (resp., T0
VE-N
! Tr) or not.
We denote by a 4-tuple (G,S, T0, Tr) an instance of the problems. Throughout the paper,
we assume without loss of generality that |V (T0)| = |V (Tr)| holds; otherwise it is clearly a
no-instance.
3 Minimum Steiner Tree Reconfiguration under VE
In this section, we show that MSTR under VE is solvable in polynomial time for interval
graphs, while it is PSPACE-complete for split graphs and for planar graphs. To this end, we
use the concept of “Steiner sets” and their reconfiguration, which was introduced by [10].
3.1 Steiner sets and their reconfiguration
For a graph G and a terminal set S, a Steiner set of G for S is a vertex subset F ⊆ V (G)
such that S ⊆ F and G[F ] is connected. Notice that if a subtree T of G is a Steiner tree for
S, then V (T ) is a Steiner set of G for S. Conversely, if F is a Steiner set of G for S, then
any spanning tree of G[F ] is a Steiner tree for S. A Steiner set F of G for S is minimum if
the cardinality of F is minimum among all Steiner sets of G for S.
For two Steiner sets F and F ′ of G for S, a sequence 〈F = F0, F1, . . . , F` = F ′〉 of Steiner
sets of G for S is called a Steiner set sequence between F and F ′ if |Fi \Fi+1| = |Fi+1 \Fi| = 1
holds for each i ∈ {0, 1, . . . , `− 1}. Note that all Steiner sets in the sequence have the same
cardinality. The following lemma shows that, in some sense, we do not need to care the
tree structure property (but need to care only a connectivity) when we want to check the
existence of a reconfiguration sequence under VE.
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I Lemma 1 (∗). Let T and T ′ be Steiner trees of a graph G for a terminal set S. Then,
T
VE
! T ′ holds if and only if there exists a Steiner set sequence between two Steiner sets
V (T ) and V (T ′) of G for S.
The concept of Steiner sets was introduced for the reconfiguration of Steiner trees via
edge exchanges [10]. Lemma 1 allows us to convert two known results for this edge-exchange
variant [10] to our MSTR under VE.
We first consider interval graphs. A graph G with V (G) = {v1, v2, . . . , vn} is an interval
graph if there exists a set I of (closed) intervals I1, I2, . . . , In such that vivj ∈ E(G) if and
only if Ii ∩ Ij 6= ∅ for each i, j ∈ {1, 2, . . . , n}. For a given graph G, it can be determined in
linear time whether G is an interval graph or not [9].
I Theorem 2. Let (G,S, T0, Tr) be a given instance of MSTR under VE such that G is an
interval graph. Then, T0
VE
! Tr holds.
Proof. It is known that if a given graph is an interval graph, then there always exists a
Steiner set sequence between any pair of Steiner sets of the same cardinality [10]. Thus, the
theorem follows from Lemma 1. J
We then consider split graphs. A graph is a split graph if its vertex set can be partitioned
into a clique and an independent set. The following theorem can be obtained by a polynomial-
time reduction which is similar to that for Theorem 3 of [10].
I Theorem 3 (∗). MSTR under VE is PSPACE-complete for split graphs.
3.2 PSPACE-completeness for planar graphs
In this subsection, we consider planar graphs, and give the following theorem.
I Theorem 4. MSTR under VE is PSPACE-complete for planar graphs.
We note that MSTR under VE is in PSPACE. Therefore, in the remainder of this
subsection, we will prove that the problem is PSPACE-hard for planar graphs. To this end,
we construct a polynomial-time reduction from the Minimum Vertex Cover Reconfigu-
ration problem.
Recall that a vertex cover C of a graph G is a vertex subset of G which contains at
least one of the two endpoints of every edge in G. A vertex cover C of G is minimum if
the cardinality of C is minimum among all vertex covers of G. Given a graph G and two
minimum vertex covers C0 and Cr of G, the Minimum Vertex Cover Reconfiguration
problem (MVCR, for short) asks to determine whether or not there exists a sequence
〈C0, C1, . . . , C` = Cr〉 of minimum vertex covers of G such that |Ci \ Ci+1| = |Ci+1 \ Ci| = 1
holds for any i ∈ {0, 1, . . . , `− 1}; we call such a sequence a vertex cover sequence between
C0 and Cr. We denote by a triple (G,C0, Cr) an instance of MVCR. This problem is known
to be PSPACE-complete for planar graphs [5].1
1 Precisely, Hearn and Demaine [5] showed the PSPACE-completeness for the reconfiguration of maximum
independent sets. However, it immediately yields the PSPACE-completeness of MVCR.
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(a) G′ (b) G
Figure 3 (a) An input graph G′ of MVCR with a minimum vertex cover C′, where the vertices
in C′ are depicted by gray vertices, and (b) its corresponding planar graph G of MSTR together
with the minimum Steiner tree corresponding to C′, where face-terminals are depicted by triangles,
edge-terminals by squares, and the minimum Steiner tree by thick lines.
Reduction
Let (G′, C ′0, C ′r) be a given instance of MVCR such that G′ is a planar graph. We fix a
planar embedding of G′ arbitrarily, and denote by F (G′) the set of all faces (including the
outer face) of G′. We construct the corresponding instance (G,S, T0, Tr) of MSTR under
VE, as follows. (See Figure 3 as an example.)
We first construct the corresponding graph G from G′. For each face f ∈ F (G′), we add
a new vertex wf , and join wf and all vertices on the boundary of f by adding new edges.
Then, we subdivide each original edge e = uv ∈ E(G′) by adding a new vertex we. Let G be
the resulting graph. Then, G is a planar graph.
We then define the corresponding terminal set S as the set of all newly added vertices,
that is, S = {wf | f ∈ F (G′)} ∪ {we | e ∈ E(G′)}; each wf is called a face-terminal, while
each we is called an edge-terminal.
We finally define the corresponding minimum Steiner trees T0 and Tr. We will prove later
in Lemma 5 that both C ′0 ∪ S and C ′r ∪ S form minimum Steiner sets of G for S. Then, we
choose arbitrary spanning trees of G[C ′0 ∪ S] and G[C ′r ∪ S] as T0 and Tr, respectively.
This completes the construction of (G,S, T0, Tr). The construction can be done in
polynomial time.
Correctness
We start with showing that both C ′0 ∪ S and C ′r ∪ S form minimum Steiner sets of G for S,
and hence T0 and Tr are indeed minimum Steiner trees of G for S.
I Lemma 5 (∗). Let C ′ be a vertex subset of V (G′). Then, C ′ is a minimum vertex cover
of G′ if and only if C ′ ∪ S is a minimum Steiner set of G for S.
The following lemma completes the proof of Theorem 4.
I Lemma 6. (G′, C ′0, C ′r) is a yes-instance of MVCR if and only if (G,S, T0, Tr) is a
yes-instance of MSTR.
Proof. By Lemma 1, it suffices to show that there exists a vertex cover sequence on G′
between C ′0 and C ′r if and only if there exists a Steiner set sequence on G between V (T0)
and V (Tr).
First, suppose that there exists a Steiner set sequence 〈V (T0) = F0, F1, . . . , F` = V (Tr)〉
between V (T0) and V (Tr). Then, Lemma 5 implies that the sequence 〈C ′0 = F0 \ S, F1 \
S, . . . , F` \ S = C ′r〉 is a vertex cover sequence on G′ between C ′0 and C ′r.
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Second, suppose that there exists a vertex cover sequence 〈C ′0, C ′1, . . . , C ′`′ = C ′r〉 between
C ′0 and C ′r. Then, Lemma 5 implies that the sequence 〈V (T0) = C ′0 ∪S,C ′1 ∪S, . . . , C ′`′ ∪S =
V (Tr)〉 is a Steiner set sequence on G between V (T0) and V (Tr). J
4 Minimum Steiner Tree Reconfiguration under VE-N
In this section, we show that MSTR under VE-N is solvable in polynomial time for chordal
graphs and for planar graphs.
We first consider chordal graphs. A graph is chordal if G has no induced cycle of length
at least four [3]. We use a well-known characterization of chordal graphs, called perfect
elimination orderings [3], and give the following theorem.
I Theorem 7 (∗). MSTR under VE-N is solvable in polynomial time for chordal graphs.
We then consider planar graphs. Recall that MSTR under VE is PSPACE-complete for
planar graphs (as shown in Theorem 4). In contrast, we give the following theorem.
I Theorem 8. MSTR under VE-N is solvable in polynomial time for planar graphs.
As a proof of the Theorem 8, we construct a polynomial-time algorithm to solve MSTR
under VE-N for planar graphs. Roughly speaking, our idea is to decompose a given instance
of MSTR under VE-N into several SPR instances for planar graphs. Then, we can solve each
SPR instance by using the polynomial-time algorithm for SPR on planar graphs [2]. Finally,
we combine the answers to SPR instances, and output the answer to the original MSTR
instance under VE-N. To this ends, we introduce the concept of Steiner tree embeddings and
their reconfiguration, which gives a necessary condition for the existence of a reconfiguration
sequence under VE-N.
4.1 Steiner tree embeddings and their reconfiguration
We first introduce the concept of Steiner tree embeddings. Let T be a Steiner tree of a graph
G for a terminal set S. An injection ϕ : V (T )→ V (G) is called a T -embedding into G if the
following two conditions hold:
ϕ(x)ϕ(y) ∈ E(G) if xy ∈ E(T ); and
ϕ(s) = s holds for each s ∈ S ⊆ V (T ).
Thus, a T -embedding ϕ defines a Steiner tree Tϕ of G for S. Observe that no two distinct
T -embeddings define the same Steiner tree. A Steiner tree T ′ is said to be T -embeddable if
there exists a T -embedding ϕ which defines T ′. Note that T itself is T -embeddable. We now
give the following lemma.
I Lemma 9 (∗). Let Ta and Tb be any two minimum Steiner trees of a graph G for a
terminal set S. If Ta
VE-N
! Tb, then Tb is Ta-embeddable.
By taking a contrapositive of Lemma 9, we can conclude that a given instance (G,S, T0, Tr)
is a no-instance if Tr is not T0-embeddable; this can be checked in polynomial time. Thus, in
the remainder of this section, we assume without loss of generality that Tr is T0-embeddable.
We then introduce the reconfiguration of Steiner tree embeddings. Let T be a Steiner
tree of a graph G for a terminal set S. We say that two T -embeddings ϕ and ϕ′ are
adjacent if exactly one node in T is mapped into different vertices between ϕ and ϕ′, that
is, |{x ∈ V (T ) | ϕ(x) 6= ϕ′(x)}| = 1 holds. For two T -embeddings ϕ and ϕ′, an embedding
sequence between ϕ and ϕ′ is a sequence 〈ϕ = ϕ0, ϕ1, . . . , ϕ` = ϕ′〉 of T -embeddings such
that ϕi and ϕi+1 are adjacent for each i ∈ {0, 1, . . . , `− 1}. We write ϕ
emb
! ϕ′ if there exists
an embedding sequence between ϕ and ϕ′. Then, we have the following lemma.
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s
x
Figure 4 The subtree T depicted by thick lines is a minimum Steiner tree. However, the subpath
on T between s and x is not a shortest path in the underlying graph.
I Lemma 10 (∗). Suppose that Ta and Tb are any two minimum Steiner trees of a graph G
for a terminal set S such that Tb is Ta-embeddable. Let ϕa and ϕb be Ta-embeddings which
define Ta and Tb, respectively. Then, Ta
VE-N
! Tb if and only if ϕa
emb
! ϕb.
By Lemmas 9 and 10, MSTR under VE-N can be rephrased to the following problem:
Given a graph G, a terminal set S, a minimum Steiner tree T (actually T0), and two T -
embeddings ϕ0 and ϕr into G, we are asked to determine whether or not there exists an
embedding sequence between ϕ0 and ϕr. Therefore, we also denote by (G,S, T, ϕ0, ϕr) an
instance of MSTR under VE-N.
4.2 Layers for Steiner trees
We here introduce one more important concept, called layers, which was originally introduced
by Bonsma [1] for SPR. We generalize the concept to Steiner trees.
Let T be a minimum Steiner tree of a graph G for a terminal set S. For each x ∈ V (T ), let
LT (x) = {ϕ(x) ∈ V (G) | ϕ is a T -embedding into G}; we call LT (x) the layer of x. Notice
that LT (s) = {s} holds for each s ∈ S. We write LT (V ′) =
⋃
x∈V ′ LT (x) for any node subset
V ′ ⊆ V (T ). Then, we have the following property, which says that the layers are disjoint.
I Lemma 11 (∗). Let T be any minimum Steiner tree of a graph G for a terminal set S.
Then, LT (x) ∩ LT (y) = ∅ holds for any two distinct nodes x, y ∈ V (T ).
We call a node x ∈ V (T ) a branching node of T if |NT (x)| ≥ 3. Let B(T ) be the set of
all branching nodes of T . Then, we show that a layer of each node in B(T ) contains at most
two vertices if a given graph is planar.
I Lemma 12 (∗). Let T be any minimum Steiner tree of a graph G for a terminal set S. If
G is planar, then |LT (x)| ≤ 2 holds for every branching node x ∈ B(T ).
We now explain how to compute the layers for a Steiner tree. In SPR [1], we can easily
find the layers for a shortest path by computing the distances from the two terminals to
each vertex in the underlying graph. This is because the subpath between each node and
each terminal is always a shortest path in the underlying graph. On the other hand, this
property does not always hold if |S| ≥ 3, and hence it is difficult to find the layers simply by
computing the distances. (For example, see Figure 4.)
Our idea is to compute the “refined” layers for a Steiner tree, instead of computing the
layers completely. Let (G,S, T, ϕ0, ϕr) be a given instance of MSTR under VE-N. Then, for
all nodes x ∈ V (T ), it suffices to find vertex subsets L′T (x) such that
(a) L′T (x) ⊆ LT (x); and
(b) ϕ(x) ∈ L′T (x) holds for any T -embedding ϕ satisfying ϕ0
emb
! ϕ or ϕr
emb
! ϕ.
To avoid a confusion, we call such a vertex subset L′T (x) the refined-layer of x, while call the
(original) layer LT (x) the complete-layer of x. We know that the vertices in LT (x) \ L′T (x)
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are useless when we want to check if ϕ0
emb
! ϕr or not. The following lemma says that the
refined-layers can be found in polynomial time.
I Lemma 13 (∗). Let (G,S, T, ϕ0, ϕr) be a given instance of MSTR under VE-N such
that G is a planar graph. Then, there exists a polynomial-time algorithm to compute the
refined-layers for all nodes in T .
Given an instance (G,S, T, ϕ0, ϕr) of MSTR under VE-N, we can compute refined-layers
in polynomial time by Lemma 13. Since the vertices in LT (x) \L′T (x), x ∈ V (T ), are useless,
we can remove such useless vertices from G. In this way, we can assume without loss of
generality that each vertex in G belongs to exactly one (complete-)layer, and we indeed know
the layer LT (x) for each node x ∈ V (T ).
4.3 Decomposition of an MSTR instance into SPR instances
Suppose that (G,S, T, ϕ0, ϕr) is an instance of MSTR under VE-N, and that we have the
layer LT (x) for each node x ∈ V (T ). We say that two nodes x, y ∈ B(T ) ∪ S are close if
the unique path on T between x and y contains no vertex in (B(T ) ∪ S) \ {x, y}. To avoid
the duplication of {x, y} and {y, x}, we choose one of the ordered pairs (x, y) and (y, x)
arbitrarily for each pair of close nodes, and define the set C(T ) of all ordered pairs (x, y) of
close nodes x, y in B(T ) ∪ S; we call each pair in C(T ) a close pair.
For each close pair (x, y) in C(T ), we now construct the corresponding instance SPR(x, y)
= (G′, S′, T ′, ϕ′0, ϕ′r) such that |S′| = 2, as follows. Let P be the unique path on T between
x and y. Note that by the definition of close pairs, P is a shortest path on G between
x and y. Consider the subgraph of G induced by the vertices in LT (V (P )). We add two
new vertices sx and ty to the subgraph so that sx is joined to all vertices in LT (x) and ty
is joined to all vertices in LT (y); note that each of sx and ty is indeed adjacent to one or
two vertices. Let G′ be the resulting graph, and let S′ = {sx, ty}. We then define T ′ as
the path on G′ between sx and ty obtained by adding sx and ty to P . Note that T ′ is a
shortest path on G′ between sx and ty. We finally define ϕ′0 as a T ′-embedding into G′ such
that ϕ′0(sx) = sx, ϕ′0(ty) = ty, and ϕ′0(x) = ϕ0(x) for each x ∈ V (P ). Similarly, we define
ϕ′r as a T ′-embedding into G′ such that ϕ′r(sx) = sx, ϕ′r(ty) = ty, and ϕ′r(x) = ϕr(x) for
each x ∈ V (P ). This completes the construction of SPR(x, y). The corresponding instance
SPR(x, y) can be obtained in polynomial time, and satisfies the following property.
I Lemma 14 (∗). If G is planar, then G′ is also planar.
By Lemma 14 we can solve the instance SPR(x, y) for each close pair (x, y) ∈ C(T ) by
the polynomial-time algorithm for SPR on planar graphs [2]. We can immediately conclude
that the given instance (G,S, T, ϕ0, ϕr) of MSTR under VE-N is a no-instance if there
exists at least one instance SPR(x, y) whose answer is no. However, even if the answers
are yes to all instances SPR(x, y), (x, y) ∈ C(T ), it is not always possible to extend their
embedding sequences to a whole embedding sequence between ϕ0 and ϕr for the original
instance (G,S, T, ϕ0, ϕr). To check this, we introduce further notion.
Consider an embedding sequence R = 〈ϕ = ϕ0, ϕ1, . . . , ϕ` = ϕ′〉 between two
T -embeddings ϕ and ϕ′. For each node x ∈ V (T ), we say that R is x-touching if the
assignment of x is changed by R at least once; otherwise it is x-untouching. Note that if
ϕ(x) 6= ϕ′(x) for a node x ∈ V (T ), then any embedding sequence between ϕ and ϕ′ must
be x-touching. On the other hand, if |LT (x)| = 1, then any embedding sequence must be
x-untouching. For each close pair (x, y) ∈ C(T ) and its corresponding instance SPR(x, y) =
(G′, S′, T ′, ϕ′0, ϕ′r), we define the set Touch(x, y) ⊆ {(u, u), (u, t), (t, u), (t, t)}, as follows:
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(u, u) ∈ Touch(x, y) if and only if there exists an embedding sequence between ϕ′0 and ϕ′r
which is x-untouching and y-untouching;
(u, t) ∈ Touch(x, y) if and only if there exists an embedding sequence between ϕ′0 and ϕ′r
which is x-untouching and y-touching;
(t, u) ∈ Touch(x, y) if and only if there exists an embedding sequence between ϕ′0 and ϕ′r
which is x-touching and y-untouching; and
(t, t) ∈ Touch(x, y) if and only if there exists an embedding sequence between ϕ′0 and ϕ′r
which is x-touching and y-touching.
Note that Touch(x, y) = ∅ if there is no embedding sequence between ϕ′0 and ϕ′r. Then, we
have the following lemma.
I Lemma 15 (∗). For each close pair (x, y) ∈ C(T ), Touch(x, y) can be computed in
polynomial time.
We finally solve the given instance (G,S, T, ϕ0, ϕr) of MSTR under VE-N. Assume that
SPR(x, y) are yes-instances for all close pairs (x, y) ∈ C(T ), and hence Touch(x, y) 6= ∅;
otherwise (G,S, T, ϕ0, ϕr) is a no-instance. Consider an assignment α : B(T ) ∪ S → {u, t}.
Then, we say that α is synchronizing if (α(x), α(y)) ∈ Touch(x, y) holds for every close pair
(x, y) ∈ C(T ). The following lemma completes the proof of Theorem 8.
I Lemma 16 (∗). Suppose that (G,S, T, ϕ0, ϕr) is an instance of MSTR under VE-N such
that G is a planar graph. Then, it is a yes-instance if and only if there exists a synchronizing
assignment α. Furthermore, the existence of a synchronizing assignment can be checked in
polynomial time.
5 Conclusion
In this paper, we have introduced the Minimum Steiner Tree Reconfiguration (MSTR)
problems under two reconfiguration rules VE and VE-N. As summarized in Figure 2, we
have studied the polynomial-time solvability of the problems with respect to graph classes,
and shown several interesting contrasts. In particular, when we focus on planar graphs,
chordal graphs, and split graphs, MSTR is PSPACE-complete under VE, while is solvable
in polynomial time under VE-N. It would give us a deeper understanding of the problems
if there is a graph class such that MSTR is solvable in polynomial time under VE but is
intractable under VE-N.
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