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Abstract
The v1-periodic homotopy groups can be roughly described as the portions of the actual homo-
topy groups localized at a prime p that are detected by K-theory. In 1991 Davis showed that if
p is an odd prime, v−11 π2k(SU(n);p) is cyclic, gave the formula for its order, and proved that
v−11 π2k−1(SU(n);p) has the same order, but is not always cyclic.
In this work we determine the number of summands of v−11 π2k−1(SU(n);p) for all values of p, k,
and n, where p is an odd prime. The method being used involves finding the rank of a family of ma-
trices generated by the Adams operations. Determining the group structure of v−11 π2k−1(SU(n);p)
groups still remains an open question.
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In this paper we compute the number of summands of v1-periodic homotopy groups of
the special unitary groups SU(n).
The p-local v1-periodic homotopy groups of a space X, denoted v−11 π∗(X;p), were
defined in [5]. Roughly, they are a localization of the actual homotopy groups of X, telling
the portions of the actual homotopy groups localized at a prime p that are detected by K-
theory. Moreover, each v−11 πi(X;p) occurs as a direct summand of the actual homotopy
group πm(X), for some m. From now on in this paper we let p be an odd prime.
We now discuss the historical background of this project. This work is a fine tuning
to a much larger project developed by Davis with some joint work by Bendersky through
a series of papers written between 1989 and 2003, whose objective was to compute the
v1-periodic homotopy groups of all compact simple Lie groups, localized at all primes
p. The project was completed in the sense that the group orders of v−11 π∗(SU(n);p),
v−11 π∗(SO(n);p), v−11 π∗(Sp(n);p), and v−11 π∗(X;p) were determined, as well as the
group structure of the groups v−11 π∗(X;p), where X is any one of the five exceptional
Lie groups. While the group orders of all groups in question were thus determined, cal-
culating the structure of the v1-periodic homotopy groups of the three infinite families of
spaces above still remains an open question.
The immediate motivation for the work described in this paper was a result by Davis
published in [4], with which he initiated the 14-year-long project. In that work he showed
that given values of p, k, and n, where p is an odd prime, v−11 π2k(SU(n);p) is cyclic
and has order pep(k,n), such that ep(k,n) = min{νp(j !S(k, j)): n j  k}, where νp(m)
denotes the exponent of p in m, and S(k, j) is the Stirling number of the second kind. This
completed the result for the group structure of the even-indexed v1-homotopy groups of
SU(n) localized at odd primes. Moreover, Davis proved that v−11 π2k−1(SU(n);p) has the
same order as v−11 π2k(SU(n);p), but is not necessarily cyclic, and this is where the fine
tuning had to be done.
The finite p-group v−11 π2k−1(SU(n + 1);p) is of the form
⊕c
i=1 Z/peiZ, for some
integers c and ei . In this paper, we give an explicit formula for the number of summands c
of v−11 π2k−1(SU(n + 1);p), which will be denoted by c(p, k,n). Ideally, a project for the
future would be to obtain the group structure of v−11 π2k−1(SU(n + 1);p). Previous work
along these lines was done in [6], whose authors obtained results for the group structure
of the v1-periodic homotopy groups of SU(n), but only for a limited range of values of n,
namely n p2 −p+ 1. As for p = 2, the formula for the number of summands of the odd
groups still remains an open question.
Recall that the p-rank of a finite group G, rkp(G), is the maximum of the ranks
of elementary Abelian p-subgroups of G. Since for v−11 π2k−1(SU(n + 1);p) the num-
ber of summands coincides with its p-rank, we abbreviate the number of summands in
v−11 π2k−1(SU(n + 1);p) by
rkp
(
v−11 π2k−1
(
SU(n + 1);p)).
We now state our main result.
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rkp
(
v−11 π2k−1(SU(n + 1);p)
)= c(p, k,n),
where
c(p, k,n) =
⌊
logp
(
n+ 1
k¯ + 1
)⌋
+
{
0 if k¯ = 1 and n ∈ [pe, pe + pe−1 − 2],
1 otherwise,
for some integer e 2, with k¯ ≡ k mod p − 1, 1 k¯  p − 1.
Note that [a, b] denotes here the set of integers n such that a  n b. This notation will
be used throughout the paper.
We will now summarize the contents of the remaining part of the paper. The purpose of
Section 2 is to rewrite the homotopy-theoretic object rkp(v−11 π2k−1(SU(n + 1);p)) as a
simpler, matrix-theoretic object that involves the rank of a certain matrix generated by the
Adams operations. The work done in this section involves a result of Bousfield and some
other, more general, algebraic results. Section 3 presents some numerical evidence that led
to the discovery of the main result, and is followed by the proof of the result, split between
Sections 4 and 5. In Section 4 we prove that rkp(v−11 π2k−1(SU(n + 1);p))  c(p, k,n)
using the simplified version of the left-hand side that comes from Section 2. In Section 5,
the proof of rkp(v−11 π2k−1(SU(n+1);p)) c(p, k,n) is presented, which after a series of
matrix rearrangements reduces down to a proof by induction on n with a consideration of
three infinite families of special cases that are proved separately at the end of the section.
2. From Bousfield theory to matrix theory
The purpose of this section is to replace the homotopy-theoretic object rkp(v−11
π2k−1(SU(n + 1);p)) that was seen in the statement of the main result above by a more
easily understood matrix theory object, which will be called corank(Mn). We begin with
the following two results, the first one due to Bousfield [2, 9.2] and the second one due to
Davis [3, 4.4].
Theorem 2.1 [2, 9.2]. If p is an odd prime and X is a 1-connected H -space with H∗(X;Q)
associative and with H∗(X;Z(p)) finitely generated over Z(p), then
v−11 π2k−1(X;p) ∼=
(
ker
(
ψr − rk :PK1(X; Ẑp)/ im(ψp)→ PK1(X; Ẑp)/ im(ψp)))#.
In the theorem above, r is a generator of the multiplicative group of units (Z/p2Z)×,
and the P in PK1(X) denotes the primitives in the first K-theory group of X. The symbol
# at the end of the line denotes the Pontryagin dual, but it will be skipped when X =
SU(n + 1), since for a finite Abelian group, which is what the right-hand side without the
# sign becomes, the group is isomorphic to its Pontryagin dual and vice versa. Moreover,
writing the p-adic coefficients for K-theory will be disregarded for simplicity of notation.
In the theorem above, ψr and ψp are Adams operations.
The following algebraic result [3, 4.4] by Davis simplifies the right-hand side of the
statement in Bousfield’s theorem into a more easily understood object taken from matrix
theory.
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injective endomorphisms of G with finite cokernels. Let
K = ker(G/ im(θ1) θ2−→ G/ im(θ1)).
K# is presented by
( [θ1]
[θ2]
)
, where [θ1] and [θ2] denote matrices of θ1 and θ2 with respect to
any fixed basis.
We will now let X = SU(n + 1). The purpose of the two following paragraphs is to
define a basis on PK1(SU(n + 1)) and to demonstrate how the Adams operations act on
the elements of the basis.
We begin with the isomorphism of Adams modules PK1(SU(n+ 1)) ∼= K˜0(CPn). The
element x ∈ K˜0(CPn) defined as H − 1, where H stands for Hopf bundle, has a property
that its powers give a basis {x, x2, . . . , xn} for K˜0(CPn), and xi = 0 for i  n + 1. Al-
though there is no multiplication inside PK1(SU(n+1)), we use the isomorphism above to
let the n elements in PK1(SU(n+1)) that correspond to {x, x2, . . . , xn} in K˜0(CPn) be the
basis for PK1(SU(n + 1)), and we will denote them in the natural way by {x, x2, . . . , xn}.
Note that since working with n basis elements implies simpler notation later, we chose to
use SU(n + 1) instead of SU(n) in this paper.
Since Adams operations are ring homomorphisms and ψr(H) = Hr , it follows that
ψr
(
xj
)= ((x + 1)r − 1)j
is our desired general formula for the action of Adams operations on the basis chosen
above. We will denote by [ψp] and by [ψr − rk] the matrix of linear transformation ψp
and ψr − rk , respectively, with respect to the basis {x, x2, . . . , xn}.
Definition 2.3. Let M be a matrix. Then,
corank(M) = no. columns(M)− rank(M).
Thus, for the number of summands we have,
rkp
(
v−11 π2k−1
(
SU(n + 1);p))
= rkp
(
ker
(
ψr − rk : PK1(SU(n + 1); Ẑp)/ im(ψp)
→ PK1(SU(n + 1); Ẑp)/ im(ψp)))# (2.1)
= rkp
(
group presented by
( [ψp]
[ψr − rk]
))
(2.2)
= corank
(( [ψp]
[ψr − rk]
))
(2.3)
= corank
(( [ψp]
[ψr − rk]
)
mod p
)
(2.4)
= corank
( [ψp]
[ψr − rk¯] mod p
)
, (2.5)
where k¯ ≡ k mod p − 1 such that 1 k¯  p − 1.
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Theorem 2.1 and Proposition 2.2, respectively. The equality in line (2.3) can be deduced
from the fact that for the v1-periodic homotopy groups considered in this paper, the p-rank
of the group equals the number of summands in the group, followed by an algebraic fact
which states that the number of summands in a group presented by a given matrix M equals
the number of columns in M minus the rank of M , followed by Definition 2.3.
Equalities in the lines (2.4) and (2.5) give significant simplifications to the calculations
that will follow. In this paper we are only interested in the number of summands in the
group v−11 π2k−1(SU(n + 1);p), which has the form
⊕c
i=1 Z/peiZ, for some integers c
and ei . Thus, considering this group in modp results in
⊕c
i=1 Z/pZ, but it leaves the
number of summands unchanged in the resulting group. But most importantly, it causes
the entries in the matrices of linear transformation [ψp] and [ψr − rk] to be changed to
their equivalent mod p values aij such that 0  aij  p − 1; a matrix M with entries
reduced mod p will be denoted (M mod p). This justifies equality (2.4). The equality in
the line (2.5) follows from Fermat’s Little Theorem and gives another simplification, since
given a value of parameter p, now only a finite number (p − 1) of k-values needs to be
considered.
In the remaining part of the section, the general appearance of
(( [ψp]
[ψr−rk¯]
)
mod p
)
is
being developed in order to define a new matrix Mn, which will expand the string of Eqs.
(2.1) through (2.5).
To build the matrix of linear transformation ([ψp] mod p), the Adams operation ψp is
applied to an arbitrary, say j th, basis element xj , and coefficients taken modp of the re-
sulting polynomial are recorded down the j th column of ([ψp] mod p). The same method
is used to build ([ψr − rk¯] mod p) using the polynomial ψr(xj ) − rk¯xj modp. Since its
lowest power term is xj , it implies that ([ψr − rk¯] mod p) is a lower triangular matrix.
Note that ([ψp] mod p) is an n× n matrix, and so is ([ψr − rk¯] mod p).
In the columns labeled j such that j >  n
p
 the entries of ([ψp] mod p) are identically
zero since xi = 0 if i  n+1. From ψp(xj ) ≡ xjp mod p it can be easily seen that each of
the columns of ([ψp] mod p) indexed 1 through  n
p
 has a non-zero entry, which occurs
in a different row for each of these columns, as seen in Fig. 1. This makes the first  n
p

columns of ([ψp] mod p) linearly independent. Subsequently, the first  n
p
 columns of the
entire stackmatrix
(( [ψp]
[ψr−rk¯]
)
mod p
)
are linearly independent.
By Definition 2.3, deleting the first  n
p
 linearly independent columns of the stackmatrix
does not affect the corank of the remaining part of the stackmatrix. Moreover, the entries
in the remaining columns of the stackmatrix (columns  n
p
 + 1 through n) that come from
rows 1 through n of ([ψp] mod p) and from rows 1 through  n
p
 of ([ψr − rk¯] mod p) are
all zeros, as in Fig. 1. All such rows with zero entries only can be deleted without affecting
the corank of the remaining part. The part that remains after such deletions will be denoted
Mn. And thus, the equation from the above that bonds the Bousfield theory to matrix theory
can be summarized as:
rkp
(
v−11 π2k−1
(
SU(n+ 1);p))= corank(( [ψp][ψr − rk¯]
)
mod p
)
(2.6)
= corank(Mn). (2.7)
652 K. Potocka / Topology and its Applications 153 (2005) 647–677Fig. 1. Stackmatrix
(( [ψp ]
[ψr−rk¯ ]
)
mod p
)
.
From now on, the row and column indices used on Mn will be the system of indices that
is directly taken from the stackmatrix
(( [ψp]
[ψr−rk¯]
)
mod p
)
. That is, the entries of Mn will
be denoted aij with  np  + 1 i, j  n, where an entry aij is physically located in the ith
row and j th column of the lower half of
(( [ψp]
[ψr−rk¯]
)
mod p
) (and not in the ith row and j th
column of its submatrix Mn). The indices i, j of such entry aij of Mn will be called the
original indices.
3. Tabulations
In this section we present some tabulated numerical evidence that led to the discovery
of the main result. Initially, using the simplification result presented in lines (2.6) and (2.7),
Maple was implemented to calculate the corank(Mn) for various values of the parame-
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Tabulation of some corank(Mn) values for p = 3
k¯ n corank(Mn)
1 5–8 (type I) 2
1 9–10 (type II) 1
1 11–16 (type III) 2
1 17–26 (type I) 3
1 27–34 (type II) 2
1 35–52 (type III) 3
2 2–7 1
2 8–25 2
2 26–79 3
2 80–241 4
Table 2
Tabulation of some corank(Mn) values for p = 5
k¯ n corank(Mn)
1 9–24 (type I) 2
1 25–28 (type II) 1
1 29–48 (type III) 2
1 49–124 (type I) 3
1 125–148 (type II) 2
1 149–248 (type III) 3
2 2–13 1
2 14–73 2
2 74–373 3
3 3–18 1
3 19–98 2
3 99–498 3
4 4–23 1
4 24–123 2
4 124-623 3
ters p, k¯, and n. Some of these values are shown in Tables 1 and 2 for a better understanding
of the result.
The first table shows some obtained values for the corank(Mn) when p = 3, through
certain ranges of values of n, considering all possible values the corresponding k¯ parameter
takes on, namely, 1 and 2. The next table does the same for p = 5.
These and many other similar tables led to the formulation of the generalized pattern
presented in Tables 3 and 4. The conjectured pattern of the two latter tables was re-written
into a more compact logarithmic form, which later became the essence of the statement of
the main result of this paper, as seen in Theorem 1.1. The ranges of n called types I, II,
and III can be defined precisely the way they are presented in Table 3.
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Generalized pattern for corank(Mn), for any p,n, and k¯ = 1
n corank(Mn)
[2pe−1 − 1, pe − 1] (type I) e
[pe, pe + pe−1 − 2] (type II) e − 1
[pe + pe−1 − 1, 2pe − 2] (type III) e
For some integer e 1.
Table 4
Generalized pattern for corank(Mn), for any p,n, and k¯ = 1
n corank(Mn)
[(k¯ + 1)pe−1 − 1, (k¯ + 1)pe − 2] e
For some integer e 0.
4. The proof of rkp(v−11 π2k−1(SU(n + 1);p)) c(p,k,n)
This section consists of a proof of rkp(v−11 π2k−1(SU(n + 1);p))  c(p, k,n), with
c(p, k,n) as in Theorem 1.1. Utilizing the main point of Section 2 captured by rkp(v−11
π2k−1(SU(n + 1);p)) = corank(Mn), proving the inequality from the section title will be
presented by the proof of
corank(Mn) c(p, k,n).
The section begins with a definition of a submatrix Tκ , which was created upon a motivat-
ing observation that for all considered examples of matrices Mn the subscript of the largest
such submatrix T present inside Mn matched the value of corank(Mn). Working with sub-
matrices Tκ , or their columns of zeros in particular, enabled us to prove the inequality of
this section. Namely, Propositions 4.2 and 4.7 are the two major results that imply the main
result of the section.
From now on c(n) will be used in place of c(p, k,n) for simplicity of notation, as we
consider cases of a fixed value of p and k and let the n-values vary.
Definition 4.1. Let M = {ai,j | 1  i, j  m} be an m × m lower triangular matrix. We
define Tκ to be an s × s submatrix of M having the following properties:
(i) The set of entries of Tκ is {av+u,w+u | 1  v,w  s}, for some integer u, where 1 
um − s. That is, Tκ is lower triangular and its diagonal overlaps with a continuous
portion of the diagonal of M .
(ii) Tκ has κ zero columns, where κ  1.
Proposition 4.2. For all p, all k¯ = 1,2, . . . , p− 1, and all n, there exists a submatrix Tc(n)
inside the Mn matrix in the sense of Definition 4.1.
Two of the three results required to prove Proposition 4.2 use a concept of a cumulative
page of matrices, which is defined as follows:
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an infinite matrix with entries aij such that aij is the coefficient of xi taken mod p in the
polynomial (ψr − rk¯)(xj ) for i, j  1. Each of the matrices Mn, for n 1, can be located
insideM using  n
p
 + 1 i, j  n for the indices of its entries aij .
Fig. 2 shows a portion of the infinite cumulative page of matricesM for p = 3 and
k¯ = 2. For instance, the matrices M8 (the smaller of the two drawn square submatrices) and
M27 (the larger of the two) have been located on this cumulative page using the original
indices formula, which gives M8 indices 3 i, j  8 and gives M27 indices 10 i, j  27.
Note the presence of T2 inside M8 and the presence of T3 inside M27 in Fig. 2, with
their lower-triangular portions shaded. The largest Tκ present inside M8 has 2 for the value
of κ and that value of 2 is the same as the value of corank(M8), found in Table 1. Similar
pattern follows for M27 and T3. Also note that the κ columns containing zero entries inside
Fig. 2. Cumulative page of matricesM for p = 3, k¯ = 2 (part).
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the columns whose existence is guaranteed by Proposition 4.2; they are located inside of
Tκ according to the pattern of column indices {j − p0, j − p1, j − p2, . . . , j − pκ−1},
where j − 1 is the last column of Tκ .
We now turn our attention to the proof of Proposition 4.2. The proof of this proposition
uses the following three results:
Lemma 4.4. LetM be the cumulative page of matrices Mn for a given value of p and k¯.
The columns ofM labeled upe have at least pe −1 consecutive zero entries directly below
(but not including) the diagonal ofM, where u ≡ 0 modp, and e ∈ Z, e 1.
Lemma 4.5 [1, 2.12]. Denote the group of multiplicative units of Z/p2Z by (Z/p2Z)×.
If r generates (Z/p2Z)×, then
rt − 1 ≡ 0 mod p if and only if t ≡ 0 mod p − 1.
Corollary 4.6.
(i) If r generates (Z/p2Z)×, then
rj − rk¯ ≡ 0 mod p if and only if j ≡ k¯ mod p − 1.
(ii) The column ofM with index j has a zero on the diagonal if and only if the column
index j is equivalent to k¯ mod p − 1.
In the proofs below we will often write a(i, j) instead of aij to denote an entry of a
matrix.
Proof of Proposition 4.2. LetM be the cumulative page of matrices Mn for a given value
of p and k¯. Let n be given. Define T to be a matrix positioned insideM in the sense of
Definition 4.1(i), positioned in a way so that its upper left corner entry coincides with the
a(pc(n)−1d , pc(n)−1d) entry ofM, and that its bottom right corner entry coincides with
a(pc(n)−1(d + 1) − 1, pc(n)−1(d + 1) − 1), where d = (p − 1) + k¯ and  is any one of
0,1,2, . . . . Note that the indices of T used here are of the “original indices” type.
This proof will show that T has at least c(n) zero columns, and that for some  it is a
submatrix of Mn in the sense of Definition 4.1(i).
Let J = {j | j = pc(n)−1(d + 1) − pi , i = 0,1, . . . , c(n) − 1}, be a collection of
c(n) column indices of T , with d and  defined as above. Since pc(n)−1(d + 1) − pi =
pi(pc(n)−1−i (d + 1) − 1) and c(n) − 1 − i  0, by Lemma 4.4, the columns of T with
indices in J , each having a prescribed i value to it, have at least pi − 1 consecutive ze-
ros directly below (and not including) their diagonals. The columns of T with indices in
J have a zero entry on the diagonal by Corollary 4.6(ii). In a column of T indexed by
an element of the set J with a corresponding indexing value of i, i = 0,1, . . . , c(n) − 1,
the total number of entries on and directly below the diagonal is pi . Thus T has at least
c(n) zero columns (c(n) of which are the columns with indices j ∈ J ). Hence, T satisfies
Definition 4.1 as a submatrix ofM and can be now called Tc(n).
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Tc(n) and Mn both share their diagonals with the diagonal of M, in order to show that
there is a Tc(n) that is entirely inside Mn, it suffices to find appropriate values of , if any,
that would make the following two inequalities true:⌊
n
p
⌋
+ 1 pc(n)−1d and
pc(n)−1d + pc(n)−1 − 1 n,
which would ensure that Tc(n) begins and ends inside of Mn, respectively. Solving the two
inequalities for n yields(
(p − 1)+ k¯ + 1)pc(n)−1 − 1 n < ((p − 1)+ k¯)pc(n). (4.1)
The remaining part of the proof will be divided into two following cases:
Case 1: k¯ = 1. Given values of p, k¯ and n, one can compute the corresponding c(n)
value using the logarithmic formula for c(n) found in the statement of Theorem 1.1. The
computation yields a table that is in fact the same as the generalized prediction Table 4
with the second column of the table labeled c(n) here instead of corank(Mn). Thus, for
k¯ = 1, if n ∈ [(k¯+ 1)pe−1 − 1, (k¯+ 1)pe − 2], then c(n) = e, with e 0, e ∈ Z, where one
value of e yields a range of n-values, which will be called a single range of n-values.
Here, in order to prove that there exists a Tc(n) inside a given Mn, the following question
will be considered instead: does each matrix Mn from the collection of matrices corre-
sponding to the single range of n-values that yield the same value of c(n) have a submatrix
Tc(n), for some values of  0?
Since k¯ > 1, it follows that k¯
k¯−1 <p, thus k¯ + p − 2pc(n)−1 < k¯p and thus(
k¯ + p)pc(n)−1 − 1 k¯pc(n). (4.2)
Using the inequality (4.2), one can see that the ranges(
k¯ + 1)pc(n)−1 − 1 n < k¯pc(n)
and (
p + k¯)pc(n)−1 − 1 n < (p + k¯ − 1)pc(n)
of (4.1) for  = 0 and  = 1, respectively, have no gap in between them, and their union
contains a single range of n-values of the form(
k¯ + 1)pc(n)−1 − 1 n (k¯ + 1)pc(n) − 2. (4.3)
Thus, if n is in the range described in (4.3), then there exist two matrices Tc(n) (that cor-
respond to  = 0 and  = 1) with a property that one or the other of them fits inside each
matrix Mn in the range.
Since the entire range of n  1, n ∈ Z can be covered by the intervals of the form
[(k¯ + 1)pe−1 − 1, (k¯ + 1)pe − 2] for consecutive values of e 0, e ∈ Z, by the argument
above, there exists a Tc(n) inside Mn in the sense of Definition 4.1 for all n 1, n ∈ Z.
Case 2: k¯ = 1. In this case, one can verify that the intersection of the ranges of n-
values obtained from the inequality (4.1) using  = 0 and  = 1 forms an empty set.
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and  + 1 is non-empty. Thus for the values of n satisfying 2pc(n)−1 − 1  n < pc(n) (a
range that comes from substituting  = 0 into the (4.1)) and for the values of n satisfying
(p+ 1)pc(n)−1 − 1 n (a continuous range that comes from substituting  1 values into
the (4.1), which for the purposes of this argument can be replaced with a smaller range of
(p + 1)pc(n)−1 − 1 n 2pc(n) − 2), there exists a Tc(n) inside Mn.
For the n-values in the gap between the n-value ranges for  = 0 and   1 there is a
Tc(n)−1 as a submatrix of Mn since
(p + 1)pc(n)−2 <pc(n), (4.4)
where the left side of the inequality (4.4) signifies the beginning of the  1 infinite range
for Tc(n)−1 and the right side of (4.4) has been chosen to ensure that the beginning of the
gap near the end of the n-range for  = 0 is covered.
Thus, if n ∈ [2pc(n)−1 − 1, pc(n) − 1], then there exists a Tc(n) in Mn. If n ∈ [pc(n),
(p+1)pc(n)−1 −2], then there exists a Tc(n)−1 in Mn. And finally, if n ∈ [(p+1)pc(n)−1 −
1, 2pc(n) − 2], then there exists a Tc(n) in Mn. Similarly to case 1 above, we construct the
table for a single range of n-values for k¯ = 1. The obtained table is in fact the same as the
generalized prediction Table 3 with the second column of the table labeled here again with
c(n) instead of corank(Mn). The values in such table are defined for some e  1, e ∈ Z,
in types I and III lines, and for some e  2, e ∈ Z, in type II line, which covers the entire
range of n 1 without overlapping. Note that for e = 1, the type II range of n-values is an
empty set.
We conclude that there exists either a Tc(n) or a Tc(n)−1 submatrix of Mn for appropri-
ately chosen values of n for the entire range of n 1, n ∈ Z. 
Proof of Lemma 4.4. Let p and k¯ be given. Let u ≡ 0 mod p and e be an integer such
that e  1. It follows from Definition 4.3 that if i = j , the entry a(i, j) ofM is also the
coefficient of xi in ψr(xj ) mod p. Thus we have
ψr
(
xup
e)= (((1 + x)r − 1)pe)u
≡ ((1 + xpe)r − 1)u mod p
=
((
r
1
)
xp
e +
(
r
2
)
x2p
e + · · · +
(
r
r
)
xrp
e
)u
≡ ruxupe + αx(u+1)pe mod (p, x(u+2)pe), for some α ∈ Z.
Thus, in any column of M with a label of the form upe, there are at least ((u +
1)pe − 1) − (upe) = pe − 1 consecutive zero entries directly below the diagonal entry
a(upe,upe). 
Proof of Corollary 4.6. The proof of part (i) follows directly from Lemma 4.5.
The diagonal entry a(j, j) ofM is the coefficient of xj in (ψr − rk¯)(xj ) mod p. Since
(ψr − rk¯)(xj ) ≡ (rj − rk¯)xj mod (p, xj+1), the proof of part (ii) follows immediately
from part (i). 
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as well as Proposition 4.2 itself, have now been proved. We now move on to the second
major result of the section.
Proposition 4.7. If there is a submatrix Tκ inside a lower-triangular matrix M , then
corank(M) κ.
Proof. Suppose Tκ has size s × s and is positioned inside of M in a way such that it omits
the first c rows and c columns of M as well as the last d rows and d columns of M , for
some integers c, d  0.
Define submatrix MR of M as M without its first c columns and a submatrix MT of MR
as MR without its first c rows and its last d rows. (See Fig. 3.)
Since Tκ has s columns, κ of which are zero by definition,
columnrank(Tκ) s − κ.
Being above the diagonal of M , the d rightmost columns of MT are zero columns. There-
fore,
columnrank(MT ) = columnrank(Tκ).
Thus we have that
rowrank(MT ) = columnrank(MT ) s − κ.
Since the top c rows of MR are zero rows,
columnrank(MR) = rowrank(MR) d + s − κ.
Thus,
columnrank(M) c + d + s − κ,
and so, corank(M), being defined in Definition 2.3, has the property that
corank(M) (c + d + s) − (c + d + s − κ) = κ. 
Fig. 3. Submatrices of M .
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value of n,
corank(Mn) c(n).
Proof. Follows immediately from the Propositions 4.2 and 4.7 above. 
5. The proof of rkp(v−11 π2k−1(SU(n + 1);p)) c(p,k,n)
In this section the proof of rkp(v−11 π2k−1(SU(n + 1);p)) c(n) is presented. First, a
new basis related to the p-typical formal group law is defined for PK1(SU(n + 1)). Then,
through a series of steps taken as in Section 2, together with some rearrangements and
deletions in the stackmatrix
(( [ψp]
[ψr−rk¯]
)
mod p
)
, the proof of rkp(v−11 π2k−1(SU(n + 1);
p)) c(n) reduces down to proving that
corank(Rn) c(n),
where Rn is a certain matrix. The proof of the latter is by induction on n, which involves
consideration of three families of special cases that are proved separately at the end of the
section.
In the next few paragraphs we define a new basis for PK1(SU(n+1)). Consider the two
power series that are the inverse series of each other and which converge to the following:
0(x) = ln(x + 1)
e0(x) = ex − 1.
Also, consider the two series shown in (5.1) and (5.2). The series p(x) is also known
as the log series for the p-typical formal group law. The other series, ep(x), is its inverse
and we will only need to know its first three coefficients explicitly.
p(x) =
∑
t0
xp
t
pt
, (5.1)
ep(x) = x − x
p
p
+ x
2p−1
p
+ · · · . (5.2)
Let y = ep(0(x)), where x is the element of the basis for PK1(SU(n + 1)) defined in
Section 2. Note that it follows from a theorem of Hasse in [7] that ep(0(x)) ∈ Z(p)[[x]].
Thus, y ∈ PK1(SU(n+1); Ẑp). Then {y, y2, y3, . . . , yn} is a new basis for PK1(SU(n+1))
and it has the property that
yi = 0 for i  n + 1. (5.3)
This new basis will be used throughout the rest of the paper.
From the ring homomorphism properties of the Adams operations, from the formula for
ψr(x), from the definition of 0(x), and from the fact that y = ep(0(x)) implies p(y) =
0(x), it follows that
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(
yj
)= (ψr(ep(0(x))))j
= (ep(0((x + 1)r − 1)))j
= (ep(ln((x + 1)r)))j
= (ep(r · 0(x)))j
= (ep(r · lp(y)))j . (5.4)
It can also be easily shown that the series ep(x) is of the form
ep(x) =
∑
m0
βmx
1+m(p−1), (5.5)
for some values βm ∈ Q, m 0. Then, from the formulas (5.4) and (5.5), it can be deduced
that
ψr
(
yj
)= ∑
m0
αmy
j+m(p−1), (5.6)
for some αm ∈ Q, m  0. This means that the polynomial ψr(yj ) has the advantage of
having terms with powers that sparsely increase by p − 1.
Using Eq. (2.6), the proof of the inequality of this section reduces down to showing that
corank
(( [ψp]
[ψr − rk¯]
)
mod p
)
 c(n), (5.7)
where [ψp] and [ψr − rk¯] are the matrices of the linear transformations ψp and ψr − rk¯
with respect to the basis {y, y2, y3, . . . , yn} that are generated by the corresponding new
formula (5.4) for the Adams operations.
In the next several paragraphs the matrix
(( [ψp]
[ψr−rk¯]
)
mod p
)
will be reduced down to a
smaller matrix Rn. At each reduction step a new matrix will be created with corank value
preserved at each step.
Step 1: Constructing matrix Cn. Reorder the row and column indices of the stackmatrix(( [ψp]
[ψr−rk¯]
)
mod p
)
to form a new matrix in a way so that the set {j | 1 j  n} of column
indices of ([ψp] mod p) ordered as 〈1,2, . . . , n〉 is reordered according to their value mod
p−1 by first listing the elements of the set {j | j ≡ 1 mod p−1, 1 j  n} in increasing
order, then listing the elements of the set {j | j ≡ 2 mod p − 1, 1 j  n} in increasing
order, and so forth, lastly listing the elements of the set {j | j ≡ p− 1 mod p− 1, 1 j 
n} in increasing order. Rearrange in the same way the row indices of ([ψp] mod p) and
also the row and column indices of ([ψr − rk¯] mod p).
The resulting rearranged stackmatrix will be called Cn. (See Fig. 4.) Note that
corank
(( [ψp]
[ψr − rk¯]
)
mod p
)
= corank(Cn).
The entry aij in the upper half of the stackmatrix Cn (where i, j are the original indices)
is the coefficient of yi in the polynomial
ψp
(
yj
)≡ ∑ γmyj+m(p−1) mod p.m0
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Thus, aij = 0 whenever i ≡ j mod p − 1. Therefore, all the blocks with an exception of
the p − 1 blocks located along the diagonal of the upper half of Cn shown in Fig. 4 have
zero entries only. The same is true for the lower half of the stackmatrix Cn, since(
ψr − rk¯)(yj )≡ (∑ α yj+m(p−1))+ (α − rk¯)yj mod p. (5.8)
m1
m 0
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i ≡ j mod p − 1 is lower triangular.
Define matrix An to be the submatrix of Cn that coincides with the block in the upper
half portion of Cn, in which i ≡ k¯ mod p − 1 and j ≡ k¯ mod p − 1. Define matrix Bn the
same way An is defined, except locate it in the lower half of Cn. Note that both An and
Bn are lower-triangular. In Fig. 4 a specific value of k¯ = p − 1 was chosen to illustrate the
locations of An and Bn.
In the lower half of Cn, each block whose row and column indices satisfy i ≡
j mod p − 1, except for block Bn, has its main diagonal built from non-zero entries only.
The reason for that is explained in the remaining part of this paragraph. By (5.16), any
entry on the diagonal of the lower half of Cn is of the form ajj ≡ rj − rk¯ mod p. It follows
from part (i) of Corollary 4.6 that if j ≡ k¯ mod p − 1, then
ajj ≡ rj − rk¯ ≡ rk¯ − rk¯ ≡ 0 mod p.
In Fig. 4 such diagonal entries have been labeled with letter u, where u represents various
integers with the property u ≡ 0 mod p. From now on, u will be used to represent various
integers with the property that u ≡ 0 mod p.
On the other hand, any entry on the diagonal of Bn is zero since if j ≡ k¯ mod p − 1,
then by Corollary 4.6(i),
ajj ≡ rj − rk¯ ≡ rk¯ − rk¯ ≡ 0 mod p, (5.9)
which will be relevant in the proof of Lemma 5.3.
Step 2: Constructing matrix Dn. Consider the submatrix located in the lower half of Cn,
formed using blocks with indices i ≡ k¯ mod p − 1 and j ≡ k¯ mod p − 1. In Fig. 4 it is the
lightly shaded submatrix of Cn. It is lower triangular, with non-zero entries along its entire
diagonal. Pivot on those non-zero elements, extending the pivoting to all other blocks of
Cn with column indices of the form j ≡ k¯ mod p − 1. It shows that all the columns of
Cn with j ≡ k¯ mod p − 1 are linearly independent, and so, they can be deleted without
affecting the value of the corank(Cn). Also, from the remaining blocks (ones with column
indices of the form j ≡ k¯ mod p − 1) delete all the rows with indices i ≡ k¯ mod p − 1,
which are rows with zero entries only. What remains after such deletions is the stackmatrix( An
Bn
)
, which will be called Dn, and it has the property that
corank
(( [ψp]
[ψr − rk¯]
)
mod p
)
= corank(Cn) = corank(Dn).
Using the series expansions of ep(y) and p(y), it can be easily verified that the lowest
power term in the polynomial ψp(yj ) mod p is yjp . Then, applying (5.3) to ψp(yj ) mod
p, we conclude that the columns {j |  n
p
 + 1 j} of An (that is, the columns with index
j in the set {j | j ≡ k¯ mod p − 1,  n
p
 + 1 j}) are all zero columns.
The columns of Dn with indices in {j | 1  j   np } are linearly independent by the
reasoning analogous to the one in Section 2, when it was shown that the first  n
p
 columns
of the stackmatrix
(( [ψp]
r k¯
)
mod p
)
are linearly independent.[ψ −r ]
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indices {j | 1  j   n
p
}. In the submatrix consisting of the remaining columns of Dn,
delete all the rows that came from An, which are zero rows by an argument above. Also,
delete the rows with indices {i | 1 i   n
p
} of the remaining part of Bn, which are rows
consisting of zero entries only, since Bn is lower-triangular. The part that remains after all
such deletions will be called M˜n, and it has the property that
corank
(( [ψp]
[ψr − rk¯]
)
mod p
)
= corank(Dn) = corank
(
M˜n
)
.
Note that although the matrix M˜n appears to be a counterpart of matrix Mn seen in Sec-
tion 2, besides being generated by a different basis, M˜n is much smaller (roughly by a
factor of p − 1) than Mn.
Step 4: Constructing matrix Rn. Reorder the rows and columns of the matrix M˜n to form
a new matrix Rn in a way so that the set
J˜ =
{
j | j ≡ k¯ mod p − 1,
⌊
n
p
⌋
+ 1 j  n
}
of column indices of M˜n, ordered in strictly increasing order, is now reordered according
to their p-exponent value by first listing the elements of the set J˜ that have the property
that νp(j) = 0 in increasing order, then listing the elements of the set J˜ that have the
property that νp(j) = 1 in increasing order, and so forth, until the procedure exhausts all
the elements of J˜ . Rearrange the row indices {i | i ≡ k¯ mod p−1,  n
p
+1 i  n} of M˜n
in the same way. The resulting rearranged matrix will be called Rn and it has the property
that
corank
(( [ψp]
[ψr − rk¯]
)
mod p
)
= corank(M˜n)= corank(Rn).
The block inside Rn with indices of the form p0u, where u ≡ 0 mod p, will be called
BoxI(Rn). The block with both column and row indices of the form pmu, where m  1,
will be called BoxII(Rn), as shown in Fig. 5.
Let j = pmu, for some m 1, and i = p0u, for some units u. Note that(
ψr − rk¯)(yj )= (((ψr − rk¯)(y))p)pm−1u
≡
(∑
0
α
(
yb
)p)pm−1u
mod p
=
∑
0
γ y
dp,
for some integers d, b  1, and for some α, γ ∈ Z(p). Thus, all the terms of the resulting
series have exponents that are 0 mod p while i = p0u ≡ 0 mod p. Hence, the entries in the
block above BoxII(Rn) are all zero.
In conclusion, by the four steps above, proving the reduced inequality presented in (5.7)
reduces further down to proving that
corank(Rn) c(n).
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The main and final stage of the proof of this section is contained in the proof of Theo-
rem 5.1, which involves an induction argument on n. The induction is initiated for the most
part by consideration of three infinite families of special cases of values of n, which are
given special attention in Theorem 5.6.
Theorem 5.1. Let Rn be a matrix as defined above. Then
corank(Rn) c(n).
The following five results will be needed in order to complete the proof of Theorem 5.1.
In these results we let Rn, BoxI(Rn), and BoxII(Rn) be the matrices defined in step 4
above.
Lemma 5.2. For all n,
corank(Rn) corank
(
BoxI(Rn)
)+ corank(BoxII(Rn)).
Lemma 5.3. For all n,
corank
(
BoxI(Rn)
)= 1.
Lemma 5.4. For all n,
BoxII(Rn) = R n
p

in the usual sense that the two matrices have the same size and their corresponding entries
are equal.
Definition 5.5. The pair (k¯, n) is special if one of the following holds:
(i) k¯ = 1 and n ∈ [(k¯ + 1)pe − p, (k¯ + 1)pe − 2], for some e 0, e ∈ Z;
666 K. Potocka / Topology and its Applications 153 (2005) 647–677(ii) k¯ = 1 and n ∈ [pe + pe−1 − p, pe + pe−1 − 2], for some e 2, e ∈ Z;
(iii) k¯ = 1 and n ∈ [2pe − p, 2pe − 2], for some e 1, e ∈ Z.
Note that these three infinite families of special cases represent the last p − 1 values on
each line except lines marked type I of Tables 1 or 2.
Theorem 5.6. Theorem 5.1 is valid if (k¯, n) is special.
Lemma 5.7. If (k¯, n) is not special, then
1 + c
(⌊
n
p
⌋)
 c(n).
It will be now shown how the five results just stated imply the main result, Theorem 5.1.
Then the proofs of the five subsidiary results will be presented.
Proof of Theorem 5.1. This proof contains an induction argument on n which shows
that corank(Rn)  c(n) if (k¯, n) is not special. Theorem 5.6 proves the case of special
pairs (k¯, n). To prove corank(Rn)  c(n), we use the induction hypothesis (as seen in
line (5.13)), corank(R n
p
)  c( np ). Note that if the induction hypothesis was to be ap-
plied repeatedly, the argument would reduce down to using
corank(Rn) c(n), where 1 n p − 1, (5.10)
unless along the way the statement reduced down to corank(Rm) c(m) with (k¯,m) spe-
cial. Thus, the base case of the induction on n will be established by proving (5.10), as
seen in the next paragraph, and by Theorem 5.6.
Note that if k¯ = 1 and n ∈ [1, k¯−1], the values of (k¯, n) are special of case (i) type (with
e = 0), and thus, they will be considered in the proof of Theorem 5.6. Thus, in order to
prove the base case for the induction, with the proof of Theorem 5.6 in hand, it only remains
to prove the cases for k¯ = 1 with n ∈ [k¯, p − 1] and for k¯ = 1 with n ∈ [1,p − 1], for both
of which (k¯, n) is not special. Let k¯ = 1 with n ∈ [k¯, p − 1] or k¯ = 1 with n ∈ [1,p − 1].
In both cases Rn is a 1 × 1 matrix and by Tables 5 and 6, respectively (with e = 1 in each
case) we have corank(Rn) 1 = c(n).
Then, if (k¯, n) is not special,
corank(Rn) corank
(
BoxI(Rn)
)+ corank(BoxII(Rn)) (5.11)
 1 + corank(R n
p
) (5.12)
 1 + c
(⌊
n
p
⌋)
(5.13)
 c(n). (5.14)
The inequalities in lines (5.11) and (5.12) hold by Lemmas 5.2–5.4. The inequality in
line (5.13) follows from the induction hypothesis since the theorem is assumed to be true
for all integers m less than n. Note that when the induction argument traces one step back
from n to  n , the pair (k¯,  n ) could be either special or not special, and thus, the result ofp p
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The values of c(n) and c( np ) for k¯ = 1
n c(n) c( np )
[(k¯ + 1)pe−1 − 1, (k¯ + 1)pe − p − 1] e e − 1
[(k¯ + 1)pe − p, (k¯ + 1)pe − 2] special case (i) type e e
Table 6
The values of c(n) and c( np ) for k¯ = 1
n c(n) c( np )
[2pe−1 − 1, pe − 1] type I e e − 1
[pe, pe + pe−1 − p − 1] type II e − 1 e − 2
[pe + pe−1 − p, pe + pe−1 − 2] type II e − 1 e − 1
special case (ii) type
[pe + pe−1 − 1, 2pe − p − 1] type III e e − 1
[2pe − p, 2pe − 2] type III e e
special case (iii) type
Theorem 5.6 is necessary in order for this induction argument to work. The last inequality
holds by Lemma 5.7 since (k¯, n) is not special. 
Proof of Lemma 5.2. The proof is an elementary argument that uses a basis for the
rowspace of BoxI(Rn) and a basis for the rowspace BoxII(Rn), extending them to the
basis of the rowspace of Rn. 
Proof of Lemma 5.3. In the argument below, it is shown that BoxI(Rn) is lower-triangular,
has zeros on its diagonal and non-zero entries positioned one entry directly below the
diagonal. Then, after certain deletion, it will be concluded that corank(BoxI(Rn)) = 1.
Since Bn is lower-triangular, its submatrix M˜n is lower triangular, and hence, it follows
that BoxI(Rn) is lower-triangular. Moreover, it follows from (5.9) that the diagonal entries
of BoxI(Rn) are all zeros.
The next several paragraphs discuss the presence of non-zero entries directly below the
main diagonal of BoxI(Rn). We determine the first three terms in the polynomial (ψr −
rk¯)(yj ), as shown below:(
ψr − rk¯)(yj )= (ep(rp(y)))j − rk¯yj
=
(
r
(
y + y
p
p
+ y
p2
p2
+ · · ·
)
−
(
r
(
y + yp
p
+ yp
2
p2
+ · · ·))p
p
+
(
r
(
y + yp
p
+ yp
2
p2
+ · · ·))2p−1
p
+ · · ·
)j
− rk¯yj
≡
(
ry +
(
r − r
p
)
yp +
(
− r
p
+ r
2p−1)
y2p−1
)jp p p p
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≡ (rj − rk¯)yj + (ry)j−1(j
1
)(−(rp − r)
p
)
yp
+ (ry)j−1
(
j
1
)(
rp−1 (r
p − r)
p
y2p−1
)
+ (ry)j−2
(
j
2
)(−(rp − r)
p
yp
)2
mod yj+2(p−1)+1
= (rj − rk¯)yj − jrj (rp−1 − 1)
p
yj+1(p−1)
+ jrj (r
p−1 − 1)
p
(
rp−1 + (j − 1)
2
(rp−1 − 1)
p
)
yj+2(p−1) (5.15)
≡ (rj − rk¯)yj + juyj+1(p−1)
+ ju
(
1 + (j − 1)
2
u
)
yj+2(p−1) mod (p, yj+2(p−1)+1). (5.16)
The use of units u in line (5.16) will be now justified. Since r is an element of
(Z/p2Z)×, then rj ≡ 0 mod p. Moreover, rp−1−1
p
is also a unit in Z(p) and here is the
reason for that. By Fermat’s little theorem, rp−1−1
p
is an integer. Since r is a generator of
(Z/p2Z)×, which is a cyclic group of order p(p− 1), rp−1 ≡ 1 mod p2. Hence, rp−1−1
p
is
not a multiple of p. Thus, rj ( rp−1−1
p
) in line (5.15) can be replaced by u in line (5.16). In
addition, rp−1 is replaced by 1 and rp−1−1
p
alone replaced by another u. Note that repeated
u’s in the same equation need not be equal.
Since all the row and column indices of BoxI(Rn) are of the form i, j ≡ k¯ mod p − 1,
the entry directly below the diagonal in column labeled j has row index i = j + 1(p − 1)
unless i is a multiple of p, which is considered in the next paragraph. Then, the coefficient
of the second term in (5.16) gives a(j, j + 1(p − 1)) = ju. Since j is a column index of
BoxI(Rn), we have that j = p0u. Hence, a(j, j + 1(p − 1)) is a unit. We will denote it
by letter N , as seen in Fig. 6 and other subsequent figures, where N stands for a non-zero
element in modp.
It could also be the case that in a column with index j of BoxI(Rn), the row index
i = j + 1(p − 1) is a multiple of p. In such case i = j + 1(p − 1) is not a row index of
Fig. 6. Matrix BoxI(Rn).
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the diagonal in column j of BoxI(Rn) is i = j + 2(p − 1). Note that if i = j + 1(p − 1)
is a multiple of p, then i = j + 2(p − 1) is not, so there are no more cases to consider.
Thus, a(j, j + 2(p − 1)) = ju(1 + j−12 u). Since j + 1(p − 1) is a multiple of p, then
j − 1 is not a unit. Then j−12 is not a unit. Hence, both j−12 and j−12 u are multiples of p
and so 1 + j−12 u is not a multiple of p. Therefore, a(j, j + 2(p − 1)) = ju(1 + j−12 u) is
a non-multiple of p and will be denoted N .
Thus, it can be concluded that BoxI(Rn) has non-zero entries modp in positions di-
rectly below the diagonal.
Moreover, it can be concluded that any block of BoxII(Rn) with row and column indices
of the form pmu, for some m 1 is of the same form as BoxI(Rn), as seen in Fig. 6. Such
conclusion can be drawn with use of Lemma 5.4, which implies that block with indices
p1u of Rn is the BoxI(R n
p
), block p2u of Rn is BoxI of R with index
⌊  n
p

p
⌋
, etc. This
information will be useful in proving Theorem 5.6.
Deleting the first row and the last column of BoxI(Rn) gives a resulting matrix that is
clearly non-singular and thus has a full rank. Since what is left of BoxI(Rn) after these two
deletions is a matrix with zero corank, it can be concluded that
corank
(
BoxI(Rn)
)
 1.
In fact, corank(BoxI(Rn)) = 1 since the deleted row and column had zero entries
only. 
The proof of corank(BoxI(Rn)) 1 with the use of the original basis {x1, x2, . . . , xn}
was the main stumbling block in the completion of the proof of Section 5, and this is
the reason why the new basis {y1, y2, . . . , yn} was introduced to prove the inequality of
Section 5.
Proof of Lemma 5.4. Let p and k¯ be given. The reader may verify that when the elements
in the set of indices of BoxII(Rn) are divided by p, a complete set of indices of R n
p
 is
obtained. Knowing about this relationship of indices, we now prove that the two matrices
have identical entries.
Let j = pmu, m  1, be a column index of BoxII(Rn) that is physically locating the
t th, say, column of BoxII(Rn). Then, j ′ = pm−1u is the (original) column index of R n
p

locating the t th column of R n
p
. If the column of R n
p
 with the original index j ′ = pm−1u
is generated by the coefficients of(
ψr − rk¯)(ypm−1u)= ypm−1u∑
0
α y
(p−1) − rk¯ypm−1u, (5.17)
then the column of BoxII(Rn) with index j = pmu is generated by(
ψr − rk¯)(ypmu)= ((ψr)(ypm−1u))p − rk¯ypmu
=
(
yp
m−1u∑α y(p−1))p − rk¯ypmu
0
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∑
0
(α)
p y(p−1)p − rk¯ypmu mod p
≡ ypmu
∑
0
α y
(p−1)p − rk¯ypmu mod p. (5.18)
Thus, the coefficient in (5.17) for i′ = pm−1u + (p − 1) is the same as the coefficient in
(5.18) for i = pmu+ (p − 1)p = pi′. Hence,
BoxII(Rn) = R n
p
. 
Proof of Theorem 5.6. The proof of case (i) of (k¯, n) special will be presented first, fol-
lowed by an outline of cases (ii) and (iii) proofs due to their similarity to the proof of
case (i).
(k¯, n) special of case (i) type. Let k¯ = 1 and
n ∈ [(k¯ + 1)pe − p, (k¯ + 1)pe − 2], (5.19)
for some integer e  0. Note that for the values of (k¯, n) described in this case, c(n) = e,
as seen in Table 5. In this part of the proof it will be shown that corank(Bn) e. Then, it
will be concluded that
corank(Rn) c(n).
The reader can easily verify that corank(Bn)  c(n) indeed implies that corank(Rn) 
c(n).
Note that when e = 0, then n ∈ [(k¯ + 1)p0 − p, (k¯ + 1)p0 − 2] = [1, k¯ − 1]. Hence,
such Bn is empty since there can be no row or column indices of the form j = k¯ mod p−1.
Thus, corank(Bn) = 0 = c(n). Hence, from now on, we will only need to consider values
of e 1.
Claim 1. For a fixed value of e, for k¯ = 1, and for n as in (5.19), the pe block of Bn is
1 × 1. That is, the block with the row and column indices of the form {j | j = peu, j ≡
k¯ mod p−1} is 1×1. Moreover, there are no indices on Bn of the form pmu, where m> e.
The restrictions for the row and column indices of Bn imply that j = k¯pe is the only
row and column index in the block pe of Bn. Moreover, j = k¯pe falls into the minimum
j -range of [1, (k¯ + 1)pe − p] if e  1, which establishes the existence of such row and
column.
Also note that even for the largest values in the pair (k¯, n) for the special case (i),
namely, for k¯ = p − 1 and n = (k¯ + 1)pe − 2, the highest value of j one can have is
j = (p − 1 + 1)pe − 2 <pe+1. Hence there are no blocks on Bn of the form pm such that
m> e. Thus, the two paragraphs above justify Claim 1.
We will now verify the existence of the rows and columns that will be deleted from Bn
in order to form matrix B˜n, which will be described in more detail in the paragraphs that
follow.
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Moreover, the first row in the block pm, where 0m e − 1, has index i = pmk¯.
The following four items need to be verified in order to prove the first half of Claim 2,
and their elementary verification will be left to the reader:
(i) j is in the minimum range of column indices implied by the values (k¯, n) of case (i)
type. That is, j ∈ [1, (k¯ + 1)pe − p].
(ii) j = pmu.
(iii) j ≡ k¯ mod p − 1.
(iv) j is the last index in the pm block.
A four-step verification similar to the one suggested above can be easily performed to
obtain the desired conclusion for the row indices. This completes the proof of Claim 2.
Delete the columns of Bn that coincide with the last column in each of the blocks pm of
Bn, where m is some integer such that 1m e. Delete the rows of Bn that coincide with
the first row in each of the blocks pm of Bn, where m is some integer such that 0m
e − 1. Let B˜n be the matrix resulting from Bn after these deletions. Fig. 7 is an example of
Fig. 7. Matrix Bn for p = 5, k¯ = 2, n = 373 (e = 3).
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matrix Bn for which we are trying to prove that corank(Bn) e. The deletions of the rows
and columns of Bn needed for its transition into B˜n have been marked by the dashed lines
in the figure. The purpose of deleting these e columns and e rows from Bn is to enable us
to show that B˜n is non-singular, and thus to conclude that corank(B˜n) = 0. Then, adding
the e possibly linearly dependent columns back to obtain Bn will give corank(Bn) e.
We will now define the following two ordered sets that are subsets of the set of column
and the set of row indices of B˜n, respectively.
JSP =
〈(
k¯ + 1)pe − p0 − 2p0(p − 1), (k¯ + 1)pe − p1 − 2p1(p − 1),(
k¯ + 1)pe − p2 − 2p2(p − 1), . . . , (k¯ + 1)pe − pe−1 − 2pe−1(p − 1)〉
with e 1, and
ISP =
〈(
k¯ + 1)pe − p1, (k¯ + 1)pe − p2, . . . , (k¯ + 1)pe − pe〉
for some e  1. Note that the exponent of p in the second term of all elements of JSP and
ISP indicates to which block of B˜n the index in question belongs.
Each element of JSP is in fact the index of the last column in the blocks p0,p1, . . . , pe−1
of B˜n, while each element of ISP is the index of the last row in the blocks p1,p2, . . . , pe
of B˜n. The reader may verify the properties of the elements of the sets JSP and ISP as
indices of B˜n claimed in this paragraph using the four-step procedure seen earlier in the
proof.
We define matrix SP (choice of letters for “special”) to be the matrix with the column
index set JSP and the row index set ISP. Hence, SP is a matrix of size e × e. Fig. 8 shows
an example of the matrix SP. The entries of SP can be also seen in Fig. 7 as the ones inside
the small squares there, with the arrows pointing towards them. They will be discussed in
more detail in the paragraphs that follow.
Claim 3. SP is upper-triangular with all of its diagonal entries being non-zero. Hence, SP
is non-singular.
Consider any column of SP, except for the last one. That is, let j = (k¯ + 1)pe − pm −
2pm(p − 1), for some m such that 0m e − 2. All entries located below the diagonal
of SP in this column are of the form
a
((
k¯ + 1)pe − p, (k¯ + 1)pe − pm − 2pm(p − 1))= 0,
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triangular.
We will now prove that the diagonal entries of SP are non-zero. First recall that in the
proof of Lemma 5.4 it was shown that a(i, j) ≡ a(i′, j ′) mod p, where i′ = i
p
and j ′ = j
p
.
Applying this property repeatedly, we have
a(i, j) ≡ a(i′′, j ′′) mod p,
where i′′ = i
pm
and j ′′ = j
pm
. Hence, with the use of (5.16), for m satisfying 0m e−1,
we have
a
((
k¯ + 1)pe − pm+1, (k¯ + 1)pe − pm − 2pm(p − 1))
≡ a(pm((k¯ + 1)pe−m − p),pm((k¯ + 1)pe−m − 1 − 2(p − 1))) mod p (5.20)
≡ j ′′u mod p, (5.21)
where j ′′ = (k¯ + 1)pe−m − p − (p − 1) is a unit. Therefore, j ′′u is a unit. We get j ′′u in
line (5.21) by (5.16), since the resulting i-value is p − 1 more than the j -value in (5.20).
Thus, SP is upper-triangular and all of its diagonal entries are non-zero modp. Hence,
we conclude that SP is non-singular. This completes the proof of Claim 3.
Rearrange the columns of B˜n in a way so that all the column indices of B˜n that are
not in JSP are listed first, in the order they appeared on B˜n, followed by the indices from
JSP. As for the rows of B˜n, rearrange them in the same fashion. Call this newly created
rearrangement matrix B˜n.
Claim 4. B˜n is non-singular.
There are four items that need to be proved in order to justify this claim. Namely,
we need to show that the diagonal blocks p0,p1, . . . , pe−1 of B˜n are non-singular,
that SP is non-singular (completed above), that the entries above the diagonal blocks
p0,p1, . . . , pe−1 of B˜n are all zero, and that the entries above SP in B˜n are all zero as
well.
We will first explain why the diagonal blocks p0,p1, . . . , pe−1 of B˜n are non-singular.
Recall that the blocks p0,p1, . . . , pe−1 of Bn were all lower-triangular with non-zero en-
tries directly below the diagonal and zero entries on the diagonal. The proof of this was
done in Lemma 5.3 by considering matrices Rn, but it can be simply extended to Bn. The
block p0 of B˜n is the p0 block of Bn minus its first row and its last column, while any of the
blocks p1,p2, . . . , pe−1 of B˜n are the blocks p1,p2, . . . , pe−1 of Bn, respectively, minus
their first and last row and their last two columns. Thus, each of the blocks p0,p1, . . . , pe−1
of B˜n is lower-triangular with non-zero entries on its entire diagonal. Therefore, each such
block of B˜n is a non-singular matrix. Together with SP, all the diagonal blocks of B˜n are
non-singular.
In this paragraph it will be shown that the entries above the diagonal blocks p0,p1, . . . ,
pe−1 of B˜n are all zero. We claim that
a
(
pvu,pwu
)= 0 whenever v < w. (5.22)
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ψr
(
yp
wu
)− rk¯(ypwu)
=
(∑
m0
αmy
u+m(p−1)
)pw
− rk¯ypwu
≡
∑
m0
(
αm
)pw(
yu+m(p−1)
)pw − rk¯ypwu mod p,
the only surviving terms are the ones with ytpw , where t is some integer, t  1. This estab-
lishes (5.22).
We will now concentrate on the last item of Claim 4, which is proving that all the entries
of B˜n that are above the diagonal block SP are zero entries. With (5.22) in hand, for each
column index j = psu ∈ JSP for some integer s, 0 s  e−1, it only remains to show that
the entries a(ptu,psu) are zero, where s  t  e − 1 except for the row indices i = ptu
such that i ∈ ISP. The entries that are being described in this paragraph have been shaded
in Fig. 7 and are being considered in the next two paragraphs as the entries in B˜n.
Consider the case when t = s. Then,
a
(
ptu,psu
)= 0
since each block p0,p1, . . . , pe−1 of Bn was proved to be lower-triangular with zero en-
tries on its diagonal.
Now, consider the case with t having the property that s < t  e − 1. In such case s
satisfies 0 s  e − 2, which gives
a
(
i,
(
k¯ + 1)pe − ps − 2ps(p − 1))= 0,
where i  (k¯ + 1)pe − pt − (p − 1)pt . This upper bound on i yields the inequality i < j
and follows from the fact that the row index i in question must be the index of an entry in
B˜n that lies above the entry in B˜n with row index value in ISP, all in the block with row
and column indices of the form ptu and psu, respectively.
Therefore, the diagonal blocks p0,p1, . . . , pe−1 and SP of B˜n are non-singular, and all
the entries above these blocks in B˜n are zero. Hence, B˜n is non-singular, which completes
the proof of Claim 4.
Thus, it can be concluded that B˜n is non-singular and thus, corank(B˜n) = 0. Hence,
corank(Bn) corank(B˜n)+ e
since there were e columns that were deleted from Bn to form B˜n, at most e of which could
be linearly independent. Therefore,
corank(Bn) e = c(n).
Thus,
corank(Rn) c(n)
for (k¯, n) special of case (i) as observed at the beginning of the proof of case (i).
We now consider the second of the three cases in the proof of Theorem 5.6.
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(k¯, n) special of case (ii) type. Let k¯ = 1 and
n ∈ [pe + pe−1 − p, pe + pe−1 − 2], (5.23)
for some integer e  2. Note that for the values of (k¯, n) described in this case, c(n) =
e − 1, as seen in Table 6. If we tried here the method special case (i) values above, which
involves deleting e columns and rows from Bn, we would only be able to conclude that
corank(Bn) e instead of the desired statement corank(Bn) e − 1. Hence, in the proof
of case (ii) values, we work with matrices Rn directly in a manner similar to the one in the
special case (i) above and conclude that
corank(Rn) e − 1
for (k¯, n) special of case (ii) type.
The details of the proof of case (ii) type values will be omitted as the proof is similar to
the one of case (i). A complete proof of case (ii) values can be found in [8], as it involves
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verifications specific to case (ii) values. The main difference in the two proofs follows from
the fact that in case (i) we had a matrix Bn with e + 1 diagonal blocks for a given n with
a parameter e, while in case (ii), given an e-value e, there are e diagonal blocks because
of the pe−1 block being empty in this case. An example of a matrix Rn that fulfills the
parameters of (5.23) has been provided in Fig. 9.
We now consider the last one of the three cases in the proof of Theorem 5.6.
(k¯, n) special of case (iii) type. Let k¯ = 1 and
n ∈ [2pe − p, 2pe − 2], (5.24)
for some integer e  1. Note that for the values of (k¯, n) described in this case, c(n) = e,
as seen in Table 6. This part of the proof shows that corank(Bn) e to conclude that
corank(Rn) c(n),
as in the proof of case (i) type values.
Once again, the proof of case (iii) values will be omitted since it is similar in nature to
the proof of case (i). Its complete version can be found in [8], as it involves verifications
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case (iii) parameters has been provided in Fig. 10.
Proving the desired statement for all three cases of special values of (k¯, n) completes
the proof of Theorem 5.6. 
Proof of Lemma 5.7. Let p be given and suppose that k¯ = 1. Table 5 gives the c(n) and
c( n
p
) values for a single range of n-values [(k¯ + 1)pe−1 − 1, (k¯ + 1)pe − 2], for some
integer e  0. The values entered in the table can be easily verified using the logarithmic
formula for c(n) found at the end of the statement of Theorem 1.1.
Thus,
1 + c
(⌊
n
p
⌋)
 c(n) (5.25)
whenever (k¯, n) is not special and k¯ = 1.
Now suppose k¯ = 1. Table 6 gives the c(n) and c( n
p
) values for a single range of
n-values [2pe−1 − 1, 2pe − 2], for some integer e  1, which again can be verified using
the logarithmic formula for c(n).
Thus, it follows that the inequality (5.25) holds whenever (k¯, n) is not special and k¯ = 1.
Note that (5.25) does not hold if (k¯, n) is special for neither k¯ = 1 nor k¯ = 1, which is
the reason why the result of Theorem 5.6 was needed to complete the proof of Theo-
rem 5.1. 
This completes the proof of Theorem 1.1, which is the main result of this paper.
References
[1] J.F. Adams, On the groups J (X)—II, Topology 3 (1965) 137–171.
[2] A.K. Bousfield, The K-theory localizations and v1-periodic homotopy groups of H -spaces, Topology 38
(1999) 1239–1264.
[3] D.M. Davis, Representation types and 2-primary homotopy groups of certain compact Lie groups, Homology
Homotopy Appl. 5 (2003) 297–324.
[4] D.M. Davis, v1-periodic homotopy groups of SU(n) at an odd prime, Proc. London Math. Soc. 43 (1991)
529–544.
[5] D.M. Davis, M. Mahowald, Some remarks on v1-periodic homotopy groups, in: London Math. Soc. Lecture
Notes Series, vol. 176, Cambridge University Press, Cambridge, 1992, pp. 55–72.
[6] D.M. Davis, H. Yang, Tractable formulas for v1-periodic homotopy groups of SU(n) when n p2 − p + 1,
Forum Math. 8 (1996) 585–619.
[7] H. Hasse, Die Gruppe der pn-primären Zahlen für ein Primteiler von p, J. Reine Angew. Math. 176 (1936)
174–183.
[8] K. Potocka, The number of summands in v1-periodic homotopy groups of SU(n), Ph.D. Thesis, Lehigh
University, 2004.
