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A b s trac t
An art ificial neural netw ork is an inform ation - proces sing system
that has certain performance characteristics in comm on with
biological neural networks . Art ificial neural netw orks have been
developed as generalizat ions of mathem atical models of hum an
cognition or neural biology , based on the as sumptions .
In this study , this sy stem makes use of the analog sensor and
convert s the feature of fish outline when sensor is operat ing with
CPU (80C196KC). T hen , after signal processing , this feature is
clas sified a special feature and a outline of fish by using the neural
network , one of the artificial intelligence schem e. T his neural
network clas sifies fish pattern of very simple and short calculation .
T his has linear act ivation function and the errror back propagation
is used as a learning algorithm . And the neural netw ork is learned
in off - line process . Because an adaptat ion period of neural network
is too long when random initial w eight s are used, off- line learning
is induced to decrease the progress time
An "Fillet machines" is a fillet extracting - t ail cut ting machine
that is commonly used in the fish processing industry .
Millions of dollar s w orth of "pollack" are wasted annually due to
inaccurate fillet cutting using these som ewhat outdated m achines .
T he main cause of wastage is the "over - feed problem ". T his occur s
when a pollack is inaccurately positioned with point t o the cutt er
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blade so that the cutting location is into fillet of a pollack . An
effort has been m ade to correct this situation by sensing the
position of the fillet u sing sensor s accordingly .
W e confirmed this method has bett er performance than somewhat
outdated m achines .
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1 . 서 론
오늘날 산업사회는 기계기술에서 시작되어 최근의 전자기술, 정보기
술, 제어기술 등으로 발전하여 산업성장을 이룩하 다. 제어기술로는
요즘 인공 지능 기법이 많은 부각을 받고 있으며, 공학과 산업 응용에
서 공통적으로 사용하고 있다. 그 중에서 신경회로망은 수학적인 공식
이 요구되지 않으므로 작업과 동작 환경에 대한 수학적인 모델을 쓸
수 없는 시스템에 적용이 되므로 데이터의 패턴 인식이나 음성 인식,
연산 메모리등에 많이 쓰인다.
따라서 이런 알고리즘을 바탕으로 아날로그식으로 시스템의 입력을
판별할 수 있는 센서를 사용하여 특징점과 윤곽을 받아, 현 산업 공정
에서 대두되고 있는 인공 지능 제어기법을 기반으로 센서에서 나오는
신호의 특징점과 윤곽을 패턴 분류하 다.
인공지능 기법들은 여러 가지가 있으며, 그 대표적인 기법은 퍼지논
리와 신경회로망이다. 퍼지논리는 인간의 추론 방법을 구현하기 때문
에 인간의 지능을 표현하기가 매우 쉽고 복잡한 환경에서도 그 성능은
우수하다[1 ] . 그리고 신경회로망은 인간의 학습능력과 유사하기 때문에
패턴인식과 분류가 우수하다는 것이 여러 논문에서 입증되었다[2 ] .
이런 기능을 바탕으로 본 논문에서는 지능 시스템에 마이크로 컨트
롤러(80C196KC)를 이용해서 대상물의 다양한 특성과 변위의 가변적인
상황에서도 공정의 안정성과 비선형적인 상황을 판별하는 아날로그식
센서를 사용해서 센서에서 나오는 신호를 A/ D 변환하고 신호처리하면
서 인공지능 제어기법을 이용한 지능형 제어시스템의 알고리즘과 제어
기를 연구하 다. 그리고, 그 응용을 위하여 어류의 중간 등뼈의 부분
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을 절단하는 지능형 제어 시스템을 구현하 다.
먼저, 어류의 중간 등뼈의 부분을 절단하기 위한 절단기의 위치를
마이크로 컨트롤러로 위치제어하고, 컨베이어 모터제어와 칼날모터 동
작을 시퀀스적으로 구현하 다.
본 논문의 구성을 살펴보면 제 2장에서는 신경망의 개요와 학습 알
고리즘과 패턴인식을 위한 신경회로망 모델을 논의하 고, 제 3장에서
는 지능형 제어시스템에서의 센서에 대한 물체 검출, 마이크로 컨트롤
러 시스템 그리고 DC 서보 모터 제어에 대해 설명하 다. 그리고 제 4
장에서는 제시된 시스템의 구조를 기반으로 지능형 제어시스템에서의
제어 알고리즘 및 제어기를 구현하고 지능형 제어시스템에서 실험하여
그 결과를 고찰하 으며, 제 5장에서는 결론을 제시하 다.
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제 2 장 신경회로망
신경회로망은 학습을 통해 지식과 경험을 축적하여 스스로 상황을
판단할 수 있는 인간과 유사한 것을 만들고자 생겨난 인공지능의 한
분야이다. 신경회로망의 발단은 뇌의 생물학적 신경세포와 그들의 연
관관계를 단순화시키고 수학적으로 모델링하므로서 뇌가 나타내는 지
능적 형태를 구현해 보자고 하는 것이었다. 신경회로망은 개념적으로
매우 단순하며 주어진 입력에 대해 자신의 내부구조를 스스로 조직화
하여 학습해 나간다.
신경회로망에 대한 연구는 1943년 맥컬럭(McCulloch )과 피츠(Pit t s )
에 의해 처음으로 가능성이 제어되었다[2 ] . 이들은 인간의 두뇌를 수
많은 신경세포들로 이루어진 계산기라 생각했다. 그리고 단순한 논리
적 임무를 수행하는 모델을 보여주었으며, 패턴분류가 인간의 지능적인
행위를 규명하는데 매우 중요하다는 것을 인식시켰다.
헵(Hebb )은 두 뉴런사이의 웨이트(W eight )를 조정할 수 있는 최초
의 학습규칙을 제안하 으며[3 ] , 이 학습에 관한 연구는 적응 신경회로
망의 연구에 많은 향을 끼쳤다. 1957년 로젠블렛은 퍼셉트론
(Perceptron )이라는 신경모델을 발표하므로써 실질적인 신경회로망에
관한 연구가 활성화 되었다[4 ] . 그후 민스키(Minsky )와 파퍼트(Papert )
등이 퍼셉트론 모델을 수학적으로 철저히 분석하여, XOR 함수와 같이
단순한 비선형 문제를 풀 수 없다는 것을 밝혀낸 후 신경회로망에 관
한 연구는 20년간 침체기를 맞게 되었다[5 ] .
그러나 1980년대에 들어서 홉필드(Hopfield), 코호넨(Kohonen ), 코스
코(Kosko), 파커(Parker )에 의해 신경회로망이 새롭게 발전하게 되었다
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[3 ] . 오늘날 가장 일반적으로 사용하는 신경회로망의 학습알고리즘인
오류 역전파 알고리즘은 웨보스(W erbos )와 파커(Parker )에 의해 정립
되었다[3 ] .
이런 역사적인 배경으로 발전한 오늘날의 신경회로망은 패턴인식,
음성인식, 제어 시스템, 의료진단, 통신시스템 등 여러 분야에 널리 응
용되고 있다. 본 장은 신경회로망들이 본 연구에서 어떤 형태로 이용되
는지를 도움 주기 위해 먼저 신경회로망의 구조와 학습알고리즘, 그리
고 패턴인식과 예측을 위한 신경회로망 모델을 논의한다.
2.1 신경회로망 모델
신경회로망에 관한 연구는 두뇌와 신경세포 모델에 대한 연구에서
시작되었다. 뇌의 무게는 약 3 파운드를 조금 넘고, 100 ∼ 140억개의
뉴런이라고 불리는 신경세포로 구성되어 있다.
모든 인간의 행동은 최종적으로 작은 세포들의 활동에 기인하고 뉴
런은 다른 뉴런들과 상호 연결되어 있어서 신경회로망이라고 하며, 뉴
런들로 조 하게 서로 상호 연결되어 있다. 이러한 광범위한 상호 연결
은 대단히 큰 연산과 기억 능력을 제공해 준다[4 ] , [5 ]
뉴런은 중추신경계의 기본 단위이고, 생물학적 뉴런의 개략적인 모
습은 그림 1에 나타내었다. 여기서 정보처리의 관점에서 보면 개개의
뉴런은 다른 뉴런으로부터 정보를 받는 수상돌기(Dendrit e), 다른 뉴런
으로부터 수상돌기가 받는 정보를 수집 및 조합하는 세포체(Som a 또
는 Cell Body ), 세포체의 결과를 다른 뉴런으로 전달하는 축색돌기
(Axon)로 구성되어 있다. 그리고 한 뉴런의 수상돌기와 다른 뉴런의
축색돌기의 연결 지점을 시냅스(Synapse)하며 시냅스는 과거의 축적된
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경험이나 지식 등을 기억한다[2 ] .
그림 2. 생물학적 뉴런의 구조
정보의 처리와 전송은 시냅스 전 뉴런의 활동전위 펄스가 시냅스 후
뉴런의 막전위를 변화시킴으로써 정보가 수상돌기를 통해 세포체로 전
달된다. 이때 뉴런은 정보의 값이 뉴런 고유의 한계 값보다 커지면 뉴
런은 발화(F ire)되어 다른 신경세포에 자신의 출력을 전달한다. 이러한
뉴런을 인공적인 뉴런으로 모델링(Modelling )하면 그림 2와 같이 된다
[5 ] , [6 ] .
생물학적 뉴런의 성질이 복잡하고 다양하기 때문에 그 모델 특성을
요약하기가 어렵다. 뉴런은 다른 뉴런 또는 외부로부터 입력을 받으며
그 입력들의 가중된 합은 그림 2에서 나타낸 비선형 활성화 함수로 입
력된다. 그리고 입력들의 가중된 합이 정해진 뉴런의 임계치를 넘었을
때 뉴런이 점화(F iring )되어 다른 뉴런으로 출력된다.
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그림 3. 인공적인 뉴런의 구조
이 뉴런 함수를 수학적으로 표현하면 식(1)과 같다.
O = f [
n
i = 1
w ix i - w o ] (1)
여기서 x 1 , . . . . , x n 는 뉴런의 입력, w 1, . . . , w n 는 시냅스 가중치,
O는 뉴런의 출력, w 0는 임계치(역치), f 는 비선형 활성화 함수이다.
신경회로망에서 많이 사용되는 활성화 함수의 종류로는 그림 3에 나
타내었다.
대표적으로 단극성 선형함수(Unipolar linear function ), 양극성 선형함
수(Bipolar linear function ), 양극성 계단함수(Bipolar step function ), 단
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극성 시그모이드 함수(Unipolar sigmoid funct ion ), 양극성 시그모이드
함수(Bipolar sigmoid function ) 등이 있다[2 ] .
그림 4. 뉴런의 활성화 함수
2.2 다층 신경회로망의 구조와 학습
인간의 뇌는 수많은 뉴런으로 서로 연결되어 있다. 따라서 인간의
뇌와 유사한 인공적인 신경회로망은 다층 구조라 할 수 있고 , 서로 연
결된 뉴런에 의해서 더욱 더 좋은 성능으로 수행할 수 있다. 일반적으
로 더욱 큰 망은 큰 연산 용량을 제공한다. 뉴런을 층에 배열하는 것은
뇌의 일부분인 계층화된 구조를 흉내낸 것이다.
패턴 인식과 시스템 인식, 또는 제어와 같은 응용에서 가장 일반적
으로 사용되는 신경회로망 구조는 오류 역전파(Error Back -
Propagation ) 알고리즘을 갖는 다층 신경회로망(Multi layered neural
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network )이다. 전형적인 다층 신경회로망은 그림 4에 나타내었다[7 ] [8 ] .
그림 4에서 각각의 원은 그림 2에서 보여준 뉴런이다. 이 신경회로
망은 x 라는 입력 벡터를 갖는 입력층과 y 라는 출력 벡터를 갖는 출력
층으로 이루어지며 입력층과 출력층 사이의 층을 우리는 보통 은닉층
(Hidden layer )이라 한다.
그림 5. 다층 신경회로망의 구조
그림 4에서 O i , O j , O k 는 입력층, 은닉층, 출력층들의 각 뉴런 출
력이고, 입력층과 은닉층 사이의 웨이트를 W j i , 은닉층과 출력층 사이
의 웨이트를 W k j로 표기한다. 모든 정보는 신경회로망의 웨이트에 저
장되며, 학습과정 동안 웨이트 W j i , W k j의 성분은 계속적으로 새로운
정보로 바뀌어 진다. 일반적으로 새로운 정보를 변경하는 신경회로망
의 대표적인 알고리즘은 오류 역전파 알고리즘이다.
오류 역전파 알고리즘은 신경회로망의 각 뉴런에 의해 계산된 최종
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출력층 뉴런의 출력과 바라는 출력사이의 오차를 자승하여 최소화시키
는 최소- 평균 자승법(Least - mean square)이다[9 ] .
오류 역전파 학습 알고리즘의 원리는 먼저 입력층에서는 신경회로망
의 입력 x를 은닉층으로 보낸다. 두번째로 은닉층의 뉴런들은 각각의
입력층으로부터 입력된 값과 웨이트들의 곱을 합산함과 동시에 활성화
함수를 통해 연산된 결과를 출력층으로 보낸다. 출력층은 은닉층과 같
은 뉴런 연산을 하여 출력한다. 이때 신경회로망의 출력값이 바라는 목
표값과의 차이를 구하며, 이 차를 오차라고 말한다.
이 오차를 최소화 하기 위해 각 층에 있는 웨이트의 오차 벡터 항을
편미분하여 웨이트를 조정한다. 다시 말해 출력층의 출력과 바라는 목
표치의 오차를 연산한 후 출력층에서 은닉층으로, 은닉층에서 입력층으
로 역전파하여 오차에 따른 웨이트 변화량에 의해 웨이트들을 조정하
며 이것을 오류 역전파라고 말한다[7 ] . 오류 역전파 학습 알고리즘을 수
식적으로 나타내면 다음과 같다. 먼저 입력층, 은닉층, 출력층의 뉴런
출력은 식(3), 식(5), 식(7)과 같다.
n et i = x i ( i = 1, 2 , 3 , . . . , n ) (2)
O i = f [n et i ] (3)
n et j =
j
W j iO i (4)
O j = f [n et j ] (5)
n et k =
k
W k jO j (6)
O k = f [n et k ] (7)
여기서 사용한 f 는 활성화 함수이며, n et i , n et j , n et k 는 이전의
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뉴런 출력과 현재 층에 있는 웨이트들과의 곱을 합산한 값이고 는
활성화 함수의 기울기이다. 신경회로망을 학습시키기 위해 신경회로
망의 출력값이 바라는 목표값과의 차인 오차를 구해야 하며 이 오차를
구하는 수식은 식(8)에 나타내었다.
E = 12 k
( D k - O k )
2 (8)
학습의 목적은 웨이트를 조정하여 오차 E를 최소화하는 것이므로 웨
이트의 조정에 대하여 살펴보면 오차를 최소화하기 위해 웨이트를 음
의 경사방향(Negative gradient direct ion )으로 변화시켜 한다. 따라서
웨이트 변화를 음의 경사 방향으로 오차에 대한 웨이트의 방향 벡터를
편미분함으로써 웨이트 변화량을 구할 수 있다. 각 층에 있는 웨이트
변화량을 구하면 다음과 같다.
W k j = -
E
W k j
, > 0 (9)
여기서 η는 학습 속도를 나타내는 상수이며 이것을 학습률이라 한
다. 그리고 식(9)을 연쇄 규칙(Chain rule )을 사용하여 아래와 같이 간











( D k - O k )
2
O k
f [n et k ]
n et k
k
W k j O j
W kj
(10)
여기서, 활성화 함수 f 가 선형함수라고 가정하면, 웨이트 변화량
W k j 는 다음의 식과 같다.
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W k j = ( D k - O k ) O j (11)
은닉층에 대한 웨이트의 변화량도 오차를 최소화하기 위해 웨이트를
음의 경사 방향(negative gradient direction )으로 변화시켜 준다.
W j i = -
E
W j i
, > 0 (12)














( D k - O k )
2
O k
f [n et k ]
n et k
k
W k j O j
O j
W j i O i
W j i
(13)
식(13)에 의해 입력층과 은닉층 사이에 있는 웨이트의 변화량은 다
음의 식으로 나타내어진다.
W j i = ( D k - O k ) W k i O i (14)
따라서 웨이트의 변화는 다음과 같다.
Wj i = Wj i + Wj i (15)
Wkj = Wk j + Wkj (16)
지금까지 설명했듯이, 오류 역전파 알고리즘은 오차 신호를 계산하고
신경회로망의 웨이트들을 조정하기 위해서는 바라는 응답값이 필요하
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다. 이러한 초기의 학습 후에 신경회로망은 학습에 사용되지 않은 새로
운 데이터의 집합을 입력할 수 있다.
학습된 데이터의 집합이 아닌 데이터를 갖는 망의 정확성은 신경회
로망에 일반화 능력을 부여한다. 그리고 이것은 곧 신경회로망의 신뢰
도를 가리킨다. 학습과 검사단계 후에, 신경회로망은 패턴 분류기, 또는
잘 모르는 비선형 함수와 복잡한 처리를 모델화하는데 사용될 수 있다
[10 ] .
신경회로망을 학습시킬 때 초기 웨이트는 작은 무작위 값으로 설정
하고 이런 초기화는 최종 출력에 향을 미치므로 보통 일반적으로 초
기 웨이트는 - 0.5에서 0.5사이의 값을 주로 사용한다. 그리고 오류 역
전파 알고리즘의 수렴 정도는 학습률에 의해서도 달라질 수 있다. 학
습률은 신경회로망의 구조와 응용 목적에 따라 각각 달리 선택되고 일
정한 기준이 없으며 보통 0에서 1사이의 값을 사용한다. 만약 큰 학습
률을 사용하면 오버슈트가 일어날 수 있고 작은 학습률을 사용하면 학
습속도가 느려질 수 있으므로 위에서 제시한 범위 내에서 적절히 선택
해야한다.
2.3 모멘텀 항 연산
모멘텀 방법은 오류 역전파 알고리즘에서 수렴 속도의 향상과 지역
최소점으로 빠지는 걸 막기 위한 목적으로 사용한다. 여기서 식(12)에
서 가장 최근의 웨이트 변화량을 추가시킨 것이 모멘텀 방법이고, 추가
시킨 항을 모멘텀 항이라 하고, 아래와 같이 표현되어진다.
w ( t) = - E ( t) + w ( t - 1) (17)
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또, 상수 α를 모멘텀 상수라고 한다. 보통 모멘텀 상수는 0.1에서
0.8의 값으로 사용한다. 모멘텀 방법을 사용한 N 스텝 전체의 웨이트
변화량은 아래 식과 같다.
w ( t) = -
N
n = 0
n E ( t - n ) (18)
그림 5의 A 에서 경사 하강법이 시작된다고 할 때, A 에서는 (- ) 방
향으로 웨이트가 변화하지만 A '에서는 반대 방향인 (+) 방향으로 향
한다. 이것은 이전의 A 의 (- ) 웨이트 변화량을 모멘텀 항으로 추가하
면 이러한 오버슈트를 줄이게 되어 학습의 신뢰도를 향상시킨다[11 ] . 반
면, 왼쪽 그림의 C 파형은 일반적인 오류역전파 방법으로 최소지점 M
을 지나치는 오버슈트가 발생하게 된다.
그림 6. 오류역전파 방법과 모멘텀 항 추가한 방법
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3 . 지능형 제어 시스템의 구성
메카트로닉스 시대의 기술 중에서 가장 두드러진 특징이라면 자동화
시스템을 들지 않을 수 없듯이 이는 어떤 형태든 계측을 전제로 하지
않으면 안 된다. 생산 공정에 있어서 자동화(FA )는 그 과정에서의 물
리적 또는 화학적인 계량이 요구에 맞게 계측되어지고, 이것을 제어 기
능과 연결시키면서 동시에 액추에이터 기능과 연결시킴으로써 가능하
게 된다[12 ] . 따라서 본 장에서는 산업현장에서 자동화에 의한 지능 시
스템에서의 센서 기술과 마이크로 컨트롤러 시스템 기술, DC 서보 모
터제어 기술에 대해 논의한다.
3.1 센서회로부
센서는 오래전부터 제어 기기의 검출부로서 이용되어 왔지만 최근엔
소형으로서 고성능인 센서가 다양하게 개발되어 각종 산업이나 민생
응용에서부터 마이컴에 이르기까지 광범위하게 이용되고 있다.
본 연구에서는 아날로그식 포텐션메타를 사용함으로써 물체의 뚜께
와 특징점을 추출하여 신호 처리한 후에, 인간의 학습 능력과 유사한
신경회로망 제어 기법으로 패턴 분류하고자 한다[13 ] .
포텐션메타는 전자회로의 조정, 제어, 정 가변소자로서 이용되는
외에 각도나 직선변위 등의 기계식 변위량을 전기신호(전압)으로 변환
하는 위치센서로서 사용된다. 또한 높은 정 도와 큰 아날로그 출력을
얻을 수 있고 기계량과의 변동이 간단해서 서보계의 피드백 센서로서
넓은 분야에서 활용되고 있다[14 ] .
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신호 검출은 물체의 두께를 포테션메타의 회전각으로 입력되어 출
력되는 전압의 양(아날로그)을 측정하여 물체의 두께와 특징점을 측정
하는 방법으로, 마이크로 컨트롤러를 사용하여 아날로그의 신호를 A/ D
변환한다. 이렇게 신호를 받은 여러 물체들의 윤곽이나 특징점들을 마
이크로 프로세서에서 판별하게 된다.
3.2 마이크로 컨트롤러 시스템
제어 응용 시스템에 마이크로 컨트롤러를 사용하게 되면 다음과 같
은 장점이 있다.
(1) 소형 경량화.
시스템의 컨트롤러 부분이 마이크로 컨트롤러 LSI(Large- Scale
Int egrated Circuit ) 1개와 극히 소수의 외부 소자들로 간단히 구
성됨으로 컴퓨터 사용에 비해 크기와 무게가 현저히 줄어들고 소
비 전력도 적어진다.
(2) 낮은 가격.
컨트롤러 부분이 단순화됨에 따라 부품비, 제작비, 개발비가 감소
되고 개발 시간도 단축된다.
(3) 신뢰성의 향상.
컨트롤러가 단순화되어 부품수가 적어지고 신뢰도가 높은 소자를




하드웨어에 의존하는 부분을 소프트웨어로 처리할 수 있게 됨으로
기능의 변경이나 확장에 보다 유연하게 대응 할 수 있다.
80C196KC를 사용하여 모터 1개의 위치 제어와 A/ D 변환할 수 있
는 제어 응용 시스템을 구현하고자 한다. 그림 6은 제어응용 시스템에
서 마이크로 컨트롤러의 블록도이다.
그림 7. 지능시스템에서의 마이크로 컨트롤러 블록도
3.3 DC 서보 모터 제어
이동 로봇이나 매니퓰레이터(Manipulator )등의 산업용 가공 시스템
에는 움직임을 발생시키는 액추에이터(Actuator )가 반드시 필요하다.
외부환경을 인식하는 부분이 센서라면 일을 하는 부분이 바로 액추
에이터로써, 소형및 경량이고 토크등의 출력이 커야하고 에너지 효율도
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좋고 제어하기 쉬워야 한다[15 ] . 현재 가공 시스템에 사용되는 엑추에이
터는 공기압이나 유압등을 이용한 실린더 방식이나 모터 등을 이용하
는 방식이 대부분이다. 여기서는 DC 서보 모터제어 방법에 대해 설명
한다[15 ] [16 ] .
DC 모터를 사용하려면 폐루프 제어(Closed loop control)를 해야 한
다. 페루프 제어란, 엔코터 등을 모터 회전축에 부착하여 속도와 위치
정보를 알아내서 속도나 위치 제어 알고리즘 등이 지령 값과 실제 값
의 차이를 없애면서 모터를 움직이도록 제어하는데, 이러한 제어를 할
수 있는 모터를 서보 모터라 한다[17 ] [18 ] . 그림 7은 DC 모터 제어 시스
템 구성도이다.
그림 8. DC 모터 제어 시스템 구성도
DC 모터를 사용하여 제어를 하는 경우, DC 모터의 등가회로를 고
려해야 한다. 그 이유는 등가회로를 알면 모터의 특성을 알 수 있어 그
뒤의 회로설계가 용이하게 되기 때문이다. 그림 8(a)는 모터와 전원을
접속한 회로의 예이다. 이것을 등가회로로 치환하면 그림 8(b )와 같이
된다. 여기에서 그림 8(b )는 아래와 같은 관계식이 성립된다.
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E b = R a I a + V B + E c (19)
E b ; 전원전압[V]
R a ; 전기자 내부저항[Ω]
I a ; 모터 전류[A]
V B ; 브러시- 커뮤테이터간의 접촉 전압[V]
E c ; 모터의 유도전압[V]
(a ) 전원과 접속했을 경우 (b ) 등가 회로
그림 9. DC 모터의 등가회로
또한 브러시- 커뮤테이터간에 발생하는 접촉 전압 V B 는 E b V B ,
E c V B 여서, 이것을 무시하면 식 (20)과 같이 된다.
E b = R a I a + E c (20)
따라서 DC 모터는 일정한 회전수로 회전하고 있는 경우. 그림 9(a)
와 같은 등가회로로 표현할 수 있다. 이것들의 관계에서 그림 9(b )와
같은 DC 모터의 특성이 얻어진다. 그림 9(b )에서 T - N 커브는 반비
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례 관계로 토크가 크면 클수록 회전수가 낮아지고, T - I 커브는 토크
가 클수록 모터 전류는 높아진다. 그래서 회전수를 빨리 하면서 토크를
높이려면 큰 회전수를 가진 모터 선정과 모터 축앞에 기어 박스를 달
므로 인해 토크와 회전수의 반비례적인 관계를 극복해야 한다.
(a ) 등가회로 (b )특성
그림 10. DC 모터의 등가회로 및 특성
본 연구에서도 DC 모터 2개를 사용하는데, 1개의 모터에는 36의 기
어 박스를 달고 1/ 2 타임벨터를 사용하여 72번의 모터 회전으로 액추
에이터가 1번 회전하는 정 제어가 가능하게 하고, 다른 하나의 모터
는 양쪽의 컨베이어가 똑같이 움직이기 위해 컨베이어 모터에는 맞물
리는 기어 박스를 장착해서 시스템의 성능에 부합시켰다.
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4 . 지능형 제어시스템의 제어기 구현 및 실험
본 장에서는 3장에서 언급한 기능들을 지능형 제어시스템에 적용해
그 응용을 생선의 종류, 크기 등의 가변적인 상황을 수용하면서도 공정
의 안정성과 유연성이 뛰어난 지능시스템의 알고리즘 및 제어기에 적
용하여 실험하 다. 이를 위해 원양해협에서 잡히는 명태를 표본으로
하여, 기계식 어류가공 시스템의 일률적인 동작과 노동 집약적인 수작
업의 가공을 사용자와 관리자 측면에서 보다 편리하게 사용함에 목적
을 두었으며, 정확하게 어류의 절단 위치를 검출해서 중간 등뼈 부분을
제거하는데 촛점을 두었다.
4.1 전체적인 시스템의 제어기 구현 및 패턴 분류
시스템의 주 제어기인 내장형 제어기, 센서 회로, 절단 위치로 이동
하는 모터를 제어하고 컨베이어 모터, 칼날 회전 모터를 제어하면서
절단 동작을 시퀀스적으로 동작을 수행하는 회로를 부록 그림 1, 2, 3,
에 나타내었다.
그림 10은 전체 하드웨어 구성도로서 내장형 제어기(80C196KC)를
기준으로 주변 장치들을 나타낸 것이다. 먼저, 포테션메타에서 나오는
아날로그 신호를 CPU 자체내의 A/ D 변환기능으로 처리해서 이 데이
터를 임시 저장 레지스터에 저장한다. 그래서 데이터를 신호처리 한 후
에 신경망 학습에 의한 등뼈의 절단 부분을 찾아서 위치 제어 모터를
움직이고, 컨베이어 모터를 별도의 회로로 정속으로 움직이면서 절단
동작한 후 컨베이어 모터를 따라 움직이면 1사이클의 동작이 끝나게
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된다.
그림 11 전체 하드웨어 구성도
그림 11은 절단기의 기본 구조를 나타낸 것으로 어류를 컨베이어 투
입구에 넣으면, 컨베이어가 진행하면서 포테션메타에 의해 어류의 뚜께
부분의 윤곽을 받아 절단위치로 칼날을 이동시킨다. 이 때 포테션메타
로 신호가 들어오면 컨베이어는 계속 정속으로 움직이고 칼날 이동 모
터는 정확성을 위해 기준위치로 이동 후 알고리즘 처리된 위치데이터
만큼 움직이는 동작을 한다.
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그림 12. 기본 구조도
시스템의 구성요소로는 센서요소, 입력요소, 출력요소, 동작요소가
있으며, 그림 12에 제시하 다.
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그림 13. 가공 시스템의 구성요소
80C196KC와 같은 마이크로프로세서가 외부의 아날로그 신호를 읽
어 처리하려면 먼저 이를 디지털값으로 변환(A/ D; analog to digit al
conversion ) 하여야 한다. 또한, 마이크로 프로세서에 의하여 처리된 결
과가 아날로그 신호로 출력되도록 하려면 반대로 디지털 데이터를 아
날로그 신호로 변환(D/ A ; digital to analog conver sion )하여야 한다.
이와 같은 A/ D 변환이나 D/ A 변환은 매우 복잡한 회로를 필요로 하
므로 전용의 단일 IC 소자로 된 것을 사용하는 경우가 대부분이며,
80C196KC와 같이 마이크로콘트롤러에서는 이들 회로를 내장하는 경우
가 점차 많아지고 있다.
80C196KC에는 샘플 앤 홀드(Sample and Hold) 기능을 포함하는 8
비트 또는 10비트 분해능의 축차 비교형(Successive Approxim ation )
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아날로그- 디지털 변환기(Analog - Digital Converter )가 내장되어 있다.
8개의 아날로그 입력을 받을수 있고 변환 속도는 80C196KB 호환 모드
를 사용할 경우 대략 15.8μs 정도로 비교적 빠르다.
80C196KC의 A/ D 컨버터가 변환 시작 명령을 받으면 1 스테이트 시
간이 경과한 후에 샘플링이 시작된다. 샘플링이 시작되면 축차 비교형
A/ D 내부의 레지스터가 리셋되고 지정된 채널이 선택된다. 샘플링 기
간 동안에는 멀티플렉서에서 선택된 출력이 샘플링 커패시터에 접속되
어 샘플링 시간으로 지정된 시간만큼 이를 충전하게 된다. 샘플링 시간
이 지나면 멀티플렉서는 이 신호를 차단하여 A/ D 변환이 수행되는 동
안 샘플링 커패시터의 전압이 변하지 않고 안정되게 유지하도록 한다.
A/ D 컨버터는 8비트 혹은 10비트 모드를 지정할 수 있으며, 8 비트
변환은 빠른 컨버전 시간을 필요로 할 경우 사용한다. 그리고 소프트웨
어로 샘플과 홀드 시간 및 A/ D 컨버전 타임을 지정할 수 있다.
아날로그 포테션 메타 센서는 어류의 뚜께 윤곽에 따른 특징점을 추
출하는 장치로서, 센서값들을 컨베이어 모터가 움직이면서 스캔하는 방
식으로 어류의 뚜께를 검출한다. 이러한 방법으로 받은 센서의 데이터
를 신호 처리해서 분석한 결과 일정한 파형을 얻을 수 있었다.
Off- line 상에서 8마리 각각의 명태를 입력 패턴으로 설정해서 학습
시켜 최적의 웨이트 값을 얻었다. 은닉층은 10, 학습률은 0.6 이고, 활
성화 함수는 기울기가 0.0006인 선형 함수를 사용하 으며, 학습은 에
러율이 0.0001밑으로 내려 갈 때까지 계속하 다.
그림 13은 입력 패턴을 받아 마이크로 컨트롤러에서 학습시킨 신경
망 구조이다.
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그림 14. 마이크로 컨트롤러에서 학습시킨 신경망 구조
필렛의 절단부분의 길이를 예측하기 위해서 오류 역전파 알고리즘을
이용한 신경회로망을 사용하 다.
그림 14는 일반적인 신경망으로 학습시켰을 때의 에러율을 그래프로
나타낸 그림이고, 그림 15는 모멘텀 항을 사용한 에러율의 그래프로써
수렴속도가 빠르게 도달되는 것을 볼 수가 있다.
이렇게 구한 최적의 웨이트값들을 마이크로 컨트롤러 변수에 대입시
켜, 실질적인 물체(생선)의 특징점과 윤곽의 데이터들이 들어오면 절단
될 필렛부분의 절단 모터에 신호를 전송한다.
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그림 15. Off- line 상에서의 일반적인 BP 학습 그래프
그림 16. 모멘텀 항을 사용한 BP 학습 그래프
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4.2 마이크로 컨트롤러를 사용한 모터 위치 제어 및 시퀀스
동작
센서에서 받은 데이터를 계측해서, 제어 기능과 연결시키면서 동시
에 액추에이터 기능을 연결시키면 자동화 기능의 기본적인 구조라 할
수 있다. 이런 일들은 단순하면서 개발비가 저렴한 마이크로 컨트롤러
와 폐루프 제어를 할 수 있는 DC 서보 모터의 이용으로 구현할 수 있
다[14 ] .
마이크로 컨트롤러는 INT EL社의 80C196KC를 사용했으며, 자동화
생산 가공 시스템의 기능에 대해 설명하면 다음과 같다.
ㆍ 샘플/ 홀드 기능을 포함한 8 또는 10비트의 A/ D 변환기를 8채널로
구성
ㆍ 인터럽트와 연계된 고속 입출력(HSI,HSO) 기능
HSI 기능 ; 엔코더가 부착된 모터 1개의 펄스를 동시에 인터
럽트 사용으로 카운팅
ㆍ 외부 어드레스 버스가 16개로써 최대 64KB의 메모리 용량
ㆍ 5개의 8비트 I/ O 포트중에 1개(포트 1)는 1개의 위치 제어 모터의
동작, 방향, 기준선의 판별 제어와 컨베이어 모터 제어 사용
이와 같은 기능을 어셈블리 언어로 구현했으며, A/ D 변환 기능과
모터 1개의 엔코더에서 나오는 클럭을 카운팅하는 기능은 80C196KC의
인터럽터 기능인 A/ D 변환 완료과 HSI 데이터 셋 인터럽터를 사용해
서 구현하 다.
그림 16은 위치제어 모터의 평면도로, 피치(screw가 한바퀴 돌았을
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때의 거리 : pitch )가 1.5mm이므로 이동 스크류의 축이 한바퀴 돌 때
1.5mm 움직이면서 중앙을 기준으로 스크류의 홈이 반대로 나 있어서
한꺼번에 양쪽의 2개의 삼각형으로 구성된 칼날을 이동시키기 때문에
동시에 3mm를 움직일수 있게 구성하 다. 또한 모터에 연결된 엔코더
는 Autonics사의 E40H6- 60- 3- 2의 모델을 사용하여 모터가 한바퀴 회
전하면 발생하는 펄스의 수는 60펄스 나오게 된다. 또한 36단 기어박
스와 1/ 2 타임벨트를 모터와 스크류축에 연결하여 더욱 정 한 제어가
가능하게 하 다. 만약 15mm 가고자 한다면 DC 모터에 전원을 인가
한 후 엔코더에서 나오는 펄스의 수가 43200펄스 카운팅이 되면 모터
를 정지하는 식으로 위치를 정 하게 제어하게 된다.
그림 17. 위치제어 모터의 평면도와 측면도
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그림 17은 컨베이어 모터의 제어와 전체적 시스템의 동작을 순서도
로 나타내었다.
그림 18. 전체적인 시스템의 동작 순서도
고정과 절단 동작은 컨베이어 모터에 연결된 롤러로 동작이 되었고
마이크로 프로세서의 프로그램과 응용된 전자회로적으로 전체적 시퀀
스를 구현했다.
시퀀스적인 타임 챠트는 그림 18에 나타내었다.
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그림 19. 시퀀스 타임 차트
4.3 실험 및 고찰
본 장에서는 4.2절까지 언급한 지능형 제어시스템의 제어알고리즘
및 제어기를 구현하여 어류의 중간 등뼈를 절단하는 지능형 제어 시스
템을 실험 및 고찰하 다.
많은 어종(魚種)중에서 현재 우리나라에서 꾸준한 수요를 얻고 있는
명태를 대상으로 설정했다. 현재 명태를 이용한 생선가공공장에서는
원양어선을 통해서 잡히는 북태평양 어장이나 러시아, 일본 등에서 잡
히는 명태를 주원료로 사용하고 있다. 그림 19는 본 논문의 대상이 되
는 명태의 생물학적 모습과 측정기준 및 제어대상에 해당하는 등뼈 길
이와 너비를 나타낸 그림이다.
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구체적으로, 너비는 센서에 의하여 제어기의 입력요소에 해당하고 등뼈
길이는 4.2절까지 언급한 지능형 제어시스템의 제어알고리즘을 통한
출력요소로서 절단 칼날 위치 제어용 모터가 움직이는 거리이다.
(a )명태의 측정기준 (b )단면도
그림 20. 명태의 생물학적 모습과 단면도
그림 20과 그림 21은 대상물이 있을 때와 없을 때의 각각의 상황에
서 센서의 공급전압과 센서에서 출력되어 나오는 전압, 즉 본 시스템에
사용된 포테션메타에 공급되는 전압과 출력되어 나오는 아날로그 파형
으로 마이크로 프로세서 A/ D 포트에 입력되어 들어가는 파형을 비교
하 다. 대상물이 없을 때의 센서의 출력 전압은 0V의 가까운 전압이
나타나고, 대상물이 있을 때, 대상물이 특성에 따라 차이는 나지만 지
금은 센서의 출력 전압이 3V의 전압이 나타나 현격한 차이를 보 다.
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그림 21. 대상물이 있을 때 센서의 입력과 출력 전압
그림 22. 대상물이 없을 때 센서의 입력과 출력 전압
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본 논문에서 제시한 제어알고리즘 및 제어기를 구현, 응용하여 30마
리의 명태에 대해 적용한 결과 실질적인 대상물의 뚜께의 길이에 대한
절단기 위치제어 모터의 위치는 그림 22와 같이 나타났고, 두 위치의
편차를 그림 23에 나타났다.
그림 23. 어류의 뚜께와 모터이동길이의 출력비교
그림 24. 어류의 등뼈와 모터이동거리의 오차분포
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그리고 실질적인 아가미 길이와 신경회로망에서 출력된 아가미 길이
의 오차 범위가 최대 4mm 범위 안에 존재하는 것을 알 수 있었다.
그림 24는 구현된 시스템의 전체모습을 나타내고 있고, 그림 25는 시
스템의 마이크로 컨트롤러(80C196KC), 주변 회로로서 아날로그 센서
회로 및 모터구동회로, 엔코더 입력회로, 전체적 시퀀스를 위한 릴레이
와 주변 장치들을 나타낸 것이다. 그림 26은 논문에서 제시된 지능시
스템의 제어 알고리즘과 제어기의 구현을 통해 실험을 한 결과물의 모
습을 나타낸다.
그림 24. 구현된 지능시스템의 모습
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그림 25. 구현된 제어기의 전자회로
그림 26. 구성한 지능형 제어시스템으로
가공 처리된 결과물 모습
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5 . 결론
인공지능 방법인 신경회로망은 매우 간단하며, 짧은 시간에 빠른 연
산을 할 수 있어 빠른 수렴과 비 선형 시스템의 처리 능력에서 효과적
인 성능을 얻을 수 있음을 실험 결과로 확인 할 수 있었다.
본 연구에서는 현재의 기계식 생선 가공 시스템의 일률적인 동작과
노동 집약적인 수작업의 가공을 사용자와 관리자 측면에서 보다 편리
하게 사용하기 위하여 정확하게 생선의 등뼈 절단 위치를 검출해서 등
뼈를 제거할 수 있는 시스템을 구현하 다.
센서에서 나오는 신호를 CPU상에서 A/ D 변환과 신호 처리하면서
인공지능 제어기법을 이용하여 어류의 특징점과 윤곽을 분류하 고, 엔
코더에서 나오는 펄스로 카운팅해서 위치를 찾아 어류의 등뼈를 양쪽
으로 절단하여 양쪽 살부분과 등뼈를 분리하기 위하여 DC 서보 모터
1개를 제어하 다.
어류의 윤곽을 포테션 메타라는 센서로 받아들인 뚜께 부분의 특징
점 패턴 분류에서 off- line 상의 오류 역전파 알고리즘으로 학습시킨
그래프와 모멘텀 항을 사용한 오류 역전파 알고리즘의 학습 그래프 비
교에서 모멘텀 항을 사용한 연산의 수렴 속도가 빨리 감소하는 것을
알 수 있었고, 지역 최소점으로 빠질 확률도 적었다.
제안된 알고리즘을 검증하기 위하여 마이크로 컨트롤러를 사용한 모
터 위치 제어 시스템에 적용하여 실험을 실시하 다. 기존의 시스템과
비교한 결과 만족할 만한 성능을 가지고 있음을 확인하 다.
향후 연구 방향은 본 논문을 기초로 다른 정 가공기 모듈과 협동
생산을 위한 동기화 문제와 원격 제어 시스템 장치를 연구하여 모듈별
정 가공 기계 제어를 계속 연구하고자 한다.
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부 록
그림 1. 80C196KC Main Sy stem 회로도
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그림 2. 위치제어 모터의 제어부의 회로도 및 센서회로도
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그림 3. 시스템 시퀀스 동작 회로도
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