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국문초록
머신러닝 기술은 데이터를 학습하고 문제의 답을 추론하기 위
해 복잡한 연산과 방대한 데이터를 요구한다. 이런 머신러닝 기술
을 저사양 임베디드 기기에서 활용하기 위해 오프로딩 기반 머신
러닝이 제안되었다. 연산 오프로딩이란 임베디드 기기에서 복잡한
연산을 동적으로 서버를 통해 수행하는 방식이다. 본 논문에서는
웹 어플리케이션을 대상으로 스냅샷 기반 연산 오프로딩을 사용하
였다. 스냅샷이란 수행 중인 웹 어플리케이션의 상태를 또 다른
웹 어플리케이션의 형태로 저장하고 복원하는 기술이다. 스냅샷
기반 연산 오프로딩을 머신러닝 웹 어플리케이션에 적용 시 두 가
지 이슈가 발생한다. 하나는 웹에서 이미지를 처리하는 캔버스 객
체의 전송 문제이며 다른 하나는 크기가 큰 머신러닝 모델 전송
문제이다. 본 연구에서는 두 가지 이슈를 해결하여 스냅샷 기반
오프로딩을 통한 머신 러닝 웹 어플리케이션의 올바른 동작과 성
능 향상을 확인하였다. 두 가지 이슈를 해결하여 실제 머신러닝
웹 어플리케이션에서 추론 시간을 측정하였다. 측정 결과 클라이
언트 수행 시간 대비 오프로딩 시 3-3.5배 성능 향상을 확인하였
다.
주요어 : 연산 오프로딩, 스냅샷, 머신 러닝, 웹 어플리케이션, 캔버스
학 번 : 2015-22809
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제 1 장 서 론
모바일 기기의 하드웨어 성능이 발전하면서 모바일 기기에서도 다소
복잡한 어플리케이션 수행이 가능해지고 있다. 그러나 최근 여러 다양한
분야에서 사용되고 있는 머신러닝 기술은 매우 많은 연산을 요구하기 때
문에 최신의 모바일 기기 환경에서도 수행 시간이 매우 길어지는 문제가
발생한다. 이를 해결하기 위해 모바일 기기의 수행을 돕는 여러 가지 연
구가 진행되었으며 그 중 한 방법으로 연산 오프로딩 기술이 제안된 바
있다.
연산 오프로딩이란 하드웨어 성능이 부족한 기기에서 수행해야 할 복
잡한 연산을 서버로 보내 대신 수행하게 한 뒤 결과를 받아서 반영하는
기술이다. 연산 오프로딩을 위해서는 동작중인 어플리케이션을 모바일
기기에서 서버로 이주시키고 연산을 수행한 뒤 다시 모바일 기기로 이주
시켜야 한다. 이 때 어플리케이션의 상태 정보를 전송하는 과정이 까다
로워 기존 방식에서는 프로그래밍이 어렵고 비효율적인 접근 방법들이
사용되었다[3][4].
최근 이러한 문제를 해결하기 위해 웹 기술의 이식성을 활용해 웹 어
플리케이션의 상태 정보를 서버-클라이언트 간에 간단히 전송할 수 있
는 스냅샷 기반 연산 오프로딩이 제안되었다[2]. 스냅샷 기반 연산 오프
로딩은 웹 어플리케이션의 상태를 HTML, CSS, JavaScript로 이루어진
또 다른 웹 어플리케이션의 형태로 저장하는 스냅샷 기술을 이용하고 있
다. 스냅샷은 단순히 수행되는 것 만으로도 웹 어플리케이션의 상태를
복원하고 수행을 계속 할 수 있어 복잡한 어플리케이션의 상태 정보 전
송 과정이 단순화 되었고, 따라서 기존 방식에 비해 프로그래밍이 쉽고
효율적으로 작성 될 수 있다[1].
하지만 기존의 스냅샷은 웹 어플리케이션의 일부 상태를 제대로 저장
하지 못하는 문제가 있다. 스냅샷은 웹 어플리케이션의 화면을 DOM
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tree를 저장하여 복구한다. 대부분의 DOM 객체가 화면 요소의 모든 정
보를 가지고 있기 때문에 DOM tree만 저장해도 화면을 완벽하게 복구
할 수 있다. 하지만 JavaScript를 이용하여 화면에 그림을 그리는 요소인
HTML5 캔버스의 경우 화면을 구성하는데 필요한 정보를 DOM 객체가
아닌 브라우저 엔진 내부에서 별도로 관리한다. 즉 캔버스의 DOM 객체
만 저장해서는 캔버스를 복구 할 수 없기 때문에, 기존의 스냅샷은 캔버
스를 사용하는 웹 어플리케이션의 화면을 완벽하게 복구 할 수 없다. 캔
버스가 화면을 쉽게 조작할 수 있다는 장점으로 이미지에 대한 머신러닝
웹 어플리케이션에 많이 사용되고 있어, 머신러닝 웹 어플리케이션에는
기존의 스냅샷 연산 오프로딩을 적용할 수 없다. 또한 스냅샷은 웹 어플
리케이션의 상태를 코드 형태로 저장하다 보니 머신러닝의 모델과 같이
정보의 크기가 큰 데이터들을 비효율적으로 저장되는 문제도 있었다. 이
러한 문제들로 머신러닝 웹 어플리케이션에 기존의 스냅샷 기반 연산 오
프로딩을 적용할 수 없는 문제가 발생하였다.
본 논문에서는 기존의 스냅샷 기반 연산 오프로딩이 머신러닝 웹 어
플리케이션에서 적용하면 발생하는 두 가지 문제를 해결하여 머신러닝
웹 어플리케이션에서도 스냅샷 기반 연산 오프로딩을 적용할 수 있도록
하였다.
본 논문의 구성은 다음과 같다. 1장의 서론에 이어 2장에서는 스냅샷
기반의 연산 오프로딩 방법 및 문제점을 설명한다. 3장에서는 스냅샷에
캔버스 정보를 저장 및 복구하는 방법을 제시한다. 4장에서는 스냅샷 기
반 연산 오프로딩에서 머신러닝 모델을 전송 및 복구하는 방법을 제시할
것이다. 5장에서는 캔버스와 머신러닝 기법을 사용하는 웹 어플리케이션
을 대상으로 제안한 기술을 사용하여 결과를 살펴볼 것이다. 마지막 6장
에서는 결론과 향후 방향에 대해 논의할 것이다.
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제 2 장 스냅샷 기반 연산 오프로딩
제 1 절 스냅샷
스냅샷이란 웹 어플리케이션의 상태 정보를 HTML, CSS, JavaScript
로 이루어진 또 다른 웹 어플리케이션의 형태로 저장하는 기술이다. 스
냅샷에서 저장하는 웹 어플리케이션의 상태 정보는 크게 DOM tree 정
보와 JavaScript 상태 정보로 나눌 수 있다. DOM(Document Object
Model)이란 HTML 문서를 처리하는 인터페이스로 HTML 문서의 구조
화된 표현양식을 트리형태로 제공한다. HTML 요소들은 파싱될 때
DOM 객체가 생성되며 생성된 DOM 객체는 트리 구조를 이루고, 브라
우저는 DOM tree를 이용하여 화면을 표시한다. JavaScript 상태 정보는
JavaScript 객체, 이벤트 정보, execution context, scope chain 등
JavaScript의 언어적인 특성을 위한 다양한 정보를 가지고 있다. 스냅샷
은 브라우저의 루트 객체인 window 객체에서 모든 하위 객체들을 탐색
하면서 현재 JavaScript 상태와 DOM tree를 저장하게 된다. 추가적으로
브라우저 내부 이벤트 정보를 살펴서 어플리케이션에서 등록한 이벤트
정보를 저장한다[1]. 스냅샷의 가장 큰 장점은 웹 어플리케이션의 상태를
쉽게 저장하고 복구할 수 있다는 점이다. 이러한 장점을 이용하여 복잡
한 웹 어플리케이션을 대상으로 스냅샷 기반 연산 오프로딩 기법이 등장
하였다[2].
제 2 절 스냅샷 기반 연산 오프로딩
스냅샷 기반 연산 오프로딩을 사용하기 위해선 우선 복잡한 연산 이
벤트를 오프로딩 이벤트로 등록해야 한다. 이를 위해 해당 프레임워크에
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서는 간단한 JavaScript 함수를 제공한다[2]. 어플리케이션 제작자는 해
당 함수를 이용해 복잡한 연산 이벤트를 오프로딩 이벤트로 등록 할 수
있다.
그림1은 스냅샷 기반 연산 오프로딩 과정을 나타낸 것이다. 웹 어플리
케이션이 실행되면 클라이언트와 서버가 웹 소켓을 통해 연결된다. 그
후 등록된 오프로딩 이벤트가 발생하면 현재의 상태를 스냅샷으로 저장
하고, 생성된 스냅샷을 서버로 전송 한 뒤 기다린다. 서버는 스냅샷을 받
아 수행하여 어플리케이션의 상태를 복원 한 뒤 클라이언트가 요청한 복
잡한 연산을 수행한다. 연산이 끝나면 연산 결과가 반영 된 스냅샷을 생
성한 뒤 클라이언트로 보낸다. 클라이언트는 스냅샷을 수행하여 연산 결
과를 반영한 뒤 어플리케이션의 수행을 계속해서 진행하게 된다.
그림2는 오프로딩을 사용하는 간단한 웹 어플리케이션과 해당 어플리
케이션의 스냅샷 예제이다. 그림 2의 App.html은 버튼 요소의 클릭 이벤
트에 오프로딩 할 복잡한 연산 이벤트 foo를 등록하는 어플리케이션 코
드이다. Foo는 복잡한 연산을 하고 연산 결과를 새로운 DOM 객체 내부
에 표시를 하여 사용자에게 결과를 알려준다. App.html을 실행시키고 버
튼을 클릭하게 되면 오프로딩 이벤트가 발생하게 되고 현재의 상태를 스
냅샷으로 저장하게 된다.
Snpashot-client-to-server.html은 클라이언트에서 생성된 스냅샷의
그림 1 스냅샷 기반 연산 오프로딩 과정
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그림 2 웹 어플리케이션과 스냅샷 예제 코드
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예제이다. 코드를 살펴보면 우선 스냅샷과 관련된 프레임워크를 삽입한
뒤 DOM 요소들을 복구한다. 그 후 JavaScript의 objects, global
variables, functions을 복구한 뒤 마지막으로 복잡한 연산 이벤트(foo)를
발생시켜 수행하게 된다. 서버는 해당 스냅샷을 클라이언트에서 받아서
수행하여 어플리케이션의 상태를 복구한 뒤 복잡한 연산 이벤트를 수행
하게 된다. 연산 이벤트가 끝나면 서버는 수행결과가 반영된 스냅샷을
생성하게 된다.
Snapshot-server-to-client.js는 서버에서 연산을 한 뒤 생성된 스냅샷
의 예제이다. 서버에서 생성 된 스냅샷은 수행 결과만 반영하면 되기 때
문에 결과를 반영해주는 JavaScript 코드로만 이루어져 있다. 해당 코드
를 살펴보면 foo와 비슷하게 DOM 객체를 만들어 결과를 표시해주는 코
드가 존재한다. 클라이언트는 서버로부터 해당 스냅샷을 받아서 수행하
여 연산 결과를 반영한다. 이처럼 스냅샷을 이용하면 서버와 클라이언트
간에 웹 어플리케이션의 상태를 쉽게 주고받을 수 있어, 큰 제약 없이
웹 어플리케이션에 연산 오프로딩 기술을 적용 할 수 있다.
하지만 기존의 스냅샷은 웹 어플리케이션의 일부 상태를 제대로 저장
하지 못하는 문제가 있다. 앞서 설명했듯이 스냅샷은 현재 화면을 나타
내기 위해 DOM tree를 저장한다. DOM tree를 저장하는 이유는 대부분
의 DOM 객체가 화면 요소의 정보를 모두 가지고 있기 때문이다. 하지
만 HTML5에서 새로 추가된 캔버스의 경우 DOM 객체가 캔버스의 모
든 정보를 가지고 있지 않다. 캔버스는 JavaScript를 이용하여 웹 페이지
나 웹 어플리케이션 상에 그림을 그리는 HTML 요소이다. 캔버스의
DOM 객체는 캔버스 자체의 크기나 위치, 스타일에 대한 정보만 가지고
있고 내부 이미지와 렌더링 정보들을 가지고 있지 않다. 그러므로 현재
의 스냅샷을 이용하여 캔버스를 저장 후 복구하면 캔버스 요소 자체는
복구가 되지만 캔버스 내부 이미지나 그리는 방법들에 대해서는 제대로
복구가 되지 않는다. 캔버스가 화면을 쉽게 조작할 수 있어 이미지에 대
한 머신러닝 웹 어플리케이션에 많이 사용되고 있는데, 이러한 머신러닝
웹 어플리케이션에는 기존의 스냅샷 연산 오프로딩을 적용할 수 없다.
- 7 -
또한 스냅샷 기반 연산 오프로딩을 사용하는 웹 어플리케이션은 기존
의 서버-클라이언트 구조와는 다르게 클라이언트에서 학습된 모델을 가
지고 있게 된다. 그 후 inference와 같은 연산이 복잡한 이벤트가 발생하
면 모델과 데이터 등을 스냅샷 형태로 저장하여 서버에 보내게 된다. 일
반적으로 머신러닝 어플리케이션에서 weight와 parameter와 같은 학습
된 모델 정보의 크기는 어플리케이션의 다른 상태 정보에 비해 매우 크
다. 스냅샷의 크기가 커질수록 오프로딩의 성능이 저하되기 때문에 모델
정보의 크기가 오프로딩 성능에 영향을 미치는 중요한 요소가 된다. 스
냅샷은 앞서 설명했듯이 HTML, CSS, JavaScript 코드 형태로 이루어져
있다. 즉 스냅샷에 모델을 저장하게 되는 경우 모델 정보를 문자열 형태
로 저장하게 된다. 이 경우 모델 정보를 바이너리 형태로 저장했을 때에
비해 크기가 수 배 증가하게 된다. 따라서 모델 정보를 스냅샷에 포함시
키는 경우 오프로딩의 성능이 급격하게 저하되는 문제가 발생한다. 따라
서 기존의 스냅샷 기반 연산 오프로딩 기법은 머신러닝 기술을 사용하는
웹 어플리케이션에는 적용하기 힘든 문제가 있다.
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제 3 장 캔버스 저장 방법
캔버스는 HTML5에서 새로 추가된 요소로 JavaScript를 이용하여 웹
페이지나 어플리케이션에 그림을 그리는데 사용된다. 그림 3는 캔버스를
이용해 간단한 도형과 글자를 그린 예시이다. 캔버스 태그를 이용해 캔
버스를 선언하면 그래픽을 그릴 수 있는 컨테이너가 만들어지게 되고
JavaScript를 이용하면 컨테이너에 여러 가지 그림을 그릴 수 있다. 간단
하게는 도형 그리기, 글자 쓰기부터 그래프 그리기, 사진 합성, 애니메이
션 제작 등을 할 수 있다. 별도의 라이브러리 없이 HTML과 JavaScript
만으로 복잡한 그래픽을 쉽게 처리할 수 있어서 널리 사용되고 있다.
앞서 설명했듯이 캔버스 DOM 객체는 캔버스의 크기와 위치에 관련
된 정보만을 가지고 있다. 그림 3의 예시에서 DOM 객체를 저장하면 캔
버스의 높이와 넓이, ID 그리고 화면에서 캔버스의 위치가 저장이 된다.
DOM 객체만 저장하여 복구하는 경우 화면에 빈 캔버스가 생성이 된다.
내부 이미지까지 복구하기 위해선 캔버스의 다른 정보를 추가로 저장해
주어야 한다. 브라우저 내부에서 캔버스 객체는 ImageData와 Rendering
그림 3 캔버스 예시
- 9 -
Context 객체를 가지고 있다. ImageData는 현재 캔버스 내부 이미지에
대한 정보를 가지고 있으며 rendering context는 렌더링에 대한 정보를
가지고 있다[5]. 캔버스를 저장할 땐 DOM 객체뿐만 아니라 위 두 객체
를 추가로 저장해야 캔버스를 온전히 복구 할 수 있다.
제 1 절 ImageData
ImageData 객체는 캔버스의 각 픽셀의 RGBA 값을 배열 형식으로
가지고 있다. 이를 코드 형태인 스냅샷과 같은 형식으로 저장하기 위해
서는 우선 문자열 형태로 변환을 해주어야 한다. 배열 자체를 문자열로
변환해서 저장하는 방법도 있지만 이 경우 바이트 크기가 매우 커지기
때문에 인코딩하여 문자열로 변환하여야 한다. 본 논문에서는 캔버스
API인 toDataURL 함수를 이용하여 base64 인코딩[6] 방법을 사용하는
data url[7] 형식으로 저장한다. Data url 형식이란 data: 스킴이 접두어
로 붙은 URL로 작은 파일을 문서 내에 인라인으로 삽입 할 수 있게 해
준다. 또한 크기를 줄이기 위해 원본 데이터를 JPEG 형식으로 압축해서
저장한다. 그림 4은 그림 3의 캔버스 이미지를 data url 형식으로 변환한
예시이다.
캔버스의 이미지를 data url 형식으로 변환하여 스냅샷에 저장하면 현
재 이미지를 쉽게 복구할 수 있다. 하지만 이미지 데이터를 인코딩하여
문자열로 변환하였기 때문에 이미지 데이터에 비해서 바이트 크기가 증
그림 4 그림 3의 캔버스 Data URL
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가하게 된다. 그림 5와 같이 Base64 인코딩 방식은 데이터를 6비트씩 나
누어서 문자 코드에 영향을 받지 않는 공통 ASCII 영역의 문자열로 인
코딩하는 방식이다. JavaScript는 ASCII 문자 하나당 8비트이기 때문에
base64 방식으로 인코딩을 하는 경우 이미지 데이터가 4/3배로 증가한
다. 즉 이미지 데이터를 인코딩하여 스냅샷에 포함하는 경우 원본 데이
터에 비해 바이트 크기가 증가한다. 보통 이미지 데이터가 스냅샷의 대
부분을 차지하기 때문에 이미지 데이터 크기의 증가는 스냅샷 크기의 급
격한 증가로 이어진다. 스냅샷의 크기가 커지는 경우 네트워크 시간이
증가해서 오프로딩의 성능이 저하되는 문제가 발생한다.
이 문제를 해결하고자 캔버스 이미지 데이터를 문자열 형식으로 스냅
샷에 포함하지 않고, 바이너리 형식으로 스냅샷과 분리하여 별도로 전송
하는 방법을 고안하였다. Base64로 인코딩 된 DataURL을 다시 디코딩
하여 바이너리 형식으로 전송하였다. 대신 서버에서 어떤 캔버스의 이미
지인지 쉽게 알 수 있도록 데이터 앞부분에 DOM tree상의 주소를 추가
하였다. 캔버스 이미지 데이터를 스냅샷과 분리하는 경우, 캔버스 오브젝
트의 숫자만큼 서버와 클라이언트 사이에 전송을 추가적으로 하게 되는
단점이 발생하지만 인코딩으로 인한 크기 증가가 발생하지 않기 때문에
총 전송 시간은 감소하여 전체 성능은 향상된다.
그림 5 Base64 인코딩 및 디코딩 방식
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제 2 절 Rendering Context
Rendering Context는 캔버스에 그림을 그리는 함수들과 어떻게 그릴
것인지에 대한 렌더링 정보들을 가지고 있다. 그림 3의 예시에서 ctx 변
수가 2d rendering context이며 fiilStyle과 font가 렌더링 정보에 해당한
다. 해당 캔버스를 정확히 복구하기 위해서는 이미지 데이터뿐만 아니라
렌더링 정보들도 복구를 해야 한다. 렌더링 정보를 저장하지 않을 경우
서버와 클라이언트 사이에 렌더링 값이 달라지기 때문에 의도대로 그림
이 그려지지 않을 수 있다. 표 1은 그림 3의 예시에서 rendering context
가 가지고 있는 렌더링 정보의 일부이다. Rendering context는 캔버스의
getContext 함수를 이용하여 얻을 수 있다. 캔버스를 저장할 때
rendering context 객체를 함께 스냅샷에 저장하여 렌더링 정보가 제대
로 복구 될 수 있도록 한다.
fillStyle #60ff00 lineWidth 1
font bold 20px shadowBlur 0
globalAlpha 1 shadowColor 0,0,0,0
lineCap butt strokeStyle #000000
표 1 그림 3의 렌더링 정보 예시
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제 4 장 머신러닝 모델 전송 방법
현재 웹 어플리케이션에서 주로 사용되는 머신러닝 프레임워크를 살
펴보면 브라우저에서 학습을 하지 않고 주로 caffe나 keras와 같은 프레
임워크로 학습된 모델을 가져와 사용하는 형태가 많다. 즉 클라이언트에
바이너리 형태로 저장된 모델이 존재하고 이를 불러와서 사용하는 경우
가 대다수이다. 따라서 스냅샷 생성 시 모델이 저장된 경로를 알 수 있
으면 모델을 스냅샷에 포함하지 않고 바이너리 형태로 전송 할 수 있다.
이를 위해 연산 오프로딩 프레임워크에 아래와 같은 간단한 JavaScript
함수를 구현하였다.
addSkippedModel(obj, path, load_function)
해당 함수를 사용하여 모델 객체와 모델이 저장되어 있는 경로를 알
려주면 스냅샷 생성 시 모델 객체를 만났을 때 모델을 저장하지 않고 경
로에 저장되어 있는 바이너리 파일을 서버에 전송하도록 하였다. 또한
서버에서 모델을 다시 불러올 수 있도록 모델을 불러오는 함수를 받아서
스냅샷 생성 시 추가로 삽입하였다. 따라서 서버에서 스냅샷을 수행하면
모델을 다시 불러와서 마치 스냅샷에 모델 정보가 포함되어 있는 것처럼
사용할 수 있다. 위 함수를 이용하면 모델의 정보를 안전하게 서버로 보
낼 수 있을 뿐만 아니라 스냅샷의 크기도 줄여 오프로딩의 성능을 증가
시킬 수 있다.
만약 추론 어플리케이션과 같이 어플리케이션 수행 시 모델이 변하지
않는다면 모델을 어플리케이션 시작 시점에서 미리 서버에 전송하여 오
프로딩 성능을 더 향상시킬 수 있다. 또한 모델을 미리 전송할 때 별도
의 thread를 부여하여 모델을 전송하는 경우 어플리케이션의 수행을 막
지 않고 모델을 전송할 수 있다. 웹 어플리케이션의 경우 Web Worker
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를 통해 별도의 thread에 모델 전송 작업을 전달 할 수 있다. 모델을 전
송하는 동안 추론 요청이 들어오는 경우 클라이언트에서 추론을 수행하
도록 한다. 모델 전송이 완료된 후 들어오는 추론 요청에 대해서는 연산
오프로딩 기법을 적용하여 추론하도록 한다.
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제 5 장 실험 및 결과
제 1 절 실험 환경
클라이언트는 ARM 임베디드 보드인 odroid xu4[8]에서 수행하였다.
Odroid xu4는 2.0 GHz 코어 4개와 1.5GHz 코어 4개를 가지고 있으며
2GB 메모리를 가지고 있으며, 운영체제는 Ubuntu 14.04 환경에서 수행
하였다. 서버는 3.4GHz 쿼드코어 CPU와 16GB메모리를 가지고 있으며
운영체제는 Ubuntu 12.04 환경의 데스크톱 PC에서 수행하였다. 네트워
크 환경은 이더넷 환경에서 실험하였다.
실험 어플리케이션은 캔버스에 그려진 이미지를 추론하는 어플리케이
션들로 실험을 하였으며, 실험에 사용된 모델은 GoogLeNet[9],
AgeNet[10], GenderNet[10]을 사용하였다. GoogLeNet은 입력 이미지가
어떤 이미지인지 추론하는 모델이며, AgeNet은 입력 이미지의 사람의
나이를 추론하는 모델이며, GenderNet은 입력 이미지의 사람의 성별을
추론하는 모델이다. 사용한 프레임워크는 caffe.js[11]로 caffe로 학습된
모델을 브라우저로 가져와 사용할 수 있도록 하는 프레임워크이다. 실험
은 크게 캔버스 저장 방법에 따른 효과를 측정하는 실험과 모델 전송 방
법에 따른 효과를 측정하는 실험으로 나누어서 진행하였다. 각 실험마다
추론 수행시간을 측정하였으며 클라이언트와 서버에서 수행한 시간과 비
교하였다.
제 2 절 캔버스 저장 방법에 따른 측정 결과
그림 6는 캔버스 저장 방법에 따른 추론 수행시간이다. 이 때 모델 전
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그림 6 캔버스 저장 방법에 따른 추론 수행시간
송 방법은 Web worker를 통해 미리 전송하는 방식으로 측정하였다.
Canvas string save는 캔버스 이미지 데이터를 문자열 형태로 저장했을
때 수행시간이며, Canvas binary save는 캔버스 이미지 데이터를 바이
너리 형태로 저장했을 때 수행시간이다. 우선 두 경우 모두 모든 어플리
케이션에서 클라이언트대비 수행 시간이 급격히 낮아진 것을 확인 할 수
있다. 각각의 수행시간에서 서버 수행시간을 제외하면 연산 오프로딩의
오버헤드를 측정 할 수 있다. 캔버스를 문자열 형태와 바이너리 형태로
저장하였을 시 수행시간을 비교해보면 문자열로 저장하였을 때 보다 바
이너리 형태로 저장한 경우가 수행시간이 더 적게 걸린 것을 확인 할 수
있다. 그 이유는 캔버스 이미지 데이터의 크기가 문자열에 비해 줄어들
어 전체 전송시간이 짧아져서 오프로딩 성능이 향상했다.
캔버스 저장 방법에 따른 효과를 조금 더 자세하게 살펴보기 위해
GoogLeNet 어플리케이션을 대상으로 캔버스 저장 방법에 대해서 추론
연산시간을 제외한 오프로딩 수행시간을 측정했다. 그림 7은 앞서 말한
캔버스 저장 방법에 따른 오프로딩 수행시간을 비교한 그래프이다. 클라
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이언트 시간은 클라이언트에서 스냅샷을 생성 및 복구하는데 걸리는 시
간이며 서버 시간은 서버에서 스냅샷을 생성 및 복구하는데 걸리는 시간
이다. 전송시간은 스냅샷과 캔버스 이미지를 전송하는데 걸리는 시간이
다. 두 그래프를 비교해보면 캔버스를 바이너리 형태로 저장했을 시 이
미지 데이터를 디코딩하는 시간이 포함되어서 클라이언트와 서버에서의
시간이 약간 증가하는 것을 볼 수 있다. 또한 전송 데이터의 크기가 줄
어들어 총 전송시간이 감소하는 것도 볼 수 있다. 결과적으로 증가한 클
라이언트, 서버 시간보다 감소한 전송시간이 더 커서 전체적으로 캔버스
데이터를 바이너리 형태로 저장하는 방법이 오프로딩 수행시간을 감소시
키는 것을 확인 할 수 있다.
제 3 절 모델 전송 방법에 따른 측정 결과
그림 6은 모델 전송 방법에 따른 추론 수행시간이다. 이 때 캔버스 저
장 방법은 바이너리 형태로 저장해서 전송하는 방식으로 측정하였다.
Model send by offloading은 모델을 오프로딩 시 전송하는 방식이며,
그림 7 오프로딩 수행시간 측정(연산시간 제외)
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model pre-send는 Web worker를 이용하여 어플리케이션 시작 시 모델
을 전송하는 방식이다. 이 때 측정 시점은 모델이 서버에 전송이 된 뒤
오프로딩을 사용할 수 있을 때 측정한 것이다. 우선 두 경우 모두 모든
어플리케이션에서 클라이언트 대비 수행 시간이 급격히 낮아진 것을 확
인 할 수 있다. 모델 전송 방법에 따른 추론 수행시간을 비교해보면 모
델을 오프로딩 시 보내는 것 보다 미리 보내는 것이 수행 시간이 더 적
게 걸리는 것을 확인 할 수 있다. 그 이유는 모델 전송시간이 미리 보내
는 경우 수행시간에서 제외가 되어서이다. 실제로 모델 전송시간만 측정
해본 결과 두 전송 방법의 수행시간 차이만큼 걸리는 것을 확인 할 수
있다.
그림 8 모델 전송 방법에 따른 추론 수행시간
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제 6 장 결론
스냅샷 기반 연산 오프로딩 기법은 스냅샷을 이용하여 어플리케이션
의 상태를 쉽게 전송할 수 있어 프로그래밍이 쉽고 효율적이다. 하지만
기존의 스냅샷이 HTML5 캔버스 정보를 저장하지 못하는 문제가 있어
서 캔버스를 사용하는 웹 어플리케이션에는 스냅샷 기반 연산 오프로딩
을 적용할 수 없는 문제가 있었다. 본 논문에서는 기존의 스냅샷이 저장
하지 못했던 캔버스 요소를 저장하기 위해 캔버스 정보를 복구하는 코드
생성 기술을 제안하여 캔버스를 활용하는 웹 어플리케이션에서도 스냅샷
기반 연산 오프로딩을 적용할 수 있게 하였다.
또한 머신러닝 어플리케이션을 대상으로 기존의 스냅샷 기반 연산 오
프로딩을 적용할 때 스냅샷에 모델의 정보가 문자열 형태로 포함되어 오
프로딩의 성능이 급격히 저하되는 문제가 발생한다. 본 논문에서는 이를
해결하고자 프레임워크에 함수를 추가하여 사용자에게 모델의 객체와 경
로, 그리고 모델을 불러오는 함수를 입력 받았다. 이 정보들을 이용해 스
냅샷 생성 시 스냅샷에 포함되던 모델의 정보를 포함하지 않고 바이너리
형태로 별도로 전송하여 오프로딩의 성능을 향상시켰다.
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