An on-line adaptive blind source separation algorithm for the separation of convolutive mixtures of cyclostationary source signals is proposed. The algorithm is derived by a p plying natural gradient iterative learning to the novel cost function which is delined according to the wide sense cyclostationarity of signals. The efficiency of the algorithm is supported by simulations, which show that the proposed algorithm has improved performance for the separation of convolved cyclostationary signals in terms of convergence speed and waveform similarity measurement, as compared to the conventional natural gradient algorithm for convolutive mixtures.
to the conventional natural gradient algorithm for convolutive mixtures.
INTRODUCTlON
In many practical situations such as in the radiocommunications, telemetry, radar, sonar and speech contexts, the sources are nonstationary and often (quasi)-cyclostationary and the observed signals are usually convolutive mixtures, so that the conventional methods for standard blind source separation (BSS) problem, in which the mixtures are assumed to be instantaneous and the source signals are assumed to be statistically stationary, are not appropriate any more. Increasing interest has therefore been focused on solving the problem of BSS of convolutive mixtures [l] .
Addressing the BSS problem for cyclostationaty sources is a relatively new approach. In [Z], the proposed method minimizes a cost function constructed from the cyclic mosscorrelation of recovered sources at various time lags, and presents iterative update equations following from the natural gradient technique. In [3] , it is shown that the current second-or higher-order BSS methods perform poorly if the assumption that the source signals are statistically stationary remains unchanged. Most existing BSS approaches exploiting the cyclostatiomity of the sources are either batch algorithms as in 131 or are based on second-order statistics as in [2] . and very few of them are concerned about convolutive mixtures. In this paper, we propose an on-line adaptive 
where s ( k )~ C N is the source vector, x( k ) E CA' is the sensor vector, k is the discrete time index; H(z)E is the z-transform of the mixing matrix with entries H i j ( z ) = 1,. . . , N), where i-' is the timeshift operator, i.e. i -I s j ( k ) = s j ( k -1). For simplicity, we ignore additive noise in the following derivations. The source signal vector s(k) is modeled as a wide sense cyclostationary signal [4], and its components s i ( k ) are assumed to be mutually independent with zero mean.
The aim is to reconstruct the source signals q ( k ) (up to an arbitrary permutation and filtering operation) from only knowledge of the sensor signals z i ( k ) without knowing the source signals and the mixing process. Alternatively, we have
where y(k) E C N is the output vector of estimated source 
where J = a. the superscript * denotes complex conjugation, (.) denotes the time averaging operator, and pi is a nonzero cycle frequency of source i. Invoking these proper-.
ties into the Kullback-Leibler divergence, ow cost function for instantaneous mixhxes is defined as
where Tr (.) and det (.) are respectively the trace and determinant operators, and p, (yr(k)) is an appropriat$ly chosen independent pdf. The term RCy (k) is defined as RCy ( I ; ) = E : , R &~ (k), where (k) = ( e J P s k y (k) y H (k)) is the output cyclic correlation matrix for the z-th cycle fiequency which is required to satisfy limk,,
where the elements of I' take the form in (4). At convergence, h -, figy (k) = I. It is straightfomd to follow that iterative learning will result in the minimization of this cost function. Applying the natural gradient rule [5] together with a cyclic decorrelation operation, we obtain a new learning rule as
where (k) is the learning rate. It is necessary to use splitcomplex nonlinearities in the complex case, e.g. where +(k) can be denoted as E,"=, W f -, ( k ) y ( k -q ) , and Q q ( k ) = E,"=, W:-&k)$$) (4) . The equilibrium points of the proposed learning algorithm satisfy that I, where p = 1,2,. . . , L. This implies that the proposed learning algorithm has a drawback that it forces the output signals to have nearly flat kequency spectra, which however can be avoided by following the nonholonomic constraint 
, where p is a positive value which avoids an explosive growth of the step size.
SIMULATIONS
In this section, we examine the performance of the proposed algorithm by simulation. A TIT0 (Two Input Two Output) sytem is considered that is, N = iM = 2 (The algorithm is also suitable for generic MlMO systems). The resemblance between the original and the reconstructed source waveforms is measured by their mean squared difference
(assuming the signals are zeremean and unit-variance). Fast, we use sinusoid signals to test the performance of the proposed algorithm, where the sinusoid signal can be treated as a degenerate case of cyclostationsuy signals, we appreciate that such a signal will only excite one of the frequency components of a general convolutive system. The two source i . 
.

CONCLUSIONS
An on-line adaptive blind separation algorithm for separating convolutive mixtures of cyclostationary source signals has been presented. Simulation results have shown that the algorithm leads to faster speed of convergence, tcgether with a better performance for the separation of the convolved cyclostationary signals, in particular in forms of shape preservation, as compared to Amari's conventional natural gradient algorithm for convolutive mixtures. Algorithm implementation to more practical environment and wider kinds of signals (i.e. EEG signals) is our future work.
