Abstract. This paper proposes an approach to gathering semantic annotation, which rejects the notion that human interpretation can have a single ground truth, and is instead based on the observation that disagreement between annotators can signal ambiguity in the input text, as well as how the annotation task has been designed. The purpose of this research is to investigate whether disagreement-aware crowdsourcing is a scalable approach to gather semantic annotation across various tasks and domains. We propose a methodology for answering this question that involves, for each task and domain: defining the crowdsourcing setup, experimental data collection, and evaluating both the setup and the results. We present initial results for the task of medical relation extraction, and propose an evaluation plan for crowdsourcing semantic annotation for several tasks and domains.
Introduction/Motivation
As knowledge available on the Web expands, information extraction methods have become invaluable for facilitating data navigation and populating the Semantic Web. Gathering semantic data in the form of entities and relations between existing datasets, is central to information extraction systems (i.e. the task of machine learning for most analytics). Human-annotated gold standard, or ground truth, is used for training, testing, and evaluation of information extraction components. The traditional approach to gathering this data is to employ experts to perform annotation tasks.
However, such an annotation process can be both expensive, and time consuming [1] , due to the costs associated with working with domain experts. Furthermore, experts might prove difficult to find for broad, open domains (e.g. sentiment analysis). This presents a challenge for extending information extraction methods, and concurrently Semantic Web systems into new domains. Human annotation is needed to solve this problem, but the process of gathering this data is not scalable at the level of the large datasets currently available on the Web. Efficiently integrating human knowledge with automated procedures is necessary for tackling this issue [28] .
State of the Art
Crowdsourcing for collecting semantic annotation has been used before in a variety of tasks and domains: medical entity extraction [27, 13] , clustering and disambiguation [19] , relation extraction [18] ,, and ontology evaluation [20] . However, most of these approaches rely on the assumption that one universal gold standard must exist for every task. Disagreement between annotators is discarded by either restricting annotator guidelines, or picking one answer that reflects some consensus usually through using majority vote. The number of annotators per task is kept low, typically between one and three workers, also in the interest of eliminating disagreement.
There exists some research on the impact of ambiguity on crowdsourcing annotation. In assessing the OAEI benchmark, [9] found that disagreement between annotators (both crowd and expert) is an indicator for inherent uncertainty in the domain knowledge, and that current benchmarks in ontology alignment and evaluation are not designed to model this uncertainty. [22] found similar results for the task of crowdsourced POS tagging -most inter-annotator disagreement was indicative of debatable cases in linguistic theory, rather than faulty annotation. In our approach, we use the crowd to collect semantic annotation, and harness inter-annotator disagreement as an inherent feature of semantic interpretation.
There is extensive literature on how to measure crowdsourcing results. Of particular interest are ways of identifying spam workers [8, 16, 15] , and analyzing workers' performance for quality control and optimization of the crowdsourcing processes [23] . However, these approaches rely on a series of faulty assumptions about ground truth quality [5] : (1) that there exists a single, universally constant truth, (2) that this truth can be found through agreement between annotators, (3) that high agreement means high quality, and (4) that disagreement needs to be eliminated. Consequently, most crowdsourcing metrics attempt to measure the quality of the workers, without accounting for the ambiguity in the input text, and the clarity of the annotation task. Human annotation is a process of semantic interpretation, often described using the triangle of reference [17] linking: sign (input text), interpreter (worker), referent (annotation). Ambiguity for one aspect will propagate in the triangle -an unclear sentence will cause more disagreement between workers. Therefore, we design metrics to harness disagreement for each of the three aspects of the triangle, measuring the quality of the worker, as well as the ambiguity of the text and the task.
Evaluating crowd performance with existing benchmarks has been performed for a variety of tasks and domains. [27] show that the crowd can perform just as well as experts in medical entity extraction. [24] prove the crowd can match the experts for another five annotation tasks: affect recognition, word similarity, recognizing textual entailment, event temporal ordering, and word sense disambiguation. Our approach mainly targets a crowd of lay workers, and we evaluate the results through comparison with existing gold standards, annotated by experts or automatically collected.
More knowledge-intensive tasks have proved difficult for the crowd to solve. [21] show that tagging flowers with their botanical names could not be performed by a crowd of lay people. In these cases, nichesourcing [10] , or employing crowds of experts to perform the annotations, can combine the advantages of using a crowd with the domain knowledge of experts. We define a generalizable methodology for crowdsourcing that we can then use to run nichesourcing experiments. meanings for each of its three concepts, and therefore we need to define separate metrics that capture disagreement and use it to measure: (a) the ambiguity of an input text unit; (b) the clarity of an annotation; (c) the quality of a worker. 
Research Methodology and Approach
To answer the research questions defined in Sec. 3, we aim to perform a series of crowdsourcing experiments across several types of annotation tasks, in a variety of domains. To conduct each of these experiments, we define a methodology consisting of three steps ( Figure 1 ). The initial step in our approach consists of defining the crowdsourcing setup. We first identify suitable data, in the form of raw text together with available annotation, to perform our experiments. Suitable in this context refers to data that (a) has some degree of complexity that makes it difficult to automatically extract annotation and (b) contains subjective opinion that could be interpreted in different ways by the crowd. Based on these features, we identified several candidate datasets:
-Wikipedia medical sentences: relations and entities can be automatically collected with distant supervision [26] and the UMLS vocabulary of medical terms [7] , but the data contains noise and requires human input for correction; -Wikipedia open domain sentences: relations and entities can be automatically collected with distant supervision [6] using DBpedia entities, also produces noisy data; -Twitter statuses: contain a variety of subjective opinions on current events, that can be retrieved based on hashtags.
Next, we perform the task design, where we break down the annotation task into a workflow of independent micro-tasks that can be performed by the workers. The task design needs to structure the crowd annotations in a way that can be quantified by the disagreement metrics. When possible, the crowd will be asked to pick an answer from a given vocabulary (i.e. common medical relations, open domain relations, sentiments). For entity extraction, however, the goal is to crowdsource the vocabulary itself, so the workers are allowed to pick any combination of words in the input text. Entity clustering is then employed to reduce the noise in the answer set. To ensure that the data can be measured using our metrics, we aggregate the crowd answers into answer vectors per task.
We then define the system parameters. The metrics for measuring disagreement are defined at this step. The first to define is the sentence-annotation score -making use of the answer vectors introduced in the task design, it computes the likelihood that a given annotation exists in one input sentence. Based on it, we define metrics to harness disagreement at the level of the worker (to differentiate spammers from quality workers that nevertheless diverge from the majority), unit (to find unclear input data), and annotation (to find ambiguity in the annotation design). Also part of the system parameters are the settings for running the task: (1) how much time will the workers have to solve it, (2) how much the payment will be, and (3) the number of workers that will be solving one task.
The second step in our methodology is the experimental data collection. Here we decide on the crowdsourcing platform to run our experiments. Two established options exist: CrowdFlower 1 gives access to a larger workforce with less possibility to interact with the workers, whereas Amazon Mechanical Turk 2 has a smaller workforce with whom the task creators can communicate directly, thus creating a community of returning workers. To overcome these weaknesses and have an environment tailored to our crowdsourcing tasks, we also work at creat-ing our own platform, through which we will be able to target a specific crowd that possesses domain expertise, for the purpose of nichesourcing experiments.
Next we perform several pilot experiments on a small sample of the data, for the purpose of tuning the crowdsourcing setup defined in the previous step of the methodology. According to these results, we adjust the task design, as well as the system parameters (e.g. worker pay, thresholds for detecting spam etc.). This enables us to run the crowdsourcing tasks on the entirety of the data. Finally, we apply the metrics to the data we collected, an use them to identify and remove spam workers, ambiguous input and unclear annotations.
The final step in our methodology is to perform an evaluation. First, we evaluate the setup, and tune the thresholds of the system parameters, to determine whether the task design and system parameters performed well. Overwhelming agreement or disagreement between workers serve an indicator for bad selection of data, or faulty crowdsourcing setup, meaning that the corresponding steps in the methodology need to be repeated.
The quality of the data is measured by evaluating the results in comparison with existing baselines for semantic annotation. In knowledge-intensive domains, the baseline refers to gold standard expert annotation, whereas in cases where no domain knowledge is required, we can compare also to data that is automatically collected. Evaluation is done in two ways: (1) directly, by studying the overlap between crowd data and baseline and identifying the features of data units where baseline and crowd disagree, and (2) using machine learning, by training and testing a model for information extraction (i.e. relation extraction, named entity recognition, sentiment analysis) with both crowd and baseline data.
Evaluation Plan
We evaluate our methodology by instantiating with a specific task and domain, with the goal of outlining an answer for the second two research subquestions: (1) defining disagreement-aware metrics, and (3) comparing to an existing baseline (Sec. 3). Based on the IBM Watson use case described in Sec. 1, we define a setup for the task of medical relation extraction. The purpose of this experiment is to evaluate crowdsourced semantic relation data in comparison with ground truth generated by medical experts, in the context of training a relation extraction classifier for IBM Watson. The results are detailed in Sec. 6.
The next step will be to perform the same annotation task (i.e. semantic relation extraction) in other domains, for the purpose of answering part of research sub-question (2) observing how our setup performs cross-domain, while also refining the answers for research sub-questions (1) and (3). As the previous experiment was based in a knowledge-intensive domain, we investigate next the open domain, using a different text corpus with the DBpedia vocabulary for identifying both terms and relations. For comparison purposes, the task design and workflow, as well as the metrics for harnessing disagreement are the same.
Consequently, we plan to analyze other semantic annotation tasks in the same domains. The purpose of these experiments is to analyze how semantic disagreement is present cross-task, also as part of research sub-question (1) . For the medical domain, we analyze crowdsourced named entity recognition for medical terms. For the open domain, we plan to perform sentiment analysis tasks over Twitter data. We are also planning to investigate semantic alignment tasks, such as passage alignment and ontology alignment. For knowledge-intensive tasks and domains, we plan to perform nichesourcing experiments involving crowds of experts. Specifically, we target the medical community through our own gamified crowdsourcing platform [11] .
Finally, we will perform a review across all experiments that we investigated. The purpose is to identify the features of disagreement in crowdsourced annotation data that are independent of task and domain. We also investigate to what extent our methodology is generalizable for any combination of semantic annotation task and domain. The results of this analysis will then be used to answer our main research question on whether disagreement-aware crowdsourcing is a scalable approach to gather semantic annotation.
Preliminary Results
For the first set of experiments part of the evaluation plan (Sec. 5) -performing crowdsourced relation extraction over medical text -we designed a workflow of crowdsourcing tasks performing named entity correction, relation extraction, and relation direction (example templates in Figure 2 ). We ran these tasks on both CrowdFlower and Amazon Mechanical Turk, collecting crowd judgments for around 2,000 medical sentences. To process these results and answer research sub-question (1) (Sec. 3), we modeled the crowd answers as vectors, and defined a set of metrics based on cosine similarity. The metrics are used to harness disagreement, and measure the quality of crowd workers, ambiguity of medical sentences, and the clarity of medical relations employed. Results on a series of pilot experiments have been published [25, 4] , using this setup on a restricted set of medical sentences, where the crowd results were manually evaluated against expert judgments. This thesis aims to build on these initial experiments by exploring how disagreement is present in large datasets, across a variety of tasks and domains, and analyze how it can be used to build a better ground truth for semantic annotation. The aim is to develop a scalable, semi-automated method for collecting semantic annotation with crowdsourcing.
We have published work on CrowdTruth [14] , our framework for crowdsourcing ground truth data. CrowdTruth connects with both Amazon Mechanical Turk and CrowdFlower for launching and monitoring tasks, and implements the disagreement metrics for a live analysis of the results from the crowd. We are also developing a gamified platform, Dr. Detective [11] , targeting medical experts for nichesourcing tasks such as extracting entities related to a given diagnosis.
Currently, we are investigating the usefulness of crowdsourced data in training and evaluating a machine learning model, in order to answer research subquestion (3). We train a medical relation extraction classifier [26] using both crowd results and expert judgments in a cross-validation experiment, and compare the results of the evaluation for each dataset using accuracy and F1 score. In a paper that is currently in submission, we prove that, in training the model, crowdsourced data from the lay crowd, that has been weighted with disagreement scores, performs just as well as gold standard data from medical experts.
Conclusions
In this paper, we explored how crowdsourcing can be used to collect semantic annotation. We proposed an approach rejecting the notion that human interpretation can have a single ground truth, and is instead based on the observation that disagreement between annotators can signal ambiguity in the input text, as well as how the annotation task has been designed. In order to analyze this hypothesis, we defined three research questions: (1) how to measure disagreement in a crowdsourcing setup for semantic annotation, (2) how is disagreement present in crowdsourcing across different domains and tasks for semantic annotation, and (3) how does crowdsourcing compare to the existing gold standard.
We defined a three-step methodology for answering these questions: (1) defining the crowdsourcing setup, (2) experimental data collection, (3) evaluating both the setup and the results. As preliminary work, we presented the CrowdTruth platform for crowdsourcing tasks with disagreement metrics, and the results of an experiment comparing the crowd against experts for medical relation extraction. As part of our evaluation plan, we will extend our work by performing relation extraction experiments in the open domain, as well as implementing other annotation tasks (sentiment analysis, ontology alignment). To answer our research question, we will perform a comparative analysis of our results across tasks and domains, identifying the generalizable characteristics of disagreement in crowdsourced annotation.
