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We study the time evolution of the entanglement entropy in bosonic systems with time-
independent, or time-periodic, Hamiltonians. In the first part, we focus on quadratic Hamiltonians
and Gaussian initial states. We show that all quadratic Hamiltonians can be decomposed into three
parts: (a) unstable, (b) stable, and (c) metastable. If present, each part contributes in a character-
istic way to the time-dependence of the entanglement entropy: (a) linear production, (b) bounded
oscillations, and (c) logarithmic production. In the second part, we use numerical calculations to
go beyond Gaussian states and quadratic Hamiltonians. We provide numerical evidence for the
conjecture that entanglement production through quadratic Hamiltonians has the same asymptotic
behavior for non-Gaussian initial states as for Gaussian ones. Moreover, even for non-quadratic
Hamiltonians, we find a similar behavior at intermediate times. Our results are of relevance to
understanding entanglement production for quantum fields in dynamical backgrounds and ultracold
atoms in optical lattices.
I. INTRODUCTION
Entanglement production has been extensively stud-
ied in physical systems ranging from quantum fields and
gravity [1–8] to condensed matter [9–14] and quantum
information [15–17]. It has been recently probed experi-
mentally in systems of ultracold bosonic atoms in optical
lattices [18, 19]. In this paper, we develop methods that
allow one to compute the linear and logarithmic contri-
butions to the entanglement entropy production for the
most general bosonic quadratic Hamiltonian that is time
independent, which includes Floquet Hamiltonians for
periodically-driven systems. In particular we prove that,
for any subsystem A, the time evolution of the entangle-
ment entropy SA(t) shows the characteristic behavior
SA(t) = ΛA t+ CA ln(t) +XA(t) , (1)
where ΛA is a real number, CA is an integer, and XA is
a bounded function. The leading order term ΛA t agrees
with previous results on the connection between entan-
glement growth and Lyapunov exponents in unstable sys-
tems [20]. The subleading logarithmic term CA ln(t) is a
feature that appears in quadratic Hamiltonians that are
metastable. We show how to compute ΛA and CA di-
rectly from the Hamiltonian, and investigate cases with
ΛA = 0, for which the entanglement entropy grows loga-
rithmically.
Previous studies of entanglement production in bosonic
systems have focused on quantum quenches involving sta-
ble Hamiltonians. In finite systems (not in a many-body
localized phase [21]), a regime of linear growth of the en-
tanglement entropy is necessarily followed by saturation
[9]. In the integrable case, in which a quasi-particle pic-
ture is available, the linear growth can be understood in
terms of propagation of quasi-particles [1]. The satura-
tion, on the other hand, is the result of equilibration. The
systems are usually prepared in some initial state |ψ0〉,
with expectation value of the energy E0 = 〈ψ0|Hˆ|ψ0〉,
and then are let evolve unitarily, i.e., |ψt〉 = e−iHˆt|ψ0〉.
For a stable local Hamiltonian Hˆ, the Gibbs state has
the maximum entropy at energy E0, i.e., this entropy,
which is extensive, bounds from above the entanglement
entropy that the system can reach when it equilibrates.
Saturation to the entropy of the Gibbs state occurs only
in quantum chaotic systems, with integrable ones sat-
urating at a smaller (extensive) value [22]. Here, we
study a different type of Hamiltonians, namely, unsta-
ble or metastable ones. We study quenches in which the
system is prepared in a pure state |ψ0〉 and is let evolve
unitarily under such Hamiltonians. In this case, the en-
tanglement entropy can grow without bound.
Instabilities in bosonic systems appear in a variety of
forms. The simplest example is perhaps the one of the
inverted harmonic oscillator. In quantum field theory in
dynamical backgrounds, instabilities give rise to a wealth
of non-equilibrium processes in which knowledge of the
entanglement dynamics is of phenomenological relevance.
In cosmological inflation, momentum modes (~k,−~k) of
the quantum fluctuations of the metric and the inflaton
field become unstable when they cross the Hubble ra-
dius [23, 24]. The resulting amplification of perturbations
provides the quantum seeds for the temperature inhomo-
geneities in the cosmic microwave background, and the
study of the dynamics of the entanglement entropy in
this process has been proposed as a tool for investigating
the cosmological quantum-to-classical transition [25–28].
On the other hand, momentum modes of quantum fields
that are within the Hubble radius can become unsta-
ble via the phenomenon of parametric resonance [29–32].
This process results in a large non-thermal production of
particles called pre-heating. Once the produced particles
thermalize, they provide the initial conditions for the hot
big-bang phase of the primordial universe.
Similar mechanisms have been proposed for the so-
called “little bang,” the production of a quark-gluon
plasma in heavy-ion collisions [33]. The study of en-
tanglement production for these systems is expected
to provide new insights into the mechanism of pre-
thermalization, as well as new tools for estimating the
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2relevant time scales involved in the process [34–36]. A
third example of bosonic systems in which instabilities
lead to a rich phenomenology is the case of ultracold
atomic gases trapped in an external potential that is peri-
odically modulated [37, 38]. This modulation can induce
a response in the Bose-Einstein condensate that leads to
stimulated quasi-particle production. Studying the dy-
namics of the entanglement entropy in these systems is
of particular relevance because of current experiments
that can probe the non-separability of quasi-particle pair
creation [39, 40].
A comprehensive discussion of the linear growth of the
entanglement entropy in field theoretical systems with
unstable modes can be found Ref. [20], in which Gaus-
sian states and linear symplectic methods were employed
[41–45]. Here we extend this analysis by determining
the subleading logarithmic corrections to the entangle-
ment production, and by studying numerically the dy-
namics of non-Gaussian states and under non-quadratic
(interacting) Hamiltonian evolution. The numerical re-
sults allow us to put forward a conjecture that widens
significantly the realm of relevance of our analytical re-
sults. While our methods are tailored to applications to
quantum fields in dynamical backgrounds, our presen-
tation focuses on quantum mechanical systems with a
finite set of bosonic modes, which can be understood as
a multi-mode generalization of the two-mode squeezing
of the (~k,−~k) sector.1
While Gaussian states play a prominent role in the an-
alytic description of a variety of physical systems, they
are only an approximation. Ever present interactions re-
sult in non-Gaussian states, and, even for initial Gaus-
sian states, weak interactions can produce strongly non-
Gaussian states over long times. It is therefore important
to put to a test the robustness of our analytical results
for non-Gaussian states and non-quadratic Hamiltonians.
This is done numerically within a two-site Bose-Hubbard
model in the limit in which interactions are very weak.
In the absence of interactions, this model was studied an-
alytically in Ref. [47] by solving the non-linear Ermakov
equation. Here, we present an analytic solution that re-
lies on linear symplectic methods, and confirms our the-
oretical predictions for the linear, logarithmic, and oscil-
latory contributions to the evolution of the entanglement
entropy. For non-Gaussian initial states, our analytical
results for Gaussian states (which act as upper bounds
for the numerical ones) are close to being saturated.
We should add that, in recent years, entanglement pro-
duction after quantum quenches in fermionic and spin
systems has also drawn much attention [13, 14, 48–50].
While both integrable and quantum chaotic systems ex-
hibit an intermediate linear growth of the entanglement
entropy, a new class of systems, many-body localized
1 This generalization is relevant for instance for wavepacket ob-
servables [46], and for quantum fields evolving in a background
that is not necessarily homogeneous and isotropic.
systems, has emerged in which the growth of the en-
tanglement entropy is much slower, namely, logarith-
mic [51–53]. Many-body localized systems are striking
because they are interacting systems that are robust
against eigenstate thermalization [22, 54–56], and as such
they do not thermalize when taken away from equilib-
rium [21, 57–59]. The logarithmic growth of the entangle-
ment entropy after a quench is considered to be another
hallmark of the many-body localized phase, which differ-
entiates it from the (noninteracting) Anderson localized
one [60] (both are generated by disorder and exhibit no
dc conductivity). It is remarkable that, in the analyti-
cal and numerical studies of the bosonic systems consid-
ered here, the growth of the entanglement entropy is only
found to be either linear or logarithmic, as in quantum
quenches in many-body quantum systems in delocalized
and many-body localized phases, respectively.
The presentation is structured as follows. In Sec. II,
we review basic definitions for bosonic systems and set
the notation used in the subsequent parts. In Sec. III,
we use analytical techniques to derive the asymptotic
time dependence of the entanglement entropy for time-
independent quadratic Hamiltonians and Gaussian ini-
tial states. Using computational methods, in Sec. IV we
explore dynamics involving non-Gaussian initial states
and non-quadratic Hamiltonians. In Sec. V, we make
some general remarks about the mechanism for entan-
glement entropy production studied in this work. We
discuss applications of our results, and put forward a
conjecture on the entanglement entropy of non-Gaussian
initial states evolving under quadratic Hamiltonians. In
the appendixes, we provide relevant supplements on the
Jordan normal form, the classical time evolution, and on
our numerical calculations.
II. BOSONIC SYSTEMS
We consider bosonic systems with N degrees of free-
dom. We can fix a basis of bosonic creation and anni-
hilation operators aˆ†i and aˆj satisfying the commutation
relations
[aˆi, aˆj ] = [aˆ
†
i , aˆ
†
j ] = 0, and [aˆi, aˆ
†
j ] = δij . (2)
Quantum states can be described as square integrable
complex functions on RN or as elements of the Fock space
generated from a vacuum state |0〉 with aˆi|0〉 = 0 for all
i. The latter approach turns out to be more useful and
we define our Fock space as
HV = span
{
|n1, · · · , nN 〉
∣∣∣ni ∈ N} ,
with |n1, · · · , nN 〉 =
(
N∏
i=1
(aˆ†i )
ni
√
ni!
)
|0〉 ,
(3)
where the states |n1, · · · , nN 〉 form an orthonormal basis
for HV . Let us emphasize that this basis of states and,
3in particular, the Fock space vacuum |0〉, are, in general,
completely independent from eigenstates and the ground
state of the Hamiltonian (to be chosen later). We only
use this basis to parametrize states in the Hilbert space
and to decompose the system into different subsystems.
A. Quadratic Hamiltonians
In the first part of this paper, we focus on Hamiltonians
that are quadratic in terms of creation and annihilation
operators. The most general quadratic Hamiltonian is
Hˆ =
1
2
N∑
i,j=1
[
∆ij aˆ
†
i aˆ
†
j + ∆
∗
ij aˆiaˆj + γij(aˆ
†
i aˆj + aˆj aˆ
†
i )
]
,
(4)
where the matrices ∆ and γ satisfy
∆ᵀ = ∆ , γᵀ = γ∗ . (5)
The expressions and computations simplify if we switch
from creation and annihilation operators to the Hermi-
tian operators
qˆi =
1√
2
(aˆ†i + aˆi) , pˆi =
i√
2
(aˆ†i − aˆi) . (6)
We can choose a basis ξˆa ≡ (qˆ1, · · · , qˆN , pˆ1, · · · , pˆN ) and
rewrite Hˆ as
Hˆ =
1
2
habξˆ
aξˆb, with h ≡
[
Re(∆ + γ) Im(∆ + γ)
Im(∆− γ) Re(γ −∆)
]
.
(7)
Here, h is an arbitrary symmetric matrix that contains
exactly the same amount of information as the matrices
∆ and γ together. We use Einstein’s summation conven-
tion, i.e., we sum over contracted indices. A contracted
index only refers to a pair of a lower index and an upper
index. In the Hamiltonian Hˆ = 12habξˆ
aξˆb, the indices a
and b are contracted. If the reader is familiar with Pen-
rose’s abstract index notation, contracted indices can also
be read as contracted in Penrose’s sense. All such equa-
tions are valid independent of the basis that one chooses
to write them in. However, we also give explicit expres-
sions for the relevant matrices, such as h, with respect to
the basis of choice ξˆa ≡ (qˆ1, · · · , qˆN , pˆ1, · · · , pˆN ). Here,
we use the symbol “≡” to emphasize that the expression
is only valid with respect to this basis. For instance, the
commutation relations in terms of ξˆa can be written as
[ξˆa, ξˆb] = iΩab, with Ω ≡
(
0 1
−1 0
)
. (8)
The inverse of Ωab is given by ωab, such that ωabΩ
bc = δa
c
and Ωabωbc = δ
a
c.
In many situations, one diagonalizes quadratic Hamil-
tonians by finding a Bogoliubov transformation into
eigenmodes. This corresponds to a Bogoliubov trans-
formation
cˆk =
N∑
k,i=1
(αkiaˆi + βkiaˆ
†
i ) , (9)
such that the Hamiltonian takes the simple form
Hˆ = E0 +
1
2
N∑
k=1
k cˆ
†
k cˆk . (10)
However, such a transformation does not exist in gen-
eral. This fact is directly related to the spectrum and
decomposition of the matrix
Kab = Ω
achcb , (11)
called the symplectic generator of classical time evolu-
tion. Only if h is positive definite, the Hamiltonian
Hˆ = 12habξˆ
aξˆb is positive definite and can be diagonal-
ized through a Bogoliubov transformation. In this case,
K is diagonalizable with purely imaginary eigenvalues.
Let us consider examples for a single degree of freedom
with creation and annihilation operator aˆ† and aˆ. We also
use the operators qˆ = 1√
2
(aˆ† + aˆ) and pˆ = i√
2
(aˆ† − aˆ).
(a) Inverted harmonic oscillator (unstable)
The first example is the quantum version of an in-
verted harmonic oscillator with upside-down poten-
tial V (qˆ) = −qˆ2:
Hˆ = −1
2
[
(aˆ†)2 + aˆ2
]
=
1
2
(
pˆ2 − qˆ2) , with
h ≡
( −1 0
0 1
)
⇒ K ≡
(
0 1
1 0
)
.
(12)
This Hamiltonian is not bounded from below and it
does not have eigenstates in the Fock space. How-
ever, we can still evolve arbitrary states with it. We
can think of Hˆ as the quadratic expansion of a quar-
tic Hamiltonian with potential V (qˆ) = −qˆ2 + qˆ4,
which is bounded from below and has a regular
spectrum. The eigenvalues of K are given by ±1.
(b) Harmonic oscillator (stable)
The second example is the well-known quantum
harmonic oscillator:
Hˆ =
1
2
(
aˆ†aˆ+ aˆaˆ†
)
=
1
2
(
pˆ2 + qˆ2
)
, with
h ≡
(
1 0
0 1
)
⇒ K ≡
(
0 1
−1 0
)
.
(13)
It is already written in terms of normal modes with
h being positive definite. The eigenvalues of K are
±i and the Hamiltonian is bounded from below.
Moreover, it is diagonalizable with a complete basis
of eigenstates that span the Hilbert space. We refer
to this Hamiltonian as stable because, classically,
it corresponds to a potential with a single global
minimum.
4(c) Free Hamiltonian (metastable)
The third example is the Hamiltonian of a free par-
ticle in one dimension:
Hˆ = −1
2
(
aˆ− aˆ†)2 = 1
2
pˆ2, with
h ≡
(
1 0
0 0
)
⇒ K ≡
(
0 0
−1 0
)
.
(14)
This Hamiltonian is bounded from below but its
eigenvectors are plane waves, which cannot be nor-
malized, leading to a continuous spectrum. We re-
fer to this Hamiltonian as metastable because, clas-
sically, it corresponds to a flat potential which does
not have a single global minimum.
Note that we cannot study entanglement production in
these simple examples because all three systems consist
of only a single degree of freedom. We study composite
systems with many degrees of freedom that show features
of all three examples above, and study the entanglement
for different system decompositions.
B. Floquet Hamiltonian
The quadratic Hamiltonians in Sec. II A are all time-
independent, but the same methods also apply to time-
periodic Hamiltonians. A quadratic Hamiltonian with
time dependence given by
Hˆ(t) =
1
2
h(t)abξˆ
aξˆb (15)
is time periodic if h(t)ab = h(t+T )ab for some period T .
Such Hamiltonians describe periodically driven systems.
Interestingly, this does not imply that the time-evolution
is periodic nor that the entanglement entropy just oscil-
lates. We can write the time evolution operator as the
time-ordered exponential
Uˆ(t) = T exp
[
−i
∫ t
0
dt′Hˆ(t′)
]
. (16)
At stroboscopic times, t = nT with n ∈ N, we can write
Uˆ(t) = U(T )n. We can therefore compute the strobo-
scopic time evolution of such systems using the time-
independent Floquet Hamiltonian
HˆF =
1
T
ln Uˆ(T ) . (17)
Provided that Hˆ(t) is quadratic, the Floquet Hamilto-
nian HˆF is quadratic as well. This means that our meth-
ods for time-independent Hamiltonians can still be used
to study periodically driven systems.
C. Subsystems
We are interested in computing the entanglement en-
tropy for different decompositions
HV = HA ⊗HB (18)
of two subsystems HA and HB with NA and NB degrees
of freedom, respectively (with N = NA + NB). With-
out loss of generality, we choose our subsystems to be
the ones generated by the first (last) NA (NB) creation
operators. This means that
HA = span
{
|n1, · · · , nNA , 0, · · · , 0〉
∣∣∣ni ∈ N} , (19)
HB = span
{
|0, · · · , 0, nNA+1, · · · , nN 〉
∣∣∣ni ∈ N} . (20)
Given an arbitrary state |ψ〉 ∈ HV , its entanglement en-
tropy associated subsystem A is
SA(|ψ〉) = −trHA ρˆA ln ρˆA , ρˆA = trHB |ψ〉〈ψ| , (21)
where we first trace over the degrees of freedom in HB ,
to obtain the reduced state ρˆA, and then compute its
von Neumann entropy. Another important measure of
correlations is the Renyi entropy (of order 2)
RA(|ψ〉) = − ln
(
trHA ρˆ
2
A
)
. (22)
It is useful to understand subsystems in terms of a
subset of observables that probe the relevant portion of
the Hilbert space. In our case, all observables prob-
ing HA are built from the linear observables ξˆaA ≡
(qˆ1, · · · , qˆNA , pˆ1, · · · , pˆNA). We use this to restrict the
2-point functions Gab to subsystem A. We then write
[G]abA for the restricted 2-point function (see next sec-
tion). In the above basis, this restriction can be under-
stood as selecting the 2NA×2NA sub-matrix correspond-
ing to the correlations of the linear observables ξˆaA in the
subsystem. More mathematically, we can understand
a choice of subsystem as a phase space decomposition
V = A ⊕ B, where A and B are complementary sym-
plectic2 sub-vector spaces. Equivalently, we can think of
this as a splitting of linear observables into those observ-
ables that only probe subsystem A and those that only
probe subsystem B, which implies a decomposition of the
dual phase space V ∗ = A∗⊕B∗. Using this terminology,
[G]abA is the restriction of the bilinear form G
ab to the
sub-vector space A. Similarly, we are able to restrict a
linear map J : V → V to the subsystem A, such that
[J ]A : A→ A : a 7→ prA [J(a)] acts on a vector a ∈ A, by
first applying J and then projecting onto A.
D. Gaussian states
For our analytic calculations of entanglement entropy
production under quadratic Hamiltonians, we restrict
ourselves to the class of Gaussian states. Computing
2 A symplectic sub-vector is a sub-space for which the restricted
symplectic form is still non-degenerate. Equivalently, it means
that we can find a basis of canonically conjugate variables.
5the entanglement entropy of an arbitrary state with re-
spect to arbitrary system decompositions is very diffi-
cult because the bosonic Hilbert space is infinite dimen-
sional. However, for Gaussian states we can use powerful
tools enabling us to compute the entanglement entropy
directly from the 2-point correlation function.
We can define a Gaussian state in terms of its n-point
correlation function. Given an arbitrary state |ψ〉, we
define its 1-point and 2-point functions as
za = 〈ψ|ξˆa|ψ〉 , (23)
Gab = 〈ψ|(ξˆa − za)(ξˆb − zb) + (ξˆb − zb)(ξˆa − za)|ψ〉 .
(24)
In the basis ξˆa ≡ (qˆ1, · · · , qˆN , pˆ1, · · · , pˆN ), za is a 2N -
dimensional vector and Gab is a 2N × 2N matrix. A
general connected n-point function is then defined as
Ca1···an|ψ〉 = 〈ψ|Sym
[(
ξˆa1 − za1
)
· · ·
(
ξˆan − zan
)]
|ψ〉 ,
(25)
where Sym denotes full symmetrization over all indices.
We refer to a state as Gaussian if n-point functions for
odd n vanish and if all connected 2n-point functions can
be computed from Gab via Wick’s theorem, namely
Ca1···a2n|ψ〉 =
∑
σ
Gaσ(1)aσ(2) · · ·Gaσ(2n−1)aσ(2n) , (26)
where σ goes through all permutations satisfying σ(2i) >
σ(2i − 1) for all i. One can use G and z to characterize
a Gaussian state |G, z〉 uniquely, and can compute the
entanglement entropy of Gaussian states directly from
the 2N × 2N matrix G. Note that Gab is a positive-
definite inner product on the dual phase space V ∗.
Given a state |ψ〉 that is not Gaussian, we can always
use its 1-point function za and 2-point function Gab to
define a Gaussian state %|ψ〉 with
za = Tr
(
ξˆa%|ψ〉
)
, (27)
1
2
(Gab + iΩab) = Tr
(
(ξˆa − za)(ξˆb − zb)%|ψ〉
)
, (28)
by requiring that n-point functions for odd n vanish and
for even n can be computed from Wick’s theorem. A
subtlety lies in the fact that %|ψ〉 is in general not a pure
state, even though |ψ〉 is pure. We can call %|ψ〉 the Gaus-
sian part of |ψ〉, and its entanglement entropy bounds the
entanglement entropy of |ψ〉 from above [20].
E. Entanglement entropy
The entanglement entropy SA(|G, z〉) associated with
a subsystem A of the Gaussian state |G, z〉 is completely
encoded in its 2-point function Gab. An elegant compu-
tation method is provided by the linear complex struc-
ture J defined as the matrix Jab = −Gacωcb. A linear
complex structure provides an equivalent characteriza-
tion of the state |G, z〉 because its (complex) eigenspace
with eigenvalue −i can be interpreted as all possible lin-
ear combinations of annihilation operators that annihi-
late |G, z〉. Restricting J to subsystem A gives rise to
the so called restricted complex structure [J ]A, which is
the sub-matrix containing only entries with respect to
a basis of A ⊂ V . The eigenvalues of [J ]A are purely
imaginary, such that [iJ ]A has real eigenvalue pairs ±νi
with νi being the same as the symplectic eigenvalues of
the restricted covariance matrix [G]A. The entanglement
entropy of Gaussian states is usually [61] computed as
SA(|G, z〉) =
N∑
i=1
S(νi), with
S(νi) =
νi + 1
2
ln
νi + 1
2
− νi − 1
2
ln
νi − 1
2
,
(29)
which can be reformulated into a simple trace formula
[20] in terms of [iJ ]A given by
SA(|G, z〉) = Tr
(
1A + [iJ ]A
2
)
ln
∣∣∣∣1A + [iJ ]A2
∣∣∣∣ . (30)
Here, the trace is just over 2NA-dimensional matrices.
For a highly entangled system, the entanglement entropy
SA approaches the Renyi entropy (of order 2) RA. For a
Gaussian state |G, z〉, the Renyi entropy is given by [20]
RA(|G, z〉) = 1
2
ln |det[iJ ]A| = ln Vol(VA) . (31)
The equality 12 ln |det[iJ ]A| = ln Vol(VA) can be derived
in the following way: First, we express J with respect
to the basis (q1, · · · , qN , p1, · · · , pN ), such that the equa-
tion det[iJ ]A = det[−iGω]A simplifies to det[G]A (with
respect to this basis). Second, a determinant of [G]A
with respect to a basis corresponds to the volume of the
parallelepiped VA spanned by this basis. The volume
is measured by the volume form on A∗ induced by the
inner product [G]A. This means that we can use [G]A
to compute length and angles between the basis vectors
(q1, · · · , qNA , p1, · · · , pNA), and this leads to the volume
Vol(VA) appearing in the formula.
The Renyi entropy of Gaussian states bounds the en-
tanglement entropy from both sides through
RA(|G, z〉) ≤ SA(|G, z〉) ≤ RA(|G, z〉) + (ln 2− 1)NA .
(32)
The left inequality applies to any state. It is a well-known
relation between the Renyi entropy of order 2 and the
von Neumann-entropy. The right inequality only applies
to Gaussian states and was derived in Ref. [20]. This
inequality is the reason why we can study the asymptotics
of SA by analyzing RA for RA → ∞. In this limit, the
inequality above implies limRA→∞ SA/RA = 1. We use
this result to compute the asymptotic time evolution of
SA(t) in terms of RA(t).
6For non-Gaussian states |ψ〉, we cannot use the formu-
las above to compute the entanglement entropy SA(|ψ〉)
or the Renyi entropy RA(|ψ〉). However, we can still com-
pute za andGab from |ψ〉 and apply the formulas above to
compute the entanglement entropy of the Gaussian state
%|ψ〉. Importantly, the entanglement entropy SA(|ψ〉) is
bounded from above by the Gaussian entanglement en-
tropy SA(%|ψ〉), as explained in Refs. [20, 62]:
SA(|ψ〉) ≤ SA(%|ψ〉) = Tr
(
1A + [iJ ]A
2
)
ln
∣∣∣∣1A + [iJ ]A2
∣∣∣∣ .
(33)
This statement can be phrased as: Among all states with
the same 2-point function Gab, the Gaussian state has
the maximal entanglement entropy. Note, however, that
the Gaussian state with covariance matrix Gab is not nec-
essarily a pure state.
F. Time evolution
We focus on the dynamics generated by time-
independent quadratic Hamiltonians H = 12habξ
aξb (the
time-dependent case can be treated in a similar fash-
ion [20]). For quadratic Hamiltonians, the classical
Hamilton equations of motion are linear and take the
following form:
ξ˙a = {H, ξa} = Ωab∂bH = Ωabhbcξb , (34)
where a vector ξa ∈ V has components ξa ≡
(q1, · · · , qN , p1, · · · , pN ) with respect to a canonical ba-
sis. The solution ξa(t) of this equation is encoded in the
classical Hamiltonian flow
M(t)ab = exp(tK)
a
b, with K
a
b = Ω
achcb , (35)
such that ξa(t) = M(t)abξ
b
0 for some initial condition
ξa0 . The matrix K is called the (symplectic) generator
of the time evolution. We derive a general theorem for
entanglement production by analyzing the properties of
M(t) and the generator K.
It is crucial to recall that, for quadratic Hamilto-
nians, the quantum evolution of expectation values is
completely encoded in the classical evolution, commonly
known as Ehrenfest’s theorem. More precisely, given an
arbitrary initial state |ψ0〉, the time-dependent n-point
function for the state |ψ(t)〉 = e−itHˆ |ψ0〉 is given by
Ca1···an|ψ(t)〉 = M(t)
a1
b1 · · ·M(t)atbnCb1···bn|ψ0〉 . (36)
In particular, we have the 2-point function G(t)ab =
M(t)acM(t)
b
dG
cd
0 = M(t)G0M
ᵀ(t). Here, Mᵀ(t)ba =
M(t)ab refers to the transpose of M(t), which is impor-
tant if we write matrix products rather than showing the
index contraction explicitly. In Eq. (36), we do not as-
sume that the state is Gaussian.
For the special case of a Gaussian initial state |ψ0〉 =
|G0, z0〉, the state remains Gaussian and its parameter
G and z can be computed from M(t). The solution of
Schro¨dinger’s equation is therefore given by
|ψ(t)〉 = |M(t)G0Mᵀ(t),M(t)z0〉 . (37)
This equation allows us to rewrite the Renyi entropy as-
sociated with |ψ(t)〉 as the time-dependent quantity
RA(t) = ln Vol[M
ᵀ(t)VA] . (38)
This is due to the fact that measuring the volume
of the time-independent region VA with respect to
the time-dependent metric M(t)G0M
ᵀ(t) is equivalent
to measuring the time-dependent volume Mᵀ(t)VA =
{Mᵀ(t)baθa|θa ∈ VA ⊂ A∗} with respect to the time-
independent metric G0. Provided that the Renyi entropy
grows asymptotically without bound, the entanglement
entropy grows with the same asymptotics
SA(t) ∼ RA(t) = ln Vol[Mᵀ(t)VA] , (39)
which follows from the inequality in Eq. (32).
III. ENTANGLEMENT PRODUCTION OF
QUADRATIC HAMILTONIANS
In this section, we study the evolution of the entangle-
ment entropy for Gaussian states under quadratic time-
independent Hamiltonians.
A. Decomposition of quadratic Hamiltonians
Every quadratic Hamiltonian Hˆ = 12habξˆ
aξˆb can be
uniquely decomposed into the three parts
Hˆ = Hˆunstable + Hˆstable + Hˆmetastable . (40)
We show that these three parts contribute to the time-
evolution of the entanglement entropy SA(t) in a charac-
teristic way, namely:
(a) Unstable Hamiltonian
⇒ SA(t) entropy grows linearly: SA(t) ∼ ΛAt
(b) Stable Hamiltonian
⇒ SA(t) oscillates: SA(t) ∼ XA(t)
(c) Metastable Hamiltonian
⇒ SA(t) grows logarithmically: SA(t) ∼ CA ln (t)
The decomposition is best understood by looking at the
matrix Kab = Ω
achcb. This is a real square matrix and,
as such, can always be decomposed into the following
three commuting parts
K = Kreal +Kimaginary +Knilpotent , (41)
7such that Kreal is a diagonalizable matrix with real eigen-
values, Kimaginary is a diagonalizable matrix with imag-
inary eigenvalues, and Knilpotent is a nilpotent matrix.
This decomposition is the well-known Jordan decompo-
sition of real matrices, which we review in Appendix A.
In order to find the decomposition of Hˆ, we contract the
different parts of K with ωab:
Hˆunstable =
1
2
(hunstable)abξˆ
aξˆb , (42)
Hˆstable =
1
2
(hstable)abξˆ
aξˆb , (43)
Hˆmetastable =
1
2
(hmetastable)abξˆ
aξˆb , (44)
where (hunstable)ab = ωac(Kreal)
c
b, (hstable)ab =
ωac(Kimaginary)
c
b, and (hmetastable)ab = ωac(Knilpotent)
c
b.
The condition for two quadratic Hamiltonians to com-
mute is given by
[Hˆ1, Hˆ2] =
1
2
[
(h1)abΩ
bc(h2)cd − (h2)abΩbc(h1)cd
]︸ ︷︷ ︸
=ωab[K1,K2]bd
ξˆaξˆd = 0 .
(45)
This condition is equivalent to [K1,K2] = K1K2 −
K2K1 = 0, namely, requiring that the corresponding ma-
trices (Ki)
a
b = Ω
ac(hi)cb commute. We can conclude
that the decomposition of a Hamiltonian into the three
aforementioned parts induces an equivalent decomposi-
tion of the time evolution operator into the three com-
muting parts
Uˆ(t) = e−iHˆunstablete−iHˆstablete−iHˆmetastablet , (46)
where each part contributes to the time dependence of
the entanglement entropy.
The asymptotics of the entanglement entropy is closely
related to how the classical Hamiltonian flow M(t) = eKt
deforms regions of the classical phase space [see Ap-
pendix B for a derivation of how M(t) corresponds to
the classical flow solving the classical Hamiltonian equa-
tions of motion].
We are mostly interested in the dual flowMᵀ(t) = etK
ᵀ
on the dual phase space that describes the time evolution
of classical observables. This flow can be best understood
by studying its action on a linear observable θ ∈ V ∗ in
the dual phase space. To do this, we first bring Kᵀ into
its Jordan normal form
Kᵀ ≡

J(κ1)
J(κ2)
. . .
J(κn)
 ,
with J(κ) ≡

J1(κ)
. . .
Jjκ(κ)
 ,
(47)
by finding a basis consisting of a complete set of general-
ized eigenvectors for every Jordan block Jk(κ) associated
with the eigenvalue κ:
• Real eigenvalue κ = λ:
For every Jordan block Jk(κ) of the real eigenvalue
κ, we have dimJk(κ) distinct generalized eigenvec-
tors E lk(κ). Here, κ runs over all real eigenvalues
of K, k runs over the number of Jordan blocks as-
sociated with κ, and l runs up to the dimension
dim Jk(κ). The action of M
ᵀ(t) on E lk(κ) is given
by
Mᵀ(t) E lk(κ) = eλt
l∑
l′=1
tl−l
′
(l − l′)!E
l′
k (κ) . (48)
Its length behaves asymptotically as
ln‖Mᵀ(t)E l′±k (κ)‖ ∼ λt+ (l − 1) ln(t) as t→∞.
• Complex eigenvalue κ = λ+ iω
For every Jordan block Jk(κ) of the complex eigen-
value κ with ω > 0, all generalized eigenvectors
E l±k (κ) come in pairs. Therefore, we have the ad-
ditional label ± to distinguish the two vectors per
pair, besides the labels κ, k, and l. The action of
Mᵀ(t) on E lk(κ) is given by
Mᵀ(t) E l+k (κ) = (49)
eλt
l∑
l′=1
tl−l
′
(l − l′)!
[
cos(ωt)E l′+k (κ) + sin(ωt)E l
′−
k (κ)
]
,
Mᵀ(t) E l−k (κ) = (50)
eλt
l∑
l′=1
tl−l
′
(l − l′)!
[
cos(ωt)E l′−k (κ)− sin(ωt)E l
′+
k (κ)
]
,
Its length behaves asymptotically as
ln‖Mᵀ(t)E l′±k (κ)‖ ∼ λt + (l − 1) ln(t) as t → ∞,
which is the same as in the real case.
The decomposition discussed here is closely related to
the normal forms of quadratic Hamiltonians discussed in
Ref. [63].
B. Asymptotic volume growth
In order to study the asymptotic behavior of the entan-
glement entropy, we need to understand how the volume
of the parallelepipeds V grows asymptotically under the
action of the Hamiltonian flow Mᵀ(t). In order to answer
this question, it is helpful to first consider L vectors Φj
selected out of the generalized eigenvectors, namely
Φj = E ljσjkj (κij ) , (51)
where σj vanishes for real κj , but can take values σj ∈
{+,−} for complex κj . Given such a set, we can define
8the L-dimensional parallelepiped spanned by them as the
set
V =

L∑
j=1
cjΦ
j
∣∣∣0 ≤ cj ≤ 1
 , (52)
which is a subset of the hyperplane span(Φ1, · · · ,ΦL) ⊂
V ∗. We define the time evolved parallelepiped as
Mᵀ(t)V =

L∑
j=1
cjM
ᵀ(t)θj
∣∣∣0 ≤ cj ≤ 1
 , (53)
where each spanning vector Φj evolves to Mᵀ(t)Φj . The
following theorem provides a precise answer for how the
volume grows asymptotically.
Theorem 1 (Volume asymptotics). The asymptotic be-
havior of the volume Mᵀ(t)V is
ln Vol[Mᵀ(t)V] ∼ Λ t+ C ln(t) , with (54)
Λ =
L∑
j=1
λij and C =
L∑
j=1
lj −
∑
nσk (κ)
nσk(κ)[n
σ
k(κ) + 1]
2
,
where nσk(κ) is the number of vectors θ
j that were selected
out of the mk(κ) vectors
E1σk (κ) , E2σk (κ) , · · · Ejk(κ)σk (κ) . (55)
For real κ, σ vanishes, and for complex κ, we have
σ ∈ {+,−}. Note that this asymptotic behavior is uni-
versal, that is, it is independent of the specific (time-
independent) metric or volume form used to compute it.
Proof. We know that the length ‖Mᵀ(t)E ljσjkj (κij )‖ of
each vector grows asymptotically as
ln‖Mᵀ(t)E ljσjkj (κij )‖ ∼ λij t+ (lj − 1) ln(t) . (56)
From this, we can make a first guess that the asymptotic
volume growth should be given by
L∑
j=1
[
λij t+ (lj − 1) ln(t)
]
. (57)
However, one can convince oneself that the second term
cannot be correct if two or more vectors come from the
same sequence consisting of the mk(κ) vectors
E1σk (κ) , E2σk (κ) , · · · , Ejk(κ)σk (κ) . (58)
Let nσk(κ) be the number of vectors in this sequence that
we selected as part of the L vectors Φj . Let us refer to
these vectors as
Erjσk (κ) (59)
with 1 ≤ rj ≤ nσk(κ) and rj < rj+1. When we evolve each
of these vectors, their dominating growth points into the
same direction, namely
Erjσk (κ) ∼ trj−1Mᵀ(t)E1σk (κ) . (60)
Even though each vector grows with the asymptotic
eλttrj−1, the volume spanned by these vectors cannot
be the product of the length growth because all nσk(κ)
grow dominantly in the same direction, the direction that
Mᵀ(t)E1σk (κ) is evolving. In order to find the volume
growth, we need to consider the first nσk(κ) linearly in-
dependent directions that these vectors are dominantly
growing into. The dominant directions will therefore be
the first nσk(κ) vectors of the above sequence, namely
E1σk (κ) , E2σk (κ) , · · · En
σ
k (κ)σ
k (κ) . (61)
This means the j-th vector of our sequence only con-
tributes (rj − j) rather than rj − 1 as power of t to the
overall volume growth. If we sum the exponents for all
j, we find
nσk (κ)∑
j=1
(rj − j) =
nσk (κ)∑
j=1
rj − n
σ
k(κ)[n
σ
k(κ) + 1]
2
. (62)
This is the contribution for the vectors θj belonging to a
specific sequence. If we sum over all contributions from
vectors θj belonging to all possible sequences, we find
ln Vol[Mᵀ(t)V] ∼ Λ t+ C ln(t), with (63)
Λ =
L∑
j=1
λij and C =
L∑
j=1
lj −
∑
nσk (κ)
nσk(κ)[n
σ
k(κ) + 1]
2
,
as expected. Let us point out two subtleties that are
crucial for the argument:
• For complex eigenvalues, the time evolution does
not just stretch vectors E lσk (κ), but also rotates
them. However, this does not change their asymp-
totic growth, just an overall prefactor that may
depend on time as the vector rotates in the sub-
space spanned by E lσk (κ) for 1 ≤ l ≤ dim Jk(κ)/2
and σ ∈ {+,−}. This prefactor is always bounded
because the rotation occurs in a closed orbit with
frequency ω = Im(κ). Finally, we do not need to
worry about the fact that vectors in the σ= + se-
quence become linear dependent on vectors in the
σ = − sequence. Even though they rotate in the
same subspace, they always stay linearly indepen-
dent and do not approach the same direction due
to a phase difference of pi/2.
• A similar argument can be used to explain why
we can consider sequences associated with differ-
ent Jordan blocks Jk(κ) independently and do not
need to worry about different vectors approaching
the same direction. The time evolution of vectors
9E lσk (κ) with fixed k and κ always stay in the sub-
space spanned by them and never approach direc-
tions of vectors with different k′ or κ′.
This concludes the proof.
We found the precise volume asymptotics for a given
choice of L vectors Φj . The next question is for which
choice of L vectors Φj the volume grows most rapidly.
This is answered by the next theorem.
Theorem 2 (Maximal volume growth). The following
algorithm allows us to find L vectors Φj ∈ V ∗, such
that the corresponding parallelepiped V ⊂ V ∗ grows most
rapidly among all L-dimensional parallelepipeds, and its
asymptotics is given by
lnMᵀ(t)V ∼ ΛLmaxt+ CLmax ln (t) , (64)
where Λmax and Cmax are computed below.
1. We define the exponential and polynomial contri-
bution of a vector E lσk (κ) as
E
(E lσk (κ)) = Re(κ) and (65)
P
(E lσk (κ)) = { 2l − 1− dim Jk(κ), Im(κ) = 02l − 1− dim Jk(κ)/2, Im(κ) 6= 0 .
2. We sort all 2N generalized eigenvectors E lσk (κ) into
a long list (
Φ1,Φ2, · · · ,Φ2N) , (66)
such that E(Φj) ≥ E(Φj+1) is always satisfied and
such that P(Φj) ≥ P(Φj+1) is satisfied whenever
E(Φj) = E(Φj+1). This sorting may not be unique,
but it is sufficient for finding the maximal volume
growth.
3. A maximally growing parallelepiped is spanned by
the first L vectors Φj and its asymptotics is given
by
ΛLmax =
L∑
j=1
E(Φj) and CLmax =
L∑
j=1
P(Φj) . (67)
Note that we maximize the asymptotics and not Λ
and C individually.
Proof. The proof goes in two steps. First, we ask what
specific vector E lk(κ) contributes to the asymptotics of
the volume, and second, how do we need to sort them in
order to get maximal contributions.
Step 1: Every vector E lωk (κ) may contribute to both the
exponential asymptotics Λ and the polynomial asymp-
totics C. From Theorem 1, we recall that a specific vector
E lσk (κ) contributes
E(E lσk (κ)) = λ = Re(κ) (68)
to the exponential asymptotics. For the contribution to
the polynomial asymptotics, we need to know how many
vectors of the same sequence are already contributing. If
there are already s vectors in the sequence, the vector
E lσk (κ) contribute exactly
P(E lσk (κ)) = (l − 1)− s (69)
to the polynomial exponent. However, if there are mk(κ)
vectors in the sequence, we would only choose the vector
E lk(κ) for our parallelepiped if we have already chosen
the s = mk(κ)− l vectors E l+1k (κ), · · · , Emk(κ)k (κ). Here,
we have mk(κ) = dim Jk(κ) for real eigenvalue κ and
mk(κ) = dimJk(κ)/2 for complex eigenvalue κ. In total,
this leads to a contribution of
P
(E lσk (κ)) = { 2l − 1− dim Jk(κ), Im(κ) = 02l − 1− dim Jk(κ)/2, Im(κ) 6= 0 .
(70)
Step 2: It is clear that when we choose vectors of a par-
allelepiped in order, we maximize the asymptotics of its
volume if we choose vectors first based on their exponen-
tial contribution and only second based on their polyno-
mial contribution. Moreover, if two vectors have identi-
cal exponential and polynomial contribution, it does not
matter which one we choose.
C. Asymptotic entanglement production
When studying the time evolution of the entanglement
entropy, the following volume formula for Gaussian states
is of much help:
SA(t) ∼ ln Vol[Mᵀ(t)VA] , (71)
where VA ⊂ A is an arbitrary 2NA-dimensional paral-
lelepiped in subsystem A. This formula was derived as a
central result in Ref. [20]. The most important feature is
that this formula is independent of the initial state and is
also independent from the metric that we use to measure
the 2NA dimensional volume of M
ᵀ(t)VA ⊂ A∗.
When we select a subsystem, we choose a subset of
NA out of N pairs (aˆ
†
i , aˆi) of creation and annihilation
operators. Mathematically, this corresponds to choos-
ing a 2NA dimensional subspace A ⊂ V of the classical
phase space V that induces a tensor product decomposi-
tion HN = HA ⊗HB . For the volume formula, we only
need to select a parallelepiped VA ⊂ A by choosing 2NA
basis vectors θi with span(θ1, · · · , θ2NA) = A. Note that
these 2NA vectors do not, in general, coincide with the
generalized eigenvectors Φj . However, the following the-
orem shows that, essentially, all generic subsystems ex-
hibit the same asymptotics of the entanglement entropy,
which coincides with the maximal volume growth of a
2NA-dimensional parallelepiped.
Theorem 3 (Generic entanglement production). Given
a quadratic time-independent Hamiltonian Hˆ = 12habξˆ
aξˆb
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and a Gaussian initial state, the entanglement entropy
for a generic subsystem A ⊂ V with NA degrees of free-
dom grows asymptotically as
SA(t) ∼ Λ2NAmax t+ C2NAmax ln (t) , (72)
where Λ2NAmax and C
2NA
max are the same as in Theorem 2 on
the maximal volume growth.
Proof. Using the volume formula, we reduce the problem
to studying the time evolution of a 2NA dimensional par-
allelepiped. However, in contrast to Theorem 1 and 2, the
parallelepiped is not necessarily spanned by the general-
ized eigenvectors E lσk (κ). Still, we can always decompose
the 2NA vectors in terms of the 2N generalized eigenvec-
tors Φj sorted as explained in Theorem 2. This leads to
the transformation matrix T with column vectors ~ti: θ
1
...
θ2NA
 =
 T
1
1 · · · T 2N1
...
. . .
...
T 12NA︸ ︷︷ ︸
~t1
· · · T 2N2NA︸ ︷︷ ︸
~t2N

 Φ
1
...
Φ2N
 .
.
,
(73)
Provided that the first 2NA columns ~ti are linearly inde-
pendent, we can build the invertible 2NA-by-2NA matrix
U =
(
~t1, · · · ,~t2NA
)
and move to the new basis vectors θ˜j : θ˜
1
...
θ˜2NA
 = ( 12NA U−1~t2NA+1 · · · U−1~t2N )
 Φ
1
...
Φ2N
 .
(74)
The vectors θ˜j span another parallelepiped in the same
subspace A ⊂ V , which grows asymptotically as VA.
Moreover, each vector θ˜j is of the form
θ˜j = Φj +
2N∑
i=2NA+1
ciΦ
i , (75)
with some coefficients ci. This ensures that the vol-
ume growth is dominated by the first 2NA vectors Φ
j ,
which therefore leads to the same asymptotic behav-
ior as the one of the parallelepiped spanned by just
(Φ1, · · · ,Φ2NA). This asymptotics was already derived
in Theorem 2. Only if the subsystem A is such that the
first 2NA columns of T are not linearly independent the
asymptotics will change and its analysis is more compli-
cated. However, such subsystems correspond to a subset
of measure zero in the space of all subsystems. This legit-
imizes our statement that the entanglement production
found here is generic for almost all subsystems.
IV. BEYOND GAUSSIAN STATES AND
QUADRATIC HAMILTONIANS
In Sec. III, we restricted our study to quadratic time-
independent Hamiltonians and Gaussian initial states.
We were able to derive the exact asymptotics of the en-
tanglement entropy thanks to powerful analytical tools
to compute the following:
• Entanglement entropy of Gaussian states:
Calculating the entanglement entropy of an arbi-
trary state in the Hilbert space is a challenging
computational problem. (Its computational cost
scales with the dimension of the Hilbert space.)
Here we are interested in bosonic Hilbert spaces
that are infinite dimensional. In order to use stan-
dard numerical methods, we need to truncate the
Hilbert space to a finite-dimensional subsector, and
compute the entanglement entropy of states pro-
jected onto that subsector. This is only a good ap-
proximation if the states of interest have little over-
lap with the orthogonal complement of the trun-
cated space. Analytical methods only exist for spe-
cific subclasses of states and specific systems de-
compositions. However, an important subclass con-
sists of Gaussian states. For those, we presented a
wide range of analytical techniques to compute and
bound the entanglement entropy for arbitrary sys-
tem decompositions (up to a measure zero set). In
particular, writing the entanglement entropy of a
state as the volume of a region VA was crucial:
SA ≈ ln Vol(DA) . (76)
• Time evolution of quadratic Hamiltonians:
For generic Hamiltonians, the quantum time evo-
lution is more complicated than the classical one.
While the Hamiltonian equations of motion are or-
dinary differential equations, quantum evolution is
based on the Schro¨dinger equation, which is a par-
tial differential equation. Knowing the classical so-
lution of the equation of motion does not help to
find the quantum mechanical time evolution, unless
the Hamiltonian is quadratic. In this special case,
the time evolution of arbitrary connected n-point
functions Ca1···an|ψ(t)〉 , for arbitrary initial states |ψ0〉,
can be computed from the classical time evolution
M(t)ab:
Ca1···an|ψ(t)〉 = M(t)
a1
b1 · · ·M(t)anbnCb1···bn|ψ0〉 . (77)
Another important property of quadratic Hamilto-
nians is their interplay with Gaussian states. If the
Hamiltonian is quadratic, an initial Gaussian state
remains Gaussian at all times. Since our analyti-
cal techniques only allow us to compute the entan-
glement entropy of Gaussian states, we can evolve
them only with quadratic Hamiltonians to be able
to study the time evolution of the entanglement
entropy. Moreover, the change of the entanglement
entropy is the result of the change of the volume of
VA under the classical Hamiltonian flow M(t):
SA(t) ∼ ln Vol [Mᵀ(t)VA] . (78)
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It is natural to ask in which way our conclusions change
in systems that violate one or both these simplifying con-
ditions. We can distinguish the following three scenarios:
1. Quadratic Hamiltonian, non-Gaussian initial states
2. Non-quadratic Hamiltonian, Gaussian initial states
3. Non-quadratic Hamiltonian, non-Gaussian initial
states
For the first scenario, there is already an analytic up-
per bound for the entanglement entropy production [20],
which we test numerically and find to be saturated at
long times. For scenarios two and three, we discuss in
which regimes the analytically obtained behaviors for
Gaussian initial states evolving under quadratic Hamil-
tonians still apply.
In order to study the entanglement entropy, we use
a class of toy models that show different asymptotic fea-
tures and which are simple enough to allow us to evaluate
the entanglement entropy numerically with high accu-
racy. We consider two degrees of freedom with creation
(annihilation) operators aˆ†i (aˆi) for i ∈ {1, 2}. We trun-
cate the corresponding Fock space HV of two degrees of
freedom to the following (T + 1)-dimensional subsector
Htrunc = span{|n, n〉with 0 ≤ n ≤ T} ⊂ HV (79)
where we choose different truncation sizes with up to
T = 100,000. This truncation can be used only if the
time evolution results in a state that mostly remains in
the truncated subspace. We therefore require that the
Hamiltonian Hˆ commutes with the difference number op-
erator nˆ1− nˆ2 = aˆ†1aˆ1− aˆ†2aˆ2. This ensures that the time
evolution preserves the subspace whose states |ψ〉 satisfy
(nˆ1 − nˆ2)|ψ〉 = 0. Specifically, we choose
Hˆ(∆, U) = (nˆ1 + nˆ2) + ∆
(
aˆ†1aˆ
†
2 + aˆ1aˆ2
)
+
U
2
(
nˆ21 + nˆ
2
2
)
(80)
as our Hamiltonian, with free parameters ∆ and U .
The noninteracting part of this Hamiltonian can be
expressed in the basis of (qˆ1, qˆ2, pˆ1, pˆ2), which was intro-
duced in Eq.(6), as
Hˆ(∆, 0) =
1
2
(pˆ21 + pˆ
2
2 − 2∆pˆ1pˆ2) +
1
2
(qˆ21 + qˆ
2
2 + 2∆qˆ1qˆ2),
with
h ≡
 1 −∆ 0 0−∆ 1 0 00 0 1 ∆
0 0 ∆ 1
 ⇒ K ≡
 0 0 ∆ −10 0 −1 ∆∆ 1 0 0
1 ∆ 0 0
 .
(81)
Different choices of those parameters correspond to dif-
ferent classes of Hamiltonians.
(1) Quadratic Hamiltonian Hˆ(∆, 0):
The eigenvalues of the matrix K are:
K = {√∆2 − 1,√∆2 − 1,−√∆2 − 1,−√∆2 − 1}.
Hence, the Hamiltonian is : (a) unstable for
|∆| > 1 (all eigenvalues of K are real), (b) stable
for |∆| < 1 (all eigenvalues of K are imaginary),
and (c) metastable for |∆| = 1 (all eigenvalues
of K are zero). We then consider: (a) ∆ = 1.5,
(b) ∆ = 0.5, and (c) ∆ = 1. The entanglement
entropy is computed by evaluating Eq. (30), with
J(t) = M(t)J0M
−1(t) and M(t) = etK . The
initial complex structure J0 can be computed
from the initial 2-point function (G0)
ab via
(J0)
a
b = −(G0)acωcb.
(2) Non-quadratic Hamiltonian Hˆ(∆, U):
We investigate the effect of non-quadratic pertur-
bations by adding the quartic term (nˆ21 +nˆ
2
2) with a
small prefactor U > 0. This Hamiltonian is always
bounded from below. Hˆ(∆, 0) is the expansion of
Hˆ(∆, U) to quadratic order in creation and annihi-
lation operators.
We compute the time evolution of the entanglement en-
tropy for various initial states:
(A) Fock states: |n, n〉.
(B) Gaussian states: %|n,n〉.
We construct the Gaussian part of |n, n〉, namely,
%|n,n〉, numerically. The state %|n,n〉 has the same
1- and 2-point functions as |n, n〉, but all higher
n-point functions are constructed via Wick’s theo-
rem. Note that this may mean that %|n,n〉 is not
a pure state. The entanglement entropy SA(%|n,n〉)
is computed using %|n,n〉 to evaluate our analytic
expressions, and is compared to the entanglement
entropy SA(|n, n〉). They satisfy the inequality
SA(|n, n〉) ≤ SA(%|n,n〉) at all times [20].
(C) Random state: |ran〉.
In order to study the behavior of the entanglement
entropy for random states in the truncated Hilbert
space, we generate a random state
|ran〉 = 1√∑100
n=0 c
2
n
100∑
n=0
cn |n, n〉 , (82)
where cn are selected randomly between 0 and 1
with uniform probability.
We compare our analytical results for Gaussian states
and quadratic Hamiltonians (lines) with numerical com-
putations of various Gaussian and non-Gaussian states
evolving under quadratic and non-quadratic Hamiltoni-
ans (symbols). Figure 1(a) illustrates that our numerical
results agree perfectly with the analytical ones for the
Gaussian initial state |0, 0〉 evolving under a quadratic
Hamiltonian. For the non-Gaussian initial state |1, 1〉,
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FIG. 1. Quadratic Hamiltonians with Gaussian and non-
Gaussian initial states. We compare numerical (symbols) and
analytical (lines) results for the unstable (∆ = 1.5), stable
(∆ = 0.5), and metastable (∆ = 1.0) Hamiltonians. (a)
Gaussian initial state |0, 0〉. (b) Non-Gaussian state initial
state |1, 1〉 compared to analytical results for the Gaussian
state %|1,1〉. The Hilbert space truncation is T = 50,000.
see Fig. 1(b), we compare the numerical results to the
analytical ones for %|1,1〉. The latter serve as an upper
bound to the former ones [20].
A. Non-Gaussian initial states evolving under
quadratic Hamiltonians
In Fig. 2, we present a more comprehensive study of the
entropy production during the dynamics of non-Gaussian
initial states under quadratic Hamiltonians. We compare
the entanglement entropy SA(t) for the non-Gaussian ini-
tial states |1, 1〉, |10, 10〉, and |50, 50〉 with the one of the
corresponding Gaussian initial states %|n,n〉, for an unsta-
ble [Fig. 2(a)] and a metastable [Fig. 2(b)] Hamiltonian.
The numerical results show that the corresponding Gaus-
sian initial states provide an upper bound for the non-
Gaussian ones. More importantly, we find that SA(t) for
non-Gaussian states shows the characteristic asymptotic
behavior of the entropy derived analytically for Gaussian
states. Namely, a linear increase for unstable Hamiltoni-
ans and a logarithmic one for metastable ones. This leads
us to conjecture that for both, unstable and metastable
Hamiltonians, the asymptotic predictions for Gaussian
initial states apply to any initial state.
Results for the entropy production during the dynam-
ics of an initial random state, for different truncations of
the Hilbert space, are presented in Fig. 3. The asymp-
totic behavior (with increasing T ) of the entanglement
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FIG. 2. Entanglement production for non-Gaussian initial
states. We compare analytical (lines) with numerical (sym-
bols) results for: (a) an unstable Hamiltonian (∆ = 1.5) for
a truncation T = 50,000, and (b) a metastable Hamiltonian
(∆ = 1.0) for a trunction T = 100,000.
entropy in Fig. 3 is identical to the one in Fig. 2. Fi-
nite values of T lead to a saturation of the entanglement
entropy at times that grow with increasing T .
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FIG. 3. Entanglement production for a random non-Gaussian
initial state. We compare analytical (lines) with numerical
(symbols) results for: (a) an unstable (∆ = 1.5), and (b) a
metastable (∆ = 1.0) Hamiltonian when the Hilbert space
truncation T is varied.
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B. Gaussian initial states evolving under
non-quadratic Hamiltonians
Next, we consider Gaussian initial states evolving un-
der non-quadratic Hamiltonians. Because of the non-
quadratic part, the overall Hamiltonian is bounded from
below, which implies that the entanglement entropy is
bounded from above by the thermal entropy at the
energy of the time-evolving state. We are interested
in the regime in time in which the entanglement pro-
duction exhibits the same behavior as for the nearby
quadratic Hamiltonian. It is expected that, as long as
the non-quadratic part can be neglected compared to
the quadratic one for a given initial state, the entan-
glement production will be dominated by the quadratic
part. However, there will always be a time at which the
entanglement entropy will depart from the result for the
quadratic part. As mentioned before, an initial Gaussian
state does not remain Gaussian under the time evolution
with a non-quadratic Hamiltonian.
In Fig. 4, we show the entanglement production for
an initial Gaussian state (|0, 0〉) evolving under unstable
[Fig. 4(a)] and metastable [Fig. 4(b)] Hamiltonians. We
compare the numerical results with the analytical predic-
tion for the entanglement production of the correspond-
ing quadratic Hamiltonian. We find a perfect agreement
at short and intermediate times, but eventually the en-
tanglement entropy in the non-quadratic systems satu-
rates. In Fig. 4, we report results for various Hilbert
space truncations to demonstrate that, for sufficiently
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FIG. 4. Entanglement production for a Gaussian initial
state (|0, 0〉) evolving under non-quadratic Hamiltonians. The
entanglement production under non-quadratic Hamiltonians
(symbols) is compared to the one under their quadratic parts
(lines). We also vary the Hilbert space truncation T . The
results for the two largest values of T overlap in each panel.
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FIG. 5. Entanglement entropy saturation for a Gaussian ini-
tial state (|0, 0〉) evolving under non-quadratic Hamiltonians.
In each panel, we compare results obtained for different values
of U . In the insets, we plot the entanglement entropy at the
first maximum during the time evolution, SmaxA , as a function
of U . The Hilbert space truncation is T = 50,000.
large truncations, the saturation value is independent of
the truncation chosen. Figure 5 shows how the satu-
ration value depends on U for sufficiently large Hilbert
space truncations. In particular, in the insets we plot the
entanglement entropy at the first maximum during the
time evolution, SmaxA , as a function of U . In the regime
studied, SmaxA decreases near logarithmically with U .
C. Non-Gaussian initial states evolving under
non-quadratic Hamiltonians
To close the numerical part of our study, we explore
the evolution of non-Gaussian initial states under non-
quadratic Hamiltonians. Clearly, if the initial state has
an entanglement entropy that is close to that of the ther-
mal state with the same energy, there is no intermediate
regime in the entanglement entropy dynamics exhibiting
a linear or logarithmic growth (the entanglement entropy
cannot change much). Hence, we focus on non-Gaussian
initial states whose entanglement entropy is much smaller
than the thermal one.
The results for the entanglement production at short
and intermediate times in such states are very similar
for the dynamics under non-quadratic Hamiltonians (see
Figs. 6 and 7) and quadratic ones (see Figs. 2 and 3).
The main difference between them is the U dependent
saturation that occurs in the former. At intermediate
times they are all very similar, and are bounded from
above by the analytical predictions for Gaussian initial
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FIG. 6. Entanglement production for non-Gaussian initial
states evolving under non-quadratic Hamiltonians. We com-
pare analytical results for dynamics under quadratic Hamil-
tonians (lines) with numerical results (symbols) for: (a) an
unstable (∆ = 1.5), and (b) a metastable (∆ = 1.0) Hamilto-
nian. The Hilbert space truncation is T = 50,000.
states.
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FIG. 7. Entanglement production for a random non-Gaussian
initial state evolving under non-quadratic Hamiltonians. We
compare the analytical results for dynamics under quadratic
Hamiltonians (lines) with the numerical results (symbols) for:
(a) an unstable (∆ = 1.5), and (b) a metastable (∆ = 1.0)
Hamiltonian when the Hilbert space truncation T is varied.
The results for the two largest values of T overlap in each
panel.
V. DISCUSSION
A. Relation to global quenches
Entanglement entropy dynamics after uantum
quenches have been extensively studied in free field
theories [1–3] and in many-body quantum systems
[9–14]. In the usual set up for global quenches, an
initial state |ψ0〉 (commonly the ground state of some
initial Hamiltonian) is evolved with a time-independent
Hamiltonian (of which |ψ0〉 is not an eigenstate). In the
context of free field theories, |ψ0〉 is usually a transla-
tionally invariant state with short-ranged entanglement.
The time evolution of an arbitrary initial state studied
in this work can be considered to be the result of a
global quench. We have focused on initial states with
low entanglement.
Evolving a low-entanglement state with a local Hamil-
tonian generally leads to a propagation of correlations
that results in a linear growth of the entanglement en-
tropy (an important exception being many-body local-
ized systems [21]). As mentioned before, in systems with
free quasi-particles, the linear growth can be understood
to be the result of the entanglement produced by the free
propagation of the quasi-particles, with the entanglement
production rate determined by the propagation speed [1].
At this point, it is important to emphasize that the
physical mechanism of linear entanglement production
due to instabilities, presented in this paper, is manifestly
different from the linear entanglement production due
to propagation of quasi-particles. The distinction is best
explained for bosonic Gaussian states, for which the en-
tanglement entropy can be explicitly decomposed into a
sum in which each addend is associated with a specific
entangled pair consisting of a single degree of freedom in
the subsystem and one in the complement. This leads
to a pair of eigenvalues ±iνi of the restricted complex
structure [J ]A with a contribution to the entanglement
entropy given by
S(νi) =
ν + 1
2
ln
νi + 1
2
− νi − 1
2
ln
νi − 1
2
. (83)
We can now distinguish the following mechanisms:
• Entropy production due to instabilities
This is the mechanism relevant to the systems stud-
ied in this paper. The entanglement entropy grows
because the time-evolution leads to an exponential
growth νi ∼ eλit of certain eigenvalues of [J ]A cor-
responding to the unstable direction of the time-
evolution. Thus, each addend of SA(t) =
∑
i S(νi)
grows as S(νi) ∼ λit leading to a production rate
ΛA =
∑
i λi. This mechanism was extensively
studied in Ref. [20], where the connection between
instabilities and Lyapunov exponents of classical
dynamical systems was established. We empha-
size that this mechanism only works for bosons
as the entanglement entropy of bosonic pairs can
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be arbitrarily large. The entanglement entropy of
fermionic pairs is bounded from above by ln 2.
• Production due to propagation
This is the mechanism studied in Refs. [1–3] for
free bosonic field theories. Here, the entangle-
ment entropy grows because successively more de-
grees of freedom become entangled with each other,
but for each entangled pair the entanglement en-
tropy is bounded. For Gaussian states, this means
that most eigenvalues νi start off close to 1 with
S(1) = 0. The time-evolution results in individ-
ual eigenvalues νi successively evolving from 1 to
a maximal value νmax > 1. The speed of prop-
agation c determines how many eigenvalues move
from 1 to νmax in a given time interval. In this
case, the entanglement entropy at time t is given
by SA(t) =
∑
i S(νi) = c t S(νmax), so that the pro-
duction rate is c S(νmax). Clearly, this mechanism
requires a large number of degrees of freedom that
become successively entangled and, for any finite
system, the entanglement entropy eventually satu-
rates at Ssat = min(NA, NB)S(νmax) when all pos-
sible degrees of freedom in A and B are maximally
entangled with each other.
The two mechanisms require distinct settings to be
tested. To study entanglement production due to insta-
bilities, the Hilbert space per degree of freedom needs to
be very large to capture the exponential growth, but it
is less important to have systems with many degrees of
freedom. In fact, computational limitations forced us in
the present work to choose the minimal system with just
two degrees of freedom. In contrast, entropy production
due to entanglement propagation can be studied with rel-
atively small Hilbert spaces per degree of freedom, but it
is essential to have a large number of degrees of freedom
to actually observe the effect of the propagation.
B. Application to periodically driven systems
We introduced the notion of a Floquet Hamiltonian
HˆF, which is derived from a Hamiltonian with periodic
time-dependence, Hˆ(t + T ) = Hˆ(t). This allows one to
study the entanglement entropy SA(tn) at times tn = nT .
Even though one does not know a priori how much the
entanglement entropy fluctuates during the intermediate
times, the stroboscopic analysis typically suffices to pre-
dict the correct asymptotics and the production rate. In
this case, the eigenvalues of the symplectic generator K
are referred to as Floquet exponents. While their imagi-
nary part encodes the contributing phase shifts that are
added each period, their real parts are the Lyapunov ex-
ponents λi that determine directly the asymptotic be-
havior of the entanglement entropy.
C. Conjecture for non-Gaussian initial states
evolving under quadratic Hamiltonians
Based on our numerical results for the entanglement
entropy of quadratic Hamiltonians with non-Gaussian
initial states, we put forward the following conjecture.
Conjecture. Given a bosonic system with a time-
independent quadratic Hamiltonian, the time evolution
of the entanglement entropy SA(t) for arbitrary initial
states with finite average energy3 has the same asymp-
totic behavior found for Gaussian initial states, namely
SA(t) = ΛA t+ CA ln(t) +XA(t) , (84)
where only XA(t) depends on the initial state.
We emphasize that our numerical study should be seen
as a first step towards a better understanding of how
broadly this conjecture applies. Due to computational
limitations, our numerical calculations were limited to
systems with just two degrees of freedom, but with a
large dimension of the truncated Hilbert space. We ex-
pect qualitatively similar results for systems with more
degrees of freedom, for which we presented the general
production Theorem 3. An analytical proof of our conjec-
ture will require novel tools to bound the entanglement
entropy of non-Gaussian states from below, possibly in
the spirit of power inequalities as presented in Ref. [64].
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Appendix A: Jordan normal form of real matrices
Most square matrices are diagonalizable.4 However,
there exists a subset of matrices that cannot be brought
3 The requirement of finite average energy is with respect to
positive-definite quadratic Hamiltinians and excludes unphysical
states, such as |ψ〉 =
√
6
pi
∑∞
n=1
1
n
|n, n〉 with 〈ψ|nˆi|ψ〉 =∞. It is
equivalent to requiring a finite covariance matrix of the state.
4 By “most”, we mean all but a subset of measure zero. In par-
ticular, all Hermitian and anti-Hermitian matrices are diagonal-
izable. This because those matrices are special cases of matrices
that commute with their adjoint (with respect to the chosen in-
ner product). Those matrices are called normal and it can be
proved that all normal matrices are diagonalizable.
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into diagonal form by an equivalence transformation and
so they are non-diagonalizable. We consider the most
general decomposition that can be applied to all real
square matrices, even if they are not diagonalizable.
The Jordan normal form is standard material in linear
algebra [65]. However, it is useful to review the con-
struction procedure using a convention that illuminates
its application in this paper.
Theorem 4 (Jordan normal form). Given a real linear
map5 Kᵀ : V ∗ → V ∗ on a finite dimensional real vector
space V ∗ with n distinct eigenvalues κ1, · · · , κn satisfying
Im(κi) ≥ 0 (meaning, for complex eigenvalues we only
take the one with positive imaginary part), there always
exists a basis, such that the matrix representation of K
is block-diagonal as
Kᵀ ≡

J(κ1)
J(κ2)
. . .
J(κn)
 , with
J(κ) ≡

J1(κ)
. . .
Jjκ(κ)

(A1)
where the Jordan blocks Jk(κ) are real square matrices of
the following form:
• Real eigenvalue κ = λ ∈ R
For real eigenvalues κ, the Jordan block Jk(κ) can
have an arbitrary dimension ji(κ) and takes the fol-
lowing form
Jk(κ) =

λ
λ
. . .
λ

︸ ︷︷ ︸
Ak(κ)
+

0 1
0
. . .
. . . 1
0

︸ ︷︷ ︸
Ck(κ)
. (A2)
• Complex eigenvalue κ = λ+ iω ∈ C
For a complex eigenvalue κ, the Jordan block Jk(κ)
must have an even dimension dim Jk(κ) and takes
5 We refer to this map as the transpose of K to match the notation
in the main text where Kᵀ plays an important role. Due to the
fact that the eigenvalues of K and Kᵀ are the same, the full
analysis can be equivalently carried out for K.
the following form
Jk(κ) =

λ12
λ12
. . .
λ12

︸ ︷︷ ︸
Ak(κ)
(A3)
+

ωB2
ωB2
. . .
ωB2

︸ ︷︷ ︸
Bk(κ)
+

0 12
0
. . .
. . . 12
0

︸ ︷︷ ︸
Ck(κ)
,
where each entry represents a 2-by-2 matrix block
that is either proportional to the identity 12 or to
the antisymmetric matrix
B2 =
(
0 1
−1 0
)
. (A4)
Proof. We construct explicitly a basis in which K takes
the Jordan normal form as described above. The con-
struction only involves computing eigenvalues and solv-
ing linear equations to find the kernel of a matrix.
Step 1. Compute the n distinct eigenvalues κ1, · · · , κn
with Im(κi) ≥ 0 by finding the roots of the characteristic
polynomial
χ(κ) = det(Kᵀ − κ1) . (A5)
Complex eigenvalues always appear in conjugate pairs
and we only include the one with positive imaginary part
in our list.
Step 2. For every eigenvalue κ, we construct the cor-
responding block J(κ) and its Jordan blocks Jk(κ). For
this, we need to study generalized eigenspaces. The gen-
eralized eigenspace of order m is defined as
E(m)(κ) = ker(Kᵀ − κ1)m . (A6)
The first order eigenspace E(1)(κ) is just the regular
eigenspace, but higher order eigenspaces are larger. The
number jκ of distinct Jordan blocks Jk(κ) is given by
jκ = dimE
(1)(κ). The number of Jordan blocks of di-
mension m is given by
tm = 2 dimE
(m)(κ)− dimE(m−1)(κ)− dimE(m+1)(κ),
(A7)
and each Jordan block is generated by a highest weight
vector Ek(κ). A highest weight vector generates a se-
quence of mk(κ) vectors
E1k(κ), · · · , Emk(κ)k (κ) . (A8)
by repeatedly applying (Kᵀ − κ1) to it: E lk(κ) = (Kᵀ −
κ1)mk(κ)−l E lk(κ). One can apply the following induction
to find all highest weight vectors:
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1. We start with the largest m, for which tm 6= 0 and
select tm linearly independent vectors in Ek(κ) ∈
E(m)(κ) \ E(m−1)(κ). After this, we construct for
each vector Ek(κ) the corresponding sequence
E1k(κ), · · · , Emk(κ)k (κ) , (A9)
by repeatedly applying (Kᵀ − κ1) to it.
2. Next, we can go to m − 1 and select tm−1 addi-
tional vectors Ek(κ) out of E(m−1)(κ) \E(m−2)(κ),
which must not just be linearly independent among
themselves, but also linearly independent from the
vectors E lk(κ) in the sequences generated so far. We
can continue this process until we reach m = 1
and need to select t1 vectors in E
(1)(κ) that must
be linearly independent from all the vectors E lk(κ)
generated so far. This leaves us with jκ distinct
sequences of the form
E1k(κ), · · · , Emk(κ)k (κ) , (A10)
which span the space for the Jordan block Jk(κ).
Note that, for complex eigenvalues, the corresponding
vectors E lk(κ) are complex. Later, we construct real vec-
tors out of them.
Step 3: Having constructed the sequences of generalized
eigenvectors, we are ready to construct the different Jor-
dan blocks explicitly. We need to distinguish two cases:
• Real eigenvalue κ = λ ∈ R
Let us look at the sequence of v1k(κ), · · · , vmkk (κ) of
generalized eigenvectors. We can write down the
action of Kᵀ on each element and find
Kᵀ E lk(κ) = λ E lk(κ) + E l−1k (κ) , (A11)
Kᵀ E1k(κ) = λ E1k(κ) , (A12)
where we have mk ≥ l > 1 in the first equa-
tion. This means that the action of Kᵀ with
respect to the generalized eigenvectors of the se-
quence E1k(κ), · · · , Emkk (κ) is completely described
by the matrix
Jk(κ) =

λ 1
λ
. . .
. . . 1
λ
 . (A13)
• Complex eigenvalues κ = λ+ iω ∈ C
For complex eigenvalues κ, Kᵀ is only diagonaliz-
able over the complex numbers, but not over the
reals. However, due to the fact that Kᵀ is a real
matrix, we know that all sequences of generalized
eigenvectors E lk(κ), which we constructed in the
previous step, are actually complex. Their complex
conjugated counterparts E lk(κ)∗ are themselves gen-
eralized eigenvectors associated with the eigenvalue
κ∗ = λ− iω:
Kᵀ E lk(κ)∗ = (λ− iω) E lk(κ)∗ + E l−1k (κ)∗ , (A14)
Kᵀ E1k(κ)∗ = (λ− iω) E1k(κ)∗ , (A15)
where we have mk ≥ l > 1 in the first equation. We
can take linear combinations of generalized eigen-
vectors and their complex conjugates to find the
real vectors
E l+k (κ) =
1√
2
[E lk(κ) + E lk(κ)∗] , (A16)
E l−k (κ) =
i√
2
[E lk(κ)− E lk(κ)∗] . (A17)
The action of K on these real vectors is then given
by
KᵀE l+k (κ) = λE l+k (κ) + ωE l−k (κ) + E(l−1)+k (κ) ,
(A18)
KᵀE l−k (κ) = λE l−k (κ)− ωE l+k (κ) + E(l−1)−k (κ) .
(A19)
This means that the action of Kᵀ on the
generalized eigenvectors of the sequence
E1+k (κ), E1−k (κ) · · · , Emk+k (κ), Emk−k (κ) is com-
pletely described by the matrix
Jk(κ) =

a b 1
−b a 1
a b
. . .
−b a . . .
. . . 1
. . . 1
a b
−b a

(A20)
=

a12 + bB2 12
a12 + bB2
. . .
. . . 12
a12 + bB2
 .
This is our original claim.
Bringing a linear map Kᵀ into its Jordan normal form
is a generalized diagonalization that can be applied even
if Kᵀ is non-diagonalizable. If Kᵀ is diagonalizable over
the real numbers, all Jordan blocks are 1×1 and the Jor-
dan normal form is just the traditional diagonalization.
We can use the construction presented here to decom-
pose every linear map into three parts, which we call the
Jordan-Chevalley decomposition.6
6 Usually, the Jordan-Chevalley decomposition just refers to the
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Corollary 1 (Jordan-Chevalley decomposition). The
decomposition of each block Jk(κ) into the three parts
Ak(κ), Bk(κ), and Ck(κ), where the block Bk(κ) van-
ishes for real κ, induces an overall decomposition of the
matrix representation of Kᵀ with respect to our general-
ized eigenvectors into
Kᵀ = Aᵀ +Bᵀ + Cᵀ . (A21)
Knowing this decomposition in a specific basis allows us
to compute the decomposition of Kᵀ, or, equivalently, of
K into three parts
K = Kreal +Kimaginary +Knilpotent , (A22)
which can be expressed in an arbitrary basis. Here, Kreal
is diagonalizable with purely real eigenvalues, Kimaginary
is diagonalizable with purely imaginary eigenvalues, and
Kniloptent is not diagonalizable, but a nilpotent linear
map. All three maps commute with each other.
Appendix B: Classical time evolution of quadratic
Hamiltonians
Given a quadratic time-independent Hamiltonian H =
1
2habξ
aξb, the classical equations of motion are given by
the Hamilton equations7
ξ˙a(t) = Ωabhbcξ
c(t) . (B1)
This is a linear ordinary differential equation whose solu-
tion can be completely characterized by the Hamiltonian
flow M(t) : V → V with ξa(t) = M(t)abξb(0). This
implies the equation
d
dt
M(t)ab = Ω
achcb . (B2)
If we define Kab = Ω
achcb, the solution M(t)
a
b can be
written as a matrix exponential:
M(t)ab = exp (tK)
a
b . (B3)
The matrix K is the infinitesimal generator of the canon-
ical transformation M(t) and satisfies8
KacΩ
cb + Ωac(Kᵀ)cb = 0 , (B4)
decomposition of Kᵀ into a diagonalizable part Kᵀdiagonalizable
and a nilpotent part Kᵀnilpotent. However, for our purposes, it
is important to split Kᵀdiagonalizable into its real and imaginary
parts as well. This is a straightforward generalization of the
Jordan-Chevalley decomposition.
7 We use the symplectic form Ω whose matrix representation in a
canonical basis is Ω ≡
(
0 1
−1 0
)
.
8 In matrix notation, this is the well-known condition KΩ+ΩKᵀ =
0 for K to be an element of the symplectic algebra sp(2N). It is
equivalent to requiringKab = Ω
achcb with symmetric hab = hba.
where Kᵀ is the transpose of K. Therefore, the expo-
nential M(t) preserves Ω through
M(t)ac Ω
cdMᵀ(t)db = Ωab , (B5)
which ensures that M(t) is a proper canonical transfor-
mation preserving the Poisson bracket.
Studying the time evolution of the entanglement en-
tropy of Gaussian states is equivalent to asking how the
classical time evolution M(t) stretches regions of sub-
spaces in classical phase space. For time-independent
Hamiltonians, the time evolution M(t) is completely
characterized by the Jordan normal form of the sym-
plectic generator K. We can use the Jordan-Chevalley
decomposition K = Kreal +Kimaginary +Knilpotent to de-
compose
M(t) = eKt = eKrealteKimaginaryteKnilpotentt , (B6)
where we use the fact that the three parts commute with
each other. Let us analyze the action of the three parts
on an arbitrary generalized eigenvector E l±k (κ) for some
complex eigenvalue pair κ = λ± iω.
(a) Real part: Exponential stretching S(t) ∼ ΛAt
The real part Kreal has the simplest effect. We find
immediately
eKrealtE l±k (κ) = eλtE l±k (κ) , (B7)
which means the generalized eigenvector is
stretched (or squeezed if λ < 0) exponentially with
a factor eλt. For a generic 2NA dimensional re-
gion, only the 2NA directions that are stretched
the fastest will contribute. In summary, the real
part contributes an exponential part eΛAt to the
time dependence of a volume, where ΛA is a sum
over the largest real parts λi of the eigenvalues κi.
This leads to a linear contribution ΛAt to the en-
tanglement entropy.
(b) Imaginary part: Rotations ⇒ SA ∼ XA(t)
Let us recall that the imaginary eigenvalues of
Kimaginary always come in conjugate pairs. If we
only consider the action of generalized eigenvectors,
we find
KimaginaryE l+k (κ) = ωE l−k (κ) , (B8)
KimaginaryE l−k (κ) = −ωE l+k (κ) . (B9)
This implies that the exponentiated action is given
by
eKimaginaryt
( E l+k (κ)
E l−k (κ)
)
=
(
cosωt sinωt
− sinωt cosωt
)( E l+k (κ)
E l−k (κ)
)
, (B10)
which corresponds to a rotation in the plane
spanned by E l±k (κ). Note that we cannot distin-
guish a rotation on a circle from an elliptical orbit
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unless we choose a metric to compute the length
of vectors. However, the orbit is always bounded,
which means that the imaginary part of K can only
change the volume of a region by a constant. A vec-
tor that is a general linear combination of many dif-
ferent generalized eigenvectors will follow a compli-
cated, but bounded, trajectory resulting from a su-
perposition of the rotations in different planes with
different frequencies ωi = Im(κi). The imaginary
part is responsible for the bounded and oscillating
contribution XA(t) to the entanglement entropy.
(c) Nilpotent part: Shearing ⇒ SA(t) ∼ CA ln (t)
The nilpotent part Knilpotent corresponds to a
shearing in the plane spanned by all the vectors
of a specific Jordan block Jk(κ). The action of the
generator
KnilpotentE l±k (κ) = E(l−1)±k (κ) , E0k(κ) = 0, (B11)
exponentiates to the action
eKnilpotentt E l±k (κ) =
l∑
l′=1
tl−l
′
(l − l′)!E
l′±
k (κ) . (B12)
The volume of a region spanned by all vector
E l′±k (κ) with 1 ≤ l′ ≤ l does not change under this
time evolution, but for a generic region that is only
stretched along some directions of this subspace,
there will be a polynomial stretching. The largest
exponent of a single direction is clearly given by
dim Jk(κ) − 1. If we need to choose nk(κ) vectors
in the Jordan block Jk(κ), the maximal exponent
is given by
[dim Jk(κ)− nk(κ)] nk(κ) . (B13)
In summary, the nilpotent part only contributes a
polynomial growth with integer exponents CA to
the time dependence of a volume. After taking the
logarithm, we have a contribution CA ln(t) to the
entanglement entropy.
Appendix C: Numerical calculations
In a lattice, unlike for fermions, bosons have an infi-
nite local dimension of the Hilbert space. Hence, even
the two-site Hamiltonian (80) cannot be diagonalized ex-
actly. In order to do numerical calculations, we truncate
the Hilbert space to a (T+1)-dimensional subsector given
by Eq. (79). We use full exact diagonalization within the
truncated basis to obtain the entanglement entropy in all
cases except for ∆ = 1 and U = 0 (for which the entan-
glement production is logarithmic). In what follows, we
explain the numerical technique used to obtain the en-
tanglement entropy for ∆ = 1 and U = 0, which is more
efficient than full exact diagonalization.
A many body state of the Hamiltonian (80) can be
written as |ψ(t)〉 = ∑n Cn(t)|n, n〉. The elements of the
reduced density matrix of site 1, which is diagonal with
diagonal matrix elements ρ1n,n(t) = Cn(t)C
∗
n(t), can be
computed using that
fk(t) = 〈ψ(t)|(aˆ†1aˆ1)k|ψ(t)〉 =
∑
n
nkρ1n,n(t), (C1)
so that
ρ1n,n(t) =
∑
k
V −1nk fk(t), (C2)
where V is a Vandermonde matrix, whose inverse can be
calculated analytically [66].
The computation of fk(t) is done in the Heisenberg
picture,
fk(t) = 〈ψ(0)|
[
aˆ†1(t)aˆ1(t)
]k
|ψ(0)〉, (C3)
by noticing that the Hamiltonian (80) can be written in
a diagonal form using the operators: aˆ†e = (aˆ
†
1 + aˆ
†
2)/
√
2
and aˆ†o = (aˆ
†
1 − aˆ†2)/
√
2, which obey standard bosonic
commutation relations. In terms of these operators, the
Hamiltonian reads
Hˆ(∆, 0) = aˆ†eaˆe + aˆ
†
oaˆo +
∆
2
(aˆ†eaˆ
†
e − aˆ†oaˆ†o + H.c.). (C4)
The Heisenberg equations of motion for aˆ†e and aˆ
†
o are
˙ˆa†e = i[Hˆ, aˆ
†
e] = iaˆe + iaˆ
†
e,
˙ˆa†o = i[Hˆ, aˆ
†
o] = −iaˆo + iaˆ†o,
(C5)
from which it follows that
˙ˆa†e + ˙ˆae = 0,
˙ˆa†e − ˙ˆae = 2i(aˆ†e + aˆe).
(C6)
Hence
aˆ†e(t) + aˆe(t) = aˆ
†
e(0) + aˆe(0),
aˆ†e(t)− aˆe(t) = 2it
[
aˆ†e(0) + aˆe(0)
]
+ aˆ†e(0)− aˆe(0).
(C7)
Similarly
aˆ†o(t)− aˆo(t) = aˆ†o(0)− aˆo(0),
aˆ†o(t) + aˆo(t) = 2it
[
aˆ†o(0)− aˆo(0)
]
+ aˆ†o(0) + aˆo(0).
(C8)
From Eqs. (C7) and (C8), one gets that
aˆ†1(t) = (1 + it)aˆ
†
1(0) + itaˆ2(0),
aˆ†2(t) = (1 + it)aˆ
†
2(0) + itaˆ1(0).
(C9)
We evaluate fk(t) by substituting the results from
Eq. (C9) in Eq. (C3). For large T (truncated Hilbert
20
space dimension), the computation of the reduced den-
sity matrix using Eq. (C2) involves the addition and mul-
tiplication of very large numbers. For ∆ = 1, all those
calculations can be done using integers, which allows us
to obtain results with the desired numerical accuracy. In
general, for ∆ 6= 1, the expressions for aˆ†1(t) and aˆ†2(t)
contain irrational numbers, as a result of which numeri-
cal errors render this approach ineffective.
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