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Abstract
We present an analysis of quantum mechanics and its problems and para-
doxes taking into account the results that have been obtained during the
last two decades by investigations in the field of ‘quantum structures re-
search’. We concentrate mostly on the results of our group FUND at
Brussels Free University. By means of a spin 1
2
model where the quantum
probability is generated by the presence of fluctuations on the interac-
tions between measuring apparatus and physical system, we show that the
quantum structure can find its origin in the presence of these fluctuations.
This appraoch, that we have called the ‘hidden measurement approach’,
makes it possible to construct systems that are in between quantum and
classical. We show that two of the traditional axioms of quantum ax-
iomatics are not satisfied for these ‘in between quantum and classical’
situations, and how this structural shortcoming of standard quantum me-
chanics is at the origin of most of the quantum paradoxes. We show
that in this approach the EPR paradox identifies a genuine incomplete-
ness of standard quantum mechanics, however not an incompleteness that
means the lacking of hidden variables, but an incompleteness pointing at
the impossibility for standard quantum mechanics to describe separated
quantum systems. We indicate in which way, by redefining the meaning
of density states, standard quantum mechanics can be completed. We put
forward in which way the axiomatic approach to quantum mechanics can
be compared to the traditional axiomatic approach to relativity theory,
and how this might lead to studying another road to unification of both
theories.
∗Published as: Aerts, D., 1999, “Quantum Mechanics; Structures, Axioms and Paradoxes”,
in Quantum Structures and the Nature of Reality: the Indigo book of the Einstein meets
Magritte series, eds. Aerts, D. and Pykacz, J., Kluwer Academic, Dordrecht.
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1 Introduction
In this article we present an analysis of quantum mechanics and its problems
and paradoxes taking into account some of the results and insights that have
been obtained during the last two decades by investigations that are commonly
classified in the field of ‘quantum structures research’. We will concentrate on
these aspects of quantum mechanics that have been investigated in our group
in FUND at the Free University of Brussels1. We try to be as clear and self
contained as possible: firstly because the article is also aimed at scientists not
specialized in quantum mechanics, and secondly because we believe that some
of the results and insights that we have obtained in Brussels present the deep
problems of quantum mechanics in a simple and new way.
The study of the structure of quantum mechanics is almost as old as quantum
mechanics itself. The fact that the two early versions of quantum mechanics -
the matrix mechanics of Werner Heisenberg and the wave mechanics of Erwin
Schro¨dinger - were shown to be structurally equivalent to what is now called
standard quantum mechanics, made it already clear in the early days that the
study of the structure itself would be very important. The foundations of much
of this structure are already present in the book of John Von Neumann [1],
and if we refer to standard quantum mechanics we mean the formulation of the
theory as it was first presented there in a complete way.
Standard quantum mechanics makes use of a sophisticated mathematical
apparatus, and this is one of the reasons that it is not easy to explain it to a
non specialist audience. Upon reflecting how we would resolve this ‘presentation’
problem for this paper we have chosen the following approach: most, if not all,
deep quantum mechanical problems appear already in full, for the case of the
‘most simple’ of all quantum models, namely the model for the spin of a spin 12
quantum particle. Therefore we have chosen to present the technical aspects of
this paper as much as possible for the description of this most simple quantum
model, and to expose the problems by making use of its quantum mechanical
and quantum structural description. The advantage is that the structure needed
to explain the spin model is simple and only requires a highschool background
in mathematics.
The study of quantum structures has been motivated mainly by two types
of shortcomings of standard quantum mechanics. (1) There is no straightfor-
ward physical justification for the use of the abstract mathematical apparatus of
quantum mechanics. By introducing an axiomatic approach the mathematical
apparatus of standard quantum mechanics can be derived from more general
structures that can be based more easily on physical concepts (2) Almost none
of the mathematical concepts used in standard quantum mechanics are opera-
tionally defined. As a consequence there has also been a great effort to elaborate
an operational foundation.
1The actual members of our research group FUND - Foundations of the Exact Sciences
- are: Diederik Aerts, Bob Coecke, Thomas Durt, Sven Aerts, Frank Valkenborgh, Bart
D’Hooghe, Bart Van Steirteghem and Isar Stubbe.
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2 Quantum structures and quantum logic
Relativity theory, formulated in great part by one person, Albert Einstein, is
founded on the concept of ‘event’, which is a concept that is physically well
defined and understood. Within relativity theory itself, the events are repre-
sented by the points of a four dimensional space-time continuum. In this way,
relativity theory has a well defined physical and mathematical base.
Quantum mechanics on the contrary was born in a very obscure way. Matrix
mechanics was constructed by Werner Heisenberg in a mainly technical effort
to explain and describe the energy spectrum of the atoms. Wave mechanics,
elaborated by Erwin Schro¨dinger, seemed to have a more solid physical base: a
general idea of wave-particle duality, in the spirit of Louis de Broglie or Niels
Bohr. But then Paul Adrien Maurice Dirac and later John Von Neumann proved
that the matrix mechanics of Heisenberg and the wave mechanics of Schro¨dinger
are equivalent: they can be constructed as two mathematical representations
of one and the same vector space, the Hilbert space. This fundamental result
indicated already that the ‘de Broglie wave’ and the ‘Bohr wave’ are not physical
waves and that the state of a quantum entity is an abstract concept: a vector
in an abstract vector space.
Referring again to what we mentioned to be the two main reasons for study-
ing quantum structures, we can state now more clearly: the study of quantum
structures has as primary goal the elaboration of quantum mechanics with a
physical and mathematical base that is as clear as the one that exists in rela-
tivity theory. We remark that the initial aim of quantum structures research
was not to ‘change’ the theory - although it ultimately proposes a fundamental
change of the standard theory as will be outlined in this paper - but to elaborate
a clear and well defined base for it.
For this purpose it is necessary to introduce clear and physically well defined
basic concepts, like the events in the theory of relativity, and to identify the
mathematical structure that these basic concepts have to form to be able to
recover standard quantum mechanics.
In 1936, Garret Birkhoff and John Von Neumann, wrote an article entitled
“The logic of quantum mechanics”. They show that if one introduces the con-
cept of ‘operational proposition’ and its representation in standard quantum
mechanics by an orthogonal projection operator of the Hilbert space, it can be
shown that the set of the ‘experimental propositions’ does not form a Boolean
algebra, as it the case for the set of propositions of classical logic [2]. As a
consequence of this article the field called ‘quantum logic’ came into existence:
an investigation on the logic of quantum mechanics.
An interesting idea was brought forward. Relativity theory is a theory based
on the concept of ‘event’ and a mathematical structure of a four dimensional
space-time continuum. This space-time continuum contains a non Euclidean
geometry. Could it be that the article of Birkhoff and Von Neumann indicates
that quantum mechanics should be based on a non Boolean logic in the same
sense as relativity theory is based on a non Euclidean geometry? This is a
fascinating idea, because if quantum mechanics were based on a non Boolean
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logic, this would perhaps explain why paradoxes are so abundant in quantum
mechanics: the paradoxes would then arise because classical Boolean logic is
used to analyze a situation that intrinsically incorporates a non classical, non
Boolean logic.
Following this idea quantum logic was developed as a new logic and also
as a detailed study of the logico-algebraic structures that are contained in the
mathematical apparatus of quantum mechanics. The systematic study of the
logico-algebraic structures related to quantum mechanics was very fruitful and
we refer to the paper that David Foulis published in this book for a good histor-
ical account [3]. On the philosophical question of whether quantum logic con-
stitutes a fundamental new logic for nature a debate started. A good overview
of this discussion can be found in the book by Max Jammer [4].
We want to put forward our own personal opinion about this matter and
explain why the word ‘quantum logic’ was not the best word to choose to indi-
cate the scientific activity that has been taking place within this field. If ‘logic’,
following the characterization of Boole, is the formalization of the ‘process of
our reflection’, then quantum logic is not a new logic. Indeed, we obviously re-
flect following the same formal rules whether we reflect about classical parts of
reality or whether we reflect about quantum parts of reality. Birkhoff and Von
Neumann, when they wrote their article in 1936, were already aware of this, and
that is why they introduced the concept of ‘experimental proposition’. It could
indeed be that, even if we reason within the same formal structure about quan-
tum entities as we do about classical entities, the structure of the ‘experimental
propositions’ that we can use are different in both cases. With experimental
proposition is meant a proposition that is connected in a well defined way with
an experiment that can test this proposition. We will explicitly see later in this
paper that there is some truth in this idea. Indeed, the set of experimental
propositions connected to a quantum entity has a different structure than the
set of experimental propositions connected to a classical entity. We believe how-
ever that this difference in structure of the sets of experimental propositions is
only a little piece of the problem, and even not the most important one2. It
is our opinion that the difference between the logico-algebraic structures con-
nected to a quantum entity and the logico-algebraic structures connected to a
classical entity is due to the fact that the structures of our ‘possibilities of active
experimenting’ with these entities is different. Not only the logical aspects of
these possibilities of active experimenting but the profound nature of these pos-
sibilities of active experimenting is different. And this is not a subjective matter
due to, for example, our incapacity of experimenting actively in the same way
with a quantum entity as with a classical entity. It is the profound difference in
nature of the quantum entity that is at the origin of the fact that the structure
2We can easily show for example that even the set of experimental propositions of a macro-
scopic entity does not necessarily have the structure of a Boolean algebra. This means that
the only fact of limiting oneself to the description of the set of ‘experimental’ propositions
already brings us out of the category of Boolean structures, whether the studied entities are
microscopic or macroscopic [5]
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of our possibilities of active experimenting with this entity is different3. We
could proceed now by trying to explain in great generality what we mean with
this statement and we refer the reader to [6] for such a presentation. In this
paper we will explain what we mean mostly by means of a simple example.
3 The example: the quantum machine
As we have stated in the introduction, we will analyze the problems of quantum
mechanics by means of simple models. The first model that we will introduce
has been proposed at earlier occasions (see [5], [7], [8] and [9]) and we have
named it the ‘quantum machine’. It will turn out to be a real macroscopic
mechanical model for the spin of a spin 12 quantum entity. We will only need the
mathematics of highschool level to introduce it. This means that also the readers
that are not acquainted with the sophisticated mathematics of general quantum
mechanics can follow all the calculations, only needing to refresh perhaps some
of the old high school mathematics.
We will introduce the example of the quantum machine model step by step,
and before we do this we need to explain shortly how we represent our ordinary
three dimensional space by means of a real three dimensional vector space.
3.1 The mathematical representation of three dimensional
space
We can represent the three dimensional Euclidean space, that is also the space
in which we live and in which our classical macroscopic reality exists, mathe-
matically by means of a three dimensional real vector space denoted R3. We do
this by choosing a fixed origin 0 of space and representing each point P of space
as a vector v with begin-point 0 and end-point P (see Fig 1). Such a vector v
has a direction, indicated by the arrow, and a length, which is the length of the
distance from 0 to the point P . We denote the length of the vector v by |v|.
P
0
v
Fig 1 : A mathematical representation of the three dimensional Euclidean space by
means of a three dimensional real vector space. We choose a fixed point 0 which is
the origin. For an arbitrary point P we define the vector v that represents the point.
3We have to remark here that we do not believe that the set of quantum entities and the
set of classical entities correspond respectively to the set of microscopic entities and the set of
macroscopic entities as is usually thought. On the contrary, we believe, and this will become
clear step by step in the paper that we present here, that a quantum entity should best be
characterized by the nature of the structure of the possibilities of experimentation on it. In
this sense classical entities show themselves to be special types of quantum entities, where
this structure, due to the nature of the entity itself, takes a special form. But, as we will show
in the paper, there exists macroscopic real physical entities with a quantum structure.
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i) The sum of vectors
We introduce operations that can be performed with these vectors that indicate
points of our space. For example the sum of two vectors v, w ∈ R3 representing
two points P and Q is defined by means of the parallelogram rule (see Fig 2).
It is denoted by v + w and is again a vector of R3.
P
0
v
w
Q v+w
P+Q
Fig 2 : A representation of the sum of two vectors v and w, denoted by v+w.
ii) Multiplication of a vector by a real number
We can also define the multiplication of a vector v ∈ R3 by a real number r ∈ R,
denoted by rv. It is again a vector of R3 with the same direction and the same
origin 0 and with length given by the original length of the vector multiplied by
the real number r (see Fig 3).
P
0
v
rv
rP
Fig 3 : A representation of the product of a vector v with a real number r, denoted
by rv.
iii) The inproduct of two vectors
We can also define what is called the inproduct of two vectors v and w, denoted
by < v,w >, as shown in Fig 4. It is the real number that is given by the length
of vector v multiplied by the length of vector w, multiplied by the cosine of the
angle between the two vectors v and w. Hence
< v,w >= |v||w| cos γ (1)
where γ is the angle between the vectors v and w (see Fig 4). By means of
this inproduct it is possible to express some important geometrical properties
of space. For example: the inproduct < v,w > of two non-zero vectors equals
zero iff the two vectors are orthogonal to each other. On the other hand there
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is also a straightforward relation between the inproduct of a vector with itself
and the length of this vector
< v, v >= |v|2 (2)
P
0
v
Q
w
γ
|v|cosγ
Fig 4 : A representation of the inproduct of two vectors v and w, denoted by <v,w>.
iv) An orthonormal base of the vector space
For each finite dimensional vector space with an inproduct it is possible to define
an orthonormal base. For our case of the three dimensional real vector space
that we use to describe the points of the three dimensional Euclidean space it is
a set of three orthogonal vectors with the length of each vector equal to 1 (see
Fig 5).
0
v=v1o1+v2o2+v3o3
o1
o3
o2
v1o1
v3o3
v2o2
v1o1+v2o2
Fig 5 : An orthonormal base {h1,h2,h3} of the three dimensional real vector space.
We can write an arbitrary vector v as a sum of the three base vectors multiplied
respectively by real numbers v1,v2 and v3. There numbers are called the Cartesian
coordinates of the vector v for the orthonormal base {h1,h2,h3}.
Hence the set {h1, h2, h3} is an orthonormal base of our vector space R3 iff
< h1, h1 >= 1 < h1, h2 >= 0 < h1, h3 >= 0
< h2, h1 >= 0 < h2, h2 >= 1 < h2, h3 >= 0
< h3, h1 >= 0 < h3, h2 >= 0 < h3, h3 >= 1
(3)
We can write each vector v ∈ R3 as the sum of these base vectors respectively
multiplied by real numbers v1, v2 and v3 (see Fig 5). Hence:
v = v1h1 + v2h2 + v3h3 (4)
7
The numbers v1, v2 and v3 are called the Cartesian coordinates
4 of the vector v
for the orthonormal base {h1, h2, h3}.
v) The Cartesian representation of space
As we have fixed the origin 0 of our vector space we can also fix one specific
orthonormal base, for example the base {h1, h2, h3}, and decide to express each
vector v by means of the Cartesian coordinates with respect to this fixed base.
We will refer to such a fixed base as a Cartesian base. Instead of writing
o = v1h1 + v2h2 + v3h3 it is common practice to write v = (v1, v2, v3), only
denoting the three Cartesian coordinates and not the Cartesian base, which is
fixed now anyway. As a logical consequence we denote h1 = (1, 0, 0), h2 =
(0, 1, 0) and h3 = (0, 0, 1). It is an easy exercise to show that the addition,
multiplication with a real number and the inproduct of vectors are given by the
following formulas. Suppose that we consider two vectors v = (v1, v2, v3) and
w = (w1, w2, w3) and a real number r, then we have:
v + w = (v1 + w1, v2 + w2, v3 + w3)
rv = (rv1, rv2, rv3)
< v,w >= v1w1 + v2w2 + v3w3
(5)
These are very simple mathematical formulas. The addition of vectors is just
the addition of the Cartesian coordinates of these vectors, the multiplication
with a real number is just the multiplication of the Cartesian coordinates with
this number, and the inproduct of vectors is just the product of the Cartesian
coordinates. This is one of the reasons why the Cartesian representation of the
points of space is very powerful.
vi) The representation of space by means of spherical coordinates
It is possible to introduce many systems of coordination of space. We will in
the following use one of these other systems: the spherical coordinate system.
v1
P
φ
θ
ρ
0
v3
v2
v
Fig. 6 : A point P with cartesian coordinates v1,v2 and v3, and spherical coordinates
ρ,θ and φ.
4It was Rene´ Descartes who introduced this mathematical representation of our three
dimensional Euclidean space.
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We show the spherical coordinates ρ, θ and φ of a point P with Cartesian
coordinates (v1, v2, v3) in Figure 6. We have the following well known and easy
to verify relations between the two sets of coordinates (see Fig 6).
v1 = ρ sin θ cosφ
v2 = ρ sin θ sinφ
v3 = ρ cos θ
(6)
3.2 The states of the quantum machine entity
We have introduced in the foregoing section some elementary mathematics nec-
essary to handle the quantum machine entity. First we will define the possible
states of the entity and then the experiments we can perform on the entity.
x
y
z
P
φ
θ
ρ
0
v
Fig. 7 : The quantum machine entity P with its vector representation v, its cartesian
coordinates x,y and z, and its spherical coordinates ρ,θ and φ.
The quantum machine entity is a point particle P in three dimensional Euclidean
space that we represent by a vector v. The states of the quantum machine entity
are the different possible places where this point particle can be, namely inside
or on the surface of a spherical ball (that we will denote by ball) with radius 1
and center 0 (Fig 7)5.
Let us denote the set of states of the quantum machine entity by Σcq
6. We
will denote a specific state corresponding to the point particle being in the place
5In the earlier presentations of the quantum machine [5], [7], [8] and [9], we only considered
the points on the surface of the sphere to be the possible states of the quantum machine entity.
If we want to find a model that is strictly equivalent to the spin model for the spin 1
2
of a
quantum entity, this is what we have to do. We will however see that it is fruitful, in relation
with a possible solution of one of the quantum paradoxes, to introduce a slightly more general
model for the quantum machine and also allow points of the interior of the sphere to represent
states (see also [6] for the representation of this more general quantum machine)
6The subscript cq stands for ‘completed quantum mechanics. We will see indeed in the
following that the interior points of ball do not correspond to vector states of standard quantum
mechanics. If we add them anyhow to the set of possible states, as we will do here, we present
a completed version of standard quantum mechanics. We will come back to this point in detail
in the following sections.
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indicated by the vector v by the symbol pv. So we have:
Σcq = {pv | v ∈ R3, |v| ≤ 1} (7)
Let us now explain in which way we interact, by means of experiments, with
this quantum machine entity. As we have defined the states it would seem that
we can ‘know’ these states just by localizing the point inside the sphere (by
means of a camera and a picture for example, or even just by looking at the
point). This however is not the case. We will define very specific experiments
that are the ‘only’ ones at our disposal to find out ‘where’ the point is. In this
sense it would have been more appropriate to define first the experiments and
afterwards the states of the quantum machine entity. We will see that this is
the way that we will proceed when we introduce the spin of a spin 12 quantum
entity7.
3.3 The experiments of the quantum machine
Let us now introduce the experiments. To do this we consider the point u and
the diametrically opposite point −u of the surface of the sphere ball. We install
an elastic strip (e.g. a rubber band) of 2 units of length, such that it is fixed
with one of its end-points in u and the other end-point in −u (Fig 8,a).
As we have explained, the state pv represents the point particle P located
in the point v. We will limit ourselves in this first introduction of the quantum
machine to states pv where v = 1 and hence P is on the surface of the sphere.
Later we will treat the general case. Let us now describe the experiment. Once
the elastic is installed, the particle P falls from its original place v orthogonally
onto the elastic, and sticks to it (Fig 8,b). Then, the elastic breaks at some
arbitrary point. Consequently the particle P , attached to one of the two pieces
of the elastic (Fig 8,c), is pulled to one of the two end-points u or −u (Fig 8,d).
Now, depending on whether the particle P arrives in u (as in Fig 8) or in −u,
we give the outcome o1 or o2 to the experiment. We will denote this experiment
by the symbol eu and the set of experiments connected to the quantum machine
by Ecq. Hence we have:
Ecq = {eu | u ∈ R3, |u| = 1} (8)
7It is essential for the reader to understand this point. In our model we have defined the
states of the quantum machine entity, but actually there is no camera available to ‘see’ these
states. The only experiments available are the ones that we will introduce now.
10
PP
P
P
γ γ
(a)
(d)(c)
(b)
u
v
-u
uu
u
-u
-u
-u
Fig. 8 : A representation of the quantum machine. In (a) the particle P is in state
pv , and the elastic corresponding to the experiment eu is installed between the two
diametrically opposed points u and −u. In (b) the particle P falls orthogonally onto
the elastic and sticks to it. In (c) the elastic breaks and the particle P is pulled
towards the point u, such that (d) it arrives at the point u, and the experiment eu
gets the outcome o1.
u
P
γL2
L1
-u
v
Fig. 9 : A representation of the experimental process in the plane where it takes place.
The elastic of length 2, corresponding to the experiment eu, is installed between u
and −u. The probability, µ(eu,pv,o1), that the particle P ends up in point u under
influence of the experiment eu is given by the length of the piece of elastic L1 divided
by the total length of the elastic. The probability, µ(eu,pv,o2), that the particle P
ends up in point −u is given by the length of the piece of elastic L2 divided by the
total length of the elastic.
3.4 The transition probabilities of the quantum machine
Let us now calculate the probabilities that are involved in these experiments such
that we will be able to show later that they equal the quantum probabilities
connected to the quantum experiments on a spin 12 quantum particle.
The probabilities are easily calculated. The probability, µ(eu, pv, o1), that
the particle P ends up in point u and hence experiment eu gives outcome o1,
when the quantum machine entity is in state pv, is given by the length of
the piece of elastic L1 divided by the total length of the elastic (Fig 9). The
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probability, µ(eu, pv, o2), that the particle P ends up in point −u, and hence
experiment eu gives outcome o2, when the quantum machine entity is in state
pv, is given by the length of the piece of elastic L2 divided by the total length
of the elastic. This gives us:
µ(eu, pv, o1) =
L1
2
=
1
2
(1 + cos γ) = cos2
γ
2
(9)
µ(eu, pv, o2) =
L2
2
=
1
2
(1 − cos γ) = sin2 γ
2
(10)
As we will see in next section, these are exactly the probabilities related to the
spin experiments on the spin of a spin 12 quantum particle.
4 The spin of a spin1
2
quantum particle
Let us now describe the spin of a spin 12 quantum particle so that we can show
that our quantum machine is equivalent to it. Here we will proceed the other way
around and first describe in which way this spin manifests itself experimentally.
4.1 The experimental manifestation of the spin
The experiment showing the first time the property of spin for a quantum par-
ticle was the one by Stern and Gerlach [10], and the experimental apparatus
involved is called a Stern-Gerlach apparatus. It essentially consists of a mag-
netic field with a strong gradient, oriented in a particular direction u of space
(Fig 10).
arrival of
the beam
of quantum
particles
absorbing
plate
outgoing
beam
direction of
the gradient
of the magnetic
field
u
Fig 10: The Stern-Gerlach apparatus measuring the spin of a spin 1
2
quantum particle.
The particle beam comes in from the left and passes through a magnetic field with
a strong gradient in the u direction. The beam is split in two beams, one upwards,
absorbed by a plate, and one downwards, passing through.
A beam of quantum particles of spin 12 is directed through the magnet following
a path orthogonal to the direction of the gradient of the magnetic field. The
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magnetic field splits the beam into two distant beams which is a very unexpected
phenomenon if the situation would be analysed by classical physics. One beam
travels upwards in the direction of the gradient of the magnetic field and one
downwards. The beam directed downwards is absorbed by a plate that covers
this downwards part behind the magnetic field in the regions where the beams
emerge. The upwards beam passes through and out of the Stern-Gerlach appa-
ratus. We will denote such a Stern-Gerlach experiment by fu where u refers to
the direction of space of the gradient of the magnetic field.
If we consider this experiment being performed on one single quantum par-
ticle of spin 12 , then it has two possible outcomes: (1) the particle is deflected
upwards and passes through the apparatus, let us denote this outcome o1, (2)
the particle is deflected downwards, and is absorbed by the plate, lets denote
this outcome o2. The set of experiments that we will consider for this one
quantum particle is the set of all possible Stern-Gerlach experiments, for each
direction u of space, which we denote by Esg8. Hence we have:
Esg = {fu | u a direction in space} (11)
4.2 The spin states of a spin1
2
quantum particle
Suppose that we have made a Stern-Gerlach experiment as explained and we
follow the beam of particles that emerges. Suppose that we perform a second
Stern-Gerlach experiment on this beam, with the gradient of the magnetic field
in the same direction u as in the first preparing Stern-Gerlach apparatus. We
will then see that now the emerging beam is not divided into two beams. All
particles of the beam are deviated upwards and none of them is absorbed by
the plate. This means that the first experiment has ‘prepared’ the particles of
the beam in such a way that it can be predicted that they will all be deviated
upwards: in physics we say that the particles have been prepared in a spin state
in direction u. Since we can make such a preparation for each direction of space
u it follows that the spin of a spin 12 quantum particle can have a spin state
connected to any direction of space. So we will have to work out a description
of this spin state such that each direction of space corresponds to a spin state.
This is exactly what quantum mechanics does and we will now expose this
quantum description of the spin states. Since we have chosen to denote the
Stern-Gerlach experiments by fu where u refers to the direction of the gradient
of the magnetic field, we will use the vector v to indicate the direction of the spin
of the quantum particle. Let us denote such a state by qv. This state qv is then
connected with the preparation by means of a Stern-Gerlach apparatus that is
put in a direction of space v. A particle that emerges from this Stern-Gerlach
apparatus and is not absorbed by the plate ‘is’ in spin state qv. Let us denote
the set of all spin states by Σsg. So we have:
Σsg = {qv | v a direction in space} (12)
8The subscript sg stands for Stern-Gerlach.
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4.3 The transition probabilities of the spin
If we now consider the experimental situation of two Stern-Gerlach apparatuses
placed one after the other. The first Stern-Gerlach apparatus, with gradient of
the magnetic field in direction v, and a plate that absorbs the particles that are
deflected down, prepares particles in spin state qv. The second Stern-Gerlach
apparatus is placed in direction of space u and performs the experiment fu. We
can then measure the relative frequency of particles being deflected “up” for
example. The statistical limit of this relative frequency is the probability that
a particle will be deflected upwards. The laboratory results are such that, if we
denote by µ(fu, qv, o1) the probability that the experiment fu makes the particle
deflect upwards - let us denote this as outcome o1 - if the spin state is qv, and
by µ(fu, qv, o2) the probability that the experiment fu makes the particle be
absorbed by the plate - let us denote this outcome by o2 - if the spin state is
qv, we have:
µ(fu, qv, o1) = cos
2 γ
2
(13)
µ(fu, qv, o2) = sin
2 γ
2
(14)
where γ is the angle between the two vectors u and v.
4.4 Equivalence of the quantum machine with the spin
It is obvious that the quantum machine is a model for the spin of a spin 12
quantum entity. Indeed we just have to identify the state pv of the quantum
machine entity with the state qv of the spin, and the experiment eu of the
quantum machine with the experiment fu of the spin for all directions of space
u and v. Then we just have to compare the transition probabilities for the
quantum machine derived in formula’s 9 and 10 with the ones measured in the
laboratory for the Stern-Gerlach experiment9. Let us show in the next section
that the standard quantum mechanical calculation leads to the same transition
probabilities.
5 The quantum description of the spin
We will now explicitly introduce the quantum mechanical description of the
spin of a spin 12 quantum particle. As mentioned in the introduction, quantum
mechanics makes a very abstract use of the vector space structure for the de-
scription of the states of the quantum entities. Even the case of the simplest
quantum model, the one we are presenting, the quantum description is rather
abstract as will become obvious in the following. As we have mentioned in the
9We do not consider here the states of the quantum machine corresponding to points of
the inside of the sphere. They do not correspond to states that we have identified already by
means of the Stern-Gerlach experiment. This problem will be analysed in detail further on.
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introduction, it is the abstract nature of the quantum description that is partly
at the origin of the many conceptual difficulties concerning quantum mechanics.
For this reason we will introduce again quantum mechanics step by step.
5.1 The quantum description of the spin states
Quantum mechanics describes the different spin states qu for different directions
of space u by the unit vectors of a two dimensional complex vector space, which
we will denote by C2. This means that the spin states are not described by
unit vectors in a three dimensional real space, as it is the case for our quantum
machine model, but by unit vectors in a two dimensional complex space. This
switch from a three dimensional real space to a two dimensional complex space
lies at the origin of many of the mysterious aspects of quantum mechanics.
It also touches some deep mathematical corresondences (the relation between
SU(2) and SO(3) for example) of which the physical content has not yet been
completely unraveled. Before we completely treat the spin states, let us give an
elementary description of C2 itself.
i) The vector space C2
C2 is a two-dimensional vector space over the field of the complex numbers.
This means that each vector of C2 - in its Cartesian representation - is of the
form (z1, z2) where z1 and z2 are complex numbers. The addition of vectors and
the multiplication of a vector with a complex number are defined as follows: for
(z1, z2), (t1, t2) ∈ C2 and for z ∈ C we have:
(z1, z2) + (t1, t2) = (z1 + t1, z2 + t2)
z(z1, z2) = (zz1, zz2)
(15)
There exists an inproduct on C2: for (z1, z2), (t1, t2) ∈ C2 we have:
< (z1, z2), (t1, t2) >= z
∗
1t1 + z
∗
2t2 (16)
where ∗ is the complex conjugation in C. We remark that <,> is linear in the
second variable and conjugate linear in the first variable. More explicitly this
means that for (z1, z2), (t1, t2), (r1, r2) ∈ C2 and z, t ∈ BbbC we have:
< z(z1, z2) + t(t1, t2), (r1, r2) > = z
∗ < (z1, z2), (r1, r2) > (17)
+t∗ < (t1, t2), (r1, r2) >
< (r1, r2), z(z1, z2) + t(t1, t2) > = z < (r1, r2), (z1, z2) > (18)
+t < (r1, r2), (t1, t2) >
The inproduct defines the ‘length’ or better ‘norm’ of a vector (z1, z2) ∈ C2
as:
|(z1, z2)| =
√
< (z1, z2), (z1, z2) > =
√
|z1|2 + |z2|2 (19)
and it also defines an orthogonality relation on the vectors of C2: we say that
two vectors (z1, z2), (t1, t2) ∈ C2 are orthogonal and write (z1, z2) ⊥ (t1, t2) iff:
< (z1, z2), (t1, t2) > = 0 (20)
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A unit vector in C2 is a vector with norm equal to 1. Since the spin states
are represented by these unit vectors we introduce a special symbol U(C2) to
indicate the set of unit vectors of C2. Hence:
(z1, z2) ∈ U(C2)⇔
√
|z1|2 + |z2|2 = 1 (21)
The vector space has the Cartesian orthonormal base formed by the vectors (1, 0)
and (0, 1) because we can obviously write each vector (z1, z2) in the following
way:
(z1, z2) = z1(1, 0) + z2(0, 1) (22)
ii) The quantum representation of the spin states Let us now make explicit the
quantum mechanical representation of the spin states. The state qv of the spin
of a spin 12 quantum particle in direction v is represented by the unit vector cv
of U(C2):
cv = (cos
θ
2
ei
φ
2 , sin
θ
2
e−i
φ
2 ) = c(θ, φ) (23)
where θ and φ are the spherical coordinates of the unit vector v. It is easy to
verify that these are unit vectors in C2. Indeed,
|c(θ, φ)| = cos2 θ
2
+ sin2
θ
2
= 1 (24)
It is also easy to verify that two quantum states that correspond to opposite
vectors v = (1, θ, φ) and −v = (1, π − θ, φ + π) are orthogonal. Indeed, a
calculation shows
< cv, c−v >= 0 (25)
This gives us the complete quantum mechanical description of the spin states
of the spin of a spin 12 quantum particle.
5.2 The quantum description of the spin experiments
We now have to explain how the spin experiments are described in the quan-
tum formalism. As we explained already in detail, a spin experiment fu in the
laboratory is executed by means of a Stern-Gerlach apparatus. To describe
these experiments quantum mechanically we have to introduce somewhat more
advanced mathematics, although still easy to master for those readers who have
had no problems till now. So we encourage them to keep with us.
i) Projection operators
The first concept that we have to introduce for the description of the experi-
ments10 is that of an operator or matrix. We only have to explain the case we
are interested in, namely the case of the two dimensional complex vector space
10We use ‘experiment’ to indicate the interaction with the physical entity. A measurement
in this sense is a special type of experiment.
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that describes the states of the spin of a spin 12 quantum particle. In this case
an operator or matrix H consists of four complex numbers
H =
(
z11 z12
z21 z22
)
(26)
that have a well defined operation on the vectors of C2: for (z1, z2) ∈ C2 we
have H(z1, z2) = (s1, s2) where
(s1, s2) = (z11z1 + z21z2, z12z1 + z22z2) (27)
It is easily verified that this operation is linear, which means that for (z1, z2), (t1, t2) ∈
C2 and z, t ∈ C we have:
H(z(z1, z2) + t(t1, t2)) = zH(z1, z2) + tH(t1, t2) (28)
Moreover it can be shown that every linear operation on the vectors of C2 is
represented by a matrix. There is a unit operator I and a zero operator 0 that
respectively maps each vector onto itself and on the zero vector (0, 0):
I =
(
1 0
0 1
)
0 =
(
0 0
0 0
)
(29)
The sum of two operators H1 and H2 is defined as the operator H1 +H2 such
that
(H1 +H2)(z1, z2) = H1(z1, z2) +H2(z1, z2) (30)
and the product of these two operators is the operator H1 ·H2 such that
(H1 ·H2)(z1, z2) = H1(H2(z1, z2)) (31)
We need some additional concepts and also a special set of operators to be able
to explain how experiments are described in quantum mechanics.
We say that a vector (z1, z2) ∈ C2 is an ‘eigenvector’ of the operator H iff
for some z ∈ C we have:
H(z1, z2) = z(z1, z2) (32)
If (z1, z2) is different from (0, 0) we say that z is the eigenvalue of the operator
H corresponding to the eigenvector (z1, z2).
Let us introduce now the special type of operators that we need to explain
how experiments are described by quantum mechanics. A projection operator
P is an operator such that P 2 = P and such that for (z1, z2), (t1, t2) ∈ C2 we
have:
< (z1, z2), P (t1, t2) > = < P (z1, z2), (t1, t2) > (33)
We remark that a projection operator, as we have defined it here, is sometimes
called an orthogonal projection operator. Let us denote the set of all projection
operators by L(C2).
If P ∈ L(C2) then also I − P ∈ L(C2). Indeed (I − P )(I − P ) = I − P −
P + P 2 = I − P − P + P = I − P .
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We can show that the eigenvalues of a projection operator are 0 or 1. Indeed,
suppose that z ∈ C is such an eigenvalue of P with eigenvector (z1, z2) 6= (0, 0).
We then have P (z1, z2) = z(z1, z2) = P
2(z1, z2) = z
2(z1, z2). From this follows
that z2 = z and hence z = 1 or z = 0.
Let us now investigate what the possible forms of projection operators are
in our case C2. We consider the set {P, I − P} for an arbitrary P ∈ L(C2).
i) Suppose that P (z1, z2) = (0, 0) ∀ (z1, z2) ∈ C2. Then P = 0 and I − P = I.
This means that this situation is uniquely represented by the set {0, I}.
ii) Suppose that there exists an element (z1, z2) ∈ C2 such that P (z1, z2) 6=
(0, 0). Then P (P (z1, z2)) = P (z1, z2) which shows that P (z1, z2) is an eigenvec-
tor of P with eigenvalue 1. Further we also have that (I − P )(P (z1, z2)) = 0
which shows that P (z1, z2) is an eigenvector of I − P with eigenvalue 0. If we
further supose that (I −P )(y1, y2) = 0 ∀ (y1, y2) ∈ C2, then we have P = I and
the situation is represented by the set {I, 0}.
iii) Let us now suppose that there exists a (z1, z2) as in ii) and an element
(y1, y2) ∈ C2 such that (I −P )(y1, y2) 6= 0. An analogous reasoning then shows
that (I−P )(y1, y2) is an eigenvector of I−P with eigenvalue 1 and an eigenvector
of P with eigenvalue 0. Furthermore we have:
< P (z1, z2), (I − P )(y1, y2) >
= < (z1, z2), P (I − P )(y1, y2) > = 0 (34)
which shows that P (z1, z2) ⊥ (I−P )(y1, y2). This also proves that P (z1, z2) and
(I − P )(y1, y2) form an orthogonal base of C2, and P is in fact the projection
on the one dimensional subspace generated by P (z1, z2), while I − P is the
projection on the one dimensional subspace generated by (I − P )(y1, y2).
These three cases i), ii) and iii) cover all the possibilities, and we have now
introduced all the elements necessary to explain how experiments are described
in quantum mechanics.
ii) The quantum representation of the measurements
An experiment e in quantum mechanics, with two possible outcomes o1 and
o2, in the case where the states are represented by the unit vectors of the two
dimensional complex Hilbert space C2, is represented by such a set {P, I − P}
of projection operators satisfying situation iii). This means that P 6= 0 and
I − P 6= 0. Let us state now the quantum rule that determines in which way
the outcomes occur and what happens to the state under the influence of a
measurement.
If the state p of the quantum entity is represented by a unit vector (z1, z2) and
the experiment e by the set of non zero projection operators {P, I − P}, then
the outcome o1 of e occurs with a probability given by
< (z1, z2), P (z1, z2) > (35)
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and if o1 occurs the unit vector (z1, z2) is changed into the unit vector
P (z1, z2)
|P (z1, z2)| (36)
that represents the new state of the quantum entity after the experiment e has
been performed. The outcome o2 of e occurs with a probability given by
< (z1, z2), (I − P )(z1, z2) > (37)
and if o2 occurs the unit vector (z1, z2) is changed into the unit vector
(I − P )(z1, z2)
|(I − P )(z1, z2)| (38)
that represents the new state of the quantum entity after the experiment e has
been performed.
We remark that we have:
< (z1, z2), P (z1, z2) > + < (z1, z2), (I − P )(z1, z2) >
=< (z1, z2), (z1, z2) >= 1
(39)
such that these numbers can indeed serve as probabilities for the respective
outcomes, i.e. they add up to 1 exhausting all other possibilities.
iii) The quantum representation of the spin experiments
Let us nowmake explicit how quantum mechanics describes the spin experiments
with a Stern-Gerlach apparatus in direction u, hence the experiment fu.
The projection operators that correspond to the spin measurement of the
spin of a spin 12 quantum particle in the u direction are given by {Pu, I − Pu}
where
Pu =
1
2
(
1 + cosα e−iβ sinα
e+iβ sinα 1− cosα
)
(40)
where u = (1, α, β) and hence α and β are the spherical coordinates angles of
the vector u. We can easily verify that
I − Pu = P−u = 1
2
(
1− cosα −e−iβ sinα
−e+iβ sinα 1 + cosα
)
(41)
Let us calculate in this case the quantum probabilities. Hence suppose that we
have the spin in a state qv and a spin measurement fu in the direction u is
performed. The quantum rule for the probabilities then gives us the following
result. The probability µ(fu, qv, o1) that the experiment fu gives an outcome
o1 if the quantum particle is in state qv is given by:
µ(fu, qv, o1) =< cv, Pucv > (42)
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And the probability µ(fu, qv, o2) that the experiment fu gives an outcome o2 if
the quantum particle is in state qv is given by:
µ(fu, qv, o2) =< cv, (I − Pu)cv > (43)
This is not a complicated, but a somewhat long calculation. If we introduce the
angle γ between the two directions u and v (see Fig. 11), it is possible to show
that the probabilities can be expressed by means of this angle γ in a simple
form.
φ
θ
0
β
α γ
u
v
Fig. 11 : Two points v=(1,θ,φ) and u=(1,α,β) on the unit sphere and the angle γ
between the two directions (θ,φ) and (α,β).
We have:
µ(fu, qv, o1) = cos
2 γ
2
(44)
µ(fu, qv, o2) = sin
2 γ
2
(45)
These are indeed the transition probabilities for the spin measurement of the
spin of a spin 12 quantum particle found in the laboratory (see formulas 13, 14).
To see this immediately we can, without loss of generality, choose the situ-
ation of the spin measurement for the z axis direction. Hence in this case we
have u = (1, α, β) with α = 0 and β = 0 for the experiment giving outcome o1
and α = π and β = 0 for the experiment giving the outcome o2. This gives us
for fu the projection operators {Pu, P−u} given by:
Pu =
(
1 0
0 0
)
P−u =
(
0 0
0 1
)
(46)
For the probabilities we have:
µ(fu, qv, o1) =< cv, Pucv >= cos
2 θ
2
(47)
µ(fu, qv, o2) =< cv, P−ucv >= sin
2 θ
2
(48)
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We mentioned already that quantum mechanics describes the experiments in a
very abstract way. This is one of the reasons why it is so difficult to understand
many of the aspects of quantum mechanics. Since the quantum machine that
we have presented also generates an isomorphic structure we have shown that,
within our common reality, it is possible to realize this structure. The quantum
machine is a model for the spin of a spin 12 quantum particle and it is also
a model for the abstract quantum description in the two dimensional complex
vector space. This result will make it possible for us to analyse the hard quantum
problems and to propose new solutions to these problems.
6 Quantum probability
Probability, as it was first and formally introduced by Laplace and later ax-
iomatised by Kolmogorov, is a description of our lack of knowledge about what
really happens. Suppose that we say for a dice we throw, we have one chance
out of six that the number 2 will be up when it lands on the floor. What is the
meaning of this statement? It is very well possible that the motion of the dice
through space after it has been thrown is completely deterministic and hence
that if we knew all the details we could predict the outcome with certainty11.
So the emergence of the probability 16 in the case of the dice does not refer
to an indeterminism in the reality of what happens with the dice. It is just a
description of our lack of knowledge about what precisely happens. Since we do
not know what really happens during the trajectory of the dice and its landing
and since we also do not know this for all repeated experiments we will make,
for reasons of symmetry, there is an equal chance for each side to be up after the
dice stopped moving. Probability of 16 for each event expresses this type of lack
of knowledge. Philosophers say in this case that the probability is ‘epistemic’.
Probability that finds its origin in nature itself and not in our lack of knowledge
about what really happens is called ‘ontologic’.
Before the advent of quantum mechanics there was no important debate
about the nature of the probabilities encountered in the physical world. It was
commonly accepted that probabilities are epistemic and hence can be explained
as due to our lack of knowledge about what really happens. It is this type of
probability - the one encountered in classical physics - that was axiomatized by
Kolmogorov and therefore it is commonly believed that Kolmogorovian proba-
bilities are epistemic.
It was rather a shock when physicists found out that the structure of the
probability model that is encountered in quantum mechanics does not satisfy
the axioms of Kolmogorov. Would this mean that quantum probabilities are
ontologic? Anyhow it could only mean two things: (1) the quantum probabilities
are ontologic, or (2) the axiomatic system of Kolmogorov does not describe all
types of epistemic probabilities. In this second case quantum probabilities could
still be epistemic.
11We do not state here that complete determinism is the case, but just want to point out
that it could be.
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6.1 Hidden variable theories
Most of investigations that physicist, mathematicians and philosophers carried
out regarding the nature of the quantum probabilities pointed in the direction
of ontologic probabilities. Indeed, a whole area of research was born specifically
with the aim of investigating this problem, it was called ‘hidden variable theory
research’. The reason for this naming is the following: if the quantum proba-
bilities are merely epistemic, it must be possible to build models with ‘hidden
variables’, their prior absence causing the probabilistic description. These mod-
els must be able to substitute the quantum models, i.e. they are equivalent, and
they entail explicitly epistemic probabilities, in the sense that a randomisation
over the hidden variables gives rise to the quantum probabilities.
Actually physicists trying to construct such hidden variable models had ther-
modynamics in mind. The theory of thermodynamics is independent of classical
mechanics, and has its own set of physical quantities such as pressure, volume,
temperature, energy and entropy and its own set of states. It was, however,
possible to introduce an underlying theory of classical mechanics. To do so,
one assumes that every thermodynamic entity consists of a large number of
molecules and the real pure state of the entity is determined by the positions
and momenta of all these molecules. A thermodynamic state of the entity is then
a mixture or mixed state of the underlying theory. The programme had been
found feasible and it was a great success to derive the laws of thermodynamics
in this way from Newtonian mechanics.
Is it possible to do something similar for quantum mechanics? Is it possible
to introduce extra variables into quantum mechanics such that these variables
define new states, and the description of the entity based on these new states
is classical? Moreover would quantum mechanics be the statistical theory that
results by averaging over these variables? This is what scientists working on
hidden variable theories were looking for.
John Von Neumann gave the first proof of the impossibility of hidden vari-
ables for quantum mechanics [1]. One of the assumptions that Von Neumann
made in his proof is that the expectation value of a linear combination of physi-
cal quantities is the linear combination of the expectation values of the physical
quantities. As remarked by John Bell [11], this assumption is not justified for
non compatible physical quantities, such that, indeed, Von Neumann’s proof
cannot be considered conclusive. Bell constructs in the same reference a hidden
variable model for the spin of a spin 12 quantum particle, and shows that indeed
Von Neumann’s assumption is not satisfied in his model. Bell also criticizes in
his paper two other proofs of the nonexistence of hidden variables, namely the
proof by Jauch and Piron [12] and the proof by Gleason [13]. Bell correctly
points out the danger of demanding extra assumptions to be satisfied without
knowing exactly what these assumptions mean physically. The extra mathe-
matical assumptions, criticized by Bell, were introduced in all these approaches
to express the physical idea that it must be possible to find, in the hidden
variable description, the original physical quantities and their basic algebra.
This physical idea was most delicately expressed, without extra mathematical
22
assumptions, and used in the impossibility proof of Kochen and Specker [14].
Gudder [15] gave an impossibility proof along the same lines as the one of Jauch
and Piron, but now carefully avoiding the assumptions criticized by Bell.
One could conclude by stating that every one of these impossibility proofs
consists of showing that a hidden variable theory gives rise to a certain math-
ematical structure for the physical quantities (see [1], [13] and [14]) or for the
properties (see [12] and [15]) of the physical entity under consideration. The
physical quantities and the properties of a quantum mechanical entity do not fit
into this structure and therefore it is impossible to replace quantum mechanics
by a hidden variable theory.
More recently this structural difference between classical entities and quan-
tum entities has been studied by Accardi within the category of the probability
models itself [16], [17]. Accardi explicitly defines the concept of Kolmogoro-
vian probability model starting from the concept of conditional probability. He
identifies Bayes axiom as the one that, if it is satisfied, renders the probability
model Kolmogorovian, i.e. classical. Again this approach of probability shows
the fundamental difference between a classical theory and a quantum theory.
A lot of physicists, once aware of this fundamental structural difference be-
tween classical and quantum theories, gave up hope that it would ever be possi-
ble to replace quantum mechanics by a hidden variable theory; and we admit to
have been among them. Meanwhile it has become clear that the state of affairs
is more complicated.
6.2 Hidden measurement theories
Years ago we managed to built a macroscopic classical entity that violates the
Bell inequalities [18], [19] and [20]. About the same time Accardi had shown that
Bell inequalities are equivalent to his inequalities characterizing a Kolmogoro-
vian probability model. This meant that the example we had constructed to
violate Bell inequalities should also violate Accardi’s inequalities characterizing
a Kolmogorovian probability model, which indeed proved to be the case. But
this meant that we had given an example of a macroscopic ‘classical’ entity
having a non Kolmogorovian probability model. This was very amazing and
the classification made by many physicists of a micro world described by quan-
tum mechanics and a macro world described by classical physics was challenged.
The macroscopic entity with a non Kolmogorovian probability model was first
published in [7] and refined in [8], but essentially it is the quantum machine
that we have presented again in this paper.
We were able to show at that time the state of affairs to be the following.
If we have a physical entity S and we have a lack of knowledge about the state
p of the physical entity S, then a theory describing this situation is necessarily
a classical statistical theory with a Kolmogorovian probability model. If we
have a physical entity S and a lack of knowledge about the measurement e to
be performed on the physical entity S, and to be changing the state of the
entity S, then we cannot describe this situation by a classical statistical theory,
because the probability model that arises is non Kolmogorovian. Hence, lack of
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knowledge about measurements, that change the state of the entity under study,
gives rise to a non Kolmogorovian probability model. What do we mean by ‘lack
of knowledge about the measurement e’? Well, we mean that the measurement e
is in fact not a ‘pure’ measurement, in the sense that there are hidden properties
of the measurement, such that the performance of e introduces the performance
of a ‘hidden’ measurement, denoted eλ, with the same set of outcomes as the
measurement e. The measurement e consists then in fact of choosing one way
or another between one of the hidden measurements eλ and then performing
the chosen measurement eλ.
We can very easily see how these hidden measurements appear in the quan-
tum machine. Indeed, if we call the measurement eλu the measurement that
consists in performing eu and such that the elastic breaks in the point λ for
some λ ∈ [−u, u], then, each time eu is performed, it is actually one of the
eλu that takes place. We do not control this, in the sense that the e
λ
u are re-
ally ‘hidden measurements’ that we cannot choose to perform. The probability
µ(eu, pv, o1) that the experiment eu gives the outcome o1 if the entity is in state
pv is a randomasation over the different situations where the hidden measure-
ments eλu gives the outcome o1 with the entity in state pv. This is exactly the
way we have calculated this probability in section 3.4.
6.3 Explaining the quantum probabilities
First of all we have to mention that it is possible to construct a ‘quantum ma-
chine’ model for an arbitrary quantum mechanical entity. This means that the
‘hidden measurement’ explanation can be adopted generally, explaining also the
origin of the quantum probabilities for a general quantum entity. We refer to
[8], [21], [22], [23] and [24] for a demonstration of the fact that every quantum
mechanical entity can be represented by a hidden measurement model. What
is now the consequence of this for the explanation of the quantum probabili-
ties? It proves that quantum probability is epistemic, and hence conceptually
no ontologic probability has to be introduced to account for it. The quan-
tum probability however finds its origin in the lack of knowledge that we have
about the interaction between the measurement and the physical entity. In this
sense it is a type of probability that is non-classical and does not appear in the
classical statistical theories. Quantum mechanical states are pure states and
descriptions of the reality of the quantum entity. This means that the ‘hidden
variable’ theories which try to make quantum theory into a classical statistical
theory are doomed to fail, as the mentioned no-go theorems for hidden variable
theories had proven already without explaining why. Our approach allows to
understand why. Indeed, there is another type of epistemic probability than the
one identified in the classical statistical theories, namely the probability due to
a lack of knowledge on the interaction between the measurement and the phys-
ical entity under study. It is natural that this new type of epistemic probability
cannot be eliminated from a theory that describes the reality of the physical
entity, because it appears when one incorporates the experiments related to the
measurements of the properties of the physical entity in question. Therefore
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it is also natural that it remains present in the physical theory describing the
reality of the physical entity, but it has no ontologic nature. This means that,
with the explanation of the quantum probabilities put forward here, quantum
mechanics does not contradict determinism for the whole of reality12.
6.4 Quantum, classical and intermediate
If we demand for the quantum machine that the elastic can break at everyone
of its points, and the breaking of a piece is such that it is proportional to the
length of this piece, then this hypothesis fixes the possible ‘amount’ of lack of
knowledge about the interaction between the experimental apparatus and the
physical entity. Indeed, only certain type of elastic can be used to perform
the experiments. On the other hand, we can easily imagine elastic that break
according to different laws depending on their physical construction. Let us
introduce the following different kinds of elastics: at one extremity we consider
elastics that can break in everyone of its points and such that the breaking of
a piece is proportional to the length of this piece. These are the ones we have
already considered, and since they lead to a pure quantum structure, we call
them quantum elastics. At the other extremity, we consider a type of elastic
that can only break in one point, and let us suppose, for the sake of simplicity,
that this point is the middle of the elastic (in [5], [25], [26] and [27] the general
situation is treated). This kind of elastic is far from elastic, but since it is an
extreme type of real elastics, we stillgive it that name. We shall show that if
experiments are performed with this class of elastic, the resulting structures are
classical, and therefore we will call them classical elastics. For the general case,
we want to consider a class of elastics that can only break in a segment of length
2ǫ around the center of the elastic. Let us call these ǫ-elastics.
P
vu
-u
O
L1
L2
+ε
-ε
γcosγ
Fig 12 : An experiment with an ǫ-elastic. The elastic can only break between the
points −ǫ and +ǫ. L1 is the length of the interval where the elastic can break such
that the point P finally arrives in u, and L2 is the length of the interval where the
elastic can break such that the point P finally arrives at −u.
The elastic with ǫ = 0, hence the 0-elastic, is the classical elastic, and the
elastic with ǫ = 1, hence the 1-elastic, is the quantum elastic. In this way,
12Our explanation does of course not prove that the whole of reality is deterministic. It
shows that quantum mechanics does not give us an argument for the contrary.
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the parameter ǫ can be interpreted as representing the magnitude of the lack
of knowledge about the interaction between the measuring apparatus and the
physical entity. If ǫ = 0, and for the experiment eu only classical elastics are
used, there is no lack of knowledge, in the sense that all elastics will break at
the same point and have the same influence on the changing of the state of
the entity. The experiment eu is then a pure experiment. If ǫ = 1, and for the
experiment eu only quantum elastics are used, the lack of knowledge is maximal,
because the chosen elastic can break at any of its points. In Fig 12 we have
represented a typical situation of an experiment with an ǫ-elastic, where the
elastic can only break between the points −ǫ and +ǫ.
Let us calculate the probabilities µ(eu, pv, o1) and µ(eu, pv, o2) for state-
transitions from the state pv of the particle P before the experiment eu to one
of the states pu or p−u. Different cases are possible:
(1) If the projection of the point P lies between −u and −ǫ (see Fig 12), then
µ(eu, pv, o1) = 0 µ(eu, pv, o2) = 1 (49)
(2) If the projection of the point P lies between +ǫ and u, then
µ(eu, pv, o1) = 1 µ(eu, pv, o2) = 0 (50)
(3) If the projection of the point P lies between −ǫ and +ǫ then
µ(eu, pv, o1) =
1
2ǫ
(ǫ − cos γ) (51)
µ(eu, pv, o2) =
1
2ǫ
(ǫ + cos γ) (52)
The entity that we describe here is neither quantum, nor classical, but interme-
diate. If we introduce these intermediate entities, then it becomes possible to
describe a continuous transition from quantum to classical (see [5], [25], [26] and
[27] for details). It gives us a way to introduce a specific solution to ‘classical
limit problem’.
7 Quantum axiomatics: the operational part
In the foregoing example of the intermediate situation we have the feeling that
we consider a situation that will not fit into standard quantum mechanics. How-
ever the situation is either not classical. But how could we prove this? This
could only be done if we had an axiomatic formulation of quantum mechanics
and classical mechanics, such that the axioms could be verified on real physical
examples of entities to see whether a certain situation is quantum or classical
or neither. This means that the axioms have to be formulated by means of
concepts that can be identified properly if a real physical entity is given. This is
certainly not the case for standard quantum mechanics, but within the quantum
structures research large parts of such an axiomatic system has been realised
through the years.
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7.1 State property spaces: the ontological part
By lack of space we can not expose all the details of an operational axiomatic
formulation, but we will consider the most important ingredients in some detail
and consider the spin of a spin 12 quantum particle or the quantum machine as
an example. In the first place we have to formalize the basic concepts: states
and properties of a physical entity.
i) The states of the entity S
With each entity S corresponds a well defined set of states Σ of the entity. This
are the modes of being of the entity. This means that at each moment the entity
S ‘is’ in a specific state p ∈ Σ.
ii) The properties of the entity S
Historically quantum axiomatics has been elaborated mainly by considering
the set of properties13. With each entity S corresponds a well defined set of
properties L. The entity S ‘has’ a certain property or does not have it. We
will respectively say that the property a ∈ L is ‘actual’ or is ‘potential’ for the
entity S.
To be able to present the axiomatisation of the set of states and the set of
properties of an entity S in a mathematical way, we have to introduce some
additional concepts.
Suppose that the entity S is in a specific state p ∈ Σ. Then some of the prop-
erties of S are actual and some are not (potential). This means that with each
state p ∈ Σ corresponds a set of actual properties, subset of L. Mathematically
this defines a function ξ : Σ→ P(L), which makes each state p ∈ Σ correspond
to the set ξ(p) of properties that are actual in this state. With the notation
P(L) we mean the ‘powerset’ of L, i.e. the set of all subsets of L. From now
on - and this is methodologically a step towards mathematical axiomatization -
we can replace the statement ‘property a ∈ L is actual for the entity S in state
p ∈ Σ’ by ‘a ∈ ξ(p)’, which is just an expression of set theory.
Suppose now that for the entity S a specific property a ∈ L is actual. Then
this entity is in a certain state p ∈ Σ that makes a actual. With each property
a ∈ L we can associate the set of states that make this property actual, i.e.
a subset of Σ. Mathematically this defines a function κ : L → P(Σ), which
makes each property a ∈ L correspond to the set of states κ(a) that make this
property actual. This is a similar step to axiomatization. Indeed, this time we
can replace the statement ‘property a ∈ L is actual if the entity S is in state
p ∈ Σ’ by the set theoretical expression ‘p ∈ κ(a)’.
13We have to remark that in the original paper of Birkhoff and Von Neumann [2], the concept
of ‘operational proposition’ is introduced as the basic concept. An operational proposition is
not the same as a property (see [28], [29]), but it points at the same structural part of the
quantum axiomatic.
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Summarising the foregoing we now have:
property a ∈ L is actual for the entity S in state p ∈ Σ
⇔ a ∈ ξ(p)
⇔ p ∈ κ(a)
(53)
This expresses a fundamental ‘duality’ among states and properties. We will
introduce a specific mathematical structure to represent an entity S, its states
and its properties, taking into account this duality. We need the set Σ, the set
L, and the two functions ξ and κ.
Definition 1 (state property space) Consider two sets Σ and L and two
functions
ξ : Σ← P(L) p 7→ ξ(p)
κ : L → P(Σ) a 7→ κ(a) (54)
If p ∈ Σ and a ∈ L we have:
a ∈ ξ(p)⇔ p ∈ κ(a) (55)
then we say that (Σ,L, ξ, κ) is a state property space. The elements of Σ are
interpreted as states and the elements of L as properties of the entity S. The
interpretation of (55) is ‘property a is actual if S is in state p’ 14
There are two natural ‘implication relations’ we can introduce on a state prop-
erty space. If the situation is such that if ‘a ∈ L is actual for S in state p ∈ Σ’
implies that ‘b ∈ L is actual for S in state p ∈ Σ’ we say that the property a
implies the property b. This ‘property implication’ relation is expressed by a
mathematical relation on the set of properties (see following definition). If the
situation is such that ‘a ∈ L is actual for S in state q ∈ Σ’ implies that ‘a ∈ is
actual for S in state p ∈ Σ’ we say that the state p implies the state q. Again
we will express this ‘state implication’ by means of a mathematical relation on
the set of states.
Definition 2 (state implication and property implication) Consider a state
property space (Σ,L, ξ, κ). For a, b ∈ L we introduce:
a ≺ b⇔ κ(a) ⊂ κ(b) (56)
and we say that a ‘implies’ b. For p, q ∈ Σ we introduce:
p ≺ q ⇔ ξ(q) ⊂ ξ(p) (57)
14We remark that it is enough to give two sets Σ and L and a function ξ : Σ → P(L)
to define a state property space. Indeed, if we define the function κ : L → P(Σ) such that
κ(a) = {p | p ∈ Σ, a ∈ ξ(p)} then (Σ,L, ξ, κ) is a state property space. This explains why we
do not explicitly consider the function κ in the formal approach outlined in [6], [30] and [31]
in the definition of a state property system, which is a specific type of state property space.
Similarly it would be enough to give Σ, L and κ : L → P(Σ).
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and we say that p ‘implies’ q 15.
We will introduce now the mathematical concept of a pre-order relation.
Definition 3 (pre-order relation) Suppose that we have a set Z. We say
that ≺ is a pre-order relation on Z iff for x, y, z ∈ Z we have:
x ≺ x
x ≺ y and y ≺ z ⇒ x ≺ z (58)
For two elements x, y ∈ Z such that x ≺ y and y ≺ x we denote x ≈ y and we
say that x is equivalent to y.
It is easy to verify that the implication relations that we have introduced are
pre-order relations.
Theorem 1 Consider a state property space (Σ,L, ξ, κ), then Σ,≺ and L,≺
are pre-ordered sets.
We can show the following for a state property space
Theorem 2 Consider a state property space (Σ,L, ξ, κ). (1) Suppose that a, b ∈
L and p ∈ Σ. If a ∈ ξ(p) and a ≺ b, then b ∈ ξ(p). (2) Suppose that p, q ∈ Σ
and a ∈ L. If q ∈ κ(a) and p ≺ q then p ∈ κ(a).
Proof: (1) We have p ∈ κ(a) and κ(a) ⊂ κ(b). This proves that p ∈ κ(b) and
hence b ∈ ξ(p). (2) We have a ∈ ξ(q) and ξ(q) ⊂ ξ(p) and hence a ∈ ξ(p). This
shows that p ∈ κ(a).
The reader will now better understand why the original studies of the axiom-
atization of quantum mechanics have been called quantum logic. Indeed, we
have also used the name ‘implication’. We will see that we can also introduce
concepts that are close to ‘disjunction’ and ‘conjunction’. But we point out
again that we are structuring more than just the logical aspects of entities. We
aim at a formalization of the complete ontological structure of physical entities.
7.2 Meet properties and join states
If we have a structure with implications and we are inspired by logic, we are
tempted to wonder about conjunctions and disjunctions. Here again it becomes
clear that we are studying a quite different situation than the one analyzed by
traditional logic.
Suppose we consider a set of properties (ai)i. It is very well possible that
there exist states of the entity S in which all the properties ai are actual. This
is in fact always the case if ∩iκ(ai) 6= ∅. Indeed, if we consider p ∈ ∩iκ(ai)
15Remark that the state implication and property implication are not defined in a completely
analogous way. Indeed, then we should for example have written p ≺ q ⇔ ξ(p) ⊂ ξ(q). That
we have chosen to define the state implication the other way around is because historically
this is how intuitively is thought about states implying one another.
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and S in state p, then all the properties ai are actual. If it is such that the
situation where all properties ai of a set (ai)i and no other are actual is again
a property of the entity S, we will denote this new property by ∧iai, and call it
the ‘meet property’ of all ai. Clearly we have ∧iai is actual for S in state p ∈ Σ
iff ai is actual for all i for S in state p. This means that we have ∧iai ∈ ξ(p) iff
ai ∈ ξ(p) ∀i. This formulation of the ‘meet property’ gives us the clue how to
introduce it formally in a state property space.
Suppose now that we consider a set of states (pj)j of the entity S. It is very
well possible that there exist properties of the entity such that these properties
are actual if S is in any one of the states pj. This is in fact always the case if
∩jξ(pj) 6= ∅. Indeed suppose that a ∈ ∩jξ(pj). Then we have that a ∈ ξ(pj) for
each one of the states pj, which means that a is actual if S is in any one of the
states pj . If it is such that the situation where S is in any one of the states pj
is again a state of S, we will denote this new state by ∨jpj and call it the ‘join
state’ of all pj . Clearly we have that a property a ∈ L is actual for S in state
∨jpj iff this property a is actual for S in any of the states pj . This formulation
of the ‘join state’ indicates again the way we have to introduce it formally in
a state property space16. The existence of meet properties and join states will
give additional structure to Σ and L.
Definition 4 (complete state property space) Consider a state property
space (Σ,L, ξ, κ). We say that the state property space is ‘property complete’ iff
for an arbitrary set (ai)i, ai ∈ L of properties there exists a property ∧iai ∈ L
such that for an arbitrary state p ∈ Σ:
∧i ai ∈ ξ(p)⇔ ai ∈ ξ(p) ∀ i (59)
We say that a state property space is ‘state complete’ iff for an arbitrary set
of states (pj)j , pj ∈ Σ there exists a state ∨jpj ∈ Σ such that for an arbitrary
property a ∈ L:
∨j pj ∈ κ(a)⇔ pj ∈ κ(a) ∀ j (60)
If a state property space is property complete and state complete we call it a
‘complete’ state property space.
The following definition and theorem explain why we have chosen to call such
a state property space complete.
Definition 5 (complete pre-ordered set) Suppose that Z,≺ is a pre-ordered
set. We say that Z is a complete pre-ordered set iff for each subset (xi)i, xi ∈ Z
of elements of Z there exists an infimum and a supremum in Z17.
16We remark that we could also try to introduce join properties and meet states. It is
however a subtle, but deep, property of reality, that this cannot be done on the same level.
We will understand this better when we introduce in the next section the operational aspects
of the axiomatic approach. We will see there that only meet properties and join states can be
operationally defined in the general situation.
17An infimum of a subset (xi)i of a pre-ordered set Z is an element of Z that is smaller than
all the xi and greater than any element that is smaller than all xi. A supremum of a subset
(xi)i of a pre-ordered set Z is an element of Z that is greater than all the xi and smaller than
any element that is greater than all the xi.
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Theorem 3 Consider a complete state property space (Σ,L, ξ, κ). Then Σ,≺
and L,≺ are complete pre-ordered sets.
Proof: Consider an arbitrary set (ai)i, ai ∈ L. We will show that ∧iai is an
infimum. First we have to proof that ∧iai ≺ ak ∀ k. This follows immediately
from (59) and the definition of ≺ given in (56). Indeed, from this definition
follows that we have to prove that κ(∧iai) ⊂ κ(ak) ∀ k. Consider p ∈ κ(∧iai).
From (55) follows that this implies that ∧iai ∈ ξ(p). Through (59) this implies
that ak ∈ ξ(p) ∀ k. If we apply (55) again this proves that p ∈ κ(ak) ∀ k. So
we have shown that κ(∧iai) ⊂ κ(ak) ∀ k. This shows already that ∧iai is a
lower bound for the set (ai)i. Let us now show that it is a greatest lower bound.
So consider another lower bound, a property b ∈ L such that b ≺ ak ∀ k. Let
us show that b ≺ ∧iai. Consider p ∈ κ(b), then we have p ∈ ak ∀ k since
b is a lower bound. This gives us that ak ∈ ξ(p) ∀ k, and as a consequence
∧iai ∈ ξ(p). But this shows that p ∈ κ(∧iai). So we have proven that b ≺ ∧iai
and hence ∧iai is an infimum of the subset (ai)i. Let us now prove that ∨jpj
is a supremum of the subset (pj)j . The proof is very similar, but we use (60)
in stead of (59). Let us again first show that ∨jpj is an upper bound of the
subset (pj)j . We have to show that pl ≺ ∨jpj ∀ l. This means that we have to
prove that ξ(∨jpj) ⊂ ξ(pl) ∀ l. Consider a ∈ ξ(∨jpj), then we have ∨jpj ∈ κ(a).
From (60) it follows that pl ∈ κ(a) ∀ l. As a consequence, and applying (55), we
have that a ∈ ξ(pl) ∀ l. Let is now prove that it is a least upper bound. Hence
consider another upper bound, meaning a state q, such that pl ≺ q ∀ l. This
means that ξ(q) ⊂ ξ(pl) ∀ l. Consider now a ∈ ξ(q), then we have a ∈ ξ(pl) ∀ l.
Using again (55), we have pl ∈ κ(a) ∀ l. From (60) follows then that ∨jpj ∈ κ(a)
and hence a ∈ ξ(∨jaj).
We have shown now that ∧iai is an infimum for the set (ai)i, ai ∈ L, and that
∨jpj is a supremum for the set (pj)j , pj ∈ Σ. It is a mathematical consequence
that for each subset (ai)i, ai ∈ L, there exists also a supremum in L, let is denote
it by ∨iai, and that for each subset (pj)j , pj ∈ Σ, there exists also an infimum in
Σ, let us denote it by ∧jpj . They are respectively given by ∨iai = ∧x∈L,ai≺x∀i x
and ∧jpj = ∨y∈Σ,y≺pj∀j y18.
For both L and Σ it can be shown that this implies that there is at least one
minimal and one maximal element. Indeed, an infimum of all elements of L is a
minimal element of L and an infimum of the empty set is a maximal element of
L. In an analogous way a supremum of all elements of Σ is a maximal element of
Σ and a supremum of the empty set is a minimal element of Σ. Of course there
can be more minimal and maximal elements. If a property a ∈ L is minimal we
will express this by a ≈ 0 and if a property b ∈ L is maximal we will express
this by b ≈ I. An analogous notation will be used for the maximal and minimal
states.
For a complete state property space we can specify the structure of the maps
18We remark that the supremum for elements of L and the infimum for elements of Σ,
although they exists, as we have proven here, have no simple operational meaning, as we will
see in the next section.
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ξ and κ somewhat more after having introduced the concept of ‘property state’
and ‘state property’.
Theorem 4 Consider a complete state property space (Σ,L, ξ, κ). For p ∈ Σ
we define the ‘property state’ corresponding to p as the property s(p) = ∧a∈ξ(p)a.
For a ∈ L we define the ‘state property’ corresponding to a as the state t(a) =
∨p∈κ(a)p. We have two maps :
t : L → Σ a 7→ t(a)
s : Σ→ L p 7→ s(p) (61)
and for a, b ∈ L, and (ai)i, ai ∈ L and p, q ∈ Σ and (pj)j , pj ∈ Σ we have :
a ≺ b⇔ t(a) ≺ t(b)
p ≺ q ⇔ s(p) ≺ s(q)
t(∧iai) ≈ ∧it(ai)
s(∨jpj) ≈ ∨js(pj)
(62)
Proof: Suppose that p ≺ q. Then we have ξ(q) ⊂ ξ(p). From this follows
that s(p) = ∧a∈ξ(p)a ≺ ∧a∈ξ(q)a = s(q). Suppose now that s(p) ≺ s(q). Take
a ∈ ξ(q), then we have s(q) ≺ a. Hence also s(p) ≺ a. But this implies that
a ∈ ξ(p). Hence this shows that ξ(q) ⊂ ξ(p) and as a consequence we have
p ≺ q. Because ∧iai ≺ ak ∀ k we have t(∧iai) ≺ t(ak) ∀k. This shows that
t(∧iai) is a lower bound for the set (t(ai))i. Let us show that it is a smallest
lower bound. Suppose that p ≺ t(ak) ∀ k. We remark that t(ak) ∈ κ(ak). Then
it follows that p ∈ κ(ak) ∀ k. As a consequence we have ak ∈ ξ(p) ∀ k. But then
∧iai ∈ ξ(p) which shows that p ∈ κ(∧iai). This proves that p ≺ t(∧iai). So we
have shown that t(∧iai) is a smallest lower bound and hence it is equivalent to
∧it(ai).
Theorem 5 Consider a complete state property space (Σ,L, ξ, κ). For p ∈ Σ
we have ξ(p) = [s(p),+∞] = {a ∈ L | s(p) ≺ a}. For a ∈ L we have κ(a) =
[−∞, t(a)] = {p ∈ Σ | p ≺ t(a)}.
Proof: Consider b ∈ [s(p),+∞]. This means that s(p) ≺ b, and hence b ∈ ξ(p).
Consider now b ∈ ξ(p). Then s(p) ≺ b and hence b ∈ [s(p),+∞].
If p is a state such that ξ(p) = ∅, this means that there is no property actual for
the entity being in state p. We will call such states ‘improper’ states. Hence a
‘proper’ state is a state that makes at least one property actual. In an analogous
way, if κ(a) = ∅, this means that there is no state that makes the property
a actual. Such a property will be called an ‘improper’ property. A ‘proper’
property is a property that is actual for at least one state.
Definition 6 Consider a state property space (Σ,L, ξ, κ). We call p ∈ Σ a
‘proper’ state iff ξ(p) 6= ∅. We call a ∈ L a ‘proper’ property iff κ(a) 6= ∅. A
state p ∈ Σ such that ξ(p) = ∅ is called an ‘improper’ state, and a property
a ∈ L such that κ(a) = ∅ is called an ‘improper’ property.
It easily follows from theorem 5 that a complete state property space has no
improper states (I ≈ ∧∅ ∈ ξ(p)) and no improper properties (0 ≈ ∨∅ ∈ κ(a)).
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7.3 Tests and preparations: the operational part
Our contact with physical entities of the exterior world happens by means of ex-
periments we can perform. A test is an experiment we perform on the physical
entity in a certain state testing a certain hypothesis. States can often be pre-
pared. A preparation is an experiment we perform on the physical entity such
that as a result of the experiment the entity is in a certain state. We will not
develop the algebra of experiments connected to a physical entity in a complete
way in this paper, and refer to [6] for such an elaboration. Here we will only
introduce the concepts that we need for our principal purpose: the presentation
of quantum axiomatics.
i) The tests on the entity S
Tests are experiments that verify a certain hypothesis about the entity S. More
specifically tests can test properties of the entity S in the following way. With
a property a ∈ L corresponds a test α(a), which is an experiment with two
possible outcomes ‘yes’ and ‘no’. If the test α(a) has an outcome ‘yes’ it does
not yet prove that the property a is actual. It is only when we can predict
with certainty that the test would have an outcome ‘yes’, without necessarily
performing it, that the property a is actual.
Definition 7 (testing a property) Suppose that we have an entity S with
corresponding state property space (Σ,L, ξ, κ). α(a) is a test of the property
a ∈ L if we have
a ∈ ξ(p) ⇔ ‘yes′ can be predicted for α(a) (63)
S being in state p
ii) The preparations of the entity S
Preparations are experiments that prepare a state of the entity S. More specifi-
cally, with a state p ∈ Σ corresponds a preparation π(p) which is an experiment
such that after the performance of the experiment the entity ‘is’ in state p.
Definition 8 (preparing a state) Suppose that we have an entity S with cor-
responding state property space (Σ,L, ξ, κ). π(p) is a preparation of the state
p ∈ Σ if we have
p ∈ κ(a)⇔ a is actual after the preparation π(p) (64)
For a set of tests (αi)i and for a set of preparations (πj)j we can now introduce
in a very natural way a new test, that we call the product test, denoted by Πiαi,
and a new preparation, that we call the product preparation, denoted by Πjπj ,
as follows:
Definition 9 (product test and preparation) To execute Πiαi we choose
one of the αi, perform it and consider the outcome that we obtain. To execute
Πjπj we choose one of the πj, perform is and consider the state that we obtain.
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We want to show now that the product test tests an infimum of a set of prop-
erties, while the product preparation prepares a supremum of a set of states.
Theorem 6 Suppose that we have an entity S with corresponding state property
space (Σ,L, ξ, κ). Consider a set of properties (ai)i, ai ∈ L and a set of states
(pj)j , pj ∈ Σ. Suppose that we have tests and preparations available for all
properties and states. Then the product test Πiα(ai) tests a meet property ∧iai,
where α(ak) tests ak ∀ k, and the product preparation Πjπ(pj) prepares a join
state ∨jpj, where Π(pl) prepares pl ∀ l.
Proof: We have to show that ‘yes can be predicted for Πiα(ai) the entity S
being in state p’ is equivalent to ‘ak ∈ ξ(p) ∀ k’. This follows immediately from
the definition of the product test. Indeed ‘yes can be predicted for Πiα(ai) the
entity S being in state p’ is equivalent to ‘yes can be predicted for α(ak) ∀ k
the entity S being in state p’. Consider now an arbitrary property a ∈ L and
suppose that (π(pj))j is a set of preparations that make a actual if the entity S
is in state pj . Consider now the preparation Πjπ(pj), that consists of choosing
one of the π(pj) and performing it. Then it is clear that a is actual after
this preparation, since S will be in one of the states pj . On the other hand,
suppose now that Πjπ(pj) is a preparation that makes a ∈ L actual. Consider
an arbitrary one of the preparations π(pk) of the product preparation. Then
obviously also this preparation has to make a actual, since it could have been
this one that was chosen by performing the product preparation. This shows
that Πjπ(pj) prepares the state ∨jpj .
This theorem shows that it is natural to introduce the meet property for a set
of properties and the join state for a set of states, like we did in the foregoing
section. It is time now that we expose the concepts that we have introduced
here for the example of the spin of a spin 12 quantum particle.
7.4 The example of the spin model
In section 5 we have explained in detail the standard quantum description of the
spin of a spin 12 quantum particle. For the case of the spin of a spin
1
2 quantum
particle, the experiments fu have only two outcomes o1 and o2, and hence they
are tests in the sense that if o1 is interpreted as ‘yes’ then o2 is ‘no’. This means
that we can represent the properties by means of the projection operators that
we use to represent the experiments. For each direction u we have a property
au that is represented by the projection operator given in formula (40)
Pu =
1
2
(
1 + cosα e−iβ sinα
e+iβ sinα 1− cosα
)
(65)
where u = (1, α, β) and hence α and β are the spherical coordinates angles of
the vector u. The set of properties Lspin 1
2
is given by these properties au and
the maximal and minimal property that we will respectively denote by I and
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019. Hence:
Lspin 1
2
= {au, I, 0 | u ∈ surface of the sphere ball} (66)
We have stated in section 5 that a state qv of the spin of a spin
1
2 quantum
particle in direction v is represented by means of the unit vector cv in the two
dimensional complex vector space C2. We have to elaborate a little bit more on
the description of the states. Indeed, if we consider again our quantum machine,
which is a model for the spin of a spin 12 quantum particle, then we can see that
there are more states than the ones represented by the unit vectors. If we
consider a point w in the interior of the sphere, hence not on the surface of the
sphere, then this is also a possible state of the quantum machine, not represented
however by a unit vector of the vector space, but by a density operator20. Let
us analyse this situation in detail.
Let us calculate the probabilities for such a state pw where w is a point inside
the sphere. First we remark the following. Because ball is a convex set, each
vector w ∈ ball can be written as a convex linear combination of two vectors v
and −v on the surface of the sphere (see Fig 13). More concretely this means
that we can write (referring to the w and v and −v in the Figure 13):
w = λ1 · v − λ2 · v, 0 ≤ λ1, λ2 ≤ 1, λ1 + λ2 = 1 (67)
Hence, if we introduce these convex combination coefficients λ1, λ2 we have
w = (λ1 − λ2) · v. Let us calculate now the transition probabilities in a general
state pw with w ∈ ball and hence ‖w‖ ≤ 1 (see Fig 13). Again the probability
µ(eu, pw, o1), that the particle P ends up in point u and hence experiment eu
gives outcome o1 is given by the length of the piece of elastic L1 divided by the
total length of the elastic. The probability, µ(eu, pw, o2), that the particle P
ends up in point −u, and hence experiment eu gives outcome o2 is given by the
length of the piece of elastic L2 divided by the total length of the elastic. This
means that we have:
µ(eu, pw, o1) =
L1
2
=
1
2
(1 + (λ1 − λ2) cos θ) (68)
= λ1 cos
2 θ
2
+ λ2 sin
2 θ
2
(69)
µ(eu, pw, o2) =
L2
2
=
1
2
(1 − (λ1 − λ2) cos θ) (70)
= λ1 sin
2 θ
2
+ λ2 cos
2 θ
2
(71)
19It will become clear in the next section why for the quantum case there is a unique minimal
property and a unique maximal property
20A density operator is an operator W such that < c,Wc >=< Wc, c > ∀ c ∈ C2 (which
means self-adjointness), and such that 0 ≤ < Wc,Wc > ∀ c ∈ C2 (which means positiveness),
and such that the trace equals to 1.
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P
θ
v
L2
L1
-v
w
Fig 13 : A representation of the experimental process in the case of a state pw where
w is a point of the interior of the sphere. The elastic of length 2, corresponding to
the experiment eu, is installed between u and −u. The probability, µ(eu,pw,o1), that
the particle P ends up in point u under influence of the experiment eu is given by
the length of the piece of elastic L1 divided by the total length of the elastic. The
probability, µ(eu,pw ,o2), that the particle P ends up in point −u is given by the
length of the piece of elastic L2 divided by the total length of the elastic.
These are new probabilities that will never be obtained if we limit the set of
states to the unit vectors of the two dimensional complex space. The ques-
tion is now the following: can we find a mathematical concept, connected in
some way or another to the Hilbert space, that would allow us, with a new
quantum rule for calculating probabilities, to recover these probabilities? The
answer is yes. We will show that these new ‘pure’ states of the interior of the
sphere can be represented using density operators, the same operators that are
used within standard quantum formalism to represent mixed states. And the
standard quantum mechanical formula that is used to calculate probabilities
connected to mixed states, represented by density matrices, can also be used
to calculate the probabilities that we have identified here. But of course the
meaning will be different: in our case this standard formula will represent a
transition probability from one pure state to another and not the probability
connected to the change of a mixed state. Let us show all this explicitly and do
this by constructing the density matrices in question.
The well known quantum formula for the calculation of transition proba-
bilities related to an experiment e, represented by the projections {P, I − P},
and where the quantum entity is in a mixed state p represented by the density
operator W , is the following:
µ(e, p, P ) = tr(W · P ) (72)
where tr is the trace of the operator21.
A standard quantum mechanical calculation shows that the density operator
representing the ray state cv = (cos
θ
2e
i
φ
2 , sin θ2e
−iφ
2 ) (see (23)) is given by:
W (v) =
(
cos2 θ2 sin
θ
2 cos
θ
2e
−iφ
sin θ2 cos
θ
2e
iφ sin2 θ2
)
(73)
21The trace of an operator is the sum of its diagonal elements.
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and the density operator representing the diametrically opposed ray state c−v
is given by:
W (−v) =
(
sin2 θ2 − sin θ2 cos θ2e−iφ
− sin θ2 cos θ2eiφ cos2 θ2
)
(74)
We will show now that the convex linear combination of these two density opera-
tors with convex weights λ1 and λ2 represents the state pw if we use the standard
quantum mechanical formula (72) to calculate the transition probabilities. If,
for w = λ1v + λ2(−v), we put :
W (w) = λ1W (v) + λ2W (−v) (75)
we have:
W (w) =
(
λ1 cos
2 θ
2
+ λ2 sin
2 θ
2
(λ1 − λ2) sin
θ
2
cos θ
2
e
−iφ
(λ1 − λ2) sin
θ
2
cos θ
2
e
iφ
λ1 sin
2 θ
2
+ λ2 cos
2 θ
2
)
(76)
and it is easy to calculate now the transition probabilities using (72) and:
P =
(
1 0
0 0
)
(77)
We have:
W (w) · P =
(
λ1 cos
2 θ
2 + λ2 sin
2 θ
2 0
(λ1 − λ2) sin θ2 cos θ2eiφ 0
)
(78)
and hence, comparing with (68), we find:
tr(W (w) · P ) = λ1 cos2 θ
2
+ λ2 sin
2 θ
2
= µ(eu, pw, o1) (79)
In an analogous way we find that:
tr(W (w) · (I − P )) = λ1 sin2 θ
2
+ λ2 cos
2 θ
2
(80)
= µ(eu, pw, o2)
So we have shown that we can represent each one of the new states pw by
the density operator W (w) if we use (72) for the calculation of the transition
probabilities.
We can also prove that each density operator in C2 is of this form. We show
this easily by using the general properties of density operators.
Let us identify now the set of states for the case of the spin of a spin 12
quantum particle. Each state is of the form pw with w a point of the sphere
ball. There also exist a zero state 0 and a unit state I.
Σspin 1
2
= {pw, 0, I | w ∈ ball} (81)
The state property space corresponding to the spin of a spin 12 quantum
particle is given by (Σspin 1
2
,Lspin 1
2
, ξspin 1
2
, κspin 1
2
), where
ξspin 1
2
: Σspin 1
2
→ P(Lspin 1
2
) (82)
37
We have for u and v belonging to the sphere ball:
au ∈ ξspin 1
2
(pw)⇔ pw ∈ κspin 1
2
(au)⇔ u = w (83)
We have, for |v| = 1, and hence pertaining to the surface of ball:
ξspin 1
2
(pv) = {av, I} (84)
For w < 1, and hence pertaining to the interior of ball we have:
ξspin 1
2
(pw) = {I} (85)
8 Quantum axiomatics: the technical part
In the foregoing section we have introduced the structure that can be opera-
tionally founded. To come to the full structure of standard quantum mechanics
some additional axioms have to be introduced which are more of a technical
nature. This section will be mathematically more sophisticated, but can be
skipped for those readers that are mainly interested in the results that are pre-
sented in next section.
In the introduction we mentioned that quantum axiomatics was developed
to build up standard quantum mechanics and not to change it. Meanwhile it
has become clear that some of the more technical axioms of standard quantum
mechanics are probably not generally satisfied in nature. This finding will be our
main comment regarding the standard axioms, and for this reason we anyhow
have to introduce them. An analysis of the failing axioms and their consequences
is presented in the next section.
8.1 State property systems
Since we will introduce in this section the axioms that have very little operational
meaning, we will enter much less in detail.
(1) The identification of properties
As we have seen in the example of the spin of a spin 12 quantum particle, a prop-
erty of the physical entity is represented by a projection operator. This remains
true for a general quantum entity. Suppose that we consider two properties a
and b of a general quantum entity, and their corresponding projection operators
Pa and Pb. The implication of properties, giving rise to a pre-order relation
on L, is translated for a quantum entity as follows by means of the projection
operators:
Theorem 7 Consider a state property space (Σ,L, ξ, κ) corresponding to a
quantum entity S, described by means of the standard quantum formalism in
a Hilbert space H. For two properties a, b ∈ L, and corresponding projection
operators Pa and Pb we have:
a ≺ b⇔ PaPb = PbPa = Pa (86)
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Definition 10 Consider a pre-ordered set Z,≺. The pre-order relation ≺ is a
partial order relation iff we have for x, y ∈ Z
x ≺ y and y ≺ x ⇒ x = y (87)
Theorem 8 Consider a state property space (Σ,L, ξ, κ) corresponding to a
quantum entity S, described by means of the standard quantum formalism in
a Hilbert space H. For two properties a, b ∈ L we have:
a ≺ b and b ≺ a ⇒ a = b (88)
and hence the pre-order relation on L is a partial order relation.
Proof: Suppose that a ≺ b and b ≺ a. Then from theorem 7 follows that
Pa = PaPb = PbPa = Pb. which means that a = b.
(2) Completeness of the property lattice
The second special property for quantum entities that we will identify has al-
ready been explained in the foregoing section. It is related to the existence of
the meet property for a set of properties. Suppose that we consider again a
quantum entity and a set of properties (ai)i with corresponding set of projec-
tion operators (Pai)i. Then there exists a unique projection operator Pa that
corresponds to the meet property ∧iai.
Theorem 9 Consider a state property space (Σ,L, ξ, κ) corresponding to a
quantum entity S, described by means of the standard quantum formalism in
a Hilbert space H. For a set of properties (ai)i, ai ∈ L, and corresponding set
of projection operators (Pai)i, there exists a projection operator Pa such that
a ∈ ξ(p)⇔ ai ∈ ξ(p) ∀ i (89)
which means that a = ∧iai and which means that the state property space is
property complete (see definition 4)
We will not prove this theorem because it will lead us into too many technical
details. We only mention that this is a well known result about Hilbert space
projectors.
(3) Minimal property and maximal property
We can remark now also that for the case of a quantum entity the maximal
property I is always actual for any state of the entity and the minimal property
0 is never actual (both are unique since the set of properties is a partially ordered
set). Indeed:
Theorem 10 Consider a state property space (Σ,L, ξ, κ) corresponding to a
quantum entity S, described by means of the standard quantum formalism in a
Hilbert space H. Consider an arbitrary state pW ∈ Σ and let 0 be the minimal
property and I be the maximal property of L, then 0 6∈ ξ(p) and I ∈ ξ(pW ).
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Proof: The minimal property is represented in quantum mechanics by the zero
projection 0, and the maximal property by the unit operator I. We have tr(W ·
0) = 0 and tr(W · I) = tr(W ) = 1 which shows that 0 6∈ ξ(pW ) and I ∈ ξ(pW ).
The additional structure that we have observed for a quantum entity in (1), (2)
and (3) will be our inspiration for the first axiom, and will make us introduce the
structure of a state property system, that we have studied already intensively
[30] and [31].
Definition 11 (state property system) Suppose that we have a state prop-
erty space (Σ,L, ξ, κ). This state property space is a state property system iff
(L,≺,∧,∨) is a complete lattice22, and for p ∈ Σ, I the maximal element and
0 the minimal element of L, and ai ∈ L, we have:
I ∈ ξ(p) O 6∈ ξ(p) ai ∈ ξ(p) ∀ i⇔ ∧iai ∈ ξ(p) (90)
Theorem 11 Consider a state property space (Σ,L, ξ, κ) corresponding to a
quantum entity S, described by means of the standard quantum formalism in a
Hilbert space H, then (Σ,L, ξ, κ) is a state property system.
The foregoing results make it possible to introduce the first axiom:
Axiom 1 (state property system) Suppose that we have a state property
space (Σ,L, ξ, κ) corresponding to an entity S. We say that axiom 1 is sat-
isfied iff the state property space is a state property system.
If axiom 1 is satisfied we will call the set of properties the ‘property lattice’
corresponding to entity S.
8.2 Atomic states
We have seen that the set of states Σ of a general physical entity has a natu-
ral pre-order relation that we have called the state implication. We have also
explained that a state in standard quantum mechanics can be represented by
a density operator. Some of the density operators represent vector states of
the Hilbert space. The representation theorem that we will put forward in this
section is inspired on the classical representation theorem formulated for the
situation where all states are vector states. Therefore we wonder whether it is
possible to characterize the vector states in a more general way. This is indeed
possible by means of the mathematical concept of ‘atom’ that we will introduce
now.
Definition 12 Consider a pre-ordered set Z,≺. We say that x ∈ Z is an ‘atom’
iff x is not a minimal element and for y ≺ x we have y ≈ x or y is a minimal
element of Z.
22A complete lattice is a complete partially ordered set.
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Definition 13 Consider a state property space (Σ,L, ξ, κ) describing an entity
S. We know that Σ,≺ is a pre-ordered set. We call p ∈ Σ an ‘atomic state’ of
the entity S iff p is an atom for the pre-order relation on Σ. We will denote the
set of atomic states of a state property space by means of Λ.
Let us first investigate which are the atomic states for our example of the quan-
tum machine. Following (84) and (85) we have pv ≺ pw and pv 6≈ pw for |v| = 1
and w < 1. This shows that none of the states pw with |w| < 1 is an atomic
state. From (83) follows that pv ≺ pw for |v| = |w| = 1 implies that v = w
and hence pv = pw. This shows that all of the states pv with |v| = 1 are
atomic states. Hence the atomic states for the quantum machine are exactly
these states that correspond to points on the surface of ball. For the situation
of a general quantum entity described in a Hilbert space H a similar result can
be shown: the atomic states are those states that are represented by density
operators that correspond to vectors of the Hilbert space.
Theorem 12 Consider a state property space (Σ,L, ξ, κ) corresponding to a
quantum entity S described by a Hilbert space H. A state p ∈ Σ is atomic iff
it is represented by a density operator corresponding to a vector of the Hilbert
space.
Proof: Consider a state pW ∈ Σ represented by a density operator W of H.
This density operator W can always be written as a convex linear combination
of density operators Wi corresponding to vectors of H and representations of
states pWi ∈ Σ23. Hence we have W =
∑
i λiWi. Consider a property a ∈ L
such that a ∈ ξ(pW ). This means that tr(WPa) = 1 where Pa is the projection
operator representing the property a. We have tr(WPa) = tr(
∑
i λiWiPa) =∑
i λitr(WiPa). Since 0 ≤ λi ≤ 1 ∀ i and
∑
i λi = 1 and 0 ≤ tr(WiPa) ≤ 1 ∀ i
this proves that tr(WiPa) = 1 ∀ i. As a consequence we have a ∈ ξ(pWi). This
shows that ξ(pW ) ⊂ ξ(pWi) and hence pWi ≺ pW . This shows already that
genuine density operators that are not corresponding to a vector of the Hilbert
space are not atomic. Suppose now that we consider a state pW ∈ Σ where W
corresponds to a vector c ∈ H and another state pV ∈ Σ such that pV ≺ pW .
This means that ξ(pW ) ⊂ ξ(pV ). Suppose the property represented by the
projector operator on the vector c, let us denote it Pc, is contained in ξ(pW )
and hence also in ξ(PV ). From this follows that V = Pc and hence pV = pW .
This shows that states represented by density operators corresponding to vectors
of the Hilbert space are atomic states.
The reader has perhaps meanwhile understood in which way we will gradually
arrive at a full axiomatization of standard quantum mechanics. We analyse step
by step what are the requirements that are additionally satisfied for the state
property space of a quantum entity described by standard quantum mechanics.
To proceed along this line we will now first show that for an entity satisfying
axiom 1, the atomic states can be identified unequivocally with atomic proper-
ties of the property lattice. This will make it possible to concentrate only on
the structure of the property lattice.
23This is a well known property of density operators in a Hilbert space.
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Theorem 13 Consider a state property space (Σ,L, ξ, κ) satisfying axiom 1
(hence a state property system) with set of atomic states Λ. Let us denote by A
the set of atoms of L. If we consider the function s : Σ→ L, then s(Λ) = A.
Proof: Suppose that r ∈ Λ and let is show that s(r) is a atom of L. Consider
a ∈ L such that a ≺ s(r) and a 6= 0. We remark that in this case κ(a) 6= ∅.
Indeed, suppose that κ(a) = ∅ then a ≺ b ∀ b ∈ L and hence a = 0. If κ(a) 6= ∅
there exists a p ∈ Σ such that p ∈ κ(a). We then have a ∈ ξ(p) and as a
consequence s(p) ≺ a ≺ s(r). From this follows that p ≺ r, but since r ∈ Λ
we have p ≈ r. This implies that s(p) = s(r) and hence a = s(r). This proves
that s(r) is an atom of L. Consider now a ∈ A. Let us show that there exists a
p ∈ Λ such that s(p) = a. We have κ(a) 6= ∅ since a 6= 0. This means that there
exists p ∈ Σ such that p ∈ κ(a). Hence a ∈ ξ(p) and as a consequence we have
s(p) ≺ a. From this follows that s(p) = 0 or s(p) = a. We remark that s(p) = 0
is not possible since this would imply that ξ(p) = L and hence 0 ∈ ξ(p) which
is forbidden. Hence we have s(p) = a. We must still show that p is an atom.
Indeed suppose that r ≺ p, then s(r) ≺ s(p) = a. This shows that s(r) = a and
hence ξ(r) = ξ(p).
The foregoing theorem shows that we can represent an atomic state by means of
the atom of the property lattice on which it is mapped by the map s. That is the
reason we will concentrate on the property lattice L. It could well be possible
that no or very few atomic states exist. For the case of standard quantum
mechanics there are however many atomic states.
Theorem 14 Consider a state property space (Σ,L, ξ, κ) describing a standard
quantum mechanical entity S in a Hilbert space H. Each property aP 6= 0
represented by a non zero projection operator P equals the supremum of the set
of rays (one dimensional projections) contained in P .
This is the inspiration for the next axiom. First we introduce the concept of a
complete atomistic lattice.
Definition 14 Consider a complete lattice L,≺ and its set of atoms A. We
say that L is ‘atomistic’ iff each a ∈ L is equal to the supremum of its atoms,
i.e. a = ∨c∈A,c≺ac.
Axiom 2 (atomicity) Consider a state property system (Σ,L, ξ, κ) describing
an entity S. We say that the state property system satisfies axiom 2 iff its
property lattice is atomistic.
We know from the foregoing that the atoms of L represent the atomic states of
the entity S.
Apart from atomicity, the property lattice of an entity described by standard
quantum mechanics satisfies an additional property, called the ‘covering law’.
It is the following:
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Axiom 3 (covering law) The property lattice L of a state property system
(Σ,L, ξ, κ) satisfies the ‘covering law’ iff for c ∈ A and a, b ∈ L such that
a ∧ c = 0 and a ≺ b ≺ a ∨ c we have a = b or a ∨ c = b.
The covering law demands that the supremum of a property and an atom
‘covers’ this property, in the sense that their does not exists a property in
between.
The first three axioms introduce the linearity of the set of states of the
entity. Indeed it can be shown that a complete atomic lattice satisfying the
covering law and containing sufficiently many atoms is isomorphic to a projective
geometry. Making use of the fundamental theorem of projective geometry we
can construct of vector space coordinating this geometry and also representing
the original lattice of properties. We refer to [34] for a proof of this fundamental
representation theorem for complete atomic lattices satisfying the covering law.
8.3 Orthogonality
The next axiom is inspired by the specific and strong orthogonality structure
that exists on a Hilbert space. If axiom 1 is satisfied the set of properties is a
complete lattice. We give now the definition of the structure of an orthocom-
plementation, which will make it possible for us to introduce the next axiom.
Definition 15 (orthocomplementation) Consider a complete lattice L. We
say that ′ : L 7→ L is an orthocomplementation iff for a, b ∈ L we have:
a ≺ b⇒ b′ ≺ a′
(a′)′ = a
a ∧ a′ = 0
(91)
Theorem 15 Consider a state property space (Σ,L, ξ, κ) corresponding to a
quantum entity S, described by means of the standard quantum formalism in a
Hilbert space H. If we define for a property a ∈ L, and corresponding projection
operator Pa, the property a
′ as corresponding to the projection operator I − Pa,
then ′ : L 7→ L is an orthocomplementation.
Proof: Suppose that we have a, b ∈ L and their corresponding projection oper-
ators Pa and Pb. If a ≺ b then Pa = PaPb = PbPa. We have (I −Pa)(I −Pb) =
I − Pb − Pa + PaPb = I − Pb = I − Pb − Pa + PbPa = (I − Pb)(I − Pa). This
shows that b′ ≺ a′. We have I − (I − Pa) = Pa which proves that (a′)′ = a.
Since Pa(I − Pa) = 0 we have a ∧ a′ = 0.
This gives us the next axiom:
Axiom 4 (orthocomplementation) A state property system (Σ,L, ξ, κ) de-
scribing an entity S is called ‘property orthocomplemented’ and satisfies axiom
4 iff there exists an orthocomplementation on the complete lattice of properties.
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Apart from the orthocomplementation the property lattice of an entity described
by standard quantum mechanics satisfies an additional property called ‘weak
modularity’. It is a purely technical axiom expressed as follows:
Axiom 5 (weak modularity) The property lattice L of a state property space
(Σ,L, ξ, κ) satisfying axiom 1 and 4 (hence a property orthocomplemented state
property system) is ‘weakly modular’ iff for a, b ∈ L such that a ≺ b we have
(a ∨ b′) ∧ b = a.
8.4 Full axiomatisation of standard quantum mechanics
We need more requirements in order to be able to prove that the obtained
structure is isomorphic to standard quantum mechanics. We leave the proof
for these requirements to be satisfied in standard quantum mechanics to the
dedicated reader. The first requirement is called ‘plane transitivity’. It has
been identified only recently ([32] [33]).
Axiom 6 (plane transitivity) The property lattice L of a state property space
(Σ,L, ξ, κ) is ‘plane transitive’ iff for p, q ∈ Σ there are r 6= s ∈ Σ and an
automorphism of L that maps p onto q and leaves the ‘plane’ interval [0, r ∨ s]
invariant.
Let us introduce the next axiom:
Axiom 7 (irreducibility) The property lattice L of a state property space
(Σ,L, ξ, κ) satisfying axiom 1 and 2 (hence a property orthocomplemented state
property system) is ‘irreducible’ i.e. whenever b ∈ L is such that b = (b ∧ a) ∨
(b ∧ a′) ∀ a ∈ L then b = 0 or b = I.
The standard representation theorem has been proven for the irreducible
components of the property lattice. The foregoing axiom is in this sense not on
the same level as the other ones. Indeed even if we do not require the property
lattice to be irreducible, the representation theorem can be proven for each
irreducible component. It can indeed be shown that a general property lattice
is the direct product of its irreducible components. We refer to [38] and [41] and
more specifically to [42] and [43] for a detailed analysis of this decomposition.
When we mentioned the representation theorem derived from the fundamen-
tal theorem of projective geometry in section 8.2 we already pointed out that
the property lattice has to contain enough states to be able to derive this the-
orem. For the full representation theorem of standard quantum mechanics we
need infinitely many atoms.
Axiom 8 (infinite length) The property lattice L of a state property space
(Σ,L, ξ, κ) is ‘infinite’ if it contains an infinite set of mutually orthogonal ele-
ments24.
24Two elements are orthogonal iff they imply respectively a property and its orthocomple-
ment.
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Theorem 16 (Representation theorem) Suppose that we have an entity S
described by means of a state property space (Σ,L, ξ, κ) for which axioms 1 to
8 are satisfied. Then L is isomorphic to the complete lattice of the projection
operators of an infinite dimensional real, complex or quaternionic Hilbert space
H. The atoms of L and hence also the atomic states of S correspond to the rays
of H. The orthocomplementation is induced by the orthogonality structure of H.
We will not prove this theorem, but refer to [32, 33, 34, 35, 36, 37, 38, 39, 40,
41, 42, 43, 44, 45, 46, 47, 48, 49] where pieces preparing the proof can be found.
We refer to [32, 33] for a recent and more complete overview and the inclusion
of the new axiom of plane transitivity.
9 Paradoxes and failing axioms
The aim of quantum axiomatics was to construct an operational foundation
for standard quantum mechanics starting from basic concepts, states and prop-
erties, that are easy to identify physically. Once a full axiomatics has been
constructed this gives of course a powerful tool to investigate the well known
paradoxes that quantum mechanics entails. Let us investigate some aspects of
this possibility.
9.1 The description of entity consisting of two entities
We will consider the description of two spins by using the quantum machine
model for these spins. So we consider now two quantum machines. Let us
call them S1 and S2, and the entity that just consists of these two quantum
machines. In a general way, the entity S1 is described by a state property
space (Σ1,L1, ξ1, κ1) and the entity S2 is described by a state property space
(Σ2,L2, ξ2, κ2). Let us denote the sphere of the first quantum machine S1 by
ball1, the points of this sphere by v1 ∈ ball1, and the states, the experiments
and the properties connected to this quantum machine by pv1 , eu1 and au1 . In
an analogous way we denote the sphere of the second quantum machine S2 by
ball2, and its states, experiments and properties by pv2 , eu2 and au2 .
As we have shown in (66) and (81) the sets of properties, the sets of states
and the sets of experiments are given by:
L1 = {au1 | u1 ∈ ball1, |u1| = 1}
Σ1 = {pv1 | v1 ∈ ball1}
E1 = {eu1 | u1 ∈ ball1, |u1| = 1}
L2 = {au2 | u2 ∈ ball2, |u2| = 1}
Σ2 = {pv2 | v2 ∈ ball2}
E2 = {eu2 | u2 ∈ ball2, |u2| = 1}
(92)
Let us call S the compound physical entity, consisting of the two quantum
machines, and (Σ,L, ξ, κ) the state property space describing this entity S. To
45
see in which way the three state property spaces are connected we have to
analyse the physical situation.
The states
Clearly a state p of the entity S completely determines a state p1 of S1 and a
state p2 of S2 - using the physical principle that when the entity S ‘is’ in state p
then the entities S1 and S2 ‘are’ in two corresponding states p1 and p2
25. This
defines two functions:
m1 : Σ→ Σ1 p 7→ m1(p)
m2 : Σ→ Σ2 p 7→ m2(p) (93)
The properties
Each experiment e1 on S1 is also an experiment on S and each experiment e2
on S2 is also an experiment on S - following the physical principle that if we
perform an experiment on one of the sub-entities we perform it also on the
compound entity26. Since the properties are operationally defined by means of
the experiments, from the same physical principle, we have that each property
of a sub-entity is also a property of the compound entity. This defines again
two functions:
n1 : L1 → L a1 7→ n1(a1)
n2 : L2 → L a2 7→ n2(a2) (94)
A covariance principle
If property a1 is actual for entity S1 in state m1(p), then property n1(a1) is
actual for entity S in state p. An analogous covariance principle is satisfied be-
tween entity S2 and entity S. This means that we have the following equations:
a1 ∈ ξ1(m1(p))⇔ n1(a1) ∈ ξ(p)
a2 ∈ ξ2(m2(p))⇔ n2(a1) ∈ ξ(p) (95)
It has been shown in [50], [30], [31] and [33], that for the case of physical entities
satisfying axiom 1 (hence the three state property spaces are state property
systems) this covariance principle gives rise to a unique minimal structure for
the state property system of the compound entity. It is the (co)product in the
category of state property systems.
Theorem 17 Suppose that we have two entities S1 and S2 with state property
systems (Σ1,L1, ξ1, κ1) and (Σ2,L2, ξ2, κ2) that form a compound entity S with a
state property system (Σ,L, ξ, κ) according to (93), (94) and (95). The minimal
solution is as follows:
Σ = Σ1 × Σ2 (96)
25If we take the ontological meaning of the concept of state seriously, we can hardly ignore
this physical principle. Although, as we will see, standard quantum mechanics gives rise to
problems here.
26Again, if we take the meaning of what an experiment is seriously, it is hard to ignore this
principle. We have even no reason here to doubt it, because standard quantum mechanics
agrees with it.
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where Σ1×Σ2 is the cartesian product of Σ1 and Σ2. For (p1, p2) ∈ Σ we have:
m1(p1, p2) = p1 m2(p1, p2) = p2 (97)
For p1, q1 ∈ Σ1 and p2, q2 ∈ Σ2 we have:
(p1, p2) ≺ (q1, q2)⇔ p1 ≺ q1 and p2 ≺ q2 (98)
L = L1
∐
L2 (99)
= {(a1, a2) | a1 ∈ L1, a2 ∈ L2, (100)
a1 6= 01, a2 6= 02} ∪ {0}
where L1
∐L2 is called the co-product of L1 and L2. For a1 ∈ L1 and a2 ∈ L2
we have:
n1(a1) = (a1, I2) if a1 6= 01
n1(01) = 0
n2(a2) = (I1, a2) if a2 6= 02
n2(02) = 0
(101)
For a1, b1, a
i
1 ∈ L1 and a2, b2, bi2 ∈ L2 we have:
(a1, a2) ≺ (b1, b2)⇔ a1 ≺ b1 and a2 ≺ b2 (102)
0 ≺ (a1, a2) (103)
∧i (ai1, ai2) = (∧iai1,∧iai2) (104)
if ∧i ai1 6= 01 and ∧i ai2 6= 02
= 0 if ∧i ai1 = 01 or ∧i ai2 = 02 (105)
Further we have:
ξ(p1, p2) = {(a1, a2) | a1 ∈ ξ1(p1), a2 ∈ ξ2(p2)} (106)
κ(a1, a2) = {(p1, p2) | p1 ∈ κ(a1), p2 ∈ κ(a2)} (107)
9.2 The covering law and compound entities
This structure of (co)product is the simplest one that can be constructed for
the description of the compound physical entity S. One would expect that it is
‘the’ structure to be used to describe the compound entity S. This is however
not the case for quantum entities in standard quantum mechanics. The reason
is that the co-product ‘never’ satisfies two of the axioms of standard quantum
mechanics, namely axiom 3 (covering law) and axiom 4 (orthocomplementation).
Let us prove this for the case of the covering law.
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Theorem 18 Suppose that axiom 1 and 2 are satisfied and consider two entities
S1 and S2 described by state property systems (Σ1,L1, ξ1, κ1) and (Σ2,L2, ξ2, κ2)
and the minimal compound entity S consisting of S1 and S2 and described by the
state property system (Σ1×Σ2,L1
∐L2, ξ, κ) as defined in theorem 17. Suppose
that axiom 3 is satisfied for the entity S, then one of the two entities S1 or
S2 has a trivial property lattice consisting only of the minimal and maximal
element.
Proof: Suppose that L1 has at least one element a1 different from I1 and 01.
Since L1 is atomistic there exists an atom c1 ≺ a1, and at least one atom
d1 6≺ a1. Hence c1 6= d1. Consider now two arbitrary atoms c2, d2 ∈ L2. We
have:
(c1, c2) ≺ (c1 ∨ d1, c2) ≺ (c1 ∨ d1, c2 ∨ d2) (108)
(c1 ∨ d1, c2 ∨ d2) = (c1, c2) ∨ (d1, d2) (109)
Since (d1, d2) is an atom of L1
∐L2, the property (c1, c2) ∨ (d1, d2) ‘covers’
(c1, c2), because the covering law is satisfied for S. We therefore have:
(c1, c2) = (c1 ∨ d1, c2) or
(c1 ∨ d1, c2) = (c1 ∨ d1, c2 ∨ d2) (110)
This implies that
c1 = c1 ∨ d1 or c2 = c2 ∨ d2 (111)
Since c1 6= d1 we cannot have c1 = c1 ∨ d1. Hence we have c2 = d2. Since c2
and d2 were arbitrary atoms of L2, this proves that L2 contains only one atom.
From this follows that L2 = {02, I2}.
This theorem proves that for two non-trivial entities S1 and S2 the property
lattice that normally should represent the compound entity S never satisfies the
covering law. This same theorem also proves that, since we know that for an
entity described by standard quantum mechanics the covering law is satisfied
for its property lattice, in quantum mechanics the compound entity S is ‘not’
described by the minimal product structure. The covering law, as we remarked
earlier already, is the axiom that introduces the linear structure for the state
space. This means that for a property lattice that does not satisfy the covering
law it will be impossible to find a vector space representation such that the
superposition principle of standard quantum mechanics is available. It can be
shown that this fact is at the origin of the Einstein Podolsky Rosen paradox as
it is encountered in quantum mechanics (see [19] and [20]). It means indeed that
the compound entity S, as it is described in standard quantum mechanics, will
have additional elements in its state property structure, that are not contained
in the minimal product structure that we have proposed here. As we will see,
these additional elements are the so called ‘non-product states’.
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9.3 The quantum description of the compound entity
For standard quantum mechanics the compound entity S consisting of two en-
tities S1 and S2 is described by means of the tensor product H1 ⊗ H2 of the
Hilbert spacesH1 andH2 that describe the two sub-entities S1 and S2. We have
studied this situation in detail in earlier work [51], and will here only expose
the scheme.
Let us consider an entity S described with a state property space (Σ,L, ξ, κ)
corresponding to the Hilbert space H consisting of two entities S1 and S2 de-
scribed by state property spaces (Σ1,L1, ξ1, κ1) and (Σ2,L2, ξ2, κ2) correspond-
ing to Hilbert space H1 and H2. Let us first identify the functions m and n that
describe the situation where S is the joint entity of S1 and S2. For the function
n this identification is straightforward. We have:
n1 : L1 → L aP1 7→ aP1⊗I2 = n1(aP1)
n2 : L2 → L aP2 7→ aI1⊗P2 = n2(aP2) (112)
This shows that for standard quantum mechanics, as in the case where we would
describe the compound entity by means of the co-product, for each property a1
of S1 (a2 of S2) there is a unique property n1(a1) (n2(a2)) of S. The requirement
that with each state p of the compound entity S correspond unique states p1
and p2 of the sub-entities gives rise to a special situation in the case that p
corresponds to a non-product vector of the Hilbert space H1⊗H2, i.e. a vector
c =
∑
i c
i
1⊗ci2 that cannot be reduced to a product of a vector inH1 and a vector
in H2. It can be shown that, taking into account the covariance requirement -
this time also for the probalitities - there do correspond two unique states pW1
and pW2 to such a state pc¯, but when c is a non-product vector, W1 and W2
are density operators that do not correspond to vectors in H1 and H2. This
means (see theorem 12) that pW1 and pW2 are non atomic states although pc¯ is
an atomic state. We have not stated this too explicit till now, but in standard
quantum mechanics there is a real physical difference between the atomic states
- represented by density operators corresponding to a vector - and the non
atomic states - represented by density operators not corresponding to a vector.
The atomic states are ‘pure states’ and the non atomic states are ‘mixed states’.
This is in fact also the case in our operational definition of the join states in
(see definition 9). The join state of a set of states, as defined there is a mixture
of these states, which means that the entity is in the join state of this set iff
it is in one of the states of this set, but we lack the knowledge about which
one. So we repeat: a mixed state of a set of pure states describes our lack of
knowledge about the pure state where the entity is in. If this is the meaning
of a non atomic state, hence a mixed state over some set of atomic states, as
it is the case in standard quantum mechanics, we can conclude that the entity
is always in an atomic state. The non atomic states only describe our lack of
knowledge about the atomic state the entity exactly is in.
We can now see where the fundamental problem arises with the tensor prod-
uct coupling procedure of quantum mechanics. If entities are always in atomic
states, and since for an atomic state of the compound entity that corresponds
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to a non-product vector of the tensor product Hilbert space, the component
states are strictly non atomic, it would indicate that the sub-entities are not in
a state. This is of course very strange. Indeed, it seems even contradictory with
the concept of state itself. An entity must always be in a state (and hence a
quantum entity always in an atomic state), whether it is a sub-entity of another
entity or not.
As we have mentioned already, these non-product states also give rise to EPR
type correlations between the two sub-entities S1 and S2. We remark that the
presence of these correlations also indicates that the quantum description of the
compound entity is not a description of ‘separated’ entities. So something really
profoundly mysterious occurs here. We also mention that it is excluded that
the non-product states of the quantum compound entity would be mathemat-
ical artifacts of the theory, since entities are without many problems prepared
in these non-product states in the laboratory these days27. So the non-product
states exists and are real states of the compound entity consisting of two quan-
tum entities. Should we then decide that the sub-entities have disappeared as
entities, and only some properties are left? We want to reflect more about this
question and investigate what the possibilities are. Most of all we want to put
forward an alternative possibility, that is however speculative, but should be
worth further investigation.
9.4 About mixtures, pure states non atomic pure states
We have to remark that the problem that we explained in the foregoing section
was known from the early days of quantum mechanics but concealed more or
less by the confusion that often exists between pure states and mixtures. Let
us explain this first. The reality of a quantum entity in standard quantum
mechanics is represented by a pure state, namely a ray of the corresponding
Hilbert space. Mixed states are represented in standard quantum mechanics by
density operators (positive self adjoint operators with trace equal to 1). But
although a mixed state is also called a state, it does not represent the reality of
the entity under consideration, but a lack of knowledge about this reality. This
means that if the entity is in a mixed state, it is actually in a pure state, and
the mixed state just describes the lack of knowledge that we have about the
pure state it is in. We have remarked that the deep conceptual problem that
we indicate here was noticed already in the early days of quantum mechanics,
but disguised by the existence of the two types of states, pure states and mixed
states. Indeed in most books on quantum mechanics it is mentioned that for
the description of sub-entities by means of the tensor product procedure it is
so that the compound entity can be in a pure state (and a non-product state is
meant here) such that the sub-entities will be in mixed states and not in pure
27The question about the reality of the non-product states was settled during the second half
of the seventies and the first half of the eighties by means of the well known Einstein Podolsky
Rosen correlation experiments. Meanwhile it has become common laboratory practice to
prepare ‘entangled’ entities - that is what they are referred to now in the literature - in
non-product states.
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states (see for example [52] 11-8 and [53] p 306). The fact that the sub-entities,
although they are not in a pure state, are at least in a mixed state, seems at first
sight to be some kind of a solution to the conceptual problem that we indicated
in the foregoing section. Although a little further reflection shows that it is not:
indeed, if a sub-entity is in a mixed state, it should anyhow be in a pure state,
and this mixed state should just describe our lack of knowledge about this pure
state. So the problem is not solved at all. Probably because quantum mechanics
is anyhow entailed with a lot of paradoxes and mysteries, the problem was just
added to the list by the majority of physicists.
Way back, in a paper published in 1984, we have already shown that in a
more general approach we can define pure states for the sub-entities, but they
will not be ‘atoms’ of the lattice of properties [50]. As we have shown already
the ray states of quantum mechanics give rise to atoms of the property lattice,
such that ‘pure states’ in quantum mechanics correspond to ‘atomic’ states of
the state property space. This means that the non atomic pure states that
we have identified in [50] can anyhow not be represented within the standard
quantum mechanical formalism. We must admit that the finding of the existence
of non atomic pure states in the 1984 paper, even from the point of view of
generalized quantum formalisms, seemed also to us very far reaching and difficult
to interpret physically. Indeed intuitively it seems to be so that only atomic
states should represent pure states. We know now that this is a wrong intuition.
But to explain why we have to present first the other pieces of the puzzle.
A second piece of the puzzle appeared when in 1990 we built a model of
a mechanistic classical laboratory situation violating Bell inequalities with
√
2,
exactly ‘in the same way’ as its violations by the EPR experiments [54]. With
this model we tried to show that Bell inequalities can be violated in the macro-
scopic world with the same numerical value as the quantum violation. What is
interesting for the problem of the description of sub-entities is that new ‘pure’
states were introduced in this model. We will see in a moment that the possibil-
ity of existence of these new states lead to a possible solution of the problem of
the description of sub-entities within a Hilbert space setting, but different from
standard quantum mechanics.
More pieces of the puzzle appeared steadily during the elaboration of the
general formalism presented in [6]. We started to work on this formalism during
the first half of the eighties, reformulating and elaborating some of the concepts
during these years. Then it became clear that the new states introduced in [54],
although ‘pure’ states in the model, appear as non atomic states in the general
formalism. This made us understand that the first intuition that classified non
atomic states as bad candidates for pure states was a wrong intuition. Let us
present now the total scheme of our possible solution.
In the example that we proposed in [54] we used two spin models as the
one presented here (the quantum machine) and introduced new states on both
models with the aim of presenting a situation that violates the Bell inequalities
exactly as in the case of the singlet spin state of two coupled spin 12 particles
do. We indeed introduced a state for both spin models that corresponds to the
point in the center of each sphere, and connecting these two states by a rigid rod
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we could generate a violation of Bell’s inequalities. We have shown in the last
part of section 7.4 that the centre of ball is a non atomic state of the quantum
machine. This means that we have ‘identified’ a possible ‘non-mixture’ state
(meaning with ‘non-mixture’ that it really represents the reality of the entity
and not a lack of knowledge about this reality) that is not an atom of the pre-
ordered set of states. Is this a candidate for the ‘non-mixed’ states that we
identified in [50] and that were non-atoms? It is indeed, as we prove explicitly
in [6]. The states pw, where w ∈ ball and |w| < 1, as defined in 7.4, and that
are certainly pure states for the quantum machine entity, are represented by the
density operator W (w) if we use formula 72 for the calculation of the transition
probabilities.
9.5 Completing quantum mechanics?
The idea that we want to put forward is the following: perhaps density operators
just do represent pure states, also for a quantum entity. Such that the set of pure
states would be represented by the set of density operators and not by the set
of rays of the Hilbert space. If this would be the case, the conceptual problem
of using the tensor product would partly be solved. We admit immediately that
it is a very speculative idea that we put forward here. The problem is also
that it will be difficult to test it experimentally on one physical entity. Indeed,
the so called new pure states, corresponding to density operators of the Hilbert
space, cannot experimentally be distinguished from mixtures of old pure states,
corresponding to vectors, and represented also by these density operators. It is
an easy mathematical result since in all probability calculations only the density
operator appears. We can also see it explicitly on the quantum machine. Let us
go back to the calculation that we made in the second part of section 7.4. The
‘pure’ state pw corresponding to an interior point w = λ1 · v + λ2 · (−v) of ball
is represented by the density operator
W (w) =
(
λ1 cos
2 θ
2
+ λ2 sin
2 θ
2
(λ1 − λ2) sin
θ
2
cos θ
2
e
−iφ
(λ1 − λ2) sin
θ
2
cos θ
2
e
iφ
λ1 sin
2 θ
2
+ λ2 cos
2 θ
2
)
(113)
But this density operator represents also the ‘mixed’ state describing the fol-
lowing situation of lack of knowledge: the point is in one of the pure states pv
or p−v with weight λ1 and λ2 respectively. Although this mixed state and the
pure state pw are ontologically very different states, they cannot experimentally
be distinguished by means of the elastic experiments.
10 From Euclid to Riemann: the quantum
mechanical equivalent
We have called section 9 ‘Paradoxes and failing axioms’. Indeed a possible
conclusion for the result that we have exposed in this section is that the covering
law (and some of the other axioms) are just no good and that we should look for
a more general formalism than standard quantum mechanics. We are more and
more convinced that this must be the case, also because it is again the covering
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law that makes it impossible to describe a continuous change from quantum to
classical passing through the intermediate situations that we have mentioned in
section 6.4 (see [5], [25] and [27] and the paper of Thomas Durt in this book).
In this sense we want to come back now to the suggestive idea that was
proposed in the introduction. The idea of relativity theory, to take the points
of space-time as representing the events of reality, goes back to a long tradition.
It was Euclid who for the first time synthesised the descriptions that the Greek
knew about the properties of space by using as basic concepts points, lines
and planes. Let us remember that Euclid constructed an axiomatic system
consisting of five axioms - now called Euclid’s axioms - for Euclidean space
and its geometric structure. All classical physical theories have later, without
hesitation, taken the Euclidean space as theatre for reality. From a purely
axiomatic point of view there has been a long and historic discussion about the
independence of the fifth Euclidean axiom. Some scientists have pretended to
be able to derive it from the four other axioms. The problem was resolved in
favour of the independence by Gauss, Bolyai and Lobachevski by constructing
explicit models of non-euclidean geometries. Felix Klein proposed a classification
along three fundamental types: an elliptic geometry, the one originally proposed
by Gauss, the geometry of the surface of a sphere for example, a hyperbolic
geometry, proposed by Lobachevski, the geometry of the surface of a saddle for
example, and a parabolic geometry, that lies in between both. It was Riemann
who proposed a complete theory of non-euclidean geometries, the geometry of
curved space, that was later used by Einstein to formulate general relativity
theory. It is interesting to remark that the programme of general relativity -
to introduce the force fields of physics as properties of the metric of space -
was already put forward explicitly by Riemann. He could however not have
found the solution of general relativity because he was looking for a solution
in three dimensional space, and general relativity has to be constructed in four
dimensional space-time. In the formulation of Einstein, which is the one of
Riemann applied to the four dimensional space-time continuum, the events are
represented by the points and the metric tensor describes the nature of the
geometry. Let us now see whether we can find an analogy with our analysis
of quantum mechanics by means of our axiomatic approach. Here the basic
concepts are states, properties and probability. In geometry a set of points
forms a space. In quantum mechanics the set of states and properties form
a state property space. Just like the Euclidean space is not just any space,
the state property space of quantum mechanics is not just any state property
space. We have outlined 8 axioms that make an arbitrary state property space
into a quantum mechanical state property space. We have remarked already
that the purpose of quantum axiomatics was not to change standard quantum
mechanics, exactly as the purpose of Euclid was certainly not to formulate an
alternative geometry: he wanted to construct an operational theory about the
structure of space.
The operational axiomatization of quantum theory has taken a long time, the
axiom of ‘plane transitivity’ relies on a result of Maria Pia Soler of 1995 [48].
Since however the general problems related to axiomatization are nowadays
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better known, there has been little discussion about the independence of the
axioms. But the physical meaning of certain axioms (e.g. the failing covering
law) remained obscure. These were merely axioms introduced to recover the
complete Hilbert space structure which includes the linearity of the state space.
Within this development of the axiomatic structure of quantum theory it has
been shown now that the compound entity of two separated quantum entities
cannot be described. The axiom that makes such a description impossible is
the covering law, equivalent to the linearity of the state space. Do we have to
work out a general quantum theory, not necessarily satisfying the covering law,
as Riemann has given us a general theory of space? We believe so, but we know
that a lot of work has to be done. In [6] a humble general scheme is put forward
that may be a start for the elaboration of such a general quantum theory.
I want to thank Jan Broekaert and Bart Van Steirteghem to read and discuss
with me parts of the text of this article. Their remarks and suggestions have
been of great value.
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