Abstract-Stochastic collocation method (SCM), a prevailing uncertainty analysis method, has been successfully implemented in electromagnetic compatibility (EMC) simulation, especially in EMC commercial software. However, the "curse of dimensionality" problem (dimensionality means the number of uncertain variables) limits the application of the SCM. This paper proposes a novel sparse grid strategy in order to improve the computational efficiency of the SCM, especially in high-dimensionality case. In the proposed strategy, it is revealed that the number of the collocation points is in proportion to the dimensionality. By simulating two shielding effectiveness analysis examples in CST software, the feasibility of the proposed method can be presented clearly, with the help of the feature selective validation method.
I. INTRODUCTION
O VER recent years, uncertainty analysis methods have become of more interest in electromagnetic compatibility (EMC) in order to take account of practical complexity and unpredictability within a simulation. In uncertainty analysis, some input parameters of the EMC simulation are actually random variables with properly assigned probability density distributions rather than definite values [1] - [4] .
Meanwhile, commercial EMC software is a popular and effective tool in EMC studies. For the uncertainty analysis problem, it frequently accounts for input variability by employing a parameter sweep technique or the Monte Carlo method (MCM) [1] , [2] . While both techniques are accurate, they may not be efficient due to the low convergence rate.
In recent EMC studies, many efficient uncertainty analysis methods have been presented. For example, stochastic Galerkin method [5] , stochastic collocation method (SCM) [6] - [8] , method of moments (MOM) [9] , [10] , perturbation method [11] , stochastic finite difference time domain [12] , and so forth. However, previous studies have not considered the application of these efficient uncertainty analysis methods in off-the-shelf EMC software. It is worth noting that the uncertainty analysis methods used in EMC software must adjust to the principle that the methods can be implemented without accessing to the solver code. Thus, only the MOM and the SCM can be used in this case.
The MOM relies on first-order truncated Taylor series expansion to acquire the approximation or estimation of the expectation and the standard deviation [9] .The advantage of the MOM is that its computational efficiency is completely unaffected by the dimensionality. In uncertainty analysis, the dimensionality means the number of random variables. However, the accuracy of the MOM would be poor when the output depends on the input in a nonlinear manner.
On the other hand, the SCM is based on the generalized polynomial chaos theory [6] , [7] . As confirmed in [8] , the SCM shows high accuracy with high computational efficiency. However, with the increase of dimensionality, the number of the collocation points in SCM shows exponential growth, which leads to the deterioration in computational efficiency. This is called the curse of dimensionality. In [8] , the sparse grid strategy is proposed to solve this problem. However, it is verified that the sparse grids scheme can only alleviate this growth in SCM, but cannot completely remove it.
Furthermore, thanks to the complex EMC environment, the uncertainty analysis problem in EMC simulations tends to be the high-dimensionality problem in most cases. Thus, an efficient uncertainty analysis method with high accuracy is necessary to be proposed, in order to solve this high-dimensionality problem in EMC simulations.
A novel sparse grids scheme in the SCM is developed and proposed in this paper, named SCM with dimension-reduced sparse grids scheme (DRSG-SCM). In this scheme, the number of the collocation points is in proportion to the dimensionality. Two shielding effectiveness examples in CST software, which considers both random size and random location of an aperture in a shielded box, are presented. By using the feature selective validation (FSV) method [14] , [15] , the performance of the proposed method in precision can be objectively shown.
The structure of the paper is as follows: Section II offers an overview of the MCM and the MOM. The DRSG-SCM is expressed in detail in Section III. Section IV validates the algorithm accuracy in a two-dimensional (2-D) model by using FSV. Section V shows the algorithm validation in an eightdimensional (8-D) model. The extensive application of the proposed method in asymmetric case is discussed in Section VI. Section VII provides a summary of this paper.
0018-9375 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications standards/publications/rights/index.html for more information.
II. MONTE CARLO METHOD AND METHOD OF MOMENTS
In the uncertainty analysis, some input parameters of the simulation are uncertain. For example, suppose that the height of the aperture on the shielding box obeys the uniform distribution U [H min , H max ], and the randomness of the location can be modeled as
where ξ h is the random variable depending on the random event, which obeys the uniform distribution [−1, 1].
If there are several random elements within the simulation, a random variable vector should be proposed as
In (2), there are n uncertain input parameters in the simulation where every random variable has its own distribution.
In MCM, there are typically a large number of sampling points required. Every sampling point is in form of n certain values, such as
At each sampling point, a single EMC simulation is performed. Given that an uncertainty analysis problem is translated into huge number of certain simulations with MCM, the overall computational efficiency is rather low, which greatly limits its application.
MOM is a relatively efficient uncertainty analysis method. The expectation estimation of the MOM is shown as
where SE is the abbreviation of "shielding effectiveness," and it means the true result, and E(SE(ξ)) represents the expectation of SE(ξ). ξ i stands for the mean value of the random variable ξ i . The total number of the random variables is n. SE(ξ 1 , . . . , ξ n ) represents an individual EMC simulation result at the point (ξ 1 , . . . , ξ n ).
The standard deviation calculation of the MOM is
where σ(SE(ξ)) is the standard deviation of SE(ξ), and σ 2 ξ i is the variance of the random variable ξ i .
is the sensitivity from the input parameter to the output parameter, and it can be calculated as
where δ i is the perturbation. The accuracy of the MOM depends on the size of the perturbation. It has been previously suggested that δ i = σ ξ i is appropriate [9] .
The improved MOM is proposed in [10] ; Richardson extrapolation is used to improve the accuracy of the standard deviation calculation in MOM. Furthermore, the IMOM preserves most of the advantages of the MOM. In contrast to MOM, the standard deviation calculation of the IMOM turns to be
By substituting (6) or (7) into (5), the standard deviation result of the MOM is obtained. Theoretically, the number of individual EMC simulations in MOM is n + 1, and that in IMOM is 2n + 1.
III. STOCHASTIC COLLOCATION METHOD WITH DIMENSION-REDUCED SPARSE GRIDS SCHEME
The SCM is another high-efficiency uncertainty analysis method, and has attracted much attention in recent years [6] , [7] . Similarly to MCM and MOM, SCM treats an uncertainty analysis problem as several individual simulation problems. The mathematical foundation of the SCM is the Lagrange interpolation theorem [8] . In the Lagrange interpolation theorem, as long as the interpolating points and their values are known, an approximate function of the true function can be obtained by using the interpolation formula.
Returning to the uncertainty analysis problem, when the interpolating points are chosen a priori according to the random variable vector in (2), then the certain EMC simulations will be performed at the interpolating points (we also call them collocation points). By using the Lagrange interpolation formula, the approximate function of the random variables can be obtained. Suppose that there is only one random variable ξ 1 , the mathematical description of SCM can be expressed as
where M is the number of the interpolating points in random variable.SE stands for the approximate function of SE, and it is the result of the SCM. ξ k 1 is one of the interpolating points, and it is a certain constant.SE(ξ 
The number of the random variables is n, and m i w stands for the number of one-dimensional nodal sets in wth random variable. Consequently, the total number of the interpolating points is M = m i 1 ...m i n . It is clearly seen that the number of the interpolating points in SCM shows exponential growth, with the increase of the number of random variables.
Another interpolating point choosing scheme is sparse grids, based on the Smolyak algorithm [8] . The sparse grids interpolation is
which satisfies |i| = i 1 + i 2 + · · · + i n and i k ≥ 1, k = 1, 2,..., n. Furthermore, the interpolating points in two adjacent order satisfy the nested relationship, namely, the interpolating points in u r SE are the subset of those in u r + 1 SE . Thus, the number of the interpolating points becomes
The explanation of (10) and (11) and more details about the sparse grids can be found in [8] . The number of the interpolating points in a sparse grid scheme is fewer than that in a tensor product scheme. It means that the computational efficiency of the sparse grid scheme is higher. However, it is worth noting that the sparse grids scheme can only alleviate this growth in SCM, but cannot completely remove it.
In order to completely remove the exponential growth of the interpolating points in SCM, a DRSG is developed and proposed in this paper. This method is named the DRSG-SCM. In DRSG-SCM, the number of the interpolating points is in proportion to the dimensionality.
There are two differences between DRSG-SCM and traditional sparse grids scheme. The first one is that DRSG-SCM only has two orders, expressed as
and
Another difference is that the second order is not limited to only three interpolating points, namely, as long as the number of the interpolating points is an odd number, and the element {0} is included in the points, then it is all right. Thus, the distribution of the random variables in DRSG-SCM must be symmetrical distribution. As for the asymmetrical case, the solution of it would be discussed in Section VI.
In order to construct two orders, q = x + 1 and n = x are substituted into (11), and we can obtain
For simplifying the writing, u i 1 is used to replace u i 1 SE .
Due to |i| ≥ x, (14) can also be expressed as
Thus, there are only two kinds of situations, namely, |i| = x and |i| = x + 1.
When |i| = x, it means that i k = 1, k = 1, 2,..., x. In this case, the results should be
When |i| = x + 1, suppose that i m = 2 and i k = 1, k = 1, 2,..., m, m + 1, ..., x, the result should be
The final result in (15) can be obtained by combining the results in (16) and (17), namely,
Equation (18) offers the final result of the DRSG-SCM, and the number of the interpolating points can be calculated by
As n = x, the number can also be expressed as
It is clearly seen that the number of the interpolating points in DRSG-SCM is in proportion to the dimensionality, similar to the MOM.
IV. ALGORITHM VALIDATION IN A TWO-DIMENSIONAL EXAMPLE
An uncertainty analysis example to study the foregoing mentioned approaches, which is simulating the shielding effectiveness of a metal box, is proposed in this section. The aperture in the shielded box is stochastic in both size and location. Fig. 1 offers the geometry of the example. The dimensions of the box are 12 cm × 12 cm × 12 cm, and the thickness of the box is 0.2 cm. In order to simplify the description, there is only one aperture, which is located in the surface x = 12 cm. The 
where E 0 is electric field intensity at the recorded point when the shielding box is not present, and E s is electric field intensity at the recorded point when the shielding box is present. The random variables used to model the uncertainty in the aperture can be expressed by
where ξ 1 and ξ 2 are the random variables which obey the uniform distribution in the region [-1, 1]. In applying MCM, 2000 sampling points were used to ensure the MCM has reached convergence. In this case, one individual CST simulation took about 4 min, and so the simulation process of the MCM took nearly 5 days and 13 h. Considering the SCM, collocation points must first be chosen according to procedures of gPC expansion theory in [7] and [8] , fifth orthogonal polynomial is used to calculate the zero points:
The zero points are {−0.91, −0.54, 0, 0.54, 0.91}. Substituting these values into (22) 
and the total number is 9. It should be noted that the simulation time of the SCM is about 2 h, that of the SG-SCM is 1 h and 10 min, and that of the DRSG-SCM is nearly 40 min.
It is confirmed that all the MCM and the SCM methods have been verified convergent, with the help of a judgment rule mentioned in [16] .
Finally, for the MOM, the variance of the input parameter must be calculated first. The variance of H box is
Thus, the standard deviation of H box is σ H = 0.0577 ≈ 0.06.
Similarly, the variance and the standard deviation of D hole can be given by
In terms of the relationship δ i = σ ξ i mentioned in Section III, the simulation points of the MOM are FSV, a widely used credibility evaluation method in EMC field [14] , [15] , is proposed to test the performance of SCM, SG-SCM, DRSG-SCM MOM, and IMOM. Total-global difference measure (Total-GDM), a value providing the quantitative description of the difference between simulation results and reference data (MCM's results), indicates the validity evaluation of simulation results.
Table I compares the five methods described above with the MCM by using the FSV, and it provides the total-GDM values in expectation, standard deviation, and worst case. The results show that the SCM is the most accurate, but the SG-SCM and the DRSG-SCM follow closely. Table II offers the total-GDM values among the SCM, the SG-SCM, and the DRSG-SCM. It is confirmed that the results given by the SCM, the SG-SCM, and the DRSG-SCM are almost the same.
It should also be noted that the methods based on the SCM perform better than the MOM and the IMOM. Furthermore, it is worth mentioning that the DRSG-SCM is more efficient than both the SCM and the SG-SCM. Consequently, the DRSG-SCM can be treated as the most suitable uncertainty analysis method for analysis of this type of problem. In this case, the number of the sampling points in the MCM will rapidly increase, and it must be more than 10 000 under a conservative estimation. Similarly, for the SCM, the number of the collocation points will be 5 8 = 390 625. Thus, the realization of the MCM and the SCM would be unrealistic, thanks to the huge number of the sampling points or the collocation points.
As for the DRSG-SCM, the number of the collocation points is (7 − 1) × 8 + 1 = 49. Meanwhile, the number of the collocation points in SG-SCM is 2 × 8 3 + 2 × 8 2 + 2 × 8 + 1 = 1169. In this case, the SG-SCM is used to offer the reference data, in order to test the performance of the DRSG-SCM.
The expectation results, standard deviation results, and the worst-case results of two uncertainty analysis methods (the SG-SCM and the DRSG-SCM) are shown in Figs. 6, 7, and 8, respectively. With the use of the FSV, the total-GDM value of the expectation results in DRSG-SCM and SG-SCM is 0.1654. In the same way, the total-GDM value of the standard deviation results is 0.1019, and that of the worst-case results is 0.0555. It is proved that the DRSG-SCM is as accurate as the SG-SCM in this example.
Meanwhile, it is worth mentioning that the shielding effectiveness in 8-D case is worse than that in 2-D case, thanks to the increase of opening area. Considering the standard deviation results in Figs. 3 and 7 , the magnitude in 8-D case is larger than that in 2-D case. This is because the increase of the apertures brings the increase of the complexity in the model, and then leads to the increase of the standard deviation.
In other words, the DRSG-SCM shows powerful computational efficiency in high-dimensional uncertainty analysis problems. Furthermore, the accuracy of the DRSG-SCM is in the same level with the traditional SG-SCM.
VI. DISCUSSION OF THE EXTENSIVE APPLICATION OF THE DRSG-SCM IN ASYMMETRIC CASE
When the distribution of the random variable is asymmetric, the DRSG-SCM cannot be applied directly because the second order is not in the form such as (13) . However, if several random variables with symmetric distribution are used to replace the asymmetric variable approximately, the DRSG-SCM can be worked again. Thanks to the number of the collocation points in DRSG-SCM is in proportion to the dimensionality, the computational efficiency will not fall obviously even after the transformation.
In this paper, only the uncertainty in geometry is considered. Some other kinds of the uncertainty, such as the incident electric field uncertainty, would be considered in the future work.
VII. CONCLUSION
In this paper, a novel uncertainty analysis method has been proposed. It is called the SCM with DRSG-SCM, which can be generalized into the EMC simulation, especially in EMC software. In DRSG-SCM, a novel sparse grids scheme has been developed and proposed in order to improve the computational efficiency of the SCM. In this scheme, the number of the collocation points is in proportion to the dimensionality, rather than exponential growth relationship. By calculating a typical uncertainty analysis example in CST software, it verifies that the DRSG-SCM is excellent match with the reference results provided by the MCM or the SG-SCM, with the help of the FSV. Furthermore, it has been proved that the DRSG-SCM method is more effective than the SCM and the SG-SCM, especially in the high-dimensional case. At last, the extensive application of the DRSG-SCM has also been discussed when the random variable is in asymmetric distribution.
