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WELL-POSEDNESS OF THE DETERMINISTIC TRANSPORT
EQUATION WITH SINGULAR VELOCITY FIELD PERTURBED
ALONG FRACTIONAL BROWNIAN PATHS
OUSSAMA AMINE, ABDOL-REZA MANSOURI, AND FRANK PROSKE
Abstract. In this article we prove path-by-path uniqueness in the sense of Davie
[26] and Shaposhnikov [45] for SDE’s driven by a fractional Brownian motion with
a Hurst parameter H ∈ (0, 12 ), uniformly in the initial conditions, where the drift
vector field is allowed to be merely bounded and measurable.
Using this result, we construct weak unique regular solutions in W k,ploc
(
[0, 1]× Rd),
p > d of the classical transport and continuity equations with singular velocity fields
perturbed along fractional Brownian paths.
The latter results provide a systematic way of producing examples of singular
velocity fields, which cannot be treated by the regularity theory of DiPerna-Lyons
[29], Ambrosio [2] or Crippa-De Lellis [24].
Our approach is based on a priori estimates at the level of flows generated by a se-
quence of mollified vector fields, converging to the original vector field, and which are
uniform with respect to the mollification parameter. In addition, we use a compact-
ness criterion based on Malliavin calculus from [25] as well as supremum concentration
inequalities.
keywords : Transport equation, Compactness criterion, Singular vector fields, Reg-
ularization by noise.
Mathematics Subject Classification (2010): 60H10, 49N60, 91G80.
1 Introduction
Consider the following linear Continuity Equation (CE):
∂tu+ div(bu) = 0; (t, x) ∈ [0, T ]× Rd, (1.1)
where b(t, x) ∈ Rd and u(t, x) ∈ R. Though it has been one of the most elementary
partial differential equations (PDE) it plays an essential role in fluid mechanics and
the theory of conservation laws, hence a deeper understanding of it is crucial. This
equation has a close link with the following dynamical system:{
∂tX(t, x, s) = b(t, X(t, x, s))
X(s, x, s) = x
(1.2)
The link is based on a duality between a Lagrangian and Eulerian points of view,
namely the (CE) represents a pointwise, in (t, x), description of the dynamics. This
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is in contrast to the particle-wise Lagrangian description which traces single particle
paths through (time×space). In the smooth case these two view points are in fact
equivalent and one has that the solution of (CE) with initial datum u¯ is given by:
ut = X(t, .)#u¯
i.e. the pushforward of the initial datum by the flow generated through (1.2). The
existence of this flow, in this smooth setting, is guaranteed by the classical Cauchy-
Lipschitz theory. The previous explicit solution formula holds in fact even when b is not
within the range of the classical theory, as long as one can give a compatible meaning
to both (1.1) and (1.2). Indeed taking the Eulerian viewpoint, and starting from the
the closely related Transport Equation (1.3):
∂tu+ b · ∇u = 0; (t, x) ∈ (0, T )× Rd (1.3)
DiPerna and Lions in their ground breaking work [29] provided a positive answer to
the question of well-posedness of both (1.1 )and (1.3) and as a consequence to (1.2)
as well. Their work is based on a new solution concept called renormalized solutions.
Briefly, a renormalized solution to (1.1) is a distributional solution with the property
that
∂β(u) + div(bβ(u)) = (β(u)− uβ ′(u))div(b),
where the equality is in the sense of distributions, for every β ∈ C1b (Rd) such that
β(0) = 0. Renormalized solutions have the property of obeying a ”weak” version of the
chain rule and this permits one to prove energy estimates rigorously. Indeed, and up
to an approximation argument, by choosing β(z) = |z|p one obtains, using Gronwall’s
lemma, the following energy estimate
‖u(t, .)‖Lp(Rd) ≤ exp
(∫ T
0
‖div(b)‖L∞(Rd)
)1− 1
p
× ‖u¯‖Lp(Rd)
for all t ∈ (0, T ) under appropriate conditions on b. Thus one gets, using the
linearity of the equation, uniqueness in addition to continuous dependence on initial
data under appropriate technical conditions on b. Thus the question of well-posedness
is reduced to the question of b having the renormalization property, namely whether
all distributional solutions are renormalizable. Indeed, under the assumption of b ∈
L1((0, T ) ;W 1,1loc (R
d)), div(b) ∈ L∞ and additional growth conditions, DiPerna and
Lions showed that this property holds. The authors went on to show that the results
developed at the level of (1.1)/(1.3) using the notion of renormalized solutions can be
used to define a generalized solution concept for (1.2), namely that of a generalized
almost everywhere flow or its equivalent formulation of a regular Lagrangian flow as
introduced in the seminal work of [2]. In this work the author goes on to show the
renormalization property for b’s with only BV (i.e. bounded variation) regularity. On
the other hand, the example in [28] suggests that these results are rather sharp and
an extension of the DiPerna-Lions approach beyond the BV case is most probably
unlikely. This should be contrasted with the following three key observations, at least
in relation to the results of the present work.
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(1) The Eulerian to Lagrangian route is not the only one possible and provided one
starts with an appropriate notion for a generalized solution to (1.2) a theory
can in principle be developed at the Lagrangian level and from it one can make
conclusions in the other direction i.e. the Eulerian level. This is in fact the
approach proposed in the ingenious work of Crippa and De Lellis [24] were
the authors have proved a priori quantitative estimates directly at the level
of (1.2) and used these, in combination with certain functional inequalities,
to show existence, uniqueness and compactness properties of the (generalized)
flow. The viewpoint developed in provided ideas and techniques that were used
in many important works that followed e.g. [14][34][16][44][21] and [17] to name
a few.
Thus the question of whether to adopt the Lagrangian or Eulerian point of
view is problem specific and sometimes a combination of ideas from both is
necessary to achieve a deeper understanding in certain situations (see [17]).
(2) For b enjoying some sort of structure, e.g. physical or geometric, one usually is
able to say much more with sometimes looser requirements see e.g. [32],[15],[20]
and [23]. Take for example [32], where it is shown that existence and unique-
ness hold for (1.3) directly and for b merely in L2loc provided a local property of
b holds on a large subset of points x. This is achieved using the Hamiltonian
structure of b in dimension 2 in order to reduce the problem to a 1 dimen-
sional problem. Although such results may give the hope that with the right
analysis one can attack problems with truly singular b’s i.e. no (weak) differ-
entiability whatsoever the conventional wisdom suggests that a certain degree
of differentiability is unavoidable.
(3) In contrast to the deterministic setting, the picture in the stochastic one is much
more positive. It has been known since the work of [52] and its multidimensional
extension in [49] that the addition of additive Brownian noise restores well-
posedness to (1.2) when b is merely bounded and measurable. The ideas in [49]
were used in combination with the ones in [2] in order to provide a similar result
for a transformed version of (1.3) in the work of [31]. In parallel, and using a
different set of tools, a similar result was obtained in [37]. There is however
a caveat in these works, namely that the solution concept is different and the
change, of the equation one is solving, does not only affect the dynamics, which
may have a physical motivation, but it changes the very meaning of the word
solution as well. These ideas are well explained in [30] and thus we will not
go into them further, but it is sufficient to say that in almost all instances of
restoration of well-posedness at the ODE or PDE levels (what is also called
regularization by noise phenomena) the solution concept is tempered with in a
rather fundamental way and thus the question of usefulness of such an endeavor
is a legitimate one. This last argument has one counterpoint argument and it
starts with the deep result of A. M. Davie [26].
This work answers the following question posed by N. V. Krylov:
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Question: Fix ǫ > 0 and take a Brownian path (Bt)t∈[0,1].
Does the following ODE{
∂tX(t, x, s) = b (t, X(t, x, s) + ǫBt)
X(s, x, s) = x
(1.4)
have a unique solution in the space of continuous functions for b bounded and
measurable?
Davie’s result gives an affirmative answer to this question for a.e. Brownian
path for a fixed initial value x ∈ Rd. This result was followed by the important
work of [45] where the argument was simplified, improved to a uniform result in
x ∈ Rd and to a large extent ”streamlined”, thus contributing to extensions of
Davie’s result to settings other than the Brownian one, namely Levy processes
[42], Stochastic PDE setting [18] and Hilbert space setting [51]. In [19] and
[13] similar results, at least in spirit, are achieved at the ODE and PDE levels,
respectively, albeit through different methods than those of [26] and [45]. We
stress the fact that the methods in [19] and [13], in contrast to the method
employed in the present paper, cannot be used for the construction of path-by-
path solutions to (1.4), in the case of fractional Brownian motion perturbation,
when the drift vector field belongs to L∞(Rd).
The above 3 points in the previous discussion lead us to pose the following natural
question:
Question: Given a singular vector field b is there a way of creating a smooth dynamical
system, from the original one, by changing the ”geometry” of time×space?
In this work we ask the following version of the above question:
Question’: Given a class of vector fields B ∋ b can one construct a ”reasonable” and
non-trivial transformation T : B −→ B, which produces a ”small” deviation from b,
such that (1.2) with b˜ := T[b] is well-posed?
Indeed we show that if
B := L1,∞∞,∞ := L
1(Rd;L∞([0, T ];Rd)) ∩ L∞(Rd;L∞([0, T ];Rd))
then there exists a (time×space)-transformation such that for every b ∈ B there
exist a measurable set Ωb of full mass in the Wiener space (C0 ([0, T ]) ,B (C0([0, T ]) , µ)
such that for all ω ∈ Ωb the map Ψω(t, x) := (t, x+BHt (ω)) is such that:{
∂tX(t, x, s) = b ◦Ψω (t, X(t, x, s))
X(s, x, s) = x,
(1.5)
where BH· is a fractional Brownian motion with Hurst parameter H ∈
(
0, 1
2
)
con-
structed on the aforementioned Wiener space (see Appendix), has a classical flow in
the space of continuous paths. Moreover we show that (Ωb,Ψω) not only restores well-
posedness, in a path-by-path way, but can be chosen so as to increase the classical
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differentiability of the resulting flows to any arbitrary order k ≥ 0, with the right
choice of the parameter of regularization H . Using this result we prove a similar effect
at the PDE level.
This is, to the best of our knowledge, the first instance of higher order regularization
by noise phenomenon in the sense of improved differentiability of the characteristics
even when the vector field in question is far from possessing any degree of regularity.
This regularization effect is at the pathwise level and thus our result can be seen as a
systematic way of producing regular differentiable, in the classical sense, characteristics
for (1.2) for strongly singular vector fields. As for a related work, but in the sense of
pathwise uniqueness, which is a weaker notion the path-by-path, we mention the paper
[11].
1.1 Aim of this work
Our aim in this work is to exhibit a regularization by noise phenomena for the
transport equation driven by a singular vector field that is ill-posed within the classical
theory, all this will still retaining the deterministic character of the equation. More
precisely, our main contribution is the following path-by-path uniqueness result
Theorem 1.1. Let b ∈ L1,∞∞,∞ and1 H < C(d) < 12 . Then there exists a measurable set
Ω∗ of full mass such that for all ω ∈ Ω∗
Xxt = x+
∫ t
0
b(s,Xxs )ds+B
H
t (ω) (1.6)
has one and only one solution uniformly in x ∈ Rd.
As an application of our main result, we get the following
Theorem 1.2. Let b ∈ L1,∞∞,∞, H < C(k, d) < 12 , u0 ∈ Ckb (Rd), p > d, and k ≥ 2.
Define b∗ in {
∂
∂t
u(t, x) + b∗(t, x) · ∇xu(t, x) = 0 , (t, x) ∈ [0, T ]× Rd
u(0, x) = u0(x) on R
d
(1.7)
as
b∗(t, x) = b(t, x+BHt (ω)).
Then there exists a measurable set Ω˜ with µ(Ω˜) = 1 such that for all ω ∈ Ω˜ there
exists a unique weak solution u = uω in the class W
1,p
loc
(
[0, T ]× Rd). Moreover
u(t, ·) ∈
⋂
p≥1
W k,ploc
(
R
d
)
for all t.
1Here and in what follows, C(·) stands for a constant that depends only on the given arguments.
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1.2 The method
(1) Compactness criterion: We use a compactness criterion developed in [25]
to show that the sequence of solutions to (2.1) associated to a sequence of
smooth mollification approximating the driving vector field is relatively compact
in L2. This is the approach that was adopted in e.g. [38],[37] or [5]. The
novelty in the present work is related to our extensive use of this tool not
only at the level of the flows but also at the level of their derivatives. This
culminates in Theorem 2.9 which says, roughly, that the unique flow solving
(2.1) admits a spatial derivative and both live in C([s, T ] × K;L2(Ω;Rd)). It
is important to mention that the derivative of the flow plays an important
role in many of the computations that we carry out at both the ODE and PDE
levels. The higher regularizing power of the fBm, whenH is appropriately small,
permits non-trivial control on certain non-linear expressions involving limiting
and differentiation operations all this without any differentiability assumptions
on b. In other words, the higher regularization effect at the level of the flow
overrides any need for a commutator-lemma argument, as in the classical proof
of [29] in the classical setting or [13] and [31] in the stochastic one, and by
implication the need for any differentiability assumptions on the vector field.
(2) Davie’ uniqueness: Our main result at the level of ODE is known as path-
by-path uniqueness or as uniqueness in the sense of Davie. This is because such
a result was proven for the first time in Davie’s paper [26] in the setting of
Brownian motion. This is the strongest type of uniqueness that can be proven
for (2.1) and should be contrasted with the other notion namely that of pathwise
uniqueness. Briefly, while Davie’s uniqueness says something about uniqueness
in the space of continuous paths, pathwise uniqueness is concerned with an
equivalence class at the level of stochastic processes defined on some filtered
probability space. The recent work [47] shows that there is a gap between
the two notions by constructing several examples. As was mentioned in the
introduction, and in relation to deterministic problems, a path-by-path result
is more desirable as it permits a pathwise analysis as we show in Section 3.
(3) The Van Kampen way: In the original work of Davie [26], the result was
obtained, in a direct way, through some highly non-trivial estimates without
relying on the existence of strong solutions. Thus it was reasonable to hope that
a simpler method which uses the existence of a unique strong solution could
be developed. This turned out to be the case and in [45] the existence of a
stochastic flow of homeomorphisms with “almost” Lipschitz regularity was used
in combination with the regularizing effect of the so-called averaging operator
to recover Davie’s result. It turns out that this principle, which first appeared
in Van Kampen’s work [48] and first used in the setting of SDE’s in the work of
[45], is a very general and robust one. This can be witnessed by its applicability
to not only SDE’s driven by non-Markovian dynamics, as in this present work,
but was used in the context of stochastic PDE’s with singular drift coefficients
as in [18]. In this context, we shall also mention the work [19], where the
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authors study path-by-path solutions of SDE’s driven by distributional drift
vector fields in Besov spaces and fractional Brownian motion. Here, as was
pointed out before, the framework of [19] cannot be used for vector fields in
L∞.
(4) Supremum of the flow through Viens’ et al. result The last ingredient
in our approach is a result of Viens-Vizcarra [50] which substitutes the lack
of certain techniques, available only in the Markovian setting, used in order
to obtain a uniform control, in time, of the spatial regularity of the stochastic
flow. Such results are unavailable in our setting, but by controlling the first
derivative of the flow and combining this with the results in [50] we can achieve
the desired control.
1.3 Plan of the paper
The paper is divided into two parts, the first deals with the question of proving
uniqueness, for the SDE interpretation of an ODE perturbed by fBm, in the sense of
Davie. The proof is based on [45][46] and the following diagram shows the correspon-
dence between this work and ours
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Thm. 1.1 Lem. 3.6
Lem. 3.5
Lem.
3.4
Lem.
3.3
Lem.
3.2
Cor.
2.2
Prop.
2.1
Prop. 2.3
Figure 1. Components of the proof in [45].
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Thm. 1.1
(Prop.
2.16)
Lem. 3.5
Lem.
3.4
Lem.
3.3
Lem.
3.2
(Prop.
2.13)
(Lem.
2.14)
Prop. 2.3 Thm. 2.4
Figure 2. Components of the proof in our work. The green components
are used as they are, or with a minor modification, from [45], the blue
part is our contribution. The parentheses denote the results as they
appear in this work.
Section 2.1 is concerned with the first component in the Van Kampen argument,
namely the regularity of the stochastic flow, and the main theorem of this section
is Theorem 2.4. Section 2.2 shows the almost Lipschitz regularity of the averaging
operator, which plays the role of the continuous vector field in the original proof of
Van Kampen, and our contribution is Proposition 2.1. The green portion is left as is
from [45].
The second part deals with an application of our result to the transport and conti-
nuity equations. This is the content of Section 3.
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2 From SDE’s to random ODE’s
Consider the following differential equation:
Xs,xt = x+
∫ t
s
b(u,Xs,xu )du+B
H
t −BHs , Xs,xs = x, 0 ≤ s ≤ t ≤ T (2.1)
where BHt , 0 ≤ t ≤ T is a d−dimensional fractional Brownian motion (fBm) with
Hurst parameter H ∈ (0, 1
2
) having the following integral representation
BHt =
∫ t
0
KH(t, s)Id×ddBs (2.2)
with respect to a standard Brownian motion (Bm).
Then, using techniques from Malliavin calculus and arguments of a local time vari-
ational calculus kind, as recently developed in the series of works [11], [12], [6], the
following class of vector fields were investigated
b ∈ L1,∞∞,∞ := L1(Rd;L∞([0, T ];Rd)) ∩ L∞(Rd;L∞([0, T ];Rd)).
The main result of [11] is:
Theorem 2.1. Let s ∈ [0, T ], b ∈ L1,∞∞,∞ and k ≥ 2. Then if H < 12(d−1+2k) there
exists a unique (global) strong solution2 Xs,x· of the SDE (2.1). Moreover, for every
x ∈ Rd, t ∈ [s, T ] Xs,xt is Malliavin differentiable in the direction of the Brownian
motion B in (2.2) and Xs,·t is locally Sobolev differentiable µ− a.e.
That is, more precisely,
Xs,·t ∈
⋂
p≥2
L2(Ω;W k,p(U))
for bounded and open sets U ⊂ Rd.
The aim of this section is to go from (2.1) to a result about uniqueness in the sense
of [26] following the ideas in [45].
More precisely, the main theorem of this section is the following:
Theorem 2.2. Let b ∈ L1,∞∞,∞ and H < 124(d+2) . Then there exists a measurable set Ω∗
of full mass such that for all ω ∈ Ω∗
Xxt = x+
∫ t
0
b(s,Xxs )ds+B
H
t (ω) (2.3)
has one and only one solution uniformly in x ∈ Rd.
2We recall that strong existence means that, on any given filtered probability space equipped with
a given fractional Brownian motion BH , one can find a solution defined on it. Strong uniqueness
means that any such two solutions must coincide.
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2.1 Ho¨lder flow
We start with the first and most important part of our proof, namely the flow. The
main result in this section is the strong control in point 4 of the following proposition.
This is essentially the same as in ([46]):
Proposition 2.3. Let b ∈ L1,∞∞,∞, H < 124(d+2) and (Ω,F ,P) be a probability space.
Then there exists a Ho¨lder flow of solutions φs,t(x) to equation (2.1).
More precisely, for any filtered probability space (Ω,F , {Ft},P) and fBm BH gener-
ating {Ft}, there exist a mapping
(s, t, x, ω) 7→ φs,t(x, ω) with (s, t) ∈ ∆20,T , x ∈ Rd, ω ∈ Ω,
where
∆20,T := {(s, t) : 0 ≤ s ≤ t ≤ T} ,
such that the following properties hold:
(1) ∀x ∈ Rd, φs,t(x) is a continuous Fs,t adapted solution to (2.3) with φs,s(x) = Id.
Fs,t stands for the filtration generated by the increments of the driving process.
(2) P-almost surely the mapping x 7→ φs,t(x) is a homeomorphism.
(3) P-almost surely ∀x ∈ Rd and 0 ≤ s ≤ u ≤ t ≤ T we have φs,t(x) = φu,t(φs,u(x)).
(4) For any α ∈ (0, 1), η > 0, N > 0 and a given increasing sequence S := {Sn}n≥0
of finite sets with Card(Sn) ≤ 2nη, there exists a set Ω′ with mass 1 such that
for any s ∈ Sn x, y ∈ Rd with |x|, |y| < N, |x− y| ≤ 2−n and all t ∈ [s, T ]
‖φs,t(x)− φs,t(y)‖ ≤ C(α,N, T, S, ω)‖x− y‖α
Points (1), (2), (3) follow directly from the technical Proposition 5.15, Remark 5.16
and Proposition 5.17 in the Appendix. Point (4) in contrast is new and technically
demanding, its proof is based on the following key result:
Theorem 2.4. Let H < 1
24(d+2)
and let Xx· be the unique strong solution to the SDE
dXxt = b(t, X
x
t )dt+ dB
H
t , X
x
0 = x, 0 ≤ t ≤ T
for b ∈ L1,∞∞,∞. Let K be a compact cube in Rd and r ∈ N. Then for all s ∈ [0, T ) and
x, y ∈ K:
E[ sup
t∈[s,T ]
‖Xs,xt −Xs,yt ‖2
r
] ≤ Cr,d,H,T (K) ‖x− y‖2
r
.
Proof of Proposition 2.3 (4). ([46]) Let K := [−N,N ]d and define the following ran-
dom mapping J from Ω× [0, T ]× [−N,N ]d to the Banach space C([0, T ],Rd) equipped
with the supremum norm as follows:
J(ω, s, x)(t) := Xs,xmin(s+t,T )(ω).
The joint continuity of Xxs,t with respect to t, x immediately implies the mapping J is
continuous. Next, the estimate
E[ sup
t∈[s,T ]
‖Xs,xt −Xs,yt ‖2
r
] ≤ Cd,H,T (K) ‖x− y‖2
r
.
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can be written as
sup
s∈[0,T ]
E‖J(ω, s, x)− J(ω, s, y)‖2r ≤ Cd,H,T (K) ‖x− y‖2
r
For any α ∈ (0, 1) and η > 0 one can find sufficiently large r > 0 such that
α <
2r − 1− d
2r
, η < 2r − 1− d− α2r.
So now it is easy to complete the proof applying Lemma 5.14. 
In order to prove the previous theorem we need a series of preparatory lemmas and
theorems. The key ingredient is a result in [50] related to the control of supremum for
general Gaussian processes. To fulfill the requirements of this result, we make use of
the flow’s derivative and for the method we use to achieve that we need to push the
Hurst parameter lower than just 1
2(d+2)
. This is the reason for H < 1
24(d+2)
in (2.2).
To achieve the desired control over the derivative we employ, again, the compactness
criterion L2 from [25]. Lemma 2.6 tells us that the sequence of the derivatives of
solutions to the SDE when the drift is smooth satisfy the conditions of the compactness
criterion when H < 1
2(d+3)
. This the content of Section 2.1.1. Section 2.1.2 shows the
relative compactness of the mentioned sequence. Section 2.1.3 yields ”good” versions
of the limit. Section 2.1.4 is about the proof of the main result of this section namely
Theorem 2.4.
2.1.1 Controlling the derivative of the sequence of approximating flows
In this part we provide control over the derivative of the solution to (5.1) using a
compactness criterion of [25] i.e. Corollary 5.13.
Before starting with our program, we need the following technical lemma
Lemma 2.5. Let b ∈ L1,∞∞,∞ and H < 12(d+2) . Then there exists, for all 0 ≤ s < T and
x ∈ Rd, a unique strong solution Xs,x· of the SDE (2.1) such that for all 0 ≤ s < T the
mapping
((t, x) 7→ Xs,xt )
on [s, T ]× Rd is locally Ho¨lder continuous a.e.
Proof. Let {bn}n≥1 ⊂ C∞c ([0, T ]× Rd), such that
bn(t, x) −→ b(t, x)
as n → ∞ for a.e. (t, x) ∈ [0, T ] × Rd with supn≥0 ‖bn‖L1∞ < ∞ and such that|bn(t, x)| ≤M <∞, n ≥ 1 a.e. for some constant M . Assume that Xs,x,n· is the unique
strong solution to the SDE
dXs,x,nt = bn(t, X
s,x,n
t )du+ dB
H
t , 0 ≤ t ≤ T, Xs,x,ns = x ∈ Rd .
Then for t1, t2 ∈ [s, T ] and x, y ∈ Rd, such that t1 ≤ t2, we have that
Xs,x,nt1 −Xs,y,nt2 = Xs,x,nt1 −Xs,x,nt2 +Xs,x,nt2 −Xs,y,nt2 = J1 + J2
where
J1 := X
s,x,n
t1 −Xs,x,nt2
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and
J2 := X
s,x,n
t2 −Xs,y,nt2
We see that for p > 1 that
E[‖J1‖p] ≤ 2p
(
Mp|t1 − t2|p + E[‖BHt2−t1‖p]
)
= C(s, T, p,H,M)|t1 − t2|Hp,
where ‖·‖ is the Euclidean norm and C(·) is a constant that depends on its argument.
On the other hand, by using the fundamental theorem of calculus with respect to the
one dimensional arguments of the entries of Xs,x,nt =
(
Xs,x,n,jt
)
1≤j≤d
, we find that
E[‖J2‖p] =E[
∥∥Xs,x,nt2 −Xs,x,nt2 ∥∥p]
=(
d∑
j=1
E[(Xs,x1,...,xd,n,jt2 −Xs,y1,...,yd,n,jt2 )2])
p
2
≤ (C(d)
d∑
j=1
{E[(Xs,x1,...,xd,n,jt2 −Xs,y1,x2...,xd,n,jt2 )2]
+ E[(Xs,y1,x2,x3...,xd,n,jt2 −Xs,y1,y2,x3...,xd,n,jt2 )2]
+ ... + E[(X
s,y1,y2,...,yd−1,xd,n,j
t2 −Xs,y1,y2,y3...,yd,n,jt2 )2]})
p
2
≤(C(d,K)
d∑
j=1
{|x1 − y1|2 sup
x∈K
E[(
∂
∂x1
Xs,x1,...,xd,n,jt2 )
2]
+ |x2 − y2|2 sup
x∈K
E[(
∂
∂x2
Xs,x1,...,xd,n,jt2 )
2]
+ ... + |xd − yd|2 sup
x∈K
E[(
∂
∂xd
Xs,x1,...,xd,n,jt2 )
2]}) p2
≤C(d,K) ‖x− y‖p ( sup
n∈N,t∈[s,T ],x∈K
E[
∥∥∥∥ ∂∂xXs,x,nt
∥∥∥∥2
Rd×d
])
p
2 .
where K is a compact cube in Rd.
Using Lemma 5.10 in the Appendix we have
sup
n∈N,t∈[s,T ],x∈Rd
E[
∥∥∥∥ ∂∂xXs,x,nt
∥∥∥∥2
Rd×d
] <∞
Hence we get
E[
∥∥Xs,x,nt1 −Xs,y,nt2 ∥∥p] ≤ C(d, s, T,H,K, p, ‖b‖)(‖x− y‖Hp + ‖t1 − t2‖Hp)
for all x, y ∈ K, t1, t2 ∈ [s, T ] and n ≥ 1.
Further, using Corollary 4.8 in [11] we have that
Xs,x,nt → Xs,xt in L2(Ω)
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as n→∞ for all s, t, x.
Hence using Fatou’s lemma we get
E[
∥∥Xs,xt1 −Xs,yt2 ∥∥p] ≤ limj→∞E[∥∥∥Xs,x,n(j)t1 −Xs,y,n(j)t2 ∥∥∥p] ≤ C(d, s, T,H,K, p, ‖b‖)(‖x− y‖Hp + ‖t1 − t2‖Hp)
for all x, y ∈ K and t1, t2 ∈ [s, T ].
To conclude, we apply Kolmogorov’s continuity theorem (for Hp ≥ d+β and β > 0)
to the stochastic field (t, x) 7→ Xs,xt , which gives a locally Ho¨lder continuous version
and which itself is a unique strong solution to the SDE (2.1).

Lemma 2.6. Let H < 1
2(d+3)
and b ∈ Cc([0, T ] × Rd;Rd). Assume Xx· is the unique
strong solution to the SDE
dXs,xt = b(t, X
s,x
t )dt+ dB
H
t , X
s,x
s = x, 0 ≤ t ≤ T
and let ∂
∂x
Xs,xt be the Fre´chet derivative of X
s,x
t . Then there exists a β ∈ (0, 1/2) such
that for all x ∈ Rd, 0 ≤ s < t ≤ T∫ t
0
∫ t
0
∥∥Dθ ∂∂xXs,xt −Dθ′ ∂∂xXs,xt ∥∥2L2(Ω;Rd⊗Rd⊗Rd)
|θ − θ′|1+2β dθ
′dθ ≤ CH,d,T (‖b‖L∞
∞
, ‖b‖L1
∞
) (2.4)
and ∥∥∥∥D· ∂∂xXs,xt
∥∥∥∥
L2([0,t]×Ω;Rd⊗Rd⊗Rd)
≤ CH,d,T (‖b‖L∞
∞
, ‖b‖L1
∞
), (2.5)
where CH,d,T : [0,∞)× [0,∞) −→ [0,∞) is a continuous function, which only depends
on H, d and T (and not on x, s or b). Here, ‖·‖ denotes the maximum norm in Rd⊗Rd.
Proof. Assume without loss of generality that s = 0. Since b is a smooth vector field,
we know that
∂
∂x
Xxt =Id×d +
∫ t
0
Db(u,Xxu)
∂
∂x
Xxudu
=
∂
∂x
Xxθ +
∫ t
θ
Db(u,Xxu)
∂
∂x
Xxudu
for all 0 < θ < t, where Db : Rd −→ L(Rd,Rd) is the derivative of b with respect to
the space variable.
On the other hand, using the chain rule for Malliavin derivatives combined with
Lemma 1.2.3 in [40], we find that
Ds
∂
∂x
Xxt =
∫ t
s
D2b(u,Xxu)DsX
x
u
∂
∂x
Xxu +Db(u,X
x
u)Ds
∂
∂x
Xxudu (2.6)
in L2([0, t] × Ω) for all t. Fix t. Then for almost all θ′ < θ with 0 < θ′ < θ < t we
have
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Dθ′
∂
∂x
Xxt −Dθ
∂
∂x
Xxt =
∫ θ
θ′
D2b(u,Xxu)DsX
x
u
∂
∂x
Xxu +Db(u,X
x
u)Ds
∂
∂x
Xxudu
+
∫ t
θ
D2b(u,Xxu)(Dθ′X
x
u −DθXxu)
∂
∂x
Xxu
+Db(u,Xxu)(Dθ′
∂
∂x
Xxu −Dθ
∂
∂x
Xxu)du
=Dθ′
∂
∂x
Xxθ +
∫ t
θ
D2b(u,Xxu)(Dθ′X
x
u −DθXxu)
∂
∂x
Xxu
+Db(u,Xxu)(Dθ′
∂
∂x
Xxu −Dθ
∂
∂x
Xxu)du
Using Picard iteration in connection with (2.6), we see that
∂
∂x
Xxt =
∂
∂x
Xxθ +
∑
m≥1
∫
∆mθ,t
Db(u1, X
x
u1
)...Db(um, X
x
um)
∂
∂x
Xxθ dum...du1
=(Id×d +
∑
m≥1
∫
∆mθ,t
Db(u1, X
x
u1
)...Db(um, X
x
um)dum...du1)
∂
∂x
Xxθ
in L2(Ω; C([θ, T ];Rd×d) for all x and θ, where
∆mθ,t = {(um, ...u1) ∈ [0, T ]m : θ < um < ... < u1 < t}.
Further, using once more the chain rule for the Malliavin derivative, see [40, Proposition
1.2.3], we find that for almost all θ ∈ [0, T ]
DθX
x
t = KH(t, θ)Id×d +
∫ t
θ
Db(u,Xxu)DθX
n
udu,
in L2([θ, T ]× Ω) holds. Thus we have for almost all 0 < θ′ < θ that
Dθ′X
x
t −DθXxt =KH(t, θ′)Id×d −KH(t, θ)Id×d +
∫ t
θ′
Db(u,Xxu)Dθ′X
x
udu−
∫ t
θ
Db(u,Xxu)DθX
x
udu
=KH(t, θ
′)Id×d −KH(t, θ)Id×d
+
∫ θ
θ′
Db(u,Xxu)Dθ′X
x
udu+
∫ t
θ
Db(u,Xxu)(Dθ′X
x
u −DθXxu)du
=KH(t, θ
′)Id×d −KH(t, θ)Id×d +Dθ′Xxθ −KH(θ, θ′)Id×d
+
∫ t
θ
Db(u,Xxu)(Dθ′X
x
u −DθXxu)du
in L2([θ, T ]× Ω).
By applying again Picard iteration to the above equation, we may write
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Dθ′X
x
t −DθXxt = KH(t, θ′)Id×d −KH(t, θ)Id×d
+
∞∑
m=1
∫
∆mθ,t
m∏
j=1
Db(sj, X
x
sj
) (KH(sm, θ
′)Id×d −KH(sm, θ)Id×d) dsm · · ·ds1
+
(
Id×d +
∞∑
m=1
∫
∆mθ,t
m∏
j=1
Db(sj, X
x
sj
)dsm · · · ds1
)
(Dθ′X
x
θ −KH(θ, θ′)Id×d) .
We also observe that one may write
Dθ′X
x
θ −KH(θ, θ′)Id×d =
∑
m≥1
∫
∆m
θ′,θ
m∏
j=1
Db(sj , X
x
sj
)(KH(sm, θ
′)Id×d) dsm · · · ds1.
In summary, we can write
Dθ′X
x
t −DθXxt = I1(θ′, θ) + I2(θ′, θ) + I3(θ′, θ),
where
I1(θ
′, θ) :=KH(t, θ
′)Id×d −KH(t, θ)Id×d
I2(θ
′, θ) :=
∑
m≥1
∫
∆mθ,t
m∏
j=1
Db(sj, X
x
sj
) (KH(sm, θ
′)Id×d −KH(sm, θ)Id×d) dsm · · · ds1
I3(θ
′, θ) :=
(
Id×d +
∑
m≥1
∫
∆mθ,t
m∏
j=1
Db(sj , X
x
sj
)dsm · · ·ds1
)
×
(∑
m≥1
∫
∆m
θ′,θ
m∏
j=1
Db(sj , X
n
sj
)(KH(sm, θ
′)Id×d)dsm · · · ds1.
)
.
Once more we can use Picard iteration applied to (2.7) and obtain for almost all θ′, θ
with θ′ < θ that
Dθ′
∂
∂x
Xxt −Dθ
∂
∂x
Xxt
=Dθ′
∂
∂x
Xxθ +
∫ t
θ
D2b(u,Xxu)(Dθ′X
x
u −DθXxu)
∂
∂x
Xxudu
+
∑
m≥1
∫
∆mθ,t
(
m∏
j=1
Db(sj, X
x
sj
))
× (Dθ′ ∂
∂x
Xxθ +
∫ sm
θ
D2b(u,Xxu)(Dθ′X
x
u −DθXxu)
∂
∂x
Xxudu)dsm · · · ds1
=A1 + ...+ A8
in L2([θ, T ]× Ω), where
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A1 : = Dθ′
∂
∂x
Xxθ ,
A2 : =
∫ t
θ
D2b(u,Xxu)I1(θ
′, θ)
∂
∂x
Xxudu,
A3 : =
∫ t
θ
D2b(u,Xxu)I2(θ
′, θ)
∂
∂x
Xxudu,
A4 : =
∫ t
θ
D2b(u,Xxu)I3(θ
′, θ)
∂
∂x
Xxudu,
A5 : =
∑
m≥1
∫
∆mθ,t
m∏
j=1
Db(sj , X
x
sj
)dsm · · ·ds1A1,
A6 : =
∑
m≥1
∫
∆mθ,t
(
m∏
j=1
Db(sj, X
x
sj
))A2(sm)dsm · · · ds1
A7 : =
∑
m≥1
∫
∆mθ,t
(
m∏
j=1
Db(sj, X
x
sj
))A3(sm)dsm · · · ds1,
A8 : =
∑
m≥1
∫
∆mθ,t
(
m∏
j=1
Db(sj, X
x
sj
))A4(sm)dsm · · · ds1.
(2.7)
Using Fubini’s theorem and the fact that the terms A1, ..., A8 are continuous in time
t > θ in L2(Ω), we also see that for all t ∈ (0, T ] the above relation holds in L2(Ω) for
almost all θ′, θ with θ′ < θ < t.
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Let us first consider the most difficult term A7. By applying dominated convergence
in connection with the term A7 and (2.7) we get that
A7 =
∑
m≥1
∫
∆mθ,t
(
m∏
j=1
Db(sj , X
x
sj
))
∫ sm
θ
D2b(u,Xxu)I2(θ
′, θ)
∂
∂x
Xxududsm · · · ds1
=
∑
m≥1
∫
∆mθ,t
(
m∏
j=1
Db(sj , X
x
sj
))
∫ sm
θ
D2b(u,Xxu)I2(θ
′, θ)dudsm · · · ds1 ∂
∂x
Xxθ
+
∑
m≥1
∑
m1≥1
∫
∆mθ,t
(
m∏
j=1
Db(sj, X
x
sj
))
∫ sm
θ
D2b(u,Xxu)I2(θ
′, θ)
×
∫
∆
m1
θ,u
Db(u1, X
x
u1
)...Db(um1 , X
x
um1
)dum1...du1dudsm · · · ds1
∂
∂x
Xxθ
=
∑
m≥1
∑
m2≥1
∫
∆mθ,t
(
m∏
j=1
Db(sj , X
x
sj
))
∫ sm
θ
D2b(u,Xxu)
×
∫
∆
m2
θ,u
m2∏
j=1
Db(zj , X
x
zj
) (KH(zm2 , θ
′)Id×d −KH(zm2 , θ)Id×d) dzm2 · · · dz1
dudsm · · · ds1 ∂
∂x
Xxθ
+
∑
m≥1
∑
m1≥1
∑
m2≥1
∫
∆mθ,t
(
m∏
j=1
Db(sj, X
x
sj
))
∫ sm
θ
D2b(u,Xxu)
×
∫
∆
m2
θ,u
m2∏
j=1
Db(zj , X
x
zj
) (KH(zm2 , θ
′)Id×d −KH(zm2 , θ)Id×d) dzm2 · · · dz1
×
∫
∆
m1
θ,u
Db(u1, X
x
u1
)...Db(um1 , X
x
um1
)dum1...du1dudsm · · · ds1
∂
∂x
Xxθ
=A9 + A10
(2.8)
in L2(Ω) for almost all θ′, θ with θ′ < θ < t, where A9 is the first and A10 the second
term in the last equality. Let A11 be the first factor in A10 and
Lm1,m2
=
∫ sm
θ
D2b(u,Xxu)
∫
∆
m2
θ,u
m2∏
j=1
Db(zj , X
x
zj
) (KH(zm2 , θ
′)Id×d −KH(zm2 , θ)Id×d) dzm2 · · ·dz1
×
∫
∆
m1
θ,u
Db(u1, X
x
u1
)...Db(um1 , X
x
um1
)dum1 ...du1du
(2.9)
WELL-POSEDNESS OF DETERMINISTIC TRANSPORT EQ. WITH SINGULAR VECTOR FIELD19
We can now apply the shuffling relation (5.5) to the term Lm1,m2 and obtain that
Lm1,m2 =
∫
∆
m1+m2+1
θ,sm
HXm1,m2(u)dum1+m2+1...du1 (2.10)
for u = (u1, ..., um1+m2+1), where the integrand HXm1,m2(u) ∈ Rd ⊗ Rd ⊗ Rd has entries
given by sums of at most C(d)m1+m2+1 summands, which are products of length m1 +
m2 + 1 of functions belonging to the class{
∂j
∂xl1∂xlj
b(i)(u,Xxu) (KH(u, θ
′)−KH(u, θ))ε ,
j = 1, 2, l1, l2, i = 1, ..., d, ε ∈ {0, 1}
}
.
Here it is important to mention that second order derivatives of functions as well as
the factor (KH(u, θ
′)−KH(u, θ)) in those products of functions on ∆m1+m2+1θ,sm in (2.10)
only appear once. Thus the absolute value of the multi-index α with respect to the
total order of derivatives of those products of functions in connection with Lemma 5.9
in the Appendix is given by
|α| = m1 +m2 + 2. (2.11)
By definition we have that
A11 =
∑
m≥1
∑
m1≥1
∑
m2≥1
∫
∆mθ,t
(
m∏
j=1
Db(sj , X
x
sj
))
∫
∆
m1+m2+1
θ,sm
HXm1,m2(u)
dum1+m2+1...du1dsm · · · ds1.
(2.12)
Using now Lemma 5.5 to the intergrals in A10, we find that
A11 =
∑
m≥1
∑
m1≥1
∑
m2≥1
∫
∆
m+m1+m2+1
θ,t
HXm,m1,m2(u)dum+m1+m2+1...du1 (2.13)
for u = (u1, ..., um+m1+m2+1), where the integrandHXm,m1,m2(u) ∈ Rd⊗Rd⊗Rd possesses
entries given by sums of at most C(d)m+m1+m2+1 summands, which are products of
length m+m1 +m2 + 1 of functions belonging to the class{
∂j
∂xl1∂xlj
b(i)(u,Xxu) (KH(u, θ
′)−KH(u, θ))ε ,
j = 1, 2, l1, l2, i = 1, ..., d, ε ∈ {0, 1}
}
.
Also here we observe that second order derivatives of functions as well as the factor
(KH(u, θ
′)−KH(u, θ)) in those products of functions on ∆m+m1+m2+1θ,t in (2.10) only
appear once. Therefore the absolute value of the multi-index α with respect to the
total order of derivatives of those products of functions in connection with Lemma 5.9
in the Appendix is given by
|α| = m+m1 +m2 + 2. (2.14)
Further, we see that
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E[‖A10‖2Rd×d×d ] ≤ C(d)E[‖A11‖2Rd×d×d
∥∥∥∥ ∂∂xXxθ
∥∥∥∥2
Rd×d×d
]
≤ C(d)E[‖A11‖4Rd×d×d]1/2E[
∥∥∥∥ ∂∂xXxθ
∥∥∥∥4
Rd×d
]1/2.
It follows from Lemma 5.10 that
sup
x∈Rd
E[
∥∥∥∥ ∂∂xXxθ
∥∥∥∥4
Rd×d
]1/2 ≤ CH,d,T (‖b‖L∞
∞
, ‖b‖L1
∞
)
for some continuous function CH,d,T : [0,∞)2 −→ [0,∞), which doesn’t depend on θ.
On the other hand, we can employ Ho¨lder’s inequality and Girsanov’s theorem (The-
orem 5.2) in combination with Lemma 5.6 in the Appendix and get that
E[‖A11‖4Rd×d×d]1/2 ≤
C(‖b‖L∞
∞
)
∑
m≥1
∑
m1≥1
∑
m2≥1
∑
i∈I
∥∥∥∥∥
∫
∆
m+m1+m2+1
θ,t
HBHi,m,m1,m2(u)dum+m1+m2+1...du1
∥∥∥∥∥
L8(Ω;R)
2
where C : [0,∞) −→ [0,∞) is a continuous function. Here #I ≤ Km+m1+m2+1 for a
constant K = K(d) and the integrands HBHi,m,m1,m2(u) are of the form
HBHi,m,m1,m2(u) =
m+m1+m2+1∏
l=1
hl(ul), hl ∈ Λ, l = 1, ..., m+m1 +m2 + 1
where
Λ :=
{
∂j
∂xl1∂xlj
b(i)(u, x+BHu ) (KH(u, θ
′)−KH(u, θ))ε , j = 1, 2, l1, l2, i = 1, ..., d, ε ∈ {0, 1}
}
.
Again, in this case functions with second order derivatives as well as the factor (KH(u, θ
′)−KH(u, θ))
only appear once in those products.
Define
J =
(∫
∆
m+m1+m2+1
θ,t
HBHi,m,m1,m2(u)dum+m1+m2+1...du1
)8
.
Using once more the shuffle relation (5.5) in the Appendix, successively, we obtain that
J can be written as a sum of, at most of length Km+m1+m2+1 with summands of the
form ∫
∆
8(m+m1+m2+1)
θ,t
8(m+m1+m2+1)∏
l=1
fl(ul)du8(m+m1+m2+1)...du1, (2.15)
where fl ∈ Λ for all l.
Here the number of factors fl in the above product, which have a second order de-
rivative, is exactly 8. The same applies to the factor (KH(u, θ
′)−KH(u, θ)). Therefore
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the total order of the derivatives involved in (2.15) in connection with Proposition 5.9
is given by
|α| = 8(m+m1 +m2 + 2). (2.16)
We can now apply Theorem 5.8 form given by 8(m+m1+m2+1) and
∑8(m+m1+m2+1)
j=1 εj =
8 and find that∣∣∣∣∣∣E
∫
∆
8(m+m1+m2+1)
θ,t
8(m+m1+m2+1)∏
l=1
fl(ul)du8(m+m1+m2+1)...du1
∣∣∣∣∣∣ ≤
Cm+m1+m2(‖b‖L1(Rd;L∞([0,T ];Rd)))8(m+m1+m2+1)
(
θ − θ′
θθ′
)8γ
θ8(H−
1
2
−γ)×
((2(8(m+m1 +m2 + 2))!)
1/4(t− θ)−H(8(m+m1+m2+1)d+2·8(m+m1+m2+2))−(H− 12−γ)8+8(m+m1+m2+1)
Γ(−H(2d8(m+m1 +m2 + 1) + 4 · 8(m+m1 +m2 + 2)) + 2(H − 12 − γ)8 + 2 · 8(m+m1 +m2 + 1))1/2
for a constant C depending only on H, T, d.
So the latter shows that
E[‖A11‖4Rd×d×d]1/2 ≤
C(‖b‖L∞
∞
)(
∑
m≥1
∑
m1≥1
∑
m2≥1
Km+m1+m2((‖b‖L1(Rd;L∞([0,T ];Rd)))m+m1+m2+1
(
θ − θ′
θθ′
)γ
θH−
1
2
−γ×
((2(8(m+m1 +m2 + 2))!)
1/32(t− θ)−H((m+m1+m2+1)d+2(m+m1+m2+2))+(H− 12−γ)+(m+m1+m2+1)
Γ(−H(2d8(m+m1 +m2 + 1) + 4 · 8(m+m1 +m2 + 2)) + 2(H − 12 − γ)8 + 2 · 8(m+m1 +m2 + 1))1/16
))2
for a constant K depending on H, T, d.
Since for small ε = γ ∈ (0, H) we have that
1− 2ε
2(d+ 3)
≤
1
2
− ε
d+ 2 + 1
4
≤ (
1
2
− ε) + ε−γ
m+m1+m2+1
d+ 2 + 1
m+m1+m2+1
for m,m1, m2 ≥ 1, the above sum converges, when H < 12(d+3) .
So using the latter combined with (2.15), we find that
E[‖A10‖2Rd×d×d ] ≤ CH,d,T (‖b‖L∞∞ , ‖b‖L1∞)
(
θ − θ′
θθ′
)2γ
θ2(H−
1
2
−γ)
for a continuous function CH,d,T : [0,∞)× [0,∞) −→ [0,∞).
Let us now choose a small γ ∈ (0, H) and a suitably small β ∈ (0, 1/2), 0 < β < γ <
H < 1/2 such that∫ t
0
∫ t
0
∣∣∣∣θ − θ′θθ′
∣∣∣∣2γ |θ|2(H− 12−γ)|θ − θ′|−1−2βdθ′dθ <∞,
for every t ∈ (0, T ]. See the proof of Lemma A.4 in [11]. Hence∫ t
0
∫ t
0
E[‖A10‖2Rd×d×d]
|θ − θ′|1+2β dθ
′dθ ≤ CH,d,T (‖b‖L∞
∞
, ‖b‖L1
∞
) (2.17)
for all t ∈ (0, T ], whereCH,d,T : [0,∞)× [0,∞) −→ [0,∞) is a continuous function.
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In the same way (and mostly even easier), we can treat the other terms A9, A1, ..., A6
and A8 and obtain estimates of the type (2.17).
Thus we get from (2.7) the first estimate (2.4).
In a similar way (but simpler), we also derive the estimate (2.5). 
2.1.2 Finding
(
(t, x) 7→ Xs,xt , (t, x) 7→ ∂∂xXs,xt
)
Theorem 2.7. Suppose that H < 1
2(d+3)
. Let {bn}n≥1 ⊂ C∞c ([0, T ]× Rd), such that
bn(t, x) −→ b(t, x)
as n→∞ for a.e. (t, x) ∈ [0, T ]×Rd with supn≥0 ‖bn‖L1∞ <∞ and such that |bn(t, x)| ≤
M < ∞, n ≥ 0 a.e. for some constant M . Assume that Xs,x,n· is the unique strong
solution to the SDE
dXs,x,nt = bn(t, X
s,x,n
t )du+ dB
H
t , 0 ≤ t ≤ T, Xs,x,ns = x ∈ Rd .
Let K be a compact cube in Rd. Then for all 0 ≤ s < T the sequences
((t, x) 7→ Xs,x,nt )n≥1
and
((t, x) 7→ ∂
∂x
Xs,x,nt )n≥1
are relatively compact in C([s, T ] × K;L2(Ω;Rd)) and C([s, T ] × K;L2(Ω;Rd×d)), re-
spectively.
Proof. Without loss of generality, assume that s = 0. Let x, y ∈ K and t1 < t2. Then
E
[∥∥∥∥ ∂∂xXx,nt1 − ∂∂xXy,nt2
∥∥∥∥2
]
≤ 2
(
E
[∥∥∥∥ ∂∂xXx,nt1 − ∂∂xXx,nt2
∥∥∥∥2
]
+ E
[∥∥∥∥ ∂∂xXx,nt2 − ∂∂xXy,nt2
∥∥∥∥2
])
.
By using the fundamental theorem of calculus with respect to the one dimensional
arguments of the entries of ∂
∂x
Xx,nt =
(
∂
∂xi
Xx,n,jt
)
1≤i,j≤d
and by using the Euclidean
norm ‖·‖, we find that
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E[
∥∥∥∥ ∂∂xXx,nt2 − ∂∂xXy,nt2
∥∥∥∥2]
=
d∑
i,j=1
E[(
∂
∂xi
Xx1,...,xd,n,jt2 −
∂
∂xi
Xy1,...,yd,n,jt2 )
2]
≤Cd
d∑
i,j=1
{E[( ∂
∂xi
Xx1,...,xd,n,jt2 −
∂
∂xi
Xy1,x2...,xd,n,jt2 )
2]
+ E[(
∂
∂xi
Xy1,x2,x3...,xd,n,jt2 −
∂
∂xi
Xy1,y2,x3...,xd,n,jt2 )
2]
+ ... + E[(
∂
∂xi
X
y1,y2,...,yd−1,xd,n,j
t2 −
∂
∂xi
Xy1,y2,y3...,yd,n,jt2 )
2]}
≤Cd(K)
d∑
i,j=1
{|x1 − y1|2 sup
x∈K
E[(
∂2
∂x1∂xi
Xx1,...,xd,n,jt2 )
2]
+ |x2 − y2|2 sup
x∈K
E[(
∂2
∂x1∂xi
Xx1,...,xd,n,jt2 )
2]
+ ... + |xd − yd|2 sup
x∈K
E[(
∂2
∂x1∂xi
Xx1,...,xd,n,jt2 )
2]}
≤Cd(K) ‖x− y‖2 sup
n∈N,t∈[0,T ],x∈K
E[
∥∥∥∥ ∂2∂x2Xx,nt
∥∥∥∥2
Rd×d×d
].
We know by our assumptions and by Lemma 5.10 in the Appendix that
sup
n∈N,t∈[0,T ],x∈K
E[
∥∥∥∥ ∂2∂x2Xx,nt
∥∥∥∥2
Rd×d×d
] <∞.
Further, by using exactly the same arguments as in the proof of Lemma 2.6, we also
obtain that
E[
∥∥∥∥ ∂∂xXx,nt1 − ∂∂xXx,nt2
∥∥∥∥2] ≤ Cd,H,T |t1 − t2|ǫ ,
where ǫ > 0 and Cd,H,T is a constant only depending on d,H, T .
Altogether, we see that
E[
∥∥∥∥ ∂∂xXx,nt1 − ∂∂xXy,nt2
∥∥∥∥2] ≤ Cd,H,T (K)(‖x− y‖2 + |t1 − t2|ǫ)
for a constant Cd,H,T (K), which only depends on d,H, T and the compact cube K.
On the other hand, we conclude from Lemma 2.6 combined with Corollary 5.13 that
the family
{
∂
∂x
Xx,nt
}
n∈N,t∈[0,T ],x∈K
is relatively compact in L2(Ω;Rd×d). Thus it follows
from the Theorem of Arzela-Ascoli, with respect to the infinite dimensional state space,
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that
((t, x) 7→ ∂
∂x
Xs,x,nt )n≥1
is relatively compact in C([0, T ]×K;L2(Ω;Rd×d)).
The first statement of the Theorem can be treated, similarly. 
2.1.3 Identifying the limits and proving compatibility of the two limits
Lemma 2.8. Retain the conditions of Theorem 2.7. Let Y and Y ′ be the limits of
((t, x) 7→ Xs,x,nkt )k≥1
and
((t, x) 7→ ∂
∂x
Xs,x,nkt )k≥1
in C([s, T ]×K;L2(Ω;Rd)) and C([s, T ]×K;L2(Ω;Rd×d)), respectively with respect to
a subsequence (nk)k≥1, which only depends on the compact cube K, s and T . Then, Y
and Y ′ have continuous versions Z and Z ′, respectively.
Proof. By using very similar arguments as in the proof of Theorem 2.7 in combination
with the techniques in Lemma 2.6, we can find for integers p ≥ 2 the estimate
E[
∥∥∥∥ ∂∂xXx,nkt1 − ∂∂xXy,nkt2
∥∥∥∥p] ≤ (‖x− y‖p−1 + |t1 − t2|ǫ(p−1)),
where ǫ > 0 (small) and Cd,H,T,p(K) is a constant depending only on d,H, T, p and K.
So if p is large enough, we obtain that
E[
∥∥∥∥ ∂∂xXx,nt1 − ∂∂xXy,nt2
∥∥∥∥p] ≤ Cd,H,T,p(K)(‖x− y‖+ |t1 − t2|)d+1+β
for some β > 0. By applying Fatou’s Lemma in connection with a subsequence (mk)k≥1
of (nk)k≥1, we find that
E[‖Y ′(s, t1, x)− Y ′(s, t2, y)‖p]
≤limk−→∞Cd,H,T,p(K)(‖x− y‖+ |t1 − t2|)d+1+β
=Cd,H,T,p(K)(‖x− y‖+ |t1 − t2|)d+1+β .
(2.18)
The proof follows by using Kolmogorov’s continuity theorem.
The existence of a continuous version of Y can be shown in the same way. 
Theorem 2.9. Assume the conditions of Lemma 2.8. Then
Z(s, t, x) = Xs,xt and Z
′(s, t, x) =
∂
∂x
Xs,xt ,
a.e. in t, x, ω, where ∂
∂x
Xs,xt is a representative of the spatial Sobolev derivative of X
s,x
t
in W 1,2(U) for an open and bounded set U ⊂ K.
Proof. The proof follows from an integration by part argument in connection with
Theorem 2.7 and the uniform estimate in Lemma 5.10 in the Appendix. 
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2.1.4 Controlling supt∈[s,T ]
∥∥ ∂
∂x
Xs,xt
∥∥2n for n ≥ 1
We now establish a uniform estimate, in t, of the moments of the derivative of our
solution. This is achieved using the results in [50]. We restate the theorem we are
going to use and refer the reader to original work for the proof.
Theorem 2.10. Assume there exists a positive integer n and a non-random pseudo-
metric δ on an index set I such that , for a separable centered random field X on I we
have
E
[
exp(
(
X(x)−X(y)
δ(x, y)
) 2
n
)
]
≤ 2
for all x 6= y in I. Then
E[sup
y∈I
Xy] ≤ Cn
∫ ∞
0
(log(Nδ(ε)))
n/2dε.
Here Nδ(ε) is the metric entropy with respect to δ, that is the smallest number of δ-balls
of radius ε needed to cover I. Further, Cn is a universal constant depending only on n
given by
Cn := An(1 + 2
∫ ∞
1
e−s
2/n/2ds),
for
An := 2
2n+1(q + 1)/(1− q−1)fn(q),
where q is any fixed value > 1 and fn(q) :=
∑
l≥1 q
−l+1ln/2.
Lemma 2.11. Let H < 1
24(d+2)
and let Xx· be the unique strong solution to the SDE
dXxt = b(t, X
x
t )dt+ dB
H
t , X
x
0 = x, 0 ≤ t ≤ T
for b ∈ L1,∞∞,∞. Assume that U is a bounded and open subset of Rd. Let r ∈ N. Then
for all x ∈ U and s ≤ t1 < t2 ≤ T we have that
E[exp(
∣∣∣∣∣
∥∥∥∥ ∂∂xXs,xt2
∥∥∥∥2r − ∥∥∥∥ ∂∂xXs,xt1
∥∥∥∥2r
∣∣∣∣∣ /τ(t1, t2))] ≤ 2.
Here τ is a metric on [0, T ] of the form
τ(t1, t2) = β |t1 − t2|
7
8 ,
where β ≥ 1 is a constant only depending on H, d, T, ‖b‖L∞
∞
, ‖b‖L1
∞
and r.
Proof. Let us first assume that b is smooth with compact support.
Since the stochastic flow associated with the smooth vector field b is smooth, too
(compare to e.g. [35]), we obtain that
∂
∂x
Xs,xt = Id×d +
∫ t
s
Db(u,Xs,xu )
∂
∂x
Xs,xu du, (2.19)
where Db : Rd −→ L(Rd,Rd) is the derivative of b with respect to the space variable.
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Using Picard iteration, we see that
∂
∂x
Xs,xt = Id×d +
∑
m≥1
∫
∆ms,t
Db(u1, X
s,x
u1
)...Db(um, X
s,x
um)dum...du1, (2.20)
where
∆ms,t = {(um, ...u1) ∈ [0, T ]m : θ < um < ... < u1 < t}.
So
∂
∂x
Xs,xt2 −
∂
∂x
Xs,xt1 =
∑
m≥1
∫
∆mt1,t2
Db(u1, X
s,x
u1
)...Db(um, X
s,x
um)dum...du1.
Therefore we obtain from the Cauchy-Schwarz inequality and Girsanov’s theorem
(Theorem 5.2) in combination with Lemma 5.6 in the Appendix that
E[
∥∥∥∥ ∂∂xXs,xt2 − ∂∂xXs,xt1
∥∥∥∥p] ≤ C(‖b‖L∞∞)
∑
m≥1
∑
i∈I
∥∥∥∥∥
∫
∆mt1,t2
HBHi (u)dum...du1
∥∥∥∥∥
L2p(Ω;R)
p ,
where C : [0,∞) −→ [0,∞) is a continuous function which doesn’t depend on p.
Here #I ≤ Km for a constant K = K(d) and the integrands HBHi (u) are of the form
HBHi (u) =
m∏
l=1
hl(ul), hl ∈ Λ, l = 1, ..., m
where
Λ :=
{
∂
∂xl
b(i)(u, x+BHu ), l, i = 1, ..., d
}
.
Define
J =
(∫
∆mt1,t2
HBHi (u)dum...du1
)2p
.
Using once more Lemma 5.7 in the Appendix, successively, we obtain that J can be
written as a sum of, at most of length Kpm with summands of the form∫
∆2pmt1,t2
2pm∏
l=1
fl(ul)du2pm...du1, (2.21)
where fl ∈ Λ for all l.
Thus the total order of the derivatives involved in (2.15) in connection with Lemma
5.9 is given by
|α| = 2pm. (2.22)
So we can apply Theorem 5.8 for m replaced by 2pm and εj = 0 and get that∣∣∣∣∣E
[∫
∆2pmt1,t2
2pm∏
l=1
fl(ul)du2pm...du1
]∣∣∣∣∣ ≤ Cpm(‖b‖L1(Rd;L∞([0,T ];Rd)))2pm
((2(2pm)!)1/4 |t2 − t1|−H(2pmd+2·2pm)+2pm
Γ(−H(2d2pm+ 4 · 2pm) + 2 · 2pm)1/2
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for a constant C depending on H, T, d.
Hence we get for 0 ≤ t1 < t2 ≤ T and δ(t1, t2) := ρ |t1 − t2|ǫ for some ρ, ǫ > 0 that
E[
∥∥∥∥ ∂∂xXs,xt2 − ∂∂xXs,xt1
∥∥∥∥p /δ(t1, t2)p]
≤C(‖b‖L∞
∞
)
 1
δ(t1, t2)
∑
m≥1
∑
i∈I
∥∥∥∥∥
∫
∆mt1,t2
HBHi (u)dum...du1
∥∥∥∥∥
L2p(Ω;R)
p ,
≤C(‖b‖L∞
∞
)(
1
δ(t1, t2)
∑
m≥1
(Cpm(‖b‖L1(Rd;L∞([0,T ];Rd)))2pm ×
((2(2pm)!)1/4 |t2 − t1|−H(2pmd+2·2pm)+2pm
Γ(−H(2d2pm+ 4 · 2pm) + 2 · 2pm)1/2 )
1/2p)p
=C(‖b‖L∞
∞
)(
∑
m≥1
(C
1
2
m(‖b‖L1(Rd;L∞([0,T ];Rd)))m ×
1
ρ
((2(2pm)!)1/8p |t2 − t1|−H(md+2m)+m−ǫ
Γ(−H(2d2pm+ 4 · 2pm) + 2 · 2pm)1/4p ))
p.
By assumption we have that
H <
(1− η)
2(d+ 2)
for η = 7
8
. Therefore we see that
−H(2d2pm+ 4 · 2pm) + 2 · 2pm > (1 + η)2pm
for all m, p ∈ N. So using the inequality
√
2πnn+
1
2 e−n ≤ n! ≤ enn+ 12 e−n, n ≥ 1,
we find with the Gauss bracket notation [·] that
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((2(2pm)!)1/8p
Γ(−H(2d2pm+ 4 · 2pm) + 2 · 2pm)1/4p
≤ (e(4pm)
(4pm)+ 1
2 e−4pm)1/8p
(
√
2π([(1 + η)2pm]− 1)([(1+η)2pm]−1)+ 12 e−([(1+η)2pm]−1))1/4p
≤ (e(4pm)
1
2
m+ 1
16 e−
1
2
m)
(
√
2π([(1 + η)2pm]− 1)(1+η)2pm− 32 e−(1+η)2pm)1/4p
≤ (e(4pm)
1
2
m+ 1
16 e−
1
2
m)
((
√
2π)1/4p((1 + η)2pm− 2)(1+η) 12m− 38p e−(1+η) 12m)
≤ (e(4pm)
1
2
m+ 1
16 e−
1
2
m)
(((1 + η)2pm− 2)(1+η) 12m− 38 e−(1+η) 12m)
=
(2e)
1
2
m(e(4pm)
1
16 e−
1
2
m(2pm)
1
2
m
(((1 + η)2pm− 2)− 38 e−(1+η) 12m((1 + η)2pm− 2) 12m((1 + η)2pm− 2)η 12m)
=
(
2pm
(1 + η)2pm− 2
) 1
2
m
(2e)
1
2
m(e(4pm)
1
16 e−
1
2
m
(((1 + η)2pm− 2)− 38 e−(1+η) 12m((1 + η)2pm− 2)η 12 (m−1+1))
≤
(
2pm
(1 + η)2pm− 2
) 1
2
m
(4pm)
1
16
((1 + η)2pm− 2) 116
(2e)
1
2
me
1
16 e−
1
2
m
e−(1+η)
1
2
m((1 + η)2pm− 2)η 12 (m−1))
≤Dm 1
((1 + η)2m− 2)η 12 (m−1))
for a constant D which only depends on η = 7
8
.
On the other hand we need the condition
−H(md+ 2m) +m− ǫ > 0
for all m ≥ 1, which is equivalent to saying that
H <
1− ǫ
m
(d+ 2)
.
If we choose ǫ = η = 7
8
we observe that
H <
(1− η)
2(d+ 2)
<
1− ǫ
(d+ 2)
≤ 1−
ǫ
m
(d+ 2)
for all m ≥ 1.
Hence it follows that
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E[
∥∥∥∥ ∂∂xXs,xt2 − ∂∂xXs,xt1
∥∥∥∥p /δ(t1, t2)p] ≤C(‖b‖L∞∞)(∑
m≥1
(C
1
2
m(‖b‖L1(Rd;L∞([0,T ];Rd)))m
× 1
ρ
Dm
1
((1 + η)2m− 2)η 12 (m−1)))
p
=C(‖b‖L∞
∞
)(
1
ρ
L(‖b‖L1(Rd;L∞([0,T ];Rd))))p
for a continuous function L : [0,∞) −→ [0,∞) only depending H, d, T and ǫ = η = 7
8
.
Altogether we obtain for smooth vector fields b that
E[exp(
∣∣∣∣∥∥∥∥ ∂∂xXs,xt2
∥∥∥∥− ∥∥∥∥ ∂∂xXs,xt1
∥∥∥∥∣∣∣∣2 /δ(t1, t2)2)]
≤E[exp(
∥∥∥∥ ∂∂xXs,xt2 − ∂∂xXs,xt1
∥∥∥∥2 /δ(t1, t2)2)]
=1 +
∑
µ≥1
1
µ!
E[
∥∥∥∥ ∂∂xXs,xt2 − ∂∂xXs,xt1
∥∥∥∥2µ /δ(t1, t2)2µ]
=1 + C(‖b‖L∞
∞
)
∑
µ≥1
1
µ!
(
1
ρ
L(‖b‖L1(Rd;L∞([0,T ];Rd))))2µ
≤1 + 1
ρ
F (‖b‖L∞
∞
, ‖b‖L1(Rd;L∞([0,T ];Rd))),
where ρ ≥ 1 and where F : [0,∞)× [0,∞) −→ [0,∞) is a continuous function which
only depends on H, d, T and ǫ = η = 7
8
.
In the general case, when b ∈ L1,∞∞,∞ we can choose by Theorem 2.7 a sequence
of smooth vector fields bn, n ≥ 1 such that for the corresponding solutions Xs,x,n·
associated with bn, n ≥ 1 we have that
∂
∂x
Xs,x,nt −→
n−→∞
∂
∂x
Xs,xt
in L2(Ω), x a.e. for each s, t and such that
F (‖bn‖L∞
∞
, ‖bn‖L1(Rd;L∞([0,T ];Rd))) ≤ K
for all n, where K is a constant. Then it follows from Fatou’s Lemma combined with
the above estimate that
E[exp(
∣∣∣∣∥∥∥∥ ∂∂xXs,xt2
∥∥∥∥− ∥∥∥∥ ∂∂xXs,xt1
∥∥∥∥∣∣∣∣2 /δ(t1, t2)2)] ≤ 1 + 1ρK
for all t1 6= t2 and almost all x ∈ U , where K is a constant depending only depending
H, d, T, ǫ = η = 7
8
, ‖b‖L∞
∞
and ‖b‖L1(Rd;L∞([0,T ];Rd)).
Since we can choose by Lemma 2.8 a continuous version of ((t, x) 7−→ ∂
∂x
Xs,xt ) on
[s, T ] × U , we can apply Fatou’s Lemma once more and obtain the latter inequality
also for all x ∈ U and t1 6= t2.
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On the other hand, we observe that
E[exp(
∣∣∣∣∣
∥∥∥∥ ∂∂xXs,xt2
∥∥∥∥2r − ∥∥∥∥ ∂∂xXs,xt1
∥∥∥∥2r
∣∣∣∣∣ /τ(t1, t2))]
=E[exp({
r−1∏
i=0
(
∥∥∥∥ ∂∂xXs,xt2
∥∥∥∥2i + ∥∥∥∥ ∂∂xXs,xt1
∥∥∥∥2i)} ∣∣∣∣∥∥∥∥ ∂∂xXs,xt2
∥∥∥∥− ∥∥∥∥ ∂∂xXs,xt1
∥∥∥∥∣∣∣∣ /τ(t1, t2))]
≤E[exp( 1
2λ2
{
r−1∏
i=0
(
∥∥∥∥ ∂∂xXs,xt2
∥∥∥∥2i + ∥∥∥∥ ∂∂xXs,xt1
∥∥∥∥2i)}2 + 12
∣∣∣∣∥∥∥∥ ∂∂xXs,xt2
∥∥∥∥− ∥∥∥∥ ∂∂xXs,xt1
∥∥∥∥∣∣∣∣2 /δ(t1, t2)2)]
≤E[exp( 1
λ2
{
r−1∏
i=0
(
∥∥∥∥ ∂∂xXs,xt2
∥∥∥∥2i + ∥∥∥∥ ∂∂xXs,xt1
∥∥∥∥2i)}2]1/2 ×E[exp(∣∣∣∣∥∥∥∥ ∂∂xXs,xt2
∥∥∥∥− ∥∥∥∥ ∂∂xXs,xt1
∥∥∥∥∣∣∣∣2 /δ(t1, t2)2)]1/2
=M1M2,
where δ(t1, t2) = ρ |t1 − t2|
7
8 with ρ := β/λ for λ > 0.
Using a very similar reasoning as above in connection with Ho¨lder’s inequality,
one also shows that for all δ > 0 there exists a λ ≥ 1 depending H, d, T, ǫ = η =
7
8
, ‖b‖L∞
∞
, ‖b‖L1(Rd;L∞([0,T ];Rd)) , r and δ such that
M1 ≤ 1 + δ.
So in summary, one can find a β ≥ 1 dependingH, d, T, ǫ = η = 7
8
, ‖b‖L∞
∞
, ‖b‖L1(Rd;L∞([0,T ];Rd))
and r such that
E[exp(
∣∣∣∣∣
∥∥∥∥ ∂∂xXs,xt2
∥∥∥∥2r − ∥∥∥∥ ∂∂xXs,xt1
∥∥∥∥2r
∣∣∣∣∣ /τ(t1, t2))] ≤ 2.

Corollary 2.12. Adopt the notation and conditions of Lemma 2.11. Then for all
x ∈ U and s ≤ t1 < t2 ≤ T we have that
E
[
exp(
∣∣∣∣∣
(∥∥∥∥ ∂∂xXs,xt2
∥∥∥∥2r − E
[∥∥∥∥ ∂∂xXs,xt2
∥∥∥∥2r
])
−
(∥∥∥∥ ∂∂xXs,xt1
∥∥∥∥2r − E
[∥∥∥∥ ∂∂xXs,xt1
∥∥∥∥2r
])∣∣∣∣∣ /τ(t1, t2))
]
≤2.
Proof. The proof follows from Lemma 2.11 and Jensen’s inequality. 
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Proof of Theorem 2.4. It follows from Corollary 2.12, Theorem 2.10 for I = [s, T ],
n = 2 and Theorem 5.10 in the Appendix that
sup
z∈K
E[ sup
t∈[s,T ]
∥∥∥∥ ∂∂zXs,zt
∥∥∥∥2r ]
≤ sup
z∈K
E[ sup
t∈[s,T ]
(
∥∥∥∥ ∂∂zXs,zt
∥∥∥∥2r − E[∥∥∥∥ ∂∂zXs,zt
∥∥∥∥2r ]) + sup
t∈[s,T ]
E[
∥∥∥∥ ∂∂zXs,zt
∥∥∥∥2r ]]
≤C2
∫ ∞
0
log(Nτ (ε))dε+ Cd,H,T,r
<∞,
where Cd,H,T,r is a constant only depending on d,H, T, r and where the metric entropy
behaves like Nτ (ε) ∼ 1
ε
8
7
for εց 0.
So by using absolute continuity with respect to the one dimensional spatial arguments
of Xs,xt , we obtain as in the proof of Theorem 2.7 that
E[ sup
t∈[s,T ]
‖Xs,xt −Xs,yt ‖2
r
]
≤Cd,r(K) sup
z∈K
E[ sup
t∈[s,T ]
∥∥∥∥ ∂∂zXs,zt
∥∥∥∥2r ] ‖x− y‖2r
≤Cd,r(K)(C2
∫ ∞
0
log(Nτ (ε))dε+ Cd,H,T,r) ‖x− y‖2
r
,
which gives the proof. 
2.2 Pathwise regularization by noise
We start with a probabilistic result regarding the regularization effect of the averag-
ing operator. From this and with practically the same argument as in [45], this result
is improved to one stated at the pathwise level.
Proposition 2.13. Let H ∈ (0, 1
2
)
and ζ
(
0, 1
2
]
such that H < ζ
d+2
. Then, there exist
constants C, α ≥ 0 such that, for any Borel measurable map b ∈ L∞([r, u] × Rd,Rd)
with ‖b‖∞ ≤ 1, any Borel measurable functions h1, h2 ∈ L∞([r, u] ,Rd) and any λ ≥ 0,
the follwoing equality holds:
P
[
|
∫ u
r
b(s, BHs + h1(s))− b(s, BHs + h2(s))ds| ≥ λ (u− r)(1−ζ) ‖h1 − h2‖∞
]
≤ C exp(−αλ2)
This is based on the following estimate (compare [26] and [45]):
Lemma 2.14. Let g be a smooth compactly supported function on [r, u] × Rd with
bounded derivatives such that |g(s, x)| ≤ 1, then there exist α,C such that the following
estimate holds
E
[
exp
(
α
(u− r)2(1−ζ)
∣∣∣∣∫ u
r
Dg(s, BHs )ds
∣∣∣∣2
)]
≤ C.
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Proof. Indeed
E
[
exp
(
α
(u− r)2(1−ζ)
∣∣∣∣∫ u
r
Dg(s, BHs )ds
∣∣∣∣2
)]
=
∑
n≥1
1
n!
αn
(u− r)2n(1−ζ)E
[∣∣∣∣∫ u
r
Dg(s, BHs )ds
∣∣∣∣2n
]
On the other hand
E
[∣∣∣∣∫ u
r
Dg(s, BHs )ds
∣∣∣∣2n
]
≤ k(d)n
d∑
i,j=1
E
[∣∣∣∣∫ u
r
∂
∂xi
gj(s, BHs )ds
∣∣∣∣2n
]
=k(d)nE
[∫
∆2nr,u
2n∏
l=1
fl(sl)ds2n . . . ds1
]
≤K(d)n (2(2n)!)
1
4 |u− r|−H(2nd+2·2n)+2n
Γ(−H(2d2n+ 4 · 2n) + 2 · 2n) 12
from (5.8), with ǫj = 0, where fl(.) ∈ { ∂∂xigj(., BH. ), 1 ≤ i, j ≤ d}, and thus we get
E
[
exp
(
α
(u− r)2(1−ζ)
∣∣∣∣∫ u
r
Dg(s, BHs )ds
∣∣∣∣2
)]
≤
∑
n≥1
1
n!
αn
(u− r)2n(1−ζ)K(d)
n (2(2n)!)
1
4 |u− r|−H(2nd+2·2n)+2n
Γ(−H(2d2n+ 4 · 2n) + 2 · 2n) 12
≤
∑
n≥1
1
n!
αnK(d)n
(2(2n)!)
1
4 |u− r|−H(2nd+2·2n)+2n−2n(1−ζ)
Γ(−H(2d2n+ 4 · 2n) + 2 · 2n) 12
≤C(α, T, d,H) <∞
since we have
H <
ζ
d+ 2

Proof of Proposition 2.13. The proof follows directly from an approximation argument
combined with Chebyshev’s inequality and the previous lemma. 
Remark 2.15. Proposition 2.13 can be seen as a probabilistic statement regarding the
regularity of the so-called averaging operator. This is stated using ζ which represents
the power of regularization of the fractional noise. Note that to achieve the same
regularizing power as Brownian motion, ζ must be chosen to be equal to 1
2
and hence
H < 1
2(2+d)
.
In what follows we will need the following functional space:
LipN ([r, u],R
d) :=
{h ∈ C([r, u],Rd) : ‖h(t)− h(s)‖ ≤ |t− s|, (t, s) ∈ [r, u]2, max
s∈[r,u]
‖h(s)‖ ≤ N}
endowed with the uniform metric.
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Now we can state the main result of this section.
Proposition 2.16. There exists constants C and ν > 0, independent of l := u − r,
and a set Ω
′
such that
P (Ω\Ω′) ≤ C exp(−l−ν)
and for any h1, h2 ∈ LipN ([r, u],Rd) with ‖h1 − h2‖ ≤ 4l, ω ∈ Ω′ the following
estimate holds:
‖
∫ u
r
b(s, BHs (ω) + h1(s))− b(s, BHs (ω) + h2(s))ds‖ ≤ Cl
4
3
Proof. The proof follows from Proposition 2.13, choosing ζ = 1
2
, following the same
reasoning as in Lemma 3.6 in [45]. 
2.3 Proof of the main theorem
Now in order to proof Theorem 2.2, one proceeds as in the proof of Theorem 1.1 in
[45] without any changes. For the sake of completeness, we include the proof of this
theorem adapted to our setting
Proof. Without loss of generality suppose again that ‖b‖∞ ≤ 1. Fix an N ≥ 1 and
let LipN ([r, u],R
d) be defined as above. Without loss of generality assume T = 1. For
each k ≥ 1 divide the interval [0, 1] into M = 2k closed subintervals[
0,
1
M
]
, · · · ,
[
(M − 1)
M
, 1
]
and for each of the sub-intervals we apply Proposition (2.15) to get sets, say, Ωk,i where
the conclusions of the proposition hold. Let
Ωk :=
M−1⋂
i=0
Ωk,i.
The Borel-Cantelli lemma gives us that the set
Ω∗∗ := lim inf
k→∞
Ωk =
∞⋃
K=1
∞⋂
k=K
Ωk
has full measure.
Proposition (2.3) point 4, with η = 1 and
S = {Sn}∞n=1 = {k/2n; k ∈ {0, 1, . . . , 2n − 1}}
gives the following estimate
|Xs,xt (ω)−Xs,yt (ω)| ≤ C(α, T,N, S, ω)|x− y|α, |x− y| ≤
1
2n
, s ∈ Sn
where
(s, t, x, ω) 7→ Xs,xt (ω) =: X(x, s, t, BH(ω)) with (s, t) ∈ ∆20,T , x ∈ Rd, ω ∈ Ω∗
is the flow map from Proposition (2.3) and Ω∗ is a modification of Ω∗∗ of full measure.
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We now show that for any ω ∈ Ω∗ such that
|x|+ T‖b‖∞ + max
u∈[0,1]
|BHu (ω)| = |x|+ 1 + max
u∈[0,1]
|BHu (ω)| ≤ N,
(2.1) has a unique solution.
Take such an ω ∈ Ω∗ and let Yt be any solution to equation (2.1) in C
(
[0, T ];Rd
)
,
for this ω, starting from x ∈ Rd, we shall show that then Yt = X(x, 0, t, BH(ω)). Due
to the construction of Ω∗ there exists K, which depends on the path BH(ω) such that
for all k ≥ K the path BH(ω) ∈ Ωk. Let
M ′ = 2k
′
, r =
i
M ′
, where k′ ≥ K.
Define the following auxiliary function on the interval [0, r]:
f(t) := X(x, 0, r, BH(ω))−X(Yt, t, r, BH(ω)).
We observe that for any s ≤ t, the flow property says that
f(t)− f(s) =X (Ys, s, r, BH(ω))−X (Yt, t, r, BH(ω))
=X
(
X(Ys, s, t, B
H(ω)), t, r, BH(ω)
)−X (Yt, t, r, BH(ω)) .
The difference X(Ys, s, t, B
H(ω))− Yt can be represented as follows:
X(Ys, s, t, B
H(ω))− Yt =
∫ t
s
b
(
u, Ys +B
H
u (ω)− BHs (ω) +
∫ u
s
b(r,Xr) dr
)
du−∫ t
s
b
(
u, Ys +B
H
u (ω)− BHs (ω) +
∫ u
s
b(r, Yr) dr
)
du
Hence
X(Ys, s, t, B
H(ω))− Yt =
∫ t
s
b
(
u,BHu (ω) + h1(u)
)
du−
∫ t
s
b
(
u,BHu (ω) + h2(u)
)
du,
where
h1(u) = Ys − BHs (ω) +
∫ u
s
b(r,Xr) dr, h2(u) = Ys − BHs (ω) +
∫ u
s
b(r, Yr) dr.
Let k > k′ and M = 2k and take s, t to be i
M
and i+1
M
, respectively. Then by the
regularization property of the averaging operator we obtain the following estimate:
|X(Ys, s, t, BH(ω))− Yt| ≤ C
M
4
3
Taking M sufficiently large this yields
|X(Ys, s, t, BH(ω))− Yt| ≤ 1
M
.
Hence there exists a positive constant C = C(N, S,BH(ω)) such that
|f(t)− f(s)| 6 C|X(Ys, s, t, BH(ω))− Yt| 45 .
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∣∣∣∣f ( i+ 1M
)
− f
(
i
M
)∣∣∣∣ 6 ( C
M
4
3
) 4
5
,
and consequently
|f(r)| 6
2k∑
i=0
∣∣∣∣f (i+ 1M
)
− f
(
i
M
)∣∣∣∣ ≤ C ×M
M
16
15
=
C
M
1
15
.
Due to the arbitrariness of k we conclude
f(r) = X(x, 0, r, BH(ω))− Yr = 0.
Since r was an arbitrary dyadic number in [0, 1] with a sufficiently large denominator,
the continuity of Yt and X(x, 0, t, B
H(ω)) implies the equality Yt = X(x, 0, t, B
H(ω))
for each t ∈ [0, T ]. The proof is complete. 
3 Applications to the Transport equation (TE) and
Continuity equation (CE)
3.1 Existence of unique regular solutions to deterministic trans-
port equations for perturbed velocity fields b ∈ L1,∞∞,∞
As an application of the results in Section 2, we will exhibit a regularization by noise
phenomena by restoring well-posedness of the following transport equation{
∂
∂t
u(t, x) + b(t, x) · ∇xu(t, x) = 0 , (t, x) ∈ [0, T ]× Rd,
u(0, x) = u0(x) on R
d,
(3.1)
when b ∈ L1,∞∞,∞.
We will show that the following transport equation{
∂
∂t
u(t, x) + b∗(t, x) · ∇xu(t, x) = 0 , (t, x) ∈ [0, T ]× Rd,
u(0, x) = u0(x) on R
d,
(3.2)
when b∗ = b◦Ψ, for a certain Ψ, has a unique (weak) solution u ∈ W 1,∞loc
(
[0, T ]× Rd)
with u(t, ·) ∈ ⋂p≥1W k,ploc (Rd). More precisely, the transformation is given by the map
Ψ : Ω∗ −→ L1,∞∞,∞ ,
ω 7−→ (b∗ω :[0, T ]× Rd −→ Rd) ,
(t,x) 7−→ b(t,x+BH
t
(ω))
Here Ω∗ is a universal measurable set with µ(Ω∗) = 1 and ω is an arbitrary chosen
fixed generic element from Ω∗.
In proving such a result, which cannot be treated in the framework of renormalized
solutions of [29], [2], we need some auxiliary results.
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If b ∈ L1,∞∞,∞, H <
(
1
24(d+2)
∧ 1
2(d+2k−1)
)
we know from Theorem 2.1, Theorem 2.2
and Lemma 2.5 that there exists a measurable set Ω˜ with full measure such that for all
ω ∈ Ω˜ and x ∈ Rd the solution path of the strong solution uniquely solves (2.3) in the
space of continuous functions. Moreover, for all ω ∈ Ω˜ we have that, for all t ∈ [0, T ]
(x 7→ Xxt (ω)) ∈
⋂
p≥1
W k,ploc
(
R
d;Rd
)
(3.3)
as well as
((t, x) 7→ Xxt (ω)) (3.4)
is locally Ho¨lder continuous on [0, T ] × Rd. On the other hand, by using backward
SDE’s (see e.g. [37]) and the same arguments as in Section 2, we find that there exists
an adapted process Y x· such that for all ω ∈ Ω˜ ((t, x) 7→ Y xt (ω)) is the global inverse of
((t, x) 7→ Xxt (ω)) and such that (3.3) and (3.4) are satisfied.
Our approach will be to employ a variation of the classical method of characteristics
in connection with construction of solutions to (3.2). To this end, we consider the ODE
d
dt
Xˆxt = b
∗(t, Xˆxt ), Xˆ
x
0 = x ∈ Rd , t ∈ [0, T ] (3.5)
for the vector field b∗(t, x) = b(t, x+BH(ω)) for fixed ω ∈ Ω˜ and where b and H are
as before.
By using a simple transformation we see that Xˆx· (ω) given by
Xˆxt (ω) = X
x
t (ω)− BHt (ω)
is the unique solution of (3.5) for all ω ∈ Ω˜, x ∈ Rd. Similarly, we can find an inverse
solution process Yˆ x· (ω) of Xˆ
x
· (ω) (with respect to the corresponding backward ODE)
and observe that both processes have the properties (3.3) and (3.4) (for the same Ωˆ).
Lemma 3.1. Let H < 1
24(d+2)
. Then there exists a measurable set Ω
′
with full measure
such that for all ω ∈ Ω′(
(t, x) 7→ Yˆ xt (ω)
)
∈ W 1,∞loc
(
[0, T ]× Rd;Rd)
Proof. One can show in exactly the same way as in Theorem 2.9 that
(
(t, x) 7→ ∂
∂x
Yˆ xt
)
has a continuous version . So the same also applies to Yˆ x· .
On the other hand, we see that Yˆ x· is absolutely continuous with the bounded weak
derivative
−b∗(t, Yˆ xt ).
So we find a measurable set Ω
′
of full measure with the required property. 
In the sequel we also want to apply the following chain rule for Sobolev functions.
Lemma 3.2. Let f ∈ C1b (Rd;R) and u ∈ W 1,1loc
(
R
n;Rd
)
. Then
f ◦ u ∈ W 1,1loc
(
R
n;Rd
)
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and
Dx (f ◦ u) = ∇f ◦Dxu
Proof. The proof follows from the classical chain rule applied to a sequence (ui)i≥1 in
C∞ (U), for U a bounded open set, which approximates u in W 1,1 (U ;Rd). 
Remark 3.3. In a similar way to the previous lemma, one can show that if f ∈ Ckb (Rd;R)
and u ∈ ⋂p≥1W k,ploc (Rn;Rd) then
f ◦ u ∈
⋂
p≥1
W k,ploc (R
n;R) .
We also need the following special version of a change of variable formula, which can
be found in e.g ([33]).
Theorem 3.4. Let O ⊆ Rd be an open set and f ∈ W 1,ploc (O), where p > d. Denote
by Jf the Jacobian of f and for E ⊆ O the function Nf(·, E) : Rd 7→ N ∪ {∞}, the
Banach indicatrix of f, by Nf(y, E) := card
(
f−1 ({y})⋂E).
If u : Rd → R is a measurable function and E ⊆ O is measurable, then∫
E
(u ◦ f) |Jf |dx =
∫
Rd
u(y)Nf(y, E)dy
provided that at least one of (u ◦ f) |Jf | or u(y)Nf(y, E) is integrable.
Before stating our main result, we give a definition for a solution to our transport
equation:
Definition 3.5. Let b∗ ∈ L∞ ([0, T ]× Rd) and u0 ∈ C(Rd) in (3.2). Then we call a
function u ∈ C ([0, T ]× Rd)∩W 1,1loc ([0, T ]× Rd) with u(0, x) = u0(x), for all x ∈ Rd, a
weak solution to the transport equation (3.2), if for all ρ ∈ C∞c ((0, T )) and η ∈ C∞c
(
R
d
)
∫ T
0
∫
Rd
{−u(t, x)ρ′(t)η(x) + b∗(t, x) · ∇u(t, x)ρ(t)η(x)}dxdt = 0, (3.6)
where ρ
′
denotes the derivative of ρ.
We can now state our main result in this section:
Theorem 3.6. Let b ∈ L1,∞∞,∞, H <
(
1
24(d+2)
∧ 1
2(d+2k−1)
)
, u0 ∈ Ckb (Rd), p > d, and
k ≥ 2. Define b∗ in (3.6) as
b∗(t, x) = b(t, x+BHt (ω)).
Then there exists a measurable set Ω˜ with µ(Ω˜) = 1 such that for all ω ∈ Ω˜ there
exists a unique weak solution u = uω in the class W
1,p
loc
(
[0, T ]× Rd). Moreover
u(t, ·) ∈ ∩p≥1W k,ploc
(
R
d
)
for all t.
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Proof. (1) Existence: Let (bn)n≥1 ⊆ C∞c
(
[0, T ]× Rd) be an approximating se-
quence for b as in Theorem 2.7. Then for the process Yˆ x,n· associated with the
coefficients bn, the process un(ω, t, x) = u0(Yˆ
x,n
t ) satisfies (3.6) (for an appro-
priate version of Yˆ x,n· ) a.e., that is for all ρ ∈ C∞c ((0, T )) and η ∈ C∞c
(
R
d
)
0 =
∫ T
0
∫
Rd
{−un(ω, t, x)ρ′(t)η(x) + b∗n(t, x) · ∇un(ω, t, x)ρ(t)η(x)}dxdt
0 =
∫ T
0
∫
Rd
{−u0(Yˆ x,nt (ω))ρ
′
(t)η(x)
+ bn(t, x+B
H
t (ω)) · (∇u0)(Yˆ x,nt (ω))T
∂
∂x
Yˆ x,nt (ω)ρ(t)η(x)}dxdt, for a.a. ω.
(3.7)
Using the same proof as in Lemma 2.8, we find that(
(t, x) 7→ Yˆ x,njt
)
j≥1
and (
(t, x) 7→ ∂
∂x
Yˆ
x,nj
t
)
j≥1
converge in C ([0, T ]×K;L2(Ω;Rd)) and C ([0, T ]×K;L2(Ω;Rd×d)) respec-
tively for a subsequence which only depends on the compact cube K. Further
we have that
Y (t, x, ω) = Yˆ xt (ω) , Y
′
(t, x, ω) =
∂
∂x
Yˆ xt (ω)
(t, x, ω)-a.e. (See Theorem 2.9).
Now, since BHt has a Gaussian density and u0 ∈ Ckb (Rd) for k ≥ 2, we obtain
that the right hand side of (3.7) converges for n→∞ in L1(Ω) to the expression
∫ T
0
∫
Rd
{−u0(Yˆ xt (ω))ρ
′
(t)η(x)+b(t, x+BHt (ω))·(∇u0)(Yˆ xt (ω))T
∂
∂x
Yˆ xt (ω)ρ(t)η(x)}dxdt,
which must be zero ω-a.e.
Because of Lemma 3.1 and Lemma 3.2 we know that, ω-a.e.,
(∇u0)(Yˆ xt (ω))T
∂
∂x
Yˆ xt (ω) = ∇u(ω, t, x) (t, x)-a.e.
Hence we obtain that∫ T
0
∫
Rd
{−u(ω, t, x)ρ′(t)η(x) + b∗(t, x) · ∇u(ω, t, x)ρ(t)η(x)}dxdt = 0 (3.8)
ω-a.e.
Because of separability of Sobolev spaces, when p <∞, we also see that there
exists a Ω+ with µ(Ω+) = 1 such that for all ρ ∈ C∞c ((0, T )) and η ∈ C∞c
(
R
d
)
the condition (3.8) holds.
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Altogether, using in addition Remark 3.3 we can find a set Ω∗ with µ(Ω∗) = 1,
which has the required properties with respect to existence and regularity of
solutions in the statement of the theorem.
(2) Uniqueness: For ω ∈ Ω∗, let u = uω be a weak solution in W 1,ploc
(
[0, T ]× Rd).
We want to show that for ρ ∈ C∞c ((0, T )) and η ∈ C∞c
(
R
d
)
0 =
∫ T
0
∫
Rd
(
u(t, Xˆxt (ω))ρ
′
(t)η(x)
)
dxdt (3.9)
To this end , let U ⊆ Rd be an open bounded set with
U ⊇
(
supp(η) ∪ Xˆ(ω)([0, T ]× supp(η)))
and let (un)n≥1 ⊂ C∞ ((0, T )× U) such that un −−−→n→∞ u in W
1,p ((0, T )× U).
Then using the chain rule of Lemma 3.2 (for f ∈ C1b (U ;R)), integration by
parts and Theorem 3.4 (E = O = U = Yˆ −1t (ω) (Ot)) we find that
∫ T
0
∫
Rd
(
un(t, Xˆ
x
t (ω))ρ
′
(t)η(x)
)
dxdt
= −
∫ T
0
∫
Rd
{(
∂
∂t
un(t, Xˆ
x
t (ω)) + b
∗(t, Xˆxt (ω)) · (∇un)(t, Xˆxt (ω)))
)
ρ(t)η(x)
}
dxdt
= −
∫ T
0
∫
U
{(
∂
∂t
un(t, y) + b
∗(t, y) · (∇un)(t, y))
)
ρ(t)η
(
Yˆ yt (ω)
) ∣∣∣∣det ∂∂y Yˆ yt (ω)
∣∣∣∣} dydt
(3.10)
Since ∂
∂y
Yˆ yt (ω), and therefore
∣∣∣det ∂∂y Yˆ yt (ω)∣∣∣, is essentially bounded on U for
this fixed ω ∈ Ω∗, it follows from our assumption that the last expression in
(3.11) converges for n→∞ to
−
∫ T
0
∫
U
{(
∂
∂t
u(t, y) + b∗(t, y) · (∇u)(t, y))
)
ρ(t)η
(
Yˆ yt (ω)
) ∣∣∣∣det ∂∂y Yˆ yt (ω)
∣∣∣∣} dydt
which is equal to zero.
On the other hand, by using Theorem 3.4 once more we can argue similarly
that
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∫ T
0
∫
Rd
(
un(t, Xˆ
x
t (ω))ρ
′
(t)η(x)
)
dxdt
=
∫ T
0
∫
U
(
un(t, y)ρ
′
(t)η
(
Yˆ yt (ω)
) ∣∣∣∣det ∂∂y Yˆ yt (ω)
∣∣∣∣) dydt
−−−→
n→∞
∫ T
0
∫
U
(
u(t, y)ρ
′
(t)η
(
Yˆ yt (ω)
) ∣∣∣∣det ∂∂y Yˆ yt (ω)
∣∣∣∣) dydt
=
∫ T
0
∫
Rd
(
u(t, Xˆxt (ω))ρ
′
(t)η(x)
)
dxdt
(3.11)
So (3.9) holds for all test functions η and ρ. Since
(
(t, x) 7→ u
(
t, Xˆxt (ω)
))
is continuous it follows that for all x ∈ Rd
0 =
∫ T
0
u
(
t, Xˆxt (ω)
)
ρ
′
(t)dt
for all ρ ∈ C∞c ((0, T )).
Thus we conclude that for all x ∈ Rd
(
t 7→ u
(
t, Xˆxt (ω)
))
is absolutely con-
tinuous and that
u(t, Xˆxt ) = u(0, Xˆ
x
0 ) = u(0, x) = u0(x)
for all t and x.
Hence
u(t, x) = u0
(
Yˆ xt (ω)
)
for all t, x.

Remark 3.7. One may expect a similar result to the previous one in the case of a
perturbation given by a Wiener process, that is BH· , when H =
1
2
.
However, the proof of Theorem 3.6 makes use of the property that ∂
∂x
Y xt or
∂
∂x
Yˆ xt
belong to L∞loc
(
[0, T ]× Rd) a.e.
It is not obvious, whether the latter property holds in the Wiener case, too. There-
fore, we cannot directly see, how a result as in Theorem 3.6 could be established for
perturbations along Wiener paths.
3.2 Existence of unique solutions to the Continuity equation
(CE)
In this section we study the following equation{
∂tµ+ div (bµ) = 0
µ0 = µ¯,
(CE)
and its related ODE
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{
d
dt
X(t, x) = b (t, X(t, x))
X(0, x) = x,
(ODE)
when the vector field b belongs to L1,∞∞,∞ i.e.
L1(Rd;L∞([0, T ];Rd)) ∩ L∞(Rd;L∞([0, T ];Rd)).3
It is well known (see [39]) that (CE) is in general ill-posed even when the vector
field b is continuous, and that a minimum degree of differentiability is necessary for
uniqueness of solutions to (CE). Note that the existence of a flow is not sufficient for
the uniqueness of solutions to (CE) for initial measures which are signed and further
conditions on b need to be imposed. When b is Lipschitz, uniqueness in the class of
signed measures holds via Theorem 8.1.7 in [3]. Outside of the Lipschitz setting only
few results are available in this class (See [8][4]). In the class of positive measures the
situation is much more clear by the use of the superposition principle which says that
uniqueness of (CE) in the class of positive measures is equivalent to the uniqueness at
the level of (ODE). More precisely we have
Theorem 3.8. Let A ⊂ Rd be a Borel set. Then the following two properties are
equivalent:
(1) Solutions of (ODE) are unique for every initial point x ∈ A;
(2) Positive measure-valued solutions of the (CE) are unique for every initial data
m¯u which is a positive measure concentrated on A, i.e. such that µ¯(Rd\A) = 0.
The proof of this highly non trivial result can be found in e.g. [22]. Note that the
superposition principle holds only for the class of positive measures and, without any
assumptions on b, the result is false for signed measures by the counter example in [10]
which shows that uniqueness at the level of the flows is not sufficient for the uniqueness
of (CE) in the class of signed measures.
The main result of this section says that if we consider again the transformation{
Ψ : Ω× [0, T ]× Rd −→ [0, T ]× Rd
Ψω(t, x) := (t, x+B
H
t (ω))
(3.12)
for a certain set Ω of full measure which depends only on b, then, by arguments
similar to the previous section, we know that the following system{
d
dt
Xˆ(t, x) = b ◦Ψω
(
t, Xˆ(t, x)
)
Xˆ(0, x) = x ∈ Rd
(3.13)
is well posed for every ω ∈ Ω provided H is chosen appropriately, then we have by
the superposition principle the following:
3We assume in this section that b is defined everywhere in order to make sense of the product of
bµ when µ is a measure.
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Theorem 3.9. Let b ∈ L1,∞∞,∞, H <
(
1
24(d+2)
)
. Define b∗ in (1.1) as
b∗(t, x) = b(t, x+BHt (ω)).
Then there exists a measurable set Ω˜ with µ(Ω˜) = 1 such that for all ω ∈ Ω˜ and all
initial data µ¯ ∈M+(Rd) there exists a unique weak solution µt = µωt given by
µt = Xˆ(t, ·)#µ¯
i.e. ∫
Rd
ϕdµt =
∫
Rd
ϕ(Xˆ(t, x))dµ¯t (3.14)
where Xˆ is the unique solution to (4.10).
4 Further improvement of the spatial regularity of
solutions of the transport equation with singular
velocity fields perturbed along fractional Brown-
ian paths with Hurst parameter ”H ↓ 0”
In this section we want to explain how the spatial regularity of the constructed unique
path-by-path solutions of the transport equation (3.2) can be improved even further
by using a perturbation based on fractional Brownian paths with a Hurst parameter
approaching 0.
To be more precise, we want to replace the fractional Brownian motion BH· , for
H ∈ (0, 1
2
)
, in Sections 2 and 3 with an even more regularizing driving process BH· for
H := (Hn)n≥1 ⊂
(
0, 1
2
)
(see [5]), defined as
B
H
t =
∑
n≥1
λnB
Hn,n
t , 0 ≤ t ≤ T (4.1)
where BHn,n· , n ≥ 1 are independent d-dimensional fractional Brownian motions with
Hurst parameters Hn ∈
(
0, 1
2
)
, Hn ↓ 0 for n→∞.
Further, (λn)n≥1 is a sequence of real numbers such that there exists a bijection
{n ∈ N : λn 6= 0} → N, (4.2)∑
n≥1
|λn| ∈ (0,∞) , (4.3)
and ∑
n≥1
|λn|E[ sup
0≤s≤1
|BHn,ns |] <∞ (4.4)
Under conditions (4.2),(4.3) and (4.4) it was shown in [5] that BH· is a stationary
Gaussian process, which possesses a continuous, but not Ho¨lder continuous version.
In fact, for the vector fields
b ∈ Lq2,p := Lq([0, T ];Lp(Rd;Rd)) ∩ L1(Rd;L∞([0, T ];Rd)), p, q ∈ (2,∞] (4.5)
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the authors in [5] established the following result by using an infinite dimensional
version of a compactness criterion for square integrable Wiener functionals in [25]:
Theorem 4.1. There exists a sequence (λn)n≥1 depending only on (Hn)n≥1 and d,
which satisfies the conditions (4.2),(4.3) and (4.4) such that for all b ∈ Lq2,p, p, q ∈
(2,∞] and s ∈ [0, T ], x ∈ Rd there exists a unique strong solution Xs,x· to the SDE
Xs,xt = x+
∫ t
s
b(u,Xs,xu )du+ B
H
t − BHs , Xs,xs = x ∈ Rd, s ≤ t ≤ T (4.6)
Moreover, for all s ≤ t ≤ T
(x 7→ Xs,xt ) ∈
⋂
k≥1
⋂
α>2
L2(Ω;W k,α(U)) (4.7)
for all bounded open subsets U ⊂ Rd.
Using exactly the same techniques as in Section 2, we mention that one can prove
(similarly to Theorem 2.2) path-by-path uniqueness of solutions to (4.6) in the sense
of Davie [26] uniformly in the initial conditions.
Theorem 4.2. Retain the conditions of Theorem 4.1.
Then for all 0 ≤ s ≤ T there exists a measurable set Ω∗ with µ(Ω∗) = 1 such that
for all ω ∈ Ω∗ the equation
Xs,xt (ω) = x+
∫ t
s
b(u,Xs,xu (ω))du+ B
H
t (ω)− BHs (ω), Xs,xs = x ∈ Rd, s ≤ t ≤ T
(4.8)
has a unique solution in the space of continuous functions, uniformly in x ∈ Rd.
By applying Theorem 4.2 and 4.1 in combination with very similar proofs as in
Section 3.1, we can get the following result:
Theorem 4.3. Assume the conditions of Theorem 4.1 and let b ∈ Lq
′
2,p′
, p
′
, q
′ ∈
(2,∞], u0 ∈ Cb
(
R
d
)
, p > d. Define b∗ in 3.2 by b∗(t, x) = b(t, x+ BHt (ω)).
Then there exists a measurable set Ω∗ of full mass such that for all ω ∈ Ω∗ there
exists a unique weak solution u = uω in the class W 1,ploc
(
[0, T ]× Rd) to the transport
equation (3.2).
Furthermore, we have that
u(t, ·) ∈
⋂
k≥1
⋂
α≥1
W k,αloc
(
R
d
)
for all t.
We get as well the following theorem at the level of the continuity equation
Theorem 4.4. Let b ∈ Lq2,p, p, q ∈ (2,∞]. Define b∗ in (CE) as
b∗(t, x) = b(t, x+ BHt (ω)).
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Then there exists a measurable set Ω˜ with full mass such that for all ω ∈ Ω˜ and all
initial data µ¯ ∈M+(Rd) there exists a unique weak solution µt = µωt given by
µt = Xˆ(t, ·)#µ¯
i.e. ∫
Rd
ϕdµt =
∫
Rd
ϕ(Xˆ(t, x))dµ¯t, (4.9)
where Xˆ is the unique solution to{
d
dt
Xˆ(t, x) = b∗
(
t, Xˆ(t, x)
)
Xˆ(0, x) = x ∈ Rd.
(4.10)
5 Appendix
We start by stating some basic facts about fractional Brownian motion and fractional
calculus (see [43] and [36]). We then recall some results from the Malliavin calculus
with respect to fractional Brownian motion. For an in-depth treatment of this material
see [40]. We end with a collection of some technical lemmas that we make use of in
our paper.
5.1 Fractional Brownian motion
We want to recall here a version of Girsanov’s theorem for the fractional Brownian
motion, which we need in the the proof of Lemma ??. For this purpose, let us pass in
review some basic concepts from fractional calculus (see [43] and [36]).
Let a, b ∈ R with a < b. Let f ∈ Lp([a, b]) with p ≥ 1 and α > 0. Introduce the left-
and right-sided Riemann-Liouville fractional integrals as
Iαa+f(x) =
1
Γ(α)
∫ x
a
(x− y)α−1f(y)dy
and
Iαb−f(x) =
1
Γ(α)
∫ b
x
(y − x)α−1f(y)dy
for almost all x ∈ [a, b], where Γ is the Gamma function.
For a given integer p ≥ 1, let Iαa+(Lp) (resp. Iαb−(Lp)) be the image of Lp([a, b]) of
the operator Iαa+ (resp. I
α
b−). If f ∈ Iαa+(Lp) (resp. f ∈ Iαb−(Lp)) and 0 < α < 1 then
we can define the left- and right-sided Riemann-Liouville fractional derivatives by
Dαa+f(x) =
1
Γ(1− α)
d
dx
∫ x
a
f(y)
(x− y)αdy
and
Dαb−f(x) =
1
Γ(1− α)
d
dx
∫ b
x
f(y)
(y − x)αdy.
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The left- and right-sided derivatives of f can be also represented as
Dαa+f(x) =
1
Γ(1− α)
(
f(x)
(x− a)α + α
∫ x
a
f(x)− f(y)
(x− y)α+1 dy
)
and
Dαb−f(x) =
1
Γ(1− α)
(
f(x)
(b− x)α + α
∫ b
x
f(x)− f(y)
(y − x)α+1 dy
)
.
Using the above definitions, one obtains that
Iαa+(D
α
a+f) = f
for all f ∈ Iαa+(Lp) and
Dαa+(I
α
a+f) = f
for all f ∈ Lp([a, b]) and similarly for Iαb− and Dαb− .
Let now BH = {BHt , t ∈ [0, T ]} be a d-dimensional fractional Brownian motion
with Hurst parameter H ∈ (0, 1/2), that is BH is a centered Gaussian process with a
covariance function given by
(RH(t, s))i,j := E[B
H,(i)
t B
H,(j)
s ] = δij
1
2
(
t2H + s2H − |t− s|2H) , i, j = 1, . . . , d,
where δij is one, if i = j, or zero else.
In the sequel we briefly recall the construction of the fractional Brownian motion,
which can be found in [40]. For simplicity, consider the case d = 1.
Let E be the set of step functions on [0, T ] and H be the Hilbert space given by the
completion of E with respect to the inner product
〈1[0,t], 1[0,s]〉H = RH(t, s).
From that we get an extension of the mapping 1[0,t] 7→ Bt to an isometry between H
and a Gaussian subspace of L2(Ω) with respect to BH . We denote by ϕ 7→ BH(ϕ) this
isometry.
If H < 1/2, one shows that the covariance function RH(t, s) has the representation
RH(t, s) =
∫ t∧s
0
KH(t, u)KH(s, u)du, (5.1)
where
KH(t, s) = cH
[(
t
s
)H− 1
2
(t− s)H− 12 +
(
1
2
−H
)
s
1
2
−H
∫ t
s
uH−
3
2 (u− s)H− 12du
]
.
(5.2)
Here cH =
√
2H
(1−2H)β(1−2H,H+1/2)
and β is the Beta function. See [40, Proposition 5.1.3].
Based on the kernelKH , one can introduce by means (5.1) an isometryK
∗
H between E
and L2([0, T ]) such that (K∗H1[0,t])(s) = KH(t, s)1[0,t](s). This isometry has an extension
to the Hilbert space H, which has the following representations by means of fractional
derivatives
46 OUSSAMA AMINE, ABDOL-REZA MANSOURI, AND FRANK PROSKE
(K∗Hϕ)(s) = cHΓ
(
H +
1
2
)
s
1
2
−H
(
D
1
2
−H
T− u
H− 1
2ϕ(u)
)
(s)
and
(K∗Hϕ)(s) = cHΓ
(
H +
1
2
)(
D
1
2
−H
T− ϕ(s)
)
(s)
+ cH
(
1
2
−H
)∫ T
s
ϕ(t)(t− s)H− 32
(
1−
(
t
s
)H− 1
2
)
dt.
for ϕ ∈ H. One also proves that H = I
1
2
−H
T− (L
2). See [27] and [1, Proposition 6].
Since K∗H is an isometry from H into L2([0, T ]), the d-dimensional process W =
{Wt, t ∈ [0, T ]} defined by
Wt := B
H((K∗H)
−1(1[0,t])) (5.3)
is a Wiener process and the process BH can be represented as
BHt =
∫ t
0
KH(t, s)dWs. (5.4)
See [1].
In what follows we also need the Definition of a fractional Brownian motion with
respect to a filtration.
Definition 5.1. Let G = {Gt}t∈[0,T ] be a filtration on (Ω,F , P ) satisfying the usual
conditions. A fractional Brownian motion BH is called a G-fractional Brownian motion
if the process W defined by (5.3) is a G-Brownian motion.
In the following, let W be a standard Wiener process on a filtered probability space
(Ω,A, P ), {Ft}t∈[0,T ], where F = {Ft}t∈[0,T ] is the natural filtration generated by W
and augmented by all P -null sets. Denote by B := BH the fractional Brownian motion
with Hurst parameter H ∈ (0, 1/2) as in (5.4).
We aim at using a version of Girsanov’s theorem for fractional Brownian motion
which is due to [27, Theorem 4.9]. The version stated here corresponds to that in [41,
Theorem 2]. To this end, we need the definition of an isomorphism KH from L
2([0, T ])
onto I
H+ 1
2
0+ (L
2) with respect to the kernel KH(t, s) in terms of the fractional integrals
as follows (see [27, Theorem 2.1]):
(KHϕ)(s) = I
2H
0+ s
1
2
−HI
1
2
−H
0+ s
H− 1
2ϕ, ϕ ∈ L2([0, T ]).
Using this and the properties of the Riemann-Liouville fractional integrals and
derivatives, one can show that the inverse of KH can be represented as
(K−1H ϕ)(s) = s
1
2
−HD
1
2
−H
0+ s
H− 1
2D2H0+ ϕ(s), ϕ ∈ IH+
1
2
0+ (L
2).
From this one obtains for absolutely continuous functions ϕ (see [41]) that
(K−1H ϕ)(s) = s
H− 1
2 I
1
2
−H
0+ s
1
2
−Hϕ′(s).
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Theorem 5.2 (Girsanov’s theorem for fBm). Let u = {ut, t ∈ [0, T ]} be an F-adapted
process with integrable trajectories and set B˜Ht = B
H
t +
∫ t
0
usds, t ∈ [0, T ]. Suppose
that
(i)
∫ ·
0
usds ∈ IH+
1
2
0+ (L
2([0, T ])), P -a.s.
(ii) E[ξT ] = 1 where
ξT := exp
{
−
∫ T
0
K−1H
(∫ ·
0
urdr
)
(s)dWs − 1
2
∫ T
0
K−1H
(∫ ·
0
urdr
)2
(s)ds
}
.
Then the shifted process B˜H is an F-fractional Brownian motion with Hurst param-
eter H under the new probability P˜ defined by dP˜
dP
= ξT .
Remark 5.3. In the the multi-dimensional case, we define
(KHϕ)(s) := ((KHϕ
(1))(s), . . . , (KHϕ
(d))(s))∗, ϕ ∈ L2([0, T ];Rd),
where ∗ denotes transposition. Similarly for K−1H and K∗H .
5.2 Malliavin calculus
Let S be the set of smooth and cylindrical random variables of the form
F = f(BH(φ1), . . . , B
H(φn))
where n ≥ 1, f ∈ C∞b (Rn) and φ1, . . . , φn ∈ H (H is defined in the previous section).
Given a random variable F ∈ S we define its derivative, as an element in H, to be
DHF =
n∑
i=1
∂f
∂xj
(BH(φ1), . . . , B
H(φn))φj
For any p ≥ 1, we define the Sobolev space D1,pH as the completion of S with respect
to the norm
||F ||p1,p = E|F |p + E||DHF ||pH
Note that that the previous holds for any H ∈ (0, 1) and in particular for H = 1
2
.
Denote by D := D
1
2 the Malliavin derivative with respect to W and let D1,p be its
corresponding Sobolev space. We restate the following transfer principle, Proposition
5.2.1, [40], which links the D and DH .
Proposition 5.4. For any F ∈ D1,p
K∗HD
HF = DF
A corollary of the previous is the following:
Lemma 5.5. Let H ∈ (0, 1) and p > 1, then BHt belongs to D1,p for all t > 0 and its
Malliavin derivative is given by:
DBHt (s) =
∫ min(s,t)
0
KH(t, u)du
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and hence
DθB
H
t = KH(t, θ)Id
for any θ ∈ (0, t) and where Id is the identity matrix.
5.3 Technical results
In this article we also resort to the following technical lemma (see [11, Lemma 4.3]):
Lemma 5.6. Let B˜Ht be a d-dimensional fractional Brownian motion with respect to
(Ω,A, P˜ ). Then for every k ∈ R we have
E˜
[
exp
{
k
∫ T
0
∣∣∣∣K−1H (∫ ·
0
b(r, B˜Hr )dr
)
(s)
∣∣∣∣2 ds
}]
≤ CH,d,µ,T (‖b‖L∞
∞
)
for some continuous increasing function CH,d,k,T depending only on H, d, T and k.
In particular,
E˜
[
E
(∫ T
0
K−1H
(∫ ·
0
b(r, B˜Hr )dr
)∗
(s)dWs
)p]
≤ CH,d,µ,T (‖b‖L∞
∞
),
where E(Mt) is the Dolean-Dade exponential of a local martingale Mt, 0 ≤ t ≤ T and
where E˜ denotes expectation under P˜ and ∗ transposition.
In this paper, we will also make use of an integration by parts formula for iterated
integrals based on shuffle permutations. For this purpose, let m and n be integers.
Denote by S(m,n) the set of shuffle permutations, i.e. the set of permutations σ :
{1, . . . , m+ n} → {1, . . . , m+ n} such that σ(1) < · · · < σ(m) and σ(m + 1) < · · · <
σ(m+ n).
Introduce the m-dimensional simplex for 0 ≤ θ < t ≤ T ,
∆mθ,t := {(sm, . . . , s1) ∈ [0, T ]m : θ < sm < · · · < s1 < t}.
The product of two simplices can be represented as follows
∆mθ,t ×∆nθ,t =
⋃
σ∈S(m,n){(wm+n, . . . , w1) ∈ [0, T ]m+n : θ < wσ(m+n) < · · · < wσ(1) < t} ∪ N ,
where the set N has null Lebesgue measure. So, if fi : [0, T ] → R, i = 1, . . . , m + n
are integrable functions we get that∫
∆mθ,t
m∏
j=1
fj(sj)dsm . . . ds1
∫
∆nθ,t
m+n∏
j=m+1
fj(sj)dsm+n . . . dsm+1
=
∑
σ∈S(m,n)
∫
∆m+nθ,t
m+n∏
j=1
fσ(j)(wj)dwm+n · · · dw1. (5.5)
A generalization of the latter relation is the following (see [11]):
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Lemma 5.7. Let n, p and k be non-negative integers, k ≤ n. Suppose we have inte-
grable functions fj : [0, T ]→ R, j = 1, . . . , n and gi : [0, T ]→ R, i = 1, . . . , p. We may
then write∫
∆nθ,t
f1(s1) . . . fk(sk)
∫
∆pθ,sk
g1(r1) . . . gp(rp)drp . . . dr1fk+1(sk+1) . . . fn(sn)dsn . . . ds1
=
∑
σ∈An,p
∫
∆n+pθ,t
hσ1 (w1) . . . h
σ
n+p(wn+p)dwn+p . . . dw1,
where hσl ∈ {fj , gi : 1 ≤ j ≤ n, 1 ≤ i ≤ p}. Above An,p stands for a subset of
permutations of {1, . . . , n + p} such that #An,p ≤ Cn+p for an appropriate constant
C ≥ 1. Here s0 := θ.
In what follows we need an important estimate (see e.g. Proposition 3.3 in the
second revision of [12] for the improved version of the result that we state below).
In order to state this result, we need some notation. Let m be an integer and let
f : [0, T ]m × (Rd)m → R be a function of the form
f(s, z) =
m∏
j=1
fj(sj, zj), s = (s1, . . . , sm) ∈ [0, T ]m, z = (z1, . . . , zm) ∈ (Rd)m, (5.6)
where fj : [0, T ]× Rd → R, j = 1, . . . , m are smooth functions with compact support.
In addition, let κ : [0, T ]m → R be a function of the form
κ(s) =
m∏
j=1
κj(sj), s ∈ [0, T ]m, (5.7)
where κj : [0, T ]→ R, j = 1, . . . , m are integrable functions.
Further, denote by αj a multi-index and D
αj its corresponding differential operator.
For α = (α1, . . . , αm) as an element of N
d×m
0 with |α| :=
∑m
j=1
∑d
l=1 α
(l)
j , we write
Dαf(s, z) =
m∏
j=1
Dαjfj(sj, zj).
Theorem 5.8. Let BH , H ∈ (0, 1/2) be a standard d−dimensional fractional Brownian
motion and functions f and κ as in (5.6), respectively as in (5.7). Let θ, t ∈ [0, T ]
with θ < t and
κj(s) = (KH(s, θ))
εj , θ < s < t
for every j = 1, ..., m with (ε1, ..., εm) ∈ {0, 1}m. Let α ∈ (Nd0)m be a multi-index. If
H <
1
2
− γ
(d− 1 + 2∑dl=1 α(l)j )
for all j, where γ ∈ (0, H) is sufficiently small, then there exists a universal constant
C (depending on H, T and d, but independent of m, {fi}i=1,...,m and α) such that for
any θ, t ∈ [0, T ] with θ < t we have
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∣∣∣∣∣E
∫
∆mθ,t
(
m∏
j=1
Dαjfj(sj, B
H
sj
)κj(sj)
)
ds
∣∣∣∣∣
≤Cm+|α|
m∏
j=1
‖fj(·, zj)‖L1(Rd;L∞([0,T ])) θ(H−
1
2
)
∑m
j=1 εj
× (
∏d
l=1(2
∣∣α(l)∣∣)!)1/4(t− θ)−H(md+2|α|)+(H− 12−γ)∑mj=1 εj+m
Γ(−H(2md+ 4 |α|) + 2(H − 1
2
− γ)∑mj=1 εj + 2m)1/2 .
The following auxiliary result is very useful in connection with iterated integrals:
Lemma 5.9. Let n, p and k be non-negative integers, k ≤ n. Assume we have functions
fj : [0, T ]→ R, j = 1, . . . , n and gi : [0, T ]→ R, i = 1, . . . , p such that
fj ∈
{
∂α
(1)
j +...+α
(d)
j
∂α
(1)
j x1...∂
α
(d)
j xd
b(r)(u,Xxu), r = 1, ..., d
}
, j = 1, ..., n
and
gi ∈
{
∂β
(1)
i +...+β
(d)
i
∂β
(1)
i x1...∂β
(d)
i xd
b(r)(u,Xxu), r = 1, ..., d
}
, i = 1, ..., p
for α := (α
(l)
j ) ∈ Nd×n0 and β := (β(l)i ) ∈ Nd×p0 , where Xx· is the strong solution to
Xxt = x+
∫ t
0
b(u,Xxu)du+B
H
t , 0 ≤ t ≤ T
for b = (b(1), ..., b(d)) with b(r) ∈ Cc((0, T ) × Rd) for all r = 1, ..., d. So (as we shall
say in the sequel) the product g1(r1) · · · · · gp(rp) has a total order of derivatives |β| =∑d
l=1
∑p
i=1 β
(l)
i . We know from Lemma 5.7 that∫
∆nθ,t
f1(s1) . . . fk(sk)
∫
∆pθ,sk
g1(r1) . . . gp(rp)drp . . . dr1fk+1(sk+1) . . . fn(sn)dsn . . . ds1
=
∑
σ∈An,p
∫
∆n+pθ,t
hσ1 (w1) . . . h
σ
n+p(wn+p)dwn+p . . . dw1, (5.8)
where hσl ∈ {fj , gi : 1 ≤ j ≤ n, 1 ≤ i ≤ p}, An,p is a subset of permutations of
{1, . . . , n+ p} such that #An,p ≤ Cn+p for an appropriate constant C ≥ 1, and s0 = θ.
Then the products
hσ1 (w1) · · · · · hσn+p(wn+p)
have a total order of derivatives given by |α|+ |β| .
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Proof. The result is proved by induction on n. For n = 1 and k = 0 the result is trivial.
For k = 1 we have
∫ t
θ
f1(s1)
∫
∆pθ,s1
g1(r1) . . . gp(rp)drp . . . dr1ds1
=
∫
∆p+1θ,t
f1(w1)g1(w2) . . . gp(wp+1)dwp+1 . . . dw1,
where we have put w1 = s1, w2 = r1, . . . , wp+1 = rp. Hence the total order of deriva-
tives involved in the product of the last integral is given by
∑d
l=1 α
(l)
1 +
∑d
l=1
∑p
i=1 β
(l)
i =
|α|+ |β| .
Assume the result holds for n and let us show that this implies that the result is true
for n + 1. Either k = 0, 1 or 2 ≤ k ≤ n + 1. For k = 0 the result is trivial. For k = 1
we have∫
∆n+1θ,t
f1(s1)
∫
∆pθ,s1
g1(r1) . . . gp(rp)drp . . . dr1f2(s2) . . . fn+1(sn+1)dsn+1 . . . ds1
=
∫ t
θ
f1(s1)
(∫
∆nθ,s1
∫
∆pθ,s1
g1(r1) . . . gp(rp)drp . . . dr1f2(s2) . . . fn+1(sn+1)dsn+1 . . . ds2
)
ds1.
From (5.5) we observe by using the shuffle permutations that the latter inner dou-
ble integral on diagonals can be written as a sum of integrals on diagonals of length
p + n with products having a total order of derivatives given by
∑
l=1
∑n+1
j=2 α
(l)
j +∑d
l=1
∑p
i=1 β
(l)
i . Hence we obtain a sum of products, whose total order of derivatives is∑d
l=1
∑n+1
j=2 α
(l)
j +
∑d
l=1
∑p
i=1 β
(l)
i +
∑d
l=1 α
(l)
1 = |α|+ |β| .
For k ≥ 2 we have (in connection with Lemma 5.7) from the induction hypothesis
that
∫
∆n+1θ,t
f1(s1) . . . fk(sk)
∫
∆pθ,sk
g1(r1) . . . gp(rp)drp . . . dr1fk+1(sk+1) . . . fn+1(sn+1)dsn+1 . . . ds1
=
∫ t
θ
f1(s1)
∫
∆nθ,s1
f2(s2) . . . fk(sk)
∫
∆pθ,sk
g1(r1) . . . gp(rp)drp . . . dr1
× fk+1(sk+1) . . . fn+1(sn+1)dsn+1 . . . ds2ds1
=
∑
σ∈An,p
∫ t
θ
f1(s1)
∫
∆n+pθ,s1
hσ1 (w1) . . . h
σ
n+p(wn+p)dwn+p . . . dw1ds1,
where each of the products hσ1 (w1) · · · · · hσn+p(wn+p) has a total order of derivatives
given by
∑
l=1
∑n+1
j=2 α
(l)
j +
∑d
l=1
∑p
i=1 β
(l)
i . Thus we get a sum with respect to a set of
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permutations An+1,p with products having a total order of derivatives which is
d∑
l=1
n+1∑
j=2
α
(l)
j +
d∑
l=1
p∑
i=1
β
(l)
i +
d∑
l=1
α
(l)
1 = |α|+ |β| .

The following result can be found in [7] or [11]:
Lemma 5.10. Let b ∈ C∞c ((0, T ) × Rd). Fix integers p ≥ 2 and k ≥ 1. Then, if
H < 1
2(d−1+2k)
, we have
sup
s,t∈[0,T ]
sup
x∈Rd
E[
∥∥∥∥ ∂k∂xkXs,xt
∥∥∥∥p] ≤ Ck,p,H,d,T (‖b‖L∞∞ , ‖b‖L1∞) <∞
for some continuous function Ck,p,H,d,T : [0,∞)2 −→ [0,∞).
The following result which is due to [25, Theorem 1] provides a compactness criterion
for subsets of L2(Ω) using Malliavin calculus.
Theorem 5.11. Let {(Ω,A, P ) ;H} be a Gaussian probability space, that is (Ω,A, P )
is a probability space and H a separable closed subspace of Gaussian random variables
of L2(Ω), which generate the σ-field A. Denote by D the derivative operator acting on
elementary smooth random variables in the sense that
D(f(h1, . . . , hn)) =
n∑
i=1
∂if(h1, . . . , hn)hi, hi ∈ H, f ∈ C∞b (Rn).
Further let D1,2 be the closure of the family of elementary smooth random variables
with respect to the norm
‖F‖1,2 := ‖F‖L2(Ω) + ‖DF‖L2(Ω;H) .
Assume that C is a self-adjoint compact operator on H with dense image. Then for
any c > 0 the set
G =
{
G ∈ D1,2 : ‖G‖L2(Ω) +
∥∥C−1DG∥∥
L2(Ω;H)
≤ c
}
is relatively compact in L2(Ω).
In order to formulate compactness criteria useful for our purposes, we need the
following technical result which also can be found in [25].
Lemma 5.12. Let vs, s ≥ 0 be the Haar basis of L2([0, T ]). For any 0 < α < 1/2
define the operator Aα on L
2([0, T ]) by
Aαvs = 2
kαvs, if s = 2
k + j
for k ≥ 0, 0 ≤ j ≤ 2k and
Aα1 = 1.
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Then for all β with α < β < (1/2), there exists a constant c1 such that
‖Aαf‖ ≤ c1
‖f‖L2([0,T ]) +
(∫ T
0
∫ T
0
|f(t)− f(t′)|2
|t− t′|1+2β dt dt
′
)1/2 .
A direct consequence of Theorem 5.11 and Lemma 5.12 is now the following com-
pactness criteria. See [25] for a proof.
Corollary 5.13. Let a sequence of FT -measurable random variables Xn ∈ D1,2, n =
1, 2..., be such that there exists a constant C > 0 with
sup
n
E[|Xn|2] ≤ C,
sup
n
E
[
‖DtXn‖2L2([0,T ])
]
≤ C
and there exists a β ∈ (0, 1/2) such that
sup
n
∫ T
0
∫ T
0
E [‖DtXn −Dt′Xn‖2]
|t− t′|1+2β dtdt
′ <∞
where ‖ · ‖ denotes any matrix norm.
Then the sequence Xn, n = 1, 2..., is relatively compact in L
2(Ω).
The following lemma is used in the proof of Proposition 2.3
Lemma 5.14. Let X(s, x) be a continuous with respect to x process with values in a
complete metric space (M, ̺M) on S × [0, 1]d. Assume that for some a, b > 0
sup
s∈S
E̺M (Xs(u), Xs(v))
a ≤ |u− v|d+b, u, v ∈ [0, 1]d
For any α ∈ (0, b/a), η ∈ (0, b − αa) and any increasing sequence S of finite subsets
{Sn}∞n=0 with |Sn| ≤ 2ηn there exists a set Ω′ of probability 1 such that
̺M (Xs(u), Xs(v)) ≤ C(α, η, S, ω)|u− v|α s ∈ Sn, u, v ∈ [0, 1]d, |u− v| ≤ 2−n, ω ∈ Ω′,
Proof. See [46]. 
Proposition 5.15. Let b ∈ L1,∞∞,∞ and H < 12(d+2) .
Further, let ((t, x) 7→ Xs,xt ) be a locally Ho¨lder continuous process (see Lemma 2.5),
which for all fixed x ∈ Rd uniquely satisfies the SDE (2.1) a.e.
Then for all s there exists a measurable set Ω+ with µ(Ω+) = 1 such that for all
t ∈ [s, T ], x ∈ Rd the following holds
Xxt (ω) = X
s,Xxs
t (ω)
Proof. Let {bn}n≥1 ⊂ C∞c
(
[0, T ]× Rd) be an approximation sequence for b as in Lemma
2.5. Then we can find continuous processes ((t, x) 7→ Xs,x,nt ), n ≥ 1, which uniquely
solve the SDE (2.1) with respect to the vector fields bn µ-a.e. uniformly in x ∈ Rd.
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Using uniqueness and the fact that bn ∈ C∞c
(
[0, T ]× Rd), we can find an Ω′ with
µ(Ω
′
) = 1 such that for all ω ∈ Ω′ , n ≥ 1, t ∈ [0, T ] and x ∈ Rd we have
Xx,nt (ω) = X
s,Xx,ns ,n
t (ω)
Let ψ ∈ C∞c
(
R
d
)
be non-negative and t ∈ (s, T ] fixed. Then using the change of
variable formula (Theorem 3.4) we see that
E
[∫
Rd
∣∣∣Xs,Xx,ns ,nt ψ(Xx,ns )−Xs,Xx,nst ψ(Xx,ns )∣∣∣ dx] = E [∫
Rd
|Xs,y,nt −Xs,yt |ψ(y)
∣∣∣∣det ∂∂yY y,ns
∣∣∣∣ dy]
(5.9)
where Y x,nt is the inverse process of X
x,n
t .
By applying Ho¨lder’s inequality we obtain that
E
[∫
Rd
|Xs,y,nt −Xs,yt |ψ(y)
∣∣∣∣det ∂∂yY y,ns
∣∣∣∣ dy] ≤ J1(n)× J2(n)
where
J1(n) := E
[∫
Rd
|Xs,y,nt −Xs,yt |2 ψ(y)dy
]1
2
and
J2(n) := E
[∫
Rd
∣∣∣∣det ∂∂yY y,ns
∣∣∣∣2 ψ(y)dy
]1
2
Since ψ has compact support, we see from Theorem 2.7 that J1(n)
n→∞−−−→ 0
On the other hand, since
J2(n) =
(∫
Rd
E
[∣∣∣∣det ∂∂yY y,ns
∣∣∣∣2
]
ψ(y)dy
)1
2
Lemma 5.10 gives
sup
n∈N,y∈Rd
E
[∣∣∣∣det ∂∂yY y,ns
∣∣∣∣2
]
<∞
Thus J2(n) ≤M for all n for a constant M .
Hence
E
[∫
Rd
|Xs,y,nt −Xs,yt |ψ(y)
∣∣∣∣det ∂∂yY y,ns
∣∣∣∣ dy] n→∞−−−→ 0
and consequently
E
[∫
Rd
∣∣∣Xs,Xx,ns ,nt ψ(Xx,ns )−Xs,Xx,nst ψ(Xx,ns )∣∣∣ dx] n→∞−−−→ 0
It follows that there exists a subsequence nk, k ≥ 1 and a null set N such that for
all x ∈ U := Rd \ N∥∥∥Xs,Xx,nks ,nkt ψ(Xx,nks )−Xs,Xx,nkst ψ(Xx,nks )∥∥∥
L1(Ω)
k→∞−−−→ 0
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Thus for all x ∈ U there exists a subsequence ml = ml(x) and an Ω˜ = Ω˜(x) with
µ(Ω˜) = 1 such that for all ω ∈ Ω˜(
X
s,X
x,nml
s ,nml
t ψ(X
x,nml
s )
)
(ω)−
(
Xs,X
x,nml
s
t ψ(X
x,nml
s )
)
(ω)
l→∞−−−→ 0 (5.10)
Set rl = rl(x) = nml(x), l ≥ 1.
On the other hand, we know that for all x ∈ Rd
‖Xx,ns −Xxs ‖L1(Ω) n→∞−−−→ 0
So in particular
‖Xx,rl(x)s −Xxs ‖L1(Ω) l→∞−−−→ 0
for all x ∈ U .
Then we can find for all x ∈ U another subsequence, say, zi = zi(x), i ≥ 1 and an
Ω∗ = Ω∗(x) such that for all ω ∈ Ω∗(
X
x,rzi(x)
s
)
(ω)
i→∞−−−→ Xxs (ω)
Hence, we find by continuity that for all x ∈ U and ω ∈ Ω∗∗ = Ω∗∗(x) ⊆ Ω∗ = Ω∗(x)
with µ(Ω∗∗) = 1(
Xs,X
x,rzi(x)
s
t ψ(X
x,rzi(x)
s )
)
(ω)−
(
X
s,Xxs
t ψ(X
x
s )
)
(ω)
i→∞−−−→ 0 (5.11)
We also see from (5.10) that for all x ∈ U , ω ∈ Ω˜(x)⋂Ω∗∗(x)(
X
s,X
x,rzi(x)
s ,rzi(x)
t ψ(X
x,rzi(x)
s )
)
(ω)−
(
Xs,X
x,rzi(x)
s
t ψ(X
x,rzi(x)
s )
)
(ω)
i→∞−−−→ 0 (5.12)
Setting r¯i = r¯i(x) = rzi(x), we further get that for all x ∈ U there exist lj = lj(x),
j ≥ 1 and Ω¯ = Ω¯(x) with µ(Ω¯) = 1 such that(
X
x,r¯lj(x)
t ψ(X
x,r¯lj(x)
s )
)
(ω)
j→∞−−−→ Xxt (ω)ψ(Xxs (ω)) (5.13)
So it follows from (5.11), (5.12) and (5.13) that for all x ∈ U , ω ∈ Ω¯(x)⋂ Ω˜(x)⋂Ω∗∗(x)
Xxt (ω)ψ(X
x
s (ω)) =
(
X
s,Xxs
t ψ(X
x
s )
)
(ω) (5.14)
Consider now a sequence {ψn}n≥1 ⊂ C∞c (Rd) such that
ψn(y)
n→∞−−−→ 1
for all y ∈ Rd.
Hence (5.14) shows that for all x ∈ U there exists a Ω◦ = Ω◦(x) such that for all
ω ∈ Ω◦ and n ≥ 1
Xxt (ω)ψn(X
x
s (ω)) =
(
X
s,Xxs
t ψn(X
x
s )
)
(ω)
It follows that for all x ∈ U , ω ∈ Ω◦(x)
Xxt (ω) = X
s,Xxs
t (ω) (5.15)
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Since both sides of (5.15) are continuous, in t and x, we can find an Ω+ with µ(Ω+) =
1 such that for all ω ∈ Ω+, t ∈ [s, T ], x ∈ Rd
Xxt (ω) = X
s,Xxs
t (ω).

Remark 5.16. We mention that one can prove the existence of a continuous version of
((s, t, x) 7→ Xs,xt ) (compare e.g. [37] in the Wiener case). Using this, one can even show
the flow property in Proposition 5.15 for a measurable set Ω∗ of full mass, uniformly
in s, t and x.
In the same way as in Proposition 5.15, one can prove the following result:
Proposition 5.17. Under the conditions of Proposition 3.13 there exists a measurable
set Ω∗ with µ(Ω∗) = 1 such that for all ω ∈ Ω∗ the mapping
(x 7→ Xs,xt (x))
is a homeomorphism for all t ∈ (s, T ].
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