Functional analysis of variance involves testing for differences in functional means across k groups in n functional responses. If a significant overall difference in the mean curves is detected, one may want to identify the location of these differences. Cox and Lee (2008) our method and show that it performs well in a simulation study. The use of the new method is illustrated with an analysis of spectral responses related to vegetation changes from a CO 2 release experiment.
Introduction
Functional data analysis (FDA) concerns situations in which collected data are curves. Modern data recording methods often allow researchers to observe a random variable densely in time from t min to t max . Even though each data point is a measure at a discrete point in time, overall these values can reflect smooth variation. Therefore, instead of basing inference on a set of dense time series, it is often desirable to analyze these records as continuous functions.
Situations in which the responses are random functions and the predictor variable is the group membership can be analyzed using Functional Analysis of Variance (FANOVA). The FANOVA model can be written as
where µ i (t) is the mean function of group i at time t, i = 1, . . . , k, j indexes a functional response within a group, j = 1, . . . , n i , and ij (t) is the residual function. In practice, one does not observe y ij (t) for all t but only on a dense grid of points between t min and t max . To construct a functional observation y ij (t) from the discretely observed data one can employ a standard smoothing technique such as smoothing cubic B-splines. An implementation of the smoothing techniques is readily available in R (R Development Core Team (2012)) in the fda package (Ramsay et al. (2011) ).
The prime objective of FANOVA is the extension of the ideas of typical analysis of variance. Specifically, within the FANOVA framework, one wants to test for a difference in mean curves from k populations anywhere in t.
H 0 : µ 1 (t) = µ 2 (t) = . . . = µ k (t)
H a : µ i (t) = µ i (t), for at least one t and i = i .
There are two distinct approaches to solve the FANOVA problem. One approach, considered by Ramsay and Silverman (2005) , Ramsay et al. (2009) , and Cox and Lee (2008) , is point-wise. The idea is to evaluate the functional responses on a finite grid of points {t 1 , . . . , t L } ∈ [t min , t max ] and perform a univariate F -test at each t l , l = 1, . . . , L. The other approach, taken by Shen and Faraway (2004) , Cuevas et al. (2004) , and Delicado (2007) , is region-wise.
It is based on the L 2 norms among continuous, versus point-wise, functional responses.
In the next section we provide a more detailed overview of these two approaches and distinct issues these approaches can address in the FANOVA setting.
Methods for Functional ANOVA
Suppose that functional responses have been evaluated on a finite grid of points {t 1 , . . . , t L } ∈ [t min , t max ]. Ramsay and Silverman (2005) suggested to consider the F -statistic at each point
Here,μ(t) is an estimate of the overall mean function,μ i (t) is an estimate of group i's mean function, j = 1, . . . , n i , and n is the total number of functional responses. To perform inference across time t, Ramsay and Silverman (2005) suggested plotting the values of F (t l ), l = 1, . . . , L, as a line (which can be easily accomplished if the evaluation grid is dense) against the permutation 5% critical value. If the obtained line is substantially above the permutation 5% critical value over a certain time region, significance is declared at that location. This approach does not account for the multiplicity problem, generating as many tests as the number of evaluation points L.
To perform the overall test Ramsay et al. (2009) suggested using the maximum of the F -ratio in (2). The test is overall in a sense that it is designed to detect differences anywhere in t instead of performing inference across t as was described above (i.e., identifying specific regions of t with significant difference among functional means). The null distribution of the statistic for the overall test is obtained by permuting observations across groups and tracking max{F (t l )} across the permutations. Cox and Lee (2008) suggested using a univariate F -test at each single evaluation point t l , l = 1, . . . , L, and correct for multiple testing using the Westfall-Young multiplicity correction method (Westfall and Young (1993) ).
This provides point-wise inferences for differences at L times but does not directly address the overall FANOVA hypotheses.
Alternative inferential approaches were considered by Shen and Faraway (2004) , Cuevas et al. (2004), and Delicado (2007) . Suppose a smoothing technique was applied to obtain a set of continuous response functions. They each proposed test statistics that accumulate differences across the entire time region [t min , t max ] and thus detect significance anywhere within the domain of the functional response. In particular, Shen and Faraway (2004) proposed a functional F -ratio
where n is the total number of functional responses and k is the number of groups. Shen and Faraway (2004) derived the distribution of the functional F statistic under the null hypothesis on the region [t min , t max ], but significance can also be assessed via permutations. Cuevas et al. (2004) noted that the numerator of F accounts for the "external" variability among functional responses. This led Cuevas et al. (2004) to base their test statistic on the numerator of F since the null hypothesis of FANOVA should be rejected based on a measure of difference among group means. They proposed a test
. To derive the null distribution of the test statistic, Cuevas et al. (2004) used the Central Limit Theorem as the number of functional responses, n, goes to infinity or, once again, significance can be assessed via permutation methods. Delicado (2007) noted that for a balanced design, V n differs from the numerator of F only by a multiplicative constant. Delicado (2007) also showed equivalence between (3) and the Analysis of Distance approach in Gower and Krzanowski (1999) .
The region-wise approach, like in Shen and Faraway (2004) The remainder of the paper is organized in the following way. Section 3 discusses the problem of multiplicity that has been briefly mentioned above.
In Section 4 we propose a new method to perform a follow-up test in the FANOVA setting and contrast it to the existing method of Cox and Lee (2008) . Sections 5 and 6 present simulation study results, Section 7 applies the methods to data from a study of CO 2 impact on spectral measurements of vegetation, and Section 8 concludes with a discussion.
Multiple Testing Procedures
In hypothesis testing problems involving a single null hypothesis, the statistical tests are chosen to control the Type I error rate of incorrectly rejecting H 0 at a prespecified significance level α. If L hypotheses are tested simultaneously, the probability of at least one Type I error increases in L, and will be close to one for large L. That is, a researcher will commit a Type I error almost surely and thus wrongly conclude for significant results. To avoid these situations with misleading findings, the p-values based on which the decisions are made should be adjusted for L simultaneous tests.
A common approach to the multiplicity problem calls for controlling the family-wise error rate (FWER), the probability of committing at least one For stepwise procedures, e.g., Holm (1979) , the rejection or non-rejection of a null hypothesis may depend on the decision of other hypotheses. Simple single-step and stepwise methods produce adjusted p-values of 1 whenever the number of tests, L, goes to ∞. Since, in the functional response setting, the possible number of tests is potentially infinite, one needs to employ more sophisticated multiplicity adjustment methods. Two possibilities are reviewed below.
The Westfall-Young method (Westfall and Young (1993) ) is a step-down re-sampling method, i.e., the testing begins with the first ordered hypothesis (corresponding to the smallest unadjusted p-value) and stops at the first non-rejection. To implement this method first find unadjusted p-values and order them from min to max, Another approach is the closure method, which is based on the unionintersection test. The union-intersection test was proposed by Roy (1953) as a method of constructing a test of any global hypothesis H 0 that can be expressed as an intersection of the collection of individual (or elementary) hypotheses. If the global null is rejected, one has to decide which individual hypothesis H l is false. Marcus et al. (1976) The entire closure set for L = 5 is shown in Figure 1 . A rejection of H 1 requires rejection of all intersection hypotheses that include H 1 , which are highlighted in Figure 1 . See Hochberg and Tamhane (1987) for a discussion of closed testing procedures.
Since in the closure principle, the global null hypothesis is defined as an intersection of the individual null hypotheses, one would like to base the 1. The unweighted sum of T -statistics
where T h is the standard Student's t-test statistic.
A weighted sum of T -statistics
where w h are the weights with w h = 1.
3. A sum of signed T squared statistics
Note that the max{F (t l )} in Ramsay et al. (2009) is an extreme case of the weighted sum combining function with all of the weights equal to zero except one for the largest observed test statistic. Also, the numerator of the F statistic, defined in (3), can be viewed in the context of an unweighted sum combining function. We employ this F numerator property in the development of our method.
In the next section we propose a new procedure to perform a follow-up test in the FANOVA setting based on the ideas of the closure principle and combining functions. The closure principle will allow us to make a decision for both the overall test, to detect a difference anywhere in time t, and adjust the p-values for the follow-up test, to test across t. By using a combining function we will be able to easily find the value of the test statistic for the overall null based on the values of the individual test statistics.
Follow-Up Testing in FANOVA
There are two ways in which one can perform follow-up testing to identify regions of significant difference. One possibility, as in Ramsay and Silverman (2005) and Cox and Lee (2008) , is to evaluate the functional responses on a finite, equally spaced grid of L points from t min to t max (see Figure 2a ).
Another possibility, proposed here, is to split the domain into L mutually exclusive and exhaustive subintervals, say Figure   2b ). Based on these two possibilities, we considered follow-up tests for the following four scenarios: Figure 2: Two follow-up testing methods illustrated on simulated data with three groups, five curves per group, and five evaluation points or regions.
1. The procedure proposed by Cox and Lee (2008) 
Because significance is assessed using permutations, only the numerator of F is required to perform the tests. The other reason for this preference is the fact that the numerator of F nicely fits with the idea of the unweighted sum combining function. That is
Thus, to test the intersection of two elementary hypotheses, say H l and
as a sum of T l + T l and find the p-value via permutations.
The number of permutations, B, should be chosen such that (B +1)α is an integer to insure that the test is not liberal (Boos and Zhang (2000) ).
The In other words, to obtain a test statistic for the overall null hypothesis of no significant difference anywhere in t simply calculate 
Simulation Study
Now, we present a small simulation study to examine properties of the point-wise follow-up test proposed by Cox and Lee (2008) , the region-based method with the closure adjustment, the region-based method with the Westfall-Young adjustment, and the point-wise test with the closure adjustment. The properties of interest were the weak control of the FWER, the strong control of the FWER, and power. Hochberg and Tamhane (1987) define the error control as weak if the Type I error rate is controlled only under the global null hypothesis, H = ∩ m k=1 H k , which assumes that all elementary null hypotheses are true. Hochberg and Tamhane (1987) define the error control as strong if the Type I error rate is controlled under any partial configurations of true and false null hypotheses. To study the weak control of the FWER, we followed the setup of Cuevas et al. (2004) and simulated 25 points from y ij (t) = t(1 − t) + ij (t) for i = 1, 2, 3, j = 1, . . . , 5, t ∈ [0, 1], and ij ∼ N (0, 0.15 2 ). Once the points were generated, we fit these data with smoothing cubic B-splines, with 25 equally spaced knots at times t 1 = 0, . . . , t 25 = 1. A smoothing parameter, λ, was selected by generalized crossvalidation. To study the strong control of the FWER, the observations for the third group were simulated as y 3j (t) = t(1 − t) + 0.05beta (37, 37) 
where beta a,b (t) is the density of the Beta(a, b) distribution. In our simulation study, this setup implied a higher proportion of H a 's in the partial configuration of true and false hypotheses as the number of tests increased.
To investigate the power, we considered a shift alternative, where the obser-vations for the third group were simulated as y 3j (t) = t(1 − t) + p + 3j (t) and p = 0.03, 0.06, 0.09, and 0.12. We also wanted to check whether the two methods are somewhat independent of the number of evaluation points or evaluation intervals. To check this condition, we performed follow-up testing at either m = 5 or m = 10 intervals/evaluation points.
For this study, we needed two simulation loops. The outside loop was of size O = 1000 replications. For each iteration, the permutation-based pvalues for the point-wise method with the Westfall-Young adjustment were calculated using the mt.minP function from the multtest R package (Pollard et al. (2011)). We would like to point out that, unlike the suggestion in Cox and Lee (2008) to use a parametric F distribution to find the un- 
Simulation Results
Tables 1 and 2 report estimates of the family-wise error rate in the weak and the strong sense respectively for the nominal significance level of 5%.
The 95% confidence intervals of the estimates have been calculated based on the normal approximation of the binomial distribution. Table 1 indicates that both testing methods tend to be conservative whenever the closure multiplicity adjustment is applied with the simulations under the global null (highlighted in bold). From Table 2 it is evident that both 
Application
Data from an experiment related to the effect of leaked carbon dioxide consisted of over 30,000 pixels, we randomly selected 500 pixels from each of the binned distance groups. The spectral responses in 80 discrete wavelengths were generally smooth, providing an easy translation to functional data. There were 2500 spectral response curves in total, with a balanced design of a sample of 500 curves per binned distance. Once overall significance was detected (permutation p-value=0.0003), we were interested in identifying the regions of the electromagnetic spectrum where the significant differences occurred. In particular, we were interested in whether there were significant differences in the visible (about 400 nm to 700 nm), "red edge" (about 700 nm to 750 nm), and near infrared (about 750 nm to 900 nm) portions of the electromagnetic spectrum. Since our spectral response ranged to 929.27 nm, we also included the additional region of >900 nm. Because of our interest in specific regions of the electromagnetic spectrum, the regionalized analysis of variance based on the F test statistic was performed for each of the four spectral regions. The corresponding unadjusted p-values were found based on the permutation approximation. For each region we applied the two multiplicity correction methods, namely the closure and the Westfall-Young method. The results are shown in Figure 5 .
The p-values adjusted by the two methods are quite similar to each other.
Both methods returned the lowest p-value corresponding to the "red edge" spectral region. This is a somewhat expected result since the "red edge" spectral region is typically associated with plant stress. In addition, significant differences were detected in both the visible and near infrared regions.
The observed difference between the two adjustments is probably due to the fact that the p-values adjusted with the closure method cannot be lower than the overall p-value, while the Westfall-Young method does not have this restriction. These results demonstrate the novelty and utility of our approach with regards to this application. A previous attempt at examining spectral responses as a function of distance to the CO 2 release pipe relied on a single spectral index as opposed to the full spectral function (Bellante (2011) Figure 5: Plot of mean spectral curves at each of the five binned distances to the CO 2 release pipe. p-value WY represents a p-value obtained by a combination of the regionalized testing method with the Wetsfall-Young multiplicity correction. p-value Cl represents a p-value obtained by the regionalized method with the closure multiplicity adjustment.
Identification of significant differences among spectral regions could prove to be an important analysis technique for hyperspectral monitoring of geologic carbon sequestration. By using a method that provides strong Type I error control, we can reduce false detection of plant stress which could lead to unneeded and costly examination of CO 2 sequestration equipment in future applications of these methods.
Discussion
We have suggested an alternative procedure to the method proposed by Cox and Lee (2008) to perform follow-up testing in the functional analysis of variance setting. Although there is no single approach that is superior in every situation, we have shown that the method for the individual p-value adjustment based on combining functions via the closure principle provides higher power than that based on the Westfall-Young adjustment. We have shown that the multiplicity adjustment method based on the closure principle tends to be conservative assuming a common mean function, µ(t), for all t (i.e., on the entire functional domain). The Westfall-Young method was shown to be liberal assuming heterogeneous mean functions, µ i (t), on some subregions of the functional domain.
The point-wise follow-up testing method provides slightly higher power than the region-based method. However, we would like to stress one more time that these two methods should not be considered as direct competitors. The choice of one follow-up testing method over the other should be application driven. In our application, we were interested in significant differences in regions of the electromagnetic spectrum and applied the region-based method. In this case it showed similar results with the two multiplicity adjustment corrections despite their differences in performance in simulations.
