Summary. Many different measures have been proposed to compute similarities and distances between diffusion tensors. These measures are commonly used for algorithms such as segmentation, registration, and quantitative analysis of Diffusion Tensor Imaging data sets. The results obtained from these algorithms are extremely dependent on the chosen measure. The measures presented in literature can be of complete different nature, and it is often difficult to predict the behavior of a given measure for a specific application. In this chapter, we classify and summarize the different measures that have been presented in literature. We also present a framework to analyze and compare the behavior of the measures according to several selected properties. We expect that this framework will help in the initial selection of a measure for a given application and to identify when the generation of a new measure is needed. This framework will also allow the comparison of new measures with existing ones.
Introduction
Diffusion tensor imaging (DTI) is a magnetic resonance technique that measures the diffusion of water in tissue. If the tissue is fibrous, the water molecules diffuse more in directions along the fibers than perpendicular to them. To capture the anisotropic behavior, the diffusion is often represented by a symmetric positive definite second-order tensor. Using tractography (e.g., see Vilanova et al. [15] ) it is possible to reconstruct connections in the brain or the fibrous structure of muscle tissue such as the heart (e.g., see Zhukov et al. [19] ). In several applications, for example, comparison between subjects, it is interesting to segment structures with a higher level of meaning, for example, white matter bundles, that is [14, 16, 20] , and also to register different DTI data sets [1, 10, 18] . It is often also necessary to derive statistical properties of diffusion tensors (DTs) to identify differences, for example, between healthy and pathology areas [11] .
In all the previous methods, it is often needed to define the difference between diffusion tensors, that is, to compare diffusion tensors. In segmentation and registration, similarity measures are applied to match DTs in voxels in a certain region, and between regions of different data sets. In quantitative analysis or DT statistics, distance or similarity measures of DTs in neighboring voxels can be used to classify the amount of variability in a selected voxel [13] or volume of interest. The results of these applications are highly dependent on the choice of measure.
Alexander et al. [1] listed several measures and analyzed their results for segmentation. However, since then, various people have introduced new measures for comparing DTs. These measures are of different nature and it is very difficult to predict which measure will give better or similar results. There exist numerous measures, but to our best knowledge, there is no overview that compares and classifies them in a structured way. This comparison can help to support researchers in choosing a measure, and being able to predict the behavior of the measures for their concrete application.
In this chapter, we provide this analysis and improve the intuition in the behavior of the measures. The intrinsic characteristics of a measure are analyzed without having a specific application in mind. This allows an evaluation of the nature of the measure in itself. It is out of the scope of this chapter to make an application-oriented analysis, (e.g., finding the best measure for DTI adult brain registration). However, this chapter aims to help make a first selection of the possible measures that could be used for such application by looking at the characteristics of the problem and the characteristics of the measures. We expect that it will also help to identify when a new measure is necessary, and compare its behavior with existing ones.
First, we present the notations used in this paper. In Sect. 3, we describe the properties that will be used for the analysis of the measures. In Sect. 4 , we give an overview of existing measures from literature. In Sect. 5, we explain how we evaluate the properties of the measures and show some simple results to illustrate our methods. Section 6 presents the results of the experiments. Finally, in Sect. 7, conclusions and summarized results are described.
Notation
We represent symmetric positive definite second-order tensors, Sym 
. The determinant of D will be denoted by det(D).
With measure we refer to a function m that has two tensors A, B as input, and returns a nonnegative scalar value:
If a measure returns how similar A and B are, then we call the measure a similarity measure. If it returns how different A and B are, we call it a distance measure. We denote similarity measures with s and distance measures with d.
Properties
In this section, we present a list of properties that can be evaluated for the different measures. Diffusion tensors can be classified by their size, orientation, and shape. We evaluate the measures according to their sensitivity to changes in these properties. These changes are illustrated in Fig. 1 . We also include as a property how robust the measures are to noise, and the fact that a measure is a metric or not.
Size
We understand as the size of a DT the mean diffusivity MD = tr(D)/3. This is illustrated in Fig. 1(a) . We consider a measure to be size-invariant if it is uniform scaling invariant, that is, if it fulfills
where s and t are scalar values.
Orientation
A measure m is rotation invariant if the value of m does not change when the input tensors are rotated:
where R and P are rotation matrices. The orientation invariance can be divided into two. One is whether the measure is sensitive, in general, to the difference in orientation between tensors. Orientation changes are illustrated in Fig. 1(b, c) .
The other invariance included in the previous is invariance to image rotation. If we define a DTI image as f :
in most of the cases, we want that our measure is invariant to rigid body transformations of f (i.e., rotation and translation). In the case of DTI images, the image transformation also has to be applied to the tensor. From these transformations the rotation is the only one that affects the tensor. Being invariant to image rotation means that we want to fulfill (3) when R = P . If the image f is transformed with other transformation (e.g., nonuniform scaling, skewing), it is not clear how this should affect the tensor and therefore we consider it out of the scope of this chapter. 
Shape
The shape of a tensor can be defined as linear, planar, spherical, or as an interpolation between these types. The shape is given by the ratio between the different eigenvalues. A graphical representation of different tensor shapes is shown in Fig. 1(d) . A measure m is shape-invariant if the value of m(A, B) does not change when changing the shape (i.e., the ratio between eigenvalues) of A, B, or both.
Robustness
Measures are never completely invariant to noise. However, if small changes in the input produce small changes in output, then we consider the measures to be robust under noise. Therefore, we can define
where ε is a very small scalar value and the components E{1, 2} ij of E{1, 2} ∈ Sym 3 are also very small values.
Metric
A distance measure d is a semi-metric if, for two tensors A and B, it satisfies the following conditions:
Condition (5) is important because it allow us to distinguish between equal and nonequal tensors. Condition (6) is necessary if we do not want the results to depend on the order in which we deal with the DTs in a volume. If the measure has to be a Riemannian metric, it also has to fulfill, for infinitesimally close A and B,
Condition (7) is important in applications where you need to take the mean or do interpolation between tensors [2, 12] .
Measures
In this section, we present a classification of similarity and distance measures for diffusion tensors (DTs) that have been used in literature. This classification is based on the nature of the derivation of the measure: measures based on scalar indices; measures that make use of the angles between eigenvectors; measures based in linear algebra; measures based on imposing the preservation of positive definiteness of the tensor, that is, Riemannian geometry; measures considering the DTs as a representation of a probability density function and, finally, measures that combine different measures from the previous classes.
Scalar Indices
Given a scalar index g : Sym
, the simplest way to obtain a difference between two DTs A and B is by using the absolute difference |g(A) − g(B)| of the scalar index of the two tensors. There exist numerous scalar indices that can be chosen for g. Two well-known examples are fractional anisotropy (F A) and linear anisotropy (C l ). For a selection of scalar indices, see Table 1 and refer to Westin et al. [17] and Vilanova et al. [15] . These indices reduce the 6D information in a DT to a scalar value. In the computation of the scalar value, only the rotationally invariant eigenvalues of the tensors are used, thus they do not depict the directional variation of the diffusion anisotropy. The measures created from scalar indices will be denoted by ds, with the short name of the index as subscript, for example, ds F A , ds C l , ds MD . Thus
When using ds, a lot of information is lost. Each DT is represented by one scalar value, while six scalar values are needed to represent the full DT. Thus, the measures based on scalar indices can be very limited.
More scalar indices can be derived from tensors. For example, several DTI literature recognized the benefit of tensor invariants as measure of the diffusion tensor shape that do not require diagonalization. Kindlmann [8] used these invariants, like the mean, variance, and skewness, which are invariant to rotation, to measure the shape gradients in tensor fields. However, using them for constructing a distance measure will give similar results to ds and will not solve the problem that just one aspect is being shown. Thus, we do not treat them separately here. Table 1 . Scalar indices for diffusion tensors [15, 17] Name Abbrev. Equation
Relative anisotropy RA =
Linear anisotropy
Angular Difference
Angular difference d angi of the main eigenvectors e D i is often used as a distance between tensors that measures change in orientation [21] :
Using d ang1 only makes sense for tensors where the diffusion is mainly linear. If the tensors have planar shape then d ang3 can be used. For tensors with spherical shape, any d angi can be considered random and should not be used.
Linear Algebra
A class of measures deal with the diffusion tensors components as vector elements. A typical distance measure is the L n -norm of the componentwise difference of two vectors:
In DTI literature, the L 2 -norm, d L2 , is most commonly used for computing a distance measure (see Batchelor et al. [4] ); therefore, we only treat d L2 in this chapter. d L2 is the same as the Frobenius distance [21] , which is computed
One can also compute the scalar product of two tensors by summing the products of components of the tensors [1] . The result can be used as a similarity measure s sp :
Measures s sp and d Ln treat the DTs as simple vectors and ignore the matrix or tensor nature of them. Another class of measures use the fact that we have matrices. Pierpaoli and Basser [13] propose to use the sum of the squared vector dot products of the eigenvectors weighted by the product of the eigenvalues as a tensor scalar product [7] : s tsp includes the colinearity of the orientation of the tensors weighted by its eigenvalues. The value is maximized if the tensors are aligned.
This measure is also called tensor dot product [3] . It is used to construct the lattice index, which we show in Sect. 4.6. Jonasson et al. [7] use the normalized tensor scalar product s ntsp in order to make it invariant to scaling of the tensors:
Instead of applying the aforementioned measures to the tensors directly, they can also be applied to the deviatoric of the DTs (see, e.g., [1] ). The deviatoricD of tensor D represents the nonisotropic part of D. It expresses just the shape and orientation of the DT, independent of the size. It can be computed as follows:
where I is the identity matrix. Note thatD is not a positive definite tensor everywhere. This means that it can have negative eigenvalues, and some of the measures will also give negative values.
Riemannian Geometry
If we constrain the matrices to positive definite matrices, we get another class of measures based on Riemannian geometry. Batchelor et al. [4] introduced a geometric-based distance d g that measures the distance between two tensors in the space of positive definite tensors:
where
This measures the distances along geodesics in the manifold of symmetric positive defined matrices. Additionally, it is invariant to any linear change of coordinates. Pennec et al. [12] introduce a similar framework with the same distance measure, and extend it with methods for filtering and regularization of tensor fields. Arsigny et al. [2] introduce a new Log-Euclidian framework. It has similar theoretical properties as Pennec et al.'s framework, but with simpler and faster calculations. They derive the following Log-Euclidian distance measure d LE :
This measure is equivalent to the d L2 of the logarithm of the matrices. The details of its computation and derivation can be found in Arsigny et al. [2] .
Statistics
A diffusion tensor can be interpreted as the covariance matrix of a Gaussian distribution describing the local diffusion. Thus, a natural family of dissimilarity measures between DTs would be the statistical divergence that measures the overlapping of probability density functions. Given a diffusion tensor D, the displacement r of water molecules at time t is a random variable with the following probability density function (pdf):
where n is the dimensionality of the square matrix D. Wang and Vemuri [16] proposed to use the square-root of the J-divergence (symmetrized Kullback-Leibler) as a new definition of DT distance d KL :
where the dimensionality n is 3 for DTs. In probability theory, class separability can be measured by the overlap between the corresponding pdfs. Therefore, the overlap of pdfs can also be used as a similarity measure between tensors. The calculation of the overlap cannot be done analytically and often approximations are being used. The Chernoff bound [6] gives us the upper bound of the probability error, P (error), of a Bayesian classifier for two classes, w 1 and w 2 , given their pdfs P (w 1 ) and P (w 2 ). For normal distributions we have
where β is a parameter that needs to be optimized to find the Chernoff bound. A special case is the Bhattacharyya bound where β = 1/2. This bound is never looser than the optimal Chernoff bound and can be directly calculated. For DTs, it becomes the following similarity measure:
Composed
As mentioned in Sect. 4.1, each scalar measure in itself can give very limited information of the difference between DTs (e.g., F A just gives information about the anisotropy). Usually, a measure that reflects the changes of a combination of these properties is necessary. Therefore, several authors have tried to combine simple measures to obtain a more complete measure. Often, the measures that are combined have quite different natures and therefore ad hoc normalizations and weighting factors are needed. Pollari et al. [10] introduced shape-dependent similarity measures, which are used depending on the DT shape: (g a ,g b ,1) ,
where γ is 1 2 in all of their experiments because they want to give less weight to isotropic voxels. The anisotropy measures are defined asĉ l = λ1−λ2
, which is a variation of the measures proposed by Westin [17] listed in Table 1 . Because we are analyzing measures for DTs only, in Sect. 6 we use a modified similarity measure s pnl that disregards the s T2 term in (20) :
We also use γ = 1 2 , although a more precise analysis, of the robustness of this measure to the changes of gamma, would be needed.
Pierpaoli and Basser [13] introduced the lattice index as an intervoxel anisotropy measure that takes the DTs in neighboring voxels into account. For the computation of the lattice index they defined a measure s LI that gives a similarity between two tensors:
with s tsp as defined in (12) andÃ,B as in (14) . Because s tsp (Ã,B) can be negative, s LI can give negative or imaginary values, which do not fulfill the basic description of a measure as we defined it. Therefore, we do not use s LI in further analysis.
Methods
For analyzing the properties of the measures, we want to show the behavior of each measure for the different properties in a global way. So, we show the results of each measure for sets of pairs of DTs where one property is changed. We change each property gradually and analyze the behavior of the measures. To do this analysis, we use plots as shown in Fig. 2 . The axes of the plots have smoothly varying DTs and in the plot we show the similarity or difference of corresponding DTs. In Fig. 2(a) the results of the measure are shown as a grey-scale image. Figure 2(b) shows the same results as a height field, which gives a more clear impression about the evolution of the measure. Furthermore, we compared the different measures by means of the root mean square difference (RMSD) of their normalized results. This allows us to grasp the similarities between the measures.
Size
Size is simple to evaluate because it can be captured with only one scalar value (mean diffusivity MD, see Table 1 ). Figure 2 shows a size comparison plot for ds MD . From left to right and bottom to top, we increase the size of the tensor by multiplying the eigenvalues of a base tensor with increasing values. This is illustrated in Fig. 1(a) . It can be seen from Fig. 2 that tensors with the same size (on the diagonal of the plot) have zero distance, and tensors of which the sizes differ have larger distances. Some measures (e.g., ds F A ) are invariant to scaling. So this plot will not be used for those measures.
Orientation
For orientation, we consider the sensitivity of the measure to rotation of the tensors, that is, rotation around any axis. For tensors with linear shape, the measure should be invariant to rotations around e 1 . For tensors with planar shape, the measure should be invariant to rotations around e 3 with spherical shape, the measure should be invariant to any rotation. We created plots for multiple types (linear, planar, spherical) of tensors, where on both axes, we gradually rotate the tensor around e 1 until π. Then, on the middle part of the horizontal and vertical axes of the plots, we rotate around e 2 until π. Finally, in the top and right of the two axes we rotate around e 3 until π. The tensors on the axes of the plots are illustrated in Figs. 1(b, c) . Figure 3 (a) shows results for d ang1 . The tensor used for this image was linear. Thus, for rotation around e 1 , the distance does not change. This can be seen in the image because in the lower-left part, the distances stay zero. When rotating the tensor around e 2 and e 3 , it can be seen that the distance between measures gradually increases for a rotation up to π/2 and then decreases again until it is zero at π. Furthermore, we tested the rotation invariance of the measures to the situation when we rotate the volume. We did this by applying the same rotation to every tensor in a set, and then computing the RMSD of these results to the corresponding ones without rotation.
Shape
We consider that DTs can have linear, planar, or spherical shape or a shape that is a combination of these shapes. To study the behavior of the measure under changes in shape, we start with tensors that have linear shape, and then gradually change the shape to respectively planar, spherical, and back to linear. This is illustrated in Fig. 1(d) . To make sure that we are only evaluating shape, we do not change the size and orientation of the tensors in the same plot. Results for ds F A are shown in Fig. 3(b) . As can be seen from the black areas in the plot, which are not in the diagonal, tensors with different shapes can have the same value for F A. This is a known property of F A.
Robustness
From the results of the previous methods, we can derive whether a measure is sensitive to small changes in one of the properties. In addition, we introduce a small variation to the set of tensors in our experiments. To each component of the input tensors (on both axes) for making the size, shape, and orientation plots, we add a uniformly distributed random value. Then we analyze this robustness by computing the root mean square difference (RMSD) between the plots with and without the added noise. We consider the measures robust to noise if its plots do now show sharp changes or discontinuities, and the computed RMSDs are relatively small.
Metric
The conditions that need to be fulfilled for a measure to be a Riemannian metric can be derived from its definition. Thus, no experiments are needed to evaluate this property. However, we summarize whether the properties in (5)- (7) are fulfilled for each of the measures.
Experiments
In this section, we analyze and categorize behavior of the different measures using the methods described in the previous section. The behavior of the measures is summarized in Table 2 .
Size
We can observe four different behaviors for the measures with respect to the size difference of the tensors. All scalar measures listed in Table 1 , except MD, are invariant to scaling one or both input tensors with a scalar s. d angi , s ntsp , and s LI are also invariant to scaling.
The measures ds MD and d L2 show a behavior as illustrated in Fig. 2 . The relation between the differences in size (MD) and the computed difference behaves as follows
where s is a scalar value. Scaling both A and B with a scalar value will change the outcome of ds MD and d L2 , and so (24) is not valid for those measures if
This behavior is listed as add in Table 2 . 
Fig. 4. Comparison plots with tensors changing size
Measures s sp and s tsp have behavior as shown in Fig. 4(a) . They return bigger values if the MD is larger. As a consequence, the result of comparing two tensor that are exactly the same is not constant and depends on the size of the tensor. There is no upper limit for the similarity measure that can be given. We call the behavior of the measures increasing in Table 2 .
The remaining measures are listed as mult. This means that they behave as shown in Fig. 4(b) . The relation between the output of the measure and the ratio MD(A)/M D(B) of the size of the two tensors is linear, and (24) is valid.
Orientation
Measure d ang1 only works well for tensors with linear shape. All scalar-indexbased measures (ds) are invariant to rotation. All measures except ds and d angi have similar behavior under rotation. For tensors with linear shape, they have the same behavior as d ang1 , which is shown in Fig. 3(a) . Results for s KL for tensors with planar shape is shown in Fig. 5 . The other measures show similar behavior. It is similar to that in Fig. 3(a) . Except for d angi , all measures are invariant to rotations if at least one of the two tensors that are being compared has spherical shape, that is,
for spherical tensor S, and A ∈ Sym + (3) and rotation R. For tensors whose shape is not purely linear, planar, or spherical, the resulting plots are a weighted average of the plots of the respective tensor types. This is shown in Fig. 6 for d LE . All measures, except d angi in the areas where its result is random, are invariant to rotations of both tensors, thus, for any rotation R To refine the classification of these measures, we compared their results by computing the RMSD between them.
it is not a distance, we inverted the result, d Bhat = 1 − s Bhat , before the comparison) are similar to each other (RM SD ≈ 0). We can define another subgroup with the measures s sp , s tsp , and s ntsp . These measures give the same result, RM SD = 0.
Shape
Of the measures that we analyzed, only ds MD is invariant to shape changes. The behavior for ds F A is shown in Fig. 3(b) . The other ds measures show similar behavior where tensors that differ can have a distance of zero depending on which anisotropy measure is used. d angi can give random values depending on the shape of the diffusion. The behavior of d L2 is shown in Fig. 7 , The diagonal is black, and the greatest distance occurs between linear and spherical tensors.
Measures s sp , s tsp , and s ntsp all behave similar to what is shown in Fig. 8 . Tensors with linear shape are very similar to themselves. However, tensors with planar or spherical shapes are less similar to themselves. Thus, the similarity between a tensor and itself depends on its shape. Because of this behavior, we cannot convert these similarity measures to distance measures, which fulfill metric condition (5). We list this in Table 2 as not self-similar (1) .
The behavior under shape changes for s pnl is shown in Fig. 9 . The values on the diagonal are brighter than the values next to it because tensors are similar to themselves. However, the actual values on the diagonal are not all the same. Thus, for s pnl the similarity between a tensor D and itself also depends on the shape of D. We list this in Table 2 as not self-similar (2) .
The plots for measures based on Riemannian geometry and statistics (see Sects. 4.4 and 4.5) show steep edges in areas where at least one of the eigenvalues is very small. This is shown for d KL in Fig. 10 , where λ 1 /λ 3 = 100 for tensors with "pure" linear and planar shape. This behavior is listed as sensitive in Table 2 . In medical data, the chance to be exactly on the very steep part is small because the fractions between eigenvalues are not that large. However, it is always possible that two similar tensors are on opposite sides of this edge, which will result in a large difference. Also, noise in medical data can change the fractions of the eigenvalues in such a way that the tensors come closer to the steep edges, that is, small variations in the shape results in large variation in the measures.
Robustness
We repeated the experiments of the previous sections after adding noise as described in Sect. 5.4 to the input tensors. The noise consists of uniformly distributed random values ε ∈ [−0.01, 0.01], which are added to the components of the tensors. We then compare the root mean square difference (RMSD) between the output of the normalized plots with and without noise. The results are shown in Table 3 . The more robust the measures are to noise, the lower the values in the table.
The shape experiments were done with tensors that have varying eigenvalues but with constant mean diffusivity, The orientation experiments were done with a linear tensor (λ 1 = 1.0, λ 2 = λ 3 = 0.1) that is rotated. The size experiments use the same linear tensor, which is enlarged by multiplying all components of the tensor with values from 0 to 60. The noise is added to the tensors after the changes in shape, orientation, and size were done.
In Table 2 the robustness of the measures is summarized. Some measures prove to be robust within only one or two of the invariant properties (shape, Figure 11 shows this behavior for d KL .
Metric
All metrics are symmetric, this can be also seen in the plots, since they are symmetric by the diagonal.
Similarity measures have to be transformed into distance measures before we can evaluate if they are metrics. Similarity measures with increases as size change behavior or not self-similar as shape change behavior have a similarity s(A, A) that depends on the size or shape of tensor A. Thus they cannot directly be translated into a distance measure that always fulfills metric condition (5 (6) . They also fulfill the triangle inequality (7) if the tensors A and B are infinitesimally close [2, 12, 16] . Therefore, they are Riemannian metrics. Because this is sufficient for the applications that need the distances to be a metric, we list them as yes for the metric property in Table 2 . s Bhat is a similarity measure, and so it cannot be a metric. However, it can be turned into one as is shown in [5] . Thus, we list yes for the metric property in Table 2 .
Conclusions
Depending on the application, different distance or similarity measures can be used. Using the previous analysis of properties we can identify from a practical point of view the differences and similarities between the different measures.
It turns out that the behavior of s sp and s tsp is similar, even though s sp deals with the tensor as if it is a vector. The L 2 distance d L2 is relatively simple, but shows good behavior. Also, all measures listed in Sects. 4.4 and 4.5 give practically the same results.
Except for s Bhat , the similarity measures S cannot easily be converted into metrics, thus if that is a requirement for the application (e.g., for calculating geodesics), those measures are ruled out. This also rules out the ds measures and d angi . Measure d L2 can be a good measure in that case. When using measures d g , d LE , d KL , and s Bhat , one has to be careful with the sensitivity to small shape changes close to the degenerate cases.
Throughout a complete brain, all diffusion properties vary. To take all properties into account when registering brains, no measure should be chosen that is invariant to any of them. Also, if the weighting for all DTs used in the registration must be the same, the similarity measures that list increases for size or not self-similar for shape should not be used because even for equal DTs, the computed similarities can vary depending on size and shape.
For interpolation of DTs the triangle inequality condition must be satisfied; therefore, only measures that are metrics can be used. Work has been done in the comparison of the different interpolation methods as in Arsigny et al. [2] , Pennec et al. [12] , and Kindlmann et al. [9] .
We created an overview of existing distance and similarity measures for matching diffusion tensors and classified the measures. Such an overview, including recently introduced measures, was not previously available. We evaluated the properties of these measures and summed them up in Table 2 . When researchers want to use a similarity or distance measure for their concrete application, they can define which properties their measure should have to and then study the measures that fulfill their requirements.
When new measures are introduced, it will be beneficial to classify them and see for which properties they differ from already existing measures, and how they differ. So in which sense they improve existing measures.
This chapter aims to help in the first selection of these measures, the next step is to test what measure performs better in a concrete application, for example, white matter segmentation. If the goal is to segment the brain using DTs, the choice of measure depends on which properties are of importance for a given area. For example, segmenting the thalamic nuclei requires dependency of orientation for the measure used [21] , while white and grey matter can be distinguished using the tensor shape.
For future work, it would be necessary to study the behavior of these measures under a more realistic model of noise. Furthermore, it would be useful to compare the measures in a concrete practical set up and see whether they behave according to our expectations. Also for some applications, such as segmentation and registration, it can prove useful to compare methods that apply the measures to the DTs directly with methods that segment or register derived data, such as fibers (the output of a fiber tracking algorithm). We also plan to use the measures for quantitative analysis and visualization of differences between tensors in small areas of the heart and brain DTI datasets. We expect that the overview of properties, that we presented in this work, will simplify the analysis of the results for these applications. It can also give indications for which properties a new measure for DTs might be useful. For example, having a measure of which the result for size changes is fractional (listed as ratio in Table 2 ), where the shape-dependency is not sensitive, can prove useful.
