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CHAPTER 1. INTfiODOCTIOB 
An Overview 
Our water environment continues to be encroached upon by 
the waste products of an increasing population, growing in­
dustrialization, agricultural wastes in lakes and streams and 
many other side effects of accelerated economic development. 
Degradation of our water resources clashes with the magnifi­
cent progress of the age, with the increased efficiency of 
our factories and machines, and with the rising productivity 
of our farms and factories. Moreover, the technologies which 
threaten the stability of the environment are now so deeply 
imbedded in our system of industrial and agricultural produc­
tion that efforts to make them conform to higher water quali­
ty standards will involve serious economic dislocations. 
Increasingly, conflicts have arisen between social and 
physical uses of water resources on one hand, and the demands 
of municipal, industrial and agricultural development on the 
other, a host of problems related to these conflicts is be­
ing posed, problems that are in part institutional and in 
part technical, social and economic in nature. 
The past decade has evidenced an increasing demand for a 
higher water quality environment. No longer fully satisfied 
with increasing incomes, citizens also desire to improve the 
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environment in which they live, work and recreate. This con­
cern has been reflected in increased demands on the public 
purse to supply goods and services derived from water re­
source development, particularly those which are not ordinar­
ily provided through the market mechanism, such as recreation 
facilities, and the de-pollution of lakes and streams. 
Increasingly, many states are awakening to the fact that 
their local governments are often unable to perform area-wide 
functions efficiently. Fragmentation, disparities between 
tax and service boundaries, state constitutional and statuto­
ry restrictions, metropolitan growth overlapping state lines 
are indicative of local government units being either too 
small to survive or too small to provide the quality of pub­
lic services needed and demanded by the people. 
Local planning alone is not effective in moving towards 
such regional goals as adequate water supply, a good trans­
portation system, adequate education and medical facilities, 
good recreation facilities, and a healthy viable economic 
community. A high rate of decline in rural area employment 
opportunities suggests that many counties are not viable eco­
nomic units. There is no inherent merit in having an in­
creasing population nor is there necessarily an inherent dis­
advantage in a decreasing population. However, there may be 
a juncture a declining population will reach where the commu­
nity becomes too small to support many of the commonly ac­
3 
cepted institutional patterns. Today, aiany rural counties do 
not have sufficient population to justify or adequately main­
tain their existence as separate governmental entities. 
At the same time, the need to accommodate the goals and 
objectives of levels of administration in water planning and 
regional economic development is becoming increasingly appar­
ent. Pollution's effect on declines in economic and social 
efficiencies is multiplicative throughout a project area and 
frequently beyond it. The area of alterations in stream 
quality characteristics resulting from the construction of a 
meat packing plant, for example, may be expressed in signifi­
cant changes in biological systems and social systems as veil 
as in output of goods and services within the county and, 
frequently, to other outside areas. 
While river basin studies are frequently used as an ap­
propriate areal unit in water management projects, the large 
size of many river basins raises problems pertaining to di­
vided jurisdiction and differing social and economic objec­
tives and impacts within counties along the basin. The 
"ideal" unit should form a logical basis for appraising the 
needs for private and public investments and the probable im­
pact of different types of investment in that area. When 
interdependencies between counties are considered, economic 
and social problems in specific counties become problems of a 
larger, multi-county region (43). Policies designed to im­
4 
prove economic and social condition's in any county will be 
more effective if the multi-county nature of the problem is 
recognized and provisions for solving the problems are imple­
mented on a multi-county basis. 
One method of regionalization in policy-planning models 
is the "functional economic area" concept proposed by Karl A. 
Fox (47). As a first approximation the Functional Economic 
Area (F.E.A.) may be delineated by equal travel-time contour 
lines. The sixty-minute isochrome is a close approximation 
to the maximum commuting and shopping distance by individuals 
to and from a central city. The central city of such an area 
contains the longest and most varied array of job opportuni­
ties and provides a similar variety of goods and services. 
Each functional economic area is a relatively self-
contained labor market in the short run. It is also a rela­
tively self-contained area with respect to retail trade, 
business services and local, state and federal services. 
With relevant economic and demographic data unavailable 
for areas smaller than a county and planners requiring the 
participation of county officials in policy formulation. 
Berry (16) suggests that functional economic areas may be 
redelineated, without too severe a compromise, to include an 
integral number of counties. 
The functional economic area, delineated around a cen­
tral city, serves as a frame of reference for persons living. 
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working and purchasing within an economic community. Delin­
eation of F.E.&.'s for a state, or nation, is also consistent 
with the watershed concept in water resource planning. The 
majority of central cities throughout the United States lie 
on major watercourses. 
The increasing demands for water quality for the water­
course contained within a region describes the dilemma: the 
alternative and competing goals of a water quality environ­
ment and continued economic growth. 
An integrated network of functional economic area models 
with central cities located along the same river course, as 
illustrated in Figure 1, has the potential for socio-economic 
impact analysis consistent with water resource planning and 
contains a system of ecologically meaningful regions. 
Objectives and Procedure of the Study 
The primary objective of the study has been to develop 
an Environmental Impact Program (EIP) as a basis for computer 
simulation from 1960 to 1980 for a multi-county region that 
will provide information and projections for use in planning 
for agricultural, industrial and public services development, 
and water management practices along a major portion of the 
Des Moines Biver. 
UrIoôL \ Dubudwe Sioux 
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Procedures were developed for determining the structural 
characteristics of an eight county Iowa region (Figure 1) 
centered around the city of Ottumwa. The model contains an 
output sector with structural characteristics of the economy 
presented within the context of an interindustry analysis, a 
final demands, a capital, a demographic, an employment and a 
water guality sector. The model permits an analysis of major 
demographic-economic interactions, their relation to present 
and future water guality and guantity restraints, and their 
impact on specific sectoral re-allocation of employment, out­
put and the supply of public services. Because a dynamic 
model is needed to properly account for feedback and time-
related relationships in the economy, the system is developed 
in which economic and population growth are interdependent. 
System interdependence enables an analysis of the im­
pacts of a given (or desired) change in the hydrologie system 
on the other interlocking aspects of the system: production, 
employment, migration, incomes, taxes and government expendi­
tures. 
The model attempts to determine the implications for ec­
onomic efficiency when industrial, municipal and agricultural 
pollution control perspectives are combined. Pollution con­
trol standards imposed on a firm may cause that firm to shift 
its location or alter its price, as well as to enter or go 
out of business. With departing firms go employment opportu­
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nities which may represent significant externalities. 
Increasing the degree of treatment of municipal wastes 
to include increased carbonaceous Biological-Oxygen Demand 
(B.O.D.) removal, increased phosphate removal and increased 
oxidation of the aoacnia in treated waste cannot be done 
without incurring increased costs—costs that must ultimately 
be borne by the taxpayers. Before moving towards tertiary 
treatment of industrial and municipal wastes in agricultural 
regions, analysis should first be carried out as 'to what 
degree* tertiary treatment or low-flow augmentation will al­
leviate the problem of stream eutrophication in that given 
region. Agriculture, in many regions, contributes large 
amounts of plant and animal wastes. Carbonaceous B.O.D., 
phosphates and nitrates are added to the streams and rivers 
from these wastes and additional amounts of phosphates and 
nitrates result from fertilizer applications on agricultural 
croplands. During high runoff periods agricultural runoff 
and soil erosion may be the main contributors to the nutrient 
problem. Under these circumstances treating municipal and 
industrial wastes may only be of benefit to the stream in pe­
riods of dry weather and low flow. The trade-off between ag­
ricultural production, industrial production and municipal 
water treatment is evaluated under selected constraints for 
meeting and maintaining proposed water quality standards. 
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Within this framework the model is capable of evaluat­
ing, for broad regional policy goals, the incidence of costs 
and benefits resulting from varying the relationship between 
the various processes which will effect changes in water 
quality within the complex system. 
10 
CHAPTER 2. THE PLANNING HEGIOH 
Problems in Delineating a Region 
Any planning 'region* consists of an intricate struc­
ture. There are contained within the region people, house­
holds, firms, social groups, government agencies and a varie­
ty of other operating and decision-making units. In essence, 
a region may be conceptually conceived of as a mass spatially 
distributed over geographical space. Meyer (113) outlines 
three approaches that have been traditionally used in defin­
ing and bounding regions (21), (128). The first approach 
stresses the homogeneity concept with respect to, one, or a 
combination of, physical, economic, social or other charac­
teristics. The second emphasizes nodality or polarization, 
generally around some central urban place. The third ap­
proach is policy-orientated, concerned basically with effec­
tuating policy decisions with administrative coherence be­
tween an area and its institutions within a recognized polit­
ical division. In practice regional definitions often repre­
sent a compromise between these three theoretical or "pure" 
approaches. Meyer characterizes the latter two approaches as 
being variations of the homogeneity concept. He summarizes 
the argument as follows (113, p. 243): 
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In fact, all regional classification schemes 
are simply variations on the homogeneity criterion 
and it is somewhat misleading to suggest otherwise. 
The only real question is what kind of homogeneity 
is sought. Thus, a so-called program or policy re­
gion is essentially homogeneous in being entirely 
under the jurisdiction of some one or a few specif­
ic government or administrative agencies. & nodal 
region is homogeneous in that it combines areas de­
pendent, in some trade or functional sense on a spe­
cific centre. Some so-called homogeneous regions 
are homogeneous with respect to physical character­
istics, like geography or natural resource endow­
ment, while others are defined to be similar in 
their economic or social characteristics. Finally, 
homogeneity with respect to statistical compila­
tions, as noted before, may often be the real de­
terminant of regional boundaries for practical pur­
poses. 
Delineation of an economic region tends to be arbitrary 
and any one choice may never depict a 'true' region for all 
purposes. Nonetheless, Berry (16), (17) suggests two basic 
reasons for pursuing the issues of spatial delineation: 
first, an understanding of how the economy is organized in 
geographical space and, secondly, to establish goals amenable 
to the planning process. 
An area within which development planning is to occur 
will not be completely homogeneous. Parts of the area will 
exhibit differences in industrial composition, rates of 
growth (or decline), the extent of unemployment, levels of 
per capita income and the resource structure (12 p. 236). A 
fundamental aspect of planning is to take this internal 
structure of the area into account and to plan for the proper 
interrelations of the area. A viable development area should 
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give consideration to: an urban hierarchy and the interrela­
tions of trading centers and subcenters; a balancing of re­
gional needs and potentials so that in the short-run the em­
ployment structure of the region includes short distance la­
bor migration. Thus, unemployment problems may be amenable 
to a solution within a small enough geographical area to min­
imize relocation hardships. 
In a series of papers. Fox (46) , (47) , (48) , (49) , (50) pre­
sented the case for not permitting ourselves to be trapped by 
political boundaries and advocated a system of social ac­
counts and models on the basis of Functional Economic Areas 
(F.E.A.). Commuting fields for workers travelling to and 
from central cities would establish the spatial characteris­
tics for a nationwide interarea trading system. A guasi-
county F.E.A. could, in practice, handle most of the policy 
problems involving their cluster of activities. Clearly, 
such a strategy should take into account stages of growth and 
must also involve measures to improve mobility and employ-
ability on an inter and intra-regional basis and facilitate 
entry into productive employment at the growth center. 
Conceptually, at least in terms of relevant economic and 
social cohesiveness, this strategy for spatial delineation 
outweighs the alternative nonfunctional forms as a method for 
enhancing people's welfare. Eegionalization, along these 
lines will, however, only be useful if statistical data can 
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readily be gathered and presented within this boundary. 
Presently, the United States has a politically defined system 
of area delineations (districts, municipalities, counties and 
states) forming the hierarchial layers in this system which 
serves as the basis for statistical compilations for economic 
and social systems analysis. 
As something of a compromise to this impasse. Berry (16) 
suggests that the F.E.à, may be redelineated to include an 
integral number of counties. While lacking the theoretical 
purity of Fox's F.E.A.*s, a redelineated F.E.à. contains a 
system of ecologically meaningful regions with the potential 
for a socio-economic analysis consistent with water resources 
planning. 
The river basin has freguently been suggested as the 
'ideal' unit and it has become increasingly popular in many 
countries as the areal basis for planning. However, delinea­
tion on a watershed basis raises problems with respect to 
data collection and divided political, economic and social 
jurisdictions attributable to the larger size of many river 
basins. It is debatable as to whether other areal units, 
such as urban-based regions might not be more appropriate as 
units for planning and development. 
Should data collection, for example, be organized on a 
river basin basis, or cn an economic-social basis? Should 
the river basin be used as a basis for outlining technical 
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possibilities for development and then combined with other 
units, such as broader economic regions (which may encompass 
only part of the river basin or which may cover several river 
basins) for purposes of development? 
Under the present method of collecting socio-economic 
data on a political basis and technical data (relating to 
stream hydrology) on a watershed basis, a completely satis­
factory reconciliation of these questions is not possible. 
&s Figure 2.1 indicates, a multi-county socio-economic region 
may encompass more (or less) area than the major river basin 
contained within it. The percentages of the major river 
basin contained within an F.E.A. will vary considerably with 
the region examined. Studies restricted to a single river 
basin may yield a more significant water quality relationship 
within that basin but will suffer from an inadequate 
demographic-employment-industrial interrelationship. Con­
versely, the functional economic area concept will generate a 
more meaningful demographic-employment-industrial interrela­
tionship but may not be able to precisely describe the water 
quality relationship for each individual river basin con­
tained within its boundaries. The F.E.a. concept is able, 
however, to indicate the present and future levels of water 
pollutants throughout the entire region and thereby examine 
implications for economic efficiency throughout this socio­
economic entity when industrial, municipal and agricultural 
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pollution control perspectives are combined. 
In reality, any environment is a tightly connected sys­
tem. Because of this tight connectiveness or interdepen­
dence, every act of choice or every manipulation of the envi­
ronment will set off a chain of repercussions throughout the 
entire system. The vise choice of alternative regional de­
velopment policies will not only affect the welfare of indi­
viduals in region A but may also affect the welfare and op­
tions available to individuals in other regions. For the 
present, regionalization, through an ecologically meaningful 
system of Functional Economic Areas, will best determine the 
short and long-run implications of man's choices and their 
consequences on community welfare. 
The objective of the following sectors of this chapter 
is (a) to describe the usefulness and limitations of input-
output analysis as a technique to aid in formulating policy 
decisions in industry and government, (b) to construct a re­
gional transactions table which provides the basis for devel­
oping the output, final demand, employment, population and 
water quality sectors in the simulation model, and (c) to de­
scribe the anatomy of the Ottumwa regional economic system 
within this input-output framework. 
17 
The Input-Output Technique 
Input-output analysis is designed to describe the struc­
tural relationships which exist between different industries 
and between the productive and final demand sectors within 
an economy. The technique was originally designed by Wassily 
Leontif (91) in the 1930's. While the central ideas of the 
concept persist to the present day, there have been many mod­
ifications and extensions contributed by such authors as 
Barna (8), Dorfman(37), Chenery and Clark (24), Stone 
(140), (141), Miernyk (114), N.B.E.B. (121), Leontief 
(92), (93) and Yan (186). As a result, there is no unique 
input-output format and it has become customary to modify the 
presentation to suit the objectives of the study in question. 
The accounting scheme in a input-output table is quite 
simple. Each industry within a region is treated as a sinqle 
accounting entity with its sales entered on one side of an 
account and its purchases on the other. Thus, the sales of 
one industry become the purchases of another. By entering 
the sales and purchase accounts of all industrial sectors in 
this two-way table an analytical view of the structure of an 
entire regional economy as a whole may be formed. Tying to­
gether all industries of a region within an interindustry 
transactions table establishes an industrial chain of econom­
18 
ic interdependence whereby ramifications of a change in any 
one industry may be traced throughout the economy and the 
final effects upon each industry may be measured, granted 
certain assumptions. 
An input-output model is based on the premise that it is 
possible to divide all productive activities in an economy 
into sectors whose interrelations can be meaningfully ex­
pressed in a set of simple input functions. The criteria for 
establishing sectors must be derived from a knowledge of the 
characteristics of the productive activities being aggregated 
as well as the use of the outputs. The objective of aggre­
gating commodities into economic sectors is to preserve a 
stable input-output relationship among them. Stability may 
result either from activities in the sector having similiar 
input coefficients or from the commodities being required in 
fixed proportions and the use of these inputs expanding in 
proportion to the level of output. The assumptions of fixed 
proportions and constant returns to scale are the most re­
strictive. The predictive capabilities of the technique stem 
from an analysis of the inverse matrix. Critics have pointed 
out that the accuracy of such forecasts will be inhibited be­
cause the derivation of elements in the inverse matrix have 
been based on the existence of fixed proportions in the pro­
duction process. They would suggest that there are three 
primary forces which would tend to alter these coefficients 
1 9  
over time: 
(1) Innovation. Certain industries will adjust 
their techniques of production over time in 
order to take advantage of product or process 
innovations. 
(2) Factor substitution. Even where no new tech­
niques are forthcoming, a firm may alter its 
productive processes in response to changes in 
relative prices or availability of the various 
inputs. 
(3) Change in product mix. iithin one sector there 
will be a conglomeration of single product 
firms and aultiproduct firms who often produce 
dissimilar end products. Even if the problem 
of allocating joint costs is set aside, one 
must recognize that industry elements are the 
weighted average of a number of dissimilar 
product coefficients. If the relative outputs 
of these products change, then the industry co­
efficients must also be altered. 
In theory, this criticism is perfectly valid. Its real 
significance, however, can best be assessed by examining em­
pirical evidence to see just how often innovation, relative 
price changes and product-mix alterations occur in the real 
world. Shether the assumption of coefficient stability is 
relatively ineffectual or creates considerable shock to the 
input-output results is still under dispute. 
First, it appears that among all alternative productive 
processes within an industry one may be the most economically 
efficient process existing at that moment. Once a production 
method has been adopted it will probably be the most profit­
able one to obtain higher production levels and may well be 
retained by the firm over a protracted time period. Addi­
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tionally, it appears that the number of industries in which 
technology changes rapidly is limited (33), (92). This im­
plies that the dynamic qualities of a region may often be at­
tributed to a few very progressive firms. If this is the 
case, it would folio* that the predictive qualities of the 
concept could be enhanced by supplementing the basic table 
with detailed studies of the trends in the more dynamic in­
dustries. 
Second, relative prices tend to be reasonably stable in 
the short run. (130), (131) However, if relative prices of 
factors of production change during a projection period it is 
possible that input patterns, and hence some of the technical 
coefficients, will be changed. This will happen, however, 
only if inputs within the region can be substituted for 
ethers within the projected time period. If substitution 
occurs within an aggregated sector (i.e. aluminum substituted 
for steel within a primary metals sector) there would proba­
bly be a change in the coefficient as a result of the substi­
tution, but the effects would be smaller than if a more high­
ly disaggregated table (separate entries for both aluminum 
and steel), were used. 
Third, the problem of a changing product mix is a very 
real one. As Gigantes and Pitts (56 p. 7) state: 
The principal products of an industry (or the 
products primary to an industry) are products pro­
duced mainly in the industry in question. They can 
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also be produced by other industries and are said 
to be 'secondary' to those industries. The exist­
ence of secondary products is due to the fact that 
industries are defined as aggregations of 
establishments which usually produce many products. 
An individual establishment, is addition to its 
more important products, (which determine the in­
dustry to which it is classified) will often pro­
duce a number of ether products that are 'princi­
pal' to other industries and "secondary" to the in­
dustry to which the establishment is classified. 
Hence, in grouping establishments into industries, 
it is generally impossible to achieve mutually ex­
clusive groupings of products. 
Therefore, it would seem that a wise course of action 
would be to seek an alternative to the traditional method of 
disaggregating the productive sector on an industrial basis 
and instead classify industrial output on a commodity basis. 
While such a system has some very real theoretical advan­
tages, it does have some greater practical disadvantages. 
Since an analysis of an entire region in terms of strictly 
homogeneous commodities is probably not feasible either 
statistically or computationally, it is preferable to con­
ceive of sectors as aggregates of several commodities. 
Besides fixed proportions, constant input-output coeffi­
cients also imply constant returns to scale: the cost of a 
unit of production being the same at all output levels. This 
may be an oversimplification of reality for as output in­
creases (or decreases) the inputs required to achieve an in­
crease in output may increase more or less than in direct 
proportion to the increase in output. Statistical evidence 
(24), however, suggests that the average cost of goods is in­
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dependent of the scale of output in a large number of cases. 
Thus, although not completely defensible theoretically, the 
assumption of constant average costs built into an input-
output system may not be too far out of line with reality. 
The important point is that if we are willing to use the 
input-output assumptions, we can provide a basis for measur­
ing sectoral interdependence of an entire region in a single 
input-output table. Despite its limitations, the input-
output framework is currently the most powerful model avail­
able to planners and policy-makers who wish to understand 
something of the inner workings of a community economic sys­
tem. We cannot make and use such tables unless we accept the 
restrictive assumptions of the input-output structure. The 
argument has been summarized succinctly by C. F. Christ (26 
p. 128) : 
In attempting to evaluate input-output, one 
should apply the dependable old economic principle 
of considering the available alternatives. The 
problems for which input-output is called upon are 
chiefly those of....guiding the economy so that it 
enjoys something like full employment, and ensuring 
that investment and resource needs are continuously 
foreseen. Indirect effects are of great importance 
here, and hence, a scheme is needed that can follow 
many changes simultaneously through their ramifica­
tions in the economy. 
The input-output technique is certainly better 
than no technique. What are the alternatives? 
Clearly, a real general equilibrium system would be 
the best, barring cost, but that is not a realistic 
alternative. Clearly, linear programming would be 
better than input-output if the relevant data were 
developed to the same degree, for it would have eLll 
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the advantages of input-cutpat plus the advantage 
of being able tc deal automatically with substitu­
tion among inputs. It is not a practical alterna­
tive at present, even though it may become one. I 
believe that input-output is the best technique now 
available for handling problems that require a pic­
ture of the production function of the entire econ­
omy, and that its results can serve as first ap­
proximations from which to start making corrections 
where special information permits or experience de­
mands. 
The Ottumwa Regional Transactions Table 
Although it is easy to understand the theory and compo­
sition of input-output tables, a numerical table for a real-
world regional economy is quite complicated. Many of its 
components cannot be readily understood from theories. Prob­
lems, both statistically and conceptually, are encountered in 
the preparation cf an empirical table. 
The interindustry sector developed for the study, with 
its forward and backward linkages to other sectors of the 
model, is shown in Figure 2.2. The interindustry table for 
the Ottumwa regional area consists of 21 sectors. The choice 
of these 21 sectors was made on the assumption that the ma­
jority of the regions output would be included in the major 
employment sectors. While a greater number of sectors might 
have provided greater detail, two factors limited its size. 
First, the best course of action on this initial study was to 
maintain a manageable size inasmuch as the number of cells in 
Forward 
Linkage Backward Linkage Interindustry Sector 
Deito-
graphic Population 
Gross 
Investment Capital 
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industry 
structure 
Final 
Deimnd Gross 
Output 
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mter Quali-
fy Restraint Vfeter Water 
Dechnical 
Zoeffi-
sients 
Inter­
industry Exports 
Figure 2.2 Interindustry sector 
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the matrix will increase exponentially as sectors are added. 
Secondly, data pertaining to the region may be available by 
account totals, but only limited information is available to 
provide a more detailed breakdown. 
Considerable controversy has arisen concerning the use 
of input data for developing input-output models at sub-
national levels. Two approaches have been employed in con­
structing these tables. One approach determines the gross 
output of industrial sectors from secondary data sources and 
employees adjusted national production coefficients in the 
transactions table. This method assumes a similarity of re­
lations between the study area and that of the nation. Among 
studies based on this method are those conducted for Califor­
nia (102), lowa (11), (98), Maryland (103) and Utah (116). 
&n alternative approach is to seek the cooperation of 
various sectors of the regional community and use the data 
from surveys to estimate gross output and to allocate inter­
industry transactions within the table. This latter method 
has the advantage of providing more accurate industrial de­
tail but incurs much higher collection costs. Among input-
output studies bases on survey data are those covering St. 
Louis (67), California (60) , Wyoming (97) and Philadelphia 
(80) .  
The salient point is whether the additional gain in data 
reliability by employing primary source material is justified 
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sufficiently to compensate for its additional cost. A recon­
ciliation of this issue offered by Stone (140),(141), is to 
utilize secondary data sources and adjust various elements in 
the interindustry transactions table through (a) supplementa­
ry survey data (as funds permit) and (b) the subjective judg­
ment of the investigator. This combination of employing both 
methods and using ones judgment on input-output relationships 
within the region is the technique employed in this study. 
The construction of the 1960 regional table followed 3 
principal phases: 
(1) the determination of gross output by sector; 
(2) construction of an initial inter-industry 
framework from the 1963 U.S. table; and 
(3) supplementing national data with survey data 
and other secondary source material. 
Employment in 21 sectors, in 1960, is given in terms of 
the regional total in Table 2.1. If output per worker by 
sector is known, in addition to employment by sector, then 
the total dollar amount by sector can be determined. Many of 
the output per worker figures given in Table 2.1 are based on 
national data for the base year. Other output per worker 
figures are based upon Iowa estimates by Barnard (9), 
Fullerton (55), and Haki (99). Barnard and Fullerton*s esti­
mates are given for 1960 and can be used directly for sectors 
that are similar to those used in the current study. Maki's 
output per worker estimates are given for Iowa in 1954 but 
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Table 2.1. Output by sector, Ottumwa regional area, 1960 
Sector Area Output Annual Area 
Employ­ per Bate Output 
ment! Worker of changez 
( # )  ($) (%) (•000) 
1. Livestock 10,770 6,8873 .0425 74,173 
2, Crop 1,753 13,4363 .0283 23,553 
3. Mining 484 10,039+ -0900 4,859 
4. Construction 2,801 17,8945 .0277 50,121 
5. Meat Products 3,432 52,459* .0164 180,039 
6. Other Food 351 29,892? .0135 10,492 
7. Fabrics 653 14,1438 .0365 9,235 
8. Hood Products 350 15,9648 .0175 5,587 
9. Printing 666 13,155? .0432 8,761 
10. Chemicals 71 33,9858 -.0278 2,413 
11. Other Non-Durables 215 22,6008 .0066 4,859 
12. Fabrication 1,069 25,5568 -.0050 27,319 
13. Machinery 2,130 24,9408 .0645 53,122 
14. Electrical 732 23,0628 .0120 16,881 
15. Misc. Mfg. 422 30,5068 -.0192 12,874 
16. Transportation 2, 194 13,5825 .0405 29,799 
17. Communication 620 16,1428 .0287 10,008 
18. Utilities 900 25,3308 .0230 22,797 
19. Trade 9,896 9,5995 .0006 94,992 
20. Fin., Ins., 6 R.E. 1,331 39,4985 .0080 52,572 
21. Services 8,425 6,8895 -.0007 58,040 
(Public Adm.) 3,175 
Total 52,766 
^Industries 'not reported» in 1960 are distributed pro­
portionately 
^Derivation from the simulation and comparing Census year 
employment data (166), (167) 
'Derivation from U.S. Census of agriculture (155) 
•Derivation from O.S. Census of Minerals (163) 
spullerton (55 p.100) 
^Barnard (9 p. 107) 
fMaki (99 p.30) 
«Statistical abstract of the United States (175) 
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can be adjusted upward to 1960 since his study also includes 
annual rates of change in output per worker to 1974. Where 
Haki's estimates have been used it was also necessary to ad­
just 1954 prices to 1960 dollars. It is unlikely that output 
per worker estimates derived from state data will correspond 
exactly with those for the region. However, it can be argued 
that given the homogeneity of the State and the composition 
of the study area they should be close approximations. The 
use of derived output per worker from national coefficients 
gave a more precise estimate for the specific industries 
within the region than did the aforementioned State studies. 
This point is discussed more fully in the following section. 
The Transactions Table for the Ottumwa Region, 1960 
Â very real problem is that of determining the distribu­
tion of a regional firm's output among other industries with­
in the area and its sales to other firms outside the region. 
The 1970 Iowa Directory of Manufactures gives a four digit 
Standard Industrial Classification (S.I.C.) breakdown of 
firms located within the region. While inclusion of firms 
operating within the region in 1970 may possibly overestimate 
the interindustry transactions in earlier years of the simu­
lation it does provide more accurate detail on the entry of 
new industries into the area up until 1970. A four digit in­
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dustrial classification of those firms operating in the re­
gion is shown in Table 2.2. Establishments were assigned to 
1 of the 21 sectors on the basis of their primary output. 
The problem of a firm producing secondary products has been 
partially overcome by aggregating all industries into 21 sec­
tors. In order to utilize the coefficients of the 1963 
input-output table of the D.S. economy in the study region, 
the national coefficients were first aggregated to 21 sectors 
then adjusted to show only the interindustry transactions of 
actual firms within the 8 county block. This adjustment 
meant that purchases (or sales) of an input within the region 
are possible only if a seller (or buyer) of that input exists 
within the area. If no seller (or buyer) operates within the 
region the input is treated as an import (or export). This 
adjustment process necessitates the deletion of those nation­
al coefficients shown for firms that are not producing within 
the area. Thus, if petroleum products are not manufactured 
within the region firms will still purchase these products at 
a rate equivalent to the national level. However, these pur­
chases (or sales) occur only as an import into that firms 
production process. This procedure is not sufficient, by 
itself, to realistically portray the regional economy, addi­
tional data is required when the large O.S. model of 98 sec­
tors includes two or more sectors of the regional model (ie. 
the agricultural and food processing sectors). The agricul-
Table 2.2. Standard industrial classification of sectors used in the 
regional study compared to sectors in the survey of 
Current Business model 
Sector Area S.C.B. S.I.C. code used in the studyz 
Number Sector* 
Livestock 1 1 0132, 0133, 0139, 0143 
Crop 2 2 0113, 0119, 0142, 0199 
Mining 3 7, 9 0121, 144 
Construction a 11, 12 15-17 
Meat Products 5 14 201 
Other Food 6 14 202, 203, 204, 205 , 2086 
Fabrics 7 18, 19 2327, 2381, 2392 
Wood Products 8 20, 21 2433, 2441 
Printing 9 26 2711, 2751, 2752 
Chemicals 10 27 2871, 2872, 2879, 2821 
Other Non-Durables 11 32 3079 
fabrication 12 37, 38, 42 3321, 3322, 3341, 3352, 
3421, 3423, 3471, 3481, 
Machinery 13 44, 46, 48 3522, 3536, 3551 
Electrical 14 54, 56 3633, 3634, 3651 
Misc. Mfg. 15 36, 59 3713, 3714, 3999 
Transportation 16 65 40, 41, 42, 44-47 
Communication 17 66, 67 48 
Utilities 18 68 49 
Trade 19 69 50, 52-59 
Fin., Ins., &B.E. 20 70, 71 60-67 
Services 21 72-77 except 74 70, 72, 73, 75, 76, 78, 
82, 84, 89 
^Source (176) 
^Source (154) 
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tural sector was disaggregated to show livestock operations 
and cropping as separate activities by obtaining data from 
the 1964 Census of Agriculture (155) and Barnard (9). The 
1964 Philadelphia study by Isard (80) was useful in adjusting 
specific detail on other food processors, and most other man­
ufacturing sectors. Primary data sources were used in the 
meat processing sector- Construction, transportation, commu­
nication, utility, trade, finance, insurance and real estate, 
and the services sectors were based on national coefficients. 
Application of these national, state and regional coef­
ficients to the output data given in Table 2.1 permitted the 
development of the regional transactions table shown in Table 
2.10 on page 64. 
The technological matrix 
The technological matrix for the Ottumwa regional area, 
in cents per dollar of direct purchases, is shown in Table 
2.3. Calculation of these technical coefficients consist of 
dividing each entry of the industrial column in Table 2.10 by 
the gross output for that industry. The technical coeffi­
cients indicate the amount of inputs required from each in­
dustry to produce one dollar's worth of the output of a given 
industry. If the technology of the area is relatively stable 
(or if it can be adjusted on the basis of new information), 
Table 2,3. Technological matrix, Ottumwa 
—  —  — — — .  
Sector (1) (2) 
1. Livestock 7ÏÔÎÔ ~7ÔÔ3Î' 
2. Crop . 2263 .0518 
3. Mining .0003 .0028 
4. Construction .0075 .0119 
5. Meat Products .0000 .0000 
6. other Food .0606 .0001 
7. Fabrics .0001 .0001 
8. Wood Products .0000 ,0000 
9. Printing .0001 .0001 
10. Chemicals .0020 .0810 
11. Other Non-Durables .0011 .0037 
12. Fabrication .0008 .0010 
13. Machinery .0007 .0159 
14. Electrical .0000 .0000 
15. Misc. Mfg. .0003 .0017 
16. Transportation .0227 .0400 
17. Communication .0019 .0027 
18. Utilities .0036 .006 6 
19. Trade .0326 .0274 
20. Fin., Ins., & R.E. .0117 .0758 
21. Services .0136 . 302 
22. Intermediate Input .4889 .3559 
23. Household Payments . 3212 .4289 
24. Taxes .0236 .0506 
25. Depreciation .0259 . 1357 
26. Imports . 1403 .0290 
27. Total Production 1.0000 1.0000 
regional area, 1960 
(3) (4) 
"Tôôôô TÔÔÔÔ" 
.0000 .0000 
.0928 .0086 
.0054 .0003 
.0000 .0000 
.0000 .0001 
.0000 .0004 
.0000 .0000 
.0004 .0003 
.0000 .0000 
.0220 .0073 
.0068 .0432 
.0035 .0042 
.0000 .0045 
.0305 .0735 
.0173 .0309 
.0010 .0030 
.0272 .0035 
.0241 .0839 
.0261 .0076 
.0154 .0395 
.2725 .3108 
.5516 .4906 
.0445 .0444 
.0619 .0177 
.0699 .1366 
1.0000 1.0000 
(6) (7) 
~TÔ243~ TÔÔÔÔ 
.0393 .0000 
.0000 .0001 
.0035 .0005 
.0064 .0000 
.0064 .0000 
.0010 .0000 
.0000 .0000 
.0019 .0012 
.0002 .0000 
.0000 .0000 
.0000 .0000 
.0000 .0000 
.0000 .0000 
.0000 .0000 
.0400 .0034 
.0019 .0023 
.0049 .0019 
.0142 .0206 
.0046 .0075 
.0179 .007 0 
. 1665 .0445 
.0899 .2340 
.0210 .0118 
.0228 .0056 
.7000 .7041 
1.0000 1.0000 
(5) 
.3517 
.0000 
.0002 
.0012 
.0027 
.0000 
.0000 
.0000 
.0009 
.0000 
.0000 
.0000 
.0000 
.0000 
.0000 
.0154 
.0006 
.0021 
.0095 
. 0016  
.0047 
.3906 
.1178 
.0122 
.0090 
.4701 
1.0000 
Table 2.3. (Continued) 
Sector (8) (9) 
1. Livestock .0000 .0000 
2. Crop .0000 .0000 
3. Mining .0002 .0001 
4. Construction .0021 .0016 
5. Meat Products .0000 .0000 
6. Other Food .0000 .0000 
7. Fabrics .0000 .0000 
8. Wood Products .0000 .0000 
9. Printing .0036 . 1067 
10. Chemicals .0000 .0000 
11. Other Non-Durables .0000 .0000 
12. Fabrication .0000 .0016 
13. Machinery .0000 .0000 
14. Electrical .0089 .0000 
15. Misc. Mfg. .0000 .0000 
16. Transportation .0215 .0191 
17. Communication .0018 .0118 
18. Utilities .0050 .0053 
19. Trade .0165 .0227 
20. Pin., Ins., & B.E. .0098 .0433 
21. Services .0104 .0337 
22. Intermediate Input .0798 .2459 
23. Household Payments .2327 .3326 
24. Taxes .0623 .0260 
25. Depreciation .0089 . .0260 
26. Imports .6163 .3696 
27. Total Production 1.0000 1.0000 
(10) 
.0000 
.0000 
.0008 
.0025 
.0000 
.0000 
.0004 
.0000 
.0017 
.0008 
.0000 
.0004 
.0000 
.0000 
.0000 
.0286 
.0017 
.0170 
.0141 
.0041 
.0104 
.0825 
.1214 
.0265 
.0245 
.7451 
1.0000 
(11) 
.0000 
.0000 
.0002 
.0004 
.0000 
.0000 
. 0000  
.0000 
.0002 
.0000 
.0014 
.0000 
.0000 
.0000 
.0000 
.0123 
.0004 
.0016 
.0049 
.0014 
.0037 
.0265 
.2033 
.0126 
.0284 
.7290 
1.0000 
(12) 
.0000 
.0000 
.0082 
.0033 
.0000 
.0000 
.0001 
.0000 
.0001 
.0000 
.0032 
.0032 
.0030 
.0000 
.0000 
.0356 
.0026 
.0146 
.0200 
.0054 
.0092 
.1085 
. 1566 
.0207 
.0367 
.6776 
1.0000 
(13) 
.0000 
.0000 
.0001 
.0003 
.0000 
.0000 
.0001 
.0009 
.0007 
.0000 
.0000 
.0649 
.0154 
.0000 
.0321 
.0145 
.0011 
.0013 
.0086 
.0034 
.0048 
.1482 
.2349 
.0362 
.0376 
.5432 
1.0000 
(14) 
.0000 
.0000 
.0001 
.0004 
.0000 
.0000 
.0000 
.0008 
.0010 
.0000 
.0102 
.0211 
.0000 
.0054 
.0000 
.0162 
.0028 
.0024 
.0168 
.0043 
.0167 
.0982 
.1967 
.0595 
.0283 
.6173 
1.0000 
Table 2.3. (Continued) 
Sector (15) ( 1 6 )  
1. Livestock ~ .0000 .0001 
2. Crop .0001 .0022 
3. Mining .0105 .0002 
4. Construction .0013 .0296 
5. Meat Products .0000 .0003 
6. Other Food .0000 .0001 
7. Fabrics .0000 .0002 
0. Wood Products .0008 .0001 
9. Printing .0001 .0012 
10. Chemicals .0000 .0000 
11. other Non-Durables .0000 .0000 
12. Fabrication .0079 .0015 
13. Machinery .0000 .0000 
14. Electrical .0000 .0000 
15. Misc. Mfg. .0016 .0012 
16. Transportation .0191 .0808 
17. Communication .0013 .0094 
18. Utilities .0055 .0064 
19. Trade .0136 .0266 
20. Fin., Ins., 8 R.E. .0027 .0276 
21. Services .0121 .0319 
22. Intermediate Input .0766 .2194 
23. Household Payments .1370 .4955 
24. Taxes .0489 .0938 
25. Depreciation .0345 ,0690 
26. Imports .7029 .1223 
27. Total Production 1.0000 1.0000 
(17) (18) (19) (20) (21) 
.0000 
.0000 
.0000 
.0244 
.0000 
.0000 
.0000 
.0000 
.0001 
.0001 
.0000 
.0000 
.0000 
.0005 
.0004 
.0011 
.0135 
.0107 
.0096 
.0195 
.0617 
.1416 
.6000 
.0412 
.1533 
.0640 
.0000 
.0000 
.0000 
.0214 
.0300 
.0000 
.0000 
.0001 
.0000 
.0001 
.0002 
.0002 
.0001 
.0000 
.0007 
.0004 
.0192 
.0027 
.1861 
.0056 
.0090 
.0169 
.3927 
.5969 
.0412 
.0691 
.0000 
1.0000 
.0000 
.0000 
.0000 
.0033 
.0021 
.0041 
.0012 
.0011 
.0020 
.0013 
.0027 
.0016 
.0007 
.0007 
. 0021  
.0075 
.0105 
.0172 
.0179 
.0482 
.0544 
. 1786 
.4106 
.0184 
.0340 
.3584 
1.0000 
.0082 
.0135 
.0002 
.0538 
.0000 
.0000 
.0000 
.0000 
.0033 
.0000 
.0000 
.0000 
.0000 
.0000 
.0000 
.0030 
.0088 
.0066 
.0140 
.0778 
.0406 
.2298 
.3550 
.0505 
.0495 
.3152 
1.0000 
.0002 
.0003 
.0001 
.0089 
.0020 
.0007 
.0003 
.0000 
.0734 
.0003 
.0004 
.0003 
.0008 
.0004 
.0050 
.0038 
.0364 
.0173 
.0294 
.0465 
.0556 
. 2 6 2 1  
.4982 
.0488 
.0916 
.0792 
1.0000 
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the usefulness of this table is apparent. By using a matrix 
of technological coefficients, a firm in any industry could 
tell in advance by how much it would have to buy directly 
when it adds to its own total production. 
Direct and indirect curchases 
Table 2.4 shows the direct and indirect effects of de­
mand changes which are exogenous to the processing sectors. 
While the technological table (Table 2.3) shows the direct 
purchases that will be made by a given industry within the 
processing sector for each dollars worth of current output it 
does not represent the total addition to output resulting 
from increased sales in the final demand sectors. &n in­
crease in final demand for products within the processing 
sectors will lead to both direct and indirect increases in 
the output of all industries in the processing sector. In an 
open interindustry model in which final demand is specified 
autonomously, the impact of each final demand requirement is 
diffused throughout the whole economy. Table 2.4 shows the 
total expansion of output in all industries as the result of 
the sale of one dollar's worth of output outside the process­
ing sector. 
The relationship between final demand and total gross 
output is guite simple, let a., be the technical coefficient 
Table 2.4. Direct and indirect purchases 
Ottumwa regional area, 1960 
Sector (1) (2) 
1. Livestock 1. T1578~ 0. ÔÔ46Î 
2. Crop 0. 27221 1. 05723 
3. Mining 0. 00172 0. 00398 
4. Construction 0. 01655 0. 02056 
5. Meat Products 0. 00063 0. 00019 
6. Other Food 0. 06832 0. 00058 
7. Fabrics 0. 00031 0. 00022 
8. Hood Products 0. 00007 0. 00007 
9. Printing 0. 00350 0. 00448 
10. Chemicals 0. 02439 0. 08578 
11. Other Non-Durables 0. 00256 0. 00429 
12. Fabrication 0. 00244 0. 00334 
13. Machinery 0. 00534 0. 01725 
14. Electrical 0. 00014 0. 00015 
15. Misc. Mfg. 0. 00258 0. 00436 
16. Transportation 0. 04501 0. 05132 
17. Communication 0. 00582 0. 00662 
18. Utilities 0. 01087 0. 01376 
19. Trade 0. 05065 0. 03737 
20. Fin., Ins., & R.E. 0. 0 4333 0. 09396 
21. Services 0. 03416 0. 04472 
Total 1. 70636 1. 45484 
(inverse matrix) , 
(3) (4) (5) (6) (7) 
0.00039 
0.00068 
1. 10381 
0.01026 
0.00012 
0.00017 
0.00006 
0.00007 
0.00274 
0.00011 
0.02453 
0.00862 
0.00405 
0.00011 
0.03484 
0.02397 
0.00315 
0.03910 
0.03102 
0.03573 
0.02425 
1.34778 
0,00032 
0.00047 
0.01104 
1.00397 
0.00031 
0.00054 
0.00054 
0.00017 
0.00496 
0.00018 
0.00805 
0.04481 
0.00457 
0.00464 
0.07490 
0.03891 
0.00681 
0.00966 
0.09130 
0.01820 
0.05190 
1.37625 
0.39354 
0.09610 
0.00093 
0.00795 
1.00297 
0.02415 
0.00013 
0.00004 
0.00285 
0.00863 
0.00096 
O.Q0101 
0.00191 
0.00007 
0-00115 
0.03300 
0.00325 
0.00700 
0.02854 
0.01859 
0.01867 
1.65142 
0.03014 
0.04937 
0.00046 
0.00718 
0.00658 
1.00839 
0.00106 
0.00003 
0.00443 
0.00430 
0.00035 
0.00058 
0.00089 
0.00007 
0.00090 
0.04792 
0.00399 
0.00832 
0.02021 
0.01374 
0.02549 
1.23437 
0.00012 
0.00019 
0.00021 
0.00151 
0.00007 
0.00010 
1.00003 
0.00002 
0.00223 
0.00005 
0.00008 
0.00012 
0.00003 
0.00003 
0.00022 
0.00415 
0.00309 
0.00319 
0.02178 
0.01012 
0.00966 
1.05701 
Table 2.4. (Continued) 
Sector (8) (9) 
1. Livestock "Ô7 ôôôlë" 07 ÔÔÔ62 
2. Crop 0. 00030 0. 00105 
3. Mining 0. 00045 0. 00048 
4. Construction 0. 00406 0. 00689 
5. Meat Products 0. 00008 0. 00017 
6. Other Food 0. 00010 0. 00020 
7. Fabrics 0. 00003 0. 00006 
8. Wood Products 1. 00003 0. 00004 
9. Printing 0. 00535 1. 12360 
10. Chemicals 0. 00006 0. 00014 
11. Other Non-Durables 0. 00019 0. 00017 
12. Fabrication 0. 00046 0. 00222 
13. Machinery 0. 00005 0. 00011 
14. Electrical 0. 00899 0. 00009 
15. Misc. Mfg. 0. 00046 0. 00086 
16. Transportation 0. 02427 0. 02463 
17. Communication 0. 00303 0. 01630 
18. utilities 0. 00730 0. 00993 
19. Trade 0. 01882 0. 02980 
20. Fin., Ins., & R.E. 0. 01357 0. 05803 
21. Services 0. 01438 0. 04676 
Total 1.10215 1.32216 
(10) (11) (12) (13) (14) 
0. oooiT Ô .00004 0. 00014 0.00008 0. 00012 
0. 00022 0 .00008 0. 00027 0. 00016 0. 00019 
0. 00147 0 .00029 0. 00962 0. 00121 0. 00045 
0. 00479 0 .00110 0. 00597 0. 00177 0. 00197 
0. 00007 0 .00003 0. 00009 0. 00005 0. 00009 
0. 00009 0 .00003 0. 00012 0. 00006 0. 00010 
0. 00044 0 .00001 0. 00015 0. 00013 0. 00004 
0. 00002 0 .00001 0. 00003 0. 00096 0. 00083 
0. 00320 0 .00068 0. 00142 0. 00156 0. 00293 
1. 00085 0 .00002 0. 00006 0. 00003 0. 00005 
0. 00013 1 .00143 0. 00355 0. 00029 0. 01043 
0. 00072 0 .00008 1. 00385 0. 06654 0. 02145 
0. 00005 0 .00002 0. 00315 1. 01587 0. 00011 
0. 00006 0 .00001 0. 00007 0. 00003 1. 00547 
0. 00056 0 .00015 0. 00101 0. 03292 0. 00033 
0. 03214 0 .01360 0. 04013 0. 01967 0. 01924 
0. 00292 0 .00082 0. 00398 0. 00206 0. 00419 
0. 02202 0 .00236 0. 01962 0. 00376 0. 00454 
0. 01650 0 .00570 0. 02310 0. 01186 0. 01929 
0. 00753 0 .00258 0. 00970 0. 00608 0. 00779 
0. 01433 0 .00500 0. 01401 0. 00822 0. 02070 
1. 10821 1 .03402 1. 14004 1. 17332 1. 12030 
Table 2.4. (Continued) 
—— 
—— 
——— 
Sector (15) (16) 
1. Livestock •""oT ÔÔÔÔ9~ ~oZ ÔÔÔ69 
2. Crop 0. 00027 0. 00326 
3. Mining 0. 01191 0. 00094 
4. Construction 0-00287 0. 03556 
5. Meat Products 0. 00007 0. 00049 
6. Other Food 0. 00008 0. 00033 
7. Fabrics 0. 00003 0. 00029 
8. Wood Products 0. 00082 0. 00015 
9. Printing 0. 00149 0. 00527 
10. Chemicals 0. 00005 0. 00033 
11. Other Non-Durables 0. 00036 0. 00042 
12. Fabrication 0. 00822 0. 00333 
13. Machinery 0. 00011 0. 00028 
m. Electrical 0. 00004 0. 00022 
15. Misc. Mfg. 1. 00232 0. 00427 
16. Transportation 0. 02193 1. 09049 
17. Communication 0. 00241 0. 01294 
18. Utilities 0. 00827 0. 01107 
19. Trade 0. 01586 0. 03502 
20. Fin., Ins., 5 R.E. 0. 00585 0. 03793 
21. Services 0. 01553 0. 04344 
Total 1. 09858 1. 2 8671 
(17) (18) (19) (20) (21) 
0. ÔÔÔ33~ Q 7ÔÔÔ2Ô~ 0. 00157 0. 01012 0. 00171 
0. 00050 0 .00036 0. 00143 0. 01804 0. 00169 
0. 00069 0 .02950 0. 00073 0. 00123 0. 00098 
0. 02753 0 .03926 0. 00853 0. 06050 0. 01522 
0. 00017 0 .00009 0. 00231 0. 00016 0. 00224 
0. 00014 0 .00009 0. 00436 0. 00076 0. 00102 
0. 00005 0 .00017 0. 00126 0. 00008 0. 00038 
0. 00002 0 .00002 0. 00113 0. 00003 0. 00005 
0. 00604 0 .00252 0, 00781 0. 00851 0. 08836 
0. 00019 0 .00030 0. 00148 0. 00153 0. 00052 
0. 00030 0 .00125 0. 00290 0. 00065 0. 00069 
0. 00131 0 .00218 0. 00217 0. 00283 0. 00134 
0. 00020 0 .00032 0. 00085 0. 00063 0. 00100 
0. 00069 0 .00107 0. 00082 0. 00033 0. 00057 
0. 00286 0 .00449 0. 00318 0. 00488 0. 00667 
0. 00328 0 .02818 0. 01040 0. 00782 0. 00833 
1. 01692 0 .00512 0. 01409 0. 01244 0. 04176 
0. 01567 1 .23119 0. 02399 0. 01139 0. 02547 
0. 01523 0 .01318 1. 02283 0. 02396 0. 03739 
0. 02669 0 .01637 0. 05822 1. 09150 0. 06186 
0. 07032 0 .02712 0. 06406 0. 05330 1. 07119 
1. 18914 1 .40298 1. 23414 1. 31070 1. 36842 
39 
indicating the amount of product i needed to produce one unit 
of product j. 
Let: 
X- i #  j / 2 ^ ^  «  •  •  » n j  
and X^j = ^ijXj ; 
so that an increase of $1 in Xj (the gross output of industry 
j) will directly require an increase of a^^j dollars of inputs 
from industry i. This increase in output of industry i will 
in turn call for an increase in inputs from industry k and 
the latter increase might call for additional inputs for in­
dustry j. To write all of these first, second and higher 
order effects in a single calculation we can write 
X = &X + D, 
where X is a column vector of the nDj's, (gross output compo­
nents) , a is an n by n matrix of the coefficients a^^j and D 
is a column vector of the nDj's (final demand components). 
Then 
[I - a] -*X = D and, 
X = [I - A]-ID, 
where [I-A ]-* is the n by n inverse matrix of [I-A] with ele­
ments r^j, and I is an n by n identity matrix. Herein lies 
the value of input-output analysis for predictive purposes. 
If the assumptions of the model are realistic the column 
vector of any one industry (rj) tells the amount that the 
other industries comprising the column will be expanded if 
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the final demand for the products of industry j are expanded 
by one dollar. 
Table 2.4 provides a wealth of information which can be 
used to analyze the effect of a change in demand for any in­
dustrial good (produced within the Ottumwa regional area) on 
the other industrial sectors of the regional economy. For 
example, the coefficient .27221 in the second row and the 
first column indicates that if the final demand for livestock 
increases by $100, the output of the row crop agricultural 
sector will increase by $27.22. 
from the regional viewpoint, the column sums provide in­
teresting information for they indicate the total expansion 
(or contraction) in sales which will result in regional in­
dustry per dollar expansion (or contraction) of final demand 
for the output of the industry represented in the column. 
By summing vertically over any column in Table 2.4 we 
can determine the total expansion of output for all the re­
gional industries as a result of one dollars worth of output 
sold outside the processing sector by each industry. In 
terms of their degree of interdependence within the Ottumwa 
regional economy (and hence the lesser their dependence on 
imports) the most significant industries are 1) livestock, 2) 
meat packing, 3) row crop, agriculture, 4) utilities and 5) 
construction. & sale outside the processing sector means a 
sale to households, government, investors, and industries 
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outside the eight county block, or any other buyer included 
in the final demand sector. The column sums are particularly 
significant to persons interested in the future development 
of the region, for they indicate the relative significance of 
all secondary effects for an expansion (or contraction) of 
any one industry within the region. 
As the previous discussion indicates, interindustry 
flows include much more than the specific purchases (or 
sales) between industries. For this reason predetermined and 
exogenous sectors must be included in the input-output model. 
final Demands and the Payments Sector 
The final demand sectors are located on the right-hand 
side of Table 2.10 and include household purchases, govern­
ment purchases, capital formation and net exports. 9ith 
these additional sectors purchasing industrial output, the 
full distribution of gross output is achieved. 
The payments sectors are located on the bottom rows of 
the table and include payments to households, payments to 
government, capital consumption allowances and net imports 
within the region. These rows complete the inputs for indus­
tries and permit the full determination of input sources for 
the 21 industrial sectors. 
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The primary input sector 
The household sector (row 23 of Table 2.10) includes 
wages, salaries, property income and business income 
acrruable to each sector. 
Hage and salaries were obtained from secondary data 
sources (156), (158), (161) , (162) , (163) , (167) Property income, 
by source, is reported by the United States Department of 
Commerce (176). Business income represents gross profits of 
the industrial sectors and therefore includes payments which 
are ultimately distributed to individuals. Sources of infor­
mation for the sector were found in the O.S. Department of 
Commerce (176) O.S. business tax returns (180) and Barnard 
(9) . 
Since less information could be found on gross profits 
by industry than on the other primary inputs sector, this 
sector served to act as a residual in order to balance the 
table. 
Row 24 of Table 2.10 includes the payment of all taxes, 
fines and fees and so forth that are paid to government by 
the industrial sectors within the region. Taxes were as­
signed to the sector paying the tax and thus the shifting of 
taxes is not considered. 
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Federal government tax collections are reported by the 
Dnited States Treasury Department (74), (180) state and local 
tax revenues are reported by the Bureau of the Census (174), 
Barnard (9) and Hullendore (117). 
Capital consumption estimates (row 25 of Table 2.10) 
were developed for the 21 industrial sectors by first deter­
mining the capital-output ratios for these sectors then using 
the capital coefficients to estimate the regions capital 
stock by sector. Depreciation rates by sector were then de­
termined and applied to each sector's estimated capital 
stock. Table 2.5 shows, by source, the capital coefficients, 
capital stock and the depreciation rates for each sector. 
Depreciation rates were estimated as the ratio of deprecia­
tion to depreciable assets as reported from business tax 
returns (180). 
Household purchases 
Household purchases (H) refers to the purchase of fin­
ished goods and services from regional industries. Estimates 
for area household consumption were developed from studies by 
Barnard (9) . 
Barnard has projected household consumption in the State 
of Iowa by consumer current outlays, consumer capital outlays 
and the depreciation of consumer durables or capital goods 
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Table 2.5. Capital-output coefficients and depreciation rates, 
Ottumva regional area, 1960 
Sector Capital-Output Capital Depreciation 
Coefficient Stock Rate 
(Ratio) ('000) (%) 
1. Livestock .62951 46,692 4. 121 
2. Crop 1.61141 37,953 8.421 
3. Mining 1.16672 5,669 5.313 
4. Construction .1909* 9,568 9.29* 
5. Beat Products .14231 25,620 6.521 
6. Other Food .34971 3,669 6.521 
7. Fabrics .3266* 3,016 1.743 
8. Wood Products .2381* 1,330 3.753 
9. Printing .3940* 3,452 6.613 
10. Chemicals .5011* 1.209 4.903 
11. Other Non-Durables .5889* 2,861 4.83* 
12. Fabrication .7579* 20,705 4.84* 
13. Machinery .4548* 24,160 8.26* 
14. Electrical .3592* 6,064 7.86* 
15. Misc. Mfg. .5015* 6,456 6.87* 
16. Transportation 1.75091 52,175 3.943 
17. Communication 4.32932 43,328 3.543 
18. Utilities 2.29672 52,357 3.013 
19. Trade 6.52301 61,963 5.221 
20. Fin., Ins., & R* E. 1.04711 55,048 4.731 
21. Services .94511 54,854 9.691 
iBarnard (9 p.53) 
^Leontif (90 pp.386-407) 
3D.S. Treasury Department (180 pp.143-147) 
*Mullendore (117 p.81) 
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for 1960 and 1975. Consumption expenditures were derived for 
1960 by aggregating these consumer outlays and then dividing 
by the 1960 State population to obtain a per capita expendi­
ture by sector. Per capita consumption expenditures were 
multiplied by the regional area's population in 1960 to ob­
tain per capita regional consumption, by industrial sector, 
shown in Table 2.6. Area consumption is, therefore, a func­
tion cf the current population. 
Per capita consumption expenditures for 1975 were esti­
mated by aggregating Barnard's consumer outlays projected to 
1975 and using his estimate for the 1975 population to obtain 
a 1975 per capita consumption expenditure (in 1960 dollars). 
An annual rate of change in per capita consumption was 
calculated from the differences between 1960 and 1975 con­
sumption expenditures. There were 3 steps used to determine 
this annual rate of change; 
1) adjust Barnard's consumption rates from 14 sec­
tors to the 21 sectors contained in this study. 
These expenditures were distributed through es­
timates of national consumption patterns in the 
1963 input-output table (176 Vol. 49): 
2) calculate a per capita consumption rate by sec­
tor for 1975 using the projected population of 
the State of Iowa; and 
3) obtain the difference between the 1975 and 1960 
per capita consumption and then determine the 
annual rate of change. 
The annual rates of change for per capita consumption by 
sector is shown in Table 2-6. This table shows only the con-
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Table 2.6. Household coasumption, Ottumva regional 
area, 1960 
Sector Per-Capita Annual Rate 
Consumption of change 
$ % 
1. Livestock 3.921 .0020 
2. Crop 6.271 .0120 
3. Mining .991 .0200 
4. Construction 132.701 .0191 
5. Meat Products 92.151 .0023 
6. Other Food 184.351 .0022 
7. Fabrics 69.5312 .0183 
8. Wood Products 13.9812 .0183 
9. Printing 13.0312 .0183 
10. Chemicals 24.2212 .0183 
11. Other Non-Durables 80.1012 .0183 
12. Fabrication 2.6412 .0205 
13. Machinery 1.9012 .0205 
14. Electrical 16.4712 .0205 
15. Misc. Mfg. 59.5512 .0205 
16. Transportation 59.101 .0143 
17. Communication 21.9712 .0168 
18. Utilities 44.8212 .0168 
19. Trade 314.002 .0111 
20. Fin., Ins., & B.£. 275.002 .0341 
21. Services 217.002 .0249 
^Barnard (9) 
zsurvey of Current Business (176) 
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sumption of goods obtainable directly from sectors producing 
within the region. The transactions table (Table 2.10) for 
the area indicates that over 48 million dollars worth of ad­
ditional final consumption goods were imported into the re­
gion in 1960. 
Government expenditures 
Government expenditures (G) include the purchases made 
by local, state and federal governments from industries and 
other sectors within the regional economy. 
The purchases of this sector were estimated in a manner 
analogous to that outlined for consumption expenditures. 
Barnard has estimated government outlays for 1) education, 2) 
highway, 3) health and welfare and 4) other miscellaneous ex­
penditures for both 1960 and 1975. These estimates were used 
to determine government expenditure as a function of popula­
tion. Area per capita expenditures and annual rates of 
change in these expenditures, by sector, is shown in Table 
2.7. 
Investment 
Investment by industry provides an essential information 
input into the final demand sector of the interindustry 
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Table 2.7. Government expenditures, Ottumva regional 
area, 1960 
Sector Per Capita Annual Bate 
Expenditure of change 
($) ( % )  
1. Livestock .191 .024 
2. Crop .431 .020 
3. Mining .131 .0181 
4. Construction 85.921 .0181 
5. Meat Products .781 .0260 
6. Other Food 1.271 .0254 
7. Fabrics .6112 .0214 
8. Wood Products .6112 .0214 
9. Printing 1.1712 .0214 
10. Chemicals 3.5712 .0214 
11, Other Non-Durables 3.0012 .0214 
12. Fabrication .1712 .0323 
13. Machinery 1.4812 .0323 
14. Electrical 5.5412 .0323 
15. Misc. Mfg. 10.2112 .0323 
16. Transportation 8.261 .0226 
17. Communication 2.4312 .0234 
18. Utilities 3.8612 .0234 
19. Trade 9.801 .0212 
20. Fin., Ins., & R.E. 6.101 .0227 
21. Services 18.231 .0232 
* Barnard (9) 
^Survey of Current Business (176) 
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table. (Figure 2.3). Investment in this sector is linked to 
both the capital and output sectors of the model. Given 
annual investment data and a capital coefficients matrix, the 
input-output system can be turned from a static model into a 
dynamic system by incorporating the acceleration principle 
into the model (14) , (78) , (79) . 
The amount of investment demand for an industry in year 
(t) is equal to the gross investment for that sector in year 
(t) times the capital coefficients matrix shown in Table 2.8. 
In addition to determining the level of gross investment for 
each sector, it is necessary to determine the sources of cap­
ital inputs for that investment. This is accomplished 
through the use of a capital coefficients matrix. Capital 
coefficients show the purchases of industry (i) from all 
other industries for each $1 of investment by industry (i). 
This matrix shows the percentage distribution of an indus­
try's total capital expenditures among the other industries 
that produce capital goods- Gross investment for each sector 
is the sum of depreciation allowances and induced investment 
in year (t) . Depreciation in year (t) is calculated by 
multiplying the capital stock in (t-1) for each sector by the 
depreciation rates shown in Table 2.5. Induced investment is 
the annual net change in gross output times the capital-
output coefficient vector of Table 2.5. Gross investment for 
any individual sector is not permitted to fall below zero in 
Table 2.8. Capital-coefficients 
Sector (1) 
1. Livestock .00 
2. Crop .00 
3. Mining .0006 
4. Construction .6630 
5. Meat Products .00 
6. Other Food .00 
7. Fabrics .QO 
8. Wood Products .0005 
9. Printing .00 
10. Chemicals .QO 
11. other Non-Durables .0015 
12. Fabrication .0036 
13. Machinery .1881 
14. Electrical .0213 
15. Misc. Mfg. .0053 
16. Transportation .0158 
17. Communication .00 
18. Utilities .00 
19. Trade .0500 
20. Fin., Ins., 6 B.E. .00 
21. Services .00 
matrix, Ottumwa regional area, 1960 
(2) (3) 
00 .00 
00 .00 
0008 .0028 
1550 .1200 
00 .00 
00 .00 
00 .0001 
0005 .0003 
00 .00 
00 .00 
0031 .0015 
0089 .0106 
4406 .5540 
0527 .1584 
0130 .0175 
0422 .0315 
00 .00 
00 .00 
1266 .0203 
00 .00 
00 .00 
(4) (5) 
00 .00 
00 .00 
0128 .0050 
1100 .2600 
00 .00 
00 .00 
0001 .0010 
0003 .0010 
00 .00 
00 .00 
0064 .0127 
0106 .0281 
5161 .4433 
1584 .1109 
0175 .0153 
0315 .0353 
00 .00 
00 .00 
0630 .0705 
00 .00 
00 .00 
(6) (7) 
00 .00 
00 .00 
0009 .0005 
2940 • 1000 
00 .00 
00 .00 
0010 .0016 
0010 .0021 
00 .00 
00 .00 
0127 .0498 
0281 .0210 
3920 .4838 
1307 .0736 
00 .0557 
0352 .0140 
00 .00 
00 .00 
0705 .0975 
00 .00 
00 .00 
Table 2.8. (Continued) 
Sector (8) (9) 
1. Livestock 
2. Crop 
.00 .00 
3. Mining .0005 .0005 
4. Construction .2595 .2595 
5. Meat Products .00 .00 
6. Other Food .00 .00 
7. Fabrics .0003 .0010 
8. Wood Products .0025 .0010 
9. Printing .00 .00 
10. Chemicals .00 .00 
11. Other Non-Durables .0222 .0220 
12. Fabrication .0114 .0080 
13. Machinery .0413 .4480 
14. Electrical .0086 .0240 
15. Misc. Mfg. .1189 .0810 
16. Transportation .Q124 .0120 
17. Communication .00 .00 
18. Utilities .00 .00 
19. Trade .0883 .0700 
20. Fin., Ins., & R.E. .00 .00 
21. Services .00 .00 
(10) (11) (12) (13) (1%) 
00 .00 
00 .00 
0050 .0014 
1950 .3600 
00 .00 
00 .00 
0004 .0005 
0018 .0016 
00 .00 
00 .00 
0128 .0181 
0453 .0287 
4334 .3737 
0124 .0144 
1057 .0510 
0131 .0805 
00 .00 
00 .00 
1107 .0103 
00 .00 
00 .00 
00 .00 
00 .00 
0100 .0050 
2200 .3050 
00 .00 
00 .00 
0018 .0011 
0030 .0009 
00 .00 
00 .00 
0720 .0289 
0010 .0068 
3604 .3590 
0615 . 1176 
0499 .0370 
1275 .0658 
00 .00 
00 .00 
0155 .0141 
00 .00 
00 
00 
00 
0100 
1900 
00 
00 
0004 
0010 
00 
00 
0194 
0248 
4544 
0510 
0548 
0134 
00 
00 
1125 
00 
00 
Table 2.6. (Continued) 
Sector (15) (16) 
1. Livestock "Too Too 
2. Crop .00 .00 
3. Mining .0500 .0090 
4. Construction .2100 .1400 
5. Meat Products .00 .00 
6. other Food .00 .00 
7. Fabrics .0014 .0020 
8. Hood Products .0015 .0150 
9. Printing .00 .00 
10. Chemicals .00 .00 
11. Other Non-Durables .0309 .00 
12. Fabrication .0093 .0100 
13. Machinery .3427 .2770 
lu. Electrical .0903 .0280 
15. Misc. Mfg. .0778 . 3460 
16. Transportation . 1051 .0440 
17. Communication .00 .00 
18. Utilities .00 .00 
19. Trade .0143 .0100 
20. Fin., Ins., 6 R.E. .00 .00 
21. Services .00 .00 
(17) (18) (19) (20) (21) 
00 .00 .00 .00 ~.00~" 
00 .00 .00 .00 .00 
0200 .0860 .0300 .0012 .0056 
3800 .4350 .2000 .3700 .4512 
00 .00 .00 .00 .00 
00 .00 .00 .00 .00 
0005 .0005 .0040 .0019 .0016 
0070 .0070 .0670 .0342 .0008 
0007 .0007 .0098 .0014 .00 
0024 .0024 .0005 .0006 .00 
0050 .0070 . 1280 . 1277 .0433 
0275 .0275 .0050 .0032 .0056 
1852 .2285 .3315 .1227 .1682 
2015 .0585 .0280 .0809 .0822 
0098 .0098 .0480 .0064 .0644 
0192 .0098 .0160 .0347 .0514 
0826 .00 .00 .00 .00 
00 .00 .00 .00 .00 
0037 .0037 .0443 .0694 .0153 
00 .00 .00 .00 .00 
00 .00 .00 .00 .00 
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the model. This allows plant capacity to decrease (if gross 
investment in that sector were zero in year t) but only after 
depreciation for that year was taken into account. The equa­
tions for this sector are given in the last section of this 
chapter. 
Net exports and imports 
Net exports and net imports were estimated through the 
use of location and export quotients. This method was se­
lected because it makes use of employment data obtainable on 
the study area. A location quotient serves as an indicator 
of the extent to which a region's industries are in balance. 
It shows the ratio of the per cent of the labor force em­
ployed in a given industry in a given area to the per cent of 
the labor force employed in the same industry for a larger 
area. A location quotient equal to one indicated a level of 
self-sufficiency in the regional industry with its net trade 
balance equal to zero. A location quotient of less than one 
for a particular industry means that the industry is a net 
importer of the good or service produced, likewise, a loca­
tion quotient greater than one would indicate the industry 
is a net exporter of the good or service produced. 
Location quotients for the 21 industrial sectors were 
calculated using area employment relative to either Iowa or 
Table 2.9. Net exports and imports, Ottumwa regional area, 1960 
Sector Total Total Area Location Export Value of 
Employ- Employ- Select- Quotient Import Net Net 
ment ment ed Quotient Exports Imports 
{% of) (X of) ('000) (*000) 
Regional Larger 
Area Area 
1. Livestock 
2. Crop 
3. Mining 
4. Construction 
5. Meat Products 
6. Other Food 
7. Fabrics 
8. Wood Products 
9. Printing 
10. Chemicals 
11. Other Non-Durables 
12. Fabrication 
13. Machinery 
14. Electrical 
15. Misc. Mfg. 
16. Transportation 
17. Communication 
18. utilities 
19. Trade 
20. Fin., Ins., 6 R.E. 
21. Services 
20. 41 5.43 U.S. 3.7587 + . 7340 
3. 32 1.42 O.S. 2.3380 +. 5723 
. 92 .57 Iowa 1.6140 +. 3804 
5. 31 6.15 O.S. .8634 1366 
7. 07 .53 U.S. 13.3396 +. 9250 
. 72 2.40 U.S. .3000 7000 
1. 24 3.40 U.S. .3 647 6353 
. 66 .73 Iowa .9041 0959 
1. 26 1.83 U.S. .6885 3115 
. 13 .51 Iowa .2549 7541 
• 41 .90 Iowa .4556 5444 
2. 03 2.05 Iowa .9902 0098 
4. 04 2.52 U.S. 1.6032 +. 3762 
1. 39 2.01 Iowa .6915 3085 
. 80 1.56 Iowa .5128 4972 
4. 16 3.97 Iowa 1.0479 + . 0457 
1. 17 1.25 Iowa .9 360 0640 
1. 71 1.26 Iowa 1.3571 + . 2631 
18. 75 19.98 Iowa .9384 0616 
2. 52 3.68 Iowa .6848 
-. 3152 
19. 07 20.71 Iowa .9208 
— « 0792 
54,443 
13,479 
1,849 
166,536 
19,984 
1,362 
5,998 
6,847 
7,344 
5,867 
536 
2,729 
1,798 
2,645 
268 
5,208 
6,401 
641 
5,852 
16,571 
4,597 
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national employment patterns- The location quotients are 
given in Table 2.9, 
Once location quotients have been estimated it is possi­
ble to calculate export or import quotients for each indus­
try. The quotients are equal to: 
1) export quotient: *9^ ^  
2) import quotient= ^ ^ 
A negative quotient indicates net imports in that par­
ticular industry. The export/import quotients are shown in 
Table 2.9. The export/import quotient times the area output 
data (Table 2.1) yields the value of net exports or imports 
by sector for the study region. 
There are limitations associated with this method to 
identify the exports and imports of a region. Isard (78) 
discusses U such limitations: 
First, tastes and expenditure patterns ( pro­
pensities to consume) of households of the same 
type and income differ among regions....Second, 
income levels of households differ among regions... 
.Third, production practices (including la­
bor productivity) differ among regions....Finally, 
and perhaps most important, industrial "mixes" vary 
considerably am<»g regions. 
Though location quotients are useful summary measures, 
their limitations must be kept in mind. In particular, their 
values depend partly on the arbitrary decisions made regard­
ing demarcation of both activities and area. Thus the con­
siderable advantage of using readily available data and in 
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adjusting these location quotients when new data becomes 
available must be weighed against the limitations which it 
imposes on the system. 
Reconciliation of import and export balances on the re­
gional transactions table was necessary in 3 principal sec­
tors. While the livestock sector was calculated as a net 
exporter for the area the large input of livestock into the 
meat packing industry is shown as purchasing all livestock 
output from the region and a considerable amount of addition­
al livestock imported into the area. Similarly, the crop 
sector is shown as selling its output to the livestock sector 
leaving it in a net import position. 
When endogenous as well as exogenous sectors are consid­
ered, the interindustry transactions table (Table 2.10) shows 
the region as a net importer by some $13,540,000. 
Summary Profile of the Regional Economy 
Table 2.10 presents the input-output table prepared for 
the 8 county Ottumwa regional area for the year 1960. 
It should be noted that there is considerable variation 
in the degree of specialization of intermediate sales within 
the area. Some industries, such as meat packing, fabrics, 
wood products, fabrication, machinery, electrical have rather 
limited intermediate marketing outlets. On the other hand 
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industries such as livestock, crop, printing, chemicals, and 
transportation sell most of their output to other industries. 
Presumably, these variations would affect the vulnerability 
of various industries to adverse swings in economic activity. 
Similarly, it is readily apparent how heavily dependant in­
dustries such as meat packing, fabrication, machinery and 
electrical sectors are on on the growth of export markets. 
The transactions, technological and inverse tables are 
designed to describe the structural relationships and the 
degree of interdependence which exists between different in­
dustries and between the productive and final demand sectors. 
In the following sector, these relationships are developed 
for the simulation model presented in Chapter 3. 
Interindustry Sector Equation 
Annual estimates of gross output were estimated in the 
interindustry sector by multiplying the matrix of direct and 
indirect reguiresents (Table 2.4) by a vector of time dated 
final demands. This is accomplished by the following equa­
tion: 
(1) X^[I-A]-i * Zj 
where: 
= gross output of the j^ sector, in year (t); 
I = identity matrix; 
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A = technological matrix; 
= matrix of direct and indirect requirements; 
Z j = total final demand for the output of the j ^  
sector, in year (t) ; 
Equation 1 provides the upper limits on gross output de­
manded, given the existing technical structure and final de­
mands. assuming a fixed technical structure, the estimation 
of a final demands will determine the resource requirements 
for the region. 
Final Demand and Capital Sector Equations 
Figure 2.2 shows that the inverse matrix provides the 
linkage between the output and the final demands sector of 
the model. Equations of the interindustry sector are given 
below. Unless specifically noted, the definition and range 
of subscripts and superscripts are as follows: 
t = 0,1,...,20; where (t) refers to time in years 
and (t=0) in 1960 
th 
i = 1,2,...,21; where (i) refers to the i selling 
industry 
th 
i = 1,2,...,21; where (j) refers to the j purchasing 
industry 
0 = refers to a base year value which remains constant. 
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Total final demand 
t t t t t 
( 2 ) Z  =  H  +  G  +  I  +  E  
1 j 1 ] j 
Household expenditures 
t t 9 t 0 
(3) H = P * (1 + à ) h 
i j j 
Government expenditures 
t t 10 t 0 
(4) G = P * (1 + A ) g 
j j j 
Exports 
t 5 t 
(5) E = a * X 
1 1 1  
Investment demand (Capital sector) 
t t 4 
(6) I - KG * A 
1 j 1 
t t-1 t 
(7) KG = Depr • Kl 
j 1 1 
t 
(8) KG > G 
1 
t-1 t-1 3 
(9) Depr = K * à 
] ] ] 
t t t-1 2 
(10) Kl = (X - X ) » A 
j 
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t t t-1 
(11) KN = KG = Depr 
j j j 
t t-1 t 
(12) KS = KS + KM 
i 1 j 
where: 
t th 
Z = total final demand for the output of the j 
i sector in year (t); 
t ^ 
H = household purchases from the j sector, in year 
i (t) ; 
= government purchases from the sector, in 
j year (t) ; 
t 
I = investment demand determined in the capital 
j sector for the j th sector, in the year (t); 
t ^ 
E = net exports from the j sector, in year (t) ; 
j 
t 
P = total population (determined in the demographic 
sector) , in year (t) ; 
9 
A = annual rate of change in per capita 
j household purchases from the sector; 
h = per capita household purchases from the j ^  
j sector, in 1960; 
10  
A = annual rate of change in per capita govern-
j ment purchases 
0 th 
g = per capita government purchases from the j 
j sector, in 1960; 
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5 
A = ratio of exports in industry j to gross out-
j put of industry i, in year (t); 
X = gross output of the sector, in year (t) ; 
j 
KG = gross investment in the sector in year (t) ; 
j 
U 
A = matrix of capital coefficients; 
i 
Depr = dollar depreciation in the sector in the 
j previous year 
KI = induced investment in the sector, in 
j year (t) ; 
t-1 , 
K = capital stock of the sector, in the pre-
j vious year; 
A = annual depreciation rate for the sector; 
1 
t t-1 
X - X = net change in gross output of the 
j j sector, between consecutive years; 
2 .. 
A = capital-output coefficients for the 
j sector; 
t 
KN = net investment in the j sector, in year 
1 (t); 
t 
KS = capital stock in the sector, in year (t) ; 
1 
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KS^"^ = capital stock in the sector, in the previous 
year; 
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Table 2.10. Ottnmwa regional transactions table, 19601 
Sector (1) (2) (3) W (5) 16) (7) (8) (9) (10) 
1. Livestock 7,491 73 63,318 255 
2. Crop 16,936 1,220 412 
3. Mining 22 66 451 431 40 1 1 1 
4. Construction 556 280 26 15 216 37 5 12 14 1 
5. Beat Products 480 67 
6. Other Food 4,494 2 5 67 
7. Fabrics 7 2 20 10 
8. iood Products 
9. Printing 7 2 2 15 165 20 11 20 935 ( 
10. Chemicals 150 1,908 2 : 
11. Other Non-Durables 82 87 107 366 
12. Fabrication 59 24 33 2,165 14 1 
13. Machinery 50 374 17 211 
14. Electrical 226 50 
15. Misc. Hfg. 22 40 148 3,684 
16. Transporta tion 1,684 942 84 1,549 2,773 420 31 120 167 6S 
17. Communication 141 64 5 150 108 20 21 10 103 <1 
18. Utilities 267 155 132 175 378 51 18 28 46 41 
19. Trade 2,418 645 117 4,205 1,710 149 190 92 199 34 
20. Fin.f Ins.g & B. E. 867 1,785 127 379 290 48 69 55 379 1C 
21. Services 1,010 711 75 1,978 845 183 65 58 295 25 
22. Intermediate Input 36,263 8,380 1, 324 15,574 70,323 1,746 411 446 2,153 199 
23. Household Payments 23,828 10,101 2, 680 24,588 21,207 943 2, 161 1 ,300 2,914 293 
24. Taxes 1,750 1,192 216 2,225 2,196 220 109 348 228 64 
25. Depreciation 1,924 3,196 301 887 1,670 239 52 50 228 59 
26. Primary Input 27,502 14,489 3, 197 27,700 25,073 1,402 2, 322 1 ,698 3,370 416 
27. Imports 10,408 684 338 6,847 84,643 7,344 6, 502 3 ,443 3,238 1,798 
28. Total Production 74,173 23,553 », 859 50,121 180,039 10,492 9, 235 5 ,587 8,761 2,413 
'Columns indicate the cost of inputs and rows show the disposition of output. All values are ezpi 
Tota] 
(9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) (21) Intel 
aedxi 
ns< 
3 431 12 71, 
1 65 710 17 19, 
1 1 2 1 224 5 2 135 6 488 11 6 1, 
2 14 6 2 90 16 7 17 882 244 684 313 2,828 516 6, 
9 199 116 
3 389 41 5,1 
1 2 3 6 2 114 17 
48 14 10 3 104 
0 935 4 1 3 36 17 1 36 1 2 190 173 4,260 5,' 
2 1 5 123 IS 2,; 
7 87 172 5 256 26 1, 
14 1 87 3,448 356 102 45 2 152 20 6,: 
82 818 66 46 i,< 
0 91 5 16 66 24 n 
1,705 21 36 4 9 199 29 3 6, 1  
0 167 69 60 973 770 273 24 6 2,408 11 438 712 158 221 14, 1  
0 103 4 2 71 58 47 17 280 135 62 997 463 2,113 4,6 
;8 46 41 8 399 69 41 71 191 107 4,243 1,634 347 1,004 9,4 
2 199 34 24 546 457 284 175 793 96 128 1,700 736 1,70 6 16,4 
i5 379 10 7 147 183 73 35 822 195 206 4,582 4,089 2,700 17,0 
iS 295 25 18 251 254 282 156 951 617 385 5,165 2,133 3,226 18,6 
6 2,153 199 130 2,962 7,870 1,659 987 6,539 1,416 6,675 16,961 12,079 16,379 
0 2,914 293 988 4,279 12,477 3,321 1,764 14,765 6,005 13,607 39,007 18,663 28,917 233,8 
18 228 64 61 566 1,923 1,004 630 2,795 412 939 1,748 2,655 2,832 24,1 
10 228 59 138 1,002 1,996 477 444 2,056 1,534 1,576 3,234 2,604 5,315 28,9 
18 3,370 416 1,187 5,847 16,396 4,802 2,838 19,616 7,951 16,122 43,989 23,922 37,064 286,9 
13 3,238 1,798 3,542 18,510 28,856 10,420 9,049 3,644 641 34,042 16,571 4,597 255,1 
17 8,761 2,413 4,859 27,319 53,122 16,881 12,874 29,799 10,008 22,797 94,992 52,572 58,040 752,4! 
values are expressed in thousands of dollars at produce prices-
17) (18) (19) (20) (21) 
Total 
Inter­
mediate 
Ose 
Consaap- Govern- Cap­
tion ment ital 
Export 
Total 
Final 
Demand 
Total 
Gross 
Output 
431 12 71,583 574 28 1,988 2,590 74,173 
710 17 19,361 919 63 3,210 4,192 23,553 
488 11 6 1,893 145 19 615 2,187 2,966 4,859 
244 684 313 2,828 516 6,766 19,440 12,587 11,328 43,355 50,121 
199 116 871 13,499 114 1,445 164,110 79,168 180,039 
389 41 5,001 5,211 36 244 5,491 10,492 
2 114 17 184 8,268 73 75 635 9,051 9,235 
104 179 2,048 89 364 2,907 5,408 5,587 
1 2 190 173 4,260 5,901 1,909 171 271 509 2,860 8,761 
1 5 123 15 2,206 180 27 207 2,413 
5 256 26 1, 195 2,653 99 15 897 3,664 4,859 
2 152 20 6,508 387 25 2,157 18,242 20,811 27,319 
65 46 1,664 278 217 2,123 48,840 51,458 53,122 
5 16 66 24 478 2,413 812 1,299 11,879 16,403 16,881 
« 9 199 29 3 6,161 3,246 557 262 2,648 6,713 12,874 
11 438 712 158 221 14,109 8,658 1,210 816 5,006 15,690 29,799 
135 62 997 463 2,113 4,871 3,218 356 1,563 5,137 10,008 
107 4,243 1,634 347 1,004 9.405 6,566 565 263 5,998 13,392 22,797 
96 128 1,700 736 1,706 16,404 45,999 1,436 2,963 28,190 78,588 94,992 
195 206 4,582 4,089 2,700 17,048 33,545 744 1,235 35,524 52,572 
617 385 5,165 2,133 3,226 18,688 31,789 2,671 4,892 39,352 58,040 
«16 6,675 16,961 12,079 16,379 190,945 21,899 37,128 292,048 752,496 
005 13,607 39,007 18,663 28,917 233,808 10,180 25,027 269,015 
412 939 1,748 2,655 2,832 24,113 10,323 353 34,789 
534 1,576 3,234 2,604 5,315 28,982 39,890 12,774 81,646 
951 16,122 43,989 23,922 37,064 286,903 60,393 38,154 385,450 
6*1 34,042 16,571 4,597 255,117 48,380 2,091 8,098 305,588 
008 22,797 94,992 52,572 58,040 752,496 299,718 62,144 37,128 292,048 
65 
CHAPTEB 3. THE SIMOLfiTION HODEL 
Introduction 
Horowitz (69) has defined a model as..."a representation 
of# or an abstraction from, reality." A model does not at­
tempt to represent reality to the smallest detail, for then 
we would have reality itself and not a model. Bather, the 
quest for information about a real world system encourages 
one first to attempt a simplified verbal description of it. 
This, in turn, may lead to the construction of a physical 
analogue, such as a series of mathematical statements, to 
provide an idealized representation of the actual situation. 
Perhaps the chief difficulty of a social scientist, as com­
pared with the physical scientist, is his concern for the 
normative as well as the positive aspects of any given set of 
circumstances. In any event it is important that the social 
scientist use the tools and techniques that are most effec­
tive for his purposes whether or not they be construed as 
scientific. 
Model building, which constitutes much of the context of 
this paper, is subject to important limitations. The princi­
pal limitation imposed on the builder is that: whatever 
technique be adopted, it will be appropriate only for those 
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variables that can be expressed quantitatively. Within a 
study of this magnitude there are many influencing variables 
that are, as yet, unguantifiable. Although the assumptions 
that have been made will obviously bear some relationship to 
the situation to which the model applies, it is important to 
note that these assumptions need not be exact replicas of 
reality. Moreover, even if the equations representing the 
actual situation are somewhat in error, the model may still 
predict well enough to be of value. The purpose at hand is 
to construct a model so that unimportant variables are mini­
mized, but the important factors — those that will have an 
important effect on the phenomena the model is to prfedict -
are included. 
General Characteristics of the Model 
The model developed for the Ottumwa regional area is 
classified as a dynaaic simulation model of the deterministic 
type (45). The variables used in this study are systematic 
and not stochastic. The equations include both endogenous 
variables (explained by the model) and exogenous variables 
(those determined by forces external to the model). 
For this study, consideration has been given to develop 
a dynamic model to properly account for feedback and time-
related interrelationships in the economy. The economic 
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model, while an abstraction from reality, provides a means 
for examining the regional economy and tracing the conse-
guences of alternative assumptions. By incorporating techno­
logical and behavioral relationships within the model the 
system is then used to generate information on future econom­
ic prospects within the study region. Proposed changes can 
be tried in the model and alternative programs weighed. 
Hopefully, the best of these can be used as a guide for 
decision-makers to better resource management policies. 
The major components of the model include the following: 
1. interindustry sector (chapter 1) 
2. Capital sector (chapter 1) 
3. Demographic sector (chapter 2) 
4. Employment sector (chapter 2) 
5. Water quality sector (chapter 2) 
A schematic representation of these five sectors, out­
lining their connectivity, is shown in figure 3.1. Figure 
3.1 illustrates a dynamic model that is capable of generating 
economic projections under a variety of alternative assump­
tions. A pseudo-income sector is added to the water quality 
sector as community income - income accruable to individuals 
in the form of wages salaries, rents, dividends and profits. 
Tying together all of these sectors of the economy to the in­
terindustry table allows the ramifications of any given or 
desired change to be traced throughout the economy and the 
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Time ordering ^ ^ Time ordering 
of dependence ^ " of dependence 
with provision 
for constraints 
Water 
(t+1) \(t) (t) 
f/ (t+1) 
Interindustry 
\ (t+1) 
Capital Enployment 
Figure 3.1 f6jor components of the simulation model 
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full effects of these changes to be measured. 
The Demographic Sector 
The purpose of the demographic sector is to account for 
changes in the characteristics of the population which influ­
ence the regional economy. These relationships are shown in 
Figure 3.2. These changes were treated in this study by al­
lowing for population increases and decreases by age-sex 
groups as they move through time. 
To account for increases or decreases in population, it 
is necessary to consider the initial age-sex composition of 
the population and how changes in birth, death and migration 
rates will affect these age-sex groups over time. Population 
increases are caused by births and positive net migration; 
population decreases will occur through deaths and negative 
net migration. Since large variations in death, birth and 
migration rates occurs between different age and sex groups 
it is desirable to divide the population into relatively ho­
mogeneous age-sex groups. In this study, detail was main­
tained on 12 cohorts for both sexes. The age distribution of 
cohorts used were: 0-4, 5-9, 10-14, 15-19, 20-24, 25-29, 
30-34, 35-39, 40-44, 45-54, 55-64, 65+. Additionally, as the 
population ages, over time, the number of individuals found 
in the (a+1) age group in the (t+1) year is directly related 
Ebrward 
Linkage Backward lânkage Denographic Sector 
Births Labor 
Population 
Inter­
industry 
Enployment Migration 
Age Sex 
a^ ess 
orce 
Deaths Vfeter 
Figure 3.2 Demographic sector 
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to the number of individuals found in the (a)th age group in 
the year (t). 
Birth rates 
The birth rate «as assumed to be exogenous to the model. 
This facilitated an assessment of the influence of expected 
trends in the birth rate over time. Births in the region, by 
sex, were obtained for the first 10 years of the study from 
the Iowa Department cf Health (73). From this data two ob­
servations were obtained: 
1. the ratio of male to female live births within 
the area, 
2. the region's crude birth rate per year and 
observable trends in this rate. 
As the model was implemented, birth rates were not used un­
til the eleventh year of the simulation. Actual numbers of 
live births by sex were read into the model for the first 10 
years. The 10 year average ratio of male to female live 
births was assumed throughout the remainder of the simulated 
time period. The crude birth rate became operative only in 
the eleventh year of the simulation. As mentioned previous­
ly, the birth rate was treated exogenously. The initial sim­
ulation run uses a 1968 to 1970 average birth rate for the 
Ottumwa region. However, any preselected birth rate reflect­
ing trends could be accompanied by the model as well. 
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Death rates 
The death rates in Iowa have remained relatively con­
stant over the past two decades. The total number of deaths, 
by sex, are known for the first 10 years of the study period 
(73). From this 10 year data, calculations were made to de­
termine: 
1. the ratio of male to female deaths 
2. the region's crude death rate. 
State of Iowa estimates (73) were used to allocate the 
percentage of those dying (by sex) to each relevant age 
group. These percentages by age-sex group were given until 
1970. Since this ratio has remained relatively constant over 
time the 1970 percentages were used throughout the remaining 
portion of the simulation period. 
Migration 
Migration rates seem to be volatile and pose a more dif­
ficult variable to predict in demographic modeling. 
(96),(117),(78),(55),(58),(88). Because of relevant data 
insufficiencies, only net migration rates were considered in 
this study. 
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The population vas first stratified (by age and sex) 
into three groups. These groups were designed to reflect 
their respective impetus for migration. In making this 
stratification it was assumed that young people in the depen­
dent cohorts (1-3) migrated with their principal parent. La­
bor active persons in the cohorts (4-11) were assumed to move 
for economic reasons. Persons in cohort group (12), (age 65 
and over), were assumed to migrate independently of other age 
groups at a rate observed between 1950 and 1960 for the 
Ottumwa region. 
Dependent age groups (1-3) 
Determination of dependent net migration was treated as 
a function of the net migration of women by relevant age 
group. Since the calculation of net migration of dependents 
was based on the number of "net" female migrants, it was 
assumed that female in-migrants had the same number of chil­
dren as female out-migrants. Actually, an in-migrant would 
have more or less children than an out-migrant, since birth 
and death rates are likely to differ from those in the study 
area. Migrating children were distributed egually over the 
ages contained in their pertinent cohort. For example, if 
there were a net in-migration of 10 males in the male 5-9 
year age group, the population for this age group is in­
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creased by 10. This has the same effect as distributing the 
10 in-migrants equally among the five ages within this group. 
The equations (22 to 24) for this sector were estimated from 
cross-sectional data (169),(171) for 1960 on a 20 county 
group of southeastern Iowa counties and are shown in Table 
3.1. 
Labor active groups (4-11) 
The procedures developed for estimating net migration in 
this cohort group represents a synthesis of earlier studies. 
Hamilton et al. (58), Hullendore (117), Fullerton (55), 
Hattila and Concannon (104), among others, have attempted to 
relate the flow of persons to economic and occupational vari­
ables. 
In the studies of Hamilton et al. (58) and Hullendore 
(117) net migration rates, migration, and net migration were 
estimated as functions of such variables as population size, 
an unemployment rate, employment in a base year and various 
combinations of these. Their results were generally unsatis­
factory except when they included a large aggregate variable 
such as population or total employment. When migration vari­
ables were considered as functions of the unemployment rate 
their equations were of low statistical significance in ex­
plaining the variation among areas with respect to the mi-
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Table 3.1. Equations 22 to 24: net migration of children 
as a function of the net migration of women by 
relevant age group 
Age group Inter- Coefficients {and t-ratios) 
cept for age groups 
15-44 20-44 25-54 S,E. B2 
Male 
0-4 
5-9 
10-14 
female 
0-4 
5-9 
10-14 
2.8081 
3.8517 
1.7588 
3.1805 
3.7943 
-.0755 
,0541561 
(3.04) 
0604371 
(3.39) 
152108* 
(5.21) 
1566941 
(5.17) 
1636451 
(7.21) 
1396911 
(6.43) 
3.76 
5.47 
4.25 
3.77 
5.68 
4.07 
.315 
.592 
.739 
,369 
588 
692 
1Significant at the 1 percent level. 
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grating variables. Their equations were, however, useful in 
establishing a linkage between other sectors of the model. 
Hattila and Con cannon (104) were concerned with estimat­
ing net migration rates for the total population between 
census years 1950 and 1960. Their independent variables in­
cluded: the competitive employment effect between 1950 and 
1960 as a percent of total employment in 1950; the industry 
mix effect between 1950 and 1960 as a per cent of 1950 em­
ployment; the percent of individuals between 20 to 34 years 
of age in 1950 to the total population; the net natural 
change in population between 1950 and i960; the female per­
cent of the labor force in 1950, the ratio of total employ­
ment in 1950 to total employment in 1940 and the change in 
the unemployment rate between 1950 and 1960. Their model 
appears satisfactory for explaining net migration rates ex­
cept for some overriding considerations. First, estimation 
of the independent variables used in their study was not 
available on the age groups stratified in this study. Given 
this 8 group stratification, independent variables such as 
age of the population and sex composition of the labor force 
no longer exist. Secondly, the net migration rates in this 
study were developed as a sub-sector of a much larger multi-
component model. As such it was desired to use output infor­
mation generated in these other sectors of the model as exo­
genous inputs into the demographic sector. 
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Fullerton (55) hypothesized that net migration rates in 
Iowa by cohort groups were a function of the net employment 
effect, the proportion of employment found in primary activi­
ties, the proportion of employment found in services activi­
ties, the proximity to a major educational institution and 
the proximity to a city with a population of over 10,000 
people. His results are reasonable with R2 values ranging 
from ,10 to .73. However, one strong consideration negated 
the possibility of its use in the present study. Fullerton*s 
study was concerned with individual counties while the pres­
ent study is concerned with an 8 county system. As such this 
precludes incorporating independent variables such as 
proximity to a city of more than 10,000 and proximity to an 
educational institution since the region consists of more 
than one city of 10,000 and contains more than one education­
al institution. In effect, these county based variables no 
longer have relevance in an aggregate county grouping. 
In the current study it was hypothesized that net migra­
tion rates for cohorts (4-11) were functionally related to 
the net employment effect, the excess labor supply or a com­
bination of both of these. The net employment effect is the 
annual change in required employment within the region. 
These year to year changes in both net employment and excess 
labor supply within the regional area are generated by the 
simulation model. 
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A cross-sectional regression analysis of 20 southeast 
Iowa counties was employed to test this hypothesis on 1960 
data (169) , (171) . This hypothesis is summarized by equation 
(25) of Table 3.2 and 3,3. Equation estimates are applied to 
an area where all 8-coanties have continued to lose popula­
tion over the past two decades. The RZ for the model, 
arrayed by sex and by cohort? ranged from a low of 24 percent 
to a high of 72 percent for males and from a low of ftU per­
cent to a high of 88 percent for females. Host of the inde­
pendent variables were significant at the 1 or 5 percent 
level. Some notable consistencies were revealed within this 
set of equations. First, Yg^ coefficients, relating the net 
migration rate to the excess labor supply were all negative. 
This indicates that an excess labor supply will result in an 
out-migration of labor. Secondly, the coefficients 
relating the net migration rate to the net employment effect, 
were all positive. This relationship indicates that a posi­
tive net employment effect (measured annually within the 
model) has a positive effect on net migration rates. 
The weakest relationship is in the male 30-34 year old 
group. It should be noted that this group has virtually 
everyone (99.66%) in that age group employed.» Therefore, 
iSee Table 3.4 on page 89. 
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Table 3.2. Equation 25: net migration of males, by age, 
as a function of the excess labor supply and 
net employment Ottunva regional area 
Age Group Inter- Coef. (t-ratios) for 
cept Excess Net 
(a) Labor Employ- S.E. RZ 
Supply ment 
Y H 
sa sa 
Male 
15-19 4.2997 -0.65222* .1081691 
(3.91) (3.64) 7.9 .625 
20-24 -1.8434 -.1020441 .1505461 
(5.07) (4.21) 9.5 .721 
25-29 -15.894 -.03506142 .0647262 
(2.21) (2.29) 7.5 .343 
30-34 -1.2534 -.0363263 
(1.34) 7.3 .246 
35-39 -2.2232 -.0237982 .0378952 
(2.53) (2.27) 4.4 .379 1 O -1.0304 -.0199971 .0406621 
(3.28) (3.75) 2.8 .589 
45-54 -.85906 -.0217371 .0531901 
(3. 38) (4.65) 3. 1 .659 
55-64 .33346 -.0192861 
(2.89) 3.2 .279 
^Significant at the 1 percent level, 
^significant at the 5 percent level. 
3Significant at the 2 5 percent level. 
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Table 3.3. Equation 25: Net migration cf women, by age, 
as a function of the excess labor supply and 
net Employment Ottumva regional area 
Age Group Inter- Coef. (t-ratios) for 
cept Excess Net 
(a) Labor Employ- S.E. Bz 
Supply ment 
Y W 
sa sa 
Female 
15-19 -2.1603 -.0301071 .0930852 
(2.16) (3.75) 6.6 .509 
20-24 -7.2336 -.0602012 . 1402172 
(3.96) (5.19) 7.2 .716 
25-29 -7.0511 -.0804082 
(4.03) 9.5 .445 
30-34 -.56514 -.0545912 
(4.31) 6.0 .481 
35-39 .30886 -.0341952 .0435641 
(3.43) (2.46) 4.7 .498 
40-44 .62399 -.0270412 .0426252 
(4.78) (4.24) 2.7 .708 
45-54 3.3889 -.0496112 .0467572 
(10.23) (5.42) 2.30 .889 
55-64 -.25140 -.0246742 
(4.52) 2.6 .506 
^Significant at the 1 percent level, 
^significant at the 5 percent level. 
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annual net migration by this age group would not be of an 
appreciable amount. 
One would expect, a priori, that migration of individu­
als within the region would be biased upward for there has 
been no allowance for intra-county migration among individu­
als. For this reason dampening constraints were imposed on 
the migration of adults within the regional area. 
The significance of individual coefficients used in 
these equations appears to be reasonable if judged relative 
to other cross section studies. In terms of coefficient con­
sistency and indicated flows by cohort group these coeffi­
cients were selected as appropriate for estimating the net 
migration of the labor active population. 
&qe group (12) 
k net migration rate for this group was derived from 
census data between the years 1950 and 1960. It was assumed 
that this average annual rate would continue throughout the 
entire simulation period. The annual net migration was ob­
tained by multiplying this average annual rate by the 
surviving population from the previous year. 
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Cohort transition 
With the population divided into age-sex groups, consid­
eration must be given to the fact that people will 'grow* out 
of one sex-age group and 'grow' into another over time. 
Actually, people will not 'grow' into the first sex-age 
group, rather they are born into or migrate to it. Neither 
will people 'grow' out of the oldest sex-age group, rather 
they will die or migrate from it. It is assumed in this 
study that there was an even distribution of individuals at 
each age within a cohort group. This means, for example, 
that one-fifth (or one-tenth for cohort groups 10 and 11) of 
last year's population in each cohort group will grow into 
the next older cohort group this year. The numerator is de­
termined by the time interval used and the denominator by the 
number of years included in a cohort group. 
Demographic Eguations 
Figure 3.1 shows that changes in the population influ­
ence the levels of household and government expenditures in 
the final demand sector and also are influenced by the em­
ployment sector. The eguations for the demographic sector of 
the simulation model are given below. Unless specifically 
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noted, the definition and range of subscripts and super­
scripts are as follows: 
t = 0,1,2,...,20; where (t) refers to time in years 
and (t = 0) in 1960. 
s =1,2; refers to sex (1 = male, 2 = female) 
a = 1,2,...,12; where (a) refers to cohort 
(0-4, 5-9,...,65+) 
t 2 12 t 
(13) P = P 
s=1 a=1 sa 
t t-1 t t t t 
(14) P P + LB - D + Nfl — GO 
si si si si si si 
t t-1 t t t t 
(15) P P D • G1 - GO + NS 
sa sa sa sa sa sa 
a — 2,...,12 
t t t 
(16) LB = LB + LB 
si 11 21 
t t-1 t 
(17) LB = P * b * .513725 
11 1000 
t ~ 11,...,20 
t t-1 t 
(18) LB = P • b » .486275 
21 1000 
t — 11,...,20 
t t t 
1 = D + D 
sa la 2a 
t t-1 t 
= P » 12.9 * .5586 * e 
la 1000 la 
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t — 1 1 f » e , 20 
t t-1 t 
(21) D = P * 12.9 * .4414 * e 
2a 1000 2a 
t — 11y..##20 
t t 
(22) SM = k + kk NM 
si sa sa 2a 
s = 1,2 
a ~ 4 y.. * y 9 
t t 
(23) NM = k + kk HH 
s2 sa sa 2a 
s = 1,2 
&  ~  5 , . . . , 1 0  
t t 
(24) HM = k + kk NH 
sa sa sa 2a 
s = 1,2 
&  ~  6 , . . . , 1 0  
t t t 
(25) HH = T + Y ELS + H NE 
sa sa sa sa 
s = 1,2 
a = 4,5,...,11 
t 0 t-1 
(26) HH = HHR * P 
S l 2  S l 2  S l 2  
s = 1,2 
t t-1 
(27) (GO) = P / 5 
sa sa-1 
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a — 1 f » « w9 
(28) 
t 
(GO) 
sa 
t-1 
: P 
sa-1 
a = 10, 11 
(29) 
t 
(GO) 
s12 
= 0 
(30) 
t 
(GI) 
sa 
t-1 
P 
sa-1 
a ~ 2 f * # .,10 
(31) 
t 
(GI) 
sa 
t-1 
P 
sa-1 
a - 11, 12 
where; 
t 
P = population by sex (s) , and age group (a) ; in year 
sa (t); 
t 
LB = live births by sex (s) , in year (t) ; 
si 
t 
D = deaths by sex (s) and age group (a) , in year (t) ; 
sa 
t 
NH = net migration by sex (s) of 0-4 year old 
si children in year (5); 
t 
GO = number of individuals by sex (s), growing out the 
sa a age group in year (t); 
t 
GI = number of individuals by sex (s) , growing into 
sa the a^h age group in year (t); 
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NM = net migration by sex (s) of the a^ age group 
sa in year (t); 
t 
LB = male births in year (t) ; 
11 
t 
IB = female births in year (t); 
21 
t 
b = crude birth rate per thoasaad population, (ran 1, 
b = 14.8) ; 
.513725 = ratio of males births to total births in the 
study area; 
.486275 = ratio of female births to total births in the 
study area; 
t 
D = male deaths by age group in year (t) ; 
la 
t 
D = female deaths by age group in year (t); 
2a 
12-9 = crude death rate per thousand population; 
,5586 = ratio of male deaths to total deaths in the 
study area; 
.4414 = ratio of female deaths to total deaths in the 
study area; 
t 
e = percentage of males dying by age group (a), 
la in year (t) ; 
t 
e = percentage of females dying, by age group (a), 
2a in year (t) ; 
t 
ELS = excess labor supply in year (t); 
(determined in the employment sector); 
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t 
NEE = net employment effect in year (t), 
(determined in the employment sector); 
Employment Sector 
The purpose of the employment sector is to account for 
changes in the supply and demand for labor within the region. 
These changes were treated in this study by developing esti­
mates of the available labor force (supply) and the required 
labor force (demand). The components and linkages of the la­
bor sector are shown in Figure 3.3. Labor supply and demand 
changes were assumed to result from population changes in the 
demographic sector and changes in the level of activity in 
the interindustry sector. The calculation of these variables 
in each year of the simulation permits the derivation of an 
area unemployment rate. 
Available labor force 
The population and labor-force participation in the re­
gion are determined in each simulation period for each of the 
sex-age labor participating groups. The available labor 
force (ALF) supplied by each sex-age group is determined by 
multiplying the population of that group by the relevant la­
bor force participation rate. Labor-force participation 
Backward Linkage 
Demo­
graphic Population 
Inter-
Industry 
Output 
Requiremen-
Labor Force 
Participation 
Rates 
Labor 
Productivity 
Figure 3.3 Enployment sector 
Employment Sector Forward Linkage 
'Available 
Labor 
Force 
Supply 
Required 
Labor 
Force 
Damnd 
Inplied 
Unenployment 5 
Ennployment 
joy Industry, 
Net Employ­
ment Effect 
Employment 00 
00 
Demo- I 
'•y \ graphic j 
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Table 3.4, Labor-force participation ratios, by age and sex, 
1960 
Age Group l.F.P.E.* Annual 
Bate of 
Change 
Male 
15-19 .5380 .0013 
20-24 .9087 .0034 
25-29 .9804 .0005 
30-34 .9966 .0001 
35-39 .9570 .0006 
40-44 .9525 .0001 
45-54 .9690 .0014 
55-64 .8776 .0010 
65+ .3015 -.0243 
female 
15-19 .2957 .0116 
20-24 .3562 .0103 
25-29 .2769 .0122 
30-34 .2885 .0187 
35-39 .3357 .0217 
40-44 .3816 .0241 
45-54 .4162 .0392 
55-64 .3336 .0486 
65+ .0995 .0362 
iQ.S. Census of Population (166) (167) 
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rates are given in Table 3.4, by sex, for the nine oldest age 
groups. Labor force participation rates (LFPH) are calcula­
ted by the following formula: 
L.F.P.B. = (civilian labor force) 
(civilian non institutionalized population) 
where 
s  =  1 , 2 ;  ( 1 =  m a l e ,  2  =  f e m a l e )  
a = age group (1,2,...,12) 
Annual rates of change in labor force participation were 
based on state data (66) between the Census years 1950 to 
1960. 
Beqional labor force 
The required labor force (BLF) is determined by the in­
terindustry sector of the model and output per worker. The 
labor force in year (t), required to produce the output de­
manded in each industrial sector is found by dividing the 
output of that sector in the t year by the output per work­
er in year (t) for the relevant industrial sector. Annual 
changes in output for each industrial sector are generated by 
the model. The dollar output per worker in 1960 and the 
annual rate of change in output per worker for the 21 indus­
trial sectors are given in Table 2.1. 
Additionally, the required labor force compensates for 
exogenous growth in the public sector. This sector includes 
public administration and educational employees in the re­
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gional area. It vas assumed in this study that government 
employees would grov at an annual rate determined by the rate 
of change betveen Census years for 1960 and 1970. 
The net employment effect (NEE) is the difference in the 
required labor in each successive time period. The excess 
labor force (ELF) for each simulation is the difference be­
tween the total available and required labor force for the 
region. The unemployment rate is found by dividing the ex­
cess labor force by the total available labor force. 
Is shovn in Figure 3.3, determination of the excess la­
bor force and the net employment effect completes a feedback 
loop betveen the demographic and employment sectors. Popula­
tion and labor force participation rates by sex-age group de­
termines the excess labor force. The excess labor force and 
net employment effect, in turn, influence migration, vhich 
influence population. At this point the loop begins again. 
Employment Sector Equations 
The equations for the employment sector are given belov. 
Unless specifically noted, the definition and range of sub­
scripts and superscripts are as follows: 
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t = 0, where (t) refers to time in years and 
(t=0) in 1960. 
s = 1, 2; refers to sex (1 = male, 2 = female) 
a  =  4 , . . . , 1 2 ;  w h e r e  ( a )  r e f e r s  t o  c o h o r t  ( 1 5 - 1 9 ,  
2 0 - 2 4 , . . . , 6 5  )  
j  =  1 ,  2 , . . . , 2 1 ;  w h e r e  ( j )  r e f e r s  t o  i n d u s t r i a l  s e c t o r )  
t 2 12 t 
(32) IIF = Z Z ALF 
s=1 a=4 sa 
t t 6 t 0 
(33) 4LF = P * (1 + & ) * LPPB 
sa sa sa sa 
t 21 t t 
(34) BLF = RLP + 3175 (1 + .0561) 
j=1 j 
t t 
(35) BXF = X. • 1000 
1 _2_ 
t 
09 
j 
t 7 t 0 
(36) Oi = (1 + A ) OW 
1 j i 
t t t-1 
(37) HEE = BLF - RIF 
t t t t 
(38) 0 = fALF - BLF 1 * 100 (0 > 0) 
t 
&LF 
t t t 
(39) ELF = aLF - HIF 
where: 
t 
ALF = total available labor force, in year (t); 
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t 
ALF = available labor force by sex (s) and age group 
sa (a) in year (t) ; 
t 
P = total population by sex (s) and age group (a), 
sa in year (t) ; 
6 
A = annual rate of change in the labor-force par-
sa ticipation rate by sex (s) for the a^^ age 
g r o u p  ( w h e r e  a  =  4 , . . . , 1 2 ) ;  
0 
LFPB = labor force participation rate by sex (s) and 
sa age group (a) in year 1960; 
t 
BLF = total required labor force, in year (t); 
t 
RIF = required labor force to produce the output of 
j the industry (where j = 1,...,21), in year 
(t) ; 
X = dollar output of the j ^  industry, in year (t) 
] 
t th 
Oi = dollar output per worker in the j industry, 
j in year (t) ; 
7 
A = annual rate of change in dollar output per 
j worker in the industry 
0 
OW = dollar output per worker in the j th industry, 
j in 1960; 
t 
NEE = net employment effect, in year (t) ; 
t 
BLF = excess labor force, in year (t); 
t 
D = unemployment rate in the year (t); 
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Hater Quality sector 
A major feature of this study has been one of establish­
ing a linkage between industrial growth and population chang­
es within the Ottumwa regional area to changes in water 
"quality" within the region. 
The identification of water "quality" is not in itself 
an easy task. While the dictionary (108) suggests that quali­
ty implies some sort of positive attribute or property to wa­
ter, the fact remains that the property of the water to one 
individual is not necessarily compatible with the property of 
the water to another individual. For example, water too rich 
in nutrients for discharge into a stream may be welcome in 
irrigation and pure distilled water would be a pollutant to 
aquatic life in a saline water habitat. Thus, after all the 
impurities in water have been researched, quantified and cat­
aloged their significance can be interpreted in reference to 
quality only relative to the needs or tolerances of each ben­
eficial use to which the water is to be put. 
The demand for water may be differentiated on the basis 
of a resource in space over time. Associated with each de­
mand in any area at time (t) is a set of physical, chemical 
or biological parameters. Water quality is a demand-oriented 
concept. The term water quality will be used to denote a 
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particular set of specifications associated with a particular 
use of water. 
Water pollution is a supply-related concept. It is de­
fined in an econoaic context as a change in the characteris­
tic (s) of a water supply such that additional costs, monetiz­
ed or non-monetized, must be borne by the nest user in order 
that the quality characteristics relevant to his use can be 
met. Hater pollution is therefore a problem involving exter­
nal diseconomies while the pollutants themselves are sub­
stances that may effect cost changes in water quality. One of 
the principal objectives of current research is the develop­
ment of methods for obtaining "an optimal level of water 
quality in a stream commensurate with man's desired uses and 
the appropriate economic constraints" (84), (85). A corollary 
objective is the determination of the most economical solu­
tion for treating a region's wastes to obtain a desired level 
of water quality, allocating specific water pollution control 
plant treatment efficiencies among the several water use 
groups competing for the convenience of the water conveyance 
mechanism of the stream system (39). In recent years several 
case studies of selected watersheds have been made to illus­
trate the application of new concepts and methods of techni­
cal and economic analysis (39),(34),(84),(58). 
Since this study represents an initial analysis of many 
interrelated factors which may affect or be affected by the 
96 
establishment of water quality standards within the region, 
it is divided into two phases. The initial phase consists of 
defining the economic nature of water pollution. The second 
phase is devoted to developing a model which will evaluate 
the socio-economic impact of stream waste discharges within 
the study region. 
Defining the economic nature of water pollution 
Historically, competition among users for water supplies 
in the Onited States has been concerned primarily with prop­
erty rights for specific amounts of water. Quantity has been 
the dimension of water by which this right has customarily 
been measured in legal disputes and judicial decisions. In 
this context, definitions of water quality have involved only 
such gross terms as "fresh" versus "salt", except as "pure" 
water in a public water supply system. "Pure" water was gen­
erally obtainable from less populated areas or through chlor-
ination and filtration of the water supply system. 
The increase in industrialization in the U.S. economy, 
together with the vast population which flourishes upon it, 
has, in recent years upset the historical concepts of water 
as a resource through the introduction of quality as an 
added dimension of water. The public response to this problem 
has been simply to add "clean" versus "polluted" water to its 
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list of traditional concepts and continue to think of pollu­
tion as the outgrowth of profit-orientated firms rather than 
the inevitable by-product of an intense agricultural-urban-
industrialized economy required to support a high standard 
of living for a large population. However difficult the prob­
lem of water quality control may be, its rational solution 
may be further complicated by human attitudes. 
These attitudes are frequently reflected in increased 
pressures for more stringent legislation to reduce or control 
an externality problem. This legislation, although conducive 
to greater efforts to reduce or prevent pollution, may in­
volve serious economic dislocation. Pollution control stan­
dards imposed on a firm may cause that firm to shift its lo­
cation, alter its price, quit, or possibly leave the area, 
with departing firms go employment opportunities which may 
represent significant externalities to the region. The extent 
to which quality decreases are taken into account as costs by 
those whose activities cause pollution is determined not by 
the interplay of economic forces but rather by laws and simi­
lar social institutions. 
The economic concept of water 
The concept of externalities described above is in need 
of refinement since it fails to adequately distinguish among 
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the various types of interrelations that exist among water 
users.1 
As an initial point it is useful to distinguish between 
a purely private good and a purely public good. & private 
good is characterized by its competitiveness in use between 
any pair of users. If X goods are the total amount available, 
then an increase in consumption by individual "A" must be 
accompanied by an equal reduction in consumption by individu­
al "B". Algebraically, the total consumption, X, must satisfy 
the equation 
: = =1 + :2 
or more generally, for a good consumed by "n" individuals in 
society, total consumption would be 
n 
ZX = X? + X? + ... + XJ...+ X-
i=1 
A purely public good is characterized by its non-
competitiveness in consumption. That is, if X is the total 
amount of good X available, then X is said to be a public 
good if both individuals "A" and "B" can consume X units of 
X. Hence 
X  =  X i  =  X 2  
iThis section on public goods is a synthesis of a recent 
paper by c. M. Meyer, et al. (Ill) 
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or more generally, fcr "n" consumers 
X — — %2" •••• ~ Xn 
As stated by Bowen {22), the demand curve for a private 
good is obtained by summing horizontally the demand curves of 
all individual consumers, whereas the demand curve for a pub­
lic good is obtained by summing individual demand curves 
vertically. The public good necessitates a vertical summa­
tion because this gocd may be consumed by all consumers si­
multaneously. 
Of greater significance is the intermediate situation, 
often called the "mixed good", better described as private 
and public goods in joint supply. Joint supply will occur 
whenever a production process yields two or more consumption 
goods. Joint supply may involve private goods (beef and 
hides from cattle production), public goods (fishing and rec­
reation from water), or a possible mixture of both private 
and public goods (protection against disease for a person 
innoculated and everyone around him). The demand for a joint­
ly supplied good is obtained by summing vertically the de­
mands for both the private and public components. 
The concept of joint supply is readily extended to cover 
cases of environmental pollution. Meat packing wastes, which 
degrade the quality of water for users downstream, is an ex­
ample of a "public bad". This "public bad", water pollution, 
is usually produced in conjunction with a private (or public) 
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good. Thus beefsteak, a private good, is supplied jointly 
with water pollution. 
The presence of public goods (either in pure form or in 
joint supply) gives rise to an allocation problem. The de­
mand for privately produced goods can be determined in the 
marketplace. In a competitive market there is a tendency to­
wards a single price through equating producer costs and con­
sumer preferences. In the case of a public good such as wa­
ter everyone consumes (or at least has the choice of consum­
ing) the same quality. Differences in preferences may be al­
lowed for by varying the price each consumer pays, but there 
has been no objective way of determining the demand, either 
individually or collectively, for such a good. Again in the 
case of water pollution (a public bad) there has been no ob­
jective way for determining the demand for pollution reduc­
tion. Lacking an algorithm for allocating resources to pol­
lution control, society has had to settle for environmental 
deterioration or resort to arbitrary means for controlling 
and financing environmental quality control. Proposals for 
change have been based on the unprovable, but generally ac­
cepted view, that society prefers to incur the costs of con­
trolling water use and quality over the alternatives of unre­
strained use by independent decision makers. 
If water were so abundant that removal or use by one 
user could in no way affect others, it is called a free good. 
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and no economic problem arises, then removal, or use of wa­
ter, by any one user adversely affects others, an economic 
problem arises. Attempts to assign property rights such as 
water through the reparian or appropriation doctrines have 
not generally been successful from an allocational standpoint 
(28). Allocation could, presumably, be improved through a 
system of metering (with or without charges), but again this 
gives rise to policing problems. 
The creation of public "bads" occurs when water is used 
to dispose of wastes generated by production activities and 
households (joint supply). If "B" is located downstream from 
an effluent producing firm "A", then "B" may find the value 
of water it uses lowered because of firm "A*s" pollution. If 
"B" has to incur treatment costs and "A" continues to use the 
stream free of charge, then "A" is obtaining a scarce re­
source at less than its opportunity cost and a misallocation 
of resources may result. More precisely, a misallocation of 
resources will result if the marginal benefit to firm "B" 
(HBjj) from a reduction in "A's" polluting activities exceeds 
the marginal loss to "A" (HC^) associated with such a reduc­
tion. At any other level the marginal cost of waste reduc­
tion would be more(or less) than it is worth (152). If the 
marginal cost of reducing pollution from its present level is 
less than the benefits, then a potential gain exists from 
reducing the pollution and is termed a "Pareto-relevant ex­
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ternality" (23). If the firms were to act in a rational man­
ner they might be expected to agree on an optimal level of 
vaste reduction. However, in practice, there is no guarantee 
that the optimum would ever be attained, especially when 
firms have imperfect knowledge of each others* cost or bene­
fit functions. 
Exactly the same anology holds true between a firm ("A") 
and the community ("B") as there was between two separate 
firms. Society could "tax" (or sue) firm A and use the pro­
ceeds to compensate affected individuals in "B". If the ben­
efits to "B" of pollution reduction could be determined ob­
jectively, the tax (or dollar claimed) per unit of pollution 
could be set equal to the marginal benefit of pollution re­
duction. If the HB^ can be estimated and if A is a profit 
naximizer, this method should lead to an optimal solution. 
The illustration is greatly oversimplified here, however, be­
cause single polluter has been assumed. In more realistic 
cases of pollution through multiple sources, responsibility 
for quality deterioration must be effectively allocated among 
the individual polluters.* If there is no satisfactory allo­
cation algorithm to guide it society may regulate through 
iMore realistic again is the multiple sources and multi­
ple uses of water. A problem which is not handled in this 
study. 
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cohersion or taxation in an inefficient manner, merely sub­
stituting one imperfect institutional arrangement for anoth­
er. The correct application of economic principles (assuming 
the ability to estimate the marginal benefits and costs of 
all related water users) will produce the greatest efficiency 
(over time) in water utilization in relation to, and in 
competition with, all the other desires of the community. 
The biological aspects of water 
Water born substances may or may not be pollutants de­
pending upon the use to be made of the water (13). Addition­
ally, there may be possible synergistic or antagonistic ef­
fects between these substances contained in the water itself 
(107). Synergism implies that the total effect of the dis­
crete substances is greater than the separate effects taken 
independently (39)• Antagonism implies the opposite effect. 
In Iowa, identification of these substances either as 
contaminates, pollutants or in a nuisance category has been 
coalesced into a single definition of pollution. (39). 
Pollution was defined in the Iowa water pollution con­
trol law ( 70) as ^ 
The contamination of any waters of the state 
so as to create a nuisance or render such waters 
unclean, noxious, or impure so as to be actually 
harmful, detrimental or injurious to public health, 
safety or welfare, to domestic, commercial, indus-
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trial, agricultural or recreational use or to live­
stock, wild animals, birds, fish or other aquatic 
life. 
Pollutants may be grouped into two broad categories ac­
cording to their source. While realizing that particular 
polluting substances are not mutually exclusive, dichotomiza-
tion of these sources is helpful in approaching the problem. 
One such source of pollution is the "point source" and 
the second is referred to as the * diffuse* or 'non-point' 
source. In the first instance the entry of a polluting sub­
stance is at a specific point along a watercourse. Examples 
would be waste treating facilities, discharges from industri­
al plants and possibly, runoff from animal feedlots. In a 
•diffuse* or 'non-point* source, the pollutants enter the wa­
tercourse over a wide area and the determination of their 
point of origin is difficult. Substances such as silt, fer­
tilizers and pesticides that may be carried by either surface 
runoff or through groundwater acguifers would fall in this 
category. 
The distinction between these two sources of pollution 
is of significance when one attempts to devise an efficient, 
equitable pollution abatement scheme. When dealing with dif­
fuse sources, the problem of determining who contributed what 
and how much to a stream's pollution load is exceedingly com­
plex. In this study only pollutants carried in surface water 
runoff will be considered as constituting the diffuse source. 
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This investigation concentrates only on the movement of ni­
trogen and phosphorus into the watercourse from both point 
and diffuse sources within the Ottumwa region. 
The decomposition of organic matter in polluted water is 
linked to the presence of bacteria and other organisms. 
While some bacteria may cause disease, most are beneficial in 
the decomposition or organic matter. The growth of bacteria 
in water and the energy they produce is contingent upon the 
presence of compounds containing carbon and nitrogen in a 
form capable of being synthesized into new cells. The growth 
of bacteria is similar to the economic law of variable pro­
portions as shown in Figure 3.4. 
lag phase log phase I stationary I death 
Time 
Figure 3.4. Bacterial growth stages 
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First, a lag phase is exhibited as organisas become 
adjusted to their conditions. These organisms then enter a 
stage of progressive multiplication—the logarithmic phase. 
The rate of multiplication then decreases until a period of 
stationary growth is attained. Finally, bacteria will enter 
a death phase where the number of organisms surviving is 
reduced by each succeeding time period. 
The length of each stage is contingent upon the type of 
bacteria considered; however, variations in temperature, pH, 
substrate, nitrogen source and other environmental factors 
will affect changes in growth rates of bacterial organisas. 
Energy for the respiration and synthesis of bacterial cells 
is supplied by wet combustion or oxidation of the chemical 
compounds. This combustion can occur with or without oxygen 
gas in the water. If combustion occurs with oxygen present 
the process is called aerobiosis; without oxygen it is called 
anaerobiosis. 
Biological oxidation, or aerobic digestion by microor­
ganisms is considered one of the primary demands for oxi­
dizing organic carbonaceous material, as bacterial organisms 
utilize the oxidation process as a source of material and en­
ergy for their continued growth. Synthesis by the cell pro­
duces energy lost as heat, while energy utilized by the cell 
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is called respiration. 
The presence of specific substances in a waste is an im­
portant factor in providing for the nutritional requirements 
of micro-organisms. All micro-organisms require the basic 
elements of carbon (C),nitrogen (N), phosphorous (P) and sul­
phur (S), together with other trace elements. 
In wastewater treatment facilities, bacteria are used to 
remove a portion of the wastes by partially oxidizing the or­
ganic material present and partially converting the organic 
material into settleable cell protoplasm. This reaction is 
represented as* 
bacteria 
CCHNSP • Og • settleable protoplasm + NHgt H^O + CO^ 
NOJ + H0~ • S0~~ + PO ^  • organic P 
Present-day primary and secondary treatment of wastewa­
ter is only partially successful in removing part of the 
wastes. Under ideal conditions, secondary treatment can 
remove only 80 to 90% of the organic carbon. Those wastes 
remaining in the effluent (organic carbon, nitrogen and 
phosphorus compounds) will increase the bio-chemical orygen 
demand, or BOD, of the receiving stream. 
lEauman 6 Kelman (14 p.346). 
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The biochemical oxygen demand (BOD) of sewage, industri­
al waste or polluted water is the amount of molecular oxygen 
required to stabilize the decomposable matter present in the 
water by aerobic bio-chemical action (28). The complete sta­
bilization of a given amount of wastes is a function of the 
amount and concentrations of carbonaceous material, oxidiz-
able nitrogen, certain chemical reducing compounds and time 
(28). The generally accepted standard unit of BOD measure­
ment is the 5-day incubation period at 200C. As shown in 
Figure 3.5, the BOD curve normally breaks down into two 
stages: a first stage involving the oxidation of the carbo­
naceous material and a second stage in which nitrification 
takes place. 
Curve for oŒtbined 
derand (CarbonaceoTJS plus 
Nitrification) 
Curve for Carbonaceous 
dertand 
Time (days) 10 5 
Fig 3.5. Biochemical oxygen demand 
Current practices and standards attempt to curtail only 
part of the carbonaceous demands on a stream and completely 
disregard the nitrogenous demands. 
The discharge of sewage and agricultural and industrial 
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vastes into a body of water presents a problem of primary im­
portance in the area of water pollution control. An increase 
in the pollution load accelerates the growth of bacteria and 
oxidation will occur at a higher rate. The greater the con­
centration of organic wastes released, the greater will be 
the amount of dissolved oxygen in the water utilized by the 
bacteria. Organic loading may reach a point where all the 
dissolved oxygen in the water is used by the bacteria. This 
lack of oxygen may result in the loss of aquatic life and 
degradation of the water environment. The simultaneous ac­
tion of deoxygenation and reaeration (from bacterial action) 
produces a pattern in dissolved-oxygen concentration better 
known as a •dissolved oxygen-sag curve* shown in Figure 3.6. 
figure 3.6. Dissolved oxygen-sag curve 
Every stream has a limited capacity to assimilate organ­
ic wastes and still maintain a level of dissolved oxygen (DO) 
compatible with the continued preservation of its aquatic en-
sag 
(mininum established by 
regulatory agency) ^  
tine of flow 
110 
vironment. 
The discharge of partially treated vastes which contains 
significant amounts of and NH^ as well as phospho­
rus compounds will result in nutrient enrichment and a lower 
dissolved oxygen level along a waste receiving stream. 
Nutrient enrichment cf water is termed eutrophication and is 
of concern since it stimulates algae growth (14). The 
process can te represented by 
— _ algae 
PC^+ NOg* COg* sunlight —^ COHNSP (algae protoplasm) 
Thus algae defeat the purpose of secondary treatment by 
creating more organic carbon (which has just been removed by 
primary and secondary treatment) in surface waters. Failure 
to treat the nitrogen and phosphorus compounds present in 
wastewater will therefore result in continued eutrophication 
of surface waters. 
To understand the growing concern over the addition of 
nitrates and phosphates to surface waters it is first neces­
sary to consider their effects on water uses. 
Nitrogen and phosphorus compounds are not readily de-
gradable and result in more expensive water treatment facili­
ties for downstream users. Concentrations of nitrogen com­
pounds such as nitrates and ammonia will also create prob­
lems. Nitrates above 45 mg/litre are known to cause 
metheffloglobeoia in infants (14). The presence of ammonia in 
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water is detrimental to stream water quality since it is 
toxic to fish. 
The major water quality problem is, however, created 
from the stimulation of algae growth by nitrogen and phospho­
rus compounds. In the last decade many economic production 
processes have made increasing use of these compounds. 
In Iowa, several potential sources of nitrogen and phos­
phorus may be identified. 
Agriculture, in many counties, contributes large amounts 
of plant and animal wastes. Carbonaceous BOD, phosphates and 
nitrates are added to streams and rivers from animal wastes. 
Significant amounts of nitrogen and phosphorus result from 
fertilizer applications on agricultural croplands. In peri­
ods of intense rainfall and spring melts, agricultural runoff 
and soil erosion may be the main contributors to the nutrient 
problem. Industrial wastes, especially those from meat pack­
ing plants, contain a large amount of nitrogen and phospho­
rus. In periods of low stream flow and low runoff packing 
plants may well represent the largest potential source of in­
dustrial water pollution. Domestic wastewater is another 
significant contributor to the nutrient problem within a 
given area. 
The potential water quality problem within any given re­
gion is therefore economically intertwined with the existing 
hydrological and biological systems. Any policy to enhance 
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the •overall* level of water quality within the region 
through improved water management controls should consider 
the social-economic-technological-biological interdependence 
of the system. The measurement of these specific sources and 
the construction of an algorithm for allocating resources to 
pollution control is developed in phase II. 
Sources of nitrogen and phosphorus in the regional area 
The major forms of nitrogen that serve as nutrients in a 
water supply are ammonia nitrogen (MHj-H), nitrite nitrogen 
(NOg-N) and nitrite nitrogen (NO3-N) . All these forms are 
water soluble and are readily used in plant growth. Essen­
tially all the naturally occurring phosphate minerals are 
orthophosphate (P2 Og). Most phosphorus containing minerals 
are only slightly soluble in water. 
Both nitrogen and phosphorus nutrients may enter a wa­
tercourse from many sources, either naturally or through ac­
tivities conducted by man. While groundwater sources may be 
an important indirect source of nutrients, a lack of data 
limits its consideration from this study. The following pri­
mary sources of nutrients within the region appear to be of 
most significance in a nutrient evaluation and will be con­
sidered in some detail: livestock wastes, runoff from row 
crop agricultural, industrial wastes and domestic wastes. 
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Livestock vastes An estimate can be made of the 
nutrient contribution vithin the ottumva regional area from 
animal wastes. Loehr (95) has presented data that indicates 
hogs produce vastes vith .050 lb of N and .030 lb of ^2^5 
100 lb animal veight per day. Beef cattle produce vastes of 
.40 lb of N and .12 lb of PgOg per 1000 lb animal per day. 
Agricultural statistics for the region (71) indicate a 1970 
farm population of 1,060,982 hogs and 400,000 cattle. In 
calculating the pollution potential for animal vastes it vas 
assumed that the distribution of animals vas uniform through­
out the state, the average farm animal vas half grovn and 
that 25% (14) of the animal vaste nutrients vere lost in 
runoff. On this basis the quantities of animal vaste nutri­
ents vere calculated as 14,080,913 lb of N and 6,039,564 lb 
of P in 1970. The computer simulation of gross output in 
this sector for 1970 vas used to obtain an estimate of pounds 
of nitrogen and phosphorus per $1000 of output. Nitrogen and 
phosphorus losses vere estimated as 211 and 90 lb. per $1000 
of output respectively. Additional quantities of nutrients 
may be attributable to poultry, vild animals, birds, and con­
centrations of livestock in large feedlots, but these factors 
have not been included in this animal vaste estimate. 
Bov crop agriculture A second source of the nutri­
ents vhich enhance euthrophication is that derived from rov 
crop agriculture. The use of nitrogen and phosphorus as fer-
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tilizers in Iowa has increased substantially in the past 
decade, particularly in the production of corn. Considering 
only corn production within this region an estimate of the 
possible nutrient losses can be made. In 1970, there vere 
459,187 acres of corn harvested (71), The 1970 average fer­
tilizer application was 119 lb of N and 58 lb of P per acre* 
for a total quantity of 54,643,253 lb of N and 26,632,846 lb 
of P applied throughout the region. Estimates of nitrogen 
and phosphorus losses to surface waters by agricultural land 
drainage have been made by various researchers. The data, in 
Table 3.5. indicates that the unit area contribution of ni­
trogen is much greater than that of phosphorus. In a study 
by Baumann and Keloan (14), estimates by Timmons (149) of 
20.3 lbs per acre nitrogen runoff were compared with actual 
sample data on the Des Moines River at Boone, Iowa. During 
low flow periods, row crop agriculture was found to contrib­
ute diminutive amounts of nitrogen to the river. However, in 
periods of high runoff and river flow, (a wet year) the ni­
trogen loss from agricultural land runoff went to 31% of all 
the nitrogen contained in the fertilizer and animal wastes 
generated that year in the basin. 
It is apparent that nitrogen losses from agricultural 
^Private correspondence with Iowa State Cooperative 
Extension Service, Ottumwa, Iowa. 1971. 
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Table 3.5. Studies conducted on Nitrogen and Phosphorus 
runoff from agricultural croplands 
Sources Pounds Per Acre Per Year 
Nitrogen Phosphorus 
Englebrecht and Morgan^ 
mean 
Johnston^ 
rPlot 1 
subsurface < Plot 2 
VPlot 3 
non fertilized plot 
Sawyer: 
Sylvester* 
surface 
subsurface 
Timmons ® 20.3 
0-15 
.35 
1 2  
33 
99 
. 0 2  
. 0 2  
.48 
0.4 
2.5-24 
38-166 
.9-3.9 
2.5-8.9 
Sources 
^Englebrecht and Morgan (44) 
^Johnston (82) 
^Sawyer (133) 
•Sylvester (142) 
STimmons (149) 
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lands are dependent largely on climatic conditions. While 
any estimate may not correspond exactly with actual stream 
data the estimate of 20.3 lb of N lost per acre «as used for 
the following reasons: 
1) The study area receives two to six inches of precip­
itation more per year than either the Minnesota or 
central Iowa region. 
2) The probability of storms with intensities of 1 
inch/hour or more (resulting in higher runoff) is 
much higher in this section of Iowa, and 
3) soil slopes within the study area are steeper, in 
general, (offering a higher potential runoff) than 
those found in the Boone area along Des Moines 
River. 
Using 20.3 lb of H lost per acre, the 1970 Ottumwa Re­
gional area estimate was 9,321,496 pounds. Using the 1970 
gross output estimates for the row crop industrial sector the 
average annual nitrogen loss was 505 lb of N per $1000 of 
output. 
The transportation of phosphorus to surface waters by 
drainage of agricultural land cannot be related to fertilizer 
use alone. Most of the phosphorus is adsorbed on soil parti­
cles. The studies shown in Table 3.5» have found losses 
ranging from .4 to 4 lb of P per acre per year, the loss be­
ing a function of leaching and land erosion. Using a loss of 
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.2 lbs of P per acre for 459,187 acres harvested in 1970 
results in loss of 91,837 pounds. In 1970 the gross output 
of the row crop sector was $18,463,723, which yields a loss 
estimate of 5 lbs of P per $1000 of output. 
Industrial wastes Some industrial waste waters will 
contain significant amounts of nitrogen and phosphorus nutri­
ents, while in others these materials are absent. The sig­
nificance of nitrogen and phosphorus in industrial contribu­
tions depends upon the location, size and nature of the in­
dustry. Of the industries in the region, meat packing plants 
represent the largest potential source of industrial water 
pollution. Records indicate that approximately 2,500,000 
pounds of live weight are killed each weekday at packing 
plants within the region.* Based on O.S. Department of 
Health, Education and Welfare information (178) these plants 
«ill have losses of 1 lb of N and 1 lb of P per 1,000 pounds 
of live «eight killed. On this basis and considering only 
280 workdays per year the losses would total 700,000 pounds 
of nitrogen and 70,0 00 pounds of phosphorus annually. With a 
1970 gross output of $166,769,813 for this sector the 
nutrient loss was converted to 4.20 and .42 lb of N and P re­
spectively, per $1000 of output. 
1Information obtained from John Hansen, Department of 
Economics, Iowa State University, 1971. 
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Domestic wastes According to the 1970 Census of Pop­
ulation (167) there were 135,257 persons living in the 
Ottufflwa regional area. Based on Sewerage Statistics (75), a 
sewered population of 85,259 contributes treated wastewater 
directly to surface waters within the area. Additional con­
sideration must be given of the nonsewered rural population 
of 49,958 most of which will use septic systems. This study 
assumes that 50% of nonsewered domestic wastes will eventual­
ly reach a stream; by surface runoff, underground flows or by 
illegal connections to drain tiles (14). 
Table 3.6. Estimates of nitrogen and phosphorus losses, 
Ottumwa regional area, 1970 
Sector Nitrogen 
(lb) 
Phosphorus 
fib) 
1. Livestock 14,080,913 6,039,564 
2. Bow Crop Agriculture 9,321,496 91,837 
3. Meat Packing Plants 700,000 70,000 
4. Domestic Hastes 1,102,580 330,774 
Average values of 10 lb of N and 3 lb of P per capita 
per year have been estimated by Task Group Reports 
(143) , (144) and Baumann (14). The ratio of the 1970 sewered 
population to total population (.6303), was used to separate 
the two domestic waste groups. On this basis the sewered 
population will contribute 852,590 lb of N and 255,777 lb of 
P in 1970. The contribution of the nonsewered population is 
249,990 lb of H and 74,997 lb of P. These estimates for both 
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domestic and Industrial vastes assume lov level removal 
efficiencies of these nutrients in wastewater treatment. 
The 1970 totals of nitrogen and phosphorus for these 
four sectors are tabulated in Table 3.6. These sectors may 
not be the only significant contributors of nitrogen and 
phosphorus nutrients within the region, there is a paucity of 
scientific data in this area particularly with respect to 
other industrial sectors. The four sectors included in the 
regional model are, however, the principal contributors to 
this type of nutrient problem. To show the relative social 
costs of continued agricultural and industrial production 
within the Ottumwa region this nutrient information must be 
incorporated within the larger model. 
Water Quality Equations 
The water quality sector was developed as shown in 
Figure 3.7 to examine present and future regional water qual­
ity demands relative to changing agricultural and industrial 
growth patterns and population changes. While no restraint 
was placed on future water quantity demands, projected pro­
duction after 1970 was constrained to 1970 levels of nitrogen 
and phosphorus. 
& matrix series was developed to allocate the total 
amounts of nitrogen and phosphorus contributed from agricul-
Backward Linkage 
Industrial 
Use 
Inter^ 
industry 
Industrial 
Outpu 
Domestic 
Use 
Figure 3.7 Vfeter quality sector 
Water Quality Forward 
Linkage 
Inter­
industry 
Irtplied 
Water 
Quality 
N 
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ility Re^ 
stramt 
Brployment 
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tural, industrial and domestic sources within the region. In 
notational form it can be shown as: 
(40) «1 ^ «1,21 = « ^ 
'^2j 2,21 ^2 P 2,22 ^ 
(41) N 2,22 ^  .630648 * 10 + .369652 * 10 * .5 
(42) Pg 22= .630348 » 3 + .369652 * 3 * .5 
where: 
Sj-j = nitrogen loss in sector j in pounds per thousand 
dollars of gross output of activity j; 
P2-Î = phosphorus loss in sector j, in pounds per thou­
sand dollars of gross output of activity j; 
= total gross output of industry i in year (t); 
= total area population, in year (t) ; 
^1 22~ nitrogen losses in pounds per capita per year for 
' the sewered and nonsewered population; 
Pg 22= phosphorus losses in pounds per capita per year 
' for the sewered and nonsewered population. 
This series of equations computes the annual total 
amount of nitrogen and phosphorus lost to surface waters 
within the region. Computed annual values of N and P are 
structured within a constrained maximization model with the 
objective of maximizing community welfare (Y) subject to 
(1) constrained total amounts of nitrogen and phosphorus and 
(2) limitations on occupational mobility. 
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The specification of a regional welfare function in­
volves the determination of a set of values that will be rec­
ognized as a social optimum (or at least a proxy to it) for 
the region. The regional welfare function developed confines 
the analysis to the specific environmental factors of nitro­
gen and phosphorus and how these factors will differentially 
influence regional income and employment. Values for the 
function are derived from the "household payments" sector of 
the interindustry technological matrix (Table 2.3). As 
mentioned in Chapter 2, the household sector includes wages, 
salaries, rents, dividends and profits for each of the 21 
sectors. 
Conventionally, one assumes a value judgement where if 
one sector's income level rises and no other sector's fall, 
community welfare will be increased. However, when social 
costs, in the form of "Pareto-relevant" externalities, are an 
added constraint, sectoral income and employment in effluent 
producing firms may te reduced while income and employment in 
non-effluent producing firms may increase. The assumption 
made in this study is that the community desires to reduce 
the level of nutrients released to surface waters while at­
tempting to reach higher attainable levels of income and em­
ployment. The environment impact program (£IP) permits a 
more economically efficient allocation of resources relative 
to the environment constraints imposed upon the system. This 
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programming problem can be written as: 
(43) Max (Ï) = X^+a^ X2+.-^^Xj^ •... •^°'21*21 
subject to 
" 11^1 "12 *2 •***•*"121^21 * " 
'2l'l * ^2==2 •^—*^2:'=: *•••^"221*21 
^2 *2 
92 =2 
X 
^1 ^1 ^2 *2 •'••••='• ^i 
Bl X^+ 32 '2+'"+ ^i 
and the nonnegativity reguirements 
Ï > 0, X >0, E> 0. 
< 
> 
< ®2 
> 
"2 
'j < E . ] 
X . ] > E . ] 
^21 
< ®21 
^21 
> ®21 
Xj +.. .+ 
^21 
< ®22 
Xj +.. .+ 
^21 >^1 
> ®22 
where: 
X ^  = gross industrial output of sector i, in time (t); 
a . = community income in sector j per unit of activi-
^ ty; from row 23 of the technological table (Table 
2.3) ; 
N . = nitrogen loss in sector j, in pounds per thousand 
^ dollars of gross output of activity j, in time t; 
P . = phosphorus loss in sector j, in pounds per thou-
^ sand dollars of gross output of activity j# in 
time (t) ; 
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= total nitrogen loss of the previous year (t-1) ; 
= total phosphorus loss of the previous year, 
(t-1) ; 
E . = employment in industrial sector j, per thousand 
] dollars of output in time (t), constrained by 
upward and downward changes (E 10%) in sector 
levels of employment per unit time period. 
The simplex method is the technique used to deal with 
this type of programming problem.* The final solution in 
each time period, will yield: 
(1) a programmed "optimal" community income for the re­
gional area j 
(2) a programmed optimal employment level for each in­
dustry; 
(3) estimates of possible reduced value in regional 
levels of nitrogen and phosphorus in any concerned 
sector; 
(4) estimates of industrial 'phase-out' due to structur­
al rigidities. 
If more stringent waste treatment facilities are re­
quired in the future, the simulation model is able to explore 
alternative policies on how these improvements will affect 
the community's welfare and the possible trade-offs between 
agricultural and industrial production and their social 
costs. 
Within this framework, the EIP is able to develop a 
iThe concept of linear programming is well established 
See, for example Dorfman, et al. (38) 
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method of evaluating, for broad regional policy goals, the 
incidence of costs and benefits from varying the relationship 
between the various processes which will effect changes in 
water gaality within the complex system. 
The EIP carries out this annual optimizing technique 
from 1960 to 1980 in five year intervals. 
The linear program does not include nitrogen and phos­
phorus losses from the population sector. It is designed to 
show only the impact on community welfare from changes in 
output requirements in the agricultural and industrial sec­
tors. 
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CHAPTER 4. SIMULATION RESULTS AND THEIR POTENTIAL APPLICATION 
Several runs of the computer model were made, each 
yielding a set of projections for population, employment, in­
dustrial productivity and water quality in the Ottuawa re­
gional area. The runs are summarized in this chapter in 
terms of population, employment, an unemployment rate, indus­
trial production and levels of nitrogen and phosphorus 
discharged by agricultural and industrial production activi­
ties. 
With a computer simulation, projections are obtained for 
each year between 1960 and 1980, including the terminal year. 
The projections on these variables are summarized 
graphically for each year of the projection period. This 
procedure is useful for determining the processes involved in 
arriving at the terminal year projections. 
The final sections of the chapter examine the implica­
tions for the regional economy as a result of curtailing a 
point source of pollution (such as meat packing wastes) by 
closing-down the industry. 
The final section has been developed to illustrate the 
implications on resource allocation within the regional area 
when water guality perspectives become an integral part of 
the planning function. 
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Sun 1: Base Run Projections 
The assumptions concerning the relevant variables of the 
model are summarized as follows: (1) actual annual area 
births were used until 1970; then the 1968 to 1970 average 
birth rate was used for the remaining projection period. (2) 
Actual annual area deaths were used until 1970; then the 1968 
to 1970 average death rate was projected for the remaining 
period. (3) Labor force participation rates by relevant age 
and sex group increases (or decreases) at an annual rate 
based upon area estimates (see Table 3.3). (4) Intra-
regional migration, as discussed in Chapter 3, was assumed to 
represent 20% of all adult migration. This assumption was 
the only constraint imposed upon the system. (5) Output per 
worker for each oE the 21-industrial sectors increases (or 
decreases) at an annual rate based upon state estimates 
adjusted to area estimates (see Table 2.1). (6) Technology 
in all industrial sectors (see Table 2.3) is held constant 
throughout the simulation period. (7) Ret exports are held 
as a constant share of 1960 market levels. (8) Household and 
government expenditures are a function of population size and 
will increase at an average annual rate (see Tables 2.6 and 
2.7). (9) Capital-output coefficients and depreciation rates 
remain fixed for the entire simulation period (see Table 
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2.5). (10) The capital coefficients matrix is constant 
throughout the simulation period. 
Figure 4.1 summarizes the projected trends in population 
and employment for the regional area. The total population 
for the 8-county region is projected at 110,628, or a 24% de­
cline from the 1960 level. The required labor force for 1980 
is projected as 46,841 with an unemployment rate of 5.3%. 
Projected population for individual age-sex groups in 
Table 4.1 are dependent upon the assumptions made in the 
model. The 1970 simulation estimate of 131,389 persons rep­
resent an error of 2.6% less than the actual 1970 census es­
timate (137) of 135,257 persons. The 1980 projection shows 
an increase in the number of males 30-34 and 35-39 years of 
age and an increase of females in the 30-34 and 65 years of 
age and over age groups. Ml other age groups decline in 
size over 1960 age group levels. 
The results of the demographic projections indicate a 
declining population that will require continuing consolida­
tion of service functions throughout the regional area. 
Employment, by required labor force, is shown in Table 
4.2. Projections for regional employment indicate a decline 
to 46,841 persons reguired in 1980. This represents a de­
cline of 22% in the manpower requirements over the 20 year 
projected period. From an employment standpoint only the 
Miscellaneous Manufacturing sector, the Finance, Insurance 
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T&ble 4.1. Trends in the population. Ottuma regional area 
1965 1970 1975 1980 
Male 
0-4 6,501 5,222 4,667 4,235 
5-9 6,695 5,809 4,876 4,279 
10-14 6,644 6,108 5,245 4,479 
15-19 5,604 5,635 5,041 4,361 
20-24 3,615 4,171 3,995 3,600 
25-29 3,023 3,336 3,568 3,433 
30-34 3,037 2,790 2,935 3,025 
35-39 3,341 2,795 2,568 2,620 
40-44 3,615 3,023 2,531 2,350 
45-54 7,759 6,853 5,885 5,059 
55-64 7,023 6,479 5,952 5,295 
65+ 10,014 9,705 9,186 8,682 
Female 
0-4 6,253 5,061 4,478 4,049 
5-9 6,332 5,559 4,666 4,076 
10-14 6,346 5,853 5,058 4,320 
15-19 5,645 5,733 5,218 4,566 
20-24 3,993 4,688 4,604 4,251 
25-29 3,055 3,269 3,531 3,487 
30-34 3,119 2,660 2,709 2,819 
35-39 3,576 2,851 2,455 2,422 
40-44 3,915 3,250 2,590 2,264 
45-54 8,088 7,303 6,154 5,093 
55-64 7,754 7,378 6,613 5,729 
65+ 13,733 15,848 16,076 16,127 
Total 138,688 131,389 120,612 110,629 
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Table 4.2. Estimated labor force, ottumva regional area 
Sector Estimated required labor force 
1965 1970 1970 1975 1980 
(actual) 1 
1. Livestock 8,198 6,392 4,964 3,818 
2. Crop 1,233 1,040 871 723 
3. Mining 280 230 223 133 86 
4. Constr. 2,410 2,346 2,356 1,931 1,700 
5. Heat Products 3,056 2,701 2,380 2,076 
6. Other Food 305 276 244 214 
7. Fabrics 558 488 485 410 344 
8. Wood Products 318 363 354 290 260 
9. Printing 508 442 439 362 297 
10. Chemical 70 79 81 88 97 
11. Other HonDur . 584 658 652 576 558 
12. Fabrication 1,075 1,414 1,481 1,667 1,789 
13. Machinery 2,429 2,712 2,549 2,264 1,730 
14. Electrical 813 915 878 843 791 
15. Misc. Mfg. 574 796 921 845 956 
16. Transp. 1,885 1,688 1,665 1,356 1,103 
17. Communication 460 424 419 370 323 
18. Utilities 788 741 730 669 595 
19. Trade 9,595 9,902 10,090 9,639 9,365 
20. Fin., Ins.&B.E. 1,315 1,398 1,391 1,434 1,460 
21. Services 7,964 8,583 8,515 8,864 9,097 
Public A dm. 4,176 5,481 5,483 7,201 9,459 
Total 48,594 49,069 49,041 47,401 46,841 
^urce (167) 
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and Seal Estate sector, the Services sector and the Public 
Administration sector could be called 'growth' sectors. As 
Table 4.2 indicates, employment in all other industries tends 
to decline while these 4 sectors will experience positive 
rates of growth. Employment estimates for all 22 sectors 
compares guite favorably with actual 1970 estimates obtained 
fro* recent Census data (167). The total projected employ­
ment for 1970 was 49,069 persons compared to an actual Census 
estimate of 49,041. 
Figure 4.2 indicates that industrial production for the 
region will rise to $850,980,750 in 1970 and slowly increase 
thereafter to a level of $856,501,500 in 1980. The total 
amounts of nitrogen and phosphorus contributed from live­
stock, row crop agriculture, meat packing plants and domestic 
wastes will fall gradually from 29,485,504 lb. of N and 
7,224,571 lb. of P in 1961 to 22,855,136 lb. of N and 
5,858,319 lb. of P in 1980. 
Figure 4.3 summarizes the trends in final demands to 
1980. Exports from the area reached a high of $371,943,188 
in 1980 and tend to dominate the consumption, investment and 
government categories of final demand. Both exports and in­
vestment are strongly related to industrial output of the 
previous year. Since this base run does not compensate for 
new industrial growth during the 1970's the simulated economy 
begins to lose momentum from 1960 to 1980. Without new in-
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vestment opportunities the economy fails during the 1970's to 
encourage increased amounts of gross investment. As invest­
ment opportunities decline, final demands tend to stabilize 
and both industrial production and exports will level off. 
Table 4.3 and Table 4.4 give a more detailed breakdown 
of the trend in final demand in 1970 and 1980, respectively. 
The most significant change in final demand occurs in the 
export sector. Exports from the meat packing industries will 
decline by some 16% to a 1980 level of $137,407,000. Exports 
in the machinery sector are projected to increase in 1980 to 
$138,458,000, or an increase of 169%. Fabrication exports in 
1980, will increase by 32% to a high of $27,621,000. 
Bun 2: Sectoral Growth Impact Analysis 
In this series of runs all but 1 of the ten previously 
discussed assumptions for Run 1 will hold. This series of 
runs examined the trends in regional population, employment 
and industrial growth together with potential increases in 
nitrogen and phosphorus levels of individual industries were 
to increase their output by 10% in 1970. 
While many of these sectoral increases may not be 
realistic in view of changing market conditions, they do pro­
vide useful information and insight for policy decisions. 
The simulated impacts which result from a 10% increase in 
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Table 4.3. Trends in final demand: household expenditure, 
government expenditure, investment, and exports 
in the Ottnmwa region, 1970 
Sector Household Govt. Investment Final 
Expen- Expen- Demand 
ditures ditures Esqjorts 
1- Livestock 525 32 0 0 5 57 
2. Crop 928 68 0 0 996 
3. Mining 158 20 639 2,455 3,272 
4. Construction 21,066 13 ,506 12,492 0 47,064 
5. Heat Products 12,388 132 0 152,010 164,530 
6. Other Food 4,777 42 0 0 4,819 
7. Fabrics 8,889 81 69 679 9,718 
8. Rood Products 2,202 99 628 3,590 6,519 
9. Printing 2,052 189 64 515 2,820 
10. Chemicals 193 29 14 0 236 
11- Other Non-Durables 8,889 110 2,282 2,929 14,210 
12. Fabrication 424 30 434 22,952 23,840 
13. Machinery 305 267 13,509 116,172 130,253 
14. Electrical 2,650 1 ,000 3,078 16,728 23,456 
15. Misc. Mfg. 3,566 686 2,556 4,114 10,922 
16. Transportation 8,949 1 ,357 2,281 5,730 18,317 
17. Communication 3,409 402 155 0 3,966 
18. Utilities 6,956 639 0 6,197 13,792 
19. Trade 46,071 1 ,588 1 ,795 28,381 77,835 
20. Fin., Ins., & B.E. 42,072 835 57 0 42,964 
21. Services 36,461 3 ,012 0 0 39,473 
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Table 4.4. Trends in final demand: household expenditures 
government expenditures, investment, and exports 
in the Ottumva region, 1980 
Sector Household Govt. Investment Final 
Expen- Expen- Demand 
ditures ditures Exports 
1. Livestock 451 34 0 0 485 
2. Crop 880 71 0 0 951 
3. Mining 162 20 404 2,174 2,760 
4. Construction 21,432 13,607 10 ,273 0 45,312 
5. Meat Products 10,673 144 0 137,407 148,224 
6. Other Food 4,111 45 0 0 4,156 
7, Fabrics 8,973 84 42 684 9,783 
8. Wood Products 2,222 103 276 3,060 5,661 
9. Printing 2,071 197 14 528 2,810 
10. Chemicals 195 30 10 0 235 
11. Other Non-Durables 8,973 114 1 ,484 2,655 13,226 
12. Fabrication 438 35 348 27,621 28,442 
13. Machinery 315 309 9 ,876 138,458 148,958 
14. Electrical 2,734 1,157 2 ,604 16,302 22,797 
15. Misc. Mfg. 3,678 793 1 ,901 4,074 10,446 
16. Transportation 8,685 1,428 1 ,830 5,565 17,508 
17, Communication 3,391 426 141 0 3,958 
18. Utilities 6,919 678 0 6,251 13,848 
19. Trade 43,318 1,649 1 ,382 27,002 73,351 
20. Fin. , Ins. , & E.E. 49,537 880 62 0 50,479 
21. Services 39,260 3,190 0 0 42,450 
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sectoral activity were designed to provide useful information 
and insights into the trade-off between industrial growth and 
water guality within the region. More specifically increases 
in output for certain industries will cause more nutrients to 
be contributed to surface waters by the Livestock, Row crop 
Agriculture and Meat-packing industries within the area. Ev­
idence of a potential increase in nutrients may stimulate ex­
penditures on research and better water quality management 
techniques to compensate against a potential increase in 
stream eutrophication. 
The industries selected for this impact study were: 
1) Livestock, 2) How-Crop Agriculture, 3) Construction, 
U) Meat Packing, 5) Fabrication, 6) Machinery, and 7) The 
Service sector. Each increase in output is contrasted with 
the ceterus paribus assumptions and trends in the base run. 
Each sector impact is compared with base run levels of indus­
trial production, nitrogen and phosphorus levels, population, 
required labor force and unemployemnt rates. These various 
simulations are shown in Figure 4.4 to Figure 4.17. 
The most significant effects will occur from a 10% in­
crease in output in the Meat Packing and Machinery sectors of 
the regional economy (Figure 4.10 and 4.11). The largest ec­
onomic gains, both in terms of income, population and employ­
ment levels, would be attributable to increased output 
(sales) in the Meat Packing industries. These gains cannot 
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Figure 4.9 Effects on population, required labor force and uneniployinent 
levels from a 10% increase in output in the Construction 
sector in 1970 
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Figure 4.10 Effects on industrial production, nitrogen and phosphorus 
levels fitxxn a 10% increase in output in the Meat Packing 
sector in 1970 
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Figure 4.12 Effects on industrial production, nitrogen and pWsphorus 
levels fran a 10% increase in output in the Fabrication 
sector in 1970 
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sector in 1970 
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Figure 4.16 Effects en industrial production, nitrogen and gbosphorus 
levels fecm a 10% increase in output in the Service sector 
in 1970 
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be attained without incurring increased levels of nitrogen 
and phosphorus in surface waters. By 1975, industrial pro­
duction in the region will have increased to $921,978,310, or 
7.4% above the base run estimate for that year. However, ni­
trogen and phosphorus levels will have risen 6.7% and 6.85% 
respectively. Of this 6.7% in nitrogen, .20 (or 3%) can be 
directly attributable to meat packing plant wastes. When the 
indirect effects of this increase in packing packing plant 
output are considered three other sectors will contribute the 
largest share of these nutrient wastes: 3.93 (or 59%) from 
increases in output in the Livestock sector, 2.44 (or 36%) 
from increases in the Bow Crop Agriculture sector and .13 (or 
2%) from an increase in domestic wastes. 
Of the 6.85% increase in phosphorus nutrients discharged 
in the region only .08 (or 1%) will be directly attributable 
to the increase in packing plant wastes. Of the remaining 
percentage 6.53 (or 95%) will be due to the reguired in­
creases in the Livestock sector, .09 (or 1%) will be caused 
by increases in Row Crop Agriculture and .15 (or 2%) will be 
attributable to increases in domestic wastes. Because of the 
economic interdependence in the economic structure of the 
community, increases in meat packing activity (possibly due 
to an increased demand by consumers for meat products) will 
create an ecological imbalance of far greater proportions 
than the activity itself is directly responsible for. 
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Under the present technological system the increased de­
mands for improved water quality within a region describes 
the dilemma: the alternative and competing goals of an im­
proved water quality environment and continued economic 
growth. 
When pollution control prospectives are combined with 
regional economic possibilities analysis must first be 
carried out on who supplies what and how much of specific nu­
trients to waste water increases. Advocating more stringent 
standards on specific point sources of pollution (increasing 
the degree of treatment of municipal and industrial wastes) 
may only be of value in periods of dry weather and low stream 
flows. During high runoff periods agriculture will be the 
principal contributor to the nutrient problem. 
If the regional area desires to promote increased indus­
trial activity while attempting to minimize stream eutrophi-
cation within the region, other alternatives are available. 
As shown in Figure 4.14 and 4.15, large increases in in­
dustrial output and employment may be attainable from in­
creases in the Machinery sector- These plants have little or 
no direct or indirect effect on levels of nitrogen and phos­
phorus. Similarly other sectors such as the Metal Fabrica­
tion (Figure 4.12 and 4.13), Services (Figure 4.16 and 4.17), 
and Construction (Figure 4.8 and 4.9) afford the community 
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gains in output and employment with no appreciable change in 
nitrogen and phosphorus levels. 
Industrial Shock 
There have been occasions when pollution control stan­
dards imposed on firms will cause these firms to 'shut down* 
their operations within a region and either quit or relocate 
their business in areas where standards are more lax. Addi­
tionally, there are other significant reasons why a firm may 
choose to close or relocate their plants: 1) technological 
obsolesence, 2) distance from a market centre, 3) proximity 
to resource imputs and 4) the availability of a cheaper labor 
supply, to name a significant few. 
This section of the study attempts to evaluate the im­
pact on the Ottumwa regional community if a number of firms 
in the Meat Packing industry were to leave the region for any 
one of the previous mentioned reasons. 
The assumptions of this run are similar to those of the 
last run. The effects of a 90% reduction in output from meat 
packing firms leaving the region in 1970, are shown on Fig­
ures 4.18 and 4.19. 
The social-economic implications for the regional area 
as a result of these potential closures are rather signifi­
cant and far-reaching. By 1974, direct and indirect effects 
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will have caused a decline in total industrial output to 
$611,000,000 (Figure 4.18) from a potential high of 
$860,000,000. 
In 1971, the unemployment rate would reach a high of 
21.5% (Figure 4.19), with 10,838 persons unemployed. A lack 
of regional investment opportunity would result in negative 
net employment effect which, together with a high excess la­
bor force would cause large out flows of migration. Out-
migration of individuals would cause population levels to 
reach a low of 97,800 in 1979. Industrial production and em­
ployment tend to reach a minimum by 1974 and thereafter tend 
to increase by the end of the simulation period. 
The change in nutrient levels is also significant. ks 
shown in Figure 4.18, nitrogen and phosphorus levels fall to 
6,400,000 lbs. of H and 1,500,000 lb. of P by 1971. What is 
more significant is that closure of these packing plants were 
directly responsible for only a very small percentage of this 
amount. The direct effects of closing these plants is indi­
cated by the small differences in nitrogen and phosphorus 
levels, shown in Figure 4.18, between 1969 and 1970. With 
these departing firms have gone employment and income oppor­
tunities which may represent significant positive externali­
ties. &n attempt is made to measure these benefits and costs 
of such a closure in the next section of the study. 
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Programming Activities Onder Water Quality Constraints 
The sub-sector of the main model, as developed in Chap­
ter 3f vas designed to examine present and future regional 
water guality demands relative to changing agricultural and 
industrial growth patterns and population changes. 
The objective function (2) of the linear program at­
tempts to maximize regional income through a more efficient 
allocation of resources in all 21 industrial sectors. The 
coefficients for each industrial activity in this function 
are the relative share of community income for sector j as a 
percentage of the gross output of sector j (row 23, Table 
2.3). 
Community income is subject to constraints on: 
(1) the total previous years agricultural and industrial 
levels of nitrogen and phosphorus; 
(2) the inter-sectoral movement of required labor, which 
has been bounded by arbitrarily chosen employment 
levels of - a 10% change for any one sector in any 
one year; 
(3) the total amount of labor required in the region 
cannot change by more than the - 10% in any one 
year. 
The nitrogen and phosphorus coefficients are expressed 
in lb. per $1000 of gross output (determined for 1970, as 
mentioned in Chapter 3). 
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The employment coefficients are the reciprocal of output 
per worker by sector in any time (t). The coefficients indi­
cate the number of workers required by sector to produce 
$1000 worth of output. These coefficients are determined 
annually by the simulation. 
The linear programming analysis was only conducted for 
the base run program and was not utilized for the impact 
studies. It does, however, provide useful information with 
regard to impact anlaysis. 
Table 4.5, shows the programming analysis conducted for 
1961, 1965, 1970, 1975 and 1980 under base run conditions. 
The results of the programming analysis are discussed for the 
year 1970. 
Table 4.5 shows that nitrogen and phosphorus levels will 
be held to 24,108,608 and 6,169,770 lbs respectively. In all 
years nitrogen and phosphorus were limiting constraints for 
the Livestock and Row Crop Agricultural sectors. In 1970, 
programmed total employment in the regional area would be 
47,192 persons in agricultural and industrial activities plus 
5,481 persons in public administration (Table 4.2) for a 
total of 52,673 employed individuals. The distribution of 
these employees is shown in Table 4.5 in the activity sector. 
Khile the program allocates more persons to all other sec­
tors than shown in the base run eztimates for 1970 (Table 
4.2) it does restrict employment in the Livestock and Row-
Table 4.5. Trends in activity levels and activity shadow prices under 
water quality constraints 
Sector Activity Dual 
1961 
Activity Dual 
1965 
Activity Dual 
1970 
.83 25,016,928 .83 24,108,608 .83 
1.62 6,425,289 1.62 6,169,770 1.62 
1,019 8,189 1,204 6,385 1,482 
5,679 1,225 6,350 1,035 7,300 
6,035 308 8,520 252 13,109 
9,021 2,651 10,063 2,581 11,537 
6,058 3,361 6,465 2,971 7,013 
2,723 336 2,874 303 3,072 
3,430 614 3,959 537 4,736 
3,779 350 4,051 399 4,418 
4,564 558 5,406 486 6,678 
4,011 76 3,583 86 3,112 
4,624 641 4,748 723 4,906 
3,982 1,182 3,903 1,555 3,806 
6,236 2,672 8,007 2,982 10,945 
4,590 894 4,815 1,006 5,110 
4,099 631 3,793 875 3,442 
7,002 2,073 8,207 1,857 10,009 
9,963 506 11,157 466 12,852 
15,467 866 16,940 814 18,979 
3,943 10,554 3,953 10,892 3,965 
14,133 1,446 14,591 1,537 15,184 
3,429 8,759 3,420 9,442 3,408 
256,316 281,794 
1,302 47,905 1,562 47,192 1,965 
Nitrogen 
Phosphorus 
1. Livestock 
2. Crop 
3. Mining 
4. Construction 
5. Meat Products 
6. other Food 
7. Fabrics 
8. Wood Products 
9. Printing 
10. Chemicals 
11. Other Non-Durables 
12. Fabrication 
13. Machinery 
14. Electrical 
15. Misc. Mfg. 
16. Transportation 
17. Communication 
18. Utilities 
19. Trade 
20. Fin., Ins., & R.E. 
21. Services 
Z Begional Income 
E Total Employment 
28,301,519 
6,869,379 
10,320 
1,696 
487 
2,998 
3,714 
381 
693 
378 
702 
80 
234 
1,181 
2 ,201  
795 
473 
2,319 
662 
967 
10,879 
1,452 
9,275 
253,718 
51,896 
Table  4 .5 .  (Cont inued)  
Sector Activity 
Nitrogen 21,953,311 
Phosphorus 5,587,773 
1. Livestock 3,813 
2. Crop 718 
3. Mining 9U 
4. Construction 1,869 
5. Meat Products 2,283 
6. Other Food 235 
7. Fabrics 377 
8. Wood Products 286 
9. Printing 326 
10. Chemicals 106 
11. Other Non-Durables 613 
12. Fabrication 1, 968 
13. Machinery 1,902 
1U. Electrical 870 
15. Misc. Mfg. 1,052 
16. Transportation 1,212 
17. Communication 355 
18. Utilities 654 
19. Trade 10,301 
20. Fin., Ins., 6 R.E. 1,606 
21. Services 10,007 
Z Regional income 284,261 
E Total Employment 40,658 
Dual Activity Dual 
1975 
.83 23, 115,776 .83 
1.62 5, 900,580 1.62 
2,248 4,959 1,825 
9,650 865 8,393 
31 ,033 146 20,169 
15,161 2,124 13,225 
8,252 2,617 7,607 
3,513 268 3,285 
6,778 451 5,666 
5,255 318 4,818 
10,194 397 8,251 
2,347 96 2,702 
5,240 633 5,070 
3,620 1,834 3,712 
20,449 2,490 14,961 
5,758 927 5,425 
2,836 929 3,124 
14,888 1,491 12,207 
17,056 407 14,805 
23,82 5 735 21,265 
3,988 10,603 3,976 
16,443 1,577 15,801 
3,384 9,750 
283,590 
3,396 
2,347 43,627 2,477 
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Crop Agricultural sectors to less than base run projections 
due to the nitrogen and phosphorus constraints. 
Regional income would increase to $281,794,000 which is 
some $22,898,000 more than the base run estimate for 1970. 
The programming 'dual* gives the "shadow prices' for all 
industrial activities as well as those for nitrogen and phos­
phorus. On this basis a planner can determine the income 
benefits to the region if employment in any sector is in­
creased (or decreased) by one man or the cost, or benefit, 
(in terms of community income) if one pound of nitrogen or 
phosphorus is removed from or added to the system. The cost 
of restricting nitrogen to less than the determined 
24,108,608 pounds will be an 83 cent community income loss 
for every pound removed below this amount. It would cost the 
region $1.62 for every pound of phosphorus removed from its 
predetermined activity level in 1970. 
It is significant to note that nitrogen and phosphorus 
constraints do not restrict the output of the meat packing 
industry. Indeed, the program recommends increasing the num­
ber of employees in this industry to the maximum limit al­
lowed for 1970. 
Shadow-prices for all activities (over time) suggest to 
policy-makers and decision-makers those activities offering 
the greatest income to the community and which industries 
should be encouraged to remain or relocate within the plan­
164 
ning area. 
In the previous section of this chapter, a simulation 
was conducted on the potential loss to the communtiy if a 
number of firms in the Heat-Packing industry were to leave 
and possibly relocate elsewhere. 
Looking only at the immediate regional area and 
neglecting possible positive or negative external effects as 
a result of this shock the linear programming sub-model can 
be of assistance in determining whether or not the community 
will be better or worse off without this industry. 
While a more complete analysis should examine the year 
to year changes of the potential community impact of this 
loss, an attempt is made here to show how the program assists 
in evaluating the outcome of these effects in 1980. 
Under the base run assumptions community income from all 
industries will have reached $256,372,000 by 1980, or $2,317 
per capita. With the economic shock model with reduced popu­
lation and output regional income will fall to $221,170,000 
or $2,270 per capita. Clearly, the population, in 1980, is 
better off in 1980 by some $35,202,000 or $47 per capita by 
retaining the plants. However, the costs of this higher 
income must be weighed against the potential costs of im­
paired water quality, figure 4.18 shows large decreases in 
the 1980 level of nitrogen and phosphorus if Heat-Packing 
plants were to leave the region. These reduced levels can be 
165 
compared with the base ran estimates and their economic costs 
assessed. The 1980 difference in nitrogen levels is 
9,778,400 pounds and that for phosphorus is 2,580,500 pounds. 
Osing the 1980 shadow prices of 83 cents a pound for nitro­
gen and $1.62 per pound of phosphorus the total community 
income cost of these nutrients would be $12,296,482 in 1980. 
There would be an economic benefit of $22,905,518 if the meat 
packing plants were retained in the area. However, if these 
plants were required to improve their water treatment facili­
ties to meet improved water quality standards it may well 
benefit the regional community to assist in underwriting 
these costs. 
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CHAPTEB 5. SOHHART AND CONCLOSION 
In recent years there has been an increased awareness 
that multi-connty planning is required for regional growth 
and community development, rather than just planning for in­
dividual cities and towns within a regional area. Recognition 
of this need is only an initial step. The principal problem 
is that of obtaining studies and projections for an area that 
are capable of providing the type of information necessary 
for proper regional decision-making. It is this problem to 
which the objectives of this study were addressed. 
The primary objective was to develop a regional program­
ming model capable of providing information and projections 
for use in planning for agricultural and industrial develop­
ment with improved water management practices within a re­
gion. 
Throughout the United States, value structures and in­
stitutions are being challenged more freguently than ever be­
fore. A major challenge to both arises from a growing con­
cern of our water environment. Society has, unfortunately, 
not been noted for its respect for the complex, interconnec­
ted environment. It has been handicapped with a limited 
knowledge of the complex, interdependent interreactions of 
the biological—technical-social-economic system. In the 
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future policy-decision makers and regional planners must be 
much more aware of possible impacts of individual activities 
on other aspects of the interdependent system. 
Our water quality problems stem from the inter-action 
between human activities and the natural environment. Eco­
nomic growth (or decline) will generate side effects that may 
benefit one portion of the regional community at the expense 
of another. The social and ecological impact of legislated 
water 'quality' standards are difficult to predict with cur­
rently available knowledge. Concern for preservation of 
social values and improved ecological conditions has resulted 
in more regulatory and enforcement authority directed towards 
water 'quality* managment practices of controlled or point 
sources along a watercourse. Before we advocate more strin­
gent nutrient standards on one group of activities within a 
region we need to determine the relative contribution of all 
activities within that region. The side effects of many of 
the presently unregulated activities may be less obvious and 
yet, more pervasive. They can also be positive, in terms of 
a community's 'well being', as well as negative. These side 
effects, or spillovers, are not a new phenomena but have be­
come more obvious as the technology, population, resources 
and communities have progressed over time. 
The policies of one region towards its water management 
practices can and generally will, affect other regions along 
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the watercourse. Within a single area, communities will 
share many kinds of resources. They may also have to share 
other resources that cut across regional boundaries. If one 
region fails to properly control its water pollution other 
regions will suffer. Or, if one region expands without re­
gard to the environmental costs imposed on other regions, the 
total costs may veil exceed the benefits. If economic as­
sessments of the 'shadow-price* of inefficient institutional 
arrangements can be obtained for any given region, political 
leaders will have better information on which to seek im­
provements. It is evident from the simulation runs that 
these side effects carry costs and that, because of the 
spillover effect, these costs may be external to the activi­
ty, industry or region. Freguently, these costs are hidden 
and intangible defying precise quantification. This is not 
to say they should remain that way. The algorithm developed 
in this study provides a method of assessing the outcomes of 
the application of various criteria to a particular resource 
allocation problem. Good forecasts of the social and ecolog­
ical and regional economic impact of future resource develop­
ment would help agencies and citizens comprehend a more com­
plete picture and select optimum solutions for resolving con­
flicting uses of our water resources. The amount of money 
that taxpayers are willing to spend on pollution abatement 
169 
depends on their perception of the problem and its conse­
quences. 
Economists have underestimated the problem in believing 
that spillovers or externalities are simply the by-products 
of economic growth. This concept creates the impression that 
continued regulation and enforcement may allow the internali­
zation (through taxes, grants or effluent charges) of these 
externalities. This concept raises a rather disturbing 
point. Environmental degradation is an integral part of the 
economic growth process. There is not at present, nor is 
there in the foreseeable future, a technical way to produce, 
use and dispose of economic commodities without creating some 
degree of ecological damage. The faster the growth process 
continues the more severe the demands and degradation of our 
environment. As evidenced in the Ottumwa region, continued 
declines in population, and reduced regional growth will 
result in a reduced amount of nutrients contributed to the 
watercourse. There is a trade-off involved. This trade-off 
is acceptable to a point, but a better alternative is to 
weigh the reductions in the discharge of waste nutrients 
against future regional income and employment opportunities 
and determine which sectors may be internalized to promote 
sustained community viability. 
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The Interindustry Sector 
The first objective of this study was to develop a pro­
cedure for determining the structural characteristics of the 
OttuBva regional area. The development of an interindustry 
table was the procedure used to accomplish this objective, 
às mentioned in Chapter 2, input-output analysis is subject 
to many limitations. The principal attribute of this tech­
nique may, however, outweigh its construction difficulties 
and limitations. That is—its ability to tie individual sec­
tors of an economy together in a chain of economic interde­
pendence. 
The 21 sector interindustry table developed for this 
study utilizes both primary and secondary data sources. The 
method of developing technical coefficients minimizes both 
construction and time costs involved in building a regional 
table for any specified area. 
The input-output table developed for the Ottumwa region 
differs from other regional tables with its lower multiplier 
values for many of the industrial sectors. These lower 
values are a more accurate description for a region with a 
limited amount of industrial activity, in a declining econom­
ic community. 
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During the course of this study, an attempt has been 
made to demonstrate the advantages of interindustry analysis 
as an aid in intelligent economic forecasting. One must, 
however, recognize that a model based on one year's observa­
tions is probably an inadeguate basis for making major policy 
decisions in either industry or government. Depending upon 
the objective of a specific study, further extensions may be 
incorporated into an input-output table. 
An industry, wishing to assess its importance or degree 
of dependence on other sectors, may find it expeditious to 
further disaggregate the table. 
It may prove informative to construct an "import" matrix 
to supplement the, basic table. An import matrix would enable 
the region to plan for import substitution over time. Stud­
ies could then be conducted to determine what size of plant 
would be necessary to produce these same commodities at com­
petitive unit costs. One might then design a computer pro­
gram in such a way that it could incorporate projected market 
data, the input-output table and the import matrix into a 
model which has the capability of predicting the timing and 
nature of new industries into the region. 
The most serious weakness of the input-output table is 
that the constant coeffficients (a^j ) will limit the useful­
ness of the model for long-run forecasting purposes. This 
deficiency may be eliminated but not without incurring in­
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creased costs. 
One possible method of adapting the model would be to 
construct an input-output table for various years. It would 
then be possible to observe (1) trends in output by various 
industries and (2) changes in the techniques of production. 
Deflating this data with the proper price indices and extrap­
olating observable trends would enable future volumes and 
techniques to be predicted with a reasonable degree of 
confidence. However, this form of analysis makes rather 
heroic assumptions about the nature of technical progress. 
In order to obtain a greater degree of accuracy it would 
be possible to base the analysis on more complex production 
functions. This can be accomplished by either relaxing the 
linearity assumption or by retaining linearity but construc­
ting a model in such a way that the size of the technological 
coefficients are functionally related to time. 
It may be advantageous to construct an interregional 
analysis table for those communities located along a water­
course. Interregional input-output models are more complex 
than a single regional model because interindustrial and 
interregional interdependence must be blended. While an 
interregional table is more complex, it does enable implica­
tions of changes in water quality parameters or changes in 
final demand to be determined for each industry in each sec­
tor. 
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The Regional Simulation Model 
& further objective of the study was to develop a dynam­
ic model capable of analyzing major deaographic-economic in­
teractions and their relationship to present and future water 
quality restraints. 
The model developed for this study contains five sec­
tors: demographic, employment, interindustry, capital and 
water quality. The demographic sector accounts for popula­
tion, births, deaths, and migration by sex in twelve specific 
age groups. The employment sector accounts for the labor-
force supplied by each sex-age work group, for the labor 
force required to meet industrial output demands, for calcu­
lating the annual net employment effect and for an implied 
annual unemployment rate within the Ottumwa regional area. 
The interindustry sector establishes the linkage to all other 
sector components and permits the measurement of direct and 
indirect impacts of a change in any one sector on the region­
al economy. Output and final demands are determined in each 
simulation for 21 industrial sectors. The capital sector ac­
counts for annual changes in the capital stock, depreciation, 
and gross and net investment by industrial sector. The water 
quality sector examines projected trends in agricultural and 
industrial activities relative to a more efficient allocation 
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cf area resources while simultaneously attempting to reduce 
nitrogen and phosphorus levels within the region. 
The model developed includes numerous linkages and per­
mits feedback relationships to occur among the sectors of the 
model. The demographic and employment sectors are linked by 
labor force participation rates and by the migration equa­
tions. Labor force participation rates, by sex, determine 
the available labor force in any time period. Migration is 
influenced by year to year changes in regional employment and 
by the region's excess labor force of the previous year. Mi­
gration, in turn, influences the size of the remaining area 
population in the following time period. Thus, a decline in 
employment possibilities will influence migration which will 
decrease the population which influences the final demands 
sector of the interindustry table. A reduction in final de­
mands will, in turn, influence the required labor force, mi­
gration, population, and so on. 
The model contains equations arranged in a recursive se­
quence. In this system, the solution to equations depends 
upon current or lagged variable values being solved earlier 
in the sequential series of equations. Data for the base 
year (1960) were used as lagged variables to obtain a solu­
tion for the first year of the simulation. In succeeding 
years the model generates all required data. 
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Environmental Impact Program 
The Environmental Impact Program (EIP), developed for 
this study attempts to maximize community income subject to: 
1) reduced total levels of nitrogen and phosphorus and, 2) 
constraints on the number of employees each industrial sector 
may employ (or release) in any given year. 
Coefficients for the objective function were determined 
from the input-output table prepared for the region* Values 
assigned to each sector represent the share of total output 
accruable to the community in the form of wages, salaries, 
rent, dividends and profits. These values remain constant 
for each industrial sector throughout the entire simulation 
period. This implies that incomes are allowed to increase 
(or decrease) throughout the region but the distributional 
pattern of incomes remains the same. The defect in this as­
sumption lies in the fact that sectoral incomes may not be 
remaining relatively constant but may be changing relative to 
each other overtime. Additionally, factor substitution may 
possibly be influencing these coefficients throughout the 
study period. 
More detail on industrial incomes could be added by de­
termining income changes over a specified time period and 
adjusting community income to compensate for these trends. 
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Since changes in income are generally assumed to be directly 
proportional to changes in value added there is little to be 
gained (in this particular analysis) by adding an income sec­
tor to the model. 
The coefficients for the employment restrictions are in 
terms of the number of workers required per thousand dollars 
of output. The coefficients are obtained by obtaining the 
reciprocal of output per worker by sector. The coefficients 
are changing annually as output per worker changes at a pre­
determined annual rate. The labor requirements for each sec­
tor are bounded by upper and lower limits. These limits were 
arbitrarily chosen as 10% plus or minus the required labor 
force for each sector. 
Nitrogen and phosphorus coefficients are expressed in 
pounds per thousand dollars of output per sector. These co­
efficients were determined from a limited amount of known 
data. Values of these coefficients will vary with: 
1) rainfall and soil conditions for a given region; 
2) type of land management and conservation practices 
established within the region; 
3) concentrations of livestock throughout the region; 
U) waste water treatment practices for agricultural 
and industrial wastes. 
While coefficients for nitrogen and phosphorus within 
any region are widely variable, the Environmental Impact Pro­
gram conducted in this study serves a two-fold purpose: 
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1) BIP exposes legislators and planners to the relative con­
tributions and social costs of these quality parameters. Be­
fore tertiary treatment on specific sources is advocated we 
must first determine the relative contributions of waste nu­
trients from all sources within the region. Only then can an 
informed citizenry and legislative body make rational deci­
sions regarding the future role of agricultural and industri­
al sectors within the regional area for a viable economic and 
community development. 2) The program indicates the need 
for continued research on water quality parameters. While 
parameter established in the study may be questioned by many 
authorities, these estimates were made using low values rela­
tive to the potential nutrient factors in each sector not in­
cluded in the estimate. The fact remains, there is a paucity 
of available data on these and other water quality parame­
ters. EIP offers a virtually unlimited potential for deter­
mining community impacts of any water quality parameter. As 
more information becomes available, the matrix can be readily 
expanded to take these new coefficients into account. 
An EIP analysis may be readily adapted to solid waste 
management within any regional area. In our affluent soci­
ety, the increased generation of solid wastes has reached 
critical proportions. Every agricultural-industrial activity 
is a contributor to the solid waste problem. Present dispos­
al systems are inefficient and contribute to land and water 
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pollution. In the attempt to achieve a better allocation of 
resources EIP would offer "shadow prices" in terms of commu­
nity welfare for every sector required to curtail the use of 
glass, plastic, paper or any other material contained in pro­
duction or consumption of economic goods in any sector of the 
community. 
The EIP model is sufficiently flexible to examine the 
parameters affecting air pollution, by source, either within 
the Ottumwa regional area or that of any other desired re­
gional community^ 
Projections for the Regional Economy 
& further objective of this study was to evaluate the 
regional population and economy under a variety of assump­
tions. 
The base run projected the total population for the 
8-county region at 131,389 in 1970 and 110,628 in 1980. 
Based on the 1960 population these estimates represent a 10% 
and decline in population for these years, respectively. 
During this 21 year period the region would be losing popula­
tion at an average annual rate of 1,16% per year. Based on 
1970 Census data (167), the regions population was 135,257 in 
1970. The difference of 3,868 persons represents a 10 year 
estimated error of 2.6%. This difference nay be principally 
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explained by 2 factors: 1} migration from the area and 
2) industrial growth patterns. 
Migration estimates were based on cross-sectional data 
observed over the period 1950 to 1960. Social and economic 
factors that were influential in creating this migrational 
pattern during the 1950»s may have altered during the 
forecasting period. 
First, during the 1950*3 technical change in the agri­
cultural sector was responsible for 'pushing' large amounts 
of displaced farm labor from the region* This change 
intensified the migration to large cities, usually in other 
states, since the regional area is essentially agriculturally 
orientated. Departure or out-migration of individuals 
seriously affects the social and economic base of the region. 
School districts undergo consolidation, many business and 
services find it difficult to continue their operations in 
the presence of a shrinking population base. Additionally, 
consolidation of government service functions favor the 
larger urban areas at the expense of small towns and 
villages. 
Secondly, the availability of jobs in larger centers 
outside the region tended to "pull" the population away from 
the area. 
During the 1960's, the availability of job opportunities 
in many outside areas has tended to decline thereby 
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mitigating the •pull* effect external to the region. 
Another important factor of regional migration that must 
be considered is that of regional industrial growth. Over 
the past few years the region has been successful in 
attracting several small aanafacturing plants into the area, 
às shown in the impact studies of Chapter U, the entrance of 
new plants, or the increased market strength of established 
firms, will serve as a catalyst in slowing the rate of migra­
tion from the area by creating direct and indirect employment 
opportunities. In terms of enhancing water quality within 
the region there are many industries that will contribute 
strongly to community income while minimizing the degradation 
of the water quality environment. Although there are other 
environmental aspects to be considered. Table 4.5 shows that 
future growth in Utilities, mining. Finance, Insurance and 
Beal Estate, Machinery, Communication, Construction and 
Transportation industries will contribute most strongly to 
community income while minimizing the effect on overall water 
guality levels of nitrogen and phosphorus. Of these indus­
tries the largest impact on industrial production and employ­
ment (while having little appreciable change on water quali­
ty) would result from a growth increase in the machinery sec­
tor (Figure 4.14 and 4.15). 
An increase in the growth of Beat Packing industries 
would effect the largest change in production and employment 
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within the region. However, when the direct and indirect 
consequences of this increase are considered (Figure 4.10 and 
4.11) there will be a substantial increase in the total 
amount of nitrogen and phosphorus contributed to surface wa­
ters in the area. This potential degradation in the water 
quality should not negate the area from attempting to in­
crease output in this sector. Rather, consideration should 
be given to the internalization of this externality problem. 
The program identifies the relative increases of nitrogen and 
phosphorus by sector. Thus, regional measures could be taken 
to adjust waste treating facilities to accommodate this in­
creased loading without impairing the water quality environ­
ment. Technological changes, with respect to waste treatment 
quality parameter efficiencies, can readily be incorporated 
into the model, as more accurate nutrient contributions by 
sector are estimated or if better treatment efficiencies can 
be attained the nutrient coefficients for each sector can be 
altered. Additionally, as more information on other water 
quality parameters, these too can be incorporated within the 
model. 
As evidenced in the various simulation runs, there are 
potential long-term gains to the community by assisting firms 
to 1) locate within the regional area and 2) to assist cer­
tain types of firms in reducing their discharges of nutrients 
rather than force the alternative of a decreasing population. 
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decreasing employment possibilities, and a decreasing supply 
of public services within the regional area. 
The analytical model developed for this study provides 
important information to the policy-maker. In addition to 
providing a development program for the area as a whole, the 
water quality sector produces tests of efficiency in the form 
of shadow prices, e.g. prices of scarce resources as deter­
mined by constraints. The trade-off lies between the alter­
native and competing goals of an improved water quality envi­
ronment and continued community viability. This study has 
shown that it is possible to develop an operational program 
which helps to quantify many of the complexities involved in 
the regional development decision process. 
As individuals become more concerned with the environ­
ment where they live, work and recreate government agencies 
can, and must conduct further research on enhancing community 
viability. It will prove a most beneficial endeavor. 
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