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Abstract—Memory interferences may introduce important
slowdowns in applications running on COTS multi-core proces-
sors. They are caused by concurrent accesses to shared hardware
resources of the memory system. The induced delays are difficult
to predict, making memory interferences a major obstacle to the
adoption of COTS multi-core processors in real-time systems. In
this article, we propose an experimental characterization of ap-
plications’ memory consumption to determine their sensitivity to
memory interferences. Thanks to a new set of microbenchmarks,
we show the lack of precision of a purely quantitative character-
ization. To improve accuracy, we define new metrics quantifying
qualitative aspects of memory consumption and implement a
profiling tool using the VALGRIND framework. In addition, our
profiling tool produces high resolution profiles allowing us to
clearly distinguish the various phases in applications’ behavior.
Using our microbenchmarks and our new characterization, we
train a state-of-the-art regressor. The validation on applications
from the MIBENCH and the PARSEC suites indicates significant
gain in prediction accuracy compared to a purely quantitative
characterization.
Index Terms—real-time, real-time systems, COTS, multi-core,
interferences, memory interferences, characterization, profiling,
experimental, provisioning, dynamic timing analysis, machine
learning, inference
I. INTRODUCTION
Commercial Off The Shelf (COTS) multi-core platforms
offer computational power and energy efficiency at a low
price, making them appealing targets for the development of
complex embedded systems. Unfortunately, the adoption of
COTS multi-core platforms is hindered by memory interfer-
ences which are due to the sharing of components of the
memory hierarchy (caches, interconnects, DRAM chips and
controllers,...) between cores, for cost and efficiency reasons.
Memory interferences cause significant and hard-to-predict
overheads, and they considerably challenge traditional timing
analyses [1], which often results in unusably high estimated
WCETs for real-time applications. In fact, accurately pre-
dicting memory interference overheads remains a difficult
problem. Thus, the choice of a COTS hardware platform for
a system requires a thorough study involving a substantial
number of tests.
In this paper, we present a novel approach to estimate the
interference overhead of an application based on a charac-
terization of its behavior. Such estimation can be used in
practice to quickly assess the suitability of a platform for a
particular workload and ease the hardware provisioning of
real-time systems. Our work is based on the observation that
existing approaches to determine interference overhead rely
only on bandwidth measurement which leads to conservative
pessimistic values [2] [3]. We make three contributions. First,
we introduce a new set of microbenchmarks that allow to
cover a wide range of memory behavior varying both in nature
and intensity. With these microbenchmarks, we show that
the memory bandwidth leads indeed to compute inaccurate
interference values. Second, we propose new metrics for quan-
tifying the qualitative aspects of memory behavior. Since most
of these metrics are not measurable using hardware counters,
we have implemented a profiling tool using the VALGRIND1
framework [4]. Our profiling tool generates high resolution
profiles of the application memory behavior, allowing one to
distinguish various phases in the execution of an application.
Third, using random forest regressors [5], we compare how
different characterizations of the memory traffic generated by
our microbenchmarks perform for the inference of the over-
head suffered by other applications. Results show a substantial
gain of prediction accuracy with our new metrics.
Our results are as follows:
• We evaluate the effects of memory interferences on 1568
distinct cases of memory behavior on a iMX6.q Sabre
Lite board [6]: a COTS platform, originally designed for
automotive applications, which is currently widely used
in the industry.
• We show the limits of a purely quantitative metric, with
difference of execution time overhead exceeding 200%
for similar observed bandwidth.
• We have implemented a profiler using the VALGRIND
framework to generate high resolution profiles of the
memory behavior. In a case study, we show that these
profiles allow to split applications into phases of equiva-
lent overhead.
• For different memory traffic characterizations, we eval-
uate how precisely random forests [5] trained on mi-
1The profiling tool and the microbenchmarks presented in this paper will be
made available at the following url: http://julien.sopena.fr/ressources/memory-
interference
crobenchmarks data can infer the overhead suffered by
78 phases from 29 applications of the MIBENCH and the
PARSEC [7] suites. Compared to a purely quantitative
characterization, our new metrics reduce both the aver-
age absolute and squared error of the validation set by
respectively 50% and 74.4%.
This article is organized as follows. In Section II, we present
our microbenchmarks and evaluate the range of behavior they
cover. This section also presents our interference measure
methodology. In Section III, we discuss of the quantitative
characterization of memory consumption behaviors, define
qualitative metrics, and presents our high resolution profiling
approach. In Section IV, we evaluate the relevance of our
new characterization. Finally, we present the related work in
Section V, before concluding and discussing future work in
Section VI.
II. EVALUATING THE IMPACT OF MEMORY INTERFERENCES
In this section, we present a methodology to study the
impact of interferences on a given hardware platform. First we
present a set of microbenchmarks that cover a wide range of
memory behavior. Then we describe the experimental platform
used in this article. This is followed by a description of our
interference measurement protocol. Finally, we evaluate the
range of sensitivity covered by our microbenchmarks.
A. Memory microbenchmarks
We consider an event based view of the memory behavior,
as illustrated in Figure 1. The execution is represented by a
sequence of instructions, and the memory traffic generated by
an application is represented by a stream of shared memory
system access requests emitted by a subset of instructions in its
execution. We note Ninst and Naccess the respective numbers
of instructions and of memory accesses in an execution.
We refer to the proportion of accesses per instruction as
the intensity of the memory behavior, and to the number
of accesses emitted by units of time as the bandwidth. The
bandwidth is expressed in accesses per cycle in the equations.
A memory access request is characterized by a type (read or
write) and by the address of the memory location it refers to.




































Fig. 1: Example of memory behavior
Our goal for the microbenchmarks is to generate a large
number of different memory behaviors so as to evaluate
interference overheads. There are existing microbenchmarks
targeting memory such as STREAM [8]. However, most of
them do not fit our needs because they are designed to evaluate
the limits of memory system performance. Indeed, STREAM
generates memory accesses as intensively as possible enforc-
ing a unique access pattern.
We have designed a generic algorithm to vary memory
behavior, whose pseudocode is given by Algorithm 1. It
repeats an access sequence defined by five parameters allow-
ing us to tune the intensity and the nature of the memory
behaviour: a number of reads R and writes W , a throttle
rate T , a read access policy PR, and write access policy
PW . The access sequence follows a fetch-compute-write back
pattern, each of its step being implemented by a corresponding
loop. The fetch and the write back loops are in charge of
generating memory traffic. The number of iterations of these
loops is directly given by the R and W parameters. These
two loops define the length of read and write bursts, and
by extension the proportion and the interleaving of read and
write access requests. The compute loop uses exclusively core
private computation units. Its number of iterations is given
by the throttle rate T multiplied by the number of fetch and
write back loop iterations. Because it increases the number of
instructions that do not produce memory accesses, T permits
us to modulate the intensity of the memory behavior.
Algorithm 1 Microbenchmark structure
function STRESS((T,W,D,PR, PW ))
for i← 1 to N do . Repeat access sequence N times
for j ← 1 to R do . Fetch loop
v ← v + S[PR.next(i, j)]
end for
for j ← 1 to T (R+W ) do . Compute loop
v ← local computation(v)
end for
for j ← 1 to W do . Write back loop




The fetch and the write back loops are also governed by
their respective access policies PR and PW . The access policy
defines the type of data structures being walked and the
sequence of addresses accessed according to the pattern being
enforced. They are split in two groups summarized in Table I.
The three policies in the first group implement a single array
walk following different access patterns: sequential or random.
The second group consists of policies redefining the one used
to read data in the STREAM microbenchmark. In this policy,
two values read from two distinct arrays are summed. The
two arrays are walked sequentially and in parallel. We extend
this policy, by varying the number of elements to be read,
the type of data structures being traversed, and the access
pattern enforced. Varying the number of elements read allows
us to vary access interleaving. We also implement the sum of
consecutive elements in a linked list because it involves a lot
of data dependencies that may or may not be prefetched by
the target hardware. Finally, varying the access pattern allows
us to vary the stress put on the prefetchers.
To build the benchmark suite, we retain thirteen of the 112
possible combinations of read and write access policies. Five
are combinations of policies of the first group, two of these
being particularly frequent in embedded systems. In the first
case, data are read and written sequentially. Such behavior oc-
curs for instance with the memcpy function. The second case
corresponds to random reads followed by sequential writes.
This behavior is found when data are gathered from various
sources (sensors for instance). We also consider the duals of
these behaviors, namely fully random accesses (random reads
and random writes) and data scattering (sequential reads and
random writes). Finally, we consider the case of lookup tables
being used in the fetch and the write back loop, in order to
mimic the case of the copy of linked data structures. The eight
remaining combinations reproduce and extend the structure
of STREAM: the read access policy is picked from the first
group and data are written sequentially. To imitate the behavior
of STREAM, we fixed the R and the W parameters. However
the traffic can still be throttled.
B. Experimental platform
All experiments reported in this paper are conducted on the
NXP iMX 6.q Sabre Lite board [6], [9]. The iMX6 processor
targets among others the automotive market. The iMX6 pro-
cessor is based on the Cortex A9 MPCore platform comprising
four Cortex A9 cores. The Cortex A9 is a superscalar processor
designed to offer good average performance, hence it relies on
complex hardware features, notably caches, prefetchers and
out-of-order execution.
Fig. 2: iMX6 memory system block diagram
A simplified overview of the iMX6 memory system is
depicted in Figure 2. A private 64KiB L1 harvard cache
is associated to each core. The cores are connected to a
Snoop Control Unit (SCU) in charge of maintaining L1 caches
coherency and to managing the access to the L2 cache. The
SCU is connected to a PL310 cache controller managing 1MiB
of unified 16-way level 2 cache. The PL310 controller offers
a lockdown by master [10] feature that allows one to set a
mask for each core defining which way can be used by the
cache eviction policy. We use this feature to split equally the
L2 cache by allocating four disjoint ways to each core. Hence,
it is not affected by spatial interference. However, as pointed
by Valsan et al. [11], some contention can still occur on the
SCU and the PL310 controler.
The last level of the memory hierarchy is the DRAM. Our
platform features 1GiB DDR3 DRAM, with 8 banks of 128
MiB each. In our setup, this level is the only one which is
not partitionned. The interface to the DRAM is the Multi-
Mode Memory Controller (MMDC), which is also in charge
of the optimization of the global DDR bandwidth. To that
end, it may perform access reordering and speculative row
precharging [12], hence it can be unfair regarding access
requests service time.
To comply with the event based model presented in sec-
tion II-A, we decompose the memory system of our platform
in a private and a shared part. We choose to include only
memories subject to spatial interferences and their interface
in the shared part. Consequently, since we partition the L2
cache, the shared part in the decomposition of our platform
only consists in the DRAM and the MMDC. Thus, we consider
that shared memory access requests are emitted on L2 cache
misses.
The operating system used in this study is a GNU / LINUX
distribution generated using the pyro release of the YOCTO
project [13]. It uses the 4.1.15 kernel version compiled with
GCC 6.4.0. Since our experiments do not involve scheduling
and that applications are not preempted, we do not make use
of PREEMPT_RT [14] patches or a platform like LITMUS
RT [15].
C. Measuring interference
We determine the impact of interferences on an application
by measuring the worst execution time overhead it suffers
when the memory system is under contention. To this end
we run the application in isolation (facing idle applications)
and in contention (facing different combinations of load appli-
cations). Loads are a subset of our microbenchmarks selected
to generate the greatest numbers of interferences. We compute
the execution time overhead between the worst time measured





We ensure that applications are not preempted and do not
migrate. To that end, we pin each application on one core using
the POSIX sched_set_affinity interface, and schedule
them using the SCHED_FIFO policy with the maximum
priority. To avoid kernel interferences, we disable real time
throttling [16]. This mechanism is a safety net that periodically
preempts applications scheduled with real time policies, in
order to let the kernel manage software interrupts. This feature
is enabled by default, and is a source of interferences in
experimental results.
TABLE I: Implemented access policies
Name Data structure Access pattern Description
sequential one array sequential Simple array walk. Apply a fixed offset to the previous address
random one array random Compute a random valid offset.
lookup one array random Read sequentially the next entry of a shuffled array of offsets
sum-2 two arrays sequential Sum up two arrays sequentially. Similar to STREAM.
sum-3 three arrays sequential Sum up three arrays sequentially.
sum-2-r two arrays random Sum up two arrays. Two random offsets are computed.
sum-3-r three arrays random Sum up three arrays. Three random offsets are computed.
sum-2-l linked list sequential Add two consecutive elements of linked lists. Nodes are contiguous in memory
sum-3-l linked list sequential Add three consecutive elements of linked lists. Nodes are contiguous in memory
sum-2-lr linked list random Add two consecutive elements of linked lists. Nodes are shuffled in memory
sum-3-lr linked list random Add three consecutive elements of linked lists. Nodes are shuffled in memory
TABLE II: Pair of access policies used in the microbench-
marks
R W D PR PW
linear X X X sequential sequential
scatter X X X sequential random
gather X X X random sequential
random X X X random random
lookup X X X lookup lookup
sum-2 × × X sum-2 sequential
sum-3 × × X sum-3 sequential
sum-2-r × × X sum-2-r sequential
sum-3-r × × X sum-3-r sequential
sum-3-l × × X sum-2-l sequential
sum-3-l × × X sum-3-l sequential
sum-3-lr × × X sum-3-lr sequential
sum-3-lr × × X sum-3-lr sequential
D. Impact of memory interferences on microbenchmark in-
stances
By varying the parameters of Algorithm 1, we obtain 1568
microbenchmark instances with memory behavior of varying
nature and intensity. The data set comprises instances of all
the access policy combinations defined in Table II. The R and
W parameters are determined by multiplying a read over write
ratio (0, 0.25, 0.5, 0.75, and 1) with a total number of accesses
(20 and 100). The range of the throttle parameter T varies
from 0 to an upper bound that depends on the combination of
access policy. The upper bound is 10,000 for the STREAM
extensions, and 2000 for the other combinations. The reason
of this difference is purely practical, as large throttle values
results in longer experiments.
The relationship between the overhead and microbench-
marks’ parameters is shown in Figure 3. For each nature
of traffic observed (defined by all the benchmark parameters
except the throttle rate), we can associate a curve representing
the evolution of the overhead in function of the throttle rate.
In Figure 3a, we can see that if each curve is decreasing
exponentially with the throttle rate (the x scale is logarithmic),
the speed of decay of each curve varies greatly. Figure 3b
exhibits important variations observed for the same throttle
values. The overhead varies between 109% and 384% for a
throttle of 0, between 49% and 262% for a throttle of 10, and
between 7% and 199% for a factor of 100. In Figure 3c, the
two highlighted curves illustrate how the rate of decay may
vary. There is a 178% overhead difference in favor of the red
curve for a throttle of 0. They suffer roughly the same overhead
for a throttle of 8, and for a throttle of 100 the difference is of
115% in favor of the nature illustrated by the blue curve. This
shows a great variety of shapes between the various nature of
memory consumption, in spite of the fact they share a fairly
similar structure.
From this first result, we can make two conclusions:
1) Our microbenchmarks cover a wide range of sensitivity
cases.
2) The intensity of memory consumption clearly plays a
great role in the sensitivity to interferences, although it
is not sufficient to explain it completely.
There is clearly a need for a better characterization of the
nature of memory behaviour.
III. CHARACTERIZING MEMORY USAGE PATTERNS
To transpose our microbenchmark results to real applica-
tions, we must quantify relevant aspects of memory behavior
regarding sensitivity to memory interferences. We can dis-
tinguish two types of metrics: quantitative metrics related to
the intensity of the memory behavior and qualitative metrics
related to its nature. While many quantitative aspects are
easily measurable using hardware performance counters, this
is not the case for most qualitative metrics. To avoid this
shortcoming, we emulate a simplified version of the target
architecture to capture the traffic yield explicitely by the
application, and record it in a novel high resolution profile
format. With this approach, we can quantify yet unmeasurable
aspects of the memory behaviour. Additionally, an application




































Fig. 3: Impact of memory interferences on microbenchmark instances.
profile allow to distinguish various phases in the application
execution.
The rest of this section is organized as follows. In the first
place, we study the quantitative characterization of memory
behavior using bandwidth. In a second place, based on our
previous results and our knowledge of the experimental plat-
form we propose some qualitative metrics. In a third place, we
present our profiling platform, and our high resolution profile.
We conclude this section with a case study of an application
from the PARSEC suite.
A. Quantitative characterization
We characterize the intensity of memory behavior with the
bandwidth to shared memory, as it is fairly common, notably
in regulation systems such as MemGuard [2] or the approach
proposed by Blin et al [3]. We use the counters provided
by the Performance Monitoring Unit (PMU) of the MMDC
to measure it. Since the MMDC is shared between cores,
the counters only account the global bandwidth and do not
differentiate the consumption of individual cores. Hence, the
bandwidth of an application can only be measured in isolation,
although this is not a problem to characterize applications
memory behavior.
Figure 4a depicts the relation between the overhead suffered
by our microbenchmarks and their bandwidth in isolation. Just
like on the figure 3, we can associate a curve to each nature of
traffic which is defined by all the microbenchmark parameters
except the throttle rate. Here we draw curves expressing a
linear relationship between the overhead and the bandwidth
in isolation. The speed at which the overhead grows with the
bandwidth, the slope of these curves, varies greatly. Let’s show
that the slope of these curves is in fact the average delay
suffered per access. The average delay suffered per access
is the difference of the average access latency observed in
contention and in isolation.
Daccess = CPI
cont
mem − CPIisomem (2)
Since this is an average value, it does not vary from access
to access. Hence, we can state that the overall delay suffered
by an application is the average delay per access repeated
Naccess time.
Tcont − Tiso = Naccess ·Daccess (3)
Injecting this results in equation 1, we show the relationship











Reasoning in terms of slopes allows us to quantify the
variation of sensitivity of our microbenchmarks independently
of their bandwidth. In figures 4b, we can see that the slope
observed for each nature of traffic is mostly constant with
two notable exceptions: important slopes (over 200 cycles) are
unstable, and some nature of traffic exhibit a slight change of
slope for high throttle values. The range of observed slope
values is significant. If we apply the highest observed slope
(481.51) to the highest observed bandwidth (0.084 access/-
cycle), we have a 4,074% overhead. Fortunately, we can see
in Figure 4c that there is apparently an inverse relationship
between the bandwidth and the largest observed slope, letting
us think that such overhead is unlike to be observed in practice.
We can conclude that these results clearly emphasize the need
for a characterization of the nature of memory behavior beyond
the microbenchmarks’ parameters.
B. Qualitative metrics
The purpose of qualitative metrics is to quantify aspects on
the nature of memory traffic. From our previous results, we
propose the following metrics.
1) Read over write ratio: Read and write access requests
are affected differently by the problem of interferences. On
the MMDC of our platform, each type of requests have a
different queue and are treated differently [17]. Moreover, they
do not affect the application progress in the same way. By
their semantic, read accesses access are synchronous unless
they are prefetched. Thus, they are more likely to block appli-
cations progress than write accesses which are semantically













(a) Bandwidth in isolation vs. overhead (each point represents a
microbenchmark instance)
















(b) Throttle rate vs. average delay per access
















(c) Throttle rate vs. average delay per access
Fig. 4: Summary of bandwidth characterization of 1568 microbenchmark instances. Each line and color indicates a memory
consumption nature.
asynchronous. We account these differences with the ratio
of read over write access requests. We measure it using the
performance counters located in the DRAM controller of our
platform.
2) Access type interleaving: The interleaving of access
requests can have different impacts. Regarding the application
progress, highly interleaved read and write accesses can (but
not always) indicate more data dependencies. Another impact
is for the service time of these requests by DRAM. Switching
the type of access induces data bus inversions, which are
costly in terms of DDR timings [18]. On our experimental
platform, accesses causing data bus inversions are penalized
by the MMDC access request scheduler [12]. Consequently,
applications yielding highly interleaved traffic are more likely
to suffer from unfairness during the access reordering, thus
are more sensitive to interferences.
3) Access pattern entropy: The access pattern of an appli-
cation defines how accesses jump from a memory location
to another. If the address has b bytes, the jump between
address a1 and a2 is (a2 − a1) mod (2b − 1). On Figure 1
read and write accesses follow two different patterns: reads
are sequential (their arrows are parallel) and writes seems to
be mostly random (their arrows are entangled). We want to
quantify this degree of randomness. To do so, we borrow the
concept of self-information from information theory [19]. The
self-information I of a jump j in an access pattern P is a
measure of the information brought by j to deduce the whole
pattern. It is based on the probability of occurrence of j in P
noted p(j).
I(j) = −log(p(j)) (5)
The idea of self-information is that events happening often
do not give much information. For instance, in a sequential
pattern where there is only one possible jump value, we can
deduce the whole pattern examining only one element of
the pattern. There is no jump value giving more information
than another since they are all identical. In this case, the
self-information of any element of the pattern is zero since
p(j) = 1. We measure the complexity of the access pattern P
using its Shannon entropy H(P ), which is the average self-
information of the elements of the sequence. It is also the
number of bits required to encode the whole pattern.




Applications with high entropy are likely to have poor
locality, and consequently an increased memory consumption
of system components such as DRAM rows. It is also a
measure of difficulty for the speculation mechanisms to work
effectively. Self information can be seen as a cost for a
prefetcher to accurately predict future accesses from the past,
and by extension to mitigate the impact of interferences.
4) Impact of service time degradation: The nature of the
memory consumption of an application does not only affect the
time taken by the memory controller to serve access requests
but also how this service time impacts applications progress.
Instructions causing memory accesses have a significantly
longer completion time than others. Since the intensity I of
the memory traffic is the number of accesses by instruction,
it has a significant impact on the application’s progress speed
measured in cycles per instruction (CPI). In fact, the CPI
rate of an application can be expressed as the combination of
the CPI of instructions producing memory accesses and the
CPI of other instructions.
CPIiso = I · CPIisomem + (1− I) · CPIisocomp (7)
The value of CPIisomem is highly dependent on the time
Tserv taken by the memory controller to serve memory ac-
cesses. On average, this time depends on the nature of the
traffic. For instance, an access request can be served much
more quickly if the corresponding row is already loaded in
the row buffer. Thus, accesses in a memory traffic exhibiting
poor locality will be longer to serve on average, as corre-
sponding rows are less likely to be loaded. However, for
architectural reasons (pipelines, out of order execution, non-
blocking caches, . . . ), Tserv is rarely exactly reflected in the
value of CPImem. We express this difference using an impact
factor noted τ .
CPImem = τ · Tserv (8)
By injecting this definition of CPImem in Equation 7 we
can compute τ as follows.
τ =
CPI − (1− I) · CPIcomp
I · Tserv
(9)
The value of τ is rarely equal to 1. In practice it can be lesser
or greater. The first case indicates that the hardware is able to
compensate the DRAM service time, thanks to features like
pipelining and out-of-order execution. Conversely, the second
case τ indicates that the service time of the DRAM is only a
part of the overall memory access delay. This can be explained
by the impact of other memory system components, but also
by timing anomalies [20].
We measure Tserv using the PMU of the MMDC. The
intensity is measured using the number of accesses measured
on the MMDC and the number of instructions measured on the
core’s PMU. For the value of CPIcomp, we use a conservative
approach and take the highest CPI value achievable on the
platform.
C. Profiling platform
Most of the qualitative metrics we just described are not
measurable using hardware counters. That is why we must
use some kind of simulation in order to measure them. The
problem is that COTS hardware generally has two charac-
teristics: it is rather complex and its precise behavior is not
thoroughly documented. We avoid this drawback by sticking
to our event based memory consumption representation: the
memory consumption of an application is a stream of access
requests emitted to a black box shared memory system. In our
setup, the shared memory is the DRAM, hence we consider
that an access is triggered on L2 cache misses. We have
developed a tool to reproduce the stream of access requests
yielded during an application execution. It is based on the
CacheGrind platform of the VALGRIND [4] dynamic binary
instrumentation framework. Except for the cache hierarchy,
the target hardware is treated as a black box.
The workflow to obtain a high resolution profile is described
in Figure 5. It begins with the compilation of the application
(step 1). No special compilation flags are required. The binary
is then executed in VALGRIND. The program execution is em-
ulated basic block by basic block. Each basic block is decom-
piled in intermediate representation, then this representation
is instrumented; finally, the instrumented block is compiled
back to native language and executed. The cache simulation
and traffic capture are performed by the instrumentation (step
2).
This method allows us to have a detailed view of the
memory traffic without relying on hardware implementation
details. Because this is not a cycle accurate simulation, the
progression cannot be measured with time. Our answer is to
measure application progress in terms of executed instructions,
as it is sufficient to characterize applicative behaviors. We also
offer a checkpointing feature. A checkpoint is a hook in the
code that tells the profiler to mark a position in the emulated
stream. We implement this feature using VALGRIND’s monitor
interface. Checkpoints are later converted to measure points,
allowing us to gather performance metrics on portions of the
captured stream.
A limitation of our approach is that we only reproduce the
traffic caused explicitly by the application. The consequence is
that the implicit traffic, generated for instance by prefetchers,
is not captured by our tool. This restriction could be lifted
with further development on the profiling tool. Nevertheless,
this would require a deep understanding of the underlying
hardware, which is not always achievable on COTS hardware.
Moreover, since the hardware model we use is rather abstract,
the traffic we capture for an application can be reused on
hardware platforms with the same ISA and the same cache
size. This would not be necessarily the case with a more
concrete hardware model.
... R W W R W R ...
... 1 0 1 2 4 1 ...
... 1 5 6 7 2 3 ...




















































Fig. 5: Profiling workflow
D. High resolution profiles
The data gathered during the second step of the workflow
illustrated in Figure 5 are organized flexibly using a layered
high resolution profile format. Just as layers in an image
format map an aspect of each of its pixels (transparency for
instance), layers in our profile format map an aspect of each of
its access requests. The whole raw traffic can be represented
using three layers. The first layer maps the type of each access
request. The second layer maps the address each access refers
to. Finally, the third layer maps the number of instructions
executed after each access.
The representation of the memory traffic can be easily
enriched by stacking additional layers. For instance, we derive
the address layer in several sublayers. The first derivation is a
split of the address corresponding to the platform’s L2 cache
interpretation: offset, index, tag’s lower half, and tag’s upper
half bits. The next derivation is the pattern associated with
every address layers, in other words, the sequence of jumps
between consecutive addresses.
The likeliness of our high resolution profiling format with
an image format makes it particularly well suited for graphical
representation. Three examples of profiles taken from applica-
tions of the MIBENCH and the PARSEC suites are given in
Figure 6. The patterns associated to each part of the address
are clearly distinct. Sequential patterns are indicated by lines,
while more complex patterns tend to be represented by noise.
Patterns can be complex while preserving a structure. For
example, we can observe interleaved sequential patterns. This
complexity can be measured using the entropy metrics defined
in Section III-B. We can clearly observe distinct phases in the
application’s execution, which cannot be easily identifiable if
they have similar performances.
The checkpointing feature offered by our profiler allows
us to validate the placement of measure points according to
applications phases. This permits refinement of the analysis
by splitting an application in several phases exhibiting a
homogeneous behavior.
E. Case study
Using our profiler with all the instances of bodytrack
(small, medium and large), we split these applications in
21 phases. Moreover, our high resolution profiles allows us to
distinguish three distinct behaviors we note B1, B2 and B3,
as annotated in Figure 6a.
Figure 7 illustrates, for each behavior, respectively the
bandwidth, global overhead, and the delay per access Daccess.
This study is interesting for three reasons. It confirms the
relevance of our splitting, as the phases tagged with the same
behavior in our profiles have similar bandwidth and global
overhead. It also confirms the relevance of our qualitative
metrics. Indeed B2 and B3 have the same bandwidth but they
respectively suffer overheads around 100% and 20%. Finally,
despite their difference of bandwidth, B1 and B3 are quite
similar on the profile. We retrieve this similarity in their almost
equal Daccess values.
IV. OVERHEAD INFERENCE
In this section, we discuss the usage of our metrics, our
profiler and our microbenchmarks to infer the sensitivity of
an application regarding memory interference. We first present
our inference methodology, then we use it to evaluate the
relevance of our qualitative characterization.
A. Regression methodology
We use a regression algorithm to predict the worst observed
overhead suffered by an application given a set of metrics
characterizing its behavior in isolation. We chose to use
random forests [5] because it is well suited for the regression
of non-linear models and it is robust against overfitting. We use
the implementation of the Scikit-learn [21] machine learning
library.
We constitute a training and a validation set to respectively
fit the regressor and evaluate its precision. Each element
of these sets is a measure (X, y), X being a vector of
characteristics of the memory traffic in isolation, and y the
worst measured overhead. In the training set, y is meant to
capture the platform behavior, while in the validation set y
is used to compute the prediction error. In our evaluation,
training set data are measured from the microbenchmark
instances presented in section II-D, while validation set data
are measured from a set of applications of the MIBENCH [22]
and the PARSEC [7] suites. We use the checkpointing facility
provided by our profiler to split the applications’ executions
into phases. We do not consider the initialization phases of
any application in our experiments.
B. Evaluation
We evaluate the precision of the overhead inference, de-
pending on which metrics are used to characterize the memory
traffic in isolation. To do so, we consider combinations of
three feature sets: B is the set comprising the bandwidth in
isolation, Q is a set comprising qualitative features, and τ is
a set comprising the τ impact factor. The Q set comprises
all the qualitative features presented in Section III-B excepted
τ : the read over write ratio, the interleaving rate of read and
write accesses, the pattern entropy for the whole and the split
address. The address is split in four parts: offset (bits [0, 5[),




Fig. 6: Graphical display of the memory access stream captured for application from the MIBENCH and PARSEC benchmark
suites. There are four stacked graphs sharing the x-axis. The x-axis accounts for the number of instructions executed. For
each graph, the y-axis represents the difference between consecutive parts of the address. The address is split according to the
mapping used by the last level cache of our experimental platform. For instance, the value of the ith point in the index layer
is (indexi− indexi−1) mod Nindex, where indexi and Nindex are respectively the value and the number of indices encoded
by the index bits in the destination address of the ith access. Each color represents a type of access, red for writes and blue
for reads. Finally, the horizontal dotted lines represent the checkpoints we placed in the application.





















Fig. 7: Sensitivity of bodytrack behaviors
upper half (bits [24, 32[). We present the results for three
combinations of features: B, BQ and BQτ . B is the baseline,
BQ and BQτ are meant to evaluate respectively the relevance
of qualitative metrics and the impact factor τ .
We measure the quality of prediction of the validation set
















The base of comparison is the worst overhead measured using
the protocol described in Section II-C. The MSE gives a higher
penalty to high mispredictions; hence this metric is useful to
evaluate the range of mispredictions. Whereas, the MAE gives
the average prediction error encountered on the dataset.
The prediction error per application and for the whole
validation set is summarized in the Table III. There is a clear
improvement of prediction precision from the baseline for the
BQ and the BQτ sets. This indicates the relevance of the
metrics in the Q and the τ sets to characterize interference sen-
sitivity, but also that our microbenchmarks offer a good cover-
age of memory consumption nature and intensity. The greatest
improvements are observed for streamcluster-small,
canneal-small, and canneal-medium. The effect of
the τ impact factor is clearly more important on the MSE
than on the MAE, indicating that it reduces the range of
mispredictions. The gain of accuracy brought by the Q and
the τ sets is observable on the Figure 8 showing the predicted
and the observed values of each test case.
V. RELATED WORK
We distinguish three families of approaches to tackle the
problem caused by memory interference. The first one con-
sists in the extension of timing analysis techniques used to
determine the WCET of real-time applications. The second
one regroups the approaches aiming at improving the isolation
of applications running on the same hardware in order to
TABLE III: Mean squared and absolute prediction error (MSE
and MAE) per application and for the whole validation set
Prediction error metric MAE MSE
Application B BQ BQτ B BQ BQτ
adpcm-c-small 32.4 2.6 16.6 1052.9 6.8 276.5
adpcm-c-large 40.5 5.8 13.2 1638.2 33.7 174.0
adpcm-d-small 65.3 6.1 19.8 4257.7 37.8 392.5
adpcm-d-large 63.0 6.0 19.7 3970.5 36.6 388.6
blackscholes-small 10.3 8.2 8.4 106.2 66.9 70.9
blackscholes-medium 21.9 4.3 4.6 479.8 18.4 21.4
blackscholes-large 28.4 1.2 4.5 804.1 1.5 19.9
bodytrack-small 47.9 25.8 17.6 3103.3 1424.3 581.6
bodytrack-medium 34.3 24.5 17.2 1546.4 1225.2 504.9
bodytrack-large 25.9 22.5 15.2 837.1 1060.3 435.7
canneal-small 141.0 16.5 25.9 19872.2 271.5 669.3
canneal-medium 158.0 22.2 32.8 24966.0 493.8 1073.9
fft-small 22.7 15.0 19.5 797.7 651.5 704.1
fft-medium 29.0 18.0 16.8 1620.4 492.2 421.6
fft-large 20.0 11.3 9.4 769.3 311.3 216.6
freqmine-small 34.2 32.6 28.0 2056.1 1818.3 1344.1
freqmine-medium 33.3 21.7 23.7 2221.9 923.2 1016.1
freqmine-large 52.4 30.8 26.2 5241.8 2548.8 1416.9
patricia-small 5.9 15.3 5.6 35.0 234.2 31.4
patricia-large 6.8 14.6 9.7 45.7 212.0 94.9
qsort-large 52.3 68.2 43.1 2734.3 4644.5 1861.1
rijndael-dec-small 6.3 2.7 2.8 39.9 7.3 8.1
rijndael-dec-large 7.1 1.2 2.7 51.1 1.5 7.4
rijndael-enc-small 2.5 6.8 3.3 6.0 46.8 10.7
rijndael-enc-large 26.7 5.3 0.6 713.5 27.7 0.4
sha-small 7.9 0.2 11.4 61.7 0.0 130.4
sha-large 11.0 9.4 19.3 120.0 88.7 370.9
streamcluster-small 95.7 43.9 40.5 11056.9 2332.2 2032.7
Validation set 37.4 21.7 18.8 2667.0 1093.7 681.6
Error loss from B - 42.0% 49.9% - 59.0% 74.4%
avoid interference. Finally, the third family of approaches
aim at managing the effect of interference to respect timing
requirements.
A. Timing analysis
Timing analysis is the step of real-time system design where
the WCET of applications is determined. Interferences in
multi-core complicate timing analysis, as the WCET of an
application does not only depend on itself but on the behavior
of its co-runners.
Static timing analysis as done on single-core systems [23]
has proven to be hard to transpose on multi-core systems. A
detailed survey on the state of the art of multi-core timing
analysis has been done by Maiza et al. [1]. The application
of static timing analysis requires a deep knowledge of the
underlying hardware platform, which is not always achiev-
able with COTS hardware. For instance, Kim et al. [24]
present a timing analysis that computes a bound of DRAM
response time degradation based on information provided by
JEDEC [18] documentation. While permitting to derive safe
bounds, this kind of work currently suffers several limitations.
First, the derived overheads are usually very pessimistic.
Second, some assumptions are usually made regarding the
compositionality [20] of the platform. In other words, the
ability to compute the overall delay from the delays suffered
by individual components of the application. On our platform,
this result cannot be applied as it is invalidated by the behavior
of the MMDC. Oehlert et al. [25] use static analysis to
extract event arrival functions giving the number of access
























































Bandwidth + qualitative + tau
Fig. 8: Predicted vs. observed values. Gray and red points belong respectively to the training and the validation set.
triggered for a time window. Such technique can be used to
determine a safe approximation of the memory consumption of
an application for every execution paths. However, our results
show that a purely quantitative characterization of the memory
trafic is imprecise.
Many studies use dynamic methods to evaluate the effect
of interference, notably the ones conducted by Bin et al. [26],
Radojkovic et al. [27], Nowosch et al. [28], Fernandez et
al. [29], and Zhuravlev et al. [30]. Nevertheless, contrary to our
work they characterize applications in terms of consumption
instead of behavior. Griffin et al. [31] tackle the same problem
as ours. They use Deep Neural Networks to infer the overehead
suffered by applications from metrics gathered using hardware
performance counters. Our approach differ by the choice
of the metrics used to characterize consumption behaviour,
and it is less dependent on the availability of good quality
counters on the platform. Black-Schaffer et al. [32] and Mars
et al. [33] propose an interference sensitivity characterization
to infer the performance degradation caused by co-locations
in rack-scale computers, while Funston et al. [34] propose an
automatic characterization generation for that purpose. Unlike
these approaches, our characterization relies exclusively on the
behavior of the application in isolation, and load injection
is only required during the training set constitution for a
given platform. The aggressivity of loads used during the
constitution of a training set is an important aspect of measure
based approaches. Iorga et al. [35] propose an autotuner to
determine parameters for load applications to generate more
interference. Such tools can be beneficial to our approach.
B. Isolation
The effects of interferences can be mitigated, or even pre-
vented, by avoiding collisions on shared hardware. Spatial iso-
lation is achieved by making shared resources private, whereas
temporal isolation is achieved when two cores cannot access
a shared resource simultaneously. The achievable level of
isolation is highly dependent on the hardware platform. Time
predictable architectures such as PRET [36], T-CREST [37], or
MERASA [38] provide mechanisms allowing these two types
of isolation. However, since they are not widely available, they
are not in the scope of this article.
Spatial isolation can be achieved with hardware support,
or software methods like page coloring [39]. Page coloring
can be used to partition resources as diverse as physically
indexed caches [40], TLB entries [41], DDR channels [42], or
DRAM banks [43]. Nevertheless, it requires operating system
support and knowledge of the mapping of physical address to
components location. PALLOC [43] address these two issues
for the Linux kernel with a color-aware page allocator and an
experimental methodology to determine the mapping used by
the target DDR controller. Further operating system support
for coloring is proposed by Ward et al. [44]. They study
the management of cache colors as a shared resource, and
propose a scheduling analysis using a single core equivalence.
Spatial isolation is relatively easy to provide. However it
induces an increased intra-core pressure on partitioned re-
sources resulting in performance degradation. The tradeoff
between the gain of determinism and performance degradation
is studied extensively by Kim et al. [45]. These approaches
allow us to leverage spatial partitioning without depending on
hardware support. Although our approach is applicable without
using spatial partitioning, doing so change the definition of
what constitutes the memory system. Thus, it may requires
some adjustements regarding quantitative characterization. The
application of our appoach with different partitioning setups
is a promising research direction we plan to explore in the
future.
Temporal isolation completely negates interferences by
scheduling the access to shared resources. Unlike spatial iso-
lation, it is very difficult to achieve efficiently without specific
hardware. Fischer et al. [46] provides temporal isolation to
critical tasks in mixed criticality systems, by disabling all
but one core when a time critical application executes, which
results in important resource underutilization. One way to
achieve a finer grain temporal isolation is to use a phased
execution model such as the superblock model [47] [48] or
PREM [49]. In such models, shared memory can only be
accessed during explicit data acquisition and restitution phases,
while only local resources are used in computation phases.
This separation allows the system to schedule data phases
sequentially and computation phases in parallel. Although they
improve platform utilization, such models require rewriting
applications to comply to them, making this approach incom-
patible with legacy software. Systems providing fine-grained
temporal isolation have been proposed by Jean et al. [50]
on a PowerPC platform, and by Perret et al. [51] on the
Kalray MPPA-256 platform, although these implementations
rely on platform-specific features. Our approach could be
used to improve the performance of this kind of approach
by determining the sensitive phases for which strict temporal
isolation should be enforced and insensitive one that do not
require this level of protection against interference.
C. Interference regulation
Regulation systems [52] can be seen as a relaxed form of
temporal isolation. Instead of avoiding interference at all cost,
a regulation system manages resources so that time-critical
applications fulfill their deadline requirements. This kind of
approach is well suited for mixed criticality systems, where
they can be used to protect real-time applications from the
interference caused by non-critical applications.
Kritikakou et al. propose a distributed WCET con-
troller [53] [54] to that end. In this approach, the code of
real-time applications is instrumented with observation points
in charge of tracking application progress. If an observation
point detects an unacceptable slowdown in the application
progress, it sends a request to a distributed WCET controller
to suspend non-critical tasks. The main difficulty to apply
this method is the placement of observation points, although
we believe our approach could provide some assistance for
that task. Indeed, our high resolution profile format allows
to clearly distinguish applications phases, hence to identify
zone of interests in applications code. Moreover, the clearly
distinctive visual pattern opens the possibility to use computer
vision techniques to automate applications splitting.
An alternative approach is proposed by Blin et al. [3] to
keep under a specified threshold the slowdown caused by
best efforts application to a real-time one. In this approach,
an interference model of the hardware platform is built using
measures. The model associates a local and a global bandwidth
to the worst observed overhead suffered by an application
consuming the local bandwidth in isolation when the global
bandwidth is observed. Knowing the consumption of the real-
time application, a run-time control system periodically use the
interference model to infer the delay the application suffers,
and suspend best effort tasks when the cumulated overhead
reaches a threshold specified by the system designer. Our
approach can be directly beneficial to this approach as it
consists in generating accurate interference model. However,
some extensions are required to predict the overhead suffered
under a specific system load.
Memguard [2] is a bandwidth regulator. Each core has a
memory access budget. Hardware performance counters are
used to track the number of memory access made by each
core. When an application spends all its access budget, an
interruption is raised and the task is suspended until the next
regulation period. The level of interference is managed by
keeping the overall bandwidth below a threshold, resulting
in hardware resource underutilization. Our approach could be
used to account the sensitivity of applications in a workload
and adjust the guaranteed bandwidth thresholds accordingly in
order to improve platform utilization.
VI. CONCLUSION AND FUTURE WORK
In this article, we have presented an experimental approach
to characterize relevant aspects of the memory consumption
to their sensitivity to memory interferences. We have intro-
duced a set of microbenchmarks allowing us to reproduce
a wide range of memory consumptions, both in nature and
intensity, at a sufficiently large scale to use machine learning
techniques. We have put in evidence the lack of precision of a
purely quantitative characterization of memory consumption.
In response, we have defined qualitative metrics quantifying
the type of accesses, their interleaving, locality, or their impact
on application progress. We have developed a tool to measure
those aspects that also capture high resolution profiles allowing
us to clearly identify distinct consumption behaviors in an ap-
plication. Finally, we have used our microbenchmarks and our
characterization to infer the overhead suffered by applications
of the MIBENCH and the PARSEC suites. Results show a
significant improvement of quality prediction compared to a
purely quantitative characterization, showing the relevance of
our metrics and the representativity of our microbenchmarks.
In the future, we will explore several directions to improve
this work. The first direction we want to explore is to use our
approach to evaluate more hardware platforms. The second one
is to build a set of conservative predictor that does not allow
underestimations. This can involve the development of specific
inference algorithms or new interference models incorporating
our characterization. The third direction is to widen the scope
of consumption behavior covered by our microbenchmarks
and to find new relevant metrics. Finally, the last direction we
want to explore is the automation of measure points placement,
using computer vision techniques and code analysis.
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