Background {#Sec1}
==========

The dominant approach to the measurement of socioeconomic inequality of health consists of using rank-dependent indicators. They are called rank-dependent because they can be expressed as weighted averages of individual health levels, with the weights determined by the ranks of individuals in the socioeconomic distribution. Indices of this type allow us to find out whether there is pro-rich or pro-poor bias in the health distribution: positive values indicate that people who are relatively well-off in socioeconomic terms tend to have better health than those who are less well-off, and negative values the opposite. The standard health Concentration Index \[[@CR24]\] is undoubtedly the most popular rank-dependent index. There is now also a growing literature on the decomposition of the Concentration Index using various econometric techniques (see, e.g., \[[@CR1], [@CR10], [@CR21], [@CR25]\]). An overview of recent contributions on the measurement and decomposition of socioeconomic inequality of health can be found in \[[@CR10], [@CR19], [@CR20]\].

Compared to indicators of income inequality or health inequality, which measure the degree of inequality within a given univariate distribution of income or health, indicators of socioeconomic inequality of health are bivariate in nature because they measure the degree of *correlation* between health and socioeconomic status. To explain the degree of correlation between these two variables rather than the degree of inequality in one variable, Erreygers and Kessels \[[@CR4]\] proposed a set of two-dimensional decompositions that investigate both variables simultaneously. The most salient of these decompositions is based on the bivariate multiple regression model that explains health and socioeconomic status simultaneously. This decomposition captures not only the direct contributions of the explanatory variables in the regressions, but also their combined or correlated contributions.

However, two criticisms may be made of the two-dimensional decomposition analysis based on the bivariate multiple regression model. The first is that the bivariate multiple regression model uses the same set of variables to explain both health and socioeconomic status, which may not be the most appropriate assumption given that the determinants of health and socioeconomic status need not be the same. Related to this, the second criticism is that socioeconomic status is not included as an explanatory variable in the regression of health, and health not included as an explanatory variable in the regression of socioeconomic status. The existence of a reciprocal relationship should be examined since health is potentially both a cause and a consequence of socioeconomic status \[[@CR7], [@CR16]\]. In the literature on the decomposition of socioeconomic inequality of health, several empirical studies (see, e.g., \[[@CR2], [@CR11], [@CR13], [@CR17], [@CR18], [@CR25]\]) have investigated the impact of socioeconomic status on health, reporting evidence that socioeconomic status is an important determinant of health. Gerdtham et al. \[[@CR7]\] argue, however, that an overall consensus about the causal impact of socioeconomic status on health has not yet been reached.

The main objective of Erreygers and Kessels \[[@CR4]\] was to compare the two-dimensional decomposition to the one-dimensional decompositions that are based on regressions of only one of the two variables under consideration. Therefore, they used the same set of explanatory variables in all regressions, which are all estimated using ordinary least squares (OLS). Moreover, for the one-dimensional decompositions, they argued that including either of the variables as an explanatory variable in the single regressions distorts the explanation of the correlation between health and socioeconomic status. It is then as if the variable in question were treated both as a dependent and as an independent variable. As a result, for the two-dimensional decomposition, a bivariate multiple regression modeling framework was chosen which includes neither health nor socioeconomic status as an explanatory variable.

To bridge the gap between empirical observations and modeling practice, we propose a flexible modeling approach for the decomposition of socioeconomic inequality of health that makes use of a structural or simultaneous equation model (SEM). The model allows for different sets of determinants of health and socioeconomic status as well as for the inclusion of socioeconomic status as an explanatory variable in the regression of health and health as an explanatory variable in the regression of socioeconomic status. The model produces consistent estimates of the regression coefficients using a two-step generalized method of moments (GMM) estimation procedure that includes instrumental variables. Although such a modeling approach has been hinted at before (\[[@CR25]\]: 214, n.12) and commented upon for its data requirements which may be demanding \[[@CR10]\], this paper is the first to adopt a SEM in a simple manner using real data.

The outline of the remainder of the paper is as follows. First, we review the Generalized health Concentration Index and the various concepts it embraces. Next, we provide an overview of the most important one- and two-dimensional decompositions, based on the OLS regression approach. After that, we present a flexible SEM approach for regression-based decomposition analysis and show how it fits with the existing decompositions. By means of an empirical analysis of child malnutrition in Ethiopia, we then illustrate the proper use of the one- and two-dimensional decompositions within the OLS and SEM regression framework. Finally, we summarize the paper and discuss the main outcomes.

Methods {#Sec2}
=======

Generalized health Concentration Index {#Sec3}
--------------------------------------

We consider a population of *n* individuals for which the health level of individual *i*, denoted as *h* ~*i*~, is either a ratio-scale variable which takes non-negative values only, or a cardinal variable with a finite lower bound. The average health level in the population is equal to $\documentclass[12pt]{minimal}
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                \begin{document}$\mu _{h}=\frac {1}{n}\sum _{i=1}^{n}h_{i}$\end{document}$.

Erreygers and Van Ourti \[[@CR6]\] pointed out that the use of the health Concentration Index is pertinent when we are dealing with a ratio-scale health variable which is unbounded, i.e. which does not have a finite upper bound. However, when we are dealing with a variable which has a finite upper bound, a modified version is called for. For this situation, Wagstaff \[[@CR23]\] and Erreygers \[[@CR3]\] each proposed a variant of the Generalized Concentration Index.

All these indices belong to the family of rank-dependent indices: they can be expressed as weighted sums of health levels with the weights determined by socioeconomic ranks. The socioeconomic rank of individual *i* is determined by his/her position according to the variable chosen to measure socioeconomic well-being, e.g. income. Let the value of this variable for individual *i* be *y* ~*i*~. Then the natural number *r* ~*i*~(*y*), or more simply *r* ~*i*~, measures the position of individual *i* in the rank-order according to variable *y*, with the rank *r* ~*i*~=1 assigned to the person who is least well-off, and the rank *r* ~*i*~=*n* assigned to the person who is most well-off. In the case of ties, we assign to every individual of the tied group the average rank of the group. Over the population as a whole the average rank is $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\mu _{r}=\frac {n+1}{2}$\end{document}$. The fractional rank *f* ~*i*~ is defined as $\documentclass[12pt]{minimal}
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                \begin{document}$\mu _{f}=\frac {1}{2}$\end{document}$. Finally, the deviation of the fractional rank of individual *i* from the average fractional rank, denoted as *d* ~*i*~≡*f* ~*i*~−*μ* ~*f*~, has an average of *μ* ~*d*~=0.

The Generalized health Concentration Index *GC* is defined as: $$\documentclass[12pt]{minimal}
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                \begin{document} $$ GC=\frac{2}{n}\sum\limits_{i=1}^{n}h_{i}d_{i}  $$ \end{document}$$

The standard health Concentration Index, *C*, as well as the indices introduced by Wagstaff \[[@CR23]\], *W*, and by Erreygers \[[@CR3]\], *E*, can be expressed as simple functions of *GC*: $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{array}{*{20}l} C&=\frac{1}{\mu_{h}}GC \end{array} $$ \end{document}$$
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where *a* ~*h*~ and *b* ~*h*~ stand for the lower and upper bounds of the health variable. Strictly speaking, the decompositions discussed in this paper are only applicable to *GC* and *E*. As argued by Heckley et al. \[[@CR10]\], only these two indices comply with the assumption of weighting function ignorability required for proper decomposition analysis. This assumption states that the predictors of health do not influence the weighting function that is specific to each form of rank-dependent index and equal to the multiplier of *GC* in formulas ([2](#Equ2){ref-type=""})--([4](#Equ4){ref-type=""}). The two indices *GC* and *E* are characterized by a constant weighting function, which equals 1 for *GC* and $\documentclass[12pt]{minimal}
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                \begin{document}$\frac {4}{b_{h}-a_{h}}$\end{document}$ for *E*. The other indices *C* and *W* have weighting functions that are functions of the mean health, and therefore also functions of the predictors of health. They thus violate the assumption of weighting function ignorability. In the remainder of the paper, we will concentrate on the decomposition of *GC* which is the basic index satisfying weighting function ignorability.

We can rewrite the formula for *GC* using a well-known relationship between the rank-dependent indices and the covariance. Since $\documentclass[12pt]{minimal}
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Erreygers and Kessels \[[@CR4]\] used both ([1](#Equ1){ref-type=""}) and ([5](#Equ5){ref-type=""}) to generate decompositions of the Generalized Concentration Index. Some of these decompositions have a constant term. Because it is problematic to give a meaningful interpretation to the constant term, the most attractive decompositions are those without a constant term. In the next section, we review these decompositions, two of which are one-dimensional and one that is two-dimensional. In the one-dimensional decompositions, either the health variable or the fractional rank deviation variable is subject to a regression, whereas in the two-dimensional decomposition, both variables are subject to a regression. The regression approach used is simply OLS.

One- and two-dimensional decompositions using OLS regression {#Sec4}
------------------------------------------------------------

### The health-oriented decomposition {#Sec5}

The health-oriented decomposition, introduced by Wagstaff et al. \[[@CR25]\], has been the first and most well-known regression-based decomposition. It starts from the linear regression model describing the relationship between the health variable *h* and a number of explanatory variables *x* ~1~,*x* ~2~,\...,*x* ~*k*~: $$\documentclass[12pt]{minimal}
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                \begin{document} $$ h_{i}=\beta_{0}+\beta_{1}x_{1,i}+\beta_{2}x_{2,i}+...+\beta_{k}x_{k,i}+\varepsilon_{i}  $$ \end{document}$$

where *ε* ~*i*~ is an error term. Substituting the right-hand side of this model for *h* ~*i*~ in the 'product definition' of the *GC* in ([1](#Equ1){ref-type=""}) and working out the result, we obtain the health-oriented decomposition, henceforth referred to as decomposition (I): $$\documentclass[12pt]{minimal}
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                \begin{document} $$ GC=2\sum\limits_{j=1}^{k}\beta_{j}Cov(x_{j},d)+2Cov(\varepsilon,d)   $$ \end{document}$$

This decomposition has a deterministic component consisting of a sum of *k* contributions, one for each explanatory variable, and a residual component.

As argued by Erreygers and Kessels \[[@CR4]\] and Heckley et al. \[[@CR10]\], it is misleading to include the fractional rank deviation variable *d* in the OLS regression for *h* in decomposition (I), or any proxy variable strongly correlated with *d* such as income or consumption. In that case, the residual component will be zero, or close to zero, suggesting that we have explained all or most of the variation in the Generalized Concentration Index. This result is, however, merely an artefact from the OLS regression-based approach of decomposition (I). Consider, for example, the simple case where the variable *d* is the only explanatory variable of *h*, i.e. *x* ~1~=*d*. Since the OLS estimate of *β* ~1~ is then equal to *C* *o* *v*(*h*,*d*)/*V* *a* *r*(*d*), it follows that the deterministic component of decomposition (I) is identical to *GC* and therefore the residual component equal to zero. However, in this case, we have explained nothing at all. We are just treating the fractional rank deviation variable *d* both as a dependent and as an independent variable. In other words, the variable *d* is assumed endogenous, whereas exogeneity is required for causal inference using OLS and decomposition (I) \[[@CR10]\].

Even though empirical work suggests that the socioeconomic variable is an important predictor for *health* (see, e.g., \[[@CR2], [@CR11], [@CR13], [@CR17], [@CR18], [@CR25]\]), the OLS regression-based methodology of decomposition (I) does not provide the right framework to use this result for the explanation of *socioeconomic inequality of health*. To bridge the gap between the empirical result and the regression-based decomposition methodology, we propose using a SEM approach (see below) that unifies these contrasting themes.

### A rank-oriented decomposition {#Sec6}

Erreygers and Kessels \[[@CR4]\] introduced a rank-oriented decomposition that relies on a linear regression model for the fractional rank deviations. Assuming that the variables *z* ~1~,*z* ~2~,\...,*z* ~*q*~ are the relevant variables to explain the socioeconomic ranks, this model is given by $$\documentclass[12pt]{minimal}
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                \begin{document} $$ d_{i}=\gamma_{0}+\gamma_{1}z_{1,i}+\gamma_{2}z_{2,i}+...+\gamma_{q}z_{q,i}+\xi_{i}  $$ \end{document}$$

where *ξ* ~*i*~ is an error term. Substituting the right-hand side of this model for *d* ~*i*~ in the 'covariance definition' of the *GC* in ([5](#Equ5){ref-type=""}) and working out the result, we arrive at the rank-oriented decomposition, henceforth referred to as decomposition (II): $$\documentclass[12pt]{minimal}
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                \begin{document} $$ GC=2\sum\limits_{g=1}^{q}\gamma_{g}Cov(h,z_{g})+2Cov(h,\xi)  $$ \end{document}$$

Decomposition (II) has a similar structure to decomposition (I) because it decomposes the Generalized Concentration Index into a sum of *q* explained contributions, with each of these equal to a covariance weighted by a regression coefficient, and a residual or unexplained component, which is also a covariance. In line with good practice to exclude the socioeconomic variable *d* from the OLS regression for *h* in decomposition (I), Erreygers and Kessels \[[@CR4]\] also advise against the inclusion of *h* in the OLS regression for *d* because it would artificially result in a zero residual covariance in decomposition (II). In that case, the variable *h* is assumed endogenous. In order to make room for a possible effect of health on socioeconomic status in the framework of decomposition (II), we recommend using a SEM procedure that describes the feedback mechanism between these two variables (see below).

### A two-dimensional simultaneous decomposition {#Sec7}

To give proper attention to the bivariate nature of the Generalized Concentration Index, Erreygers and Kessels \[[@CR4]\] proposed a set of two-dimensional decompositions that investigate the health levels *h* and the fractional rank deviations *d* simultaneously. The most salient of these decompositions is based on the bivariate multiple regression model that explains both variables simultaneously. It is typical of the bivariate multiple regression that a common set of *p* variables *s* ~1~,*s* ~2~,\...,*s* ~*p*~ is used to explain *h* and *d*. The bivariate multiple regression has the following form: $$\documentclass[12pt]{minimal}
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                \begin{document} $$ d_{i} = \pi_{0}+\pi_{1}s_{1,i}+\pi_{2}s_{2,i}+...+\pi_{p}s_{p,i}+\chi_{i}  $$ \end{document}$$

where *ψ* ~*i*~ and *χ* ~*i*~ are error terms. It is assumed that *μ* ~*ψ*~=*μ* ~*χ*~=0 and that the 2*p* covariances *C* *o* *v*(*s* ~*j*~,*χ*) and *C* *o* *v*(*ψ*,*s* ~*j*~) are zero.

Applying the 'covariance definition' of the *GC* in ([5](#Equ5){ref-type=""}) to the bivariate multiple regression model leads to the simultaneous decomposition, henceforth referred to as decomposition (III): $$\documentclass[12pt]{minimal}
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It consists of *p* single-variable terms *λ* ~*j*~ *π* ~*j*~ *V* *a* *r*(*s* ~*j*~) which capture the direct effect of the *p* explanatory variables, $\documentclass[12pt]{minimal}
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                \begin{document}$\frac {p(p-1)}{2}$\end{document}$ two-variable terms (*λ* ~*j*~ *π* ~*g*~+*λ* ~*g*~ *π* ~*j*~)*C* *o* *v*(*s* ~*j*~,*s* ~*g*~) which capture the correlation structure between the explanatory variables, and a residual component which is proportional to the covariance between the two error terms.

In the next section, we show that the simultaneous decomposition based on the bivariate multiple regression model is also the same decomposition that we obtain from applying a SEM regression approach.

A flexible SEM approach for decomposition analysis {#Sec8}
--------------------------------------------------

Perhaps the most pertinent critique of the bivariate multiple regression model as a basis for two-dimensional decomposition is the one that questions the assumption that the same set of *p* variables explains both the health variable *h* and the fractional rank deviation *d*. The challenge rests on the grounds that the determinants of health and socioeconomic status need not be the same. Moreover, the bivariate multiple regression model seems inflexible in the sense that it does not include *h* as a predictor in the equation for *d* and *d* as a predictor in the equation for *h*. Empirical evidence has shown, however, that health is largely influenced by socioeconomic status. It might also be the case that socioeconomic status is influenced by health, implying that both variables influence one another reciprocally \[[@CR7]\].

To overcome the criticisms of the bivariate multiple regression model, we propose the specification of a structural or simultaneous equation model (see, e.g., \[[@CR8]\]: chapter 10; \[[@CR22]\]: chapter 5) which allows for different sets of predictors for *h* and *d* as well as the addition of *d* as a predictor in the equation for *h* and of *h* as a predictor in the equation for *d*. These structural equations are meant to represent causal relationships among the variables in the model.

We assume that the variables *x* ~1~,*x* ~2~,\...,*x* ~*k*~ with *x* ~*k*~=*d* are the relevant variables in the equation for *h* and *z* ~1~,*z* ~2~,\...,*z* ~*q*~ with *z* ~*q*~=*h* are the relevant variables in the equation for *d*. We then have the following structural model of two equations: $$\documentclass[12pt]{minimal}
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                \begin{document} $$ d_{i}=\gamma_{0}+\sum\limits_{g=1}^{q-1}\gamma_{g}z_{g,i}+\gamma_{q}h_{i}+\xi_{i}   $$ \end{document}$$

In this SEM, the variables *h* and *d* are assumed endogenous or jointly determined by the system of simultaneous equations. The random error terms *ε* and *ξ* affect both *h* and *d* (which is made clear by rewriting ([13](#Equ14){ref-type=""}) in terms of *h*), suggesting a correlation between each of the endogenous variables and each of the random error terms. The remainder of the variables in the SEM are assumed exogenous or determined outside the system.

Because of the endogeneity of the variables *h* and *d*, OLS regression cannot be relied upon to produce consistent estimates of the parameters of the equations. Instead, a GMM estimation procedure using instrumental variable (IV) or two-stage least squares (2SLS) estimation is needed to consistently estimate all parameters of the SEM \[[@CR9]\]. This requires the introduction of at least one instrumental variable or instrument for each equation. An instrument for an equation is strongly correlated with the right-hand side endogenous variable of that equation but uncorrelated with the equation's error term. Moreover, an instrument does not have a direct effect on the response variable, and thus it does not belong on the right-hand side of the equation as an explanatory variable. It is therefore only a tool or instrument to solve the endogeneity problem, hence the name. Using an efficient GMM estimator, a necessary condition for identification of the two-equation SEM is that each equation has at least one exogenous variable that is not present in the other equation.

Once the SEM is estimated, Eq. ([12](#Equ13){ref-type=""}) can be used as the input for decomposition (I) and Eq. ([13](#Equ14){ref-type=""}) as the input for decomposition (II). In this way, by using an efficient GMM estimation procedure instead of OLS, the contribution of *d* in decomposition (I) and of *h* in decomposition (II) is duly measured.

Substituting the right-hand side of ([13](#Equ14){ref-type=""}) for *d* ~*i*~ in ([12](#Equ13){ref-type=""}) and the right-hand side of ([12](#Equ13){ref-type=""}) for *h* ~*i*~ in ([13](#Equ14){ref-type=""}), we obtain: $$\documentclass[12pt]{minimal}
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Rearranging terms and assuming that *β* ~*k*~ *γ* ~*q*~≠1, we arrive at the following reformulation of the model, which is called the reduced form of the SEM: $$\documentclass[12pt]{minimal}
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The reduced-form equations express each endogenous variable, *h* and *d*, in terms of the exogenous variables, $\documentclass[12pt]{minimal}
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Like the bivariate multiple regression model ([10](#Equ10){ref-type=""})--([11](#Equ11){ref-type=""}), the reduced form of the SEM in ([14](#Equ15){ref-type=""})--([15](#Equ16){ref-type=""}) is characterized by the same set of explanatory variables, which we note as $\documentclass[12pt]{minimal}
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The parameters *λ* ~0~,*λ* ~1~,\...,*λ* ~*p*~ and *π* ~0~,*π* ~1~,\...,*π* ~*p*~ in ([16](#Equ17){ref-type=""})--([17](#Equ18){ref-type=""}) are called reduced-form parameters. The error terms *ψ* ~*i*~ and *χ* ~*i*~ are called reduced-form errors.

The reduced-form Eqs. ([16](#Equ17){ref-type=""})--([17](#Equ18){ref-type=""}) are equivalent to the bivariate multiple regression model ([10](#Equ10){ref-type=""})--([11](#Equ11){ref-type=""}), and can be consistently estimated by OLS since the right-hand side variables are exogenous and uncorrelated with the random errors *ψ* ~*i*~ and *χ* ~*i*~. This shows that, using a SEM regression approach, we end up with decomposition (III) based on the bivariate multiple regression model. Within the SEM framework, this decomposition incorporates the feedback mechanism between the variables *h* and *d*, which are allowed to depend on different sets of predictors. As a result, the above analysis answers to the criticisms of the bivariate multiple regression model and the resulting decomposition (III).

In our empirical study described in the next section, we show that a SEM regression analysis forms the basis for a proper use of decompositions (I), (II) and (III).

Results {#Sec9}
=======

Data description {#Sec10}
----------------

For comparison the data are the same as those used by Erreygers and Kessels \[[@CR4]\]. They come from the 2011 Demographic and Health Survey (DHS) of Ethiopia and are confined to children under the age of five.

The response variables in decompositions (I), (II) and (III) are the health variable *h* and the fractional rank deviation *d*. The health variable *h* is actually an ill-health variable: the degree of stunting or malnutrition. It is defined on the unit interval \[ 0,1\] and provides information on the depth of child malnutrition. It is measured using the child's height-for-age standard deviation or *z*-score which is the difference between the height of a child and the median height of a child of the same age and sex in a well-nourished reference population, divided by the standard deviation in the reference population. The new WHO child growth population was chosen as the reference population. The degree of stunting is stated relative to the threshold of minus two standard deviations of the median of the reference population. Children with a *z*-score greater than this threshold are designated as not stunted and are assigned a zero degree value. The other children are stunted and are assigned a value in the unit interval that is proportional to the magnitude of their *z*-score, where a *z*-score of minus six standard deviations corresponds to the maximum value of one. In total, taking into account the sample weights provided by the DHS, 44*%* of the children in the dataset are stunted. The fractional rank deviation *d* was obtained by ranking the children's households according to their wealth status using the wealth indices constructed by the DHS from a principal component analysis on all household living conditions and assets. In the computation sample weights were taken into account so that, in effect, the variable *d* stands for the weighted fractional rank deviation.

The set of explanatory variables is the same as the one used by Erreygers and Kessels \[[@CR4]\] except for the variable 'time to water source', which turned out to be insignificant in their decomposition analyses. The variables are: age and sex of the child, education of the mother and her partner or husband, urban or rural residence, access to safe drinking water, and satisfactory sanitation. In addition to that, the child's age is specified nonlinearly in the regression models using a squared term, which is mean-centered to remove multicollinearity with the linear term. Furthermore, safe drinking water and satisfactory sanitation are defined along the lines proposed by the WHO and UNICEF. 'Safe drinking water' includes the following sources of water supply: piped water (piped into dwelling, piped into yard or plot, or public tap), water from a protected well, tube well or borehole, water from a protected spring, and rainwater. 'Satisfactory sanitation' includes the following sanitation infrastructure: a flush toilet (flush to piped sewer system, septic tank or pit latrine), a pit latrine with slab, a ventilated improved pit (VIP) latrine and a composting toilet.

Table [1](#Tab1){ref-type="table"} shows a summary of all the variables with their descriptive statistics taking into account the sample weights. The data contain information on 9262 children under the age of five. The value for the *GC* equals −0.0136 using either the 'product definition' in ([1](#Equ1){ref-type=""}) or the 'covariance definition' in ([5](#Equ5){ref-type=""}). Its negative sign reveals higher rates of child malnutrition amongst the poor, that is, a socioeconomic inequality of malnutrition to the disadvantage of the poor. In the next two sections, we apply the various approaches described in this paper to compute decompositions (I), (II) and (III), which we express in percentages. We first discuss the decomposition results from using an OLS regression approach, and then those from using a SEM approach. We performed all regression analyses using the econometric software package EViews 9. Table 1Mean, standard deviation and description of all variablesVariableMeanSDDescriptionDegree of stunting0.12520.2073Height-for-age *z*-score (WHO) scaled to the interval \[0,1\]Degree of stunting \>0 if height-for-age *z*-score \<−2 SDWeighted fractional rank deviation00.2952Based on the wealth indices provided by the DHSAge of child29.857117.8084In monthsSquared age of child303.3724270.6317Term is mean-centered: (age of child −29.8571)^2^Sex of child0.51400.5110Male (1), female (0)Residence type0.12370.3366Urban (1), rural (0)Education of mother1.34462.8587In yearsEducation of partner/husband2.74393.8141In yearsSafe drinking water0.46140.5097Available (1), not available (0)Satisfactory sanitation0.12340.3362Available (1), not available (0)

Decomposition results using OLS regression {#Sec11}
------------------------------------------

### Decompositions (I) and (II) {#Sec12}

The results for decompositions (I) and (II) depend on the specification of the OLS regression model used. For decomposition (I), an important comparison to study is that between the exclusion and the inclusion of the weighted fractional rank deviation *d* in the regression for the degree of stunting *h*. For decomposition (II), we carry out a similar analysis, comparing the results from excluding and including *h* in the regression for *d*. Table [2](#Tab2){ref-type="table"} contains the coefficients for the two sets of regressions for *h* and *d* as well as the *t*- and *F*-statistics and significances. We corrected standard errors for heteroskedasticity by using White's heteroskedasticity-consistent standard errors. Table 2OLS regressions for the degree of stunting *h* and the weighted fractional rank deviation *d*, where *d* has been excluded and included in the regression for *h* and *h* has been excluded and included in the regression for *dhd*Excluding *d*Including *d*Excluding *h*Including *h*Coefficient*t*-statCoefficient*t*-statCoefficient*t*-statCoefficient*t*-statConstant0.130515.80 ^∗∗∗^0.121214.16 ^∗∗∗^-0.1720-18.54 ^∗∗∗^-0.1627-16.99 ^∗∗∗^Age of child0.001610.94 ^∗∗∗^0.001611.10 ^∗∗∗^0.00031.82 ^◇^0.00052.41 ^∗^Squared age of child-0.0001-13.49 ^∗∗∗^-0.0001-13.49 ^∗∗∗^0.00000.020.0000-0.80Sex of child0.01352.30 ^∗^0.01392.36 ^∗^0.00650.980.00741.12Residence type-0.0255-2.18 ^∗^-0.0122-1.020.247022.30 ^∗∗∗^0.245221.84 ^∗∗∗^Education of mother-0.0036-3.43 ^∗∗∗^-0.0030-2.87 ^∗∗^0.01068.06 ^∗∗∗^0.01037.87 ^∗∗∗^Education of partner/husband-0.0030-3.31 ^∗∗∗^-0.0022-2.38 ^∗^0.014613.49 ^∗∗∗^0.014413.28 ^∗∗∗^Safe drinking water0.00330.530.01031.600.128918.12 ^∗∗∗^0.129118.18 ^∗∗∗^Satisfactory sanitation-0.0170-2.03 ^∗^-0.0110-1.280.111812.12 ^∗∗∗^0.110611.96 ^∗∗∗^*d*−−-0.0539-4.19 ^∗∗∗^−−−−*h*−−−−−−-0.0712-4.17 ^∗∗∗^*F*96.55 ^∗∗∗^90.11 ^∗∗∗^765.62 ^∗∗∗^687.07 ^∗∗∗^*R* ^2^0.07700.08060.39830.4006*N*9262926292629262^◇^ *p*\<0.1, ^∗^ *p*\<0.05, ^∗∗^ *p*\<0.01, ^∗∗∗^ *p*\<0.001

Using OLS regression, the *t*-statistics indicate that the variables *d* and *h* are highly significant in the regressions for *h* and *d*, respectively. In other words, *h* is very much influenced by *d*, and vice versa, *d* is very much influenced by *h*. Furthermore, the regression results for *h* are greatly affected when *d* is included as a regressor, whereas the regression results for *d* do not seem to differ much when *h* is included. When *d* is excluded in the regression for *h*, all variables are significant at the 5% level except for safe drinking water. However, when *d* is included in the regression for *h*, two more variables besides safe drinking water turn out to be insignificant, namely residence type and satisfactory sanitation. Also, education of the mother and her partner become less significant when including *d* as a regressor. Consequently, it seems that in the regression for *h*, some of the variation explained by these variables is being attributed to *d*. In contrast, when *h* is included in the regression for *d*, only the child's age variable is affected in the sense that it becomes more significant. Although we argue that the OLS framework is not the right methodology to estimate the regression models with *d* and *h* as regressors, because of the correlated nature of the cross-sectional data, we suspect that the regression model for *h* including *d* makes more sense than the regression model for *d* including *h*.

Using the two regressions for *h*, excluding and including *d*, we computed two versions of decomposition (I), and using the two regressions for *d*, excluding and including *h*, we computed two versions of decomposition (II). The percentage contributions of these decompositions are shown in Table [3](#Tab3){ref-type="table"} and visualized in Fig. [1](#Fig1){ref-type="fig"}. An important observation is that decomposition (I) has a zero residual component when *d* is included and decomposition (II) has a zero residual component when *h* is included. Also, the contribution of *d* in decomposition (I) and of *h* in decomposition (II) are by far the largest, being 66.08% and 43.08%, respectively, and seem to capture all residual variation on top of their real contributions, compared to the large residual value of 39.76% in decomposition (I) excluding *d* and in decomposition (II) excluding *h*. As discussed previously, this result is an artefact of including either socioeconomic status or health as a variable in the decompositions that aim to explain the correlation between these variables. Fig. 1Percentage contributions from **a** decomposition (I), excluding and including *d*, and **b** decomposition (II), excluding and including *h*, using the OLS regressions from Table [2](#Tab2){ref-type="table"} Table 3Percentage contributions from decomposition (I), excluding and including *d*, and decomposition (II), excluding and including *h*, using the OLS regressions from Table [2](#Tab2){ref-type="table"}IIIExcluding *d*Including *d*Excluding *h*Including *h*Age of child-1.04-1.05-2.79-3.72Squared age of child0.200.200.04-1.55Sex of child-0.27-0.28-0.31-0.36Residence type18.268.7422.1822.02Education of mother17.6514.8610.039.79Education of partner/husband20.6015.1818.8818.61Safe drinking water-2.81-8.664.914.91Satisfactory sanitation7.654.947.307.22*d*−66.08−−*h*−−−43.08Residual39.76039.760Total100.00100.00100.00100.00

One might thus inadvertently conclude that the contributions of *d* and *h* are very large in decompositions (I) and (II). However, for decomposition (I), the contribution of *d* exceeds the residual term from the same decomposition when *d* is excluded by a factor of 1.66, whereas for decomposition (II), the contribution of *h* is about the same as the residual term from the same decomposition excluding *h*. Compared to these residual terms, the contribution of the socioeconomic variable in decomposition (I) may be real and large, but not as large as 66.08%, whereas the contribution of the health variable in decomposition (II) may not be real. Also, similar to the regression results, when *d* is included in decomposition (I), the contributions of most other variables are smaller in absolute magnitude than when *d* is excluded. In contrast, when *h* is included in decomposition (II), the contributions of the other variables seem largely unaffected.

### Decomposition (III) {#Sec13}

We computed decomposition (III) starting from the bivariate multiple regression model, the coefficients of which are the same as those from the univariate regressions for *h* excluding *d* and for *d* excluding *h*, shown in Table [2](#Tab2){ref-type="table"}. Table [4](#Tab4){ref-type="table"} contains the individual percentage contributions of decomposition (III). As indicated by Erreygers and Kessels \[[@CR4]\], the column and row totals of the contributions of decomposition (III) relate to decompositions (I) and (II) from the regressions for *h* excluding *d* and for *d* excluding *h*. The contribution of the residual term in decomposition (III) is therefore the same as in decompositions (I) and (II), equating to 39.76%. Table [5](#Tab5){ref-type="table"} contains a summary presentation of decomposition (III) showing the direct and combined or correlated percentage contributions. Similar to the results of Erreygers and Kessels \[[@CR4]\], the total of the combined or correlated contributions is almost twice as large as the total of the direct contributions. As a comparison, Fig. [2](#Fig2){ref-type="fig"} contains the direct percentage contributions of decomposition (III) as well as the contributions from decomposition (I) excluding *d* and from decomposition (II) excluding *h*. Fig. 2Percentage contributions from direct effects related to decompositions (I), (II) and (III) using the OLS regressions for *h* excluding *d* and for *d* excluding *h* from Table [2](#Tab2){ref-type="table"} Table 4Percentage contributions from decomposition (III) in relationship with decompositions (I) and (II) using the OLS regressions for *h* excluding *d* and for *d* excluding *h* from Table [2](#Tab2){ref-type="table"}AgeSquaredSexResidenceEducationEducationSafeSatisfactoryTotalchildage childchildtypemotherpartnerwatersanitation*χ*(I)Age child-2.490.00-0.020.160.590.96-0.460.21−-1.04Squared age child-0.190.040.030.310.190.75-0.88-0.03−0.20Sex child-0.010.00-0.320.030.020.000.04-0.03−-0.27Residence type0.000.000.0010.051.512.642.651.42−18.26Education mother-0.040.000.004.994.414.752.161.39−17.65Education partner-0.040.000.005.222.868.992.131.45−20.60Safe water0.000.000.00-0.66-0.16-0.27-1.57-0.14−-2.81Satisfactory sanitation-0.010.000.002.090.621.080.833.03−7.65*ψ*−−−−−−−−39.7639.76Total (II)-2.790.04-0.3122.1810.0318.884.917.3039.76100.00 Table 5Percentage direct and combined contributions from decomposition (III) using the individual contributions from Table [4](#Tab4){ref-type="table"}Direct effectCombined effectAgeSquaredSexResidenceEducationEducationSafechildage childchildtypemotherpartnerwaterAge child-2.49Squared age child0.04-0.19Sex child-0.32-0.020.03Residence type10.050.150.310.03Education mother4.410.540.190.016.50Education partner8.990.920.750.007.867.60Safe water-1.57-0.46-0.880.041.992.001.86Satisfactory sanitation3.030.21-0.03-0.033.512.012.520.69Component total22.1338.11Residual39.76Total100.00

Assuming that all explanatory variables in the bivariate multiple regression model are the exogenous variables in a two-equation SEM for the estimation of *h* and *d*, decomposition (III) takes into account the mutual dependency between *h* and *d* and thus captures the net or reduced effects of the explanatory variables upon both *h* and *d*. In the next section, we further discuss the relevant decompositions obtained by using a SEM approach.

Decomposition results using a SEM approach {#Sec14}
------------------------------------------

### SEM estimation {#Sec15}

A first step in a SEM regression analysis for the estimation of *h* and *d* as endogenous variables in Eqs. ([12](#Equ13){ref-type=""})--([13](#Equ14){ref-type=""}) is to define the exogenous variables for each equation as well as the instrumental variables for GMM analysis. Looking at the OLS regression results in Table [2](#Tab2){ref-type="table"}, we learn that the variables 'child's age', both its linear and squared term, and 'sex of child' are important predictors for *h*, but not for *d*, whereas the variables 'residence type', 'safe drinking water' and 'satisfactory sanitation' are important predictors for *d*, but not for *h*. We have therefore removed the variables 'residence type', 'safe drinking water' and 'satisfactory sanitation' from the equation for *h*, and used 'residence type' and 'satisfactory sanitation' as instruments for *d*. We did not include 'safe drinking water' as an instrument because we obtained a more powerful GMM analysis by not considering this variable. Similarly, we have removed the variables 'child's age', both its linear and squared term, and 'sex of child' from the equation for *d*, and used all three terms as instruments for *h*. For each equation in the SEM, we then have at least one exogenous variable that is not present in the other equation, so that our system is identified.

We estimated the SEM in ([12](#Equ13){ref-type=""})--([13](#Equ14){ref-type=""}) using a feasible efficient two-step GMM procedure for robust covariance estimation in the presence of heteroskedasticity \[[@CR26]\] using EViews 9. This procedure is also known as two-stage instrumental variables (2SIV) or heteroskedastic two-stage least squares (H2SLS). Table [6](#Tab6){ref-type="table"} contains the GMM regression coefficients for the two-equation SEM as well as the OLS regression coefficients, for comparison. Regarding the GMM analysis, Table [6](#Tab6){ref-type="table"} includes the *t*-, Hansen's *J*- and Cragg-Donald *F*-statistics and significances. Hansen's *J*-statistic has a *χ* ^2^-distribution under the null hypothesis that the instruments for an equation in the SEM are valid. The *J*-statistics for the two equations in the SEM are not significant at the 5% level so that we conclude that all our instruments are valid. The Cragg-Donald *F*-statistic is used to test for weak instruments or instruments that are not highly correlated with an equation's right-hand side endogenous variable. The Cragg-Donald *F*-statistics for the two equations in the SEM are highly significant, meaning that the instruments for each equation are strong. Table 6GMM regressions (and OLS regressions for comparison) for the structural equation model (SEM) which includes the degree of stunting *h* and the weighted fractional rank deviation *d* as endogenous variables*hd*GMMOLSGMMOLSCoefficient*t*-statCoefficient*t*-statCoefficient*t*-statCoefficient*t*-statConstant0.118713.52 ^∗∗∗^0.124015.32 ^∗∗∗^-0.1700-16.01 ^∗∗∗^-0.1493-26.15 ^∗∗∗^Age of child0.001711.18 ^∗∗∗^0.001611.13 ^∗∗∗^−−−−Squared age of child-0.0001-13.48 ^∗∗∗^-0.0001-13.55 ^∗∗∗^−−−−Sex of child0.01432.41 ^∗^0.01382.34 ^∗^−−−−Residence type−−−−0.250222.55 ^∗∗∗^0.245721.94 ^∗∗∗^Education of mother-0.0022-1.81 ^◇^-0.0033-3.36 ^∗∗∗^0.01088.01 ^∗∗∗^0.01027.80 ^∗∗∗^Education of partner/husband-0.0014-1.27-0.0024-2.63 ^∗∗∗^0.014813.37 ^∗∗∗^0.014413.21 ^∗∗∗^Safe drinking water−−−−0.128817.96 ^∗∗∗^0.129618.23 ^∗∗∗^Satisfactory sanitation−−−−0.113212.17 ^∗∗∗^0.110811.97 ^∗∗∗^*d*-0.0987-3.46 ^∗∗∗^-0.0559-4.67 ^∗∗∗^−−−−*h*−−−−0.08261.25-0.0621-3.73 ^∗∗∗^*R* ^2^0.07670.07960.38950.3996*N*9262926292629262*J*0.42−2.69−Cragg-Donald *F*917.43 ^∗∗∗^−194.31 ^∗∗∗^−^◇^ *p*\<0.1, ^∗^ *p*\<0.05, ^∗∗^ *p*\<0.01, ^∗∗∗^ *p*\<0.001

Using a GMM regression, the *t*-statistics indicate that the health variable *h* is largely influenced by the weighted fractional rank deviation *d*, but there is no feedback or two-way influence in the sense that the weighted fractional rank deviation *d* is not affected by *h*. This result is different from the result from the OLS regression shown in Table [6](#Tab6){ref-type="table"} where *h* is highly significant in the regression for *d* (see also the discussion above). Furthermore, most exogenous variables in the GMM analysis of the SEM are significant at the 5% level, except in the GMM regression for *h*, where 'education of the mother's partner' is insignificant and 'education of the mother' is only significant at the 10% level.

### Decompositions {#Sec16}

Because the GMM analysis has shown that *d* has a significant impact on *h*, but not vice versa, we use the GMM regression for *h* from Table [6](#Tab6){ref-type="table"} as our input for decomposition (I) and we can simply use the OLS regression for *d* excluding *h*, from Table [2](#Tab2){ref-type="table"}, as our input for decomposition (II). We refer to the section where we computed decomposition (II) based on this OLS regression. Note that whether or not we include the variables 'child's age', both its linear and squared term, and 'sex of child' in the OLS regression for *d* does not make much difference in decomposition (II). Table [7](#Tab7){ref-type="table"} shows the percentage contributions of decomposition (I) based on the SEM equation for *h* in ([12](#Equ13){ref-type=""}). We report the contributions using the GMM regression coefficients from Table [6](#Tab6){ref-type="table"} as well as the OLS regression coefficients for comparison. Figure [3](#Fig3){ref-type="fig"} visualizes the two sets of contributions from decomposition (I). Note that, to compute the contribution of the weighted fractional rank deviation *d* using the GMM regression coefficients, we did not include *d* itself, but the *predicted* value of *d* resulting from the OLS regression of *d* on all the exogenous and instrumental variables in the SEM equation for *h*. Fig. 3Percentage contributions from decomposition (I) using the SEM equation for *h* and the GMM and OLS regression coefficients from Table [6](#Tab6){ref-type="table"} Table 7Percentage contributions from decomposition (I) using the SEM equation for *h* and the GMM and OLS regression coefficients from Table [6](#Tab6){ref-type="table"}GMMOLSAge of child-1.06-1.06Squared age of child0.200.20Sex of child-0.29-0.28Residence type−−Education of mother10.7516.21Education of partner/husband9.6716.47Safe drinking water−−Satisfactory sanitation−−*d*42.6268.45*h*−−Residual38.110Total100.00100.00

Table [7](#Tab7){ref-type="table"} and Fig. [3](#Fig3){ref-type="fig"} show that decomposition (I) using GMM regression has a large residual component of 38.11%, which is of the same size as that of decomposition (I) excluding *d* and using OLS regression. Furthermore, the contribution of *d* is much lower and more realistic using GMM instead of OLS. It was reduced from 68.45% using OLS to 42.62% using GMM, which is, however, still a substantial percentage. Also, the contributions of the variables 'education of the mother' and 'education of the mother's partner' were lowered to a similar extent, approximately by a factor of 0.6, by using GMM instead of OLS.

Lastly, regarding decomposition (III), whether we use the bivariate multiple regression model or the SEM regression approach, we end up with the same decomposition (III) which we discussed previously.

Discussion {#Sec17}
==========

Results reveal that the SEM for the estimation of health and socioeconomic status can easily be transformed into a bivariate multiple regression model for these variables, which, in the SEM framework, is also called the reduced form of the SEM. The SEM's exogenous variables are the explanatory variables in each equation of this model format. We can then simply apply OLS to estimate the bivariate multiple regression model and use the regression coefficients as input for the two-dimensional simultaneous decomposition introduced by Erreygers and Kessels \[[@CR4]\]. As such, we have shown that this decomposition takes into account the mutual dependency between health and socioeconomic status and captures the reduced effects of the explanatory variables upon health and socioeconomic status.

In the case that one wishes to use one of the main one-dimensional decompositions, the health-oriented decomposition proposed by Wagstaff et al. \[[@CR25]\] or the rank-oriented decomposition (without a constant term) proposed by Erreygers and Kessels \[[@CR4]\], a GMM analysis of the SEM is required for a proper application of these decompositions. However, if the GMM regressions indicate that socioeconomic status is insignificant in the equation for health or health in the equation for socioeconomic status, we can resort again to an OLS regression analysis of the particular equation(s) after having removed the insignificant endogenous variable(s). We would advise very strongly against applying OLS to the initial SEM equations.

The data used in our empirical study on child malnutrition in Ethiopia has been sufficiently rich to specify and estimate a SEM. The GMM analysis of the SEM confirms previous findings that health is largely influenced by socioeconomic status, but the opposite relationship appears not to hold. In the GMM analysis the effect of socioeconomic status on health is, however, indirect and measured by the instrumental variables 'residence type' and 'satisfactory sanitation'. We used the GMM regression coefficients of the health equation in the health-oriented decomposition and the OLS regression coefficients of the socioeconomic status equation (without an explanatory health variable) in the rank-oriented decomposition. We recommend such modeling practice when computing one-dimensional decompositions. The contribution of socioeconomic status in the health-oriented decomposition turns out to be 42.62%, which is substantial and by far the largest. This contribution is, however, indirect and measured by the variables 'residence type' and 'satisfactory sanitation'. The residual term is not zero, as when using OLS regression coefficients, but amounts to 38.11%, which is about the same size as the residual term from decompositions based on OLS regressions without health and socioeconomic status as explanatory variables.

Furthermore, we computed the two-dimensional simultaneous decomposition based on the bivariate multiple regression model, since this model is equivalent to the reduced form of the SEM. The total of the combined or correlated contributions in this decomposition is almost twice as large as the total of the direct contributions, and the residual term amounts to 39.76%. All in all, we can conclude that the SEM provides a flexible modeling framework for correctly applying the one- and two-dimensional decompositions and we therefore recommend it as a starting basis for decomposition analysis. Strictly speaking, only inequality indices with weighting functions that are independent of the predictors of health can be decomposed correctly \[[@CR10]\].

For reasons of comparison, the empirical study presenting the SEM contains the same set of explanatory variables as the one used by Erreygers and Kessels \[[@CR4]\]. Because this set is rather limited, the study should be seen as a pilot that can naturally be extended with more variables that may deepen the understanding of the determinants of child malnutrition in Ethiopia. Also, if data for different years were available, lagged versions of the variables could be incorporated in the SEM to explore changes in inequalities over different years. Such an approach should however be carefully compared to the Oaxaca-type decomposition technique \[[@CR14]\] that has been especially developed for this purpose.

We emphasize that although the SEM of the empirical study has been corroborated by the data, this does not mean that it has been proven true. It just has not been falsified, but there may be competing models that would not have been falsified either. Also, the causal relationships implied by the SEM may be true, but strictly speaking, because of the non-experimental or correlational nature of the data, there is nothing in the SEM that magically transforms correlational data into causal conclusions. The same holds for OLS regression equations.

Finally, the SEM proposed in this paper is an observed-variables SEM because the endogenous variables health and socioeconomic status are observed or measured. A potentially interesting topic for further research would be to construct a SEM where the endogenous variables are not observed, but latent \[[@CR12]\]. We refer to \[[@CR15]\] for an application for measuring the outcome of Worksite Health Promotion Programs. Using a latent-variables SEM, the socioeconomic variable, when assumed latent, can be made directly dependent on a series of wealth-related variables. Also, instead of transforming the socioeconomic levels into ranks, another avenue would be to use the socioeconomic levels as they are, and to construct a level-dependent index of socioeconomic inequality of health, as proposed by Erreygers and Kessels \[[@CR5]\], to which a SEM regression-based decomposition analysis can easily be applied.

Conclusion {#Sec18}
==========

Empirical research has provided evidence that socioeconomic status, represented by a wealth- or income-related variable, is an important determinant of health. Vice versa, it is likely that health is an important determinant of socioeconomic status. However, to explain socioeconomic inequality of health, or the *correlation* between health and socioeconomic status, neither of the variables, health or socioeconomic status, can be used as an explanatory variable in an OLS regression-based decomposition approach, because we would then explain the bivariate dependent variable by one of its univariate components, which is meaningless. To unify the potentially bidirectional relationship between health and socioeconomic status with the regression-based decomposition methodology, we recommend using a structural or simultaneous equation model (SEM) which captures the feedback mechanism between health and socioeconomic status using a system of equations for these variables, which are assumed endogenous. More specifically, this two-equation model allows the inclusion of socioeconomic status as an explanatory variable for health and health as an explanatory variable for socioeconomic status, while providing consistent estimates using a two-step GMM estimation procedure. It also allows for the specification of different sets of determinants of health and socioeconomic status.
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