Abstract-Accuracy of the recommendations has long been regarded as the primary quality aspect of Recommender Systems (RS), but there's an increasing cognizance that there are other factors such as diversity that users also value. Despite the increased interest of researchers to improve diversification of recommendations, we find that personalization of diversification has been overlooked. As the preference for diversity changes from person-to-person, we propose a personalized diversification technique which is capable of controlling the trade-off between accuracy and diversity, where personalization is achieved by diversifying the recommendation list with more novel items if the user has shown diverse preferences in the past, and diversifying the recommendation list with more relevant items if the user has shown homogeneous preferences in the past. The proposed approach includes a re-ranking mechanism that generates the final diversified recommendation list by re-ranking the Top-N items generated from some traditional RS in a personalized manner that preserves diversity. Our experiments and evaluation provides evidence to illustrate the properties of proposed technique and indicate the proposed approach has comparable results to state-of-art techniques. Moreover, unlike other diversification techniques, our approach can make the diversification process personalized.
I. INTRODUCTION
Information accessible to people has increased with the advancement of technology. But people face hard times when choosing something relevant from this vast amount of available information. Recommender Systems (RS) are software tools and techniques that assist people in choosing something useful [1] from such vast amount of information by providing worthwhile and relevant suggestions and saving the time in decision making.
Recommendations to a user are provided based on the past preferences of users. Hence, an item recommended to a user is quite similar to the items the user had shown preferences for in the past and this increases the accuracy of the RS. But solely focusing on improving the accuracy of recommendations is not sufficient to achieve user satisfaction [2] . For example, suppose the RS generates a recommendation list to a user where all items are crime movies. If the user's past preferences indicate that the user prefers crime and romance genres, the accuracy of recommendations is sustained as all recommended items are relevant to the user. But since the user had other genre preferences as well, the list would negatively affect user satisfaction as not all the user's preferences have been covered. One of the main reasons for this hindrance is that the recommendation list is not considered as an individual entity rather it's considered as an aggregate of individual items. Hence, the quality of RS is assessed based on the relevance of each individual items in the recommendation list and it cannot capture that the list might be monotonous which will lead to less user satisfaction. This is where Diversity comes into play. Diversity refers to how different the items in a list or a set are, with respect to each other [3] based on the properties of the items. For example, a list of books of different authors is a diverse list compared to a list of books of a single author. Providing a diverse list of recommendation has several advantages. The main utility of a recommendation system is to help a user to find new unknown and relevant items. Thus if the list of recommendations contain highly similar items, the usefulness of the recommendations might reduce. Also, since it's not feasible to perfectly capture the complete spectrum of user's preferences, as it's difficult to get user's preferences to all the items in the item space of the RS, it's desirable to generate the recommendation list with diverse items as then the user would find at least one item useful. But if the list is highly monotonous and the user dislikes one item, it would make the whole list less useful as the items are similar with each other. It should be noted that there's a trade-off between accuracy and diversity. Although both are desired features, it is impossible to maximize both at the same time. Hence techniques to balance these competing objectives are needed for the advancement of RS.
Although various approaches have been proposed in the literature to diversify the recommendations, most of the diversification strategies are not personalized. Hence diversification is carried out in the same manner for all users. Although diversity is a desired feature, the desire for diversity may vary from person-to-person. Some may be willing to explore novel items whereas some may prefer to stick to only a certain set of item categories [4] .Thus, we propose a technique to personalize the diversification process in order to diversify the recommendation list of a user with more novel items that are different from his past preferences, if the user has shown high diversity in his past preferences and to diversify the list with more items that are similar to his past preferences if the user has shown less diversity and have only few categories in his preferences. We report experiments to show that the proposed approach perform well with respect to diversity and relevance.
The remainder of the paper is structured as follows. In section II and III we provide the background and related work. In section IV we further explain the proposed approach. Next in section V we provide the experiments we carried out and finally in section VI we provide final summary and future directions of this work.
II. BACKGROUND
RS use the explicit preferences such as ratings and likes given to items and implicit preferences such as purchasing an item which are the preferences indirectly indicated. The preferences are used as input to generate recommendation to users. User-based collaborative filtering (UserCF) is one of the prominent traditional RSs. UserCF is based on the nearest neighbor concept where a user u becomes a neighbor of another user v, if u and v have similar preferences. Thus, in UserCF an item is recommended to a user based on the ratings the neighbors have given to that item. One of the main tasks of RS is to produce a ranked list of recommendations.
III. RELATED WORK
Individual diversity refers to providing a diverse set of items to a single user. Several approaches are proposed in the literature to control the trade-off between diversity and relevance in recommendations and achieve a proper diversification strategy. Some of these approaches modify the RS itself and other approaches suggest post-filtering strategies. Post-filtering strategies use a Top-N list of recommendations generated from some RS and select k items from the list according to some maximization criteria and generate the final recommendation list. Post-filtering strategies are greedy and are proposed because directly trying to maximize diversity is considered a NP-complete problem [5] . Most of these post filtering approaches [5] [6] [7] are based on Maximal Marginal Relevance(MMR) criteria [8] , given in (1), used in Information Retrieval. In (1), sim 1 (D i ,Q) represent the similarity or relevance of document to the target query and sim 2 (D i ,D j ) is the similarity between two documents and λ controls the trade-off between relevance and diversity.
(1) However, these approaches provide the same diversification approach to each user and the diversification is not personalized. Some user surveys [9] indicate that the need for diversity changes according to the personality. Work in [10] has considered personalization and have diversified a user's recommendation list based on the category the user had shown more diversity towards in the past. As identified by A. BarrazaUrbina, B. Heitmann, C. Hayes, and A. Carrillo-Ramos [4] , exploration and exploitation are two aspects of diversity. S. Vargas and P. Castells [11] have shown an intent-aware diversification strategy. But none of these approaches have considered a personalized diversification approach which considers, if the user has shown diverse preferences in the past, he may prefer a diverse list with more novel items whereas a person who has shown less diversity in the past where most of his preferences are focused on few item categories, may prefer a diverse list with more items similar to his past preferences. Although work in [10] analyses the past behavior, that approach only identifies which category based the list should be diversified and doesn't consider whether the list should be diversified based on novelty or relevant items. XPLODIV framework [4] is proposed to control exploration and exploitation but it has not considered users past behavior to tune these parameters. Thus we identify a limitation in the diversification literature related to personalization. In the next section we present the approach we propose to address these limitations and to improve the diversification process.
IV. METHODOLOGY
In this section we introduce our post-filtering personalized diversification technique named PersonalizedDiv which uses a recommendation list generated from some traditional RS as input and selects a subset of items according to the given diversification criteria.
A. Notations
We will first present some notations we will be using. Rating a user u has given to item i, is given by r u,i . User profile of user u is given by U u and this set includes all the items u has rated. The set of categories of item j is given by I j ,for example the set of genres of a movie j. Probability of how much user u prefers category c is given by C u,c and C u indicates the category preference profile of u which contains how much u prefers each item category (C u,c ϵ C u ).
B. Personalized Diversification Module
Our Personalized diversification module (PersonalizedDiv) carries out the diversification process in a personalized manner while allowing controlling of trade-off between diversity and relevance. PersonalizedDiv is formulated as a greedy optimization problem that generates the final recommendation list by greedily selecting items that maximize the objective function (2) , from the provided set of candidate items which were generated from some traditional RS. The adopted greedy strategy is given in Algorithm 1.
Algorithm 1: Personalized Greedy Re-ranking
In each iteration of the Algorithm 1, the item i*, from the candidate item set S, which maximizes (2) is added to the final recommendation list R, to generate an ordered Top-K recommendation list. Equation (2) adopts MMR [8] presented in (1), to allow controlling the trade-off between diversity and relevance. We use λ (0≤ λ ≤1) in (2) to control the trade-off between diversity and relevance where λ=1 indicates maximum relevance and λ=0 indicates maximum diversity. Relevance of an item i to a user is indicated by RScore i and it is the rating predicted by the traditional RS used. MaxPossibleRating is the maximum rating a user can give to an item. In a 1-5 star scale, MaxPossibleRating would be 5. In order to normalize the relevance score, RScore i is divided by MaxPossibleRating. In (2), PDiv(i,R,C u ,D u ) is calculated by (5) . (2) The main concept behind PersonalizedDiv, is to provide a personalized diverse list. In order to do so, we first need to quantify how diverse the user's past preferences are. To acquire this, we first create the user's category preference profile (C u ) and use it to measure diversity. For example, in movie domain, C u indicates how much the user u prefers romance, crime and etc., genres. This is calculated according to (3) . When an item has only a single category, the proportion it contributes towards the preference for that category would be 1, and if it has more than one category, the contribution for each of those categories would be 1/Number of categories.
Next we adapt Shannon Entropy as in (4) to calculate how diverse the user's preferences are. If a user has rated items of a wide variety of categories, (4) will give a higher value and if the user has rated items of only a single or few categories, (4) will give a lower value. We used |C| as the log base in order to keep the diversity value of user u, given by D u normalized in the range of 0 -1. (4) Based on the measured the diversity of user's past preferences, D u , we identify whether the user prefers various item categories or prefers only a few categories. Our main modeling hypothesis for the PersonalizedDiv is that, users who have a highly diverse profile tend to prefer diverse items. Thus, it is the duty of the RS to diversify the user's recommendation list with more novel items that are diverse with respect to the user's past preferences. Whereas a user with a less diverse profile tend to prefer items similar to what the user has rated before. Thus, it is the duty of the RS to diversify the user's recommendation list with more items similar to what the user has consumed before. The goal of PersonalizedDiv is to obtain this personalized diversification behavior. Equation (5), which is used in the objective function (2), gives a score based on personalization and diversity of an item with respect to the rest of the items in a list. In (5), div(i,R) is calculated by (7) . This is multiplied by W personalized , calculated by (6) in order to get the diversity score PDiv.
Our unique diversification concept lies in the personalizedweight W personalized . Equation (6) presents the personalizedweight W personalized we introduce. By using W personalized , we control how much novel items to offer and how much similar items to offer depending on user's past behavior. This is further explained as follows; suppose we have to decide whether to select item i in the candidate item list to be added to the final recommendation list. We first look at how diverse the user profile is to decide if the user prefers more novel items or more related items. Novel items are defined as the items that have categories user has only few experiences with. Related items are defined as items with categories user has most experiences with. In other words, items that are similar the user's past preferences are regarded as related items. Then if the user prefers more novel items and item i has categories the user has not seen before, W personalized will give a higher weight to that item and if item i has categories the user has seen before, W personalized will give it a lower weight. If the user prefers more related items indicated by a low diverse user profile and item i has categories user mostly prefers, W personalized will give it a higher weight and if item has novel categories user has never seen before, W personalized will give it a lower weight. Accordingly, W personalized gives weight values in a personalized manner.
In (5), we multiply the weight W personalized with div(i,R) given in (7) , which will measure how diverse the item i is with respect to the other items in the list. As diversity can be regarded as the opposite of similarity, (7) represent the diversity score as the inverse of similarity score (sim(i,R)). If by adding the item i to the list R, the list will be more diverse, div(i,R) will give a higher score and vice versa. We measure the similarity of item i to the list R as the aggregated pairwise similarity between item i and each of the item j in R, as in (8) . In (8) , sim c (i,j) is the similarity between item i and j.
(8)
We use Jaccard similarity to measure sim c (i,j) based on the item categories which gives a ratio between the number of common categories of both items and the total number of categories in both items.
The main procedure of PersonalizedDiv is to select items from the candidate item list generated by a traditional RS in order to create a personalized diverse recommendation list.
Personalization is obtained based on the diversity of the user's past preference and giving novel or related items based on that behavior. The final recommendation list is diversified with more novel items if the user has shown very diverse preferences in the past and it will be diversified with more items similar to what user has rated in the past if the user has shown less diversity in the past. While maintaining this personalization behavior, diversity of the final list is maintained by comparing the similarity of the item to the rest of the items already added to the final recommendation list. Thus, PersonalizedDiv is capable of generating a personalized diverse recommendation list.
In this section we explained our proposed PersonalizedDiv approach which generates the final diversified recommendation list in a personalized manner. In the next section we present the experimental validation for the proposed approach.
V. EXPERIMENTS AND RESULTS
We conducted qualitative and quantitative experiments to validate that PersonalizedDiv technique can carry out diversification process in a personalized manner and achieve diversity and relevance of the final recommendation list while controlling the trade-off between diversity and relevance.
In order to evaluate the capabilities of our proposed approach we carried out experiments with the MovieLens 100k 1 dataset which contains ratings users have given to movies. We used the traditional UserCF algorithm available in Apache Mahout 2 configured with Pearson correlation similarity as the user similarity measure and a neighborhood of size 50. We selected 100 as the size of the initial recommendation list of candidate items and we selected the size of the final recommendation list as 10 for our experiments.
1) Qualitative Experiments
In this paper, we emphasized what we interpret by personalized diversification. In simple terms, personalized diversification is obtained by diversifying a user's recommendation list based on the user's past behavior. If we elaborate this concept more; a user who had shown very diverse tastes in the past, i.e., a user who prefers to explore novel things, should receive a recommendation list diversified with more novel items , whereas a user who had homogeneous tastes in the past should receive a recommendation list diversified with more relevant items. In this qualitative experiment we hope to investigate if our PersonalizedDiv technique is capable of showing the aforementioned behavior.
As the initial step of the experiment, we analyzed the dataset to identify users with different user profile diversity values, D u , in order to select users for this qualitative experiment. We defined three diversity levels and randomly selected a user for each level. The three levels are; High-Level: 0.7≤ D u ≤ 1.0, Medium-Level: 0.4≤ D u ˂ 0.7 and Low-Level: 0.0≤ D u ˂ 0.4. We randomly selected three users from the dataset who had provided almost the same number of ratings. For each of the three users, we generated the candidate item list using UserCF technique. Then we generated the final recommendation list using PersonalizedDiv. Since we are experimenting on the diversification behavior, we set λ=0 to achieve maximum Diversity. We also generated C u , for each of the three users. As the final step of the experiment, we analyzed the generated final recommendation list and user's profile to see if the diversification process has been carried out in a personalized manner.
As depicted in Table I , user profile indicates the user has diverse tastes and has only few experiences with movies from Mystery, Western, Fantasy, Documentary, Film-Noir and Horror genres. Comedy, Drama and Action are the genres the user has had more experiences with in the past. The recommendation list consists of only two movies from Comedy and Drama genres and none from Action and Animation which are the genres the user has more experiences with. But there are five movies from the Mystery, Western, Fantasy, Documentary and Film-Noir genres which the user has only few experiences with. Analyzing the Recommendation list generated for this user reveals that it consists of more novel movies than relevant movies based on the user's past experiences. Table II depicts the results for Medium-Level diversity user. According to the user profile in Table II , it is visible that it consists of various genres, but it's not a highly diverse profile as there's a notable contrast between the number of consumed movies from each genre whereas in Table I we noted, that user had consumed almost the same number of movies from each genre leading to a highly diverse profile. The medium-level diversity user's preferences are also not much biased to a single genre as the user has preferred movies of various genres. Thus we can observe that the user has a medium level diversity preference profile. If we analyze the Recommendation list of this user, we can observe that it consists of various genres including the user's most favorite genres and genres the user had only few experiences with. Among the novel genres, which the user had no experiences with; the list has covered Musical, Film-Noir and Documentary genres. Western, Horror and Adventure are the genres covered in the list which the user had only few experiences with in the past. List has also covered user's mostly preferred genres, which are Drama and Romance. Thus, we can observe that our recommendation technique has been able to diversify the Medium-level diversity user's If we analyze the results of low-level diversity user, as depicted in Table III , Action and Thriller are the chiefly preferred genres of this user and the user has homogeneous preferences as most of his preferences are centered on a few number of genres. If we scrutinize the recommendation list, there are many movies, about five, of Action and Thriller genre which are the most preferred genres of the user. The list also consists of Horror, Adventure, Comedy, Romance and Crime movies which the user had shown preferences for in the past. These results indicate that this recommendation list has been diversified with items of user's most preferred genres.
The carried out qualitative experiment indicates that
PersonalizedDiv technique is capable of diversifying the recommendation list in a personalized manner by diversifying the recommendations of a user who has shown diverse past preferences with more items the user had only few experiences with in the past, and diversifying the list with more relevant items if the user has shown homogeneous preferences in the past. A highly diverse profile and a highly monotonous profile are the most extreme cases that can be considered. But as we observed, the recommendations generated for a medium diverse profile was diversified with both novel and relevant items. Hence it can be stated that the diversification process is carried out in a personalized manner which is dependent on the 
2) Quantitative Experiments
We carried out experiments to measure the diversity and relevance that can be achieved with different configurations of PersonalizedDiv. To measure diversity we used pairwise Intra List Diversity (ILD@k) [7] metric with Jaccard Similarity as the similarity measure. We measured the diversity of the generated list of each user using ILD and the final ILD score was calculated by averaging the ILD values of each user's lists. To measure relevance we used normalized Discounted Cumulative Gain (nDCG@k) metric where the Ideal DCG was obtained from the Top-k results of the candidate item list.
Our PersonalizedDiv approach is compared with the following baseline and state-of-art techniques. (i) Random Diversity: Randomly selecting k items from the candidate items list. Represents maximum achievable diversity. (ii) No Diversity: Selecting the Top-k items from the candidate items list. Represents maximum achievable relevance. (iii) MMR [8] ( λ=0.5). Represents same level of diversity and relevance. We used the generated candidate item lists as input to each of these approaches and generated the final recommendation lists to carry out the evaluation. Obtained results are presented in Table IV .
According to the MaxDiv results in Table IV , Random Diversity has obtained a higher diversity score than PersonalizedDiv. This is the anticipated behavior with respect to maximum diversity. Since randomization is the key to attain best level of diversity, it is nearly impossible for PersonalizedDiv to obtain a higher or same level of diversity while maintaining personalization aspect.
When considering the MaxRel results in Table IV , both No Diversity and PersonalizedDiv have achieved maximum relevance score of 1.0. No Diversity technique returns the Topk items from the candidate item list and according to (2) , PersonalizedDiv also returns the Top-k when configured with λ=1. Since nDCG metric compares the final recommendation list with the Top-k item list from candidate recommendation list, it is expected that we achieve the maximum possible score of 1.0 for both No Diversity and PersonalizedDiv for maximum relevance configuration. It should be noted that nDCG use the Top-k items of the candidate item list as the ideal ranking to compare with. In a post-filtering approach, since items are selected from a list initially generated by some RS, it's not possible to select items that are not available in that list. Hence the most relevant items that can be recommended to the user would be the Top-k items of the initial recommendation list. Due to that, in our setting nDCG uses the Top-k items of the candidate item list as the ideal ranking to compare with.
When configured with Equal Diversity and Relevance, according to Table IV , MMR has obtained a higher diversity score than PersonalizedDiv. In MMR technique, diversification is applied to all the users in the same manner, whereas in PersonalizedDiv, it is applied to users in a personalized manner. This personalization must have been the cause for the sacrifice of overall diversity score. But in this setting, we can't judge only regarding diversity, consideration must be given to relevance and diversity both. Thus, we will not jump into any conclusions yet. When it comes to relevance in this setting, we can observe that, PersonalizedDiv has obtained better relevance results than that of MMR. But this observation alone wouldn't lead to any conclusion. We should consider the combined diversity and relevance scores to make more precise observations and conclusions, because we are discussing about the equal diversity and relevance configuration, where both diversity and relevance has to be preserved.
To discuss more about Equal Diversity & Relevance configuration, i.e., achieving same level of diversity and relevance in the final recommendation list, it would give more insight if average of diversity and relevance results are considered. This averaging is possible as both ILD and nDCG metrics give results in the same scale of 0-1. The results are given in Table V . According to results in Table V , we can observe that even with the additional personalization step, we have achieved better results than the non-personalized MMR.
From all the experiments, we can conclude that although PersonalizedDiv hasn't outperformed Random Diversity in maximum diversity configuration it shares the winner position with NoDiversity for maximum relevance configuration. PersonalizedDiv has also achieved better results than the NonPersonalized state-of-art MMR technique, when configured to generate final recommendation list with equal level of diversity and relevance, by using the candidate list of UserCF. As future work we plan to carryout user studies to further improve the approach. As the final recommendation list depends on the items generated by the traditional RS, we plan to develop an approach that is capable of generating relevant as well as novel items which is to be used instead of a traditional RS to further improve PersonalizedDiv.
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