miR-125b toggles dynamics and structure of dendritic filopodia in developing hippocampal neurons by Iyer, Rajashekar
   
 





MIR-125b TOGGLES DYNAMICS AND STRUCTURE OF DENDRITIC FILOPODIA IN 



















Submitted in partial fulfillment of the requirements 
for the degree of Doctor of Philosophy in Cell and Developmental Biology 
in the Graduate College of the  










 Professor Stephanie Ceman, Chair 
 Professor Martha U. Gillette, Director of Research 
 Professor William M. Brieher 






   
 






The wiring of the nervous system is an intricate process of self-organization, of 
unparalleled complexity in the natural world. To get a sense of the scope of the 
requirement, imagine all the billions of phones and computers connected by wires to form 
the internet. Imagine if these wires branch out and divide, avoiding inimical landscapes 
and waters, to reach the right servers and computers, which turn had to send out wires to 
meet yet other servers and so on, till you have the internet of today. Now imagine that 
instead of a few billion computers, you had eighty-six billion neurons. Instead of men 
laying down the wiring on pre-programmed routes, the wires had to grow on their own. 
And instead of the lands and seas of Earth, you had to achieve all this in the space of a 
single human skull. This is the self-organization challenge of the axons and dendrites of 
the brain. 
Developing dendrites encounter a variety of stimuli that direct their growth and final 
architecture. Cellular substrates respond to these stimuli, integrating extrinsic information 
to direct dendritic growth. Of interest in this process are microRNAs, small noncoding 
RNAs around 22 nucleotides long, which can reversibly repress local translation in 
dendrites. By responding to external cues sensed by dendritic filopodia, they participate 
in the key decision-making processes in developing dendrites: where and how to grow.  
This study focuses on the role of miR-125b, a brain abundant microRNA, for its role in 
the dynamics and structure of filopodia in developing dendrites. We inhibited miR-
125b’s activity in cultured hippocampal neurons during the early stages of development 
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as filopodia explore their microenvironment. We show that miR-125b function is critical 
for maintaining the structural features of filopodia, and that inhibiting its function 
changes the distribution of the type of protrusions emerging from dendritic shafts. 
Inhibiting miR-125b increases dendritic expression and localization of the GluN2A 
subunit of the NMDA receptor, and we show that dendritic GluN2A is correlated with 
maintaining filopodial morphology. Using Spatial Light Interference Microscopy 
(SLIM), we show that miR-125b function contributes to maintaining the dynamicity of 
filopodia. We propose that miR-125b is critical in maintaining the filopodial phenotype 
early in dendrite development, thus contributing to dendritogenesis and spinogenesis. 
Through its regulation of GluN2A, miR-125b shapes neuronal response to the 
synaptotrophic factor glutamate. These high-resolution analyses reveal fresh insights into 
the process by which neurons integrate multiple external signals to establish the correct 
connections. Such insights are critical to understanding the implicated role of miR125b in 
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CHAPTER 1: PLASTICITY IN THE BRAIN: AN 
OVERVIEW 
 
The brain is an ever-changing organ. Neuroplasticity, the ability of the nervous system to 
change how it reacts, is seen at all levels of organization in the brain, as well as during 
various times during the lifespan of a brain. Early neuroscientists assumed the brain was 
highly plastic during a critical period of development and then remained fixed in 
adulthood. Successive generations of research have disproved this hypothesis, showing 
instead that the brain adapts its ability to respond to signals based on the intensity and 
duration of signals. Today, plasticity is understood to be a fundamental property of the 
brain, critical to explaining normal function and disease in the brain (Pascual-Leone, 
Amedi et al. 2005).   
A signal that has informed behavior and life on earth since the beginning of life is the 
change from day to night, most critically differentiated by the presence and absence of 
sunlight (Gerstner 2012). Unsurprisingly, the nervous system adapts to this ever-changing 
stimulus. In Chapter 2, I present my work which, as part as a collaborative review, argues 
that the brain region responsible for timekeeping, the mammalian Suprachiasmatic 
Nucleus (SCN), iteratively cycles through a series of states that prime it to respond to 
external signals, and that similar mechanisms may play a role with learning and memory 
related processes in the hippocampus. 
One of the most dramatic examples of plasticity in the brain is observed during 
development. The brain consists of a hundred billion neurons and at least as many glial 
cells. Thousands of kilometers of axonal and dendritic wiring crisscross the brain, 
forming approximately one thousand trillion synapses. The positioning of these cells, the 
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complex arbors of axons and dendrites and the formation of synapses are all a result of 
one of the most complex feats of self-organization in nature (Lehn 2002). Chapters 2 and 
3 focus on my work understanding dendritic filopodia, which are key tools used by 
neurons to navigate the spatiotemporally complex chemical and mechanical environment 
of the developing brain, and the role of microRNAs in mediating their structure and 
dynamics. 
 
AIMS AND SIGNIFICANCE 
Filopodial structure and dynamics are regulated by a host of extracellular signals. 
MicroRNAs can act as integrators of these signals and help shape local morphological 
and functional responses in dendrites (Schratt 2009). The main thrust of my thesis 
research focuses on the brain-abundant miRNA miR-125b, which is highly expressed in 
development (Edbauer, Neilson et al. 2010). I hypothesize that high miR-125b expression 
in immature neurons contributes to the structural and dynamic phenotype of filopodia as 
long, thin filaments that are highly active. Further, I hypothesize that activation of 
NMDA receptors, and the associated effects on dendritic structure (Andreae and Burrone 
2015), are impacted by miR-125b activity due to its repressive effect on GluN2a mRNA 
translation.  
Therefore, this study aims to: 1) examine the role of miR-125b in maintaining long, thin, 
highly-dynamic dendritic filopodia in developing neurons and 2) examine miR-125b’s 




Aberrations in brain dendrite and spine structure underlie disorders of mental health, 
cognitive deficits and lifestyle-induced neural damage. miR-125b has been linked to 
multiple brain disorders including Fragile X syndrome, Schizophrenia, and Alzheimer’s 
disease. Understanding its role in shaping filopodia development and maintenance in the 
hippocampus will contribute fundamental insights as to the bases of neuronal 

















Andreae, L. C. and J. Burrone (2015). "Spontaneous Neurotransmitter Release Shapes 
Dendritic Arbors via Long-Range Activation of NMDA Receptors." Cell Rep. 
Edbauer, D., J. R. Neilson, K. A. Foster, C. F. Wang, D. P. Seeburg, M. N. Batterton, T. 
Tada, B. M. Dolan, P. A. Sharp and M. Sheng (2010). "Regulation of synaptic 
structure and function by FMRP-associated microRNAs miR-125b and miR-132." 
Neuron 65(3): 373-384. 
Gerstner, J. R. (2012). "On the evolution of memory: a time for clocks." Front Mol 
Neurosci 5: 23. 
Lehn, J. M. (2002). "Toward self-organization and complex matter." Science 295(5564): 
2400-2403. 
Pascual-Leone, A., A. Amedi, F. Fregni and L. B. Merabet (2005). "The plastic human 
brain cortex." Annual Review of Neuroscience 28(1): 377-401. 
Schratt, G. (2009). "Fine-tuning neural gene expression with microRNAs." Curr Opin 

















CHAPTER 2: CIRCADIAN GATING OF NEURONAL 




Brain plasticity, the ability of the nervous system to encode experience, is a modulatory 
process leading to long-lasting structural and functional changes. Salient experiences 
induce plastic changes in neurons of the hippocampus, the basis of memory formation 
and recall. In the suprachiasmatic nucleus (SCN), the central circadian (~24-h) clock, 
experience with light at night induces changes in neuronal state, leading to circadian 
plasticity. The SCN’s endogenous ~24-h time-generator comprises a dynamic series of 
functional states, which gate plastic responses. This restricts light-induced alteration in 
SCN state-dynamics and outputs to the nighttime. Endogenously generated circadian 
oscillators coordinate the cyclic states of excitability and intracellular signaling molecules 
that prime SCN receptivity to plasticity signals, generating nightly windows of 
susceptibility. We propose that this constitutes a paradigm of ~24-hour iterative  
This work was published as a review: 
Iyer, R., T. A. Wang and M. U. Gillette (2014). "Circadian gating of neuronal functionality: a basis for 





metaplasticity, the repeated, patterned occurrence of susceptibility to induction of 
neuronal plasticity. We detail effectors permissive for the cyclic susceptibility to 
plasticity. We consider similarities of intracellular and membrane mechanisms underlying 
plasticity in SCN circadian plasticity and in hippocampal long-term potentiation (LTP). 
The emerging prominence of the hippocampal circadian clock points to iterative 
metaplasticity in that tissue as well. Exploring these links holds great promise for 
understanding circadian shaping of synaptic plasticity, learning, and memory. 
 
INTRODUCTION  
The ability of salient stimuli to induce persistent changes in the structure and function of 
neurons is a fundamental modulatory process that confers the ability to modify 
physiology and behavior, learning from experience (Markham and Greenough 2004). 
Although observed throughout the brain, plasticity is best studied in the hippocampus, a 
site critical to establishing and recalling new memories. Cellular and molecular 
mechanisms by which stimuli generate synaptic changes in hippocampal sub-regions fall 
into two classes: those that cause long-term potentiation (LTP) vs. long-term depression 
(LTD). Plastic changes in the hippocampus develop along linear timelines, initiated by 
the stimulus, followed by multiple sequential steps that are necessary to establish long-
term, persistent functional changes. 
Among the most salient stimuli for life on Earth are the alternating environmental states 
of day and night. The cycle of day and night partitions the availability of energy, both 
thermal and nutrient. Alternating activity vs. rest behavioral states align with these 
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environmental states. Internally, day-night changes in metabolism, physiology, and 
behavior are organized by an endogenous timekeeping system that oscillates with a 
circadian (circa, about, and dian, a day) period. 
The multitude of interacting elements that generate and coordinate circadian rhythms 
throughout the body constitute the circadian timing system. Endogenous circadian 
rhythms are fundamental properties of all cells. They emerge from self-regenerative 
oscillations in transcription-translation of core timing (clock) genes, gene products, and 
their post-translational modification and in cellular metabolism of reduction-oxidation 
(redox) states. Cellular circadian rhythms of various tissues, e.g., heart, lung, blood, and 
brain, are synchronized by the hypothalamic suprachiasmatic nucleus (SCN) (Lehman, 
Silver et al. 1987, Ralph, Foster et al. 1990, Yoo, Yamazaki et al. 2004). The SCN 
coordinates the myriad body clocks via diverse output signals and adjusts its circadian 
state via inputs that communicate desynchronization with environmental and internal 
conditions. Light-stimulated resetting of SCN circadian phase is a form of neuronal 
plasticity, circadian plasticity, mediated by cellular processes similar to those that cause 
long-term changes in hippocampal state, but susceptibility is temporally restricted to 
night. 
As understanding of mechanisms that lead to memory formation in the hippocampus has 
grown, questions have arisen about how such plasticity is regulated to prevent network 
hyper-stimulation, saturation, and impaired recall and cognition. This led to the 
prediction and substantiation of metaplastic regulatory mechanisms. Metaplasticity is a 
persistent change in the state of synapses or neurons due to past activity or modulation 
that alters responses to subsequent plasticity-inducing stimuli. Consequently, responses 
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may be altered in amplitude or duration compared with the basal response (Abraham and 
Bear 1996). Metaplastic modulation can be local, involving single or nearby synapses, or 
extend throughout the neuron or network (Hulme, Jones et al. 2014). Behavioral 
expression of metaplasticity includes responses to environmental stimuli (enrichment or 
stress), developmental deprivation (visual or tactile stimulation), and changes due to 
associative learning (Abraham 2008). 
In this review, we consider the commonality of mediators of plasticity effectors and 
mechanisms between LTP in the hippocampus and circadian plasticity in the SCN. Once 
initiated, these feed-forward processes involving excitability and intracellular networks 
transform these systems into new, persistent states. On a higher-order level, the ability of 
the SCN to express plasticity-induced state changes is dependent upon the context that is 
modulated by the cycling circadian clock and the associated state changes in SCN 
neurons. This susceptibility to light-induced plasticity returns each night, as the circadian 
clock repeats its daily cycle, a phenomenon we term iterative metaplasticity. We propose 
that the hippocampal circadian clock similarly modulates the potential for LTP and other 
forms of synaptic plasticity by iterative metaplasticity. 
 
WHY ARE THERE INTERNAL CIRCADIAN SYSTEMS? 
The internal milieu is not resting in a basal state when stimuli are encountered. Rather, 
the internal environment – from the level of cells to tissues, organs, and brain and body 
systems– oscillates with a major regular periodicity near 24 h, as well as various ultradian 
rhythms. Consequently, patterning of behavioral outputs changes significantly over this 
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period, so that some behaviors occur in the day, others at night, and some are expressed 
at dawn and dusk.  
Daily internal oscillations are a result of adaptation to a major environmental variable 
over the course of evolution: the ever-changing cycle of day and night generated by the 
Earth’s rotation on its axis. Early organisms that optimized cycles of behavior to adapt to 
these changes would have held a competitive advantage (Ouyang, Andersson et al. 1998, 
Woelfle, Ouyang et al. 2004, Gerstner 2012). Indeed, selection for mechanisms that 
internalized timekeeping embedded circadian clocks within genomes and basal 
metabolism (Lowrey and Takahashi 2011, O'Neill and Reddy 2011, O'Neill, van Ooijen 
et al. 2011, Gillette and Wang 2014). This encoded the patterning of environmental state 
within genes of some prokaryotes and all eukaryotes, enabling them to organize day vs. 
nighttime processes internally and predict these environmental state changes.  
Rhythmic behaviors that anticipate rather than merely react to environmental changes 
would offer significant benefits. Functional and physiological changes can be initiated in 
advance of environmental changes, optimizing behavior and aligning it more closely to 
daily environmental cycles. Further, because day-night durations undergo seasonal 
variations, an anticipatory, endogenous rhythm generator would adapt and entrain to 
changing ratios of light: dark periods, generating seasonal plasticity in behaviors 
(Bartness, Powers et al. 1993, Ebling, Alexander et al. 1995, Nuesslein-Hildesheim, 




Anticipatory, near-24-h circadian rhythms are generated by molecular and cellular 
processes, and result in appropriately timed cycles of physiology, metabolism, and 
behavior. They persist in constant darkness. The endogenous period of circadian clocks 
under these aperiodic conditions is close-to, but not exactly, 24-h (King and Takahashi 
2000, Okamura, Yamaguchi et al. 2002). Consequently, free-running rhythms drift out of 
correspondence with day and night of the solar cycle. They re-adjust in response to light 
signals that occur during the subjective night of circadian clock processes. Thus, when 
animals are exposed to regular 24-h cycles of light and dark or light presented briefly at 
regular 24-h intervals, the rhythms undergo entrainment, aligning with the time-schedule 
dictated by light (Golombek and Rosenstein 2010). Because light can communicate 
environmental timing to entrain the circadian system, it is a zeitgeiber (time-giver).  
 
CIRCADIAN RHYTHMS ARE GENERATED BY MOLECULAR AND 
METABOLIC OSCILLATORS 
How do molecules and metabolism generate self-sustaining near 24-h oscillators? The 
endogenous timing mechanism consists of a transcription-translation oscillator (TTO) 
with negative feedback (Lowrey and Takahashi 2011) that interacts with a reduction-
oxidation oscillator (RXO) (Gillette and Wang 2014). In the TTO, heterodimers of 
positive transcription factors CLOCK/BMAL (or CLOCK/NPAS2 in some brain regions) 
bind to E-box motifs in the promoters of Per 1/2/3, Cry 1/2, and Rev-Erb, activating 
transcription. The protein products undergo complex post-translational modifications. 
Under appropriate conditions, PER and CRY proteins heterodimerize, translocate to the 
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nucleus, and repress transcriptional activation by CLOCK/BMAL. An additional 
regulatory feedback loop involves the negative regulator, REV-ERB (a nuclear heme 
receptor) and the positive regulator, retinoic acid-related orphan receptor (ROR) (Lowrey 
and Takahashi 2004, Yin, Wu et al. 2007, Yin, Wu et al. 2010). These antagonistic 
regulators compete for binding to ROR elements (ROREs) within the promoters of 
Bmal1and CLOCK. REV-ERB also can modulate transcription by binding to ROREs in 
the Per and Cry promoters. Transcription-factor binding is a dynamic process, which 
permits regulation based on relative amounts and states. Rates of synthesis and 
proteasomal degradation of clock proteins are important to rhythm generation (Gillette 
and Mitchell 2002, Nitabach, Blau et al. 2002, Lundkvist, Kwak et al. 2005, Golombek 
and Rosenstein 2010, van Ooijen, Dixon et al. 2011). When PER and CRY are 
ubiquitinated and degraded, the cycle of Per and Cry transcription-translation repeats. 
The TTO takes ~24-h to complete one cycle, as does an accessory loop comprising the 
transcription factor REV-ERB. REV-ERB binds to ROREs in promoter regions of the 
Clock and Bmal1 genes, initiating their transcription.  
The RXO emerges from robust, near-24-h rhythms of cellular metabolic state. Redox 
state oscillates in SCN samples ex vivo, as well as brain slices in vitro. This RXO 
modulates the membrane potential (Vm) of SCN neurons and thus the state of excitability 
(see further). Drivers of the RXO are presently unknown, however, redox oscillations are 
wide spread in circadian systems (O'Neill and Reddy 2011, O'Neill, van Ooijen et al. 
2011). Transcriptional regulation via REV-ERB, an endogenous heme receptor, is 
exquisitely sensitive to cellular redox state. This is one of several nodes of interaction 
between the TTO and the RXO (Gillette and Wang 2014). The interacting oscillators 
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generate rhythms in the synthesis of key cellular proteins, firing rate of neurons, and 
release of neuropeptides (Hatcher, Atkins et al. 2008, Wang, Yu et al. 2012). These 
clock-controlled rhythms can have distinct phase-relationships, patterns, and amplitudes. 
Time-of-day restrictions on susceptibility to phase-resetting signals emerge from the 
complexity of theses dynamic systems. 
 
CIRCADIAN OSCILLATION IN SCN EXCITABILITY 
The daily rhythm of electrical activity in SCN neurons is essential for the central 
pacemaker to synchronize circadian clocks throughout the body to each other and to 
changing environmental time cues (Brown and Piggins 2007, Colwell 2011). SCN 
neurons exhibit a daily fluctuation of spontaneous action potentials (SAP), with higher 
frequency during the daytime than the night. The SAPs are autonomously generated by 
the SCN (Brown and Piggins 2007), and their patterned behavior can be detected both in 
vivo and in vitro, by single- or multi-unit recording (Inouye and Kawamura 1979, Green 
and Gillette 1982, Welsh, Logothetis et al. 1995). Dissection of underlying ionic 
mechanisms by patch-clamp recordings of membrane properties of SCN neurons from 
mouse (Belle, Diekman et al. 2009) and rat (Wang, Yu et al. 2012) reveals at least three 
ionic factors, K+ and Ca2+ currents and [Ca2+i], underlie rhythmic oscillating membrane 
potential (Vm) (Belle, Diekman et al. 2009). These ionic features represent three 
functional categories (Colwell 2011): 1) currents providing the excitatory drive that 
elevates Vm to the threshold of action-potential generation; 2) currents responding to the 
excitatory drive and generating action potentials; and 3) currents contributing to the 
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nightly silencing of firing through hyperpolarization of the membrane. Modulation of 
these currents could be on the levels of channel expression, localization, post-
translational modification of conductance, and/or gating properties. Circadian oscillation 
in Vm is necessary for timekeeping. Electrical silencing of pacemaker neurons in 
Drosophila by genetic manipulation of K+ channels stops the free-running circadian 
clock, resulting in arrhythmic behavior (Nitabach, Blau et al. 2002).  
While links between oscillations in Vm and circadian plasticity have not been fully 
established, recent studies suggest important roles for the neuropeptides released in the 
SCN. Their circadian rhythm is driven by oscillation in Vm, which fine-tunes the neuronal 
responses to input signals. Among the more than 200 neuropeptides identified in SCN, 
vasoactive intestinal peptide (VIP) is the most characterized and well studied. VIP is an 
essential neuropeptide for the synchrony of the brain clock (Aton, Colwell et al. 2005). 
VIP binds to a G-protein-coupled receptor (VIP•R 2), activating cAMP and PKA 
pathways (Hao, Zak et al. 2006). cAMP is essential for the maintenance of intrinsic 
circadian rhythmicity; it is also important in information processing within the brain 
clock (Hastings, Maywood et al. 2008). cAMP was the first confirmed non-
transcriptional cytosolic oscillator in SCN neurons (O'Neill, Maywood et al. 2008), 
followed by Ca2+ (Harrisingh, Wu et al. 2007), PKC (Robles, Boyault et al. 2010), small 
G protein (Brancaccio, Maywood et al. 2013), and other small molecules (Dodd, Gardner 
et al. 2007).  
Beyond VIP, numerous neuropeptides have been found to be important to regulating 
clock function. Examples include the following. 1) Mice lacking arginine vasopressin 
(AVP) receptors are more resistant to jet-lag and their recovery period is more rapid than 
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wildtypes (Yamaguchi, Suzuki et al. 2013). This feature results from the looser coupling 
between cells in AVP receptor-deficient SCN, which maintains the basic circadian 
rhythm under steady state, but is more responsive to zeitgebers for extreme phase-shift. 
2) Gastrin-releasing peptide (GRP) is another major neuropeptide in the brain clock. 
Activation of GRP-receptors produces long-lasting excitation in SCN neurons (Gamble, 
Allen et al. 2007). This response is stronger in subjective night than daytime. The 
underlying mechanism involves inhibition of resting K+ current and subsequent 
membrane depolarization (Gamble, Kudo et al. 2011). 3) Pituitary adenylate cyclase-
activating peptide (PACAP) is present in retinohypothalamic tract (RHT) terminals that 
invest SCN tissue. PACAP alters the excitability of SCN neurons in a bi-modal manner: 
it suppresses the discharge of some of the neurons via VIP•R2 receptors, while excites 
others via VIP•R1 receptors (Reed, Cutler et al. 2002). PACAP also modulates light-
induced phase-shift in complex ways: it facilitates phase-delay but attenuates phase-
advance; the underlying mechanism has yet to be revealed (Chen, Buchanan et al. 1999). 
The SCN releases these, and many other neuropeptides, with levels of release following a 
circadian pattern (Hatcher, Atkins et al. 2008). It is thought that these neuropeptides also 
play a role in synchronizing clocks in other brain regions by carrying time-of-day 
information from the SCN (Lee, Atkins et al. 2010). It follows that neuropeptides may 






THE MANY BRAIN CONNECTIONS OF THE SCN  
The SCN has direct and indirect connections with many brain sites. Recent assessments 
identify 35 brain regions projecting directly to the SCN, and if multi-synaptic inputs are 
included, this number increases to 85 projecting regions (Morin, Shivers et al. 2006, 
Morin 2013). Input from the retina via the retinohypothalamic tract (RHT), the thalamic 
intergeniculate nucleus via the geniculohypothalamic tract (GHT) and the median raphae 
nucleus are considered critical to the ‘circadian visual system’ (Morin and Allen 2006). A 
study of the various primary and secondary inputs conducted using retrograde tracers 
(Krout, Kawano et al. 2002) found many sources for SCN afferents, including regions in 
the hippocampal formation. Many brain regions are targets for efferent projections from 
the SCN (Abrahamson and Moore 2001, Morin 2013). Of particular interest is the 
indirect connection of the SCN, via the dorsomedial hypothalamus, to the locus coeruleus 
(Aston-Jones, Chen et al. 2001, Markov and Goldman 2006), a region known to mediate 
cortical and hippocampal activation (Berridge and Foote 1991).  
 
CIRCADIAN CLOCKS IN THE BRAIN  
The SCN is acknowledged to be the central circadian clock in mammals (Lehman, Silver 
et al. 1987, Ralph, Foster et al. 1990). The SCN maintains its autonomous circadian 
rhythm when surgically isolated from the rest of the brain in vivo (Inouye and Kawamura 
1979) and in vitro, where synchronized near-24-h rhythms of electrical activity, 
metabolism, and clock-gene expression persist (Gillette and Prosser 1988, Prosser, 
McArthur et al. 1989); (Schwartz, Davidsen et al. 1980); Wang et al., 2012;(Yamazaki, 
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Kerbeshian et al. 1998, Wang, Yu et al. 2012). Whereas all cells of the body possess 
intrinsic clocks, in the absence of the SCN the myriad cellular TTOs drift out of phase 
with one another. This was demonstrated elegantly in a mouse bearing a transgene 
reporter, PER 2::LUCIFERASE, where circadian rhythms in this clock protein are 
expressed as bioluminescence and can be measured non-invasively in all cells and tissues 
(Yoo, Yamazaki et al. 2004). When tissues were assessed in vivo after SCN lesion or 
cultured in isolation in vitro, individual cells from all tissues examined continued to 
exhibit circadian oscillations, but with a range of phases that appeared arrhythmic when 
averaged (Welsh, Logothetis et al. 1995);(Yoo, Yamazaki et al. 2004). Whereas the rest-
activity cycles of nocturnal and diurnal animals are in anti-phase, SCN electrical activity 
in nocturnal and diurnal animals alike occurs during the light phase (Fuller, Gooley et al. 
2006, Brown and Piggins 2007). This indicates the switch in peak activity in other brain 
regions that drive the behavioral differences between nocturnal and diurnal animals lies 
downstream of the SCN, and affirms the autonomy of SCN electrical activity rhythms. 
Extra-SCN brain tissue, such as the paraventricular nucleus (PVN), drifts out of 
synchrony in vitro but rapidly re-synchronizes  to the rhythm of the SCN in co-culture 
(Tousson and Meissl 2004). Mediators of this inter-region synchronization are subjects of 
current study. Multiple modes of communication of phase have been identified, including 
the electrical communication via neuronal circuits, as well as via diffusible signals 
(Silver, LeSauter et al. 1996); (Tousson and Meissl 2004, Guo, Brewer et al. 2005, 
Kalsbeek, Palm et al. 2006, Welsh, Takahashi et al. 2010). Thus, in each cell of the body 
an endogenous circadian clock controls the daily timing of cell-specific transcription, cell 
dynamics, and signaling, but it relies on information the SCN for coordination. 
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In addition to its autonomous ~24-h rhythmicity, the SCN holds a privileged position 
among circadian clocks at the cell and systems levels in receiving direct information 
about the presence and intensity of environmental light from the retina via the RHT. It is 
then able to transmit this information to peripheral clocks. Intrinsically photoreceptive 
retinal ganglion cells (ipRGCs) act as photon-counters, marking the presence, duration, 
and intensity of light (Berson, Dunn et al. 2002, Hattar, Liao et al. 2002). Their axons 
innervate the SCN and communicate the presence of light by releasing glutamate and the 
co-localized peptide, PACAP, onto the ventral SCN. The SCN integrates these signals 
and transmits information about the environmental light profile to all other cellular 
circadian clocks in the brain and body. The SCN  also receives timing signals from other, 
less potent, zeitgeibers including locomotor activity and sleep/wake states and nutritional 
status (Stephan 1989, Lamont, Diaz et al. 2005), resulting in feedback control of the 
circadian timing system.   
Circadian rhythms of clock genes have been reported in several brain regions, including 
the prefrontal cortex, olfactory bulb, and hippocampus (Abe, Herzog et al. 2002, 
Granados-Fuentes, Tseng et al. 2006, Li, Bunney et al. 2013). The hippocampus exhibits 
circadian oscillation in the expression of Per2, a hallmark of the TTO. The amplitude and 
persistence of LTP in the CA1 region varies in a circadian manner (Chaudhury and 
Colwell 2002, Chaudhury, Wang et al. 2005). Mutations in Per 2 that impair the 
circadian clock result in abnormal hippocampal LTP (Wang, Dragich et al. 2009). This 





CIRCADIAN OSCILLATION IN SUSCEPTIBILITY TO LIGHT-INDUCED 
PLASTICITY  
The SCN processes information about significant variations in availability of light or 
nutrients that necessitate adjustment of circadian timing. It dynamically responds to cues 
that communicate mismatch between internal and environmental time. Light, the signal 
of day-length, alters clock gene expression, as well as phases of the circadian oscillations 
in heart-rate, ingestion, and wheel-running behavior. 
The SCN has the unusual property of responding to light differently at different points in 
the circadian cycle (Fig. 2.1). The phase of rhythms in clock gene expression, neuronal 
firing, and locomotor activity are unaffected by light in the daytime, but change 
significantly when light is encountered during nighttime. The response to nocturnal light 
is bifurcated (Ding, Chen et al. 1994). Light in the early night (the period after the normal 
light-off) signals a prolonged day; the clock responds by delaying its phase. In the late 
night (the period before lights-on), however, light signals an early dawn, advancing clock 
phase prematurely to a daytime state. The SCN generates such differential responses by 
selectively gating its susceptibility to inputs (see further). Gating is regulated at multiple 
levels, including neurotransmitter receptors and effectors of intracellular signaling 
pathways (Gillette and Mitchell 2002, Golombek and Rosenstein 2010). 
Light is communicated to the SCN from the retina by glutamatergic neurotransmission 
from the RHT (Ding, Chen et al. 1994, Welsh, Takahashi et al. 2010). During subjective 
nighttime, glutamate or the agonist N-methyl D-aspartate (NMDA),  are sufficient to 
activate light signaling in vivo (Colwell and Menaker 1992, Vindlacheruvu, Ebling et al. 
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1992, Gannon and Rea 1993, Gannon and Rea 1994) or the SCN brain slice in vitro 
(Ding, Chen et al. 1994, Shirakawa and Moore 1994). They mimic the effects of light: 
changing circadian phasing, inducing c-fos and other immediate early genes (Ebling 
1996, Guido, de Guido et al. 1999) and the clock genes Per 1 (Moriya, Horikawa et al. 
2000). NMDA receptor antagonist application effectively blocks light-induced changes. 
In subjective daytime, glutamate exposure does not activate these signaling pathways, nor 
does it cause a change in phase. 
Initial steps of glutamate signaling include NMDA receptor (NMDA•R) activation, Ca2+ 
influx into cells in the SCN (Ding, Buchanan et al. 1998, Obrietan, Impey et al. 1998, 
Colwell 2000, Colwell 2001), and stimulation of downstream kinases (Fig. 2.2). Among 
the earliest changes is in Ca2+/calmodulin-dependent kinase Type II (CaMKII), which is 
activated by auto-phosphorylation. Inhibition of CaMKII in early night blocks light-
induced phase delays and changes in c-fos and Per 1/Per 2 expression in the SCN 
(Golombek and Ralph 1995, Fukushima, Shimazoe et al. 1997, Yokota, Yamamoto et al. 
2001). Active pCaMKII phosphorylates neuronal nitric oxide synthase (nNOS) 
(Agostino, Ferreyra et al. 2004), triggering nitric oxide (NO) production. NOS activity is 
necessary for light-induced plasticity in the SCN (Ding, Chen et al. 1994, Ding, Faiman 
et al. 1997, Melo, Golombek et al. 1997), and the response to light or glutamate increases 
in the presence of an NO donor (Melo, Golombek et al. 1997). 
The light signaling pathway bifurcates in early vs. late night, downstream of NO (Fig. 
2.2). During the early night, glutamate-induced plasticity requires Ca2+-induced-Ca2+ 
release (CICR) from neuronal ryanodine receptors (RyRs). When RyRs are 
pharmacologically activated, the effects of light/glutamate in the early night are 
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reproduced. The same agents have no effect in late night or daytime. Further, inhibition 
of RyRs blocks light-/glutamate-induced phase delay in the early night both in vivo and in 
vitro, but has no effect in late night or daytime (Ding, Buchanan et al. 1998). 
During late night, on the other hand, NO activates guanylyl cyclase (GC), which 
increases cGMP levels. This in turn leads to the activation of cGMP-dependent kinase 
(PKG) (Weber, Gannon et al. 1995, Ding, Buchanan et al. 1998, Tischkau, Weber et al. 
2003). Phase advance caused by light/glutamate in the late night is mimicked by cGMP 
analogs (Prosser, McArthur et al. 1989) and blocked by pharmacological inhibition of 
PKG (Weber, Gannon et al. 1995, Mathur, Golombek et al. 1996, Ding, Buchanan et al. 
1998); (Ferreyra and Golombek 2001). The same inhibition does not impact the phase 
delay induced in early night.  
In both pathways, downstream from the steps described, there is transient and rapid 
phosphorylation of the Ca2+-cAMP response element-binding protein (CREB), leading to 
transcription of Per 1, as well as other CRE-mediated genes (Ginty, Kornhauser et al. 
1993, Ding, Faiman et al. 1997, Gau, Lemberger et al. 2002). Phase advance during late 
night is blocked by antisense deoxyoligonucleotides (ODNs) of CRE sequences. These 
Ca2+/cAMP response element decoys (CRE-decoys) sequester pCREB and selectively 
block the advance in clock phase (Tischkau, Mitchell et al. 2003).  
Other factors downstream of glutamate-induced signaling in the SCN are the mitogen 
activated protein kinases (MAPKs) and cAMP-dependent kinase (PKA). Both light-
induced phase delays and advances are partially blocked by inhibitors of p44 
MAPK/ERK1 and MAPK kinase (MAPKK/MEK) transcription (Obrietan, Impey et al. 
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1998, Butcher, Doner et al. 2002, Antoun, Bouchard-Cannon et al. 2012) Obrietan et al., 
1998; (Tischkau, Gallman et al. 2000). Light pulses during the subjective night induce 
activation of members of all three MAP kinase pathways: ERK, JNK, and p38(Butcher, 
Lee et al. 2003, Pizzio, Hainich et al. 2003). Signaling via p44/42 MAPK (ERK1/ERK2) 
is necessary for Ca2+-induced CRE-mediated gene transcription (Obrietan, Impey et al. 
1998, Butcher, Doner et al. 2002, Antoun, Bouchard-Cannon et al. 2012). PKA activation 
by light and glutamate has differential effects on SCN state at early vs. late night. Upon 
light or glutamate stimulation, PACAP and PKA enhance the amplitude of light-
/glutamate-induced phase delay in early night, and diminish the effect in late night 
(Tischkau, Gallman et al. 2000). These effects are like those of PACAP, which were 
described earlier.  
Various regulators of light-induced plasticity affect the network properties of SCN 
neurons. Brain-derived neurotrophic factor (BDNF) is expressed in the SCN. The cognate 
receptor of BDNF, tropomyosin-related receptor kinase B (TrkB), is expressed in the 
fibers of the RHT (Allen and Earnest 2005). BDNF expression and release are rapidly 
increased by neuronal activity, which regulates presynaptic release and direct activation 
of membrane channels (Rose, Blum et al. 2004, Blum and Konnerth 2005). This 
enhanced expression and response to optic nerve stimulation suggest a role for BDNF in 
modulating photic input to the SCN (Allen and Earnest 2005). BDNF- and TrkB-
deficient mice exhibit a reduction in the phase-shifting effects of light on the circadian 
system (Liang, Allen et al. 2000). BDNF cannot shift the phase of the clock itself 
(Prosser, Mangrum et al. 2008, Mou, Peterson et al. 2009), but interfering with BDNF 
signaling in the SCN blocks or strongly inhibits phase shifts induced by light and 
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glutamate in the subjective night (Liang, Allen et al. 2000, Michel, Clark et al. 2006). 
SCN treatment with either BDNF or tissue-type plasminogen activator (tPA) permits 
light and/or glutamate to induce phase shifts in the daytime (Liang, Allen et al. 2000, 
Mou, Peterson et al. 2009). BDNF thus contributes to gating of SCN responsiveness to 
state-changing signals, a concept we will explore in the next section. Gating of the light-
response in the SCN is conferred by regulaton of glutamatergic synaptic transmission in 
the SCN (Kim, Choi et al. 2006).                                                                                     
Time-of-day-dependent neurotransmission via the inhibitory neurotransmitter gamma-
amino butyric acid (GABA) profoundly affects SCN responses to light. GABA and its 
biosynthetic enzyme, glutamatic acid decarboxylate (GAD), are widely expressed in SCN 
neurons (Card and Moore 1984, van den Pol 1986, Okamura, Berod et al. 1989);(van den 
Pol 1986, Moore and Speh 1993). Both GABAA and GABAB receptors have been 
localized within the SCN by binding and functional studies (Francois-Bellan, Segu et al. 
1989) (Liou, Shibata et al. 1990); (Mason, Biello et al. 1991). Further, both GAD activity 
and GABA levels undergo circadian oscillations in the rat SCN (Aguilar-Roblero, 
Verduzco-Carbajal et al. 1993). Modulatory effects of GABA signaling on light-induced 
plasticity are complex, and consistent with a model wherein GABAB receptors regulate 
photic signals via presynaptically modulating glutamatergic input from the RHT, whereas 
GABAA receptors are proposed to act in the photic signal transduction cascade in local 
circuits downstream of glutamatergic inputs (Gillespie, Mintz et al. 1997); (Ralph and 
Menaker 1989). GABAergic activation of GABAB receptors diminishes release of 
labeled glutamate at the SCN in response to optic nerve stimulation (Liou, Shibata et al. 
1986). Consistent with this observation, GABAB receptor agonists reduce light-induced 
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phase delays in early night; an antagoinist of GABAB receptors enhances this phase delay 
(Gillespie, Mintz et al. 1997). With regard to light-effects in late night, microinjections of 
agonists of either GABAA and GABAB receptor agonists into the SCN region 
significantly diminish phase-advances. Thus, GABAergic modulation of glutamatergic 
and downstream synapses contributes to gating and amplitude of the light-response in the 
SCN.  Inhibition of the phase shift has been proposed to be mediated by the opposing 
effects of light and GABA on Period gene expression (Ehlen, Novak et al. 2008). 
Additionally, GABA modulates light-induced plasticity by inducing divergent responses 
in intracellular Ca2+ mobilization in SCN neurons (Irwin and Allen 2009). 
Although the complete signaling cascade from light to clock gene expression remains 
unresolved, the roles of these well-studied effectors downstream of light/glutamate 
provide insights into the most completely studied form of circadian plasticity in the SCN 
(Fig. 2.2). The elucidation of the roles of several of these effectors in SCN plasticity, 
including pCREB and RyRs, was influenced by their role in plasticity signaling in the 
hippocampus (Ding, Chen et al. 1994, Ding, Faiman et al. 1997, Ding, Buchanan et al. 
1998).  
 
CIRCADIAN GATING OF CLOCK FUNCTION: ITERATIVE 
METAPLASTICITY  
Because SCN responsiveness to light-induced state changes waxes and wanes with each 
daily circadian cycle, states of sensitivity to plastic change repeat each night, when light 
has the potential to interrupt the anticipated darkness. Thus, the nocturnal state of SCN 
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activity alters the magnitude and/or duration of plastic events compared with the daytime 
state. Dynamic linkage of temporal history and state with current responsiveness defines 
metaplasticity (Abraham and Bear 1996). At night, the SCN responds to light as an error 
signal–it infers a mismatch between the timing of the clock and the environmental light 
cycle. The SCN must be able to distinguish nocturnal light as an error signal to respond 
with temporally appropriate phase-resetting. The restricted, time-of-day dependence of 
susceptibility of the SCN to light establishes conditions for the iterative metaplastic state.  
During the night, the manner in which phase is affected varies depending on proximity of 
the signal to the subjective dusk or dawn encoded in the circadian clock. Dynamic gating 
of inputs to the SCN ensures that the same input (light) has restricted and differential 
effects on output that depend on the time of day during stimulation. Gating is achieved by 
clock-driven rhythms in Vm, expression of plasticity modulators and 
expression/receptiveness of intracellular effectors of plasticity. This implies the presence 
of a reciprocal relationship wherein various inputs alter timekeeping elements and induce 
plasticity, and their oscillations are in turn controlled by the circadian clock. Circadian 
control of input allows the clock to prime SCN neurons in anticipation of the activation 
of specific signaling cascades at specific times of the day. Key signaling elements that are 
potential targets of metaplastic regulation follow. 
Membrane excitability: The proposed model is that SCN neurons are highly electrically 
active during daytime, preventing additional excitatory input from the RHT from 
inducing further changes. At night, however, the neurons are hyperpolarized, thus 
excitatory input from the RHT elicits significant responses. Supporting this hypothesis, 
up-regulation of K+ currents and the consequential hyperpolarized status of Vm during 
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nighttime are essential for gating of phase-shift responses. In excitable cells, Vm is 
mainly set by a class of two-pore domain K+ channels (K2P, TASK, and TREK channels) 
(Hallie 2001). Gating of these channels is independent of voltage across the membrane; 
the current is termed leak or background current. K2P channels are encoded by the 
KCNK gene family. Both Kcnk1 and Kcnk2 are expressed in the SCN (Lein, Hawrylycz 
et al. 2007); in particular, Kcnk1 exhibits a robust rhythm in the SCN (Panda, Antoch et 
al. 2002). Interestingly, a functional study suggests that the K+ leak current is regulated 
by metabolic oscillation in SCN neurons, which provides a non-transcriptional pathway 
of the clockwork machinery to modulate the membrane excitability (Wang, Yu et al. 
2012).  
Intracellular Ca2+: Membrane excitability influences neuronal plasticity through 
intracellular signal pathways where Ca2+ plays an essential role. SCN neurons exhibit 
spontaneous oscillation of intracellular Ca2+ (Ca2+i) concentration, with peak levels 
during the daytime (Ikeda, Sugiyama et al. 2003). While Ca2+i oscillation is not 
completely driven by membrane events, the action potential-induced opening of voltage-
gated Ca2+ channels (L-type) is a proven source of Ca2+i elevation during the daytime 
(Irwin and Allen 2007). 
NMDA receptor: The SCN exhibits circadian expression of mRNAs for subunits of the 
NMDA receptor (NMDA•R) subunits ε3 and ζ1 in rats; mRNA levels are high during 
daytime and low during nighttime, whereas protein levels change in anti-phase. 
Expression of these mRNAs increases in response to light stimulation in the subjective 
night (Ishida, Matsui et al. 1994). Both expression and phosphorylation of the ε2/NR2B 
26 
 
subunit of NMDA•R undergo circadian variation in hamsters. NR2B mRNA level is high 
from late day through early night, with the phosphorylated protein peaking in the late 
night (Wang, Schroeder et al. 2008). Changes in phosphorylation of NMDA•R subunits 
can correspond to changes in functional properties. An endogenous daily rhythm in the 
magnitude and duration of NMDA•R-induced Ca2+ transients in rat SCN neurons peaks 
during the night, as does the rhythm in NMDA•R-evoked currents (Pennartz, Hamstra et 
al. 2001). Thus, evidence indicates that peaks in mRNA abundance of certain subunits 
precede peaks in NMDA•R phosphorylation. NMDA function peaks in the night in rats, 
anti-phase to mRNA abundance. Together, these observations indicate that the clock 
primes the SCN to respond to photic signals in anticipation of encountering light signals 
at night.  
CaMKII: Calmodulin kinase II (CaMKII), which is activated in neurons by elevated 
Ca2+I, undergoes circadian changes in autophosphorylation state in hamsters, with peak 
abundance of pCaMKII occurring during subjective day. Total CaMKII levels in the SCN 
do not vary. Light pulses during the subjective night rapidly phosphorylate CaMKII, 
which is necessary for the signaling cascade resulting in circadian plasticity (Agostino, 
Ferreyra et al. 2004). 
cAMP/PKA: In constant conditions, the rat SCN exhibits spontaneous oscillations in 
cAMP levels and cAMP-dependent protein kinase (PKA) activity. The endogenous levels 
of cAMP peak at the end of day and of night (Prosser and Gillette 1991). While cAMP 
levels rise in response to light/glutamate stimulation, application of agonists to 
cAMP/PKA does not mimic the effect of light/glutamate. However, if cAMP/PKA is 
activated simultaneously with light/glutamate stimulation, resultant plasticity is enhanced 
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in early night, and diminished in late night. Thus, the cAMP/PKA system toggles 
responses, changing the state of signaling pathways based on time of activation 
(Tischkau, Gallman et al. 2000).  
cGMP-PKG: cGMP levels and cGMP-dependent protein kinase (PKG) activity also 
display spontaneous oscillations in the SCN. Tissue cGMP levels remain relatively 
constant throughout subjective day and night, with a sharp peak appearing at the time 
corresponding to end of night. PKG activity is markedly higher at end of subjective night 
compared to the end of subjective day and the middle of subjective night. Sensitivity of 
the SCN to light-induced increase in cGMP levels and PKG activity occurs just before 
these values peak endogenously (Tischkau, Weber et al. 2003). This rise in 
cGMP/activation of PKG is required for clock dynamics to proceed; if either is blocked, 
clock state reverts by 3.5 h and then recapitulates the intervening period (Tischkau, 
Mitchell et al. 2004). Peak PKG activity may signal the transition from night to the 
daytime state. A light-pulse at late subjective night may prematurely shift the clock to 
this state, thus advancing the clock phase to a point it normally transits at the end of the 
night state of the circadian cycle and that is required for entry into the daytime state.  
MAPK: Three members of the mitogen-activated protein kinase (MAPK) family, ERK, 
JNK and p38, undergo oscillations in phosphorylation in hamsters, with peak 
phosphorylation levels during the day. All three are phosphorylated in response to light at 
mid-subjective night (Pizzio, Hainich et al. 2003). In mice, ERK1 and ERK2 signaling is 
induced by light pulse in the subjective night. Levels of phosphorylated ERK (pERK) 
show a circadian oscillation, with peak levels at mid- to late-subjective day (Obrietan, 
Impey et al. 1998). 
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CREB: Phosphorylation of the Ca2+-cAMP response element-binding protein (forming 
pCREB) links stimulation of these intracellular signaling pathways to transcriptional 
activation of genes whose promoters bear the Ca2+-cAMP response element (CRE). An 
endogenous oscillation in basal levels of pCREB occurs in rat and mouse SCN, with a 
corresponding oscillation in expression of CRE-mediated genes. pCREB levels peak 
from the middle to end of subjective night. This is followed by peak expression of CRE-
mediated genes, which occurs from late-subjective night to mid-subjective day (Obrietan, 
Impey et al. 1999). Light induces 133Ser pCREB at levels proportionate to light intensity 
and expression of CRE-mediated genes only at subjective night (Ginty, Kornhauser et al. 
1993, Ding, Faiman et al. 1997, Gau, Lemberger et al. 2002). This indicates that there is 
strict regulation of CRE-mediated induction of gene expression during the circadian 
cycle, with only the night being favorable for the CREB/CRE-transcription pathway 
(Ding, Faiman et al. 1997). 
BDNF: BDNF mRNA levels in the SCN peak during the early subjective day, and BDNF 
protein levels peak during the subjective night (Liang, Walline et al. 1998). The 
expression of this rhythm in BDNF is dependent on a tetrodotoxin (TTX)-sensitive 
neuronal circuit (Baba, Ono et al. 2008). These observations support a role for BDNF in 
gating circadian responses to nocturnal light. 
GABA: There is a diurnal rhythm of activity of GAD, which synthesizes GABA 
(Aguilar-Roblero, Verduzco-Carbajal et al. 1993). GABA release within the SCN also 
oscillates  (Aton, Huettner et al. 2006), peaks at the early night (Itri and Colwell 2003). 
This peak in GABA release coincides with the timing of the most hyperpolarized state of 
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Vm in SCN neurons (Wang, Yu et al. 2012). This release pattern is modulated by VIP 
signaling (Itri and Colwell 2003, Itri, Michel et al. 2004, Aton, Huettner et al. 2006). 
Endogenous rhythms in expression/function of these effectors and modulators are timed 
to allow temporally specific signaling cascades. Functional states of SCN cells with 
respect to these molecules are varied in advance of the point in time when plasticity-
inducing event is anticipated, namely light in the early or late night (Gillette and Wang 
2014). The clock thus primes cells to respond to plasticity signals in a specific, time-of-
day dependent manner. 
These intracellular effectors overlap with some of the effectors contributing to the 
standard paradigm for metaplasticity, the changes in the state of synapses or neurons that 
impact the amplitude and persistence of subsequent instances of plasticity (Abraham 
2008). Circadian rhythms have been implicated previously as a form of metaplasticty 
(Gerstner and Yin 2010, Gerstner 2012). Therefore, we propose, that the alteration of 
signal responsivity of SCN cells is a metaplastic form of modulation of plasticity. 
With the core clock driving SCN metaplasticity, SCN neurons can show cyclic variation 
in their metaplastic state. This is distinct from metaplastic regulation as it has been 
described previously (Abraham and Bear 1996, Abraham 2008). Persistence of clock-
driven metaplasticity is restricted to a regular, discrete period within the 24-h daily cycle. 
Metaplastic effects that have been studied previously persist from a few minutes to a few 
days (Abraham 2008). Therefore, we propose that the repetitive pattern of circadian 




COMMONALITIES IN PLASTICITY PATHWAYS: SITES OF CLOCK-DRIVEN 
METAPLASTICITY IN THE HIPPOCAMPUS  
The best-characterized form of activity-dependent synaptic plasticity is long-term 
potentiation (LTP). Defined as persistent enhancement in synaptic efficacy due to 
repeated activation of the same synapses, it is widely considered, along with long-term 
depression (LTD), to be the physiological basis for acquiring new memories and 
enhancing nascent ones (Malenka and Nicoll 1999, Lisman 2003, Cooke and Bliss 2006). 
While the molecular basis of LTP is still incompletely determined, the roles of a large 
number of signaling mechanisms and molecular effectors have been elucidated. Most in 
vitro studies on LTP have been conducted by delivering high frequency stimulation to 
Schaffer collateral fibers connecting the CA3 and CA1 pyramidal neurons. Glutamatergic 
synapses were the first investigated for LTP and the well-studied synapses between 
Schaffer collateral fibers and CA3 pyramidal neurons exhibit LTP mediated by NMDA•R 
activation (Bliss and Collingridge 1993, Lisman 2003). There is, however, synapse-to-
synapse heterogeneity in the molecular mechanisms associated with LTP.  
Deeper understanding of the signaling mechanisms underlying synaptic plasticity has 
raised questions as to the manner in which these plasticity mechanisms are modulated. 
While a number of factors can regulate plasticity at the time of occurrence, activity-
dependent processes that modulate plasticity by altering the state of synapses or cells 
prior to plasticity-inducing events are metaplastic. That is, synaptic metaplasticity can be 
considered the plasticity of synaptic plasticity. It acts to enhance the salience of 
subsequent exposure to certain types of stimulation, and prevent saturation of LTP and 
LTD, which can have negative effects on learning and memory as well as neuronal health 
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(Deisseroth, Bito et al. 1995, Philpot, Cho et al. 2007, Abraham 2008, Mockett and 
Hulme 2008).  
Key to the concept of metaplasticity is that any physiological or biochemical change in 
the state of the cell or synapse needs to persist beyond the initial activity that triggers the 
metaplastic changes. This distinguishes the paradigm from direct synaptic regulation, 
which occurs concurrently with synaptic plasticity. The initial bout of activity, or 
priming, changes the functional state of the synapse, neuron, or network, and thus its 
susceptibility to future plasticity-inducing events (Abraham 2008, Hulme, Jones et al. 
2014). 
There is emerging evidence demonstrating that the time-of-day affects the magnitude and 
persistence of synaptic plasticity. Several studies have shown circadian variation in the 
efficacy of LTP (Chaudhury, Wang et al. 2005, Nakatsuka and Natsume 2014). Time-of-
day effects may be one mechanism of metaplasticity. How the brain clock interacts with 
synaptic plasticity to cause circadian variation is a question ripe for deeper investigation. 
Both direct and indirect interactions can be hypothesized.  
In this review, we have detailed effectors of SCN plasticity that are under circadian 
control. Several of these effectors are also involved in hippocampal LTP, including 
glutamate, NMDA•R, CaMKII, Ca2+, NO, RyR, cGMP-PKG, cAMP-PKA, MAPK, and 
CREB (Lu, Kandel et al. 1999, Lu and Hawkins 2002, Monfort, Munoz et al. 2002, 
Cooke and Bliss 2006, Irvine, von Hertzen et al. 2006, Zorumski and Izumi 2012). While 
a detailed description of the role of these molecules in LTP is outside the scope of this 
review, the commonality of signaling molecules between plasticity-inducing events in the 
32 
 
SCN and LTP is striking. Further, signaling cascades involving some of these molecules 
are also common to both processes. The NO-GC-cGMP-PKG pathway, which is critical 
in late night signaling in the SCN, has also been shown to contribute to late-phase LTP 
(L-LTP) (Lu, Kandel et al. 1999, Lu and Hawkins 2002, Ping and Schafe 2010). The 
cAMP-MAPK-CREB pathway is also involved in both signaling processes (Gerstner and 
Yin 2010). In both cases, this signaling cascade induces plasticity by targeting CREB. 
Glutamate-induced NMDA•R activation, Ca2+ influx, and CaMKII phosphorylation are 
critical signals that mediate both hippocampal LTP and SCN state changes (Malenka and 
Bear 2004). Further, several of the signaling elements described, including NMDA•R, 
Ca2+i, PKC, NO, CaMKII, and MAPK, previously have been hypothesized as sites for 
metaplastic regulation of synaptic plasticity (Abraham 2008, Lucchesi, Mizuno et al. 
2011, Zorumski and Izumi 2012). Lastly, hippocampal plasticity is modulated by 
molecules that are also modulators of SCN plasticity, like BDNF (Bramham and 
Messaoudi 2005, Lu, Christian et al. 2008, Minichiello 2009, Schildt, Endres et al. 2013) 
and GABA (Arima-Yoshida, Watabe et al. 2011, Nakatsuka and Natsume 2014).  
Cycling of the circadian clock results in iterative metaplasticity via regulation of the 
effectors and modulators of plasticity in the SCN. Might such a relationship also exist 
between clock cycling and hippocampal plasticity? One indication of such a paradigm 
comes from a study that showed that activity of MAPK as well as adenylyl cyclase, and 
levels of cAMP vary in a circadian fashion in the hippocampus. These oscillations 
parallel Ras activity and phosphorylation of MAPK kinase and CREB. These variations 
persist under free-running conditions, indicating they are endogenous in nature. These 
oscillations were shown to impact long-term memory (Eckel-Mahan, Phan et al. 2008). A 
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further study showed that oscillations of adenylyl cyclase and MAPK in the hippocampus 
are dependent upon an intact SCN (Phan, Chan et al. 2011).  
A role for GABA in circadian rhythms of LTP has been demonstrated, with nighttime 
disinhibition of a GABAA network shown to facilitate LTP in the CA1 region of the rat 
hippocampus (Nakatsuka and Natsume 2014). Further, the clock gene Per 2 oscillates in 
isolated hippocampal slices, indicating the presence of an endogenous clock in the 
hippocampus. In support of this link, mutations in Per2 cause abnormal LTP in the 
hippocampus, mediated by decreased phosphorylation of CREB (Wang, Dragich et al. 
2009).  
While the peripheral hippocampal clock may itself drive rhythms in levels/activity of 
specific molecules, there also may be signals from the core SCN clock that drive or 
synchronize these rhythms. Signals, such as neuropeptides, hormones, and small 
molecules, may reach the hippocampus directly, or regulate hippocampal activity 
indirectly. For instance, signaling from the SCN is known to be critical for rhythmic 
variation in hormone levels. Several hormones that are known to affect hippocampal 
LTP, including melatonin and cortisol, are released in circadian patterns controlled by the 
SCN (Reppert, Perlow et al. 1981, Gillette and Mitchell 2002, Chaudhury, Wang et al. 
2005, Chan and Debono 2010). This could be one mechanism by which the cycling of the 
clock can lead to time-of-day changes in LTP. In the SCN itself, glutamate application 
has been shown to induce LTP of field potentials activated by RHT stimulation in a time-
of -day dependent manner. These experiments were performed with SCN slices in vitro, 
indicating that the core clock contributes to these time-of-day dependent changes in LTP 
(Nisikawa, Shimazoe et al. 2002).  
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We propose that 1) the commonality of plasticity elements in the SCN and hippocampus, 
2) the existence of a circadian clock in the hippocampus that modulates the ability to 
acquire LTP over ~24-h, and 3) evidence for communication between the SCN and the 
hippocampus all point to clock-driven, iterative metaplasticity in the hippocampus. 
Further exploration around the-day of hippocampal expression and activity of molecules, 
such as NO, PKG, GABA, that have been discussed in this review will shed more light 
onto clock driven iterative metaplasticity in the hippocampus. The 12-h-limited duration 
of the persistence of SCN metaplasticity each 24-h cycle makes it a valuable model to 
probe how such processes affect neurophysiology and the molecular effectors of synaptic 
plasticity. Such understanding is also critical to elucidating other, non-circadian 
mechanisms of metaplasticity.  
 
CONCLUSION  
Considering circadian gating of inputs in the context of hippocampal and SCN 
metaplasticity provides striking insights on the ways in which signaling mechanisms 
conserved between two brain regions can impact their functional states. As a well-studied 
system with an iterative impact on plasticity, the circadian clock offers a compelling 
model system for the study of metaplasticity. Conversely, new insights on links between 
circadian rhythms and synaptic plasticity can positively impact the study of SCN and 
hippocampal function. Further understanding of the interactions between these two 
critical brain processes will require that future research in either field is more deeply 
informed by the distinct methodological considerations of the other. The potential 
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benefits to understanding the substrates and dynamics of cognitive disorders in both cases 





Box 1: Key Concepts 
 
Circadian gating 
Restricted sensitivity and response to plasticity signals that depends upon the time 
of day. Whether, and to what extent, phase is reset by neurotransmitter signals is 
under the control of the circadian clock, which is able to gate sensitivity by 
regulating membrane state and the expression and function of various signaling 
effectors of plasticity. 
 
Circadian plasticity 
A persistent change of circadian-clock state in response to significant stimulation 
during a discrete phase of the ~24-h cycle. When it occurs inappropriately at night, 
environmental light can permanently change, or reset, the state of the SCN clock. 
The clock dynamically controls its own susceptibility by circadian plasticity. 
 
Endogenous circadian rhythms 
Autonomous, self-generated near-24-h rhythms at any level organization of life, 
such as expression/function of proteins, cellular physiology, neuropeptide release, 
and amplitude of behavior. Circadian rhythms are defined by their ability to persist 
with near-24-h periods in the absence of exogenous temporal cues. For example, 
animals maintained in aperiodic environments such as constant darkness, and SCN 
brain slices maintained in vitro exhibit various circadian rhythms, ranging from the 
rhythmic patterning of wakefulness and sleep, neuronal firing rate, neuropeptide 
release to cellular metabolic state. They are driven at the cellular level by a 
transcription-translation oscillator (TTO) and a redox oscillator  (RXO). 
 
Metaplasticity 
A plasticity regulatory phenomenon where experience alters the ability of a system 
to respond to a subsequent plasticity-inducing stimulus. Metaplasticity was 
originally described as a mechanism for regulating and tuning synaptic plasticity, 
but also can alter cell or network state. A critical feature of metaplasticity is that 
once triggered, metaplastic change must persist long enough to impact a plasticity 
event occurring at a later time. A metaplastic state can either increase or decrease 
the amplitude or duration of responses to a later plasticity event. 
 
Iterative Metaplasticity 
Gating of receptivity to subsequent signals that repeats on a cyclic timebase. An 
example is gating of susceptibility to light-induced plasticity by the dynamic of the 
circadian clock in the SCN. Gating of receptivity is achieved by clock-generated, 
~24-h rhythms in neuronal membrane state and/or expression or activation state of 
intracellular signaling pathways permissive for light/glutamate stimulation. 
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ABBREVIATIONS 
AVP, arginine vasopressin; BDNF, brain-derived neurotrophic factor; CaMKII, calcium-
calmodulin dependent protein kinase II; cAMP, cyclic adenosine triphosphate; cGMP , 
cyclic guanine monophosphate; CICR, calcium-induced calcium release; CREB, cAMP-
response element binding protein; DHA, dehydroascorbic acid; ERK, extracellular 
signal-regulated kinase; GABA, gamma-amino butyric acid; GAD, glutamic acid 
decarboxylase, GC, guanylate cyclase; GRP, gastrin-releasing peptide; GSH, glutathione; 
GSSH, glutathione disulphide; ipRGCs, intrinsically photoreceptive retinal ganglion 
cells; JNK, c-jun kinase; K2P, two-pore domain potassium channel; KCNK, potassium 
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channel subfamily K; LTD, long-term depression; LTP, long-term potentiation; 
MAPKK/MEK, MAPK kinase; MAPKs, mitogen activated protein kinases; NMDA/ 
NMDA•R, N-methyl D-aspartate/ N-methyl D-aspartate receptor; NO, nitric oxide; NOS, 
nitric oxide synthase; NPAS2, neuronal PAS-domain protein 2; ODNs, 
deoxyoligonucleotides; PACAP, pituitary adenylate cyclase-activating peptide; PKA, 
cAMP-dependent protein kinase; PKG, cGMP-dependent protein kinase; PVN, 
paraventricular nucleus; RHT, retinohypothalamic tract; ROR, retinoic acid-related 
orphan receptor; RXO, reduction-oxidation oscillator; RyR, ryanodine receptor; SCN, 
suprachiasmatic nucleus; TASK, TWIK-related acid-sensitive K+ channel; tPA, tissue-
type plasminogen activator; TREK, TWIK-related K+ channel; TrkB , tropomyosin-
related receptor kinase; TTO, transcription-translation oscillator; TTX, tetrodotoxin; 
TWIK, Tandem of P domains in a Weak Inward rectifying K+ channel; VIP, vasoactive 
















Fig. 2.1  The cyclic series of dynamic cellular states of the endogenous circadian clock is 
characterized by changing susceptibility that recurs every ~24 h to signals that alter clock state, a 
paradigm of iterative metaplasticity. The periodic recurrence of night and day provides an oscillatory 
environmental context for life on Earth. A near-24-hour dynamic series of functional states organizes 
differential responses to light that depend upon time-of-day. Light-driven glutamatergic signals (lightning 
bolts) at night (blue) alter suprachiasmatic nucleus (SCN) state-dynamics and outputs; daytime (yellow) 
stimulation is without effect. Circadian timekeeping mechanisms generate these windows of susceptibility, 
poising the SCN to respond appropriately to a temporal error signal: in early night moving clock state back 
to an earlier time or in late night advancing it prematurely toward morning. These long-lasting changes in 
clock state express the hallmarks of neuronal plasticity. The gate to light-signaling is open transiently 
during nighttime (green arrow), but closed in daytime (red arrow). The gating mechanisms permissive for 
state changes are clock-driven, preceding the light signal. Thus, light-induced plasticity occurs only if the 
functional state of cells is permissive at the time of signaling. Underlying differences in susceptibility are 
cyclic states of excitability and intracellular signaling elements that prime SCN receptivity to plasticity 
signals. We propose that this gating of light-signaling responsiveness, which cycles over the night and day, 





Fig. 2.2  Signal transduction at the suprachiasmatic nucleus (SCN) in response to light activates 
divergent pathways in early vs. late night. Light experienced at night transmits signals via the 
retinohypothalamic tract (RHT) to the SCN causing glutamate release.  Glutamatergic activation of the 
NMDA receptor is necessary and sufficient for initiating state changes, and leads to influx of extracellular 
Ca2+. Ca2+/calmodulin-dependent kinase II (CaMKII) and nitric oxide synthase (NOS) are activated, 
increasing levels of nitric oxide (NO). In the early night, the rise of NO activates ryanodine receptors (RyR) 
on the intracellular endoplasmic reticulum where Ca2+ is stored. Intracellular Ca2+ (Ca2+i) is released via the 
activated RyR and, through a mechanism yet to be elucidated, leads to phosphorylation of cAMP response 
element-binding protein (pCREB) and subsequent increased expression of clock genes. During the late 
night, however, NO activates guanylyl cyclase (GC), cGMP synthesis, and increased activity of cGMP-
dependent protein kinase (PKG). Activation of this and other kinases again leads to increased pCREB and 
transcription of key clock genes. This simplified model includes only those elements necessary and 
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CHAPTER 3: STRUCTURE, DYNAMICS AND FUNCTION 
OF THE DENDRITIC FILOPODIA OF NEURONS 
INTRODUCTION 
The human brain consists of roughly a hundred billion neurons, thousands of miles of 
axonal and dendritic wiring, which form approximately a thousand trillion synapses. 
Each neuron in the central nervous system comprises of a single axon and a variable 
number of dendrites, making them the most polarized and structurally complex metazoan 
cell type (Gallo 2013). As such, the development and maturation of neurons, the 
formation of circuits between them, and the organization and development of the brain 
represent one of the most complex feats of self-organization in nature (Lehn 2002).  
The dendritic arbor is the complex tree-branch like structure of fine processes, the 
dendrites, that conveys information flowing into neurons. The proper development and 
organization of these complex structures is critical for brain function, as dendrites are the 
sites for receiving synaptic input. Each dendrite can contain hundreds of synaptic 
connections in mature neurons (Hawkins and Ahmad 2016), and the distribution and 
density of these synapses affect the responses connected neurons can evoke (Major, 
Polsky et al. 2008, Major, Larkum et al. 2013). Further, mistakes in synapse formation 
underpin a variety of diseases including epilepsy, schizophrenia, autism and mental 




A developing dendrite navigates an environment that is in spatial and temporal flux. The 
final morphology and patterning of dendrites is decoded by local activity-dependent 
regulation (Snider and Lichtman 1996, Nedivi 1999, Wong and Ghosh 2002, Cline and 
Haas 2008). The sites for this activity-dependent regulation in developing dendrites are 
dendritic filopodia, finger-like projections from the dendrite that are highly dynamic, and 
are present transiently during development (Fig 3.1). There is evidence that dendritic 
filopodia, while being like other types of filopodia in that they are actin-filled dynamic 
protrusions from the cell membrane, have compositional, structural, dynamic and 
functional distinctions from filopodia in other cells as well as axonal filopodia (Gallo 
2013, Leondaritis and Eickholt 2015).  
In the following sections, we discuss the structural and functional features of filopodia, 
external signals that modulate filopodial development and function, local changes in 
dendrites in response to these signals that impact filopodia, and how the complex 
interplay between extrinsic signals and internal regulators shapes filopodial function, thus 
providing evidence for the synaptotrophic hypothesis, which posits that synaptic signals 
direct the elaboration of dendritic arbors (Cline and Haas 2008). 
 
FILOPODIA: FORM AND FUNCTION 
Filopodial structure is defined by the underlying actin cytoskeleton. Bundled actin 
filaments, with their barbed (growing) ends typically directed towards the filopodial tips, 
help define the structure of the membrane protrusion, and their growth and shrinkage 
correspond with the dynamics of the filopodia (Mattila and Lappalainen 2008, Gallo 
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2013, Leondaritis and Eickholt 2015). Dendritic filopodia typically range from 0.5 to 10 
µm in length, and 100-900 nm in width. They exhibit a variety of behaviors, including 
extension, , and sweeping/bending motions. These behaviors depend on the rapid 
polymerization and depolymerization of actin filaments. 
While it was long believed that all filopodia consisted of bundles of parallel actin fibers 
held together by the bundling protein fascin (Dent, Kwiatkowski et al. 2007), filopodia 
emerging from the dendritic shaft, as opposed to the dendritic or axonal growth cones, 
have been shown to consist of a mix of linear and branched filaments at 10 DIV (days in 
vitro), due to the presence of the actin nucleating factor Arp2/3 (Korobova and Svitkina 
2010). 
Correspondingly, it has been reported that these two pools of filopodia also differ in their 
activity dependent dynamics. Filopodia at dendritic growth cones are more motile, 
longer, and denser compared to those in the shaft, and independent of synaptic and 
ionotropic neurotransmission (Portera-Cailliau, Pan et al. 2003). 
Axonal and dendritic filopodia, along the shafts as well as at the tips or growth cones, are 
critical contributors to neurite development. The following are the major roles they play 
in neurite development (Gallo 2013): 
Neuritogenesis 
Cultured neuronal cell bodies attach to the substrate and extend lamellipodial protrusions, 
which are tipped with filopodia. These filopodia can then stabilize into minor processes 
when they are penetrated by microtubules (Dent, Kwiatkowski et al. 2007). The 
interaction between microtubules and filopodial F-actin is critical for the formation of 
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minor processes, and thus neurite formation and is mediated by a variety of factors 
including microtubule associated proteins (MAPs) (Caceres, Mautino et al. 1992, 
Dehmelt, Smart et al. 2003, Dehmelt and Halpain 2004), formins (Dent, Kwiatkowski et 
al. 2007, Mellor 2010), Arp2/3 (Korobova and Svitkina 2008), integrins (Gupton and 
Gertler 2010), Ena/VASP (Kwiatkowski, Rubinson et al. 2007) and drebrin (Geraldo, 
Khanzada et al. 2008).  
Neurite pathfinding and branching  
The minor processes, once formed, begin extending away from the cell. A single neurite 
is differentiated into an axon while the rest become dendrites. While the role of axonal 
growth cone filopodia in pathfinding and guidance during development has been studied 
extensively, dendritic growth cones have been studied far less (Gallo 2013). Some 
dendritic filopodia stabilize into dendritic branches, a process primarily mediated by 
neurotransmitter signaling and cell adhesion molecules (Jontes and Smith 2000, Niell, 
Meyer et al. 2004, Heiman and Shaham 2010, Leondaritis and Eickholt 2015, Sheng, 
Leshchyns'ka et al. 2015). The stabilization of filopodia has been shown to be associated 
with evoked calcium transients in filopodia and dendritic shafts (Niell, Meyer et al. 2004, 
Lohmann, Finski et al. 2005, Heiman and Shaham 2010). Further, filopodia allow for 
dendritic tiling, whereby dendrite arbors form non-overlapping fields, avoiding dendrites 
from adjacent cells as well as self-avoiding dendrites arising from the same cell. This 
process has been shown to be mediated by cell-surface signals (Baker and Macagno 





Synapses are the chief points of communication between neurons and synaptic 
transmission is the basis of many cognitive and behavioral phenotypes. Presynaptic 
boutons are specialized sections of axons which can release neurotransmitters. They are 
closely apposed to dendritic spines, which are the postsynaptic receiving “antennae”. The 
mushroom shaped spines are rich in receptors for the neurotransmitters released by the 
presynaptic bouton onto the synaptic cleft. 
Dendritic filopodia serve as precursors to spines, structural specializations that stud 
mature dendrites and mediate synapse formation. These filopodia sample the 
microenvironment and stabilize to form the thicker, mushroom-shaped spines (Ziv and 
Smith 1996, Mattila and Lappalainen 2008, Menna, Fossati et al. 2011). 
Neurotransmitters (Wong and Wong 2001) and cell-adhesion molecules (Dalva, 
McClelland et al. 2007) are crucial players in the process of synaptogenesis. 
Abnormalities in synaptic structure, and in the processes of their development are 
associated with several neuropsychiatric diseases (Blanpied and Ehlers 2004, Kayser, Lee 
et al. 2011).  
 
SIGNALS THAT SHAPE FILOPODIA 
A multitude of trophic factors shape the dendritic arbor and impact filopodial structure 
and behavior. These include brain-derived neurotrophic factor (BDNF), neuronal growth 
factor (NGF) (Tyler, Alonso et al. 2002, Sainath and Gallo 2015), leptin (O'Malley, 
MacDonald et al. 2007) and glutamate (Portera-Cailliau, Pan et al. 2003, Cline and Haas 
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2008, Andreae and Burrone 2015). Such diffusive signals, along with cell-adhesion 
molecules and mechanical substrate properties, have a multi-layered impact on dendrites. 
The interplay between these signals must contribute to the sheer complexity of the 
dendritic arbor and the distribution of excitatory and inhibitory synaptic input from 
various brain regions that each neuron receives. 
 
MicroRNAs 
A developing dendrite grows up to as much as a few hundred microns away from the cell 
body. During the process of extension and branching, it encounters a kaleidoscope of 
attractive and repulsive signals, and must respond to specific combinations of signals in 
specific ways. Thus, it must be able to control its development and make decisions on 
branching, growth and synapse formation in a location-specific manner.  
While transport from the cell body meets some of the demands for such local control, it is 
the localization of mRNA and the protein translation machinery in dendrites and axons 
that allows the dendrite to respond to signals with high spatial specificity (Court and 
Alvarez 2005, Bramham and Wells 2007, Lee, Bae et al. 2016).  
MicroRNAs are short (~22 nt), non-coding RNAs that can control protein expression by 
inhibiting translation of specific mRNAs or by promoting their degradation (Fig. 3.2) 
(Guarnieri and DiLeone 2008, Wilbert and Yeo 2010, Fabian and Sonenberg 2012, 
Osman 2012, Qureshi and Mehler 2012). They are increasingly viewed as candidate 
molecules that permit dendrites to have rapid, local responses to heterogeneous external 
stimuli. miRNAs enable posttranscriptional gene regulation or silencing and are found 
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abundantly in the CNS (Kosik 2006, Corbin, Olsson-Carter et al. 2009, Zeng 2009). They 
can have pleiotropic effects, making them remarkably flexible regulators of the neuronal 
transcriptome (Goldie and Cairns 2011, Imai, Saeki et al. 2011, Tapocik, Luu et al. 2012, 
Zhou, Shen et al. 2012). They have been implicated in various stages of neuronal 
development, from stem cell differentiation to dendritic arborization, axon development, 
and synaptic plasticity (Hengst and Jaffrey 2007, Kocerha, Faghihi et al. 2009, Miller and 
Wahlestedt 2010). 
Dendrite architecture and spine morphology and function are regulated by several 
miRNAs (Kim, Krichevsky et al. 2003, Krichevsky 2003, Giraldez 2005, Schratt 2009). 
Of interest is the FMRP-associated miRNA, miR-125b (Edbauer, Neilson et al. 2010, 
Ceman and Saugstad 2011). It is one of the most abundant miRNAs in the developing 
nervous system, and its proven targets include the GluN2a subunit of the NMDA 
receptor, and the Ephrin receptor A4 (EphA4) in hippocampal neurons, which are 
developmentally significant molecules. A close homolog of miR-125b, miR125a is 
regulated by mGluR signaling via FMRP phosphorylation. Further, miR-125b 
overexpression has been shown to elongate dendritic spines in cultured neurons. 
MicroRNAs are thus interesting cellular targets to study for their role in the structural 













Fig. 3.1 Filopodial maturation and dendrite extension are mediated by the interplay of signaling 
molecules and intracellular machinery. As filopodia sense the environmental signals that guide 
development, cellular machinery, like microRNAs can respond by up or downregulating translation of 
specific proteins. This process is concurrent with the extension and branching of dendrites, and maturation 























Fig. 3.2 The biogenesis and mode of action of microRNAs. The miRNA gene is transcribed into the 
primary-miRNA (pri-miRNA), which gets processed in the nucleus by Drosha and DGCR8 into the 
precursor or pre-miRNA. Exportin 5 aids in cytosolic export of the pre-miRNA, where it is further 
processed by Dicer and other proteins into the miRNA duplex. The duplex associates with FMRP and Ago2 
and other proteins to form the miRISC (miRNA induced silencing complex). The miRISC binds to the 
target RNA (via complementary sequences to the miRNA), and either causes cleavage of the mRNA or 
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CHAPTER 4: REGULATION OF FILOPODIAL 
MORPHOLOGY AND DYNAMICS BY MIR-125B  
ABSTRACT 
Formation of the complex dendritic arbor of neurons depends on the interplay between 
intrinsic cellular machinery of neurons and external stimuli. Dendritic filopodia act as 
highly dynamic sensors that play a crucial role in dendrite development and 
synaptogenesis. Filopodia are abundant early in the development of neurons, and mature 
into more stable dendritic spines. Understanding the mechanisms that maintain filopodia 
during the critical developmental window has implications for understanding 
neurodevelopment as well as disease, where dysregulation of these mechanisms cause 
filopodia to appear again in mature dendritic structures. microRNA-125b has been 
previously implicated as a cellular factor regulating spine morphology. It is highly 
expressed early in the development of neurons, concurrent with high filopodial numbers 
and activity on the dendrite shaft. Here, we use a peptide nucleic acid (PNA) inhibitor of 
miR-125b show that miR-125b not only helps maintain the morphology of filopodia as 
long thin protrusions from immature dendrites, it also regulates the ability of filopodia to  
This study was aided by collaboration with Dr. Gabriel Popescu, Dept. of Electrical and Computer 
Engineering and Beckman Institute, who provided access to his Spatial Light Interference Microscope, and 
whose students, Dr. Taewoo Kim and Mikhail Kandel helped with image acquisition and data analysis for 




be dynamic structures. This is achieved in part through miR-125b’s repression of the 
dendritic translation of the GluN2a subunit of the NMDA receptor. These observations 
indicate a role for miR-125b in guiding dendrite development and spinogenesis. 
 
INTRODUCTION 
Neuronal dendrites have extensive, branched structures that make multiple contacts with 
axon termini. The wiring of the nervous system thus depends on dendrites and axons 
finding correct partners to form synapses. A developing dendrite navigates a complex 
environment that is in spatial and temporal flux. The final morphology and patterning of 
dendrites is decoded by local activity-dependent regulation(Snider and Lichtman 1996, 
Nedivi 1999, Wong and Ghosh 2002, Cline and Haas 2008). Finger-like projections from 
dendrites, called filopodia, provide an extended volume for sensing this changing 
environment, and form transient contacts with developing axons(Ziv and Smith 1996, 
Wu, Zou et al. 1999, Jontes and Smith 2000, Evers, Muench et al. 2006). These filopodia 
are thought to be precursors to dendritic spines, which are the structures in post-synaptic 
neurons receiving signals(Ziv and Neuron 1996, Fiala, Feinberg et al. 1998, Okabe, 
Miwa et al. 2001, Portera-Cailliau, Pan et al. 2003). The synaptotrophic hypothesis 
argues that the stabilization and maturation of these transient structures into dendritic 
spines is a result of pre-synaptic environmental signals, which include glutamate and 
other trophic factors(Wong and Ghosh 2002, Portera-Cailliau, Pan et al. 2003, Cline and 




Thus, understanding spinogenesis and dendrogenesis requires deeper insights into 
mechanisms by which filopodia are maintained to be able to respond to developmentally 
significant cue. The complexity of dendritic arbors established by neurons, and the highly 
dynamic nature of filopodia, indicate that local cellular machinery within the region 
proximal to the filopodium must be acutely sensitive to the changing microenviroment to 
enable correct wiring. A putative class of molecules that can serve to bridge 
developmental signals and local decisions on growth and retraction in this manner are 
microRNAs. 
MicroRNAs are short, non-coding RNAs that can suppress the translation of specific 
mRNAs(Guarnieri and DiLeone 2008, Wilbert and Yeo 2011, Fabian and Sonenberg 
2012, Osman 2012, Qureshi and Mehler 2012). They’re increasingly being viewed as 
candidate molecules that permit dendrites to have rapid, local responses to heterogeneous 
external stimuli. miRNAs enable posttranscriptional gene regulation or silencing, and are 
found abundantly in the CNS(Kosik 2006, Corbin, Olsson-Carter et al. 2009, Zeng 2009). 
They can have pleiotropic effects, making them remarkably flexible regulators of the 
neuronal transcriptome(Imai, Saeki et al. 2011, Goldie and Cairns 2012, Tapocik, Luu et 
al. 2012, Zhou, Shen et al. 2012). They have been implicated in various stages of 
neuronal development, from stem cell differentiation to dendritic arborization, axon 
development, and synaptic plasticity(Kosik 2006, Hengst and Jaffrey 2007, Corbin, 





Dendrite architecture and spine morphology and function are regulated by several 
miRNAs.(Lagos-Quintana, Rauhut et al. 2002, Krichevsky, King et al. 2003, Kim, 
Krichevsky et al. 2004, Miska, Alvarez-Saavedra et al. 2004, Sempere, Freemantle et al. 
2004, Giraldez, Cinalli et al. 2005, Schratt 2009, Mikl, Vendra et al. 2010, Vo, 
Cambronne et al. 2010) Of particular interest is the FMRP associated miRNA, miR-
125b(Edbauer, Neilson et al. 2010, Ceman and Saugstad 2011). It is one of the most 
abundant miRNAs in the developing nervous system, and its proven targets include the 
NR2A subunit of the NMDA receptor, and the Ephrin receptor A4 (EphA4) in 
hippocampal neurons, both of which have been implicated in dendrite development. A 
close homolog of miR-125b, miR125a is regulated by mGluR signaling via FMRP 
phosphorylation(Muddashetty, Nalavadi et al. 2011). Thus, we hypothesize that miR-
125b integrates synaptotrophic signals with filopodial dynamics. 
miR-125b has been shown to be most abundant in neurons at 3-4 DIV. At this stage, a 
high density of filopodial protrusions is found in dendrites. Overexpression of this 
miRNA at 14 DIV results in the elongation of dendritic spines(Edbauer, Neilson et al. 
2010). These results suggest a role for miR125b in the filopodia-spine transition. 
A critical synaptotrophic signal that drives dendrite development is glutamate(Andreae 
and Burrone 2015). Long-range (non-synaptic) glutamatergic signaling has been 
implicated in dendrite development, and GluN2A has been implicated in dendrite 
arborization(Henle, Dehmel et al. 2012). Glutamate signaling has been shown to affect 
filopodial dynamics and structure(Portera-Cailliau, Pan et al. 2003). We therefore 
hypothesized that miR-125b function in immature dendrites will contribute to 
maintaining filopodial structure and their high motility, in part by regulating glutamate 
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signaling in immature dendrites via GluN2A.  
Here, we report that inhibition of miR-125b early in development (4 DIV) results in 
increased filopodial width and reduced filopodial length. Filopodial dynamics are also 
rediced by miR-125b inhibition. Further miR-125b regulates incorporation of GluN2A 
subunit containing NMDA receptors in immature dendrites and thus modulates their 
response to non-synaptic glutamate signals. 
 
RESULTS 
miR-125b regulates filopodial morphology 
Peak expression of miR-125b in cultured neurons has been shown to be at around 3-4 
DIV(Edbauer, Neilson et al. 2010). To assess the role of miR-125b in filopodial 
morphology at this stage of development, we treated hippocampal neurons with antisense 
Peptide Nucleic Acid (PNA) to inhibit miR-125b function. A scramble PNA sequence 
was used as a control. The treatment lasted for 48hrs, from 2-4 DIV.  
Filopodial morphology was reconstructed using semi-automated tracing in the Imaris 
software suite. Using common threshold values and tracing algorithms, Z-stacks of 10-
15m segments of dendrites (Fig. 4.1a) were converted into wireframe filament tracings 
(Fig. 4.1b, c). In response to miR-125b inhibition (Fig. 4.2c, d), filopodial length 
decreased (Fig. 4.2e), and width increased (Fig. 4.2f) significantly compared to controls 
(Fig. 4.2a, b). There was a corresponding decrease in filopodial volume compared to 
controls (Fig. 4.2g), but no significant change in filopodial density.  
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Dendritic filopodia are characterized by their greater relative length and lower width 
compared to dendritic spines. These results suggest that miR-125b plays a role in 
maintaining that morphology.  
miR-125b inhibition causes an increase in the number of immature, stubby 
protrusions 
To investigate the distribution of the length and width changes recorded above, we used 
an established system of spine classification to classify the dendritic protrusions we 
imaged (Fig. 4.3a, b). We binned protrusions into 4 classes: stubby (<1 µm in length), 
mushroom (length <3 µm and max width of head>(mean width of neck)*2), thick head 
(mean width of head>=mean width of neck), and regular filopodia (protrusions that do 
not match any of the previous criteria). Dendritic protrusions of these classes exist in a 
continuum along any given dendrite, and exhibit plasticity in response to activity driven 
signals(Rochefort and Konnerth 2012). We therefore asked if the distribution and 
morphological features of these classes differed with miR-125b inhibition. 
miR-125b inhibition significantly increased the percentage of stubby protrusions, 
compared to controls (Fig. 4.3c). Stubby spines are immature(Price, Jarman et al. 2011), 
with no spine neck, the presence of which allows for separation between the cytoplasm of 
the spine and the dendritic shaft. It has been proposed that these may be sites of early, 
immature synapses occurring out of the dendritic shaft. Their increased appearance upon 
miR-125b inhibition suggests that there is increased maturation of dendritic protrusions 
with reduced miR-125b activity, and potentially, increased synapse formation. 
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Significant reduction in the lengths of filopodia and thick head classes of protrusions 
were observed with miR-125b inhibition compared to controls (Fig. 4.3d). Taken together 
with the results in Fig. 4.3c and 4.2e, this suggests that the overall reduction in filopodial 
length observed is due to the reduced length of these two subclasses, as well as the 
increase in number of short, stubby spines. 
We also observed significant increase in the width of thick head filopodia (Fig. 4.3e). 
Taken together with the results in Fig. 4.3c and 4.2e, this suggests that the overall 
increase in filopodial width observed is due to increase width of thick head filopodia, and 
the increase in number of stubby spines, which tend to show increased mean widths 
because they lack the narrow neck region common to mature mushroom spines. 
These observations imply a complex role for miR-125b in maintaining filopodial 
morphology. Mature mushroom shaped structures are unaffected by miR-125b inhibition, 
whereas filopodia, and filopodia with thick heads get shorter and or thicker. 
Dendritic structure at 4 DIV is not significantly impacted by miR-125b inhibition 
However, miR-125b inhibition did not impact dendritic arborization, as measured by 
Sholl analysis of the dendrites from 30-120 microns from the cell center (2-way ANOVA 
with Sidak multiple comparisons test, Fig. 4.4 a-c). 
miR-125b helps maintain filopodia as dynamic structures 
To determine the effect of miR-125b on stability vs. dynamicity of early filopodia, we 
imaged hippocampal neurons using Spatial Light Interference Microscopy 
(SLIM)(Wang, Millet et al. 2011), which allows for label free imaging of live neurons 
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(Fig. 4.5a-c). Cells treated with control and anti-miR-125b PNA probes were imaged for 
300 seconds at a frame rate of 1 fps, and regions of interest corresponding to the range of 
motion of single filopodia were segmented (Fig. 4.6a, d). Using SLIM, we could 
calculate the changes in dry mass within these ROIs and hence, the filopodia (Fig. 4.6b-c, 
e-f). Changes in dry mass may correspond to fluctuations in filopodial thickness and 
length, as well as the density of mass within the filopodial volume. We observed that in 
neurons with miR-125b inhibition, average rate of filopodial mass change was 
significantly reduced compared to controls (Fig. 4.7a). The variance of the rate of mass 
change, as well as the maximum rate of mass change are also reduced upon miR-125b 
inhibition (Fig. 4.7b-c). Taken together, these results show that miR-125b plays a role in 
maintaining filopodial dynamicity as well as structure.  
GluN2A is unevenly expressed on the dendritic surface  
miR-125b has multiple validated mRNA targets in the brain, including EphrinA4, 
Synapsin, DUSP6, PPP1CA, etc.(Edbauer, Neilson et al. 2010, Banzhaf‐Strathmann, 
Benito et al. 2014). Of particular interest is the GluN2A subunit of the NMDA receptor, 
since it has been previously established to play a role in dendrite development and 
synaptogenesis. To study the impact of miR-125b inhibition on dendritic expression of 
GluN2A, we performed surface immunolabeling of an extracellular epitope of the 
protein. We observed that dendritic GluN2A expression was not uniform throughout 
dendrites (Fig. 4.8a-c). Adjacent regions showed varying levels of punctate staining. This 
is consistent with previous reports that dendritic translation of various proteins occurs at 
translational hotspots, leading to sub-dendritic heterogeneity in protein expression(Kim, 
Sul et al. 2013).  
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Inhibition of miR-125b increases dendritic surface GluN2A receptor subunit 
expression near filopodia 
Since miR-125b has been shown to repress GluN2A translation, we next studied whether 
the dendritic localization of this subunit was impacted by miR-125b inhibition. Since 
there is heterogeneity in the dendritic expression of GluN2A, we picked dendritic regions 
showing relatively high expression of GluN2A for analysis. We filtered out GluN2A 
staining intensity close to the starting points of filopodia (Fig. 4.9a-f) using different 
Imaris XT modules (described in detail in the methods section).We found that miR-125b 
inhibition resulted in significantly increased dendritic GluN2A fluorescence less than 1 
µm from filopodia compared to controls (Fig. 4.9g). As miR-125b also increases 
filopodial width, and reduces filopodial length in these segments, these results show that 
miR-125b affects filopodial morphology partially by upregulating GluN2A expression 
near filopodia. 
 
DISCUSSION                                                                                                          
This study establishes a role for miR-125b in maintaining the filopodial phenotype. 
Filopodial protrusions in dendrites are abundant and active during a specific 
developmental window corresponding to dendrite outgrowth and synaptogenesis. miR-
125b expression is also high during this period, with gradual reduction as filopodia 




miR-125b may function as a switch, acting through several of its targets to allow 
filopodia the structural and dynamic properties critical for them to sense the 
microenvironment.  While its impact on morphological features of filopodia in immature 
neurons was as hypothesized, classifying dendritic protrusions based on their morphology 
revealed that miR-125b inhibition not only alters the morphology of existing filopodia, 
but may also lead to increased numbers of stubby spines. Kwon et. al. showed that 
glutamaturgic stimulation of 10-12 day old cortical mouse slices results in de novo 
growth of spines. These spines were shown to have morphological characteristics similar 
to the stubby protrusions we measured (length<1 µm)(Kwon and Sabatini 2011). A 
similar process might be occurring in this earlier developmental period, since miR-125b 
alters the expression and incorporation of GluN2A near these filopodia, as we show.  
 We have established a novel role for the micro-RNA in contributing to filopodial 
motility. While the exact mechanism by which miR-125 contributes to this motility is yet 
to be determined, both GluN2A signaling as well as Eprin A4, targets of miR-125b, can 
interact with the actin cytoskeleton and impact the morphology and motility of 
filopodia(Edbauer, Neilson et al. 2010, Henle, Dehmel et al. 2012, Paoletti, Bellone et al. 
2013, Andreae and Burrone 2015).  
We show that GluN2A expression in dendrites is heterogenous. This is consistent with 
receptor protein translation occurring at translational hotspots, giving rise to 
heterogenous expressions profiles for these proteins along a dendrite(Kim, Sul et al. 
2013). Filopodial structure in regions of dendrites showing relatively high GluN2A 
expression did indeed show a miR-125b dependent effect, indicating that miR-125b’s 
inhibition of GluN2A contributes to filopodial morphology. However, the effect of miR-
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125b on filopodia may depend on other downstream targets of the miRNA as well. Future 
studies will focus on such potential candidates and their role in filopodial morphology 
and dynamics. 
Understanding the nexus between extracellular signals, intracellular response and neurite 
morphology is crucial for a full understanding of nervous system development. Given the 
crucial role in development for miR-125b established here, further work to elucidate its 
specific contributions to structure, dynamics and function of dendritic protrusions is 
warranted. 
 
MATERIALS AND METHODS 
Cell culture and miRNA inhibition: 
Hippocampal tissue was dissected from postnatal (P1) Long-Evans BluGill rat pups, and 
neurons were dissociated and cultured as described previously(Banker and Goslin 1998, 
Millet, Stewart et al. 2007). Briefly, animals were decapitated, the brain removed and 
placed in ice cold Hibernate-A medium, minus phenol red (Brain Bits, Springfield IL) 
that was supplemented with 0.5 mM L-glutamine, B-27, 100U mL-1 penicillin and 0.1 mg 
mL-1 streptomycin. Hippocampi were dissected, pooled and dissociated using papain (2 
mg/ml, Brainbits) at 37°C for 30 min with regular gentle shaking to ensure thorough 
enzyme digestion. Enzyme solution was aspirated, tissue washed in fresh Hibernate, and 
mechanically dissociated using a fire-polished Pasteur pipette 10-15 times. After 
allowing undissociated tissue to settle, supernatant was transferred to a new tube, and the 
process was repeated from the papain digestion step. The supernatants were pooled, spun 
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down, and the pellet was resuspended in Neurobasal medium minus phenol red, 
supplemented with 0.5 mM L-glutamine, B-27, 100U mL-1 penicillin and 0.1 mg mL-1 
streptomycin. The suspended cells were plated on PDL-coated (100mg mL-1 Poly-D-
lysine, Sigma) glass bottom dishes or coverslips at 350 cells mL-1. Media was changed 
every two days after plating.  
Cultured neurons (2 DIV) were treated with 0.2 µM peptide nucleic acid (PNA) anti-
miR-125b or Scramble control for 48 hrs after the PNA probes were activated and the 
tubes anonymized. 
Fluorescent labeling and Immunocytochemistry: 
One day after culture, neurons were transfected with 30 PPC (particles per cell) BacMam 
2.0 CellLights Plasma Membrane RFP/GFP (Invitrogen) for sparse labeling. After 16 hr 
incubation at 37°C, the virus was washed with Neurobasal medium.  
For surface GluN2A staining, hippocampal neurons were fixed in 4% paraformaldehyde 
in PBS for 20 min at room temperature, then blocked in 2% BSA and FBS in Tris-
buffered Saline (TBS) for 30 min, followed by incubation with primary anti-GluN2A 
antibody in 1% BSA+FBS in TBS (1:100, Rabbit polyclonal from Alomone Labs) for 1 
hr. Cells were then rinsed in TBS, 3x 5 min and incubated with 1:1000 Alexa-Fluor 488 






Fixed image acquisition and analysis:  
Cultured neurons were imaged with a Zeiss 880 Microscope with Airyscan in the “Fast 
Mode”. For filopodial morphology and GluN2A expression studies, images were 
acquired with a 63X oil immersion objective and 0.15 µm z-steps. For whole cell 
imaging for Sholl analysis a 20X objective was used. Within each experiment, the same 
setting were used to acquire images from all treatment groups. All images were processed 
by Zeiss Zen software Airyscan Processing before further image analysis. All image 
acquisition and analysis was performed blinded to treatment conditions. 
Dendritic segments, approximately 10-15 µm in length, were segmented in the Imaris 
software suite and filopodia were reconstructed using semi-automated tracing in the 
Filaments module. The same threshold values and algorithms were employed to 
reconstruct dendrite and spine diameters across all treatment conditions to get unbiased 
measurements of filopodial length and width. 
Filopodia were binned using the Classify Spines Imaris XT extension into four classes 
based on morphology: stubby (<1 µm in length), mushroom (length <3 µm and max 
width of head>(mean width of neck)*2), thick head (mean width of head>=mean width 
of neck), and regular filopodia (protrusions that do not match any of the previous 
criteria). 
To analyze the GluN2A expression in close proximity to filopodia, 10-15 µm segments 
were selected in regions of dendrites with relatively high expression of GluN2A, as 
compared to the rest of the acquired image. The Spots module was used to segment 
clusters of GluN2A staining as spheres. Filopodia were reconstructed as described above, 
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and the Filaments Points Track extension in Imaris XT was used to identify the 
attachment points of the filopodia to the dendrite. Next, the Colocalization extension was 
used to find the previously segmented Spots of GluN2A that were within 1 µm of an 
attachment point. The summed intensity of these spots was measured and compared 
across treatment conditions. 
For Sholl analysis, dendritic segments were reconstructed using the Filaments module 
with threshold values and tracing parameters kept constant for all cells. 
Live cell imaging and analysis 
Cultured neurons at 4 DIV were imaged using a Zeiss Axiovert microscope equipped 
with a Spatial Light Interference Microscopy (SLIM) module, which enables collection 
of quantitative phase data. Neurons were maintained at 37°C and 5% CO2 for the duration 
of the experiment. Images were acquired at the rate of 1 frame per second (fps) using a 
63X oil immersion objective for a total of 5 min. 
Raw images were processed into SLIM files, containing quantitative phase information, 
in MATLAB, then further processed in ImageJ. To assess the dynamics of individual 
filopodia, ROIs were selected with the freehand tool in ImageJ to encompass the entire 
range of motion of the filopodium during the 5 min of imaging, while avoiding cell debris 
and other cellular components. Filopodia were selected only if they did not come into 
contact with other filopodia or dendrites. ROIs were duplicated, the background was 
subtracted and intensity values at each time point was measured to calculate the dry mass 





Experiments and analysis were performed blind to experimental conditions. Each 
experiment consists of at least 3 independent repeats. Data were analyzed in Graphpad 
Prism 7 software. Depending on the data being analyzed, Welch’s t-test or ANOVA 
(two-way, with repeated-measures) was performed. Significant ANOVA analyses were 
followed by post-hoc tests as mentioned in each figure legend. The specific statistical test 
used in each experiment is given in its figure legend. Significance was set as p ≤ 0.05. All 
















Fig. 4.1 Using Imaris to reconstruct filopodia. (a) Z-stack image of a dendritic segment labeled with 
Plasma Membrane-RFP. (b) Wireframe reconstruction of the dendrite and filopodia are overlaid on the Z-







Fig. 4.2 miR-125b regulates mean filopodial length, width and volume. Hippocampal neurons treated 
with 0.2μM of PNA inhibitor/control were analyzed using Imaris’ Filament Tracer tool. (a, c) Scramble 
control/inhibitor treated dendrite segments. (b, d) Corresponding Imaris reconstructions (e) Treatment with 
miR-125b inhibitor resulted in significant decrease in filopodial length(μm) compared to control 
(p<0.0001, Welch’s t-test) and (f) significant increase in filopodial width(μm) (p<0.05, Welch’s t-test).    
(g) Volume of filopodia was alsoc significantly decreased (p<0.0001, Welch’s t-test). n=133-166 










Fig. 4.3 Classification of filopodial protrusions reveals the specific effect of miR-125b inhibition.      
(a) Wireframe reconstruction of a dendritic segment and filopodial protrusions. (b) The protrusions are 
algorithmically sorted into 4 classes: stubby (white arrow), mushroom (yellow arrow), thick head (blue 
arrows), filopodia (purple arrow). (c) The percentage of each class of protrusion per segment was analyzed, 
and reveals that there is a significant increase in the percentage of stubby spines in neurons treated with 
miR-125b inhibitor (p<0.05, Welch’s t-test, n=23 segments/condition from 3 independent experiments).   
(d) Subtype specific analysis of length reveals that there is significant reduction in the lengths of filopodia 
(p<0.05, Welch’s t-test), and thick head protrusions (p<0.01, Welch’s t-test) with miR-125b inhibition.    
(e) Subtype specific analysis of width reveals that there is significant increase in the width of thick head 
protrusions (p<0.01, Welch’s t-test) with miR-125b inhibition. N for (d) and (e) was variable for each class 





Fig. 4.4 Sholl analysis reveals neurite arbor is unaffected by miR-125b inhibition.  (a,b) Hippocampal 
neurons were treated with 0.2 µM PNA control or PNA anti-miR-125b at 4DIV. Neurite intersections were 
counted for concentric circles drawn around the soma, with radii increasing by 5 µm at each step. Mean 
number of crossings for both treatment conditions was plotted against distance from the center of the cell 
(c) Each data point represents mean no. of crossings (± SEM). n=15 neurons for each group. Treatment 
with anti-miR-125b did not significantly affect the neurite arbor (two-way ANOVA, p<0.05, Sidak 
multiple comparisons showed no significant differences between control and inhibitor treated processes at 









Fig. 4.5 Live, label-free imaging with Spatial Light Interference Microscopy (SLIM). (a) A schematic 
of a SLIM microscope, which consists of a SLIM module attached to a Zeiss Axiovert commercial phase 
contrast microscope. The objective contains a phase ring that delays and attenuates unscattered light.       
(b) The effect of various phase rings on recorded images. These are combined to give the final SLIM 
image: (c) quantitative phase image of a hippocampal neuron. Blue pixels are areas of low dry mass, 
whereas white pixels represent the highest dry mass interfering with light propagation.  
This figure is adapted from Wang, Z, et. al. (2011) “Spatial light interference microscopy (SLIM).”  Opt 










Fig. 4.6 Dry mass analysis of individual filopodia reveals change in mass over time.                            
(a, d) Representative imaging fields from control and inhibitor treated culture dishes, with ROIs detailing 
the filopodia that was analyzed. (b, e) Montages of the selected filopodia at specific times over the 300s 
imaging session. Extension and retraction of the control treated filopodium (b) can be observed, compared 
to the relatively stable filopodium observed when miR-125b is inhibited (e). (c, f) Dry mass change traced 
over the duration of imaging for the control and inhibitor treated filopodia, respectively. The larger 





Fig. 4.7 Inhibition of miR-125b decreases filopodial dynamics. Hippocampal neurons treated for 48-h on 
2 DIV with 0.2μM of PNA probe were imaged using spatial light-interference microscopy (SLIM). Images 
were acquired every for a total of 300 frames. Filopodia were randomly selected from the imaged cells for 
analysis. The dry mass of the filopodia were calculated (in femtograms) and (a)average rate of mass change 
was compared between the control and inhibitor treated filopodia, and was found to be significantly greater 
for control treated cells compared to cells with miR-125b inhibition (p<0.01, Welch’s t-test). There was a 
corresponding decrease in (b) variance of the rate of mass change (p<0.01, Welch’s t-test), and                 





Fig. 4.8 Dendritic GluN2A expression is heterogenous. Cultured neurons (4 DIV) were sparsely labeled 
with cell membrane RFP (red), fixed and immunostained for GluN2A (green). (a) A representative 
dendritic segment. RFP localized to the cell membrane allows for studies of filopodial morphology.         
(b) GluN2A staining of the same segment. Red arrows indicate a sub-region of high GluN2A expression, 
compared to the sub-region indicated by blue arrows, which shows relatively low GluN2A expression.      





Fig. 4.9 Dendritic GluN2A expression near filopodia increases with miR-125b inhibition.                  
(a-c) Representative dendritic segment with RFP labeling, corresponding GluN2A staining and the overlay 
of the two are shown. (d) Imaris XT’s Filaments Points Track function calculates the start points for any 
filopodia in the field of view (white arrows). (e) The GluN2A puncta are bounded by blue spheres using the 
Spots function of Imaris. (f) The spots that are less than 1 µm from the filopodial start points are colored 
green (g) Comparing the summed intensity within the green spots for control and inhibitor treated 
segments, there is a significant increase in intensity of the spots in segments where miR-125b was inhibited 
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CHAPTER 5: SUMMARY AND CONCLUSIONS 
SUMMARY OF RESULTS 
Dendritic filopodia play a crucial role in establishing the wiring of the nervous system. 
They are structures predominantly found along immature dendrites, where they serve to 
navigate complex chemical, electrical, mechanical and cell-surface signals that guide 
dendrite growth, branching, spine formation and synapse formation. Dysregulation of 
these developmental processes have been shown to be at the head of several diseases like 
Down’s Syndrome, Fragile X Syndrome, etc.  
A crucial insight of the past few decades of neuroscience research has been that protein 
synthesis occurs in dendritic and axonal compartments of neurons. This allows for much 
greater heterogeneity of structures along the dendrite shaft, and flexibility in responding 
to hyper-local differences in received signals. The discovery of microRNAs, short, non-
coding RNAs that can inhibit mRNA translation, completes the picture of how neuronal 
sub-compartments can make local decisions based on signals they perceive.  
Here, we studied three aspects of miR-125b function: (i) its role in maintaining the 
morphology of dendritic protrusions/filopodia (ii) its role in maintaining the dynamicity 
of filopodia and (iii) its role in regulating dendritic expression of GluN2A, a subunit of 
the NMDA receptor, and a previously validated target of miR-125b. 
We showed that filopodial length is reduced, and width increased on average with 
inhibition of miR-125b, indicating a role for the microRNA in maintaining the 
morphological phenotype of filopodia as long, thin structures. Further, we observed a 
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significant increase in the proportion of stubby spines in the dendritic segments we 
examined, which might indicate de novo spine formation due to the maturation of NMDA 
receptor subunit composition in the nearby dendritic structures. 
Next, we showed that the high motility of filopodia is also partially a result of miR-125b 
function. Inhibiting the microRNA resulted in reduced average mass dynamics of 
filopodia, as measured by Spatial Light Interference Microscopy (SLIM). The maximum 
mass change observed was also reduced. These studies relied on the very high frame rate 
of imaging that was possible with SLIM, while leaving the cell healthy and intact for a 
long duration of imaging. Cells were imaged at 1 frame per second, which allowed us to 
measure femtogram mass changes that occur in very small amounts of time. Slower 
acquisition would have smoothed out these changes, and may not have let use observe the 
differences between filopodia when miR-125b is active vs. when it is inhibited.  
Lastly, we looked at the dendritic expression and membrane incorporation of the GluN2A 
subunit of the NMDA receptor. By using an antibody that recognizes extracellular 
epitopes of GluN2A, we were able to image only those GluN2A subunits which had been 
incorporated into the membrane of the dendrite. Using neurons that had expressed a cell-
membrane localized RFP, we were able to image and analyze GluN2A incorporated close 
to filopodia and other dendritic protrusions and show that there is increased expression of 
this subset of GluN2A when miR-125b is increased. These results are broadly 




These studies indicate that miR-125b serves as a toggle for dendritic filopodia. It 
functions to maintain these transient structures during development, and as miR-125b 
expression declines with maturation, the hold miR-125b places on the morphology and 
dynamics of dendritic protrusions is lifted, allowing them to mature into spines. 
Concurrently, GluN2A expression and incorporation into the dendritic membrane 
increases, allowing for its contributory role in spine maturation, and synaptic signaling to 
proceed.  
Other targets of miR-125b, like Ephrin A4 and Synapsin also likely play a role in miR-
















Fig. 5.1 A summary of miR-125b function in developing dendrites. (1) Maintaining filopodial 
morphology as long, thin dendritic protrusions (2) Maintaining the dynamicity of dendritic filopodia (3) 
















APPENDIX: MEASURING MINIATURE NMDA 
CURRENTS IN IMMATURE NEURONS 
 
INTRODUCTION 
One of the best validated targets of miR-125b is the GluN2A subunit of the NMDA 
receptor(Edbauer, Neilson et al. 2010). While GluN2A signaling is usually thought of in 
terms of synaptic glutamate release in mature neurons, there is evidence for diffusive 
glutamate, released as a developmental signal, having a long range effect on dendrite 
development via the NMDA receptor(Andreae and Burrone 2015). The work done by 
Andreae and Burrone showed that there were measurable miniature currents due to the 
activation of the NMDA receptor in young cultured neurons, at around 4-5 DIV (days in 
vitro). 
Therefore, we decided to study if the inhibition of miR-125b, and the resulting increase in 
GluN2A expression, would affect NMDA mEPSCs (miniature excitatory post synaptic 
currents) in 4-5 DIV cultured hippocampal neurons. At this stage of development, GluN2A 
expression is typically low, and GluN2B containing NMDA receptors predominate. While 
GluN2A and GluN2B contanining NMDA receptors differ in several aspects, a crucial, and 
measurable difference is in their deactivation kinetics, ie. the time course for the decrease 
in current after the agonist is removed from the receptor. GluN2A containing NMDA 
receptors have faster deactivation kinetics as compared to GluN2B containing receptors 
(Edbauer, Neilson et al. 2010, Paoletti, Bellone et al. 2013)





This would translate to changes in the measured half-width of the NMDA mEPSCs in 
cultured neurons.
Since miR-125b inhibition increases translation of GluN2A, and our imaging studies 
showed increased GluN2A in the surface of dendrites, we reasoned that neurons with miR-
125b inhibited would show reduced NMDA mEPSC half-width compared to controls.  
 
RESULTS AND DISCUSSION
miR-125b may regulate NMDA currents in immature dendrites 
We studied whether miR-125b inhibition impacted NMDA currents in 4-5 DIV 
hippocampal neurons by whole cell patch clamp recording. At 4-5 DIV, neurons typically 
do not have many synapses. However, long-range release of glutamate has been shown to 
evoke NMDA miniature EPSCs in developing neurons. We hypothesized that miR-
125b’s regulation of filopodial size and dendritic GluN2A expression would result in the 
decreased half-width of NMDA mEPSCs. 
 We show that NMDA mEPSCs can indeed be measured in 4-5 DIV hippocampal 
neurons, both with miR-125b inhibited, and for controls (Fig. A.2a, b). We found that 
spontaneous NMDA mEPSCs in young neurons show smaller half-widths of 1-9 ms. This 
is in contrast to the ~40 ms half-width expected for mature neurons where the EPSC was 
evoked by stimulating presynaptic neurons(Edbauer, Neilson et al. 2010, Paoletti, 
Bellone et al. 2013). We believe this is a result of differences in glutamate levels for 
111 
 
spontaneous release vs. evoked release. When presynaptic neurons are stimulated, 
glutamate is released onto NMDA receptors at the synapse, where glutamate 
concentration is high. In spontaneous conditions, glutamate reaching the receptor has 
diffused from the release site, and might be at much lower concentration compared to 
synaptic glutamate. This is also seen in the fact that amplitude of NMDA mEPSCs were 
less than 10pA, which can be seen in the representative traces for control and inhibitor 
treated neurons (Fig. A.2b). 
When comparing the half-widths for neurons treated with miR-125b inhibitor, we found 
them to be trending to be smaller on average than for controls. However, with 10 cells 
measured for each condition, this difference was not statistically significant (Fig. A.2c). It 
is possible that the lack of significance is due to the design of our experiment. These are 
very low frequency, low amplitude currents, and a variety of factors, including proximity 
of glutamate release site, density of such sites in the vicinity of cells being patched, etc. 
can contribute towards the measured half-widths. While we patched cells from dishes 
which had overall equal densities of neurons, local variations in density, as well as 
process extension variations, which are hard to control for in whole-cell patch clamp 
recording, might have resulted in the higher variability of half-widths measured. 
Looking at the histogram of these current events, we see that a clear majority of them have 
low half widths in the 0-6 ms range (Fig. A.2d). However, there is an increase in the 
percentage of events at the 0-3 ms bracket for neurons treated with the miR-125b inhibitor, 
indicating that the increased GluN2A expression might indeed be contributing to faster 
decay kinetics.  
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MATERIALS AND METHODS 
Cell culture and miRNA inhibition: 
Hippocampal tissue was dissected from postnatal (P1) Long-Evans BluGill rat pups, and 
neurons were dissociated and cultured as described previously (REF Banker and Millett). 
Briefly, animals were decapitated, the brain removed and placed in ice cold Hibernate-A 
medium, minus phenol red (Brain Bits, Springfield IL) that was supplemented with 0.5 
mM L-glutamine, B-27, 100U mL-1 penicillin and 0.1 mg mL-1 streptomycin. 
Hippocampi were dissected, pooled and dissociated using papain (2 mg/ml, Brainbits) at 
37°C for 30 min with regular gentle shaking to ensure thorough enzyme digestion. 
Enzyme solution was aspirated, tissue washed in fresh Hibernate, and mechanically 
dissociated using a fire-polished Pasteur pipette 10-15 times. After allowing 
undissociated tissue to settle, supernatant was transferred to a new tube, and the process 
was repeated from the papain digestion step. The supernatants were pooled, spun down, 
and the pellet was resuspended in Neurobasal-A medium minus phenol red, 
supplemented with 0.5 mM L-glutamine, B-27, 100U mL-1 penicillin and 0.1 mg mL-1 
streptomycin, and NaCl concentration increased by 20 mM with the addition of 
concentrated, sterilized saline. The suspended cells were plated on PDL-coated (100mg 
mL-1 Poly-D-lysine, Sigma) glass bottom dishes or coverslips at 350 cells mL-1. Media 
was changed every two days after plating.  
Cultured neurons (2 DIV) were treated with 0.2 µM peptide nucleic acid (PNA) anti-




Note on Neurobasal composition for patch clamping experiments:  NaCl concentration in 
Neurobasal-A is  68.97 mM, and its overall osmolarity is 260 +/- 10 mOsm. However, 
the composition of the patch solution optimized for measuring NMDA mEPSCs is 290-
310 mOsm. This gap in osmolarity of the extracellular solution and the media in which 
cells were grown caused large amount of cell death when cells were transferred into the 
recording solution for patching (Fig. A.1a). Healthy cells also did not survive long upon 
being patched (Fig. A.1b). To make up for this gap, we increased NaCl concentration by  
20mM, by adding 3M, concentrated NaCl to  Neurobasal-A media. This brought up the 
media osmolarity to approximately 300 mOsm, which greatly benefited cell health (Fig.  
A.1c) and survival during patching (Fig. A.1d).
Electrophysiology:  
Whole-cell patch-clamp recordings for NMDA mEPSCs were recorded from cultured rat 
hippocampal neurons (4-5 days in vitro). NMDA mEPSCs recordings were performed 
using a Multiclamp 700B and Digidata 1550B (Molecular device, Foster City, CA); 
signals were filtered at 1 kHz, digitized at 10 kHz and displayed with pClamp 10.6 (Axon 
Instruments). The mEPSCs data were analyzed with Mini analysis (Synaptosoft Inc, Fort 
Lee, NJ). Electrode tips with a resistance of 6–8 MΩ were filled with an intracellular 
solution containing (in mM): 130 K+-gluconate, 10 NaCl, 1 EGTA, 0.133 CaCl2, 10 
HEPES, 3.5 Na-ATP, 0.5 Na-GTP. Neurons were clamped at resting membrane potential 
(Vm ~ -40 mV) for NMDA mEPSCs recording. Modified HEPES-buffered saline (HBS) 
was used as bath solution (in Mm): 139 NaCl, 2.5 KCl, 10 HEPES, 10 D-glucose, 2 
CaCl2, with 0 mM CaCl2 and plus 1 μM TTX, 20 μM CNQX, 100 μM picrotoxin and 1 
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μM strychnine for the cultured neurons maintaining before NMDA mEPSCs recording. 































Fig, A.1 Increasing NaCl concentration of growth media to match recording solution osmolarity 
increased cell health and survival during patching of 4-5 DIV hippocampal neurons.                          
(a) Representative field of neurons cultured for patching. Cells with large amount of membrane blebbing, 
indicating increased propensity for cell health, are marked by white arrows. (b) Patch electrode and a 
patched neuron. Surrounding cells with high levels of blebbing are marked by white arrows. Patched 
neurons tended to not survive for long term recording in such conditions. (c) Increased growth media 
osmolarity resulted in fewer blebbing cells, as can be seen in this representative field of neurons.               












Fig. A.2 NMDA mEPSC current peaks show a trend towards decreased half-widths with miR-125b 
inhibition. (a) Representative 4-5 DIV cultured hippocampal neuron for whole-cell patch clamp recording 
(b) Representative mEPSC traces from a control and inhibitor treated neurons. APV abolishes the currents, 
proving they are NMDA receptor driven (c) Half-widths of these currents trend towards decreasing with 
miR-125b inhibition (p>0.05, n=10 cells per condition) (d) Histogram of current peaks with varying half-
widths (8 cells/condition). The number of current events with half-widths from 0-21+ ms, as a function of 
treatment with control or inhibitor, are shown. Cells treated with the inhibitor had a significantly larger 
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