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Resumen
En el presente trabajo demostramos un principio de continuacio´n u´nica de soluciones para
la ecuacio´n de Korteweg-de Vries (KdV)
∂u
∂t
+
∂3u
∂x3
+ u
∂u
∂x
= 0; u = u(x, t), x ∈ R, t ≥ 0,
que afirma lo siguiente:
Si u1, u2 ∈ C
(
[0, 1];H6(R) ∩ L2((1 + x2)2αdx)
)
∩ C1
(
[0, 1];H3(R)
)
, para algu´n α > 1,
son soluciones de la ecuacio´n KdV tales que existe b ∈ R para el cual
u1(t)(x) = u2(t)(x), si (x, t) ∈ (b,∞)× {0, 1} ,
entonces u1(t)(x) = u2(t)(x) para (x, t) ∈ R× [0, 1].
iv
Abstract
In this work we prove a unique continuation principle of solutions to the Korteweg-de
Vries (KdV) equation
∂u
∂t
+
∂3u
∂x3
+ u
∂u
∂x
= 0; u = u(x, t), x ∈ R, t ≥ 0,
that reads as follows:
If u1, u2 ∈ C
(
[0, 1];H6(R) ∩ L2((1 + x2)2αdx)
)
∩ C1
(
[0, 1];H3(R)
)
, for some α > 1, are
solutions to the KdV equation such that there exists b ∈ R for which
u1(t)(x) = u2(t)(x), for (x, t) ∈ (b,∞)× {0, 1} ,
then u1(t)(x) = u2(t)(x) for all (x, t) ∈ R× [0, 1].
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Notaciones
1. Espacios Lp(Rn), 1 ≤ p ≤ ∞, n ∈ N:
Para 1 ≤ p <∞:
Lp(Rn) :=
{
f : Rn → R
∣∣∣ f es medible y ‖f‖Lpx := (∫
R
n
|f |p dx
)1/p
<∞
}
;
Para p =∞:
Lp(Rn) :=
{
f : Rn → R
∣∣∣ f es medible y ‖f‖L∞x := ess sup
x∈Rn
|f(x)| <∞
}
.
2. Espacios L2 con peso:
L2(e2λxdx) :=
{
f : R→ R
∣∣∣ f es medible y eλxf ∈ L2(R)} ,
L2((1 + x2)2αdx) :=
{
f : R→ R
∣∣∣ f es medible y (1 + x2)αf ∈ L2(R)} .
3. C(Rn): espacio de funciones continuas de Rn en R.
4. Cb(R
n): espacio de funciones continuas y acotadas de Rn en R.
5. C0(R
n): espacio de funciones continuas de Rn en R con soporte compacto.
6. supp f : soporte de la funcio´n f .
7. C∞(Rn): espacio de funciones de Rn en R infinitamente diferenciables.
8. C∞0 (R
n) := C∞(Rn) ∩ C0(Rn).
9.
C3,1(R2) :=
{
f : R2 → R
(x,t) 7→ f(x,t)
∣∣∣ ∂jxf ∈ C(R2) para j ∈ {0, 1, 2, 3}, ∂tf ∈ C(R2)} .
10. C3,10 (R
2) := C3,1(R2) ∩ C0(R2).
11.
C3,1(R×[0, 1]) :=
{
f : R× [0, 1]→ R
∣∣∣ existe g ∈ C3,1(R2) tal que f = g ∣∣
R×[0,1]
}
.
12. S ′(Rn): espacio de distribuciones temperadas en Rn.
13. Decimos que u ∈ S ′F (Rn) si u ∈ S ′(Rn) y su transformada de Fourier û es represen-
table por una funcio´n.
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14. Para s ∈ R, Hs(R) es el espacio de Sobolev de orden s y tipo L2 definido por
Hs(R) :=
{
u ∈ S ′F (R)
∣∣∣ ‖u‖Hs(R) := (∫
R
(1 + ξ2)s |û(ξ)|2 dξ
)1/2
<∞
}
.
15. C ([0, 1];Hs(R)): espacio de funciones continuas del intervalo [0, 1] con valores en
Hs(R).
16. Para u ∈ C ([0, 1];Hs(R)):
‖u‖C([0,1];Hs(R)) := ma´x
t∈[0,1]
‖u(t)‖Hs(R) .
17.
C1 ([0, 1];Hs(R)) :=
{
f ∈ C ([0, 1];Hs(R))
∣∣∣ f ′ ∈ C ([0, 1];Hs(R))} .
18. En general si B es un espacio de Banach,
C ([0, 1];B) := {f : [0, 1]→ B | f es continua} .
Para f ∈ C ([0, 1];B),
‖f‖C([0,1];B) := ma´x
t∈[0,1]
‖f(t)‖B .
19.
L2(R× [0, 1]) :=
{
f : R× [0, 1]→ R
∣∣∣ f es medible y ‖f‖L2(R×[0,1]) <∞} ,
donde
‖f‖L2(R×[0,1]) :=
(∫
R
∫ 1
0
|f(x, t)|2 dt dx
)1/2
.
20. La notacio´n g(·x) designa la funcio´n de la variable x: x 7→ g(x).
Similarmente ĥ(τ)(·ξ), designa la funcio´n de la variable ξ: ξ 7→ ĥ(τ)(ξ), M(·x, ·τ )
designa la funcio´n de las variables x y τ : (x, τ) 7→ M(x, τ) y w(·x, t) designa la
funcio´n de la variable x: x 7→ w(x, t).
21. Normas LpxL
q
t :
‖w‖L∞x L2t (R2) := ess supx∈R ‖w(x, ·t)‖L2(Rt) ,
‖w‖L∞x L2t (R×[0,1]) := ess supx∈R ‖w(x, ·t)‖L2t ([0,1]) ,
‖w‖L1xL2t (R2) :=
∫
R
‖w(x, ·t)‖L2(Rt) dx,
‖w‖L1xL2t (R×[0,1]) :=
∫
R
‖w(x, ·t)‖L2t ([0,1]) dx,
donde w(x, ·t) denota la funcio´n de la variable t: t 7→ w(x, t).
22.
L∞
(
(t1, t2);L
2(R)
)
=
{
u : (t1, t2)→ L2(R)
∣∣∣ u es medible y ess sup
t∈(t1,t2)
‖u(t)‖L2x <∞
}
.
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Introduccio´n
La importancia del estudio de las ecuaciones diferenciales parciales de evolucio´n, en la
matema´tica actual, radica en que sirven como modelos matema´ticos para describir muchos
feno´menos dina´micos de intere´s que se presentan en las ciencias f´ısicas y naturales.
La ecuacio´n de Korteweg-de Vries (KdV)
∂u
∂t
+
∂3u
∂x3
+ u
∂u
∂x
= 0; u = u(x, t), x ∈ R, t ≥ 0, (1)
es una ecuacio´n diferencial parcial de evolucio´n, dispersiva y no lineal. Esta ecuacio´n es
un modelo que describe, en una dimensio´n espacial, la propagacio´n de ondas de pequen˜a
amplitud en un medio no lineal con dispersio´n. Un ejemplo de este tipo de medio es el de
las ondas solitarias que se forman en la superficie del agua de canales poco profundos.
Uno de los aspectos ma´s importantes en el estudio de las ecuaciones de evolucio´n es el
problema de continuacio´n u´nica de soluciones, que consiste en dar condiciones de cara´cter
local sobre dos soluciones u1 y u2 de una misma ecuacio´n que garanticen que u1 = u2.
En [5], Kenig, Ponce y Vega probaron que si u1 es una solucio´n suficientemente suave de
la ecuacio´n KdV en R× [0, 1] tal que para cierto b ∈ R, u1(x, 0) = u1(x, 1) = 0 para todo
x > b, entonces u1(x, t) = 0 para todo (x, t) ∈ R× [0, 1]. Obse´rvese que en este caso u2 es
la solucio´n ide´nticamente nula y la condicio´n sobre u1 y u2, que garantiza que u1 = u2 en
R× [0, 1], es:
u1(x, t) = u2(x, t) para (x, t) ∈ (b,+∞)× {0, 1} . (2)
Posteriormente, en [6], Kenig, Ponce y Vega demostraron que si u1 y u2 son soluciones
suficientemente suaves de la ecuacio´n KdV en R × [0, 1] que tienen cierto decaimiento
polinomial y satisfacen la condicio´n (2) entonces u1 = u2 en R× [0, 1] .
El presente trabajo esta´ basado en el art´ıculo [6] y tiene por objetivo demostrar en todos
sus detalles el resultado de [6] antes mencionado, siguiendo el derrotero trazado por Ke-
nig, Ponce y Vega de estimaciones de energ´ıa en espacios L2 con peso exponencial y de
estimativos de tipo Carleman.
La principal diferencia de este trabajo con el art´ıculo [6] radica en la simplificacio´n de
la prueba del estimativo de tipo Carleman para la derivada, realizada en la seccio´n 2.2.
En efecto, hemos utilizado normas ma´s sencillas y aplicado so´lo me´todos elementales de
transformada de Fourier, sugeridos por trabajos previos de P. Isaza y J. Mej´ıa (ve´anse los
art´ıculos [3] y [4]) y por la tesis doctoral de E. Bustamante (ve´ase [1]), dirigida por P.
Isaza y J. Mej´ıa, que evitan el uso de herramientas ma´s sofisticadas como desigualdades de
tipo Strichartz y descomposiciones de Littlewood-Paley. Esta simplificacio´n se traduce en
una mayor claridad del me´todo utilizado por Kenig, Ponce y Vega y constituye el aporte
ma´s importante de este trabajo.
El decaimiento exponencial obtenido para la diferencia u1 − u2, mediante estimaciones
de energ´ıa, y los estimativos de tipo Carleman implican que u1 y u2 coinciden en una
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semibanda [R,+∞) × [0, 1]. Finalmente, un resultado previo de Saut y Scheurer en [8]
conduce a que las soluciones u1 y u2 de la ecuacio´n KdV que satisfacen (2) deben coincidir
en R× [0, 1].
Es importante sen˜alar que el principio de continuacio´n u´nica probado en [6] no es una
consecuencia directa del resultado probado en [5], debido a que la ecuacio´n KdV no es
lineal. En realidad, la diferencia u1−u2 de dos soluciones de la ecuacio´n KdV no satisface
la ecuacio´n KdV.
Terminamos esta introduccio´n con la descripcio´n de la estructura del trabajo, el cual
esta´ dividido en tres cap´ıtulos. Los dos primeros cap´ıtulos esta´n dedicados a obtener las
estimaciones necesarias en la demostracio´n del resultado principal que se lleva a cabo en
el u´ltimo cap´ıtulo.
En el cap´ıtulo 1 se demuestra que si u1 y u2 son soluciones suficientemente suaves de la
ecuacio´n KdV tales que en el tiempo t = 0, la diferencia u1(0) − u2(0) y sus derivadas
espaciales hasta el orden 3 decaen exponencialmente para x > 0, entonces este decaimiento
se mantiene en cualquier instante t del intervalo (0,1].
En el cap´ıtulo 2, que consta de dos secciones, se establecen dos estimativos de tipo Carle-
man. En la seccio´n 2.1, usando transformada de Fourier espacial, se prueba un estimativo
de tipo Carleman para la norma de una cierta funcio´n en el espacio L2(R × [0, 1]) con
peso exponencial. En la seccio´n 2.2 se demuestra un estimativo de tipo Carleman para la
norma de la derivada espacial de una cierta funcio´n en el espacio L∞x L
2
t (R × [0, 1]) con
peso exponencial.
Finalmente, en el cap´ıtulo 3 demostramos el resultado principal del trabajo que nos di-
ce que si u1 y u2 son soluciones suficientemente suaves de la ecuacio´n KdV con cierto
decaimiento polinomial en la variable espacial que satisfacen la condicio´n (2), entonces
u1 ≡ u2.
La letra C en este trabajo denotara´ diversas constantes positivas que pueden variar de
una l´ınea a otra y que dependen de para´metros que esta´n claramente establecidos en cada
caso.
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Cap´ıtulo 1
Estimaciones A priori
El objetivo principal de este cap´ıtulo (teorema 1.1) es demostrar que si u1 y u2 son
soluciones suficientemente suaves de la ecuacio´n KdV tales que en el tiempo t = 0, u1(0)−
u2(0) y sus derivadas espaciales hasta el orden 3 decaen exponencialmente para x > 0,
entonces este decaimiento se mantiene en cualquier instante t en el intervalo (0, 1]. La
prueba de la anterior afirmacio´n es llevada a cabo mediante estimaciones a priori realizadas
sobre la ecuacio´n satisfecha por la diferencia u1 − u2.
El teorema 1.1 esta´ precedido por el lema 1.1 en el que se demuestra inicialmente el
decaimiento exponencial para x > 0 de u1(t)− u2(t), t ∈ (0, 1], bajo la suposicio´n de que
se tiene este decaimiento para u1(0)− u2(0).
Si u1 y u2 son soluciones de la ecuacio´n KdV
∂tu+ ∂
3
xu+ u∂xu = 0, (1.1)
y w := u1 − u2, entonces w satisface la ecuacio´n
∂tw + ∂
3
xw + u1∂xw + (∂xu2)w = 0. (1.2)
Lema 1.1. Sean u1, u2 ∈ C ([0, 1];H6(R)) ∩ C1 ([0, 1];H3(R)) soluciones de la ecuacio´n
KdV, es decir
u′i(t) + ∂
3
xui(t) + ui(t)∂xui(t) = 0 ∀ t ∈ [0, 1], i = 1, 2;
y sea w := u1 − u2. Si para β > 0, eβxw(0) ∈ L2(R), entonces existe Kβ > 0 tal que
sup
t∈ [0,1]
∥∥eβxw(t)∥∥
L2x
≤ Kβ.
Prueba. Sea ϕ ∈ C∞(R) una funcio´n decreciente tal que ϕ(x) = 1 si x < 1 y ϕ(x) = 0
si x > 10.
Para cada n ∈ N consideremos la funcio´n ϕ ( ·
n
)
,
1
1n 10n
ϕ
( ·
n
)
y definamos
φn(x) := e
2βθn(x), donde θn(x) :=
∫ x
0
ϕ
(
t
n
)
dt.
La sucesio´n de funciones φn satisface las siguientes propiedades:
i. Para cada n ∈ N, φn es una funcio´n creciente tal que φn(x) = e2βx si x ≤ n y
φn(x) ≡ dn ≤ e20βn si x ≥ 10n.
ii. Para j = 1, 2, 3 y β > 0 existe kj,β > 0 tal que para n ∈ N y x ∈ R
|φ(j)n (x)| ≤ kj,βφn(x).
iii. Para todo n ∈ N y x ∈ R φn(x) ≤ φn+1(x).
iv. Para todo x ∈ R φn(x)→ e2βx cuando n→∞.
Como para t ∈ [0, 1] w ≡ w(t) ∈ L2(R) y φn es acotada, entonces wφn ∈ L2(R); adema´s,
dado que w ∈ H6(R) y ∂tw ∈ H3(R) y Hs(R) es un a´lgebra para s > 12 , todos los te´rminos
de la ecuacio´n (1.2) esta´n en L2(R). Por lo tanto al multiplicar la ecuacio´n (1.2) por wφn,
cada uno de los te´rminos obtenidos es integrable en R, y as´ı de la ecuacio´n (1.2) se sigue
que∫
R
(∂tw)wφn dx+
∫
R
(∂3xw)wφn dx+
∫
R
u1(∂xw)wφn dx+
∫
R
(∂xu2)w
2φn dx = 0. (1.3)
Observemos que (1.3) es una ecuacio´n en la variable t. Hallemos expresiones equivalentes
para los tres primeros te´rminos de (1.3).
Como
∫
R
w2φn dx = 〈w,wφn〉, donde 〈·, ·〉 es el producto interior en L2(R), y w ∈
C1 ([0, 1];L2(R)), entonces:
d
dt
∫
R
w2φn dx =
d
dt
〈w,wφn〉 = 〈∂tw,wφn〉+ 〈w, (∂tw)φn〉 = 2
∫
R
(∂tw)wφn dx.
As´ı, ∫
R
(∂tw)wφn dx =
1
2
d
dt
∫
R
w2φn dx. (1.4)
2
Para el segundo te´rmino de (1.3) tenemos que wφn ∈ H1(R) y ∂2xw ∈ H1(R). Entonces
utilizando la fo´rmula de integracio´n por partes obtenemos:∫
R
(∂3xw)wφn dx = −
∫
R
∂2xw(∂xw)φn dx−
∫
R
(∂2xw)wφ
(1)
n dx
= −
∫
R
∂2xw(∂xw)φn dx+
∫
R
∂xw(∂xw)φ
(1)
n dx+
∫
R
(∂xw)wφ
(2)
n dx. (1.5)
Por la regla de derivacio´n de un producto de funciones de H1(R) se tiene que
(∂xw)w =
1
2
∂x
(
w2
)
, (∂2xw)∂xw =
1
2
∂x (∂xw)
2 .
En consecuencia, una nueva aplicacio´n de la fo´rmula de integracio´n por partes en el primero
y tercer te´rmino del lado derecho de la ecuacio´n (1.5) nos permite concluir que∫
R
(∂3xw)wφn dx =
3
2
∫
R
(∂xw)
2φ(1)n dx−
1
2
∫
R
w2φ(3)n dx. (1.6)
De manera ana´loga para el tercer te´rmino de (1.3) se obtiene que∫
R
u1(∂xw)wφn dx =
1
2
∫
R
(∂xw
2)u1φn dx = −1
2
∫
R
(∂xu1)w
2φn dx− 1
2
∫
R
u1w
2φ(1)n dx.
(1.7)
Reemplazando (1.4), (1.6) y (1.7) en la ecuacio´n (1.3) y multiplicando por 2 se sigue que
d
dt
∫
R
w2φn dx = −3
∫
R
(∂xw)
2φ(1)n dx+
∫
R
w2φ(3)n dx+
∫
R
(∂xu1)w
2φn dx
+
∫
R
u1w
2φ(1)n dx− 2
∫
R
(∂xu2)w
2φn dx.
Notemos que (∂xw)
2φ
(1)
n ≥ 0, de este modo:
d
dt
∫
R
w2φn dx ≤
∫
R
w2φ(3)n dx+
∫
R
(∂xu1)w
2φn dx+
∫
R
u1w
2φ(1)n dx
− 2
∫
R
(∂xu2)w
2φn dx
≤
∫
R
w2|φ(3)n | dx+
∫
R
|∂xu1|w2φn dx+
∫
R
w2|u1||φ(1)n | dx
+ 2
∫
R
|∂xu2|w2φn dx. (1.8)
Como H1(R) →֒ L∞(R) ∩ C(R), entonces
|u1(t)(x)| ≤ ||u1(t)||L∞(R) ≤ c1||u1(t)||H1(R) ≤ c1||u1||C([0,1]; H1(R)).
Similarmente se tiene que
|∂xu1(t)(x)| ≤ c1||∂xu1||C([0,1]; H1(R)), |∂xu2(t)(x)| ≤ c1||∂xu2||C([0,1]; H1(R)).
3
Las anteriores observaciones junto con la propiedad ii de la sucesio´n {φn} nos permiten
concluir de (1.8) que
d
dt
∫
R
w2φn dx ≤ k3,β
∫
R
w2φn dx+ c1 ‖∂xu1‖C([0,1]; H1(R))
∫
R
w2φn dx
+ c1k1,β ‖u1‖C([0,1]; H1(R))
∫
R
w2φn dx+ 2c1 ‖∂xu2‖C([0,1]; H1(R))
∫
R
w2φn dx
≤ (k3,β + c1 ‖∂xu1‖C([0,1]; H1(R)) + c1k1,β ‖u1‖C([0,1]; H1(R))
+ 2c1 ‖∂xu2‖C([0,1],H1(R))
) ∫
R
w2φn dx
≡ K
∫
R
w2φn dx.
Ahora, al multiplicar esta u´ltima desigualdad por el factor e−Kt obtenemos
e−Kt
d
dt
∫
R
w2φn dx−Ke−Kt
∫
R
w2φn dx ≤ 0, es decir:
d
dt
(
e−Kt
∫
R
w2φn dx
)
≤ 0.
Por lo tanto, para todo t ∈ [0, 1] y para todo n ∈ N
e−Kt
∫
R
w(t)2φn dx ≤ e0
∫
R
w(0)2φn dx.
En consecuencia para todo t ∈ [0, 1] y para todo n ∈ N∫
R
w(t)2φn dx ≤ eK
∫
R
w(0)2φn dx.
Teniendo en cuenta las propiedades iii y iv de la sucesio´n {φn}, una aplicacio´n del teorema
de la convergencia mono´tona nos permite concluir cuando n→∞ que∫
R
w(t)2e2βx dx ≤ eK
∫
R
w(0)2e2βx dx, y por lo tanto
||eβxw(t)||L2(R) ≤ eK/2||eβxw(0)||L2(R).
Definiendo Kβ := e
K/2||eβxw(0)||L2x(R) > 0, obtenemos que
sup
t∈ [0,1]
∥∥eβxw(t)∥∥
L2x
≤ Kβ.
El siguiente teorema es una generalizacio´n del lema 1.1, que sera´ utilizada ma´s tarde en
la demostracio´n del principio de continuacio´n u´nica para la ecuacio´n KdV (teorema 3.2).
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Teorema 1.1. Sean u1, u2 ∈ C ([0, 1];H6(R)) ∩ C1 ([0, 1];H3(R)) soluciones de la ecua-
cio´n KdV y w := u1−u2. Si para β > 0 y j ∈ {0, 1, 2, 3} se cumple que eβx∂j′x w(0) ∈ L2(R)
para 0 ≤ j′ ≤ j, entonces existe Kβ > 0 tal que
sup
t∈ [0,1]
∥∥eβx∂jxw(t)∥∥L2x ≤ Kβ.
Prueba. Para j = 0 el teorema 1.1 se reduce al lema 1.1. Probemos el teorema 1.1 so´lo
para j = 1, ya que para j = 2, 3 la demostracio´n es ana´loga a la del caso j = 1.
Derivemos la ecuacio´n (1.2) respecto a x.
∂x(∂tw + ∂
3
xw + u1∂xw + (∂xu2)w) = 0. (1.9)
Como ‖·‖H2 ≤ ‖·‖H3 , entonces el operador ∂x : H3 → H2 es continuo, as´ı
l´ımh→0
∂xw(t+ h)− ∂xw(t)
h
(en H2) = ∂x
[
l´ımh→0
w(t+ h)− w(t)
h
(en H3)
]
.
Por lo tanto ∂t(∂xw) = ∂x(∂tw) ∈ H2(R) y al usar la regla de derivacio´n de un producto
la ecuacio´n (1.9) se transforma en la siguiente ecuacio´n, donde cada te´rmino pertenece a
L2x.
∂t(∂xw) + ∂
4
xw + u1∂
2
xw + (∂xu1)∂xw + (∂xu2)∂xw + (∂
2
xu2)w = 0.
Sea v := ∂xw. Entonces
∂tv + ∂
3
xv + u1∂xv + (∂xu1)v + (∂xu2)v + (∂
2
xu2)w = 0. (1.10)
Multiplicando la ecuacio´n (1.10) por vφn ∈ L2x, donde {φn} es la sucesio´n de funciones
descrita en la prueba del lema 1.1, e integrando en R obtenemos∫
R
(∂tv)vφn dx+
∫
R
(∂3xv)vφn dx+
∫
R
u1(∂xv)vφn dx+
∫
R
(∂xu1)v
2φn dx
+
∫
R
(∂xu2)v
2φn dx+
∫
R
(∂2xu2)wvφn dx = 0. (1.11)
Los tres primeros te´rminos de la ecuacio´n (1.11) tienen las siguientes expresiones equiva-
lentes ∫
R
(∂tv)vφn dx =
1
2
d
dt
∫
R
v2φn dx, (1.12)∫
R
(∂3xv)vφn dx =
3
2
∫
R
(∂xv)
2φ(1)n dx−
1
2
∫
R
v2φ(3)n dx, (1.13)∫
R
u1(∂xv)vφn dx = −1
2
∫
R
u1v
2φ(1)n dx−
1
2
∫
R
(∂xu1)v
2φn dx. (1.14)
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Reemplazando (1.12), (1.13) y (1.14 ) en la ecuacio´n (1.11), dejando so´lo en el lado izquier-
do la expresio´n equivalente al primer te´rmino y despue´s de multiplicar por 2 obtenemos
d
dt
∫
R
v2φn dx = −3
∫
R
(∂xv)
2φ(1)n dx+
∫
R
v2φ(3)n dx
+
∫
R
u1v
2φ(1)n dx−
∫
R
(∂xu1)v
2φn dx
− 2
∫
R
(∂xu2)v
2φn dx− 2
∫
R
(∂2xu2)wvφn dx
≡ I + II + III + IV + V + V I. (1.15)
Estimemos los te´rminos del lado derecho de la ecuacio´n (1.15).
I ≡ −3
∫
R
(∂xv)
2φ(1)n dx ≤ 0, ya que (∂xv)2φ(1)n ≥ 0,
II ≤
∫
R
v2|φ(3)n | dx ≤ k3,β
∫
R
v2φn dx,
III ≤
∫
R
|u1|v2φ(1)n dx ≤ c1k1,β ‖u1‖C([0,1]; H1(R))
∫
R
v2φn dx,
IV ≤
∫
R
|∂xu1|v2φn dx ≤ c1 ‖∂xu1‖C([0,1]; H1(R))
∫
R
v2φn dx,
V ≤ 2
∫
R
|∂xu2|v2φn dx ≤ 2c1 ‖∂xu2‖C([0,1]; H1(R))
∫
R
v2φn dx,
V I ≤ 2
∫
R
|∂2xu2||wvφn| dx
≤ 2c1
∥∥∂2xu2∥∥C([0,1]; H1(R)) ∫
R
|wφ1/2n ||vφ1/2n | dx
≤ 2c1
∥∥∂2xu2∥∥C([0,1]; H1(R))(∫
R
w2φn dx
)1/2(∫
R
v2φn dx
)1/2
.
Como para todo n ∈ N φn(x) ≤ e2βx y eβxw(0) ∈ L2(R), del lema 1.1 se sigue que(∫
R
w2φn dx
)1/2
≤
(∫
R
e2βxw2 dx
)1/2
≤ sup
t∈ [0,1]
∥∥eβxw(t)∥∥
L2x
≡ c2,β.
De este modo
V I ≤ 2c1 ‖∂xu2‖C([0,1]; H1(R)) c2,β
(∫
R
v2φn dx
)1/2
.
Las anteriores estimaciones de los te´rminos del lado derecho de la ecuacio´n (1.15) implican
que
6
ddt
∫
R
v2φn dx ≤
(
k3,β + c1k1,β ‖u1‖C([0,1]; H1(R)) + c1 ‖∂xu1‖C([0,1]; H1(R))
+ 2c1 ‖∂xu2‖C([0,1]; H1(R))
) ∫
R
v2φn dx
+ 2c1 ‖∂xu2‖C([0,1]; H1(R)) c2,β
(∫
R
v2φn dx
)1/2
≡ K1
∫
R
v2φn dx+K2
(∫
R
v2φn dx
)1/2
Como
√
t ≤ t+ 1 para todo t ≥ 0, entonces de la desigualdad anterior se sigue que
d
dt
∫
R
v2φn dx ≤ K
∫
R
v2φn dx+ C,
para algu´n K > 0 y algu´n C > 0, independientes de t ∈ [0, 1] y n ∈ N.
Al multiplicar esta u´ltima desigualdad por el factor e−Kt obtenemos
e−Kt
d
dt
∫
R
v2φn dx−Ke−Kt
∫
R
v2φn dx− Ce−Kt ≤ 0, que es equivalente a:
d
dt
(
e−Kt
∫
R
v2φn dx+
C
K
e−Kt
)
≤ 0.
Por lo tanto, para todo t ∈ [0, 1] y para todo n ∈ N
e−Kt
∫
R
v2φn dx+
C
K
e−Kt ≤
∫
R
v2(0)φn dx+
C
K
, es decir:∫
R
v2φn dx ≤ eKt
∫
R
v2(0)φn dx+
C
K
(
eKt − 1) .
Por consiguiente, para todo t ∈ [0, 1] y para todo n ∈ N∫
R
v2φn dx ≤ eK
∫
R
v2(0)φn dx+ C1.
Nuevamente por las propiedades iii y iv de la sucesio´n {φn}, una aplicacio´n del teorema
de la convergencia mono´tona nos permite concluir cuando n→∞ que∫
R
v2e2βx dx ≤ eK
∫
R
v2(0)e2βx dx+ C1, esto es:∥∥eβxv∥∥
L2(R)
≤
(
eK
∥∥eβxv(0)∥∥2
L2(R)
+ C1
)1/2
.
Definiendo Kβ :=
(
eK
∥∥eβxv(0)∥∥2
L2(R)
+ C1
)1/2
> 0, concluimos que
sup
t∈ [0,1]
∥∥eβx∂xw(t)∥∥L2x(R) ≤ Kβ.
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Cap´ıtulo 2
Estimaciones de Tipo Carleman
El presente cap´ıtulo consta de dos secciones.
En la seccio´n 2.1 mediante el uso de la transformada de Fourier espacial establecemos,
en el teorema 2.1, un estimativo de tipo Carleman para la norma de una cierta funcio´n
w en el espacio L2 (R× [0, 1]) con peso exponencial, el cual expresa una propiedad de
continuidad del operador inverso de la parte lineal de la ecuacio´n KdV en esta clase de
espacios.
En la seccio´n 2.2 probamos el teorema 2.2 en el que se establece un estimativo de tipo
Carleman para la norma de la derivada espacial de una cierta funcio´n w en el espacio
L∞x L
2
t (R× [0, 1]) con peso exponencial. En este estimativo se acota la norma∥∥eλx∂xw∥∥L∞x L2t (R×[0,1]) con C ∥∥eλx (∂t + ∂3x)w∥∥L1xL2t (R×[0,1]).
El teorema 2.2 esta´ precedido por el lema 2.2, en el cual se prueba el mismo estimativo
del teorema 2.2 pero en una clase ma´s restringida de funciones. En este lema se presenta
una prueba directa, que difiere de la realizada en el art´ıculo [6] de Kenig, Ponce y Vega y
que simplifica significativamente el procedimiento all´ı descrito.
2.1. Estimacio´n para eλxw
Empezamos esta seccio´n con el lema 2.1 que justifica el ca´lculo formal de la derivada
temporal de ̂eλxw (t)(ξ) empleado en la prueba del teorema 2.1.
Lema 2.1. Sea w(·t) ∈ C1 ([0, 1] ;L2) tal que w y w′ son funciones acotadas de [0, 1] con
valores en L2
(
e2βxdx
)
para todo β > 0. Entonces para todo λ > 0 y para todo ξ ∈ R
la funcio´n t 7→ ̂eλxw (t)(ξ) es absolutamente continua con derivada ̂eλxw′ (t)(ξ) para casi
todo t ∈ [0, 1] .
Prueba. Para obtener el resultado mostraremos que ̂eλxw′ (·t)(ξ) ∈ L1 ([0, 1]) y que se
cumple la siguiente igualdad
̂eλxw (t)(ξ)− ̂eλxw (0)(ξ) =
∫ t
0
̂eλxw′ (τ)(ξ) dτ para todo t ∈ [0, 1]. (2.1)
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Veamos en primer lugar que eλxw (t) ∈ L1x para λ > 0 y t ∈ [0, 1]. En realidad, usando la
desigualdad de Cauchy-Schwarz∫
R
∣∣eλxw (t)∣∣ dx = ∫ 0
−∞
∣∣eλxw (t)∣∣ dx+ ∫ ∞
0
∣∣eλxw (t)∣∣ dx
=
∫ 0
−∞
e
λ
2
x|eλ2 xw (t) | dx+
∫ ∞
0
e−λx|e2λxw (t) | dx
≤
(∫ 0
−∞
eλx dx
)1/2(∫ 0
−∞
(e
λ
2
xw (t))2 dx
)1/2
+
(∫ ∞
0
e−2λx dx
)1/2(∫ ∞
0
(e2λxw (t))2 dx
)1/2
. (2.2)
Como w ∈ L∞ ([0, 1];L2(e2βxdx)) para todo β > 0 entonces(∫ 0
−∞
(e
λ
2
xw (t))2 dx
)1/2
≤
∥∥∥eλ2 xw (t)∥∥∥
L2
≤ sup
t∈[0,1]
∥∥∥eλ2 xw (t)∥∥∥
L2
<∞ y (2.3)
(∫ ∞
0
(e2λxw (t))2 dx
)1/2
≤ ∥∥e2λxw (t)∥∥
L2
≤ sup
t∈[0,1]
∥∥e2λxw (t)∥∥
L2
<∞. (2.4)
Adema´s, (∫ 0
−∞
eλx dx
)1/2
=
1√
λ
y
(∫ ∞
0
e−2λx dx
)1/2
=
1√
2λ
. (2.5)
Por consiguiente de la desigualdad (2.2), teniendo en cuenta (2.3), (2.4) y (2.5) se sigue
que
eλxw (t) ∈ L1x ∀t ∈ [0, 1] y existe c > 0 tal que sup
t∈[0,1]
∥∥eλxw (t)∥∥
L1x
≤ c. (2.6)
Un procedimiento ana´logo al anterior muestra que
eλxw′ (t) ∈ L1x ∀t ∈ [0, 1] y existe c˜ > 0 tal que sup
t∈[0,1]
∥∥eλxw′ (t)∥∥
L1x
≤ c˜. (2.7)
Para n ∈ N, sea χ[−n,n] la funcio´n caracter´ıstica del intervalo [−n, n]. Entonces∫
R
e−ixξeλxw(t)χ[−n,n](x) dx =
〈
w(t), e−ixξeλxχ[−n,n](·x)
〉
L2x
. (2.8)
Como w(·t) ∈ C1([0, 1], L2) entonces
d
dt
∫
R
e−ixξeλxw(t)χ[−n,n](x) dx =
d
dt
〈
w(t), e−ixξeλxχ[−n,n](·x)
〉
L2x
=
〈
w′(t), e−ixξeλxχ[−n,n](·x)
〉
L2x
. (2.9)
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Claramente la aplicacio´n de [0, 1] en R dada por
t 7−→ 〈w′(t), e−ixξeλxχ[−n,n](·x)〉L2x
es continua, y as´ı de (2.9) concluimos que la funcio´n escalar
t 7→ 〈w(t), e−ixξeλxχ[−n,n](·x)〉L2x es continuamente diferencible y por el teorema funda-
mental del ca´lculo〈
w(t), e−ixξeλxχ[−n,n](·x)
〉−〈w(0), e−ixξeλxχ[−n,n](·x)〉 = ∫ t
0
〈
w′(τ), e−ixξeλxχ[−n,n](·x)
〉
dτ.
(2.10)
Ahora, para todo n ∈ N,∣∣e−ixξeλxw(t)χ[−n,n](x)∣∣ ≤ ∣∣eλxw(t)∣∣ ∈ L1x, ∀t ∈ [0, 1].
Luego por el teorema de la convergencia dominada se tiene que para todo t ∈ [0, 1]〈
w(t), e−ixξeλxχ[−n,n](·x)
〉
L2x
n→∞−−−−→
∫
Rx
e−ixξeλxw(t)(x) dx. (2.11)
En particular, 〈
w(0), e−ixξeλxχ[−n,n](·x)
〉
L2x
n→∞−−−−→
∫
Rx
e−ixξeλxw(0)(x) dx. (2.12)
Sea τ ∈ [0, t] fijo. Probemos que〈
w′(τ), e−ixξeλxχ[−n,n](·x)
〉
L2x
n→∞−−−−→
∫
Rx
e−ixξeλxw′(τ)(x) dx. (2.13)
En primer lugar c.p.t x ∈ R
w′(τ)(x)e−ixξeλxχ[−n,n](x)
n→∞−−−−→ e−ixξeλxw′(τ)(x).
De otra parte, por (2.7) eλxw′(τ)(·x) ∈ L1x y c.p.t x ∈ R∣∣w′(τ)(x)e−ixξeλxχ[−n,n](x)∣∣ ≤ ∣∣eλxw′(τ)(x)∣∣ .
Luego, por el teorema de la convergencia dominada tiene lugar la afirmacio´n (2.13).
Como para todo τ ∈ [0, t]∣∣〈w′(τ), e−ixξeλxχ[−n,n](·x)〉L2∣∣ ≤ ∫
Rx
eλx |w′(τ)(x)| dx, y
teniendo en cuenta (2.7)∫ t
0
(∫
Rx
eλx |w′(τ)(x)| dx
)
dτ ≤ sup
τ∈[0,1]
∥∥eλxw′ (τ)∥∥
L1x
<∞,
una nueva aplicacio´n del teorema de la convergencia dominada nos permite concluir que
l´ımn→∞
∫ t
0
〈
w′(τ), e−ixξeλxχ[−n,n](·x)
〉
L2x
dτ =
∫ t
0
∫
Rx
e−ixξeλxw′(τ)(x) dx dτ. (2.14)
De (2.10), (2.11), (2.12) y (2.14) se sigue (2.1) y de all´ı la afirmacio´n del lema.
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Teorema 2.1 (Estimacio´n para eλxw). Sea w ∈ C ([0, 1];H3)∩C1 ([0, 1];L2) y supongamos
que:
(i) La funcio´n t 7→ ∂jxw(t) es acotada de [0, 1] con valores en L2(e2βxdx) para todo β > 0
y j = 0, 1, 2, 3; y
(ii) La funcio´n t 7→ w′(t) es acotada de [0, 1] con valores en L2(e2βxdx) para todo β > 0.
Entonces, para todo λ > 0∥∥eλxw∥∥
L2(R×[0,1]) ≤
∥∥eλxw(0)∥∥
L2(R)
+
∥∥eλxw(1)∥∥
L2(R)
+
∥∥eλx(w′ + ∂3xw)∥∥L2(R×[0,1]) . (2.15)
Prueba. Para t ∈ [0, 1] sean w ≡ w(t), g ≡ g(t) := eλxw(t) y h ≡ h(t) := eλx(w′(t) +
∂3xw(t)) ≡ eλx(w′+∂3xw). Entonces usando la regla de derivacio´n de un producto podemos
escribir a h como sigue.
h = eλxw′ + eλx∂3xw
= eλxw′ + eλx∂3x(e
−λxg)
= eλxw′ + eλx
(
e−λx∂3xg − 3λe−λx∂2xg + 3λ2e−λx∂xg − λ3e−λxg
)
.
Por lo tanto
h = eλxw′ + ∂3xg − 3λ∂2xg + 3λ2∂xg − λ3g. (2.16)
De las hipo´tesis (i) y (ii) y con un razonamiento ana´logo al de la primera parte de la
prueba del lema 2.1 (ver desigualdades (2.6) y (2.7)), se sigue que para todo t ∈ [0, 1] cada
te´rmino del lado derecho de (2.16) pertenece a L1x, y es claro que tambie´n pertenece a L
2
x,
por consiguiente para todo t ∈ [0, 1], h(t) ∈ L1x ∩ L2x. Tomando transformada de Fourier
con respecto a la variable espacial en la ecuacio´n (2.16) obtenemos
ĥ(t)(ξ) = ̂eλxw′(t)(ξ) + ∂̂3xg(t)(ξ)− 3λ∂̂2xg(t)(ξ) + 3λ2∂̂xg(t)(ξ)− λ3ĝ(t)(ξ), ∀ ξ ∈ R.
(2.17)
El ca´lculo de la transformada de una derivada y el resultado del lema 2.1 nos permiten
concluir de (2.17) que para casi todo t en [0, 1] y todo ξ ∈ R
ĥ(t)(ξ) =
d
dt
̂eλxw(t)(ξ) + (iξ)3ĝ(t)(ξ)− 3λ(iξ)2ĝ(t)(ξ) + 3λ2(iξ)ĝ(t)(ξ)− λ3ĝ(t)(ξ)
=
d
dt
ĝ(t)(ξ) +
[−λ3 + 3λξ2 + i(−ξ3 + 3λ2ξ)] ĝ(t)(ξ).
Sean aλ(ξ) := λ
3 − 3λξ2 y mλ(ξ) := ξ3 − 3λ2ξ, as´ı la ecuacio´n anterior se convierte en
ĥ(t)(ξ) =
d
dt
ĝ(t)(ξ) + [−aλ(ξ)− imλ(ξ)] ĝ(t)(ξ), (2.18)
y al multiplicar la ecuacio´n (2.18) por el factor e[−aλ(ξ)−imλ(ξ)]t se tiene la siguiente igualdad
d
dt
(
e[−aλ(ξ)−imλ(ξ)]tĝ(t)(ξ)
)
= e[−aλ(ξ)−imλ(ξ)]tĥ(t)(ξ), para casi todo t en [0,1]. (2.19)
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Ahora, usando la afirmacio´n del lema 2.1 y el hecho de que la funcio´n t 7→ e[−aλ(ξ)−imλ(ξ)]t
es absolutamente continua en [0, 1], tenemos que la funcio´n t 7→ e[−aλ(ξ)−imλ(ξ)]tĝ(t)(ξ)
es absolutamente continua en [0, 1]. Para integrar la ecuacio´n (2.19) con respecto a t,
consideremos dos casos:
Si aλ(ξ) ≤ 0, entonces integrando de 0 a t la ecuacio´n (2.19) y usando la continuidad
absoluta de la funcio´n τ 7→ e[−aλ(ξ)−imλ(ξ)]τ ĝ(τ)(ξ) en el intervalo [0, t], obtenemos
e−aλ(ξ)te−imλ(ξ)tĝ(t)(ξ)− ĝ(0)(ξ) =
∫ t
0
e−aλ(ξ)τe−imλ(ξ)τ ĥ(τ)(ξ) dτ.
Por lo tanto,
ĝ(t)(ξ) = eaλ(ξ)teimλ(ξ)tĝ(0)(ξ) +
∫ t
0
eaλ(ξ)[t−τ ]eimλ(ξ)[t−τ ]ĥ(τ)(ξ) dτ,
de donde ∣∣∣ĝ(t)(ξ)∣∣∣ ≤ ∣∣∣ĝ(0)(ξ)∣∣∣+ ∫ t
0
∣∣∣ĥ(τ)(ξ)∣∣∣ dτ
≤
∣∣∣ĝ(0)(ξ)∣∣∣+ ∣∣∣ĝ(1)(ξ)∣∣∣+ ∫ 1
0
∣∣∣ĥ(τ)(ξ)∣∣∣ dτ. (2.20)
Si aλ(ξ) > 0, entonces integrando de t a 1 la ecuacio´n (2.19) y usando la continuidad
absoluta de la funcio´n τ 7→ e[−aλ(ξ)−imλ(ξ)]τ ĝ(τ)(ξ) en el intervalo [t, 1], obtenemos
e−aλ(ξ)e−imλ(ξ)ĝ(1)(ξ)− e−aλ(ξ)te−imλ(ξ)tĝ(t)(ξ) =
∫ 1
t
e−aλ(ξ)τe−imλ(ξ)τ ĥ(τ)(ξ) dτ.
Por lo tanto,
ĝ(t)(ξ) = e−aλ(ξ)[1−t]e−imλ(ξ)[1−t]ĝ(1)(ξ)−
∫ 1
t
e−aλ(ξ)[τ−t]e−imλ(ξ)[τ−t]ĥ(τ)(ξ) dτ,
de donde ∣∣∣ĝ(t)(ξ)∣∣∣ ≤ ∣∣∣ĝ(1)(ξ)∣∣∣+ ∫ 1
t
∣∣∣ĥ(τ)(ξ)∣∣∣ dτ
≤
∣∣∣ĝ(0)(ξ)∣∣∣+ ∣∣∣ĝ(1)(ξ)∣∣∣+ ∫ 1
0
∣∣∣ĥ(τ)(ξ)∣∣∣ dτ. (2.21)
Luego de (2.20) y (2.21) concluimos que para todo t ∈ [0, 1]∣∣∣ĝ(t)(ξ)∣∣∣ ≤ ∣∣∣ĝ(0)(ξ)∣∣∣+ ∣∣∣ĝ(1)(ξ)∣∣∣+ ∫ 1
0
∣∣∣ĥ(τ)(ξ)∣∣∣ dτ. (2.22)
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Como para todo t ∈ [0, 1], g(t), h(t) ∈ L2x, por la identidad de Plancherel se tiene que para
todo t ∈ [0, 1]
||ĝ(t)||L2ξ = ‖g(t)‖L2x y ||ĥ(t)||L2ξ = ‖h(t)‖L2x . (2.23)
Probemos ahora que para todo τ ∈ [0, 1] la funcio´n ξ 7→ ∫ 1
0
|ĥ(τ)(ξ)| dτ pertenece a L2ξ.
En realidad, por la desigualdad integral de Minkowski y la segunda igualdad en (2.23)
tenemos que∥∥∥∥∫ 1
0
|ĥ(τ)(·ξ)| dτ
∥∥∥∥
L2ξ
=
[∫
R
(∫ 1
0
|ĥ(τ)(ξ)| dτ
)2
dξ
]1/2
≤
∫ 1
0
(∫
R
|ĥ(τ)(ξ)|2 dξ
)1/2
dτ
=
∫ 1
0
∥∥∥ĥ(τ)(·ξ)∥∥∥
L2ξ
dτ =
∫ 1
0
‖h(τ)(·x)‖L2x dτ, (2.24)
y como la funcio´n τ 7→ h(τ) es acotada de [0, 1] con valores en L2x, entonces∫ 1
0
‖h(τ)(·x)‖L2x dτ ≤ sup
τ∈[0,1]
‖h(τ)‖L2x <∞. (2.25)
Por consiguiente de (2.24) y (2.25) obtenemos que∥∥∥∥∫ 1
0
|ĥ(τ)(·ξ)| dτ
∥∥∥∥
L2ξ
<∞. (2.26)
Teniendo en cuenta (2.23) y (2.26), se sigue de la desigualdad (2.22) que∥∥∥ĝ(t)∥∥∥
L2ξ(R)
≤
∥∥∥ĝ(0)∥∥∥
L2ξ(R)
+
∥∥∥ĝ(1)∥∥∥
L2ξ(R)
+
∥∥∥∥∫ 1
0
|ĥ(τ)(·ξ)| dτ
∥∥∥∥
L2ξ
<∞.
Ahora, de la anterior desigualdad, de las igualdades en (2.23) y de la estimacio´n (2.25),
tenemos que
‖g(t)‖L2(R) ≤ ‖g(0)‖L2(R) + ‖g(1)‖L2(R) +
∫ 1
0
‖h(τ)(·x)‖L2x dτ. (2.27)
Pero por la desigualdad de Cauchy-Schwarz∫ 1
0
‖h(τ)(·x)‖L2x dτ ≤
(∫ 1
0
12 dτ
)1/2(∫ 1
0
‖h(τ)(·x)‖2L2x dτ
)1/2
≤
(∫ 1
0
∫
R
|h(τ)(x)|2 dx dτ
)1/2
= ‖h‖L2(R×[0,1]) .
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Por consiguiente de (2.27) se sigue que para todo t ∈ [0, 1]
‖g(t)‖L2(R) ≤ ‖g(0)‖L2(R) + ‖g(1)‖L2(R) + ‖h‖L2(R×[0,1]) . (2.28)
Como
‖g‖L2(R×[0,1]) =
(∫ 1
0
∫
R
(g(t)(x))2 dx dt
)1/2
=
(∫ 1
0
‖g(t)‖2L2x dt
)1/2
≤ sup
t∈[0,1]
‖g(t)‖L2(R) , (2.29)
entonces de (2.29) y (2.28) concluimos que
‖g‖L2(R×[0,1]) ≤ ‖g(0)‖L2(R) + ‖g(1)‖L2(R) + ‖h‖L2(R×[0,1]) ,
lo cual prueba nuestro teorema.
2.2. Estimacio´n para eλx∂xw
El lema 2.2 con el que iniciamos esta seccio´n expresa una propiedad de acotamiento del
operador (∂x−λ)T , donde T es el operador inverso de g 7→ eλx(∂t+∂3x)e−λxg y esta´ definido
por el multiplicador
m0(ξ, τ) =
1
iτ + (iξ − λ)3 .
Lema 2.2. Existen constantes C > 0 y λ0 > 0, tales que para todo λ ≥ λ0 y todo
w ∈ C3,10 (R2) ∥∥eλx∂xw∥∥L∞x L2t (R2) ≤ C ∥∥eλx(∂t + ∂3x)w∥∥L1xL2t (R2) .
Prueba. Sean g := eλxw y h := eλx(∂t + ∂
3
x)w. Entonces
eλx∂xw = e
λx∂x(e
−λxg) = eλx(e−λx∂xg − λe−λxg) = (∂x − λ)g,
y
h = eλx∂tw + e
λx∂3xw
= ∂tg + e
λx∂3x(e
−λxg)
= ∂tg + e
λx
(
e−λx∂3xg − 3λe−λx∂2xg + 3λ2e−λx∂xg − λ3e−λxg
)
.
Por lo tanto,
h = ∂tg + (∂x − λ)3g ∈ C0(R2),
y al tomar transformada de Fourier en las variables x y t obtenemos
ĥ(ξ, τ) = iτ ĝ(ξ, τ) + (iξ − λ)3ĝ(ξ, τ),
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de donde
ĝ(ξ, τ) =
ĥ(ξ, τ)
iτ + (iξ − λ)3 , siempre que el denominador sea no nulo. (2.30)
Los puntos (ξ, τ) donde el denominador se anula sera´n descritos ma´s adelante.
Sea g := eλx∂xw = (∂x − λ)g, entonces como g ∈ C0(R2) se sigue que
g = (∂x − λ)g = ∂xg − λg = [(∂xg − λg)∧]∨ = [iξĝ − λĝ ]∨ = [(iξ − λ)ĝ]∨ ,
donde ∨ denota la transformada de Fourier inversa en R2.
Al reemplazar (2.30) en la anterior igualdad obtenemos que
g(·x, ·t) =
[
(iξ − λ)
iτ + (iξ − λ)3 ĥ(ξ, τ)
]∨
(·x, ·t). (2.31)
Definamos
m(ξ, τ) :=
ξ + iλ
τ − (ξ + iλ)3 =
ξ + iλ
(τ − ξ3 + 3λ2ξ) + i(λ3 − 3λξ2) .
Por consiguiente de (2.31)
ĝ(ξ, τ) = m(ξ, τ)ĥ(ξ, τ). (2.32)
De la expresio´n para m(ξ, τ), podemos ver que el denominador se anula cuando (ξ, τ) =
±
(
λ√
3
, 8λ
3
3
√
3
)
.
Afirmacio´n 1. Para λ > 0 y τ 6= ± 8
3
√
3
λ3, la funcio´n
ξ 7−→ m(ξ, τ) pertenece a L1ξ ∩ L2ξ .
Prueba de la Afirmacio´n 1. Para |ξ| > 31/3|τ |1/3 +1, como |τ | < |ξ+iλ|3
3
, enton-
ces
|m(ξ, τ)| = |ξ + iλ||τ − (ξ + iλ)3| ≤
|ξ + iλ|
|ξ + iλ|3 − |τ | ≤
|ξ + iλ|
|ξ + iλ|3 − |ξ+iλ|3
3
=
3
2|ξ + iλ|2 ≤
3
2ξ2
,
(2.33)
y teniendo en cuenta que ξ 7→ m(ξ, τ) es continua en [−31/3|τ |1/3 − 1, 31/3|τ |1/3 +1],
entonces de la desigualdad (2.33) se sigue que ξ 7→ m(ξ, τ) pertenece a L1ξ ∩ L2ξ.
Como la transformada de L2x en L
2
ξ es biyectiva, y la transformada inversa env´ıa L
1
ξ en
Cb(Rx) entonces la afirmacio´n 1 nos permite concluir que para λ > 0 y τ 6= ± 8λ33√3 ,
existe M(·x, τ) ∈ L2x ∩ Cb(Rx), tal que [M(·x, τ)]∧x(ξ) = m(ξ, τ). (2.34)
Afirmacio´n 2. Existe C > 0 tal que para todo λ > 2, ‖M‖L∞xτ ≤ C.
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Prueba de la Afirmacio´n 2. Sean τ 6= 0 y v := ξ+iλ
τ1/3
, as´ı vτ 1/3 = ξ + iλ y
v3τ = (ξ + iλ)3. Por lo tanto
m(ξ, τ) =
ξ + iλ
τ − (ξ + iλ)3 = −
1
τ 2/3
v
v3 − 1 . (2.35)
Usando fracciones parciales, tenemos que
v
v3 − 1 =
a1
v − r1 +
a2
v − r2 +
a3
v − r3 =
3∑
j=1
aj
v − rj , (2.36)
donde r1 = 1, r2 = e
(2π/3)i y r3 = e
(4π/3)i son las tres ra´ıces cu´bicas de la unidad y
los aj para j = 1, 2, 3 esta´n dados por
aj = l´ımv→rj
(v − rj)v
v3 − 1 = l´ımv→rj
2v − rj
3v2
=
2rj − rj
3r2j
=
1
3rj
. (2.37)
Teniendo en cuenta (2.35), (2.36), (2.37) y recordando que vτ 1/3 = ξ + iλ podemos
escribir a m como sigue
m(ξ, τ) = − 1
3τ 1/3
3∑
j=1
1
rj
1
ξ + iλ− rjτ 1/3
= − 1
3τ 1/3
3∑
j=1
1
rj
1
[ξ − τ 1/3Re(rj)]− i[τ 1/3Im(rj)− λ] . (2.38)
Teniendo presente que el conjunto
{
τ | τ 1/3Im(rj)− λ = 0 para algu´n j = 1, 2, 3
}
es
finito, podemos trabajar en adelante bajo la suposicio´n τ 1/3Im(rj) − λ 6= 0 para
todo j ∈ {1, 2, 3}.
Consideremos dos casos.
• Si τ 1/3Im(rj)− λ > 0, definamos la funcio´n fj por
fj(x) = i
√
2πχ(0,∞)(x)e−[τ
1/3Im(rj)−λ]x ∈ L1(R).
Un ca´lculo expl´ıcito de la transformada de Fourier muestra que
f̂j(ξ) =
1
ξ − i[τ 1/3Im(rj)− λ] ,
y por una propiedad de la transformada de Fourier
f̂j(ξ − τ 1/3Re(rj)) = [ei(τ1/3Re(rj)(·x))fj(·x)]∧x(ξ).
As´ı
[ei(τ
1/3Re(rj)(·x))fj(·x)]∧x(ξ) = 1
[ξ − τ 1/3Re(rj)]− i[τ 1/3Im(rj)− λ] . (2.39)
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• Si τ 1/3Im(rj)− λ < 0, definamos la funcio´n fj por
fj(x) = −i
√
2πχ(−∞, 0)(x)e
−[τ1/3Im(rj)−λ]x ∈ L1(R).
Entonces puede verse, de manera similar al ca´lculo anterior, que la igualdad
(2.39) tambie´n es cierta.
Luego de (2.34), (2.38) y (2.39) se sigue que
M(x, τ) = [m(·ξ, τ)]∨ξ(x) = − 1
3τ 1/3
3∑
j=1
1
rj
eiτ
1/3Re(rj)xfj(x). (2.40)
Observemos que en cualquier caso la funcio´n fj es una funcio´n acotada y que la cota
no depende de λ. Por lo tanto de (2.40) podemos concluir que existe C1 > 0 tal que
para todo x ∈ R, si |τ | > 2, τ 6= ± 8
3
√
3
λ3 y τ 1/3Im(rj) − λ 6= 0 para j = 1, 2, 3, se
tiene que
|M(x, τ)| ≤ C1.
En consecuencia,
‖M(·x, ·τ)‖L∞xτ (R×|τ |>2) < C1, ∀ λ > 0. (2.41)
Supongamos que |τ | ≤ 2 y τ 6= ± 8
3
√
3
λ3.
De la afirmacio´n 1 m(·ξ, τ) ∈ L1ξ , y por lo tanto es va´lida la fo´rmula inversio´n de la
transformada y M(·x, τ) definida por (2.34) puede ser calculada como
M(x, τ) =
1√
2π
∫
Rξ
eixξm(ξ, τ) dξ ∀x ∈ R. (2.42)
Para λ > 2 y |τ | < 2, |ξ+iλ|3
4
> 8
4
= 2 > |τ |, luego
|m(ξ, τ)| =
∣∣∣∣ ξ + iλτ − (ξ + iλ)3
∣∣∣∣ ≤ |ξ + iλ|| |ξ + iλ|3 − |τ ||
≤ |ξ + iλ|
|ξ + iλ|3 − |ξ+iλ|3
4
=
4
3|ξ + iλ|2 . (2.43)
De este modo de (2.42) y (2.43) se sigue que para λ > 2, x ∈ R y |τ | < 2
|M(x, τ)| ≤ 1√
2π
4
3
∫
Rξ
1
|ξ + iλ|2 dξ
=
1√
2π
4
3
(∫
[−1,1]
1
|ξ + iλ|2 dξ +
∫
[−1,1]c
1
|ξ + iλ|2 dξ
)
≤ 1√
2π
4
3
(∫
[−1,1]
1
4
dξ +
∫
[−1,1]c
1
ξ2
dξ
)
≡ C2 <∞.
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Por consiguiente, existe una constante C2 > 0, tal que para todo λ > 2
‖M(·x, ·τ)‖L∞xτ (R×|τ |≤2) ≤ C2. (2.44)
Luego de (2.41) y (2.44) queda probada la afirmacio´n 2.
Continuemos ahora con la demostracio´n del lema 2.2.
Como g ∈ C0(R2), h ∈ C0(R2) y C0(R2) ⊂ L1(R2), entonces usando la definicio´n de la
transformada de Fourier para las funciones de L1(R2) y el teorema de Fubini, puede verse
que
ĝ(ξ, τ) = [ĝ(·x, ·t)
t
(τ)]∧x(ξ) y ĥ(ξ, τ) = [ĥ(·x, ·t)
t
(τ)]∧x(ξ). (2.45)
Luego de (2.32) y (2.45) se sigue que para (ξ, τ) ∈ R2 y (ξ, τ) 6= ±
(
λ√
3
, 8λ
3
3
√
3
)
[ĝ(·x, ·t)
t
(τ)]∧x(ξ) = m(ξ, τ)[ĥ(·x, ·t)
t
(τ)]∧x(ξ). (2.46)
Observemos que la funcio´n x 7→ ĥ(x, ·t)
t
(τ) ∈ L1x ya que |ĥ(x, ·t)
t
(τ)| ≤ 1√
2π
‖h(x, ·t)‖L1t
y por lo tanto∫
Rx
|ĥ(x, ·t)
t
(τ)| dx ≤ 1√
2π
∫
Rx
‖h(x, ·t)‖L1t dx ≤
1√
2π
‖h‖L1(R2) <∞. (2.47)
Adema´s, por (2.34) la funcio´n x 7−→ M(x, τ) pertenece L2x. De este modo la convolucio´n
de M(·x, τ) y ĥ(·x, ·t)
t
(τ) pertenece a L2x y[
M(·x, τ) ∗x ĥ(·x, ·t)
t
(τ)
]∧x
=
√
2π [M(·x, τ)]∧x [ĥ(·x, ·t)
t
(τ)]∧x
=
√
2πm(·ξ, τ)[ĥ(·x, ·t)
t
(τ)]∧x(·ξ). (2.48)
Luego de (2.46) y (2.48), se tiene que para (ξ, τ) ∈ R2 tal que (ξ, τ) 6= ±
(
λ√
3
, 8λ
3
3
√
3
)
[ĝ(·x, ·t)
t
(τ)]∧x(ξ) =
1√
2π
[
M(·x, τ) ∗x ĥ(·x, ·t)
t
(τ)
]∧x
(ξ),
y as´ı como por (2.34) salvo para un nu´mero finito de valores de τ se tiene que M(·x, τ) ∈
Cb(Rx), podemos afirmar que para todo x ∈ R
ĝ(x, ·t)
t
(τ) =
1√
2π
[
M(·x, τ) ∗x ĥ(·x, ·t)
t
(τ)
]
(x), (2.49)
salvo para un nu´mero finito de valores de τ .
En consecuencia para todo x′ ∈ R, usando el teorema de Plancherel en la variable t, la
igualdad (2.49), la afirmacio´n 2 y la desigualdad integral de Minkowski, se sigue que para
λ > 2
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‖g(x′, ·t)‖L2t = ‖[g(x
′, ·t)]∧t‖L2τ
=
1√
2π
(∫
Rτ
∣∣∣∣[M(·x, τ) ∗x [ĥ(·x, ·t)t(τ)]] (x′)∣∣∣∣2 dτ
)1/2
≤ 1√
2π
(∫
Rτ
∥∥∥∥[M(·x, τ) ∗x [ĥ(·x, ·t)t(τ)]]∥∥∥∥2
L∞x
dτ
)1/2
≤ 1√
2π
(∫
Rτ
||M ||2L∞xτ
∥∥∥∥ĥ(·x, ·t)t(τ)]∥∥∥∥2
L1x
dτ
)1/2
≤ ||M ||L∞xτ√
2π
(∫
Rτ
(∫
Rx
|ĥ(x, ·t)
t
(τ)| dx
)2
dτ
)1/2
≤ C
∫
Rx
(∫
Rτ
|ĥ(x, ·t)
t
(τ)|2 dτ
)1/2
dx
= C
∫
Rx
(∫
Rt
|h(x, t)|2 dt
)1/2
dx = C ‖h‖L1xL2t (R2) .
Por lo tanto, de la anterior desigualdad se sigue que
‖g‖
L∞
x
L2
t
(R2) ≤ C ‖h‖L1
x
L2
t
(R2) ,
lo cual prueba el lema 2.2.
Teorema 2.2 (Estimacio´n para eλx∂xw). Sea w ∈ C3,1 (R× [0, 1]) tal que suppw ⊆
[−M,M ] × [0, 1] para algu´n M > 0 y w(x, 0) = w(x, 1) = 0 para todo x ∈ R. Entonces
existen constantes C > 0 y λ0 > 0, independientes de M y de w, tales que para todo
λ ≥ λ0 ∥∥eλx∂xw∥∥L∞x L2t (R×[0,1]) ≤ C ∥∥eλx(∂t + ∂3x)w∥∥L1xL2t (R×[0,1]) .
Prueba. A lo largo de esta demostracio´n identificaremos las funciones w, ∂xw, ∂tw, ∂
3
xw
con sus extensiones a todo R2 que valen cero por fuera de R× [0, 1].
Sea {ǫn ≡ ǫ}n∈N una sucesio´n decreciente, entre cero y un medio que converge a cero y
consideremos una sucesio´n de funciones {θǫ} en C∞0 (R) con las siguientes caracter´ısticas:
Para todo t ∈ R, 0 ≤ θǫ ≤ 1; para t ∈ (ǫ, 1− ǫ), θǫ(t) = 1; para t ≤ 0 o t ≥ 1, θǫ(t) = 0 y
tal que |θ′ǫ(t)| ≤ 2ǫ para todo t ∈ R.
1
1ǫ 1− ǫ
θǫ (t)
t
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Definamos
wǫ(x, t) :=
{
θǫ(t)w(x, t), si (x, t) ∈ R× [0, 1],
0, en otro caso.
Por consiguiente para todo 0 < ǫ < 1/2, wǫ ∈ C3,10 (R2). Por el lema 2.2, existen constantes
C > 0 y λ0 > 0 tales que para todo λ ≥ λ0 y todo ǫ ∈ (0, 1/2)∥∥eλx∂xwǫ∥∥L∞x L2t (R2) ≤ C ∥∥eλx(∂t + ∂3x)wǫ∥∥L1xL2t (R2) . (2.50)
Veamos que ∥∥eλx∂xwǫ∥∥L∞x L2t (R2) ǫ→0+−−−−→ ∥∥eλx∂xw∥∥L∞x L2t (R×[0,1]) . (2.51)
En realidad,∥∥eλx∂xwǫ − eλx∂xw∥∥L∞x L2t (R2) = ∥∥eλx∂xw(θǫ − 1)∥∥L∞x L2t (R×[0,1])
= sup
x∈[−M,M ]
[∫ 1
0
e2λx(∂xw(x, t))
2(θǫ(t)− 1)2 dt
]1/2
≤ eλM ma´x
R×[0,1]
|∂xw(x, t)|
[∫ 1
0
(θǫ(t)− 1)2 dt
]1/2
≤ eλM ma´x
R×[0,1]
|∂xw(x, t)| [2ǫ]1/2 ǫ→0
+−−−−→ 0.
De otra parte, probemos que
lim
ǫ→0+
∥∥eλx(∂t + ∂3x)wǫ∥∥L1xL2t (R2) ≤ ∥∥eλx(∂t + ∂3x)w∥∥L1xL2t (R×[0,1]) . (2.52)
Claramente∥∥eλx(∂t + ∂3x)wǫ∥∥L1xL2t (R2) ≤ ∥∥eλx(∂tw + ∂3xw)θǫ∥∥L1xL2t (R2) + ∥∥eλxwθ′ǫ∥∥L1xL2t (R2) . (2.53)
Ahora,∥∥eλx(∂tw + ∂3xw)θǫ∥∥L1xL2t (R2) =
∫ M
−M
∥∥eλx(∂tw(x, ·t) + ∂3xw(x, ·t))θǫ(·t)∥∥L2t dx,
y como |θǫ(t)| ≤ 1 y suppw ⊆ [−M,M ] × [0, 1], entonces una aplicacio´n del teorema de
la convergencia dominada nos permite concluir que∥∥eλx(∂tw + ∂3xw)θǫ∥∥L1xL2t (R2) ǫ→0+−−−−→ ∥∥eλx(∂tw + ∂3xw)∥∥L1xL2t (R×[0,1]) . (2.54)
De otro lado∥∥eλxwθ′ǫ∥∥L1xL2t (R2) = ∥∥eλxwθ′ǫ∥∥L1xL2t (R×[0,1])
=
∫ M
−M
[∫ 1
0
e2λx[w(x, t)θ′ǫ(t)]
2 dt
]1/2
dx
≤ eλM
∫ M
−M
[∫ ǫ
0
[w(x, t)θ′ǫ(t)]
2 dt+
∫ 1
1−ǫ
[w(x, t)θ′ǫ(t)]
2 dt
]1/2
dx
≤ eλM 2
ǫ
∫ M
−M
[∫ ǫ
0
[w(x, t)]2 dt+
∫ 1
1−ǫ
[w(x, t)]2 dt
]1/2
dx. (2.55)
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Como w(x, 0) = w(x, 1) = 0 para todo x ∈ R, entonces
w(x, t) = w(x, t)− w(x, 0), w(x, t) = w(x, t)− w(x, 1)
y al aplicar el teorema del valor medio obtenemos que para algu´n tx1 ∈ [0, t] y algu´n
tx2 ∈ [t, 1],
|w(x, t)−w(x, 0)| = |(t− 0)∂tw(x, tx1)|, |w(x, t)−w(x, 1)| = |(t− 1)∂tw(x, tx2)|. (2.56)
Por lo tanto de (2.55) y (2.56) se sigue que
∥∥eλxwθ′ǫ∥∥L1xL2t (R2) ≤ eλM 2ǫ
∫ M
−M
[∫ ǫ
0
[(t− 0)∂tw(x, tx1)]2 dt
+
∫ 1
1−ǫ
[(t− 1)∂tw(x, tx2)]2 dt
]1/2
dx
≤ eλM 2
ǫ
ma´x
R×[0,1]
|∂tw(x, t)|
∫ M
−M
[∫ ǫ
0
t2 dt+
∫ 1
1−ǫ
(t− 1)2 dt
]1/2
dx
≤ eλM 2
ǫ
ma´x
R×[0,1]
|∂tw(x, t)| 2M
(
2
3
ǫ3
)1/2
≤ eλM 2 ma´x
R×[0,1]
|∂tw(x, t)| 2M
(
2
3
)1/2
ǫ1/2
ǫ→0+−−−−→ 0. (2.57)
De (2.53), (2.54) y (2.57) se sigue (2.52).
Finalmente, de (2.50 ), (2.51) y (2.52) tenemos la afirmacio´n del teorema.
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Cap´ıtulo 3
Demostracio´n del Resultado
Principal
En este cap´ıtulo demostramos el resultado principal del trabajo que nos dice que si u1 y
u2 son soluciones suficientemente suaves de la ecuacio´n KdV con decaimiento polinomial
en la variable espacial tales que en el tiempo t = 0 y en el tiempo t = 1 los soportes de
las funciones espaciales u1(·x, 0) − u2(·x, 0) y u1(·x, 1) − u2(·x, 1) esta´n contenidos en un
intervalo (−∞, b) para algu´n b ∈ R, entonces u1 ≡ u2.
Iniciamos el cap´ıtulo con el enunciado y demostracio´n de un lema de interpolacio´n (lema
3.1) que afirma que la hipo´tesis de decaimiento polinomial para u1 y u2 es heredada por
sus derivadas espaciales de orden 1, debido al grado de regularidad de u1 y u2.
En segundo lugar enunciamos un teorema de Saut y Scheurer (teorema 3.1), probado en
[8], que nos permite concluir que si u1 y u2 coinciden en una semibanda [R,∞) × [0, 1],
entonces deben coincidir en R× [0, 1].
Finalmente, enunciamos y demostramos el resultado principal del trabajo (teorema 3.2).
Lema 3.1. Sean α > 0 y f ∈ H2(R) tal que (1 + x2)αf ∈ L2(R). Entonces∥∥(1 + x2)α2 f∥∥
H1(R)
≤ Cα
(∥∥(1 + x2)αf∥∥
L2(R)
+
∥∥∂2xf∥∥L2(R)).
Prueba. En primer lugar veamos que (1 + x2)
α
2 ∂xf ∈ L2(R) y que∥∥(1 + x2)α2 ∂xf∥∥2L2 ≤ C˜α ∥∥(1 + x2)αf∥∥2L2 + ∥∥(1 + x2)αf∥∥L2 ∥∥∂2xf∥∥L2 . (3.1)
Sea ϕ ∈ C∞0 (R) tal que ϕ(x) = 1 si −1 < x < 1 y ϕ(x) = 0 si x ∈ [−2, 2]c, ϕ creciente en
[−2,−1] y decreciente en [1, 2]. Para cada n ∈ N consideremos la funcio´n ϕn(x) := ϕ( xn).
1
ϕn (x)
−2n −n n 2n
22
Como las funciones ϕn(1 + x
2)α∂xf, ∂xf pertenecen a H
1(R), entonces al aplicar la
fo´rmula de integracio´n por partes obtenemos que∥∥ϕ1/2n (1 + x2)α2 ∂xf∥∥2L2 = ∫
R
ϕn(x)(1 + x
2)α(∂xf(x))
2 dx
= −
∫
R
ϕ′n(x)(1 + x
2)α(∂xf(x))f(x) dx (In)
−
∫
R
ϕn(x)α(1 + x
2)α−12x(∂xf(x))f(x) dx (IIn)
−
∫
R
ϕn(x)(1 + x
2)α(∂2xf(x))f(x) dx (IIIn)
≡ In + IIn + IIIn. (3.2)
Dado que para f ∈ H1(R) se cumple que ∂x(f 2) = 2(∂xf)f , una nueva aplicacio´n de
la fo´rmula de integracio´n por partes en In y IIn, y una aplicacio´n de la desigualdad de
Cauchy-Schwarz en IIIn nos permiten afirmar que
In ≡ 1
2
∫
R
ϕ′′n(x)(1 + x
2)α(f(x))2 dx+
1
2
∫
R
ϕ′n(x)α(1 + x
2)α−12x(f(x))2 dx, (3.3)
IIn ≡
∫
R
ϕ′n(x)α(1 + x
2)α−1x(f(x))2 dx
+
∫
R
ϕn(x)[α(1 + x
2)α−1 + α(α− 1)(1 + x2)α−22x2](f(x))2 dx, (3.4)
IIIn ≤
∥∥(1 + x2)αf ∥∥L2x ∥∥ ∂2xf∥∥L2x . (3.5)
Teniendo en cuenta que para todo x ∈ R,
l´ımx→∞ ϕ′n(x) = l´ımx→∞ ϕ
′′
n(x) = 0, l´ımx→∞ ϕn(x) = 1,
y que existe una constante C > 0 tal que para todo x ∈ R, |ϕ′n(x)| ≤ C y |ϕ′′n(x)| ≤ C y
que (1 + x2)αf ∈ L2(R), el teorema de la convergencia dominada nos permite concluir de
(3.3) y (3.4) que
l´ımn→∞ In = 0, y l´ımn→∞ IIn =
∫
R
[α(1+x2)α−1+α(α−1)(1+x2)α−22x2](f(x))2 dx. (3.6)
Como por el teorema de la convergencia mono´tona∥∥(1 + x2)α2 ∂xf∥∥2L2 = l´ımn→∞ ∥∥ϕ1/2n (1 + x2)α2 ∂xf∥∥2L2 ,
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entonces de (3.2), (3.5) y (3.6) se sigue que∥∥(1 + x2)α2 ∂xf∥∥2L2 ≤ ∫
R
[α(1 + x2)α−1 + α(α− 1)(1 + x2)α−22x2](f(x))2 dx
+
∥∥(1 + x2)αf ∥∥L2x ∥∥ ∂2xf∥∥L2x
≤ |α+ 2α(α− 1)|
∫
R
(1 + x2)α−1(f(x))2 dx
+
∥∥(1 + x2)αf ∥∥L2x ∥∥ ∂2xf∥∥L2x
≤ C˜α
∥∥(1 + x2)αf∥∥2
L2x
+
∥∥(1 + x2)αf ∥∥L2x ∥∥ ∂2xf∥∥L2x ,
lo cual prueba (3.1).
Por otra parte ∥∥αx(1 + x2)α2−1f∥∥2
L2
= α2
∫
R
x2(1 + x2)α−2(f(x))2 dx
≤ α2
∫
R
(1 + x2)α−1(f(x))2 dx
≤ α2 ∥∥(1 + x2)αf∥∥2
L2
. (3.7)
Puesto que
∂x[(1 + x
2)
α
2 f ] = αx(1 + x2)
α
2
−1f + (1 + x2)
α
2 ∂xf ∈ L2(R), (3.8)
de (3.1) y (3.7) se sigue que ∂x[(1+x
2)
α
2 f ] ∈ L2(R), y como (1+x2)α2 f ∈ L2(R), entonces
(1 + x2)
α
2 f ∈ H1(R). Adema´s, usando (3.8), (3.1) y (3.7) tambie´n se tiene que∥∥(1 + x2)α2 f∥∥2
H1(R)
=
∥∥(1 + x2)α2 f∥∥2
L2
+
∥∥∂x[(1 + x2)α2 f ]∥∥2L2
≤ ∥∥(1 + x2)αf∥∥2
L2
+
(∥∥αx(1 + x2)α2−1f∥∥
L2
+
∥∥(1 + x2)α2 ∂xf∥∥L2)2
≤ ∥∥(1 + x2)αf∥∥2
L2
+ 2
∥∥αx(1 + x2)α2−1f∥∥2
L2
+ 2
∥∥(1 + x2)α2 ∂xf∥∥2L2
≤ ∥∥(1 + x2)αf∥∥2
L2
+ 2α2
∥∥(1 + x2)αf∥∥2
L2
+ 2C˜α
∥∥(1 + x2)αf∥∥2
L2
+ 2
∥∥(1 + x2)αf∥∥
L2
∥∥∂2xf∥∥L2
≤ (1 + 2α2 + 2C˜α)
∥∥(1 + x2)αf∥∥2
L2
+ 2
∥∥(1 + x2)αf∥∥
L2
∥∥∂2xf∥∥L2 .
Ahora si (Cα)
2 := 1 + 2α2 + 2C˜α > 1, de la desigualdad anterior se sigue que∥∥(1 + x2)α2 f∥∥2
H1(R)
≤ (Cα)2
(∥∥(1 + x2)αf∥∥2
L2
+ 2
∥∥(1 + x2)αf∥∥
L2
∥∥∂2xf∥∥L2 + ∥∥∂2xf∥∥2L2)
≤ (Cα)2
(∥∥(1 + x2)αf∥∥
L2
+
∥∥∂2xf∥∥L2)2,
lo cual prueba la afirmacio´n del lema.
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Teorema 3.1 (Saut-Scheurer). Supongamos que v = v(x, t) satisface la ecuacio´n
∂tv + ∂
3
xv +
2∑
j=0
rj(x, t)∂
j
xv = 0, (x, t) ∈ R× (t1, t2), (3.9)
donde
rj ∈ L∞
(
(t1, t2);L
2(R)
)
.
Si v(x, t) = 0 para (x, t) en un abierto Ω ⊂ R×(t1, t2), entonces v = 0 en las componentes
horizontales de Ω, es decir en el conjunto
R× {t ∈ (t1, t2) | ∃ y (y, t) ∈ Ω} .
Teorema 3.2 (resultado principal). Sean u1, u2 ∈ C
(
[0, 1];H6(R) ∩ L2((1 + x2)2αdx)
)
∩
C1
(
[0, 1];H3(R)
)
, para algu´n α > 1, soluciones de la ecuacio´n de Korteweg-de Vries
(KdV)
u′(t) + ∂3xu(t) + u(t)∂xu(t) = 0, ∀t ∈ [0, 1].
Si existe b ∈ R, tal que
u1(t)(x) = u2(t)(x), para (x, t) ∈ (b,∞)× {0, 1} ,
entonces u1 ≡ u2.
Prueba. Sea w(x, t) := u1(t)(x) − u2(t)(x) y para R,N ∈ R con b < R < R + 1 < N
sea φRN ∈ C∞(R) una funcio´n tal que φRN(x) = 1 si x ∈ [R + 1, N ] y φRN = 0 si
x ∈ [R,N + 1]c, φRN creciente en [R,R + 1] y decreciente en [N,N + 1], y tal que existe
C > 0, independiente de N , con la propiedad de que
|φ(j)RN(x)| ≤ C para todo x ∈ R y todo N y j ∈ {1, 2, 3}. (3.10)
Podemos construir las φRN de manera que φRN y φR(N+1) coincidan en (−∞, N ].
1
φRN
R R + 1 N N + 1
x
Definamos wRN (x, t) := φRN (x)w(x, t).
Es claro que t 7→ wRN(·x, t) pertenece a C ([0, 1];H3) ∩ C1 ([0, 1];L2) y como supp φRN ⊂
[R,N + 1], las funciones
t 7−→ ∂jxwRN(·x, t) para j = 0, 1, 2, 3; y
t 7−→ ∂twRN (·x, t)
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son funciones acotadas de [0, 1] con valores en L2(e2λxdx) para todo λ > 0. Luego por el
teorema 2.1, para todo λ > 0∥∥eλxwRN∥∥L2(R×[0,1]) ≤ ∥∥eλxwRN(·x, 0)∥∥L2x+∥∥eλxwRN(·x, 1)∥∥L2x+∥∥eλx(∂t + ∂3x)wRN∥∥L2(R×[0,1]) .
(3.11)
De otra parte, notemos que wRN ∈ C3,1(R × [0, 1]) y que suppwRN ⊂ [−(N + 1), N +
1] × [0, 1]. Como u1(t)(x) = u2(t)(x) para (x, t) ∈ (b,∞) × {0, 1} y b < R entonces
wRN (x, 0) = wRN(x, 1) = 0 para todo x ∈ R. De este modo wRN satisface las hipo´tesis
del teorema 2.2, y por lo tanto existen constantes C > 0 y λ0 > 0, independientes de R y
N , tales que para todo λ > λ0∥∥eλx∂xwRN∥∥L∞x L2t (R×[0,1]) ≤ C ∥∥eλx(∂t + ∂3x)wRN∥∥L1xL2t (R×[0,1]) . (3.12)
As´ı, de (3.11) y (3.12), teniendo en cuenta que
∥∥eλxwRN (·x, 0)∥∥L2x = ∥∥eλxwRN(·x, 1)∥∥L2x = 0,
obtenemos para λ > λ0 que∥∥eλxwRN∥∥L2(R×[0,1]) + ∥∥eλx∂xwRN∥∥L∞x L2t (R×[0,1]) ≤ ∥∥eλx(∂t + ∂3x)wRN∥∥L2(R×[0,1])
+ C
∥∥eλx(∂t + ∂3x)wRN∥∥L1xL2t (R×[0,1]) . (3.13)
Como wRN ∈ C3,1(R× [0, 1]), es claro que:
∂t(wRN ) + ∂
3
xwRN = ∂t(φRNw) + ∂
3
x(φRNw)
= φRN∂tw + φRN∂
3
xw + 3φ
′
RN∂
2
xw + 3φ
′′
RN∂xw + φ
′′′
RNw
= φRN(∂tw + ∂
3
xw) + 3φ
′
RN∂
2
xw + 3φ
′′
RN∂xw + φ
′′′
RNw. (3.14)
Recordemos que si u1 y u2 son soluciones de la ecuacio´n KdV entonces su diferencia w
satisface la ecuacio´n
∂tw + ∂
3
xw = −u1∂xw − (∂xu2)w.
Entonces al reemplazar el te´rmino ∂tw+∂
3
xw por su equivalente segu´n la ecuacio´n anterior
y al restar y sumar el te´rmino u1φ
′
RNw en el lado derecho de la ecuacio´n (3.14) tenemos
que
∂t(wRN ) + ∂
3
xwRN = φRN(−u1∂xw − (∂xu2)w)− u1φ′RNw
+ u1φ
′
RNw + 3φ
′
RN∂
2
xw + 3φ
′′
RN∂xw + φ
′′′
RNw
= −u1∂xwRN − (∂xu2)wRN + FRN , (3.15)
donde FRN := u1φ
′
RNw + 3φ
′
RN∂
2
xw + 3φ
′′
RN∂xw + φ
′′′
RNw.
Luego de (3.13) y (3.15) se sigue que para todo λ > λ0:
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∥∥eλxwRN∥∥L2(R×[0,1]) + ∥∥eλx∂xwRN∥∥L∞x L2t (R×[0,1]) ≤ ∥∥eλxu1∂xwRN∥∥L2(R×[0,1]) (IRN)
+
∥∥eλx(∂xu2)wRN∥∥L2(R×[0,1]) (IIRN)
+
∥∥eλxFRN∥∥L2(R×[0,1])
+ C
∥∥eλxu1∂xwRN∥∥L1xL2t (R×[0,1]) (IIIRN)
+ C
∥∥eλx(∂xu2)wRN∥∥L1xL2t (R×[0,1]) (IVRN )
+ C
∥∥eλxFRN∥∥L1xL2t (R×[0,1]) . (3.16)
A continuacio´n realizamos estimaciones puntuales para u1 y ∂xu2, necesarias para acotar
y posteriormente absorber con el lado izquierdo de (3.16), los te´rminos (IRN ), (IIRN ),
(IIIRN ) y (IVRN ) del lado derecho de (3.16).
Como para cada t ∈ [0, 1], u1(t) ∈ H2 y (1 + x2)αu1(t) ∈ L2, entonces por el lema 3.1∥∥(1 + x2)α2 u1(t)∥∥H1(Rx) ≤ Cα(∥∥(1 + x2)αu1(t)∥∥L2(Rx) + ∥∥∂2xu1(t)∥∥L2(Rx)),
y usando la inmersio´n H1(R) →֒ L∞(R)∩C(R), se tiene entonces que para todo t ∈ [0, 1]
y todo x ∈ R
|(1 + x2)α2 u1(t)(x)| ≤ ||(1 + x2)α2 u1(t)||L∞(R)
≤ C ||(1 + x2)α2 u1(t)||H1(R)
≤ C Cα
(∥∥(1 + x2)αu1(t)∥∥L2(R) + ∥∥∂2xu1(t)∥∥L2(R))
≤ C Cα ‖u1‖C([0,1]; H2(R)∩L2((1+x2)2αdx)) ≡ K1,α.
Por lo tanto, para todo x ∈ R y todo t ∈ [0, 1]:
|u1(t)(x)| ≤ K1,α
(1 + x2)
α
2
. (3.17)
Con respecto a la estimacio´n puntual de ∂xu2, observemos inicialmente que para cada
t, (1 + x2)αu2(t) ∈ L2 y por la primera parte de la prueba del lema 3.1 se sigue que
(1+ x2)
α
2 ∂xu2(t) ∈ L2, y como ∂xu2(t) ∈ H2 obtenemos que ∂xu2(t) satisface las hipo´tesis
del lema 3.1 con α
2
en lugar de α. Luego∥∥(1 + x2)α4 ∂xu2(t)∥∥H1(Rx) ≤ Cα(∥∥(1 + x2)α2 ∂xu2(t)∥∥L2(Rx) + ∥∥∂3xu2(t)∥∥L2(Rx)),
y procediendo de manera ana´loga a como se hizo para obtener (3.17), podemos concluir
que existe una constante K2,α > 0 tal que para todo x ∈ R y todo t ∈ [0, 1]
|∂xu2(t)(x)| ≤ K2,α
(1 + x2)
α
4
. (3.18)
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Sea χA la funcio´n caracter´ıstica del intervalo A := [R,N + 1]. Teniendo presente la de-
sigualdad de Ho¨lder y las desigualdades (3.17) y (3.18), tenemos las siguientes estimaciones
IRN ≡
∥∥eλxu1∂xwRN∥∥L2(R×[0,1]) ≤ ‖χAu1‖L2xL∞t (R×[0,1]) ∥∥eλx∂xwRN∥∥L∞x L2t (R×[0,1])
=
(∫ N+1
R
(
sup
t∈[0,1]
|u1(t)(x)|
)2
dx
)1/2 ∥∥eλx∂xwRN∥∥L∞x L2t (R×[0,1])
≤
(∫ N+1
R
K21,α
(1 + x2)α
dx
)1/2 ∥∥eλx∂xwRN∥∥L∞x L2t (R×[0,1])
≤ K1,α
(∫ ∞
R
1
(1 + x2)α
dx
)1/2 ∥∥eλx∂xwRN∥∥L∞x L2t (R×[0,1]) ; (3.19)
IIIRN ≡ C
∥∥eλxu1∂xwRN∥∥L1xL2t (R×[0,1]) ≤ C ‖χAu1‖L1xL∞t (R×[0,1]) ∥∥eλx∂xwRN∥∥L∞x L2t (R×[0,1])
≤ CK1,α
(∫ ∞
R
1
(1 + x2)
α
2
dx
)∥∥eλx∂xwRN∥∥L∞x L2t (R×[0,1]) ;
(3.20)
IIRN ≡
∥∥eλx(∂xu2)wRN∥∥L2(R×[0,1]) ≤ ‖χA∂xu2‖L∞x L∞t (R×[0,1]) ∥∥eλxwRN∥∥L2xL2t (R×[0,1])
= sup
x∈A
sup
t∈[0,1]
|∂xu2(t)(x)|
∥∥eλxwRN∥∥L2xL2t (R×[0,1])
≤ sup
x∈A
K2,α
(1 + x2)
α
4
∥∥eλxwRN∥∥L2xL2t (R×[0,1])
≤ K2,α
(1 +R2)
α
4
∥∥eλxwRN∥∥L2xL2t (R×[0,1]) ; (3.21)
IVRN ≡ C
∥∥eλx(∂xu2)wRN∥∥L1xL2t (R×[0,1]) ≤ C ‖χA∂xu2‖L2xL∞t (R×[0,1]) ∥∥eλxwRN∥∥L2xL2t (R×[0,1])
≤ CK2,α
(∫ ∞
R
1
(1 + x2)
α
2
dx
)1/2 ∥∥eλxwRN∥∥L2xL2t (R×[0,1]) .
(3.22)
Notemos que como α > 1, las integrales en (3.19), (3.20), (3.22) son finitas y tienden a
cero cuando R → ∞. Por lo tanto para R fijo suficientemente grande, podemos concluir
de las desigualdades (3.19), (3.20), (3.21) y (3.22) que
IRN ≡
∥∥eλxu1∂xwRN∥∥L2(R×[0,1]) ≤ 14 ∥∥eλx∂xwRN∥∥L∞x L2t (R×[0,1])
IIIRN ≡ C
∥∥eλxu1∂xwRN∥∥L1xL2t (R×[0,1]) ≤ 14 ∥∥eλx∂xwRN∥∥L∞x L2t (R×[0,1])
IIRN ≡
∥∥eλx(∂xu2)wRN∥∥L2(R×[0,1]) ≤ 14 ∥∥eλxwRN∥∥L2xL2t (R×[0,1])
IVRN ≡ C
∥∥eλx(∂xu2)wRN∥∥L1xL2t (R×[0,1]) ≤ 14 ∥∥eλxwRN∥∥L2xL2t (R×[0,1]) .

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Como el supp φRN es compacto, es claro que∥∥eλx∂xwRN∥∥L∞x L2t (R×[0,1]) <∞ y ∥∥eλxwRN∥∥L2xL2t (R×[0,1]) <∞,
y as´ı, para R suficientemente grande, los te´rminos IRN , IIRN , IIIRN y IVRN del lado
derecho de (3.16) pueden ser absorbidos por los te´rminos del lado izquierdo, de manera
que tiene lugar la estimacio´n∥∥eλxwRN∥∥L2(R×[0,1]) + ∥∥eλx∂xwRN∥∥L∞x L2t (R×[0,1])
≤ 2 ∥∥eλxFRN∥∥L2(R×[0,1]) + 2C ∥∥eλxFRN∥∥L1xL2t (R×[0,1]) ∀λ > λ0.
En consecuencia, para R suficientemente grande,∥∥eλxwRN∥∥L2(R×[0,1]) ≤ 2 ∥∥eλxFRN∥∥L2(R×[0,1]) + 2C ∥∥eλxFRN∥∥L1xL2t (R×[0,1]) ∀λ > λ0, (3.23)
donde la constante C es independiente de R, N y de λ > λ0.
Ahora estimemos los te´rminos del lado derecho de (3.23).
Recordemos que FRN = u1φ
′
RNw + 3φ
′
RN∂
2
xw + 3φ
′′
RN∂xw + φ
′′′
RNw.
Notemos que si N −→ ∞, entonces φRN converge puntualmente a φR donde φR es la
funcio´n de clase C∞ que coincide con φRN en (−∞, R + 1) y que es ide´nticamente 1 en
[R + 1,∞).
1
φR
R R + 1
x
Sean FR := u1φ
′
Rw + 3φ
′
R∂
2
xw + 3φ
′′
R∂xw + φ
′′′
Rw y
k1 := ma´x
x∈[R,R+1]
|φ′R(x)|, k2 := ma´x
x∈[R,R+1]
|φ′′R(x)|, k3 := ma´x
x∈[R,R+1]
|φ′′′R(x)|.
Entonces,∥∥eλxu1φ′Rw∥∥L2(R×[0,1]) = (∫ R+1
R
∫ 1
0
e2λx(u1(t)(x)φ
′
R(x)w(x, t))
2 dtdx
)1/2
≤ Ceλ(R+1)k1 ‖u1‖C([0,1];H1(R)) ‖w‖C([0,1];L2(R))
(∫ R+1
R
∫ 1
0
dtdx
)1/2
≤ Ceλ(R+1)k1 ‖u1‖C([0,1];H1(R)) ‖w‖C([0,1];L2(R)) , (3.24)
∥∥eλx3φ′R∂2xw∥∥L2(R×[0,1]) = 3(∫ R+1
R
∫ 1
0
e2λx(φ′R(x)∂
2
xw(x, t))
2 dtdx
)1/2
≤ 3Ceλ(R+1)k1
∥∥∂2xw∥∥C([0,1];L2(R)) (∫ R+1
R
∫ 1
0
dtdx
)1/2
≤ 3Ceλ(R+1)k1
∥∥∂2xw∥∥C([0,1];L2(R)) , (3.25)
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∥∥eλx3φ′′RN∂xw∥∥L2(R×[0,1]) = 3(∫ R+1
R
∫ 1
0
e2λx(φ′′R(x)∂xw(x, t))
2 dtdx
)1/2
≤ 3Ceλ(R+1)k2 ‖∂xw‖C([0,1];L2(R))
(∫ R+1
R
∫ 1
0
dtdx
)1/2
≤ 3Ceλ(R+1)k2 ‖∂xw‖C([0,1];L2(R)) , (3.26)
∥∥eλxφ′′′Rw∥∥L2(R×[0,1]) = (∫ R+1
R
∫ 1
0
e2λx(φ′′′R(x)w(x, t))
2 dtdx
)1/2
≤ Ceλ(R+1)k3 ‖w‖C([0,1];L2(R))
(∫ R+1
R
∫ 1
0
dtdx
)1/2
≤ Ceλ(R+1)k3 ‖w‖C([0,1];L2(R)) . (3.27)
De la definicio´n de FR y de las desigualdades (3.24) a (3.27) se concluye que existe una
constante K > 0 tal que para todo R > b,∥∥eλxFR∥∥L2(R×[0,1]) ≤ Keλ(R+1) ∀λ > 0. (3.28)
De manera similar puede probarse que existe K > 0 tal que para todo R > b,∥∥eλxFR∥∥L1xL2t (R×[0,1]) ≤ Keλ(R+1) ∀λ > 0. (3.29)
De otra parte, observemos que para (x, t) ∈ [R,∞)× [0, 1] y λ > 0
e2λx |FRN(x, t)|2 N→∞−−−−−→ e2λx |FR(x, t)|2 . (3.30)
Adema´s, de (3.10) se sigue que para todo N y todo (x, t) ∈ [R,∞)× [0, 1] :
e2λx |FRN (x, t)|2
= e2λx
∣∣∣u1(t)(x)φ′RN (x)w(x, t) + 3φ′RN(x)∂2xw(x, t) + 3φ′′RN(x)∂xw(x, t) + φ′′′RN(x)w(x, t)∣∣∣2
≤ e2λxC2
(
|u1(t)(x)| |w(x, t)|+ 3|∂2xw(x, t)|+ 3|∂xw(x, t)|+ |w(x, t)|
)2
≤ C˜e2λx
(
‖u1‖C([0,1];H1(R)) |w(x, t)|+ 3|∂2xw(x, t)|+ 3|∂xw(x, t)|+ |w(x, t)|
)2
. (3.31)
Como w = u1 − u2, donde u1 y u2 son soluciones de la KdV que satisfacen las hipo´tesis
del teorema 1.1 del cap´ıtulo 1 y w(x, 0) = 0 para todo x > b, y por lo tanto para todo
β > 0 y j ∈ {0, 1, 2, 3} eβx∂jxw(0) ∈ L2(R), entonces el teorema 1.1 nos permite concluir
que el lado derecho de (3.31) es integrable en [R,∞)× [0, 1]. Por lo tanto, de (3.28), (3.30),
(3.31) y del teorema de la convergencia dominada se sigue que∥∥eλxFRN∥∥L2(R×[0,1]) N→∞−−−−−→ ∥∥eλxFR∥∥L2(R×[0,1]) ≤ Keλ(R+1). (3.32)
Similarmente, puede verse que∥∥eλxFRN∥∥L1xL2t (R×[0,1]) N→∞−−−−−→ ∥∥eλxFR∥∥L1xL2t (R×[0,1]) ≤ Keλ(R+1). (3.33)
30
El teorema de la convergencia mono´tona aplicado al lado izquierdo de (3.23), junto con
(3.32) y (3.33), implica que para todo λ > λ0 y R suficientemente grande∥∥eλxφRw∥∥L2(R×[0,1]) ≤ 2 ∥∥eλxFR∥∥L2(R×[0,1]) + 2C ∥∥eλxFR∥∥L1xL2t (R×[0,1])
≤ 2Keλ(R+1) + 2CKeλ(R+1)
= 2K(1 + C)eλ(R+1), (3.34)
donde la constante 2K(1 + C), es independiente de λ y R.
Pero,
∥∥eλxφRw∥∥L2(R×[0,1]) = (∫ ∞
R
∫ 1
0
e2λx(φR(x)w(x, t))
2 dtdx
)1/2
≥
(∫ ∞
R+2
∫ 1
0
e2λx(φR(x)w(x, t))
2 dtdx
)1/2
≥ eλ(R+2)
(∫ ∞
R+2
∫ 1
0
(w(x, t))2 dtdx
)1/2
. (3.35)
Luego de (3.34) y (3.35)
eλ(R+2)
(∫ ∞
R+2
∫ 1
0
(w(x, t))2 dtdx
)1/2
≤ 2K(1 + C)eλ(R+1),
de donde (∫ ∞
R+2
∫ 1
0
(w(x, t))2 dtdx
)1/2
≤ 2K(1 + C)e−λ, ∀λ > λ0.
Por lo tanto si λ −→ ∞ concluimos que para R suficientemente grande w(x, t) = 0 si
(x, t) ∈ [R + 2,∞)× [0, 1]. Finalmente como
∂tw + ∂
3
xw + u1∂xw + (∂xu2)w = 0,
donde u1 y ∂xu2 pertenecen a L
∞
(
(0, 1);L2(R)
)
, entonces por el teorema 3.1 concluimos
que w(x, t) = 0 para (x, t) ∈ R× [0, 1], es decir u1 ≡ u2, lo cual prueba el teorema 3.2.
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