The theory of self-adjoint extensions of symmetric operators is used to construct self-adjoint realizations of a second-order elliptic differential operator on R n with linear boundary conditions on (a relatively open part of) a compact hypersurface. Our approach allows to obtain Kreȋn-like resolvent formulae where the reference operator coincides with the "free" operator with domain H 2 (R n ); this provides an useful tool for the scattering problem from a hypersurface. Concrete examples of this construction are developed in connection with the standard boundary conditions, Dirichlet, Neumann, Robin, δ and δ ′ -type, assigned either on a (n − 1) dimensional compact boundary Γ = ∂Ω or on a relatively open part Σ ⊂ Γ. Schatten-von Neumann estimates for the difference of the powers of resolvents of the free and the perturbed operators are also proven; these give existence and completeness of the wave operators of the associated scattering systems.
Introduction.
This work is concerned with the self-adjoint realizations of symmetric, second-order elliptic operators
Au(x) = 1≤i, j≤n ∂ x i (a i j (x)∂ x j u(x)) − V(x)u(x) , x ≡ (x 1 , . . . , x n ) ∈ R n , (1.1) with boundary conditions on (relatively open parts of) hypersurfaces which are boundaries Γ of bounded open sets Ω ⊂ R n . We assume Ω to be of class C 1, 1 ; that suffices in case the boundary conditions are globally imposed on Γ whereas, in the case of boundary conditions on Σ ⊂ Γ, we require more regularity on Γ, even if it suffices to assume Σ to be of class C 1,0 , i.e Σ has a Lipschitz boundary. By [37] , [13] , we expect that our results can be extended to the case in which also Γ is merely Lipschitz. As regards the conditions on the coefficients a i j and V, for simplicity we assume that they are both in C ∞ b (R n ), the standard regularity hypotheses allowing to use the classical results on mapping properties of surface potentials (as given, for example, in [57, Chapter 6] ). However our regularity assumptions could possibly be relaxed. For example, in the case a i j = δ i j , it should suffice to work with any (−∆)-bounded potential V; moreover, by following the results concerning the surface potentials provided in [1] and references therein, we expect that our analysis could also be adapted to the case where the a i j 's are bounded and Lipschitz and V is bounded.
When defined on the domain dom(A) = H 2 (R n ), the operator A is self-adjoint and bounded from above. We then consider the same differential operator A but now acting on a domain characterized by linear boundary conditions on Γ or on a relatively open part Σ ⊂ Γ. Using the abstract theory of self-adjoint extensions of symmetric operators developed in [60] - [63] , we construct these models as singular perturbations of the "free operator" with domain H 2 (R n ). This allows us to describe all possible linear boundary conditions within an unified framework where the corresponding self-adjoint operators A Π,Θ are parametrized through couples (Π, Θ), where Π is an orthogonal projector on the Hilbert trace space H is of trace class (for sufficiently large k) and the Birman-Kato criterion allows to consider {A, A Π,Θ } as a scattering system provided with the corresponding wave operators. Singular perturbations supported on manifolds of lower dimension have been the object of a large number of investigations (see for instance [2] - [5] , [8] - [12] , [14] - [16] , [21] - [33] , [35] , [36] , [42] , [51] - [54] , [59] , [60] and references therein). These have mainly concerned the case of δ-perturbed Schrödinger operators and are generally motivated by the quantum dynamical modelling, as the case of leaky quantum graphs, or the quantum interaction with charged surfaces.
Covering a wider class of models, the analysis developed in our work have been inspired by the scattering problem from a compact hypersurface with abstract boundary conditions. When these conditions are encoded by the extension A Π,Θ , the scattered field u sc corresponding to an incident wave u in is expected to be related to a limit absorption principle for −A Π,Θ + z −1 . In particular, the result obtained in the simpler case of point scatterers (see [47] ) suggests the relation
where the limit is to be understood in an appropriate operator topology. This, using the Kreȋn resolvent identity for (−A Π,Θ + z) −1 − (−A + z) −1 , would lead to an explicit characterization of the scattered field in terms of a factorized formula depending on the incident wave. Different applications of this type of formulas can be foreseen. In the most standard cases (Dirichlet, Neumann and impedance boundary conditions on Γ or Σ ⊂ Γ), they have been exploited in the analysis of the corresponding inverse scattering problem for surfaces reconstruction (see [50] for an introduction to the factorization method). In this connection, our result could provide an unified method to derive factorized formulas for the scattered field for a large class of scattering problems with rather general linear boundary conditions. The first part of this work is devoted to the construction of self-adjoint elliptic operators with abstract boundary conditions on Γ. In Section 2 we briefly recall the main results of the extension theory of symmetric operators according to [60] - [63] , while, in Section 3 the mapping properties of the trace operators and of the single and double layer operators, related to the surface Γ and to the operator A, are reviewed. In the Section 4, we introduce our model through the symmetric operator S given by the restriction of A :
, to the dense linear set {u ∈ H 2 (R n ) : u|Γ = ∂ a u|Γ = 0}, being ∂ a the co-normal derivative on Γ. The construction of the self-adjoint extensions of S , parametrized through couples (Π, Θ) on the trace space H 3 2 (Γ) ⊕ H 1 2 (Γ), is then given in Theorem 4.4 and Corollary 4.9, where a Kreȋn-like resolvent formula is also provided. The Schatten-von Neumann type estimates for the difference of the powers of resolvents, together with the spectral properties of these extensions and the existence and completeness of the wave operators are then given in Theorems 4.11, 4.12 and Corollary 4.13.
The second part of the work is devoted to applications. In Section 5 we construct the standard models, i.e. Dirichlet, Neumann, impedance (or Robin), δ and δ ′ -type boundary conditions on Γ, in terms of extensions of S . The main issue concerns the determination of the parameters (Π, Θ) corresponding to the required constraints. In the case of global conditions on Γ, this task is simplified by the nature of Π, which, in the above mentioned cases, identifies with the projection onto the H 3 2 (Γ) component for the Dirichlet case, with the projection onto the H 1 2 (Γ) component for the Neumann case and with Π = 1 in the Robin case; then, the determination of Θ for the corresponding boundary conditions easily follows (almost) from algebraic arguments. The case of Dirichlet, Neumann, impedance, δ and δ ′ -type conditions assigned only on a relatively open subset Σ ⊂ Γ is more complex and requires further work: in particular the analysis of self-adjoint operators related to compressions of sesquilinear forms on the subspaces H 3 2 (Σ) and H 1 2 (Σ). This point is developed in Section 6 and in the Appendix. At least to our knowledge, the Kreȋn formulae we provide in the case of boundary conditions on not closed hypersurfaces Σ ⊂ Γ do not appear in the past literature.
Our aim is to provide all self-adjoint extensions of S ; here we use the approach developed in [60] - [63] to which we refer for proofs and for the connections with other well known approaches to this problem (von Neumann's theory and boundary triples theory) .
For notational convenience we do not identify h with its dual h ′ and we denote by J : h → h ′ the duality mapping (a bijective isometry) given by the canonical isomorphism from h onto h ′ , i.e. J(ϕ) is the differential of the function ϕ → (see e.g. [6, Section 3.1]); h ′ inherits a Hilbert space structure by the scalar product φ 1 , φ 2 h ′ := J −1 φ 1 , J −1 φ 2 h , so that J becomes an unitary map, and we denote by ·, · h ′ h the h ′ -h duality
this is related to the (Hilbert) adjoint
In the case Ξ : dom(Ξ) ⊆ h ′ → h, the dual operator is defined in a similar way:
The latter definition shows that Ξ = Ξ ′ if and only ifΞ := ΞJ :
by a slight abuse of terminology we say that Ξ is self-adjoint (resp. symmetric) whenever Ξ = Ξ ′ (resp. Ξ ⊂ Ξ ′ ). For any z ∈ ρ(A) we define R z ∈ B(H , dom(A)) and G z ∈ B(h ′ , H ) by Then we pose
Given an orthogonal projection Π : h → h, the dual map
and J is unitary) and, by [6, Proposition 3.
As in the case ran(Π) = h we say that Ξ is symmetric whenever Ξ ⊂ Ξ ′ and that is self-adjoint whenever Ξ = Ξ ′ ; one has that Ξ = Ξ ′ (resp. Ξ ⊆ Ξ ′ ) if and only ifΞ =Ξ * (resp.Ξ ⊆Ξ * ), whereΞ :
is a self-adjoint operator and
, and the resolvent of the self-adjoint extension A Π,Θ is given by the Kreȋn's type formula
Proof. Let us poseΘ := ΘJ : 
is a z-independent self-adjoint extension of A| ker(τ); moreover its resolvent is given by (2.7). Let us now show thatÂ Π,Θ = A Π,Θ . At first we pose
By (2.2), one obtains G z (φ w − φ z ) = 0. Since G z is injective (it is the adjoint of a surjective map), this gives φ z = φ w , i.e. the definition of φ z is z-independent. Thus, posing u • := u z + (G z − G)φ, one has u = u • + Gφ, with u • ∈ dom(A) and
Then, by (2.5),
Finally, by [63, Corollary 3.2] (also see [61, Theorem 4.3] ), any self-adjoint extension of A| ker(τ) is of the kind A Π,Θ for some couple (Π, Θ).
Remark 2.2.
Let us notice that the operators denoted by G z and Γ z in [62] and [63] here correspond toG z andM z respectively.
Let us remark that we have not used neither the adjoint S * nor the defect space ker(S * − z). However these can be readily obtained: 4
Preliminaries: Sobolev spaces and boundary-layer operators

Sobolev spaces.
Let Ω be a non-empty open subset of R n ; H k (Ω), k ∈ N, denotes the usual Sobolev-Hilbert spaces
denotes the distributional partial derivatives of order |α|. In the case Ω = R n , the scale of Sobolev-Hilbert spaces [38, Section 7] ). Denoting by 0 = λ 0 < λ 1 ≤ · · · ≤ λ k ≤ λ k+1 ≤ . . . , the increasing sequence of the eigenvalues of the self-adjoint operator
the corresponding normalized eigenfunctions, one has
Thus, given r < s < t, for any ǫ > 0 there exists c ǫ > 0, c ǫ ↑ ∞ as ǫ ↓ 0, such that In the sequel, we shall also use some closed subspaces of 
By the continuos (with dense range) embeddings
One has the identifications 
where
denotes the distance to the boundary ∂Σ and D denotes the covariant derivative. In particular, since H
where σ Γ denotes the surface measure and hereφ denotes the extension by zero. We shall also need the Hilbert orthogonal 
is an unitary isomorphism. Therefore we can regard H s (Σ) as a closed subspace of H s (Γ). Using the decomposition φ
Sobolev Multipliers
Let us now introduce the following notation: we write ψ ∈ M s (Γ), s ≥ 0, whenever ψ is a multiplier in H s (Γ), i.e.
The equality holds, by the closed graph theorem, since the map φ → ψφ is closed and everywhere defined. Notice that
By the same kind of proofs which hold in the flat case (see [56, Proposition 3.5.1, Corollary 3.5.7]) one has
We recall some relatively simple sufficient conditions in order that a given function belongs to M s (Γ). By [57, Theorem 3.20] , 
Here {(U i , f i )} i∈I is an admissible atlas of Γ and {ϕ i } i∈I is a subordinate partition of unity. Notice that, for any s
In the case Γ is a smooth manifold, by [19, Theorem 24 ] one gets
, which holds whenever s < 1 2 (n − 1), and by [19, Theorem 27] , one gets
Trace maps.
For a bounded open domain Ω of class C k,1 , we pose
while ν denotes the outward normal vector on Γ. The one-sided, zero-order, trace operators γ ± 0 act on a smooth function u ∈ C ∞ Ω ± as γ ± 0 u = u|Γ, where ϕ|Γ is the restriction to Γ. These maps uniquely extend to bounded linear operators (see e.g. [57, Theorem 3.37])
we define one-sided, first-order, trace operators
by the zero-order trace of the co-normal derivative:
Using the maps γ ± 0 and γ ± 1 we define the two-sided, bounded, trace operators
by [1, Theorem 3.5.1], one has
More generally, given a relatively open subset Σ ⊂ Γ, one has
and
In the following we use the notations
Boundary-layer operators.
In what follows A denotes the 2nd order, symmetric, elliptic partial differential operator
where we suppose
Moreover the sesquilinear form
where V neg denotes the negative part of V; therefore F is closed and semibounded . By (7.1), the corresponding self-adjoint operator is then given by the restriction of A to the domain D A ,
and so
By (3.17) and by elliptic regularity, see e.g. [40, Theorem 6.22] 
) is a bijection; thus, by the inverse mapping theorem, one has
Given the bounded open set Ω ⊂ R n of class C k,1 , k ≥ 0, the single and double-layer operators
related to A and Γ are defined by
Let g z (x, y) be the integral kernel of the resolvent (−A + z) −1 ; it is a smooth function for x y (see e.g. [57, Lemma 6.3] ). Therefore (3.19) and (3.20) give, if x Γ and φ, ϕ ∈ L 2 (Γ),
where σ Γ denotes the surface measure. We need the following mapping properties:
Proof. By (3.17), (3.19) and by
By [57, Lemma 4.3] and [57, Theorem 3.30] one has
Thus, by (3.17) and (3.20) 
Since g z (x, y) is a smooth function for x y, one has SL z φ , DL z ϕ ∈ C ∞ (R n \Γ) and (see [57, eqs. (6.18 ) and (6.19)])
Therefore, setting SL
In the case Ω is of class C 
(here dom(A ± max ) has the graph norm), which in turn provide us with the bounded mapŝ
These maps, together with [57, Theorem 7.2], give, whenever Ω is of class C k,1 , k ≥ 1, and for any |s| ≤ k, the bounded operatorsγ
Moreover the single and double layer operators satisfy the jump relations
By the first relation in (3.28) one getsγ 
Moreover these operators are coercive:
Then there exist c 0 > 0 and c 1 > 0 such that
Proof. In the case A = ∆ and λ = 1, the proof is given in [50, Lemma 1.14 (c)] as regardsγ 0 SL λ and in [50, Theorem 1.26 (e)] as regardsγ 1 DL λ . Here we provide an alternative proof which adapts to our hypotheses.
moreover for such a u ± and for any v ± ∈ H 1 (Ω ± ) the "half" Green's formula holds (see [57, Theorem 4.4] ): 
By [γ 1 ]SL λ φ = −φ, by (3.31) and by the continuous embedding
and so (3.29) follows by posing c 0 = κ • (c (1 + λ 2 )) −1 . The proof of (3.30) proceeds along the same lines by inserting u ± = v ± = DL ± λ ϕ in the Green's formula above: in this case one obtains
and so (3.29) follows by posing
We conclude this section providing results about the mapping properties ofγ 0 SL λ andγ 1 DL λ .
Proof. By (3.26) and (3.27) we only need to prove the ⇒ implications. By [57, Theorem 7.17] , both the mapsγ 0 SL λ andγ 1 DL λ are Fredholm with index zero and s-independent kernel. By (3.29) and (3.30) such maps are injective and therefore bijective. Thus, by (3.26), (3.27) and by the inverse mapping theorem, (γ 0 SL λ )
Self-adjoint realizations of singular perturbations supported on hypersurfaces.
. Given Ω open, bounded and of class C 1,1 , posing
one has Lemma 4.1. The map τ is bounded, surjective and
, τ is bounded since both γ 
12
By the definition of the map τ we have that
Thus we have the well-defined bounded (w.r.t. the graph norm in dom(S * )) mapŝ
By Lemma 4.1 we can apply the results of Section 2 to A and so find all self-adjoint extensions of the closed symmetric
To this end we need to determine the operator G z and M z (see definitions (2.1) and (2.6)). By (3.19) and (3.20) this is immediate:
.
Next lemma provides a representation of
and of its domain. Before giving the precise statement we need some
Notice that if Ω is of class C 1,1 then ν is Lipschitz continuous and so the product f ν is a well-defined vector in H −r (Γ), r = min{1, s}.
Proof. By (4.1), Lemma 2.3 and (4.2) one has
, the proof of the first statement follows by using the jump relations (3.28). As regards the second statement, in the case A = ∆ the proof has been given in [21, Theorem 3.1] (be aware that there the jumps of the trace maps have been defined with opposite signs). The proof in the more general case discussed here proceeds along the same lines and is left to the reader. 13
Hence, by elliptic regularity (see e.g. [57, Theorem 6.4 
⊕ Λ −1 ), and
denotes a self-adjoint operator. By Theorem 2.1 and Lemma 4.2, one readily obtains all self-adjoint extension of S : 
is not void; in particular C\R ⊆ Z Π,Θ ⊆ ρ(A Π,Θ ) and for any z ∈ Z Π,Θ the resolvent of A Π,Θ is given by 
Then, by (4.5) and the mapping properties of single and double layer operators (see [57, Corollary 6 .14]),
The relation (4.6) suggests that such a kind of regularity could hold on a larger set whenever supp(φ) ∪ supp(ϕ) ⊆ Σ, Σ ⊂ Γ. However, as the next result shows, one has to exclude a neighborhood of the interface ∂Σ:
14 
is well defined and, by the definition of dom(A Π,Θ ) given in Theorem 4.4,
The proof is then concluded by the identity
Let us recall some definitions: 
. Thus, by (4.7), the resolvent difference (−A Π,Θ + z)
) and so σ ess (A Π,Θ ) = σ ess (A) by Weyl's theorem on the preservation of the essential spectrum under compact resolvent perturbations (see e.g. [65, Theorem 8.12] ).
The next result applies to all the self-adjoint extensions given in Corollary 4.9 (and so to all the operators considered in Section 5). In the proof we follow the same arguments as in [55] and [12] .
then for any integer k ≥ 1 and for any z ∈ ρ(A) ∩ ρ(A Π,Θ ) one has
By duality, that also gives 
and so, by (4.10),
The proof is then concluded by [12, Lemma 2.3].
Next we provide a version of Theorem 4.11 which applies to the case where the self-adjoint operator Θ is defined through the associated sesquilinear form. In particular the next results apply to all the operators considered in Section 6.
Theorem 4.12. Suppose that Γ is smooth. Letf be the sesquilinear form associated to the self-adjoint operator in ran(
Proof. According to our assumptions,
Therefore hypothesis (4.8) holds and so, by Lemma 4.10,
Thus there exists λ ∈ ρ(A)∩ρ(A Π,Θ )∩R and so, by (4.7), the operatorΘ+ΠM λ Π is self-adjoint and has a bounded inverse (Θ+ΠM λ Π)
be the polar decomposition ofΘ + ΠM λ Π (see e.g. [49, Section 7, Chapter VI]). SinceΘ + ΠM λ Π is self-adjoint and injective, U is self-adjoint and unitary. Then
Since |Θ + ΠM λ Π| 
and so, by (4.7), (−A Π,Θ + λ)
2 ) and so
Therefore, by [11, Lemma 4.7] , one gets
Then, by (4.10), 
12)
for some δ > 1, as x → +∞. Let A • be the differential operator with constant coefficients 
Applications: boundary conditions on Γ.
Using the scheme provided by Theorem 4.4 and Corollary 4.9, we next give the construction of some standard models of elliptic operators with boundary conditions on Γ, the boundary of a bounded domain Ω of class C 1,1 . 
Dirichlet boundary conditions. Let us consider the self-adjoint extension
:= A|dom(A D ± ), dom(A D ± ) = {u ± ∈ H 2 (Ω ± ) : γ ± 0 u ± = 0}. Since dom(A D − ) ⊕ dom(A D + ) ={u = u − ⊕ u + ∈ H 2 (Ω − ) ⊕ H 2 (Ω + ) : [γ 0 ]u = 0 , γ 0 u = 0} ={u ∈ H 1 (R n ) ∩ H 2 (R n \Γ) : γ 0 u = 0} ,Θ D = γ 0 SL : H 1 2 (Γ) ⊆ H − 3 2 (Γ) → H 3 2 (Γ) . (5.1) Thus (A D − ⊕ A D + )u = Au − [γ 1 ]u δ Γ and, for any z ∈ ρ(A) ∩ ρ(A D − ) ∩ ρ(A D + ), (−(A D − ⊕ A D + ) + z) −1 =(−A + z) −1 − SL z (γ 0 SL z ) −1 γ 0 (−A + z) −1 . (5.2) Let z ∈ ρ(A) ∩ ρ(A D − ) ∩ ρ(A D + ), so that, by (5.2), (γ 0 SL z ) −1 ∈ B(H 3 2 (Γ), H 1 2 (Γ)). Given ϕ ∈ H       (A max ± − z)K ± z ψ = 0 γ ± 0 K ± z ψ = ψ . (5.3) To K ± z one associates the Dirichlet-to-Neumann operator P ± z ∈ B(H s (Γ), H s−1 (Γ)), s ≥ − 1 2 , defined by P ± z :=γ ± 1 K ± z . Thus, since [γ 1 ]SL z φ = −φ, one has ∀z ∈ ρ(A) ∩ ρ(A D − ) ∩ ρ(A D + ) , (γ 0 SL z ) −1 = P − z − P + z . (5.4) Therefore, by (5.2), (−(A D − ⊕ A D + ) + z) −1 = (−A + z) −1 − SL z (P − z − P + z )γ 0 (−A + z) −1 .
Neumann boundary conditions.
Let us consider the self-adjoint extension A N corresponding to Neumann boundary conditions on the whole Γ; it is given by the direct sum A N 
Therefore, by (5.6),
Robin boundary conditions.
Let us consider the linear operator A R corresponding to Robin boundary conditions on the whole Γ; it is given by the direct sum
We suppose that b ± ∈ M 
provided that the operator
is self-adjoint. This follows by the next lemma:
is self-adjoint.
Proof. Θ R is a well-defined linear operator by (3.26) and (3.27) . By (5.10) and (5.8), setting 
According to Lemma 5.1, the Corollary 4.9 applies and we get
where G z is defined in (4.2). Let us notice that the case in which one has the same Robin boundary conditions on both sides of Γ corresponds to the choice b + = b = −b − . Thus in this case one has
δ-interactions.
Let Π(φ ⊕ ϕ) = Π 1 (φ ⊕ ϕ) := φ ⊕ 0 and Θ(φ ⊕ ϕ) = (−Θ α,D )φ ⊕ 0, where Θ α,D := 1/α + Θ D = 1/α + γ 0 SL is the compression to ran(Π 1 ) of Θ R (here we consider the case b + = −b − = α/2). This gives the boundary condition αγ 0 u = [γ 1 ]u and so one obtains the self-adjoint extensions usually called "δ-interactions on Γ " (see [12] , [15] and references therein). In order to apply Corollary 4.9 we need the following 
and so the self-adjoint operator γ 0 SL : Therefore, by Corollary 4.9 one gets the self-adjoint extension
By (4.9) and (5.4), its resolvent is given by
, where Θ β,N := −1/β + Θ N = −1/β + γ 1 DL is the compression to ran(Π 2 ) of Θ R (here we consider the case b + = −b − = 2/β). This gives the boundary condition βγ 1 u = [γ 0 ]u and so one obtains the self-adjoint extensions usually called "δ ′ -interactions on Γ " (see [12] and references therein). In order to apply Corollary 4.9 we need the following
Proof. By (3.30), one has (γ 1 DL)
. Thus, by (3.2) and (3.27), one gets, for any ǫ > 0,
and so the operator (1/β) : Therefore, by Corollary 4.9 one gets the self-adjoint extension
By (4.9) and (5.7), its resolvent is given by
Applications: boundary conditions on Σ ⊂ Γ.
Using the scheme provided by Theorem 4.4, we next give the construction of some models of elliptic operators with boundary conditions on a relatively open part Σ ⊂ Γ of class C 0,1 . In such cases we need more regularity hypotheses on Ω (with respect to the ones used in the previous section); these are needed in the proofs, in order that Sobolev spaces of appropriate order can be properly defined.
Dirichlet boundary conditions.
Given Σ ⊂ Γ relatively open of class C 0,1 , we denote by Π Σ the orthogonal projector in the Hilbert space H
is the dual projection. In the following, we also use the identifications H 
Proof. Let f D be the densely defined sesquilinear form in the Hilbert space H 3 2 (Γ)
and so f D is strictly positive and closed. Since, for any φ 1 ∈ H 7/2 (Γ) and for any φ 2 ∈ H 5/2 (Γ),
, f D is the sesquilinear form associated with the self-adjoint operator in H 3 2 (Γ) defined bỹ
, and we can use Lemma 7.1 to determine the positive self-adjoint operatorΘ D,Σ in ran(Π Σ ) associated to the restriction of f D to ran(Π Σ ). Then
is self-adjoint, where the map U Σ (Π Σ φ) = φ|Σ provides the unitary isomorphism H 
is self-adjoint and its resolvent is given by
where R Σ is the restriction operator R Σ φ = φ|Σ and Π ′ Σ acts there as the inclusion map Π
Proof. By Theorem 6.1 and Theorem 4.4, taking Π(φ⊕ϕ) = Π Σ φ⊕0 and Θ(φ⊕ϕ) = (−U
−1 is consequence of (4.7), since 
≤ s < 0, and so, by Remark 4.7 and (3.11),
Neumann boundary conditions.
Given Σ ⊂ Γ relatively open of class C 0,1 , here we denote by Π Σ the orthogonal projector in the Hilbert space H 
Proof. Let f N be the densely defined sesquilinear form in the Hilbert space H 1 2 (Γ)
and so f N is strictly negative and closed. Since, for any ϕ 1 ∈ H 5/2 (Γ) and for any φ 2 ∈ H 3 2 (Γ),
f N is the sesquilinear form associated with the self-adjoint operator
is dense in Λ −1 H 
Therefore, by Lemma 5.1,Θ N,Σ is self-adjoint on the domain
where R Σ is the restriction operator R Σ ϕ = ϕ|Σ and Π 
The formula giving (−A N,Σ + z) −1 is consequence of (4.7), since 
is the dual projection. In the following, we also use the identifications H 3 2
it can be identified with the restriction map R 
Proof. LetΘ R be the self-adjoint operator in H 
, the operator inequality (6.3) holds true by taking λ R sufficiently large. Let f R be the densely defined, semibounded, closed sesquilinear form associated withΘ R , i.e.
, we can use Lemma 7.1 to determine the semibounded self-adjoint operatorΘ R,Σ in ran(Π ⊕ Σ ) associated to the restriction of f R to ran(Π ⊕ Σ ). Then
To conclude the proof we need to determine the operatorΘ R := (Θ R )˘and the subspace
(we refer to the Appendix for the notations). Let H R be the Hilbert space given by dom(
Therefore, by Lemma 7.1,Θ R,Σ is self-adjoint on the domain 
Proof. By Theorem 6.1 and Theorem 4.4, taking Π = Π 
