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Abstract
Schur’s inequality states that for x, y, z, t ≥ 0, xt(x− y)(x− z) + yt(y− z)(y− x)+
zt(z − x)(z − y) ≥ 0. In this short note we study a generalization of this inequality to
more terms, more general functions of the variables and algebraic structures such as
Hermitian matrices.
1 Introduction
Schur’s inequality [2] states that for x, y, z, t ≥ 0
xt(x− y)(x− z) + yt(y − z)(y − x) + zt(z − x)(z − y) ≥ 0 (1)
Because of the symmetry of Eq. (1), we can assume without loss of generality that
x ≥ y ≥ z ≥ 0. In Ref. [3] this is generalized to the following:
Theorem 1. Let x ≥ y ≥ z and either a ≥ b ≥ c or a ≤ b ≤ c, k > 0 an integer and f is
either convex or monotonic such that f(x) ≥ 0. Then
f(a)(x− y)k(x− z)k + f(b)(y − z)k(y − x)k + f(c)(z − x)k(z − y)k ≥ 0 (2)
Note that in Theorem 1 the condition a ≤ b ≤ c is redundant as it is equivalent to the
case a ≥ b ≥ c . This is because f is monotonic (resp. convex) if and only if g(x) = f(−x)
is monotonic (resp. convex). The purpose of this note is to consider a further generalization
of Schur’s inequality and extend it to more variables and other algebraic structures.
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2 Generalizations of Schur’s inequality
Definition 1. A function g : R → R is in class G if g is either even or odd, g(0) ≥ 0, and
g is monotonically nondecreasing on R+0 .
Note that Definition 1 implies that if g ∈ G, then g(x) ≥ 0 for x ≥ 0. A simple extension
of Theorem 1 is the following:
Theorem 2. Let x ≥ y ≥ z and a, c ≥ 0 such that a + c ≥ |b|, and g is a function in class
G. Then
ag(x− y)g(x− z) + bg(y − z)g(y − x) + cg(z − x)g(z − y) ≥ 0 (3)
Proof. Let r = x − y ≥ 0 and s = y − z ≥ 0. Then ag(x − y)g(x − z) + bg(y − z)g(y −
x) + cg(z − x)g(z − y) ≤ ag(r)g(r + s) + bg(−r)g(s) + cg(−s − r)g(−s) = ag(r)g(r +
s) + αbg(r)g(s) + cg(s + r)g(s) where α = 1 if g is an even function and α = −1 if g
is an odd function. The monotonicity of g implies that this is larger than or equal to
ag(r)g(s)−|b|g(r)g(s)+cg(r)g(s) = (a+c−|b|)g(r)g(s) and the conclusion then follows.
Suppose a ≥ b ≥ c. If f is monotonic, then it is clear that either f(a) ≥ f(b) or
f(c) ≥ f(b). If f is convex then f(b) ≤ αf(a)+(1−α)f(c) ≤ max(f(a), f(c)) for 0 ≤ α ≤ 1,
so again either f(a) ≥ f(b) or f(c) ≥ f(b).
To see that Theorem 2 generalizes Theorem 1, suppose Theorem 2 holds and f is a
nonnegative real-valued function that is either monotonic or convex. Then either f(a) ≥
f(b) ≥ 0 or f(c) ≥ f(b) ≥ 0 and thus f(a) + f(c) ≥ f(b) = |f(b)|. For k odd, xk is an odd
monotonically increasing function and for k even xk is even and monotonically nondecreasing
for x ≥ 0 and thus Theorem 1 is true.
For instance, the convex part of Theorem 1 can be generalized as:
Theorem 3. Let x ≥ y ≥ z and a ≥ b ≥ c, k > 0 an integer and f is a convex function
such that f(x) ≥ 0. Then
αf(a)(x− y)k(x− z)k + f(b)(y − z)k(y − x)k + (1− α)f(c)(z − x)k(z − y)k ≥ 0 (4)
for all 0 ≤ α ≤ 1.
Schur’s inequality considers products of the nontrivial differences between 3 variables x,
y and z. It is interesting to note that Schur’s inequality can be considered as a consequence
of the 2 variable case, providing an alternative perspective of Schur’s inequality. This obser-
vation of deducing the (2n + 1)-variable case from the 2n-variable case, we will find useful
later on. The 2 variable version of Theorem 2 is:
Theorem 4. Let x ≥ y, a ≥ |b| and g be a function in class G. Then ag(x−y)+bg(y−x) ≥ 0.
Theorem 4 is true since g(x−y) = |g(y−x)|. To see why Theorem 2 follows from Theorem
4, let a˜ = ag(x− z), b˜ = bg(y− z) and c˜ = cg(y− z). a+ c ≥ |b| implies that a˜+ c˜ ≥ |b˜|. We
will only consider the case b ≥ c ≥ 0 as the other cases are similar. ag(x−y)g(x−z)+bg(y−
2
z)g(y−x)+cg(z−x)g(z−y) = a˜g(x−y)+(b˜−c˜)g(y−x)+c(g(z−x)g(z−y)+g(y−x)g(y−z)).
Since c ≥ 0 and g(z−x)g(z− y) ≥ |g(y−x)g(y− z)|, we see that the conclusion of Theorem
2 can be obtained by applying Theorem 4 to a˜g(x− y) + (b˜− c˜)g(y − x).
In Ref. [1], Schur’s inequality is extended to 4 variables.
Theorem 5. Let x ≥ y ≥ z ≥ v ≥ 0 and t > 0 such that x+ v ≥ y + z, then
xt(x−y)(x−z)(x−v)+yt(y−x)(y−x)(y−v)+zt(z−x)(z−y)(z−v)+vt(v−x)(v−y)(v−z) ≥ 0
(5)
Ref. [1] also gave an example where Eq. (5) does not hold if x + v < y + z. The next
result generalizes Theorem 5 to products of more general functions of the differences between
the variables.
Theorem 6. Let x ≥ y ≥ z ≥ v be such that x+ v ≥ y+ z. If a ≥ max(|b|, |d|), c ≥ |d| and
g is a function in G, then
ag(x− y)g(x− z)g(x− v) + bg(y − x)g(y − z)g(y − v)
+ cg(z − x)g(z − y)g(z − v) + dg(v − x)g(v − y)g(v − z) ≥ 0
(6)
Proof. Let r = x−y ≥ 0, s = y−z ≥ 0 and t = z−v ≥ 0 and β = ag(x−y)g(x−z)g(x−v)+
bg(y−x)g(y−x)g(y−v)+cg(z−x)g(z−y)g(z−v)+dg(v−x)g(v−y)g(v−z). Then r ≥ t and
β ≥ ag(r)g(r+s)g(r+s+t)−|b|g(r)g(s)g(s+t)+cg(s+r)g(s)g(t)−|d|g(r+s+t)g(s+t)g(t).
This can be rewritten as
β ≥ g(r + s+ t)(ag(r)g(r + s)− |d|g(t)g(s+ t))− g(s)(|b|g(r)g(s+ t)− cg(t)g(s+ r))
If cg(t)g(s+ r)− |b|g(r)g(s+ t) ≥ 0, then
β ≥ g(r + s+ t)(ag(r)g(r + s)− |d|g(t)g(s+ t)) ≥ 0
Since g(r + s+ t) ≥ g(s), if |b|g(r)g(s+ t)− cg(t)g(s+ r) ≥ 0 then
β ≥ g(r + s+ t)(ag(r)g(r + s)− |d|g(t)g(s+ t)− |b|g(r)g(s+ t) + cg(t)g(s+ r))
≥ g(r + s+ t)((a− |b|)g(r)g(r + s) + (c− |d|)g(t)g(s+ r)) ≥ 0
Note that Theorem 5 is a special case of Theorem 6 where x ≥ y ≥ z ≥ v ≥ 0, g(x) = x
and a = xt, b = yt, c = zt, d = vt for t > 0.
Just as Theorem 2 can be deduced from Theorem 4, a corollary of Theorem 6 is an
generalization to 5 variables.
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Corollary 1. Let x ≥ y ≥ z ≥ v ≥ w be such that x + v ≥ y + z. If a ≥ max(|b|, |d| − e),
c, e ≥ 0, c+ e ≥ |d|, and g is a function in G, then
ag(x− y)g(x− z)g(x− v)g(x− w) + bg(y − x)g(y − z)g(y − v)g(y − w)
+ cg(z − x)g(z − y)g(z − v)g(z − w)
+ dg(v − x)g(v − y)g(v − z)g(v − w)
+ eg(w − x)g(w − y)g(w − z)g(w − v) ≥ 0 (7)
Proof. Let a˜ = ag(x−w), b˜ = bg(y−w), c˜ = cg(z−w), d˜ = dg(v−w), e˜ = eg(v−w). Then
the hypothesis implies that a˜ ≥ max(|b˜|, |d˜| − e˜), c˜ ≥ |d˜| − e˜. We’ll only prove it for the case
d ≥ e ≥ 0 here as the other cases are similar. The left hand side of Eq. (7) can be rewritten
as a˜g(x−y)g(x−z)g(x−v)+ b˜g(y−x)g(y−z)g(y−v)+ c˜g(z−x)g(z−y)g(z−v)+(d˜−e˜)g(v−
x)g(v−y)g(v− z)+ e(g(w−x)g(w−y)g(w− z)g(w−v)+ g(v−x)g(v−y)g(v− z)g(v−w)).
Since e ≥ 0 and g(w − x)g(w − y)g(w − z)g(w − v) ≥ |g(v − x)g(v − y)g(v − z)g(v − w)|,
the conclusion follows from Theorem 6.
The procedure in the proof of Corollary 1 shows that Schur’s inequality of 2n variables
can be used to derive Schur’s inequality of 2n+ 1 variables.
3 Extension to other algebraic structures
So far the examples above deal with real numbers. In this section we look at other partially
ordered sets for which Eq. (3) and Eq. (6) can be deduced.
Definition 2. Let C be defined as the set of tuples (I,I , J,J , K,K, ∗) satisfying the
following conditions:
1. I, J , K are Abelian additive groups with partial orders I , J , K respectively.
2. I , J and K satisfy the translation property, i.e. x+ z  y + z ⇔ x  y.
3. ∗ : I × J → K is an operation that satisfies 0 ∗ x = y ∗ 0 = 0, (x+ y) ∗ z = x ∗ z+ y ∗ z
and x ∗ (y + z) = x ∗ y + x ∗ z.
4. If x I 0 and y J 0, then x ∗ y K 0.
Examples of elements in C are listed in Table 1. In all these examples, K is a real vector
space such that αx K 0 ⇔ x K 0 for α > 0. These structures have been found useful in
generalizing rearrangement inequalities [4].
Lemma 1. Let (I,I , J,J , K,K , ∗) be a tuple in C.
• If A I B I 0 and C J D J 0, then A ∗B K C ∗D K 0.
• If in addition, I = J = K, I=J=K, then A
n I B
n I 0 for all integers n ≥ 0,
where we denote An = A ∗ A ∗ · · · ∗ A.
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I I J J K K ∗
symmetric
∗
R ≤ R ≤ R ≤ multiplication yes
R
n
induced by
positive
cone Rn
induced by
positive
cone R ≤ dot product yes
R
n
induced by
positive
cone Rn
induced by
positive
cone R ≤
x ∗ y = xTAy
with A > 0
no
yes if A = AT
f : [0, 1]→ R
induced by
positive
cone f : [0, 1]→ R
induced by
positive
cone R ≤
f ∗ g =∫ 1
0
f(x)g(x)dx yes
R
n×n
induced by
positive
cone Rn×n
induced by
positive
cone Rn×n
induced by
positive
cone
Matrix
multiplication no
Hermitian
matrices
Loewner
order
Hermitian
matrices
Loewner
order R ≤
Frobenius
inner
product yes
Commuting
Hermitian
matrices
Loewner
order
Commuting
Hermitian
matrices
Loewner
order
Hermitian
matrices
Loewner
order
Matrix
multiplication yes
Hermitian
matrices
Loewner
order
Hermitian
matrices
Loewner
order
Hermitian
matrices
Loewner
order
Hadamard
product yes
Hermitian
matrices
Loewner
order
Hermitian
matrices
Loewner
order
Hermitian
matrices
Loewner
order
Kronecker
product no
Table 1: Examples of members in C.
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• If in addition I is a real vector space where αA I 0 ⇔ A I 0 for α > 0, then
p(A) I p(B) I 0 for polynomials p with nonnegative coefficients.
• If in addition ∗ is symmetric, then An ∗(B+C)n I B
n ∗(A+C)n I 0 for all integers
n ≥ 0.
Proof. If A I B I 0 and C J D J 0, then (A−B)∗C K 0 implies that A∗C K B∗C.
This implies that A ∗ C K B ∗ C K B ∗ D  0. If I = J = K, I=J=K , then this
imply that An I B
n I 0. Similarly if I is a real vector space, αA
n I αB
n and thus
p(A) I p(B). Finally, if ∗ is symmetric, the terms of A
n ∗ (B +C)n and the corresponding
terms of Bn ∗ (A+C)n satisfy the relationship
(
n
k
)
An ∗Bk ∗Cn−k I
(
n
k
)
Bn ∗Ak ∗Cn−k when
0 ≤ k ≤ n.
We then have the following generalization of Theorem 3
Theorem 7. Let (I,I , J,J , K,K , ∗) be a tuple in C, x I y I z and n ≥ 0 an integer.
• If a + c ≥ |b| and K is a real vector space such that αA K 0 ⇔ A K 0 for α > 0,
then
a(x− y) ∗ (x− z) + b(y − x) ∗ (y − z) + c(z − x) ∗ (z − y) K 0 (8)
• If I = J = K and I=J=K, a, c I 0 such that a + c I b I 0, then
a ∗ (x− y)n ∗ (x− z)n + b ∗ (y − x)n ∗ (y − z)n + c ∗ (z − x)n ∗ (z − y)n K 0 (9)
• If I = J = K and I=J=K , a, c I 0 such that a + c I b I 0 and I is a real
vector space such that αA I 0⇔ A I 0 for α > 0, , then
a ∗ p(x− y) ∗ p(x− z) + b ∗ p(y − x) ∗ p(y − z) + c ∗ p(z − x) ∗ p(z − y) K 0 (10)
for polynomials p with nonnegative coefficients.
Theorem 6 can also be generalized:
Theorem 8. Let (I,I , J,J , K,K , ∗) be a tuple in C, I = J = K, I=J=K and ∗
symmetric. Let x I y I z I v be such that x+ v I y + z and n ≥ 0 an integer and p a
polynomial with nonnegative coefficients.
• If a I b I 0, a I d I 0, and c I d I 0 then
a ∗ (x− y)n ∗ (x− z)n ∗ (x− v)n + b ∗ (y − x)n ∗ (y − z)n ∗ (y − v)n
+ c ∗ (z − x)n ∗ (z − y)n ∗ (z − v)n
+ d ∗ (v − x)n ∗ (v − y)n ∗ (v − z)n I 0 (11)
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• If I is a real vector space such that αA I 0⇔ A I 0 for α > 0, and a ≥ max(|b|, |d|),
c ≥ |d|, then
ap(x− y) ∗ p(x− z) ∗ p(x− v) + bp(y − x) ∗ p(y − z) ∗ p(y − v)
+ cp(z − x) ∗ p(z − y) ∗ p(z − v)
+ dp(v − x) ∗ p(v − y) ∗ p(v − z) I 0 (12)
• If a I b I 0, a I d I 0, and c I d I 0 and I is a real vector space such that
αA I 0⇔ A I 0 for α > 0, then
a ∗ p(x− y) ∗ p(x− z) ∗ p(x− v) + b ∗ p(y − x) ∗ p(y − z) ∗ p(y − v)
+ c ∗ p(z − x) ∗ p(z − y) ∗ p(z − v)
+ d ∗ p(v − x) ∗ p(v − y) ∗ p(v − z) I 0 (13)
Corollary 1 can be generalized as:
Theorem 9. Let (I,I , J,J , K,K , ∗) be a tuple in C, I = J = K, I=J=K and ∗
symmetric. Let x I y I z I v I w be such that x + v I y + z and n ≥ 0 an integer
and p a polynomial with nonnegative coefficients.
• If a I b I 0, c I 0, e I 0, a+ e I d I 0, and c+ e I d I 0 then
a ∗ (x− y)n ∗ (x− z)n ∗ (x− v)n ∗ (x− w)n
+ b ∗ (y − x)n ∗ (y − z)n ∗ (y − v)n ∗ (y − w)n
+ c ∗ (z − x)n ∗ (z − y)n ∗ (z − v)n ∗ (z − w)n
+ d ∗ (v − x)n ∗ (v − y)n ∗ (v − z)n ∗ (v − w)n
+ e ∗ (w − x)n ∗ (w − y)n ∗ (w − z)n ∗ (w − v)n I 0 (14)
• If I is a real vector space such that αA I 0⇔ A I 0 for α > 0, a ≥ max(|b|, |d|− e),
c+ e ≥ |d| and c, e ≥ 0, then
ap(x− y) ∗ p(x− z) ∗ p(x− v) ∗ p(x− w)
+ bp(y − x) ∗ p(y − z) ∗ p(y − v) ∗ p(y − w)
+ cp(z − x) ∗ p(z − y) ∗ p(z − v) ∗ p(z − w)
+ dp(v − x) ∗ p(v − y) ∗ p(v − z) ∗ p(v − w)
+ ep(w − x) ∗ p(w − y) ∗ p(w − z) ∗ p(w − v) I 0 (15)
• If a I b I 0, c I 0, e I 0, a + e I d I 0, and c + e I d I 0 and I is a real
vector space such that αA I 0⇔ A I 0 for α > 0, then
a ∗ p(x− y) ∗ p(x− z) ∗ p(x− v) ∗ p(x− w)
+ b ∗ p(y − x) ∗ p(y − z) ∗ p(y − v) ∗ p(y − w)
+ c ∗ p(z − x) ∗ p(z − y) ∗ p(z − v) ∗ p(z − w)
+ d ∗ p(v − x) ∗ p(v − y) ∗ p(v − z) ∗ p(v − w)
+ e ∗ p(w − x) ∗ p(w − y) ∗ p(w − z) ∗ p(w − v) I 0 (16)
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Using Lemma 1, the proofs of Theorems 7-9 are analogous to that of Theorems 2 and 6
and Corollary 1 and thus are omitted.
4 Extension to 6 and 7 variables
In this section we present Schur’s inequalities for 6 and 7 variables. In order to do that we
need to introduce a subclass of function in G.
Definition 3. A function g : R → R is in class G2 if it is in class G and for all x ≥ y ≥ 0
and z ≥ 0,
g(x)g(y + z) ≥ g(y)g(x+ z) (17)
Lemma 2. If f and g are functions in class G2, then so is the function h defined by h(x) =
f(x)g(x). If g : R → R is a function in class G such that for d
2 log(g)
dx2
≤ 0 for x ≥ 0, then g
is in class G2.
Proof. h ∈ G2 follows directly from Eq. (17). Let f(x) = log(g(x)).
d2f
dx2
≤ 0 implies that
f ′(x) is monotonically nonincreasing and
f(x+ z)− f(x) =
∫ x+z
x
f ′(s)ds ≤
∫ y+z
y
f ′(s)ds = f(y + z)− f(y)
and f(x)− f(y) ≥ f(x+ z)− f(y+ z). This is equivalent to g(x)
g(y)
≥ g(x+z)
g(y+z)
and thus implying
Eq. (17).
Note that for g(x) 6= 0, d
2 log(g)
dx2
≤ 0 is equivalent to gg′′ ≤ (g′)2. Eq. (17) implies that
g(x)2 ≥ g(x− z)g(x+ z), i.e. f(x) ≥ f(x−z)+f(x+z)
2
, i.e. for continuous functions this means
that f = log g is convex. Therefore g ∈ G2 cannot grow superexponentially.
Corollary 2. The following functions and their pointwise products are in class G2:
1. g(x) = a for a ≥ 0.
2. g(x) = sign(x)
def
=


1 x > 0
0 x = 0
−1 x < 0
.
3. g(x) = |x|s for s ≥ 0.
4. g(x) = e|x|
t
for 0 ≤ t ≤ 1.
5. g(x) = earctan(|x|).
6. g(x) = etanh(|x|).
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Proof. This can be shown using Lemma 2 and taking the second derivative of log g. For the
case where g(x) = |x|s, d
2 log(g)
dx2
is not defined for x = 0. However, g(0) = 0 and Eq. (17) is
satisfied when y = 0 and we can apply Lemma 2 to the cases where y 6= 0.
Note that Corollary 2 implies that the power functions f(x) = xk for integer k ≥ 01 are
in class G2.
Theorem 10. Let x ≥ y ≥ z ≥ v ≥ w ≥ u be such that x + u ≥ y + w ≥ v + z and
(x− y)(v−w) ≥ (y− z)(w−u). If a ≥ |b| ≥ e ≥ |f |, c ≥ |d|, and h is a function in G2, then
ah(x− y)h(x− z)h(x− v)h(x− w)h(x− u)
+ bh(y − x)h(y − z)h(y − v)h(y − w)h(y − u)
+ ch(z − x)h(z − y)h(z − v)h(z − w)h(z − u)
+ dh(v − x)h(v − y)h(v − z)h(v − w)h(v − u)
+ eh(w − x)h(w − y)h(w − z)h(w − v)h(w − u)
+ fh(u− x)h(u− y)h(u− z)h(u − v)h(u− w) ≥ 0 (18)
Proof. Let the 6 products in Eq. (18) be denoted as γi, i = 1, · · · , 6, i.e. the left hand side
of Eq. (18) is β = aγ1 + bγ2 + · · · + fγ6 ≥ aγ1 − |b||γ2| + · · · − |f ||γ6|. It is easy to see
that γ1 ≥ |γ2|. Consider the 2 terms γ3 = ch(z − x)h(z − y)h(z − v)h(z − w)h(z − u) =
ch(x−z)h(y−z)h(z−v)h(z−w)h(z−u) and γ4 = dh(v−x)h(v−y)h(v−z)h(v−w)h(v−u).
Since h ∈ G2 and x− z ≥ v−u, h(x− z)h(z−u) ≥ h(v−u)h(x−v). Similarly y− z ≥ v−w
implies h(y−z)h(z−w) ≥ h(y−v)h(v−w). This means that γ3−|γ4| ≥ 0. Since x−y ≥ w−u
implies h(x − y)h(y − u) ≥ h(x − w)h(w − u) this show that |γ2| ≥ γ5. Since |γ2| ≥ γ5,
β ≥ aγ1 − δ(|b||γ2| − eγ5)− |f ||γ6| ≥ eδγ5 − |f ||γ6| where δ =
aγ1
|b||γ2|
≥ 1. Next we show that
δγ5 ≥ |γ6|. It suffices to show that γ1γ5 ≥ |γ2||γ6|. Note that
x−z
y−z
= 1+ x−y
y−z
≥ 1+ w−u
v−w
= v−u
v−w
.
Similarly, (x − y)(z − w) = (x − y)(z − v + v − w) ≥ (x − y)(z − v) + (y − z)(w − u) ≥
(w−u)(z− v)+ (y− z)(w−u) = (w−u)(y− v). Therefore x−v
y−v
= 1+ x−y
y−v
≥ 1+ w−u
z−w
= z−u
z−w
.
Also note that x− w ≥ y − u. Putting all this together this implies that
γ1γ5
|γ2γ6|
=
(v − w) (x− v) (x− w)2 (z − w) (x− z)
(v − u) (y − u)2 (z − u) (y − v) (y − z)
≥
(v − w) (x− v) (z − w) (x− z)
(v − u) (z − u) (y − v) (y − z)
≥ 1
and the conclusions follows.
Similar to Corollary 1, we have:
Corollary 3. Let x ≥ y ≥ z ≥ v ≥ w ≥ u ≥ t be such that x + u ≥ y + w ≥ v + z and
(x− y)(v−w) ≥ (y− z)(w− u). If a ≥ |b| ≥ e ≥ |f | − g, c ≥ |d|, e ≥ 0, and h is a function
1This is due to the fact that xk = |x|k for k even and xk = sign(x)|x|k for k odd.
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in G2, then
ah(x− y)h(x− z)h(x − v)h(x− w)h(x− u)h(x− t)
+ bh(y − x)h(y − z)h(y − v)h(y − w)h(y − u)h(y − t)
+ ch(z − x)h(z − y)h(z − v)h(z − w)h(z − u)h(z − t)
+ dh(v − x)h(v − y)h(v − z)h(v − w)h(v − u)h(v − t)
+ eh(w − x)h(w − y)h(w − z)h(w − v)h(w − u)h(w − t)
+ fh(u− x)h(u− y)h(u− z)h(u− v)h(u− w)h(u− t)
+ gh(t− x)h(t− y)h(t− z)h(t− v)h(t− w)h(t− u) ≥ 0 (19)
It is straightforward to extend these results to the tuples in C in Section 3. In particular,
the condition An ∗ (B + C)n I B
n ∗ (A + C)n I 0 in Lemma 1 shows that the power
functions h(x) = xn for integers n ≥ 0 satisfy condition (17) in Definition 3 for the nonlinear
function h in Theorem 10 and Corollary 3.
5 Conclusions
Schur’s inequality gives conditions under which the sum of products of nontrivial differences
among 3 real numbers is nonnegative. We proved several generalizations of Schur’s inequality
that include multiple variables, more general functions of the differences and products of
matrices. We also show that a Schur’s inequality of 2n variables lead to a Schur’s inequality
of 2n+ 1 variables.
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