The metallicity distribution and hot Jupiter rate of the Kepler field:
  Hectochelle High-resolution spectroscopy for 776 Kepler target stars by Guo, Xueying et al.
Submitted to ApJ on 12/05/2016
Preprint typeset using LATEX style emulateapj v. 01/23/15
THE METALLICITY DISTRIBUTION AND HOT JUPITER RATE OF THE Kepler FIELD:
HECTOCHELLE HIGH-RESOLUTION SPECTROSCOPY FOR 776 Kepler TARGET STARS
Xueying Guo1, John A. Johnson2, Andrew W. Mann3, Adam L. Kraus3, Jason L. Curtis4, David W. Latham2
Submitted to ApJ on 12/05/2016
ABSTRACT
The occurrence rate of hot Jupiters from the Kepler transit survey is roughly half that of radial ve-
locity surveys targeting solar neighborhood stars. One hypothesis to explain this difference is that the
two surveys target stars with different stellar metallicity distributions. To test this hypothesis, we mea-
sure the metallicity distribution of the Kepler targets using the Hectochelle multi-fiber, high-resolution
spectrograph. Limiting our spectroscopic analysis to 610 dwarf stars in our sample with log g > 3.5, we
measure a metallicity distribution characterized by a mean of [M/H]mean = −0.045± 0.009, in agree-
ment with previous studies of the Kepler field target stars. In comparison, the metallicity distribution
of the California Planet Search radial velocity sample has a mean of [M/H]CPS,mean = −0.005±0.006,
and the samples come from different parent populations according to a Kolmogorov-Smirnov test.
We refit the exponential relation between the fraction of stars hosting a close-in giant planet and the
host star metallicity using a sample of dwarf stars from the California Planet Search with updated
metallicities. The best-fit relation tells us that the difference in metallicity between the two samples
is insufficient to explain the discrepant Hot Jupiter occurrence rates; the metallicity difference would
need to be '0.2-0.3 dex for perfect agreement. We also show that (sub)giant contamination in the
Kepler sample cannot reconcile the two occurrence calculations. We conclude that other factors, such
as binary contamination and imperfect stellar properties, must also be at play.
Keywords: stars: abundance — stars: fundamental parameters — planetary systems: occurrence rate
— techniques: spectroscopy — facility: MMT (Hectochelle)
1. INTRODUCTION
The primary Kepler mission observed ≈ 2 × 105 tar-
get stars during its four-year lifetime. As of June 2016,
4696 planet candidates have been identified (Coughlin
et al. 2016), among which 2290 planets have been con-
firmed or statistically validated (e.g., Morton et al. 2016).
This large dataset is a powerful tool for exoplanet statis-
tics, and has therefore spawned a number of planet oc-
currence studies. Howard et al. (2012) reported the oc-
currence rate as a function of planet radius, orbital pe-
riod, and host star effective temperature for all Kepler
planet candidates with periods less than 50 days. Fressin
et al. (2013) (hereafter F13) simulated the Kepler mis-
sion based on the observations from Q1–Q6, estimated
the false positive probabilities, and calculated the oc-
currence rate for planet of different sizes and orbital
periods. Petigura et al. (2013) studied the prevalence
of earth-size planets orbiting sun-like stars. Dressing
and Charbonneau (2015) and Gaidos et al. (2016) im-
proved the estimation of occurrence of planets orbiting
M dwarfs. Foreman-Mackey et al. (2014) presented a
general hierarchical probabilistic framework to analyze
the exoplanet populations and measured the rate density
of Earth analogs. These and many other studies on the
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planet occurrence and distribution in parameter space
provide vital observational tests for theories of planet
formation and migration.
All previous occurrence rate studies have reported that
small planets (Rp . 2 R⊕) are the most abundant; how-
ever, since giant planets are the easiest to be detected
with radial velocity (RV) and transit methods, their mea-
sured occurrence are less subject to complications that
grow with decreasing S/N, like pipeline completeness
(Christiansen et al. 2016). Giant planets with periods
P < 10 days and Mp > 0.1MJupiter are dubbed as hot
Jupiters (HJ)5 in Wright et al. (2012) (hereafter W12),
and much effort has been devoted into the study of the
HJ occurrence rates both in the Kepler field and the solar
neighborhood.
It has been established that there is a discrepancy be-
tween the HJ occurrence rates of the Kepler survey and
that of the RV survey of solar neighborhood. Howard
et al. (2012) estimated a 0.4± 0.1% occurrence for plan-
ets around G/K dwarfs in the Kepler survey with peri-
ods shorter than 10 days and radius between 8R⊕ and
20R⊕, and F13 reported a 0.43± 0.05% occurrence rate
for planets in the Kepler survey with periods between
0.8 days and 10 days and radius between 6R⊕ and 8R⊕.
These are in agreement with HJ occurrence measure-
ments from other transit surveys, e.g., 0.31+0.43−0.18% from
the OGLE-III Survey (Gould et al. 2006) and 0.10+0.27−0.08%
from the SuperLupus Survey (Bayliss and Sackett 2011).
RV surveys have found HJ occurrence rates a factor of
two higher than those from Kepler and similar transit
5 Definitions of HJs in other works only have minor differences
in criteria
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2surveys. W12 analyzed the whole sample of California
Planet Search (CPS) and found that the HJ occurrence
rate is 1.20 ± 0.38%, consistent with 1.2 ± 0.2% from
Marcy et al. (2005) and 0.89± 0.36% from Mayor et al.
(2011). A comparison between the occurrence of any
individual RV survey and the results from Kepler are
only marginally significant, but the consistency between
independent RV studies makes the discrepancy highly
significant.
W12 proposed that a possible reason for this discrep-
ancy is the metallicity difference between the transit tar-
gets and the RV targets, since it has been found by ra-
dial velocity surveys that intrinsic probability for a dwarf
star to host a giant planet depends on the metallicity
and the mass of the host star (Santos et al. 2004; Fis-
cher and Valenti 2005; Bowler et al. 2010; Johnson et al.
2010), and transit survey targets are slightly above the
galactic plane in general, thus may be more metal poor
than RV targets. Johnson et al. (2010)(hereafter J10)
established an exponential relation between the proba-
bility of a star harboring a giant planet and its metallic-
ity: f ∝ 101.2[Fe/H]; Fischer and Valenti (2005) reported
a similar relation with a different exponential index:
P (planet) = 0.03 × 102.0[Fe/H]. Since Kepler stars are
located further away in a different region of the Galaxy,
and the Kepler field is slightly tilted above the galactic
plane, Kepler stars are in general further away from the
Galactic plane than stars in the solar neighborhood, and
thus it is reasonable to wonder whether the Kepler target
stars are slightly more metal poor than the CPS stars in
the solar neighborhood. To test this notion, we need to
obtain reliable measurements of metallicity distributions
for both the Kepler sample and the RV sample. Apart
from the metallicity difference, other factors that may
contribute to the HJ rate difference will be discussed in
section 6.
Precise metallicities can be measured by fitting high-
resolution spectra over a wide wavelength range. Buch-
have et al. (2012) introduced a tool, Stellar Parameter
Classification (SPC), that accurately measures stellar
metallicity using a grid of library spectra with varying
stellar parameters to match the observed spectra origi-
nating from different instruments, and determines values
of Teff , log g and [M/H] for stars by finding out the best-
match parameters assuming that the cross-correlation
function peak heights vary smoothly between grid points.
Valenti and Piskunov (1996) described the software
package, Spectroscopy Made Easy (SME), that fits stel-
lar spectra by calculating model atmospheres and ad-
justing free parameters, which is computationally costly
but copes with the errors from coarse grid interpolations
well. MOOG is another widely used package to perform
spectral analysis, which outputs the chemical compo-
sition of a star by fitting absorption lines with model
atmosphere, assuming local thermodynamic equilibrium
(Sneden 1973). In addition, Ardeshir Petigura (2015) in-
troduced a new stellar characterization tool, SpecMatch,
which is designed to study faint Kepler stars and ex-
tracts various stellar properties from high-resolution op-
tical spectra by matching the observed spectra with the
synthetic stellar spectra library from Coelho et al. (2005).
Valenti and Fischer (2005) measured metallicities for
1024 stars from CPS using SME on stellar spectra ob-
served by Lick and Keck Observatories, and the Anglo-
Australia Telescope. Brewer et al. (2016) (hereafter B16)
developed a semi-automated procedure to fit the line pa-
rameters using SME and provided an extended abun-
dance analysis for 1626 CPS stars. The size of the Ke-
pler target sample makes it impractical to observe high-
resolution spectra and measure the precise metallicity
for every star, but it is possible to measure the sample’s
overall metallicity distribution from a large subsample.
Dong et al. (2014) (hereafter D14) reported a mean iron
abundance [Fe/H]mean = −0.04 for the Kepler sample
by measuring iron abundances for 12,000 Kepler host
stars with the Large Sky Area Multi-Object Fiber Spec-
troscopic Telescope (LAMOST) low-resolution spectro-
scopic survey data.
Here we measure the metallicity distribution of Kepler
target stars through a sample of 835 high-resolution spec-
tra taken with the Hectochelle multi-fiber spectrograph.
We develop a functional form to fit the time-dependent
and fiber-dependent Hectochelle continuum profile simul-
taneously with spectral line profiles using the calibrated
Kurucz synthetic library (Kurucz 1970), and interpolate
the model grids to find out the best-fit stellar parame-
ters. In the end, we obtain metallicities for 776 Kepler
stars which we use to measure the overall metallicity dis-
tribution of dwarf stars for the Kepler survey.
We describe our sample construction and observations
in Section 2, and present the functional formula for the
Hectochelle continuum as well as the detailed procedure
of fitting with the Kurucz library and measuring stellar
parameters in Section 3. In Section 4, we show that our
analysis reproduces the solar properties with a set of Hec-
tochelle twilight spectra, stellar properties for 27 stars
with overlapping Hectochelle and other high-resolution
spectra, and the established metallicity of NGC 752 when
applied to member stars. In Section 5 we present the
metallicities of 776 Kepler stars, report the dwarf star
metallicity distribution of the Kepler survey, and com-
pare with the LAMOST distribution and the CPS star
metallicity distribution. Finally, we summarize our work
and discuss the implications of the reported metallicity
distribution on the hot Jupiter occurrence rate and pos-
sible directions of future studies in Section 6.
2. OBSERVATION AND SAMPLE
2.1. Hectochelle Observations
Hectochelle is a high-resolution (R ≈ 34, 000) single-
order, multi-object echelle spectrograph (Szentgyorgyi
et al. 2011). It has 240 fibers which can be deployed in
a one square degree field, 20 of which were reserved for
sampling the sky. We filled as many of the remaining 220
fibers with selected Kepler target stars as possible given
fiber allocation limitations. Four observations pointing
at four different fields within the Kepler field were ob-
tained. Observed fields were selected to be evenly dis-
tributed around the central area of the Kepler field to get
a representative sampling of target stars, which we show
in Figure 1. Two of the pointings had exposure times
of 900 seconds, and the other two had exposure times of
600 seconds. All stellar spectra were taken through Hec-
tochelle’s RV31 filter, which covers a wavelength range
from 5145 to 5300 A˚, and contains the gravity-sensitive
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Figure 1. Kepler has 21 CCD modules, each of which covers a
5 square degree field of view, as is shown with the gray squares in
the figure. Positions of all stars in our sample are marked with red
dots on top of the Kepler field.
Mg i b lines. Relevant information about the four obser-
vations is shown in Table 1.
2.2. Sample Description
To get high-quality spectra and best emulate the ob-
served Kepler stellar population, we primarily observed
stars with Kp < 15 considering brightness limitations.
To remove targets selected exclusively for guest observer
(GO) programs we only included targets with at least
two quarters of Kepler data. Pointings were selected to
give a range of Galactic coordinates representative of the
Kepler sample. For each pointing, targets were fed into
the Hectochelle target selection tool xfitfibs, which se-
lects targets based on guide star and fiber positioning
restrictions as well as user-provided priorities. Since we
provided no priorities the selection was nearly random.
In the end, we obtained spectra for 835 stars. Exclud-
ing 21 spectra with extremely low signal to noise ratio
per pixel (SNR hereafter), 22 spectra that suggest high
temperatures or very fast rotation, and 16 spectra indica-
tive of very low temperatures (deep and wide absorption
lines), we obtained a final sample of 776 stars.
We estimated the SNR for each spectra using SNR =√
fave, where fave is the average continuum flux level,
and fit an linear relation between log10(SNR) and Ke-
pler magnitude. A
√
3/2 factor is applied to stars with
600 seconds exposure time, so that all SNRs used in the
fit represent Hectochelle observations with 900 seconds
exposure time. The log10(SNR) versus Kepler magni-
tude relation for our sample is shown in Figure 2, which
could be used as an SNR reference for future Hectochelle
observations. The best fit empirical relation is given by
log10(SNR) = −0.19Kp + 3.97 (1)
where Kp is the Kepler magnitude of a given target star.
The Kp distribution of our final sample is shown as
the green histogram in Figure 3. The black histogram
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Figure 2. Relation between log10(SNR) and Kepler magnitude
of stars in our sample. The SNR of each star was calculated by
taking the square root of the average of the highest 2% flux values
in its spectrum. Half of our sample were observed with 900 seconds
exposure and the other half observed with 600 seconds exposure
and applied a
√
3/2 factor to emulate the 900 seconds exposure
when calculating their SNRs. Blue dots in the figure show data
for individual stars, and the black curve represents the best fit
relation, see equation (1).
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Figure 3. Kp distribution of our final sample of 776 stars, which
all have Kp>15, is shown with the green histogram. The black his-
togram edge shows the distribution of the whole Kepler target star
sample, and the red histogram edge represents the distribution of
Kepler stars with Kp < 15. We also label the SNR corresponding
to each Kepler magnitude on top, based on the empirical relation
between SNR and Kp shown with equation (1).
edge shows the distribution of the whole Kepler target
star sample, and the red histogram edge represents the
distribution of Kepler stars with Kp < 15. We also put
a SNR axis in Figure 3 according to the SNR − Kp
relation shown with equation (1), thus indicating the ap-
proximate SNR distribution for our sample. All stars
in our final sample have SNR>15, and about 68% stars
have SNR>20. In addition, the Kp distribution of our
sample have approximately the same shape as that of the
entire Kepler sample when applied a cut at Kp = 15.
The effective temperature (Teff) distribution of the
4Table 1
Hectochelle Observations
Pointing ID
Central
RA(J2000)
Central
Dec(J2000)
Epoch
Exposure
Time(seconds)
Filter ID Resolution(A˚)
Number of
Stars
Kep07 1 19h14m17.41s +42d42m07.58s 2014-07-15 900 RV31 0.034 210
Kep08 1 19h31m39.00s +46d09m40.81s 2014-07-15 600 RV31 0.034 206
Kepbinary1 1 19h32m17.93s +42d54m37.90s 2014-07-15 900 RV31 0.034 210
Kepbinary2 1 19h12m21.56s +42d01m32.68s 2014-07-15 600 RV31 0.034 209
sample is shown in Figure 4. The Teff values are from the
Kepler Q1-Q17 Stellar Parameters Archive (available at
the Mikulski Archive for Space Telescopes), which was
compiled and updated by Huber et al. (2014) (hereafter
H14). The Kepler Q1-Q17 Stellar Parameters Archive
(hereafter KSPA) comprises mostly (around 70%) Ke-
pler Input Catalog (KIC) photometry results, supple-
mented by asteroseismology and spectroscopy measure-
ments from literature, so the systematic offsets in log g
measurements (Verner et al. 2011; Everett et al. 2013)
and the large uncertainties in [Fe/H] measurements from
the KIC are reflected in the KSPA (Huber et al. 2014).
Although there are systematic biases in stellar temper-
atures from different methods, the offsets are usually .
200K. Therefore we used Teff values from the KSPA as a
reference, and found that '99% of the 776 stars in our
final sample are FGK stars with a Teff range from 3700 K
to 7500 K, and '89% stars in our final sample have Teff
in the range from 4200 K to 6500 K.
There are 2 peaks in the Teff distribution, one around
5000K and the other around 6000K. This is similar to the
Teff distribution of the whole Kepler target stars sam-
ple. Although the shapes of the two distributions are
not identical, it is likely that our observed sample has a
similar Teff distribution to that of the parent Kepler sam-
ple. Moreover, the two stellar population peaks around
5000 K and 6000 K, indicated in Figures 9 and 12 of H14,
are consistent where we find population peaks; around
6000 K for the dwarfs, and around 5000 K correspond-
ing to a population peak of subgiants and giants. This
gives us an opportunity to investigate the level of sub-
giant/giant contamination in the Kepler sample (Mann
et al. 2012; Wang et al. 2015), as well as its effects on the
calculation of HJ occurrence rate, which we discussed in
Section 5.
3. SPECTROSCOPIC ANALYSIS
The spectra of all 835 stars were extracted from the
echelle frames using the standard Hectochelle data re-
duction pipeline. Cosmic ray flares were subtracted, and
10 A˚ on each end of the wavelength range was cut off to
avoid instrumental distortion, thus still leaving us with
a wavelength range from 5155 A˚ to 5290 A˚.
Unlike typical spectrographs whose continuum can be
described by a simple blaze function or removed by a
polynomial fitting or well-calibrated by the combination
of different orders (e.g., HIRES, Becker et al. 2015), Hec-
tochelle’s instrumental continuum profile has a compli-
cated sinusoidal shape as is shown in the central panel of
Figure 5. The shape is highly fiber- and time-dependent.
As a result, the continuum removal is a significant prob-
lem preventing Hectochelle from being used for precise
2000 3000 4000 5000 6000 7000 8000 9000
Teff(K)
0.00
0.02
0.04
0.06
0.08
0.10
fr
a
ct
io
n
Hectochelle sample
all Kepler stars
Figure 4. Teff distribution of our final sample of 776 stars. We
notice that the stars concentrate around 5000K and 6000K, which
is consistent with the Teff distribution of the whole Kepler sample
as shown with the black line, and studied in H14.
spectroscopic analysis until now. In this work, we con-
structed a functional form with which the Hectochelle
continuum is fitted. Model construction and tests are
described below.
3.1. Continuum Model
We tested various functional forms for the Hectochelle
continuum by applying them on the normalized standard
high-resolution (∆λ ≈0.006A˚) solar spectrum taken by
the National Solar Observatory (NSO) from Kitt Peak,
and comparing the output spectrum with a standard twi-
light spectrum taken by Hectochelle with 30 seconds ex-
posure time and a SNR of around 120 (see Figure 5).
For each parameterized functional form, we multiplied
it by the normalized NSO solar spectrum, using a free
parameter to describe the line shift. We then convolved
it with a Gaussian function with a free parameter to
account for the line broadening difference between the
instruments. In addition, we added a freely varying con-
stant background level. Lastly, we re-sampled the out-
put NSO solar spectrum onto the Hectochelle wavelength
scale, so that the two spectra could be compared by cal-
culating the flux difference. By running an MCMC fit-
ting procedure targeting on minimizing the flux array dif-
ferences with free parameters representing the continuum
profile and the line properties all varying, we obtained a
set of best-fit parameters. To determine the effective-
ness of the continuum functional form we examined the
minimized flux differences as a function of wavelength.
Inspired by previous work on spectrograph continuum
removal (Becker et al. 2015), we first tried a polynomial
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fit. Since the Hectochelle continuum shape has 5 ex-
trema (see Figure 5), the polynomial has to be at least
6th-order, which makes it difficult to set priors on the
parameters, leading to a long burn-in time during the
fit and making it impractical for our work which deals
with a large sample and includes multiple model fits for
each star in the sample. Such high-order polynomial
also suffers from severe oscillations within the data gaps
(Runge’s phenomenon, Runge 1901), which in our case
is the region with wide deep absorption lines that are
masked out during continuum fitting. Lastly, the high-
order polynomial is sensitive to small changes in data
values or parameter values. We tried a spline fit across
the highest 1% flux data of each spectrum to emulate
the continuum. However, the lack of data in the absorp-
tion region made the spline not smooth enough and the
continuum level usually underestimated.
Thus, instead of using a polynomial or spline fit, we
took advantage of the fact that the continuum shape con-
sists of a distorted blaze function, a filter transmission
function, and an arbitrary instrumental shape residual.
We emulated the distorted blaze function with the square
of a sinc function multiplied by a quadratic, and built the
filter transmission function with the first three terms of a
square wave function. In addition, we complemented this
basic setup with three freely varying Gaussian shapes to
make sure no continuum structure was left in the normal-
ized spectra. A demonstration of the continuum compo-
nents is shown in Figure 5. The final functional form of
the continuum is:
f(x) =
∏
i=1,2,3,4
fi(x), (2)
where
f1(x) = [sin (2pip0 (x− p1)) / (2pip0 (x− p1))]2 , (3)
f2(x) = (x− p2)2 + p3, (4)
f3(x) =
4
pi
 ∑
j=4,5,6
pj · sin ((2j − 7) p0pi (x− p1))
 , (5)
f4(x) =
∏
k=8,11,14
(
1√
2pipk
e−(x−pk−1)
2/2p2k + pk+1
)
,
(6)
where f(x) is the continuum flux as a function of wave-
length x, fi(x) are 4 components of the continuum func-
tion, and pj the 16 fitting parameters. We used 3 ad-
ditional parameters for line broadening, line shift and
constant background level respectively, so the fitting pro-
cedure included 19 parameters in total.
The lower plot of Figure 5 shows the comparison be-
tween a Hectochelle solar spectrum and the correspond-
ing fitted NSO solar spectrum. The residual is around
2% throughout the whole wavelength range and there is
no obvious structure left in the residual, indicating that
our continuum removal is effective. The same contin-
uum functional form and fitting procedure were applied
on solar spectra taken from the rest of the Hectochelle
fibers, and there was no structure shown in the flux resid-
ual distribution from any fibers. In addition, although
the instrumental profile may appear different for differ-
ent Hectochelle observations, the same functional form
still successfully reproduce the continuum profiles from
different observations in our tests in Section 4.
3.2. Measuring Stellar Parameters
For each observed stellar spectrum, stellar parameters
were obtained by fitting with a subset of the calibrated
Kurucz synthetic library combined with our continuum
model, using a figure-of-merit for each (Teff , log g, [M/H])
3D space grid point, and then interpolating the figure-of-
merit distribution in the (Teff , log g, [M/H]) space and
searching for the minimum. The synthetic library was
calculated with the Kurucz stellar models (Kurucz 1970),
and the grid of the library spans a Teff range of 3500–9750
K at increments of 250 K, a log g range of 0.0–5.0 with a
step size of 0.5, and a [M/H] range of −2.5–0.5 in steps
of 0.5 dex. For each star, we took a cuboid subset of the
library centered on the Teff , log g, and [M/H] given by the
KSPA, with 3 side lengths being ∆Teff=1500K, ∆log g=
3.0 and ∆[M/H]= 2.5 respectively. We assumed that
this cuboid should contain the grid point corresponding
to the actual stellar parameters of the star of interest.
The detailed procedure is described below.
To speed up the fitting with each library spectrum, we
first tried to obtain an initial guess of the continuum pa-
rameter set for every star. To do this, “non-absorption
regions” of the spectra were extracted following Pineda
et al. (2013). Specifically, we cut the whole 135 A˚ spec-
tra into 4 A˚ wide chunks, and took data points in each
chunk which satisfy f > fmax − 0.01 × (fmax − fmin),
where f represents each flux value, and fmax and fmin
are the highest and the lowest flux in that chunk. With
this criterion, we were able to achieve a balance between
keeping a sufficient number of data points to construct
an initial continuum model and excluding most of the ab-
sorption structures. The extracted “continuum points”
were fitted with the form defined with equation (2), and
the resulting parameters are set as the initial guess of the
continuum when fitting with each library spectrum.
Using this continuum as the start point, we initial-
ized the Levenberg–Marquardt minimization algorithm,
and obtained the best-fit 19 parameters for each library
spectrum. During the fit, library wavelength arrays were
re-sampled to match the observed wavelength array. The
figure-of-merit of each library spectrum is defined as the
relative distance between the observed flux array and
best-fit library flux array:
δ ≡
[∑N
i=1 (fi,obs − fi,best−fit)2
N
]1/2
1
faverage
,
where δ is the figure-of-merit, fi,obs and fi,best−fit are ob-
served flux and best-fit flux on the ith wavelength point,
N is the total number of data points in the spectrum,
and faverage is the average flux level of the observed
spectrum. Assuming that the observed spectrum has the
same noise level at each wavelength, we have δ ∝ − lnL,
where L is the likelihood of the fitted spectrum being
the true spectrum of the star given the observed stellar
spectrum, so minimizing δ is equivalent to maximizing
the likelihood.
Lastly, we interpolated δ in the 3D space with spline
6Figure 5. The four upper plots show the components of our continuum functional form, which consists of the square of a sinc function to
emulate the blaze function, a quadratic, the first 3 terms of a square wave function to emulate the filter transmission function and 3 freely
varying Gaussian shapes to make sure there is no structure left in the continuum. The lower plot shows the Hectochelle twilight spectrum
in comparison with NSO solar spectrum applied with the corresponding best-fit continuum and the line property parameters (red curve).
On the bottom of the plot is the residual between Hectochelle twilight spectrum and the best-fit NSO solar spectra, which is on the level
of 2% throughout the wavelength range.
functions. For each grid value of a parameter, we used
a 2D spline fit to find the minimum of the surface con-
structed by the other two parameters, then used a 1D B-
spline to fit the array of minimum δ corresponding to the
grid values of this parameter, assuming that the weight
on each point is proportional to 1/δ2, and then found the
minimum location of the best-fit 1D curve, which gave
us the best-fit value of this parameter. Figure 6 illus-
trates this procedure. To deal with the relatively coarse
grid of the synthetic library we used, we assumed that
δ varies smoothly over the space among grid points. In
addition, we conducted several tests in the next section
to prove that our spline fitting technique produces reli-
able stellar parameters. Note that this method returns
reliable results only when the grid point corresponding to
the “actual” stellar parameters is included in the cuboid
library subset we picked for this star. So we visually ex-
amined all spline fitting results, and if the minimum of a
spline fit appeared outside of the library subset, we ex-
panded the library subset of this star until the minimum
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was included.
The metallicities we measure in this work are the over-
all metal abundances ([M/H]), according to the Kurucz
synthetic library, instead of the more popular iron abun-
dance ([Fe/H]). SPC and SME spectroscopic tools both
used Kurucz model, and both output the overall metal-
licity [M/H] (SME also calculates the abundances of a
range of individual metals), making their results easy to
compare with. However, various other studies only mea-
sured the iron abundances. B16 addressed this problem
by calculating the abundances of different metals relative
to iron ([/Fe]), and found out that most elements’ abun-
dances are tightly correlated with the iron abundance for
stars between 5000 K and 6200 K with [Fe/H] > −0.2.
The RMS scatter of [/Fe] is between 0.12 dex and 0.25
dex, although we do see expected trends in [/Fe] of α
elements with respect to [Fe/H], where [/Fe] of α ele-
ments increase with the increase of iron abundance. D14
calculated [Fe/H] for Kepler stars, and compared with
the SPC [M/H] results for 47 overlapping Kepler stars.
They reported that [Fe/H] and [M/H] of these 47 stars
only have a small mean difference of −0.006± 0.015 dex
with no obvious trend with respect to Teff or log g, and
the result is reliable for stars with 4600 K< Teff <6900
K and −0.3 < [Fe/H] < 0.5. In this work, unless other-
wise noted, we assumed that all stars with which we are
concerned have iron/metal ratios similar to the Sun, so
that we can compare with other studies even if they only
present iron abundances.
3.3. Spectroscopic Binary Identification
Spectroscopic binaries are identified by cross-
correlating observed spectra with their corresponding
best-fit model spectra. For single stars, the cross-
correlation function (CCF) should be symmetric
around one peak, while for binary star systems,
a secondary peak is expected in addition to the
main peak in the CCF. We mirrored each cross-
correlation function around its strongest peak, and
took the maximum relative difference of the two sides
∆CCF = supx |CCFleft(x) − CCFright(x)|/CCFcenter as
an indication if its level of asymmetry. If ∆CCF > 0.1%,
and the maximum difference corresponds to a secondary
peak located within 3A˚ from the main peak, then we
consider the spectrum representing a potential binary
system. Of all 776 stars, we identified 46 potential
binaries. They are flagged in Table 2, but otherwise
included in our analysis.
4. TESTS AND ERROR ESTIMATION
We started with checking the robustness of the
continuum fitting. As a first approach, we took the raw
Hectochelle spectrum of a Kepler star, divided it by the
best-fit library spectrum corresponding to the star. If
the continuum fitting was accurate, we would recover
the best-fit continuum derived for the star. Therefore we
refitted the resultant profile from the division with our
continuum model, and found that the best-fit continuum
highly coincides with the original best-fit continuum of
the star derived following the procedures in Section 3.
In the second approach, we divided the raw Hectochelle
spectrum with a normalized HIRES spectrum, and again
found a good coincidence between the division product
and our original best-fit continuum of the Hectochelle
spectrum. We repeated the two tests above on several
Hectochelle spectra and saw good coincidences in all
cases, which is convincing evidence that our continuum
fittings are robust.
Because δ (on the order of a few percent) on each li-
brary grid point was dominated by the uncertainty on
the continuum profile, and was usually larger than the
uncertainty of the observation, we could not estimate the
uncertainties on stellar parameters analytically. Instead,
using the same idea from Valenti and Fischer (2005), we
calculated empirical uncertainties on the stellar param-
eters by picking out stars with multiple measurements
and comparing the best-fit parameters for each observa-
tion of the same stars. Using stars with multiple obser-
vations, the uncertainties on the stellar parameters were
calculated within each of the following three tests, then
we combined the results and assign a reasonable uncer-
tainty value to each stellar parameter. This analysis also
served as a test of the reliability of our stellar parameter
estimates.
4.1. Reproducing Solar Properties
As a first test, we analyzed a set of Hectochelle twilight
spectra, attempting to reproduce solar parameters. The
twilight spectra were observed with Hectochelle on Feb
27, 2015 with a 30 seconds exposure time, and SNR ≈
120. We extracted 203 available twilight spectra from the
Hectochelle fibers and measure the solar parameters Teff ,
log g and [M/H] with these 203 twilight spectra following
the analysis procedure described in the last section.
Figure 7 shows the measured value distributions of
the three solar parameters obtained with these 203 spec-
tra. Based on the 203 measurements, we determined the
averages and 1σ uncertainties of Teff , log g and [M/H]:
Teff = 5760.7 ± 26.2 K, log g = 4.43 ± 0.04, [M/H] =
0.004± 0.015 dex.
We used the reference values of solar parameters Teff
and log g from B16, which are 5777 K and 4.44 respec-
tively, and [M/H] is 0 by definition. Our method re-
produces the solar properties successfully within 1σ un-
certainties. Assuming that the values given in B16 are
the “true” values of Teff and log g, and taking 0 as the
true value of [M/H], we calculate the uncertainties on our
stellar parameter measurements, which are σTeff = 30.9
K, σlog g = 0.037, and σ[M/H] = 0.015 dex.
4.2. Comparison with Other High-Resolution Spectra
To check the reliability of our spectroscopic analysis
for Hectochelle spectra, we checked for stars with Hec-
tochelle observations that also have stellar parameter es-
timations from other high-resolution spectroscopy. We
extracted available Hectochelle spectra of 21 HD stars,
estimated their stellar parameters, and then looked up
their values from previous works in the VizieR database.
We found that 5 of the HD stars have reliable stellar
parameter estimations: Anderson and Francis (2012)
reported Teff and [Fe/H], and Navarro et al. (2012)
reported log g of HD24189; Teff , log g and [Fe/H] of
HD10780 and HD50692 are reported by Allende Prieto
et al. (2004) and Fischer and Valenti (2005) respectively;
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Figure 6. An example of the final steps to measure stellar parameters. Upper left: six surfaces of the figure-of-merit δ, each with a fixed
[M/H] value; upper right: 1D B-spline fit of the minima of the five surfaces of Teff ; lower left: 1D B-spline fit of the minima of the four
surfaces of log g; lower right: 1-D B-spline fit of the minima of the six surfaces of [M/H].
and Micela et al. (1990) reported Teff , log g and [Fe/H] of
HD23386 and HD23352. For all 5 HD stars only [Fe/H]
are reported, however, because they are all FGK stars
with metallicities between −0.2 and 0.2 dex, their [M/H]
and [Fe/H] values should be tightly constrained around
1:1 ratio (B16).
We picked out the 6 Kepler stars in our sample that
were also analyzed with SPC, and compare our results.
To broaden the comparison sample, we observed 17 more
Kepler stars from our sample with the Tillinghast Re-
flector Echelle Spectrograph (TRES) and analyzed them
with the SPC tool. TRES has a resolution of R≈44000,
covering a wavelength range from 3800 A˚ to 9100 A˚. The
17 Kepler stars were observed with the exposure times
between 300 seconds and 3600 seconds, and their SNR
are between 25 and 50. Therefore the final sample that
was compared with the SPC results consists of 23 Kepler
stars spanning a Teff range from 4200 K to 7000 K, a
log g range from 3.5 to 5.0 and a [M/H] range from −0.5
dex to 0.5 dex.
Figure 8 presents the comparison between our Hec-
tochelle parameters and those from the SPC or the liter-
ature. The effective temperatures are tightly constrained
around the 1:1 line across the Teff range from 4500 K to
7000 K, with a standard deviation of σTeff ,spc-hecto =
122 K; log g values show a larger scatter, indicating the
known lack of precision in spectroscopic log g measure-
ments. Nonetheless, all our log g data points are dis-
tributed in the vicinity of the 1:1 ratio line with a devi-
ation of σlog g,spc-hecto = 0.16. [M/H]s are relatively well
constrained with a standard deviation of σ[M/H],spc-hecto =
0.10 dex, indicating that our [M/H] measurements are
reliable. Combining with the uncertainties on SPC mea-
surements of stellar parameters, which are σTeff ,spc = 50
K, σlog g,spc = 0.1 and σ[M/H],spc = 0.08 dex, and as-
suming that the uncertainties on the spectroscopic mea-
surements of the 5 HD stars obtained from VizieR are
approximately the same as SPC, we calculate the un-
certainties on our stellar measurements with the equa-
tion σhecto =
√
σspc-hecto2 + σspc2. The results are
σTeff = 132 K, σlog g = 0.19 and σ[M/H] = 0.13 dex.
4.3. NGC 752
Stars in a cluster share approximately the same age
and metallicity. Therefore by measuring metallicities for
multiple stars in a cluster and calculating their standard
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Figure 7. Measured value distributions of solar parameters ob-
tained with 203 Hectochelle twilight spectra. The measurements
are consistent with the reference values of the solar parameters
given in B16 within 1σ uncertainties. The reference value posi-
tions are shown with black vertical lines.
deviation, we can estimate the uncertainty on our metal-
licity measurements. NGC 752 is an open cluster approx-
imately 460 pc from us in the constellation Andromeda
with an age of about 1.45 Gyr, and it consists of stars
with V magnitude 8.6 or fainter (Twarog et al. 2015).
It was observed with Hectochelle to determine member-
ship and multiplicity in support of a program seeking to
study the chromospheric activity of its solar-type stars.
Our detailed analysis of the cluster membership and its
properties will be presented in a separate work, but for
now, we can validate our spectroscopic analysis proce-
dure by applying it to the available Hectochelle spectra of
NGC 752 members and testing for systematic trends and
metallicity dispersions. The full sample consists of 130
stars; for this analysis, we selected 36 stars that appear
to be single members based on the radial velocities and
photometric proximity to the cluster isochrone solution
in a color–magnitude diagram. The selected stars have V
magnitudes between 9.0 and 14.8, and temperature be-
tween 4500 K and 6500 K. Observations were taken using
an exposure time of 1200 seconds, resulting in a typical
SNR of ≈70. We perform our analysis on these stars as
above to obtain their Teff , log g, and [M/H]. In addition,
we obtain photometric measurements on Teff for 17 stars
in our sample by isochrone fitting, and compare with our
spectroscopic measurements to test the reliability of our
measurements.
Hobbs and Thorburn (1992) determined the metallic-
ity of NGC 752 to be [Fe/H] = −0.09± 0.05 by measur-
ing 8 main-sequence stars; Sestito et al. (2004) found a
metallicity of [Fe/H] = 0.01 ± 0.04 from a sample of 18
stars; Carrera and Pancino (2011) derived a metallicity
of [Fe/H] = 0.08 ± 0.04; and Reddy et al. (2012) com-
pute an [Fe/H] of−0.02±0.05 from 4 giant-star members.
Although all these previous studies focused on the iron
abundance of NGC 752, it is reasonable to compare our
[M/H] results with their iron abundances because NGC
752 has a slightly sub-solar metallicity (>-0.2), and we
only compare FGK type stars. Thus we calculated the
average and standard deviation of the previous measure-
ments on the metallicity of NGC 752 and found that
[M/H]NGC752 = −0.005± 0.045.
Figure 9 shows the comparison between the Teffs of 17
NGC 752 stars measured with Hectochelle spectroscopy
and those measured with photometry using the isochrone
of a 1.5-Gyr-old cluster with [Fe/H] = 0.0.
The effective temperatures are consistent in general on
the range from 4500 K to 6500 K, with a standard de-
viation smaller than 100 K, although photometric Teff
are generally slightly higher than the Hectochelle spec-
troscopic Teff . Previous studies on NGC 752 have sug-
gested a range of possible ages from 1.2 Gyr to 1.9 Gyr
(Bilir et al. 2006; Bartasˇiu¯te˙ et al. 2007) and a slightly
sub-solar metallicity, so by assuming a 1.5-Gyr-old solar
metallicity isochrone gives a systematic offset towards a
younger and slightly more metal rich cluster. This in
turn could result in overestimated photometric Teffs. In
addition, spectroscopic measurements on Teff are known
to be slightly lower than the photometric measurements,
which we discuss in Section 5.
Figure 10 presents the [M/H] distribution of our 36
NGC 752 stars, which shows [M/H] = −0.032 ± 0.037.
The slight decreasing trend in [M/H] for stars cooler than
5500 K is also observed in Brewer et al. (2016), which is
common for spectroscopic analyses using Kurucz model.
Since this model-induced trend is not significant ([M/H]
of a 5000 K star is only shifted lower by around 0.1 dex,
according to Brewer et al. (2016)), and most (about 65%)
stars in our Kepler sample are hotter than 5500 K, the
influence on the final metallicity distribution of the Ke-
pler sample is negligible. In addition, the mean [M/H] of
our NGC 752 sample is consistent with the results from
all the previous works except for Carrera and Pancino
(2011), which may suffer from small number statistics.
Based on the test on NGC 752, we estimate that the
uncertainty on our [M/H] measurement is σ[M/H] = 0.037.
4.4. Uncertainty Assignment
All our tests give relatively consistent error estimates.
The test on 203 solar spectra suggests errors on our
stellar parameters are σTeff = 30.9 K, σlog g = 0.037,
and σ[M/H] = 0.015 dex; the comparison with other
high-resolution spectroscopy indicates uncertainties of
σTeff = 132 K, σlog g = 0.19, and σ[M/H] = 0.13 dex; and
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Figure 8. Comparison between stellar parameters measured with the Hectochelle spectra and those measured with other high-resolution
data. The blue circles represent comparison between Hectochelle and SPC for 23 Kepler stars; the green triangles represent comparison
between Hectochelle and the literature measurements for 5 HD stars. Teffs are tightly constrained around the 1:1 line; log g s and [M/H]s
are not constrained as tightly, but agreement is reasonalbe given the uncertainties. The standard deviations of the three parameters are:
σTeff ,spc-hecto = 122, σlog g,spc-hecto = 0.16, and σ[M/H],spc-hecto = 0.10.
the test on NGC 752 favors metallicity uncertainties of
σ[M/H] = 0.037. In light of these 3 tests above, we con-
clude that the uncertainties of our Teff , log g and [M/H]
measurements are well represented with σTeff = 100 K,
σlog g = 0.1 and σ[M/H] = 0.1, which we adopt as our formal
errors.
5. RESULTS
We report the spectroscopic parameters of the 776 Ke-
pler stars in our sample in Table 2. Our measurements
of effective temperatures agree well with those presented
in the KSPA for stars with Teff . 5500 K, while for stars
with Teff & 5500 K, the effective temperatures given by
the KSPA are systematically higher than our spectro-
scopic temperatures. The systematic difference is around
200 K at 6000 K, and hotter stars have slightly larger sys-
tematic differences, while cooler stars have smaller dif-
ferences. This deviation is expected since ≈70% of the
stellar parameter values in the KSPA are from the KIC
photometric estimates, and photometrically derived Teff
are known to be systematically higher than those deter-
mined from spectroscopy (Frebel et al. 2013; Hollek et al.
2011). The surface gravities of the 776 Kepler stars are
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Figure 9. Comparison of Teff determined with Hectochelle spec-
tra and Teff determined with photometry using the isochrone for
a 1.5-Gyr-old cluster with [Fe/H] = 0.0. All the data are well
constrained to the 1:1 line with σTeff < 100K. Although the pho-
tometric Teff is systematic higher than Hectochelle spectroscopic
Teff , this effect is relatively small.
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Figure 10. Metallicities of stars in the NGC 752 sample, deter-
mined with Hectochelle spectroscopy. Mean and standard devia-
tion of the distribution are -0.032 dex and 0.037 dex respectively,
which is consistent with most of previous studies on NGC 752.
much better constrained by our spectroscopic analysis
than by the KIC photometric analysis.
5.1. Metallicity Distribution of the Kepler Sample
We report the metallicity distribution of dwarf stars in
the Kepler field in Figure 11, which is composed from
610 dwarf stars in our sample defined with log g > 3.5.
The metallicity of the dwarf star sample has a mean of
[M/H]dwarf = −0.045 ± 0.009 with a standard deviation
of 0.225 dex. Since the Kurucz library grid has an upper
limit of metallicity at [M/H] = 0.5, there are several stars
piling up at [M/H] = 0.5, giving rise to the small peak on
the right edge of the distribution. This does not affect
the statistical result because only a small fraction (. 1%)
of the sample stars have metallicities ≥ 0.5 dex. If we
also count in the subgiant/giant stars, the metallicity
distribution of our whole sample of 776 stars has a mean
of [M/H]all = −0.053 ± 0.008 with a standard deviation
of 0.228 dex.
Our Kepler sample is magnitude limited, where all
stars have Kp < 15. Therefore there might be a system-
atic bias towards slightly higher metallicity since brighter
stars are likely to be in the thin disc and hence more
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Figure 11. The [M/H] distribution of all 610 dwarf stars (with
log g > 3.5) in our Kepler sample is shown with the blue histogram.
The red histogram edge shows the [Fe/H] distribution determined
with the LAMOST low-resolution sample of 14000 Kepler dwarf
stars, and the black histogram edge shows the [M/H] distribution
of 1008 CPS dwarf stars derived with SME.
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Figure 12. The distribution of [M/H] as a function of Kp for
stars in our sample. The red line represents the linear fit result
performed with stars in our sample with 14 < Kp < 15, which is
the magnitude region designed for statistical studies. The best-fit
slope is −0.02 ± 0.15, and the extrapolated [M/H] at Kp = 16 is
−0.05 ± 0.21 dex. Therefore the magnitude cut of Kp < 15 of
our sample can only bias the [M/H] insignificantly, with the mean
[M/H] shifted by less than 0.005 dex.
metal-rich. To investigate this effect, we fit the stellar
metallicities as a function of their Kp, as is shown in
Figure 12. The stellar population within 14 < Kp < 15
were selected for statistical studies while brighter stars
were selected for follow-ups, thus we perform the fit only
on dwarf stars with 14 < Kp < 15, although the result is
unchanged if we use the full range of Kp. The best-fit re-
lation is [M/H] = −0.02(Kp−16)−0.05. The data points
on Figure 12 show no clear decline of [M/H] with the in-
crease of Kp, and the best-fit slope of −0.02±0.15 implies
that the relation between [M/H] and Kp is insignificant.
As an extrapolation of the fit, the metallicity at Kp = 16
is [M/H] = −0.05±0.21. And since the mean of our sam-
ple of Kepler dwarf stars is [M/H]dwarf = −0.045±0.009,
the systematic shift of the [M/H] distribution because of
the magnitude limit should be less than 0.005 dex.
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Figure 13. The two-sample KS test between the [M/H] distribu-
tion of our Kepler sample of 610 dwarf stars observed with Hec-
tochelle high-resolution spectroscopy and the [Fe/H] distribution
of Dong et al. (2014) Kepler sample of 14000 dwarf stars observed
with LAMOST low-resolution spectroscopy. A p-value of 0.941 in-
dicates that the two metallicity distributions of the Kepler field
are consistent.
5.2. Comparison with Previous Kepler Metallicity
Studies
D14 reported the Kepler field iron abundance distri-
bution by measuring [Fe/H] values of 14000 Kepler stars
using the LAMOST spectroscopic survey. The [Fe/H]
distribution of the LAMOST sample has a mean value
of [Fe/H] = −0.040± 0.002 and a 0.25 dex standard de-
viation, within 1σ of our own determination. We also
perform a two-sample Kolmogorov–Smirnov (KS) test,
which is shown in Figure 13. The test has a p-value of
0.94, suggesting our [Fe/H] determinations and resulting
conclusions about the overall metallicity distribution are
consistent with those from D14.
Although the LAMOST analysis measures iron abun-
dance instead of overall metallicity, D14 compared their
[Fe/H] measurements of 47 stars with the SPC [M/H]
measurements of the same stars, and found a mean differ-
ence of −0.006± 0.015 dex on the [M/H] range from -0.5
to 0.5 dex, which covers most of the LAMOST sample
stars. Thus we argue that the comparison between our
[M/H] and the LAMOST [Fe/H] distributions is valid.
Santerne et al. (2016) compiled 37 Kepler dwarf stars
observed with the SOPHIE high-resolution velocime-
try and presented their spectroscopic parameters mea-
sured with the Equivalent Width method using either
the MOOG (Sneden 1973) or the VWA (Bruntt et al.
2002, 2004) software. They found that the average [Fe/H]
value of Kepler stars measured with the SOPHIE high-
resolution velocimetry is 0.17 ± 0.04 dex higher than
that presented in H14. Because the median Kepler stel-
lar metallicity estimated in H14 is approximately −0.18
(Santerne et al. 2016), we conclude that the mean metal-
licity of Kepler dwarf stars is indeed only slightly sub-
solar, consistent with our result.
5.3. Comparison with the Solar Neighborhood
Metallicity Distribution
We compare the metallicity distribution of the Kepler
star sample to that of the solar neighborhood stars. The
metallicity distribution of solar neighborhood stars was
obtained by combining metallicity results of 1040 CPS
FGK stars presented in Valenti and Fischer (2005) us-
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Figure 14. The two-sample KS test between the [M/H] distri-
bution of our Kepler sample of 610 dwarf stars and that of the
CPS sample of 1008 dwarf stars. A p-value of 7.2 × 10−6 in-
dicates that the sample of Kepler field stars and the sample of
solar-neighborhood stars are distinct. And the difference of the
metallicity distributions is at least partly responsible for the HJ
rate discrepancy.
ing the SME package. Updated metallicity measure-
ments of 1626 CPS stars are presented in B16 using a
modified version SME. We take only dwarf stars with
log g> 3.5, visual magnitude V < 8 and color index
B − V < 1.2, to be consistent with W12, then exclude
any stars from the N2K program which specifically tar-
geted metal-rich stars (Robinson et al. 2007). From this
we obtain a sample of 1008 CPS stars, with a mean of
[M/H]CPS = −0.005±0.006 and σ[M/H] = 0.187 dex stan-
dard deviation. This distribution represents the most
accurate and precise measurements of the CPS sample
metallicity, and is shown in Figure 11.
There is a higher fraction of metal-rich stars and a
slight deficiency of metal-poor stars in the CPS metallic-
ity distribution (see Figure 11). As before, we performed
a two-sample KS test to compare the two [M/H] distri-
butions quantitatively, which we report in Figure 14. A
p-value of 7.2× 10−6 rejects the null hypothesis that the
two metallicity samples are drawn from the same dis-
tribution beyond 3σ level, indicating that the sample of
solar-neighbourhood stars and the sample of the Kepler
stars are distinct.
However, the difference between the two distribu-
tions is relatively small: the CPS mean [M/H] is only
0.040 ± 0.015 dex higher than the Kepler mean [M/H].
While the CPS sample has an excess number of solar
metallicity stars and fewer sub-solar metallicity stars,
the Kepler sample slightly outnumbers the CPS sam-
ple in stars with [M/H] between 0.35 and 0.5. Moreover,
Sousa et al. (2008) found the mean iron abundance of
451 nearby stars to be −0.09 dex with the HARPS GTO
planet search program. Therefore it is unclear whether
the difference between the metallicity distributions of Ke-
pler dwarf stars and solar-neighborhood dwarf stars is
able to totally account for the HJ rate discrepancy.
5.4. HJ Occurrence Rates from the Metallicity
Distributions
With the established metallicity distributions of Kepler
stars and CPS stars, we calculate the expected HJ rates
of the two surveys, using exponential relations between
HJ occurrence probability and the host star’s metallicity
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according to previous studies (Fischer and Valenti 2005,
J10).
Fischer and Valenti (2005) reported the relation be-
tween the probability for an FGK dwarf star to host
a close-in giant planet and the host star metallicity
to be P (planet) = 0.03 × 102.0[Fe/H]. With increased
Doppler precision, J10 confirmed the exponential rela-
tion and re-derived the exponential index, showing that:
P (HJ) ∝ 101.2[Fe/H]. In this section, we refit the expo-
nential relation in two cases using our combined sam-
ple of 1008 CPS stars: 1) with the exponential index
restrained to the J10 result, 2) with the exponential in-
dex relaxed. For each best-fit relation, we calculate the
expected HJ rates of the Kepler sample and the CPS
sample.
5.4.1. Exponential Relation with Restrained Index
With the combined sample of 1008 CPS stars, includ-
ing 13 HJ hosts, we refit the normalization factor α of the
relation between the HJ rate and the host star metallic-
ity: f(HJ) = α10β[M/H], with parameter β restrained to
β = 1.2± 0.2 according to J10. To this end, we followed
the Bayesian Inference technique described in J10. We
show the best-fit relation in the left panel of Figure 15,
with the normalization factor α = 0.012± 0.003.
We calculated the expected HJ occurrence rates for
the Kepler sample and CPS sample using their metallic-
ity distributions and the best-fit relation. For this, we
constructed an exponential relation f([M/H]) described
by two parameters drawn from Gaussian distributions
defined by the best-fit parameter values and their 1σ un-
certainties. For each star we drew its metallicity [M/H]i
from a Gaussian distribution defined by its measured
[M/H] central value and the uncertainty, and then we
calculated the total HJ occurrence probability of this
sample using PCPS(HJ) = (
∑
i f([M/H]i)) /N, where N
is the total number of stars in the sample. We repeated
this procedure 2.5 × 106 times, each time obtaining the
distribution of HJ occurrence rates of the CPS sample.
Similarly, we applied the best-fit relation and its uncer-
tainty to our 610 Kepler dwarf stars, and obtained the
HJ occurrence rate distribution of the Kepler sample. A
comparison is shown in the right panel of Figure 15. The
HJ rates of the CPS sample has a mean of 1.34% with a
0.36% standard deviation, and the HJ rate of the Kepler
sample has a mean of 1.27% with a 0.33% standard de-
viation. Thus the expected HJ rate of the Kepler dwarf
stars is smaller than that of the solar neighborhood dwarf
stars by only around 0.1 percentage point as a result of
the metallicity distribution difference and an exponen-
tial relation of index ≈ 1.2[M/H]. More importantly, this
expected HJ rate of the Kepler sample calculated from
its metallicity distribution is still inconsistent with that
observed for Kepler targets.
5.4.2. Exponential Relation with Relaxed Index
We relaxed the constraint on the exponential index and
refit the relation between the HJ occurrence probability
and host star’s metallicity. The best-fit relation f(HJ) =
α10β[M/H] has α = 0.009 ± 0.003 and β = 2.1 ± 0.7,
as is shown in the left panel of Figure 16. Following
the procedure described in the β = 1.2 ± 0.2 case, we
recalculated the HJ rate probability distributions of the
CPS dwarf star sample and the Kepler dwarf star sample,
which are shown in the right panel of Figure 16. The
probability distribution of the CPS sample HJ rate has
a mean of 1.38% with a standard deviation of 0.54%,
and the probability distribution of the Kepler sample
HJ rate has a mean of 1.34% with a standard deviation
of 0.55%. In this case, the probability distributions are
broader because of the unrestrained exponential index,
and the mean HJ rates of the two samples have even
smaller difference: only around 0.04 percentage point.
In summary, according to an exponential relation, the
HJ occurrence rates of the Kepler field and the solar
neighborhood should be indistinguishable given measure-
ment uncertainties. The orange and the pink histograms
in Figure 15 and Figure 16 represent the 0.43 ± 0.05%
HJ rate of the Kepler field derived in F13 and the
1.20±0.38% HJ rate of the solar neighborhood derived in
W12 respectively. The overlaps of the distributions and
histograms show that there is only . 2% probability that
the Kepler field HJ rate falls into the range 0.43±0.05%.
We conclude that there must be other factors than metal-
licity leading to the difference in HJ occurrence.
5.5. The minimum [M/H] shift required
Using the best-fit relation between HJ rate and the
host star metallicity (with a restrained index), we investi-
gated how metal-poor the Kepler field needs to be to per-
fectly account for the difference in HJ rates. For a certain
hypothetical metallicity decrease ∆[M/H], we reduced
the metallicity of each star in our sample by ∆[M/H] so
that their new metallicities [M/H]new = [M/H]original −
∆[M/H], and then calculate the new HJ occurrence rate
of the sample corresponding to this ∆[M/H] using the
best-fit exponential relation between HJ rate and host
star metallicity. New HJ rate as a function of the hy-
pothetical metallicity decrease ∆[M/H] is plotted with
the black curve in Figure 17, with the blue shade repre-
senting the uncertainty. The shaded red horizontal line
represents the Kepler HJ rate of 0.43 ± 0.05% derived
in F13. We can observe that the [M/H] distribution has
to be shifted lower by at least 0.3 dex to perfectly align
with the 0.43% HJ rate. Small biases, like those from
the KP < 15 cut in our Hectochelle sample, are unlikely
to be able to account for this difference.
As in the case of restrained exponential index, we mea-
sured the HJ rate change as a function of the metallicity
decrease ∆[M/H], calculated using the best-fit exponen-
tial relation where α = 0.009± 0.003 and β = 2.1± 0.7.
In this case, we found that the [M/H] distribution has to
be shifted lower by around 0.2 dex to make the HJ rates
match perfectly, similar to our result using the restrained
index.
5.6. Subgiant/Giant Contamination
The imprecise determination of stellar surface gravi-
ties in KIC could lead to imprecise stellar radius and
planet radius, thus a different giant planet population.
And stellar evolutionary stages may affect the observed
HJ rate. The 0.43% HJ occurrence rate measured by
F13 used a dwarf star sample defined by log g > 3.6.
Their log g values were taken from the KIC, which may
underestimate the number of evolved stars (Gaidos and
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Figure 15. Left panel: the best-fit exponential relation between HJ occurrence probability and host star metallicity [M/H]. Parameter
β is restrained to a gaussian centered on β = 1.2 with a 0.2 standard deviation. The pink shade represents 1σ uncertainty. Right panel:
HJ rate probability distributions calculated according to the best-fit relation and its uncertainty shown in the left panel. The histogram in
blue represents the Kepler sample, and its HJ rate is 1.27± 0.33%; the histogram outlined in black represents the CPS sample, and its HJ
rate is 1.34 ± 0.36%. The orange and the pink histograms represents the HJ rate of 0.43 ± 0.05% of the Kepler field and 1.20 ± 0.38% of
solar neighborhood derived in previous observational works.
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Figure 16. Same as Figure 15 but with parameters α and β both relaxed during the fitting. The histogram in blue represents the Kepler
sample, and its HJ rate is 1.34± 0.55%; the histogram outlined in black represents the CPS sample, and its HJ rate is 1.38± 0.54%.
Mann 2013). According to the criterion used in F13,
and using log g values from the KIC, we counted that
there are 623 stars in our sample with log g > 3.6. W12
HJ occurrence estimate (1.2%) was derived for solar-
neighborhood stars using an evolution cut such that only
stars deviating upwards from the main-sequence by no
more than ∆MV = 2.5 mag using the main-sequence fit
were counted into the background star sample (W12).
This criterion corresponds roughly to log g > 3.5 (Wang
et al. 2015). There are 610 stars in our sample with Hec-
tochelle spectroscopic log g matching this limit. From
this we estimated that only ' 2% of the stars in the
F13 sample are subgiants/giants misidentified as dwarf
stars. This low rate of subgiant/giant contamination has
a negligible effect on the HJ occurrence comparison.
5.7. Other Reasons of the HJ Occurrence Rate
Difference
Wang et al. (2015) argued that the CPS survey tar-
gets are biased towards single stars, so Kepler sample
stellar multiplicity should be higher than the CPS stel-
lar multiplicity, and this could result in a lower planet
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Figure 17. The black curve represents the simulated Kepler HJ
rate as a function of the hypothetical metallcity decrease ∆[M/H],
with the blue shade representing the uncertainty. The calculation
is performed using the best-fit exponential relation between HJ
rate and host star [M/H] with the index fixed to (1.2± 0.2)[M/H].
The red line and pink shade represents the HJ rate of 0.43±0.05%
derived in F13. We can see that we need to shift the metallicity
distribution by at least 0.3 dex to obtain the 0.43±0.05% HJ rate.
occurrence rate of Kepler sample because planet forma-
tion is suppressed in multiple star systems (Kraus et al.
2016; Wang et al. 2015). According to the statistics in
Kraus et al. (2016), in a volume limited sample, about
20% of all solar-type stars are disallowed from hosting
planetary systems due to the presence of a binary com-
panion, while in a flux limited sample, the ratio should
be even higher due to Malmquist bias. We estimate the
planetary formation suppression level of the Kepler flux
limited sample as follows. About 1/2 of all stars are bi-
naries (Raghavan et al. 2010), of which 1/2 are bright
enough to be seen even if they reside outside of the nom-
inal volume. Therefore (1/4)/(1 + 1/4) = 1/5 of all stars
are binaries outside of the nominal volume. Of those bi-
naries, around 1/2 have semi-major axis smaller than 50
AU (Raghavan et al. 2010), therefore they have a 2/3
probability of being disallowed from hosting planets ac-
cording to Kraus et al. (2016). So binaries outside of the
nominal volume contribute 1/5× 1/2× 2/3 ≈ 7% planet
suppression rate, while all stars in the nominal volume
contribute 4/5 × 20% = 16% suppresion rate. As a re-
sult, 7%+16% = 23% of all stars in a flux limited sample
are disallowed from hosting planets due to binary com-
panions. However, Santerne et al. (2016) used the occur-
rence rate of eclipsing binaries with transit depth deeper
than 3% as a proxy of the stellar multiplicity rate, and
found that the CoRoT field has an eclipsing binary rate
of 0.94 ± 0.02%, higher than the 0.79 ± 0.02% eclipsing
binary rate of the Kepler field. The fact that we didn’t
observe an even lower HJ rate in the CoRoT field casts
doubt on the multiplicity as a primary factor. In addi-
tion, although planet formation is suppressed in general
in multiple star systems, it is not clear whether gas gi-
ant formation is suppressed more or less efficiently than
small planet formation. Therefore the HJ deficiency level
in the Kepler field as a result of the Kepler star multi-
plicity rate is unclear.
Transit surveys have detected HJs around A-type stars
(M∗ & 1.4 M) and a few around M dwarfs, but the
studies of HJ occurrence rates using RV samples have
been limited to the mass range 0.8 − 1.2M. While the
occurrence rates of short-period, giants planets have been
limited to a narrow stellar mass range, Johnson et al.
(2010) studied the occurrence rate of giant planets out
to 2.5 AU around stars ranging from ∼ 0.2M to 2.0M,
and derived an empirical relation between the occurrence
rate and the host star mass: f(M∗) ∝ (M∗/M)1.0±0.3.
Thus, the occurrence rate of giant planets increases with
increasing host star mass. Even if the HJ occurrence
rate follows this same stellar mass dependence, we don’t
expect stellar mass to impact our study since all stars in
our Kepler sample and the CPS sample are intermediate
mass FGK stars in the mass range 0.8− 1.2 M.
6. SUMMARY
We calibrated Hectochelle spectra for spectroscopic
analysis by developing a functional form to emulate the
Hectochelle continuum profile. This was achieved by fit-
ting the Hectochelle twilight spectra with the normalized
high-resolution NSO solar spectrum multiplied with our
test continuum functional forms. From there we com-
bined the continuum function with the calibrated Kurucz
library to measure stellar parameters with Hectochelle
spectra by searching for the minimum of best-fit figure-
of-merits on the grid points in the 3D space of (Teff , log g,
[M/H]).
To test the reliability of our analysis and estimate er-
rors on our parameters we performed three empirical
tests: 1) we analyzed 203 twilight (solar) spectra from
Hectochelle, 2) we compared our parameters of 28 stars
with measurements in literatures or derived from SPC
and higher quality data, and 3) analyzed 36 stars in the
open cluster NGC 752. Based on these comparisons we
estimated our errors to be 100 K for Teff , 0.1 dex for
[M/H] and 0.1 for log g.
We applied our method to 776 stellar spectra in our
Kepler sample to derive Teff , [M/H], and log g. Our
Teff values agree well with those from KSPA (Stellar
Properties Working Group 2014), except for a system-
atic disagreement at Teff> 5500 K, which we attribute
to a known difference between photometric and spectro-
scopic Teff values in this range (also seen by Santerne
et al. 2016). Comparison of log g shows larger scatter,
especially for evolved stars, which we mostly attribute
to unreliable log g determinations from photometry (see
Gaidos and Mann 2013).
Taking only dwarf stars with log g > 3.5 in our sam-
ple, we obtained a sub-sample of 610 stars, and presented
their metallicity distribution in Figure 11. We calculated
that the mean of our Kepler dwarf star metallicity dis-
tribution is [M/H]dwarf = −0.045 ± 0.009 dex and the
standard deviation of the distribution is 0.225 dex. The
mean value of our Kepler dwarf star metallicity distri-
bution agrees with that of the metallicity distribution of
the LAMOST 14000 Kepler dwarf star sample, and the
two-sample KS test shows that the two distributions are
highly consistent. In addition, Santerne et al. (2016) in-
vestigated the metallicities of 37 Kepler stars with high-
resolution spectroscopy and reported sub-solar average
value, in agreement with our result.
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We compared the metallicity distribution of our Kepler
sample with that of the CPS sample. To this end we
combined previous metallicity measurements from B16
and Valenti and Fischer (2005), and derived and up-
dated CPS sample metallicity distribution, with a mean
of [M/H]CPS = −0.005± 0.006 and a standard deviation
of σ[M/H] = 0.187 dex. A two-sample KS test gives a p-
value of 7.2× 10−6, indicating the Kepler [M/H] sample
and the CPS [M/H] sample are distinct.
To estimate if this metallicity difference is sufficient to
explain the HJ occurrence rate differences we refit the
HJ rate-metallicity exponential relation using the CPS
sample of 1008 stars for two cases: the exponential index
restrained and relaxed. We applied the best-fit relations
on the [M/H] distributions of the two samples to cal-
culate their expected HJ occurrence rate. The results
show that the HJ rates of the Kepler field and the solar
neighborhood could only be different by . 0.1 percent-
age point. And using the best-fit HJ rate-metallicity re-
lations, we find that the Kepler [M/H] distribution has
to be shifted lower by at least 0.2 dex to match the ob-
served Kepler HJ rate. We conclude that the 0.43±0.05%
Kepler field HJ rate and the 1.20±0.38% solar neighbor-
hood HJ rate cannot be reconciled by metallicity differ-
ences alone. In addition, we checked the subgiant/giant
contamination of the Kepler star sample, finding that
only . 2% subgiants/giants were misidentified as dwarf
stars, much smaller than the required contamination rate
to explain the HJ rate differences.
We also discussed other possible reasons responsible
for the HJ rate discrepancy. The high multiplicity of Ke-
pler targets, the imprecise determination of Kepler stellar
surface gravities, the mass distribution discrepancy be-
tween the Kepler sample and the RV sample, and the
inaccurate false positive rates are all potential reasons.
While no individual reason can explain the observed
HJ rate discrepancy, it could be a combination of all these
factors. The effect of each factor is not known with suf-
ficient precision to say with certainty if the combination
is sufficient, or we need to explore other explanations.
However, when Gaia parallaxes become available for the
entire Kepler sample, we will have more precise measure-
ments of stellar properties like masses and radius as well
as a better estimation of the multiplicity of the Kepler
field, hence providing a more reliable estimation of the
relative contribution of these factors.
7. ACKNOWLEDGEMENTS
We would like to thank Professor Matthew Walker
and Professor Edward Olszewski for the help with Hec-
tochelle observations. We also thank Doctor Nelson
Caldwell for compiling the Hectochelle twilight spectra
that we used in Section 4, and thank Doctor John Brewer
for useful discussions about the trend in spectroscopic
metallicity as a function of Teff .
This research has made use of the NASA Exoplanet
Archive, which is operated by the California Institute
of Technology, under contract with the National Aero-
nautics and Space Administration under the Exoplanet
Exploration Program.
Some of the data presented in this paper were ob-
tained from the Mikulski Archive for Space Telescopes
(MAST). STScI is operated by the Association of Uni-
versities for Research in Astronomy, Inc., under NASA
contract NAS5-26555. Support for MAST for non-HST
data is provided by the NASA Office of Space Science via
grant NNX09AF08G and by other grants and contracts.
Jason L.Curtis is supported by the National Science
Foundation Astronomy and Astrophysics Postdoctoral
Fellowship under award AST-1602662 and NASA grant
NNX16AE64G.
REFERENCES
Allende Prieto, C., Barklem, P. S., Lambert, D. L., and Cunha,
K. (2004). S4N: A spectroscopic survey of stars in the solar
neighborhood. The Nearest 15 pc. A&A, 420:183–205.
Anderson, E. and Francis, C. (2012). XHIP: An extended
hipparcos compilation. Astronomy Letters, 38:331–346.
Ardeshir Petigura, E. (2015). Prevalence of Earth-size Planets
Orbiting Sun-like Stars. ArXiv e-prints.
Bartasˇiu¯te˙, S., Deveikis, V., Straizˇys, V., and Bogdanovicˇius, A.
(2007). Seven-Color Vilnius Photometry of the Open Cluster
NGC 752. Baltic Astronomy, 16:199–226.
Bayliss, D. D. R. and Sackett, P. D. (2011). The Frequency of
Hot Jupiters in the Galaxy: Results from the SuperLupus
Survey. ApJ, 743:103.
Becker, J. C., Johnson, J. A., Vanderburg, A., and Morton, T. D.
(2015). Extracting Radial Velocities of A- and B-type Stars
from Echelle Spectrograph Calibration Spectra. ApJS, 217:29.
Bilir, S., Gu¨ver, T., and Aslan, M. (2006). Separation of dwarf
and giant stars with ROTSE-IIId. Astronomische
Nachrichten, 327:693.
Bowler, B. P., Johnson, J. A., Marcy, G. W., Henry, G. W., Peek,
K. M. G., Fischer, D. A., Clubb, K. I., Liu, M. C., Reffert, S.,
Schwab, C., and Lowe, T. B. (2010). Retired A Stars and
Their Companions. III. Comparing the Mass-Period
Distributions of Planets Around A-Type Stars and Sun-Like
Stars. ApJ, 709:396–410.
Brewer, J. M., Fischer, D. A., Valenti, J. A., and Piskunov, N.
(2016). Spectral Properties of Cool Stars: Extended
Abundance Analysis of 1626 Planet Search Stars. ArXiv
e-prints.
Bruntt, H., Bikmaev, I., Catala, C., Solano, E., Gillon, M.,
Magain, P., Van’t Veer-Menneret, C., Stuetz, C., Weiss, W.,
Ballereau, D., et al. (2004). Abundance analysis of targets for
the corot/mons asteroseismology missions-ii. abundance
analysis of the corot main targets. Astronomy & Astrophysics,
425(2):683–695.
Bruntt, H., Catala, C., Garrido, R., Rodr´ıguez, E., Stu¨tz, C.,
Knoglinger, P., Mittermayer, P., Bouret, J., Hua, T., Lignie`res,
F., et al. (2002). Abundance analysis of targets for the
corot/mons asteroseismology missions-i. semi-automatic
abundance analysis of the \ gamma dor star hd 49434.
Astronomy & Astrophysics, 389(1):345–354.
Buchhave, L. A., Latham, D. W., Johansen, A., Bizzarro, M.,
Torres, G., Rowe, J. F., Batalha, N. M., Borucki, W. J.,
Brugamyer, E., Caldwell, C., Bryson, S. T., Ciardi, D. R.,
Cochran, W. D., Endl, M., Esquerdo, G. A., Ford, E. B.,
Geary, J. C., Gilliland, R. L., Hansen, T., Isaacson, H., Laird,
J. B., Lucas, P. W., Marcy, G. W., Morse, J. A., Robertson, P.,
Shporer, A., Stefanik, R. P., Still, M., and Quinn, S. N. (2012).
An abundance of small exoplanets around stars with a wide
range of metallicities. Nature, 486:375–377.
Carrera, R. and Pancino, E. (2011). Chemical abundance
analysis of the open clusters Berkeley 32, NGC 752, Hyades,
and Praesepe. A&A, 535:A30.
Christiansen, J. L., Clarke, B. D., Burke, C. J., Jenkins, J. M.,
Bryson, S. T., Coughlin, J. L., Mullally, F., Thompson, S. E.,
Twicken, J. D., Batalha, N. M., Haas, M. R., Catanzarite, J.,
Campbell, J. R., Kamal Uddin, A., Zamudio, K., Smith, J. C.,
and Henze, C. E. (2016). Measuring Transit Signal Recovery in
the Kepler Pipeline. III. Completeness of the Q1-Q17 DR24
Planet Candidate Catalogue with Important Caveats for
Occurrence Rate Calculations. ApJ, 828:99.
Kepler Field Metallicities 17
Coelho, P., Barbuy, B., Mele´ndez, J., Schiavon, R. P., and
Castilho, B. V. (2005). A library of high resolution synthetic
stellar spectra from 300 nm to 1.8 µm with solar and
α-enhanced composition. A&A, 443:735–746.
Coughlin, J. L., Mullally, F., Thompson, S. E., Rowe, J. F.,
Burke, C. J., Latham, D. W., Batalha, N. M., Ofir, A., Quarles,
B. L., Henze, C. E., Wolfgang, A., Caldwell, D. A., Bryson,
S. T., Shporer, A., Catanzarite, J., Akeson, R., Barclay, T.,
Borucki, W. J., Boyajian, T. S., Campbell, J. R., Christiansen,
J. L., Girouard, F. R., Haas, M. R., Howell, S. B., Huber, D.,
Jenkins, J. M., Li, J., Patil-Sabale, A., Quintana, E. V.,
Ramirez, S., Seader, S., Smith, J. C., Tenenbaum, P., Twicken,
J. D., and Zamudio, K. A. (2016). Planetary Candidates
Observed by Kepler. VII. The First Fully Uniform Catalog
Based on the Entire 48-month Data Set (Q1 - Q17 DR24).
ApJS, 224:12.
Dong, S., Zheng, Z., Zhu, Z., De Cat, P., Fu, J. N., Yang, X. H.,
Zhang, H., Jin, G., and Zhang, Y. (2014). On the Metallicities
of Kepler Stars. ApJL, 789:L3.
Dressing, C. D. and Charbonneau, D. (2015). The Occurrence of
Potentially Habitable Planets Orbiting M Dwarfs Estimated
from the Full Kepler Dataset and an Empirical Measurement of
the Detection Sensitivity. ApJ, 807:45.
Everett, M. E., Howell, S. B., Silva, D. R., and Szkody, P. (2013).
Spectroscopy of Faint Kepler Mission Exoplanet Candidate
Host Stars. ApJ, 771:107.
Fischer, D. A. and Valenti, J. (2005). The Planet-Metallicity
Correlation. ApJ, 622:1102–1117.
Foreman-Mackey, D., Hogg, D. W., and Morton, T. D. (2014).
Exoplanet Population Inference and the Abundance of Earth
Analogs from Noisy, Incomplete Catalogs. ApJ, 795:64.
Frebel, A., Casey, A. R., Jacobson, H. R., and Yu, Q. (2013).
Deriving Stellar Effective Temperatures of Metal-poor Stars
with the Excitation Potential Method. ApJ, 769:57.
Fressin, F., Torres, G., Charbonneau, D., Bryson, S. T.,
Christiansen, J., Dressing, C. D., Jenkins, J. M., Walkowicz,
L. M., and Batalha, N. M. (2013). The False Positive Rate of
Kepler and the Occurrence of Planets. ApJ, 766:81.
Gaidos, E. and Mann, A. W. (2013). Objects in Kepler’s Mirror
May be Larger Than They Appear: Bias and Selection Effects
in Transiting Planet Surveys. ApJ, 762:41.
Gaidos, E., Mann, A. W., Kraus, A. L., and Ireland, M. (2016).
They are small worlds after all: revised properties of Kepler M
dwarf stars and their planets. MNRAS, 457:2877–2899.
Gould, A., Dorsher, S., Gaudi, B. S., and Udalski, A. (2006).
Frequency of Hot Jupiters and Very Hot Jupiters from the
OGLE-III Transit Surveys toward the Galactic Bulge and
Carina. Acta Astron., 56:1–50.
Hobbs, L. M. and Thorburn, J. A. (1992). On the metallicity of
NGC 752. AJ, 104:669–679.
Hollek, J. K., Frebel, A., Roederer, I. U., Sneden, C., Shetrone,
M., Beers, T. C., Kang, S.-j., and Thom, C. (2011). The
Chemical Abundances of Stars in the Halo (CASH) Project. II.
A Sample of 14 Extremely Metal-poor Stars. ApJ, 742:54.
Howard, A. W., Marcy, G. W., Bryson, S. T., Jenkins, J. M.,
Rowe, J. F., Batalha, N. M., Borucki, W. J., Koch, D. G.,
Dunham, E. W., Gautier, III, T. N., Van Cleve, J., Cochran,
W. D., Latham, D. W., Lissauer, J. J., Torres, G., Brown,
T. M., Gilliland, R. L., Buchhave, L. A., Caldwell, D. A.,
Christensen-Dalsgaard, J., Ciardi, D., Fressin, F., Haas, M. R.,
Howell, S. B., Kjeldsen, H., Seager, S., Rogers, L., Sasselov,
D. D., Steffen, J. H., Basri, G. S., Charbonneau, D.,
Christiansen, J., Clarke, B., Dupree, A., Fabrycky, D. C.,
Fischer, D. A., Ford, E. B., Fortney, J. J., Tarter, J., Girouard,
F. R., Holman, M. J., Johnson, J. A., Klaus, T. C., Machalek,
P., Moorhead, A. V., Morehead, R. C., Ragozzine, D.,
Tenenbaum, P., Twicken, J. D., Quinn, S. N., Isaacson, H.,
Shporer, A., Lucas, P. W., Walkowicz, L. M., Welsh, W. F.,
Boss, A., Devore, E., Gould, A., Smith, J. C., Morris, R. L.,
Prsa, A., Morton, T. D., Still, M., Thompson, S. E., Mullally,
F., Endl, M., and MacQueen, P. J. (2012). Planet Occurrence
within 0.25 AU of Solar-type Stars from Kepler. ApJS, 201:15.
Huber, D., Silva Aguirre, V., Matthews, J. M., Pinsonneault,
M. H., Gaidos, E., Garc´ıa, R. A., Hekker, S., Mathur, S.,
Mosser, B., Torres, G., Bastien, F. A., Basu, S., Bedding,
T. R., Chaplin, W. J., Demory, B.-O., Fleming, S. W., Guo, Z.,
Mann, A. W., Rowe, J. F., Serenelli, A. M., Smith, M. A., and
Stello, D. (2014). Revised Stellar Properties of Kepler Targets
for the Quarter 1-16 Transit Detection Run. ApJS, 211:2.
Johnson, J. A., Aller, K. M., Howard, A. W., and Crepp, J. R.
(2010). Giant Planet Occurrence in the Stellar
Mass-Metallicity Plane. PASP, 122:905–915.
Kraus, A. L., Ireland, M. J., Huber, D., Mann, A. W., and
Dupuy, T. J. (2016). The Impact of Stellar Multiplicity on
Planetary Systems. I. The Ruinous Influence of Close Binary
Companions. AJ, 152:8.
Kurucz, R. L. (1970). Atlas: a Computer Program for Calculating
Model Stellar Atmospheres. SAO Special Report, 309.
Mann, A. W., Gaidos, E., Le´pine, S., and Hilton, E. J. (2012).
They Might be Giants: Luminosity Class, Planet Occurrence,
and Planet-Metallicity Relation of the Coolest Kepler Target
Stars. ApJ, 753:90.
Marcy, G., Butler, R. P., Fischer, D., Vogt, S., Wright, J. T.,
Tinney, C. G., and Jones, H. R. A. (2005). Observed
Properties of Exoplanets: Masses, Orbits, and Metallicities.
Progress of Theoretical Physics Supplement, 158:24–42.
Mayor, M., Marmier, M., Lovis, C., Udry, S., Se´gransan, D.,
Pepe, F., Benz, W., Bertaux, J. ., Bouchy, F., Dumusque, X.,
Lo Curto, G., Mordasini, C., Queloz, D., and Santos, N. C.
(2011). The HARPS search for southern extra-solar planets
XXXIV. Occurrence, mass distribution and orbital properties
of super-Earths and Neptune-mass planets. ArXiv e-prints.
Micela, G., Sciortino, S., Vaiana, G. S., Harnden, Jr., F. R.,
Rosner, R., and Schmitt, J. H. M. M. (1990). X-ray studies of
coeval star samples. II - The Pleiades cluster as observed with
the Einstein Observatory. ApJ, 348:557–579.
Morton, T. D., Bryson, S. T., Coughlin, J. L., Rowe, J. F.,
Ravichandran, G., Petigura, E. A., Haas, M. R., and Batalha,
N. M. (2016). False Positive Probabilities for all Kepler
Objects of Interest: 1284 Newly Validated Planets and 428
Likely False Positives. ApJ, 822:86.
Navarro, S. G., Corradi, R. L. M., and Mampaso, A. (2012).
Automatic spectral classification of stellar spectra with low
signal-to-noise ratio using artificial neural networks. A&A,
538:A76.
Petigura, E. A., Howard, A. W., and Marcy, G. W. (2013).
Prevalence of Earth-size planets orbiting Sun-like stars.
Proceedings of the National Academy of Science,
110:19273–19278.
Pineda, J. S., Bottom, M., and Johnson, J. A. (2013). Using
High-resolution Optical Spectra to Measure Intrinsic Properties
of Low-mass Stars: New Properties for KOI-314 and GJ 3470.
ApJ, 767:28.
Raghavan, D., McAlister, H. A., Henry, T. J., Latham, D. W.,
Marcy, G. W., Mason, B. D., Gies, D. R., White, R. J., and ten
Brummelaar, T. A. (2010). A Survey of Stellar Families:
Multiplicity of Solar-type Stars. ApJS, 190:1–42.
Reddy, A. B. S., Giridhar, S., and Lambert, D. L. (2012). The
chemical abundances of open clusters: NGC 752, NGC 1817,
NGC 2360 and NGC 2506. In Astronomical Society of India
Conference Series, volume 4 of Astronomical Society of India
Conference Series, pages 197–199.
Robinson, S. E., Ammons, S. M., Kretke, K. A., Strader, J.,
Wertheimer, J. G., Fischer, D. A., and Laughlin, G. (2007).
The n2k consortium. vii. atmospheric parameters of 1907
metal-rich stars: Finding planet-search targets. The
Astrophysical Journal Supplement Series, 169(2):430.
Runge, C. (1901). U¨ber empirische funktionen und die
interpolation zwischen a¨quidistanten ordinaten. Zeitschrift fu¨r
Mathematik und Physik, 46(224-243):20.
Santerne, A., Moutou, C., Tsantaki, M., Bouchy, F., He´brard, G.,
Adibekyan, V., Almenara, J.-M., Amard, L., Barros, S. C. C.,
Boisse, I., Bonomo, A. S., Bruno, G., Courcol, B., Deleuil, M.,
Demangeon, O., Dı´az, R. F., Guillot, T., Havel, M.,
Montagnier, G., Rajpurohit, A. S., Rey, J., and Santos, N. C.
(2016). SOPHIE velocimetry of Kepler transit candidates.
XVII. The physical properties of giant exoplanets within 400
days of period. A&A, 587:A64.
18
Santos, N. C., Israelian, G., and Mayor, M. (2004). Spectroscopic
[Fe/H] for 98 extra-solar planet-host stars. Exploring the
probability of planet formation. A&A, 415:1153–1166.
Sestito, P., Randich, S., and Pallavicini, R. (2004). Lithium
evolution in intermediate age and old open clusters: NGC 752
revisited. A&A, 426:809–817.
Sneden, C. A. (1973). Ph.D. Thesis.
Sousa, S. G., Santos, N. C., Mayor, M., Udry, S., Casagrande, L.,
Israelian, G., Pepe, F., Queloz, D., and Monteiro,
M. J. P. F. G. (2008). Spectroscopic parameters for 451 stars
in the HARPS GTO planet search program. Stellar [Fe/H] and
the frequency of exo-Neptunes. A&A, 487:373–381.
Stellar Properties Working Group, Kepler Project Office, N. R. C.
(2014). Kepler Stellar Properties Catalog Update for Q1- Q17
Transit Search. KSCI - 19083.
Szentgyorgyi, A., Furesz, G., Cheimets, P., Conroy, M., Eng, R.,
Fabricant, D., Fata, R., Gauron, T., Geary, J., McLeod, B.,
Zajac, J., Amato, S., Bergner, H., Caldwell, N., Dupree, A.,
Goddard, R., Johnston, E., Meibom, S., Mink, D., Pieri, M.,
Roll, J., Tokarz, S., Wyatt, W., Epps, H., Hartmann, L., and
Meszaros, S. (2011). Hectochelle: A Multiobject Optical
Echelle Spectrograph for the MMT. PASP, 123:1188–1209.
Twarog, B. A., Anthony-Twarog, B. J., Deliyannis, C. P., and
Thomas, D. T. (2015). A uvbyCaHβ CCD Analysis of the
Open Cluster Standard NGC 752. AJ, 150:134.
Valenti, J. A. and Fischer, D. A. (2005). Spectroscopic Properties
of Cool Stars (SPOCS). I. 1040 F, G, and K Dwarfs from Keck,
Lick, and AAT Planet Search Programs. ApJS, 159:141–166.
Valenti, J. A. and Piskunov, N. (1996). Spectroscopy made easy:
A new tool for fitting observations with synthetic spectra.
A&AS, 118:595–603.
Verner, G. A., Elsworth, Y., Chaplin, W. J., Campante, T. L.,
Corsaro, E., Gaulme, P., Hekker, S., Huber, D., Karoff, C.,
Mathur, S., Mosser, B., Appourchaux, T., Ballot, J., Bedding,
T. R., Bonanno, A., Broomhall, A.-M., Garc´ıa, R. A.,
Handberg, R., New, R., Stello, D., Re´gulo, C., Roxburgh, I. W.,
Salabert, D., White, T. R., Caldwell, D. A., Christiansen, J. L.,
and Fanelli, M. N. (2011). Global asteroseismic properties of
solar-like oscillations observed by Kepler: a comparison of
complementary analysis methods. MNRAS, 415:3539–3551.
Wang, J., Fischer, D. A., Horch, E. P., and Huang, X. (2015). On
the Occurrence Rate of Hot Jupiters in Different Stellar
Environments. ApJ, 799:229.
Wright, J. T., Marcy, G. W., Howard, A. W., Johnson, J. A.,
Morton, T. D., and Fischer, D. A. (2012). The Frequency of
Hot Jupiters Orbiting nearby Solar-type Stars. ApJ, 753:160.
Kepler Field Metallicities 19
Table 2
Stellar Parameters of 776 Kepler stars.
KeplerID RA(J2000) Dec(J2000) Kp(mag) Teff(K) log g(cm/s
2) [M/H] Binary
6766793 19h13m30.6s +42d17m35.3s 14.72 5830 3.90 -0.08 N
6766990 19h13m49.1s +42d13m20.0s 14.84 4680 4.48 0.16 N
6767100 19h13m56.5s +42d14m3.1s 14.60 5580 4.77 -0.13 N
6767489 19h14m33.9s +42d16m55.2s 12.34 4930 3.45 0.12 N
6767829 19h15m4.5s +42d14m48.5s 13.03 4820 2.95 -0.30 N
6851516 19h12m25.1s +42d21m40.1s 14.88 5480 4.09 0.11 N
6851792 19h12m50.6s +42d19m24.0s 13.48 6100 4.11 -0.04 N
6851944 19h13m4.5s +42d23m33.8s 14.76 4820 4.43 0.11 P
6852013 19h13m10.0s +42d23m56.7s 13.98 5960 3.66 0.08 N
6852189 19h13m25.6s +42d22m33.8s 14.38 6010 3.90 -0.19 N
NOTE.
1. In the ”Binary” column, ”N” represents ”not a binary” and ”P” represents ”potential binary”.
2. All stars have uniform empirical uncertainties on Teff , log g and [M/H]: σTeff = 100 K, σlog g = 0.1 and σ[M/H] = 0.1.
The uncertainties are estimated in section 4 by picking out stars with multiple measurements and comparing the best-fit
parameters for each observation of the same stars.
(A portion of this table is shown for form and content. The full table will be available online.)
