In this paper, we consider the generalized Ait-Sahaliz interest rate model with Poisson jumps in finance. The analytical properties including the positivity, boundedness and pathwise asymptotic estimations of the solution to the model are investigated. Moreover, we prove that the EulerMaruyama (EM) numerical solutions will converge to the true solution in probability. Finally, under assumption that the interest rate or the asset price is governed by this model, we apply the EM solutions to compute some financial quantities.
Introduction
Modeling interest rate fluctuations is one of the most fundamental and important issues in financial markets. One of the models reflecting such fluctuations is described by the following stochastic differential equation (SDE) dy(t) = κ(µ − y(t))dt + by θ dB(t), y(0) = y 0 , (1.1) for any t > 0. Here, B(t) is a Brownian motion, κ, µ ≥ 0, b, θ > 0 and y 0 > 0. It is well known that (1.1) contains many famous models, such as Moton [1] , Vasicek [2] , Cox-Ingersoll-Ross [3] , Brennan-Schwartz [4] , etc. When θ = 0.5, (1.1) degenerates to the mean-reverting square root model, namely, the CIR model, which has been studied by many researchers. Higham and
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Mao [5] investigated the strong convergence properties of EM scheme for CIR process, Wu et al. [6] extended these results to the case of jumps, Dereich et al. [7] introduced a drift-implicit EM scheme which preserves positivity of solution, Herter et al. [8] proposed a Milstein-type scheme and proved the strong convergence results. Meanwhile, the modified CIR model also attracted researchers' attention. Analytical properties of mean-reverting γ-process and the convergence 10 result in probability were obtained by Wu et al. [6] , they also concentrated on the EM scheme for CIR model with delay [9] , the non-negativity of solution to the mean-reverting-theta stochastic volatility model was proved by Mao et al. [10] , who showed that the EM numerical solutions converge to the true solution in probability. However, some empirical studies show that the parameter θ > 1 in (1.1) (see also [11, 12] ).
This is the original intention of the establishment of Ait-Sahalia interest rate model [13] . Cheng [14] discussed the analytical properties of the model and showed that the EM solutions converge to the true solution in probability. For the generalized Ait-Sahaliz model, Szpruch et al. [15] presented an implicit numerical method that preserves positivity and boundedness of moments and they proved the strong convergence result, Jiang et al. [16] investigated the convergence 20 property of numerical solutions in probability for this model. In finance and insurance, we need to characterize sudden and unforeseeable events so it is natural to take jumps into accounts in the interest rate model. SDEs with jumps provide the flexible mathematical framework to model the evolution of financial random quantities over time (see also [17, 18] ). In this work, we consider the generalized Ait-Sahaliz interest rate model with Poisson jumps of the form
is a scalar Brownian motion and N(t) is a scalar Poisson process with the compensated Poisson processÑ(t) = N(t)−λt, where λ denotes the jump intensity. To our best knowledge, there is little study on this model, in particular, numerical methods for it. In this paper, we will discuss the 25 analytical properties of the solution to (1.2) and we also prove that the EM numerical solutions will converge to the true solution in probability. Due to the jumps are involved, we develope new techniques to overcome these difficulties. This paper is organized as follows. In Section 2, we will prove the nonnegativity of the solution to (1.2). In Section 3, we will discuss the boundedness of the true solution. Pathwise 30 estimations of the solution to (1.2) are also investigated in Section 4. In Section 5, we will show the convergence of the EM method applying to the model (1.2). Some applications are illustrated in the last section.
Positive and global solutions
Throughout this paper, we assume that all the processes are defined on a complete probability 35 space (Ω, F , P) with a filtration {F t } t≥0 satisfying the usual conditions (i.e., it is increasing and right continuous while F 0 contains all P-null sets). Let x ∨ y = max(x, y) and x ∧ y = min(x, y) for any x, y ∈ R. For a set A, I A denotes its indicator function. Moreover, we set inf ∅ = ∞. To obtain the desired results, we need the following two lemmas. [18] ) Consider a jump-diffusion process
Lemma 2.1. (The Itô formula with jumps
Let F(s) be a twice continuously differential function. Then
In the context of financial modeling, solution y(t) denotes the asset price or the interest rate. It is essential to show that the solution is positive. The following theorem illustrates this property. Proof. Let τ e be the explosion time. For a sufficiently large positive integer n, satisfying 1/n < y(0) < n, we define the stopping time
Note that the coefficients of (1.2) are locally Lipschitz continuous, we can prove that there is a 45 unique local solution y(t) ∈ [0, τ e ) for any given initial value y 0 > 0 by the classical methods [20] . Let τ ∞ = lim n→∞ τ n , which implies τ ∞ ≤ τ e , hence we need to show that τ ∞ = ∞ a.s. , that is lim n→∞ P{τ n ≤ T } = 0 for any T > 0. For any 0 < α < 1, we define a
It is easy to see that V(y) → ∞ as y → ∞ or y → 0. We compute that
and
Hence,
where LV : (0, ∞) → R is defined by
with f (y) = a −1 y −1 − a 0 + a 1 y − a 2 y γ and g(y) = by θ . Recalling that 0 < α < 1, γ > 1 and θ > 1, we can deduce that LV(y) + λ(V(y + δy) − V(y)) is bounded, say K 1 , namely
By Lemma 2.1, for any T > 0 we have
Therefore,
Boundedness
In the modeling of stochastic interest rate, boundedness is a natural requirement. We shall establish stochastic and moment boundedness for the solution to (1.2) in this section. Proof. For any p ≥ 2, we define
Boundedness of moments
Let τ n is the same stopping time defined in Theorem 2.3. We compute
In either condition (i) or condition (ii), we can deduce that there is a constant K 2 > 0 such that
Hence, for any t ≥ 0,
Letting n → ∞ and applying Fatou lemma, we obtain the desired assertion (3.1). ✷
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Theorem 3.2. For any p ≥ 1, assume that 2θ ≤ γ + 1 and γ ≤ p + 1. Then there is a constant K 3 such that the solution of (1.2) satisfies
Proof. Define
Let τ n be the same as before. We compute
Recalling that 2θ ≤ γ + 1 and γ ≤ p + 1, we can obtain that there is a constant K 3 > 0 such that
Letting n → ∞ and applying the Fatou lemma, we obtain the desired assertion (3.2). ✷ By Theorem 3.1 and Theorem 3.2, we obtain the boundedness of Ey 2 (t) and Ey −1 (t) .
Corollary 3.3. Suppose that one of the following two conditions holds:
The following theorem shows that the average in time of the moments of the solutions y(t) is bounded.
Theorem 3.5. For any α ∈ (0, 1), there is a positive constant K α such that for any initial value y 0 > 0, the solution of (1.2) satisfies lim sup
Proof. It is easy to deduce that there is a positive constant K α such that
Then we deduce from (2.1) that for any t
Letting t → ∞ and using the Fatou lemma, we obatin
which implies the required assertion. ✷ 60 Theorem 3.6. If θ > 1.5, then there is a constant K 4 such that the solution of (1.2) satisfies lim sup
Proof. As θ > 1.5, we choose α ∈ (0.5, 1), such that α + 2(θ − 1) > 2. Hence, there is a constant K 4 such that
By (2.1), we have
Letting n → ∞ and applying Fatou lemma, we obtain the desired assertion (3.3). ✷ 6
Stochastic boundedness
In this subsection, we shall show that the solution of (1.2) will stay within the interval (1/n 1 , n 1 ) with a larger probability.
Theorem 3.7. For any ε ∈ (0, 1) and y 0 > 0, there is a constant n 1 = n 1 (y(0), ε) > 1 such that the solution of (1.2) satisfies
where V(y) = y α − 1 − log y. Let τ n be the same as before. For any t ∈ [0, T ], Lemma 2.1 gives
By (2.1), there is a constant K 5 such that
Letting n → ∞, we have
That is
For any sufficiently large integer n > 1, (3.6) gives
Similarly,
By (3.7) and (3.8), we have
Letting n → ∞, we obtain the desired assertion. ✷ 7
Pathwise asymptotic estimations
We now begin to discuss the pathwise asymptotic properties of the true solution.
Theorem 4.1. Suppose that 1 < θ ≤ 1.5 and 1 < γ ≤ 2. Then for any initial value y 0 > 0, the solution of (1.2) satisfies
Proof. Define z(t) = y −1 (t). By Lemma 2.1, we have
Therefore, for t > 0, we have
Recalling that 1 < θ ≤ 1.5 and 1 < γ ≤ 2, we can deduce that there are constants K 6 and K 7 such that
Hence, by (4.3), we have
By the Burkholder-Davis-Gundy inequality and the Jensen inequality, we have
By the Lemma 2.2, the Jensen inequality and the Hölder inequality, we have
where C λ is a constant. By (4.4), (4.5) and (4.6), we get
By the boundedness of Ez(t) and E t+1 t z 3 (s)ds, we can deduce that there is a constant K 8 such that
Let ε > 0 be arbitrary. Applying the Chebyshev inequality gives
By the Borel-Cantelli lemma, we have that for almost ω ∈ Ω, there is a n 0 (ω), such that
That is lim inf t→∞ log y(t) log t ≥ −(1 + ε).
Letting ε → 0, we obtain the desired assertion (4.9). Thus, the proof is complete. ✷ Proof. By Lemma 2.1, we have
Recalling that 1 < θ < (γ + 1)/2 and 1 < γ ≤ 2, we can choose η > 0 sufficiently small so that there is a constant K 9 > 0 such that 
There is a constant K 10 such that 
.
(4.17)
Recalling that 1 < θ < (γ + 1)/2 and 1 < γ ≤ 2, which implies the boundedness of Ey(t) , Ey −1 (t) and Ey 2 (t), combining with (4.12), we can deduce from (4.17) that there is a constant K 11 such that
Letting ε → 0, we obtain the desired assertion (4.9). ✷
The EM approximation
In general, (1.2) has no explicit solution. We have to design the numerical schemes to approximate the true solution. In this section, we propose explicit EM schemes to solve (1.2) and 75 prove a convergence result.
We first define the discrete and continuous-time EM scheme to (1.2). For a given fixed timestep ∆ ∈ (0, 1) and Y(0) = y 0 > 0, the discrete EM approximate solutions are defined as below
for n = 0, 1, 2, ... and t n = n∆, where
It is convenient to use the continuous approximation
for t ∈ [0, T ], whereȲ(t) is the following step function
It is easy to see thatȲ
The following result generalises Theorem 5.1 in [14] and Theorem 5.4 in [16] to the case of jumps. Proof. We divide the proof into three steps.
Step 1. For any sufficiently large positive integer n, we define the stopping time
Let V be the same as before. Then, for t ∈ [0, T ], Lemma 2.1 gives
Recalling (2.1) and (2.2), we have that for
where
, we can deduce that there are constants C 1 (n) and C 2 (n) such that
, we obtain
Note that the functions y α and log y are locally Lipschitz continuous for y > 0. Therefore, for y(s),Ȳ(s) ∈ [1/n, n], we have
Inserting (5.9), (5.10) and (5.11) into (5.6), we get from (5.5) that
Hence, for ∆ ∈ (0, 1), we have
Substituting this into (5.12) yields
Step 2. Let σ n = τ n ∧ ν n . We will show that there exists a constant D(n), which is dependent of n, such that
Note that the function y θ is locally Lipschitz continuous for y > 0 and θ > 1, which means that for y(s),Ȳ(s) ∈ [1/n, n], there is a constant C 8 (n) such that
By (1.2) and (5.2), we get 
where K is a constant. In the same way as the computation of (5.14), we can see that there exists a constant C 10 (n) such that
Inserting this into (5.21) gives
Applying the Gronwall inequality yields (5.17).
Step 3. Let ε, ξ ∈ (0, 1) be arbitrary small, let
Using (5.17), we have
By (2.4), (5.16) and (5.22), we have
as n → ∞, we can choose n sufficiently large for
and then choose ∆ sufficiently small for
to obtain Proof. By (5.13), for t ∈ [0, T ∧ ν n ], we have
where C 11 (n) = 3C 2 6 (n) + 6λ 2 δ 2 n 2 , C 12 = 3b 2 n 2θ and C 13 = 6δ 2 n 2 . The Doob martingale inequality gives
By the Hölder inequality, we get
Note that N(T ) is a Poisson process with intensity λ, which means P(N(T ) < ∞) = 1, we let these jump points within the intervals [
respectively. Hence, by the Doob martingale inequality, we have Recalling that V(1/n) ∧ V(n) → ∞, as n → ∞, we can choose n sufficiently large for
to obtain P(Ω) = P sup 0≤t≤T |Y(t) −Ȳ(t)| 2 ≥ ξ ≤ ε.
Thus, we complete the proof. ✷ 
Applications in finance
In this section, we assume that the interest rate or assert price is governed by the model (1.2). Then we will use the EM method to approximate some financial quantities.
Bonds
Let y(t) be the short-term interest rate. We denote B(T ) by the price of a bond at the end of period with form Using the Theorem 5.3, we get the desired assertion. 
Barrier options
Let E denote the exercise price, y(T ) denote the assert price at the expiry date T and B denote the fixed barrier. The expected value of the barrier options at the expiry date, denoted by C, is
C(T ) = E (y(T ) − E)
+ I {0≤y(t)≤B,0≤t≤T } .
We define its approximation bȳ The proof can be found in [6] .
The above examples show that the EM method can be used to estimate finance quantities.
