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ABSTRACT 
For a given square real matrix M, we present a general algorithm which decides 
the existence of a positive diagonal matrix D such that DM is positive definite and 
which constructs the D if it exists. It is shown that solving this matrix resealing 
problem is equivalent to finding a solution of an infinite system of linear inequalities. 
The algorithm solves this infinite system of linear inequalities by generating and 
solving a sequence of linear programs. 
1. INTRODUCTION 
Given a square real matrix M, does there exist a positive diagonal matrix 
D such that DM is positive definite? If such a D exists, how can it be 
constructed? Such questions arise in mathematical economics and in the 
study of certain engineering systems [l, 21. A necessary and sufficient 
condition for the existence of such a D for a 3 X3 matrix was given by Cross 
[5]. The existence of such a D for a Leontief matrix was proved by Tartar 
[15] and Dantzig [6]. A general necessary and sufficient condition for the 
existence of such a D was given by Barker, Berman, and Plemmons [2]. 
However, their condition is difficult to verify in practice. Methods for 
constructing such D’s for some special classes of matrices were discussed in 
[2] and [3]. The first general algorithm for solving this problem was given by 
Khalil [13]. His idea is that DM is positive definite if and only if a 
corresponding function a,( a) is positive at (d 11,. . , d ,,), where d ii is the i-th 
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diagonal element of D. His algorithm finds a positive d such that Ca( d) > 0 
as follows: at iteration k, if a( dk) > 0, then stop because D kM is positive 
definite (where dfi = dk); otherwise, find a direction Jk by solving a linear 
program, and then construct d k+ ' as a convex combination of dk and dk 
such that d k+l is in the interior of the unit box of R”. If such D's exist, then 
his algorithm will find one after a finite number of steps. If his algorithm goes 
on infinitely, then there is no positive diagonal matrix D such that DM is 
positive definite. 
In this paper we present another way of solving this problem. Our 
approach is that DM is positive definite if and only if (d 11,. . . , d ,,) is a 
solution of an infinite system of linear inequalities. Our algorithm solves this 
infinite system of linear inequalities by generating and solving a sequence of 
linear programs. Our algorithm is “almost” finite. To see this, let us divide all 
square matrices into three classes. 
Cluss 1: M can be resealed positive definite (i.e., DM is positive definite 
for some positive diagonal matrix D). 
CZu.ss 2: M cannot be resealed positive definite and moreover cannot be 
resealed positive semidefinite (i.e., DM is not positive semidefinite for any 
nonnegative nonzero diagonal matrix 0). 
Chss 3: M cannot be resealed positive definite, but can be resealed 
positive semidefinite (i.e., DM is positive semidefinite for some nonnegative 
nonzero diagonal matrix D). 
For any class 1 matrix M, our algorithm can find a positive diagonal matrix D 
such that DM is positive definite after a finite number of steps. For any class 
2 matrix M, OUT algorithm can detect that M cannot be resealed positive 
definite after a finite number of steps. For any class 3 matrix M, our 
algorithm can detect that M cannot be resealed positive definite in the limit. 
But a matrix is of class 3 if and only if the origin is on the boundary of a 
convex set (see Lemmas 2 and 3, Section 3), or equivalently, if and only if a 
particular number determined by M is zero (see Remark 3, Section 3), which 
will not happen very often. Thus our algorithm is “almost” finite. Another 
advantage of our algorithm is that it is not compromised by small errors in 
the calculation of eigenvalues and eigenvectors. 
The content of this paper is as follows: in Section 2 we explain notation 
and preliminaries. In Section 3 we specify the algorithm, prove its correctness 
and convergence, give conditions that guarantee finite termination, and 
discuss necessary and sufficient conditions for M to be resealed positive 
definite. In Section 4 we present computational results. Finally, we discuss 
possible ways to accelerate the convergence in Section 5. 
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2. NOTATION AND PRELIMINARIES 
An n X n real matrix M, not necessarily symmetric, is positive definite if 
xTMx > 0 for all 0 # x E R”, and is positive semidefinite if xTMx > 0 for all 
x E R”. 
If there exists a positive diagonal matrix D such that DM is positive 
definite, we say that M can be resealed positive definite. Such matrices are 
called “diagonally stable” in [2], “ Lyapunov diagonally stable” in [lo], and 
“ Volterra-Lyapunov stable” in [5]. 
Superscripts on vectors are used to denote different vectors, while sub- 
scripts are used to denote different components of a vector. 
Let S-i= {xER”: rTx = l} denote the unit sphere in R”, and S:-’ = 
{xES”-1: x > 0} denote the set of nonnegative vectors in S”- ‘. 
D(x) is a diagonal matrix with diagonal elements xi for i = 1,. . . , n. 
For a real symmetric matrix B, let X [ B] stand for the smallest eigenvalue 
of B, and V[B] a corresponding eigenvector of unit length. 
Given a mathematical programming problem (P), v(P) denotes the 
optimal objective function value of (P). 
Let e i be the ith unit vector of R”, and e = e’ + * - * + en. 
conv(S) denotes the convex hull of S. 
(1 x]] denotes the Euclidean norm of x. 
FACT 1. M is positive definite if and only if M + MT is positive 
definite. 
FACT 2. M is positive definite if and only if xTMx > 0 for all x E Sn-‘, 
where S”-l = {x~R”:x~x=l}. 
FACT 3. All principal minors of M remain sign invariant under a 
positive resealing DM. 
FACT 4 (see, e.g., Code [4]). Zf M is positive definite, then all its 
principal minors are positive. 
FACT 5. Zf M is positive definite, then BTMB is positive definite fm any 
real nonsingular matrix B. 
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FACT 6 (see, e.g., Wilkinson [16, pp. 98-991). For any real symmetric 
matrix B, 
h[B] =min{UTBU:UESn-i}, 
FACT 7 (see, e.g., Isaacson and Keller [ll, p. 1361). For any real 
symmetric matrix B, X [ B] is a continuous jkction of the elements of B. 
REMARK 1. 
(1) Let DM (MD) be a positive resealing of the rows (columns) of the 
matrix M. M can be column-resealed positive definite if and only if M can be 
row-resealed positive definite. Indeed, if DM is positive definite, where D is 
a positive diagonal matrix, then (D- l)TDMD- ’ = MD- ’ is also positive 
definite (Fact 5) and vice versa. 
(2) We are only interested in resealing nonsymmetric matrices, because if 
a real symmetric matrix is not positive definite, then it cannot be resealed 
positive definite. Indeed, if M can be resealed positive definite, then (by 
Facts 3 and 4) all its principal minors are positive. If a real symmetric matrix 
is not positive definite, then at least one of its principal minors is not positive 
and thus it can not be resealed positive definite. 
(3) If M can be resealed positive definite, then it is easy to see that M is 
nonsingular and the diagonal elements of M are positive (by Fact 4, d imii > 0 
for all i, which implies mii > 0 for all i). Therefore, without loss of generality 
we assume that the matrix M to be resealed is nonsingular and has only 
positive diagonal elements. 
3. THE ALGORITHM AND ITS CONVERGENCE 
First we show that solving the matrix resealing problem is equivalent to 
finding a solution of an infinite system of linear inequalities. 
THEOREM 1. Suppose that all diagonal elements of matrix M = ( mi j) are 
positive. Then M can be rescaikd positive definite if and only if the infinite 
system of linear inequalities 
(D(u)M+ > i forall uES”-l (ISLI) 
has a solution. Moreover, for any X solving (ISLI), D(X) rescaks M positive 
definite. 
RESCALING A MATRIX POSITIVE DEFINITE 135 
Proof. If there exists a positive diagonal matrix D( d ) such that D( d )M 
is positive definite, let f(u) = uTD( d)Mu. Then f(u) is a continuous function 
of u, and S”-’ is a compact set. Hence, f(u) achieves its i&mum on S”-i, 
i.e., there exists U E S”-’ such that f(u)>,f(U)>O for all UES”~~. 
Let Ei = di/f(E) for i = 1, . . . , n. Then we have (D(u)Mu)*? = 
dD(d)Mu/f(U) = f(u)/f(U)> 1 for all u ES”-~. Thus (ELI) has a 
solution. On the other hand, if X is a solution of (ISLI), then we have 
urD(?)Mu = (D(u)Mu)r? >, 1 > 0 for all u E S”-‘. By Fact 2, D(?)M is 
positive definite. To complete the proof, we only need to show that Ti > 0 for 
all i=l,..., n. Indeed, (ei)TD(?)Mei = miixi > 0 for all i = l,.. ., 12, since 
e i E S”- ‘; also, all mii are positive by assumption. Consequently, all Xi are 
positive. n 
Theorem 1 tells us that M can be resealed positive definite if and only if 
(ISLI) has a solution; and moreover, for any X solving (ISLI), D(g) rescales 
M positive definite. The algorithm we are going to present is actually to 
decide whether (ISLI) has a solution or not and to find such a solution if it 
exists. 
It is well known that deciding whether a finite system of linear inequali- 
ties has a solution is equivalent to solving a linear program (see, e.g., Dantzig 
[7, Chapter 51). In an analogous way, to solve the infinite system of linear 
inequalities (ELI), we solve (DILP)-the dual of the infinite linear program 
(ILP) (see, e.g., Dnffin, Jeroslow, and Karlovitz [9]), given by 
(ILP): Minimize x,+x,+ .+* tx, 
subject to 
(D(u)Mz&>l forall uES”-l, 
(DILP): maximize C yi 
icA 
subject to 
c D( ui) Mu'y, = e 
icA 
yi 2 0 for all i E A 
A finite and { ui: i E A} c S”-‘. 
The following column generating algorithm is the analogue of a cutting- 
plane algorithm applied to (ILP). It generates and solves a sequence of linear 
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programs (LP( k)) for k = 1,2,. . . . If u(LP( k)) tends to infinity, then M 
cannot be resealed positive definite (Theorem 3). Otherwise, a positive vector 
5 which rescales M positive definite will be found after finitely many 
iterations (Theorem 2). 
We assume that the input matrix M is nonsingular and has only positive 
diagonal elements (Remark 1). 
ALGORITHM. 
Step 1. 
Let k :=O; 
let E < 1 be a small positive number (e.g., E = 10d6); 
let (LP(k)) be the following linear program: 
n 
maximize C yi 
i=l 
subject to 
i D(e’)Me’y, = e, 
i=l 
yi >O for i=l,...,n. 
Step 2. 
Let xk be an optimal dual solution of (LP( k)); 
find a Ak satisfying IAk - A[D(xk)M + MTD(xk)]l < +E; 
if Ak > +E, go to step 4. 
Step 3. 
Find a vector uk+’ E S”-’ such that 
IIU k+l -V[D(xk)M + MTD(xk)]ll <E and (u~+~)~D(x~)Mu~+~ <E; 
form (LP( k + 1)) by adjoining the column D( uk+‘)Muk+’ to the con- 
straint matrix of (LP(k)) with cost coefficient 1; 
solve (LP( k + 1)); 
if u(LP( k + 1)) = cc, then go to step 5; 
else k := k + 1; go to step 2. 
Step 4. 
D( x k, M is positive definite, stop. 
Step 5. 
M cannot be resealed positive definite; stop. 
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COMMENTS ON THE ALGORITHM. 
(1) Since we assume mii > 0 for all i = 1,. . . , n, (LP(0)) is feasible. 
Therefore, (LP(k)) is feasible for all k. 
(2) Efficient algorithms for calculating eigenvalues and eigenvectors of a 
matrix are discussed in Wilkinson [16]. 
(3) A symmetric matrix B is positive definite if and only if A [ B] > 0; in 
general this is not true for nonsymmetric matrices. Therefore, we calculate 
the smallest eigenvalue of the symmetric matrix D(rk)M + MTD(rk) in 
order to know whether D( rk)M is positive definite (Fact 1). 
(4) If the algorithm does not stop at an iteration k, then it generates ukil 
satisfying (D( u k+l)Muk+l)T~k < E < 1, while (D(ui)A4ui)rrk > 1 for all i = 
O,l,..., k, since xk is an optimal dual solution of LP( k). Therefore, no 
column D(uk)Muk can be brought in more than once. 
Next, we prove the correctness and convergence of the algorithm and 
discuss conditions that guarantee termination in a finite number of iterations. 
THEOREM 2. lf there exists a positive diagonal matrix D such that DM is 
positive definite, then the algorithm can find such a D ajbr finitely many 
iterations. 
Proof. If M can be resealed positive definite, then the corresponding 
program (ILP) is feasible by Theorem 1. Let X be a feasible solution of (ILP). 
Then, for all feasible solutions of (DILP), we have 
c yi f c y,(D(ui)Mui)rF=eT?. 
iCA icA 
Namely, the objective function of (DILP) is bounded from above by e*?. The 
algorithm generates a sequence of linear programs (LP( k)), k = 0, 1, . . . . Each 
(LP( k)) is feasible and is the restriction of (DILP) to certain columns. Hence, 
the objective function of (LP(k)) is al so b ounded from above by e*%. By the 
duality theory of linear programming, we can find an optimal dual solution 
x k of (LP( k)) which satisfies 
O<(mii)-‘dx:<eTxk~eT~ forall i=l,...,n. 
Let T={rER”:O<xideT? for all i=l,...,n} and F(x,u)= 
(D(u)Mu)%. Then F(r, u) is uniformZy continuous on T X S-r, i.e., for 
any S > 0, there exists n > 0 such that 
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-- 
(a) Il(r, U) - (?, U)ll < 77 implies (F(x, U) - F(x, u)l < 6 for ah (x, u) 
-- 
and (x, U) in T X S”-‘. 
In particular, for 8 = 1 - E > 0, there exists 17 > 0 such that (a) holds. If the 
algorithm goes on infinitely, then it generates uk E S”-’ for k = O,l,. . . . 
Because S”-’ is compact, for the 17 > 0, there exists ui and uj in the 
sequence satisfying II ui - uill < 77. Without loss of generality, we assume that 
i < j. Because the algorithm does not stop at iteration j - 1, we have 
(b) F(xj-1 , ui) = (D(ui)Mui)%jW1 2 1, and 
(c) F(xj-1, uj) = (D(uj)Muj)Txj-l < &. 
However, (b) and(c) imply that IF(xj-‘, ui) - F(rj-‘, uj)l> 1 - E=S while 
IIW l, d) - (xi-l, uj)ll -c 77, which contradicts the uniform continuity of 
F(r, U) on T X 9-l. It follows that the algorithm must be finite in the case 
M can be resealed positive definite. n 
REMARK 2. We have proved the finiteness of the algorithm under the 
assumption that M can be resealed positive definite. In fact, the boundedness 
of v(LP(k)) = eTxk for k = 1,2,... is the only assumption we need for the 
proof. Since the feasible region of (LP(k)) can be considered as a subset of 
the feasible region of (LP( k + l)), we have u(LP( k + 1)) >, u(LP( k)) for alI k. 
Therefore, in the case A4 cannot be resealed positive definite, the algorithm 
generates a sequence of feasible solutions of (DILP) whose objectivefunction 
values tend increasingly to infinity. Hence, the following theorem is estab- 
lished. 
THEOREM 3. The following are equivalent: 
(1) M cannot be resealed positive definite; 
(2) U(DZLP) = co; 
(3) v(LZ’(k)) tends to infinity as k + 00. 
We have seen that the algorithm is finite in the case M can be resealed 
positive definite. Next, we give a condition which ensures the finiteness of 
the algorithm in the case M cannot be resealed positive definite, i.e., there 
exists j such that u(LP(j)) = co. 
CONDITION 1. For every nonnegative and nonzero diagonal matrix D, 
there exists u E S”-l such that uTDMu < 0. Equivalently, there does not 
exist nonnegative and nonzero diagonal matrix D such that DM is positive 
semidefinite. 
THEOREM 4. Zf M satisfies Condition 1, then the algorithm stops after 
finitely many iterations. 
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Proof. Define 
G(r) = rcs”_’ min urD(x)Mu=h[D(x)M+MrD(X)]/2 
(Fact 6). It follows from Fact 7 that G(x) is a continuous function of x. Since 
M satisfies Condition 1, we have G(r) < 0 for all x E ST-‘, where ST-’ = {x 
E S”- ’ : x > O}. Therefore, 
P = .zsy_,G(r) = mm min uTD( x) Mu < 0. 
+ rES:mluE:S"-' 
Let F(x, u) = (D( u)Mu)~x = uTD(r)Mu. For 6 = - ip > 0, there exists 
n > 0 such that 
(d) 11(x, u) - (X, U)ll < 17 implies IF(x, U) - F(?, U)l < S for all (x, U) 
and (X, U) in S:-’ x S"-'. 
As indicated in the proof of Theorem 2, if the algorithm goes on infinitely, it 
generates ui and uj (i < j) satisfying JIui - ujll< 9 and F(xj-r, u”) 2 1. 
Thus, 
(e) F(rj-l/llrj-l 11, U’) > l/ll&‘ll > 0. 
Let 
=v[(o(xj-l/II xj-'II)M+ M’o(~‘-‘/~~~j-‘~~))/2], 
and assume that E < 7, where the E is specified in step 1 of the aIgorithm. 
Then, Iluj - wII < E < 77 (step 3), and hence we have IF(xj-‘/IIxj-‘ll, uj) - 
F(xj-l/llxj-'ll, w)l -c 6 = -i/3 by the uniform continuity of F(x,u) on 
s:-’ x s-l. Thus, 
= -f~+;~’ D [ ( &)M+MTD( &)]w 
=-$+A 
0(x'-'/II xi-'II)M + MTD(xj-l/llx'-'ll) 
2 
140 HUI HU 
However, (e) and (f) imply that 
while 
which contradicts the uniform continuity of F(x, u) on S;-’ X S”-‘. There- 
fore, if A4 satisfies Condition 1, then the algorithm terminates after finitely 
many iterations (assume that E < q). W 
In the rest of this section, we discuss other necessary and sufficient 
conditions for A4 to be resealed positive definite and equivalent statements of 
Condition 1. First, we state a theorem that we are going to use in the 
following discussion. 
ALTERNATIVE THEOREM. Let T be a set (T may be infinite), hi(t) for 
i=l >***> n be real-valued finctions on T, and 
P= {(h,(t),...,h,(t)):tET}. 
If P is closed, then 
(1) the system (h,(t),..., h,(t)) Tx > 0 for all t E T has a solution if and 
only if the origin is not contained in conv( P), the convex hull of P; 
(2) the system (h,(t),..., h,(t)) Tx > 0 for all t E T has a non-trivial 
(i.e., nonmo) solution if and only if the origin is not contained in the 
interior of conv( P) (Dines and McCoy [8]). 
LEMMA 1. M cannot be resealed positive definite if and only if 
{x:(D(u)Mu)Tx>O foralluES”-‘} =0. 
Proof. Let T= {x:(D(u)Mu)~x>O for all YES”-‘}. If T=0, then 
(ISLI) has no solution. By Theorem 1, M cannot be resealed positive definite. 
On the other hand, if T # 0, let X E T. Then, U%(X) Mu = (D(u) Mu)~? > 0 
for all u E S”-l. Hence, D(Z)M is positive definite and 35 is a positive vector 
(assume that all diagonal elements of M are positive). n 
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LEMMA 2. M cannot be resealed positive definite if and only if the 
origin is contained in conv( D( u)Mu: u E Sn-‘). 
Proof. It is easy to show that { D(u) Mu : u E S”- ’ } is closed. The 
lemma then follows easily from the Alternative Theorem and Lemma 1. w 
CONDITION 2. 0 E int{conv(D(u)Mu: u E SnP1)} 
LEMMA 3. Condition 1 and Condition 2 are equivalent. 
Proof. Although Conditions 1 and 2 look different, they are in fact 
equivalent. Indeed, if M satisfies Condition 2, then the system uTD(x)Mu = 
( D(u)Mu)~x > 0 for ah u E S”-’ has no nontrivial solutions (by the Altema- 
tive Theorem). This implies that for any 0 # d > 0, there exists u E S”-’ such 
that uTD(d)Mu < 0, i.e., M satisfies Condition 1. On the other hand, if M 
does not satisfy Condition 2, then (by the Alternative Theorem) there exists 
5 # 0 such that uTD(lC)Mu = (D(u)Mu)~Z > 0 for all u E S”-‘. In particu- 
lar, (ei)TD(?)Mei = ximii > 0 for all i = l,..., n. This implies Fi > 0 for ah 
i=l >.**, n (assume that all diagonal elements of M are positive). Hence, M 
does not satisfy Condition 1. n 
REMARK 3. Notice that G(x)=min,,,~-lurD(x)Mu is a continuous 
function of x. It is not hard to show the following: 
(1) M can be resealed positive definite if and only if 
max min uTD(x)Mu > 0. 
xES:-’ “es”-’ 
(2) Condition 1 or 2 is equivalent to 
CONDITION 3. max,,,.-lmin,,,.-lurD(x)Mu < 0. 
We summarize ah necessary and sufficient conditions for M to be 
resealed positive definite in Theorem 5. 
THEOREM 5. Suppose that all diagonal elements of M are positive. Then 
the following are equivalent: 
(1) M can be resealed positive definite; 
(2) (ISLI): (D( u)Mu)% > 1 for all u E S”-l has a solution; 
(3) (D(u) Mu)% > 0 fm all u E S-l bus a solution; 
(4) the origin is not contained in conv( D(u)Mu: u E Sn-‘); 
(5) mm xES:~Imin,,s.~IuTD(lC)Mu > 0. 
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We have proved that the algorithm solves the matrix resealing problem 
correctly and completely. It is finite if M is a class 1 or class 2 matrix. It is 
possibly infinite only if M is a class 3 matrix. Can one give an upper bound 
on the total number of iterations needed in the case of finite termination? 
Can one prove that the algorithm is finite for class 3 matrices? The answers 
will be yes if we have a positive answer to the following open question. 
OPEN QUESTION. In the case (ISLI) has solutions (equivalently, M can 
be resealed positive definite), can one give an upper bound on om solution of 
(ISLI) in terms of M? Namely, can one find a real number h(M) determined 
by M such that there exists a solution X of (ISLI) satisfying Xi 6 h(M) for 
all i? 
4. EXAMPLE AND COMPUTATIONAL RESULTS 
EXAMPLE. 
We use revised simplex method to solve (LP( k)) and follow the notation 
in Dantzig [7]. For convenience, we do not normalize uk. We use B to 
denote the optimal basis of LP(k), and ck+i the relative cost factor of the 
entering column for LP( k + 1). 
Tableau of (LP(0)) (k = 0): 
11 
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x0=(1 1 1y, 
d=(o 1 l)‘, 
B-‘D(u’)~u’= (0 -16 l)T, 
C,=1-x”D(~‘)M~‘=16. 
Tableau of (LP(l)) (k = 1): 
143 
Basis inverse 
1 0 0 1 0 0 0 1 
0 1 0 0 1 0 - 16 1 
0 0 1 0 0 1 1 1 
0 0 0 16 -3 
x1=(1 1 - 17)T, 
d=(-1 1 l)T, 
B-‘D(u~)Mu~=(~ -65 -3)T, 
C2 = 1 - x’D( u2)Mu2 = 67. 
Tableau of (LP(2)) (k = 2): 
<I 
* 
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x2 = (34.5 1 17)T 
2=(-l -4 O)? 
B-‘D(u3)Mu3= ( - 1.5 - 77.5 - 4.5)T, 
E3 = 1 - x2D( d)Md = 84.5. 
Since B-‘D(u~)Mu~< 0 and F3 > 0, we know that u(LP(3)) = 00. 
Therefore, M cannot be resealed positive definite. 
REMARK 5. It follows easily from Facts 3 and 4 that if M can be resealed 
positive definite, then M is a P-matrix (i.e., all principal minors of M are 
positive). The above 3 ~3 matrix is a P-matrix, but it cannot be resealed 
positive definite. 
Computational Results 
We have coded the algorithm in FORTRAN. We use the subroutine MINOS 
(from the Systems Optimization Laboratory, Department of Operations 
Research, Stanford University) to solve (LP( k)) and the subroutine F~~ABF 
(from NAG Library, Stanford University) to calculate eigenvalues and eigen- 
vectors. The data were randomly generated, and the program was executed 
on a DEC 20 computer, with the results shown in Table 1. 
5. ACCELERATING THE CONVERGENCE 
This column generating algorithm is the analogue of a cutting-plane 
algorithm applied to (ILP). It solves the infinite linear program (DILP) by 
generating and solving a sequence of linear programs (LP( k)), k = 0, 1, . . . . If 
the algorithm does not stop at iteration k, then a new column D(uk+‘)Muk+’ 
is generated and brought in. This is a cut, (D(u~+‘)Mu~+‘)~x > I, on (ILP). 
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TABLE 1 
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3x3 5 3.15 
5x5 14 7.18 
6X6 9 4.69 
8X8 9 6.26 
16x16 8 6.23 
If we want to accelerate the convergence of the algorithm, we have to find 
ways to generate more efficient cuts. 
Let’s look at the problem geometrically. Suppose the algorithm does not 
stop at iteration k. Let j&u) = uTD(xk)A4u. Then fk(zli) > 0, i = I,. . ., k, 
and fk(&“) < 0. S’ mce &(u) is a continuous function, for each ui, i= 
1 , . . . , k, there exists a relatively open neighborhood Nk(ui) c S”-’ such that 
fk(u) > 0 for all u E Nk(ui). fk(uk”) < 0 means that Uf= lNk(ui) does not 
cover S”-‘. Suppose A4 can be resealed positive definite and the algorithm 
stops at iteration k. That means Uf=,N,(u’) covers S”-l. Therefore, we want 
to make Nk(ui) bigger so that we need fewer Nk(ui) to cover S”-‘. Let’s 
consider the cut (D( uk+ ‘)Muk+ ‘)r x>cuforsomea>l,andhopethatitwill 
give a bigger Nk+i(ui). H owever, since we are solving linear programs, 
changing all the cost coefficients to a will result in a solution (YX k+l and 
therefore has no influence on choosing u~+~. If we go over the proofs of 
Theorems 1 and 2, we find that if we change (D(uk)Muk)rx > 1 to 
(D(u~)Mu~)~x > ok, where 0 < 6 < (Yk < L for all k, then Theorems 1 and 2 
still hold. Since 
fkb k+l) =~Uk+‘[D(Xk)M+M=D(Xk)]uk+l 
if fk(Uk+‘) < 0, a natural way to choose ok+ i is 
a k+l= -6d” k+l) = -eA[D(Xk)M+M=D(xk)], 
where 8 is a positive constant [if - flfk(uk+‘) < 6, just let (Yk+i= 61. 
A number of randomly generated problems were computed using the 
above idea (8 = 2) and compared with (Yk = 1; see Table 2. 
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TABLE 2 
Problem Number of iterations 
dimension ak = 1 for all k (Yk = - 2&(Uk”) 
5x5 14 2 
6x6 9 8 
8X8 9 2 
16X16 8 3 
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