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Figure 1: Asymmetric use of the 2D Pointer / 3D Ray within a Collaborative Virtual Environment
Abstract
In this paper we present a new metaphor for interaction within Col-
laborative Virtual Environments (CVE). This metaphor is dedicated
to non-immersive or semi-immersive 3D interactions, for which
users cannot afford to buy expensive devices neither for 3D visual-
ization of their virtual environment nor for interaction. With these
low-cost restrictions, we think that it is more effective to use ba-
sic 2D metaphors rather than to try to adapt 3D virtual metaphors
which would be more difficult to use because of the poor immersion
level offered by such systems.
The problem that will arise within a CVE is that it is difficult to
make a user aware of the 2D metaphors used by another user, be-
cause they are not associated with a 3D virtual object of the shared
universe. So our idea is to provide to a user a 3D virtual ray (using
ray-casting for object selection) that would act like a 2D pointer on
the screen, allowing the user to only control the 2D position of the
closest ray end, and calculating the orientation of the ray so that its
projection on the screen would always be a point. This way, since
the user is controlling a 3D virtual ray, the other users can be made
aware of his activity.
To test the efficiency of this 2D Pointer / 3D Ray, we have made
some experiments making users compare different devices to real-
ize some simple selection and manipulation tasks. The results show
that this kind of 2D solution is efficient and allows 3D interaction
within Virtual Environments by people who cannot afford expen-
sive immersive hardware. This new metaphor allows more users to
collaborate within CVE.
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1 Introduction
What is the best technical solution for easy and natural 3D inter-
action within Virtual Environments (VE)? Most people will answer
that it is immersion, but to obtain high quality immersion you need
stereovision for the visualization, linked to a 3D tracking device
in order to track the position of tools of the user and of her head.
Indeed, such technical solutions allow the images to be generated
such that virtual tools can be colocated with parts of the user’s body
or with the real tools she is using, so a user feels like her arms,
hands, or tools were really embedded within the virtual environ-
ments. Furthermore, interaction metaphors that are usually used
in this context, such as virtual hands [Poupyrev et al. 1996], vir-
tual rays [Bowman and Hodges 1997] or virtual 3D cursors [Zhai
et al. 1994], are interesting for Collaborative Virtual Environments
(CVE) because they provide a natural 3D representation that is per-
ceptible for the other users of the CVE. Due to this 3D visualization
of the interaction tools, a user can be easily aware of the activity of
the other users of the CVE. Nevertheless, 2D metaphors and input
devices have also to be considered for 3D interactions because they
are sometimes easier to use than 3D metaphors, as stated in [Bow-
man et al. 2008].
However, a good immersion cannot be obtained without expensive
hardware such as high-frequency video-projectors (for active stere-
ovision) or double projectors (for passive polarized stereovision).
Providing only stereovision is not enough to obtain a good immer-
sion, because it cannot ensure a good colocation between the virtual
tools driven by the users and the physical objects or body parts that
the user uses to control the virtual tools. We need wireless tracking
systems (optical, ultrasonic or magnetic) for head tracking, tools
tracking and body parts tracking.
Without colocation, we consider that it would be difficult for some-
body to use efficiently the classical 3D interaction metaphors, and
that these metaphors will not be user-friendly. So perhaps basic 2D
interaction tools such as a 2D pointer driven with a classical 2D
mouse could be as efficient as the usual 3D metaphors for simple
tasks such as object selection and manipulation (3D positioning, for
instance).
Two problems arise when using such basic 2D interaction
metaphors. First, when several users share a CVE, it will be dif-
ficult to make a user aware of the interactions of other users, be-
cause their 2D interaction tools will not be associated with any 3D
virtual objects. Second, using a classical mouse will not fit semi-
immersive environments when a user stands in front of a big image
produced by a videoprojector, generally without any keyboard or
2D mouse.
This is the reason why we propose a new 2D pointer that will be
associated with a 3D geometry in order to appear visually within
the Virtual Environment. This 2D pointer will be easy to use and
will be driven by any device that can control a 2D position: for
example a classical 2D mouse, a gamepad or a Nintendo wiimote
remote gaming controller. The 3D geometry of this pointer will be
a virtual ray, so other users can be easily made aware of the move-
ment of this 3D ray, in the same way they can be made aware of the
evolution of classical 3D interaction metaphors. This 2D Pointer /
3D Ray will use the classical ray-casting technique for object se-
lection and manipulation. In this way, its behavior is similar to the
aperture based selection technique [Forsberg et al. 1996] and to the
technique developped in [Ware and Lowther 1997].
In order to show that our 2D Pointer / 3D Ray can be useful for
selection and basic interaction tasks, we have made some experi-
ments comparing four interaction techniques. We will describe the
conditions of the experiments, then we will present the results of
these experiments and we will discuss them in order to show that
our new interaction metaphor is efficient enough to be used for in-
teraction within CVE when some of the users do not have access to
expensive immersive hardware devices.
2 Related Work
2.1 3D interaction metaphors
The “3D Interaction Techniques for 3D Manipulation” chapter of
[Bowman et al. 2004] presents many metaphors dedicated to 3D
manipulation. The ray-casting [Poupyrev et al. 1998] is very in-
teresting because it is very simple and efficient, especially when
used at close range. This metaphor is difficult to use at long range
because it requires high angular accuracy, but some approaches al-
low to minimize jitter, such as adaptive control display gains (e.g.
pointer acceleration) [Frees et al. 2007]. Driving such a metaphor
through a 2D input device allows the reduction of jitter around the
orientation of the virtual ray, especially when the 2D device is a
mouse [Balakrishnan et al. 1997]. The remaining problem is that
rotating a 3D ray using a 2D input device is not user-friendly. This
is why we propose to adapt this metaphor so that it can be easily
driven with a device that only provides a 2D position.
2.2 Awareness within CVE
It is important for people sharing a CVE to be aware of the activity
of other users, as explained in [Fraser, M. et al. 1999], in order to
help them to understand the evolution of the CVE and to collaborate
more efficiently with the other users. Showing the activity of a
user to the other users with whom he may collaborate is a central
point for an efficient collaboration, a lot of work has been realized
in this area [Fraser, M. et al. 2000][Gutwin, C. and Greenberg, S.
1998]. Many egocentric metaphors, such as the virtual ray casting,
are well suited for interaction within CVE, thanks to their graphical
visualization that can be shown to the other users.
3 The asymmetric 2D Pointer / 3D Ray
Our idea is to use a 3D virtual ray that would be as easier to drive
than the classical 2D mouse pointer. The result looks like a classical
2D pointer moving on the surface of the screen. In fact it is a quite
thin and long 3D virtual ray, moving near the viewpoint of the user,
staying always at the same depth, which orientation is calculated in
a way that its projection on the screen is always a small spot.
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Figure 2: Projection of the 3D Ray as a small spot on the screen.
As shown on figure 2, the 2D device used to control the pointer will
provide the Xc and the Y c values, and the Zc value is a chosen
one, so the rho and theta values can be calculated this way, if the
rho angle (the heading) is first applied around the Y axis and then
the theta angle (the elevation) is applied around the X ′ axis :
• rho = atan(−Xc/Zc)
• theta = atan(Y c/sqrt(Xc ∗Xc + Zc ∗ Zc))
This way, the user of the 2D Pointer / 3D Ray will always feel that
she is using a 2D pointer (figure 3), while other users will see a 3D
virtual ray moving thanks to the action of the first user (figure 4). So
it is quite easy to use by the first user, and quite easy to understand
by the other users.
This 2D Pointer / 3D Ray is completely independent from the hard-
ware device that will be used to drive it: either a classical 2D mouse,
or a game pad, or any device able to provide 2D coordinates, or even
a graphical 2D user interface.
As the 2D Pointer / 3D Ray is turning around the closest extremity
of the virtual ray, the movements of a manipulated object can also
be affected by a small rotation and will not stay at the same Z coor-
dinate within the user’s coordinate system, except if we force it to
preserve its relative orientation and Z coordinate.
This metaphor can be easily extended to 3D movements within the
user’s coordinate system: the X and the Y coordinates are directly
provided by the physical device used to drive the 2D pointer, and
the Z coordinate can be changed by moving the manipulated object
along the 3D ray. To achieve such a translation along the virtual
ray, the device used to drive the 2D pointer must also provide the
Figure 3: User 1 moves a 3D slider with her red 2D pointer and
she sees the green 3D virtual ray of user 2 ready to select another
slider.
Figure 4: User 2 is ready to select a slider with her green 2D
pointer while she is looking at user 1 moving a slider with her red
3D virtual ray.
information needed to calculate the Z coordinate, or it can be asso-
ciated to another device providing this value. For example, this Z
coordinate can be obtained thanks to the wheel of a 2D mouse, or
some buttons of a gamepad.
A rotation of the manipulated object within the user’s coordinate
system can also be calculated with additional devices, for example
the keyboard or some buttons or joysticks of a gamepad.
We consider our technique as an egocentric interaction metaphor
using a pointer as described in [Poupyrev et al. 1998]. As our 2D
Pointer / 3D Ray is a tool associated to the user’s viewpoint, the
user carries this interaction tool with her when she navigates within
the VE, in the same manner as 3DM [Butterworth et al. 1992]. So
as the 2D Pointer / 3D Ray moves with the viewpoint when the
user navigates, the object that has been grabbed by the moving tool
navigates also within the VE, which is another complementary way
to provide a new position and orientation to this manipulated object.
Last, the 2D Pointer / 3D Ray can simply be used as a classical
2D pointer to trigger somme elements of a 3D GUI that could be
carried by the user, in order to control the state of the application.
So, according to Hand [Hand 1997] who separates virtual interac-
tions into 3 categories: 3D interaction (selection and manipulation),
navigation and application control; we see that our 2D Pointer / 3D
Ray, carried by the user, is well suited for these three kinds of in-
teractions.
4 Hypotheses
We think that our 2D Pointer / 3D Ray can be quite efficient for 3D
manipulation, at least for simple tasks such as positioning objects
within a VE, especially when we cannot offer a good immersion to
the user. So we will make some hypotheses about the usability of
our interaction metaphor, then we will make some experiments to
verify these hypotheses.
4.1 H1: the best solution for 3D interaction is immer-
sion with head-tracking
This solution will be used as a reference for our evaluation. We will
compare the time spent during the manipulation and the accuracy of
the other evaluated techniques relative to this one. We will also ask
the users which technical solution they prefer: we think they will
prefer immersion with head-tracking and colocation of the virtual
ray with the interaction device they use.
4.2 H2: our 2D Pointer / 3D Ray can be as efficient than
immersion with head-tracking
We hope that this hypothesis will be true, at least for basic tasks
such as positioning 3D objects, to be able to propose it to a user
when we cannot offer him any immersion. This would also offer to
new VR users one efficient interaction tool which is as easy to use
as the classical mouse and its associated 2D pointer.
4.3 H3: immersion without head-tracking is not a good
solution for 3D interaction
We think that incomplete immersion is not a good solution, be-
cause users can feel deceived by interactive solutions that would
work much better if virtual tools could be colocated with real tools
or with body parts of the user. This solution should not be nei-
ther as fast nor as accurate as a solution offering total immersion.
This solution could even be the worst because it denatures the 3D
metaphors it uses. Indeed, in this case the user is nearly placed
in an exocentric situation, as she cannot really use the egocentric
metaphors in the way they should be used, as it is not possible here
to colocate a virtual ray and its associated interaction device.
4.4 H4: in a semi-immersive context, our 2D Pointer /
3D Ray can be as efficient as 3D interaction with-
out head-tracking
This semi-immersive situation appears quite often, and can easily
be obtained thanks to a simple videoprojector, which is quite afford-
able today. In this context, the user is generally standing in front of
a big projection screen, so she cannot use neither the mouse nor the
keyboard for 3D interaction within the VE. So our idea is to pro-
vide to this user our 2D Pointer / 3D Ray, driven with another kind
of device: a wireless one in order to allow the user to move easily.
Here we propose to use a Nintendo wiimote to drive our interaction
metaphor. We hope that this low-cost solution (which costs around
50 US dollars) can be nearly as efficient as an optical 3D tracking
technology (which costs roughly fifty thousand dollars).
5 The experiments
In order to verify our hypotheses, we have set up a simple ex-
periment that consists in positioning four 3D objects (colored
spheres) within their four associated supports (semi-transparent col-
ored cylinders). We ask the users to realize the task as fast as pos-
sible, with the best accuracy possible.
5.1 The tasks to complete
We make the user aware of the selection of a 3D object by overlay-
ing a semi-transparent upscaled geometry, and we also give them
information about the accuracy of the manipulation task: a flag, as-
sociated to each support, changes its color from red towards green
when the position of its associated object is accurate enough to con-
sider that the positioning task is completed.
5.1.1 All the objects are at the same depth relative to the user
For the first manipulations, in order to make it easy for the user, all
the 3D objects (the spheres and their associated cylindric supports)
are at the same depth relative to the user. The positioning task is
only a 2D task, and we do not allow the user to change the position
of his viewpoint by navigating.
The user must complete this task three times: first with big objects,
second with medium objects, and third with small objects. The
experiment set-up is shown in figures 5, 6 and 7.
Figure 5: Big objects at the same distance from the user.
Figure 6: Medium objects at the same distance from the user.
Figure 7: Small objects at the same distance from the user.
5.1.2 All the objects are at different depths relatively to the
user
Second, we place the 3D objects at different depths relative to the
user: there is not any 3D object to manipulate that is located at the
same depth as its associated support. So the user must grab the
3D objects and move them (also along the front/back axis) to place
each object into its support.
Figure 8: Medium objects at different distances from the user.
Here again, the user must complete this task three times: first with
big objects, second with medium objects, and third with small ob-
jects. The experiment set-up for medium objects is shown on fig-
ure 8.
If the navigation is not accurate enough, as we use the same naviga-
tion step for the three sizes configurations, users will have to adjust
the depth in a way proposed by the current interaction technique
they are testing.
5.2 The four interaction techniques to compare
Each user has to complete these six positioning tasks with four
hardware configurations, from non-immersive context with a sim-
ple mouse in front of a workstation, to fully immersive context with
stereovision, 3D tool tracking and head-tracking.
For these four configurations, we will use the same device for the
front/back navigation: the joystick of the Nintendo nunchuk exten-
sion of the Nintendo wiimote, and only the front/back information
will be used to constrain the user to stay on this front / back axis.
So the user will not be allowed to navigate in order to come near
every object: he will have to be quite far from the objects placed
on the right and on the left, otherwise there would not have been
significant differences due to the objects sizes between these three
experimental setups.
5.2.1 Technique 1: the 2D mouse used as a 2D pointer in
front of a simple screen
First, the classical 2D mouse is used to drive the 2D Pointer / 3D
Ray and the user sits in front of a 20" screen. The 2D Pointer / 3D
Ray is perceived here as a simple 2D pointer associated with the
usual mouse pointer. We use the left button press of the mouse to
grab an object located “under” the pointer, and the release of this
button releases the grabbed object. An object which is grabbed by
the pointer can have its Z coordinate (its depth relative to the user
viewpoint) adjusted by using the wheel of the mouse.
Figure 9: Technique 1: the 2D mouse used as a 2D Pointer.
5.2.2 Technique 2: the Nintendo wiimote used as a 2D
pointer in front of a big videoprojection
Second, a Nintendo wiimote is used to drive the 2D Pointer / 3D
Ray and the user stands in front of a 2.5 meters high - 3 meters
wide projection. The 2D coordinates are acquired thanks to the
infrared camera of the Nintendo wiimote, pointing at an infrared
emitter placed between the user and the projection. Here again, the
2D Pointer / 3D Ray is perceived as a simple 2D pointer. We use the
press of the “A” or “B” button of the Nintendo wiimote to grab an
object located “under” the pointer, and the release of one of these
buttons releases the grabbed object. An object which is grabbed
by the pointer can have its Z coordinate (its depth relative to the
user’s viewpoint) adjusted with successive presses of the “Up” and
“Down” buttons of the Nintendo wiimote.
5.2.3 Technique 3: optical tracking for the 3D Ray in front of
a wide videoprojection with stereovision
Third, we use an optical 3D tracking system to acquire the 3D po-
sition and orientation of a Nintendo wiimote that is used as a tool
in the hand of the user. This 3D position, relative to the viewpoint,
is used to control a 3D virtual ray. The user stands in front of a 2.5
meters high and 9 meters wide semi-cylindric projection screen, of-
fering stereovision. As for the second technique, we still use the
press of the “A” or “B" button of the Nintendo wiimote to grab an
object traversed by the 3D virtual ray, and the release of one of these
Figure 10: Technique 2: the Nintendo wiimote used as a 2D
Pointer.
buttons releases the grabbed object. An object which is grabbed by
the 3D virtual ray can have its 3 position coordinates (including its
depth relative to the user’s viewpoint) affected by the position and
the orientation of the 3D virtual ray, which can be much more im-
portant than in the case of the manipulation of the 2D Pointer / 3D
Ray. Here the user will adjust the Z relative position of a grabbed
object by moving the Nintendo wiimote front or back. With this
third technique, the infrared camera of the Nintendo wiimote is not
used any more, but we still use the Nintendo wiimote for its “A” and
“B” buttons.
Figure 11: Technique 3: optical tracking for the 3D Ray.
5.2.4 Technique 4: optical tracking for the 3D Ray and the
head of the user in front of a wide videoprojection with
stereovision
Fourth and last, we extend Technique 3 to use the optical 3D track-
ing system not only to acquire the 3D position and orientation of
a Nintendo wiimote that is used as a tool in the hand of the user,
but also to acquire the 3D position and orientation of the head of
the user, to be able to compute the best image for him. These 3D
positions enable the position and orientation of a 3D virtual ray to
be computed and to produce the most appropriate image in order to
make the user believe that the virtual ray is placed at the exact end
of her Nintendo wiimote.
5.3 Completing the tasks
Each user had to complete the 6 tasks in the same order :
1. big objects at the same depth,
2. medium objects at the same depth,
3. small objects at the same depth,
4. big objects at different depths,
5. medium objects at different depths,
6. small objects at different depths.
These 6 tasks had to be completed for each of the 4 techniques,
always in the same order : Technique 1, Technique 2, Technique 3,
Technique 4.
We did so because we were thinking that the users could then en-
counter the 4 techniques beginning with the simplest one and fin-
ishing with the most complicated one, so the first two techniques
could serve as a practice for the last two techniques.
Most of the results show that we were right to make this assumption
because the best manipulation times are those obtained with the first
technique.
Before doing the real tasks, the users had a few minutes to practice
each of the 4 techniques with a simple task: only 2 big objects with
their supports, a first object with the same depth than the supports,
and the second object with a different depth, in order to make the
user try the navigation with the nunchuk.
5.4 Test user demograph
34 people completed our experiments. 94% were men. Their av-
erage age was 26.5 years old. Almost everybody had experience
with computers and 2D interaction with the mouse. Around 50% of
the users had already used 3D interaction. 20% of the users had al-
ready played 3D video games. Most of the users were computer sci-
ence students, software engineers or computer science researchers
or teachers.
6 Results
6.1 Raw results
For each task (placement of 4 objects), we measured the time
needed to complete the task, the accuracy of the positioning of the
objects, and the average of the selections needed to grab an object
and to release it at the correct position.
6.1.1 Time spent
Figure 12 shows the average time spent (in seconds) to complete
each task with each technique.
Figure 12: Time needed to complete the tasks.
A single factor ANOVA on the participants’ time was performed
for the six tasks, then for the 2D positioning tasks only, and last for
the 3D positioning tasks only, each time with Technique 4 as a ref-
erence. The global ANOVA indicated that the difference in partic-
ipants’ time was significant for Technique 1 (F (1, 814) = 20.52,
p < 0.0001)) and Technique 2 (F (1, 814) = 6.81, p = 0.0092)),
but not really for Technique 3 (F (1, 814) = 3.53, p = 0.0609)).
The second ANOVA (2D tasks) indicated that the difference in par-
ticipants’ time was significant for Technique 1 (F (1, 404) = 65.93,
p < 0.0001)), Technique 2 (F (1, 404) = 13.61, p = 0.0003)),
and for Technique 3 (F (1, 404) = 4.58, p = 0.0328)). The third
ANOVA (3D tasks) indicated that the difference in participants’
time was significant only for Technique 2 (F (1, 404) = 29.70,
p < 0.0001)), and not for neither Technique 1 (F (1, 404) = 1.16,
p = 0.28)) nor Technique 3 (F (1, 404) = 1.32, p = 0.25)).
Nevertheless, a Student test performed between Technique 3 and
Technique 4 indicated that their difference was significant enough
(t = 2.2782, p = 0.02325).
The preliminary conclusions are that:
1. For 2D positioning tasks:
• Technique 1 is the fastest technique (H2 partially veri-
fied for Technique 1).
• Technique 3 is the worst one (H3 partially verified).
• Technique 2 is better than Techniques 3 and 4 (H4 par-
tially verified, H2 partially verified for Technique 2).
2. For 3D positioning tasks:
• Technique 1 is better than Technique 4 (H2 partially
verified for Technique 1 and H1 partially verified), but
not very significantly.
• Technique 4 is the second most efficient one, but the
difference with the best Technique is not very signicant
(H1 partially verified).
• Technique 3 is slower than technique 4 (H3 partially
verified), but not very significantly.
6.1.2 Accuracy
Figure 13 shows the average relative error for each task with each
technique.
Figure 13: Error percentages.
A single factor ANOVA on the participants’ precision was also
performed for the six tasks with Technique 4 as a reference. It
indicated that the difference in participants’ precision was signif-
icant for Technique 1 (F (1, 814) = 109.83, p < 0.0001)), Tech-
nique 2 (F (1, 814) = 4.84, p = 0.0283)), and Technique 3
(F (1, 814) = 4.20, p = 0.0407)). A Student test performed be-
tween Technique 3 and Technique 4 indicated also that their differ-
ence was significant (t = 2.22, p = 0.02697).
The preliminary conclusions about accuracy are nearly the same
than about speed :
1. Technique 1 is always the most accurate technique (H0 veri-
fied, H2 verified for Technique 1).
2. For 3D positioning tasks, Technique 4 is second (H1 partially
verified).
3. Technique 3 is always less accurate than technique 4 (H1 and
H3 partially verified).
4. For 2D positioning tasks, Technique 3 is the worst (H3 par-
tially verified).
5. For 2D positioning tasks, Technique 2 is better than Tech-
niques 3 and 4 (H4 partially verified, H2 partially verified also
for Technique 2).
6. For 3D positioning tasks, Technique 2 is quite as good as
Technique 3 (H4 partially verified).
6.1.3 Average number of selections per object
Figure 14 shows the average number of selection per object needed
to complete each task with each technique.
Figure 14: Average selections per object to complete a task.
A single factor ANOVA on the participants’ number of selections
was performed for the six tasks, then for the 2D positioning tasks,
and last for the 3D positioning tasks, each time with Technique 4 as
a reference.
The global ANOVA indicated that the difference in participants’
precision was significant for Technique 1 (F (1, 814) = 482.24,
p < 0.0001)) and Technique 2 (F (1, 814) = 7.89, p = 0.0051)),
but not for Technique 3 (F (1, 814) = 0.40, p = 0.5231)), which
was confirmed by a Student test performed between Technique 3
and Technique 4 (t = 0.6793, p = 0.4973).
The preliminary conclusions are only that:
1. Technique 1 is always the most direct technique (H2 verified
for Technique 1).
2. Techniques 2, 3 and 4 are equivalent except for small objects
with different depths where Technique 2 is not good.
6.2 Subjective results
Last, we asked each user to give a relative ordering, then an absolute
scoring, of this 4 techniques according to :
1. How pleasant was it ?
2. How easy was it to use ?
3. How fast was it to use ?
4. How accurate was it to use ?
5. How efficient was it to use ?
6. How tiring was it to use ?
For the relative ordering, users had to give 1 to the best technique
and 4 to the worst.
For the absolute scoring, users had to give 1 if the technique was
very good, 2 if it was good, 3 if it was acceptable, and 4 if it was
not good.
6.2.1 Relative ordering of the 4 techniques
Figure 15 shows how the users ordered the 4 techniques we wanted
to compare.
Figure 15: Relative ordering of the techniques.
The preliminary conclusions are that:
1. Technique 1 is the easiest, the fastest, the most accurate, the
most efficient and the least tiring of the fourth techniques (H2
verified for Technique 1).
2. Technique 4 is the preferred one and the second one concern-
ing performances (H1 partially verified).
3. Technique 3 is always worse than technique 4 (H1 and H3
partially verified).
4. Techniques 2 and 3 have very similar results.
We notice that people have quite a bad opinion of Technique 2, even
for speed and accuracy, although the time and accuracy effectively
measured for this technique were not so bad, except for the last task
to complete, with small objects at different depths. No doubt that
this task influenced the votes. We will discuss this point later.
6.2.2 Absolute scoring of the 4 techniques
Figure 16 shows how the users scored the 4 techniques we wanted
to evaluate.
Figure 16: Absolute scoring of the techniques.
The preliminary conclusions are the same as those about the relative
ordering of the 4 techniques, which is consistant.
Figure 17: 3 users interacting within a CVE: left and center users use a 2D Pointer / 3D Ray while right user uses a 3D virtual ray
7 Discussion
Now let us examine our hypotheses to see if they were verified.
7.1 H1: the best solution for 3D interaction is immer-
sion with head-tracking
Yes. Technique 4 was the second best for speed and accuracy, ac-
cording to the measures, and the preferred technique according to
the votes of the users. Most of the users really enjoyed this tech-
nique, and succeeded in using it quite efficiently even if it was the
first time they had used stereovision and head-tracking. Neverthe-
less, some users signaled that this technique can be quickly tiring.
7.2 H2: our 2D Pointer / 3D Ray can be as efficient than
immersion with head-tracking
Yes. It is even more efficient, especially when it is driven with a
simple 2D mouse in front of a workstation. The Technique 1 is the
fastest and the more accurate one, according to the measures, and
also according to the votes of the users. It will allow a user, without
immersion capabilities, to interact in a CVE with our 2D Pointer /
3D Ray that will be perceived as a 3D virtual ray by the other users.
7.3 H3: immersion without head-tracking is not a good
solution for 3D interaction
Nearly yes. Technique 3 is always worse than Techniques 1 and 4,
and many users told us that Technique 3 was lacking “something”,
which was “head-tracking” once they had experienced Technique
4. Technique 2 is better than Technique 3 for 2D positioning, and
nearly as good for 3D positioning except for small objects with dif-
ferent depths.
7.4 H4: in a semi-immersive context, our 2D Pointer /
3D Ray can be as efficient as 3D interaction with-
out head-tracking
Nearly yes. Considering the raw results, Technique 2 is the sec-
ond best for 2D manipulations, but the slowest technique as soon as
the user must make depth adjustments. Considering the subjective
results, Technique 2 is the technique users do not like, but it does
not make such a big difference with technique 3 for the absolute
scoring. We think that these results can be explained because we
did not choose the best way to make the depth adjustments for 2D
positioning: it was quite difficult for the users to press the “Up” and
“Down” buttons whilst simultaneously keeping the “A” or “B” but-
ton. The Nintendo wiimote suffered additional difficulties because
of the optical targets that were attached for optical tracking, making
it difficult to reach the wiimote buttons (the same Nintendo wiimote
with the optical targets was used for the experiments of Techniques
2, 3 and 4), as shown figure 18. Last, Z movements were discrete
in this setup whereas the Z movements were continuous in the three
other setups.
Figure 18: Optically tracked Nintendo wiimote
8 Conclusion
We have proposed a new metaphor for 3D interaction within Col-
laborative Virtual Environments: the 2D Pointer / 3D Ray, which
associates a 3D representation with a 2D pointing device (for ex-
ample a 2D mouse). This metaphor allows an asymmetric collabo-
ration between users immersed within a CVE (via stereovision and
head-tracking) and users simply sitting in front of the screen of their
workstation. The user without immersion will interact as easily as
if he had a simple 2D pointer, as the associated 3D ray (a 3D virtual
ray) will be continuously moved and oriented in a way that its pro-
jection on the screen of the user will always be a small spot. The
other users of the CVE will be made aware of the action of this user
thanks to the movements of his associated 3D virtual.
We have made some experiments to confirm the usability of our
interaction metaphor, comparing it to usual 3D interaction with a
virtual ray with stereovision and head-tracking for colocation. As
we were assuming that our metaphor is as well adapted to collabo-
ration as the classical 3D ray-casting technique, we have only made
experiments about its stand-alone usability. The results show that
this metaphor is very easy to use with a 2D mouse for 3D position-
ing tasks. It is more difficult to drive the metaphor with a Nintendo
wiimote especially for depth adjustments of small objects. How-
ever, we feel that this kind of device can be very helpful to provide
interaction tools in semi-immersive environments as described in
our experiments. This device has been used to provide interaction
facilities in the context of 3D exploration of scientific data [Duval
et al. 2008] as illustrated figure 17. A first solution to improve the
depth adjustment is to adapt the size of the tool to the size of the
objects we have to manipulate, by changing the size of the user rel-
atively to the size of the world as proposed in [Mine et al. 1997].
We could even determine the ideal size automatically [Kopper et al.
2006] by placing the correct information within the object we want
to manipulate.
9 Future work
There are several other ways to improve the depth adjustment with
a device such as the Nintendo wiimote. The immediate solution is
to use its infrared camera, which is able to provide the position of
several targets. This allows to calculate the distance between the 2
targets of our sensor-bar acquired by the camera, and use the varia-
tion of this distance to propose a depth adjustment (as it is used in
the snoocker game of the "Wiiplay" pack). This solution is already
operational but has yet to be experimented. Another immediate so-
lution is to change the gain of the joystick of the nunchunk used
for navigation, it would work in the same way as changing the size
of the interaction tool relatively to the size of the world. Other
solutions can also be proposed by using the accelerometers of the
wiimote.
We think that this kind of device will be easier to use if it can also
control the orientation of a selected object, although full 3D ro-
tations are not always necessary as explained in [Bowman et al.
2008]. So, we should realize some experiments in order to test if
our metaphor can be extended to 3D orientation of 3D objects. A
first solution is to associate the 2D mouse and keyboard modifiers
to switch from a “depth adjustement” mode towards several “axis
rotation” modes. Another solution is to take a similar approach
with gamepads or with the Nintendo wiimote, combining buttons
and 2D pointing or depth adjustment to provide rotation around a
chosen axis.
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