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Abstract
This article proposes a multiscale product (MP)-based method for estimating the open quotient (OQ) from the
speech waveform. The MP is operated by calculating the wavelet transform coefficients of the speech signal at
three scales and then multiplying them. The resulting MP signal presents negative peaks informing about the
glottis closure, and positive ones informing about the glottis opening. Taking into account the shape of the
speech MP close to the derivative of electroglottographic (EGG) signal, we proceed to a correlation analysis for the
fundamental frequency and OQ measurement. The approach validation is done on voiced parts of the Keele
University database by calculating the absolute and relative errors between the OQ estimated from the speech and
the corresponding EGG signals. When considering the mean OQ over each voiced segments, results of our test
show that OQ is estimated within an absolute error from 0.04 to 0.1 and a relative error from 8 to 21% for all the
speakers. The approach is not so performant when the evaluation concerns the OQ frame-by-frame measurements.
The absolute error reaches 0.12 and the relative error 30%.
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1. Introduction
According to the source-filter theory of the speech pro-
duction [1], voiced speech is represented as the response
of the vocal tract filter to the glottal voice source. The
glottal source consists of quasi-periodic pulses which
are created by the vocal folds oscillations. It is charac-
terised by two crucial moments; the glottal closure
(GCI) and opening instants (GOI). GCIs and GOIs are
required to be estimated accurately for many applica-
tions in various speech areas, such as voice quality
assessment [2], speech analysis and coding [3], speaker
identification [4] and glottal source estimation [5].
A glottal source parameter widely related to the GCI
and GOI is the open quotient (OQ). It is defined as the
ratio between the glottal open phase duration and the
speech period. The open phase is the proportion of the
glottal cycle during which the glottis is open. Thus, it is
the duration between one GOI and the consecutive
GCI. The speech period is the interval limiting two suc-
cessive GCIs.
OQ is of considerable interest as it has been
reported to be related to voice quality such as
“breathy” and “pressed” voices [6,7]. A breathy voice
happens when the vocal folds do not completely close
during a glottal cycle and thus the OQ is large. A
pressed voice is produced with constricted glottis and
it corresponds to a small OQ. Vocal quality is studied
with more details in [8].
In [9], the OQ changes with vocal registers were
analysed using high-speed digital imaging and electro-
glottography (EGG). The work presented in [10] pro-
poses the OQ measurements from the EGG signal and
studies the relationship between the OQ and the per-
ception of the speaker’s age. The correlation between
the OQ and the fundamental frequency has been stu-
died for male and female speakers in [11,12]. Henrich
[13] provides an overview of the OQ variations with the
vocal intensity and the fundamental frequency.
The EGG signal was the easiest way to measure the
OQ as it is a direct representation of the glottal activity.
In this context, Henrich et al. [13-15] suggested a corre-
lation-based method called DECOM for automatic mea-
surement of the fundamental frequency (F0) and the
OQ using the derivative of electroglottographic (DEGG)
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signals. Bouzid and Ellouze [16] used the multiscale
product (MP) of the wavelet transform (WT) for detect-
ing singularities in speech signal caused by the opening
and the closing of the vocal folds. But no quantitative
results were given.
For estimating the OQ and other glottal parameters
from the speech signal only, many approaches have
been proposed to estimate the glottal source signal.
These methods are based on the digital inverse filtering
using linear prediction or vocal-tract deconvolution
[17-19]. A recent study done in [20] uses the zeros of
the z-transform with a general model of the glottal flow
to compute the OQ and the asymmetry quotient on
speech signal of various voice qualities.
In this article, we are inspired by the approach
presented in [14] where the OQ is estimated from the
EGG signal using a correlation-based algorithm. Know-
ing that the speech MP provides a signal having a shape
strongly close to the DEGG signal, we apply the Henrich
correlation approach on the newly obtained signal and
not on the EGG one. Therefore, we can give an estima-
tion of the pitch period and the OQ from the speech
signal over frames of a fixed length.
This rest of the article is organised as follows.
Section 2 presents the MP analysis of the speech sig-
nal. Section 3 describes the proposed approach to esti-
mate the OQ over a given frame. The method is
divided into three stages. The first one operates the
speech MP consisting of making the WT coefficients
at three scales. The second step consists of windowing
the MP signal and then split it into positive and nega-
tive parts. The third step computes the crosscorrela-
tion function between the obtained two parts for
estimating the open phase duration, and the autocorre-
lation of the negative part for estimating the pitch per-
iod. Evaluation results are presented in Section 4.
Conclusion is drawn in Section 5.
2. MP for speech analysis
WT is a multiscale analysis widely used in image and
signal processing. Owing to the efficient time-frequency
localisation and the multiresolution characteristics, the
WTs are quite suitable for processing signals of transi-
ent and non-stationary nature. Mallat and Zhong [21]
have shown that multiscale edge detection is equivalent
to find the local maximum of its wavelet representation.
Several wavelet-based algorithms have been proposed to
detect signal singularities [22-24]. GCIs and GOIs are
such events characterising the speech signal. The peak
displaying the discontinuity in the WT is often damaged
by noise when the scale is so fine or smoothed when
the scale is large.
To improve edge detection using wavelet analysis, the
MP method is proposed. It consists of making the
product of the WT coefficients of the acoustic signal
over three scales. It enhances the peak amplitude of the
modulus maxima line and eliminates spurious peaks due
to the vocal tract effect.




Wsj f (n) (1)
where Wsj f (n) represents the WT of the function f(n)
at scale sj.
The product p(n) shows peaks at signal edges, and has
relatively small values elsewhere. An odd number of
terms in p(n) preserve the edge sign.
The MP was first related to the edge detection
problem in image processing [25,26]. Besides, the MP is
proposed by Bouzid and Ellouze [16,27] to extract cru-
cial information concerning the vocal source such as
glottal opening and closure instants, the fundamental
frequency, the OQ and the voicing decision. In previous
studies, we proved that the MP is a robust and efficient
method for determining the GCI from both clean and
noisy acoustic signal [28,29].
Figure 1 illustrates a frame of a voiced speech signal
followed by its MP and the DEGG signal. The MP
shows minima marking the instants of glottis closing
with a high precision and maxima denoting the glottis
opening with less precision.
Figure 2 shows the EGG signal followed, respectively,
by its derivative and MP. The MP of the EGG signal
presents only one peak even when these peaks are
imprecise or doubled on the DEGG. In this example, we
clearly see the effect of the MP on cancelling the noise
and giving accurate peaks.
The strength of the MP of the EGG signal compared
to the DEGG signal is profoundly studied by Bouzid and
Ellouze [16]. This study attempts to measure the voice
source parameters using the MP of the EGG signal.
3. Proposed method for OQ estimation
3.1. Overview of the method
Our proposed approach for the OQ estimation from the
speech signal follows three stages as shown in Figure 3.
First stage: consists of computing the MP of a voiced
speech signal and then the signal is divided into frames
of a fixed length. To compute the MP, we multiply the
WTs of the speech signal at scales 2, 5/2 and 3 using
the quadratic spline function.
To divide the MP signal into frames of a length N, we
multiply it by a sliding rectangular window w[N]. The
MP over a window of index i is given by
MPwi[k] = MP[k− iN]w[k] (2)
where k is within [1, N] and i is the frame index.
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Second stage: consists of separating the speech MP
into two parts: a negative part MPc which contains
information concerning glottal closure peaks, and a
positive part MPo which contains information about
glottal opening peaks. The MPc signal is derived from
the original signal by replacing any positive value by 0.
In the same way, the MPo signal is derived from the ori-
ginal signal by replacing any negative value by 0.
Figure 4 depicts the speech signal of the vowel/o/pro-
nounced by the female speaker f1 followed by its MP,
the MPo and the MPc. Minima of the MP negative part
correspond to the GCI and peaks of the positive part fit
with GOI.
Third stage: concerns the calculation of the cross-
correlation function between the positive and negative
parts (MPo and MPc) for estimating the open phase,
and the autocorrelation function of MPc to estimate
the fundamental frequency over each frame. The open
phase and the fundamental frequency are, respec-
tively, given by the non-null index matching with the
first maximum of the crosscorrelation and autocorre-
lation functions. The OQ is then deduced by calculat-
ing the ratio between the open phase and the pitch
period.
The crosscorrelation function between MPo and MPc






wi(k + l) (3)
By the same way, the autocorrelation function of MPc






wi(k + l) (4)
3.2. Frame selection
Assuming that the fundamental frequency value is
approximately known, the frames length is chosen to
















Figure 1 Speech signal followed by its MP and the DEGG signal.


































Figure 2 EGG signal, DEGG signal and the MP of the EGG signal.
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be no less than four periods and no longer than eight
periods. We chose these limits for the frame because
on running speech, the fundamental frequency varies
by a significant amount over eight periods of pitch. So,
we use a rectangular window with a fixed length of
25.6 ms for female speakers and 51.2 ms for male
speakers.
Figure 5 illustrates the instantaneous fundamental fre-
quency of each glottal cycle over a voiced segment of 97
periods long. F0 is extracted from both the EGG and
(3) 
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Open phase  
Ratio of the open phase and the pitch period 
Average OQ over a frame 
Figure 3 Overview of the proposed method.
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speech signals by detecting GCIs manifested as minima
of the MP. This example shows the variation sustained
by F0 over running speech. F0 varies significantly when
exceeding eight glottal cycles.
3.3. MP autocorrelation for the fundamental frequency
estimation
Autocorrelation analysis is a well-known method for
fundamental frequency estimation. This technique was
firstly used by Rabiner [30] as a pitch detector. Henrich
et al. [14] applied this approach to estimate the funda-
mental frequency from the EGG signal.
For us, we focus on applying the autocorrelation tech-
nique to calculate the fundamental frequency from the
speech signal. In fact, we calculate the speech MP of the
speech over a frame, and then we compute the autocor-
relation function of its negative part. The non-null
index of the first maximum corresponds to the mean

















6 Positive part of the speech MP






7 Negative part of the speech MP
Figure 4 Speech signal, the MP of the speech signal, MPo and MPc.


















Figure 5 F0 from EGG signal, F0 from speech signal over a voiced segment.
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value of the duration between two successive GCIs.
Figure 6 gives an example where the fundamental period
is estimated using the proposed approach.
In [14], Henrich et al. discuss the problems of double
or imprecise peaks happening on the DEGG signal at
the opening and the closing of the glottis and how to
handle them. This glottal behaviour is observed by Ana-
stalpo and Karnell [31]. These problems are overcome
using the MP of the EGG signal as proposed in [16].
For real speech, typical cases are absent for closing
peaks and are seldom observed for opening peaks.
Figure 7 represents an example of a noisy DEGG sig-
nal. Peaks are imprecise and double on the DEGG but
they are unique not on the MP of the EGG. We note
the ability of the MP to eliminate spurious peaks. In this
case, we see that peaks indicating the glottis closing are
weak and difficult to detect especially at the beginning
of the frame. We also note the efficient role of the
autocorrelation function to give a distinguishable maxi-
mum indicating the average value of the fundamental
frequency over a given frame.
Figure 8 represents the F0 estimated from the speech
and the EGG signals using the autocorrelation techni-
que over voiced frames spoken by a female speaker
(f3). F0 extracted from the speech signal is often near
to the reference one and they are confused for many
frames.
3.4. MP crosscorrelation for open phase estimation
To calculate the glottis open phase duration of the
speech signal, we calculate its MP at first. Then, we
operate the crosscorrelation between its positive and
negative parts. The first maximum index is considered
as the open phase.
Figure 9 shows the speech MP followed by the
crosscorrelation calculated between its negative and




























Autocorrelation of the speech MP negative part
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Figure 6 Speech MP and the autocorrelation function of the speech MP negative part.


































Figure 7 DEGG signal, MP of the EGG signal, autocorrelation of the speech MP negative part.
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positive parts. The non-null index matching with the
first maximum of the crosscorrelation function corre-
sponds to the time between an opening peak and the
consecutive closing peak which is termed as the open
phase.
However, we note the cases where the speech MP pro-
duces more than one positive peak during a period. This
behaviour induces double peaks on the crosscorrelation
function. So, we consider the mean value of the two max-
ima. Our solution gives the nearest value to the open
phase measured by the EGG signal as it is considered as
the ground truth.
Figure 10 illustrates a problematical case where the
opening peaks are double and have very weak amplitude
on the MP. On the crosscorrelation function, these
peaks are also double but with reinforced amplitude.
The middle of the two peaks coincides well with the
unique peak given by the EGG signal.
3.5. OQ estimation
Since the fundamental frequency and the open phase are
given, it is possible to estimate the OQ.
Figure 11 illustrates the OQ measured from the refer-
ence EGG signal and the OQ estimated from the speech
signal for the voiced segments uttered by the female
speaker f4. In Figure 12, we draw the OQ estimation
accuracy by computing the standard deviation of the
error calculated between OQ measured from the EGG
signal and OQ estimated from the real speech over each
voiced segment. We effectively note a good coherence
between the estimation from the speech signal and the
reference from the EGG signal.
Figure 13 depicts the results of the OQ estimation
from both the speech and the reference EGG signals for
the frames contained in all the voiced segments corre-
sponding to the speaker f4. Figure 14 shows the OQ
accuracy over the whole frames.













F0 of the speech signal 
F0 of the EGG signal
Figure 8 The F0 estimated from the speech signal and the F0 estimated from the EGG signal.





































Figure 9 Speech MP and the crosscorrelation of the negative and positive parts of the speech MP.
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Observing the OQ accuracy representation in Figures
12 and 14, we conclude that the OQ estimation is more
precise when considering the mean OQ value over the
voiced segments.
Gross deviation of the OQ estimation is caused by the
errors of the open phase estimation happening when the
opening peaks are doubled or imprecise.
The OQ estimation is unbiased in all cases. The error
is much larger in Figures 13 and 14 than in Figures 11
and 12, showing that the GOI localisation from the
speech signal is less accurate than from the EGG signal
in the second case.
4. Experiments and results
4.1. Data
To evaluate the performance of our algorithm for OQ
estimation, we use the Keele University database. This
database includes the acoustic speech signals and laryn-
gograph signals (single speaker recording). Five adult
female speakers (fi) and five adult male speakers (mi)
with i Î {1,...,5} are recorded in low ambient noise
conditions using a sound-proof room. Each utterance
consists of the same phonetically balanced English text:
“The North Wind Story.” In each case, the acoustic and
laryngograph signals are time-synchronised and share




































Figure 10 Speech MP, crosscorrelation of the negative and positive parts of the speech MP and the crosscorrelation of the negative
and positive parts of the EGG MP.

























Figure 11 OQ estimated from the speech signal and OQ estimated from the EGG signal for each voiced segments of speaker f4.
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the same sampling rate value of 20 kHz [32]. The Keele
database includes reference files containing a voiced/
unvoiced segmentation and a pitch estimation of 25.6
ms segments with 10 ms overlapping. The reference
files also mark uncertain pitch and voicing decisions.
The database is open source and it available on [33].
4.2. Results
The Keele University database consists of running
speech containing voiced, unvoiced and silence parts.
Only voiced segments extracted from the database are
handled by our algorithm.
To evaluate the performance of our approach for
OQ estimation, we calculate absolute and relative
errors between OQ estimated from the speech signal
and the reference OQ estimated from the EGG
signal.
We consider the indexes {1,...,10} corresponding to
speakers {f1, f2, f3, f4, f5, m1, m2, m3, m4, m5}. Each
speaker k is characterised by Nk the number of voiced





















Figure 12 OQ estimation accuracy over voiced segments for speaker f4.





















Figure 13 OQ estimated from the speech signal and OQ estimated from the EGG signal over voiced frames.
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segments. Each segment is divided into nki frames where
k Î {1,...,10} and i Î {1,...,Nk}.
In the first evaluation case, absolute or relative errors over

























where oqnki(j) is the estimated OQ over a frame j that
belongs to a voiced segment i uttered by a speaker k.
oqeggnki(j) is the reference OQ value for the same frame
calculated from the EGG signal.
For the second case, absolute and relative errors are
defined by the mean values of the OQ estimated over
the frames constituting the voiced segment:
For a given speaker k, the absolute and the relative

















where OQki is the mean value calculated over a seg-
ment referring to the frames constituting this voiced
segment.
Tables 1 and 2 depict the absolute and relative errors
of the OQ estimation, from the speech signal compared
to the EGG signal, for all the speakers of the Keele
University database.
Table 1 gives errors referring to voiced frames. How-
ever, Table 2 gives errors referring to voiced segments.
Overall results show that the estimation of the OQ
with the proposed method is competitive especially
when considering the errors calculated over voiced seg-
ments of the database. In this case, absolute errors are
at most 0.1 for speakers M1 and M5 and 0.07 for speak-
ers f1 and f3. Relative errors do not exceed 13% for
female speakers and 21% for male speakers.
Besides, the proposed approach for the OQ estimation
can be considered as interesting and efficient regarding
the error values and the lack of developed works in this
field.
This research is a first step considered in our global
project to give an accurate estimation of instantaneous
OQ from the speech signal. That’s why, the proposed
measure is of great importance as it permits to give an























Figure 14 OQ estimation accuracy over voiced frames for speaker f4.
Table 1 Performance of the MP for the OQ estimation









F1 0.08 18 M1 0.10 21
F2 0.07 16 M2 0.09 28
F3 0.08 18 M3 0.12 30
F4 0.05 10 M4 0.08 21
F5 0.07 16 M5 0.11 30
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approximate interval more little than the period to
localise the GOI. Once the GOIs are accurately located,
we can turn back to estimate once again the OQ with
more precision and for each period.
5. Conclusion
In this article, an approach for the OQ estimation from
the speech signal is presented. It is based upon the cor-
relation of the speech MP.
The MP is used to provide a simplified transformed
speech signal that reminds the derivative of the EGG
signal shape representing the global source activity.
The OQ estimation is obtained by calculating the ratio
of the open phase over the pitch period. The open phase
is referred as the index non-null of the first maximum
localised on the inter-correlation function between the
positive and the negative parts of the speech MP. As the
same way, the pitch period is indexed by the first maxi-
mum of the speech MP correlation function.
Evaluation computes the absolute and relative errors
between the OQ values determined from the speech sig-
nal and the OQ measured on the EGG signal considered
as a reference. The evaluation is done on the Keele Uni-
versity database. The proposed approach reveals inter-
esting performance.
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