Some methods for determining the number of branches of multivariable root loci which are located on the real axis at a given point are obtained by using frequency domain methods. An equation for the number of branches is given for the general case, and simpler results for the special cases when the transfer function G(s) has size 2 x 2, and when G(s) is symmetric, are also presented.
Introduction
It is generally very difficult to plot root loci precisely for finite gains. Exact analytical expressions for the various branches are usually difficult or impossible to obtain, and attempts to construct the locus by actually plotting the closed-loop poles for various values of the scalar gain k tend to be onerous at best. These difficulties hold even in the single-input-single-output (SISO) case; they are considerably greater in the multivariable case.
There is, however, one part of the root locus that can be plotted easily:
the portion that lies on the real axis. The form of the locus on the real axis is of course known exactly, and, in addition, the number of branches of the root locus on the real axis can change only at a finite number of points.
Thus a relatively small amount of work may yield an exact plot of a sizable portion of the root locus, and in some cases all of it (see Example 2 below).
The knowledge of the asymptotes and of the angles of arrival and departure is often sufficient to sketch the rest of the locus.
In the SISO case the rule for the location of root loci on the real axis is very simple (see, e.g., D'Azzo and Houpis 1975): for positive gains, there is a single root-locus branch at a point s on the real axis if and only if there is an odd number of real poles and zeros located to the right of s. The simplicity of this rule is due to the fact that only one branch of the root locus can lie on the real axis at any given point. However, in the multivariable case, several branches can lie on the real axis at a given point, Thus the problem is not only one of determining whether a branch is present, but also one of determining how many branches, if any, are present. Moreover, since multivariable root loci are branches of an algebraic function (_see Postlethwaite and MacFarlane 1979) , their behavior is much more unusual than that of SISO root loci. In particular, a branch lying on the real axis can turn around at a branch point and double back on itself. This behavior will be exhibited in Example 2 below; for more details see Yagle (1981) .
The root locus problem that will be considered here is the standard one, where we assume that G(s) is a proper, rational transfer function matrix of size mxm. In addition, we assume that G(s) has full rank (det G(s) I 0). Then, the root locus problem consists of plotting the evolution of the system closedloop poles as k varies for a negative output feedback matrix K = -kI , O<k< e°( the same gain multiples all channels). The closed-loop poles are given by det(I + kG(s))=O
(1)
We note first that, unlike in the SISO case, the knowledge of the pole and zero locations alone is not sufficient for determining the number of loci on the real axis. The following example makes this clear. have the same poles and zeros, the number of loci on the real axis between -1 and 1 is different.
Despite this difficulty, some equations for the number of branches of the root locus on the real axis at any given point may be found, Also, these equations are not too complicated to be useful, We consider first the case when m=2, then the general case, and finally the case when G(s) is symmetric, 2. The case of two input-two output systems When G(s) has size 2 x 2, the following theorem provides a step-by-step procedure for determining the number of branches of the root locus on the real axis Theorem 1. If m=2, define
where s is real. Then, we have Proof Note that the closed-loop poles are given by
and that the root loci are obtained by letting g vary from ->to 0. This means that the number of branches at a point s on the real axis is equal to the number of negative real roots of (4) 
and the two values of g are real and of opposite sign. Hence there is exactly one branch on the mal axis at s. The other rules follow similarly.
The following comments illustrate the main features of this theorem:
1. The number of branches on the real axis changes by one whenever det G(s) changes sign. This makes sense since branches start at poles and end at zeros and since det G(s) changes sign at poles and zeros of odd order. Clearly there will be two branches both departing from the pole at -1 in the positive direction, and it may be seen that 2s-3 trG(s)= 2s3 s+l changes sign at -1.
The following example which is taken from Postlethwaite and MacFarlane (1979) illustrates the implementation of Theorem 1.
Example 2 Let
G(s) (s+l)(s+2) 1 6 SThen, one has 1 detG(s) = (s+l)(s+2) so that det G(s)<O for -2<s<-l, and consequently there is one branch on the real axis for -2<s<-1. We also have 2s-3 trG(s) = (s+l) (s+2) and The root locus, branches on the real axis are plotted in Figure 2 . Note how one branch turns around at the branch point at s=1/24. Note also that since there are two poles, no zeros and two asymptotes on the real axis, this is the complete root locus.
The general case
The general case when m>2 is more complicated than the case when m=2, However, provided that we assume that the poles and zeros of G(s) on the real axis are simple, the number of branches on the real axis can be deter- 
Similarly, if z is a zero of order n of G(s), z is simple if and only if the Laurent series expansion
at s=z is such that rank H = 1.
(11) -n Also, if H has a simple null structure, (11) is equivalent to -n tr H = (s-z)n tr Gl(s)ls=z .
Proof: see Appendix.
In the following, in addition to assuming that the poles and zeros of G(s) on the real axis are simple, we will also assume that the leading coefficient matrices in the Laurent series expansions of G(s) and G l( §) at these points have simple null structure, so that (9) holds, and such that z is not a single point locus, the n branches of the root locus arriving at z form a single Butterworth pattern with angles of arrival.
Proof:arrival n -
Another result that will be needed in our derivation of the main theorem deals with the description of the effect of branch points on multivariable root loci. We recall that if 
-9-Given these preliminary results, we can now prove the main theorem (ii) the summations are taken over the poles and zeros of odd order, and branch points, on the real axis to the right of so (iii) it is assumed that the poles and zeros on the real axis are simple and satisfy the simple null structure assumption, and that there are no single point loci on the real axis.
Note that in order to apply Theorem 2 it is only necessary to evaluate the sign bf a quantity at each pole and zero of odd ordeT and each branch point on the real axis. Once this has been done the number of branches on the real axis may be determined immediately for all points. We now extend this to higher-order poles and zeros that are simple. Recall that the loci departing from or arriving at a simple pole or zero do so in a single Butterworth pattern. By symmetry, it is clear that a simple pole or zero of even order can have no effect on the number of branches on the real axis, while one of odd order must have exactly one branch departing or arriving at either O0 or 180u. The angle may be determined by using Lemma 2, and since all quantities are real, we may use sgn instead of Arg in (13) and (14).
It should be evident that break-in and break-out points have no effect* on the number of branches on the real axis, while asymptotes on the real axis at + o should be added in (consider them as infinite zeros), Finally, we must introduce branch points since we have seen that at these points a branch can turn around and double back on itself. The side from which a branch approaches a branch point bi, turns around, and departs *It is shown in Yagle (1981) , p.76, that the branches approaching and leaving a break point are evenly distributed over 360°and are interleaved (they alternate). The corresponding root locus is plotted in Figure 3 ,. Note that once again the entire root locus is on the real axis,
The case of symmetric G(s)
In this section we consider the case when G(s) is symmetric, Since 
Qxk,
where the matrices Qi , i=l '.. k, are real, nonsingular and symmetric.
Proof: The proof is similar to one that appears in Bitmead and Anderson (1977) and Owens (1978) . Since P is singular, there exists a real nonsingular matrix
where Qo is real, symmetric and nonsingular. Then we introduce
where p(s) is congruent to P(s). The matrix B 1 can be eliminated by using -16-another congruency transformation. To do so, we define
and(l)( ) = I 5 p(S{ -Vx
_V x I I
and we note that P (s) can be written as
where C(1) is real and symmetric. If C has full rank, (29) has the desired 1 1 form given in (.28), and the result is proved.
If C 1 does not have full rank, the previous procedure may be repeated with C(1) taking the place of P . This means that there exists a real nonsingular matrix T 1 such that
where Q1 is real, symmetric and nonsingular. Now define the congruency trans-
The matrix B
( 1 ) can be eliminated by using a congruency transformation of the
where
and the off-diagonal blocks of A 2 can be eliminated in the same way. Then, depending on whether the resulting C( ) has full rank or not, the construction (28) terminates, or we need to run the previous procedure another time. Note however that in the end we obtain a polynomial matrix of the form given in (28).
We may now investigate how a(P(s)) changes near s . Since Q(s) was 
by the signatures of the Q i. Conversely if (A.1) holds we must have kl = -n, and since the total polar order at p is n, the other structure indices k i must be >0 so that p is simple.
If in addition we assume that G has simple null structure, (A,1) implies -n that G must have exactly one nonzero eigenvalue, so that -n
To show the converse, we note that if (A.2) holds, then rank G >1; and since The last equality follows from the familiar equation
The rest of the argument parallels the one given above for the angles of departure.
Proof of Lemma 3
In the vicinity of a branch point so, define Ss = s-so Then for a small perturbation 6g in g, write the Taylor series expansion 
