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Abstract
e use of two low cost methods for the prediction of the inner-shells contribution to the correlation energy is analyzed. e
Spin-Component-Scaled second order Møller–Plesset perturbation theory (SCS-MP2) was reparameterized for the prediction of
such contributions. e best results are found when only the same spin term is considered (SSS-MP2). e Coupled Electron Pair
Approximation (CEPA) using the domain based local pair natural orbital approximation (DLPNO) was also studied for the same
purpose. e methods were tested on the W4-11 test set using basis sets up to quadruple zeta quality. e SSS-MP2 proved to be
a marked improvement upon MP2 decreasing the root-mean-square-error (RMSE) from 0.443 to 0.302 kcal mol−1. e RMSE of
DLPNO-CEPA/1 in the test set is only 0.147 kcal mol−1 and its computational cost is very low considering the intended applications.
Furthermore, a linear combination of both methods decreased the RMSE to 0.118 kcal mol−1.
1 INTRODUCTION
Most ab initio post Hartree-Fock calculations are performed
within the frozen core approximation (FC) in which the
lowest-lying molecular orbitals are constrained to remain
fully-occupied. is helps to avoid considerable computa-
tional cost, and is justied by the fact that inner-shell elec-
trons are less sensitive to the molecular environment than the
valence electrons, so their eects are similar in reactants and
products leading to large compensations in reaction energies.
is contribution to the correlation energy must be taken
into account in highly accuracy calculations, especially for
atomization reactions because the compensation is smaller
and contributions of around 2 kcal mol−1 are not uncommon
even for small molecules. Inner-shell contribution to reaction
energy is becoming increasingly important as the accuracy
requirements of many current calculations are reaching the
magnitude of such contributions.
Accurate non-frozen core (AE) calculations are normally
forbidden by computational cost because they require to con-
sider larger number of congurations and using larger one-
electron basis sets. Inner-shell contribution may be accounted
through the addition supposition1 as the dierence between
the energy of an AE calculation and a FC one, employing the
same oen smaller yet large basis set. Obtaining accurate
results though this procedure is still very resource and time
intensive, and it is oen performed at levels of theory similar
to coupled cluster simples and doubles with perturbational
triples contribution (CCSD(T))2,3 employing at least aug-cc-
pwCVQZ basis set1,4,5. It has been pointed out that methods
in which connected triple excitations are neglected (as CCSD)
largely underestimate the core correlation contribution6.
e main goal of this work is to nd computationally cheap
methods of reasonable accuracy for computing the inner-
shell contribution to the total energy. For this, variants of
second-order Møller–Plesset perturbation theory7 (MP2) and
the coupled electron pair approximation8–13 (CEPA) are inves-
tigated. Previous research on the use of MP2 for this purpose
was done6,14 and the authors found that MP2 systematically
underestimates the CCSD(T) core correlation contributions
for a small set of molecules. Nevertheless, the inner-shell
contribution computed at MP2 is not useless and has been
included in composite calculation methods15,16.
e MP2 allows useful ab initio estimations of electron
correlation eects. Its relatively low computational cost per-
mits its application to large systems that cannot be treated
with more accurate common ab initio methods. Also, as it
shares similarities in basis set convergence properties with
more computationally demanding methods, it has been used
in conjunction with extrapolation techniques in order to esti-
mate complete basis set values for the laer. For some years
there has been a renewed interest in MP2, eorts have been
focused on obtaining more ecient implementations17–20 and
modications for improving accuracy21–29.
e MP2 correlation energy (Ec ) can be expressed as the
sum of the contributions of electron pairs with the same spin
(Ess ) and opposite spin (Eos )30
Ec = Ess + Eos
where if Mulliken’s notation31 is used for two-electron inte-
grals
Eos = −
∑
abi j
(ai |jb)2
ϵa + ϵb − ϵi − ϵj
Ess = −
∑
abi j
(ai |jb) [(ai |jb) − (aj |ib)]
ϵa + ϵb − ϵi − ϵj
1
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In the above equations, the contributions to Eos (Ess ) in-
clude excitation of two electrons with opposite (same) spin
from the orbitals i and j to the orbitals a and b. Grimme pro-
posed the application of separate scaling factors for the same
spin (SS) and opposite spin (OS) terms,
Ec = cssEss + cosEos
and ed the coecients to a set of reaction energies com-
puted at the QCISD(T)32 level of theory, obtaining the pioneer
Spin Component Scaled MP2 (SCS-MP2) whose coecients
are cos = 6/5 and css = 1/333. Although it emerged as a
semi-empirical method posterior research provided theoret-
ical justication for using scaling parameters not equal to
one34,35.
Since then, many variants have been proposed with specic
targets36–43. e complete neglect of the SS energies (css = 0)
alternative was developed, giving rise to Scaled Opposite-
Spin method36 (SOS-MP2), which was very aractive in that
the scaling with system size can be reduced from h order
for MP2 to fourth order for this method. Both SCS-MP2 and
SOS-MP2 improved upon MP2 in many tests, and their global
quality was found to be similar. However, it was found that
to play down the importance of the same spin contribution
causes adverse eects for the long range interaction. In fact,
a SCS-MP2 variant which neglects the opposite spin contri-
bution was proposed for studding long range interactions40.
Given that scaling the SS and OS terms was fruitful for many
applications, it could be expected that properly scaling those
terms leads to beer results for the inner-shell correlation
energy. In this work those scaling coecients are estimated.
e methods based on CEPA are commonly more accurate
and more computationally demanding than those based in
MP2. ey oen give beer results than CCSD at slightly
lower cost making them an interesting alternative for our
purpose. It is noteworthy that complete basis set (CBS) CCSD
does not provide very accurate results for the inner-shell con-
tribution to the Total Atomization Energy (TAE) even aer a
global rescaling. is can be readily seen from the supplemen-
tary data of the reference 44. CEPA based methods can be
applied under the domain based local pair natural orbital ap-
proximation (DLPNO) which drastically reduces the computa-
tional cost with almost no loss of accuracy. It has been shown
that this approximation gives excelent results for inner-shell
correlation energies45. Among the many traditional variants
of CEPA the one referred as CEPA/1 seems to be the more
accurate46,47. In this study the use of DLPNO-CEPA/1 for the
prediction of the inner-shell correlation energy is analyzed.
2 METHODS
In order to parameterize the studied methods or to assess
their accuracy a set with accurate reference values of the
non-relativistic inner-shell correlation contribution to energy
is needed. e W4-11 test set4 fullls this requirement and
was employed in the present work. It contains 140 diverse
chemical species whose TAE were calculated at very high level
of theory. In this work the H2 molecule was removed from
the test set because it only has valence electrons. e radicals
FO2 and ClOO were also removed due to some convergence
problems.
For open-shell cases, the authors of the W4-11 test set
chose the Restricted Open-shell Hartree–Fock48 (ROHF) ref-
erence, and used the Werner–Knowles–Hampel version of the
restricted open-shell CCSD(T)49,50. e same reference was
used in this study because doing so is more advantageous in
comparative terms. Core-core and core-valence contributions
to the correlation energy were computed as the dierence
between full and frozen core calculations using the same basis
set.
In the case of MP2, the aug-cc-pwCVTZ and aug-cc-
pwCVQZ51 basis sets were employed, except for hydrogen
and beryllium for which the corresponding cc-pVnZ52 and
the Iron’s version of the cc-pCVnZ53,54 basis set, respectively,
were used. e Helgaker’s extrapolation scheme55,56 was
employed for the OS contribution to the correlation energy,
while for the SS contribution a basis set dependence of the
form Ess,z = Ess,∞ +Az−5 (where A is a constant value and z
equals two for double-zeta sets, three for triple-zeta sets, etc.)
was assumed57,58. e Resolution of the Identity (RI) approxi-
mation19,59,60 for the two-electron integrals was employed to
speed up the computations. e mentioned calculations were
performed using the Psi4 program61.
e DLPNO-CEPA/1 calculations were done with ORCA
4.262. e use of the DLPNO approximation requires the
specication of many thresholds which control its accuracy.
e default values were used. In accordance with the goal
of nding a cheap method, the basis set used for DLPNO-
CEPA/1 are smaller than those for MP2, as the former is sub-
stantially more computationally expensive. e cc-pwCVTZ
and cc-pwCVQZ51 basis sets were used in place of their
augmented counterparts to make predictions. e aug-cc-
pwCVTZ was also employed for comparative purposes. e
e standard choice of the auxiliary basis sets63,64 required
by the DLPNO method were done. Hereinaer the shorthand
(a)wCVnZ (n=T,Q) will be used for (aug-)cc-pwCVnZ, denot-
ing by n=[T,Q] the triple and quadruple zetas extrapolation.
Again, the Helgaker’s method was used for extrapolation to
basis set limits. In the case of beryllium, the auxiliary ba-
sis set were automatically built by ORCA65 using the more
conservative available parameters.
To assess the predictive power of a model it is required a
test set independent of the training set used for the estimation
of the model parameters. In this work, the models were vali-
dated through the Leave One Out (LOO) method66. Having n
observations, it consist in perform n parameter estimations
using dierent subsets of n − 1 observations, and in each case
the remaining observation is used as the validation set. e
n residues thus obtained are used for the evaluation of the
performance of the model when its parameters are ed us-
ing n − 1 observations. is procedure should be a slightly
pessimistic estimation of the prediction power of the model
parameterized using the n observations.
2
3 RESULTS AND DISCUSSION
e main results can be found in Table 1. e statistics
used for quantifying the predictive power were computed
using the errors on the whole set of 137 chemical species for
methods which does not include additional parameters, and
using the LOO residues otherwise. e last row correspond
to the errors due to neglect of the inner-shell contribution in
the test set.
As expected DLPNO-CEPA/1 is more accurate than MP2
and its derived methods. When energies computed with the
former are scaled the TAE improve signicantly for 3ζ and,
to a lesser extent, for 4ζ . e extrapolated wCV[T,Q]Z results
appear to have reached values reasonably close to those of
CBS and almost no improvement is obtained by simple scal-
ing. is is hardly surprising given that CCSD(T) provides
almost converged values for basis sets of similar quality, see
for example the references 44 and 67. It is noteworthy that
no signicant bias is found for DLPNO-CEPA/1/wCV[T,Q]Z,
having a mean signed error (MSE) of only −0.012. Its mean
absolute error (MAE) and the root-mean-square error (RMSE)
are 0.096 and 0.147 kcal mol−1, respectively. is can be
regarded as a success given the relatively low cost of the
method.
In the case of MP2 large improvements are found by simple
scaling even aer performing the 3/4ζ extrapolation, which at
the same times implies a large scaling coecient (≈ 1.5). is
suggests that MP2 inherently underestimate the inner-shell
contribution. It should be noted that the basis sets used for
MP2 are larger than those used for DLPNO-CEPA/1 because
the former include diuse functions. eir eect on the inner-
shell correlation energy is small but still signicant for few
chemical species. For example, the RMSE of the comparison
between DLPNO-CEPA/1 calculations using awCVTZ and
wCVTZ is 0.110 kcal mol−1 and reduces to 0.075 kcal mol−1 if
AlF3 and SiF4 are removed.
e scaled same spin MP2 (SSS-MP2) performs beer than
scaling MP2. at is, the inclusion of the opposite spin (OS)
contribution employing the same scaling coecient degrades
the MP2 performance. Separate scaling of both components
gives the parameters 1.6289 and 0.0094 for the SS and OS
contributions, respectively, and their corresponding standard
deviation are 0.050 and 0.109. e almost null coecient of
the SO part indicates the convenience of neglecting the OS
contribution. e eects of the scaling coecients on the
RMSE of the inner-shell contribution is represented in detail
in Figure 1 and corroborate this nding.
In Figure 2 the residues corresponding to SSS-MP2 are plot-
ted against those of DLPNO-CEPA/1 employing wCV[T,Q]Z
in both cases. ey seems to be uncorrelated as can be seen
at a glance. is suggests that an interesting alternative could
be improving upon DLPNO-CEPA/1/wCV[T,Q]Z by making a
linear combination of this method and SSS-MP2/awCV[T,Q]Z.
e results for such combination can be found in Table 1. e
MAE and RMSE for this semi-empirical method are 0.076
and 0.118 kcal mol−1, respectively. e median of the ab-
solute values of the residues (Mdn(AE)) is only 0.050 kcal
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Figure 1. Inuence of the scaling coecients on the RMSE
of the inner-shell contribution to the correlation energy using
awCV[T,Q]Z.
mol−1. ose results are a signicant improvement upon the
DLPNO-CEPA/1/wCV[T,Q]Z. Nevertheless, the accuracy of
both methods is enough for most practical applications. e
inclusion of the OS was also considered but again this proves
to be fruitless.
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Figure 2. Residues of SSS-MP2 vs. DLPNO-CEPA/1 for
wCV[T,Q]Z in units of kcal mol−1.
e most frequently used low cost alternative to CCSD(T)
for computing the studied inner-shell contribution is MP2. A
more detailed visual comparison of the laer with SSS-MP2
and DLPNO-CEPA/1 can be done through the histogram of
Figure 3. It is important to note that for MP2 and SSS-MP2
some values fall outside the ploed range.
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MAE RMSE STD LAE MSE Mdn(AE) s1 s2
(a)wCVTZ(a)
MP2 0.483 0.617 0.426 1.849 −0.447 0.447 - -
DLPNO-CEPA/1 0.246 0.302 0.201 1.027 −0.226 0.224 - -
MP2 scaled 0.347 0.543 0.479 2.449 −0.258 0.255 1.2881 0.043 -
SOS-MP2 0.733 0.923 0.717 2.949 −0.584 0.696 3.2026 0.214
SSS-MP2 0.262 0.368 0.365 1.609 −0.054 0.181 1.6796 0.037 -
DLPNO-CEPA/1 scaled 0.153 0.239 0.221 1.495 −0.094 0.111 1.1490 0.016 -
(a)wCVQZ(a)
MP2 0.441 0.561 0.372 1.818 −0.422 0.413 - -
DLPNO-CEPA/1 0.130 0.176 0.143 0.820 −0.102 0.110 - -
MP2 scaled 0.307 0.489 0.424 2.121 −0.246 0.226 1.2577 0.038 -
SOS-MP2 0.697 0.891 0.645 3.361 −0.617 0.653 3.0961 0.196 -
SSS-MP2 0.231 0.316 0.316 1.294 −0.025 0.162 1.6444 0.031
DLPNO-CEPA/1 scaled 0.107 0.163 0.155 0.972 −0.052 0.073 1.0497 0.010 -
(a)wCV[T,Q]Z(a)
MP2 0.324 0.443 0.343 1.659 −0.282 0.274 - -
DLPNO-CEPA/1 0.096 0.147 0.147 0.680 −0.012 0.062 - -
MP2 scaled 0.239 0.407 0.375 1.785 −0.162 0.158 1.1463 0.028 -
SOS-MP2 0.691 0.903 0.620 3.534 −0.658 0.626 2.9019 0.188 -
SSS-MP2 0.222 0.302 0.303 1.199 −0.017 0.156 1.6324 0.029 -
DLPNO-CEPA/1 scaled 0.094 0.145 0.141 0.680 −0.033 0.064 0.9812 0.008 -
SSS-MP2 + SOS-MP2 0.222 0.302 0.303 1.199 −0.017 0.156 1.6289 0.050 0.0094 0.109
DLPNO-CEPA/1 + SSS-MP2 0.076 0.118 0.118 0.694 −0.017 0.050 0.7522 0.027 0.3998 0.046
Total inner-shell contrib. 1.135 1.468 0.962 3.760 1.112 0.865 - -
(a): Diuse functions only for MP2 and derived methods. MAE: Mean absolute error. RMSE: Root mean square errors. STD: Standard deviation of the residues.
LAE: Largest absolute value of residues. MSE: Mean signed error. Mdn(AE): Median of absolute errors. s1: (1st) Scaling coecient and its standard deviation (in
italics). s2: (2nd) Scaling coecient and its standard deviation (in italics). See main text for details.
Table 1. Statistics of residues the of the studied methods.
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Figure 3. Section of the histogram of the residues of DLPNO-
CEPA/1 (), MP2 () and SS-MP2 () for awCV[T,Q]Z.
e success of Grimme’s pioner method in which the OS
component has a large scaling factor (6/5) turns the above
results somewhat striking. Because of this, the SCS-MP2
method was parameterized with the observations of the
present test set for valence only correlation in order to ver-
ify the correspondence with Grimme’s results. e scaling
factors found for the extrapolated awCV[T,Q]Z contributions
are 1.1455 and 0.0905 for the OS and SS terms, respectively.
eir corresponding standard deviation are 0.022 and 0.062.
In the same order, for awCVTZ the obtained values are 1.2713,
0.0030, 0.023 and 0.061. Finally for awCVQZ: 1.1951, 0.0582,
0.020 and 0.056. ese results are in accordance with those
by Grimme.
3.1 COMPARISONWITH OTHER METHODS
From a practical standpoint, an useful comparison requires
consideration of the accuracy needs. Normally the inner-
shell contribution to the correlation energy is computed to
be included in some composite method68. Most approaches
compute the valence correlation energy up to the gold stan-
dard method of quantum chemistry, i.e. CCSD(T). Reaching
chemical accuracy for reaction energies (1 kcal mol−1) re-
quires computing the laer contribution by extrapolation
using basis sets of triple and quadruple zeta quality, in the
case of small molecules69. is information is indicative as
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depends moderately on the extrapolation method employed
and largely on the particular studied chemical specie, being
the system size a major factor. e errors of the best method
from this work are comparable with those of the valence
CCSD(T) contribution when the laer is obtained by extrap-
olation of quadruple/quintuple or quintuple/sextuple zeta
quality basis sets69. In such cases, the computational cost
of DLPNO-CEPA/1/wCVQZ is insignicant. e methods
studied in this study become inadequate if higher accuracy is
desired, because the additional computational cost required
(for computing higher excitations or reducing the basis set
incompleteness errors) justies the computation of the core
correlation contribution though CCSD(T) or similar methods.
It is worth mentioning the work of Ranasinghe and cowork-
ers70. ey followed a density functional approach and ob-
tained a cheap and accurate method for the prediction of the
inner-shell correlation. e comparison between their results
and those of this work has approximate character as the test
sets employed are not the same. However, many conclusions
can be drawn. In their test, their method CV-DFT/3Za1Pa
has a RMSE of 0.27 kcal mol−1 outperforming the raw values
of MP2, MP471 and CCSD. e RMSE should not be directly
compared between works because it tends to increase with
the number of included observations and their test set is
larger than the one used in this work. Aer correcting by
sets cardinality their RMSE is 0.23 kcal mol−1 approximately.
is suggests that the accuracy of CV-DFT/3Za1Pa (RMSE
≈ 0.23) is in between SSS-MP2 (RMSE ≈ 0.30 ) and DLPNO-
CEPA/1 (RMSE ≈ 0.15). e order of accuracy seems to be
CCSD(T)> DLPNO-CEPA/1 + SSS-MP2 > DLPNO-CEPA/1 >
CV-DFT/3Za1Pa > SSS-MP2. And raw CCSD, MP4 and MP2
falling behind. Although CV-DFT/3Za1Pa seems to behave
slightly beer than SSS-MP2, the natural choice would be
SSS-MP2 because the computation of the SS contribution to
the MP2 correlation energy is implemented in many publicly
available soware.
e scaling coecients found for SS-MP2 are roughly 1.63,
1.64 and 1.68 for awCV[T,Q]Z, awCVQZ and awCVTZ, respec-
tively. Employing an even smaller basis set should increase
the scaling parameter. Grant Hill and Plas found good re-
sults neglecting the OS contribution and seing the SS scaling
parameter to 1.75 in their spin-component scaled for nucleo-
bases variant (SCSN-MP2)40. ey used the aug-cc-pVTZ52,72
basis set which is smaller than awCVTZ used in this study.
us, the ing process returned almost the same parameters
in both works. Notably, they studied long range interactions
while in the present work the focus is in those of short range.
However, the valence only correlation contribution to the re-
action energies associated mainly to covalent bonds is much
beer represented by the OS contribution, as mentioned be-
fore. Lochan and coworkers proposed a distance-dependent
scaling of the opposite spin correlation energy given rise to
the MOS-MP2 method21. It would be worthwhile to use the re-
sults obtained in this study as an aid for developing improved
distance-dependent scaling methods.
4 SUMMARY AND CONCLUSIONS
Within the ab initio framework the inner-shell contribu-
tion to the correlation energy has been commonly omied
for computational savings thanks to large error cancellations.
e current standards of accuracy are becoming this contri-
bution more and more important. For reasons of eciency
composite methods are used and this contribution is normally
computed at levels of theory lower than those used for the
valence part. However, CCSD(T) is oen used for all electron
calculations which leads to very high computational cost. An-
other common alternative is to use MP2 which implies larger
errors.
In this work low cost alternatives were studied on a subset
of W4-11 containing 137 varied chemical species mainly as
MP2 replacements. Using (a)wCV[T,Q]Z the RMSE of (SSS-
MP2) DLPNO-CEPA/1 is (0.302) 0.147 kcal mol−1. e cor-
responding value for MP2 is 0.443 kcal mol−1. e common
context in which these calculations are performed suggest
that DLPNO-CEPA/1/wCV[T,Q]Z are aordable and thus rec-
ommended. If lower cost methods are required, the use of
SSS-MP2 in place of the original MP2 method is suggested.
In the light of the ndings of this study further research,
for reviewing and expanding the knowledge regarding the
underlying physics behind the scaling coecients of the SCS-
MP2, appears to be worthwhile.
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