1. Introduction. Obtaining a mathematical expression for the solution of a problem is frequently not the chief difficulty in developing a practical numerical procedure. This is often the case when the expression involves infinite processes such as integration and differentiation. It then becomes necessary to approximate these infinite processes by some finite process which can be carried out with the use of a computer.
The purpose of the present paper is to describe a numerical procedure for computing families of transonic flow patterns for compressible fluids. The basis for this procedure is provided by a family of particular solutions of the Chaplygin equation (2.1). These solutions were obtained independently by Bergman [1] , [2] and by Bers and Gelbart [6] , [7] .
Although these solutions have a fairly simple mathematical form, they involve multiple integrals of complicated functions which must be approximated in some way in order to make their numerical computation feasible. This difficulty is overcome by approximating the functions involved by polynomials and then integrating these polynomials.
When applying "the method of particular solutions" to solve boundary-value problems, we form a linear combination r-1 of particular solutions ^" and determine the coefficients A, so that 1îr(JV> approximates the prescribed boundary values. Thus, the computation of a set of particular solutions is of interest not only in itself but also as a first step in the solution of certain boundary-value problems.
The Partial Differential Equations Arising in the Theory of Compressible
Fluid Flow. It is well known that the partial differential equation satisfied by the stream function ^ of a two-dimensional, inviscid, irrotational, compressible fluid flow when considered in the physical plane (i.e., when \f/ is considered as a function of the coordinates x, y of the plane in which the flow takes place) is nonlinear. However, if we consider the equation in the hodograph plane, i.e., if we consider \f/ as a function of the speed v and the angle 6 which the velocity vector makes with a fixed direction (say, with the x-axis), then, as Chaplygin [8] and Molenbroek [11] have shown, \p satisfies the linear partial differential equation
Here p denotes the density which is related to the pressure p by the relation p -cpk, where c and k are constants (k = 1.4 for air). The Mach number M and the density p are related to the speed v by
Since the denominator in (2.3) is the local speed of sound, M will be smaller than one if the flow is subsonic and larger than one if it is supersonic. Instead of the speed v we may introduce the variable *-i>-.c,('-^r"?.
where v\ denotes the velocity corresponding to M = 1. If one introduces the potential 0 as well as the stream function \¡/, then the differential equations connecting these quantities assume the form
From (2.5) we deduce at once that the differential equation for \f/ may be written in the form (2.6, ^+l(fl)g.".
Equation (2.6) is a differential equation of mixed type, since 1(H) > 0 for H < 0 (i.e., for v < vi, M < 1), while 1(H) < 0 for H > 0 (i.e., for v > vh M > 1).
In order to transform a solution of (2.6) from the (H, ô)-plane to the physical plane, we use the relations
If the integration is along a streamline, ij/vdv + ^ede = 0 and (2.7) becomes
x -/ --1-yj/edv + ^vdd , w rp r : i
Note that if the Jacobian of this transformation vanishes at a point, the transformation can fail to be one-to-one in a neighborhood of the point, and the flow may have no physical significance in the neighborhood. See, e.g., [5, p. 17] or [10, p. 3. The Particular Solutions and Their Approximation. The particular solutions of (2.5) and (2.6), with which we are concerned, are a generalization of the harmonic polynomials obtained by taking real and imaginary parts of the analytic functions (0 + iH)n. These solutions <j>n,j(H, 0) and y¡/n,j(H, 6), j = 1, 2, n = 0, 1, • • •, may be written in the form
(See [2] , [3] and [6] .) It will be convenient to choose H<¡ = 0 corresponding to M = 1. Because of the nature of the function 1(H), the integrals involved in the calculation of sm(H) would be very difficult to evaluate exactly. Therefore, we approximate 1(H) in suitable intervals by polynomials and then integrate these polynomials to obtain polynomial approximations for the functions sm(H). In order to determine the coefficients of the approximating polynomial in these intervals, we need an algorithm for the calculation of 1(H) as a function of H. We consider the special case of air, for which k = 1.4. Since p and M are functions of v, as shown by Eqs. (2.2) and (2.3), 1(H) can be expressed as a function of v using its definition in (2.5). In this special case the integral in (2.4) can be evaluated in closed form and yields H-Ul where vi = (5/6)1'2. We use Newton's method to calculate v corresponding to any value of H in /i or J2 and then 1(H) can be calculated at once. The Remez algorithm [12] , as adapted for the Burroughs B5500 computer by Golub and Smith [9] , was used to determine polynomials l,(H) which are the best approximations to 1(H) in the Chebyshev sense on the intervals JK. The values of the coefficients A,M, k = 1, 2, v = 0, 1, • • -, 10, are given in Table 1 . From the approximation algorithm we know that Table 1 that the coefficients of the polynomials k(H) are very large; they are of constant sign in h(H), which is used for H < 0, and of alternating sign in h(H), which is used for H > 0. Hence, in both cases the evaluation of these functions and of the functions SmM(H) will involve large terms of alternating sign and this may result in the loss of several significant digits. The magnitude of the error given in (3.7) indicates that single-precision arithmetic (about 11 decimal digits) on the Stanford Burroughs B5500 computer is adequate for the calculation of l,(H). However, for the evaluation of smM(H) and the subsequent calculation of $n.j, single-precision arithmetic was found to be inadequate. Hence these calculations were carried out in double-precision arithmetic (78-bit arithmetic equivalent to about 22 decimal digits) on the B5500. Some typical values of $",,-are given in Table 2 .
As a measure of how well the approximate solutions satisfy the differential equation (2.6), we introduce the quantity where (4.2) 5(0) = d2$/dH2 + 1(H) d2$/de2 .
Since \pn.j satisfies (3.12), we see that
By formally differentiating Eqs. (3.1) and (3.2), formulas are obtained for d2$n,j/de2 and these are used to evaluate S(ipn,j). I  II  III  III 'a These calculations were also carried out in double-precision arithmetic on the B5500. Typical values for S($n,j) are given in Table 2 and were computed in the hodograph plane and transformed into the physical plane by the numerical evaluation of the integrals in (2.7) using the trapezoidal rule. The results of these computations are indicated in Figs. 1-3.
As noted above, the transformation from the (H, 0)-plane to the physical plane may fail to be one-to-one. Consequently, the flows represented by the above streamfunctions correspond to physically possible flows only in certain subdomains. This explains why some of the streamlines drawn intersect. It should also be observed that not all of the intersections of the streamlines with the sonic line (shown as a dotted line) correspond to transitions between subsonic and supersonic flow. Those intersections which do correspond to such transitions are indicated on the figures. Remark. Stark [13] , [14] has used a set of particular solutions generated by integral operators as a basis for another numerical procedure for computing solutions of (2.1). More detailed numerical results from the present procedure can be found in [4] .
