We propose a statistical phase-shifting estimation algorithm for temporal phase-shifting interferometry (PSI) based on the continuous wavelet transform (CWT). The proposed algorithm explores spatial information redundancy in the intraframe interferogram dataset using the phase recovery property on the power ridge of the CWT. Despite the errors introduced by the noise of the interferogram, the statistical part of the algorithm is utilized to give a sound estimation of the phase-shifting step. It also introduces the usage of directional statistics as the statistical model, which was validated, so as to offer a better estimation compared with other statistical models. The algorithm is implemented in computer codes, and the validations of the algorithm were performed on numerical simulated signals and actual phase-shifted moiré interferograms. The major advantage of the proposed algorithm is that it imposes weaker conditions on the presumptions in the temporal PSI, which, under most circumstances, requires uniform and precalibrated phase-shifting steps. Compared with other existing deterministic estimation algorithms, the proposed algorithm estimates the phase-shifting step statistically. The proposed algorithm allows the temporal PSI to operate under dynamic loading conditions and arbitrary phase steps and also without precalibration of the phase shifter. The proposed method can serve as a benchmark method for comparing the accuracy of the different phase-step estimation methods.
Introduction
Phase-shifting interferometry (PSI) is an important technique in high-precision optical metrology. Temporal PSI was first introduced by Bruning et al. [1] to overcome the λ=2 sensitivity limits of the fringe counting methods in the interferometry for the application in the surface quality measurement of the optical components. In the Bruning et al. paper, error sources are enumerated, including electrical noise in the detectors, mechanical drifts, atmospheric turbulence and the noise in the laser source. It is also emphasized that the error can be significant when the sensitivity reaches to λ=100. The arctangent function is used in Bruning's paper to reconstruct the phase information. The least-squares estimation (LSE) method was first introduced by Morgan [2] to minimize the intensity errors nonlinearly between the imaged intensity map and the estimated one on the parameter of the measured phase. The commonly used version of LSE was established by Greivenkamp [3] . Greivenkamp uses the same interference equation but minimizes the intensity errors according to three parameters (background, cosine, and sine function of the phase shifter). Greivenkamp's LSE is linear and removes several restrictions when designing the phase steps.
Lai and Yatagai apply additional interference setups to detect the shifted phase, while using Fourier transform methods [4] . Larkin added preprocessing and postprocessing to improve the robustness of Lai and Yatagai's Fourier-transform-based method [5] . Farrell and Player once again pointed out that the error in the phase steps can cause a distortion of the results, and they suggested an interpixel ellipse fitting estimation method [6] . The phase step can be unknown and unequal. Wei et al. gave a leastsquares algorithm based on the interpixel relationship by means of a simple intensity transform between the sampled interferograms [7] .
Iterative LSE was proposed by Kong and Kim, and considers both the phase and phase shift as parameters [8] . The iterative method and its application was also documented by Rivera et al. [9] . Based on the initially induced phase step (e.g., from the linearity table of piezoelectric actuator), Greivenkamp's LSE is first used to estimate the wavefront phases, and a modified Greivenkamp linear LSE is used to estimate the phase step afterward. The iterative process is therefore built on these two LSE models to obtain the final wavefront phases upon the convergence condition. The idea is generalized and extended by Wang and Han [10] . Another phase-shift extraction method, based on the assumed object wave, is proposed by Cai et al. [11, 12] . The Cai et al. method uses the mean of the differences between two interferograms to calculate the phase difference. An iterative process is available using the estimated phase steps to reconstruct the phase distribution iteratively. Xu et al. proposed a noniterative version based on the same principle [13] .
The methods reviewed above can be divided into two categories: temporal methods and temporalspatial methods. The temporal methods rely on an established phase step to give pixelwise estimations on the phase distribution. The temporal-spatial methods use the spatial data redundancy to first estimate the phase step and then to reconstruct the phase distribution from the temporal samples [5] . The proposed algorithm in this paper belongs to the temporal-spatial method. The flow chart of the proposed algorithm is shown in Fig. 1 . Compared with the existing algorithms, the proposed algorithm utilizes the continuous wavelet transform (CWT) to estimate the wavefront phases first, which is operated using spatial data correlation within an interferogram frame. Later, the phase steps are estimated statistically upon the phase difference distributions between temporal sampled interferogram frames. The parameter estimation part of the algorithm was demonstrated here using the maximum likelihood estimation (MLE). However, any statistical parameter estimation method or nonparametric estimation can be used instead. The proposed method allows an arbitrary phase step but does not involve any iterative process, which differs from most of the existing temporal-spatial methods. Furthermore, the proposed algorithm is a framework for building a robust phase-shifting algorithm, which can allow the PSI to operate under a dynamic loading condition. According to our literature survey, this is the first time that the CWT is reported to be used to help in the estimation of the phase-shifting steps.
Interferometry Phase Least-Squares Estimation
The structure and notation of the interference equation are introduced in this section. They are critical elements to get an understanding of the proposed algorithm. This section also lays out some essential concepts for the proposed algorithm, especially on the formulation and parameterization of the LSE used in the field of phase-shift estimations. In common circumstances, the temporal PSI samples multiple intensity values on the same spatial point at different times and with shifted phase steps. For the detector using a charge coupled device (CCD), each sampling is an accumulation process of the electrical charges that are proportional to the intensity of the incident photon flux integrated over the exposure time. The reconstruction of the temporal phaseshifted interferograms using the least-squares formula is widely used [3, 14] . This serves in the last step in the proposed algorithm. The interference equation for the temporal PSI can be written as [14] I k ði; jÞ ¼ aði; jÞ þ bði; jÞ cos½ϕði; jÞ þ Δϕ k ;
where k is the number of phase shifting k ¼ 0, 1, …, K − 1 (K is the total shifting number) and ði; jÞ are the pixel coordinates of the image collected by the CCD. I k ði; jÞ, aði; jÞ, bði; jÞ denote the intensity value, background intensity, and the fringe visibility. Equation (1) can be written into a linear system by using a trigonometric identity: 
where I e ði; jÞ is the estimated intensity. The minimization is carried out on the parameters cði; jÞ in Eq. (5). The LSE formulation here follows Greivenkamp's choice of parameters. As shown in Eq. (5), this kind of LSE is effective for combining the temporal information to isolate the phase information ϕði; jÞ from the background noises aði; jÞ and bði; jÞ. Therefore, it is used in the proposed algorithm for the interferogram reconstruction (see Fig. 1 ). However, as shown in Eq. (4), we assume that the MSE is only affected by the background variation aði; jÞ, the fringe visibility bði; jÞ, and the phase term ϕði; jÞ. Under this formulation, the phase-shift step Δϕ k is assumed to be accurate and should not contribute to the error. In real experimental conditions, the piezoelectric actuator calibration error [15] [16] [17] and the fast drifting interference patterns under dynamic loading conditions can make the static phase-shift step assumption invalid.
Because the phase-shift step is assumed accurate in traditional PSI, the inference of the phase-shift step is critical to the accuracy of the measurement, which depends on the way of introducing the phase shifting itself. Phase shifting in the interferometry can be introduced by the translation and the tilting of the optical components (i.e., mirror, wedge, and grating) [18] . For example, in moiré interferometry with phase shifting [19] , a nanoscale resolution piezoelectric motion actuator and controller are used here to motorize the movement of the beam splitting grating to introduce phase shifting. Under this configuration, the estimation of the phase steps can be calculated from the relation between the shifted phase and the translation step of the beam splitting grating [19] [20] [21] , and it is given as
where Δϕ is the shifted phase; Λ is the beam splitting period in nanometer; δ is the translation step of the beam splitter grating. For the estimation of the phase step to be unbiased, the phase shifting should only be introduced by the piezoelectric device and there should be no errors from the miscalibration of the actuator and its feedback controller, which is difficult (and sometimes impossible) to satisfy in a real-world testing situation, in which environmental vibration and thermal noise can be large enough to introduce a large bias into Eq. (6). The proposed algorithm is invented to solve this problem effectively by considering the shifted phase as a variable, which can be exacted from the measurement datasets.
Wavefront Phase Estimation Using the Continuous Wavelet Transform
In the proposed algorithm, the CWT is integrated into the algorithm for wavefront phase estimation (see Fig. 1 ). The CWT is implemented in a scanning manner (i.e., 1D CWT) to demonstrate the working principle of the proposed phase-shifting estimation framework. Nonetheless, 2D CWT can be integrated in the framework to replace the 1D CWT used here. Watkins et al. have shown that there are several properties with CWT suitable for extracting phases from the sinusoidal modulated signal, and the literature has reported several successful applications using it for processing the interference fringe patterns [20, [22] [23] [24] [25] [26] . Compared with the Fouriertransform-based phase extraction methods, the wavelet-based methods give higher resolution when extracting localized phase information [20] . The definition of CWT is to convolute the signal with a scaling wavelet family:
where f ðtÞ is the input signal, ψ a;b ðtÞ is the wavelet function, and a and b are the wavelet scaling and translational parameters, respectively. W f ða; bÞ is the wavelet transformation as a function of a; b. f Ã is the complex conjugate of function f . The function ψ a;b is scaled and translated from a mother function ψ, and the relationship between them is
The complex Morlet wavelet is chosen here because of its sinusoidal feature weighted by the Gaussian distribution function. The mother wavelet function can be written as
where ω 0 ¼ 5:336 following [27] (10) shows that the ridge of the maximum power of the CWT can retrieve the phase information. Phase estimation from the CWT suffers the errors from the inappropriate choices of the scaling factor a, the finite length of the signal input, and the spatial discontinuities of the input signal. In practice, the implementation of different ridge detection schemata [29, 30] can effectively reduce the errors introduced by inappropriate choices of the scaling factor a. It is assumed that the errors happening here follow the statistical distribution. The statistical analysis in the next section validates this.
Statistical Analysis of the Phase Step Distribution
The phase information itself offers no statistical properties, but the phase difference at the same sampling location over the entire interferogram should follow the same statistical distribution because of the deterministic nature of the phase step. This is described in the interference intensity equation [Eq. (1)]. This is also the basic assumption for PSI [11, 12] . The phase step is assumed to be constant over the space at the specific sampling moment, but the measured phase step is prone to include errors. Hence, the phase step can be treated as a statistical variable, which is expressed in Eq. (11):
where Δϕ k ði; jÞ is the phase difference between two interferograms calculated by the CWT, δ k is the true value of the phase-shifting step, and ε k ði; jÞ is the error for each estimation calculated from the phase differences using CWT. After aggregating the phase difference results, the probability distribution of the measured phase-shift step can be established. The error term in Eq. (11) is assumed to follow certain statistical distribution. As shown in the flow chart (see Fig. 1 ), both parametric estimation and nonparametric estimation can be used to estimate δ k . In parametric estimation, a parameterized population distribution is required to fit the sample probability distribution. By contrast, nonparametric estimation makes no assumptions on the population distribution. In this paper, the parametric estimation, combined with the MLE, is chosen as the statistical estimation method to demonstrate the feasibility and effectiveness of the proposed algorithm. However, any other statistical estimation can be used in the proposed algorithm, as shown in Fig. 1 . The MLE is generally consistent, which means that a larger sample size will generally help increase the accuracy of the estimation [31] . The principle of MLE is to find the estimator vector θ to maximize the likelihood function Lðθ; ωÞ, which is related to the probability function pðω; θÞ around the observation vector ω [32] [33] [34] . Considering that the observations are independent to one another (i.e., pðω; θÞ ¼ Π n p n ðω n ; θÞ, where n is the number of observations), the MLE is as shown in Eq. (12) (the log-likelihood function is used): X n ∇ θ lnðp n ðω n ; θÞÞ ¼ 0:
The variance of the MLE estimator can be judged by the asymptotic covariance matrix, which can be derived from the Fisher information. The Fisher information is the variance of the Fisher score s θ ¼ ∇ θ lnðp n ðω n ; θÞÞ. Under regular conditions, the Fisher information matrix can be simplified as shown in Eq. (13) and the asymptotic covariance matrix is equal to the inverse of the Fisher information matrix [31] :
FðθÞ ¼ Eð½∇ θ lnðpðω; θÞÞ½∇ θ lnðpðω; θÞÞ T jθÞ; ð13Þ
where Eð…jθÞ denotes the expectation over a variable with respect to the probability function pðω; θÞ.
For parametric parameter estimation, it is necessary to make an assumption on the population distribution. There are several distributions that are good candidates for the phase step, and they are listed in Table 1 . Although all three candidates belong to the family of exponential distributions, the von Mises distribution (or circular normal distribution) considers the data as circular data, which is more closely related to the data structure of the phase information [35, 36] .
Validation Using Simulated and Experimental Data
In this section, the proposed algorithm is validated using both simulated and experimental data. The proposed algorithm is implemented in MATLAB code. Unlike the experimental data, whose true phase-shift step is unknown, the advantage of using the numerically simulated data is that they provide true values to be compared with. In the validation process of the numerical data, the simulated input signal was a single-frequency sinusoidal signal with a signal length of L ¼ 1008 (which was the same length as the detector of the lab setup in the experimental data below). The data are synthetically signal generated with Eq. (14):
where s½n is the synthetic signal; n is the spatial coordinate; δ k ¼ 0, 2=5π, 4=5π, 6=5π are the phaseshifting steps; and L is the length of the signal. The plot of the signals is as shown in Fig. 2 .
The CWT was performed on the input signals here at δ 1 ¼ 0 and δ 3 ¼ 4=5π. The differences of the phase were taken both in angular scalar values and in vector values. For the normal distribution and Laplace distribution, the scalar angular values were used. For the von Mises distribution, which is based on circular statistics, the vector values were used. The wavefront phases from CWT were plotted in Fig. 3 . The distribution fittings, using a different distribution on the phase-shifting step, were plotted in Fig. 4 . The parameters were estimated by the MLE using Eq. (12), and the asymptotic covariance matrix was calculated using Eq. (13). The estimated parameters and variances are listed in Table 2 .
The results from the numerical testing showed that the choice of the population distribution was important in order to obtain a good result. The normal distribution assumption on the phase difference distribution was not a fair assumption on the simulated signal. The von Mises distribution gave a better estimation. The Laplace distribution gave the exact phase-shift steps with very small estimation variance (refer to Table 2 ). The reason for this is that CWT operation introduces only a very small amount of the error during operation. The error from the CWT was explained earlier. In contrast, the real data in the next section showed that the error term ε k ði; jÞ in Eq. (11) followed different error patterns because of the optical defects and the variation of the spatial frequency in the interference pattern, which was not presented in the numerical simulation shown above. The experimental data used here were taken from a real moiré interferometry experiment. For details of the moiré interferometry and the experiment configuration used to obtain the data, please refer to our previous paper [19] . On the one hand, the phaseshifting step was introduced by the translation of the piezoelectric device by 100 nm at each temporal sampling, which could be inferred from Eq. (6); on the other hand, the phase drift was also introduced by the loading condition of the experiment (the thermal expansion of the experiment stage, and air flow), which was undeterminable before the actual experiments. The specimen was a copper sheet (50 mm × 25 mm with 1 mm thickness) under current stressing (26 A) in the longitudinal direction. Because this paper addresses the phase-shifting step estimation, the details of the experiment will not be included. The phase step estimated from Eq. (6) was 1:5080 rad. The CCD sensor was a Pulnix TM-1040 which has one million valid pixel points. The area of interest was the image row 300 to 400, which included 101,808 individual sampling points (see Fig. 5 ). From our perspective, the size of the samples is large enough for a statistically significant inference.
The algorithm was performed on the experimental data in the same manner as it was for the simulated data. The probability distributions of the phase-shift step are plotted in Fig. 6 , and the estimated parameters and variances calculated from the Fisher information are listed in Table 3 .
Discussion
The results show that the phase-shift step is a statistical variable instead of a deterministic one. In the numerical case, the proposed algorithm gave the exact value of the phase-shift value. In the experimental case, all three estimations from different underlying population distribution assumptions gave different numbers, and they deviated from the original estimation, which was inferred from a control feedback circuit of the piezoelectric actuator using Eq. (6) . The variance was due to the error term in Eq. (11), which can be introduced either by any optical defects within the instruments or by a digital sampling process. Based upon the comparison between three preferred distribution candidates, both the Laplace and von Mises distributions have significant values in estimation and accuracy. The validation only implemented MLE and Fisher information covariance calculation. However, most of the parametric and nonparametric parameter estimation methods can be used to replace the statistical estimation block. The decoupling of different components is one of the major advantages of the proposed algorithm. The MLE calculated the results based on the likelihood function built on the sample frequency. A larger sample size, usually from a digital detector, decreased the variance of the estimated parameter. In contrast, the deterministic method cannot explore this feature from the PSI data source. The significance of the study includes building the phase step estimation on the statistical ground and, also, being able to establish the phase-shift step variable directly from the interferograms. From the same perspective, the existing algorithm can also be interpreted as building a statistical model on the intensity value. For example, the LSE on the MSEs of the intensity values, using phase steps as the minimization parameters [8, 10] , can be treated equally as an LSE on the phase steps, considering that the noise is included in the intensity term and the noise follows a normal distribution [34] . Because the intensity values were determined by multiple variables [refer to Eq. (1)], it will be difficult to establish a large number of samples with the same statistical structures of the errors. The estimation from the proposed algorithm gives a simple structure of the estimated parameter [refer to Eq. (11)]. This allows the researchers and engineers to design or utilize a more specific and precise statistical estimation procedure.
Conclusions
In this paper, a statistical phase-shifting step estimation algorithm, based on the CWT for high-resolution PSI was proposed, and a statistical analysis on the phase-shifting step in temporal PSI, based on CWT, was included. The proposed algorithm is an open framework, treating the phase-shifting step as a regular statistical variable. Inside this framework, the statistical estimation component can be easily replaced by other advanced parametric or nonparametric methods. Every point in the interferogram can be included in the samples to build up the statistical population. In the algorithm, the wavefront phases are exacted based on the maximum power ridge property of the CWT. The error could by introduced largely by the disruption in the data in the intensity map caused by optical defects on the light path. This was validated by utilizing the algorithm both in the numerical simulated data and experimental data. In the numerically simulated data, the exact phase-shifting step was obtained up to four significant figures. In the experimental study, the experimental data from the phase-shifting moiré interferometry were put though the algorithm. This gave a larger variance compared with the numerical one. However, a large sampling size (around 100,000 samples) for each interferogram enables a statistically significant inference based on MLE and the Fisher information based on asymptotic variance calculation. The validation showed the proposed method was enabled to estimate the phase steps accurately. The proposed methods can not only be used as a stand-alone method to estimate the phase, but also to provide a new statistical tool for temporal PSI. 
