ABSTRACT This paper proposes a multi-agent Q-learning-based resource allocation algorithm that allows long-term evolution (LTE)-enabled device-to-device (D2D) communication agents to generate the orthogonal transmission schedules outside the network coverage. This algorithm reduces packet drop rates (PDR) in distributed D2D communication networks to meet the quality-of-service requirements of the microgrid communications. The data traffic characteristics of three archetypal smart grid applications, namely demand response, solar, and generation forecasting, and synchrophasor communications, were simulated under seven different traffic congestion scenarios, where the total aggregate throughput of users ranged from 50% to 140% channel utilization. The PDR and latency performance of the proposed algorithm were compared with the existing random self-allocation mechanism introduced under the Third-Generation Partnership Project's LTE Release 12 standard for such scenarios. Our algorithm outperformed the LTE algorithm for all tested scenarios, demonstrating 20%-40% absolute reductions in PDR and 10-20-ms reductions in latency for all microgrid applications. The use of our algorithm in a simulated D2D-enabled demand response application resulted in a hundredfold reduction in power oscillations about the desired power flows.
I. INTRODUCTION
To make smart grid solutions economically feasible, there is interest in implementing mobile wireless communication technology, i.e. Fourth Generation Long Term Evolution (4G LTE) and in the coming years Fifth Generation New Radio (5G NR) to establish a network of communication links over a distribution system with minimal investment in physical infrastructure [1] - [3] . Nevertheless, the data transfer delay (latency) in existing mobile communication technology is not guaranteed to be satisfactory for latency-critical smart grid services (e.g. synchrophasor applications), and addressing this problem is an ongoing area of research [3] - [5] .
Device-to-Device (D2D) communication is a promising means to improve communication performance at a neighborhood area network scale by allowing direct data exchange between users, which in certain transmission modes can be controlled directly by such users [6] , [7] . Moreover, such transmission modes also have the benefit of being usable even when devices are not within the coverage of a cell tower.
The associate editor coordinating the review of this manuscript and approving it for publication was Pasquale De Meo.
Among the transmission modes that allow users to selfallocate resources are Transmission Mode 2 (TM-2) introduced in LTE Release 12, and TM-4 introduced in LTE Release 14. TM-2 was originally designed for public safety applications and prioritized prolonging battery life [8] , but requires that D2D agents self-allocate cellular resources in a random manner and thus is not currently suitable for high reliability and low latency communications. On the other hand, TM-4 was designed for high reliability and low latency communication in addition to being able to manage fastmoving devices to facilitate vehicle-to-vehicle (V2V) communications, but disregards battery life considerations [8] . As such, neither transmission mode has been designed as an optimal smart grid communications solution. It can be argued that based on the communication requirements of smart grid applications, some combination of elements from both transmission modes would be best. We propose that the resource allocation mechanism of TM-2 be upgraded to meet the quality of service (QoS) requirements of smart grid applications in order to have a less complex and more powerefficient solution to D2D-enabled smart grid communications than TM-4.
A critical issue with TM-2 that impedes its communication performance is how it randomly self-allocates cellular resources, which leads to high packet drop rates (PDR), making it inadequate for certain smart grid applications sensitive to information losses. For example, a typical frequency stability synchrophasor application is sensitive to message failure rates exceeding 0.33% based off data loss sensitivity metrics published by the North American Synchrophasor Institute [9] . To overcome this problem, we propose a multi-agent high-reliability Q-learning (HRQ) resource allocation scheme to replace the random allocation mechanism. Naturally, HRQ is powered by Q-learning, which is a decision-making algorithm that considers the situation it is in, and chooses the best action to take based on past experience. Formally, that which takes the action is referred to as the ''agent'', and this agent interacts with its ''environment'' by taking ''actions''. The agent's situation is considered the ''state'' of the environment, and there are a finite set of actions that can be taken in any given state. The best action for a given state is the one with the largest expected ''reward'' associated with it, which is based on an action's influence on the environment [10] . HRQ divides the LTE resource grid into orthogonal partitions of resources from which a scheduling agent can select, and the agent is rewarded or penalized depending on whether or not it takes the same scheduling action as one or more other agent(s).
Concerning existing works on distributed resource allocation algorithms, few integrate the specifications of the LTE D2D TM-2 standard into their solution. Seemingly only Shih et al. [11] does so, offering a resource allocation algorithm to reduce packet drop rates. Our algorithm alternatively does not require randomly altering the operation of the D2D transmitter at the physical layer to sense control channel messages of other transmitting nodes in order to function. Other works either do not take into account the need to be implementable under LTE protocol architecture [12] , have a centralized allocation scheme that is not applicable in out of coverage scenarios [13] , [14] , or focus instead on using D2D communications for frequency reuse in order to boost channel throughput instead of minimizing PDR for the D2D nodes [15] - [21] .
The rest of the paper is organized as follows. Section II presents the system and traffic models, as well as the problem formulation. In Section III, the HRQ scheme is presented. Section IV contains the simulation results that show how the HRQ-enabled agents can achieve orthogonal selforganization of resources, causing lower latency and zero packet drop rate for low to moderate network traffic. Finally, Section V concludes the paper. Fig. 1a visualizes the communication network topology modeled in this study. We consider a set ℵ of D2D nodes where each D2D node is i ∈ ℵ. A subset of D2D nodes ⊂ ℵ FIGURE 1. Network model of 3GPP LTE-compliant Release-12 D2D TM-2 communication. Concerning the acronyms in this figure, MAC is medium access control, PHY is physical, SDU is service data unit, PDU is protocol data unit, CQI is channel quality indicator, RBGs is resource block groups, MCS is modulation and coding scheme, tx is transmission, and rx is reception.
II. SYSTEM MODEL A. MICROGRID COMMUNICATION NETWORK MODEL
represent microgrid devices that have certain quality of service requirements. In addition, a set of auxiliary D2D nodes, where ⊂ ℵ are considered in order to overload the network with traffic and assess the performance of our algorithm. This auxiliary traffic is stochastic with message generation rates following a Poisson process, and message payloads are generated with exponential random variables. We refrain from modeling cellular nodes in our model, and instead consider an out of network coverage scenario. However, interference among D2D nodes remains due to the distributed and uncooperative resource allocation process. Fig. 1b-d depicts the data plane architecture of the LTE TM-2 standard used in this study. As can be seen in fig. 1b and fig. 1d , we model the lowest 3 layers of the LTE protocol stack. The radio link control (RLC) entities of the D2D devices have been modeled to operate in unacknowledged mode as per TM-2 specifications [22] . At the physical layer, TM-2 D2D communication channels, i.e. sidelink channels, are organized into repeating segments of the LTE resource grid known as scheduling assignment periods ( fig. 1c) . The scheduling assignment period architecture is further partitioned into a sidelink control channel, and a sidelink data channel. The sidelink control channel precedes the sidelink data channel in time, and D2D nodes make scheduling decisions once per scheduling assignment period, encoding a control message that the receiver can use to determine which resources to listen to in the upcoming sidelink data channel.
B. TRAFFIC MODEL OF THE MICROGRID APPLICATIONS
As presented in Table 1 , we have modeled the traffic characteristics of three different microgrid applications, namely demand response, solar generation forecasting, and phasor management unit (PMU) communications. This table also includes some typical QoS requirements that could be VOLUME 7, 2019 expected for the aforementioned application archetypes. For the solar panel and demand response traffic, all parameters except their tolerable PDRs were derived based on the communication requirements specified by the US Department of Energy [4] , [23] . For DR applications, we assume 1-9% PDR can be manageable based on Kong's analysis of dynamic pricing applications [24] . For distributed energy resource generation forecasting communication, it has been assumed that PDR should be close to 0 [25] . Concerning the PMU traffic model, Table 1 was populated using the PMU applications requirements published by the North American SynchroPhasor Institute (NAPSI) [9] in addition to the IEEE C37.118.2 standard for PMU-generated synchrophasor data transmission [26] , [27] . [4] , [9] , [23] - [25] .
C. PROBLEM FORMULATION
The proposed solution aims to reduce the PDR of the D2D smart grid devices by performing efficient resource allocation in time and frequency. To improve reliability, signal-tointerference plus noise ratio (SINR) is used, where improving SINR improves the probability of successfully decoding the transmitted packets. SINR is formulated as follows:
where γ u,k is SINR of u th D2D pair, and I is the set of interfering D2D pairs, i.e. the D2D pairs that use same resource blocks as transmitting u th D2D pair. For the remaining terms, b u,k is allocation indicator of u th D2D pair; p u,k is the transmit power of the u th D2D pair on the k th resource block; h u,k is the channel coefficient of k th resource block; ω k is bandwidth of k th resource block; N 0 is additive white Gaussian noise (AWGN) single-sided power spectral density; b m,k is allocation indicator of m th D2D interfering pair; p m,k is transmit power of interfering m th pair; and h m,k is the channel coefficient of m th interfering pair. Here, our optimization problem aims at maximizing the aggregate SINR of smart grid D2D pairs as follows:
where N is the number of D2D pairs within the network, and K is the total number of resource blocks available. It should be noted that our objective function is solved subject to fixed power transmission. Moreover, the effects of device mobility are assumed negligible due to the assumption that the D2D nodes are stationary smart grid devices.
D. DEMAND RESPONSE ENABLED POWER SYSTEM MODEL
Smart grids are a combination of two sophisticated systems, namely a traditional power system and a communications network. To test the HRQ algorithm's impact on the performance of the communication network in relation to the LTE standard, it is only necessary to model the data traffic of the smart grid applications considered in this study. However, the demand response (DR) application was modeled on the power systems side as well in order to witness the impacts of communication system performance on the power system dynamics of a DR-enabled microgrid. The power system environment within which this application is being simulated can be visualized in fig. 2 [28]. The details of the simulation environment is provided in Section IV. In our model, if the power flow through a transformer crosses a certain threshold level P limit , a ''demand response event'' is initiated. If such an event happens, the smart meter continuously recalculates the minimum demand reductions required to keep the power consumption from exceeding P limit , and sends messages to the households containing new power reduction requests. Also, households were set to reduce their power consumption to a constant ''base comfort'' level as long as the price of electricity surpasses a particular value C max . It is assumed that households have instantaneous control over their power consumption.
III. HIGH-RELIABILITY Q-LEARNING (HRQ) SCHEME
HRQ is a multi-agent distributed Q-Learning algorithm performed by each D2D transmitter to efficiently allocate resource blocks every scheduling assignment period for reliability maximization. HRQ models reliability in terms of SINR of D2D devices as per equation (1), as low SINR is a root cause of PDR. In particular, efficient resource block allocation allows devices to select disjoint actions, i.e. distinct resource blocks, which lessens interference and increases SINR. As such, improving SINR increases the probability of successfully decoded packets which achieves higher reliability. Besides reliability, interference mitigation enables devices to transmit on channels of higher quality that lead to allocation of higher transport block size (TBS). As such, large packets are less prone to segmentation at the radio link control layer, leading to reduced latency. It should be noted that this algorithm manages the allocation of resource blocks, i.e. physical spectrum, and is not designed to manage transmitter power settings. In HRQ, we address the reliability by formulating the Q-Learning tuple as follows:
• Agents: D2D transmitting nodes.
• States: Channel quality is used to represent HRQ states, where we define CQI ideal as the best channel quality that drives devices to allocate disjoint resources, hence achieving highest reliability. In simulations, we define stringent channel quality requirements as CQI ideal . • Actions: HRQ performs actions that manifest as the selection of cellular resources in time and frequency every scheduling assignment period. To minimize the action space, contiguous sets of subframes and resource blocks are aggregated to form larger (but still orthogonal) sets of resources that agents can select as their scheduling decision. In frequency, every four contiguous resource blocks are combined to form a ''resource block group'', whereas in time, the pool is partitioned into two 16 subframe intervals. The network model was set to a 5 MHz bandwidth and 40 ms scheduling assignment period, which consists of 25 resource blocks and 32 subframes for data transmission. Under such conditions, 12 actions populate the action space.
• Reward function: The reward is defined as follows:
where τ u is the reward of u th D2D pair, CQI u is the channel quality of u th D2D pair, and CQI ideal is the ideal channel quality. The rationale behind the reward function is to reward the agent when achieving the ideal QoS, i.e. ideal channel quality, whereas it penalizes the agent otherwise.
• Q-value update: The Q-values are updated according to the temporal difference (TD) equation [10] :
where α is a learning rate, γ is a discount factor, A u is the action-space of u th D2D pair, and QV (S u , A u ) are the Q-values at next state S u and all actions A u . The new action a u is selected based on a modified version of -greedy approach:
where is the exploration probability. The modified -greedy accounts for situations where multiple stateaction pairs are tried for having the largest Q-value during exploitation iterations. Thus, during the exploitation phase, the scheduler chooses among the set of actions with the highest Q-value at random instead of the conventional approach of selecting the first Q value in the list returned by a max function. Step 1: Update channel quality value based on the last transmission.
4:
Step 2: Compute the reward τ u and observe the new state S u due to last action execution.
5:
Step 3: Update the Q-value as in (4).
6:
Step 4: Transit to next state S u .
7:
Step 5: Select the next action a u based on modified -greedy policy as in (5).
8:
If Exploitation and tie then 9: Select action Randomly 10:
End If 11: end for Algorithm 1 presents the steps of HRQ. TM-2 currently has no means to feed back channel quality metrics to the transmitters, but a new sidelink control information message that can be sent by the receiver back to the sender would be VOLUME 7, 2019 a simple solution to this. The algorithm terminates after T scheduling assignment periods.
This study compares the performance of the proposed HRQ scheduling algorithm to that of the allocation scheme prescribed by the LTE standard for D2D communication operating in TM-2 [29] . The step-by-step process of our implementation of the TM-2 random self-allocation algorithm have been included in the Appendix.
IV. RESULTS
This section is divided into three subsections. Subsection IV-A presents our results on the latency and PDR performance of both scheduling algorithms, where 20-40% reductions in PDR and >10 ms drops in latency were observed for all smart grid applications. Subsection IV-B shows the convergence of the HRQ algorithm; HRQ was able to converge as long as the number of agents did not exceed the size of the action space. Subsection IV-C presents the results collected on the observed changes in power system dynamics of the simulated DR-enabled microgrid as a function of resource allocation mechanism selection. The power fluctuations observed were reduced by two orders of magnitude when HRQ was used in lieu of random self-allocation.
For our simulations, we implemented the D2D communication protocol stack on top of MATLAB's LTE Toolbox which was then combined with a microgrid simulator implemented using Simscape Power Systems and SimEvents software packages available in the Matlab/Simulink environment. The performance and convergence of the HRQ algorithm was tested using the mobile communications portion of the developed simulator, whereas all power and communication elements were leveraged in simulating the DR-enabled microgrid. The simulation parameters are given in Table 2 in the Appendix.
A. COMPARING THE PERFORMANCE OF HRQ AND LTE TM-2 SCHEDULING STRATEGIES UNDER VARYING TRAFFIC INTENSITIES
Under the same network and traffic conditions, the HRQ and LTE schedulers were tested for various levels of network traffic. The network traffic was adjusted by how many ''auxiliary'' D2D devices were injected into the communication network. At each level of network traffic tested (i.e. for 0, 4, 5, 6, 7, 9, and 11 auxiliary devices present in the network), the communication network was simulated for 15 s, over which time 375 scheduling assignment periods (and thus scheduling decisions) elapsed. Moreover, for every 15 s simulation at every level of network traffic, the simulation was repeated 12 times, and the average message latency and PDR values were plotted with 95% confidence intervals for both scheduling strategies.
Over these tests, the exploration time of the HRQ algorithm was set to 10 s, during which time an epsilon greedy exploration strategy was implemented by the scheduler. After 10 s, the HRQ algorithm switched to a purely greedy strategy, only executing its policy without exploration. This test compared the performance of HRQ with respect to LTE scheduling strategies after HRQ has completed its exploration phase. Thus, the performance metrics obtained are calculated based only on the final 5 s of the network simulation. The results of latency and PDR performance for both schedulers have been presented in fig.s 3 and 4 respectively. Fig. 3 demonstrates the potential for D2D communication to provide strong latency performance; both scheduling options succeed in meeting the QoS requirements of the smart grid applications, which is due to the inherent nature of D2D communication. However, HRQ provides additional improvements in latency, as it proactively allocates communication resources every scheduling assignment period instead of scheduling resources for what has been buffered since the last scheduling assignment period.
Concerning PDR performance, it can be seen in fig. 4 that for varying traffic intensities, the LTE scheduler fails to meet the QoS requirements for the smart grid applications. However, the PDR can be kept down to essentially 0 for low to moderate levels of network traffic when using the HRQ scheduler. The PDR starts to rise as the number of scheduling agents in the network approaches the number of orthogonal scheduling decisions available in the action space. The number of agents in the network reaches the number of orthogonal scheduling decisions when 6 auxiliary devices are injected in the network. This results from the inability of the HRQ algorithm to consistently self-organize the agent's scheduling decisions in the 10 s exploration time provided in this experiment, which is further discussed in Section IV-B. Naturally, the average PDR and uncertainty around the average PDR continues to increase as the number of agents in the network begin to exceed the number of actions available for the agents to take, as it becomes impossible to guarantee QoS with HRQ under such conditions. For example, if there are 12 D2D pairs each taking a unique action among the 12 available, if another D2D pair is introduced to the network, any action it chooses will be the same as what is already being taken.
B. CONVERGENCE OF HRQ ALGORITHM
To demonstrate the ability for HRQ to reach an optimal policy, which corresponds to all agents making unique (and orthogonal) scheduling decisions, cumulative regret of all smart grid agents were aggregated and plotted with respect to time in fig. 5 . Regret is the difference between the reward of an action taken and the reward associated with the action that an optimal policy would have taken. Cumulative regret is the time integral of regret. Because the HRQ scheduler reward function has only two possible outputs, namely 1 and −1, every time an agent takes an action that results in a −1 (which happens when an agent makes the same scheduling decision as another agent), the regret is 2. Otherwise, the regret is 0. Thus, the point in the simulation where the smart grid agents are capable of self organizing their scheduling decisions so that they do not interfere with one another corresponds to the point in time where the cumulative regret of all agents stops increasing.
It can be observed in that the HRQ algorithm is capable of converging to an optimal policy when the number of agents does not exceed the number of available orthogonal scheduling decisions in the algorithm's action space. When 6 auxiliary devices are introduced to the network, the number of agents in the network matches the number of actions defined in the HRQ action space. In this case, the HRQ algorithm takes over 15 s to converge (recall that one subframe is 1 ms). This is why the average PDR was larger than 0% in fig. 4 even in cases where there were a sufficient number of actions for each agent to assign themselves a unique action. When 9 auxiliary devices are introduced to the network, fig. 5 results suggest that a plateau in cumulative regret is about to be formed at the very end of the time axis. This is possible because the aggregate cumulative regret of the smart grid agents plotted does not include the cumulative regrets of the auxiliary agents. To elaborate, there is the possibility that the set of smart grid agents could all terminally select disjoint actions while the auxiliary agent's HRQ policies converge to taking actions (that are not all disjoint) among the remainder of the action space. Fig. 6 demonstrates the functionality of the application performing demand response activity due to both price signals and transformer overloading scenarios as described in Section II-D. Fig. 6a plots the aggregate power curves of the households, and fig. 6b plots the transformer's power curves for multiple cases. The first case is where the demand response application is disabled (no DR), providing a baseline power curve that can be altered by the application. The next three cases correspond to the dynamics of the power system when demand response is active and facilitated by D2D LTE communications utilizing the LTE scheduling mechanism, HRQ, and an ideal scheduler (ideal data transfer). The ideal scheduler allows the smart grid devices to communicate under perfect channel conditions that ignore the effects of interference and noise. The power curve for the photovoltaic (PV) module and the real time price of electricity are plotted in fig. 6c and fig. 6d respectively. The transformer power flow curve is the difference of household aggregate demand less PV power generation. In cases where VOLUME 7, 2019 transformer power flow is positive, the distribution system is providing power to the microgrid; when it is negative, the power generated by the PV exceeds the aggregate household demand, and the surplus flows into the distribution system.
C. IMPACT OF SCHEDULING TECHNIQUE ON THE PERFORMANCE OF MICROGRID APPLICATIONS
Concerning the price signaling dynamics of the three homes in our model ( fig. 2) , one home is programmed to have a C max of 300 price units, whereas the other two homes are given C max values of 400 price units. Based on this, one should expect power consumption to drop when the price curve increases, and fall back down again when the price decreases. Also, the transformer power flow exceeds P limit = 5000W shortly before the 6 s mark of the simulation, meaning the demand should decrease to keep the power flow through the transformer at or below 5000W . As can be observed, the ideal data transfer and HRQ power curves do manage to behave in this manner, and are almost identical to one another. However, the power curve in the scenario where the application is being implemented with the LTE resource scheduling algorithm proves to deviate from the ideal case. For example, it can be seen at the 2 and 2.5 second marks, there are delays in the responsiveness of the households on the order of 100 ms when they are reacting to price changes. Such delays are not present in the other curves. This can only be a consequence of the higher PDR present when utilizing the LTE scheduler. These plots are intriguing in the sense that they display the ability of the integrated simulation platform to investigate how the performance of the communication network influences that of the power system.
V. CONCLUSION
This paper proposed a multi-agent Q-Learning based resource allocation strategy targeted at reducing packet drop rates in LTE TM-2 D2D communication to increase its usability for smart grid applications. The QoS requirements and data traffic characteristics for various smart grid application archetypes were studied and modeled in an integrated Matlab/Simulink simulation environment to both test the performance of the scheduling mechanism and demonstrate the simulator's ability to design smart power systems and observe how the power and communications systems interact with one another. The performance of the HRQ scheduling algorithm was compared to that of the existing means of resource scheduling in TM-2 prescribed by the LTE standard. Our results show that HRQ outperformed the benchmark algorithm in both latency and PDR QoS metrics. Finally, a basic demand response application developed in the simulator was presented to demonstrate the impact the two different scheduling strategies have on its ability to properly manage transformer loading and price signaling activities. As a future work, we plan to enhance the performance of HRQ with advanced exploration strategies and implement more sophisticated smart grid use cases.
APPENDIX A RESOURCE ALLOCATION ALGORITHM AND SIMULATION IMPLEMENTATION DETAILS
A. LTE RANDOM ALLOCATION ALGORITHM TS 36.321 Release 12 Section 5.14.1.1 specifies to randomly select the time and frequency resources for sidelink shared channel (SL-SCH) and sidelink control information of a sidelink grant from the resource pool configured by upper layers with equal probability [29] . This specification is implemented as Algorithm 2 in our simulator.
Conceptually, the scheduling algorithm calculates how much data is queued in the device's transmission buffer, and then determines all feasible combinations of I trp (time resource pattern index) and RIV (Resource Indication Value) sidelink control information scheduling parameters that correspond to the smallest amount of bandwidth capable of sending all the existing data queued over the course of the next scheduling assignment period. Finally, the scheduler randomly selects among all feasible scheduling options that were found this way with equal probability.
The variables of Algorithm 2 have been defined as follows:
• TBSdesired: The TBS that would result in the scheduler being able to clear the data buffer of the agent over the course of the next scheduling assignment period. It should be noted that any data that arrives after the scheduling decision must wait until the next scheduling decision in order to be allocated resources. for nTBs = Each possible number of transport blocks to transmit next scheduling assignment period do 5:
Step 1: Compute TBSdesired.
6:
Step for i = 1 to nprbMax do 8: Read the TBS value corresponding to I TBS and i PRBs.
9:
If TBS value read >= TBSdesired 10:
nPRBs ← i.
11:
success ← true 12: Break from innermost loop 13: end If • nprbMax: The largest number of PRBs a scheduler can self-allocate given the bandwidth of the scheduling assignment period. In this study, a 5MHz scheduling assignment period was used, so nprbMax was set to 25 PRBs.
• I TBS : An index that maps a particular MCS (Modulation and Coding Scheme) to a row in an LTE lookup • nTBs: A feasible number of transport blocks that can be sent by an agent over the course of a scheduling assignment period. For the given network configuration in this study, nTBs can equal 1, 2, 4, or 8.
• nPRBs: The number of PRBs required to be allocated in order to have access to TBs with a size equal to or greater than TBSdesired given a particular nTBs value. • nTBnPRBcombos: A list of all feasible [nTBs, nPRBs] combinations that yield enough bandwidth to clear the agent's data buffer.
• RIV : A ''Resource Indication Value'' parameter specified by the LTE standard for D2D communications that specifies both the number of PRBs to be scheduled in the next scheduling assignment period in addition to which set of contiguous PRBs to use.
• I TRP : A Time Resource Pattern Index specified by the LTE standard for D2D communications that specifies the number of subframes and their indices in the next scheduling assignment period. This ultimately controls how many TBs can be sent in a single scheduling assignment period by an agent and when.
B. COMPLEXITY ANALYSIS
For the sake of curiosity, we investigate the complexity of the LTE random allocation compared to the proposed Q-learning algorithm, HRQ. For a specific bandwidth configuration, the number of resource block groups is defined as nRBGs = nPRBs sRBG , where sRBG is the size of a resource block group in resource blocks. As shown in Algorithm 2, random allocation performs a search in Table 7 .1.7.2.1-1 to find the required number of resource blocks to allocate. This search is performed four times for each possible value of nTBs. Assuming linear search, each possible nTBs requires nRBGs operations, hence a total number of (4 nRBGs) operations are needed. Therefore, the Big-O complexity of random allocation is O(N ), where N = (4nRBGs).
Under same assumption of linear search, complexity of HRQ relies mainly on the maximum search performed in eq. (4) and (5) . Therefore, complexity of HRQ can be identified using number of actions at a desired state, i.e. a row in the Q-table. Number of actions is determined by considering the possible allocation units in time and frequency direction which are nTBs and nRBGs respectively, hence total number of actions becomes (nTBsnRBGs). As such, the VOLUME 7, 2019 Big-O complexity of HRQ is also O(N ), but in this case N = (nTBsnRBGs). 
C. NETWORK SIMULATION SETTINGS

See
