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ABSTRACT
The Faint Infrared Grism Survey (FIGS) is a deep Hubble Space Telescope (HST) WFC3/IR (Wide
Field Camera 3 Infrared) slitless spectroscopic survey of four deep fields. Two fields are located in the
Great Observatories Origins Deep Survey-North (GOODS-N) area and two fields are located in the
Great Observatories Origins Deep Survey-South (GOODS-S) area. One of the southern fields selected
is the Hubble Ultra Deep Field. Each of these four fields were observed using the WFC3/G102 grism
(0.8µm-1.15µm continuous coverage) with a total exposure time of 40 orbits (≈ 100 kilo-seconds) per
field. This reaches a 3σ continuum depth of ≈ 26 AB magnitudes and probes emission lines to ∼
10−17 erg s−1 cm−2. This paper details the four FIGS fields and the overall observational strategy
of the project. A detailed description of the Simulation Based Extraction (SBE) method used to
extract and combine over 10000 spectra of over 2000 distinct sources brighter than mF105W = 26.5
mag is provided. High fidelity simulations of the observations is shown to significantly improve the
background subtraction process, the spectral contamination estimates, and the final flux calibration.
This allows for the combination of multiple spectra to produce a final high quality, deep, 1D-spectra
for each object in the survey.
1. INTRODUCTION The study of distant galaxies is dependent on how well
one can reliably derive accurate redshifts. The most ac-
curate method relies on spectroscopic emission or absorp-
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2tion lines, followed by broad spectroscopic features such
as the 4000A˚ and Lyman breaks. This is particularly im-
portant when deploying large surveys to catalogue and
discern the properties of objects as a function of cos-
mic epoch. Absent spectroscopy, photometric methods
(photo-z) using color selection, often supplemented by
theoretical methods such as fitting spectral energy dis-
tribution (SED) templates to the data, can provide rough
redshift estimates. The power and relative accuracy of
photometric methods are dependent on the sample size
used, robust statistical analysis, the quality (and appro-
priateness) of the input model SEDs or empirical tem-
plate spectra used, and properly calibrating techniques
using spectroscopic data sets. The smaller the sample
size, the less reliable photo-z methods are, and should be
treated with extreme caution when used for individual
objects (as noted in Sawicki et al. (1997); Liu & Green
(1998); Pirzkal et al. (2013b)). Therefore, spectroscopic
follow-up is always required to cull samples of false posi-
tives and, for example, should always be the final arbiter
in rejecting or supporting claims for the most distant
objects detected.
However, spectroscopic observations are not without
their own set of complications. Extracting object pa-
rameters other than redshift alone is extremely expensive
in terms of aperture and time required, particularly in
probing the earliest epochs of galaxy formation. This is
of course because more signal-to-noise (S/N) is required
to detect continuum, and even higher S/N is required to
detect absorption lines or separate close emission lines,
particularly at wavelengths greater than 0.8µm where
telluric sky emission and atmospheric absorption greatly
affect observations.
Technical issues, such as proper slit alignment, slit
losses, fitting multiple slits on a multi-object mask or
multiple fiber placement, size and efficiency of integral
field unit spectrographs, flux and wavelength calibra-
tion, atmospheric extinction at short wavelengths, and
the ever increasing atmospheric absorption and thermal
sky emission at longer wavelengths, play a significant
role in affecting the viability of spectroscopic surveys.
The more dispersed the light is, the more expensive the
survey (i.e. the longer the integration times and larger
the collecting surface needed). A work-around for this
is not new or novel. Low-resolution wide-field slitless
spectroscopy for detecting faint targets was first devel-
oped over 120 years ago at Lick Observatory with the
Slitless Quartz Spectrograph for use on the 36” Cross-
ley Reflector (Palmer 1903). This was later refined for
surveying the radial velocities of “extra-galactic nebu-
lae” (Mayall 1936). These surveys focused primarily on
UV/Optical (λ < 0.5 µm) low-resolution spectroscopy of
emission lines. Many surveys continued over the decades,
e.g. Markarian (1967); Smith (1975); MacAlpine et al.
(1977); Wasilewski (1983), helping to discover and cata-
logue quasars and emission line galaxies, as well as the
search for young stars and their places of formation,
within our own Galaxy, e.g. Dahm (2005). Grism sur-
veys can be more efficient, requiring less observing time
to reach a given S/N, than their slit/grating counter-
parts, and can be significantly more robust and reliable
than photometric redshift surveys, e.g. Smith (1978);
Schmidt et al. (1986). Specifically, slitless spectroscopy
does not suffer light loss compared to slit spectroscopy,
grism surveys are also significantly more efficient in col-
lecting area, and even with multi object slit masks, or
fibers, there is a limit to the number of slits or fibers
that can be placed on sky within a field of view. Slit-
less grism (whether ground or space-based) observations
are not hampered by these limitations. Furthermore, the
low-resolution of grism surveys results in a gain in S/N.
This is relevant for all telescope aperture sizes. Yet, as
efficient as these surveys are, the push to higher red-
shifts, fainter targets, and multiple emission lines to ex-
tract physical parameters beyond redshift alone, cannot
compete with telluric limitations. At longer wavelengths
the sky-brightness and sky emission lines, along with
the limitations of what the Earth’s atmosphere absorbs
severely limits slitless spectroscopic surveys. With the
launch of HST and the installation of improved instru-
mentation, grism survey work has seen a renaissance in
the last two decades. This resurgence began with the
Near Infrared Camera and Multi-Object Spectrometer
(NICMOS), which included surveys such as McCarthy
et al. (1999), followed by the Advanced Camera for Sur-
veys (ACS), which, in addition to pointed surveys, made
possible grism surveys parallel to HST primary observa-
tions (APPLES: Pasquali et al. (2003), GRAPES: Pirzkal
et al. (2004), and PEARS: Pirzkal et al. (2009)), 3D-
HST: Momcheva et al. (2016), GLASS: Treu et al. (2015).
With the addition of the Wide Field Camera 3 and its
ability to cover 0.2-1.6 µm (split over two grisms), wide-
field grism observations are cornerstone data products for
large surveys such as the WFC3 Infrared Spectroscopic
Parallel Survey (WISPS: Atek et al. (2010)), 3DHST:
(Brammer et al. 2012), the Grism-Lens Amplified Sur-
vey from Space (GLASS: Schmidt et al. (2014)), and the
Faint Infrared Grism Survey (FIGS: described herein).
Moving deep grism surveys from the ground to space has
led to a vast improvement in our ability to detect fainter
targets, opening a new parameter space for both the most
distant objects and to lower mass ranges.
In this paper, we present the data reduction and
spectral extraction for the cycle 22 Treasury program:
FIGS (Proposal ID: 13779, PI: S. Malhotra). FIGS
was awarded 160 orbits with the WFC3/IR instrument
to survey four distinct fields with five Position Angles
(PAs) for each field using the G102 grism to a depth of
3mF105W ≈ 26. FIGS is the deepest HST grism survey
to date. FIGS data are ideal for constraining cosmic re-
ionization at z & 7 through detection of Lyα emission
(e.g. Malhotra & Rhoads 2004; Stern et al. 2005; Tilvi
et al. 2016); probing the star-formation histories for red
sequence/blue cloud/green valley galaxies at z ∼ 2 (e.g.
Pasquali et al. 2006; Ferreras et al. 2009, 2012; Bedregal
et al. 2013; Whitaker et al. 2012); examining the diver-
sity among emission-line galaxies at z.2 (e.g. Straughn
et al. 2008; Pirzkal et al. 2013a; Atek et al. 2014); and
providing an unbiased redshift census (e.g. Ryan et al.
2007; Brammer et al. 2012).
This paper is organized as follows: in § 2 the sur-
vey motivation and design is explained; in § 3 details
regarding the data reduction, including object catalogs
and spectral extraction are given; in § 4 the combination
of spectra at multiple position angles, S/N calculations
are explained, and representative examples for several
types of astrophysical sources are provided. Throughout
this work, magnitudes are provided in AB units (Oke &
Gunn 1983).
2. SURVEY DESIGN
FIGS is designed to maximize coverage and depth of
field, while striving to reduce contamination and spuri-
ous detections by leveraging multiple PAs. The fields
selected were based upon already available photometric
data. Four pointings were selected for the FIGS obser-
vations, two in the GOODS-North region and two in the
GOODS-South region (Table 1 and Figures 1 and 2). All
four were chosen to maximize the number of high-redshift
(z > 6) candidates within the WFC3/IR grism field of
view (69, 21, 144, 38 candidates in GN1, GN2, GS1, and
GS2, respectively). These candidates were selected via
SED fitting to the available HST deep multi-filter broad-
band imaging from B-band through to H-band (Finkel-
stein et al. 2015). These broadband exposures came from
several different programs, including GOODS (Giavalisco
et al. 2004), CANDELS (Grogin et al. 2011; Koekemoer
et al. 2011), and successive HUDF campaigns (Beckwith
et al. 2006). In the GOODS-South region, one point-
ing was situated within the HUDF, and the other was
situated within a HUDF parallel field, slightly displaced
from the GOODS area. The two GOODS-North fields
were both within the CANDELS deep near-infrared area.
For each pointing location, the FIGS team simulated
WFC3/IR grism exposures as a function of HST roll an-
gle, using the existing near-infrared images. We gen-
erated simulations with orientations ranging between 0
and 360 degrees in steps of 0.5 degrees. At each orien-
tation the ratio of contaminating flux to source flux was
computed where the first order spectrum of a particu-
lar high redshift candidate was located. Plots such as
the one shown in Figure 3 were generated to determine
position angles where contamination was as low as possi-
ble (shown in blue). The simulations were then checked
for dispersed source overlap, to identify five roll angles
in each field that minimized grism contamination of the
high-redshift candidates. The selected roll angles for each
field are listed in Table 1. Some of these roll angles are
close together but we ensured that at least 3 significantly
different roll angles were obtained for each field. Four 2-
orbit visits were obtained for each roll angle with the
G102 grism, resulting in 40 orbits per FIGS field and
approximately 100 ksec of exposure time per field.
The sequencing of grism and direct imaging exposures
within each 2-orbit HST visit was carefully tailored to
protect the G102 exposures from illumination by the sun-
lit Earth limb. WFC3/IR observations at low limb-angle
to the sunlit Earth are known to suffer from much higher
and rapidly variable background, and are particularly
sensitive to the air-glow of helium λ10830A˚ (Brammer
2015). Once the observing window of a FIGS visit was
fixed, we determined whether a given HST visit would
be rising or be setting over the sunlit Earth limb. This
information was provided to us by our Program Coordi-
nator (PC) at the Space Telescope Science Institute. We
then placed the broadband F105W alignment exposure
either before or after the G102 exposures, as appropriate,
to take the brunt of the high-background portion of the
orbit.
Because FIGS target fields are each a single WFC3/IR
field of view, we opted for a minimally distributed dither
pattern among observations within a single epoch. For
each 2-orbit visit, we initially chose the IR-DITHER-
BLOB pattern (See Section C.2 of the WFC3 Instrument
Handbook) of ≈ 3′′ between orbits, with small intra-orbit
dithering (≈ 0.3′′) for improved subpixel-phase sampling.
The IR-DITHER-BLOB pattern has the added benefit of
displacing the ACS/WFC parallel exposures by slightly
more than the gap between the two ACS/WFC CCDs.
Partway through the program’s execution, we expanded
slightly the inter-orbit dither pattern to match that
adopted by the 3D-HST program (Brammer et al. 2012),
thereby better mitigating WFC3/IR self-persistence.
The portion of the WFC3/IR field-of-view for which
the full G102 trace is available for all targets (as un-
vignetted by the detector edge) is not centered on the
detector. To maximize the number of targets with full
grism traces available in all five epochs, taken at vary-
ing HST roll angles, we further introduced an epoch-
dependent dither offset (≈ 17′′) tailored to co-locate the
full-trace region on the sky, regardless of HST orienta-
tion.
To maximize S/N in the stack of dithered WFC3/IR
grism exposures, the FIGS team initially chose a 100-
second IR sampling sequence (”SPARS100”) with 12–
15 samples per exposure (Exposure times between 1100
4and 1400s). Partway through the execution of the pro-
gram, the team concluded that detector self-persistence
was sufficiently severe (i.e. spectra of bright stars left a
visible imprint in subsequent exposures at levels greater
than 0.005 e−/s) to merit a change to a 50-second sam-
pling pattern (”SPARS50”) with 12–15 samples per ex-
posures (Exposure times between 450 and 700s). Al-
though this doubled the number of exposures and re-
sulted in a modest loss of cumulative IR exposure time
(i.e. increased overhead), the overall sensitivity was im-
proved by the reduction of self-persistence within the im-
age sequence, avoiding fake/ghost objects and spectra
on subsequent, dithered exposures. The much shorter
exposures for broadband (F105W) alignment used a 25-
second sampling sequence (”SPARS25”) with 11–13 sam-
ples per exposure.
3. DATA REDUCTION
3.1. Overview
The FIGS G102 data were reduced in a manner that
loosely follows the method used for the GRAPES and
PEARS data (Pirzkal et al. 2004). However, the plan-
ning and execution of the observations were first based
on accurate simulations, which then served as the the
basis for the actual extraction of the data. Simulation
Based Extraction (SBE) is a critical step to significantly
improving source extraction. It is essential to first sim-
ulate the data so that the astrometric solution and the
input object catalogs are validated. Furthermore, ac-
cess to high fidelity simulations (§ 3.2.4) allows for fine-
tuned background subtraction corrections (§ 3.2.6), de-
tailed contamination estimates, as well as the appropri-
ate application of object specific sensitivity functions to
each extracted spectrum (§ 4.2).
3.2. Pre-processing
3.2.1. Field Mosaics
For this project we used the full-depth HST ACS and
WFC3 mosaics of these fields, predominantly from CAN-
DELS (Grogin et al. 2011; Koekemoer et al. 2011), and
GOODS (Giavalisco et al. 2004), supplemented as needed
by imaging from other HST programs (including the
HUDF; Beckwith et al. 2006; Oesch et al. 2010; Ellis
et al. 2013; Koekemoer et al. 2013; Illingworth et al.
2013). The filters used for detection and target selec-
tion in this project were primarily the F850LP in ACS
(roughly equivalent to SDSS z), together with the F125W
and F160W in WFC3 (roughly equivalent to J and H-
band, respectively). These mosaics have pixel scales of
30mas/pixel for the F850LP and 60mas/pixel for the
F125W and F160W,and were used as the absolute as-
trometric reference for the new HST grism imaging that
were obtained for these fields. They also served as detec-
tion images for all the spectroscopically detected sources.
Further details are provided in Koekemoer et al. (2011)
on the image combination and processing approaches
that were used to produce these mosaics.
3.2.2. Object catalogs
We created photometric catalogs using a custom ver-
sion of Source Extractor (Bertin & Arnouts 1996). Our
modified version adds a buffer between the source and
the local background cell, and removes spurious sources
associated with the distant wings of bright objects. Cat-
alogs were generated independently in each of our four
sub-fields, using a 10000 x 10000 pixel mosaic (30mas
per pixel and a size of 5 by 5 arcmin) centered on our
grism pointings (see §3.2.1 for details on image reduc-
tion). We used Source Extractor in two-image mode,
where the same detection image (F125W) was used to
measure photometry from all available HST filters. The
choice of the F125W was predicated on the fact that the
F125W coverage of the FIGS fields is more complete and
uniform than the F105W coverage. The choice of the
F125W is also more appropriate to detect faint z > 8
galaxies since these objects should drop out of F105W
images. While, in theory we might expect that some very
low continuum galaxies with bright emission lines might
be missing from our object extraction catalog, supple-
mental methods can be used to search for such sources
(Straughn et al. 2008; Pirzkal et al. 2013a; Pirzkal et al.
2017c).
The filters used to provide supplemental photomet-
ric information to the F125W detection catalog were:
F435W, F606W, F775W and F850LP from the GOODS
ACS survey, and F105W, F160W from the CANDELS
WFC3/IR survey. Deep ACS/F814W imaging taken in
parallel to CANDELS was also used, as well as the shal-
low WFC3/IR F140W pre-imaging from 3DHST. In the
GS1 field, which overlaps with the HUDF, we also made
use of imaging from the HUDF, HUDF09 (Oesch et al.
2010) and UDF12 (Ellis et al. 2013).
As this catalog specifies the size and position of sources
for extraction from the spectroscopic grism frames, the
fidelity of the sources are important. For this reason, we
elected to compose a combined photometric catalog, us-
ing both a “cold” catalog with conservative detection pa-
rameters which keep large objects together, and a “hot”
catalog with more aggressive detection parameters to en-
sure that we include faint sources. Table 2 lists the main
extraction parameters used for both the cold and hot
catalogs.
A minimum footprint size of 28 pixels (approximately
equal to the number of pixels in the point-spread func-
tion at the redder WFC3/IR wavelengths) was used for
Source Extractor. The detection and deblending param-
eters were tuned by inspecting both catalogs, and ensur-
ing that large galaxies remained a single object in the
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Figure 1. Left Panel: Location of the FIGS N Fields (green) with respect to the GOODS-N field. Right Panel:
Location of the FIGS S Fields (green) with respect to the GOODS-S field. The GS1 field is at the same position as
the HUDF field. The GS2 field is located at the UDF-PAR2. field. The GOODS-N and GOODS-S mosaics are also
shown. F125W mosaics are shown.
Field RA DEC Position Number Total
Name Angles (PA) of exposures Exposure Time
GN1 12h36m42.56s 62d17m16.89s –164,–128,–98,–56,156 320 101120
GN2 12h37m32.04s 62d18m26.06s –158,–152,–83,68,151 288 103823
GS1 03h32m41.56s –27d46m38.80s –147,73,82,144,151 320 95469
GS2 03h33m06.76s –27d51m16.56s –159,–15,73,133,169 288 98822
Table 1. Coordinates and exposure time of the four FIGS fields.
SeXtractor Catalog
Parameter Cold Hot Super-Hot
DETECT THRESH 1.5 0.7 0.35
DETECT MINAREA 28 28 14
DEBLEND NTHRESH 8 32 32
DEBLEND MINCONT 0.01 0.0001 0.0001
Filter (9x9 pixel) top-hat Gaussian Gaussian
Table 2. FIGS SeXtractor Parameters used to generate the cold and hot detection catalogs.
cold catalog, and very faint, yet likely real, objects were
still detected in the hot catalog. Similar to the catalogs
from Finkelstein et al. (2010, 2012, 2015), we measure
colors in small, elliptical Kron (Kron 1980) apertures
with PHOT AUTOPARAMS set to 1.2, 1.7, and aper-
ture corrections were derived in the F160W-band using
the default MAG AUTO parameters of 2.5, 3.5 (which
has been found to reliably return the total flux within
∼5%). The default values of 2.5, 3.5 correspond to an
aperture which measures the total magnitude to within
6% accuracy. However, this aperture does not calculate
colors with the optimal S/N, as it includes many sky pix-
els (a necessary trade-off to accurately measure the total
flux). Finkelstein et al. (2012) showed that using smaller
ellipses with PHOT AUTOPARAMS set to 1.2, 1.7 more
accurately recovered colors for simulated sources (see also
Bouwens et al. (2007)). We therefore measure colors in
these smaller apertures, but derive an aperture correc-
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Figure 2. The four FIGS fields. Each of the four fields were observed at 5 different position angles, as shown by the
black arrows at the center of each field. The regions covered by the grism is shown in green, while regions near the
field of view where objects outside of the field of view could still result in dispersed orders are delineated using red
lines. The grey mosaic shows areas with existing F105W imaging. Areas with only ACS z-band data and no F105W
data are shown in blue. Part of the fields where no imaging was available to determine the existence of contaminating
objects are shown in orange. In these plots, North is up and the footprints of individual G102 observations are shown
in green and can be directly compared to Figure 1
7Figure 3. Example of one of the diagnostic plots used to determine the position angles (ORIENTAT) where a source of
interest was the least contaminated. Regions of high contamination are shown in red while low contamination regions
appear in blue. In this example, the lowest amount of contamination occurs at a position angle of 99 degrees. This plot
shows the fraction of the observed flux that is due to contamination as a function of position angle and wavelength.
Plots such as this one were generated for each of our high-redshift (z > 6) candidates. We then manually selected
specific position angles for each field by manually maximizing the number of some of the brighter high-z targets likely
to be uncontaminated.
8tion to total in the F160W-band as the ratio of the flux
in the larger-to-smaller Kron apertures.
These aperture corrections can fail for objects near
to very bright sources, as their Kron radii may not be
reliably derived. In rare cases where aperture correc-
tion had non physical negative values, visual inspection
showed that these objects were close to brighter objects.
For these circumstance, we applied statistical aperture
corrections taken as the median aperture corrections for
sources of similar fluxes (±10%).
This process resulted in a complete hot and cold cat-
alog, containing fluxes for all objects in each catalog in
each filter. These catalogs were then merged into a fi-
nal catalog. However, objects in the hot catalog were
only included if their central pixel had a value of zero
in the cold catalog segmentation map (i.e., it did not
lie within the isophotal region of a cold catalog object).
For this comparison, the cold catalog segmentation map
was dilated to slightly increase the area of each object
(this was only applied during the merging process, and
did not affect the photometry). The combined catalogs
were then visually inspected to identify and remove po-
tential non-real objects, such as diffraction spikes from
bright objects, or noise spikes picked up in the hot cata-
log. We also visually identified objects which were split
by the catalog process, and merged them in the final
catalog (recalculating the shape-parameters from the fi-
nal, combined objects). Faint sources near bright ob-
jects were assumed to be part of the bright object, al-
though we performed intensive visual inspection of our
catalogs when deriving our extraction parameters to en-
sure that we did not under or over-split bright, extended
objects. We compared this catalog to the known po-
sitions of high redshift galaxies using a master cata-
log of known objects from Finkelstein et al. (2015) and
Bouwens et al. (2015). Some of the fainter objects were
not present in our catalog. These objects are desirable,
as detecting Lyα emission from such sources is one of
the main goals of this survey. We thus ran a “super-
hot” catalog with DETECT THRESH=0.35 and DE-
TECT MINAREA=14, which identified missing sources
from those catalogs, and added them to our final catalog.
3.2.3. Astrometric correction
The astrometric reference frame for the FIGS fields
were provided by the large 30mas scale mosaics of the
fields discussed in Section 3.2.1. We started by using
the SWarp program to generate deep images of the field,
properly oriented and with the native WFC3 pixel scale
for each of the FIGS visits. Individual FIGS F105W di-
rect images, which were taken during each of the FIGS
visit to provide an astrometric reference frame for the
G102 exposures, were then astrometrically registered to
the deep, rotated mosaics. While we initially used the
Astrodrizzle task Tweakreg to perform this task, we
found that we could not properly control which objects
in the field were used to compute the x and y offsets be-
tween our FIGS F105W images and our master mosaic
images. Unfortunately, the master mosaics were gener-
ated with data that are several years old, and each of
the FIGS field contains bright stars with a significant
amount of proper motion (< 3mas ± 5/yr, on average;
Windhorst et al. 2011). It was therefore preferable to
use many faint sources (galaxy or stars) to astrometri-
cally register these images to our master mosaics, as was
done in Pirzkal et al. (2005). An iterative version of
the FOCAS (Valdes et al. 1995) triangulation algorithm
was implemented to register the geometrically distorted
FIGS F105W FLT (HST pipeline calibrated exposure)
images to the deep, rectified FIGS mosaics. During each
iteration, between 40 and 100 sources were matched and
average RA and DEC shifts as well as any needed ro-
tation. These were applied as a correction to the FIGS
F105W image and the G102 images taken during the
same HST visit. We found this approach to be accu-
rate with residuals on the order of 0.2 WFC3 IR pixels
(25mas), or, about 2 times better than those we were able
to achieve previously. Figure 4 shows histograms of the
computed RA and DEC offsets, as well as the rotations
needed to match the FIGS data to the reference mosaics,
described in Section 3.2.1. As this Figure demonstrates,
the computed corrections vary from field to field as dif-
ferent guide stars are used for each field and orientation.
The multi-nodal nature of the distribution of the applied
offsets are caused by errors in the assumed positions of
the HST guide stars. When revisiting the same field,
using the same guide stars and orients, this error is ap-
proximately 50-100 mas. However, when different guide
stars are used, as it is the case when we observed a FIGS
field at a different position angle, the error much larger
and is typically between 0.2 and 0.5 arcseconds.
3.2.4. Simulations and Simulations Based Extraction
When analyzing slitess data, one must necessarily have
some knowledge of where each source is expected to be
in the field, as well as have a good understanding and
calibration of the WFC3 G102 grism (Pirzkal, Ryan, &
Brammer 2016). Since spectra of different objects over-
lap in our observations, we must be able to estimate
where light for every single source in the field will be
dispersed to for all five different spectral orders of the
G102 grism. While we are only interested in extracting
data from the first dispersed order, a complete tally of
the contamination from other objects and spectral orders
is required. We used the publicly available WFC3 G102
grism calibration file (Pirzkal, Ryan, & Brammer 2016;
Pirzkal & Ryan 2017a) with new custom software to sim-
ulate every single FIGS grism observations. These simu-
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Figure 4. Histograms of the corrections applied to the original world coordinate system of the G102 data. We show
the full sample of WCS corrections in the top row and individually for the 4 FIGS fields in the following rows. The
corrections were 0.4 ± 3.2 pixel in R.A. and 1.17 ± 1.5 pixels in DEC, or 0.05 ± 0.4” and 0.15 ± 0.19”, respectively.
Rotations were within ≈ 0.03 degree.
lations were based on the broad band continuum SED of
objects in the field. While bright emission lines in higher
spectral orders are not simulated at this stage, the use
of data taken at multiple position angles is sufficient to
exclude such lines or other artifacts are bonafide emis-
sion lines in an observed first order spectra. The software
dispersed every object-pixel in the master mosaics onto
the reference frame of the FIGS observations, using the
multiple broad-band mosaics to assign a spectral energy
distribution to each pixel. For each pixel, the broad band
fluxes are interpolated to form a smooth SED. This pro-
cess is similar to how the tt aXe (Pirzkal et al. 2001;
Pasquali et al. 2006; Ku¨mmel 2009) software package
models observations. However, it allowed us to compute
the dispersion solution only once, and store this informa-
tion for later use when extracting data or estimating the
contamination level in a spectrum. The SBE approach
produces large tables containing for each grism pixel in
every datase a list of what object-pixel contributed what
amount of flux and at what wavelength. These large
data cubes can be used for a variety of tasks, such as
generating simulated dispersed images for individual ob-
jects or all objects. These data cubes can also be used
to determine which pixel in the real observations need
to be extracted and co-added to produce ”rectified” 2D
images, where the x-axis is now a linear function of wave-
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length. This approach is also well suited to generate for-
ward modeling models of star forming regions, as will be
presented in a forthcoming paper Pirzkal et al. (2017c).
One additional advantage of the SBE approach is that
we are able to compare simulations to observations early
in the analysis process. When the astrometry and input
catalogs are sufficiently accurate, the simulations and the
observations should be very similar. Thus, it is a con-
firmation of the accuracy of any future individual object
contamination estimates, as well as any future extracted
”rectified” 2D image of individual objects in the field. In
Figures 5,6,7, and 8, we compare a single FIGS observa-
tion to its FIGS simulation. The lack of significant shift
in the x or y direction (except for the brighter stars with
detectable proper motion) indicates a good astrometric
solution. The quality of the continuum level subtraction
is an indication that our estimate of the SED of each
pixel was also accurate. Regions with poor subtractions
are caused by saturation of bright objects, persistence
effects, and proper motions of some of the bright stars in
the fields.
3.2.5. Persistence Flagging
Persistence (Long et al. 2013) affects many WFC3 IR
exposures. In the case of FIGS data, it can be caused by
previous FIGS exposures themselves, or by other HST
programs executed before a given FIGS exposure. We
used the HST archive to identify every exposure obtained
within 36 hours of a FIGS exposure, and flagged any pix-
els that were saturated within that period. Typically, at
most, a few hundred pixels were affected in a particular
image. Flagging these pixels was essential since persis-
tence could mimic faint emission lines.
3.2.6. Background Subtraction
The dispersed background light must be subtracted
from slitless observations, so that any under or over sub-
traction of the background sets a limit to our ability to
detect faint continuum or emission lines. The dispersed
background not only has spatial structure imposed by
the multiple overlapping spectra orders, but can also vary
substantially during the course of an observation. This is
because the bright Earth limb contributes to the overall
background light in the form of HeI emission from the
Earth’s upper atmosphere. At the beginning and end of
an observation, HST is more likely to be pointing close
to the Earth’s limb, and to be affected by HeI emission.
Unfortunately, the default HST WFC3 data calibration
pipeline (CALWF3) cannot handle images with varying
background properly when up-the-ramp fitting (UTRF)
is used (Robberto 2007). CALWF3 uses UTRF of multi-
ple non-destructive reads to produce images with a lower
effective read-noise (12e− versus 20e−) and which is free
of cosmic ray impacts. To deal with this significant is-
sue, we assumed that the dispersed grism background
is a linear combination of two separate contributions:
the regular and constant dispersed Zodiacal light, and a
time varying dispersed HeI background. These two com-
ponents were previously modeled and are described in
Brammer (2015). We then estimated the amount of HeI
light separately in each of the multiple reads taken dur-
ing the exposure. This HeI estimate was then subtracted
from each of the reads, thereby removing the varying
component from the observation, UTRF was then used
to produce a set of intermediate images. The Zodiacal
light was then subtracted from these images to produce
a final set of images. This method is described in detail
in (Pirzkal & Ryan 2017b). While observations typically
have background levels of ≈ 0.5 − 1.4e−/s with spatial
variations of ≈ 0.05e−/s, this method yields images with
a background residuals of 0.002 ± 0.005e−/s. This was
further improved by computing the median of an obser-
vation in the row direction, and then smoothing and sub-
tracting it from the data. The first step in this further
refinement was to mask pixels affected by a level of per-
sistence that is 0.6 times higher than the error estimate,
and then to mask pixels affected by dispersed spectra
with a count rate larger than 0.01e−/s (as determined
in our simulated images discussed in Section 3.2.4). This
final step further reduced the background residuals to a
level of ±0.003e−/s. Figure 9 shows the result of this
process for the FIGS GS1 observations.
3.3. Extraction
3.3.1. 2D extraction
Each object present in the SeXtractor segmentation
file described in Section 3.2.2 was extracted. First, for
each available FLT file, the dispersed trace correspond-
ing to the centroid coordinates listed in the FIGS catalog
was computed. Then, pixels in the FLT data (avoiding
those flagged as bad in the FLT Data Quality extension)
were assigned a wavelength (λ) and the cross dispersion
distance (δy) between the dispersed centroid trace and
the center of that pixel was computed. We also used the
simulated data cubes discussed in Section 3.2.4 to deter-
mine the amount of flux in that pixel contributed by the
spectra of other sources in the field. These three quanti-
ties supplement the already known observed count rate,
error estimate, and data quality flag of that pixel. This
is very similar to what the aXe extraction software does
Ku¨mmel (2009). However, our approach differs in that,
unlike aXe, this information was not used to produce in-
dividual FLT extraction of the spectrum of each object.
Instead, the information obtained using all of the FLT
data obtained at the same PA on the sky (i.e. 16 or 32
of them) were combined. A two dimensional, wavelength
rectified image was then generated by binning those data
in λ and δy space. The bins were chosen to be 25A˚ in
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Figure 5. We show one of the FIGS dataset for the GN1 field (background subtracted as discussed in Section 3.2.6), the
FIGS simulation of the same dataset, and the residuals after subtracting the simulated data from the observed data.
A clean subtraction of the dispersed spectra from the FIGS observations (right panel) demonstrates the accuracy of
the astrometry, the dispersed background subtraction. It also demonstrates the accuracy of the G102 grism calibration
and of the input FIGS photometry which we relied upon to generate our simulations. The bottom right panel shows
the expected distribution of Gaussian noise (black line). We over-plotted the negative residual on top of the position
residual (orange) to qualitatively show the asymmetry of the histogram of the background residuals. These are
expected because of the persistence effect, saturated sources, as well as faint sources possibly missing from our catalog
and simulated images. Stars with large proper motion produce regions with larger positive and negative residuals in
the top right panel.
the wavelength direction and one WFC3 pixel in the δy
direction (0.129′′), as these are close to the native proper-
ties of the instrument. Since we had data from multiple,
dithered FLT files to bin, the number of available sam-
ple in each bin was sufficient to both derive a robust (3σ
clipping mean) estimate of the count rate in each bin, as
well as to derive an accurate standard deviation of the
mean for each of the two dimensional bins. The identical
process was followed to generate 2D-rectified images of
the simulated spectrum of each source, as well as of the
simulated contamination estimate for each source. This
process is illustrated in Figure 10.
3.3.2. 1D extraction
One dimensional extractions were created from the 2D-
extractions using two methods: Non-weighted extrac-
tion and Optimal extraction. These methods are shown
graphically in Figures 11 and 12. In the first instance,
rows of the 2D-rectified spectra (Figure 11a) are simply
co-added. The SeXtractor segmentation footprint deter-
mines which rows should be included in this summing
operation. The 2D model of the spectral contamination
(Figure 11b) are also co-added to create a 1D spectral
estimate of the contamination. The latter is subtracted
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Figure 6. Same as Figure 5 but for the GN2 field.
from the 1D spectrum of the source (Figure 11c) and a
final 1D spectrum is generated by applying the known
grism sensitivity (Figure 11e).
The FIGS optimal extraction follows a non-iterative
version of the algorithm described in Horne (1986): We
used the simulated version of the 2D dispersed spectrum
of the source to determine the expected profile of the
spectrum as a function of wavelength (Figure 12b). This
profile was normalized to unity in the cross dispersion
direction and used as the extraction weight (Figure 12c).
This extraction weight was then used in combination
with the 2D contamination subtracted 2D data (Figure
12d), to produce an optimally extracted 1D spectrum
(Figure 12f). The optimal extraction has the advantage
of producing higher S/N spectra with improved flux cal-
ibration, but only when the extraction weights (derived
from the imaging data) are accurate. This is not always
the case, as in the example of stars with proper motion.
In such cases, the extraction weights are misaligned and
cause spectral artifacts in the extracted data. Check-
ing the consistency between the co-added and optimally
extracted spectra is always recommended.
4. FIGS SPECTRA
4.1. Depth of Complete Survey
The number of FIGS spectra, up to five per source, as
a function of broadband mF105W magnitude is shown in
the right panel of Figure 13. The total number of sources
extracted in each of the FIGS fields were determined by
the depth of the available imaging data and the size of the
catalog for each field, as well as the specific position an-
gles. The total number of extracted sources for the GN1,
GN2, GS1, and GS2 fields are 1913, 1003, 3106, and
2623, respectively. The increased number of extracted
spectra in the GS1 and GS2 is due to the deeper im-
ages and larger object catalogs available for these fields.
The number of sources brighter than mF105W = 26.5
mag that were extracted are 595, 453, 603, and 619 for
GN1, GN2, GS1, and GS2, respectively, The total num-
ber of extracted spectra for all four fields brighter than
mF105W = 26.5 mag is 2270.
Not every source was observed to the full depth cor-
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Figure 7. Same as Figure 5 but for the GS1 field.
responding to 5 position angles, and Figure 14 shows
the number of sources brighter than mF105W = 26.5
mag which where observed in at least n position angles.
Approximately 57% of the 2270 sources brighter than
mF105W = 26.5 mag were observed to the full depth of
the survey, or 323, 234, 365, and 374 sources in GN1,
GN2, GS1, and GS2, respectively.
4.2. Combined Spectra
Each source in the FIGS survey was observed up to
five times, producing five distinct spectra. Due to the
properties of slitless spectroscopy, spectra obtained for
even moderately extended object are subject to a differ-
ent amount of smoothing. Thus, the resolution is set by
the image of the object itself.
The observed spectra are the convolution of the light
profile of the object with its spectrum, and large differ-
ences in this light profile between different PA (for ex-
ample, in the cases of elliptical or irregular galaxies) will
result in spectra that disagree strongly near the edge of
the bandpass of the grism. They will also have contin-
uum fluxes that are in disagreement, as the spectrum is
smoothed by different amounts. This effect is illustrated
in Figures 15, 16 and 17, where we show the example of
a large galaxy. We derived an object-specific spectral re-
sponse for each source by dividing the extracted 1D data
by the extracted 1D simulated data, and by the spec-
tral energy distribution used to generate the FIGS sim-
ulations, which were generated from the available FIGS
broad band photometry. The result is a normalized spec-
trum , which can be scaled back to the observed F105W
photometry. These steps insure that the 1D spectra of
extended sources are accurately flux-calibrated and avoid
the issue of having a point-source sensitivity function ap-
plied to an extended object.
The FIGS spectra were flux calibrated using object
specific sensitivity functions and then combined. For
each wavelength bin, the inverse variance of the single-
PA spectra were used as weights to compute the weighted
mean and standard deviation of the weighted mean. An
iterative 3σ rejection was used to remove outlier single
PA spectral bins.
14
0 200 400 600 800 1000
Col
0
200
400
600
800
1000
R
ow
GS2 icoi2bk8q data
0 200 400 600 800 1000
Col
0
200
400
600
800
1000
GS2 icoi2bk8q Simulation
0 200 400 600 800 1000
Col
0
200
400
600
800
1000
GS2 icoi2bk8q Residuals
 1.0  0.5 0.0 0.5 1.0
e /s
101
102
103
104
105
pi
xe
l
Flux Distribution
 1.0  0.5 0.0 0.5 1.0
e /s
101
102
103
104
105
pi
xe
l
Simulated Flux Distribution
 1.0  0.5 0.0 0.5 1.0
e /s
101
102
103
104
105
pi
xe
l
Flux Residuals
Figure 8. Same as Figure 5 but for the GS2 field.
4.3. Net Significance
The information content of a spectrum can be better
described by the Net Significance (N ), which was in-
troduced in Pirzkal et al. (2004). N is the maximum
cumulative S/N of a spectrum. We compute it as follow,
for each spectrum:
• Divide the ≈ 140 flux values Fi by their respective
error estimates ei to produce 140 S/N estimates
SNi.
• Re-order the original flux and error arrays accord-
ing to the descending order of the S/N estimates
to produce F ′i and e
′
i.
• Compute N = ∑ni=0 F ′i/√∑ni=0(e′i)2 for increas-
ing values of n, until the maximum value of N is
reached.
Figure 18 shows a plot of the computed N for the com-
bined five PA depth FIGS spectra. Sources fainter than
mF105W = 28 are below our G102 grism sensitivity and
Figure 18 shows that N approaches its limiting value of
2.6. A simulated spectrum with a continuum level of 3σ
per bin, is expected to have N ≈ 4.5. There are several
factors that can of course affect a value of N and unac-
counted contamination or detector artifact can result in
an artificially high value of N . Similarly, small error in
the background subtraction can raise or lower the level
of any continuum signal, affecting the value of N . As a
whole, the N distribution shown in Figure 18 indicates
that, on average, the 3σ detection limit of the FIGS sur-
vey corresponds approximately to a mF105W = 26 con-
tinuum source.
4.4. Examples
We show two examples of extracted FIGS spectra in
Figures 19 and 20, in addition to Figure 17 where we
showed the spectra of a large galaxy at zphot ≈ 0.42.
The first shows a relatively bright galaxy with a promi-
nent Hα line, as well as an [SII] line. This Figure
shows the level of consistency one can expect between
observations taken at different PA, even though the
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Figure 9. This Figure shows the median column values, as a function of column, of all the observations taken for
the FIGS GS1 field. The top panel shows the original background levels of the observations. Observations with a
large amount of HeI light are plotted in red. The second panel shows the mean subtracted background residuals if
a constant dispersed background is used, and shows how observations with a large amount of HeI have a different
background structure. The third panel show the result of implementing the two components, and varying HeI level
background subtraction described in Section 3.2.6. Finally, the fourth panel shows the residuals when an additional
smooth component is fitted and subtracted. As we show here, the FIGS background subtraction brings the background
level of our grism observations to within 0.003e−/s of zero.
amount of contamination varies greatly. The second
example shows a much fainter galaxy with unresolved
[OIII] emission, which can be seen to have structure in
the 2D spectra, and correlates with the clumpy mor-
phology of this galaxy. An example of a very faint
high redshift FIGS galaxy at a redshift of 7.51 with a
1.06× 10−17erg s−1 cm−2 Lyman-α emission and possi-
bly NV emission, suggestive that this source might con-
tain an Active Galaxy Nucleus, can be found in Figure
1 of Tilvi et al. (2016).
5. CONCLUSION
We have described the survey design, methodology,
data reduction, and data analysis of FIGS, a deep
WFC3/IR slitless spectroscopic survey using the G102
grism filter. We have extracted spectra of 8645 individ-
ual sources, 1296 of which are of objects brighter than
mF105W = 26.5 mag that were observed to the full survey
depth of 40 orbits per field.
The reduced and calibrated FIGS spectra will be made
available via the MAST data archive and will include the
single-PA 2D data stamps, the single PA extracted spec-
tra using optimal extraction, and finally, the combined
5-PA versions of the 1D spectra. We anticipate these to
become available in the latter part of the year 2017.
We expect these deep, multiple PA slitless observa-
tions to pave the way for new deep slitless observa-
tions from new space based missions: First, most instru-
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Figure 10. This Figure illustrates the extraction process described in Section 3.3.1. Stacks of observed data, and
models (Panel a) combined with the known field-dependent G102 grism dispersion are used to generate the pixel
tables (Panel b). The pixel table contains for each pixel: the detector coordinates (i,j), flux (c), flux error (e), data
quality flag (DQ), distance of center of pixel to the trace (δy), and assigned wavelength (λ), The latter can be used to
map the observations, model estimates as well as contamination, in a wavelength versus cross-dispersion distance (λ
vs. δy) space (Panel c). Whence mapped into this two dimensional space, the flux (c) can be binned two-dimensionally
in lambda and δy. Flux values in each bins are combined using a 3σ clipping weighted mean, using the original error
estimates (e) of the original G102 fluxes (c). The standard deviation of this mean is computed and serves as a robust
and empiracal estimate of the error in each bin. This binning process results in combined 2D-images of the flux ,error ,
model, and contamination estimates that are wavelength calibrated (d) and rectified in the cross-dispersion direction.
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Figure 11. FIGS Non-weighted Extraction process: The data and error 2D data: (a) are summed and errors are
propagated to produce a 1D spectrum of the source. The same process is used with the 2D contamination estimate
(b) for this object to produce a 1D spectral estimate of the contamination (c). The 1D contamination estimate is
subtracted from the 1D source spectrum to produce a contamination-free spectrum (d). The final flux-calibrated 1D
spectrum is then generated by applying the grism sensitivity (e).
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Figure 12. FIGS Optimal Extraction process: The 2D contamination (b) is first subtracted from the 2D data (a) to
produce a contamination free 2D estimate (d). The 2D model of the dispersed spectrum of the source (b) is used to
create a normalized extraction weight image (c). The optimal extraction algorithm from Horne (1986) combined data,
error, and extraction weight to produce a 1D estimate of the spectrum of the source (e). The final flux calibrated 1D
spectrum is then generated by applying the grism sensitivity (f).
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proximately 55% of all of the sources were observed to
the full depth of 40 orbits.
ments with the James Webb Space Telescope (JWST)
will be grism-capable, in fact several will have multi-
ple grism elements that disperse the light in orthogonal
directions to mitigate contamination from overlapping
spectral traces. Second, the Wide-Field Infrared Sur-
vey Telescope (WFIRST), which is expected to survey
&2 000 deg2 and collect &107 redshifts at 1.z.3 as a
means of testing the current cosmological model (Spergel
et al. 2015).
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Figure 16. Left: Non-flux calibrated 1D spectra of the large galaxy shown in Figure 15 as well as the FIGS model of
the same galaxy. The large asymmetry of the galaxy results in significant different amount of smoothing, which results
in wider as well as overall lower amplitude spectra. Right: Same spectra as shown in the Left Panel, but an object
specific correction based on the FIGS extraction of the simulation of this object was applied.
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Figure 17. Left: Same as the Left panel of Figure 16, but after applying the default G102 spectral sensitivity function.
We also show the result of combining these spectra (black line with error bars). Right: Flux calibrated spectra of this
source after applying an object-specific G102 spectral sensitivity function. The resulting combined spectrum (shown
in black) is significantly less noisy, and does not suffer from the edge effects of the combined spectrum shown in the
Left panel.The broad spectral feature at 9500A˚, which could be the result of some extended Hα emission, is readily
visible in the final combined spectrum.
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