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SOMMAIRE
La repartition des clienteles scolaires consiste a regrouper autour d'une ecole des unites
geographiques appelees zones en secteurs scolaires, chaque secteur devant verifier des
criteres d'acceptabilite predefinis.
Une bonne repartition des clienteles doit mener a une utilisation maximale de toutes les
ressources ( locaux, enseignants ) et entrainer des couts de transport assez faibles.
Dans ce memoire, nous construisons pour ce probleme un modele assez general qui reflete
les aspirations precitees. Ensuite, on developpe differents algorithmes pour resoudre Ie
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INTRODUCTION
Les origines de la repartition des clienteles scolaires remontent a 1'annee 1954 aux Etats-
Unis.
En efFet, au lendemain de 1 abolition de la segregation raciale, 1'importance d'un equilibre
entre les races dans les ecoles va remettre en cause les methodes existantes d'afFectation
des etudiants aux ecoles et pousser a la definition de nouvelles procedures de recrutement
d'etudiants.
Jusqu'en 1968 et malgre 1'interdiction par la cour supreme americaine de recrutements
sur une base raciale, les faits etaient autres. La cour suggera alors que des techniques plus
reflechies soient elaborees afin de promouvoir la desegregation dans les ecoles a travers
Ie pays. Des tentatives out alors permis de determiner de fa§on empirique des mesures
quantitatives d'acceptabilite de plans de repartition.
Des chercheurs comme Clarke et Surkis en 1967 [3], P. Beldford et D. RatlifFen 1972 [2],
R. Liggett en 1973 [6] se sont penches sur Ie probleme du point de vue racial. Au Japon,
pour diverses raisons, les administrateurs firent face dans plusieurs villes a de serieuses
difHcultes dans la redistribution des clienteles scolaires aux ecoles. Pour eux, il fallait
assignor les etudiants du meme voisinage a la meme ecole dans Ie but de preserver un
certain nombre de valeurs. H. Mine, K. Ohno et I. Miyaji en 1982 [7] se sont penches sur
Ie probleme.
De nos jours et dans beaucoup de pays, la repartition des clienteles scolaires chaque
annee est un casse-tete pour les commissions scolaires qui doivent determiner les groupes
d'etudiants a afFecter a chaque ecole sans violer les contraintes de capacite des ecoles et
en respectant les afBnites ethnique, sociale et culturelle.
On formule done Ie probleme de la fagon suivante. Considerons une region geographique
constituee de M zones et N ecoles ( N < M ). II s'agit de subdiviser cette region en N
secteurs scolaires, chaque secteur etant un regroupement contigu de zones et contenant
une seule ecole.
Les questions essentielles que suscitent cette repartition sont les suivantes.
- Comment a partir d'informations de clientele etudiante construire des secteurs de
voisinage selon des criteres d'affinites geographique, sociale ou ethnique?
- Comment afFecter chacun de ces secteurs aux ecoles disponibles en respectant les
capacites d accueil et les ratios etudiants par classe de fa^on a preserver la contigu'ite
geographique, sociale ou ethnique?
- Comment allouer ces secteurs aux ecoles pour avoir une repartition optimale?
L'allocation optimale peut, par exemple, minimiser
- Ie cout de transport des etudiants,
- la plus grande duree de trajet d'autobus,
- les debordements a 1'interieur des classes, ou encore
- maximiser la contiguite des secteurs.
Dans ce memoire, nous presentons au premier chapitre une modelisation du probleme. Au
deuxieme, nous presentons une heuristique pour resoudre Ie probleme. Nous 1'illustrons
par quelques resultats des tests numeriques que nous avons fait pour valider Pheuristique
grace a une codification de Pheuristique en C++. Dans Ie troisieme chapitre, nous in-
troduisons dans Ie modele une nouvelle contrainte, celle de contigui'te. Nous expliquons
en detail les origines de cette contrainte et faisons des remarques tres importantes sur
cette contrainte. Nous avons fait quelques tests numeriques pour apprecier les resultats
que donne ce nouveau modele. Au quatrieme chapitre, nous presentons une heuristique
appelee methode a portes ouvertes pour resoudre Ie probleme. Enfin au cinquieme cha-
pitre, nous presentons une approche de resolution du probleme qui utilise les techniques
de la relaxation lagrangienne.
CHAPITRE 1
MODELISATION
La modelisation est la representation mathematique d'un phenomene physique, econo-
mique ou humain dans Ie but de mieux etudier celui-ci. Cette representation est tres
importante parce qu'elle va decider de la demarche a adopter pour analyser Ie probleme
et ensuite choisir les methodes appropriees pour la resolution. Ce chapitre est done consa-
ere a la modelisation du probleme de repartition des clienteles scolaires. Le modele va
afFecter chaque zone de la region a une et une seule ecole et creer autour de chaque ecole
un secteur scolaire contigu qui respecte les capacites d'accueil et les ratios etudiants par
classe de Pecole.
Notations, terminologie.
L'adresse est 1'indication precise du domicile de quelqu'un.
La zone est une portion de la region constituee d'un ensemble d'adresses. On la supposera
compacte.
Le secteur scolaire est un ensemble de zones qui sont toutes affectees a la meme ecole.
Le niveau est une annee scolaire. II est note k, k = 1, ...... q.
La zone est notee i, i = 1, ...... m.
L'ecole est not6e j, j = 1, ...... n.
On notera i Pensemble des zones de la region et j Pensemble des ecoles.
Le nombre d'eleves de niveau k dans la zone i est note P,.
La distance moyenne parcourue d'une zone i a une ecole j est notee dij.
La capacite de 1'ecole j est notee N3. Elle represente Ie nombre de locaux disponibles
dans Pecole j. On Pappelle aussi capacite physique de 1'ecole j.
Le maximum d'eleves dans une classe de niveau k est note m^. C'est une moyenne qui
definit la norme d'occupation des locaux selon les niveaux. On parlera done de capacite
normative quand on traitera de 1'occupation des locaux.
Les variables de decision sont
1 si la zone i est affectee a 1'ecole j,
xij = 1 0 sinon.
Le nombre de classes de niveau k a creer dans 1'ecole j est yhj. C'est une variable entiere
qui, une fois notre probleme resolu, precisera Ie nombre de locaux a allouer aux eleves
d'un niveau k dans 1'ecole j.
Nous precisons ci-apres Ie modele.
La fonction objectif
Dans ce memoire, nous avons choisi de faire une repartition de la clientele en minimisant
la distance totale parcourue par les eleves de leur zone a Pecole ou Us sont affectes. Ce
choix presente ses avantages. En effet, une fois la distance a parcourir pour amener tous
les eleves de leur zone a leur ecole reduite a son minimum, on reduit automatiquement
Ie transport et done les couts associes au transport scolaire.





Les affectations de zones La construction des secteurs scolaires passe par la phase cru-
ciale d'affectation des zones aux ecoles. Chaque affectation est faite de fagon a preserver
la contiguite geographique, sociale ou ethnique des populations. Toute zone de la region
sera done assignee a une et une seule ecole. On ne veut pas de zones divisees entre deux
ecoles ni de zones non assignees. En vertu de la definition des variables rz;^, on satisfait
a ces conditions en imposant les contraintes
n
^Xij=l, i = 1,...... m. (1.2)
J-l
La capacite normative des ecoles L'occupation des locaux dans les ecoles est regie par
des normes sur Ie nombre maximum d'eleves dans une classe. Dans les affectations, chaque
eleve d'une zone i assignee a une ecole j doit avoir une place dans une classe de son niveau
sans que la capacite maximale requise pour ce niveau ne soit depassee. On modelise ces
contraintes de la fa^on suivante
771
^P,kXij - mkykj < 0, j=l,....,n e^ A; =1,..., 9. (1.3)
t==l
La capacite physique des ecoles Pour chaque ecole, Ie nombre de classes necessaires pour
Ie recrutement des eleves ne doit pas exceder Ie nombre de locaux disponibles dans cette
ecole. En d'autres termes, 1'ecole ne peut prendre plus d'eleves que sa capacite ne Ie




La contiguite des secteurs scolaires L'une des grandes exigences du probleme est la conti-
guite des secteurs scolaires. Une fois les affectations faites, on ne veut pas obtenir un
secteur avec des zones isolees. Dans un secteur, passer d'une zone a Pautre doit se faire
sans risque de traverser un autre secteur.
Dans les quatre approches de resolution du probleme que nous presenterons dans les
prochains chapitres, on utilisera soit un modele sans contrainte explicite de contigui'te,
en prenant soin toutefois d'inclure de fagon implicite la notion de contigui'te dans les
procedures que nous developperons dans la suite pour les affectations de zones, soit un
modele avec une contrainte explicite de contigui'te que nous introduirons plus tard.















Xij = 0 ou 1, i=l,....,m, j=l,....,n,
Vkj ^ 0, variable entiere, j = 1,...., n, k= 1,...... q.
CHAPITRE 2
PREMIERE HEURISTIQUE
Nous presentons dans ce chapitre une heuristique dont les structures sont influencees par
les travaux de Jacques Ferland et G. Guenette de 1990 [4] d'une part et H. Mine, K. Ohno
et I. Miyaji de 1982 [7] d'autre part. On dispose d'une region geographique constituee
de m zones et n ecoles sur laquelle une commission scolaire a juridiction. Le programme
lineaire (P) affecte chacune de ces zones a exactement une ecole pour constituer des
secteurs scolaires. Chaque secteur etant intimement lie a une ecole, il faudra respecter
- Ie nombre permis d'eleves par niveau,
- la capacite physique des ecoles et aussi
- la contigu'ite des secteurs scolaires.
Le programme lineaire (P) introduit au chapitre precedent ne contient pas de contrainte
de contigui'te. Ceci suppose qu'une resolution directe de (P) par des algorithmes classiques
de programmation mixte en nombres entiers ne garantit aucunement, dans Ie cas ou c'est
possible, des secteurs contigus. Ceci est clair vu que la recherche d'une repartition de
distance minimale dans Ie modele (P) ne tient pas compte du fait qu'une zone soit isolee
de son secteur. Le programme lineaire (P) n'inclut pas la contrainte de contigui'te et une
resolution directe de (P) n'en tiendra pas compte aussi. L'idee sera done d'inclure dans
les procedures de resolution du programme (P) des tests de contiguite qui eviteront des
solutions avec des secteurs non contigus. L'heuristique que nous allons presenter va done
utiliser une procedure d'affectation de zones qui tienne compte de ce critere de contiguite.
2.1 Relaxation du programme lineaire (P)
Pour Ie programme lineaire (P), les contraintes qui risquent d'etre violees Ie plus souvent
sont celles sur les capacites physique et normative. On definit pour chacune d'elles deux
mesures de depassement MD1 et MD2 par
n q m
MD1 = ^ ^ max( 0, ^ P,kXij - mkVkj ),
3=1 k=l i=l
n q
MD2 = ^max( 0, ^^, - Nj ).
j=l k=l
La mesure MD1 repr6sente Pexcedent total sur Ie nombre de places disponibles dans
toutes les ecoles de la region. En d'autres termes, c'est Ie nombre de places non exis-
tantes qu'il faudra creer pour pouvoir satisfaire toute la clientele etudiante. MD2 re-
presente Pexcedent total sur Ie nombre de locaux disponibles dans Ie systeme. C'est Ie
nombre de classes a rendre disponible si on veut satisfaire aux besoins de toute la clientele
etudiante.
Au cours du processus d'affectation, ces deux mesures serviront a juger de Pinteret d'une
solution par rapport a une autre en terme de respect des contraintes de capacites phy-
sique et normative.
On introduit alors dans la fonction objectif du modele (P), un parametre A de mesure
d'irrealisabilite ( mesure de depassement ) au niveau des contraintes de capacite et on




mln [ Y. Y^ J^ pzkdiJxi3 + A Y,{dl ]C max^ 0' 1^ ^^ -~ mkyk3 )
i=l j=l k=l j=l k=l
+ dimhmax( 0, J^^ Vkj - Nj )}
1=1
sous
Y^Xij = 1, i=l,.....,m,
J=l
Xij =0 ou 1, i=l,....,m, j=l,....,n,
I Vkj > 0; variable entiere, j = 1, ....,n, k = 1, ....,9
ou di = maxij(dij), m^ = maxk(mk).
Le modele (Pl) est une relaxation de (P). II affecte chaque zone de la region a exac-
tement une ecole en minimisant les depassements eventuels des moyennes prevues pour
chaque classe et Ie depassement du nombre de locaux disponibles dans les ecoles. Cepen-
dant, meme si (Pl) fournit une solution acceptable, certaines contraintes, entre autres
celles sur les capacites physique et normative et celle sur la contigui'te, peuvent ne pas
etre respectees vu qu'elles ne sont pas considerees explicitement dans (Pl), mais traitees
implicitement via des termes de penalites introduits dans la fonction objectif. L'heuris-
tique que nous aliens utiliser pour resoudre Ie programme (P) sera done a deux volets.
ler volet: Trouver une solution contigue acceptable pour (Pl), c'est a dire aflfecter
chaque zone de la region a une et une seule ecole en reduisant les depassements au niveau
des capacites et la distance totale parcourue dans Ie systeme. Le critere principal utilise
est un critere de proximite qui inclut la notion de contigui'te.
2eme volet: Si la solution obtenue au volet 1 n'est pas realisable pour (P), on va la
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rendre realisable par des mesures de correction des depassements au niveau des capacites
si cela est possible. On essaiera a ce niveau de reduire autant que possible les depas-
sements afin de rendre la solution realisable pour Ie programme (P), ce qui est notre
objectif.
2.2 Heuristique cTafFectation des zones aux ecoles
Notations
La distance de marche est notee d. Elle vaut 1,6 km au Quebec et est fixee par la loi sur
Ie transport scolaire. Au dela de cette distance, tout eleve doit etre transporte de sa zone
a son ecole. Ceci signifie que si dij > d dans une solution du probleme, les eleves de la
zone i doivent etre transportes a 1'ecole j.
L'ensemble i des zones de la region peut etre partitionne en trois groupes qui sont
Wj = {zones i G i/ dij < d et dn > d, V I / ^'},
Z = {zones i C i/ dij < d, pour plus d'une ecole j},
B = {zones i C i/ dij > d, Vj'}.
L'ensemble Wj pour 1'ecole j est constitue de zones se trouvant dans Ie rayon de marche
de cette seule ecole j. L'ensemble Z est constitue de toutes les zones se trouvant dans Ie
rayon de marche d'au moins deux ecoles. L'ensemble B est constitue des zones exterieures
au rayon de marche de toutes les ecoles. On peut done ecrire
I = (U^Wj) UZUB.
Le secteur scolaire de 1'ecole j est note Sj. La population de niveau k dans Ie secteur Sj
est notee Population {(Sj)k}.
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Idee de Pheuristique
L'heuristique utilisera les donnees suivantes: les zones de toute la region, Ie reseau rou-
tier, les capacites physique et normative des ecoles. Nous ferons d'abord une description
sommaire des deux volets. Par apres, 1'heuristique sera clairement enoncee.
Volet 1: affectation des zones aux ecoles
Le volet 1 comprend deux niveaux. Le premier niveau est celui de la construction du coeur
de chaque ecole, Ie coeur etant constitue de zones se trouvant dans Ie rayon de marche
de 1'ecole. Le second niveau consistera a construire les secteurs scolaires en decidant de
P affectation du reste des zones.
1. Construction du coeur
Pour chaque ecole j, on va obliger les eleves de Wj a aller dans cette ecole. Ce choix a
trois avantages qui sont:
- reduire Ie temps de calcul,
reduire Ie transport scolaire vu que les eleves se trouvant dans Ie rayon de marche
d d'une ecole ne sont pas transportes et
- maximiser la contigui'te vu Ie fait que tout Ie voisinage immediat de 1'ecole y est
afFecte.
Cette obligation se traduit en posant
V i C TV,, a;^- =1 et xn = 0, V ^ j.
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2. Construire les secteurs scolaires
a) Affectation des zones de Z
Chaque zone de Z se situe dans Ie rayon de marche d d'au moins deux ecoles. On afFec-
tera chacune a 1'ecole la plus proche si ses capacites Ie permettent, c'est a dire si Pecole a
assez de places disponibles pour accueillir les eleves de cette nouvelle zone. Sinon, parmi
les autres ecoles pour lesquelles la zone i est interieure au rayon de marche d, 1'affecter
a Fecole la plus proche disponible. Si aucune de ces ecoles n'est disponible, affecter la
zone a 1'ecole la plus proche en autorisant les depassements de capacites. Ce choix a deux
avantages qui sont
- reduire Ie transport scolaire et
maximiser la contigui'te.
Cette obligation se traduit en posant
Vie ^, 3 j tel que a;y = 1
ou j est Punique ecole retenue parmi toutes les ecoles pour lesquelles la zone i est inte-
rieure au rayon de marche.
b) Affectation des zones de B
Chaque zone de B est exterieure au rayon de marche d de toutes les ecoles. Leurs affec-
tations se feront de la fagon suivante. Chaque zone est affectee a 1'ecole la plus proche si
ses capacites Ie permettent. Autrement, on affecte la zone a 1'ecole dont la capacite est la
moins depassee par 1'ajout de cette zone a son secteur et ou certaines zones voisines de
la zone en question out ete deja affectees. Ce choix a 1'avantage de maximiser la contiguite.
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Volet 2: correction des exces
La correction des exces est tres importante. Elle servira a ameliorer la solution obtenue
au volet 1 en la rendant realisable pour (P). On travaillera d'une part a reduire les me-
sures de depassement MD1 et MD2 et d'autre part a maintenir stable ou a diminuer la
distance totale parcourue dans Ie systeme. Ce volet comporte deux etapes:
etape 1- echanges de zones entre secteurs voisins
Les echanges de zones se font principalement avec les zones sur la frontiere. L'heu-
ristique determine, pour les secteurs dont les capacites ont ete depassees, s'il est plus
avantageux de garder une zone dans Ie secteur ou elle se trouve ou de la reaffecter
ailleurs. Le but vise est de reduire 1'excedent de population dans une ecole.
etape 2- echanges d'adresses entre secteurs voisins
Une fois 1'etape 1 d'echanges de zones terminee, on verifie s'il y a des depassements
qui persistent au niveau de certains secteurs scolaires. Si tel est Ie cas, Pheuristique
decide, pour les zones sur la frontiere de ce secteur, de reassigner certaines de leurs
adresses a une autre zone d'un secteur voisin ou il y a des places disponibles. Le
but vise est d'eliminer si possible les depassements restants en exploitant les places
restantes dans les autres ecoles de la region. La decision d'echange repose sur deux
criteres. 1) La diminution des mesures de depassement, Ie but vise etant de trouver
rapidement une solution realisable pour (P) et 2) la diminution de la distance totale
parcourue dans Ie systeme, Pidee etant de minimiser la distance totale parcourue
dans tout Ie systeme et done de reduire Ie cout du transport scolaire.
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Heuristique
VOLET 1: affectation des zones aux ecoles
Phase 1: construction du coeur
1. Debut.
j == 1. Aller a 2.
2. Initialisation.
Soit Cj Ie coeur de Pecole j. Posons Cj := {j} et aller a 3.
3. Affectation des zones de Wj.
Cj := CjUWj
faire j = j + 1.
Si J'' < n retour a 2.
sinon, aller a Phase 2.
Phase 2: Construction des secteurs scolaires
Ranger les zones de Z dans une liste Lz par ordre croissant de distance a 1'ecole la
plus proche.
Ranger les zones de B dans une liste Lf, par ordre croissant de distance a 1'ecole la
plus proche.
4. Debut.
Poser Sj := Cj, V j ei aller a 5.
5. Affectation des zones de Z.
Choisir une zone i € Lz selon 1'ordre. Soit j son ecole.
q
Verifier si ^Population{(Sj U {i})k}/mk < Nj.
k=l
i) Si oui, faire Sj := Sj U {%}. Aller a iii).
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ii) Sinon, parmi les autres ecoles pour lesquelles la zone i est interieure au rayon
de marche d, 1'affecter a Pecole la plus proche disponible, c'est a dire a celle qui a
assez de places disponibles pour accueillir les eleves de la nouvelle zone. Si aucune
de ces ecoles ne peut Paccepter sans exceder ses capacites, 1'afFecter a celle la plus
proche sans tenir compte des depassements. Aller a iii).
iii)Faire L^ '.= Lz — {%}.
Si Lz i=- (f), repeter 5.
Si Lz = (^>, aller a 6.
6. Affectation des zones de B.
Choisir une zone i G L^ selon 1'ordre. Soit j son ecole.
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Verifier si ^Population{{Sj U {i})k}/mk < Nj.
fc==l
i) Si oui, faire Sj = Sj U {i}. Aller a iii).
ii) Sinon, affecter la zone i a 1'ecole la plus proche dont la capacite est la moins
excedee par cette affectation et ou certaines zones voisines de i sont deja affectees.
Aller a iii).
iii)Faire L& := Z/^ — {%}.
Si Lb ^ (^ repeter 6.
Si Lb = (f), aller au Volet 2.
VOLET 2: Phase de correction
7. Echange de zones
a) Repertorier les ecoles dont les capacites ont ete depassees. Poser
D := {ji,J2, •••,jh} Pensemble de ces ecoles.
Si D = (f), c'est termine. II n'y a aucune ecole dont les capacites ont ete depassees.
Si D ^ (f), choisir une ecole jp de D.
b) Trouver les secteurs voisins du secteur Sj dont les capacites des ecoles associees
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n'ont pas ete atteintes. Soit VSj := {v-L,v^, ....,vi} 1'ensemble de ces secteurs.
SiVSj, = caller a b3).
Si VSj, ^ (f), soit Vq G VS 3,.
bl) Prendre une zone frontiere de Sjp contigue au secteur Vq, la reaffecter a Vg si les
capacites de 1'ecole jp Ie permettent et aller a b2). Sinon, repeter bl) en reprenant
une autre zone frontiere de Sjp contigue au secteur Vq. Dans Ie cas ou 1'ecole jp ne
peut recevoir une zone sans exceder ses capacites, faire VSjp := VSjp — {vq}-
Si VSjp 7^ <^», reprendre un autre secteur Vq puis repeter b). Sinon, aller a b3).
b2) On a les deux cas suivants.
• Si Ie depassement au niveau de 1'ecole jp du secteur Sjp est elimine, aller a b3).
• Sinon, si les capacites de jp Ie permettent, repeter bl) avec Ie secteur Vq.
Autrement, faire VSjp := VSj — {vq}. On va continuer avec un autre secteur de
vs,,.
Si VSj ^ <^, prendre un autre secteur Vq et retourner a bl).
SiVSj^ = (f), allerab3).
b3) Faire D := D - {jp}.
Si D 7^ (f>, choisir une ecole jp de D et repeter b).
SiD = (f) alleraS.
Raffinement de la procedure d'echange par des echanges d'adresses
Supposons qu'apres la phase d'echange de zones, il y ait encore des secteurs sco-
laires dont les capacites des ecoles associees ont etc depassees. Vu que tous les eleves
doivent etre assignes a une ecole en evitant tout depassement des capacites, cette
phase finale de raffinement va pour chaque secteur dont Pecole a des capacites de-
passees, enlever ses zones frontieres et les fractionner entre ce secteur meme et les
secteurs environnants qui disposent de places disponibles pour accueillir d'autres
etudiants. Cette procedure va corriger dans la mesure du possible tous les depasse-
ments de capacite persistants et rendre la solution realisable pour notre probleme.
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Soit Sj un secteur deborde.
i) Repertorier les secteurs Si contigus au secteur Sj et dont les ecoles out des
places disponibles. L'ensemble constitue de j et de ces ecoles est note Jc.
ii) Repertorier les zones % de Sj sur la frontiere entre Sj et les secteurs Si . Soit
Li la liste de ces zones.
Pour tout i G Lj, notons Ti Pensemble des ecoles de Jc dont les secteurs sont
contigus a la zone i.
Pour tout j C Jc; notons Ej 1'ensemble des zones de I/j qui sont contigus au
secteur de Pecole j.
iii) Enlever de Sj les zones qui appartiennent a Lj . Calculer alors pour toute ecole
p de Jc la quantite n? egale au nombre de locaux non utilises dans 1'ecole p et la
quantite Rp qui est Ie vecteur-residuel donnant Ie nombre de places restantes par
niveau dans les classes deja utilisees pour Pecole p. R^ represente done Ie nombre
de places restantes de niveau k dans les classes deja utilisees pour 1'ecole p.
iz^) Avec ces donnees, on va constituer un programme lineaire de taille restreinte. II
servira a redistribuer les zones de Z/j aux secteurs Si des ecoles de Jc avec possibi-
lite de fractionnement de certaines zones entre deux secteurs voisins. Ce modele de
fractionnement va servir a combler les places restantes a tous les niveaux et dans
toutes les ecoles avec les surplus de population dans certaines ecoles. Precisons que
dans cette phase, une zone i ne peut etre afFectee ou n'etre fractionnee qu'entre des
ecoles de Ti.






^Xij =1, V% € Lj,
J^Ti
^P,kxij-mkykj< R], V^' G Jc et k=l,...
zG-E,
^Vkj <rij, \/ j € Jc
k=l
Xij ^ 0, reel, V i 6 Lj e^ V j C Jc;
yhj > 0, entier, Vj G Jc e^ k=l,.....,g.
2.3 Exemples
Exemple 1 On considere la region geographique de la figure 2.1 ou on a m==14
zones, n = 3 ecoles et q = 7 niveaux dans chaque ecole.
Les trois ecoles avec leurs capacites sont les suivantes.
Ecole 1 ( Desranleau ): N1 = 18 classes.
Ecole 2 ( Coeur Immacule ): N2 = 33 classes.
Ecole 3 ( Sainte Famille-Laporte ): N3 = 35 classes.
Les maximums d'eleves par niveau sont mi = 40, m'z = ms = m^ = 27,
ms = me = my = 29.
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FIG. 2.1: Region constituee de 14 zones et 3 ecoles
La position des zones les unes par rapport aux autres et leurs positions par rapport aux
ecoles de la region sont aussi indiquees sur la figure 2.1.




















































































































TAB. 2.1: Populations etudiantes par zone et par niveau
Les donnees sur les distances en Km parcourues d'une zone a une ecole sont resumees
























































TAB. 2.2: Distances de chaque zone a toutes les ecoles
La resolution du probleme a ete faite en utilisant Ie code que nous avons elabore et dont
les grandes lignes sont presentees en annexe de ce memoire.
RESULTATS DE LA REPARTITION DE LA CLIENTELE
La construction des coeurs pour chaque ecole a donne les resultats suivants.
Le coeur de 1'ecole 1 est constitue uniquement de la zone 14 et la repartition necessite
en tout 18 classes comme indique au tableau 2.3. Le coeur de 1'ecole 2 est constitue uni-
quement de la zone 13 et la repartition necessite en tout 16 classes comme indique au
tableau 2.4. Le coeur de 1'ecole 3 est constitue uniquement de la zone 12 et la repartition












































































TAB. 2.5: Coeur de I'ecole 3
Le repertoire des zones de Z avec la distance a 1'ecole la plus proche est vide.






































TAB. 2.6: Zones de B
La repartition apres affectation des zones et la phase de lere correction ( echange de
zones entre secteurs ) est la suivante.
La zone 14 est affectee a 1'ecole 1. Ce qui necessite 18 classes comme indique dans Ie
tableau 2.7. Les zones 1, 2, 5, 6, 7, 8, 9, 13 sont affectees a Fecole 2. Ce qui necessite
34 classes comme indique dans Ie tableau 2.8. Les zones 3, 4, 10, 11, 12 sont affectees a











































































TAB. 2.9: Zones de I'ecole 3 apres la lere phase de correction
Vu qu'on a un depassement persistant au niveau du secteur scolaire 2 apres la phase
d'echange, on passe a la 2eme phase de correction. On obtient
J, = {1, 2, 3}, Li = {1, 2, 5, 9},
Ti = {1, 2}, T, = {1, 2, 3}, Ts = {2, 3}, T9 = {2, 3},
E, = {1, 2}, E, = {1, 2, 5, 9}, E, = {2, 5, 9}.
On fait une marche arriere pour enlever les zones de Lj de leurs secteurs respectifs. On
calcule les nombres n? pour toute ecole p de Jc et les vecteurs residuels Rp. Ce qui donne
les resultats suivants
n\ = 0, J?i
ri2 = 11, R2
ris = 0, Rs
(13, 7, 22, 22, 21, 28, 6),
(29, 24, 2, 19, 22, 17, 28),
(6, 10, 3, 2, 18, 9, 13).
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(MF)
Avec ces donnees, on va passer a la derniere phase de correction qui est celle du raffinement
de la procedure d'echange. Le modele de fractionnement est Ie suivant
Minimiser ( 254;rn + 635rz;i2 + 152a;2i + 380a;22 + 456a;23 + 8643:52
+976a;53 + 672a;92 + 768a;93 )
Sous
^11+^12 = 1,
X21 +^22+^23 = 1,
^52 + 3:53 = 1,
X92 + X93 = I?
18a;n + 13a;2i < 13,
26a;n + 15a;2i ^ 7,
22rcu + 15a;2i < 22,
22^11 + 12:z;2i ^ 22,
22rz;u+8a;2i < 21,
12a;n + 5a;2i < 28,
5a;u + 82:21 < 6,
18rci2 + 13x22 + 23rz;52 + 12a;92 - 40?/i2 < 29,
26a;i2 + 152;22 + 24a;52 + 10a;92 - 27^2 < 24,
22rz;i2 + 15a;22 + 19^52 + 16^92 - 27^/32 ^ 2,
22rz;i2 + 12a;22 + 18rc52 + 182:92 - 27?/42 < 19,
22rz;i2 + 8x22 + 10a;52 + 17a;92 - 297/52 < 22,
12rz;i2 + 5a;22 + 11^52 + 10a;92 - 29^2 < 17,
5a;i2 + Sx^ + 17rz;52 + 13a;92 - 29^2 < 28,
13rz;23 + 23a;53 + 12a;93 < 6,
152:23 + 243:53 + 10^93 < 10,
152:23 + 19^53 + 162:93 < 3,
122:23 + 183:53 + 18a;93 < 2,
SX23 + 102;53 + 172;93 < 18
5a;23 + 11^53 + 102:93 < 9,
8a;23 + 17rz;53 + 13^93 < 13,
Vl2 + V22 + ?/32 + ?/42 + ^,52 + ?/62 + 2/72 < 11,
Bornes
0 < x^ < 1, Vz c Li et \/ji C T,,
Vkj ^ 0; entier, Vj € Jc; et k = 1,...,(?.
La resolution de ce probleme donne la solution optimale suivante avec 2.4388574661e+03
comme valeur de la fonction objectif. Les valeurs des variables sont
rrn = 0.269231, x^ = 0.730769, 2:22 = 1, ^2 = 1, 2:92 = 0.995475,
XQS = 0.004525, y^2 = 1, 2/22 = 2, ?/32 = 3, y^ = 2, y^ = 1, 2/62 = 1,
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V72 = 1.
Toutes les autres variables sont egales a 0.
Cette deuxieme phase de correction nous permet de regler definitivement Ie probleme
des depassements au niveau des capacites. Les zones 1 et 9 ont ete fractionnees en
la, I6, 9a, 9b entre deux secteurs. Pour chacune de ces nouvelles zones, la population
par niveau est donne par les vecteurs
zone la = (13, 19, 16, 16, 16, 9, 4),
zone lb = (5, 7, 6, 6, 6, 3, 1).
zone 9a ^ zone 9, Population zone 9b ^ 0.
On obtient ainsi finalement que les zones 14 et 1& sont affectees a 1'ecole 1. Ce qui necessite
18 classes comme indique dans Ie tableau 2.10. Les zones la, 2, 5, 6, 7, 8, 9 et 13 sont
afFectees a 1'ecole 2. Ce qui necessite 33 classes comme indique dans Ie tableau 2.11. Les
zones 3, 4, 10, 11 et 12 sont affectees a 1'ecole 3. Ce qui necessite 35 classes comme indique











































































TAB. 2.12: Zones de I'ecole 3 apres la repartition
La region geographique est done partagee comme indiquee a la figure 2.3.
1111) Secteur scolaire de 1'^cole 1
Secteur scolaire de I'&ole 2
[:: : : ^ Secteur scolaire de Y&cole 3
FIG. 2.2: Resultat de la sectorisation 1
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Exemple 2. Dans 1'exemple precedent, la repartition a ete completee en faisant un frac-
tionnement de zones. Nous aliens reprendre Ie meme exemple en ajoutant une classe a
1'ecole Desranleau. Ce qui donne 19 classes au lieu de 18 dans Pexemple 1. L'applicaton
de 1'heuristique a donne les resultats suivants.
RESULTATS DE LA REPARTITION DE LA CLIENTELE
La construction des coeurs pour chaque ecole a donne les resultats suivants.
Le coeur de Fecole 1 est constitue uniquement de la zone 14 et la repartition necessite
en tout 18 classes comme indique au tableau 2.13. Le coeur de Pecole 2 est constitue
uniquement de la zone 13 et la repartition necessite en tout 16 classes comme indique au
tableau 2.14. Le coeur de Pecole 3 est constitue uniquement de la zone 12 et la repartition












































































TAB. 2.15: Coeur de I'ecole 3
Le repertoire des zones de Z avec la distance a Fecole la plus proche est vide.






































TAB. 2.16: Zones de B
La repartition apres affectation des zones et la phase de lere correction ( echange de
zones entre secteurs ) est la suivante.
Les zones 2, 14 sont affectees a Fecole 1. Ce qui necessite 19 classes comme indique dans
Ie tableau 2.17. Les zones 1, 5, 6, 7, 8, 9, 13 sont afFectees a Pecole 2. Ce qui necessite
32 classes comme indique dans Ie tableau 2.18. Les zones 3, 4, 10, 11, 12 sont affectees a












































































TAB. 2.19: Zones de I'ecole 3 apres la lere phase de correction
La seconde phase de correction qui est celle de fractionnement des zones ne sera plus
necessaire vu qu'on a plus de depassements de capacites. Les secteurs trouves sont conti-
gus. La region geographique est ainsi partagee selon la figure 2.3.
Secteur de 1'ecole 1
Secteur de l'<scole 2
Secteur de I'&ole 3






Dans Ie chapitre precedent, nous avons considere un modele (P) qui ne contenait pas
explicitement la contrainte de contiguite sur les secteurs scolaires trouves. Ceci nous a
conduit a developper une approche heuristique pour la resolution du probleme ou nous
avons pris soin d'inclure dans les procedures d'obtention des secteurs scolaires Ie critere
de contiguite et ce afin d'obtenir une solution qui respecte les exigences du probleme
dont celle de contigu'i'te en particulier.
Dans ce chapitre, nous aliens ajouter au programme lineaire (P) la contrainte qui modelise
la contigui'te des secteurs scolaires. Elle a ete developpee par Sinha et Zoltner [9] lors de
la resolution d'un probleme d'alignement de territoires de ventes. Cette contrainte ajoutee
au programme lineaire (P) nous donne un modele complet dans ce sens que toutes les
exigences du probleme sont modelisees et representees dans la nouvelle version du modele
(P). Nous allons dans la suite, presenter cette nouvelle contrainte de contiguite et ensuite
proposer une procedure generale de resolution du programme lineaire obtenu.
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3.2 La contrainte de contigui'te
La contigui'te des secteurs scolaires est 1'une des exigences les plus importantes du pro-
bleme. Elle signifie qu'un secteur ne peut contenir de zones isolees. Elle est importante
car elle permet de reduire Ie transport scolaire et de maintenir entre les eleves d'une
meme ecole des affinites geographique, culturelle et sociale. Sinha et Zoltner, dans Ie
cadre d'un probleme d'alignement de territoires, ont developpe cette contrainte que nous
allons introduire dans la suite.
Decrivons brievement Ie probleme d'alignement de territoires. Considerons une region
geographique ou se trouvent n vendeurs dont Ie but est de se partager les clients de la
region. Pour atteindre cet objectif, on precede de la faQon suivante. On morcelle la region
en petits secteurs appeles unites de ventes. Le partage de la clientele s'en suit en afFectant
chacune de ces unites aux vendeurs pour ainsi former des territoires de vente pour chacun
d'eux. Un alignement est juge acceptable quand
- chaque unite de vente est assignee a un seul vendeur,
- Pensemble des unites de vente assignees a un vendeur respecte les capacites d'offre de
ce vendeur
- et chaque territoire de vente est contigu.
De plus, Ie territoire contient Ie bureau du vendeur. Aussi, on considere que chaque ven-
deur peut ofFrir differents types de services. Ce probleme est tres similaire au notre en
considerant les unites de vente comme les zones, Ie bureau de chaque vendeur comme une
ecole, et les difFerents types de service comme les niveaux dans une ecole.
Dans la suite, on parlera d'ecoles au lieu de vendeurs, de zones au lieu d'unites de ventes
et de niveaux au lieu de services.
La contigmte s'appuie sur la notion d'arbre d'adjacence. Pour creer 1'arbre d'adjacence,
on associe a la region geographique un reseau routier dont les noeuds sont les zones et
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les aretes, les routes qui relient directement deux zones distinctes. Ceci permettra de
determiner les plus courts chemins entre les ecoles et les zones environnantes. Dans la
figure 3.1 tire de Particle de Sinha et Zoltner, on represente une telle region geographique
ou les parties ombragees sont des obstacles naturels. Le centre d'un territoire de vente
est dans la zone 6.
FIG. 3.1: Region constituee de 17 unites de ventes avec un centre de vente dans la zone
numero 6
La figure 3.2 tire aussi de Particle de Sinha et Zoltner represente Ie reseau routier associe
a la region geographique de la figure 3.1.
3.3 Definitions et propositions
Definition 1 L arbre d'adjacence est un graphe dont la racine est la zone-ecole et les
noeuds les autres zones candidates a entrer dans Ie secteur de cette ecole.
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FIG. 3.2: Le reseau routier associe d la region geographique
Definition 2 Le niveau d'adjacence est Ie nombre de zones sur Ie plus court chemin
entre une zone et une zone-ecole ( une zone-ecole est toute zone qui contient une ecole ).
On parlera aussi d'eloignement de la zone par rapport a 1'ecole.
La figure 3.3 tire de Particle de Sinha et Zoltner represente 1'arbre d'adjacence associe a
la region geographique de la figure 3.1.
Soit D Ie dernier niveau d'adjacence dans Farbre d'adjacence des zones associees a une
ecole. Selon Sinha et Zoltner [9], la contigui'te de 1'ensemble des zones affectees a cette
ecole est assuree si et seulement si pour toute zone i assignee a 1'ecole j, k etant la position
de la zone i dans 1'arbre (0 < k <, D ), % a son predecesseur immediat au niveau k-1
aussi affectee a cette ecole.
En d'autres termes, la zone i est assignee a 1'ecole j seulement si 1'unique zone / qui




FIG. 3.3: Arbre d'adjacence des plus courts chemins
34
Formulation Soit Aij Pensemble dont 1'unique element est la zone qui precede imme-
diatement la zone i dans 1'arbre d'adjacence des zones associees a 1'ecole j.
Rappelons que Xij vaut 1 si la zone % est affectee a 1'ecole j et 0 sinon. On formule la
contrainte de contiguite de la fagon suivante
Xij < xij, Vi, j et Ie Aij. (3.1)
Remarque 1 L'arbre d'adjacence base sur les plus courts chemins a un defaut. II etablit
des acces rigides et la contrainte de contiguite qu'elle genere tient compte seulement du
seul plus court chemin entre une zone et une ecole. Cette fagon de faire limite enormement
les solutions realisables possibles vu qu'on evite certains chemins qui, bien que n'etant pas
Ie plus court chemin, creeraient des solutions qui satisferaient a plusieurs autres criteres
aussi importants que la minimisation de la distance parcourue, par exemple, Ie respect
des contraintes de capacites.
L'arbre d'adjacence des plus courts chemins ne permet pas de telles alternatives. D'ou
1'idee de Sinha et Zoltner d inclure dans 1'arbre d'adjacence des plus courts chemins, des
chemins alternatifs pour obtenir un arbre aussi proche de Parbre optimal des plus courts
chemins mais avec plus de possibilites. C'est Parbre hierarchique d'adjacence. L'ajout
des chemins alternatifs depend de Pexperience du decideur qui connait bien les enjeux et
a Fexperience des repartitions anterieures. Selon les auteurs, ce nouvel arbre maintient
toujours la contigmte. La figure 3.4 represente 1'arbre hierarchique d'adjacence lie a la
region geographique de la figure 3.1.
Se basant sur les remarques precedentes, on pergoit la contiguite de la fa^on suivante:
la contigui'te de Pensemble des zones afFectees a une ecole est assuree si et seulement si
pour toute zone i assignee a Fecole j, k etant la position de la zone i (0 <k< D ), i a
au moins une de ses predecesseurs immediats au niveau k-1 aussi affectees a cette ecole.
En d'autres termes, une zone % ne peut etre afFectee a une ecole j que si au moins une de




FIG. 3.4: Arbre hierarchique d'adjacence
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Formulation Soit Ay 1'ensemble des zones qui precedent immediatement la zone i dans
1'arbre hierarchique d'adjacence des zones associees a 1'ecolej. On a
xy - ^ xij < 0, V %, ^. (3.2)
leAij







7 ^ xl3 = i '...... m,
J=l
y^P,kXij-mkykj <0, j =l,....,n, k=l,.....,g,z^
1=1
^Vkj <Nj, j =l,....,n,2^vk3
k=l
x i3~ ^ xl3 ^ °' i=l,....,m, j= l,....,n,
leAij
Xij = 0 ou 1, i=l,....,m, j=l,....,n,
ykj > 0, entier, ^'=l,....,n, k=l,.....,^.
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3.4 Le probleme de la contrainte de contiguite
Contrairement a ce que disent Sinha et Zoltner dans leur article, la contrainte de conti-
guite (3.2) du probleme (PC) n'est pas toujours valide. On a remarque que dans cer-
tains cas, sa realisabilite ne guarantissait aucunement des secteurs contigus. Meme sur
Pexemple que les auteurs ont proposes dans leur article ( voir figure 3.1 ), Ie secteur
{3, 4, 5, 6, 8, 9, 10} avec 1'ecole dans la zone 6 verifie la contrainte de contigui'te
( 3.2 ) alors que dans la realite, ce secteur n'est pas contigu. Ou se situe Ie probleme de
la contiguite?
Supposons qu'il existe une ecole j dont Ie secteur associe Sj verifie la contrainte de conti-
guite mais que Ie secteur soit non contigu dans la realite. Cela signifie qu'il existe une
zone i\ € Sj et %i isolee. Si i\ est isolee et seule, cela signifie qu'aucune de ces predeces-
seurs dans Parbre hierarchique d'adjacence n'appartient a Sj, ce qui est impossible etant
donne que, par hypothese, Ie secteur Sj verifie la contrainte de contigui'te.
Ceci entraine qu'il existe au moins une zone %2 ^ Sj et i^ isolee et contigue a %i. En
conclusion, si un secteur Sj verifie la contrainte de contiguite mais demeure non contigu
dans les faits, cela suppose qu'il y a au moins 2 zones dans son secteur scolaire qui sont
isolees et contigues.
La premiere contrainte de contigu'ite ( inegalite 3.1 ) qu'on a presente decoulait du
graphe d'adjacence des plus courts chemins et donne bien des secteurs contigus. L'ajout
de chemins alternatifs a ce graphe pour former Parbre hierarchique d'adjacence a cree des
circuits entre certaines zones ( c'est Ie cas de %i et 13 )• Ce circuit fait que la zone zi se com-
porte dans 1'arbre hierarchique comme un predecesseur de la zone i^ et reciproquement la
zone %2 se comporte comme un predecesseur de %i. Cette situation permettra de satisfaire
la contrainte de contigu'ite pour (ii,j) et (12, j) sans maintenir cette contiguite dans
la realite. Cette carence de la contrainte de contiguite est tres grave. Elle implique que
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Ie programme (PC) peut dans certains cas donner une solution qui ne genere pas des
secteurs contigus.
Au vu de cette remarque, nous prevoyons une phase de correction qui s'appliquera de la
fa^on suivante. Apres resolution du programme lineaire (PC), on verifie si la solution sa-
tisfait Ie critere de contigu'ite. Sinon, on repertorie les ecoles dont les secteurs ne sont pas
contigus et ensuite les circuits generes par Farbre hierarchique d'adjacence au niveau des
zones isolees de ces secteurs. On brise les circuits et on reecrit la contrainte de contiguite
pour ces zones. On reoptimise de nouveau Ie probleme.
Procedure generale
1. Construire 1'arbre d'adjacence des plus courts chemins. On utilise un algorithme de
plus court chemin ( type Dijkstra ).
2. Construire Parbre hierarchique d'adjacence. On ajoutera des chemins alternatifs a
Parbre d'adjacence. S'il y a des circuits visibles, on les brise.
3. Pour chaque zone et pour chaque ecole, enumerer les zones predecesseurs. Ceci nous
donne les contraintes de contiguite.
4. Resoudre Ie programme lineaire (PC).
5. S'il existe un secteur non contigu, corriger Ie probleme en brisant les circuits en jeu.
Reecrire les contraintes correspondantes et reoptimiser (PC).
6. Si tous les secteurs sont contigus, FIN.
Sinon, retourner a 5.
FIN.
Cette procedure nous permet de faire une resolution "exacte" du programme lineaire (PC)
dans Ie cas ou les capacites physiques des ecoles Ie permettent et d'avoir une solution
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optimale a notre probleme.
3.5 Exemples
Exemple 1 Nous reprenons exactement 1'exemple 1 du chapitre precedent. Les donnees
sont exactement les memes. Nous allons d'abord construire les arbres d'adjacence des
plus courts chemins auxquels nous aliens adjoindre des chemins alternatifs pour consti-
tuer les arbres hierarchiques d'adjacence. Ces arbres lies aux trois ecoles sont representes
par les figures 3.5, 3.6 et 3.7. Les chemins alternatifs sont en pointille.
Ecole 1
FIG. 3.5: Arbre hierarchique d'adjacence lie a Vecole 1
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Ecole 2
FIG. 3.6: Arbre hierarchique d'adjacence lie a I'ecole 2
Ces trois arbres nous permettent d'enumerer pour chaque zone et chaque ecole les
predecesseurs immediats dans 1'arbre hierarchique d'adjacence. Pour la resolution du
programme lineaire (PC) et vu la grande taille du probleme, nous avons fait un code en
C++ qui nous permet de Ie generer automatiquement. Les details sur Ie code sont donnes








Minimiser ( 254rcu + 635a;i2 + 762x^ + 152a;2i + 380a;22 + 456a;23 + 1462;3i + 365a;32
+438a;33 + 158rz;4i + 395a;42 + 4743:43 + 488a;5i + 8542:52 + Q76x^
+148a;6i + 259a;62 + 296rz;63 + 75a;7i + 120a;72 + 135rz;73 + 172a;8i
+30l2;82 + 344rz;83 + 384rz;9i + 672a;g2 + 768^3 + 332a;ioi + 581a;io2
+664^103 + 170a;m + 425a;n2 + 510a;n3 + 64402;i2i + 9016^i22 + 4130rz;i i
+5369^133 + 4860a;u2 + 5265a;i43 )
Sous
d : a;n + 2:12 + ^13 = 1,
c2 : X2i + ^22 + ^23 = 1,
c3 : 2:31 +3:32 + x^ = 1,
c4 : a;4i +a;42 +^43 = 1,
c5 : a;5i +a;52 +2:53 = 1,
C6 : 3:61 +3;62 +^63 = 1,
c7 : xn + 3:72 + 2:73 = 1,
c8 : xsi + xs2 + ^83 = 1;
C9 : 3:91 +2:92 +XQS == 1,
clO : rcioi + ^102 + xio3 = 1,







Xl21 + a;m + 2:123 = 1,
: ^131+^132+^133 =1,
l4 : re 141 + 2;u2 + 2:143 = 1,
cl5 : ISrcn + 13a;2i + 8^31 + 9^41 + 23a;5i + 93:61 + ^n + ^rcsi + 12^9i
+13a;ioi + 15a;m + 1092;i2i + 74a;i3i + 67xui - ^Oyii < 0,
cl6 : 18a;i2 + 13a;22 + 82:32 + 9^42 + 23a;52 + Qxe-z + 2:72 + 7xs-z + lclx^
+13rcio2 + 152;ii2 + 109a;i22 + 74:x^ + 67x^2 - ^Qyi2 < 0,
cl7 : 18a;i3 + 13a;23 + 8^33 + 9x^ + 23x^ + 9a;63 + ^73 + 7x^3 + 12a;93
+132;io3 + 15a;n3 + 109a;i23 + 74a;i33 + 67a;u3 - 40?/i3 <: 0,
cl8 : 26xn + 15rz;2i + 12rc3i + 11^41 + 24rz;5i + 6a;6i + 2a;7i + Srcgi + 10a;9i
+12a;ioi + 13a;m + 104a;i2i + 683:131 + 47a;i4i - 27?/2i < 0,
cl9 : 262:12 + 15a;22 + 12a^32 + 11^42 + 24a;52 + 62:62 + 2^72 + 8^82 + 10^92
+12rz;io2 + 13rrn2 + 104rci22 + 683:132 + 472;u2 - 27?/22 < 0,
c20 : 26a;i3 + 15a;23 + 123:33 + llx^ + 24a;53 + 6a;63 + 22:73 + 8a;83 + 10a;93
+12rz;io3 + 13a;n3 + 104a;i23 + 682:133 + ^7x^3 - 27^3 < 0,
c21 : 222;n + 152;2i + 12a;3i + 16a;4i + IQrcsi + 7a;6i + 42:71 + Trcgi + 16a;9i
+15rz;ioi + lOrcm + 1062;i2i + 59rz;i3i + 59a;ui - 27^i < 0,
c22 : 22a;i2 + 15a;22 + 12a;32 + 16a;42 + 19a;52 + 7a;62 + 4a;72 + 7a;g2 +16^92
+15a;io2 + 102:112 + 106rci22 + 59^132 + 59a;i42 - <27ys2 ^ 0,
c23 : 22rci3 + 15a;23 + 12a;33 + 16243 + 19a;53 + 7a;63 + 43:73 + 7xss + 16a;93




c24 : 22a;n + 12a;2i + 14rc3i + 5a;4i + 18a;5i + 2x6i + 2rz;7i + 6xsi + ISrcgi
+192;ioi + 82;m + 87a;i2i + 52a;i3i + 59a;ui - l27y^i < 0,
c25 : 22a;i2 + 12a;22 + 14a^32 + 5a;42 + 182:52 + 2a;62 + 22:72 + 6a;g2 + 18^92
+192:102 + 83;n2 + 87X^2 + ^X^2 + 59a;i42 - 27?/42 < 0,
c26 : 22rz;i3 + 12a;23 + 14a;33 + 5a;43 + 18a;53 + 2a;63 + 22:73 + 6xss + 18a;93
+19a;io3 + 8rcu3 + S7x^ + ^x^s + 59a;u3 - <27y^ < 0,
c27 : 22a;n + 8a;2i + 7a;3i + lla^i + 10a;5i + 4a;6i + Brrri + 3a;8i + 17a;9i
+10a;ioi + lla;m + 88a;i2i + 55rci3i + 662:141 - 29?, - 51 < 0,
c28 : 22a;i2 + 82:22 + 7a;32 + 11^42 + 10x^ + 4rz;62 + 3a;y2 + 3xs2 + 17a;s
+10a;io2 + ll^ii2 + 88a;i22 + 55a;i32 + 663:142 - 29?, - 52 < 0,
c29 : 22a;i3 + 83:23 + 7x^ + 112:43 + 10a;53 + ^3 + 3^73 + Brcgs + 17a;g
+10a;io3 + lla;ii3 + 883:123 + 552;is3 + 66rz;i43 - 29?, - 53 < 0,
c30 : 12a;n + 5a;2i + 12a;3i + 15a4i + llx^ + 5a;6i + 22:71 + Qrcgi + lOrcgi
+9^101 + 15a;in + 85a;i2i 4- 54a;i3i + 59a;i4i - 29?/6i < 0,
c31 : 12rz;i2 + 5a;22 + 12a;32 + 15^42 + 11^52 + 5a;62 + 22:72 + Qx^ + 102:92
+9a;io2 + 15a;n2 + 85a;i22 + 54rz;i32 + Q9xu2 - 29?/62 < 0,
c32 : 12a;i3 + 5a;23 + 12a;33 + ISa^s + 112:53 + 5a;63 4- 2a;7s + 9a;83 + lOrrgs
+9^103 + 15a;ii3 + 85a;i23 + 54a;i33 + 59a;i43 - 297/53 < 0,
c33 : 5rz;n + Sx-^ + 82:31 + 12x^ + 17x^ + 4a;6i + ^71 + 3rcsi + 13rz;9i
+5rz;ioi + 13a;m + 652:121 + 51rci3i + 48a;i4i - 29y^ < 0,
c34 : 5a;i2 + 83:22 + 82:32 + 12x^ + 17x^ + 4a;62 + ^72 + 3a;g2 + 132;c
+5a;io2 + 13rcu2 + 65a;i22 + 51a;i32 + 482:142 - 29i/72 < 0,
c35 : 52:13 + 82:23 + 8a;33 + 123:43 + 17a;53 + 4a;63 + ^73 + 3a;83 + 13^c
+5a;io3 + 13a;n3 + 65rci23 + 51a;i33 + 483:143 - 29^73 < 0,
c36 : 2/n + ?/2i + 2/31 + ^,41 + 2/51 + 2/61 + ?/71 < 18,
C37 : VYi + 2/22 + V '32 + 2/42 + V52 + ?/62 + V72 ^ 33,
C38 : 2/13 + 2/23 + 2/33 + ?/43 + 2/53 + 2/63 + 2/73 < 35,
c39 : rcu — xui < 0,
c40 : a;i2 - ^132 < 0,
c41 : a;i3 - a;23 ^ 0,
c42 : x-zi — x 141 ^ 0,
c43 : -a;i2 + ^22 < 0,
c44 : a;23 - 3:33 < 0,
c45 : a;3i — a;i4i < 0,
C46 : -:C22 + ^32 - ^52 < 0,
c47 : a;33 - 2:43 < 0,




c49 : -a;32 + 3:42 - ^92 ^ 0,
C50 : 2:43 - 3;l23 < 0,
c51 : -a;2i - rc3i + x^ < 0,
c52 : -3:22 + ^52 - ^82 < 0,
c53 : -^43 + 2:53 ^ 0,
c54 : -a;5i + a;6i - Xsi - x^ < 0,
c55 : a;62 - xn - XS2 < 0,
c56 : -2:53 + a;63 - ^93 < 0,
c57 : -XGI + ^71 - ^81 < O?
c58 : a;72 — rci32 < 0,
c59 : -a;63 + ^73 - 2:83 < 0,
c60: -a;2i + ^8i < 0,








X S  < 0,
-^53 - ^63 + ^83 < 0,
^51 + ^91 < 0,
XQ2 + XQ2 < 0,
-2:43 + ^93 - ^103 ^ 0,
-a;4i + X-LQ-L < 0,
c67 : -3:42 - 2^92 + ^102 ^ 0,
c68 : rcio3 - ^113 ^ 0,
c69 : a;m - xui < 0,
c70 : -a;42 - ^102 + ^112 ^ 0,
c71 : 3:113 - ^123 < 0,
c72 : 3:121 - 3:141 < 0,
c73 : ^122 - ^142 < 0,
c74 : -Orcm < 0,
c75 : a;i3i - a;i4i < 0,
c76 : -Oa;i32 < 0,
C77 : 2;l33 3:143 < 0,
•Oxui ^ 0,141 ^5
c79 : -rci32 + ^142 < 0,
C80 : -2:123 + 3^143 < 0,
Bornes
< X, ., Xij entier, V i , V^',
> 0, ykj entier, V k , Vj.
0 ij < 1,
Vkj
Ce probleme n'a pas de solution realisable.
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Ceci confirme la solution donnee par 1'heuristique du chapitre precedent. En efFet, 1'heu-
ristique n'a pu resoudre Ie probleme de fagon exacte, c'est a dire que toutes les zones
de la region n'ont pu etre affectees telles qu'elles sont a une ecole de la region. II a fallu
fractionner certaines zones entre au moins deux secteurs pour completer totalement les
affectations de zones aux ecoles.
Exemple 2 On considere maintenant 1'exemple 2 du chapitre precedent. On forme Ie
programme lineaire (PC) et on Ie resoud. On obtient les resultats suivants
X21 = ^141 = 1, ^12 = ^32 = 3:42 = ^52 = 2:72 = ^82 = ^132 = 1,
^63 = 2;93 = ^103 = ^113 = 2;123 = 1;
Vi =2, y<2 = ys = ?/4 =2/5 =2/6 = 3, ^ =2, ?/g = ?/io = 6,
ys = yi2 = 2/13 = 2/14 = 4, ?/i5 = V21 = 4, 2/16 = yi7 = 6, et
Vl8 = 2/19 = V20 == 5,
toutes les autres variables sont egales a zero.
Le secteur de Pecole 1 est constitue des zones 2, 14. Le secteur de 1'ecole 2 est constitue
des zones 1, 3, 4, 5, 7, 8, 13. Le secteur de 1'ecole 3 est constitue des zones 6, 9, 10, 11,
12.
La figure 3.8 montre la repartition obtenue.
Remarque Une premiere comparaison de ces deux approches de solution ( Papproche
heuristique du chapitre precedent et 1'approche "exacte" de ce chapitre ) nous permet de
faire les remarques suivantes.
Sur 1'exemple 1, Pheuristique n'a pu proceder a la repartition finale qu'en passant a
un fractionnement de certaines zones. L'approche "exacte" a confirme cette solution en
montrant que Ie probleme ne peut etre resolu de fagon exacte. On peut done dire que
Ie depassement des capacites d'une ecole lors d'une repartition de clienteles ne signifie
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Secteur de 1'ecole 1
Secteur de I'dcole 2
Secteur de I'&ole 3
FIG. 3.8: Resultat de la sectorisation
pas forcement qu'il faut y construire des nouveaux locaux avant de corriger ce fait. Le
probleme de depassements de capacites pouvant decouler du fait qu'on ait des macro-
zones, 1'approche heuristique permet a un moment donne s'il est possible de Ie fair e, de
decider de fractionner quelques zones a la frontiere des secteurs dont les capacites out ete
depassees pour obtenir des micro-zones. L'afFectation de ces micro-zones va permettre
Putilisation des places restantes dans les ecoles dont les capacites n'ont pas encore ete
atteintes. On arrive par la a une utilisation rationnelle des places disponibles et done on
evite les couts additionnels qu'auraient genere ces depassements et les investissements
eventuels dans la construction.
Sur 1'exemple 2, 1'heuristique a procede a la repartition en affectant chaque zone a une
et une seule ecole. L'approche exacte a fait de meme. Mais les solutions sont un peu
difFerentes au niveau des secteurs des ecoles 2 et 3.
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CHAPITRE 4
METHODE A PORTES OUVERTES
4.1 Introduction
Les methodes de resolution en programmation lineaire, en general, font intervenir tres
peu Ie decideur ( Phomme d'affaire, 1'administrateur, • • • ) dans la determination de la
solution finale d'un probleme donne. Habituellement, Ie decideur presente son probleme
au chercheur et attend que ce dernier propose une solution. Ceci n'est pas grave si Ie
probleme peut etre resolu a 1 optimum en un temps assez raisonnable avec une solution
acceptable. M-ais generalement et pour plusieurs raisons ( donnees incompletes ou im-
precises, grande taille du probleme, • • • ), meme si on trouve une solution optimale au
probleme, elle n'est pas forcement valide vu qu'elle peut ne pas refleter la situation en
place.
II s'agira done d'impliquer Ie decideur dans la phase de resolution vu qu'il connait bien
Ie probleme afin qu'il puisse juger de 1'acceptabilite d'une solution. Les algorithmes qui
ouvrent cette breche au decideur sont dits a portes ouvertes; c'est a dire qu'on ouvre des
portes que Ie decideur peut emprunter pour soit mtervenir, soit pour observer la proce-
dure et Ie processus de resolution.
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Le programme lineaire (P) pour sa grande taille et la forte probabilite de ne jamais ad-
mettre de solution realisable peut etre classe dans les ordres de problemes decrits plus
hauts.
Nous presentons dans ce chapitre une heuristique dite a portes ouvertes qui permet au
decideur d'intervenir d'une maniere ou d'une autre dans Ie processus de determination
de la solution au probleme.
4.2 Idee de Pheuristique
II s'agira de mettre en place une procedure iterative simple permettant d'obtenir une
solution complete au probleme de repartition qui satisfait
- aux contraintes d'afFectation (1.2)
- et a la contigmte des secteurs scolaires (1.5),
mais pour lesquelles un depassement des capacites physique (1.4) et normative (1.3) des
ecoles est permis.
4.2.1 Definitions et propositions
1. Une solution complete au probleme de repartition qui satisfait (1.2) et (1.5) est un
vecteur X = (xij) dont les secteurs scolaires Sj associes verifient
U^jS, = J, (1)
SiHSj = (f), ^ij € J, z + j (2)
Sj contigu, Vj C J. (3)
2. L'ensemble des zones assignees a 1'ecole j a une iteration t de notre procedure
d'affectation des zones est note SJ.
3. L'ensemble des zones i non encore assignees, adjacentes au secteur SJ apres
Piteration t est note Atj . C'est 1'ensemble des zones dans Ie voisinage immediat de
49
^.^r
Pour t = 0, Ay est egal a la zone captive de 1'ecole j ou encore a la zone-ecole
de 1'ecole j, c'est a dire AQj = {ij}.
4. Soit y^ Ie maximum de locaux a allouer aux classes de niveau k dans Pecole j.
Alors, m,ky^j represente la population etudiante maximale de niveau k dans 1'ecole.
On note a^ = m^. pour tout ^' et pour tout k.
5. On note aj = (a^) Ie vecteur de population maximale pour tous les niveaux.
La procedure que nous allons presenter est une heuristique de voisinage basee sur une
methode iterative. Elle se definit a chaque iteration t de la fagon suivante
St, = S^-1UKJ, Vj € J et t>l, (4)
ou S^ = (j) et KJ a Pit6ration t est constitue des zones qu'on adjoint a Stj pour
constituer SJ.





z ^ ^ 12
Secteur 1
FIG. 4.1: Exemple avec les differents ensembles
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On a done
si° = {i, 10, ii}, St,° = {2, 13, 14}, A{° = {6, 7, 8, 9},
At0 = {3, 4, 5, 6, 7}, K{0+1 c A? et Kw c Atf.
Proposition 1 Si a toute iteration t les secteurs Stp j G J tels que definis en (4)
satisfont aux conditions (2) et (3), si a chacune de ces iterations card(i—Ujej5'J) decroit
strictement, alors il doit exister une iteration q finie telle que card(i— Uj^jS^) = 0, c'est
a dire que Kqj = (f) V j G J, et les secteurs 5'J pour tout j satisfont aux conditions
(1), (2) et (3).
La proposition 1 decoule du fait que 1 ensemble i des zones est un ensemble fini. Elle
signifie que si a chaque iteration on assigne au moins une zone de la region a une ecole,
on arrivera a une iteration q ou il n y aura plus de zones a assignor. Elle stipule en plus
que Pheuristique va se terminer en un nombre fini d'iterations avec une solution satisfai-
sant (1), (2) et (3).
A chaque iteration t, on peut calculer Uj^jS^ qui represente Pensemble des zones
deja afFectees a des ecoles apres 1'iteration t-1, et Uj^jAt~ qui constitue tout Ie voisi-
nage immediat non encore affecte de ces zones deja affectees apres 1'iteration t-1.
Pour ce faire, on va construire un programme (P ) qui est une relaxation et une res-
friction de (P) et dont Ie role sera de decider de 1'affectation des zones i de Uj^jAt~1 a
chaque iteration t de notre heuristique. (P*) est une relaxation de (P) dans ce sens que
certaines contraintes de (P) entre autres celles sur les capacites physiques ( 1.4 ) n'appa-
raissent pas dans (P ). C'est une restriction de (P) a cause de la diminution du nombre
de variables dans (P ). Cette diminution du nombre de variables est due au fait que Ie
programme lineaire (Pt) a une iteration t ne s'occupe que de 1'assignation des zones
lt-1de 1'ensemble Uj-ejA^ qui constitue tout Ie voisinage immediat non encore affecte des
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zones deja afFectees apres 1'iteration t-1.
Les affectations se font par etape. A chaque iteration, les zones candidates a assignation
sont prises dans Ie voisinage immediat des secteurs. Ainsi de suite, on affecte chaque zone
de la region a exactement un secteur scolaire. Ce choix permet de maximiser la conti-
guite, de reduire la distance de chaque zone a son ecole et done de reduire Ie transport
scolaire.
Avant d'ecrire Ie modele (P ) , remarquons que c'est Ie decideur qui fournit pour tout
niveau k et pour toute ecole j Ie nombre y^ precedemment defini et qui represente Ie
nombre maximum de locaux a allouer aux classes de niveau k dans 1'ecole j.
Le programme lineaire (P*) est Ie suivant
(Pt)
min ^^^P^dijXij + M^ ^/ ^ /  / ^ -t I ^J^tJ
i=l j=l k=l j,k
sous
Y^ xij=l , V% e U.ejA^.-1,
j^{j/ieA^~1}
E Pf̂xij-qjk= A^1 , V^'Gj et k=l,.....,g,
zeuA^-
Xij = 0 ou 1, i=l,....,m, j=l,....,n
ou la capacite residuelle de niveau k dans Fecole j apres 1'iteration t-1 est notee
^ = »,* - E ^ .
i e st,-1
Le depassement de la capacite de niveau k dans Pecole j est note qjk.
On a M » maXij(Pidij) ou » exprime que M est choisi significativement plus
grand que Ie max des Pidij.
Le programme lineaire (P*) qu'on resoud a Fiteration t affecte chaque zone i de UA*.-1
a une unique ecole j pour laquelle i e A^."1 et ce, de fagon a minimiser Ie depassement
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t-1qjk de la capacite residuelle A^1.
Resolution de (P*)
Le programme lineaire (P*) decide a toute iteration t de 1'afFectation de chaque zone i
de Uj^jAtj~1. A cette iteration t de la procedure, chaque zone i appartenant a A^.-l est
soit de
type 1: c'est a dire qu'il existe une unique ecole j telle que % € A~ , soit de
type 2: c'est a dire qu'il existe au moins 2 ecoles j telles que i C A~ .
Algorithme de resolution de (P*)
Etape 1: Affecter chaque zone i de type 1 a son ecole j en posant
Xij = 1 et a;,p = 0, V p ^ j.
Etape 2: Calculer A^. = (A^)^;^^ qui est la capacite residuelle apres 1'afFectation
des zones de type 1.
2.1- Si A^. > 0 , ecrire Ie programme lineaire (P^) qui n'est que Ie programme
lineaire (P*) reduit par les conditions de Petape 1. Aller a 1'etape 3.
2.2- S'il existe un niveau k pour lequel A^ < 0, cela signifie qu'il y a exces au
niveau de la capacite maximale requise pour Ie niveau k dans Pecole j.
- 2.2.1- Tant qu'il y a des places dans les autres ecoles, faire une marche arriere
et retirer la zone i dernierement ajoutee au secteur de 1'ecole j de 1'ensemble
Aty~1. Poser Aij~1 := Atj~1 - {%}. Retourner a Petape 2.
- 2.2.2- Autrement, laisser la zone i a Ab . Ce qui revient a permettre les
depassements. Aller a 1'etape 3.
Etape 3: Resoudre (P^)
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C'est un programme lineaire a variables bivalentes qu'on peut resoudre par 1'algo-
rithme de Balas ou par un algorithme de subdivisions successives.
Proposition 2 Supposons que Pensemble KJ a une iteration t soit constituee des zones
i assignees a 1'ecole j dans la solution optimale de P*. Alors Stj := S^ UKJ satisfait
aux conditions (2) et (3) pour toute ecole j.
Preuve On raisonne par recurrence sur t.
Si t - 1, de (4), on a Sj = K] car S] = (j).
De plus, A°j est constituee par la seule zone-ecole ( zone captive ). Et comme les ecoles
de la region sont distinctes, on a nA^ = (f).
A 1'iteration 1, les zones i a distribuer aux ecoles par (P1) sont celles dans Uj^jA^ .
Vu que chaque zone-ecole ij est afFectee a son ecole j, on a ij € K^ pour tout j. Par
suite, S] = K] = A] satisfait (2) et (3).
Supposons par induction qu'il existe une iteration / telle que la proposition 2 soit vraie,
c'est a dire que les secteurs Slj satisfont (2) et (3).
La relation (4) donne 5^+1 = ^.U^.+l, Vj.
De plus, Phypothese de la proposition 2 stipule qu'une zone % est assignee a 1'ecole j dans
la solution optimale de (P;+l) si et seulement si la zone i G Kj+l . Or, chaque zone
assignee par Ie programme (P;+l) est dans un A;, , c'est a dire contigue au secteur Sl, .
On en deduit que 6^+1 = Slj U K1^1 est un secteur contigu. II satisfait done la relation
(3).
D'autre part, comme la zone % est assignee dans la solution optimale de (Pl+l) , i est
assignee a une et une seule ecole.
Ce qui implique que HKlj+l = (f), V j. Et comme H^- = (^, puisque les Slj par
hypothese d'induction satisfont (2), alors C\Slj+l = (f).
Ce qui termine la preuve.
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Remarque Cette proposition precise beaucoup plus Ie contenu de Pensemble KJ de-
fini precedemment comme 1'ensemble des zones a adjoindre a S^ a 1'iteration t pour
constituer Stj. La proposition stipule que dans 1'application de 1'heuristique de voisinage,
Pensemble KJ a Piteration t sera constitue par la solution du programme lineaire (P*)
et ceci donne Ie secteur SJ qui satisfait les conditions (2) et (3).
Proposition 3 Supposons que Pensemble {Sj}j des secteurs scolaires a Piteration
t satisfait (2) et (3). Alors les SJ satisfont (1) si et seulement si A^. = <^, V j.
Preuve
Si les SJ pour tout j satisfont (1), cela signifie qu'apres 1'iteration t, toutes les zones i
ont ete assignees et done Atj = (/), V j.
4== Par contraposition.
Supposons que les SJ ne satisfont pas (1). Alors il existe au mains une zone i non encore
affectee a une ecole j. Si % est adjacent a un secteur Sj , alors A^. ^ (f).
Sinon, i fait partie d'un ensemble de zones non encore assignees, contigues dont une au
moins est adjacente a un Sj. Ceci implique que Atj -^- (f). Ce qui termine la preuve.
Remarque La proposition 3 stipule que, si a une iteration donnee, on trouve un en-
semble de secteurs Sj satisfaisant les conditions (2) et (3) et s'il n'y a plus de zones a
affecter, alors ces Stj satisfont aussi a la condition (1). On a done 1'heuristique suivante.
4.3 Heuristique
Etape 1: Initialisation. S^ =0, A°j = {ij}, \/ i e J.
Faire t = 1 et aller a Petape 2.
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Etape 2: Resoudre (P*) . On utilisera Falgorithme de resolution presente a cet effet.
V j, ecrire KJ = {zones i / Xij = 1 dans la solution optimale de (P*) } puis
aller a Petape 3.
Etape 3: Poser SJ := S]~l U K] \/j € J.
Le decideur observe cette solution partielle et apprecie si elle respecte tous les
criteres d'acceptabilite surtout ceux non evoques dans Ie modele entre autre la
volonte des parents, les affinites sociale et culturelle. S'il y a conflit, on enleve de
Sj les zones qui causent ce conflit et on continue.
Determiner ensuite A*-, V ?' € J.
Si Atj = (f) V j, fin de Pheuristique.
Sinon, faire t=t + 1 et retourner a 1'etape 2.
Remarque La solution obtenue par cette heuristique peut ne pas etre realisable pour Ie
probleme (P) vu que les contraintes sur les capacites normatives (1.3) et les capacites
physiques (1.4) peuvent etre violees. Si cela se produit, on travaillera a rendre la solution
realisable a (P) en utilisant Ie volet 2 de 1'heuristique du chapitre 1 qui traite de la
correction des depassements des capacites. Ce volet 2 consiste en un echange de zones
entre secteurs voisins et ensuite en un echange d'adresses toujours entre secteurs voisins
si besoin est.
4.4 Exemple
On reprend 1 exemple 2 du chapitre precedent avec les capacites physiques des classes
suivantes
56
N1 = 19, N2 = 33, N3 = 35.
Le nombre maximum de locaux a allouer a chaque niveau dans chaque ecole est fixe
comme suit.
Pour 1'ecole 1, on a y°^ = 2, ^°i = vli = vli = vli = V'QI = 3, A = 2.
Pour Pecole 2, on a y^ = 4, y^ = 6, y^ = y°^ = y^ = 5, y^ = y^ = 4.
Pour 1'ecole 3, on a y^ = 4, y^ = y^ = 6, y°^ = y^ = y^ = 5, y^ = 4.
Les vecteurs ai, 02? ^3 associes a ces nombres sont les suivants
ai = ( 80, 81, 81, 81, 87, 87, 58 ), ^ = ( 160, 162, 135, 135, 145, 116, 116 ) ,
as = ( 160, 162, 162, 135, 145, 145, 116 ).
On applique Pheuristique a ces donnees.
Etape 1: 6i° = ^ = ^ = ^
A; = {14}, A^ = {13}, Ag = {12}. On fait t = 1, aller a Fetape 2.
Etape 2: Resolution de (P1). Les trois zones de UA(j sont de type 1.
Ceci donne K\ = {14}, K\ = {13}, K\ = {12}.
La capacite residuelle A^ = aj — ^1 P^ apres cette premiere affectation est
i^SJ
A; = ( 13, 34, 22, 22, 21, 28, 10 ), A^ = ( 86, 94, 76, 83, 90, 62, 65 ) ,
A^ = ( 51, 58, 56, 48, 57, 60, 51 ).
Etape 3: S]: = {14}, ^ = {13}, ^ = {12},
A\ = {1, 2, 3, 4}, A\ = {1, 7, 8}, A\ = {4, 11}.
Faire t = 2 et retourner a 1'etape 2.
Etape 2: Resolution de (P2)
On assigne d'abord les zones de type 1.
A 1'ecole 1: {2, 3}, a 1'ecole 2: {7, 8}, a Pecole 3: {11}.
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Les capacites residuelles deviennent
A^ = ( -8, 7, -5, -4, 6, 11, -6 ) , AJ = ( 78, 84, 65, 75, 84, 51, 61 ) ,
Aj = ( 36, 45, 46, 40, 46, 45, 38 ).
II existe un niveau k tel que A^ < 0 . On fait une marche arriere pour enlever la zone
dernierement ajoutee, ce qui donne A\ = A\ — {3} = {1, 2, 4}.
La capacite residuelle devient A^ = ( 0, 19, 7, 10, 13, 23, 2 ).
Reste a assignor les zones de type 2 c'est a dire les zones 1 et 4. Le modele reduit (P^)
est Ie suivant
(P2R)
Minimiser ( 2542;u + 635a;i2 + 158a;4i + 4743:43 )
sous
^11+^12 =1,
^41 + ^43 = I?
18rz;n + 9a;4i < 0,
26xn + lla;4i < 19,
22rcn + 162:41 < 7,
22a;n + 5a;4i ^ 10,
22a;n + llrc4i ^ 13,
12rz;n + 15rz;4i < 23,
















Xij = 0 ou 1.
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La resolution nous donne la solution optimale suivante
xn = a;4i = 0, rri2 = ^43 = 1
Done Kc{ = {2}, Ksi = {7, 8, 1}, Kj = {12}.
Les capacites residuelles deviennent
Aj! = ( 0, 19, 7, 10, 13, 23, 2 ), AJ = ( 60, 58, 43, 53, 62, 39, 56 ) ,
Aj = ( 27, 34, 30, 35, 35, 30, 26 ).
Etape 3: S^ = {14, 2}, Sj = {13, 7, 8, 1}, Sj = {12, 11, 4}.
Le decideur observe la solution. Pas de conflit, on continue.
A^ = {3, 5}, Aj = {5, 6}, Aj = {3, 9, 10}. Faire t = 3 et retourner a
1'etape 2.
Etape 2: Resolution de (P3).
On assigne d'abord les zones de type 1.
A Pecole 1: rien, a 1'ecole 2: {6}, a 1'ecole 3: {10, 9}.
Les capacites residuelles deviennent
A^ = A^, Ai = ( 51, 52, 36, 51, 58, 34, 52 ), A^ = ( 2, 12, -1, -2, 8, 11, 8 ).
II existe un niveau k tel que A^ < 0 . On fait une marche arriere pour enlever la zone
dernierement ajoutee au secteur 3. ce qui donne Aj = Aj — {9} = {3, 10}.
La capacity residuelle devient A^ = ( 14, 22, 15, 16, 25, 21, 21 ).
Reste a assignor les zones de type 2 c'est a dire les zones 3 et 5. On les afFecte en resolvant
Ie modele reduit (P^) suivant
(P3R)




8a;3i + 23^1 < 0,
12a;3i + 24rz;5i < 19,
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12x31 + 19a;5i < 7,
14a;3i + 18a;5i < 10,
7xsi + 10a;5i < 13,
12a;3i + ll3;5i < 23,
















Xij = 0 ou 1.
La resolution nous donne la solution optimale suivante
Xsi = 2:51 = 0, 3:33 = ^52 = 1.
D'ou Ki = ^ Kj = {6, 5}, Kj = {10, 3}.
Les capacites residuelles deviennent
A? = A^, Ai = ( 28, 28, 17, 33, 48, 23, 35 ), A| = ( 6, 10, 3, 4, 18, 9, 13 ).
Etape 3: S^ = {14, 2}, 6(j = {13, 7, 8, 1, 6, 5}, Sj = {12, 11, 4, 10, 3}.
Le decideur observe la solution. Pas de conflit, on continue.
A? = ^, A| = {9}, A| = {9}.
Faire t = 4 et retourner a 1' etape 2.
Etape 2: Resolution de (P4)




Minimiser ( 672a;g2 + 768a;g3 )
sous
















x^j = 0 ou 1.
La resolution nous donne la solution optimale suivante
a;93 = 0, a;92 = 1.
D'ou Kt = ^ Kt = {9}, Kf = ^.
Les capacites residuelles deviennent
A^ = A^, A^ = ( 16, 18, 1, 15, 31, 13, 22 ), Af = ( 6, 10, 3, 4, 18, 9, 13 ).
Etape 3: S} = {14, 2}, Sj = {13, 7, 8, 1, 6, 5, 9}, Sj = {12, 11, 4, 10, 3}.
Le decideur observe la solution. Pas de conflit, on continue.
Af = <^, A^ = (f), A^ = (f). Ce qui termine la repartition d'apres notre derniere
proposition. L'heuristique a ete completee en 4 iterations.
En conclusion, on a done que Ie secteur de 1'ecole 1 est constitue des zones 2 et 14, Ie
secteur de Pecole 2 est constitue des zones 1, 5, 6, 7, 8, 9 et 13, et que Ie secteur de Pecole
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3 est constitue des zones 3, 4, 10, 11 et 12.
II n'y a aucun depassement au niveau des capacites. De plus les secteurs trouves sont
contigus.
La region geographique est ainsi partagee selon la figure 4.2.
Secteur de I'&ole 1
Secteur de I'&ole 2
Secteur de 1'fcole 3
FIG. 4.2: Resultat de la sectorisation
Remarque La solution donnee sur cet exemple par la methode a portes ouvertes est
exactement la meme que celle donnee par la premiere heuristique. Elle est cependant un






Nous considerons toujours Ie programme lineaire (P). Dans ce chapitre, nous proposons
une methode de resolution de (P) basee sur des techniques de relaxation lagrangienne.
La relaxation lagrangienne est une strategic generale de resolution des programmes ma-
thematiques qui nous permet de decomposer Ie probleme a resoudre pour exploiter leur
structure speciale. Cette approche nous permet d'exploiter les algorithmes existants pour
resoudre les sous-problemes, de developper des bornes sur la valeur optimale de la fonction
objectif et de generer rapidement de tres bonnes solutions non necessairement ralisables.
Cette approche de solution permettra de resoudre (P) a 1'optimum si cela est possible.
Cependant, elle ne garantit pas que les secteurs scolaires obtenus par cette solution soient
contigus. Le fait est que la contigui'te n'a pas ete traitee de fagon explicite dans Ie pro-
gramme (P). Obtenir des secteurs contigus etant Pun des criteres d'accept abilite de toute
solution, nous completerons done cette approche de solution par une procedure de cor-
rection dans Ie but de rendre contigus s'ils ne Ie sont pas les secteurs de notre solution.
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5.1 Resolution du probleme (P)
En utilisant la relaxation lagrangienne, on relaxe dans la fonction objectif les contraintes
sur les capacites normatives (1.3). Soit A = ( A^- ) Ie multiplicateur, avec \kj ^ 0,
associe a (1.3). On obtient Ie probleme relaxe (PR) suivant
m n q q n
min^^^ P,k(dij+\kj)xij + ^^ -^kjmkVkj
i=l j=l k=l k=l j=l
soAu chapitre trois, nous avons introduit dans Ie programme (P) une nouvelle contrainte
(PR)
^Xij = 1, i=l,.....,m,/_^ ^^3
J=l
^Vkj <Nj, j =l,....,n,
A;=l
Xij = 0 ou 1, i=l,....,m, j"=l,....,n,
1, Vkj > 0, entier, k=l,....,g, j=l,....,n.
m n q q n
Posons L(X,Y,\) = ^^^ pzk(dij + ^kj)xij + ^^ -^kjmkVkj la fonction
i=l j=l k=l k=l j=l
de Lagrange. Notons que comme on a elimine la contrainte ( 1.3 ) de la formulation
du probleme lagrangien, la solution du probleme lagrangien peut ne pas etre realisable
pour Ie probleme original. Mais la solution du probleme lagrangien meme si elle n'est pas
realisable pour (P) va fournir une borne inferieure sur la valeur optimale de la fonction
objectif.
Dans ce probleme lagrangien (PR) , aucune contrainte ne relie les variables Xij et ykj .
Nous pouvons done decomposer Ie probleme (Pp) en 2 sous-problemes separes
( voir [1] ), un probleme (P^) avec les variables Xij et un autre (Pj|) avec les variables
















^Vkj <N3, j =l,....,n,
k=l
Vkj ^ 0, entier, ^'=l,....,n, k=l,....,q.
Pour tout choix de A^j, on resoud les deux sous-problemes (P^) et (P^) pour avoir
une solution optimale de (Pp).
Resolution de (P^)
Le programme lineaire (P^) est un probleme d'affectation. Notre seule contrainte est
q
telle que pour toute zone i, il faut trouver une ecole ji qui minimise ^ Pf(d^ + A^-J
k=l
auquel cas on prendra rc^ = 1 et rc^ =0, \/j ^ ji.
Ceci nous permet de reecrire Ie sous-probleme (P^) sous la forme d'un programme









Xij = 0 ou 1, i=l,....,m, j=l,....,n.
q
En remarquant que Pi = ^P^ , on reecrit notre modele sous la forme suivante
A;=l
(Pp)







Xij = 0 ou 1, i=l,....,m, j=l,....,n.
Ce probleme admet la solution optimale triviale X = (xij) definie par




a cause de la separabilite des contraintes.
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Resolution de (Pj|)











Vkj <A^, j = l,....,n,
j =l,....,n, k= l,....,gVkj > 0, entier,
Comme aucune des contraintes ne contient de variables ykj pour plus d'un j, on peut
decomposer Ie sous-probleme (P^) en \j\ = n problemes separes ( voir [1] ). Done
pour j fixe, on va resoudre Ie probleme (P^j) suivant
(^,)







Vkj > 0, entier, />; = 1, ....,q.
Le programme lineaire (P^j) est un probleme classique de sac a dos. II existe des al-
gorithmes pour Ie resoudre. La resolution de chacun de ces (P^,) donne la solution
optimale de (P^). Notons Y = (y^) cette solution optimale.
On a done que ( X , Y ) est une solution optimale de notre probleme lagrangien
(PR) avec Z/( X , V , A ) comme valeur de la fonction objectif.
Si Z* est la valeur optimale du probleme initial (P) , on a
L{X, F, A) < ^*, (5.1)
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A partir de la solution du probleme lagrangien, il reste maintenant a trouver une solution
optimale pour Ie probleme initial (P). Pour cela, nous allons considerer Ie probleme dual
(D) de (Pp) encore appele probleme des multiplicateurs de Lagrange defini par
(D) = max\L(\) ou L(\) = minx ,vL(X, V, A) est la fonction duale.
La resolution du probleme dual (D) servira a ajuster la valeur des multiplicateurs
A = (\kj) dans Ie but d'ameliorer la borne inferieure L(\) de (5.1) et de trouver une
solution au programme lineaire (P).
5.1.1 Methods lagrangienne classique
Elle consiste a resoudre Ie probleme dual (D) en exploitant la concavite de la fonction
duale ( un optimum A de L(\) sera un optimum global ) et une methode de type sous-
gradient. En general, lorsqu'il existe un point-col et que Ie minimum en A = A* est
un optimum de (D), la resolution de (D) permet d'obtenir une solution optimale du pro-
bleme primal (P) ( voir [8] ).
Dans Ie cas ou on n'a pas de point-col ( il y a des sauts de dualite ), la resolution du
probleme dual procure d'une part des solutions approchees de (P) et d'autre part des
minorants de la valeur optimale Z* de (P) ( voir [8] ). Vu Ie fait que la fonction duale
L(\) peut etre non differentiable, nous allons utiliser une procedure basee sur des tech-
niques d'optimisation par Ie sous-g 60 radient pour resoudre Ie probleme dual (D).





Partir d'un point A° ^ 0.




Etape 3: Soit gkj(X,Y) = ^P,kXij - mkVkj , V^", k.
g(X,Y) = [g,,(X,Y)],,
Test d'arret. 3.1- Si Ie vecteur donne par gkj(XP,YP) est un sous-gradient de L
en Ap, c'est a dire si
L(\) - L(\P) ^ [si,i(.y,y"),...,ff<,,^",y")](A - \"),
ou si gkj(XP,YP) = 0, pour tout k et pour tout j,
alors Ie test est verifie. Fin de 1'algorithme.
3.2- Sinon, on fait une mise a jour des multiplicateurs de la fagon suivante:
A^+l = [\P + (9^W^P)]+ ou [oi]+ = maa;(0,o0
et OU Op = |^6y-~^||2 est Ie pas de deplacement a 1'iteration p de la solution
courante \p. On note Zub la borne superieure sur Z*. Prendre
Znb = y"V^^%etO < fip <2.
Retourner a 1'etape 2.
En conclusion, on note que Papplication de 1'algorithme nous donne la solution (X*, Y*)
qui est la solution du probleme (P). Mais rien ne garantit que cette solution va generer
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des secteurs contigus vu que Palgorithme qu'on a applique pour 1'obtenir ne tient pas
compte du critere de contigu'i'te. Nous allons done aborder la derniere phase qui consiste
a corriger cette anomalie de non contiguite si d'aventure les secteurs obtenus ne sont pas
contigus.
5.2 Le probleme de la contigui'te
L'approche de correction de la non contiguite que nous aliens faire dans cette section
est differente de celle presentee dans Ie chapitre 3. En effet au chapitre 3, Ie programme
lineaire considere contenait une contrainte de contigu'ite. Cependant, a cause des pro-
blemes crees par des circuits qui apparaissent dans les arbres hierarchiques d'adjacence
lies aux ecoles, la contrainte de contiguite peut devenir invalide. En d'autres termes, une
solution peut respecter la contrainte de contigu'ite sans pour autant generer des secteurs
contigus. La correction se faisait done au niveau des arbres hierarchiques en brisant les
circuits. Ce qui a pour efFet de nous donner des secteurs contigus a la fin.
Dans ce chapitre, la methode utilisee est differente. On essaie d'obtenir une repartition de
la clientele la meilleure possible sans tenir compte du critere de contigmte. Une fois qu'on
Pa obtenue, si les secteurs ne sont pas contigus, la procedure ci-apres va la rendre contigue.
Idee de la procedure
Considerons un secteur scolaire Sj non contigu, c'est a dire qu'il existe au moins
une zone de Sj qui est isolee. Pour toute zone i isolee, il s'agira de voir dans Ie cadre
d'une redistribution locale de zones s'il est possible de la raccorder a son secteur sans
nuire a la capacite de cette derniere ou s'il faut la reafFecter ailleurs. La procedure doit
done repondre a cette question et ensuite corriger la non contiguite soit en raccordant la
zone i a son secteur et ceci en obligeant autant que possible les zones qui precedent i sur
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Ie plus court chemin la reliant a 1'ecole de son secteur, soit en remplaQant au niveau de
son secteur la zone i par d'autres zones qui sont contigues au secteur Sj.
Posons Nc 1'ensemble des ecoles dont les secteurs sont non contigus, Ij Pensemble des
zones isolees du secteur Sj , Sj3 1'ensemble des zones sur Ie plus court chemin separant
les zones de Ij de la frontiere de Sj pour tout j de Nc . Posons S = Ij U 6^.
Procedure
Etape 1: Retirer les zones de S de leurs secteurs respectifs. Ces zones seront redistribuees
aux secteurs environnants. Aller a etape 2.
Etape 2: On determine pour chaque zone de S un des etats suivants. Chaque zone i de
S est soit
de type a: c'est a dire qu'il existe une unique ecole j telle que la zone i soit contigue
au secteur de 1'ecole j, soit
de type /?: c'est a dire qu'il existe au mains deux ecoles j telles que la zone i soit
contigue au secteur des 2 ecoles ou soit
de type 7: c est a dire que la zone i a ce moment n'est contigue a aucun secteur
exist ant.
On rassemble done les zones de S en ces trois groupes. Aller a 1'etape 3.
Etape 3: Affectation de zones.
3.1- AfFecter chaque zone i de type a au secteur Sj auquel elle est contigue.
Faire Sj := Sj U {%} puis S •= S - {i}.
3.2- AfFecter chaque zone i de type /? au secteur Sj Ie plus proche, parmi ceux
qui la touchent, et qui Pacceptent sans exceder les capacites de 1'ecole j.
Si aucun ne peut 1'accepter sans exceder les capacites de son ecole, 1'assigner a
1 ecole la plus proche en autorisant Ie depassement. Faire Sj := Sj U {i} puis
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S := S - {z}.
Si S / (f), cela suppose que Pensemble S a ce niveau ne contient plus que des
zones de type 7. Retourner a 1'etape 2.
Si S = (j) , FIN on a trouve une repartition avec des secteurs contigus.
Remarque La solution obtenue apres cette procedure donne des secteurs contigus. Ce-
pendant, on peut avoir des depassements de capacite a certains niveaux. Si cela arrive,
la correction se fera en utilisant la procedure de correction de Pheuristique du chapitre 2.
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CONCLUSION
Le but de ce memoire etait de concevoir des algorithmes pour resoudre Ie probleme de
repartition des clienteles scolaires. Nous avons presente quatre methodes de resolution.
Nous avons egalement applique trois de ces methodes sur des exemples precis.
La premiere heuristique a donne des resultats satisfaisants sur les exemples traites. Elle
respecte les exigences du probleme et procure des solutions tres encourageantes tant au
niveau de la forme des secteurs trouves qu'au niveau des moyennes d'etudiants par classe
et qu'au niveau de la capacite physique de chaque ecole.
L'exemple 2 traite en utilisant les trois methodes a permis de constater 1'efficacite de
la premiere heuristique. Sur cet exemple, la solution donnee par cette heuristique est
meilleure que celle donnee par la methode "exacte". Meme au niveau de la forme des
secteurs trouves, la repartition donnee par 1'heuristique est meilleure. La faiblesse de
la methode exacte" est due principalement a la nature de la contrainte de contigui'te
utilisee. Cette contrainte decoule de 1'arbre hierarchique d'adjacence obtenu en ajoutant
des chemins alternatifs a 1'arbre d'adjacence des courts chemins. L'ajout de ces chemins
alternatifs est arbitraire et Ie nombre ajoute peut varier d'une personne a 1'autre. Par
exemple sur Parbre associe a 1'ecole 3, on aurait pu ajouter un chemin alternatif de la
zone 3 a 1 ecole 3 situe dans la zone 12, ce qui augmenterait les possibilites de solutions
realisables.
Pour P heuristique dite a portes ouvertes, elle respecte aussi les exigences du probleme
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et donne de tres bonnes solutions tant au niveau de la forme des secteurs trouves qu'au
niveau des moyennes d'etudiants par classe. Elle ouvre surtout une breche au decideur
qui peut observer et influencer Ie processus vu qu'il connait tres bien son probleme. II
saura done apprecier si la solution lui est acceptable ou non.
Enfin, nous appliquons les techniques de la relaxation lagrangienne a la resolution du
modele (P). Une fois une solution optimale ou approximative trouvee, si elle ne donne
pas des secteurs contigus, nous avons elabore une procedure qu'on utilisera pour la cor-
rection.
Notre etude du probleme de repartition des clienteles scolaires s'est arrete ici. De plus la
codification de deux de ces methodes a permis de realiser des tests multiples qui valident
tres bien les approches de solution.
Nous croyons cependant que les codes faits pour deux de ces methodes demandent
d'autres developpements. Pour Ie code qui genere automatiquement Ie modele (PC),
une importante modification serait d'y inclure les librairies du logiciel Cplex et toutes





A.l Codification de Pheuristique 1
La codification a occupe une place importante dans nos travaux. La necessite de valider
Pheuristique par des tests numeriques a motive ce travail qui nous a permis de faire
plusieurs tests. Le langage utilise est Ie C++.
A. 1.1 Entree des donnees.
Les donnees dont notre programme a besoin sont stockees dans un fichier dans 1'ordre
suivant:
-Ie nombre de zones m,
-Ie nombre d'ecoles n,
-Ie nombre de niveaux dans une ecole q,
-pour chaque zone, les populations etudiantes par zone et par niveau P^,
-les maximums d eleves dans une classe de niveau k m/g,
-les capacites (nombre de locaux dans les ecoles) Nj,
-pour chaque zone et chaque ecole, la distance d'une zone % a 1'ecole j d^-,
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-pour chaque zone, les zones voisines immediates.
A.1.2 Traitement
Notre programme est constitue de multiples fonctions qui traduisent chaque partie
de notre heuristique. Au debut, les donnees etant stockees dans un fichier, Ie code va lire
ces donnees et les stocker dans des tableaux. Automatiquement, et grace aux fonctions
definies dans Ie code, il execute chaque etape dans 1'ordre a savoir
construction des coeurs,
- affectation des zones de Z,
- affectation des zones de B.
Une fois ces trois etapes terminees, une fonction test qui est definie dans Ie code lui
permet de determiner s'il y a eu depassement de capacites a un niveau. S'il n'y en a pas
eu, il a trouve la solution. S'il y a des depassements, il demarre la phase de correction
de ces depassements. D'abord par une premiere phase de correction ( echange de zones
entre secteurs ). Pour cela, une fonction definie dans Ie code lui permet de cibler, pour
chaque secteur deborde, les secteurs voisins dont les capacites des ecoles associees n'ont
pas ete atteintes. Des tests successifs sont faits sur les zones frontieres en vue de decider
des echanges a faire. Les criteres de choix sont indiques dans 1'heuristique. Si les exces
ne sont pas totalement elimines, on complete par la phase de fractionnement de zones.
On ecrit Ie modele de fractionnement que Pon fait resoudre via Ie logiciel Cplex. Ceci
complete Papplication de Fheuristique.
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A.2 Codification qui genere Ie modele (PC)
La taille du programme (PC) croit rapidement avec Ie nombre de zones m, Ie nombre
d'ecoles n et Ie nombre de niveaux q dans les ecoles. II serait done aberrant de vouloir
trailer ceci manuellement. La necessite de generer Ie programme automatiquement par
ordinateur est done incontournable si on veut gagner du temps.
A. 2.1 Entree des donnees
Les donnees sont stockees dans un fichier dans 1'ordre suivant:
-Ie nombre de zones m,
-Ie nombre d'ecoles n,
-Ie nombre de niveaux dans une ecole q,
-pour chaque zone, les populations etudiantes par zone et par niveau P^ ,
-les maximums d'eleves dans une classe de niveau k rrik,
-les capacites (nombre de locaux dans les ecoles) Nj,
-pour chaque zone et chaque ecole, la distance d'une zone i a Pecole j dij,
-pour chaque zone, ces predecesseurs dans Parbre hierarchique d'adjacence associe a
chaque ecole.
A. 2.2 Traitement
Comme precedemment, nous avons definis un ensemble de fonctions dans Ie code et
dont Ie but final est, une fois les donnees lues de les trailer automatiquement et d'afficher
soit en sortie a Pecran ou dans un fichier notre modele sous format industriel.
De fagon interactive, on appelle Ie logiciel Cplex qui va lire ce fichier qui contient Ie
modele et Ie convertir en format LP. L'optimisation suit via ce logiciel.
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