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Abstract
We apply a suitable modification of the functional delta method to statistical functionals
that arise from law-invariant coherent risk measures. To this end we establish differen-
tiability of the statistical functional in a relaxed Hadamard sense, namely with respect
to a suitably chosen norm and in the directions of a specifically chosen “tangent space”.
We show that this notion of quasi-Hadamard differentiability yields both strong laws and
limit theorems for the asymptotic distribution of the plug-in estimators. Our results can
be regarded as a contribution to the statistics and numerics of risk measurement and as a
case study for possible refinements of the functional delta method through fine-tuning the
underlying notion of differentiability
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1. Introduction
Let X be a random variable describing the future profits and losses of a financial position. When
assessing its risk, ρ(X), in terms of a risk measure ρ it is common to estimate ρ(X) by means of
a Monte Carlo procedure or from a sequence of historical data. This problem is well-posed when
ρ is “law-invariant” in the sense that there exists a functional Rρ such that ρ(X) = Rρ(FX) for
FX denoting the distribution function of X . In this case, a natural estimate for ρ(X) is given
by Rρ(F̂n), where F̂n is the empirical distribution function of the given data or another suitable
estimate for FX . In recent years, the statistical properties of the plug-in estimator Rρ(F̂n) and
of the statistical functional Rρ(·) have been the subject of a number of studies. This includes
studies on consistency and robustness [10, 22], elicitability [18, 42], and weak limit theorems
[6, 8, 27]. Here we continue and extend the latter class of studies by suitably adapting the
modified functional delta method from [8] to the case of a general law-invariant coherent risk
measure ρ.
The functional delta method allows to lift a functional weak limit theorem from the level of
the input data to the level of the plug-in estimators; see [36, 29, 14, 17] for early references.
This means in our present context and under suitable technical assumptions that if there are
numbers (rn)n∈N such that rn(F̂n − FX) converges in law to some random variable B◦, then
rn(Rρ(F̂n) − Rρ(FX)) converges in law to the random variable R˙ρ,FX (B◦), where R˙ρ,FX (·) is a
suitable derivative of the statistical functional Rρ at FX . The problem of establishing a weak
limit theorem for the plug-in estimators Rρ(F̂n) is thus reduced to the following two independent
steps:
(a) showing a weak limit theorem for the sequence (F̂n);
(b) proving that Rρ admits the derivative R˙ρ,FX (·).
When carrying out this program it is crucial to fine-tune the notion of differentiability of the
functional Rρ. On the one hand, this notion needs to be sufficiently strong so that in combination
with step (a) it yields the desired weak limit theorem for (Rρ(F̂n))n∈N. On the other hand, the
derivative R˙ρ,FX (·) should exist for a wide class of risk measures ρ and distribution functions
FX , which will only be the case when differentiability is understood in a sufficiently weak sense.
The classical notion used in the literature is Hadamard differentiability, which is stronger than
differentiability in the sense of Gaˆteaux but weaker than Fre´chet differentiability (cf. e.g. [34, 38]).
But, as observed in [8], this notion is still too strong to be applied to some of the most common
law-invariant coherent risk measures ρ. This includes in particular many distortion risk measures
ρg that are defined as follows for concave, nondecreasing distortion functions g : [0, 1] → [0, 1]
satisfying g(0) = 0 and g(1) = 1,
ρg(X) = Rρg(FX) =
ˆ 0
−∞
g(FX(x)) dx−
ˆ ∞
0
(1− g(FX(x)) dx. (1)
Therefore, a relaxed notion of quasi-Hadamard differentiability was proposed in [8]. This notion
differs from classical Hadamard differentiability mainly by taking derivatives only in the directions
of a relatively small “tangent space” equipped with a suitably weighted norm and by relying
on convergence with respect to this weighted norm. In contrast to the existing literature on
tangential Hadamard differentiability in the context of the functional delta method, no single
distribution function will have a finite length w.r.t. the imposed (weighted) norm, meaning that
no single distribution function will belong to the “tangent space”.
In this paper, our goal is to extend the functional delta method based on quasi-Hadamard
differentiability to a general class of law-invariant coherent risk measures. It is known that any
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such risk measure ρ admits the following Kusuoka representation,
ρ(X) = sup
g∈G
ρg(X), (2)
where G is a class of distortion functions and ρg denotes the distortion risk measure (1) for g ∈ G.
The so-called expectiles risk measures are examples for risk measures that are of the form (2)
but not of the form (1); see Example 2.10. The Kusuoka representation (2) will also play an
important role in our formulas for the quasi-Hadamard derivatives of the statistical functionals
Rρ.
By analyzing quasi-Hadamard differentiability of general law-invariant coherent risk measures
we are pursuing two different objectives. On the one hand we are aiming to contribute to the
asymptotic analysis of plug-in estimators in risk measurement, with a view toward statistical
inference, Monte Carlo computation, and optimization. On the other hand, we wish to provide
a case study for possible refinements of the functional delta method through fine-tuning the
underlying notion of differentiability. In this latter respect, the scope of our analysis is not
limited to applications in risk assessment.
Our main results on the quasi-Hadamard differentiability of statistical functionals Rρ will be
given in Theorems 2.4 and 2.7 under two different sets of assumptions. These assumptions will
be illustrated in Sections 2.1 and 2.2 by means of a number of examples. Our applications to
statistical inference are given in Section 3. Specifically, our weak limit theorem for the sequence
of plug-in estimator will be stated in Section 3.1 along with discussions for the cases of indepen-
dent, weakly dependent, or strongly dependent data. In Section 3.2 a strong law of the form
rn(Rρ(F̂n) − Rρ(F0)) → 0 will be stated and discussed. The proofs of our main results are
contained in Section 4. In Appendix A we recall the notion of quasi-Hadamard differentiability
and state some auxiliary results in a general setting. Appendix B contains an auxiliary result on
Skorohod spaces.
2. Main results
Let (Ω,F ,P) be an atomless probability space and denote by Lp(Ω,F ,P) the usual Lp-spaces for
p ∈ [1,∞]. Let X be a subspace of L1(Ω,F ,P) containing L∞(Ω,F ,P). An element X of X will
be interpreted as the P&L of a financial position. As usual (cf. e.g. [3, 16]), we will say that a
map ρ : X → R is a coherent risk measure if it is
• monotone: ρ(X) ≥ ρ(Y ) for all X, Y ∈ X with X ≤ Y ,
• cash-invariant: ρ(X +m) = ρ(X)−m for all X ∈ X and m ∈ R,
• subadditive: ρ(X + Y ) ≤ ρ(X) + ρ(Y ) for all X, Y ∈ X ,
• positively homogenous: ρ(λX) = λ ρ(X) for all X ∈ X and λ ≥ 0.
A coherent risk measure ρ will be called law-invariant if ρ(X) = ρ(Y ) whenever X and Y have
the same law under P.
To give a typical example, let g : [0, 1]→ [0, 1] be a concave distortion function, i.e. a concave
and nondecreasing function with g(0) = 0 and g(1) = 1. The distortion risk measure associated
with g is defined by
ρg(X) :=
ˆ 0
−∞
g(FX(x)) dx−
ˆ ∞
0
(1− g(FX(x))) dx (3)
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for every random variable X ∈ L0(Ω,F ,P) satisfying ´∞
0
g(1− F|X|(x)) dx < ∞, where FX and
F|X| denote the distribution functions of X and |X|, respectively. The set X of all such random
variables forms a linear subspace of L1(Ω,F ,P); this follows from [12, Proposition 9.5] and [16,
Proposition 4.75]. It is known that ρg is a law-invariant coherent risk measure; see, for instance,
[39]. If specifically g(t) = (t/α) ∧ 1 for any fixed α ∈ (0, 1), then we have X = L1(Ω,F ,P) and
ρg is nothing but the Average Value at Risk at level α. The latter is defined by
AV@Rα(X) :=
1
α
ˆ α
0
V@Rs(X) ds, X ∈ L1(Ω,F ,P), (4)
where V@Rs(X) := −F→X (s) is the Value at Risk at level s. Here and elsewhere F←(s) :=
inf{x ∈ R : F (x) ≥ s} and F→(s) := inf{x ∈ R : F (x) > s} denote the left-continuous and the
right-continuous inverses of F at s, respectively.
For any coherent risk measure ρ : X → R we can define a function gρ : [0, 1]→ [0, 1] by
gρ(t) := ρ(−B1,t), t ∈ [0, 1], (5)
where B1,t is a Bernoulli random variable with expectation t. Clearly, gρ is distortion function,
i.e. a nondecreasing function gρ : [0, 1]→ [0, 1] with gρ(0) = 0 and gρ(1) = 1, and we will refer to
gρ as the distortion function associated with ρ. For an alternative representation of gρ see part
(ii) of Theorem 2.2 below.
Distortion risk measures w.r.t. concave distortion functions are known to be building blocks
of general law-invariant coherent risk measures on L∞(Ω,F ,P). This is the so called Kusuoka
representation (cf. [24]). More precisely, there exists some set G of concave distortion functions
such that ρ = supg∈G ρg. Recently, the Kusuoka representation has been extended to law-invariant
coherent risk measures on more general spaces X under the following technical conditions; cf. [6]
or [23].
Assumption 2.1 Let X be a Stonean vector lattice, i.e. X ∧ Y, X ∨ Y ∈ X for all X, Y ∈ X .
Moreover, let ρ be a law-invariant coherent risk measure on X and assume that the following
conditions hold:
(a) limk→∞ ρ(−(X − k)+) = 0 for all nonnegative X ∈ X .
(b) limt↓0 gρ(t) = 0.
Remark 2.8 and Examples 2.9–2.11 below will illustrate Assumption 2.1. The next theorem
deals with the above-mentioned extension of the Kusuoka representation for law-invariant coher-
ent risk measures on general spaces X . Under Assumption 2.1, the representing concave distortion
functions satisfy some additional useful properties.
Theorem 2.2 Suppose that Assumption 2.1 holds. Then we can find some set Gρ of continuous
concave distortion functions such that the following assertions hold:
(i) Gρ is compact w.r.t. the uniform metric.
(ii) gρ = supg∈Gρ g.
(iii) supg∈Gρ g
′(t) ≤ gρ(γt)/(γt) for all γ, t ∈ (0, 1).
(iv) ρ(X) = supg∈Gρ ρg(X) for all X ∈ X .
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(v) For every X ∈ X , the mapping Gρ → R, g 7→ ρg(X) is lower semicontinuous w.r.t. the
uniform metric, and it is even continuous if in addition
´ 0
−∞
gρ(γFX(x)) dx <∞ holds for
some γ ∈ (0, 1).
The proof of Theorem 2.2 can be found in Section 4.1. If ρ is a distortion risk measure associated
with a continuous concave distortion function g, then, of course, gρ = g and Gρ reduces to the
singleton Gρ = {g}.
Now, let φ : R→ [1,∞) be a weight function, i.e. a continuous function that is nondecreasing
on (−∞, 0] and nonincreasing on [0,∞). Let Dφ be the space of all ca`dla`g functions v on R
with ‖v‖φ := ‖vφ‖∞ < ∞, where ‖f‖∞ := supx∈R |f(x)| denotes the sup-norm of a real-valued
function f on R. Let FX be the set of distribution functions of the random variables from
X . For any given F0 ∈ FX , we denote by Dφ,F0 the subspace of all v ∈ Dφ vanishing outside
[F→0 (0), F
←
0 (1)], and by Cφ,F0 the subspace of all functions in Dφ,F0 whose discontinuity points
on (F→0 (0), F
←
0 (1)) are discontinuity points of F0. Both Cφ,F0 and Dφ,F0 will be equipped with
the norm ‖ · ‖φ.
Assumption 2.3 Let ρ be a law-invariant coherent risk measure on X , and gρ the distortion
function associated with ρ as defined in (5). Let F0 ∈ FX , φ be a weight function as above, and
assume that the following conditions holds:
(a) There exists a finite set D(F0)of real numbers such that F0 is continuously differentiable
with strictly positive derivative on (F→0 (0), F
←
0 (1)) \D(F0).
(b)
´ F←
0
(1)
F→
0
(0)
gρ(γF0(x))/(F0(x)φ(x)) dx <∞ for some γ ∈ (0, 1).
Remarks 2.12 and 2.13 below will illustrate Assumption 2.3 (b). When ρ is law-invariant
we may associate with ρ a statistical functional Rρ defined on the class FX of all distribution
functions of elements of X via
Rρ(FX) := ρ(X), X ∈ X . (6)
The following theorem involves the notion of quasi-Hadamard differentiability, which is recalled
in Definition A.1 in the Appendix A. In our specific setting, the roles of V, V0, C0 and V
′ from
Definition A.1 are played by D, Dφ,F0, Cφ,F0 and R, respectively. Here D is the space of all
bounded ca`dla`g functions. That is, quasi-Hadamard differentiability of Rρ at F0 tangentially to
Cφ,F0〈Dφ,F0〉 means that we can find some continuous map R˙ρ,F0 : Cφ,F0 → R such that
lim
n→∞
∣∣∣Rρ(F0 + hnvn)−Rρ(F0)
hn
− R˙ρ,F0(v)
∣∣∣ = 0
holds for every triplet (v, (vn), (hn)) with v ∈ Cφ,F0, (vn) ⊂ Dφ,F0 satisfying ‖vn − v‖φ → 0 and
(F0 + hnvn) ⊂ FX , and (hn) ⊂ (0,∞) satisfying hn → 0.
Theorem 2.4 Suppose that Assumptions 2.1 and 2.3 hold, and let Gρ be given by Theorem 2.2.
Then the functional Rρ defined in (6) is quasi-Hadamard differentiable at F0 tangentially to
Cφ,F0〈Dφ,F0〉 with quasi-Hadamard derivative R˙ρ,F0 given by
R˙ρ,F0(v) := lim
ε↓0
sup
g∈Gρ(F0,ε)
ˆ F←0 (1)
F→
0
(0)
g′(F0(x)) v(x) dx , v ∈ Cφ,F0, (7)
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where Gρ(F0, ε) denotes the set of all g ∈ Gρ satisfying Rρ(F0) − ε ≤ Rg(F0), and g′ stands for
the right-sided derivative of g.
If in addition
´ 0
−∞
gρ(δF0(x)) dx < ∞ holds for some δ ∈ (0, 1), then the set Gρ(F0) of all
g ∈ Gρ satisfying Rρ(F0) = Rg(F0) is nonempty, and the quasi-Hadamard derivative has the
following form
R˙ρ,F0(v) := sup
g∈Gρ(F0)
ˆ F←
0
(1)
F→
0
(0)
g′(F0(x)) v(x) dx , v ∈ Cφ,F0. (8)
The proof of Theorem 2.4 can be found in Section 4.3.
Remark 2.5 Under condition (b) from Assumptions 2.3, we obtain
´ 0
−∞
gρ(δF0(x)) dx <∞ for
some δ ∈ (0, 1) if F0 φ is bounded on (−∞, 0). Indeed, choosing γ ∈ (0, 1) from part (b) of As-
sumptions 2.3, we may conclude with Ho¨lder’s inequality that the function gρ(γF0)1(F→
0
(0)∧0,0) =
((gρ(γF0))/(F0 φ))F0 φ1(F→(0)∧0,0) is integrable w.r.t. the Lebesgue measure on R. ✸
For distortion risk measures ρ = ρg with continuous distortion function g, Theorem 2.4 can
be improved and the assumptions on φ and F0 can be relaxed as follows. In this case we clearly
have gρ = g.
Assumption 2.6 Let ρg : X → R be a distortion risk measure associated with a continuous
concave distortion function g as defined in (3). Moreover, let F0 ∈ FX , φ be a weight function,
and assume that the following conditions holds:
(a) The set of points x ∈ (F→0 (0), F←0 (1)) for which g is not differentiable at F0(x) has Lebesgue
measure zero.
(b) Assumption 2.3 (b) holds for ρ = ρg.
Theorem 2.7 Suppose that Assumption 2.6 holds. Then the functional Rg = Rρg is quasi-
Hadamard differentiable at F0 tangentially to Cφ,F0〈Dφ,F0〉 with quasi-Hadamard derivative R˙g
given by
R˙g(v) :=
ˆ F←
0
(1)
F→
0
(0)
g′(F0(x)) v(x) dx, v ∈ Cφ,F0, (9)
where g′ denotes as before the right-sided derivative of g.
The proof of Theorem 2.7 can be found in Section 4.4. Theorem 2.7 partially generalizes
Theorem 2.2 in [8] where it was assumed that g′ is bounded. On the other hand, in [8] the
distortion function g was not required to be concave.
2.1. Illustration of Assumption 2.1
Remark 2.8 It is worth pointing out that conditions (a)–(b) in Assumption 2.1 are always
fulfilled if one can find a complete norm ‖ · ‖ on the Stonean vector lattice X such that, for every
X, Y,X1, X2, . . . ∈ X , we have ‖X‖ ≤ ‖Y ‖ when |X| ≤ |Y |, and limk→∞ ‖Xk‖ = 0 when Xk ↑ 0
P-a.s. As already discussed in [6, Remark 3.2] this follows from results in [32]. General classes of
random variables meeting these requirements are Lp(Ω,F ,P) equipped with the usual Lp-norm
for p ∈ [1,∞], and, more generally, the Orlicz heart Hψ(Ω,F ,P) equipped with the Luxemburg
norm associated with a continuous Young function ψ; for more details see [6, Remark 3.2]. ✸
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The discussion in the preceding Remark 2.8 shows that every law-invariant coherent risk mea-
sure ρ which is defined on some Lp(Ω,F ,P) for some p ∈ [1,∞], or, more generally, on some
Orlicz heart Hψ(Ω,F ,P) for some continuous Young function ψ, is covered by Theorem 2.4.
Examples are the one-sided pth moment risk measure defined on Lp(Ω,F ,P), p ∈ [1,∞), the
expectiles-based risk measure defined on L2(Ω,F ,P), and the Haezendonck–Goovaerts risk mea-
sure associated with a continuous Young function ψ defined on Hψ(Ω,F ,P). For details see the
following Examples 2.9–2.11 and [6, Examples 3.2–3.4].
Example 2.9 Given a ∈ (0, 1] and p ∈ [1,∞), the one-sided pth moment risk measure is defined
by
ρ(X) := −E[X ] + a‖(X − E[X ])−‖p, X ∈ Lp(Ω,F ,P).
In [15] it has been shown that ρ is a law-invariant coherent risk measure. The associated distortion
function is given by gρ(t) = t+a(1− t)t1/p, t ∈ [0, 1]. Since ρ is defined on Lp(Ω,F ,P), it satisfies
conditions (a)–(b) in Assumption 2.1; cf. Remark 2.8. But by Lemma A.5 in [23] it not a
distortion risk measure for a > 0. ✸
Example 2.10 In [4] it has been pointed out that expectiles, genuinely introduced in [26], may
be viewed as law-invariant coherent risk measures. The expectiles-based risk measure associated
with α ∈ [1/2, 1) is defined by
ρ(X) := argmin
{
(1− α)‖((−X)− x)−‖22 + α‖((−X)− x)+‖22 : x ∈ R
}
, X ∈ L2(Ω,F ,P).
The associated distortion function is given by gρ(t) = (αt)/(1−α+ t(2α− 1)), t ∈ [0, 1]. Since ρ
is defined on L2(Ω,F ,P), it satisfies conditions (a)–(b) in Assumption 2.1; cf. Remark 2.8. The
set Gρ corresponding to the Kusuoka representation of ρ is identified in [11, Theorem 8]. This
result implies in particular that ρ is not a distortion risk measure unless α = 1/2. ✸
Example 2.11 Let ψ be a strictly increasing continuous Young function with ψ(1) = 1. By
Young function we mean a nondecreasing, unbounded, convex function ψ : R+ → R+ with
ψ(0+) = 0. Let X = Hψ(Ω,F ,P) be the Orlicz heart associated with ψ,
Hψ(Ω,F ,P) := {X ∈ L0 : E[ Ψ(c|X|) ] <∞ for all c > 0},
and fix α ∈ (0, 1). It was shown in [19] that for every X ∈ Hψ(Ω,F ,P) and every x ∈ R with
P[X > x] > 0 there exists a unique real number πψα(X, x) > x such that
E
[
ψ
( (X − x)+
πψα (X, x)− x
)]
= 1− α.
Therefore we may uniquely define
ρ(X) := inf {πψα(−X, x) : x ∈ R with P[−X > x] > 0}, X ∈ Hψ(Ω,F ,P).
It is known from [5, 23] that ρ is a law-invariant coherent risk measure, sometimes referred to
as Haezendonck–Goovaerts risk measure associated with ψ and α. For the associated distortion
function we have
gρ(t) ≤ 1 ∧
(
t+
1− t
ψ−1((1− α)/t)
)
for all t ∈ [0, 1], (10)
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where ψ−1 denotes the inverse function of ψ. Since ρ is defined on Hψ(Ω,F ,P), it satisfies
conditions (a)–(b) in Assumption 2.1; cf. Remark 2.8. However, as explained in the Appendix of
[23], ρ is not a distortion risk measure in general. ✸
2.2. Illustration of Assumption 2.3 (b)
Remark 2.12 If −∞ < F→0 (0) and F←0 (1) < ∞, i.e. if dF0 has compact support, then the
integrability condition (b) in Assumption 2.3 is fulfilled for every weight function φ. That is, in
this case we may assume without loss of generality that φ = 1. ✸
Remark 2.13 Assume that −∞ = F→0 (0) and F←0 (1) =∞. If lim supt→0+ gρ(t)/tβ <∞, which
equivalently means that gρ(t) ≤ C tβ , t ∈ [0, 1], for some constants C ∈ (0,∞) and β ∈ (0, 1],
then the integrability condition (b) in Assumption 2.3 is implied by
ˆ ∞
−∞
1
F0(x)1−βφ(x)
dx < ∞. (11)
Conditions (b) in Assumption 2.3 and the integrability condition (11) are even equivalent if in
addition lim inft→0+ gρ(t)/t
β > 0 holds. In particular, for every weight function φ, Assumption
2.3 (b) and (11) are equivalent if limt→0+ gρ(t)/t
β ∈ (0,∞).
(i) For the one-sided pth moment risk measure defined in Example 2.9, with p ∈ [1,∞), we have
limt→0+ gρ(t)/t
1/p ∈ (0,∞). Thus, for every weight function φ, Assumption 2.3 (b) is equivalent
to ˆ ∞
−∞
1
F0(x)(p−1)/p φ(x)
dx < ∞.
(ii) For the expectiles-based risk measure as defined in Example 2.10, with α ∈ [1/2, 1), we
have limt→0+ gρ(t)/t = α/(1−α) ∈ (0,∞). Thus, for every weight function φ, Assumption 2.3 (b)
is equivalent to ˆ ∞
−∞
1
φ(x)
dx < ∞.
(iii) For the Haezendonck–Goovaerts risk measure as defined in Example 2.11, with ψ and
α ∈ (0, 1), we may conclude from (10) that lim supt→0+ gρ(t)/tβ < ∞ for some β ∈ (0, 1] when-
ever lim inft→0+ ψ
−1((1 − α)/t)tβ > 0. The latter condition may be described equivalently by
the condition lim inft→0+ ψ
−1(1/t)tβ > 0, and is satisfied if lim supx→∞ ψ(x)/x
1/β < ∞. Thus,
condition (b) in Assumption 2.3 is satisfied if (11) holds with this choice of β.
(iv) For ρ = AV@Rα defined in (4) we obviously have gρ(t) = g(t) = (t/α) ∧ 1. So we have,
in particular, limt→0+ gρ(t)/t = 1/α ∈ (0,∞). Thus, Assumption 2.3 (b) is satisfied for every
F0 ∈ FL1(Ω,F ,P) if and only if ˆ ∞
−∞
1
φ(x)
dx < ∞.
✸
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3. Application to statistical inference
The quasi-Hadamard derivative R˙ρ,F0 of Rρ evaluated at G − F0 can be seen as a measure for
the sensitivity of a sequence of plug-in estimators for Rρ(F0) w.r.t. a contamination F0,h :=
(1− h)F0 + hG of F0 (with h small) for some given distribution function G; cf. the discussion in
Section 5 of [21]. It also facilitates the derivation of weak and strong limit theorems for plug-in
estimators of Rρ(F0), and establishing such limit theorems will be our goal in this section. For
any given F0 ∈ FX , we equip Dφ,F0 with the trace σ-algebra Dφ,F0 := D∩Dφ,F0 , where D denotes
the σ-algebra generated by the coordinate projections on the space D of all bounded ca`dla`g
functions on R. Notice that Dφ,F0 coincides with the ball σ-algebra on (Dφ,F0, ‖ · ‖φ). This fact
may be obtained for φ = 1 following [28, Problem IV.2.2]. For general φ, one uses that Dφ,F0 and
D
1,F0 are isometrically isomorphic for their respective norms. As a consequence, any ‖ · ‖φ-closed
and separable subset of Dφ,F0 belongs to Dφ,F0; see [38, hint for Problem 1.7.4]. Convergence in
distribution will be understood in the sense of [28, 35].
3.1. Asymptotic distributions of plug-in estimators
The quasi-Hadamard differentiability established in Theorems 2.4 and 2.7 provides a very general
device to determine asymptotic distributions of plug-in estimators of law-invariant coherent risk
measures. Recall that the probability space (Ω,F ,P) was assumed to be atomless.
Theorem 3.1 Suppose that Assumptions 2.1 and 2.3 hold, or that Assumption 2.6 holds. Let
F̂n : Ω→ D be a map for every n ∈ N, and assume that the following conditions hold:
(a) F̂n takes values only in FX and is (F ,D) measurable, n ∈ N.
(b) F̂n − F0 takes values only in Dφ,F0, n ∈ N.
(c) There are some random element B◦ of (Dφ,F0,Dφ,F0) as well as some ‖ · ‖φ-separable and
Dφ,F0-measurable subset C ⊂ Cφ,F0 with P[B◦ ∈ C] = 1, and a nondecreasing sequence
(rn) ⊂ (0,∞) with rn ↑ ∞, such that
rn(F̂n − F0) d−→ B◦ in (Dφ,F0,Dφ,F0, ‖ · ‖φ). (12)
Then
rn(Rρ(F̂n)−Rρ(F0)) d−→ R˙ρ,F0(B◦) in (R,B(R)), (13)
with R˙ρ,F0 defined as in (7). If in addition
´ 0
−∞
gρ(δF0(x)) dx < ∞ holds for some δ ∈ (0, 1)
(which, e.g., is the case if the restriction of F0 φ to (−∞, 0) is bounded), then R˙ρ,F0 is as in (8).
Proof First of all we note that F̂n − F0 is (F ,Dφ,F0)-measurable, because we assumed that F̂n
is (F ,D)-measurable, F̂n − F0 ∈ Dφ,F0 and Dφ,F0 = D ∩ Dφ,F0. In particular, rn(F̂n − F0) is a
random element of (Dφ,F0,Dφ,F0).
If Assumptions 2.1 and 2.3 are satisfied, then Theorem 2.4 yields that Rρ is quasi-Hadamard
differentiable at F0 tangentially to Cφ,F0〈Dφ,F0〉. If Assumption 2.6 holds, then ρ is a distortion
risk measure and we can apply Theorem 2.7 to obtain the same conclusion as before. In particular,
in both cases Rρ is quasi-Hadamard differentiable at F0 tangentially to C〈Dφ,F0〉. So the claim
of Theorem 3.1 would follow from the Modified Functional Delta-Method given in [8, Theorem
4.1] if we can show that condition (c) in Theorem 4.1 in [8] holds. The latter condition requires
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that ω′ 7→ Rρ(W (ω′) + F0) is (F ′,B(R))-measurable whenever W is a measurable map from
some measurable space (Ω′,F ′) to (Dφ,F0,Dφ,F0) such that W (ω′)+F0 ∈ FX for all ω′ ∈ Ω′. This
condition ensures in particular that left-hand side in (13) is a real-valued random variable.
Since W is (F ′,Dφ,F0)-measurable and Dφ,F0 is the projection σ-field, we obtain in particular
(F ′,B(R))-measurability of ω′ 7→ W (x, ω′) for every x ∈ R. Since x 7→ W (x, ω′) is right-
continuous for every ω′, the mapping (x, ω′) 7→ W (x, ω′) is B(R)⊗F -measurable. In particular,
the same is true for the mapping (x, ω′) 7→W (x, ω′) + F0(x). In view of
Rg(F ) =
ˆ 0
−∞
g(F (x)) dx−
ˆ ∞
0
(1− g(F (x))dx for all F ∈ FX , g ∈ Gρ,
we may conclude from Fubini’s theorem that the mapping ω 7→ Rg(W (ω′) + F0) is (F ′,B(R))-
measurable for every g ∈ Gρ. Moreover, for any F ∈ FX , the mapping g 7→ Rg(F ) on Gρ is lower
semicontinuous w.r.t. the uniform metric by Theorem 2.2 (v). Recalling compactness of Gρ, there
is some countable subset G0 ⊂ Gρ such that Rρ(F ) = supg∈G0 Rg(F ) holds for every F ∈ FX .
Hence, the mapping ω′ 7→ Rρ(W (ω′) + F0) is (F ′,B(R))-measurable. This completes the proof.
✷
Remark 3.2 The preceding theorem is related as follows to previously obtained results in the
literature. In the special case of a distortion risk measure associated with a (possibly nonconcave)
distortion function g whose right-sided derivative g′ is bounded, the result of Theorem 3.1 also
follows from Theorem 2.5 in [8]. When, on the other hand, ρ is a general law-invariant coherent
risk measure and F̂n are the empirical distribution functions of a strongly mixing stationary
sequences of random variables with exponential decay of the mixing coefficients, the asymptotic
distributions of plug-in estimators have been derived in Theorems 3.1 and 4.1 in [6] under certain
integrability conditions. ✸
Notice that the subset C0,φ,F0 ⊂ Cφ,F0 of all functions v ∈ Cφ,F0 satisfying limx→±∞ v(x) = 0 is
‖·‖φ-separable and Dφ,F0-measurable, as required by condition (c) in Theorem 3.1. For details see
Corollary B.4 in the Appendix B. Of course, we have C0,φ,F0 = Cφ,F0 when limx→±∞ φ(x) = ∞.
The following Examples 3.3–3.5 illustrate condition (c) of Theorem 3.1, where F̂n will always
be the empirical distribution function F̂n :=
1
n
∑n
i=1 1[Xi,∞) of the first n variables of a sequence
X1, X2, . . . of identically distributed random variables on some probability space (Ω,F ,P).
Example 3.3 (Independent data) Assume that X1, X2, . . . are i.i.d. with distribution function
F0, and let φ be a weight function. If
´
φ2dF0 < ∞, then Theorem 6.2.1 in [35] shows that for
the empirical distribution function F̂n of X1, . . . , Xn
√
n(F̂n − F0) d−→ B◦F0 (in (Dφ,F0,Dφ,F0, ‖ · ‖φ)),
where B◦F0 is an F0-Brownian bridge, i.e. a centered Gaussian process with covariance function
Γ(y0, y1) = F0(y0 ∧ y1)(1 − F0(y0 ∨ y1)). Notice that B◦F0 jumps where F0 jumps, and that
limx→±∞B
◦
F0
(x) = 0. Thus, B◦F0 takes values only in the ‖ · ‖φ-separable and Dφ,F0-measurable
subset C0,φ,F0 of Cφ,F0. ✸
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Example 3.4 (Weakly dependent data) Let (Xi) be strictly stationary and α-mixing with mixing
coefficients satisfying α(n) = O(n−θ) for some θ > 1 +√2. Let F0 be the distribution function
of the Xi, let λ ≥ 0, and set φλ(x) := (1 + |x|)λ. If F0 is continuous and has a finite γ-moment
for some γ > 2θλ/(θ − 1), then it can easily be deduced from Theorem 2.2 in [33] that for the
empirical distribution function F̂n of X1, . . . , Xn
√
n(F̂n − F0) d−→ B˜◦F0 (in (Dφλ,F0,Dφλ,F0, ‖ · ‖φλ))
with B˜◦F a continuous centered Gaussian process with covariance function Γ(y0, y1) = F0(y0 ∧
y1)(1 − F0(y0 ∨ y1)) +
∑1
i=0
∑∞
k=2Cov(1{X1≤yi},1{Xk≤y1−i}). See also [8, Section 3.3]. Notice
that B◦F0 takes values only in the ‖ · ‖φ-separable and Dφ,F0-measurable subset of all continuous
functions within Dφ,F0. Also notice that under some mild regularity conditions, strictly stationary
GARCH(p, q) processes are α-mixing with α(n) ≤ c ̺n, n ∈ N, for some constants c > 0 and
̺ ∈ (0, 1); cf. [25]. Thus, these GARCH processes always satisfy the above mentioned assumption
on (α(n)). If (Xi) is even β- or ρ-mixing, then the above mixing condition can be relaxed; cf.
[2, 33]. ✸
Example 3.5 (Strongly dependent data) Consider the linear process Xt :=
∑∞
s=0 asεt−s, t ∈ N,
where (εi)i∈Z are i.i.d. random variables on some probability space (Ω,F ,P) with zero mean and
finite variance, and the coefficients as satisfy
∑∞
s=0 a
2
s < ∞. Then X1, X2, . . . are identically
distributed L2(Ω,F ,P) random variables. Further, let λ ≥ 0 and assume that the following
assertions hold:
(i) as = s
−β ℓ(s), s ∈ N, where β ∈ (1
2
, 1) and ℓ is slowly varying at infinity.
(ii) E[|ε0|2+2λ] <∞.
(iii) The distribution function G of ε0 is twice differentiable and satisfies the integrability con-
dition
∑2
j=1
´ |G(j)(x)|2φ2λ(x) dx <∞.
Under these conditions the covariances Cov(X1, Xt) are not summable over t ∈ N and thus the
process exhibits strong dependence (long-memory). For instance, the infinite moving average
representation of an ARFIMA(p, d, q) process with fractional difference parameter d ∈ (0, 1/2)
satisfies assumption (a) with β = 1 − d; see, for instance, [20, Section 3]. It is shown in [7,
Theorem 2.1] that for the distribution function F0 of the Xi, the empirical distribution function
F̂n of X1, . . . , Xn and φλ(x) := (1 + |x|)λ
nβ−1/2 ℓ(n)−1(F̂n(·)− F0(·)) d−→ c1,β f0(·)Z (in (Dφλ,F0,Dφλ,F0, ‖ · ‖φλ)),
where f0 is the Lebesgue density of F0, Z is a standard normally distributed random variable,
and c1,β := {E[ε20](1 − (β − 12))(1− (2β − 1))/(
´∞
0
(x + x2)−βdx)}1/2. Notice that condition (iii)
ensures that the distribution function F0 of X1 is differentiable with derivative f0 ∈ Dφλ ; cf.
inequality (30) in [40] with n = ∞, κ = 1 and γ = 2λ. Also notice that the limiting process
c1,βf0(·)Z takes values only in the ‖ · ‖φ-separable and Dφ,F0-measurable subset of all continuous
functions within Dφ,F0. ✸
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3.2. Strong laws for plug-in estimators
The following theorem generalizes the result of Section 3.2 in [41].
Theorem 3.6 Suppose that Assumptions 2.1 and 2.3 hold, or that Assumption 2.6 holds. Let
(Ω,F ,P) be a probability space, F̂n : Ω → D be a map for every n ∈ N, and assume that the
following conditions hold:
(a) F̂n takes values only in FX and is (F ,D) measurable, n ∈ N.
(b) F̂n − F0 takes values only in Dφ,F0, n ∈ N.
(c) There is some nondecreasing sequence (rn) ⊂ (0,∞) such that
rn‖F̂n − F0‖φ −→ 0 P-a.s. (14)
Then
rn(Rρ(F̂n)−Rρ(F0)) −→ 0 P-a.s. (15)
Proof Notice that all involved expressions are measurable; cf. the proof of Theorem 3.1. As-
sumptions 2.1 and 2.3 (or Assumption 2.6) and Theorem 2.4 ensure that Rρ is quasi-Hadamard
differentiable at F0 tangentially to Cφ,F0〈Dφ,F0〉. By Lemma A.5, we may conclude that Rρ is also
quasi-Lipschitz continuous at F0 along Dφ,F0 in the sense of Definition A.3. Thus, (14) obviously
implies (15). ✷
The following Examples 3.7–3.8 illustrate condition (c) of Theorem 3.6, where F̂n will always
be the empirical distribution function F̂n :=
1
n
∑n
i=1 1[Xi,∞) of the first n variables of a sequence
X1, X2, . . . of identically distributed random variables on some probability space (Ω,F ,P).
Example 3.7 (Independent data) Assume that X1, X2, . . . are i.i.d. with distribution function
F0. Let φ be any weight function, and r ∈ [0, 12). If the sequence (Xi) is i.i.d. and
´
φ1/(1−r)dF <
∞, then (14) holds for rn = nr. This is an immediate consequence of Theorem 7.3 in [1]; cf.
Theorem 2.1 in [41]. ✸
Example 3.8 (Weakly dependent data) Suppose that
´
φ dF <∞. Further suppose that (Xi) is
α-mixing with mixing coefficients α(n), let α(t) := α(⌊t⌋) be the ca`dla`g extension of α(·) from N
to R+, and assume that
´ 1
0
log (1+α→(s/2))G→(s) ds <∞ for G := 1−G, where G denotes the
df of φ(X1) and G
→ the right-continuous inverse of G. It was shown in [41, Theorem 2.3] that,
under the imposed assumptions, (14) holds for rn = 1. Notice that the integrability condition
above holds in particular if E[φ(X1) log
+ φ(X1)] < ∞ and α(n) = O(n−ϑ) for some arbitrarily
small ϑ > 0; cf. [30, Application 5, p. 924].
Suppose that the sequence (Xi) is α-mixing with mixing coefficients α(n). Let r ∈ [0, 12) and
assume that α(n) ≤ Kn−ϑ for all n ∈ N and some constants K > 0 and ϑ > 2r. Then (14) holds
for φ ≡ 1 and rn = nr; cf. [41, Theorem 2.2]. ✸
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4. Proofs
4.1. Proof of Theorem 2.2
Assertions (i), (ii) and (iv) are known from Proposition 5.1 in [6]; see also independent proof
of (ii) and (iv) in [23]. Moreover it follows from the last calculation in Section 4.3 of [23] that
|g(s)− g(t)| ≤ gρ(|s − t|) for every g ∈ Gρ and s, t ∈ [0, 1]. This implies assertion (iii), because
all elements of Gρ are concave. Thus it remains to show assertion (v).
For this purpose, let (gk) denote any sequence in Gρ which converges to some g ∈ Gρ w.r.t. the
uniform metric, in particular gk(F0(x))→ g(F0(x)) and therefore also 1−gk(F0(x))→ 1−gF0(x)
for every x ∈ R. Then by Fatou’s lemma
lim inf
k→∞
ˆ 0
−∞
gk(F0(x)) dx ≥
ˆ 0
−∞
g(F0(x)) dx. (16)
Furthermore, for any x > F←0 (1/2)
+, concavity of gk along with (iii) implies
1− gk(F0(x)) ≤ (1− F0(x))g′k(F0(x)) ≤ (1− F0(x))g′k(1/2) ≤ (1− F0(x)) 4 gρ(1/4).
This means
|(1− gk(F0))1[0,∞)| ≤ (1− gk(F0))1[0,F←
0
(1/2)+ ] + 4gρ(1/4)(1− F0)1(F←
0
(1/2)+,∞) (17)
Recall that F0 is the distribution function of some P-integrable random variable so that
´∞
0
(1−
F0(x)) dx < ∞. Since in addition (1 − gk(F0))1[0,F←
0
(1/2)+] is bounded, it follows that the right-
hand side of (17) is integrable w.r.t. the Lebesgue measure on R. Hence in view of (17), the
application of the Dominated Convergence Theorem yields
lim
k→∞
ˆ ∞
0
(1− gk(F0(x))) dx =
ˆ ∞
0
(1− g(F0(x))) dx. (18)
Combining (16) and (18), we may conclude lim infk→∞Rgk(F0) ≥ Rg(F0).
Let us now suppose that in addition
´ 0
−∞
gρ(γF0(x)) dx < ∞ holds for some γ ∈ (0, 1). By
concavity of gk along with (ii), we obtain for x < 0
gk(x) ≤ gk(γF0(x))
γ
≤ gρ(γF0(x))
γ
.
Then we may have limk→∞
´ 0
−∞
gk(F0(x)) dx =
´ 0
−∞
g(F0(x)) dx by the Dominated Convergence
Theorem. Due to (18), this implies limk→∞Rgk(F0) = Rg(F0), completing the proof.
4.2. Auxiliary lemma
Lemma 4.1 Under the Assumptions 2.1 and 2.3, the following assertions hold:
(i) For every v ∈ Cφ,F0, the mapping Gρ → R, g 7→
´ F←(1)
F→(0)
g′(F (x)) v(x) dx is continuous w.r.t.
the uniform metric on Gρ.
(ii) The mapping Dφ,F0 → ℓ∞(Gρ), v 7→ (
´ F←
0
(1)
F→
0
(0)
g′(F0(x)) v(x) dx)g∈Gρ is continuous w.r.t. ‖·‖φ,
where ℓ∞(Gρ) is the space of all bounded real-valued functions on Gρ equipped with the sup-
norm.
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Proof We will first prove assertion (i). Let (gk) be any sequence in Gρ which converges to some
g ∈ Gρ w.r.t. the uniform metric. In view of the Dominated Convergence Theorem, it suffices to
show 1) that g′k(F0(x)) v(x) converges to g
′
k(F0(x)) v(x) for Lebesgue a.e. x ∈ (F→0 (0), F←0 (1)),
and 2) that there is some Lebesgue integrable majorant for the sequence (g′k(F0(·)) v(·)).
To verify condition 1), let us first fix any t ∈ (0, 1). Then, on the one hand, we may find for
every ε > 0 some δ ∈ (0, 1− t) such that
g′(t)− ε < g(t+ δ)− g(t)
δ
= lim inf
k→∞
gk(t + δ)− gk(t)
δ
≤ lim inf
k→∞
g′k(t),
which means that
g′(t) ≤ lim inf
k→∞
g′k(t). (19)
On the other hand, we have for every δ ∈ (0, t)
lim sup
k→∞
g′k(t) ≤ lim sup
k→∞
gk(t)− gk(t− δ)
δ
=
g(t)− g(t− δ)
δ
.
This implies
lim sup
k→∞
g′k(t) ≤ lim
δ→0+
g(t)− g(t− δ)
δ
= g′−(t), (20)
where g′−(t) denotes the left-sided derivative of g at t. Combining (19) and (20), we obtain
g′(F0(x)) = lim
k→∞
g′k(F0(x)) for all x ∈ R \ A, (21)
where A denotes the set consisting of all x ∈ (F→0 (0), F←0 (1)) for which g′−(F0(x)) differs from
g′(F0(x)). Notice that A is at most countable due to monotonicity of the left- and the right-sided
derivative functions of g. Since by assumption F0 is strictly increasing on (F
→(0), F←(1)), this
implies g′(F0(x)) = limk g
′
k(F0(x)) for all but countably many x in (F
→(0), F←(1)).
To verify condition 2), let γ ∈ (0, 1) be as in the integrability condition (b) from Assumption
2.3. Then, in view of assertion (iii) from Theorem 2.2, we may conclude
sup
k∈N
|g′k(F0(x))v(x)| ≤
supk∈N |g′k(F0(x))| ‖v‖φ
φ(x)
≤ gρ(γF0(x))
F0(x)φ(x)
‖v‖φ
γ
(22)
for every x ∈ (F→0 (0), F←0 (1)). The integrability condition (b) from Assumption 2.3 ensures that
the right-hand side in (22) is Lebesgue integrable over (F→(0), F←(1)).
Now, we will prove assertion (ii). Let (vk) be any sequence in Dφ,F0 which converges to some
v ∈ Dφ,F0 w.r.t. ‖ · ‖φ. We clearly have
sup
g∈Gρ
∣∣∣ ˆ F←0 (1)
F→
0
(0)
g′(F (x)) vk(x) dx−
ˆ F←0 (1)
F→
0
(0)
g′(F0(x)) v(x) dx
∣∣∣
≤
ˆ F←
0
(1)
F→
0
(0)
sup
g∈Gρ
g′(F (x))|vk(x)− v(x)| dx
≤
ˆ F←
0
(1)
F→
0
(0)
gρ(γF (x))
γF (x)φ(x)
dx ‖vk − v‖φ,
and the integrability condition (b) from Assumption 2.3 ensures that the latter expression con-
verges to 0 as k →∞. The proof is now complete. ✷
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4.3. Proof of Theorem 2.4
The statistical functional Rρ : FX → R can be represented as composition
Rρ = Sρ ◦ Tρ
with Tρ : FX → ℓ∞(Gρ) and Sρ : ℓ∞(Gρ)→ R given by
Tρ(F ) := (Rg(F ))g∈Gρ
and
Sρ((xg)g∈Gρ) := sup
g∈Gρ
xg,
respectively, where ℓ∞(Gρ) is the space of all bounded real-valued functions on Gρ equipped
with the sup-norm. In the following we will show that the functional Tρ is quasi-Hadamard
differentiable at F0 tangentially to Dφ,F0〈Dφ,F0〉 with quasi-Hadamard derivative T˙ρ,F0 given by
T˙ρ,F0(v) :=
(ˆ F←0 (1)
F→
0
(0)
g′(F0(x)) v(x) dx
)
g∈Gρ
, v ∈ Cφ,F0. (23)
This is sufficient for the proof of Theorem 2.4. Indeed, it is known from [31, Proposition 1] that
the mapping Sρ is Hadamard differentiable at every (xg)g∈Gρ (tangentially to the whole space
ℓ∞(Gρ)) with (possibly nolinear) Hadamard derivative S˙ρ,(xg)g∈Gρ given by
S˙ρ,(xg)g∈Gρ ((wg)g∈Gρ) := limε↓0 supg∈Gρ((xg)g∈Gρ ,ε)
wg, (wg)g∈Gρ ∈ ℓ∞(Gρ),
where Gρ((xg)g∈Gρ , ε) denotes the set of all g ∈ Gρ satisfying suph∈Gρ xh − ε ≤ xg. Moreover,
the restriction of F0 to (F
→
0 (0), F
←
0 (1)) is injective by assumption. Therefore, in view of (i) in
Theorem 2.2, we obtain for v ∈ Cφ,F0
S˙ρ,(Rg(F0))g∈Gρ
((ˆ F←
0
(1)
F→
0
(0)
g′(F0(x))v(x) dx
)
g∈Gρ
)
= lim
ε↓0
sup
g∈Gρ(F0,ε)
ˆ F←
0
(1)
F→
0
(0)
g′(F0(x))v(x) dx
If in addition
´ 0
−∞
gρ(δF0(x)) dx < ∞ holds for some δ ∈ (0, 1), then by parts (i) and (v) of
Theorem 2.2, the set Gρ(F0) is nonempty, and
S˙ρ,(Rg(F0))g∈Gρ
((ˆ F←
0
(1)
F→
0
(0)
g′(F0(x))v(x) dx
)
g∈Gρ
)
= sup
g∈Gρ(F0)
ˆ F←
0
(1)
F→
0
(0)
g′(F0(x))v(x) dx
for every v ∈ Cφ,F0. Hence the full claim of Theorem 2.4 follows from the chain rule in Lemma
A.2.
We are now going to establish the above mentioned quasi-Hadamard differentiability of Tρ.
First of all notice that the map T˙ρ,F0 defined in (23) is continuous w.r.t. ‖ · ‖φ by part (ii)
of Lemma 4.1. Now, let (v, (vn), (hn)) be a triplet with v ∈ Cφ,F0, (vn) ⊂ Dφ,F0 satisfying
‖vn − v‖φ → 0 and (F0 + hnvn) ⊂ FX , and (hn) ⊂ (0,∞) satisfying hn → 0. We have to show
that
lim
n→∞
∥∥∥Tρ(F0 + hnvn)− Tρ(F0)
hn
− T˙ρ,F0(v)
∥∥∥
∞
= 0,
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that is,
lim
n→∞
sup
g∈Gρ
∣∣∣Rg(F0 + hnvn)−Rg(F0)
hn
−
ˆ F←
0
(1)
F→
0
(0)
g′(F0(x)) v(x) dx
∣∣∣ = 0 (24)
or, in other words,
lim
n→∞
sup
g∈Gρ
∣∣∣ ˆ F←0 (1)
F→
0
(0)
g((F0 + hnvn)(x))− g(F0(x))
hn
dx−
ˆ F←
0
(1)
F→
0
(0)
g′(F0(x)) v(x) dx
∣∣∣ = 0. (25)
By Assumption 2.3 (b), there exist r ∈ N0 and F→0 (0) =: a0 < a1 < · · · < ar+1 := F←0 (1)
such that for every i = 1, . . . , r the restriction F0|(ai−1,ai) of F0 to (ai−1, ai) is continuously
differentiable with strictly positive derivative. For every i = 0, . . . , r, we consider the extension
F0,i := F01[ai,ai+1) + 1[ai+1,∞) of F0|(ai,ai+1) from (ai, ai+1) to R. This extension F0,i is contained
in FX . Indeed, if X0 is any random variable from X with distribution function F0, then X0,i :=
ai∨(X0∧ai+1) belongs to X (recall that X is a Stonean vector lattice) and F0,i is the distribution
function of X0,i. Further, for every g ∈ Gρ we have that∣∣∣ ˆ F←0 (1)
F→
0
(0)
g((F0 + hnvn)(x))− g(F0(x))
hn
dx−
ˆ F←
0
(1)
F→
0
(0)
g′(F0(x)) v(x) dx
∣∣∣
≤
r∑
i=0
∣∣∣ ˆ F←0,i(1)
F→
0,i(0)
g((F0,i + hnvn,i)(x))− g(F0,i(x))
hn
dx−
ˆ F←
0,i(1)
F→
0,i(0)
g′(F0,i(x)) vi(x) dx
∣∣∣,
with vn,i := vn1[ai,ai+1) and vi := v1[ai,ai+1). Thus, for (25) it suffices to show that
lim
n→∞
sup
g∈Gρ
∣∣∣ ˆ F←0,i(1)
F→
0,i(0)
g((F0,i + hnvn,i)(x))− g(F0,i(x))
hn
dx−
ˆ F←
0,i(1)
F→
0,i(0)
g′(F0,i(x)) v(x) dx
∣∣∣ = 0
for every i = 1, . . . , r. So, since vn,i ∈ Dφ,F0,i, vi ∈ Cφ,F0,i, and the restriction of F0,i to
(F→0,i(0), F
←
0,i(1)) is continuously differentiable with strictly positive derivative, we may without
loss of generality restrict ourselves to the case r = 0. In the remainder of the proof we will show
(25) for r = 0.
Let (tk) be any sequence in (0, 1/2) with tk ↓ 0. Moreover, let the map gk : [0, 1] → [0, 1] be
defined by
gk(t) :=
ˆ t
0
1[tk ,1−tk](s) g
′(s) ds, t ∈ [0, 1], (26)
and notice that g(t) = limk→∞ gk(t) for every t ∈ [0, 1]. Then, if we set
an(g) :=
ˆ F←0 (1)
F→
0
(0)
g((F0 + hnvn)(x))− g(F0(x))
hn
dx, (27)
an,k(g) :=
ˆ F←
0
(1)
F→
0
(0)
gk((F0 + hnvn)(x))− gk(F0(x))
hn
dx (28)
and
b(g) :=
ˆ F←
0
(1)
F→
0
(0)
g′(F0(x)) v(x) dx, (29)
bk(g) :=
ˆ F←
0
(1)
F→
0
(0)
g′(F0(x)) v(x)1[tk,1−tk](F0(x)) dx. (30)
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Of course, (25) follow if we can show that
lim
k→∞
lim sup
n→∞
sup
g∈Gρ
|an(g)− an,k(g)| = 0, (31)
lim
n→∞
sup
g∈Gρ
|an,k(g)− bk(g)| = 0 for all k ∈ N, (32)
lim
k→∞
sup
g∈Gρ
|bk(g)− b(g)| = 0. (33)
We will now verify in Steps 1–3 that (31)–(33) hold true.
Step 1. We first show (33). We clearly have
sup
g∈Gρ
|bk(g)− b(g)| ≤
ˆ F←
0
(1)
F→
0
(0)
sup
g∈Gρ
g′(F0(x)) |v(x)| 1(0,tk)∪(1−tk ,1)(F0(x)) dx,
and the latter integrand converges to zero as k →∞ for every x ∈ (F→0 (0), F←0 (1)). By part (iii)
of Theorem 2.2 we also have
sup
g∈Gρ
g′(F0(x)) |v(x)| 1(0,tk)∪(1−tk ,1)(F0(x)) ≤
gρ(γ˜F0(x))
γ˜F0(x)
|v(x)| ≤ gρ(γ˜F0(x))
γ˜F0(x)φ(x)
‖v‖φ
for every x ∈ (F→0 (0), F←0 (1)) and all γ˜ ∈ (0, 1), and so the integrability condition (b) in As-
sumption 2.3 ensures that we may apply the Dominated Convergence Theorem to obtain (33).
Step 2. We next show (32). According to Lemma A.1 in [6] we have
an,k(g) =
ˆ F←
0
(1)
F→
0
(0)
gk((F0 + hnvn)(x))− gk(F0(x))
hn
dx
=
ˆ 1
0
(F0 + hnvn)
←(t)− F←0 (t)
hn
dgk(t)
=
ˆ 1
0
(F0 + hnvn)
←(s)− F←0 (s)
hn
1[tk ,1−tk](t) g
′(t) dt.
By a change-of-variable t := F0(x) and Assumption 2.3 (a), we also have
bk(g) =
ˆ F←
0
(1)
F→
0
(0)
g′(F0(x)) v(x)1[tk,1−tk](F0(x)) dx
=
ˆ 1
0
g′(t) v(F←0 (t))1[tk,1−tk](t)
1
F ′0(F
←
0 (t))
dt.
Thus, using part (iii) of Theorem 2.2, we have
sup
g∈Gρ
|an,k(g)− bk(g)|
≤ sup
g∈Gρ
ˆ 1
0
∣∣∣(F0 + hnvn)←(t)− F←0 (t)
hn
− v(F
←
0 (t))
F ′0(F
←
0 (t))
∣∣∣1[tk ,1−tk](t) g′(t) dt
≤ sup
t∈[tk ,1−tk]
∣∣∣(F0 + hnvn)←(t)− F←0 (t)
hn
− v(F
←
0 (t))
F ′0(F
←
0 (t))
∣∣∣ ˆ 1−tk
tk
sup
g∈Gρ
g′(t) dt
≤ Ck sup
t∈[tk ,1−tk]
∣∣∣(F0 + hnvn)←(t)− F←0 (t)
hn
− v(F
←
0 (t))
F ′0(F
←
0 (t))
∣∣∣
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for Ck :=
´ 1−tk
tk
gρ(γ˜t)
γ˜t
dt <∞. Now, part (i) of Lemma 21.4 in [37] yields that the latter expression
converges to zero as n→∞ for every fixed k ∈ N.
Step 3. Finally we will show (31). Let In(x) denote the closed interval with boundary points
F0(x) and (F0 + hnvn)(x). Then we have
lim sup
n→∞
sup
g∈Gρ
|an(g)− an,k(g)|
≤ lim sup
n→∞
ˆ
1(F→
0
(0),F←
0
(1))(x) sup
g∈Gρ
ˆ
In(x)
1[0,tk]∪[1−tk,1](s) g
′(s)
hn
ds dx. (34)
Notice that the integrand of the dx-integral, i.e.
Gn,k(x) := 1(F→
0
(0),F←
0
(1))(x) sup
g∈Gρ
ˆ
In(x)
1[0,tk ]∪[1−tk,1](s) g
′(s)
hn
ds, x ∈ R, (35)
is clearly nonnegative, and measurable w.r.t. the Borel σ-algebra B(R) because its restriction
to R \ Dn (with Dn the set of discontinuity points of vn) is lower semi-continuous w.r.t. the
relative topology. In Step 4 below we will show that the integrand Gn,k is bounded above by the
nonnegative and B(R)-measurable function
G(x) :=
(‖v‖φ + c
γ
) gρ(γF0(x))
F0(x)φ(x)
, x ∈ R, (36)
where c ∈ (0,∞) is some suitable constant being independent of n (and k), and γ is as in condition
(b) of Assumption 2.3. By condition (b) of Assumption 2.3, the mapping G is even integrable
w.r.t. the Lebesgue measure on R. So, applying Fatou’s lemma to the sequence (G−Gn,k)n, we
obtain from (34)
lim sup
n→∞
sup
g∈Gρ
|an − an,k(g)|
≤
ˆ
1(F→
0
(0),F←
0
(1))(x) lim sup
n→∞
sup
g∈Gρ
ˆ
In(x)
1[0,tk]∪[1−tk,1](s) g
′(s)
hn
ds dx. (37)
Step 4 below also shows that G defined in (36) provides a B(R)-measurable majorant of the
integrand of the latter dx-integral, i.e. of
Gk(x) := 1(F→
0
(0),F←
0
(1))(x) lim sup
n→∞
sup
g∈Gρ
ˆ
In(x)
1[0,tk]∪[1−tk,1](s) g
′(s)
hn
ds, x ∈ R,
and by the integrability condition (b) in Assumption 2.3 the majorant G is also dx-integrable.
So, in view of the Dominated Convergence Theorem, it remains to show that Gk(x) converges to
zero as k →∞ for dx-almost all x ∈ R. To do so, let x ∈ (F→0 (0), F←0 (1)). Then, by part (iii) of
Theorem 2.2 and a change-of-variable y := F−10 (s) along with Assumption 2.3 (a), we obtain
lim sup
n→∞
sup
g∈Gρ
ˆ
In(x)
1[0,tk]∪[1−tk,1](s) g
′(s)
hn
ds
≤ lim sup
n→∞
ˆ 1
0
1In(x)(s)1[0,tk]∪[1−tk,1](s)
gρ(γs)
γs hn
ds
= lim sup
n→∞
ˆ F←
0
(1)
F→
0
(0)
1In(x)(F0(y))1[0,tk]∪[1−tk,1](F0(y))
gρ(γF0(y))
γF0(y) hn
F ′0(y) dy.
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Now, if k is sufficiently large so that F0(x) ∈ (tk, 1 − tk), then also In(x) ⊂ (tk, 1 − tk) for n
sufficiently large. That is, for sufficiently large k we have that the latter expression equals zero.
This implies Gk(x)→ 0 as k →∞ for all x ∈ R.
Step 4. Let Gn,k and G be defined as in (35) and (36), respectively. It remains to show that
Gn,k ≤ G. By the concavity of all g ∈ Gρ and part (iii) of Theorem 2.2 we obtain for every
x ∈ (F→0 (0), F←0 (1)) with (F0 + hnvn)(x) > 0 and vn(x) ≥ 0
sup
g∈Gρ
ˆ
In(x)
1[0,tk]∪[1−tk,1](s) g
′(s)
hn
ds ≤ supg∈Gρ g
′(F0(x))
hn
hnvn(x)
≤ gρ(γF0(x)) vn(x)φ(x)
γF0(x)φ(x)
≤ ‖vn‖φ gρ(γF0(x))
γF0(x)φ(x)
≤
(‖v‖φ + c
γ
) gρ(γF0(x))
F0(x)φ(x)
(38)
for some suitable constant c ∈ (0,∞) being independent of n ∈ N, and γ as in condition (b)
of Assumption 2.3. For every x ∈ (F→0 (0), F←0 (1)) with (F0 + hnvn)(x) > 0 and vn(x) < 0 we
further obtain by the concavity of all g ∈ Gρ and part (ii) of Theorem 2.2
sup
g∈Gρ
ˆ
In(x)
1[0,tk]∪[1−tk,1](s) g
′(s)
hn
ds ≤ sup
g∈Gρ
ˆ F0(x)
(F0+hnvn)(x)
g′(s)
hn
ds
= sup
g∈Gρ
g(F0(x))− g((F0 + hnvn)(x))
hn
≤ sup
g∈Gρ
g(F0(x))− (F0+hnvn)(x)F0(x) g(F0(x))
hn
≤ sup
g∈Gρ
|vn(x)| g(F0(x))
F0(x)
≤ sup
g∈Gρ
|vn(x)| g(γF0(x))
γF0(x)φ(x)
≤ sup
g∈Gρ
|vn(x)φ(x)| g(γF0(x))
γF0(x)φ(x)
≤ ‖vn‖φ sup
g∈Gρ
g(γF0(x))
γF0(x)φ(x)
≤
(‖v‖φ + c
γ
) gρ(γF0(x))
F0(x)φ(x)
(39)
for some suitable constant c ∈ (0,∞) being independent of n ∈ N, and γ as in condition condition
(b) of Assumption 2.3. Finally, for every x ∈ (F→0 (0), F←0 (1)) with (F0 + hnvn)(x) = 0 (i.e. in
particular with hn = F0(x)/|vn(x)|) we obtain by the concavity of all g ∈ Gρ and part (ii) of
Theorem 2.2
sup
g∈Gρ
ˆ
In(x)
1[0,tk]∪[1−tk,1](s) g
′(s)
hn
ds ≤ sup
g∈Gρ
ˆ F0(x)
0
g′(s)
hn
ds
19
= sup
g∈Gρ
g(F0(x))
hn
= sup
g∈Gρ
g(F0(x)) |vn(x)|
F0(x)
≤ sup
g∈Gρ
g(γF0(x)) |vn(x)|
γF0(x)
= sup
g∈Gρ
g(γF0(x)) |vn(x)φ(x)|
γF0(x)φ(x)
≤ ‖vn‖φ sup
g∈Gρ
g(γF0(x))
γF0(x)φ(x)
≤
(‖v‖φ + c
γ
) gρ(γF0(x))
F0(x)φ(x)
(40)
for some suitable constant c ∈ (0,∞) being independent of n ∈ N, and γ as in condition condition
(b) of Assumption 2.3. So we indeed have Gn,k ≤ G. This completes the proof of Theorem 2.4.
4.4. Proof of Theorem 2.7
Let (vn) be a sequence in Dφ,F0 with ‖vn−v‖φ → 0 for some v ∈ Dφ,F0, and let (hn) be a sequence
in (0,∞) with hn → 0 such that F0 + hnvn ∈ FX for every n. We have to show
lim
n→∞
∣∣∣ ˆ F←0 (1)
F→
0
(0)
g((F0 + hnvn)(x))− g(F0(x))
hn
dx−
ˆ F←
0
(1)
F→
0
(0)
g′(F0(x)) v(x) dx
∣∣∣ = 0. (41)
For γ ∈ (0, 1) as in condition (b) of Assumption 2.6 let us fix a sequence (tk) in (0, γ ∧ 12) with
tk ↓ 0 and F←(tk) = F→(tk) as well as F←(1− tk) = F→(1− tk). Using the notations gk, an(g),
an,k(g), b(g) and bk(g) as defined respectively by (26), (27), (28), (29), (30), we may adopt the
line of reasoning from the proof of Theorem 2.4. That is, is suffices to show that the following
analogues of (31)–(33) hold:
lim
k→∞
lim sup
n→∞
|an(g)− an,k(g)| = 0, (42)
lim
n→∞
|an,k(g)− bk(g)| = 0 for all k ∈ N, (43)
lim
k→∞
|bk(g)− b(g)| = 0. (44)
Assertion (42) can be shown exactly in the same way as (31) was shown in Steps 3–4 in Section
4.3, where in the present setting Gρ reduces to the singleton {g}. By continuity and concavity of
g, we have
g′(t) ≤
´ t
(1−λ)t
g′(s) ds
λt
=
g(t)− g((1− λ)t)
λt
≤ g(λt)
λt
for all t, λ ∈ (0, 1). (45)
Then (44) can be derived in the same way as (33) was derived in Step 1 in Section 4.3.
Thus, for (41) it remains to show (43). For fixed k, and arbitrary n, we have
|an,k(g)− bk(g)| (46)
≤
ˆ F←
0
(1)
F→
0
(0)
∣∣∣gk((F0 + hnvn)(x))− gk(F0(x))
hn
− g′(F0(x)) v(x)1[tk,1−tk](F0(x))
∣∣∣ dx.
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We intend to apply the Dominated Convergence Theorem to conclude that the latter integral
converges to 0 as n → ∞. We first show that the integrand converges to zero (as n → ∞)
Lebesgue a.e. To this end, let x ∈ (F→0 (0), F←0 (1)). If g is differentiable at F0(x), and F0(x)
belongs to (tk, 1 − tk+1), then (F0 + hnvn)(x) ∈ (tk, 1 − tk+1) for sufficient large n. This implies
that the expression
gk((F0 + hnvn)(x))− gk(F0(x))
hn
=
[g((F0 + hnvn)(x))− gk(tk)]− [g((F0(x))− gk(tk)]
hn
=
g((F0 + hnvn)(x))− g((F0(x))
hn
converges to g′(F0(x))v(x) as n → ∞. If F0(x) does not belong to [tk, 1 − tk+1], then (F0 +
hnvn)(x) ∈ R \ [tk, 1− tk+1] for sufficient large n. That means that
gk((F0 + hnvn)(x))− gk(F0(x))
hn
= 0 for sufficient large n.
Finally, the set F−10 ({tk, 1− tk}) is finite by assumption on tk. To summarize, in view of Assump-
tion 2.6 (a), we may find some Borel subset A ⊂ R of Lebesgue measure zero such that
lim
n→∞
gk((F0 + hnvn)(x))− gk(F0(x))
hn
= 1[tk ,1−tk](F0(x)) g
′(F0(x)) v(x)
holds for x ∈ (F→0 (0), F←0 (1)) \ A.
In the remainder of the proof, we will show that
Gk(x) := ck
g(γF0(x))
F0(x)φ(x)
, x ∈ R (47)
provides an integrable majorant for the integrand of the integral on the right-hand side in (46),
where ck ∈ (0,∞) is some suitable constant being independent of n, and γ is as in condition
(b) of Assumption 2.6. Then (43) will follow from an application of the Dominated Convergence
Theorem. The integrability of G follows from Assumption 2.6 (b). To show that G is dominating
we first use the concavity of g to get for x ∈ (F→0 (0), F←0 (1)) that∣∣∣gk((F0 + hnvn)(x))− gk(F0(x))
hn
∣∣∣ = 1
hn
∣∣∣ ˆ F0(x)+hnvn(x)
F0(x)
1[tk ,1−tk](t) g
′(t) dt
∣∣∣
≤ 1
hn
∣∣∣g′(tk) ˆ F0(x)+hnvn(x)
F0(x)
1[tk,1−tk ](t) dt
∣∣∣
≤ g′(tk) |vn(x)|.
By assumption, we have tk ≤ γ. So we may conclude from (45) and the monotonicity of g that
for x ∈ (F→0 (0), F←0 (1))
g′(tk) |vn(x)| ≤ g(F0(x)tk) |vn(x)|
F0(x)tk
≤ g(F0(x)γ) ‖vn‖φ
F0(x)tk φ(x)
.
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Analogously we obtain for x ∈ (F→0 (0), F←0 (1))
g′(F0(x)) v(x)1[tk,1−tk](F0(x)) ≤
g(F0(x)γ) ‖v‖φ
F0(x)γ φ(x)
.
That is, for ck := supn ‖vn‖φ/tk + ‖v‖/γ the function Gk defined in (47) indeed provides a
Lebesgue integrable majorant for the integrand of the integral on the right-hand side in (46);
notice that the sequence (‖vn‖φ) is bounded by assumption. This completes the proof of Theorem
2.7.
A. Quasi-Hadamard differentiability and quasi-Lipschitz
continuity
The following definition recalls from [8] the notion of quasi-Hadamard differentiability. Let V,
V′ and V′′ be vector spaces, and V0 be a subspace of V. Let ‖ · ‖V0 , ‖ · ‖V′ , and ‖ · ‖V′′ , be
norms on V0, V
′, and V′′, respectively.
Definition A.1 Let f : Vf → V′ be a map defined on a subset Vf of V, and C0 be a subset
of V0. Then f is said to be quasi-Hadamard differentiable at θ ∈ Vf tangentially to C0〈V0〉 if
there is some continuous map DqHadθ;C0〈V0〉f : C0 → V′ such that
lim
n→∞
∥∥∥DqHadθ;C0〈V0〉f (v)− f(θ + hnvn)− f(θ)hn
∥∥∥
V′
= 0 (48)
holds for each triplet (v, (vn), (hn)), with v ∈ C0, (vn) ⊂ V0 satisfying ‖vn− v‖V0 → 0 as well as
(θ + hnvn) ⊂ Vf , and (hn) ⊂ (0,∞) satisfying hn → 0. In this case the mapping DqHadθ;C0〈V0〉f is
called quasi-Hadamard derivative of f at θ tangentially to C0〈V0〉.
Notice that quasi-Hadamard differentiability tangentially to C0〈V0〉 clearly implies quasi-
Hadamard differentiability tangentially to B0〈V0〉 for every B0 ⊂ C0. In this case, DqHadθ;B0〈V0〉f =
DqHadθ;C0〈V0〉f |B0 . Also notice that if ‖ · ‖V0 provides a norm on all of V, C0 = V0, and the derivative
is linear, then the notion of quasi-Hadamard differentiability at θ ∈ Vf tangentially to C0〈V0〉
coincides with the classical notion of Hadamard differentiability tangentially to V0 as defined
in [17], and we write DHadθ;V0f in place of D
qHad
θ;V0〈V0〉
f . We stress the fact that in general DHadθ;V0f
is not the same as DqHadθ;V0〈V0〉f , because in the latter case the norm ‖ · ‖V0 may only be defined
on V0. The preceding discussion shows in particular that quasi-Hadamard differentiability is a
weaker notion of “differentiability” than the classical (tangential) Hadamard differentiability in
the sense of [17]. However, it was shown in [8] that this notion is still strong enough to obtain a
generalized version of the Functional Delta-Method as given in Theorem 3 of [17].
The following chain rule can be proven in the same way as the chain rule in [37, Theorem 20.9];
we omit the details. In Condition (b) we will not insist on linearity of the Hadamard derivative.
Note that Hadamard differentiability with possibly nonlinear derivative has been studied before;
see, for instance, [31].
Lemma A.2 Let f : Vf → V′ be a map defined on a subset Vf of V, and C0 be a subset of V0.
Let g : Vg → V′′ be a map defined on a subset Vg of V′ with f(Vf) ⊂ Vg. Let V′0 be a subset
of V′, and assume that the following assertions hold:
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(a) The map f is quasi-Hadamard differentiable at θ ∈ Vf tangentially to C0〈V0〉 with quasi-
Hadamard derivative DqHadθ;C0〈V0〉f satisfying D
qHad
θ;C0〈V0〉
f (C0) ⊂ V′0.
(b) The map g is Hadamard differentiable at f(θ) tangentially to V′0 with Hadamard derivative
DHadf(θ);V′
0
g.
Then g ◦ f : Vf → V′′ is quasi-Hadamard differentiable at θ tangentially to C0〈V0〉 with quasi-
Hadamard derivative DqHadθ;C0〈V0〉g ◦ f = DHadf(θ);V′0g ◦D
qHad
θ;C0〈V0〉
f .
Definition A.3 Let f : Vf → V′ be a map defined on a subset Vf of V. The map f is said to
be quasi-Lipschitz continuous at θ ∈ Vf along V0 if
‖f(θ + un)− f(θ)‖V′ = O(‖un‖V0) (49)
holds for every sequences (un) ⊂ V0 \ {0V} with (θ + un) ⊂ Vf and ‖un‖V0 → 0.
Lemma A.4 Let f : Vf → V′ be a map defined on a subset Vf of V. Then the map f is
quasi-Lipschitz continuous at θ ∈ Vf along V0 if and only if
‖f(θ + hnvn)− f(θ)‖V′ = o(hn) (50)
holds for every sequences (vn) ⊂ V0 and (hn) ⊂ (0,∞) with (θ + hnvn) ⊂ Vf , ‖vn‖V0 → 0 and
hn → 0.
Proof The sufficiency of (49) for (50) is obvious. In order to prove the necessity, let f satisfy (50)
and suppose that f does not satisfy (49). Then there would exist a sequence (un) ⊂ V0 \ {0V}
with (θ + un) ⊂ Vf and ‖un‖V0 → 0, and a subsequence (unk) ⊂ (un) such that
zk := ‖f(θ + unk)− f(θ)‖V′ / ‖unk‖V0 → ∞, k →∞.
To verify a contradiction, we set hk := ‖unk‖V0 zk and vk := unk/(‖unk‖V0zk), where we assume
without loss of generality ‖unk‖V0 ∈ (0, 1] and zk > 0 for all k ∈ N. Then, on one hand, we have
θ + hkvk (= θ + unk) ∈ Vf and ‖vk‖V0 → 0. On the other hand, we have
hk = ‖unk‖V0 zk
= ‖f(θ + unk)− f(θ)‖V′
≤ ‖f(θ + ‖unk‖1/2V0 {unk/‖unk‖
1/2
V0
})− f(θ)‖
V′
/ ‖unk‖1/2V0 . (51)
Since θ+ ‖unk‖1/2V0 {unk/‖unk‖
1/2
V0
} (= θ+unk) ∈ Vf , ‖unk/‖unk‖1/2V0 ‖V0 → 0 and ‖unk‖
1/2
V0
→ 0, we
may conclude from (51) and (50) that hk → 0. Thus, in view of 0 < hk = ‖f(θ+ unk)− f(θ)‖V′
for every k ∈ N, we obtain by (50)
1 = lim
k→∞
‖f(θ + hkvk)− f(θ)‖V′ / hk = 0.
This is a contradiction. ✷
It is an immediate consequence of Lemma A.4 that quasi-Lipschitz continuity of f at θ along
V0 exactly coincides with quasi-Hadamard differentiability of f at θ tangentially to {0V}〈V0〉
with quasi-Hadamard derivative DqHadθ;{0V}〈V0〉f(0V) = 0V′ , where 0V and 0V′ denote the nulls in
V and V′, respectively. So we immediately obtain the following lemma.
Lemma A.5 Let f : Vf → V′ be a map defined on a subset Vf of V, and C0 be a subset of
V0 with 0V ∈ C0. If f is quasi-Hadamard differentiable at θ ∈ Vf tangentially to C0〈V0〉 with
quasi-Hadamard derivative satisfying DqHadθ;C0〈V0〉f(0V) = 0V′, then f is quasi-Lipschitz continuous
at θ along V0.
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B. Separability of the uniform metric on spaces of ca`dla`g
functions
Let D[0, 1] denote the space of ca`dla`g functions on [0, 1]. It is endowed with the uniform metric
d∞. For any sequence a := (ak) ⊂ [0, 1], we consider the set Da[0, 1] of all v ∈ D[0, 1] whose
discontinuity points belong to {ak : k ∈ N}. We want to show that any such set is d∞-separable.
Firstly we shall focus on the sets Da based on finite sequences a.
Lemma B.1 The space Da[0, 1] is d∞-separable if a is a finite sequence in [0, 1].
Proof By assumption, there exists 0 = a0 < . . . < ar+1 = 1 such that Da[0, 1] consists of all
v ∈ D[0, 1] whose restriction to [0, 1] \ {a1 . . . ar+1} are continuous. Let C[ai, ai+1] denote the
space of all continuous real-valued mappings on [ai, ai+1] for i ∈ {0, . . . , r}. Then the mapping
R ×
i=0
r
C[ai, ai+1] −→ Da[0, 1], (x, f0, . . . fr) 7−→
r∑
i=0
fi1[ai,ai+1) + x1{1}
is surjective and continuous w.r.t. the metrics d and d∞, where the metric d on R ×
i=0
r
C[ai, ai+1]
is defined by
d((x, f0, . . . , fr), (y, g0, . . . , gr)) := |x− y| ∨ max
i∈{0,...,r}
sup
t∈[ai,ai+1]
|fi(t)− gi(t)|.
The proof is complete because the metric d is separable. ✷
Lemma B.2 Let ε > 0 and v ∈ D[0, 1] be such that |v(x)− v(x−)| ≤ ε for every x ∈ [0, 1]. Then
there exists some continuous mapping w : [0, 1]→ R satisfying d∞(v, w) ≤ 2ε.
Proof Let Wv denote the modulus of continuity of v, i.e. the mapping
Wv : (0, 1] −→ R, δ 7−→ sup
|x−y|≤δ
|v(x)− v(y)|.
Since we have assumed that |v(x) − v(x−)| ≤ ε holds for any x ∈ [0, 1], Lemma 12.1 (with ε/2
in place of ε) and (12.9) in [9] ensure that we may find some δ0 ∈ (0, 1) such that Wv(δ0) ≤ 2ε.
Moreover, consider the following mapping
η : R −→ R, x 7−→
{
C exp(− 1
1−x2
) : |x| < 1
0 : |x| ≥ 1 ,
where the positive constant C is chosen so that
´ 1
−1
η(x) dx = 1. Extending v to a mapping v̂ on
R by
v̂(x) :=

v(0) : x ∈ [−δ0, 0)
v(x) : x ∈ [0, 1]
v(1) : x ∈ (1, 1 + δ0]
0 : otherwise
,
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we obtain
´
R
|v̂(x)| dx < ∞. Then it is already known from [13, p. 630, Theorem 6] that the
mapping
v̂ δ0 : (−2 + δ0, 2− δ0) −→ R, x 7−→
ˆ δ0
−δ0
1
δ0
η
( z
δ0
)
v̂(x− z) dz
is infinitely differentiable. In particular, its restriction w := v̂ δ0 |[0,1] to [0, 1] is continuous.
Moreover, for any x ∈ [0, 1], we have
|w(x)− v(x)| =
∣∣∣ ˆ 1
−1
η(z)v̂(x− δ0z) dz − v̂(x)
∣∣∣ ≤ ˆ 1
−1
η(z)|v̂(x− δ0z)− v̂(x)| dz. (52)
On the one hand, if z ∈ [−1, 1] with x− δ0z < 0, then x < δ0 and
|v̂(x− δ0z)− v̂(x)| = |v(0)− v(x)| ≤ Wv(δ0) ≤ 2ε.
On the other hand, if z ∈ [−1, 1] with x− δ0z > 1, then 1− x < δ0 and
|v̂(x− δ0z)− v̂(x)| = |v(1)− v(x)| ≤ Wv(δ0) ≤ 2ε.
Finally, if z ∈ [−1, 1] with x− δ0z ∈ [0, 1], then |x− δ0z − x| ≤ δ0 and
|v̂(x− δ0z)− v̂(x)| = |v(x− δ0z)− v(x)| ≤ Wv(δ0) ≤ 2ε.
Hence we may conclude from (52)
|w(x)− v(x)| ≤ 2ε
ˆ 1
−1
η(z) dz = 2ε.
This completes the proof since x ∈ [0, 1] was arbitrarily chosen. ✷
Theorem B.3 The space Da[0, 1] is d∞-separable for every sequence a = (ak).
Proof Let ak := {a1, . . . , ak} for k ∈ N. In view of Lemma B.1, it remains to show that
for every ε > 0, and any v ∈ Da[0, 1], there exist k0 ∈ N and some w ∈ Dak0 [0, 1] such that
d∞(v, w) ≤ ε. For that purpose let us fix ε > 0 as well as v ∈ Da[0, 1]. It is well known
that the set {x ∈ [0, 1] : |v(x) − v(x−)| > ε/2} is finite. Hence there are k1, . . . , kr ∈ N and
0 =: t0 < t1 < · · · < tr ≤ tr+1 := 1 such that ti = aki for i = 1, . . . , r, and |v(x)− v(x−)| ≤ ε/2
for x ∈ [0, 1) \ {t1, . . . , tr}. If 1 = ak for some k ∈ N, we choose tkr = akr = 1. Select any k0 ∈ N
such that {ak1, . . . , akr} ⊂ {ak : k ∈ N with k ≤ k0}.
Next, let us define for i ∈ {0, . . . , r} the mapping
vi : [ti, ti+1] −→ R, x 7−→
{
v(x) : x < ti+1
v(ti+1−) : x = ti+1.
Obviously, vi is a ca`dla`g function on [ti, ti+1] with |vi(x) − vi(x−)| ≤ ε/2 for x ∈ [ti, ti+1]. Since
any interval [a, b] with a < b is homeomorphic with [0, 1] via some strictly increasing mapping, we
may find by Lemma B.2 some continuous mapping wi : [ti, ti+1]→ R satisfying |wi(x)−vi(x)| ≤ ε
for every x ∈ [ti, ti+1]. Then the function
w :=
r∑
i=0
wi1[ti,ti+1) +
(
wr(1)1{0}(v(1−)− v(1)) + v(1)1R\{0}(v(1−)− v(1))
)
1{1}
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belongs to Dak0 [0, 1] fulfilling d∞(v, w) ≤ ε. This completes the proof. ✷
Let Cu,φ,F0 and C0,φ,F0 denote the sets of all v ∈ Cφ,F0 satisfying limx→±∞ v(x)φ(x) = c± for
any constants c−, c+ ∈ R and limx→±∞ v(x)φ(x) = 0, respectively.
Corollary B.4 The sets Cu,φ,F0 and C0,φ,F0 are ‖ · ‖φ-separable and Dφ,F0-measurable.
Proof Let b = (bk) denote the (possibly finite) sequence of discontinuities of F0, viewed as a
subset of the compactification [−∞,∞] of R. We may and do pick a strictly increasing homeo-
morphism ι from [F→0 (0), F
←
0 (1)] onto [0, 1]. Let Dι(b)[0, 1] be the set of all ca`dla`g functions on
[0, 1] whose discontinuity points belong to {ι(bk) : k ∈ N}. The mapping γ : Dι(b)[0, 1]→ Cu,φ,F0
defined by
x 7−→ γ(g)(x) :=
{
g◦ι(x)
φ(x)
: x ∈ [F→0 (0), F←0 (1)]
0 : otherwise
is surjective and continuous w.r.t. the uniform metric on Dι(b)[0, 1] and ‖ · ‖φ. Since the uniform
metric on Dι(b)[0, 1] is separable by Theorem B.3, we may conclude that Cu,φ,F0 is separable w.r.t.
‖ · ‖φ. The same arguments show that C0,φ,F0 is separable w.r.t. ‖ · ‖φ. Finally notice that Cu,φ,F0
and C0,φ,F0 are closed subsets of Dφ,F0 w.r.t. ‖ · ‖φ. This implies that these sets belong to Dφ,F0;
cf. [38, hint for Problem 1.7.4]. This completes the proof. ✷
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