Abstract. For a variety of finite groups H, let H denote the variety of finite semigroups all of whose subgroups lie in H. We give a characterization of the subsets of a finite semigroup that are pointlike with respect to H. Our characterization is effective whenever H has a decidable membership problem. In particular, the separation problem for H-languages is decidable for any decidable variety of finite groups H. This generalizes Henckell's theorem on decidability of aperiodic pointlikes.
Introduction
Motivated by Krohn-Rhodes decomposition theory [24, 25] and formal language theory, Eilenberg [14] suggested the notion of a variety of finite semigroups (a class of finite semigroups closed under formation of finite direct products, subsemigroups and homomorphic images) as the fundamental organizing principle in finite semigroup theory and the algebraic theory of automata. Moreover, he and Tilson emphasized the importance of relational morphisms (generalizing divisions in the sense of Krohn and Rhodes) as the appropriate arrows to consider between finite semigroups. A relational morphism is essentially a multi-valued semigroup homomorphism: a relation ϕ : S → T is a relational morphism if sϕ = ∅ and sϕs ′ ϕ ⊆ (ss ′ )ϕ for all s, s ′ ∈ S. A modern treatise on finite semigroup theory from the varietal viewpoint is the book of Rhodes and the second author [29] .
A subset X of a finite semigroup S is V-pointlike (with respect to a variety V) if it relates to a point under all relational morphisms from S into V, that is, for all relational morphisms ϕ : S → T with T ∈ V, there exists t ∈ T with X ⊆ tϕ −1 . There is also a nice profinite reformulation of the notion (cf. [29] ). If S is a finite semigroup generated by a finite set A, γ : A + → S is the canonical projection from the free profinite semigroup on A to S and π V : A + → F V (A) is the canonical projection to the free pro-V semigroup, then X ⊆ S is V-pointlike if and only if X ⊆ tπ −1 V γ for some t ∈ F V (A). A variety V is said to have decidable pointlikes if there is an algorithm which takes as input a finite semigroup and one of its subsets and outputs whether that subset is V-pointlike. It is easy to see that S ∈ V if and only if the V-pointlike subsets of S are the singletons. Thus the V-pointlikes problem is at least as hard as the membership problem for V. Rhodes and the second author [28] produced the first example of a variety with decidable membership but undecidable pointlikes.
Later, Auinger and the second author [11] gave an example of a variety of finite metabelian groups with decidable membership problem but undecidable pointlikes. In both constructions, it is undecidable if a pair of elements is pointlikes. It is obvious that pointlike sets are decidable for any locally finite variety with computable free objects.
Pointlike sets were considered by Rhodes and his students in Berkeley since the 1970s. The first major result in the subject was Henckell's Theorem [17] that the variety of aperiodic semigroups has decidable pointlikes. The initial motivation for this problem was in an attempt to prove the decidability of Krohn-Rhodes complexity [25] . However, it is just a first step in the problem.
The next major result was part of Ash's solution to the Rhodes Type II conjecture [10] . Ash showed that pointlikes were decidable for the variety G of all finite groups. Henckell and Rhodes had conjectured [20] a description of the G-pointlikes that was subsequently proved by Ash [10] . Henckell and Rhodes had shown that their conjecture implied the famous equality PG = BG of the variety PG generated by power sets of finite groups and the variety of block groups BG (finite semigroups in which regular elements have a unique inverse); see [19] for details.
As the previous example shows, sometimes decidability of V-pointlikes allows one to decide membership in related varieties. For example, the second author observed in 1996 that if V has decidable pointlikes and W is locally finite with computable free objects (e.g., if W is generated by a finite semigroup), then the membership problem for the join V ∨ W is decidable [30] ; see also [3] . He also used Ash's result on the decidability of G-pointlikes to show that J ∨ G is decidable where J is the variety of finite J -trivial semigroups [30, 32] ; see also [4] . Henckell showed [18, 22] that if W has decidable pointlikes and the Mal'cev product A m W coincides with W, then the Mal'cev product V m W has decidable membership for any decidable variety V.
There has been a great deal of work on pointlike sets and there are many decidability results. A by no means exhaustive list of examples include: J [30, 9] , R (the variety of R-trivial semigroups) [5] , any decidable variety of finite abelian groups [13] , the variety of finite p-groups for a prime p [31] and the variety of finite nilpotent groups [1] . Also if V is a variety of finite monoids with decidable pointlikes, then the second author showed that V * D has decidable pointlikes, where * is the semidirect product of varieties and D is the variety of finite semigroups whose idempotents are right zeroes. Varieties of the form V * D form a large class of important varieties from the point-of-view of language theory due to the work of Straubing [34] and Tilson [36] . From this result it follows that the varieties LG of local groups and LSl of local semilattices have decidable pointlikes.
If H is a variety of finite groups, then H is the variety of finite semigroups whose subgroups belong to H. For example, if 1 denotes the trivial variety of groups, then 1 is the variety of aperiodic semigroups. At the other extreme, G is the variety of all finite semigroups. The variety G sol (where G sol is the variety of finite solvable groups) plays an important role in circuit complexity (thanks to Barrington's theorem, cf. [35] ). The G sol -recognizable languages are exactly the languages definable in first order logic with modular quantifiers [35] .
Henckell's paper [17] on the decidability of aperiodic pointlikes is not easy. In [21] , Henckell, Rhodes and the second author gave a simplified approach to the most difficult step of Henckell's theorem (proving that a certain finite semigroup is aperiodic). In the process they extended the result to show that if π is a recursive set of prime and G π is the variety of groups whose order is divisible only by primes in π, then G π has decidable pointlikes (the special case π = ∅ recovers Henckell's result).
Recently, there has been a revived interest in pointlikes sets because of a language theoretic interpretation, due to Almeida [3] . The case of particular interest is that of pointlike pairs. Let
The separation problem for V asks for an algorithm to decide whether two disjoint regular languages admit a separator that is V-recognizable. Almeida's results [3] imply that the V-separation problem is equivalent to the decidability of V-pointlike pairs. Since the aperiodic recognizable languages are just the first order definable languages by the Schützenberger-McNaughton-Pappert Theorem [35] , Henckell's theorem provides the decidability of the separation problem for first order logic. Place and Zeitoun [26] recently gave a new proof of Henckell's theorem using the language theoretic reformulation and that the aperiodic recognizable languages are the first order definable languages. Key to their proof was a very ingenious induction scheme. The authors [15] have recently given a much shorter proof of the decidability of aperiodic pointlikes via an algebraic approach along the lines of the inductive scheme of Place and Zeitoun.
Our main theorem here is the following sweeping generalization of Henckell's theorem and the results of [21] . Note that A m H = H and so it follows that the Mal'cev product V m H is decidable for any decidable variety of finite semigroups V and of finite groups H.
The basic idea of the proof of the theorem is to modify the version of Henckell's construction used in [21] . Here we have to work much more seriously with Schützenberger groups than in [21] where the varieties of groups in question are defined by pseudoidentities in a single variable. In particular, H-kernels of Schütz-enberger groups play a fundamental role in this paper. The rough intuition in [21] is that to show that a transformation semigroup is aperiodic, one has to show that no element has an orbit which is a cycle of prime length. In this paper, we have to take into account orbits of H-kernels of subgroups. We found a crucial simplification of a key argument of [21] that allows us to do this.
Organization of the paper. After a section of preliminaries, we state our main result and its corollaries. In particular, we provide a constructible collection of H-pointlike sets that we aim to prove are precisely the H-pointlikes. The following section constructs a relational morphism from our initial finite semigroup to another finite semigroup such that the preimage of each point under the relation belongs to the constructible collection of H-pointlikes. The most technical part of the paper is the proof that the relational morphism has codomain in H, which is proved in the following section. After a brief section completing the proof of the main theorem, there is a final section discussing alternative characterizations of the H-pointlikes that may be more efficient from the point of view of complexity and which can be used to establish reducibility results in the sense of [7] .
Preliminaries
Basics. A variety of finite (semi)groups is a class of finite (semi)groups closed under finite direct products, sub(semi)groups and homomorphic images. Throughout the paper, we fix a variety of finite groups H, and we denote by H the variety of finite semigroups S such that all subgroups of S belong to H.
The free semigroup (monoid) on a set A is denoted by A + (A * ).
Notation. Following [29, 21] , we use the notational convention that functions are applied on the right, and hence compositions of functions are read from left to right.
Let S be a semigroup. We denote by S I the monoid obtained by adjoining a new identity element I to S. If s is an element of S I , then we denote by r s :
the function defined by xr s := xs for x in S. The assignment s → r s is a semigroup embedding of S into the full transformation semigroup on S I , called the right regular representation of S. Note that S is invariant under r s for s ∈ S I . The multiplication of S extends to subsets of S, by defining, for any subsets X, Y of S, XY := {xy | x ∈ X, y ∈ Y }. When, e.g., Y = {y}, we write Xy for X{y}. The set of subsets of S forms a semigroup 2 S , which is called the power semigroup of S, and is partially ordered by inclusion.
Green's preorders on S are defined by writing, for x, y ∈ S, x ≤ L y when x ∈ S I y; x ≤ R y when x ∈ yS I ; x ≤ J y when x ∈ S I yS I ; and x ≤ H y when both x ≤ L y and x ≤ R y. The Green equivalence relations are defined by x X y when x ≤ X y and y ≤ X x, for any X ∈ {L , R, J , H }. For any x ∈ S, L x , R x , J x and H x denote the L -, R-, J -, and H -class of x, respectively. The strict partial orders are defined by x < X y when x ≤ X y, but it is not the case that x X y, where X ∈ {L , R, J , H }. Finite semigroups are stable, which means that, whenever x J y, we have x ≥ R y implies x R y and x ≥ L y implies x L y, cf. e.g., [29, Thm. A.2.4] .
A relational morphism ϕ : S → T is a function ϕ : S → 2 T such that (i) sϕ = ∅ for every s in S, (ii) s 1 ϕs 2 ϕ ⊆ (s 1 s 2 )ϕ for every s 1 , s 2 in S. In other words, the graph of ϕ, #ϕ := {(s, t) | s ∈ S, t ∈ sϕ}, is a subsemigroup of S × T such that the restriction of the projection onto the first coordinate is surjective. We denote by p S : #ϕ → S and p T : #ϕ → T the restrictions of the projection maps.
Pointlike sets. Let V be a variety of finite semigroups. A subset X of a finite semigroup S is called V-pointlike if, for any relational morphism ϕ : S → T with T ∈ V, there exists t ∈ T such that X ⊆ tϕ −1 . Any singleton set is V-pointlike, and the collection of V-pointlike subsets of a semigroup S forms a downward closed subsemigroup PL V (S) of the power semigroup 2 S . Moreover, the assignment S → PL V (S) has the following 'monadic' property first observed by Henckell and Rhodes.
Proposition 2.1. Let S be a finite semigroup. For any V-pointlike subset X of the semigroup PL V (S), the union X is a V-pointlike subset of S.
Proof. Suppose that X is V-pointlike in PL V (S), and let ϕ : S → V be a relational morphism with V ∈ V. We show that there exists v ∈ V such that X ⊆ vϕ −1 . Define the relation Φ : 
Proof. The composite map
The following proposition establishes a first connection between H-kernels and H-pointlike sets.
Proposition 2.4. Let S be a finite semigroup and let
Proof. Let ϕ : S → T be a relational morphism with T ∈ H. Applying Lemma 2.2 to the restriction of the first projection, p S : #ϕ ∩ (G × T ) ։ G, pick a subgroup H ≤ #ϕ such that Hp S = G. Since Hp T is a subgroup of T and T ∈ H, we have
T , where u is the unit of the group Hp T . By Lemma 2.3,
Automata and flows. In this paper, by an automaton 1 we mean a quadruple A = (Q, A, τ, i), where Q and A are finite sets, i ∈ Q, and, for each a ∈ A, τ a is a function from Q to Q. Thus, A defines a right action of A + on Q, and we usually omit explicit reference to τ : if w = a 1 . . . a n ∈ A + then qw := qτ a1 · · · τ an . The mapping q → qw is denoted τ w . The transition semigroup T A of A is the image of the homomorphism w → τ w , or equivalently the semigroup of transformations on Q generated by {τ a | a ∈ A}. If V is a variety of finite semigroups, then by a V-automaton we mean an automaton A such that T A ∈ V.
Let T be a semigroup generated by a subset A ⊆ T . For a word w ∈ A + , we write w T for the element of T represented by w. Let A = (Q, A, τ, i) be an automaton. A T -flow on A is a function Φ : Q → 2 T I such that I ∈ iΦ, and for all a ∈ A, q ∈ Q, (qΦ)a ⊆ (qa)Φ. Note that, if Φ is a flow, then for any w ∈ A + , q ∈ Q, we have (qΦ)w T ⊆ (qw)Φ, by a straightforward induction on the length of w. Flows on V-automata allow for the following useful alternative characterization of V-pointlike sets 2 . Proposition 2.5. Let V be a variety of finite semigroups, let T be a finite semigroup generated by A ⊆ T , and let X ⊆ T . The following are equivalent:
(1) the set X is V-pointlike; (2) for any T -flow Φ on a V-automaton A, X ⊆ qΦ for some q ∈ Q.
Proof. We first prove (1) ⇒ (2). Suppose that X is V-pointlike, and let Φ be a T -flow on a V-automaton A. Define the relation ϕ : T → T A by tϕ := {τ w | w ∈ A + , w T = t}, for t ∈ T . Then ϕ is a relational morphism. Since X is V-pointlike and A is a V-automaton, pick τ w ∈ T A such that X ⊆ (τ w )ϕ −1 . We claim that X ⊆ (iw)Φ. Indeed, if x ∈ X, then since τ w ∈ xϕ, pick v ∈ A + such that v T = x and τ v = τ w . Since Φ is a flow, we have
For the converse, let ψ : T → V be a relational morphism with V ∈ V and suppose that X = ∅ is as in (2) . Extend ψ to a relational morphism ψ :
by putting Iψ = {I}. Fix v a ∈ aψ for each a ∈ A and define A = (V I , A, τ, I) where vτ a = vv a for v ∈ V I and a ∈ A. Then the transition semigroup of A is the subsemigroup v a | a ∈ A of V and hence belongs to V. Define a flow Φ :
Thus Φ is a flow and so X ⊆ vΦ for some v ∈ V I . As
The Schützenberger group. Let S be a finite semigroup. For any subset X of S, the right stabilizer St R (X) of X is the set of elements s ∈ S I such that Xs ⊆ X; this is a submonoid of S I . Let L be an L -class in S. The stability of finite semigroups implies that, for any H -class H ⊆ L, we have St R (H) = St R (L). Thus, for any H -class H ⊆ L, the monoid St R (L) = St R (H) acts on H via right multiplication. Moreover, for any s ∈ St R (H), the function r s | H , right multiplication by s restricted to H, is a permutation of H which is either the identity or fixes no points of H at all. Hence, the faithful quotient of the action of St R (H) on H is a group, which is denoted by Γ R (H) and is called the (right) Schützenberger group of H. The action of Γ R (H) on H is transitive and has trivial point stabilizers, i.e., if g ∈ Γ R (H), and xg = x for some x ∈ H, then g is equal to the unit of Γ R (H). In particular, |Γ R (H)| = |H|. In the event that an H -class H is itself a subgroup of S, it is isomorphic to Γ R (H). See, e.g., [29, Sec. A.3 .1] for proofs of the above facts.
, and suppose that r s | H = r s ′ | H . Pick x ∈ H, and let y ∈ H ′ be arbitrary. Since y L x, pick t ∈ S I such that y = tx. Then
, there exists such a subset which is moreover a subgroup.
The left Schützenberger group Γ L (H) is defined analogously to Γ R (H). There exists a function α such that, for any x ∈ H, g ∈ Γ R (H), xg = (gα)x, and α is an anti-isomorphism from Γ R (H) to Γ L (H), cf. [29, Lemma A.3.12] .
We call an element s ∈ S an H-element if the group Γ R (H s ) is in the variety H. In light of Lemma 2.6(1), any L -class either consists entirely of H-elements, or does not contain any H-elements.
We record two further important properties of stabilizers and Schützenberger groups that we will use in what follows.
The following is a reformulation of Γ R (H) having trivial point stabilizers.
Computing H-pointlikes
Statement of the main result. The main theorem of this paper, Theorem 3.2, gives a characterization of the H-pointlike subsets of a finite semigroup T , which is effective whenever the membership problem of H is decidable. The following definition is crucial; it generalizes the definition of 'C ω ' for aperiodic pointlike sets T is H-saturated if (i) S is a subsemigroup, (ii) S is closed downward in the inclusion order, and (iii) S is closed under taking unions of H-kernels of subgroups, i.e., for any subgroup G ⊆ S, K H (G) ∈ S. Since an intersection of H-saturated subsets of 2 T is again H-saturated, any subset U of 2 S is contained in a smallest H-saturated set, which we call its H-saturation, and denote by Sat H (U ).
T for the injective homomorphism defined by tη := {t}. Our main theorem, to be proved in Section 6, is the following characterization of the collection of H-pointlike sets of a finite semigroup T .
Theorem 3.2. For any finite semigroup T , PL H (T ) = Sat H (T η). That is, the set of H-pointlike subsets of T is the H-saturation of the set of singletons.
For the rest of the paper, we will fix the finite semigroup T , and we will also fix S := Sat H (T η). The difficult direction of the proof is to show that any H-pointlike subset of T lies in S. The proof of this direction will consist of two main parts: in Section 4, we construct a T -flow Φ on an automaton A with alphabet T . Then, in Section 5, we prove that A is an H-automaton. Finally, in Section 6 we prove Theorem 3.2.
Applications. We state some applications of Theorem 3.2 here. If H has a decidable membership problem, then one can compute the H-kernel of any finite group and hence one can effectively test if a subsemigroup of 2
T is H-saturated. Thus one can effectively find Sat H (T η) under this hypothesis. Therefore, Theorem 3.2 has the following corollary. This implies Henckell's result on the decidability of aperiodic pointlikes [17] by letting H be the variety containing only the trivial group. If π is a set of primes, then G π denotes the variety of finite groups whose order is divisible only by primes in π. If π = ∅, then G π is the trivial variety. Thus varieties of the form G π include the variety of aperiodic semigroups. Clearly, G π has decidable membership if and only if π is recursive. Thus Corollary 3.3 implies the main result of [22] that G π has decidable pointlikes if π is recursive. Let G sol denote the variety of finite solvable groups.
Corollary 3.4. The variety G sol has decidable pointlikes.
The second author showed in [30] that if V has decidable pointlikes and W is locally finite with computable free objects (e.g., if W is generated by a finite semigroup), then the join V ∨ W has decidable membership; see also [3] .
Corollary 3.5. If H is a decidable variety of finite groups and W is a locally finite variety of finite semigroups with computable free objects, then H ∨ W is decidable.
Recall that if V and W are varieties of finite semigroups, then their Mal'cev product V m W is the variety consisting of all finite semigroups S admitting a relational morphism ϕ : S → T with T ∈ W and eϕ −1 ∈ V for all idempotents e ∈ T . Let A denote the variety of aperiodic semigroups. Henckell proved in [18] (see also [22] for a simpler proof) that if A m W = W (or, equivalently, the Wrecognizable languages are closed under concatenation [33] ) and W has decidable pointlikes, then V m W has decidable membership for any variety of finite semigroups V with decidable membership problem. Since A m H = H, we obtain the following. Finally, we mention the separation problem. If V is a variety of finite semigroups, then the separation problem for V asks for an algorithm which, given two disjoint regular languages L 1 , L 2 over an alphabet A, decides whether there is a
Clearly, there is a V-separator for a regular language and its complement if and only if the language is V-recognizable and hence decidability of the separation problem for V implies decidability of the membership problem for V. It follows from a result of Almeida [3] that the separation problem for V is equivalent to the decidability of V-pointlike pairs.
Corollary 3.7. If H is a decidable variety of finite groups, then the separation problem for H is decidable.
The separation problem for H often has a logical interpretation. The regular languages are precisely the languages definable in second order monadic logic by Büchi's theorem [35] . The Schützenberger-McNaughton-Pappert theorem shows that the first order definable languages are precisely the A-recognizable languages (see [35] ). Thus Henckell's theorem on the decidability of aperiodic pointlikes implies that it is decidable if the languages defined by two second order monadic formulas can be separated by a first order definable language. Corollary 3.4 admits a similar logical reinterpretation. If ϕ is a first order formula with free variable x, then the modular quantifier ∃ (r,n) xϕ(x) is defined to be true for a word w if the number of positions j in w for which ϕ(j) is true is congruent to r modulo n. More generally, if ϕ is a formula using first order and modular quantifiers, with a single free variable x, then ∃ (r,n) xϕ(x) is defined in a similar fashion. Straubing proved that the languages definable in first order logic with modular quantifiers are precisely the G sol -languages; see [35] .
Corollary 3.8. The separation problem is decidable for first order logic with modular quantifiers.
If π is a set of primes, then the G π ∩ G sol has an analogous logical interpretation, but one is restricted to modular quantifiers whose moduli are divisible only by primes in π, cf. [35] . Thus, for any recursive set of primes π, we can decide the separation problem for the fragment of first order logic with modular quantifiers where the moduli are divisible only by primes in π.
Construction of automaton and flow
The aim of this section is to use the semigroup S = Sat H (T η) to construct an automaton A, and a T -flow Φ on A. We will then prove in the next section that the automaton A that we construct here is in fact an H-automaton.
L -chains, strict L -chains, H-elements. Throughout this section and the next, we will work with the free monoid S * over S, and we identify T with its image in S under η. To avoid confusion with the multiplication operations in S and T , we write words in S * as row vectors q = (q n , . . . , q 1 ), where q i ∈ S for each 1 ≤ i ≤ n. If s ∈ S, we write s instead of (s) for a one-element vector. We denote the concatenation of two words q, q ′ ∈ S * by q · q ′ . Words in S * are read from right to left, so that q 1 is the first and q n is the last letter of q = (q n , . . . , q 1 ). We define the operation 'last letter', ω :
Recall that s ∈ S is an H-element if the Schützenberger group Γ L (H s ) of the H -class of s lies in H. We denote by F H the set of L -chains that consist entirely of H-elements, and by F H the set of strict L -chains that consist entirely of Helements.
There is a natural retraction ρ : F → F , which makes an L -chain strict by erasing all but the last element of a sequence of L -equivalent elements. That is, if q = (q n , . . . , q i+1 , q i , . . . , q 1 ) is an L -chain with q i L q i+1 for some 1 ≤ i < n, then we say that q reduces in one step to the L -chain q ′ = (q n , . . . , q i+1 , q i−1 , . . . , q 1 ).
If q ′ can be obtained from q by applying a sequence of one-step reductions, we say that q reduces to q ′ . The one-step reduction relation forms a confluent rewriting system: if q reduces to q 1 and q 2 , then there is q ′ to which both q 1 and q 2 reduce. Thus, any q ∈ F reduces to a unique strict L -chain, qρ. The following lemma collects a few obvious properties of ρ for future reference.
We will define an automaton A = (F H , T, τ, ε), where the states of A are strict L -chains of H-elements in S; the alphabet of A is T ; the initial state i of A is the empty L -chain, ε; the definition of the transition functions τ t for t ∈ T will be given in Definition 4.14 below.
Blowup operators. Our first step towards defining the transition functions τ t will be to construct a blowup operator b : S → S. 
Otherwise, L does not contain any Helements, so the group G L must be non-trivial, and therefore
Note that m L is in S since S is H-saturated. Now, for every s ∈ S, define sb 0 := sm Ls . Note that, for every s ∈ S,
where the last equality follows from Lemma 2. (ii) If s is an H-element, then sb 0 = sI = s. Now suppose that s is not an H-element. We will show that (a) sb 0 ≤ H s and (b) sb 0 ∈ H s . (a) Clearly, sb 0 = sm Ls ≤ R s. To prove that sb 0 ≤ L s, by the dual of Lemma 2.6(2), pick a subgroup
. We show that m ′ s = sm Ls . Let k ∈ K H (G Ls ) be arbitrary, and let k be its image under the natural homomorphism to Γ R (H s ). Then k is in K H (Γ R (H s )) by Lemma 2.3, and therefore kα is in 
Therefore, since the point stabilizers of the action of Γ R (H s ) on H s are trivial,
, one could use m Ls = g instead (and if s is an H-element, one still uses m Ls = I). This approach was taken in [21] .
The following lemma collects a few useful properties of pre-blowup operators. 
Since q ≤ L s, pick α ∈ S such that q = αs. Since s ⊆ sb = sm Ls , we obtain q = αs ⊆ αsm Ls = qm Ls . If s is an H-element, then sb = s, and therefore qm Ls = αsm Ls = αsb = αs = q. (5) Since qb ≤ H q, if qb R q, then qb J q, so stability yields qb L q. Therefore, qb H q, so by Def. 4.2(ii), q is an H-element, and hence qb = q. (6) Note that Def. 4.2(ii) implies that the set of fixed points of b is the set of H-elements of S. The image of an idempotent operator is its set of fixed points. From here on out, we fix a blowup operator b on S = Sat H (T η). Our next step towards defining the transition functions of our automaton is to extend the blowup operator b to an operator, B, that will act on S * .
Definition 4.7. For any s ∈ S I , define the diagonal operator associated to s, ∆ s : S * → S * , by q∆ s := (q n s, . . . , q 1 s), for any q = (q n , . . . , q 1 ) ∈ S * . In particular, ε∆ s := ε.
Fix a multiplier m : S/L → S I for b. Recursively define the length-preserving function B : S * → S * by εB := ε, and, for any q ∈ S * and s ∈ S, (q · s)B := (q∆ mL s )B · sb.
Example 4.8. To illustrate the definition of B, we compute B for words of length up to 2. By definition, εB = ε. For any word of length one, q ∈ S, we compute qB = ε∆ mL q B · qb = εB · qb = ε · qb = qb = qm Lq . While the operators ∆ s and B are defined on all of S * , we will mostly be interested in their action on L -chains. How B acts on L -chains does not depend on the specific choice of a multiplier m. Indeed, suppose m and m ′ are multipliers for b which are used to define length-preserving functions B and B ′ , respectively. Then, for any q, s ∈ S with q ≤ L s, pick x ∈ S I such that q = xs, and note qm Ls = xsm Ls = xsb = xsm In particular, the restriction B| F of B to L -chains is idempotent. (4) by induction on the length of q. The case where q = ε is trivial. The case where q is a one-letter word is clear from Def. 4.2 and Lemma 4.5 (6) . Now let n ≥ 1, assume that (2)-(4) have been proved for words of length at most n, and let q ′ = q · s be an L -chain, where q = (q n , . . . , q 1 ). By (1), q∆ mL s is an L -chain, so q∆ mL s B is an L -chain of H-elements by induction. Moreover, the first element of q∆ mL s B is q 1 m Ls b, and
where the first inequality holds by Def. 4.2(ii), and the second inequality holds because q 1 ≤ L s, since q·s is an L -chain. Also, sb is an H-element by Lemma 4.5(6), so q ′ B = q∆ mL s B · sb is an L -chain of H-elements, establishing (2). For (3), assume q ′ consists of H-elements. Then Lemma 4.5(4) implies that q∆ mL s = q, and by the induction hypothesis, qB = q. Therefore, since also sb = s by Def. 4.2(ii), we have q ′ B = q ′ . Finally, for (4), note that the first coordinate s of q ′ , is contained in the first coordinate sb of q ′ B, by Def. 4.2(iii). For any 1 < i ≤ n + 1, the i th coordinate of q ′ is q i−1 , which is L -below s. By Lemma 4.5(3), q i−1 is contained in q i−1 m Ls . By the induction hypothesis applied to the L -chain q∆ mL s , we have that q i−1 m Ls is contained in the (i − 1) th coordinate of q∆ mL s B, which is, by definition, the i th coordinate of q ′ B.
As a last step before we define the automaton, we now show that the diagonal operators and B interact well with the retraction ρ from L -chains to strict Lchains, in the following sense. Definition 4.10. Let F : F → F be a function. We say that F respects ρ if, for any q ∈ F , qρF ρ = qF ρ.
Observe that if F and G respect ρ, then so does F G, since ρF Gρ = ρF ρGρ = F ρGρ = F Gρ. Proof. First note that, for any L -chain q, the L -chain q∆ s reduces to the L -chain qρ∆ s . Hence, their images under ρ are equal, and ∆ s respects ρ. We now prove by induction on the length of q ∈ F that qρBρ = qBρ. If q has length 0 or 1, then there is nothing to prove. Let n ≥ 1, assume by induction that the equality is proved for all words of length at most n, and let q ′ = q · s, where q = (q n , . . . , q 1 ), be an L -chain. We write m for m Ls , and we distinguish two cases.
Case 1. q 1 and s are not L -equivalent. In this case, q ′ ρ = qρ · s. Therefore,
Note that Case 2. q 1 and s are L -equivalent. In this case, q ′ ρ = qρ. It then suffices to show that q ′ Bρ = qBρ because we will have q ′ ρBρ = qρBρ = qBρ = q ′ Bρ where the second equality uses the induction hypothesis. Unravelling the definition of B (Def. 4.7) twice, we have
where q − := (q n , . . . , q 2 ) and m
Moreover, since q is an L -chain, for every 2 ≤ i ≤ n, we have q i m ≤ L q 1 m, so, by Lemma 4.5(4), we have q i mm ′ = q i m. Thus,
We now obtain, recalling that m = m Lq 1 ,
Definition of automaton and flow. The transition functions of our automaton will act on strict L -chains. We first define functions, τ t , which will act on Lchains, and then compose τ t with ρ to obtain at last the transition functions of our automaton. Recall that we identify T as a subsemigroup of 2 T via t → tη = {t}.
Definition 4.12. For any t ∈ T and q ∈ S * , define
We show that τ t indeed acts on L -chains.
Lemma 4.13. For any t ∈ T , τ t maps L -chains to L -chains of H-elements, and τ t respects ρ.
Proof. By Prop. 4.9(1), q∆ t is an L -chain, and the first element of q∆ t is clearly L -below t. Thus, q∆ t · t is an L -chain and so qτ t is an L -chain of H-elements by Prop. 4.9 (2) . To see that τ t respects ρ, we note first that the function q → q · t respects ρ by Lemma 4.1. Thus τ t , being a composition of three functions that respect ρ (as ∆ t and B respect ρ by Proposition 4.11), respects ρ.
We are now ready to define our automaton A.
Definition 4.14 (The automaton A and flow Φ). We define the automaton A with set of states F H , alphabet T , initial state ε, and, for every t ∈ T , transition function τ t : F H → F H , defined by τ t := τ t | F ρ. Note that τ t is well-defined by Lemma 4.1 (5) and Lemma 4.13. Define Φ : F H → 2 T I by qΦ := qω for q = ε and εΦ = {I}.
Proposition 4.15. The map Φ is a T -flow on the automaton A.
Proof. Clearly, I ∈ εΦ. Also, for t ∈ T , we have that εΦt = {t} ⊆ {t}b = (ετ t )ω. Let q ∈ F H \ {ε} and t ∈ T . We need to show that (qω)t ⊆ (qτ t )ω. Note that (qω)t = (q∆ t · t)ω, and, using Lemma 4.1(3), (qτ t )ω = (q∆ t · t)Bω. Thus, by Prop. 4.9(4), (qω)t ⊆ (qτ t )ω.
A is an H-automaton
Let A be the automaton defined in Def. 4.14. The aim of this section is to prove (Corollary 5.19) that the transition semigroup T A of A is in H. To this end, we will define another semigroup S H , which we will prove contains T A as a subsemigroup (Proposition 5.14), and is itself in H (Theorem 5.18).
Infinite wreath products and self-similarity. Below, we recall a definition of the infinite wreath product R ∞ of a right transformation monoid (X, R) and its action on the set X * of finite words over X. See [16] for more details, and for connections to transducers and actions on trees.
Definition 5.1 (Infinite wreath product of a transformation monoid). Let R be a monoid acting on a set X on the right. For n ≥ 0, we denote by X n the set of words over X of length n. For any infinite sequence of functions (F n : X n−1 → R) n≥1 , we recursively define a function F : X * → X * by εF := ε, and (x · q)F := x(qF n ) · (qF ) for any x ∈ X, q ∈ X n−1 , n ≥ 1 and we say that the sequence of functions F n is an R-definition of F . More explicitly, for (q n , . . . , q 1 ) ∈ X * , (q n , . . . , q 1 )F = (q n ((q n−1 , . . . , q 1 )F n ), . . . , q 2 (q 1 F 2 ), q 1 (εF 1 )).
We define the infinite wreath product R ∞ to be the set of functions F : X * → X * that admit an R-definition.
Note that any function F in R ∞ is length-preserving, and that, for any q = (q n , . . . , q 1 ) ∈ X * , the i th coordinate of qF only depends on the prefix (q i , . . . , q 1 ).
Lemma 5.2. The set R ∞ is a monoid of transformations on X * .
Proof. The identity function is defined by letting I n be the function with constant value 1 R for every n ≥ 1. If (F n ) and (G n ) are R-definitions of F and G, respectively, then we define, for every n ≥ 1, the function H n : X n−1 → R by qH n := (qF n )(qF G n ) (using that F is length-preserving). Then (H n ) is an R-definition of F G; indeed, for any x ∈ X and q ∈ X * , we have
For any a ∈ X * , we denote by F a : X * → X * the function uniquely defined by the condition
In words, F a : X * → X * sends any b ∈ X * to the last |b| letters of the word (b·a)F . We shall see momentarily that F a ∈ R ∞ . Note that this is an (anti-)action of X * on R ∞ : F ε = F , and for any a, a ′ ∈ X * , we have (F a ) a ′ = F a ′ ·a . (This is written as a left action in [21] .)
A subsemigroup U of R ∞ is self-similar if, for any F ∈ U and a ∈ X, we have F a ∈ U . Note that, if U is self-similar, then in fact F a ∈ U for any F ∈ U and a ∈ X * , as is easily shown by induction on the length of a. If (F n ) R-defines F , then we write σ F := εF 1 , so that (5.1) in particular gives, for any q = (q n , . . . ,
Proof. Let F ∈ R ∞ and a ∈ X. We will give an R-definition (G n ) of F a . For n ≥ 1, c ∈ X n−1 , define cG n := (ca)F n+1 . Let G : X * → X * be the function with R-definition (G n ). We show by induction on the length of b that (b·a)F = bG·aF . For b = ε, this is clear. Now assume that (c · a)F = cG · aF for all words c with |c| = n − 1, and let
A monoid action on S and the Zeiger property. Recall that we continue to fix a semigroup T and that we denote by S the semigroup Sat H (T η). We will apply the infinite wreath product construction to a particular monoid R acting on (the underlying set of) S.
Definition 5.5. Denote by R the set of all functions r : S → S such that (i) qr ≤ R q for all q ∈ S,
iii) there exists q r ∈ S I such that for any q ∈ S, if qr R q, then qr =r .
Proposition 5.6. Let R be the set of functions defined in Definition 5.5.
(1) The set R is a transformation monoid on the set S.
(2) The monoid R contains any blowup operator b on S.
(3) For every m ∈ S I , the right multiplication map, r m : q → qm, is in R.
Proof.
(1) Suppose that r, r ′ ∈ R. The composite rr ′ clearly satisfies (i) and (ii) in Def. 5.5 because r and r ′ do. For (iii), if qrr ′ R q, since we have qrr ′ ≤ R qr ≤ R q ≤ R qrr ′ , so that all of these elements are R-equivalent. In particular, qr =r , and qrr ′ = qrq r ′ , so that qrr ′ =r q r ′ . Thus, we may define q rr ′ := q r q r ′ . (2) Let b be a blowup operator on S. We verify (i) -(iii) in Def. 5.5. (i) Since qb = qm Lq , we clearly have qb
, if qb R q, then qb = q, so we can take q b := I. (3) Properties (i) and (ii) are obvious, and in (iii) we can take q rm := m.
We will now use the infinite wreath product R ∞ to define, in Definition 5.11 below, a semigroup S H acting on F H , and from there a semigroup S H acting on F H . We first isolate an important property of certain transformations in R ∞ , which was also used in [21] , inspired by Zeiger's proof of the Krohn-Rhodes Theorem [37] .
Definition 5.7. Let F ∈ R ∞ . We will say F has the pre-Zeiger property if, for any q = (q n , . . . , q 1 ) ∈ S * with |q| ≥ 2 and (s n , s n−1 , . . . , s 1 ) := qF such that q n−1 R s n−1 , and q n R s n , there exists t ∈ S I such that q n−1 t = s n−1 and q n t = s n .
Recall that in Section 4, we fixed a blowup operator b on S = Sat H (T η) and a multiplier m : S/L → S I , which we used in Def. 4.7 to define an operator B on S * .
Lemma 5.8. The operators ∆ s , for every s ∈ S I , and B are in R ∞ and have the pre-Zeiger property.
Proof. The sequence of functions S n−1 → R, n ≥ 1, which have constant value r s gives an R-definition of ∆ s , and the pre-Zeiger property is trivially satisfied by ∆ s .
We give an R-definition of B. Define εB 1 := b, and recursively, for n ≥ 2, (q n−1 , . . . , q 1 ) ∈ S n−1 , define
Denote byB the function with R-definition (B n ) n≥1 . We will show that, for every q ∈ S * and s ∈ S,
which will establish thatB = B, by Definition 4.7. We prove (5.3) by induction on the length of q. If q = ε, then sB = s(εB 1 ) = sb, as required. For n ≥ 1, we have
We prove the pre-Zeiger property for B by induction on the length of q = (q n , . . . , q 1 ), n ≥ 2. When n = 2, we have ( 
Thus, the induction hypothesis applies to the word (q n m L , . . . , q 2 m L ), and we can pick t ′ ∈ S I such that
Lemma 5.9. The set of transformations F ∈ R ∞ which satisfy the pre-Zeiger property is a self-similar subsemigroup of R ∞ .
Proof. Suppose that F, G ∈ R ∞ have the pre-Zeiger property. Let q = (q n , . . . , q 1 ) be in S * with n ≥ 2 and suppose that (s n , . . . , s 1 ) := qF G is such that q n R s n and q n−1 R s n−1 . Write (t n , . . . , t 1 ) := qF . Note that, for any 1 ≤ i ≤ n, s i ≤ R t i ≤ R q i , using Def 5.5(i), since F and G are in R ∞ . Therefore, for i = n, n − 1, since q i R s i , we have that s i R t i R q i . By the pre-Zeiger property for G, pick u ∈ S I such that t i u = s i for i = n, n−1, and by the pre-Zeiger property for F , pick v ∈ S I such that q i v = t i for i = n, n − 1. Then q i vu = s i for i = n, n − 1, as required. For the self-similarity, assume F has the pre-Zeiger property, and suppose that, for a ∈ S, we have (s n , . . . , s 1 ) = qF a and q n R s n , q n−1 R s n−1 . By (5.1) in Def. 5.3, (q · a)F = (s n , s n−1 , . . . , s 1 ) · aF , so the pre-Zeiger property for F applies.
When a pre-Zeiger transformation in R
∞ is applied to an L -chain in S, we obtain the following property, which will be crucial in the proof of Theorem 5.18.
Lemma 5.10 (Zeiger Property). Suppose that F ∈ R
∞ has the pre-Zeiger property. Then, for any q = (q n , q n−1 , . . . , q 1 ) ∈ F with n ≥ 2, and (s n , s n−1 , . . . , s 1 ) := qF such that q n−1 = s n−1 and q n R s n , we have q n = s n .
Proof. By the pre-Zeiger property of F , pick t ∈ S I such that q n−1 t = s n−1 = q n−1 and q n t = s n . Since q n ≤ L q n−1 , pick u ∈ S I such that q n = uq n−1 . Then s n = q n t = uq n−1 t = uq n−1 = q n , as required.
A semigroup containing T A . We are now ready to define the semigroup S H that will contain T A , the transition semigroup of the automaton A. The semigroup S H will be built from a semigroup S H , whose elements are asynchronous transducers, in the following sense.
Definition 5.11. For any f ∈ F \ {ε} and F ∈ R ∞ , define a functionf : S * → S * by qf := qF · f . We call any functionf : S * → S * which arises in this way an asynchronous Rtransducer and we call the non-empty L -chain f the asynchronous part off , and F the synchronous part off . Note that, iff is an asynchronous R-transducer, then F and f are uniquely determined byf : indeed, f = εf and, for any q ∈ S * , qF is the length |q| suffix of qf . where T t := ∆ t ∆ mL t B and τ t := tb. By Lemmas 5.2, 5.8 and 5.9, T t is in R ∞ and has the pre-Zeiger property. Properties (i) and (ii) in Def. 5.11 hold by Lemma 4.13.
The semigroup is in H. We will prove in Theorem 5.18 that the semigroup S H , which contains T A , is in H. This theorem generalizes [21, Thm. 4.15] by making more serious use of the Schützenberger group.
The first lemma contains some simple observations about how the 'last letter' operation ω interacts with elements of S H and S H .
Lemma 5.15. Let f ∈ S H and letf be an arbitrary representative of f with synchronous part F . Then (1) for any q ∈ F \ {ε}, qf ω = qF ω ≤ R qω.
(2) for any q ∈ F H , qf ω = qf ω,
(1) Note that, since q = ε, qf = qF · f with qF = ε, so qf ω = qF ω. Since F ∈ R ∞ , each coordinate of qF is R-below the corresponding coordinate of q, so, in particular, qF ω ≤ R qω. (2) By Lemma 4.1(2), qf ω = qf ρω, and the latter is qf ω.
The following lemma identifies special properties of the last elements of qf and qg, when f and g belong to a subgroup of S H . 
(1) for any q ∈ F H , the elements qf ω and qgω are R-equivalent; (2) the elements εf ω and εgω are H -equivalent, and lie in H;
Proof. Letf ,ḡ ∈ S H be representatives of f and g, respectively.
(1) Let q ∈ F H . Pick a representativeh of g −1 f . Then, since π is a homomorphism,ḡh is a representative of f . By Lemma 5.15(1), since qḡ = ε, we have qḡhω ≤ R qḡω. We now get
where the first and last equality follow from Lemma 5.15 (2) . By symmetry, we conclude that qf ω and qgω are R-equivalent.
(2) Pick a representativeh of gf −1 , so thathf is a representative of g. Then
Thus, the L -chain εg, in particular, contains a letter which is L -equivalent to f ω = εf ω. Therefore, εgω ≤ L εf ω = εf ω, using Lemma 5.15 (2) . By symmetry, it follows that the two elements are L -equivalent. By item (1) applied to q = ε, they are also R-equivalent, and hence H -equivalent. Since in particular u ∈ G, we conclude that εf ω H εuω, so εf ω ∈ H.
(3) Choose a representativeū of u. Since gu = g, we have εg = εgu = εḡūρ = (εḡU · u)ρ. By item (2) , uω = εuω is in particular L -equivalent to εgω. Therefore, the Lchain εḡU · u reduces to εgω · u ′ , and the latter is a strict L -chain, because εgω is L -equivalent to εuω, and εu
We use what we have proved so far to construct a homomorphism from any subgroup of S H to a Schützenberger group. This will be a key ingredient in the proof of Theorem 5.18.
Proposition 5.17. Let G be a subgroup of S H with unit u, and denote by H the H -class of εuω. There exists a homomorphism ϕ : G → Γ R (H) such that, for every f, g ∈ G, εgω(f ϕ) = εgf ω.
Proof. Let u ′ be defined as in the statement of Lemma 5.16 and letf be a representative of f . Write σ f for the element of R given by the restriction of F u ′ to one-letter words, and pick q σ f ∈ S I as in Definition 5.5(iii). For any g ∈ G, we have
where the last equality uses that, by Lemma 5.16(1), εgω and εgf ω = εgωσ f are R-equivalent. In particular, applying this equality to g := u, we have εuωq σ f = εuf ω = εf ω, which is H -equivalent to εuω by Lemma 5.16 (2) . Thus, the element q σ f lies in the stabilizer of the H -class H, by Lemma 2.7. We define f ϕ := r qσ f , right multiplication by q σ f , which is an element of the right Schützenberger group Γ R (H) which has the stated property. Proof. Let G be a subgroup of S H . Denote the unit of G by u. We will prove that, for any f ∈ K H (G), and
From (5.4), it will follow that K H (G) is trivial, so that G is in H, as required. As usual, choose representativesf andū of f and u, respectively. Let f ∈ K H (G) be arbitrary. The proof of (5.4) is by induction on the length |q| of q. We first need to establish separately the cases |q| = 0 and |q| = 1.
Case 1: q = ε. Let ϕ : G → Γ R (H) be the homomorphism of Proposition 5.17. Since εuω is an H-element, Γ R (H) lies in H. Therefore, since f ∈ K H (G), we have f ∈ ker ϕ, i.e., f ϕ acts on H as the identity. In particular, εf ω = εuf ω = εuω(f ϕ) = εuω. Using Lemma 5.16(3) , from this we obtain
where we retain the notation of that lemma.
For the next two cases, we will repeatedly use that, for any q ∈ F H , (5.5)
where the second equality holds becauseū andf respect ρ, and the third equality holds by Lemma 5.12.
Case 2: |q| = 1. Write q for the single letter in q. We aim to apply the Zeiger Property (Lemma 5.10) for F . Write (q n , . . . , q 1 ) := qū, and (s n , . . . , s 1 ) := qūF . We have qū = qU · u, so q n = qU and q n−1 = uω. Also, using (5.1),
and so s n = qU F u , s n−1 = uF ω. Now, by Lemma 5.16(1), q n = quω is R-equivalent to qf ω, and the latter is in fact equal to qU F u = s n , by (5.5). Also, q n−1 = uω = uF ω = s n−1 , because
where we have used Case 1 and Lemma 5.15. Thus, the conditions of Lemma 5.10 are fulfilled for F applied to qū. We conclude that (5.6) qU = q n = s n = qU F u .
Also, using Case 1 again, we have
We now compute:
Case 3: |q| > 1. Write q = q · q ′ , so that |q ′ | = |q| − 1 > 0, and, by the induction hypothesis, q ′ f = q ′ u. We aim to apply the Zeiger Property for F u . Write (t n , . . . , t 1 ) := qU and (v n , . . . , v 1 ) := qU F u . Using (5.1), we compute:
and, hence,
From (5.8), t n = qU q ′ = qU ω = quω by Lemma 5.15, and t n−1 = q ′ U ω = q ′ uω, again by Lemma 5.15, since q ′ = ε. From (5.5) and Lemma 5.15, we have that v n = qU F u ω = qf ω. From (5.9) and (5.5) applied to q ′ we have that
By the induction hypothesis, t n−1 = q ′ uω = q ′ f ω = v n−1 , and by Lemma 5.16(1), t n R v n . Thus, the conditions of Lemma 5.10 are fulfilled for F u applied to qU , and we conclude that
We now compute: 
. We now prove the converse. Let A = (F H , T, τ, i) be the automaton and Φ the T -flow defined in Definition 4.14. Corollary 5.19 shows that A is an H-automaton. Now let X = ∅ be an H-pointlike subset of T . By Proposition 2.5, X ⊆ qΦ for some q ∈ F H . Since X is nonempty and does not contain I, q = ε. Therefore, X ⊆ qω, which is an element of S = Sat H (T η). Since Sat H (T η) is downward closed, X ∈ Sat H (T η), as required.
Alternative descriptions of the H-pointlikes and reducibility
In this section, we assume familiarity with the theory of relatively free profinite semigroups and pseudoidentities; for more background, see, e.g., [2, 29] . Let A = {a 1 , . . . , a n } be a finite alphabet. If V is a variety of finite semigroups, then the free pro-V semigroup on A is denoted by F V (A). However, we generally denote the free profinite semigroup on A by A + . Let u ∈ F V (A). If S is a pro-V semigroup and s 1 , . . . , s n ∈ S, then u(s 1 , . . . , s n ) denotes the value of u under the unique continuous homomorphism F V (A) → S sending a i to s i . Let us write π V : A + → F V (A) for the canonical projection.
Let e be an idempotent of the minimal ideal of A + . Then it was observed by Almeida and Volkov [8] , that ea 1 e, . . . , ea n e freely topologically generate a free profinite subgroup G(e) of A + , which is a closed subgroup of the maximal subgroup G e = e A + e. Indeed, let G denote the variety of finite groups. Then under the projection π G : A + → F G (A), we have that π G (e) = 1 and so π G (ea i e) = a i . Thus π G restricts to a continuous epimorphism of profinite groups G(e) → F G (A) which splits via a i → ea i e by the universal property of F G (A). If u ∈ F G (A), we will use u e as a shorthand for u(ea 1 e, . . . , ea n e) ∈ G(e), as we shall later evaluate u e in different finite semigroups.
We now wish to give a description of the H-kernel of a finite group coming from a basis of group pseudoidentities for H. Proof. Let N be the subgroup generated by all values of left hand sides of elements of E in G. If u = 1 belongs to E and x = u(g 1 , . . . , g n ) ∈ G is a value of u, then xK Note that N is a normal subgroup  because if u(g 1 , . . . , g n ) is a value of u and g ∈ G, then gu(g 1 , . . . , g n )g
. We claim that G/N ∈ H. Indeed, if u = 1 belongs to E, then u (g 1 N, . . . , g n N ) = u(g 1 , . . . , g n )N = N and so G/N satisfies all of the pseudoidentities of E and hence belongs to H. Thus K H (G) ⊆ N . Proposition 7.1 allows us to provide a more compact description of the Hpointlikes that can often be more practical for computations. Also the description of G π -pointlikes, for a recursive set of primes π, given in [21] can be recovered in this way.
Proposition 7.2. Let T be a finite semigroup and S a subsemigroup of 2
T closed downward in the order. Let K be a subgroup of S generated by a subset X . Then K ∈ S if and only if X ∈ S for all X ∈ X .
Proof. Clearly, if X ∈ X , then X ⊆ K and so K ∈ S implies X ∈ S. Assume now that X ∈ S for all X ∈ X . Since K is finite, we can find
where the second equality uses that : 2
ω is a subsemigroup, and hence a subgroup, of K containing X 1 , . . . , X n and thus is K. We conclude that K = Y ∈ S.
We now give our alternative description of the H-pointlike sets. For finitely based varieties of finite groups, it can give a more compact and computationally useful description (depending on the nature of the pseudoidentities). (1) S is H-saturated.
(2) If u = 1 in E (with n variables) and X 1 , . . . , X n ∈ S belong to some subgroup G of S, then u(X 1 , . . . , X n ) ∈ S. (3) If u = 1 in E (with n variables) and X 1 , . . . , X n ∈ S, then u ′ (X 1 , . . . , X n ) ∈ S.
Proof. By Proposition 7.1 the H-kernel of a subgroup G of S is generated by the values of left hand sides of elements of E. Since S is downward closed, Proposition 7.2 with K = K H (G) yields the equivalence of the first two items. Since u ′ maps to u under the natural projection π G : A + u → F G (A u ), if X 1 , . . . , X n ∈ S belong to some subgroup G of S then u(X 1 , . . . , X n ) = u ′ (X 1 , . . . , X n ). Thus the third item implies the second. Suppose that X 1 , . . . , X n ∈ S and put e = e u (X 1 , . . . , X n ). Then eX 1 e, . . . , eX n e belong to the maximal subgroup G e of S and u ′ (X 1 , . . . , X n ) = u(eX 1 e, . . . , eX n e). Thus the second item implies the third.
Notice that it follows from Theorem 7.3 and Theorem 3.2 that T ∈ H if and only if it satisfies all the pseudoidentities of the form u ′ = (u ′ ) 2 , where we retain the notation of Theorem 7.3, as was shown long ago in [8] .
For example, if H is the trivial variety of groups, then we can take E to consist of the identity x = 1. Then e x = x ω and so x ′ = x ω xx ω = x ω x =: x ω+1 . Thus the H-saturated subsemigroups of 2 T are the downclosed subsemigroups closed under X → X ω n≥1 X n , as was shown in [21] . If Ab denotes the variety of finite abelian groups, then we can take E to consist of the identity xyx −1 y −1 = 1. Thus a downclosed subsemigroup S of 2 T is Ab-saturated if and only if whenever X, Y belong to a subgroup of S, then n≥1 (XY X ω−1 Y ω−1 ) n belongs to S where, as usual, x ω−1 denotes the inverse of x ω+1 in the unique maximal subgroup of {x} + . There is a single pseudoidentity u = 1 in two variables that defines the variety G sol of finite solvable groups [12] . Namely, let u 1 = x −2 y −1 x and u n+1 = [xu n x −1 , yu n y −1 ], for n ≥ 0. Then u n → u with u = 1 defining the variety of finite solvable groups. Thus a downclosed subsemigroup S of 2 T is G sol -saturated if and only if n≥1 u ′ (X, Y ) n belongs to S for all X, Y ∈ S. One can choose e u to be polynomial time computable [8] , so that u ′ is polynomial time computable. This will then give a faster approach to computing the G sol -pointlikes than working with G sol -kernels.
The reader is referred to [2, 29] for the notion of implicit operations and [7] for the notion of implicit signatures. Let T be an A-generated finite semigroup. Let γ : A + → T be the canonical surjection and consider the relational morphism ϕ V = γ −1 π V : T → F V (A). It is well known, cf. [29] , that X ⊆ T is V-pointlike if and only if X ⊆ τ ϕ −1
V for some τ ∈ F V (A). If σ is an implicit signature containing multiplication, then a variety V of finite semigroups is weakly σ-reducible for pointlikes if, for each finite A-generated semigroup T and each V-pointlike subset X of T , there is a σ-term τ in F V (A) with X ⊆ τ ϕ Proof. Write u = lim n→∞ w n with the w n words. By passing to a subsequence, we may assume that w n (s 1 ϕ −1 , . . . , s k ϕ −1 ) = u(s 1 ϕ −1 , . . . , s k ϕ −1 ) for all n ≥ 1 by finiteness of 2 T . Thus, for each n ≥ 1, we have u(s 1 ϕ −1 , . . . , s k ϕ −1 ) = w n (s 1 ϕ −1 , . . . , s k ϕ −1 ) ⊆ w n (s 1 , . . . , s k )ϕ −1 by definition of a relational morphism. Therefore, if t ∈ u(s 1 ϕ −1 , . . . , s k ϕ −1 ), then (t, w n (s 1 , . . . , s k )) ∈ #ϕ for each n ≥ 1. As #ϕ is closed, we may deduce that (t, u(s 1 , . . . , s k )) ∈ #ϕ and so t ∈ u(s 1 , . . . , s k )ϕ −1 . Thus u(s 1 ϕ −1 , . . . , s k ϕ −1 ) ⊆ u(s 1 , . . . s k )ϕ −1 , as required.
An implicit operation over A is computable if there is a Turing machine that can compute its value given as input an A-tuple of elements of a finite semigroup S (and the multiplication table of S). We say that σ is highly computable if it consists of a recursively enumerable set of computable implicit operations.
The following generalizes one of the main results of [6] , but using weak reducibility instead of reducibility. We shall use in the proof that if u ∈ A + with |A| = n, T is a finite semigroup and X i ⊆ Y i ⊆ T , for 1 ≤ i ≤ n, then u(X 1 , . . . , X n ) ⊆ u(Y 1 , . . . , Y n ) as can be seen by choosing a word agreeing with u in the finite semigroup 2 T . 
