The gluon polarisation in the nucleon has been determined by detecting charm production via D 0 meson decay to charged K and π in polarised muon scattering off a longitudinally polarised deuteron target. The data were taken by the COMPASS Collaboration at CERN between 2002 and 2006 and corresponds to an integrated luminosity of 2.8 fb −1 . The dominant underlying process of charm production is the photon-gluon fusion to a cc pair. A leading order QCD approach gives an average gluon polarisation of ∆g/g x = −0.49 ± 0.27(stat) ± 0.11(syst) at a scale µ 2 ≈ 13 (GeV/c) 2 and at an average gluon momentum fraction x ≈ 0.11. The longitudinal cross-section asymmetry for D 0 production is presented in bins of the transverse momentum and the energy of the D 0 meson. 13.88.+e, 14.20.Dh, 14.70 Pioneering experiments on the spin structure of the nucleon performed in the seventies at SLAC [1] were followed by the EMC experiment at CERN which obtained a surprisingly small quark contribution to the proton spin [2] , in contrast to the naive expectation that the spin of the nucleon is built mainly from valence quark spins [3] . This result triggered extensive studies of the spin structure of the nucleon in polarised lepton nucleon scattering experiments at CERN by the SMC [4] and COMPASS [5] , at SLAC [6], at DESY [7] and at JLAB [8] as well as in polarised proton-proton collisions at RHIC [9, 10] . As a result, the parton helicity distributions in the nucleon were extracted using perturbative QCD analyses. The contribution of the quark spins to the nucleon spin is now confirmed to be around 30%, smaller than 60%, the value expected from the EllisJaffe sum rule [11] . The reduction from the naive expectation of 100% can be explained by the relativistic nature of quarks (e.g. in the MIT bag model) [12] . However, due to the limited range in the four-momentum transfer squared, Q 2 , covered by the experiments, the QCD analyses (e.g. [5] ) show limited sensitivity to the gluon helicity distribution as a function of the gluon momentum fraction x, ∆g(x), and to its first moment, ∆G. (The perturbative scale, µ 2 , in these QCD analyses is set to Q 2 .) The determination of ∆g(x) from QCD evolution has therefore to be complemented by direct measurements in dedicated experiments.
Pioneering experiments on the spin structure of the nucleon performed in the seventies at SLAC [1] were followed by the EMC experiment at CERN which obtained a surprisingly small quark contribution to the proton spin [2] , in contrast to the naive expectation that the spin of the nucleon is built mainly from valence quark spins [3] . This result triggered extensive studies of the spin structure of the nucleon in polarised lepton nucleon scattering experiments at CERN by the SMC [4] and COMPASS [5] , at SLAC [6] , at DESY [7] and at JLAB [8] as well as in polarised proton-proton collisions at RHIC [9, 10] . As a result, the parton helicity distributions in the nucleon were extracted using perturbative QCD analyses. The contribution of the quark spins to the nucleon spin is now confirmed to be around 30%, smaller than 60%, the value expected from the EllisJaffe sum rule [11] . The reduction from the naive expectation of 100% can be explained by the relativistic nature of quarks (e.g. in the MIT bag model) [12] . However, due to the limited range in the four-momentum transfer squared, Q 2 , covered by the experiments, the QCD analyses (e.g. [5] ) show limited sensitivity to the gluon helicity distribution as a function of the gluon momentum fraction x, ∆g(x), and to its first moment, ∆G. (The perturbative scale, µ 2 , in these QCD analyses is set to Q 2 .) The determination of ∆g(x) from QCD evolution has therefore to be complemented by direct measurements in dedicated experiments.
The average gluon polarisation in a limited range of x, ∆g/g x , has been determined in a model-dependent way from the photon-gluon fusion (PGF) process by HERMES [13] , SMC [14] and COMPASS [15] . These analyses used events containing hadron pairs with high transverse momenta, p T , (typically 1 to 2 GeV/c) with respect to the virtual photon direction. PYTHIA [16] was used by HERMES and by COMPASS for the analysis of small Q 2 events, while LEPTO [17] was used in SMC and the ongoing COMPASS analysis for Q 2 > 1 (GeV/c) 2 events. This method provides good statistical precision but relies on Monte Carlo generators simulating QCD processes. The measurements point towards a small value of the gluon polarisation at x ≈ 0.1. This is in line with recent results from PHENIX [9] and STAR [10] at RHIC.
Taking into account quark and gluon orbital angular momenta, L, the nucleon spin projection (in units ofh) is
where ∆Σ is the first moment of the sum of the quark helicity distributions. The decomposition of Eq. (1), however gauge dependent, is defined in the infinite momentum frame where the quark parton model is valid.
Here we present a new result on ∆g/g x from muon-deuteron scattering.
1) The gluon polarisation is determined assuming that open-charm production is dominated by the PGF mechanism yielding a cc pair which fragments mainly into D mesons. This assumption is supported by the measurements of F c 2 in the COMPASS kinematic domain [18] and further discussed in [19] . This method has the advantage that in lowest order of the strong coupling constant there are no other contributions to the cross-section; however, it is statistically limited as will be shown in section 3. In the present analysis only one charmed meson is required in every event. This meson is selected through its decay in one 1) The present result includes a larger data sample and an improved analysis method and thus supersedes the one given in Ref. [20] .
of the two channels: [21] . For the 2006 data taking the polarised target and the spectrometer were considerably upgraded.
The measurements were performed using a µ + beam of 160 GeV/c. The beam muons originating from π + and K + decays are naturally polarised with an average polarisation, P µ , of about 80% with a relative uncertainty of 5% [22] . The momentum of each incoming muon is measured upstream of the experimental area with a precision of ∆p/p ≤ 1% in a beam momentum station consisting of layers of scintillators. The incoming muon direction and position is measured with a detector telescope in front of the target. A precision of 30 µrad is obtained for the track direction.
The 2) In this set-up the average acceptances for both spin directions are very similar and therefore the magnetic field was rotated only once per day. The average target polarisations, P t , were 50% with a relative uncertainty of 5%. The dilution factor f , accounting for the fraction of polarisable nucleons in the target, is about 0.4, since the 6 Li nucleus basically consists of a 4 He core plus a deuteron. The exact value of f is kinematics dependent and is calculated as described in Ref. [23] . Its relative uncertainty is 5%.
The two-stage COMPASS spectrometer is designed to reconstruct the scattered muons and the produced hadrons in a wide momentum range. Particle tracking is performed using several stations of scintillating fibres, micromesh gaseous chambers and gas electron multiplier chambers for the small angles tracks. Large area tracking devices comprise gaseous detectors (drift chambers, straw tubes and multiwire proportional chambers). The detectors are placed around the two spectrometer magnets. The direction of the tracks reconstructed at an interaction point in the target is determined with a precision better than 0.2 mrad and the momentum resolution for charged tracks detected in the first spectrometer is about 1.2% whereas is it about 0.5% in the second spectrometer. The achieved longitudinal vertex resolution varying from 5 mm to 25 mm along the target allows assigning each event to a particular target cell, i.e. a specific target spin direction. multiwire proportional chambers with CsI photocathodes to detect the UV Cherenkov photons. The RICH, too, underwent a considerable upgrade for the 2006 data taking. In the central part, the photon detectors were replaced by multi-anode photomultiplier tubes, yielding considerably higher photon detection efficiency along with a much faster response. For the outer parts the readout electronics was refurbished, allowing a significant reduction of the background. The data taking amounted to 40 weeks in 2002 to 2006 and corresponds to an integrated luminosity of 2.8 fb −1 .
Data selection
In the present analysis the selection procedure required an incoming muon, a scattered muon, an interaction vertex in the target and at least two additional tracks. The kinematic variables like the four-momentum transfer squared Q 2 , the relative energy transfer y, and the Bjorken variable x Bj = Q 2 /2MEy, where M is the nucleon mass and E the incident muon energy, are calculated from the four-momenta of the incident and scattered muon. No kinematic cuts are applied on Q 2 , y or x Bj . Thus the selected data sample includes the events with an interaction vertex from quasi-real photo-production
Note that all the events are in the deep inelastic region, i.e. the invariant mass of the final state, W , is larger than 4 GeV/c 2 . The D 0 mesons are reconstructed through their Kπ decay which has a branching ratio of 3.9%. Due to multiple Coulomb scattering of the charged particles in the solid state target the spatial resolution of the vertex reconstruction is not sufficient to separate the D 0 production and decay vertices. The D 0 mesons are selected using the invariant mass of their decay products.
To reduce the large combinatorial background only identified Kπ pairs are used. The identification in the RICH starts from reconstructed tracks with measured momenta. The likelihood for different mass hypotheses and for a background hypothesis are computed for each track, using the angles between the track and the detected Cherenkov photons. The likelihood functions, used in this computation, were defined from the corresponding expected angular distribution of photons; the expected distribution for background was obtained using a sample of photons not associated to reconstructed tracks. Particles are identified as kaons or pions on the basis of the likelihood associated to the pion, kaon, proton and background hypotheses. The procedure restricts the studied events to a sample with at least one kaon and one pion of momenta exceeding the Cherenkov threshold of 9.1 GeV/c and 2.5 GeV/c, respectively. Simulations using the AROMA [27] generator and a full spectrometer simulation based on GEANT have shown that about 70 % (90%) of kaons (pions) coming from D 0 decays exceed this threshold for the reconstructed sample. All events have to satisfy a kinematic cut: z > 0.2, where z is the fraction of the energy of the virtual photon carried by the D 0 meson candidate. They are further divided into a D * and a D 0 sample, analysed independently. In the former one an additional track with a proper charge, a slow pion candidate, is demanded at the vertex. RICH likelihoods, used to reject electrons from those candidates, reduce the combinatorial background by a factor two. Furthermore, in the case of the D * , a cut on the mass difference is imposed, 
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Method This section describes the determination of the gluon polarisation from the event samples collected in two different spin configurations and target cells. The same method is used in section 6 for the asymmetry determination. The number of events collected in a given target cell and time interval is
Here,
, where the arrows indicate the relative beam and target spin orientations, is the longitudinal double spin cross-section asymmetry of the events in the central peak of Fig. 1 and A B is the corresponding asymmetry originating from the combinatorial background events in the mass spectra. Also, m ≡ M Kπ , and X denote a set of kinematic variables describing an event (Q 2 , y, z...), while a, φ and n are the spectrometer acceptance, the integrated incident muon flux and the number of target nucleons, respectively. The differential unpolarised cross-sections of signal and background events folded with the experimental resolution as a function of m and X are represented by s = s(m, X) and b = b(m, X), respectively. The ratio s/(s + b) will be called "signal purity". In the present analysis the background is a combinatorial background and the signal purity can be extracted from the data using the invariant mass distributions of Fig. 1 . This is in contrast to the high-p T analyses, where the physical background has to be estimated using a Monte Carlo simulation (MC) [13, 14, 15] . Information on the gluon polarisation is contained in A µN →µ ′ D 0 X which can be decomposed in LO QCD as
Here a LL is the analysing power of the µ g → µ ′ cc process which includes the so-called depolarisation factor D accounting for the polarisation transfer from the lepton to the virtual photon. The background asymmetry A B can be written as the product of the virtual photon asymmetry and the depolarisation factor A B = DA γN B and is assumed to be independent of m.
In the present analysis the average gluon polarisation ∆g/g x and the average background asymmetry A γN B are determined simultaneously as weighted averages over the accessible kinematic range. This method does not require an arbitrary selection of mass windows for the signal and background regions as in the classical side-band subtraction method. Moreover, it yields a smaller statistical error compared to the latter, reaching practically the lower bound of the unbinned likelihood method [25] . This is achieved by weighting every event with its analysing power a LL (X). The same procedure is applied for A γN B . The weighting factors are thus
The target polarisation P t , as a time dependent quantity, is not included into the weights because including it may generate false asymmetries. Note that all events in the mass window −400 MeV/c 2 < M Kπ − M D 0 < 400 MeV/c 2 of Fig. 1 are used. Since the factor s/(s + b) in w S vanishes for events far away from the central peak, these events do not contribute significantly to ∆g/g x , but contribute to the determination of A γN B . By considering sums over the different event samples eight equations are derived from Eq. (2) [26]
for the two target cells before (t = u, d) and after (t = u ′ , d ′ ) the target spin reversal, once weighted with w S and once with w B (C = S, B). Here N t is the number of events observed in cell t. These eight equations contain 10 unknowns which are ∆g/g x , A With an extra, much weaker assumption that signal and background events from the same target cell are affected in the same way by the acceptance variations, one arrives at a system of eight equations with seven unknowns. Possible deviations from the above assumptions may generate false asymmetries which are included in the systematic error. Using the set of eight equations (see Eq. (5)), the gluon polarisation ∆g/g x and the background asymmetry A γN B are determined with a standard least square minimisation procedure taking into account the statistical correlation between the number of events in a given target cell weighted by w S and by w B . The analysis is performed independently for the D * and D 0 samples. The quantities P t , P µ , a LL and S/(S + B) are obtained as follows. For P t , values averaged over about one hour of data taking are used, a timescale over which the assumption of a stable target polarisation was shown to be justified. The beam polarisation P µ is parameterised as a function of the momentum which is measured for each incoming muon. The photon-gluon analysing power, a LL (X)/D, is parameterised in terms of measured kinematic variables. It depends on partonic variables not accessible experimentally and is obtained using a neural network [28] trained on a Monte Carlo sample for D * mesons. For this purpose PGF events were generated with AROMA [27] in leading order QCD, processed by GEANT to simulate the response of the detector and finally reconstructed like real events. It was checked that the MC simulation describes the background subtracted data distributions in z and p T sufficiently well. The scale, µ, used in the MC was chosen as the transverse mass of the produced charmed quark pair, and is sufficiently large to justify the perturbative approach. The correlation between the generated a LL and the parameterised a LL is 81% (see Fig. 2 ). The same parameterisation is valid for the D 0 and the D * samples.
Finally, the signal purity, s/(s+b), as a function of the invariant mass for each event, is determined from a fit of the invariant mass distributions of the D * and D 0 samples. In this fit the signal is described by a Gaussian distribution. In the D * case the background function is the sum of an exponential and a Gaussian, the latter added to describe the reflection of the D 0 → K π π 0 decay, where the π 0 meson is not observed. In the D 0 case the background is described by the sum of two exponential distributions. Note that not only the variation of the signal purity (or s/b) with the mass, but also with other characteristics of the event, is taken into account. This is achieved by a method [29] based on a multivariate approach starting with a parameterisation of the signal-to-background ratio, integrated over a window around the D 0 mass, (S/B) par . The window is of ±40 MeV/c 2 for the D * sample and ±30 MeV/c 2 for the D 0 sample. The parametrisation is the product of 10 functions, each one depending on one of the 10 variables describing the event kinematics and the RICH response. Typically six bins are defined in each of the variables and the mass spectra are fitted in each bin of each variable to provide the values of the S/B ratios using the signal and background functions described above. Each of the 10 variables is considered successively and the parameters of the corresponding function are adjusted to reproduce the S/B ratios in all bins in this variable. Adjusting the parameters for one variable affects the agreement obtained for previous variables and thus the adjustment procedure has to be repeated until convergence is reached and all S/B ratios are reproduced simultaneously.
Using this parametrisation, each sample (D * and D 0 ) is split into intervals of (S/B) par and the mass spectrum is fitted separately in each of them. As an illustration the invariant mass spectra obtained in the highest interval of (S/B) par are compared in Fig. 1 to those obtained for the full samples. The signal purity for each event is obtained from the fit to the mass spectrum in the interval of (S/B) par containing the event and this value is adjusted to the exact value of (S/B) par for this event. To validate the procedure the fit in each (S/B) par interval is integrated over the window around the mass peak to obtain the S/B value and compared with the average value obtained from the parametrisation. The consistency obtained guarantees that using the (S/B) par in the event weights does not introduce a bias. In addition, it is checked that weighting the wrong-charge background (K − π + π − slow and charge conjugates) with the parametrised values of the mass averaged signal purity, [S/(S + B)] par , does not generate any artificial peak at M Kπ = M D 0 . is approximately linearly dependent on x in the range covered, ∆g/g x gives a measurement of ∆g/g( x ), where x is calculated using the signal weights. This assumption is supported by the results of the COMPASS QCD analysis [5] .
The major contributions to the systematic uncertainty are listed in Table 1 . The contributions from P µ , P t and f are discussed with more detail in Ref. [5] . To study the influence of false asymmetries, the final samples from Fig. 1 were subdivided into two samples using criteria related to the experimental apparatus, e.g. kaons going to the upper or to the lower spectrometer parts. The resulting asymmetries were found to be 
in the range of 0.06 < x < 0.22 with x ≈ 0.11, and a scale µ 2 ≈ 13 (GeV/c) 2 . The contributions to the systematic uncertainty for each sample are added in quadrature to obtain the total error, 0.11 and 0.07 for the D 0 and D * sample, respectively. The larger value is chosen as a conservative estimate of the final error in Eq. (7).
In Fig. 3 the above result is compared to other measurements of ∆g/g x and to two parametrisations from the NLO QCD analysis of the world data on the polarised structure function g 1 (x, Q 2 ), performed by COMPASS [5] : with ∆G >0 (broken line) and with ∆G < 0 (dotted line). The present result is consistent with previous measurements favouring small values of ∆g/g x . Note that Q 2 is the scale for the analysis of the SMC [14] measurement and the QCD analysis [5] . The scale of the present result is given by the transverse mass of the charmed quarks µ 2 = M 2 T ≈ 13 (GeV/c) 2 . The other experimental points in Fig. 3 are given at µ 2 ≈ 3 (GeV/c) 2 .
6 Asymmetry determination The data described in sections 2 and 3 also allow for the determination of the virtual photon asymmetry for D 0 production,
In contrast to ∆g/g x this asymmetry is independent of the interpretation in LO QCD. The asymmetry averaged over the full kinematic range would be largely diluted because of the large dispersion of a LL . The asymmetry A γN →D 0 X is thus extracted in bins of the transverse momentum of the D 0 with respect to the virtual photon, p
T , and the energy of the D 0 in the laboratory system, E D 0 . The bins were chosen such that the variation of a LL /D within each bin is small compared to the variation over the whole sample. In principle A γN →D 0 X also depends on the inclusive variables y and Q 2 , but an additional binning is not necessary because the dependence is very weak. This is clearly seen in LO, where
T and E D 0 the factor (a LL /D) is almost independent of y and Q 2 , and the same is true for ∆g/g. The asymmetry A γN →D 0 X is obtained in exactly the same way as ∆g/g x , except that the factor a LL is replaced by D in the definition of the signal weight in Eq. (4), i.e. w S = P µ f Ds/(s + b). This provides
T , E D 0 ) under the assumption that the bins of p
T and E D 0 are small enough. It was verified that this approximation and the independence on y and Q 2 are well fulfilled for the cross-section evaluated in LO QCD. At higher orders, the variation of the cross-section are expected to be similar and thus the approximations to remain valid. Table 2 gives A γN →D 0 X averaged over the D 0 and D * sample in each (p
T , E D 0 ) bin, together with the average of several kinematic variables. All averages are calculated with the weight w S = P µ f Ds/(s + b). The muon-nucleon asymmetry A µN →µ ′ D 0 X can be obtained by multiplying A γN →D 0 X by D( X ). Both asymmetries can be used in global NLO QCD fits to constrain the values of ∆g(x).
As a cross-check we have calculated ∆g/g x from A γN →D 0 X in each bin by dividing the asymmetry by the corresponding a LL /D. Combining all bins we got a result consistent with the result in Eq. (7), with an increase of 5% in the statistical error. The contributions to the systematic error listed in Table 2 contribute as well to the systematic error of the asymmetries, except for the contribution of a LL . This leads to a relative systematic uncertainty of 20% for A γN →D 0 X which is 100% correlated between the bins.
Conclusion
We have studied D 0 meson production in 160 GeV polarised muon scattering off a polarised deuteron target. The D 0 decays into pairs of charged K and π mesons were selected using analysing the invariant mass distributions of identified Kπ pairs. Only one D 0 meson was demanded in each event.
The data provide an average value of the gluon polarisation in the nucleon, ∆g/g x , under the assumption that photon-gluon fusion to a cc pair is the underlying partonic process for open charm production, which is equivalent to a LO QCD approach. The result is ∆g/g x = −0.49 ± 0.27(stat) ± 0.11(syst) at an average gluon momentum fraction, x ≈ 0.11 and at a scale µ 2 ≈ 13 (GeV/c) 2 . This result is compatible with our previous result from the analysis of high-p T hadron pairs but it is much less model dependent.
The present measurement of the gluon polarisation in the nucleon, together with other measurements of COMPASS and HERMES, all situated around x ∼ 0.1, point towards a small gluon polarisation at that value of x. This is a hint for a small value of the first moment, ∆G, of the gluon helicity distribution, although this in principle does not exclude a large value.
The longitudinal cross-section asymmetries A γN →D 0 X were also extracted from our data and are presented in bins of the transverse momentum and the laboratory energy of the D 0 . They may be used to constrain the values of ∆g(x) in future global NLO QCD analyses. T and E D 0 for the D 0 and D * sample combined, together with the averages of several kinematic variables. Only the statistical errors are given. The relative systematic uncertainty is 20% which is 100% correlated between the bins.
