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Abstract—This paper presented the implementation of a 
nature inspired metaheuristic search algorithms that are 
Migrating Birds Optimization (MBO) algorithm and 
Genetic Algorithm (GA) hybrid to a t-way test data 
generation strategy. The proposed strategy is called 
improved MBO Testing Strategy (iMTS). Based on the 
published benchmarking results, the result of these 
strategies is competitive with most existing strategies in 
terms of the generated test size in many of the parameter 
configurations. For a higher strength, iMTS is able to 
produce a minimum test suite size. In the case where these 
strategies are not the most optimal, the resulting test size is 
sufficiently competitive. The strategy serves as our 
research conduit to investigate the effectiveness of MBO 
algorithm for t-way test data generation strategy. 
Keywords-t-way testing, MBO Algorithm, GA, iMTS 
I.  INTRODUCTION 
Modern software systems are usually complex and have 
large number of configurations.  It is impossible to test 
exhaustively as the number of configurations grows 
exponentially with the number of configuration options. Thus, 
there are no sufficient resources and time to test each possible 
combination of option settings for every combination. 
Interaction testing approaches such as t-way testing strategies 
use sampling method to test selected configurations where 
each possible combination of option settings for every 
combination of t options appears at least once[1]. 
Existing t-way strategies adopt many different approaches, 
such as pure computational-based approaches like Jenny[2], 
TConfig[3] and IPOG[4] and also AI-based approach that 
mostly used nature inspired metaheuristics algorithm. Nature 
inspire metaheuristic algorithm have been popular in solving 
myriad optimization problems in multiple fields such as 
engineering, networking, data mining and industrial[5].  
In the past 15 years, researchers in t-way testing also have 
been using nature inspired algorithms in finding the minimum 
set of test cases. The first 10 years were focused on pairwise 
and 3-way data generation strategies to test on small size data; 
mostly with t ≤ 3 by implementing trajectory based algorithms 
such as Simulated Annealing(SA), Tabu Search(TS) and Hill 
Climbing(HC) and classics  population based algorithm such 
as Genetic Algorithm (GA) and Ant Colony Algorithm 
(ACA)[6]. In the previous 5 years, researchers have been 
innovatively trying to explore the higher strength (t > 6) data 
generation strategies. This were possible with the creation of 
new nature inspired algorithms that are mostly population 
based such as Artificial Bee Colony(ABC), Bee 
Algorithm(BA) and Bat Algorithm[7]. Population based 
algorithms has a global exploration and local exploitation 
mechanism[8]. Hence they yields a better result compared to 
trajectory based algorithms. This can be further enhanced by 
using hybrid algorithm where two or more algorithm are 
integrate and the execution control is based on rule based 
algorithm[5]. 
This paper discusses the design, implementation and 
evaluation of MBO algorithm and GA hybrid based strategy 
i.e. iMTS.  Based on the published benchmarking results, the 
iMTS performs competitively with existing strategies(SA, 
GA, ACA[6], BA[9], Jenny[2], TConfig[3], IPOG[4], 
PPSTG[10] and PHSS[11]) and managed to get the smallest 
test suite the same size as PHSS when t > 4. 
This paper is organized as follows. In section 2, the MBO 
algorithm and GA are given. In section 3, the iMTS is 
presented. In section 4, the experimental results and 
comparison of results of the proposed algorithm with other 
algorithms are also presented. Finally, the last section 
concluded our work. 
II. THE MBO ALGORITHM AND GA 
A. Migrating Birds Optimization(MBO) Algorithm 
MBO is inspired from the long distance flight of 
gregarious birds such as ibises, pink-footed geese and 
Canadian geese that usually fly in a V formation during winter 
migration proposed by Duman et al.[12]. It is found that in the 
V formation, energy savings can be achieved by using the 
aerodynamic up wash produced by the preceding bird[13]. 
Theoretically, birds could save more than 50% of their energy 
by flying in V formation compared to flying solo. 
MBO algorithm is a neighborhood search based algorithm 
where solutions were improved from exploring the 
neighborhood based on the benefit sharing mechanism of the 
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V formation. There are 4 phases in MBO i.e.(1) Initialization, 
(2) improve the leader, (3) improve the follower and (4) select 
a new leader. It also has five important parameters: 
n  =  number of initial solutions (flock size),  
k = number of neighbor solutions to be considered (the speed    
of flight), 
x = number of neighbor solutions to be shared with the next 
solution (wing-tip span),  
m = number of tours (the number of wing flaps), 
K = number of iteration 
 
The first phase is to initialize an n size flock randomly and 
choose a leader bird from the flock. The rest of the solutions 
(n-1) are assigned to the right and left list arbitrarily to form V 
formation. The second phase is to improve the leader solution 
with k neighbor solutions. If one of the neighbor solutions is 
better than the current leader solution, the neighbor solution 
will replace the leader solution. The unused (neighbors that 
not been used for improvement), k-1 best unused neighbor 
solutions is shared with the next follower solutions on the left 
and right.  
The third phase is to improve the follower solution on the 
left with k-x solutions. This solution is combined with the 
unused k-1 solutions from leader solutions. The best solution 
replaced the current solution if it is better than the current 
solution. The remaining k-1 solutions will be shared with the 
next follower solution on the left. This procedure will be 
repeated for the solution on the right.  
The fourth and last phase is to select a new leader solution. 
The leader solution is moved alternately to the ends of the left 
and the right list, and the first solution in the corresponding 
list is forwarded as the new leader. It is like in a V formation; 
the strongest bird leads the flock and is relocated to the end of 
the line when tired while the immediate next bird will take the 
lead.  
There are a few researchers who has modified the MBO 
algorithm to adapt to their problems and to improve its 
performance i.e. a modified MBO for credit card fraud 
detection system at Turkish bank[14], an enhanced 
MBO(EMBO) to solve  no-wait flowshop sequencing 
problem[15], a new cooperative and modified variant of 
MBO[16], an improved MBO(IMBO) to solve hybrid 
flowshop scheduling problem[17], MBO to solve maritime 
container problems[18], a modified MBO(M-MBO) to solve 
university course timetabling problem[19] and a modified 
MBO(MMBO) to solve close loop layout problem[20]. Their 
results show that the modified MBO performed better than the 
original MBO algorithm.  
MBO algorithm feature a number of solutions running in 
parallel and the benefit sharing mechanism between the 
solutions. Benefit sharing mechanism is where the best unused 
neighbor from the previous solution was shared with the next 
solution. These features could be harnessed to solve 
combinatorial testing problems as they were proven to be 
effective in solving various combinatorial optimization 
problems.  
B. Genetic Algorithm(GA) 
The GA was introduced by Holland and mimics Darwinian 
Theory of the survival of the fittest. 
GA solves optimization problems by manipulating initial 
population (individual chromosomes sampled randomly). 
Each chromosome is evaluated based on a fitness function 
which is related to its success in solving a given problem. 
Given an initial population of chromosomes, GA proceeds by 
choosing chromosomes to serve as parents and then replacing 
members of the current population with new chromosomes 
that are copies of the parents i.e. offspring. The process of 
selection and population replacement goes on until a stopping 
criterion (achieving effective test data) has been met[21]. In 
our case, a test case is the same as a chromosome. This 
process can be sum up as the GA phases of (1) selection, (2) 
crossover and (3) mutation. 
Many t-way testing strategies adopted 
GA[22],[23],[24],[25] and [26]. These strategies address the 
low strength (t ≤3).  Hence, we cater for t≥ 6 by using our 
MBO-GA hybrid in iMTS strategy. 
 
III. IMTS STRATEGY 
In this section, our t-way strategy with improved MBO 
algorithm which is a MBO-GA hybrid is introduced i.e. iMTS. 
The iMTS algorithm is as illustrated in Fig. 1. 
The iMTS generates the interactions elements list 
containing all interactions tuple combinations for each pair for 
a P-valued parameter after accepting the input parameters and 
their corresponding value. While the interaction elements list 
is not empty, a current test case is generated. The improved 
MBO algorithm generates the neighbor test case (the leader 
bird that carries the largest weight). The weight of the current 
test case and neighbor test case are calculated. Test case with a 
larger weight will be the best test case. The pair pertaining to 
the best test case will be removed from the interaction 
elements list and the best test case will be stored in the test 
suite.  
 The improvements to the original MBO are depicted as 
follows:  
A. Multiple neighborhood structure 
IMTS uses four neighborhood structures; which are the 
random search neighborhood structure (1) that traverses the 
neighborhood at random, the partition based neighborhood 
structure (2) that divide the neighborhood into 4 parts where 
each part is accessed sequentially, the maximum swap 
neighborhood structure (3) that swaps the random search 
neighborhood structure and partition based neighborhood 
structure and returns the maximum solution and the random 
walk neighborhood structure (4) which is inspired by the one-
dimensional random walk. In this neighborhood, a walker 
moves in counterclockwise manner and at each step moves +1 
or -1 with equal probability of a quarter. 
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B. Initialization 
The original MBO[12] randomly initialize the initial flock. 
For diversity, instead of generating the initial flock at random 
we generated the initial flock with the random walk 
neighborhood structure. 
 
C. Elitism 
Elitism were introduced by De Jong as a simple strategy to 
ensure the survival of the best solution by preserving it in the 
next flock[27]. Elitism is used to store thirty three percent of 
the best solutions from the previous run and inserted them 
back into the next flock. This ensures that the next flock has 
better solutions to choose from.  Two random test cases were 
chosen from the population and the one with more weight is 
chosen as the best test case. This best test case will replace the 
poorest test case in the previous population. Then, the best test 
cases from the previous population were added to the elitist 
array. 
 
D. Genetic Algorithm(GA) 
GA is used to enhance the performance of iMTS by 
performing selection, crossover, mutation and evaluation on 
the best solution. GA enhanced the quality of the flock and 
also discovers a better solution space.  
 
E. Iterated Local Search(ILS) 
ILS is implemented to increase the convergence speed and 
to escape from local optima[19]. There are two phases in the 
ILS i.e. getting the best solution and comparing the best 
solution with the neighbor solution. A best solution is 
generated after the leader replacement and after the sorting of 
the follower birds from the flock.  Another best solution is 
also generated from a neighbor flock and compared with the 
solution from the current flock. If the neighbor flock solution 
is better, then it will replace the best solution from the flock.  
Fig. 2. illustrated the improvements made to the MBO 
algorithm.  
IV. RESULT AND DISCUSSION 
Parameter tuning for the improved MBO algorithm in 
iMTS took the same important parameters as Duman et al.[12] 
into consideration i.e. number of birds; n, number of neighbor 
solutions; k, number of shared neighbor solutions; x, number 
of tours; m and number of iteration; K as in MTS. However, 
with the improvements of crossover, mutation, elitism and 
ILS, the most minimum value can be set for n, k, x, m and K. 
This tuning process is crucial in finding the best parameters 
value that can yield the smallest test suite size. 
A series of experiments are conducted to find the best 
parameters for the improved MBO in iMTS with system 
configuration consisting of 5 10-valued parameters 
configuration where t = 2. The iMTS was run 20 times with 
the same value of n, k, m, x and K i.e. n=7, k = 3, m = 1, x = 2 
and K = 1 against different elitism range of 33%, 50% and 
80%.  The number of ILS loop was also varied from 330, 800, 
1000, 1330 and 1500. The results of the experiments are 
shown in Fig. 3. and Fig. 4. respectively. 
 
 
 
Fig. 1. iMTS algorithm flowchart 
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The occurrence of generated test suite size equals to 120 is 
25% when the ILS loop is 1000 and elitism = 33% as shown 
in Fig. 3. Hence it can be considered as the smallest test suite 
size generated. The smallest test suite average size is 121, also 
when ILS loop is 1000 and elitism = 33% as shown in Figure 
4. Thus the ideal parameters for iMTS are shown in Table I. 
because these parameters generate the minimum and average 
test suite size.  
iMTS were benchmarked against SA, GA, ACA[6], BA[9], 
Jenny[2], TConfig[3], IPOG[4], PPSTG[10] and PHSS[11] as 
adopted from Hazli and Zamli[9].  
To aide in the result discussion, covering arrays (CA) 
notation is explained. Interaction test suites can be represented 
with CA notation. The CA has four parameters; N, t, P, and v 
(i.e., CA (N, t,vP)). Here, the symbols P, v, and t are used to 
refer to number of parameters, values, and interaction strength 
for the CA, respectively. For example, CA (N, 2, 210) 
represents a test suite that covers 2-way interaction for a 
system with ten 2-value parameters.  
Table II. result’s reveals that iMTS generate a good result 
comparable to all AI-based strategies for t = 2 and t = 3. 
iMTS managed to generate the smallest test suite size for 
CA(N,2,13,3) and CA(N,2,10,5) where the size is 16 and 43  
respectively. For CA(N,2,13,3) it is the same result as 
generated by SA and for CA(N,2,10,5) it is the same result as 
PHSS. Whereas, for CA(3,6,5), the test suite size generated is 
198, the same size as generated by BA. The test suite size for 
CA(N,3,7,5) is 222 which is not so far from the test suite size 
generated by GA and ACA, which is 218. 
 
Fig. 2. Improved MBO algorithm 
Fig. 3. Minimum test suite size vs. number of ILS loop  
Fig. 4. Average test suite size vs. number of ILS loop 
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TABLE I.  PARAMETER SETTINGS FOR IMTS 
Parameter iMTS 
Number of initial solutions, n 7 
Number of neighbor solutions to be considered, k 3 
Number of neighbor solutions to be shared with the 
next solution, x 2 
Number of tours, m 2 
Number of iteration, K 1 
Number of ILS loop 1000 
Elitism percentage 33 
 
TABLE II.  IMTS VS. OTHER NATURE INSPIRED STRATEGIES 
CA SA GA ACA PSTG PHSS BA iMTS 
CA(N,2,34) 9 9 9 9 9 9 9 
CA(N,2,313) 16* 17 17 17 18 19 16* 
CA(N,2,1010) NA 157 159 NA 155 183 174 
CA(N,2,510) NA NA NA 45 43* 47 43* 
CA(N,3,36) 33 33 33 42 39 42 41 
CA(N,3,46) 64 64 64 102 70 108 104 
CA(N,3,56) 152 125 125 NA 199 198 198 
CA(N,3,57) 201 218 218 229 236 227 222 
 
TABLE III.  CA(N,T,210) WITH T VARIED FROM 2 TO 6 
CA IPOG Jenny TConfig PSTG PHSS BA iMTS 
CA(N,2,210) 10 10 9 8 7 8 8 
CA(N,3,210) 19 18 20 17 16* 18 16* 
CA(N,4,210) 49 39 45 37 37 39 38 
CA(N,5,210) 128 87 95 82 81 85 80* 
CA(N,6,210) 352 169 183 158 158 162 159 
 
          
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Table III. result’s shows the comparison of ten 2 
parameters value with strength ranging from 2 to 6  i.e. 
CA(N,t,10,2). It is depicted that iMTS was able to compete 
with the benchmarked strategies especially with PSTG[10] 
and PHSS[11]. For CA(N,3,10,2), iMTS yielded the smallest 
test suite size i.e. 16 the same as generated by PHSS. For 
CA(N,5,10,2)  the test suite size is 80 which is the smallest 
test suite size generated compared to the other strategies. 
The weakness of MBO is early convergence i.e. early 
termination could take place before the feasible region is 
thoroughly explored and thus the result obtained is not optimal 
when the search space increases in size[14]. It is apparent 
from these findings that by incorporating GA with MBO, this 
weakness can be overcome. 
V. CONCLUSION 
Experimental results irrefutably show that the improvement 
of iMTS has enabled it to improve MBO algorithm’s global 
exploration and local exploitation. The hybridization of MBO 
algorithm with GA has widened the search space and enables 
the algorithm to search thoroughly and avoid it from getting 
trapped in local optima. The introduction of elitists from 
previous population to the next population has retained the 
best test cases from the previous population.  
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