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Summary
The most sensitive approach currently recognised for functional imaging of the human 
body is nuclear medicine. Although there has been significant technological improve­
ment in system spatial resolution and sensitivity, scan times are still much longer than 
the period of the single breath-hold typically used in X-ray CT. The image acquisition 
process thus occurs over multiple respiratory cycles. Together with the improvement 
in image spatial resolution, these considerations make patient respiratory motion an 
increasingly significant issue to be addressed, especially regarding the potential issue 
of image blurring due to such motion.
This thesis follows the approach of using an external source of information for esti­
mating an inverse motion field to be used in compensating respiratory motion. The 
external source of information or surrogate is proposed to be a stereo camera capture 
of the anterior surface of the torso. Previous similar approaches to the problem can be 
categorised as regression whereby a deterministic map of internal motion from the ex­
ternal torso surface is found and then used in estimation. However, this thesis proposes 
recursive Bayesian estimation as an alternative method of inferring internal motion, 
given an observation of external surface motion of the torso.
The advantage of recursive Bayesian estimation is mainly two-fold; firstly, uncertain­
ties can be accounted for explicitly. This is desirable given the nature of respiratory 
motion. Secondly, recursive Bayesian estimation allows modelling estimation of res­
piratory motion in a manner that better approximates the physical system, whereby 
the observation of the external surface is the result of internal motion. In this aspect 
both models of the correspondence of the surface to internal motion and the tempo­
ral evolution of internal motion are used, in addition to modelling the uncertainties 
involved.
The evaluation of recursive Bayesian estimation is based on two sources of 4D res­
piratory data, motion simulated by the XCAT phantom and 4D MRI. These sources 
of 4D data are chosen as they are dynamic volumetric representations of the respi­
ratory motion. Using these sources of 4D data, there are three major contributions 
of the thesis. Firstly, a representation of internal and external motion of the torso 
is evaluated. The characteristics of the motion found are shown to be in agreement 
with previous studies. Secondly, a framework of training and testing both models of 
internal-external motion correspondence and temporal evolution of internal motion are 
then evaluated. Non-linear models were, on average, found to be more accurate given 
the evaluation used. Finally, a framework of respiratory motion estimation based on 
recursive Bayesian estimation which combines the former two contributions is evalu­
ated. Based on the evaluation used, recursive Bayesian estimation was on average, 
found to be more accurate than deterministic mapping, even though the same types of 
non-linear models are used in both methods of motion estimation. Within the limits of 
the evaluation performed, this can be attributed to the two aforementioned advantages 
of recursive Bayesian.
The recursive Bayesian estimation framework proposed is fiexible and can be modified 
for the required estimation approach. The thesis is concluded with suggestions on its 
application in the clinical scenario and directions for future work.
K ey words: Nuclear Medicine Imaging, Respiratory Motion, Recursive Bayesian Es­
timation, Least Squares, Regression, Kernel Models, XCAT, 4D MRI, Segmentation, 
Affine Organ Registration, Principal Component Analysis, Correlation, Model Param­
eter Optimisation, Deterministic Map
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Chapter 1
Introduction
The most sensitive approach currently recognized for functional imaging of the human 
body is nuclear medicine (NM) [168]. As such it is an important tool in oncology, 
especially in the early detection of cancerous lesions. Although there has been signifi­
cant technological improvement in system spatial resolution and sensitivity, leading to 
reduced acquisition time on current NM scanners, scan times are still much longer than 
the period of the single breath-hold used in X-ray CT. These scan times are typically 
on the order of 5-20 minutes for PET [2, 135] and 15-30 minutes for SPECT [103, 3], 
depending on the type of acquisition and equipment used. The result is an acquisition 
process that occurs over multiple breathing cycles. Together with the improvement in 
spatial image resolution, these considerations make patient motion an increasingly sig­
nificant issue to be addressed, especially regarding the potential issue of image blurring 
due to such motion [179].
Respiratory motion dominates motion artefacts when imaging the torso. Previous ap­
proaches in correcting motion artefacts from respiratory motion can be broadly divided 
into the three following categories:
1. Summation of motion corrected images,
2. Motion correction through other image processing methods, and
3. Motion corrected image reconstruction.
All methods rely on an assumption or estimate of respiratory motion during NM image 
acquisition. The assumption or estimate of respiratory motion can be based on three 
broad categories of information sources:
1. The same NM acquisition data,
2. Dynamic volumetric imaging modalities such as 4D CT or 4D MRI [43], and
3. External sources or surrogates of respiratory motion.
The use of the same NM aquisition data, imposes the low spatial resolution of the 
data in motion correction [43]. On the other hand, respiratory motion found with an 
additional dynamic volumetric imaging modality may not be directly applicable for
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Figure 1.1: Overall motion correction approach. Shaded rectangles denotes the models 
used for recursive Bayesian estimation.
motion correction of NM imaging data [102]. This thesis considers the approach of 
using an external source of information, except that a recursive Bayesian estimation 
approach is used. This is motivated by the fact that respiratory motion has been shown 
to exhibit complex behaviour [13, 193, 160]. Therefore, recursive Bayesian estimation 
is ideal as all uncertainties can be explicitly taken into accounted. This is in contrast 
to deterministic mapping which has been previously adopted when using an external 
source of information to infer internal respiratory motion of the torso.
If the state or organ configuration that is to be inferred at time k is denoted as Xjt and 
the external source of information or observable is denoted as then deterministic 
mapping uses a function imap that relates a particular observation to an inferred state:
—  t m a p ( Z f c ) -  ( I - I )
The process of finding the deterministic function Irnap is called regression.
On the other hand, recursive Bayesian estimation views the estimation of as an 
inverse problem [40]. In this view, given the previous observations up to and including 
time k, = {z i , . . . ,  z^}, the optimal or suboptimal estimate of the current state, 
Xfc, is found. This is performed by deducing the posterior density of x^, p(xfc|zi.fc). 
To obtain this posterior, two probabilistic models are needed, the transition model, a, 
describing the temporal evolution of x^ and the measurement model, b, describing how 
Xfc relates to the observable z^. Recursive Bayesian estimation can thus be described 
as in Fig. 1.1. The advantages of the recursive Bayesian estimation approach are:
1. Uncertanties can be accounted for explicitly, and
2. The inverse problem view is more akin to the physical system, whereby the ob­
servable is the result of a particular organ configuration.
In a practical application of this approach, the models, a  and b, are found outside of 
NM acquisition during a motion analysis or model training stage. This is proposed to 
be a low dose 4D-CT sequence as this thesis focuses on patient-specific models. The es­
timated organ deformation can then be used to correct for respiratory motion artefacts 
of the acquired NM image. The structure of subsequent chapters and contributions in 
this thesis are described in sections 1.1 and 1.2 respectively.
1.1. Thesis Structure
1.1 T hesis Structure
The remaining chapters in this thesis can be broadly divided into the three following 
categories:
• Background of the problem and estimation methods: Chapters 2 and 3,
• Extracting respiratory motion from 4D data and analysis of the motion: Chapters 
4 and 5,
• Implementation, results, discussion and conclusion: Chapters 6 and 7.
Chapter 2 begins with the development of nuclear medicine imaging systems and the 
subsequent development of multi modality scanners, which combines nuclear medicine 
imaging with another imaging modality. The increasing popularity of such scanners is 
advantageous as they present a suitable platform for implementation of the recursive 
Bayesian respiratory motion estimation framework. The chapter continues describing 
respiratory motion and its effects on nuclear medicine imaging, current motion correc­
tion approaches and how they relate to the approach proposed in this thesis. Chapter 
3 then begins with a review of recursive Bayesian estimation and its different imple­
mentations. The different types of models are then described together with how their 
parameters are obtained.
Chapter 4 describes the different types of 4D data representing human respiratory 
motion that are used to evaluate the recursive Bayesian estimation framework. The 
methods of segmentation used to delineate organs are then described together with the 
methods of registration used to find the motions of those organs. In Chapter 5, the 
representation of the state and observable are then defined. The motions found from 
registration are then analysed to derive any characteristics which can be used in the 
estimation framework.
Chapter 6 describes the implementation of the recursive Bayesian estimation frame­
work. The performance of the individual models are then reviewed, after which the 
performance of the whole estimation framework on different 4D datasets are evaluated. 
Finally Chapter 7 includes the concluding discussion and notes for future work.
1.2 T hesis C ontributions
There are three major contributions of the thesis. These can be summarised as follows:
1. Development and demonstration of an intuitive representation of internal (xfc) 
and external (z&) motion of the torso (Chapters 4 and 5).
2. Development and demonstration of a framework of training and testing both 
models of internal-external motion correspondence (b) and temporal evolution of 
internal motion (a).
3. Development and demonstration of a framework of respiratory motion estimation 
based on recursive Bayesian estimation where the former two contributions are 
combined together (Chapter 6).
Chapter 1. Introduction
The system as a whole incorporating all three major contributions is implemented in 
MATLAB® and mostly coded from scratch. There is though some functionality already 
available in the MATLAB® package and also utilising publicly available code. These 
will be specified throughout the thesis. The result of implementing the system with 
simulated and physical^ 4D respiratory motion data is referred to in this thesis as a 
demonstration of the overall feasibility of the system to estimate respiratory motion in 
comparison to deterministic mapping (1.1). This is due to the limited availability of 
physical data and more effort spent to develop the system. Discussion of the results 
is thus made in the light of formal statistical analysis in consideration of the limited 
amount of data. A more thorough evaluation of the system does require more data and 
this is discussed in Chapter 7.
A major portion of these contributions is published in a number of conference proceed­
ings and one journal. Below are their general groupings and associated list of papers:
• Development of the framework in the form of particle filtering. Published as:
— A.A. Abd. Rahni, et ah, Development of a Particle Filter Framework for 
Respiratory Motion Correction in Nuclear Medicine Imaging, 2010 SPIE  
Medical Imaging Symposium [144].
— A.A. Abd. Rahni, et al.. Performance Evaluation of a Particle Filter Frame­
work for Respiratory Motion Estimation in Nuclear Medicine Imaging, 2010 
Medical Imaging Conference [6].
— A.A. Abd. Rahni, et ah, A Particle Filter Approach to Respiratory Motion 
Estimation in Nuclear Medicine Imaging, IEEE Transactions of Nuclear Sci­
ence, 2011 [7].
• Development of advanced models. The two which have been mostly coded from 
scratch are respectively published as:
— A.A. Abd. Rahni, et ah. Respiratory Motion Estimation in Nuclear Medicine 
Imaging using a Kernel Model-based Particle Filter Framework, 2011 Med­
ical Imaging Conference [10].
— A.A. Abd. Rahni, et ah. Recursive Bayesian estimation of respiratory mo­
tion using a modified autoregressive transition model, 2013 SPIE Medical 
Imaging Symposium [9].
• Extraction and analysis of motion obtained from 4D MRI. These two topics are 
respectively published as:
— A.A. Abd. Rahni, et ah. Extracting respiratory motion from 4D MRI using 
organ-wise registration, 2013 SPIE Medical Imaging Symposium [11].
— A.A. Abd. Rahni, et ah. Characterisation of respiratory motion extracted 
from 4D MRI, 2013 SPIE Medical Imaging Symposium [8].
In addition to the papers above, a paper based on the final results of the system as a 
whole is also in preparation for publication in a high impact journal.
^i.e. derived from 4D medical imaging datasets.
Chapter 2
Background
One of the goals of medical imaging diagnosis is to provide accurate information on the 
physiological condition of the human patient. Physiological processes are dependent 
on the metabolic and functional behaviour of the body. Therefore anatomical imaging 
modalities such as X-ray imaging indirectly indicate functional behavior for example, 
in the case when a contrast agent is used to highlight regions of interest. Magnetic 
resonance imaging (MRI) involves the chemical composition of tissue and provides some 
functional and metabolic information in addition to anatomical information. However, 
nuclear medicine (NM) imaging is able to detect physiological processes directly as body 
tissue itself is made to be a source of radiation whose emission is detected [51]. This 
is performed by administering a pharmaceutical into the patient which is incorporated 
with a radionuclide, thus forming a radiopharmaceutical (RP). The radionuclide only 
functions to make imaging possible, whereas it is the pharmaceutical that will target 
physiological processes. This separation of role in the two components gives some 
flexibility in selecting the pharmaceutical suitable for the intended diagnosis. Between 
the two general imaging modalities based on ionizing radiation, anatomical imaging 
can also be termed as transmission imaging, where rays are transmitted through the 
body; whereas functional imaging in the case of NM can also be termed as emission 
imaging, where rays are emitted from the RP tracer introduced in the body. This 
chapter overviews the development of NM Imaging systems in Section 2.1, following 
which is an overview of motion on NM images in Section 2.2, focusing on respiration 
and its effect. The chapter ends with a review of methods of motion compensation in 
Section 2.3, concluding with the proposed method of this thesis.
2.1 N uclear M edicine Im aging S ystem s
Following development by physicists in the 1940s, heavy radionuclides such as ^^™Tc 
and were available for use in NM imaging [196]. These radionuclides emit gamma 
rays and hence affected the design of the imaging system. The first probes used for 
imaging were point detectors that were moved over the subject. Imaging using a pinhole 
camera system with a photographic plate was also experimented with, but because of 
the low radioactive emission involved, development continued with the Gamma camera.
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Figure 2.1: Example of a scintigraphy image.
which can be equated with an array of detectors and thus is able to form 2D images of 
considerable field of view. However, as the Gamma camera images a 2D projection of 
the 3D subject, emission rays which are not perpendicular to the image plane must be 
blocked and this is achieved with the use of a parallel-hole collimator. The collimator 
does though present a trade-off between sensitivity and resolution by blocking non­
perpendicular rays. Furthermore, it also degrades the spatial resolution typically to 
7-12 mm when imaging at 10 cm distance. This is poorer than the intrinsic resolution 
of the underlying detector of around 3-4 mm , although with an ultra-high resolution 
collimator it is possible to achieve a spatial resolution of around 4-8 mm. An example 
scintigraphy image is shown in Fig. 2.1.
There are also other types of collimator designs such as converging collimators which 
can increase sensitivity at the expense of field of view. On the other hand, the Gomp- 
ton camera promises to replace the standard Gamma camera by using electronic col­
limation, hence removing the trade-off between sensitivity and resolution. Electronic 
collimation is made possible by having two layers of detectors, whereby a Gamma ray 
is first detected and Gompton scattered by a solid-state detector, after which it is 
then absorbed in a scintillation detector. The positions and energies of the Gamma 
ray interactions recorded by these two different detectors is then use to deduce the 
scattering angle and thus estimate the initial direction of the Gamma ray. This is 
illustrated in Fig. 2.2. This alternative imager is still in research and is yet to be 
used clinically [199, 192]. However recent advances in computing [124] and new algo­
rithms utilising such advances [16] may make the clinical use of the Compton camera 
a possibility.
2.1.1 Tomographic Imaging
Planar imaging lacks depth information and also has limited contrast from images of 
overlapping structures. By measuring projected images at different orientations, it
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Scattering solid-state detector 
(Xi, Yi, AE)
Absorption scintillation detector 
( X .Y .E )
Figure 2.2: The principle of the Compton camera. X and Y refer to the coordinates 
while E refers to the energy of the interaction recorded by each detector. Illustration 
is from [199].
is possible to recreate the original 3D image through tomographic reconstruction, as 
analysed independently by Radon and Cormack [196]. Following on their work, Kuhl 
et. al. applied this reconstruction to NM imaging with a rotate-translate arrangement. 
In the following decades (1970s-80s), single photon emission computed tomography 
(SPECT) began to be used clinically [192].
An alternative to tomographic reconstruction for obtaining depth information in single 
photon imaging is the use of coded aperture plates in place of a collimator. The plate 
consists of an array of pinholes resulting in an image consisting of the convolution of 
the plate with the source. The coded aperture plate thus projects multiple, possibly 
overlapping, images of the source object. This is illustrated in Fig. 2.3. As the locations 
of the multiple-pinholes in the coded aperture is known, the projection made can thus 
be decoded to reconstruct the image of the object. Reconstruction at multiple focal 
planes then ideally recovers depth information. Despite early suggestions of such an 
application coded apertures have not been used clinically as a stand-alone imager [109] 
and a recent study on the theory of using coded apertures for 3D imaging shows that 
the reconstructed data will inevitably be of poor quality [44]. However the study also 
recommended combining coded apertures with other approaches and there has been 
recent work to use it for 3D reconstruction of SPECT [115].
Object
A
Multiple-pinhole 
coded aperture
D etector
Figure 2.3: The principle of coded aperture imaging. The multiple-pinhole coded 
aperture projects multiple images of the source object which can then be decoded. 
Illustration is from [194].
The previous imaging systems are suited for radionuclides with single photon emissions 
of around 50-300 keV. The elements of biological interest such as carbon do not have 
radioisotopes with similar properties. However, the radioisotopes of these elements
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emit positrons, which annihilate with an electron to produce an almost collinear pair 
of 511 keV gamma rays. The detection of these emissions is performed in positron 
emission tomography (PET) with opposing arrays of specialised detectors. A pair of 
detected emissions within a “coincidence” window of 5-12 ns (depending on detector 
speed) is considered to be a true annihilation event. The detector pair then forms a 
line of response (LOR) which is used in tomographic reconstruction. The development 
of PET systems started from around the 1950s and in the 1970s PET systems with 
a ring of detectors were implemented [196], removing the need to rotate them. PET 
also has the advantage of not having the need for collimators as a consequence of LOR 
detection. It can thus achieve higher image quality than that possible from SPECT 
imaging, due to dramatically higher sensitivity. Examples of axial SPECT and PET 
image slices are shown in Fig. 2.5(a) and (b).
2 .1 .2  Im provem ent in  T om ographic Im aging
Ever since the advent of emission tomographic systems, the hardware and software that 
enable the acquisition and reconstruction of NM tomographic images have been steadily 
evolving and increasing in quality. These developments have been more notable in the 
case of PET imaging. In hardware, the detectors for PET have steadily increased in 
sensitivity by firstly the use of bismuth-germanate (BGO) scintillators to replace the 
earliest ones based on thallium activated sodium iodide, Nal(Tl) in the late 1970s. 
Later in the 1990s, Lutetium Oxyorthosilicate (LSO) became the scintillator of choice 
which was more sensitive and had faster decay time than BGO. Before that in the 1980s, 
physical resolution was also greatly improved by the use of block detectors, whereby 
several scintillator crystals can be coupled with a fewer number of photomultiplier tubes 
(PMTs) [126]. More recently depth-of-interaction (DOl) capabilities have also been 
included in the detectors, whereby the location the photon is absorbed in the scintillator 
is determined more accurately. This can be performed by discrete DOl encoding, which 
has been used in commercial scanners, or continuous encoding currently in research [97].
Besides hardware development in the detectors themselves, PET has also greatly im­
proved with the use of time-of-flight (TOF) information and 3D reconstruction. The 
idea of using TOF information is to localise annihilation events more accurately along an 
LOR in PET. This idea has been proposed by even the early researchers of PET includ­
ing Anger [87], but is only clinically feasible recently due to the improvement of timing 
resolution in PET detectors [135]. On the other hand, the concept of 3D reconstruc­
tion is to not only reconstruct using LORs which are in the axial plane (parallel to the 
detector ring planes), but also reconstruct using oblique LORs (those between different 
detector rings). This greatly increases sensitivity as septa (ring collimators) separating 
the different detector rings are removed [169]. Additionally in software development, 
iterative reconstruction algorithms have replaced filtered backprojection in most PET 
applications. They are also the algorithm of choice in 3D reconstruction [135]. Fur­
thermore, iterative algorithms have enabled the possibility of 4D algorithms which will 
have implications for dynamic imaging and motion compensated reconstruction [143].
As a result of these developments, the acquisition time and resolution of NM sys­
tem have greatly improved, with typical SPECT systems having a resolution of 10-14
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mm [103] and an acquisition time of 20-30 minutes [3], whereas typical PET sys­
tems have a higher resolution of 4-7 mm [199] and a shorter acquisition time of 10-20 
minutes [135]. The most advanced systems such as the Siemens Biograph^^^ mCT 
(PET/CT) system which incorporates DOl and TOF information is claimed to have 
a resolution of 2 mm [2] and an acquisition time of 5 minutes [1]. Comparitively the 
Philips Bright view XCT (SPECT/CT) scanner is claimed to have a resolution of 5 
mm [166]. Fig. 2.4(a) shows the Philips Brightview XCT, an example of a SPECT/CT 
scanner while Fig. 2.4(b) shows the Siemens Biograph^^ mCT, an example of a state- 
of-the-art PET/C T scanner.
/
i /
(a) Philips Brightview XCT (SPECT/CT) (b) Siemens Biograph'^^ mCT (PET/CT)
Figure 2.4: An example: (a) SPECT/CT and (b) PET/C T scanner. In the SPECT 
scanner, a gamma camera (in this case two opposing cameras) attached to a circular 
gantry is rotated around the patient. PET scanners have a ring detector located within 
a circular gantry. Modern NM scanners typically include a CT scanner combined into 
the circular gantry. Images are from [4] and [5] respectively.
2.1 .3  M u lti M od ality  N uclear M ed icin e Im aging S ystem s
As NM imaging provides information about body tissue in a different manner compared 
to anatomical imaging, the need to combine the two different methods of imaging has 
been long realised, first and foremost by the pioneers of Nuclear Medicine themselves, 
including Anger and Kuhl. The need to augment NM imaging has been motivated 
by several factors. Firstly, attenuation correction can only be performed by having a 
transmission source. In a stand-alone NM scanner, this could be performed by using an 
external radionuclide source but even in the 1970s researchers analysed the possibility 
of using an attenuation map from a CT scan. Secondly, augmenting NM imaging 
would allow for more accurate localisation of tumours. Such localisation would also 
help the diagnostician to better interpret NM images and differentiate diseased tissue 
from normal tissue including those that would normally have a higher radionuclide 
uptake. These motivations are even more evident in treatment, particularly for external 
beam radiotherapy, where more accurate delineation of tumours would be advantageous 
especially for the patient, as the radiation dose can thus be reduced. Although NM 
images could be registered to other modalities such as CT in software, highly accurate 
alignment and registration is only possible with combined scanners.
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Following development in the 1980’s the first prototype SPECT/CT scanner was made 
by Hasegawa and collègues at the University of California, San Francisco in the early 
1990’s. Later in 1998, Townsend and collègues at the University of Pittsburg made 
the first PET/C T scanner. These early dual-modality systems succeeded in improving 
image quality for better tumour localisation and led the way for manufacture of clinical 
systems by major medical imaging firms [199]. Besides tumour localisation, the inclu­
sion of a CT image within NM imaging allowed for faster and more accurate attenuation 
correction than what would be possible using external radionuclides. For example with 
combined PET/C T systems, the transmission scan acquisition time for attenuation cor­
rection can be reduced to about a minute thus reducing further the overall procedure 
time [169]. The success of PET/C T has meant that currently almost 70% of all PET 
systems in use are combined scanners [135]. This success has also rejuvenated the im­
provement of SPECT/CT scanners [3]. A recent scanner which is clinically used is the 
Philips Brightview XCT whereby the SPECT and CT detectors are in the same axial 
plane [168]. On the other hand the Mediso AnyScan® system can combine SPECT, 
PET and CT in one machine but the modalities are still acquired sequentially. [105]. 
Common PET/C T [121], SPECT/CT [120] and PET/SPECT/CT [156] detectors are 
still in development and not yet used clinically. Common SPECT/PET detectors 
may be realisable using Compton imagers [194]. Examples of axial SPECT/CT and 
PE T /C T  image slices are shown in Fig. 2.5(c) and (d).
a) SPECT
e
(b) PET
(d) PET/CT
Figure 2.5; Axial slice images in different modalities: (a) SPECT, (b) PET, (c) 
SPECT/CT and (d) PET/C T. For (c) and (d) the NM images are coloured and over- 
layed over grayscale CT images. All images are from MedPix^^^.
Even before the realisation of a PET/ CT scanner, there has also been a similar motiva­
tion for development of a PET/M R scanner. An additional motivation are theoretical
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improvement in spatial resolution in PET by reduction of positron range (distance trav­
elled before annihilation) by magnetic confinement. A difficulty in realising a PET/M R 
scanner was that photomultiplier tubes (PMTs) used in detectors in PET cannot be 
used within a strong magnetic field. Early attempts to resolve this problem involved 
using optical fibres to couple PET detectors with PMTs placed away from the strong 
magnetic fields but these attempts resulted in low detector sensitivity [200]. A truly 
integrated PET/M R system has been developed by Siemens, the Biograph^^ mMR, 
using Avalanche Photodiode Detectors (APDs) [141]. There is still room for develop­
ment as APDs have lower timing resolutions compared to PMTs [97]. Furthermore, 
PET/M R in still in its infancy compared to the success of PE T /C T  systems. CT has 
also had its own areas of popularity which complements the use of MR in other areas 
of diagnosis [105].
2.2 M otion  in N uclear M edicine Im aging
As noted in the previous section, current NM systems have good spatial resolution, 
not far behind that of anatomical imaging systems such as X-ray CT and MRI. NM 
systems are also steadily improving over time. However, tomographic NM imaging 
techniques still have considerable acquisition times. As such, patient motion during 
scan acquisition is inevitable. The FWHM (full width at half maximum) of the NM 
systems is now comparable to the FWHM of patient motion [142], hence the relative 
amount of blurring caused by motion cannot be ignored. Motion must therefore be 
measured accurately. It can then be compensated for in the tomographic reconstruction 
algorithm. In the case of PET, a more accurate approach is to correct each LOR before 
reconstruction. This approach requires list mode information in which the time of each 
LOR is kept instead of binning the LOR in a sinogram.
Motion during NM imaging can be categorised into three types: patient body motion, 
cardiac cycle motion and respiratory motion. Patient body motion, in the form of head 
motion is the main cause of motion in brain PET imaging which can last around 6 
to 8 minutes [183] while in brain SPECT imaging, the acquisition can last up to 30 
minutes [169]. However, in the case of brain imaging, the motion can be considered of 
rigid nature. As such, it is relatively simple to track with a suitable external tracking 
system e.g. 3D optical systems. As for the heart, there is considerable motion with the 
cardiac cycle which is slightly more than the FWHM of PET and hence will significantly 
blur the acquired image. Fortunately, NM system have been developed for some time 
with an ability to gate or group detected emissions into different sinograms depending 
on the phase of the cardiac cycle. This is achieved with measurements EGG devices. 
Different images can then be reconstructed for each phase or better still, an image can 
be reconstructed from corrected data from all phases. The latter requires registration 
accounting for heart deformation throughout the phases. As for the final type of motion, 
that due to the respiratory cycle, a similar approach to cardiac gating can also be 
used i.e. respiratory gating during NM imaging acquisition. The respiratory phase 
information can be obtained from sensors that measure chest expansion directly or from 
3D optical tracking methods. Throughout the respiratory cycle, it may be sufficient to 
assume rigid motion for the heart as the resolution of typical scanners is still not high
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Figure 2.6: Figs (a) and (b) illustrate the major muscles involved in respiration. Ren­
ders of the right lung and right ribs from the XCAT phantom [159] are shown to 
illustrate the positions of the muscles.
enough to benefit much from non-rigid modelling of heart motion during respiration. 
However as higher resolution scanner become more widespread in use this issue also 
needs to be addressed [142].
2.2 .1  C haracteristics o f  R esp ira tory  M otion
Human respiratory motion is driven mainly by the actions of the rib cage and di­
aphragm [108]. During inspiration (inhalation) the diaphragm contracts and conse­
quently moves downwards, increasing the volume of the thoracic cavity and in turn 
causes expansion of the lungs. The external intercostal muscles between the ribs also 
contract, causing the ribs to pivot forward and upwards, additionally increasing the 
volume of the thoracic cavity and the hence the volume of the lungs. On the other 
hand, expiration (exhalation) is normally passive, where the diaphragm and external 
intercostal muscles relax, causing the diaphragm to move upwards and the ribs to pivot 
downwards due to the elastic properties of the thoracic cavity and lungs [181, 170, 195].
As such, respiration is asymmetric, where change during inspiration is not the same 
as change during expiration. Furthermore, expiration can also become active such 
as during exercise or when it is forced. In this case the internal intercostal muscles 
between ribs contract, actively pivoting them downwards, and the abdominal muscles 
also contract, actively causing the diaphragm to move upwards. The major muscles 
involved in respiration are as illustrated in Fig. 2.6.
In Fig. 2.6(a), the diaphragm at exhalation is depicted as a solid red curve, whereas
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its position at inhalation is shown as a dashed curve. The same convention is shown 
for the abdominal muscles. In Fig. 2.6(b), the external and internal intercostal muscles 
(“Int. Muse.”) are depicted between two adjacent ribs. In general they are present 
along the length of the ribs and exist between each adjacent rib. The general movement 
of the ribs as a result of the intercostal muscles is also depicted.
In normal breathing the diaphragm moves around 1-2 cm in the superior-inferior (SI) 
direction. The general amplitude of this motion can increase to around 10 cm in deep 
breathing. On the other hand, the ribcage moves around 0.5 cm in the anterior-posterior 
(AP) direction during normal breathing [162]. In deep breathing the amplitude of this 
motion can increase up to 3 cm [14]. As a consequence of the movement of the ribcage, 
the external surface of the chest exhibits similar amounts of movement.
Temporally, the adult human normally performs around 12 breaths per minute [181, 
170]. This rate can vary around 10-18 breaths per minute (bpm) [39, 24]. During 
exercise, the breathing rate can increase to 35-45 bpm. The breathing rates of ath­
letes peak at around 60-70 bpm [111], although in the context of diagnostic imaging, 
this might only be expected during episodes of hyperventilation. A summary of the 
variability in respiratory parameters discussed here is presented in Table 2.1.
Table 2.1: Variability in Respiratory Parameters
Parameter Respiratory TypeNormal Extreme
SI motion (cm) 1-2 10
AP motion (cm) 1.2 3
Rate (bpm) 12, 10-18 34-45, 60-70
2 .2 .2  E ffect o f  R esp ira tory  M otion
There are two major effects of respiratory motion in NM imaging of the torso, especially 
around the diaphragm. The first is inaccurate localisation of tumours. This effect is 
illustrated in Fig. 2.7. However, due to the typical resolution of NM scanners and 
accuracy of radiotherapy systems, millimeter accuracy of tumour location was less 
relevant, rather, the estimation of the standard uptake value (SUV) of tumours was 
considered to be a more significant factor. An SUV of 2.5 is an indicator of greater 
probability that a lesion is malignant. W ith respiratory motion, the NM image is 
further blurred and may result in a lower SUV measurement than the actual value 
without motion [122]. The effect of respiratory motion on the calculation of the SUV 
is thus illustrated in Fig. 2.8. Fig. 2.8 thus shows how there is uncertainty in the SUV 
found due to respiratory motion.
The other major effect of motion is also associated with localisation of tumours but 
is directly the result of attenuation correction using CT from combined NM scanners. 
The most common artifact is a mismatch between the NM image and the attenuation 
map derived from CT, resulting in a cold area around the diaphragm. This may lead 
to ambiguity in lesion localisation and usually, such lesions have to be reviewed in CT
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images [179]. This effect is illustrated in Fig. 2.9. The mismatch of the attenuation 
map also further complicates the calculation of the SUV.
(a) NM image with motion blurring
(b) NM image without motion blurring
Figure 2.7: NM images of the XCAT phantom [159], simulated using the Royal Marsden 
Dosimetry Package [76]. Lesions are marked by yellow circles.
2.3 R espiratory M otion  C om pensation  in N uclear M edicine  
Im aging
Respiratory motion compensation approaches can be broadly categorised into two: res­
piratory gating and respiratory motion correction. In this categorisation, respiratory 
gating refers to gating without additional motion correction approaches. These two 
approaches are thus described in subsections 2.3.1 and 2.3.2.
2.3 .1  R esp ira tory  G atin g
As noted previously in Section 2.2, the usual method of motion compensation is to 
use respiratory gating. Respiratory gating, where an external signal is measuring some 
aspect of respiration, is used to divide the NM emission counts for reconstruction into 
several images. Gating can be performed by dividing respiratory cycles into equal
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Figure 2.8; Illustration of the effect of respiratory motion on the measurement of the 
SUV. (A) shows the location of the lesion, as a dark spot in the upper left lung in a 
PET image. (B) shows the calculated SUV for respiratory phases defined in CT which 
corresponds to phases in respiratory gated PET. (C) shows images of the lesion at 
different respiratory phases. At the 90% phase, an outline defined at the 0% phase is 
shown, and clearly shows the movement of the lesion. All images are from [53].
B
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Figure 2.9: A PET image slice showing a cold artifact band (indicated by the red arrow 
in image A) at the diaphragm from respiratory motion as a result of misregistration of 
the attenuation map from CT. Images are from [179].
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number of phases or by dividing according to the amplitude. Studies have shown that 
the latter approach produces gates which better reflect respiratory motion [47]. In 
respiratory gated NM imaging, more accurate attenuation correction can be achieved 
by performing a corresponding 4D CT acquisition where a series of CT images are 
reconstructed for each respiratory phase of the gated NM image [122]. However, this 
increases the radiation dose from CT.
An alternative approach to respiratory gating is to perform prospective gating, whereby 
a respiratory phase is selected and then only NM emission counts within this respiratory 
phase are selected for reconstruction [185]. This method of gating can be performed 
in conjunction with deep-inspiration breath hold when the selected phase is at deep- 
inspiration. Several breath holds are thus required to ensure enough emission counts 
for image reconstruction [123]. The latter method thus requires the patient to be able 
to perform the required amount of breath holds at a particular range of amplitude. 
Perhaps unsurprisingly this has been shown to be difficult to be achieved by patients 
with lung cancer [81, 164]. Moreover, it is extremely inefficient with respect to the total 
emission of radiation during the scanning period.
2.3 .2  R esp ira tory  M o tio n  C orrection
Respiratory gating alone as mentioned in subsection 2.3.1 is not sufficient, as the gated 
images are reconstructed from a lower number of emission counts and are thus nois­
ier [122]. Hence a variety of motion correction methods have been previously developed 
that actively modify the acquired NM data to compensate for the effects of respiratory 
motion. As introduced in Chapter 1, these methods can be broadly categorized as:
1. Summation of motion corrected images.
2. Motion correction through other image processing methods such as deconvolu­
tion [197] and super resolution approaches [189], and
3. Motion corrected image reconstruction approaches such as sinogram rebinning, 
motion incorporated image reconstruction[42], joint estimation of image and mo­
tion [62] and 4D image reconstruction [75].
All methods rely on an assumption or estimate of respiratory motion during NM image 
acquisition. In the case of summation of motion corrected images, the accuracy depends 
entirely on the estimate of respiratory motion used. In the other two types of motion 
correction methods, the degree of integration between the assumption or estimate of 
motion and motion correction varies. In deconvolution, joint estimation of image and 
motion and 4D image reconstruction, the assumption or estimate of respiratory motion 
is practically fully integrated with the motion correction approach, and hence all motion 
information is obtained from the NM acquisition data itself. However, this imposes the 
low spatial resolution of the NM acquired data in motion correction [43].
Hence, for the other motion correction approaches, although respiratory motion can be 
estimated from the NM acquisition data itself, it may be more desirable to estimate 
respiratory motion from other sources of data. These other sources of data can be 
broadly divided into two:
2.3. Respiratory Motion Compensation in Nuclear Medicine Imaging 17
1. Dynamic volumetric imaging modalities such as 4D CT or 4D MRI [43], and
2. External sources or surrogates of respiratory motion, such as those used in respi­
ratory gating [102].
In the case of using 4D CT, it is only possible to acquire CT data for a short period 
of time due to the radiological dose, and in most cases an average respiratory cycle 
is found, which may not apply to the actual respiratory motion during NM acquisi­
tion [89]. This is due to the 4D CT data being gated, similar to the gating procedure 
in NM (subsection 2.3.1). On the other hand, in the case of using 4D MRI, some 
authors advocate the use tracking motion with MRI in a combined PET/M RI scanner 
throughout PET acquisition [43]. However, it may be desirable to use the MRI capa­
bility for other scans during the PET acquisition [89]. PET/M RI scanners are also still 
in their infancy compared to PET/ CT and CT capability may be more desirable than 
MR capability in a combined scan (subsection 2.1.3).
Due to the issues in using another dynamic volumetric imaging modalities, some authors 
have proposed the use of external markers as an additional source of respiratory motion 
information [33, 116, 102], similar to those used for respiratory gating [122]. External 
marker tracking can also be replaced by markerless surface capture, such as using a 
TOF camera [59]. In these cases, the external source of information, which can be 
denoted as an observation time k, z^, is deterministically mapped to internal motion, 
which can be denoted by the state or internal configuration, x^. Deterministic mapping 
is then equal to finding a function tmap which relates those two variables:
~  fmap(Zfc)* (2.1)
The process of finding the deterministic function, fmap? can thus be referred to as 
regression.
As mentioned in Chapter 1 and subsection 2.2.1, respiratory motion has been shown 
to exhibit complex behaviour [13, 193, 160] such that imposing a rigid deterministic 
model, may, in itself fail to account for the complete range of motion embedded in the 
data. Therefore this thesis proposes the use of recursive Bayesian estimation to infer the 
temporal variation of the internal configuration of organs using a stereo camera capture 
of the anterior surface of the torso. Chapter 3 thus reviews different implementation of 
recursive Bayesian estimation and also the models that are used.
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Chapter 3
R eview  of Estim ation  
M ethodology
A probabilistic or stochastic system is one which is either inherently non-deterministic 
or can be analysed in terms of probability theory. As described in Chapter 2, respira­
tory motion has been shown to exhibit complex behaviour [13, 160, 193] and thus the 
uncertainties are best described by treating respiratory motion as a stochastic process. 
In Chapter 1, respiratory motion estimation is described as a recursive Bayesian es­
timation problem. Following the resurgence of interest in Bayesian theory in general, 
recursive Bayesian estimation has been steadily rising in popularity especially in the 
form of particle filtering [40]. Particle filtering, which has been made feasible due to the 
rise in computing power, has itself been used in many applications in computer vision 
and estimation in communication systems [134]. In medical imaging recursive Bayesian 
estimation/ particle filtering has been used in image reconstruction [16, 17, 139, 145], 
segmentation [48, 64, 66, 98, 140, 171] and registration [49, 67, 125], detection [175] 
and in tracking such as in cardiac [138, 173, 198, 205], bronchoscopy [70, 106] and 
fiouroscopy [118] applications. This chapter will first review the method of recursive 
Bayesian estimation and its solutions in Section 3.1 with a focus on particle filter­
ing, highlighting its advantages. Section 3.2 then describes different types of models 
that can be used in the recursive Bayesian estimation framework. The chapter is then 
concluded with a summary in Section 3.3.
3.1 R ecursive Bayesian E stim ation
To estimate the state of a dynamic system, two models are needed, a model describing 
the temporal evolution of the state (transition model) and a model relating observations 
to the state (measurement model). These models are assumed to be probabilistic 
and uncertainties are associated with each model and the estimated state. Recursive 
Bayesian estimation allows the state and its uncertainty to be updated with each new 
observation. In this approach, the posterior probability density function (pdf) of the 
state given all available observations are found, and thus this approach becomes the 
comprehensive probabilistic solution to the estimation problem.
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Formally, the state vector is defined as G where nx is the dimension of the state 
vector, R is the set of real numbers, and A: is a discrete time index representing a time 
sample tk- Thus, state evolution can be defined as
Xfc — 3-fc—i(xfc—lî Vfc—1 ) 5 i ) j  (3.1)
where ak-i  is a generic function representing the transition model and Vk-i is process 
noise representing uncertainties in the model and /  is an equivalent pdf.
Similarly, the observable can be defined as a vector zj~ G R”’* where Uz is its dimension. 
The observable is related to the state by the following equation:
Zk = bfc(xfc,Wfc),p(zfe|xfc), (3.2)
where hk is a generic function representing the measurement model and w/j is mea­
surement noise representing uncertainties in the model and g is an equivalent pdf. As 
both models are stochastic, they can be represented by their respective pdfs /  and g. 
The posterior pdf of x^ that is to be found is p{x.k\zi:k) where zi-k = { z i, . . .  ,z^}. 
Equations 3.1 and 3.2 thus describe the state evolution [37] of a first order hidden 
Markov model (HMM) with continuously valued states and observables. This HMM is 
illustrated in Fig. 3.1.
Previous Current
Measurement 
Model 
g(zt I I t)
Transition Model CurrentPrevious
state / x t  I Xa- i) state
Figure 3.1: Diagram of the system illustrating the structure as a first order hidden 
Markov model. The posterior of the current state is represented by the bolded arrows 
and circles showing the information available at time k.
Starting with an initial pdf of the state, p(xo) =  p(xo|zo), where zq is the situation 
when no measurement have yet been made, the posterior p{xk\zi.k) at each time step 
k is found recursively using the following two steps [150]: prediction and update.
The prediction step assumes that at time k the posterior pdf from the previous time 
step, p{xk-i\zi:k-i)  is available. The transition model /  =  p(xjt|xyt_i) is then used via 
the Chapman-Kolmogorov equation to obtain the prediction or dynamic prior pdf:
(3.3)
3.1. Recursive Bayesian Estimation 21
Equation 3.3 uses the fact that the system is a first order HMM, where only depends 
on Xfc_i, resulting in p(xk\xk-i,z i:k-i)  = p(xk\xk-i).  The prediction step is then 
followed by the update step when the observation is available. This step uses the 
measurement model g = p{zk\xk) to update the prediction pdf using Bayes rule as 
follows:
P(X ,|Z ,.) =  (3.4)
P{’^k\'^l:k-l)
where the normalising denominator can be expanded using the Chapman-Kolmogorov 
equation:
p{Zk\zi,k-l) = Jp{Zk\Xk)p{Xk\zi:k-l) dXk
Similar to the prediction step, equation 3.4 uses the fact than in an HMM, each observ­
able Zfc is only dependent on its respective state from the same time point x^, hence 
P{^k\^ki^l:k—l) — P{^k\^k)'
Prom knowledge of the posterior p(xfc|zi;A;), one can then use any statistical measure 
to estimate the state, such as the minimum mean-square error (MMSE) or maximum a 
posteriori (MAP) estimate. The MMSE is the conditional mean of x^, defined as [22]:
~ M M S E  —  ^k E[xfc|zi:fc] =  y*Xkp{Xk\zi:k) dXk, (3.5)
while the MAP estimate is defined as follows:
=  argmaxp(xjk|zi:&). (3.6)
One can also obtain a measure of accuracy of an estimate of x^, such as its covariance,
from the posterior p(xk\zi:k). However, the optimal solution for the posterior only
exists in a few cases [150]:
1. In the linear-Gaussian case, the optimal solution can be found using a Kalman 
filter (subsection 3.1.1).
2. If the state space is discrete-valued with a finite number of states, the optimal 
solution can be found with grid-based methods.
3. For certain subclasses of nonlinear problems, Benes and Daum discovered the 
possibility of exact analytic solutions [150].
For other non-linear cases, the following sub-optimal solutions have been formulated [150]:
1. Analytical approximations are achieved through the use of the extended Kalman 
filter (EKF) and its variants.
2. Numerical approximations can be achieved through the use of grid-based methods.
3. The posterior is approximated through the use of Gaussian sum filters.
4. The posterior is approximated by a set of samples: the unscented Kalman filter 
(UKF) uses a small number of deterministically chosen samples, whereas the 
particle filter uses a large number of random (Monte Garlo) samples.
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In subsection 3.1.1, the Kalman filter and its extensions, the EKF and UKF will be 
described. Subsection 3.1.2 that follows describes the method of particle filtering, which 
is the main method of performing recursive Bayesian estimation in this thesis. Details 
for other methods of recursive Bayesian estimation can be found in [150] and [40].
3.1 .1  T h e K alm an  F ilter  and its  ex ten sio n s
If both the transition (3.1) and measurement (3.2) models are linear with additive 
Gaussian noise, then they can be rewritten as:
Xk = A k - iXk- i -hV k- i ,  (3.7)
Zk = BkXk + Wk, (3.8)
where v ^ -i and Wfc are zero mean Gaussian random variables with respective covari­
ances Qk-i  and Rk- Ak- i  and Bk have respective dimensions of x and Uz x n-x-
In such a case the posterior p{xk\zi:k) is a Gaussian and can be found using a Kalman
filter [150]. The posterior can thus be described exactly by its mean Xk and covariance 
Pk values.
In a Kalman filter the prediction pdf (3.3) is also Gaussian and its mean and covariance 
are denoted here as Xk\k-i and covariance Pk\k-i- They can be obtained as follows:
^k\k—l ~  Ak—lXk—l, (3.9)
Pk\k-1 = ^ k - i P k - i A j - i - f  Qk-1- (3.10)
The mean and covariance of the posterior is then found from the update step (3.4):
Xfe =  +  KkVkt (3.11)
Pk = Pk\k-i -  KkSkKk , (3.12)
where the innovation^ term Vk is:
"^ k ~  Zfc — z^k—ii (3.13)
and predicted measurement Zk\k-i is:
'^k\k—l Pk^k\k—1' (3-14)
The covariance of the innovation term Vk is:
Sk = BkPk\k-iBk +  Pk (3.15)
and the Kalman gain Kk  is defined as:
Kk = Pk\k-iPkPk^-  (3.16)
^The update step (3.4) is thus performed via the innovation term.
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Equation 3.16 can be used to reformulate^ the covariance update equation (3.12) as:
Pk = (I -  KkBk)Pk\k-i- (3.17)
However, in the physical world most systems are non-linear. Therefore various exten­
sions to the basic Kalman filter represented by equations 3.9 to 3.12 have been pro­
posed. They generally approximate the transition (3.1) and measurement (3.2) models 
as follows:
Xk =  afc_i(xfc_i)-hvfc_i, (3.18)
Zk = bfc(xfc)-t-Wfc, (3.19)
where a^ -i and bfc are possibly non-linear functions of x ^ -i and Xfc respectively, but 
Vk-i  and Wfc are still zero mean Gaussian random variables as in equations 3.7 and 
3.8. Moreover, the posterior p{xk\zi._k) and prediction pdf (3.3) are also assumed to 
be Gaussian as in the basic Kalman filter and hence can be described by their respec­
tive means (x^ and x^i^-i) and covariances {Pk and Pk\k-i)- Two such extensions 
to the Kalman filter are described below, the extended Kalman filter (EKF) and the 
unscented Kalman filter (UKF). Other extensions to the Kalman filter can be found 
in [40] and [18].
Extended Kalman Filter
In the EKF, the mean of the prediction pdf, x^i^-i (3.9) and the predicted measure­
ment, Zk\k-i (3.14) are found using the functions a^ -i and b^ from equations 3.18 and 
3.19:
^k\k—l ~  3-fc—1 (x/c—l), (3.20)
1 — t)A;(xA,|A—l). (3.21)
The expressions for equations 3.10 to 3.13, 3.15 and 3.16 maintain the same form, but
the matrices Ak- i  and Bk are replaced by the Jacobians of the functions a/j_i and b^
respectively, evaluated as follows:
■^k-l — [^Xk-l^^l(^^-l)]^lxk_i=XA:_l' (3.22)
%  =  (3.23)
where
with Xi^ki n =  1 , . . . ,  72x being the elements of x^. The Jacobians A k- i  and Bk are the 
first terms of the Taylor expansions of a/j-i and b^ respectively. For example, in the 
case of b^:
hk{xk + ôxk) = bfc(xfc) -f +  . . .
^If (3.16) is multiplied by SkK^ on each side, then KkSkK^  =  Pk\k-iBk  =  K kB kP k\k - i  as 
Sk and Pk\k-i are covariance matrices and symmetric by definition. Substituting K k S k K j  into (3.12) 
then leads to (3.17).
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for some ÔXk where 
U nscented Kalman Filter
The extended Kalman filter (EKF) works well when the nonlinearities of transition 
(3.18) and measurement (3.19) models that are used are mild [18]. However, it is 
limited by the linearisations of those models (equations 3.22 and 3.23) in calculating 
the required covariances (equations 3.10, 3.12 and 3.15) and Kalman gain (3.16). The 
unscented Kalman filter avoids this limitation by not linearising the transition (3.18) 
and measurement (3.19) models. Instead a set of deterministically chosen sample points 
are used to represent the posterior p{xk\zi:k) and prediction pdf (3.3). These points 
completely describe the mean and covariance of a Gaussian variable. When propagated 
through a non-linear transform, these points describe the mean and covariance of the 
transformed variable accurate to the second order of a Taylor series expansion of the 
transform [184]. The method of selecting these points is called the unscented transform 
(U T ).
In the case of the state x^, assumed to be Gaussian with mean x^ and covariance 7% ,^ 
propagating through a non-linear function = bfc(xfc), the method of calculating the 
mean and covariance of z^ using the UT proceeds as follows:
1. A set of weighted sample points are chosen:
< A’* == Xfc -j- (7%x +   ^ 1 IV* — 2{nx+n) 1 =  1 , . . . ,  71 ,^
A'* =  x/j — ^\/(n.x +  /î)Fxfc^ . 5 — 2(nx+/î)  ^~  +  1 . . . ,  2rzx,
(3.25)
where K is a scaling factor^, S?”q>V* =  1 and (nx +  i^)Pxk^ is the %th row or
column^ [184] of the matrix square root of (nx +  n)7A^.
2. The sample points are then propagated through the non-linear function:
Z' =  b&(A''), 2 =  0, . . . ,  2nx. (3.26)
3. The mean Zk and covariance P^ .^ of Zk can thus be calculated:
2t1x
% =  (3.27)
2 = 0
2txx
p .. =  (3.28)
2= 0
^When K =  3 — Ux, the mean squared error is minimised to the fourth order and if /v <  0 then the 
estimated covariance of Zfc, Pz^ (3.28) can be non-positive semidefinite [86].
^If the matrix square root results in P  =  R  then the rows of R  are used, otherwise if P  =  LL^  
then the columns of L  are used [86].
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To show the advantage of the UT over the linearisations in the EKF (equations 3.22 
and 3.23), suppose that transforms from polar to Cartesian coordinates:
where Xi k^ refers to the elements of Xk as in (3.24). With the mean Xk and covariance 
of Xk specified as:
Xk can then be simulated by a Monte Carlo (MC) approach and propagated through 
hk (3.29), and thus the true mean and covariance of Zk can be calculated. The EKF 
would estimate the mean as =  hk{xk) and covariance as P ^ ^^  = BkPxkBk where 
Bk is the Jacobian of b^ (as in equation 3.23), in this case:
sin(a;i,fc) cos(a:i,fc)
 ^ V X2,kCos{xi,k) sin(a;i,fc) J Xfc=Xfc
On the other hand, the UT estimates the mean and covariance using equations 3.25 
to 3.28. The differences between these estimates is shown in Fig. 3.2. Here 5000 MC 
points have been sampled from the Gaussian J\f{xk,Pxk) with parameters as specified 
in (3.30). The 2cr (86% confidence) ellipses are defined by the respective covariance 
estimates. This example shows that the UT estimate of mean and covariance are much 
closer to the true MG estimates compared to the EKF estimates.
Having shown the accuracy of the UT over the EKF in Fig. 3.2, below is a description 
of the unscented Kalman filter for transition and measurement models (3.18) and (3.19) 
respectively:
1. Starting from the prior mean Xk-i  and covariance Pk-i,  the sample points and 
weights {^k - i^ ^k - i } i= o  found using equation 3.25. They are then propa­
gated (3.26) to produce samples for the prediction pdf (3.3): ^l^k-i ~  ^k - i{^k- i ) -
2. The prediction pdf (3.3) is then found (using equations 3.27 and 3.28):
2tix
=  (3.31)
2= 0
2tix
Pk\k-1 ~  ^f^\k-l)i^k\k-l - ^ k \ k - l ) ^ ) + Q k - l ‘ (3.32)
2= 0
3. The samples for the prediction pdf are then propagated (3.26) to produce samples 
for the predicted measurement: 2i^k\k-i ~  ^k(^k -i ) -
4. As for the Kalman filter and the EKF, the update step (equations 3.11 and 3.12) 
maintains the same forms. However the terms are found differently:
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Figure 3.2; Diagram showing the accuracy of the UT estimate of mean and covariance 
compared to that used in an EKF.
• The predicted measurement and covariance is found using equations 3.27 
and 3.28:
2?îx
2= 0
2n>tzx
=  [ ' ^ ^ ^ \ ^ k \ k - l  ^ ^ k \ k - l ) { ^ k \ k - l  ~ ^ k \ k ~ l Ÿ ) ^ P k -  
2 = 0
Similarly the Kalman gain is found using equation 3.28:
2rix
= ( E W ‘W |fc-i
2 = 0
(3.33)
(3.34)
(3.35)
3 .1 .2  P artic le  F ilters
In contrast to Kalman Filters and its extensions in the previous subsection (3.1.1), 
where at the very least all pdfs are considered to be Gaussian, particle filters (PFs) 
make no such assumption in performing recursive Bayesian estimation. Instead of any 
analytical (as in the EKF) or deterministic statistical (as in the UKF) approximation, 
particle filters perform sequential Monte Carlo (SMC) estimation based on sampled 
( “particle”) representation of pdfs^. Basic SMC ideas were introduced in the 1950s and
’Similar to the example in Fig. 3.2 where MC samples represent the true pdf.
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continued to be explored in the following decades but were largely ignored. This may 
be from the lack in computing power during those years. A major contribution to the 
development of SMC methods was the resampling step [74], which made PFs practical 
and has risen in popularity ever since [150].
SMC methods have their basis in Monte Carlo (MC) integration. Consider the following 
integration problem:
= j  g(x) dx  (3.36)
with X G In MC integration, the function to be integrated is factorized so that 
g(x) =  f(x)7r(x) such as that 7t(x) can be interpreted as a pdf with:
7t(x) >  0 , y  7t(x) dx = 1.
Thus by drawing a large number N  of samples x% from the pdf®, the integral (3.36) can 
be estimated by the sample mean:
1 ^
^  ^ f ( x j .  (3.37)
Z=1
In most cases it is not possible to sample from 7t(x), hence sampling is made from an
importance pdf q{x) which satisfies the following condition: 7t(x) > 0 g(x) >  0 for
all X G R"*, implying that they have the same support. The integral (3.36) can now 
be written as:
j M C  _  J  f { x )^ ^ q (x )d x  (3.38)
which can be estimated by a weighted average of the MC samples:
and thus forms the method of importance sampling (IS).
Following on this, sequential importance sampling (SIS) becomes the basis for SMC 
methods including PFs. In SIS, the joint posterior p(xi;A;|zi;A;) where xi;A; =  { x i, . . . ,  x^} 
is characterized by a random measure consisting of the set of support points and weights 
with col =  1. The joint posterior can then be approximated as:
N
P(xi:fc|zi:fe) % ^ U l 6 ( x i : k  ~  X^.^). (3.40)
2=1
By using the principle of IS similar to (3.38), the weights are thus defined:
’i.e. the set { x i j i l i  is thus N  realisations of the pdf, Xi ~  7r(x)
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If the importance probability density (ID) is chosen so as to factorize such that:
q{^l:k\zi:k) = ç(Xfc|xi:fc_i,Zi:fc)q'(xi:fc-l|zi:A:-l) (3.42)
then the samples ~  q('X-i:k\ i^:k) can be obtained by augmenting the existing sam­
ples ~  q{^i:k-i\zi:k-i) with the new state ~  q{xk\xi:k-i,zi:k). With this
factorization, the weights can then be shown to be [150]:
Furthermore, if q{xk\xi:k~i,zi:k) = g(xfc|xfc_i,Zfc) the ID is only dependent on x^_i 
and Zfc. The weights can now be defined as:
and the posterior p(x/.|zi:fc) can be approximated as:
N
p{Xk\zi:k) -  ^w|}.J(XA -  x%). (3.45)
with the weights defined in (3.44). As —> oo this approximation approaches the true 
posterior [150]. This constitutes SIS and a psuedocode description of one cycle is given 
in Table 3.1.
Table 3.1: Filtering using SIS 
} ü l ; A^;]
• FOR 1 = 1: N
-  Draw x% -  q{xk\x\_-^,Zk).
— Assign the particle a weight according to (3.44).
• END FOR
• Normalise weights so that =  1.
Resam pling
It has been shown that the variance of importance weights as defined in (3.44) can 
only decrease over time. This implies that after a certain number of recursions almost 
all but one particle will have negligible weights and this phenomena is referred to as 
degeneracy. Hence computational power is used to update particles whose contribution
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Figure 3.3: In a direct implementation of resampling, 
j  according to (3.48).
W[0,1] is mapped onto index
to the approximation of the posterior is almost zero. A suitable measure of degeneracy 
is the effective sample size [19]:
N
l  +  Var(wZ')'
(3.46)
where =  p(x^|zi;/j)/g(x|.|x^_]^,z^), i.e. the “true weight” . As this cannot be evalu­
ated exactly, an estimate Neff  is made of Neff.
=
1
E t i K ) -
(3.47)
where is found from (3.43).
A small value of Neff  indicates degeneracy and when its value falls below some thresh­
old Nthr, resampling is required. This is to eliminate samples with smaller weights 
and multiply samples with higher weights. A new set of random samples {x^ is 
generated by resampling (with replacement) N  times from the approximation of the 
prior in (3.45) so that:
(3.48)
A direct implementation would be to generate N  independent identically-distributed 
samples from a uniform distribution, sort them in ascending order and then compare 
them with the cumulative sum of weights. Fig. 3.3 illustrates this and a pseudocode 
description is given in Table 3.2. Note that the best sorting algorithm has a complexity 
of 0(iVlog2 N)  thus limiting speed. However, this complexity can be lowered to 0 { N )  
by implementations using order statistics or using systematic resampling.
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Table 3.2: Resampling with replacement [147, 150]
[{4* =  RESAMPLE[{xi,a>*}£i]
• {ci — {ui '
• [' l^:iv] =  SORT[ui:iv];« =  i ; i  =  i;
• WHILE j < N
-  IF u] < Ci
= i \ j  =  j  +  1;
-  ELSE
z =  z +  1
-  END IF
• END WHILE
Choice o f im portance density
The optimal importance density (ID) has been shown to be [150]:
q(xkjxl_;^,Zk)opt = p(xk\xl_;^,Zk). (3.49)
Using Bayes theorem, the optimal ID (3.49) can be expanded as follows:
Substituting (3.50) into (3.44), then redefines the weights as: oc ujl_-^^p{zk\x\_-^),
which states that the weights at time k can be calculated (and used in resampling) 
before the particles are propagated to time k. However one has to be able to sample 
from the ID and evaluate p{zk\x\_-f). This might not be straightforward except if 
is from a finite set or if the ID is Gaussian. In the latter case, this implies that the 
transition (3.1) and measurement (3.2) models are of the following form:
Xfc =  afc_i(xfc_i) +  Vfc_i, (3.51)
Zk — Bf-Xf  ^T w/j, (3.52)
where v ^ - i  and are zero mean Gaussian with respective covariances Qk-i  and Rk
as for the Kalman filter and its extensions (subsection 3.1.1).
The optimal ID (3.49) and p(zk\xk-i) are then defined as:
p{xk\xk-i,Zk) = A /'(x(^,S^^), (3.53)
p(zk\xk-i)  = M{zk\k-i,Sk),  (3.54)
where
=  Xk\k-i + ^k^B ^R ^^Vk ,  (3.55)
Ek^ = Qk-i -  Q k- i^ kS ^ ^B k Q k- i ,  (3.56)
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Figure 3.4: A single cycle of the SIR filter. Diagram is based on [150].
in which Xk\k-i = ^k-ii'x.k-i) is the predicted state and =  b^(xA:|k-i) is the
predicted measurement (as in equations 3.20 and 3.21 respectively) and Vk is the in­
novation term (3.13) and Sk is its covariance (3.15) as in the Kalman filter.
If an optimal ID cannot be used, a popular suboptimal choice for the ID is the transi­
tional prior:
9(414-1» Zfc) =p(xfc|x|_i). (3.57)
The weights are then defined as oc o;|._jp(z/.|x^), implying they can no longer be 
calculated before propagating the particles. This suboptimal ID also does not include 
knowledge of the most recent observation, z^. However it is easier to implement [150].
SIR Particle Filter
The sampling importance resampling (SIR) filter was proposed in [74] with the name 
“bootstrap” filter. In this implementation of the PF, the suboptimal ID in (3.57) is 
used and thus particles are sampled from it. Resampling is performed at every time 
step, hence the weights are always reset to 4 - i  ~  1/A  ^îor i = 1 , . . . ,  N . The definition 
of the weights is therefore simplified to oc p(z;t|x^) and their values are not passed 
on to the next time step. Fig. 3.4 illustrates the SIR filter and a pseudocode description 
of one cycle is given in Table 3.3.
Local Linearisation
A popular method of approximating the optimal ID (3.49) is to use a Gaussian as the 
basis for the ID [150], which is defined for each particle as:
zfc) =  V(x%, PI), (3.58)
implying that each particle x^ is sampled from a Gaussian with mean x^ and covariance 
P^. The mean and covariance of this ID (3.58) is found using a EKF/UKF (subsec­
tion 3.1.1) at time k using the most recent measurement z/j. The resulting PF is called
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Table 3.3: SIR Particle Filter
• FOR i = 1 : N
-  Drawx^, ~p(xA;|xi._i).
— Assign the particle a weight: oc p(zA;|x^).
• END FOR
• Normalise weights so that = 1.
• Resample using algorithm in Table 3.2:
[{4 , - ,  - } £ i]  = resam ple[ { 4 ,4 } |1 i]
Table 3.4: Local Linearisation Particle Filter
[ (4 , =  l l pf[{4 _ „  zfc]
• FOR i = 1 : N
— Find mean and covariance of ID: 4 ,  j^]=EKF/UKF[x%_^,
— Drawx|.rx,A7(4,.P^).
— Assign the particle a weight according to (3.44) using the ID in (3.58).
• END FOR
• Normalise weights so that =  1.
• Resample using algorithm in Table 3.2:
[{ 4 , - ,  =  R ESA M PL E[{x|,4}iIi]
• Assign covariances: {P^ =
the local linearisation^ particle filter (LLPF). As in the SIR filter, resampling is per­
formed at every time step and thus the values of the weights are not carried to the next 
time step. The added cost of computation of the LLPF is compensated by the lower 
number of particles needed compared to the SIR filter. A pseudocode description of 
one cycle is given in Table 3.4.
3.2 Prior M odels in R ecursive Bayesian E stim ation
The importance of prior knowledge is crucial in recursive Bayesian estimation [40]. In 
the application in this thesis, the performance of recursive Bayesian estimation depends
^The EKF performs analytical local linearisation while the UKF performs statistical local lineari­
sation [150]. For reference to a particular form of the LLPF, the resulting PF is termed as either an 
extended Kalman PF (EKPF) or an unscented PF (UPF) [184].
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very much on the transition (3.1) and measurement (3.2) models used in the HMM view 
of respiratory motion estimation (Fig. 3.1). In terms of the application of these models 
in this thesis, the transition model is a prediction model of organ configuration based 
on the previous configuration, whereas the measurement model is a correspondence 
model between the observable and hidden organ configuration.
Different respiratory prediction algorithms have been used in comparative studies in the 
context of radiotherapy [55, 92], where prediction is crucial to compensate for latency in 
the treatment delivery system. Although in [55] a distinction is made between “model- 
dependent” and “model-free” predictors, in the framework of generic models used in 
recursive Bayesian estimation, “model-free” predictors are understood to belong to the 
category of non-parametric models in which the form is not parametrised [110] and 
hence are non-linear. Both studies agree that kernel-based models performed better 
than other simpler models^, although in [92] it is noted that the difference in perfor­
mance is not that great.
On the other hand, correspondence models between an observable or surrogate and 
hidden organ or tumour configuration have also been studied in radiotherapy [112, 54] 
and in diagnostic nuclear medicine imaging [33, 116, 102]. As in the case of prediction 
models, a comparative study [54] found that a kernel-based model, specifically e-support 
vector regression (e-SVR) performed better than polynomial models®.
Recursive Bayesian estimation therefore provides a framework to combine prediction 
and correspondence models together. In the context of the application in this thesis, 
the process of finding both the transition (3.1) and measurement (3.1) models will 
be referred to as regression, where one seeks a function relating a dependent variable 
or regressand to an independent variable or regressor. In the case of the transition 
model, the current state depends on the previous state Xfc_i; for the measurement 
model, the current measurement depends on the corresponding state x^. However, 
the difference from deterministic regression is that noise components Vj^-i and are 
associated with the transition and measurement models respectively. This is illustrated 
in Fig. 3.5. Here the estimate of the state, % , deviates from the true value, % , 
especially at k = 1, k = h and k = 10. However this deviation is accounted for by 
a noise component, shown by the dashed lines indicating the standard deviation of 
the state estimate, Edx- Nevertheless, when the noise components are purely additive 
such as in the case of Kalman filters and its extensions (subsection 3.1.1), the task of 
identifying the remaining deterministic component of the models can be treated as a 
normal regression procedure [40]. This general regression approach also implies that the 
models are found mainly based on training data, reducing the need to specify additional 
parameters [30].
In this section, four approaches to model identification will be considered:
1. Linear regression,
2. Kernel density estimation.
^Support vector regression was found to be the best in [55] but the latter study [92] found neural 
networks to perform slightly better.
^Linear models are included as they are polynomials of degree 1.
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Figure 3.5: Illustration of the stochastic nature of prior models in recursive Bayesian 
estimation. In this case, each estimate of the state, Xk, is associated with a noise 
component shown by the dashed lines indicating the standard deviation of the state 
estimate, ±(Jr.
3. Kernel regression, and
4. e-support vector regression.
For approaches 1, 3 and 4, as the noise component is separable, the generic model is 
denoted as:
=  (3.59)
where the function relates the independent variable 4> G , a vector with dimension 
n</,, to the dependent variable î/j G a vector with dimension ^  is additive
noise representing uncertainties in the model and pp is the posterior pdf of ip given 
cp. The noise vector ^ includes the estimated error in the model itself. For approach 
2, only the pdf representation {pp) is used. As this thesis is concerned with only 
patient specific respiratory motion estimation (Chapter 1), the generic model (fg) and 
its corresponding pdf (pg) are considered to be time-invariant. Any parameters which 
change can also be included as part of the independent variable (0). Subsection 3.2.1 
below describes linear regression in more detail whereas the non-linear models are 
described in subsection 3.2.2.
3 .2 .1  L in e a r  R e g re ss io n
In this thesis, linear models found through regression are assumed to be of the form:
'tp = p(f) + ^, (3.60)
where /3 is a matrix of regression coefficients relating the regressor <p to the regressand 
•0, and ^ represents regression error in the absence of external sources of uncertainties.
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Given a training dataset of the regressor 0  =  [(p^,.. . ,  (p^] and the regressand ^  =  
[-01,..., 0iv]? each of N  datapoints, one can find the regression cofficients /3 using least 
squares (LS) estimation. Similar to the case when the regressand is a scalar (when
=  1), multivariate LS seeks to find an estimate of the regression coefficients ^  that
minimises the sum of squares of the errors Ssq{P), defined as follows [107]:
Ssqi^) =vec(E^)^  vec{É^), (3.61)
where the errors are defined over the training dataset, E =  [^ i,. . . ,  = ^  The
vectorised^® error matrix can then be redefined as:
vec(S^) =  vec(^^) -  (0^  0  In^) vec(/3^), (3.62)
where In^ is an identity matrix of dimensions x and (g) the Kronecker product. 
The minimum error is found when the derivative of Ssq{/3), with respect to is equal 
to 0:
=  2(-($"^ 0  In^) vec{'^^) +  (($0'^) 0  In^)vec{P^)) = 0, (3.63)
resulting in:
vec(^'^) =  (((0$'^)"^$'^) 0  7n^) vec($'^).
Hence the LS estimate of the regression coefficients /?, is:
=  ($ $T ^-i0T ^T  (3.64)
The expected value of the errors are defined as E(^) = 0 [82]. When the errors are
assumed to be Gaussian it can be shown that the LS estimate is equal to a maximum
likelihood (ML) estimate of /3 [107, 137, 30].
The matrix T+ =  is called the Moore-Penrose pseudoinverse of the matrix
T — It is the LS solution to the linear model in (3.60). If the matrix T ^ T  is almost 
s in gu la r^ then  its rank^^ has to be taken into account. In practice this is accomplished 
by performing a singular value decomposition (SVD) of T. If the SVD is as follows:
T =  (3.65)
where U and V  are orthogonal^^, and S is a diagonal matrix with non-negative values 
along the main diagonal (i.e. the singular values), then the pseudoinverse is:
T+ =  VE+U^,  (3.66)
with formed by taking the reciprocals of the singular values [72]. In a practical 
calculation, singular values smaller than some threshold are equated to 0, and only the 
non-zero singular values are kept in the matrix S.
^°The vec operator arranges the columns of a matrix V  =  [ vi , . . . ,  vm] into a vector, v  =  vec(V) =
[ v j , . . . , v i r .
^^When the determinant |T^T|, is close to 0.
^^The rank is the number of independent rows or columns, for an m x n matrix, the maximum rank 
is min(m, n).
matrix U is orthogonal when =  U~^.
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Figure 3.6: A linear model of the trajectory (blue line) represented by a plane (grid). ^  
thus represents a scalar output corresponding to a particular value of the vector input 
4> =  [01 , 02]^- Plot of other models in this section (Figs. 3.7 to 3.10) follow the same 
convention.
Having described the linear model (3.60) and its estimation method (3.66), the regres­
sand and regressor can thus be defined in terms of the models used in recursive Bayesian 
estimation. For the measurement model (3.2):
1 + Wfc, (3.67)
where ijj = 4> = and ^ =  w^. This linear measurement model (3.67) can
be rewritten as:
Zfc =  Hxfc +  bo -f Wfc, (3.68)
with P =  [bo, B], where bo is an intercept vector so that the hyperplane represented 
by the model (3.68) does not have to go through the origin. As for a linear transition 
model, it can also be written in a similar form to the linear measurement model (3.68):
Xfc =  Axfc_i +  d +  Vfc, (3.69)
where =  x^, cj) — [l,x^_^]'^ and |  =  v/^  with (3 = [d, A], where d is an intercept 
vector as in (3.68). The linear model (3.60) can thus be interpreted as a hyperplane 
in the joint space of (f) and ip i.e. An example is shown in Fig. 3.6, where
= 1 and ri(jj = 3 with 0 s =  1 accounting for an intercept vector.
A u toregressive  M odels
The linear transition model (3.69) can also be interpreted as an autoregressive (AR) 
model in the sense that a future value (x^) is predicted from a previous value (x^_%).
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In this case it is a first order AR model, AR(1). It can be rewritten in a mean adjusted 
form as:
Xfc-X =  A (x fc_ i-x ) +  Vfc, (3.70)
where x  =  (I — A)“ ^d. If all the eigenvalues of A  have magnitude less than one^^, 
|Ai| < 1, then the process is stable [107], with E[Xfc] =  X  and covariance:
Sx =  ASxA^ +  Jjy, (3.71)
with Su being the covariance of v^. Sx can be found by manipulating (3.71) to 
vec(Sx) = (A (g> A) vec(Sx) +  vec(Su) [107].
Furthermore, if (3.70) is post-multiplied by (xf^-h — x)^ and expectations are taken: 
E[(xfe -  x)(xk-h -  x)'^] =  AE[(xfc_i -  x)(xk-h -  x)'^] -F E[vk(xt_/i -  x)'^], (3.72)
then the Yule-Walker equations are obtained, where for h > 0:
r(h) =  A F (h - l) ,  (3.73)
and for h = 0:
r(o) =  v4r(-i) +  Sv =  .4 r(i)’’ +  w ,  (3.74)
where r(h ) =  E[(xfc — x) — x)" ]^ is the autocovariance of x*. For the AR(1) model,
from h = 1, one obtains:
r ( l)  =  AF(0), (3.75)
which together with (3.74) can be used to estimate the matrix A  and covariance S^.
However, if F(h) is found from averaging over a training dataset of N  datapoints:
1 ^
r W  =  jÿ  ^ (x%  -  x)(xi_h -  x)"^, (3.76)
i=l
where
i=l
then estimating using the Yule-Walker equations is equivalent to LS estimation [107].
3 .2 .2  N on-lin ear M od els
As stated at the beginning of Section 3.2, non-linear models, specifically the non- 
parametric models considered in this thesis, have the advantage in that their form 
is not parametrised [110] and hence can be adjusted according to training data. To 
restate, the kernel-based approaches to obtaining generic models considered here are:
1. Kernel density estimation (KDE),
2. Kernel regression, and
^The Euclidean norm of A  is thus less than one, ||A ||2 <  1 [30].
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3. e-support vector regression.
KDE is a purely probabilistic approach where only the pdf representation (p^) of the 
generic model (3.59) is used, whereas in approaches 2 and 3, noise is additive and hence 
the estimation of the deterministic component of the model (fg) can be considered 
separately. When the noise is additive it can be made Gaussian as in the case of the 
linear model (3.60).
In this thesis a Gaussian kernel is used as it has good general performance^^ [100]. The 
definition of a Gaussian kernel p(i/) of the vector i/ € R”*" with mean 17 and covariance 
Ei/ is as follows:
p{u) = A/'(ï7, Eu) = — w  exp (-^(% / -  î7)Ts-1(i/ -17)1 , (3.77)
(27T) 2 |Siy|2 V  ^ /
where |Ei/| is the determinant of the covariance. If the covariance of the Gaussian
kernel (3.77) is of the form:
=  a p ,  (3.78)
then the kernel can be simplified to:
where ||i/|p =  Having defined the kernel, the description of the kernel based
approaches are as follows:
Kernel D ensity Estim ation
If independent samples, {CJiLu of the pdf 7 (C), he. Ci ~  iKDEiC)^ can be obtained,
then the kernel density estimate of the pdf j k d e  can be found as the summation of
weighted kernels p, centred around those samples, Ci [153]:
1 ^
1 k d e {C) =  P(CICi)- (3.80)
i= l
To use KDE as a model in recursive Bayesian estimation, the vector C is defined as the 
concatenation of the regressor (<0) and regressand [ip) from (3.59):
C =  (  ^  )  . (3.81)
Gonsequently:
P{C) =  P(V), ft>) = PW(t>)p{(p)- (3.82)
Although in [36] the Gaussian kernel is discussed in the context of radial basis function networks, 
this subsection of the thesis will show the similarity between the different kernel methods that are 
considered.
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The pdf representation of the generic model pp(ip\<p) = p('ip\(p), can then be estimated 
using the Gaussian kernel (3.77) with i/ = C, P = Ci and = E(.. As only the 
posterior pdf is sought 7 ('0 |0 ), the choice of kernel covariance is less crucial than if the 
joint pdf, 7 (C)î needs to be estimated [153]. Hence, it can be assumed to be invariant 
Ei/ =  E(, and block separable:
^  (  0  ^ E^ )  '
where E^ and E^ /, are the covariances of the regressor and regressand respectively. As 
a consequence of (3.83), the kernel p(C) = (p) is thus separable:
1 ^ / 1  \  
1k d e { C )  =  ] ÿ ^ e x p  f - - ( ( 0  -  cpifE^^{ct) -  +  {ip -  ipiŸE^^{ip -  ip i ) ) \
i=l   ^ ^
=  E®^=P ~  ~  * ) )  Gxp ( - ^ (V ” -  -  ■^ù) >
(3.84)
^here:
M  = N { 2 w ) - \ S y  =iV(27r) 2 ( |S ,^ ||S ,j|)2. (3.85)
If a sample weight ai is defined:
=  exp ^-^(<0 -  0 J '^E ^^(0  -  , (3.86)
then using equations 3.82 and 3.84 to 3.86, the pdf pp{ip\(p) = ^{iplcp), can be defined
as:
iKDEi'lPlcp) = (3.87)
E z = i
where p{ip) = M{ipi, E.^). If the covariances E^ and E^ are of the form in (3.78) then 
p{ip) is of the form in (3.79) and the sample weights ai can be defined as:
ai = exp ^ • (3.88)
Having defined the generic model (pp), similar to the use of linear models for recursive 
Bayesian estimation, one can let ip = Xk and <p = Xfc_i for pp to represent the transition 
model (3.1) or let ip = Zk and cp = Xk for pp to represent the measurement model (3.2). 
The samples Ci can be obtained from a training dataset and used to calculate the 
kernel covariance E^ (3.83). An estimate of the regressand can be then found such as 
the MAP estimate^®:
ip = argmaxp{ip\(p). (3.89)
-tp
Using the same example trajectory for the linear model (Fig. 3.6), the KDE representa­
tion is shown in Fig. 3.7 where =  1 and = 2. Prom the example KDE in Fig. 3.7, 
the MAP estimate of ip is shown as a surface in Fig. 3.8. In general, the estimate of 
the regressand using a non-linear model is a hypersurface in the joint space
^®Similar to the MAP estimate in (3.6).
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Figure 3.7: KDE representation of a trajectory (blue line), with values shown on border 
planes (at =  25, (j)2 =  25 and '0 =  0).
0 0 A'1
25
Figure 3.8: MAP estimate of the regressor 0  using the KDE from Fig. 3.7.
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Figure 3.9; KR estimate of the regressor -0 using the KDE from Fig. 3.7.
Kernel Regression
The kernel regression (KR) approach considered in this thesis is that defined by Nadaraya 
[119] and Watson [191]. Using the KDE of the generic model (p^('0|<0) =  
defined in (3.87), the Nadaraya-Watson KR approach is then equivalent to using the 
expected value E['0 |0 ]^  ^ as an estimate of the regressand ip, defined as:
Ip ^  E[ip\(p] =
This regression is deterministic and in the context of the generic model (3.59):
f/3(0) =  E[ip\(p].
In its application in neural networks, the KR in equation 3.90 is also referred to as a 
general regression neural network [178]. Using the example KDE in Fig. 3.7, the KR 
or mean estimate of ip is shown as a surface in Fig. 3.9.
(3.90)
e-Support Vector Regression
In using support vector regression (SYR), the deterministic component of the generic 
model (3.59) is made to be a set of functions fg(0>) =  {fi(<p)}^^i- For each element of 
the regressand ip, SYR defines fi{(p) as [56]:
(3.91)
^Similar to the MMSE estimate in (3.5).
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where Xi is a non-linear map to a high dimensional space and . Given
a training dataset of N  datapoints, e-SVR finds by using an e-insensitive loss
function Lg., defined as [41]:
fi(4>j)) = I  1^ . . _  ~
which implies that errors smaller than |e%| are not penalised. The vector (3^  is then
found by minimising a risk function Ri{(3i, Q jX i j )  with respect to and introduced
slack variables [190, 174, 187]:
=  argmin (3.93)
subject to:
V'ij -  f i i ^ j )  < + Cy,
-  '^ 1,3 ^  i^ + Ctj,
CwXfj > 0 ,
with the risk function , Q j)  defined as:
7=1
where the term ||/3Jp denotes model complexity [41] and Q  being the trade-off between 
the model complexity and the loss function Lg. [23].
By introducing Lagrange multipliers, the minimisation in (3.93) is equated to maximis­
ing its dual form [187]:
{ % ,  aZj} =  aTgmax/:(o!y, a y ) ,  (3.94)
subject to:
N
] ^ ( a y  -  a y )  =  0 and 0 <  a y ,  a y  <  Q ,
7=1
with the dual form Z 2 ( a y ,a y )  defined as:
N  N
0 1^,7) =  -  b ~  4 1^)
 ^ 7=1 1=1
N  N
-  ei ] ^ ( a y  -  a y )  4- ^  ~
7=1 7=1
(3.95)
where { a y , a y  are sets of Lagrange multipliers and Pi{(pj, (pi) a kernel such that^^:
<^ z) =  Xt(<^,y %%(<^ z), (3.96)
^Such a kernel is one that satisfies Mercer’s conditions [41].
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Figure 3.10: e-SVR model of the trajectory (blue line) represented by a surface (grid).
An example of a kernel which can be represented as (3.96) is a Gaussian of the form in 
(3.79).
From the derivation of the dual form (3.95), the vector j3^  is defined as:
N
i=i
(3.97)
Using equations 3.96 and 3.97, the function /i(0 ) in (3.91) can be redefined as [56]:
N
3 = 1
(3.98)
where =  a ij  — a* . The constant b{ can then be defined using the Karush-Kuhn- 
Tucker conditions [174] on the derivation of the dual form in (3.95).
Having defined the e-SVR model, similar to the use of the linear (3.60) and the KDE 
based models (3.87, 3.90) in recursive Bayesian estimation, one can let i/? =  and 
(f) = Xfc_i for fg to represent the transition model (3.1) or let ip = and cf> =  x/- for 
fg to represent the measurement model (3.2). Using the same example trajectory for 
the other models (Figs. 3.6 and 3.7), the e-SVR estimate of pj is shown as a surface in 
Fig. 3.10.
3.3 Sum m ary
In Section 3.1, the various methods to perform recursive Bayesian estimation were 
presented. Within the estimation framework (Fig. 3.1), if the system is linear and un­
certainties are Gaussian, then the Kalman filter is the optimal estimator [150, 22, 15] of
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the hidden state x^. However, most physical real world systems are non-linear. There­
fore, extensions to the Kalman filter have been formulated. Two types of estimators 
were described, the extended Kalman filter, that relies on analytical approximation to 
linearise a non-linear system, and the unscented Kalman filter, that relies on statistical 
linearisation so that a Gaussian assumption on uncertainties still holds. Nevertheless, 
these extensions assume that all uncertainties are Gaussian. In real world systems, 
uncertainties can be non-Gaussian. Particle filters have an advantage in this respect 
as they make no assumptions on the probability distributions of uncertainties. Subsec­
tion 3.1.2 thus describes the particle filter and its formulation.
Although recursive Bayesian estimation is a powerful method for estimating the state of 
a stochastic system, they rely on prior models to describe the evolution of the state and 
its relation to the observable i.e. the transition and measurement models. Section 3.2 
thus describes the prior models in terms of generic regression, in which the model is a 
function that relates a dependent variable to an independent variable. For non-linear 
regression, kernel based models are used as the model is determined by training data 
instead of a particular form as in the case of a linear model.
As this chapter has described recursive Bayesian estimation and the type of prior models 
that are used, in Chapter 4, the sources of data that represents respiratory motion in 4D 
and the methods of obtaining motion from them are thus described. These datasets will 
then be used to train the prior models and to evaluate recursive Bayesian estimation 
in Chapter 6 .
Chapter 4
E xtracting Respiratory M otion  
from 4D D ata
In Chapter 2, the review of NM imaging and previous approaches to motion compen­
sation showed that the most popular compensation approach is using gating, whereby 
emissions are binned according to respiratory phase or amplitude [47]. This has been 
referred to by some authors as 4D NM imaging [122, 27, 185]. On the other hand, the 
respiratory estimation approach of this thesis, as elaborated on in Chapter 3, can be 
used to either continuously compensate for respiratory motion in list mode data [94] 
or align gated images together [122]. For the purpose of validating motion estimation 
though, time resolved volume data [29], or sequential 4D data of respiration is needed. 
This is in contrast to gated imaging which represents an assumed average respiratory 
cycle [89].
In section 4.1, the two sources of 4D respiratory data are described, which are: simulated 
data (XCAT), and medical imaging data (MR). Respiratory motion is then found or 
extracted from these sources of 4D data via registration or alignment of volumes from 
different time points. The respiratory motion found will be used to train and test the 
estimation framework described in Chapter 3. In a clinical application of the estimation 
framework, respiratory motion would have to be found using a low dose 4D CT scan as 
most nuclear medicine scanners include a combined CT acquisition capability. However, 
in this thesis, the aim of the evaluation is to show that the estimation framework is 
feasible given a model of respiratory motion, the relation of the 4D data sources chosen 
to a clinical application will be discussed later in the closing section (4.5) of this chapter.
The next two sections describes the method of obtaining 4D respiratory information 
from the chosen sources of 4D data. Based on results in [84], organ-wise registration is 
used to extract respiratory motion from a 4D imaging sequence. To perform organ-wise 
registration, the first step is to delineate the organs of interest from the time resolved 
volume data. For simulated data, the organs are already delineated, however, for the 
medical imaging data (MR), the organs have to be delineated through segmentation. 
As the purpose of segmentation in this context is as an initial step for organ-wise 
registration, a semi-automated organ segmentation method is used. This is described 
in more detail in section 4.2.
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Section 4.3 then describes organ registration, whereby the positions of organs at dif­
ferent frames or points in time are aligned to their positions at a reference frame. For 
simulated data (XCAT), as all the organs are already delineated, a surface based reg­
istration method, namely iterative closest points (ICP), is used to align organ surfaces 
together. In the medical imaging data (MR), as organs are not already delineated, an 
intensity based registration is used. The organs are only segmented in the reference 
frame. This segmentation is then used as a template or atlas for registration to other 
frames in the 4D imaging sequence. This method ensures that any inaccuracy in the 
4D respiratory motion obtained is from registration rather than including additional 
inaccuracy from any potential inconsistency if organs are delineated (i.e. segmented) 
in every frame. The method of obtaining 4D respiratory motion in this thesis can thus 
be represented by Fig. 4.1.
Simulated data
Physical data
Segment organs 
in reference 
frame
4D simulated 
data (XCAT)
4D medical 
imaging data 
(MR)
Extract
delineated
organs
Intensity^-hased 
registration to 
target frames
Point-ha%Qà 
registration to 
reference frame
Extract
Respirator)^
Motion
Figure 4.1: Diagram illustrating the process of obtaining respiratory motion from 4D 
datasets (shaded boxes).
The penultimate section (4.4) of this chapter then presents the results of registration 
for simulated (XCAT) and medical imaging data (MRI). In XCAT the registration 
is evaluated against the ground tru th  of the simulation whereas for MRI organ-wise 
registration is compared to a free-form registration method over the whole volume as 
a form of validation of the respiratory motion that is found. The chapter is then 
summarised in section 4.5.
In terms of the development and implementation of the methods presented in this 
chapter, the implementation of ICP used was developed by John Jones [84], whereas 
the active contour method [95], used in segmentation, and the free-form registration 
method [114, 129], used for comparison to intensity based registration in Fig. 4.1, 
both utilised publicly available code. However their integration into the overall motion 
extraction methodology (Fig. 4.1) and subsequent analysis (Section 4.4) as well as other 
components in Fig. 4.1 (primarily the intensity based registration method) is mostly 
coded from scratch^.
^Optimisation functions (used in intensity based registration) and functions for statistical analysis 
(Section 4.4) are available in the MATLAB® package used.
4.1. Sources o f 4D Respiratory Data 47
4.1 Sources o f 4D  R esp iratory D ata
As mentioned earlier in this chapter, the two sources of 4D respiratory data are simu­
lated data (XCAT) and medical imaging data (MR). The advantage of simulated data 
is that the motion of all points within the digital model or phantom is known and 
hence can be used as ground tru th  to evaluate any estimation of 4D respiratory mo­
tion. Such phantoms will be discussed in subsection 4.1.1. However, simulated data 
are idealised representations of respiration, hence the need for evaluation using physical 
imaging data. 4D MR was chosen as it represents true time-resolved volume data i.e. 
a temporal sequence of volumes, in contrast to respiratory averaged data such as 4D 
CT [89]. This difference is discussed in subsection 4.1.2.
4.1.1 Simulated Data
The use of digital models or phantoms of human anatomy was first motivated by the 
advent of Monte Carlo methods to simulate molecular (NM) imaging and radiation 
dosimetry, following the increase of computational power that was available [201]. The 
earliest phantoms consisted of mathematically defined objects such as spheres. These 
then led to stylised models which include more complex shapes such as nonuniform 
rational B-spline (NURBS) surfaces, but still form an idealised representation of human 
anatomy [201]. A parallel effort to create more realistic models was that of voxelised 
phantoms, which are based on actual volumetric imaging data, such as CT or MRI. 
However, voxelised phantoms are limited to the data they are based on and are less 
flexible in cases where the phantom is desired to be in a different resolution or modifying 
the anatomy for a phantom to represent a subject of different height or weight or 
modifying the phantom to represent motion [201].
In light of the different advantages and drawbacks of stylised and voxelised phantoms, 
hybrid phantoms were developed which use mathematical description of surfaces such 
as NURBS but are based on actual volumetric data of human anatomy. This enables 
realistic modelling of human anatomy while maintaining flexibility to model anatomical 
and motion variation. One such 4D phantom is the extended cardiac-torso (XCAT) 
phantom, which has become popular in recent years. XCAT is an extension of an earlier 
hybrid 4D phantom, the NURBS-based cardiac-torso (NCAT) phantom, itself based on 
a stylised phantom, the mathematical cardiac-torso (MCAT) phantom [162, 161].
The NCAT phantom is based on a CT dataset from the Visible Human Project (VHP)^, 
while the XCAT phantom is based on higher resolution images from the VHP [162, 161]. 
The VHP itself is based on a male and a female cadaver [12]. The cardiac motion model 
is based on a tagged MRI dataset of a normal patient, while affine transformations 
are used to modify the NURBS control points to model respiratory motion based on 
respiratory mechanics and respiratory-gated CT data of a normal patient [159]. The 
XCAT phantom uses subdivision surfaces for modelling brain anatomy and incorporates 
more 4D CT datasets for better modelling of respiration. Being more detailed, the 
XCAT phantom was developed for use in simulations of different imaging modalities
^The VHP is from the US National Library of Medicine.
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while NCAT was mainly developed for use in simulation of NM imaging [161]. Fig 4.2 
shows the difference between the XCAT phantom and the earlier MCAT phantom.
In this thesis, the default XCAT parameters for a male subject (Table 4.1) were used 
as the phantom to generate 4D respiratory data from XCAT. Images from XCAT are 
then used in the registration step in Fig. 4.1. The vector output facility from XCAT is 
used to obtain respiratory motion for all voxels in the volume which is assumed as the 
ground tru th  data of respiratory motion. The vector output is in the form of a motion 
field that indicates the translation of each voxel from the reference frame to any other 
frame.
CÔ 200
(a) A rendering of the MCAT phantom
100 TOO
y-axis (mm) x-axis (mm)
(b) A rendering of selected organs from the 
XCAT phantom
Figure 4.2: Comparison between the XCAT and MCAT phantoms. The rendering of 
the MCAT phantom is from [162]. The organs shown for XCAT are the ones used in 
this thesis, using the parameters in Table 4.1.
Table 4.1: Default XCAT male parameters.
Parameter Value
Body Height 192 cmWeight 95.05 kg
Respiratory motion SI 2.0 cmAP 1.2 cm
Digitization Voxel size (3.25 mm)^Frame rate 2 s-'
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4 .1 .2  M edica l Im aging D a ta
4D or volumetric time resolved medical imaging was motivated by the need to accu­
rately locate lesions that move due to respiration during radiotherapy. As described in 
Chapter 2, respiratory motion affects the location of anatomy in the thoracic-abdominal 
region, especially near the diaphragm. The most common type of lesion that is affected 
by respiration are those in the lung [88]. 4D CT imaging was thus developed particu­
larly to better locate such lung lesions [29] and remains popular for this purpose [34]. 
This will be described below followed by a description of the alternative, 4D MR, which 
is the physical modality of choice for this thesis.
4D CT
There are three different methodologies in 4D CT imaging. They are:
1. Prospective gated 4D CT,
2. Retrospective gated 4D CT, and
3. Time-resolved (continuous) 4D CT.
Respiratory gated 4D CT is acquired in a similar spirit to respiratory gated 4D NM 
imaging^ in that image slices are grouped according to respiratory phase. As in 4D NM 
imaging, respiratory gating in 4D CT can be performed using an external respiratory 
signal or surrogate acquired using optical markers, spirometry, bellows or by measuring 
temperature. As mentioned above, there are two ways of using respiratory gating in 
4D CT. The first is prospective gating, whereby CT acquisitions are only performed 
at a specific phase of the respiratory cycle. This was the first method of 4D CT that 
was developed. However, the acquired CT volume only represents one phase of the 
respiratory cycle, which also has to be selected beforehand [29, 132].
Retrospective gating on the other hand, acquires several CT slices at each superior- 
inferior (SI) position of the body over the whole respiratory cycle. The acquired slices 
can then be sorted into a series of volumes representing phases over the whole respira­
tory cycle [132]. Retrospective gating can be performed either using cine or helical ac­
quisition. In cine mode, continuous image acquisition is performed at each bed position 
before moving to the next bed position. In helical mode, the CT gantry continuously 
rotates acquiring sinograms while translating along the patient. To acquire enough 
slices over the whole respiratory cycle, the following condition needs to be satisfied:
Tr +  a T g ’
where p is the pitch factor, Tg is the gantry rotation time, Tr is the respiratory period, 
and CK is a factor, where for full-scan reconstruction o; =  1 whereas for half-scan recon­
struction a = 2/3. The pitch factor p is the ratio of the distance the gantry translates 
during one rotation to the width of the x-ray collimation on the detector. However it
^In respiratory gated 4D NM imaging, detected emissions are grouped according to respiratory phase. 
The two respiratory gated imaging modalities were developed around the same period of time [132].
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was found that cine acquisition performs better than helical acquisition [131]. Fig 4.3 
illustrates respiratory gating for cine acquisition of 4D CT. For retrospective gating, 
intrinsic information from the reconstructed CT slices or sinogram can be used for 
gating instead of an external signal, but this method is less popular [29].
1st table position 2nd table position 3rd table position
X-ray on 
off
Figure 4.3: Diagram illustrating cine acquisition which together with an acquired res­
piratory signal (sinusoidal curve) is used to construct a 4D CT sequence. CT slices are 
acquired at regular intervals throughout a respiratory cycle (black dots) at each bed or 
table position. In this case 4 slices are acquired at every time point. CT acquisition is 
turned off while the gantry translates to the next table position. Once acquisition at 
all table positions have been performed, slices at similar respiratory phases are grouped 
together into volumes for each phase. The diagram is from [132].
The third methodology for 4D CT imaging is time-resolved volumetric CT. This is 
made possible with the advent of multislice CT (MSCT) scanners with up to 320 rows 
of detectors. Such MSCT scanners are capable of acquiring a sizeable volume in one 
gantry rotation. Another approach is to acquire volumes using cone beam CT and a 
large 2D detector array. These approaches are anticipated to be valuable for 4D-CT of 
the lung although cine CT remains popular [29].
4D M R
MRI offers an alternative modality for 4D imaging. MRI has better soft-tissue con­
trast compared to CT and does not involve ionising radiation. 4D MR imaging was 
developed from dynamic 2D MR imaging. 4D MRI thus falls in the category of time- 
resolved (continuous) volumetric imaging [29]. However, it has lower resolution, and in 
the context of an average cycle, lower temporal resolution compared to the establised 
4D (cine) CT. There has been though, a study to develop respiratory gated 4D MRI 
acquisition similar to retrospectively gated 4D CT [34].
In the context of this thesis, time-resolved 4D MR was chosen as it represents a con­
tinuous sequence of 3D volumes, and does not involve ionising radiation, enabling im­
ages to be acquired from a volunteer. The MRI data were acquired using the Siemens
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MAGNETOM(ff)Verio 3T MRI scanner. Two types of volumetric images were acquired, 
anatomical image volumes and dynamic image volumes. The anatomical image volumes 
have an in-slice resolution of 0.977 mm and a slice separation of 10.5 mm. Slices were 
acquired in all three orthogonal directions (axial, coronal and sagittal). The dynamic 
volumes on the other hand have an in-plane resolution of 1.534 mm and slice separation 
of 5 mm. Only coronal slices were acquired for the dynamic volumes. The volumes were 
acquired every 0.956 s in two sets of sequences of 10 volumes each, which are acquired 
17 minutes apart from each other. The location of the anatomical and dynamic slices 
are illustrated in Figs. 4.4(a) and (b).
4.2 Segm entation  o f Organs
Due to the increasing amount of data available from medical imaging procedures and 
also the increase in computing power, there has been a rise in the automation of the 
analysis of such data. These automated or semi-automated procedures include com­
puter aided diagnosis (CAD) [203, 163, 172] such as volume quantification, localisation 
of pathology and analysis of structure [176], treatment and surgical planning [35], par­
tial volume correction [176] and computer-integrated surgery [69]. A crucial step in the 
automation of such procedures is accurate segmentation of anatomy. There are many 
methods of automated segmentation, that can be broadly divided into two approaches; 
low level, and, high level methods.
Low level approaches include thresholding, edge-based and region-based approaches and 
classification. High level approaches utilise some prior information such as an atlas and 
adapt them to the current image using some deformable model. This latter approach 
is popular as it is more robust [176] and efficient [163, 60]. Atlas based segmentation 
can be thought of as a registration procedure [204]. Earlier automated segmentation 
procedures focused on specific organs. However, there are many efforts to automate the 
segmentation of multiple organs, especially in the abdominal region. Recent examples 
include [203, 128, 127, 91, 113]. These examples performed segmentation on CT vol­
umes, although there have been evaluations using MR [60] or both CT and MR [204]. 
There are even efforts for automated segmentation on 4D imaging data such as 4D 
CT [101] and 4D MR [104].
In the context of this thesis, as segmentation is a prior step to organ-wise registration 
(4.1) and because of the small amount of data available, a semi-automated segmentation 
method based on active contours is used. The contours are initialised by an approximate 
contour which is manually drawn close to the desired contour. The active contour 
method specifically used is one that incorporates the uniform modelling (UM) or Chan- 
Vese energy [38]:
E um = [  Çf — P i Ÿ -f [  (T — A(2)^, (4.2)
J inside{C) J outside{C)
where pi  and p2 refer to the average intensity of the image I  inside and outside the curve 
C respectively. The desired curve C is obtained by minimising its length, penalised by 
where A is a weighting factor. The curve C  is represented by the zero level set
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Figure 4.4: Fig. (a) shows the 3D bounding boxes for the extent of the orthogonal 
anatomical slices in the sagittal, coronal and axial directions. A chosen slice is shown 
for each direction. Fig. (b) then shows the 3D bounding boxes from Fig. (a) together 
with the bounding box for the first dynamic sequence. The sagittal and axial slices from 
Fig. (a) are shown together with a chosen coronal slice from the dynamic sequence.
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of a signed distance fnnction (j), i.e. C = {p|0(p) =  0}, where p are points in the image 
I  [96]. The actual implementation utilises a sparse field method that only calculates 
the value of (j) near the zero level [95]. Additionally, the energy E jjm  is calculated 
over a local region of interest (ROI) for each point p that is considered [96]. As this 
segmentation procedure is not intended to be fully automatic, the default values of 
parameters for the active contour are used:
• Number of iterations: 100
• A: 0.1
• Local ROI radius for each contour point p: 10 pixels
The semi-automated segmentation procedure begins with contouring in the orthogonal 
anatomical slices (Fig. 4.4). These initial contours are then used as a guideline for con­
touring in the first volume of the first dynamic sequence (Fig. 4.4) which is designated 
as the reference volume for the sequence. Note that the slight rotation of the dynamic 
volume around the x-axis with respect to the orthogonal anatomical slices (around 2.5°) 
is ignored.
For each organ, an approximate contour in the initial slice is manually defined. An 
example of this procedure for one liver slice is shown in Fig. 4.5(b). The manually lo­
cated points are shown as blue crosshairs (>-). The initial contours from the anatomical 
slices are also overlayed onto the slice as in Fig. 4.5(a). The approximate contour is 
then refined using active contours as in Fig. 4.5(c). The refined contour then becomes 
the basis for an approximate contour of the next slice as shown in Fig. 4.5(d). This ap­
proximate contour can be manually adjusted before being refined using active contours. 
The manually adjustable points are shown as blue crosshairs (-f). The steps are then 
repeated for all slices of the selected organ. Table 4.2 represents the steps involved in 
the semi-automated segmentation of a selected organ. The result is a binary volume, 
<Sdyn.i containing the selected organ in the reference frame of the dynamic volume, Idyn.- 
The binary volume of the same organ from the anatomical volume is denoted as S a n a t . -  
The range of slices to be considered are Sinit. to sfinal-
After all selected organs or anatomy is delineated in the volume, some minor manual 
refinement is performed. A rendering of the segmented anatomy is shown in Fig. 4.6. 
Although fully automated segmentation would be more efficient, a semi-automated 
method is still faster compared to manual segmentation [78, 180, 148] .^
4.3 R egistration  o f Organs
Similar to segmentation (Section 4.2), many registration methods have been developed 
as a prior step to automate the use of the increasing amount of medical imaging data 
and utilise the rise in computing power. These antomated or semi-automated proce­
dures include CAD, fusion of different modalities, treatment planning [77] and motion
^These cited references however only performed comparisons for segmentation of particular struc­
tures in the body.
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S l i c e  2 2 S l i c e  2 2
(a) Contours from the orthogonal anatomical 
slices.
S l i c e  2 2
(b) A partially drawn manual contour with the 
contour of Fig. (a).
S l i c e  2 3
m
(c) A refinement of the completed manual con­
tour from Fig. (b) using active contours.
(d) The subsequent slice with a closed approxi­
mate contour based on Fig. (c).
Figure 4.5: Figs. (a) to (d) show the steps using semi-automated segmentation for 
the liver. The colour of the contours refer to the different types of MRI slices as in 
Fig. 4.4(b). In Figs. (b) and (d), the corresponding manually drawn and adjustable 
contours are shown in white with blue crosshairs (-4-).
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Table 4.2: Semi-automatic segmentation using active contours.
^dyn. ~  Segment , Sinit.i SfinaU ‘Sariat.]
• Set Sdyn. to same dimensions of Idyn. and set all elements of Sdyn. to 0.
• Set 8 — Sinit. •
• DO
— Get slice s from Xdyn. and get contours for slice s in Sanat. as in Fig. 4.5(a).
— IF s = =  Sinit.‘- Manually define approximate contour as in Fig. 4.5(b).
— ELSE:
* Get approximate contour from refined contour of slice s — 1 as in 
Fig. 4.5(d).
* Optional: manually adjust approximate contour.
— Refine approximate contour using active contours as in Fig. 4.5(c).
— Add refined contour as value 1 in slice s of Sdyn.-
— Increment slice index, s =  s -|-1.
• WHILE S <  S final-
N -5 0 -
- 10 0 '
-1 5 0 '
-200 ' .
-100
y-axis (mm)
100 0
x-axis (mm)
Figure 4.6: A rendering of the segmented anatomy together with a slice from the first 
volume of the first dynamic MRI sequence. The bounding box shows the extent of the 
volume as in Fig. 4.4(b). The rendered organs are the lungs (blue), heart (red), liver 
(magenta), stomach (peach), spleen (cyan), kidneys (dark red) and spine (grey).
compensation [63, 177]. An image registration method can be broadly categorised ac­
cording to the following two main components [176, 177]: transformation basis, and 
registration basis. Note that issues concerning the images themselves such as modali­
ties, dimensionality (e.g. 2D or 3D) and subject (the objects in the images) and the
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calculation of the registration themselves (i.e. optimisation) are considered separately 
although they all relate to one another, as well as the two main components above. 
These two main components of registration are described in Subsections 4.3.1 and 4.3.2 
respectively.
In the context of this thesis, registration is performed to obtain 4D respiratory motion 
for the evaluation of recursive Bayesian estimation using patient specific models. There­
fore only intra-patient^ and, due to limited data (Subsection 4.1.2), intra-fractional® 
registration is performed (Fig. 4.1). Furthermore the registrations are within the same 
modality.
The registrations are also performed only over organs to allow for discontinuities at 
organ boundaries. This method has been discussed by a number of authors and ap­
proached in different ways [186, 149, 130, 90, 158]. As the registrations themselves 
are a prior step for evaluation of recursive Bayesian estimation, organ deformations 
are assumed to be affine, as in [50] and in a similar spirit to simplify deformations as 
in [172, 80]^. The deformations can then be extended to the rest of the body as in [84]. 
However, in this thesis the deformations are only evaluated over the chosen organs. 
Nevertheless, the review of registration components in the following two subsections 
(4.3.1 and 4.3.2) is that of generic registrations. The results of registration for simu­
lated (XCAT) and physical imaging data (MRI) will then be presented in Section 4.4.
4 .3 .1  T ransform ation  B asis
A generic transformation T  of a point p  can be represented as:
p ' =  T (p), (4.3)
where p ' is the transformed point. In the context of this thesis, p  G R^. The simplest 
transformations can be generally expressed as:
p '  =  F r f ^ » ( p ) ,  (4 .4 )
where f^^  G Rn^ b^ s is some basis function and Fp  is a matrix of dimensions 3 x n^^s .
The simplest transformation which can be represented as (4.4) is when fp ^  itself is 
linear:
i  )  • (4.5)
In this case of (4.5), equation 4.4 can be written as:
p ' =  F p  -h T, (4.6)
where Fp = [T, F] and T  is a translation vector. Transformations of the form of (4.6) 
can be categorised as follows:
®i.e. within the same patient.
®i.e. within the same imaging sequence.
^In [172], only affine deformations were used to normalise the abdominal cavity whereas in [80], the 
flexibility of B-spline deformations was reduced by using a physics-based model.
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1. Rigid transformation,
2. Scaling transformation, and
3. Affine transformation.
These transformations are known as line-preserving transformations^. They will be 
described below, followed by more general transformations that includes (4.4), which 
are known as curved transformations [176]. Examples of the different types of trans­
formations are shown in Fig. 4.7.
Rigid Transformation
In rigid transformation, the matrix F i s a  rotation matrix:
F  = R, (4.7)
where R  is orthogonal i.e. R?- = R~^. A 3D rotation can be described in a number 
of different ways [176]. In this thesis, 3D rotation is described by the Euler angles 6x, 
9y and 6z i.e. rotations around the x, y and z axes respectively. The rotations are 
clockwise looking onto the axes. The rotations are performed first around the z-axis, 
then the y-axis and finally around the x-axis. With the rotations defined, the matrix 
R  can then be defined in terms of Euler angles:
/  cos{9y) cos{6z) , cos{9y)sm{9z) , -sin(^y) ^
R{6) =
sm(^a;) sm(^y) cos(^z) sm(^a;) sm(^^) sm(g;,) , . , .
— COs(^ a;) sin(^z) ’ —COs{9x)cOs{9z) ’ ^
cos(ga:) cos(^^) cos(^a;) sm(^^) sin(g;g) , . .
\  -  sin(6>^ ) sin(6»^ ) ’ -  sin(^a,) cos(^z) ’ \ v) J
(4.8)
where 6 = [9x,9y, 9z]^. In this thesis the units used for angles are radians.
Scaling Transformation
A scaling transformation is basically a rigid transformation with a scaling factor. In 
general, the matrix F  in (4.6) is defined as:
F  — SscR, (4.9)
where Ssc is defined as:
/  0 0 \
Ssci^sc) — I 0 Sy 0 j , (4.10)
\  0 0 /
and Sac =  [<5x, 0^ ,52]"^  are the scale parameters. If they are isotropic i.e. Ssc = SsqI, 
then
F  =  SsqR, (4.11)
and equation 4.6 is known as a similarity transformation, as angles are preserved [176].
If there is no scaling i.e. Ssc = h  then (4.6) is simply a rigid transformation.
®Note that projective transformation (projection to a lower dimension, such as from 3D to 2D), 
which are also line-preserving, are not considered due to the context of registration in this thesis.
1 0
'xy 1 0 , (4.13)
'xz Syz 1 /
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AfRne Transformation
If there are no constraints on the matrix F  then equation 4.6 is known as an affine 
transformation. The additional transformation on top of scaling is shearing, Sgh, with:
F  =  (4.12)
and the matrix Ssh defined as:
Sshi^sh) —
where Ssh = [sxyiSxz,SyzŸ' are the shearing parameters [21]. If the transformation is 
volume preserving, then it is called a special affine or equi-affine transformation [146]. 
The condition for volume preservation is that |F | =  1.
Curved Transformation
Curved transformations are those which are not line preserving. A subset of them can 
be expressed as in (4.4). The simplest case is when the basis function fy-(p) is composed 
of polynomials of the elements of p. The transformation can then be expressed as:
o o o
P' = , (4.14)
î=0 j=0 fc=0
where O is the order of the polynomial, Fp = [co,o,o, • • • ? ^o,o,o\ and p =  \px,Py,PzV^■ In 
practice high order polynomials are rarely used because of oscillations associated with 
them. These oscillations are reduced or eliminated by using piecewise polynomials 
which are of the form of more generic transformations (4.3). The coefficients can then 
be made so that for a piecewise polynomial of degree O it is O — 1 times continuously 
differentiable, in which case it is known as a spline. A popular spline based transfor­
mation is that using cubic B-splines [176], also known as free-form deformation [155]. 
Other types of generic transformations are detailed in [176, 177].
4 .3 .2  R eg istra tio n  B asis
A registration basis determines how a transformation T  in (4.3) is found that best aligns 
two images. There are two broad bases for registration [77, 176, 177]: features, and 
intensity. Features themselves can be categorised into two [176]: points, and surfaces. 
As registration in this thesis is in 3D, surfaces are therefore analogous to an edge or 
boundary in 3D.
Points refer to markers, ffducials or landmarks in the image. They may be naturally oc­
curring or introduced for the purpose of registration. Using surfaces as a basis requires 
some representation of those surfaces. When they are represented by point clouds, 
surface based registration becomes an extension of point based registration. The most
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(c) Affine transformation of the cuboid. (d) Second order polynomial transforma­
tion of the cuboid in Fig. (a).
Figure 4.7: Fig. (a) show a cuboid of dimensions 0.9 x 1 x 1.1 with one corner at the 
origin. The cuboid is rotated by 0 =  [0.1,0.2,0.3]^ in Fig. (b) and further scaled and 
sheared in Fig. (c) with Sgc =  [1.1,1.2,1.3]^ and Sgh = [0.1,0.2,0.3]^. In Fig. (d) a 
second order polynomial transformation is applied with the linear coefficients as in Fig. 
(c) and 0.1 as the higher order coefficients. All transformations have no translation.
popular type of registration basis is intensity [176]. The advantage is that the ambigu­
ity in defining features is not required. However, intensity based registration has a high 
computational cost and needs good initialisation of the transformation T. Because of 
the different advantages of both feature based and intensity based registration, there 
are now implementations that combine both bases for registration [77, 177]. The two 
broad bases i.e. features and intensity will be considered separately below:
60 Chapter 4. Extracting Respiratory Motion from 4D Data
Feature Based R egistration
As mentioned above, features can either be points or surfaces. In the context of this 
thesis, surfaces are represented by point clouds and hence are an extension of point 
based registration. If the set of N  object points and N  corresponding transformed 
points qi = are known i.e. {p%, and the desired transformation is of the form
(4.4), then the transformation T  can be found using LS (least squares) estimation. The 
exact solution depends on the type of transformations within this category:
1. Rigid transformation,
2. Scaling transformation, and
3. Other transformations of the form (4.4).
Rigid point-based registration has been extensively studied and various closed-form 
solutions have been found, depending on the representation of the rotation matrix R  
(4.7). The closed-form solution is to minimise the following sum of squared errors:
N
{R, T} =  argm inV ] ||Rpz +  T  -  q^jp. (4.15)
To simplify the problem, each set of points is made zero mean by subtracting the 
respective centroids:
Pi =  P i - P ,
q* =  q i - q ,  (4.16)
where the centroids p and q are:
1 ^
i=l
1 A
1=1
The minimisation in (4.15) then becomes:
N
R  = a r g m i n ^ l l R p I - q | | |^
^ i=l
T  =  q - R p .  (4.17)
To solve the minimisation in (4.17), the following scaled covariance H  is calculated:
N
=  (4.18)
i=l
and R  is found by:
R  = VD U ^,  (4.19)
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where U and V  are from the SVD of H:
=  u s y T ,
and the diagonal matrix D  is defined as:
/  1 0 0 
0 1 0
V 0 0 \vu \^
The derivation of (4.19) can be found in a number of sources such as [20].
If, on the other hand, the transformation required is a scaling transformation (4.9), 
then the transformation matrix F  = SgcR is found in two steps:
1. The rotation matrix R  is first found using (4.19), then
2. The scale matrix Sgc is found.
When both matrices are found, the translation can then be found: T =  q — SgcRp- If 
the scaling is uniform (4.11), then a closed form solution is possible [207]:
( - 0)
2_vz=l P i  P i
otherwise, iterative methods are needed to find a generic scale matrix Sgc [176, 206]. 
Other transformations of the form (4.4) can be found using linear LS estimation [176].
When the registration basis is a surface represented by points, then there may be 
different numbers of points for the object or “data” , pi, and the transformed object or 
“model” , q j .  In this case a correspondence needs to be found by identifying the nearest 
points in the set (“model”) to each of the points in the set {pj}2 :i where pj
is the transformed “data” according to (4.4), using estimated coefficients Fq-. If the 
distance measure is Euclidean, the set of closest points in the “model” is defined as:
— ^k}iLi^ (4.21)
with the indices li denoted as:
li =  a rg m in ||p '- q j | | .  
jei,.. .,M
With the correspondences defined, the transformation coefficients Fj- can then be found 
iteratively as in Table 4.3 with the method known as iterative closest points (ICP) 
registration [26, 176]. ICP is terminated when either a set number of iterations kmax
is reached, k = kmax, or the change in mean squared error (MSB), ô^k = & - i — is
below a certain threshold:
(4.22)
where the MSB, is defined as:
IIPi “  q J lP -  (4 .2 3 )
i=l
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Table 4.3: ICP registration
Fr = ICP({pi}iii, {%}#!,
• Initialise coefficients: k = 0,Fq-^k,p'i = ^r,fcfr(Pi)-
• DO
— Increment iteration index, k = k + 1.
— Find corresponding points in “model” q'- using (4.21).
— Find estimated coefficients Ff^k by minimising the MSE (4.23).
— Obtain transformed “data” , p'-, with new coefficients, Fp^k, using (4.4).
— Find current MSE, using (4.23).
• WHILE ^  Und k <C kmax-
•  Set Fq- = Fr^k-
When the transformation is linear (4.6), the coefficients to be estimated can be decom­
posed into a transformation matrix and translation vector, Fp = [T, F].
The original ICP algorithm assumed a rigid transformation (4.7), with F  initialised as 
the identity, Fq = I  [26]. For affine ICP, it has been suggested that Fq is found from 
ICA^ [52]. There are other implementations of ICP which are more robust by removing 
outliers [202] using algorithms such as RANSAC^® [68] and treating the estimation 
of the transformation coefficients Fp  as a non-linear optimisation problem [65]. In 
this thesis the organ surfaces that are represented by point clouds are assumed to be 
consistent, and hence the basic ICP algorithm (Table 4.3) suffices.
In te n s ity  B ased  R eg istra tio n
In intensity based registration, the transformation T  in (4.3) is found using the in­
tensities of the values of image voxels alone and has become the most widely used
registration basis [176]. To find the transformation that aligns or registers two images 
A  (“target”) and B (“source”), some measure of similarity S  is required:
T  = argm m S{A ,B ,T ) .  (4.24)
r
To simplify notation, the transformed “source” is denoted as:
B' =  /T (^ ), (4.25)
where the function f p  applies the transformation T  to the image B, hence:
T  = airgmmS{A,B'). (4.26)
r
®i.e. independent component analysis.
^°i.e. the random sample consensus algorithm.
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A measure of similarity, S, measures how similar the corresponding voxels i between 
the two image, A{i) and are, where A{i) is value of voxel z in A and likewise
for B'. The voxels are defined over the intersection of the images i G A n  B'. The 
minimisation problem in (4.26) is a non-linear estimation problem. Here, only the 
similarity measures themselves will be described. A variety of methods are available to 
find the optimal transformation T  for this non-linear minimisation [176, 177].
Similarity measures can be broadly categorised into two [176, 177]: parametric mea­
sures, and information theoretic measures. A parametric measure is one where S  is 
based on some deterministic function fs-  On the other hand, an information theoretic 
measure is based on the joint probability of the intensities of corresponding voxels, 
pg(M(z),B(z)Q.
The parametric measures that are considered in this thesis are: intensity difference, and 
ratio-image uniformity (RIU). If the images A  and B' only differ by Gaussian noise, 
then intensity difference is the optimum measure [176, 188]. The similarity measure S  
is thus the sum of squared differences (SSD):
N
S s s d { A ,  B') = (4.27)
i=l
where N  is the number of voxels in A O B ' . The minimisation problem in (4.27) is also 
known as non-linear LS estimation. Although the image pair A  and B' may not differ 
by Gaussian noise, this assumption may still be approximately held for certain subsets
of the corresponding image voxels. In the case of this thesis, this assumption is held
over individual organs, which is an additional reason for their segmentation besides 
allowing for motion discontinuities at organ boundaries (Section 4.2).
In using RIU as a similarity measure, a ratio image is first made: {R{i) = B{i)'/ A{i)}f=i. 
RIU is then simply the normalised standard deviation of the ratio image:
S r iu {A ,B ')  = — , (4.28)
IJ'TZ
where
N
i=l
and
1 ^
2=1
The RIU measure (4.28) was the first step towards a measure based on the statistics 
of the data. It was followed by measures that are based on the joint probability of 
the intensities of corresponding voxels, ps{A{i),B{i)'). In the simplest case, the joint 
probability can be approximated by obtaining the joint histogram p{A{i),B{iy), then 
normalising p so that it sums to unity [136, 176]:
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where and Nr are the number of voxel intensity values, a(j) and b(k) respectively 
that exist among the corresponding voxels The joint probability in
this case is discrete. Fig. 4.8 shows the joint probability (4.29) between two images.
#
(a) Image A. (b) Image B.
20  4020 40 60 60 100A(>) A(/)
(c) Normalised joint histogram of A with itself. (d) Normalised joint histogram of A and B.
Figure 4.8; Figs. (a) and (b) show the same slice in two volumes from the 4D MR 
sequence of Fig. 4.4(b). Fig. (c) is the normalised joint histogram of A  with itself, 
Ps{A{i),A{i)), whereas Fig. (d) is the normalised joint histogram between A  and B, 
ps{A{i),B{i)). The pixels considered are those in the cyan contour (liver).
The measures based on joint probability (4.29) that are considered in this thesis are 
the following information theoretic measures:
1. Joint entropy (JE),
2. Mutual information (MI), and
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3. Normalised mutual information (NMI).
Shannon entropy, R  is a popular measure of information that is widely used. It de­
scribes the average information of a set with respective probabilities {ps{si)}^i:
N
log(ps(Si)), (4.30)
i=l
where the chosen logarithm in this thesis is log =  logg. A similarity measure using joint 
entropy is thus defined as:
Na Nj3
S j e {A, B') = H(A, B') = -  y j  Xjps(aÜ-)- b(k)) logips{a{j), b{k))). (4.31)
j= l  k=l
Around the same time joint entropy (4.31) was introduced as a similarity measure, 
another measure based on information theory was introduced, namely mutual infor­
mation [176]. Mutual information considers marginal entropies in addition to the joint 
entropy and hence is theoretically more robust. This is because joint entropy is only 
defined over the intersection of the images, A  OB', and is normalised by the marginal 
entropies which estimates the intensity distribution in each image individually [176]. 
Using the approximation of the joint probability in (4.29), the marginal probability for 
the intensity values in M is:
Na
Ps{A{i)) = '^ps{A{ i ) ,b {k) ) ,  (4.32)
k=i
and similarly for ps{B{i)'). Fig. 4.9 shows the marginal probabilities for the example 
joint probability in Fig. 4.8.
Having defined the marginal probabilities 4.32, the marginal entropies, H{A)  and H{B') 
can then be calculated using (4.30) by replacing Si with the intensity values a{i) and 
b{i), respectively. Mutual information (MI) can then be defined:
M I  [A, B') = H{A)  +  H{B') -  H{A, B'), (4.33)
where the joint entropy H{A,B')  is defined as in (4.31). In registration, mutual infor­
mation is to be maximised, therefore, the registration is performed by minimising the
following similarity measure:
5'M7(.A, 5 ') =  -M 7(M , ^ '). (4.34)
A normalised variant of the mutual information measure was later proposed and noted 
by some authors to be more robust than the usual MI measure [136, 176]. This measure 
is called normalised mutual information (NMI) and it is defined as [176]:
N M I{ A ,  B') =  (4.35)
with the entropy terms defined as in (4.33). Similarly, NMI is to be maximised, hence
the following similarity measure is to be minimised:
B'). (4.36)
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Figure 4.9: Marginal probabilities for the example joint probability in Fig. 4.8.
4.4 R esu lts o f R egistration  in Sim ulated and P hysical D ata
Having defined the sources of 4D respiratory data (Section 4.1) and the methods of 
obtaining respiratory motion from those sources of data (Sections 4.2 and 4.3), this 
section will present the results of registration for both simulated (XCAT) and physical 
(4D MR) data. As mentioned in Section 4.3, organ-wise registration is performed 
and the results are only evaluated over the chosen organs. Organ deformation is also 
assumed to be affine.
As mentioned at the beginning of the chapter (Fig. 4.1), registrations are performed 
between the reference frame and one of the other frames within a 4D image sequence. 
The alternative procedure, i.e. performing registrations between adjacent frames in 
time is not used because of two reasons. Firstly, in actual 4D medical imaging data, 
adjacent volumes in time can be from any two phases of the respiration cycle. Hence 
they in general may be of the same similarity as a reference frame and any other frame. 
Secondly, for the purpose of use in Chapters 5 and 6, it is more convenient to express 
respiratory motion as deformation from a reference frame. Hence if registration is 
performed between adjacent frames, finding deformation from a reference frame requires 
additional calculations, which may introduce numerical errors due to finite accuracy of 
digital systems.
The registration is performed in two stages, first limiting the deformation to a rigid 
transformation and then using the rigid solution to initialise affine registration.This 
avoids local minima in the case of when affine registration performed directly. All 
registration tasks are also performed only once as the methods employed to find the 
desired transformation, T , are deterministic. A unique value of T  is thus found for 
each pair of images or point sets.
For each of the two registration basis used (point and intensity based registration, as
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described in subsection 4.3.2), a simple test phantom is used to evaluate the accuracy 
of registration against pre-set changes in each of the affine transformation parame­
ters (equations 4.6 and 4.12)^^. This measure of accuracy^^ will be used for recursive 
Bayesian estimation of the two types of data (Section 4.1).
To use the acquired registration, a function fqr, that applies a transformation T  or 
reslices an image B  (4.25), needs to be defined. In this thesis, the reslice function f j -  
is based on linear interpolation^^. Fig. 4.10 illustrates the application of this function 
on a simple 2D image. The results of registration using this test phantom and the 
two types of data are thus presented in subsections 4.4.1 and 4.4.2 that follows. In 
subsection 4.4.3, an analysis of organ overlap is performed to quantify the limitation 
of the organ-wise registration method used.
4.4.1 Organ Registration in XCAT
In XCAT all the organs are already delineated, thus the ICP algorithm (Table 4.3) 
is used to register surfaces together, which are represented as point clouds. In this 
subsection, the ICP algorithm will first be evaluated on a simple test phantom, followed 
by the results for XCAT itself. These two evaluations are presented below. In using ICP 
the minimum permissible change of root mean squared error is set to (^(V^)min =  10” ^^  
and maximum number of iterations is set to L =  40. These values are chosen as they 
were found to ensure sufficient convergence of the ICP algorithm.
Additionally, before rigid registration, the coordinates of “data” point set ({p i}^ i in 
Table 4.3) is perturbed by ±1 unit voxel in each of the x-, y- and z-coordinates sep­
arately (six perturbations in addition to the original set). Hence seven sets of rigid 
registrations are initially performed for each registration task. The rigid registration 
with the minimum MSE (â^) is then used to initialise affine ICP. This additional pro­
cedure further avoids local minima in the initial rigid ICP registration.
Evaluation o f ICP using a test phantom
The purpose of evaluating ICP on a test phantom is to establish the uncertainty in the 
affine parameters found in ICP registration. The test phantom used to evaluate the 
ICP algorithm is a cuboid with dimensions of 12.7 x 12.4 x 13.0 cm to approximate the 
volume of the liver in the XCAT phantom of around two litres (using the parameters 
in Table 4.1). The liver is chosen as a reference as it is the largest single organ^'^. 
Fig. 4.11(a) shows the test phantom together with a rendering of the liver from the 
XCAT phantom.
^^The affine transformation parameters are scaling Ssc (4.10), shearing Ssh (4.13), rotation 0  (4.7) 
and translation T.
^ i^.e. the accuracy of registration with the test phantom.
^ i^.e. the intensities in the transformed image, B' =  f r { ^ ) ,  are found from linear interpolations of 
intensities in the original image, B.
^^The lungs individually have about 80% of the volume of the fiver.
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Figure 4.10: Figs. (a) to (d) illustrates in 2D how the reslice function, fp ,  is imple­
mented in this thesis. Fig. (a) shows the original image with intensity 1 inside the cyan 
square. The outline of the square (red) is transformed in Fig. (b). Pixel centres are 
marked by small black squares. The pixel centres are inverse transformed (by applying 
back to the original image in Fig. (c). Finally Fig. (d) shows the interpolated 
intensity of the pixel centres. A binary image (cyan) is formed by finding pixels with 
intensity more than 0.5. These pixels are more than 50% within the transformed square 
(red).
To evaluate ICP using the phantom, the following deviations for each of the transfor­
mation parameters are applied one after another:
ÔSsc = ±0.1, ±0.2,
^Ssh — ±0.1, ±0.2,
Ô9 =  ±0.1, ±0.2,
ÔT — ±4.875 mm, ±9.750 mm.
(4.37)
The deviations applied for scale Ssc, shear Ssh and rotation 9 are of similar magnitude to 
those in transformations due to respiratory motion. ÔT on the other hand is related to 
the voxel size i.e. ÔT =  ±1.5, ±3.0 unit voxels. After selecting a deviation, the phantom
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Figure 4.11: Fig. (a) shows the test phantom (red) together with a rendering of the 
liver from XCAT. Fig. (b) shows the transformed outline from Fig. 4.10(b) with an 
estimated outline. The measure of accuracy is the mean Euclidean distance between 
the two corresponding sets of pixel centres (asterisks).
(Fig. 4.11(a)) is resliced with the resulting affine transformation and then segmented 
via thresholding to produce a surface point cloud for the transformed phantom. ICP is 
then used to register the surface point cloud of the original phantom with that of the 
transformed phantom. The accuracy of registration is then found as the mean Euclidean 
distance error of corresponding transformed voxel centres using the actual deviations 
from that transformed using deviations'^ estimated from ICP. This mean discrepancy, 
^p/, in the actual, p', and estimated, p ', transformed points, can be expressed as:
&
1
N
N
E
i=l
P'l (4.38)
where N  is the number of points (voxel centres) of the object in consideration. This 
discrepancy is also illustrated in Eig. 4.11(b).
Having defined the evaluation method, the results of the accuracy of ICP registration 
with different values of affine parameter deviations (4.37) are shown in Eig. 4.12. In 
Eig. 4.12(b), the error when a deviation in shear is introduced is noticeably higher 
than when the other affine parameters are changed. When the errors in the estimated 
parameters themselves are investigated as in Fig. 4.13, it is immediately noticeable 
that the error in Syz is high compared to the value of the deviation in this parameter. 
As the affine parameters are not independent of each other, the high relative error in 
Syz leads to a high error in T .^ However, most of the errors in Fig. 4.12 would be 
from the quantisation error from reslicing the transformed phantom. When there is no 
quantisation error, such as the case when ÔT = 9.75mm i.e. an integer value of voxel 
unit, then the error is 0. The mean error over all the evaluations (Fig. 4.12) is 0.842 
mm.
f i.e . transformation parameters.
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Figure 4.12: Figs. (a)-(d) shows the mean Euclidean distance errors over all voxels 
centres in the test phantom (Fig. 4.11(a)) between their actual positions and the posi­
tions estimated by ICP when particular values of affine parameter deviation are applied 
(4.37). When deviation is 0 the errors are assumed to be 0.
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Figure 4.13: Absolute errors in affine parameters when a deviation in Sy  ^ is introduced.
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E valuation  of IC P  using X CAT
Having evaluated the accuracy of ICP with the test phantom, the performance of ICP 
with XCAT can then be analysed. As mentioned in subsection 4.1.1, the default XCAT 
male parameters are used in this thesis (Table 4.1). A rendering of the chosen organs 
is shown in Fig. 4.14. The chosen organs are the rib cage, lungs, heart, liver, spleen and 
kidneys. Both respective pairs of lungs and ribs are considered as single organs.
&  250 _
x -a x is  (mm)y -a x is  (mm)
Figure 4.14: Rendering of the chosen organs from XCAT, namely the ribcage (white), 
lungs (blue), heart (red), liver (magenta), spleen (cyan), and kidneys (red).
The registration is evaluated over one respiratory cycle with a period of 5 s. As the 
frame rate is 2 s" ,^ the number of frames in the cycle is therefore 10. ICP then proceeds 
by registering the surfaces of the organs back to a reference frame r. This is taken to 
be the respiratory rest phase which in XCAT is at the end of expiration. Therefore for 
each frame k, the following registration is solved for each organ o:
(4.39)
where is the set of No^k voxels for the organ o segmented at frame k. Having
defined organ-wise ICP in (4.39), its accuracy can then be evaluated by using the XCAT 
vector output as the ground truth (subsection 4.1.1). The voxel positions estimated 
by ICP are compared to the XCAT vector output by using the scheme illustrated in 
Fig. 4.11(b) (equation 4.38). Using this measure of accuracy, the results are shown in 
Fig. 4.15.
In Fig. 4.15(a), frame 0 is used as the reference frame, r  =  0, hence errors are not 
evaluated at this frame. The maximum mean error for the lungs and ribcage occur 
at frame 4, at the end of inhalation, and in general decrease with frames that are 
nearer in phase to the reference. The errors for the other organs don’t have this clear 
relationship, although over all organs this error is maintained.
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Figure 4.15: Fig. (a) shows the mean error of the ICP estimates over all organ voxels. 
The black line indicates mean error over all organs. Fig. (b) compares the mean errors 
against absolute phase, where 1 is the absolute phase furthest from the reference at 0. 
Fig. (c) shows the errors at the organ surface voxels for frame 5 (17% exhale). Fig. 
(d) shows the deviation of ICP estimates compared with the actual motion in XCAT, 
averaged over all frames (with error bars indicating standard deviation over frames).
In comparing the mean errors against absolute phase as in Fig. 4.15(b), where 1 is the 
absolute phase furthest from the reference at 0, then this relation is seen more clearly. 
If the absolute value of Pearson’s correlation^®, \p\, is used as a measure, where for two 
random variables x  and y with respective means Px and py and standard deviations Ox 
and cTy.-
E[(x — P x ) { y  — Py) ]
Px, y - GxCfy
(4.40)
then for the overall error of the lungs and ribcage the absolute correlation with absolute 
phase, |p|, is around 0.9 whereas for the other organs it is below 0.3.
However, the mean error over the lungs and ribcage over all frames is still 2.116 mm.
Pearson's correlation measures dependence between two variables, where 1 and -1 signify maximum 
correlation and inverse correlation respectively, and 0 signifies no correlation.
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about 3 times higher than the mean error for the other organs. This is still smaller 
than the uncertainty^^ of voxel centres (2.815 mm). The mean error over all organs 
and frames is 1.434 mm.
In Fig. 4.15(c), the errors are shown at organ surfaces for frame 5, where the overall 
error is largest (Fig. 4.15(a)). In this render, it is noticeable that the errors for the lungs 
and ribcage^^ are larger, especially towards the anterior-inferior portion of the lungs 
and top and bottom of the ribcage. This is despite the observation that they have lower 
mean motion than the other organs (Fig. 4.15(d)). In Fig. 4.15(d), “Motion” represents 
the mean Euclidean distance of voxels of each organ from their positions at the reference 
frame, r ,  averaged over all frames, whereas “ICP” signifies the mean registration error 
over all frames^®, i.e. the average of mean errors shown in Fig. 4.15(a). For both 
measures, the error bars show the standard deviation over all frames (of the mean for 
each frame). Although there is a large variability of the motion over frames, over all 
voxels and frames, the registration errors are statistically smaller than the amount of 
motion^®.
If the ICP estimates of the affine parameters are analysed (Fig. 4.16), then it can be 
seen that only the lungs and ribcage have significant change in scale in the y- and z- axes 
(Fig. 4.16(a)). Only the ribcage has a significant value of shearing Syz (Fig. 4.16(b)). 
Rotation around the x-axis is also only relatively significant for the lungs and to a lower 
degree the ribcage (Fig. 4.16(c)). For all organs, there is only significant translation 
along the y- and z-axes (Fig. 4.16(d)). The translation for the lungs and to a lesser 
degree the ribcage is higher due to change in the other parameters.
Hence from Fig. 4.16 it can be concluded that when the other affine parameters apart 
from translation have significant values, the mean error will be larger. It can also 
be seen that the parameters that change significantly exhibit the same relationship as 
Fig. 4.15(a), where their values are maximum at frame 4 and decrease in frames which 
are nearer in phase to the reference. As the errors are larger for the lungs and ribs 
than for the other organs (Fig. 4.15), this suggests that affine transformation may not 
sufficiently describe the deformation over the respiratory cycle. However, as the overall 
mean error is still smaller than the voxel uncertainty, the estimate of motion from ICP 
will be used to train the prior models for recursive Bayesian estimation in Chapter 6.
4 .4 .2  O rgan R eg istra tio n  in  4D  M R I
In using the 4D MRI dataset, as organs are not already delineated, an intensity based 
registration is used to extract respiratory motion from the dataset. As was performed
^^The uncertainty of voxel centres is the quadrature sum of uncertainty in the x-, y- and z-axes. In 
this thesis a voxel is regarded as a 3D interval [61] within which the location of the point it represents 
is equally probable i.e. over the whole voxel.
^®Refer to Fig. 4.14 for a render where they are coloured differently.
Voxelwise registration error is also equivalent to the Euclidean distance of voxels from their positions 
at the reference frame, r, where perfect registration will have 0 distance as the motion of all voxels can 
be accounted for by moving them back to their positions at the reference frame, r.
^°The p-value for them to be equal is practically 0 under the Wilcoxon rank-sum test. This is a 
non-parametric paired difference test, chosen here as the distribution of registration errors and motion 
over all voxels and frames are statistically non-Gaussian [71]. The p-values for them to be Gaussian 
are both less than 0.05, under the chi-squared goodness of fit test.
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Figure 4.16: The absolute change of the estimated affine parameters are shown in Figs. 
(a) to (d). The first components and T^) are shown as fines without markers,
the second components {sy,Sxz,Oy and Ty) are shown with dots as markers (•) while 
the third components {sz,Syz-,Oz and Tz) are shown with circles as markers (o).
for the evaluation of ICP registration in subsection 4.4.1, intensity based registration 
will first be evaluated on a simple test phantom. This evaluation is then followed by 
registration in the 4D MRI dataset itself. However, unlike the registration in XCAT, the 
ground truth is unknown. Therefore, for validation, the registrations are qualitatively 
compared with the results from a free-form deformation (FFD) based registration pack­
age, Nifty Reg [114, 129]. Nifty Reg is chosen as it is ranked highly in the EMPIREIO 
challenge^ ^ . The default Nifty Reg parameter values are used in this evaluation^^.
the initial two phases of the EMPIREIO challenge Nifty Reg was ranked number 2 and 5 respec­
tively [117]. It still stands at number 6 overall as of 5 March 2013. The current rankings are available 
at h ttp ://em p ire1 0 .i s i .uu .n l/m ainR esults.php.
^^The default Nifty Reg parameter values are: no smoothing or threshold, 5 voxels final spline grid 
spacing along the x-, y- and z-axes, 3 levels of optimisation of 300 iterations each, 64 bins for joint 
histogram and a weight of 0.01 for the bending energy penalty term.
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Figure 4.17: Fig. (a) shows the test phantom (red) together with a rendering of the 
liver from the 4D MRI sequence. Fig. (b) shows a rendering of the extended ROI used 
in intensity based registration.
Evaluation of intensity based registration using a test phantom
Similar to the test phantom used to evaluate ICP in subsection 4.4.1, the test phan­
tom for intensity based registration has approximately the volume of the liver of the 
volunteer in the 4D MRI sequence (Fig. 4.4). The phantom is therefore a cuboid with 
dimensions of 15.5 x 13.0 x 13.3cm to approximate the volume of the liver of around 2.7 
litres. Fig. 4.17(a) shows the test phantom together with a rendering of the liver from 
the first frame of the 4D MRI sequence. The phantom is also set to have an intensity 
of 50 to approximate the average intensity of the liver with the intensity outside set to 
0. An extended ROI is used for intensity based registration to include the boundary 
of the phantom. This ROI is defined by the dilation of the phantom isotropically by 2 
cm as shown in Fig. 4.17(b).
As in the test phantom used for ICP (subsection 4.4.1), the following deviations for 
each of the transformation parameters are applied one after another:
(4.41)
Similar to the deviations for the ICP test phantom (4.37), the deviations above (4.41) for 
scale Ssc, shear Ssh and rotation Û are around the same magnitude as in transformations 
for respiratory motion. ÔT on the other hand is between the in-plane resolution of 
1.534 mm and slice width of 5 mm. As for the ICP test phantom, after selecting a 
deviation, the phantom (Fig. 4.17) is resliced with the resulting affine transformation. 
Intensity based registration then uses the ROI defined in Fig. 4.17(b) to align the 
original phantom with the resliced transformed phantom.
= ±0.1, ±0.2,
=  ±0.1, ±0.2,
=  ±0.1, ±0.2,
ÔT =  ±2.0mm, ±4.0mm,
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As before, the accuracy of registration is then quantified with the mean Euclidean 
distance error (4.38) of corresponding transformed voxel centres of the actual deviations 
from those transformed using deviations'^ estimated by the registration (as illustrated 
in Fig. 4.11(b)). Having defined the evaluation method, the results of the accuracy of 
intensity based registration with different values of affine parameter deviations (4.41) 
are shown in Fig. 4.18. The similarity measures used are sum of square differences 
(4.27), ratio image uniformity (4.28), joint entropy (4.31), mutual information (4.34) 
and normalised mutual information (4.36).
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Figure 4.18: Accuracy of intensity based registration for deviations in the different 
affine parameters (4.41). The error bars show the standard deviation across different 
values for each affine parameter (4.41).
In Fig. 4.18 it is seen that deviations in parameters which affect the y-axis coordinates 
have higher errors than those that do not. For rotation, only 6y does not affect the 
y-axis coordinates. This is due to the asymmetry in the voxel dimensions as the slice 
thickness is 3.26 times the in-plane pixel size.
The largest error occur when Sy is changed. Fig. 4.19(a) shows the mean errors for 
particular value of this parameter. In Fig. 4.19(b) the overall mean error for each 
type of similarity measure is shown. Here it is shown the similarity measure with the 
lowest overall mean error is ratio image uniformity. However it has a larger standard 
deviation than sum of squared differences (SSD), which is the measure with the next 
lowest overall mean error. This indicates that the performance of registration using
h.e. transformation parameters.
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Figure 4.19; Fig. (a) shows the mean errors for different values of Sy. There is no 
evaluation when the parameter deviation is 0 and this configuration is excluded from 
calculating values in Figs. 4.18 and 4.19(b). In (b) the overall mean error for each 
similarity measure is shown. The error bars show the standard deviation across different 
values for each affine parameter (4.41).
SSD is more consistent and the increase in mean error is only 0.01 mm. Hence it will 
be chosen for intensity based registration in the actual 4D MRI sequence.
Evaluation of intensity based registration on physical 4D M RI
Having evaluated the accuracy of intensity based registration with the test phantom, 
the performance of registration using the physical 4D MRI sequence (subsection 4.1.2) 
can then be analysed. A rendering of the segmented anatomy^^ is shown in Fig. 4.20. 
From the segmented anatomy, the organs chosen for registration are the lungs (blue), 
heart (red), liver (magenta), stomach (peach), spleen (cyan) and kidneys (dark red). 
As opposed to registration in XCAT (subsection 4.4.1) the paired organs (lungs and 
kidneys) are registered individually.
To analyse the trajectory produced by registration, a point on each of the chosen organs 
is selected. These points are:
• Right lung: Point nearest to the most superior liver point
• Left lung: Point nearest to the most superior stomach point
• Heart: Most inferior point
• Liver: Most superior point
• Stomach: Most superior point
• Spleen: Most anterior point
• Kidneys: Most anterior point
These points are shown in Fig. 4.20(b). The inspection points for the lungs and stomach
Mhe segmentation method is as described in Section 4.2.
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are marked by green triangles, whereas for the other organs, the markers are yellow 
squares. Note that the markers for the liver and right lung are 1.7 mm apart.
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(a) Render of the segmented anatomy.
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Figure 4.20: Render of the segmented anatomy, together with inspection points in (b).
Having defined the inspection points, the trajectory of these points under an estimated 
sequence of transformations from registration can then be applied using equation 4.3. 
In organ-wise registration, similar to the test phantom (Fig. 4.17), an extended KOI is 
defined for each organ so as to include its boundary in registration. As before, this is 
defined by isotropic dilation of the segmented organ. The amount of dilation used is 1 
cm around the segmented boundary. Fig 4.21 shows this KOI for the liver.
With the registration method specified, the trajectory of the inspection points (Fig. 4.20)
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Figure 4.21: Render of the liver (magenta) with the extended ROI (white).
using SSD as a similarity measure for organ-wise affine registration is shown in Fig. 4.22. 
For paired organs (lungs and kidneys), solid lines indicate the right organ, while dashed 
lines indicate the left organ.
From Fig. 4.22, it can be seen for all organs, that on average motion in the z-axis (SI 
direction) is largest while motion in the x-axis (lateral direction) is smallest. This is 
consistent with previous measurements of respiratory motion which have noted larger 
amounts of motion in the SI direction [88, 160]. The motion in all organs is cyclical and 
approximately in phase with each other. The amplitude of motion across the organs 
are also approximately of the same magnitude as each other.
On the other hand, the trajectory of the same set of inspection points from FFD 
registration, also using SSD as a similarity measure, is shown in Fig. 4.23. The paired 
organs are indicated as in Fig 4.22.
In contrast to the results in Fig. 4.22, the noticeable difference in Fig. 4.23 is that 
there is larger motion in the y-axis (AP direction). In fact, on average the amplitude 
of estimated AP motion is larger than the amplitude of SI motion. There is also a 
noticeably larger AP motion in the spleen point compared to the other organs.
Figs. 4.24(a) and (b) then shows the maximum displacement in the x-, y- and z-axes 
for organ-wise affine and FFD registration respectively. Figs. 4.24(a) and (b) thus 
summarise the observations from Figs. 4.22 and 4.23. On the other hand. Fig. 4.24(c) 
shows the maximum 3D Euclidean displacement over the 4D sequence for each inspec­
tion point. On average FFD registration estimates more motion than organ-wise affine 
registration.
Figs. 4.25(a) and (b) then shows the mean value of maximum displacement in the x-, 
y- and z-axes over all voxels within the chosen organs. The error bars indicate the 
standard deviation over all voxels.
Figs. 4.25(a) and (b) thus show that the observations for the particular inspection points 
(Figs. 4.22 and 4.23) can be applied to all voxels in the chosen organs i.e. that FFD
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Figure 4.22: Trajectory of the inspection points from organ-wise registration.
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Figure 4.23: Trajectory of the inspection points from FFD registration.
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wise affine registration.
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Figure 4.24: Analysis of the trajectory of the inspection points. The labels for the 
chosen organs are: RL: right lung, LL: left lung, Hrt: heart, Lvr: liver, Stm: Stomach, 
Spl: spleen, RK: right kidney and LK: left kidney.
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Figure 4.25: Analysis of the mean trajectory of all voxels in the chosen organs. The 
labels of the chosen organs are as in Fig. 4.24.
estimates larger AP motion, especially for the spleen. This is in contrast to previous 
studies which found that organ motion is largest in the SI direction [88, 160].
Fig. 4.25(c) shows the mean value of maximum 3D Euclidean displacement over the 4D 
sequence, averaged over all voxels. The error bars indicate the standard deviation over 
all voxels. Finally, Fig. 4.25(d) shows the mean maximum values over all voxels in all 
chosen organs, with error bars showing the standard deviation.
The inference from Figs. 4.25(c) and (d) is that FFD estimates larger motion than 
organ-wise affine registration in the chosen organs^^. The proportion of motion between 
the AP and SI direction in the FFD estimates also does not agree with previous studies. 
This can be seen more clearly if Fig. 4.25 is contrasted with Fig. 4.26(a), which shows 
the mean of detected motion from 20 patients in a previous study [160].
In Fig. 4.26(a) error bars are not shown as the standard deviation over organ voxels are 
not available as for Fig. 4.25. Separate values for the each lung are also not available 
and the mean z-axis (SI) motion of organs below the diaphragm (liver, stomach and
^^Statistically the 3D displacement from both registration methods are different under the Wilcoxon 
rank-sum test with p-value %0 o f  being similar. This test is the same as has been performed for the
results of Fig. 4.15(d).
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Figure 4.26; Fig. (a) shows the mean component displacement from a previous 
study [160] where the labels for the other organs apart from the lungs are the same 
as Figs. 4.24 and 4.25. Fig. (b) shows the correlation of mean maximum component 
displacements from the two registration methods (Figs. 4.25(a) and (b)) with Fig. (a).
spleen) is taken to be the z-axis motion of the lungs which is not stated. Nevertheless, 
over all organs, the proportion of motion in the AP direction compared to that in the 
SI direction is in agreement with the motion found using organ-wise registration in 
Fig. 4.25(a).
The correlation of the proportion of motion between the x-, y- and z-axes between 
these two results over all organs is on average above 0.9. On the other hand, the 
correlation of the proportion of motion between the x-, y- and z-axes^® between results 
in Fig. 4.26 and Fig. 4.25(b) over all organs is on average below 0.3. The difference^^ 
in the correlation of mean maximum component displacement is shown in Fig. 4.26(b). 
Hence there is more confidence that organ-wise registration, shown in Fig. 4.25(a), 
better represents the actual motion that is present.
Based on the analysis in Figs. 4.24 to 4.26, organ-wise intensity-based registration using 
the SSD similarity measure (4.27) is chosen as the method to extract respiratory motion 
from 4D MRI data.
4 .4 .3  D iscu ssion  on  O verlap in th e  O rgan-w ise R eg istra tion  M eth od  
used
At the end of subsection 4.4.2, it is shown that the organ-wise registration method used 
extracts respiratory motion that correlates better with previous studies of respiratory 
motion compared to the FFD registration method used as a comparison. However, 
this registration method considers each selected organ separately and hence there may 
be some overlap between organ boundaries due to the motion that is deduced. Hence
the left-right, AP and SI directions.
^^Statistically they are different under the Wilcoxon rank-sum test with a p-value ~  0 of being 
similar. This test is the same as has been performed for the results of Figs. 4.15(d) and 4.24(c).
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in this subsection, organ overlap in both point based (subsection 4.4.1) and intensity 
based (subsection 4.4.2) is quantified. The overlap metric, for organ o, at frame k, 
is defined as;
j^o,overlap
el = (4-42)
where is the number of voxels in organ o at frame k while ig the number
of voxels in organ o at frame k which overlaps with any other organ. With defined as 
in, its mean value over all frames used in point based (subsection 4.4.1) and intensity 
based (subsection 4.4.2) registration is as shown in Fig. 4.27. The error bars show the 
standard deviation over all frames.
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Figure 4.27: Mean organ overlap in the (a) XCAT and (b) 4D MRI datasets.
In Fig. 4.27(a) the overlap percentage is very low, on average under 1%. This is to be 
expected as in XCAT the organs are already delineated. The existing overlap percentage 
can be attributed to the assumption of affine deformation for respiratory motion and 
the finite resolution of the simulated phantom ((3.25 mm)^ voxels). In Fig. 4.27(b) the 
organs are not delineated and hence the result is fully dependent the registration to 
not produce overlaps. The overlap percentage is larger in this situation, however on 
average is it still under 2%. If the spleen is omitted, then the average organ overlap 
is under 1%. However still, as noted at the beginning of this chapter, the aim of this 
chapter is to extract a reasonable sample of respiratory motion that can be used for 
showing the feasibility of the estimation framework. The previous subsection (4.4.2) 
has shown that the motion extracted correlates better with previous studies and hence 
its limitations shown here will be points for improvement in future work.
4.5 Sum m ary
In section 4.1, the two sources of respiratory data in 4D for use in validating motion 
estimation were described. Simulated data are obtained from the XCAT phantom, 
whereas 4D MRI was chosen as the physical data source. Section 4.2, then describes 
the semi-automated method of segmenting organs from the reference frame of the 4D 
MRI dataset. The different types of transformations and registration basis follows on
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in section 4.3. In this thesis, organ deformations are considered to be afhne. Point 
based registration is used for XCAT data whereas intensity based registration is used 
for 4D MRI data. Finally in section 4.4, the results of registration for both registration 
bases are discussed for respective cuboid phantoms and then on the respective sources 
of 4D respiratory data themselves. Limitations to the motion found is also discussed. 
The motion found will be used to train the prior models for recursive Bayesian esti­
mation and evaluate their performance in Chapter 6. Before that, in Chapter 5, the 
state and observation representations are defined and the motion is analysed to derive 
characteristics which can be utilised in the estimation framework (Chapter 3).
At the start of this chapter, it was noted that in a clinical implementation of the 
estimation framework, the motion would have to be obtained from a low dose 4D CT 
scan as most nuclear medicine scanners include CT acquisition capability. However, in 
section 4.1, it is also noted that the usual 4D CT acquisition utilised gating and hence 
produces an average respiratory cycle, instead of the time-resolved volumetric medical 
imaging data that is used in this chapter i.e 4D MRI. Although this thesis is concerned 
with the estimation of respiratory motion given a respiratory model, it is proposed 
that respiratory motion in 4D can be derived from CT acquisition via a similar method 
applied in [112], whereby a breath hold CT volume is registered to unsorted CT slices 
acquired at time points over several respiratory cycles using a stereo camera capture of 
the anterior surface of the torso as an additional source of information. The acquisition 
process is similar to that used in retrospectively gated 4D CT (subsection 4.1.2). If 
combined with a generic respiratory model such as studied in [59], then the number of 
CT slices that need to be acquired can be reduced and hence the amount of dose from 
CT can be lowered.
Chapter 5
Analysis of R espiratory M otion  
in 4D
Previously, in Chapter 4, the sources of 4D respiratory motion data and the method 
of extracting motion using point-based and intensity-based registration for simulated 
(XCAT) and 4D MRI respectively has been described. Before the motion data are used 
to train and evaluate the estimation framework (Chapter 3) they will be analysed in this 
Chapter to take advantage of any characteristic that aids the estimation framework.
The first step is to establish the variables used in the estimation framework. As de­
scribed in Chapter 3, the estimation problem is viewed as a first order hidden Markov 
model (HMM), where is the hidden state to be estimated and zj~ is the observation 
available, with k a discrete time index. The states and corresponding observables are 
related as follows:
Xfc =  aA;_i(xfc_i,Vfc_i) /(xfc|xfc_i), (5.1)
Zfc =  bfc(xfc,Wfc) O  g{zk\xk), (5.2)
where a^-i  and are the state transition and measurement models respectively and 
Vfc_i and Wk are transition and measurement noise respectively. All variables other 
than the time index k are continuously valued. As the transition and measurement 
models (equations 5.1 and 5.2) are stochastic, they can also be represented by their 
respective probability density functions /  and g. This HMM view of the estimation 
problem is illustrated in Fig. 5.1.
In this thesis the hidden state x^ is some representation of the configuration of internal 
organs whereas the observable is some representation of the external anterior surface 
of the torso. Section 5.1 describes their respective representations used in simulated 
(XCAT) and 4D MRI data. In section 5.2, a commonly used method for characterising 
changes in multiple variables, principal component analysis (PCA), is then used to 
better describe how the state and observables change in time. Section 5.3 then discusses 
how the state representation (section 5.1) affects the construction of the prior models 
in the estimation framework (equations 5.1 and 5.2) in PCA space (section 5.2). The 
chapter is then concluded with a summary in Section 5.4.
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Figure 5.1: Diagram of the system illustrating the structure as a first order hidden 
Markov model. The posterior of the current state is represented by the bolded arrows 
and circles showing the information available at time k.
In terms of the development and implementation of the methods presented in this 
chapter, the implementation of PCA (section 5.2) utilises the MATLAB® svd function^. 
The integration of this svd function as well as other procedures and analyses in this 
chapter is coded from scratch^.
5.1 S tate  and O bservation R epresentation
In Chapter 4 the method of obtaining respiratory motion in 4D was presented and eval­
uated for simulated and physical 4D data. In this section the motion will be analysed 
in more detail and represented respectively as the state and observable variables, 
and Zfc. Due to the differences in the dataset used, the observable for simulated and 
physical data will be considered separately. The state and observable are thus analysed 
in Subsections 5.1.1 and 5.1.2 respectively.
5.1 .1  S ta te  R ep resen ta tion
In Chapter 4.1 the rationale for obtaining respiratory motion from organ-wise affine 
registration was presented and evaluated. For each time frame k the deformation of an 
organ o is represented as:
= (5.3)
where is the set of No voxels for the organ o and r  is a reference time frame.
To better characterise the deformation, the decomposition of the affine transformation
^The MATLAB® function for PCA, princomp is not utilised due to the variant of PCA used in this 
thesis (section 5.2.2).
^Utilising available MATLAB® functions.
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matrix is used:
/ 0 ° \ ( 1 0 0 ;
=  0 y,k 0 qOxy,k 1 0 % (5.4)V 0 0 < it /  V ^xz,k qOyz,k 1/
where R^ is a rotation matrix, hence it is orthogonal i.e. (a%)-r If the
rotation matrix R'^ is represented by Euler angles around the x-, y- and z-axes, =  
[^ x,k'> y^,k-> then the affine transformation in (5.3) can be represented by a vector
of parameters^:
4  =  1 4 , 4 , A, 43/,k, 4z,&, (5.5)
where in this thesis the Euler angles in 9^ are clockwise looking onto the axes, applied 
in the order 9°^ ,^ 6° .^ and then and in units of radians. If there are M  organs, then 
the configuration of all organs is thus:
4  =  [ ( d ) 5 . . . , ( c f ) T -  (5.6)
In Chapter 4, it is seen in the evaluation of registration in simulated data (XCAT) 
that although the lungs and ribs have lower mean motion than the other organs, their 
registration errors are the largest. This error is partly due to the fact that they have 
significant affine deformation. Additionally, the absolute value of translation for the 
lungs and ribs is higher, due to the significant values of the other parameters, as shown 
in Fig. 5.2(a). However, this is only because the affine transformation in (5.3) is around 
an origin which may be far from the centroid of the organs.
If (5.3) is modified so that it is around the centroid of organ o at a particular frame, 
say the reference frame r , then the transformation can be expressed as:
p y  = F t ° v f °  + n ° ,  (5.7)
where the terms are similar to (5.3), with the shifted voxel coordinates defined as:
= p f  -  p?. (5.8)
where p° is the centroid of organ a at the reference frame r . Combining (5.8) and (5.7), 
then lets the transformation be written as:
ï ^ f = n ° ^ ^ + ( i - n " W r + n " -  (5 .9)
Comparing (5.9) to (5.3), it can be seen that the affine matrix is the same, = F^,
whereas the expression for is:
T r  =  T | +  (F ,°-7 )p? . (5.10)
Using (5.10) the translations in Fig. 5.2(a) can be replaced by those in Fig. 5.2(b). 
Similarly the original translations from organ-wise affine registration of the 4D MRI
sequence as shown in Fig. 5.2(c) can be replaced by those in Fig. 5.2(d).
^The affine transformation parameters are scaling (g° and s°  ^ ), shearing 5°^ ^^  and
Sj/2,fc), rotation (#%) and translation (T^).
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Figure 5.2: Absolute translation from (5.3) and (5.7). The lines are according to the 
translation element: Tx'- solid, Ty\ with dots (•) and Tz'. with circles (o). For 4D MRI 
the labels for the chosen organs are: RL: right lung, LL: left lung, Hrt: heart, Lvr: 
liver, Stm: Stomach, Spl: spleen, RK: right kidney and LK: left kidney.
From Figs. 5.2(b) and by extension (d), it can be seen that the value of translation now 
relates better to the mean amount of motion in the organ. Additionally, this expression 
for translation is less affected by the other affine parameters. The configuration of 
organs with shifted coordinates can then be expressed as:
4  = [(cj‘)‘,. . . ,( c r )
with the parameters for each organ expressed as:
— [^ x,k^  ^y,ki ^z,k  ^^xy,k  ^^xz,k  ^^yz,ki i^k) 5 (Tfc )
(5.11)
(5.12)
where the terms are similar to (5.6) and (5.5) with the exception that translation is 
obtained from (5.10).
The HMM representation of the system in Fig. 5.1 assumes that the state evolves 
via a first order transition model (5.1). However, respiration is an approximately cycli­
cal process, and it is known that a first order dynamic model such as a first order
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autoregression does not sufficiently capture the frequency spectrum of a process that 
contains some element of periodicity [30]. Therefore, the transition model is made to 
be second-order in organ configuration by letting the state be a concatenation of 
configurations from two consecutive time frames:
X, =  (  2 ,  )  • (5.13)
This state representation is thus the one that is used in this thesis. Consequently organ 
configurations that are referred to are those with shifted coordinates (5.11), =  c^,
unless specified otherwise.
5 .1 .2  O bservation  R ep resen ta tion
As mentioned before, in the intended application of estimation of respiratory motion, 
the observable is a stereo camera capture of the anterior surface of the torso. In both 
types of 4D data used for evaluation (XCAT and 4D MRI), this observable has to be 
approximated from the same data itself. The observable in both types of data will 
therefore be addressed separately below:
Observable in XCAT
The XCAT phantom used is set to have a voxel size of (3.25 mm)^ to account for noise 
in 4D data used to extract respiratory motion. The uncertainty^ of the voxel centre 
in such a case is 2.815 mm. However, a stereo camera system has typically a lower 
value of uncertainty [13, 14]. For example the Polaris 3D optical stereo camera system 
has a root mean square (RMS) error of 0.25 mm. Hence when the respiratory motion 
of organs is obtained from XCAT for evaluation of motion estimation, the observable 
is derived from the XCAT vector output of torso surface voxels and the RMS error is 
simulated by adding Gaussian noise with the standard deviation equal to the assumed 
camera RMS error. In this chapter, the assumed RMS error is 0.25 mm. Additionally, 
a camera frame rate of 10 Hz [14] is simulated by cubic spline interpolation between 
the XCAT frames prior to the addition of Gaussian noise.
As the intended application envisions a markerless system, the entire anterior torso 
surface is assumed to be captured. However, the dimension of the observable is made 
to be at least as large as the dimension of the state, to ensure that the HMM system 
(Fig. 5.1) is not underdetermined. Hence, 48 points are selected as virtual markers. 
This is shown on the render in Fig. 5.3(a). The projections of these points onto the 
coronal plane are spaced 55.25 mm apart from each other. Fig. 5.3(b) shows the relative 
displacement of a chosen observable point from the reference time frame at t =  0, and 
the effect of additive Gaussian noise to simulate camera RMS error.
With the chosen anterior surface points defined, the observable is then a vectorised 
matrix whose rows are formed from the coordinates of the 48 points at a
“^ The uncertainty of voxel centres is the quadrature sum of uncertainty in the x-, y- and z-axes as 
used in Chapter 4.
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certain time frame k:
Zfc =  vec
V P s,4 8 ,A : /
(5.14)
This observation representation is thus used when evaluating using XCAT.
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(b) Effect of simulated noise on a chosen observable point.
Figure 5.3: Fig. (a) shows a render of the chosen organs (Chapter 4.1) with the anterior 
torso surface. Points chosen for the observable are shown as green circles (•). Fig. (b) 
shows the effect of additive Gaussian noise on the displacement of one observable point 
from the reference frame at t = 0.
O bservable in 4D M R I
The 4D MRI dataset used in this thesis was not acquired together with a concurrent 
stereo camera capture of the anterior torso surface. Therefore, the observable has to be 
obtained from the MRI dataset itself. However, the main component of torso surface 
movement is in the AP direction [13, 160], which is perpendicular to the slices in the 4D 
MRI sequence. Therefore, the observable is obtained from a surrogate that denotes the 
position of the torso surface along radial lines. The surface itself is determined by linear 
interpolation along the radial lines to find a position equal to a threshold value for the 
surface. With this method, subvoxel change in radial position can be found, although 
the uncertainty is determined by the voxel size. This radial motion is compared to the 
position of physical markers present in the dataset.
Fig. 5.4(a) shows a render of a portion of the torso surface together with the 6 physical 
markers present in the dataset. Some internal anatomy is also visible. The torso surface 
is found by thresholding the MRI image at a manually defined intensity value^ of 75. 
Interior holes in each orthogonal plane are then filled in so that only the outermost
’This is a heuristically chosen value due to the small dataset in hand and it being a replacement for
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Figure 5.4: Fig. (a) shows a render of a portion of the torso surface. Part of the lungs 
(blue), heart (red) and spine (grey) are also visible. Fig. (b) shows the central axis and 
probe lines in relation to the torso surface. In both figures the centroid of the physical 
markers are shown as black circles (•).
surface is left®. The surface is only accepted for the axial slices shown in Fig. 5.4(a) as 
outside this range the MRI intensity fades to the background value of 0.
Fig. 5.4(b) on the other hand shows a translucent render of the torso surface together 
with a central axis. This axis has x- and y-coordinates found from the centroid of the 
surface. At each z-coordinate coincident with the centroid of a physical marker, a radial 
line is defined (green). The surface surrogate itself is found along a probe line, which 
is in the same direction of its corresponding radial line, but shifted 17 mm along the 
z-axis so that the higher intensity of the marker in the image does not interfere with 
the surrogate.
Fig. 5.5 illustrates the process of interpolation along a probe line to approximate the 
position of the torso surface. Fig. 5.5(a) shows a small ROI of 4 x 13 pixels, each with 
a dimension of 5 mm x 1.534 mm. Pixels outlined in red are those thresholded to be 
part of the torso. The image intensity is found by linear interpolation at 1 mm intervals 
(sample points) along the probe line (magenta). Fig. 5.5(b) plots this intensity (blue) 
against radial distance along the probe line from the origin in Fig. 5.5(a). The exact 
position of the surface along the probe line is again interpolated in between the sample 
points (red). Fig. 5.5(b) also plots the interpolated intensity if they are sampled at 
a finer interval of 0.1 mm. This comparison shows that the estimated radial position 
of the surface is approximately the same with either values of sampling interval. Note 
that the intensity is also not extrapolated near the edge of the ROI.
an actual stereo camera capture of the anterior torso surface. This value produces a plausible surface 
as shown in Fig. 5.4. A different source of data for the observable will necessitate a different method 
for obtaining that observable.
®In this thesis, an object in a binary image is a connected region of intensity value 1 on a background 
of intensity value 0. A hole is a region of intensity value 0 within an object and is filled in by assigning 
intensity value 1 to the hole. In 2D, the four-neighbourhood definition of connectivity is used [167].
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Figure 5.5: Fig. (a) shows the probe line (magenta) at an ROI on the edge of the torso 
(pixels with red borders). Fig. (b) shows the intensity interpolated with two sampling 
intervals and the estimated radial position of the surface (red).
Figs. 5.6(a)-(c) thus shows the estimated radial displacement of the torso surface along 
the respective probe lines using different methods.
In Figs. 5.6(a)-(c), “Marker” denotes the projection of the 3D position of the physical 
marker centroid registered using the rigid iterative closest points (ICP) algorithm. The 
3D position of the centroid of a marker a in frame k, p^’°, is found from (5.3) where the 
transformation is rigid {Ssc = I  and Ssh =  I) and then projected along the direction 
of a corresponding probe line Pp^ o:
Ppr,k PpjoPfc (5.15)
where Pp^ o is a unit vector in the same direction as Pp,o and  ^ is the resulting projec­
tion. “Threshold” is the method illustrated in Fig. 5.5 and “Gradient” is a method that 
finds the maximum gradient^ along the same interpolated intensity used for the “thresh­
old” method with a sampling interval of 1 mm. “Int. Gradient” interpolates from the 1 
mm sampling interval to 0.1 mm before finding the maximum gradient to illustrate the 
effect of the choice of intensity sampling interval from the image. Figs. 5.6(a)-(c) shows 
only the radial displacement of the inferior (abdominal) group of markers in Fig. 5.4. 
The displacement is from the reference frame at t =  0. For the superior (thoracic) 
group of markers the displacement is smaller, in agreement with other studies [13, 162], 
and hence the comparison in the abdominal region suffices.
Fig. 5.6(d) shows the mean value of Pearson’s correlation between all 6 markers. The 
error bars indicate the standard deviation over all markers. The mean correlation for 
the gradient method is not shown as for some markers (such as that in Fig. 5.6(b)), 
the estimated surrogate has a constant value. Fig. 5.6(d) shows that on average the 
threshold method produces surrogates that are more consistent with each other. The 
intermarker correlation though, is a secondary measure as they are, on average, all low, 
as well as having large variability.
^The finite difference [167] of intensities along the probe lines (Figs. 5.4 and 5.5) is used as the 
gradient.
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Figure 5.6: Figs. (a)-(c) shows the estimated radial displacement of abdominal markers 
using methods. Fig. (d) shows the mean intermarker correlation over all 6 markers. 
Error bars indicate the standard deviation over markers.
The more obvious difference of the threshold method over the other methods is that 
the surrogate estimates using the other methods can be seen to have some noticeable 
effect due to quantisation (constant portions). For the “Marker” method, this is due 
to the point cloud used for ICP only having integer values of voxel units along each 
axis, for the gradient methods, this is due to the intensity sampling interval. The 
threshold method on the other hand interpolates between the sampling interval as 
illustrated in Fig. 5.5. This interpolation is accurate when the local change in intensity 
is approximately linear. It has to be noted though that this method is chosen only 
due to the data used. In a clinical application, the surrogate found from a markerless 
stereo camera capture of the anterior torso surface will require a different method to 
be applied [157, 112].
Having evaluated the threshold method, it is then used to find radial displacement 
along probe lines located at virtual markers arranged in a 11 x 19 grid located between 
the two groups of physical markers. As for the observable in XCAT, this number of 
virtual markers in 4D MRI is chosen so that the system is not underdetermined. The 
rows of virtual markers are 14.9 mm apart in the z-axis and within each row the radial 
line are 5.6 degrees apart. These virtual markers are shown in the render in Fig. 5.7.
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Figure 5.7: Virtual markers (red squares) shown together with the same render from 
Fig. 5.4(a).
As in Fig. 5.4(b) there is some space between the virtual and physical markers so that 
the higher image intensity around the physical markers does not interfere with the 
threshold method.
W ith the virtual markers located, the observable at time k for the 4D MRI can then 
be defined as a vector Zfc whose elements consists of the radial displacement of each 
virtual marker.
5.2 Principal C om ponent A nalysis o f R espiratory M otion  
in 4D
As mentioned at the beginning of this chapter, before using the 4D respiratory motion 
data in recursive Bayesian estimation, it would be reasonable to perform some analysis 
of the variation of the observable and state, representing external and internal respira­
tory motion respectively. In this thesis, principal component analysis (PCA) is used to 
better understand the variation of the multivariable system (Fig. 5.1). The application 
of PCA is thus described in subsection 5.2.1. The results of PCA on the motion found 
from XCAT and 4D MRI are then shown in subsection 5.2.2. Finally subsection 5.2.3 
discusses the effect of the number of principal components on the accuracy of the state 
representation.
5.2 .1  A p p lica tion  o f  P rin cip a l C om pon en t A n alysis
PCA is a popular technique used for multivariate analysis, especially with the increase of 
computing capability and has been applied to numerous fields of research [83]. In medi­
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cal imaging, PCA has been used for motion estimation [89] and other applications such 
as in segmentation [140] which includes the application of active shape models [176].
In brief, PCA seeks to find an orthogonal coordinate transformation P  that transforms 
the coordinates of a vector (j) to another set of coordinates 4>^ where a small number 
of the elements or principal components contain the largest amounts of variation. This 
is performed by diagonalising the covariance matrix in the original coordinate system, 
S^, by using eigendecomposition:
=  QAQ'T, (5.16)
where Q =  [q i,. . . ,  q^ .^ ] is the matrix of eigenvectors {q i}^ , and is the dimension 
of <p, and A is a diagonal matrix whose elements are the corresponding eigenvalues 
^  is then the covariance matrix of the transformed coordinate system and
the eigenvalues denote the variance of each element. The vector with transformed
coordinates or projection is then found as:
4>Q =  qT,/.*, (5.17)
where (f)* is the mean-adjusted vector:
4>*i = 4 > i ~  (5.18)
Usually the elements of the projection are permuted so that their variances are in 
descending order. Hence:
(j)P = p^(j) \  (5.19)
where P  =  [q^i, •••, with ji  G {1 ,... and non-repeating, and the eigenvalues 
i^ descending order.
An alternative method to perform PCA is to use singular value decomposition (SVD). If 
$  is a data matrix consisting of N  mean-adjusted datapoints in the original coordinates 
$  =  [0 1 ,... ,  0Î^]^ and the SVD of $  is:
$  =  UEV^, (5.20)
then the PCA projection of 0  is:
(5.21)
Hence P  = V. If the covariance matrix in the original coordinates is found from the 
data matrix:
N  - V
then:
{N -  1)2^ =  =  VS'^SV'^. (5.23)
This implies the following equivalence for the singular values Si from (5.20)®:
s? =  (JV -l)A ,-„  (5.24)
^The singular values, Si, are the values that constitute the diagonal matrix E.
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where the eigenvalues are in descending order as in (5.19).
To make PCA more efficient, it can be noted that the number of nonzero eigenvalues 
of the covariance matrix is equal to the rank of the data matrix $ . The maximum 
rank is equal to either or A  — 1, whichever is smaller®. In the case of the application 
of PCA in this thesis, the dimension of the data is larger than N  — 1, hence this is 
the maximum number of nonzero eigenvalues [182]. If the eigen-decomposition of the 
matrix is considered:
=  XiGi, (5.25)
where 6% is an eigenvector with a corresponding eigenvalue A*, then if (5.25) is premul­
tiplied by 0 ^  on both sides:
(5.26)
it can then be seen from (5.26) that =  ||$^e%||qi, where q% are the eigenvectors 
from (5.23).
In using PCA to analyse 4D respiratory motion in the framework of this thesis (Fig. 5.1) 
all principal components with nonzero eigenvalues are kept, due to the difference in 
magnitude of the affine registration parameters representing the motion (Chapter 4). 
The results of PCA on the observable and organ configuration from XCAT and 4D 
MRI are thus presented in Subsection 5.2.2.
5.2.2 Analysis of the Observable and Organ Configuration
In this subsection, the PCA projection of the observable, z^, and organ configuration 
Cfc, for both XCAT and 4D MRI is found and intra-data correlations between the 
observable and configuration will be analysed. Following the description of PCA in 
Subsection 5.2.1, given the respective matrices of eigenvectors for the observable, Pz, 
and configuration, Pc, the respective PCA projections are then:
~  (5-27)
4  =  (5.28)
where z^ and are the mean-adjusted values, as found for the generic case in (5.18).
In forming the PCA projections of the observable and configuration in (5.27) and
(5.28) respectively, a mean value has to be found to form the mean-adjusted variables 
z^ and c^. This is because the normal interpretation of PCA^® is only valid if the 
eigendecomposition in (5.16) is that of an actual covariance matrix. In the context 
of recursive Bayesian estimation of respiratory motion, if the PCA is formed from a 
training dataset, the assumption is then that this mean value is the same over the 
whole respiratory trajectory that is to be estimated. Hence, a respiratory phase within 
which the organ configurations are the same can then be used as a “mean value”. This 
selected phase therefore becomes the reference frame, r ,  for representing organ motion 
as an affine deformation (5.3), producing the respective configuration (5.6).
®The latter limit is because the subtraction of the mean in (5.18) reduces the rank by 1. 
^°i.e. that the principal components show variation in descending order.
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Figure 5.8: PCA projections of organ configurations from XCAT. Fig. (a) shows the 
projections for original configurations (5.6) whereas Fig. (b) shows the projections for 
modified configurations (5.11).
This alternative variant of PCA^^ thus shows variation from a reference frame, r . A 
first assumption on the reference frame is that it would be at the end of exhale in 
regular respiration, as exhalation is passive (Chapter 2) and configurations at the end 
of exhalations have been shown to have less^  ^ variation [151, 165].
PCA in this thesis thus refers to this alternative variant unless specified otherwise. The 
results of PCA for XCAT and 4D MRI are then discussed separately below:
P C A  of R esp ira to ry  M otion  in XCAT
In performing PCA on respiratory motion in XCAT, the phase at end-exhale is selected 
as the reference, r , and hence PCA shows variation from this phase. This phase is also 
used to find the modified translations in (5.11). Fig. 5.8 shows the PCA of organ 
configurations over one respiratory cycle from XCAT using the default parameters 
(Chapter 4). As there are 10 frames, the maximum number of principal components 
(PCs) with non-zero eigenvalues is 9.
From Fig. 5.8 it can be seen that the magnitude of the PCA projections is reduced 
by using the modified configurations (5.11) instead of the original configurations (5.6). 
This is shown more clearly by looking at the standard deviations of the principal com­
ponents in Fig. 5.9(a). On the other hand. Fig. 5.9(b) shows that the first principal 
component (PC) of the modified configurations has a proportionally larger standard 
deviation than in the case of the first PC of the original configurations. This implies 
that when using modified configurations, the first PC is more representative of the 
total variation. However, as mentioned in Subsection 5.2.1, all principal components
^^ A related variant [83] is where the data are not mean-centred as in (5.18) and hence the matrix 
from (5.22) represent the second moment instead of the covariance.
^^The comparison between positions at end-exhale and end-inhale were for lesions in [165] and for 
diaphragm SI motion in [151]. Both studies note variability caused by the imaging procedure itself.
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with non-zero eigenvectors are kept due to the difference of magnitude of the affine 
registration parameters representing organ motion (Chapter 4).
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Figure 5.9: Standard deviation of the PCs of the original and modified configurations. 
Fig. (b) shows the values in Fig. (a) as a percentage of total standard deviation.
In characterising the PCA projections for the observable in XCAT, the comparison is 
made between the observable at 10 Hz and at the same rate as the XCAT frames (2 
Hz). The projections are as shown in Fig. 5.10. Although at the higher frame rate, 
the PCA of the observable has more non-zero eigenvalues, the number of PCs shown is 
kept to 9 to be equivalent to the number of non-zero eigenvalues for the observable at 
the XCAT frame rate of 2 Hz.
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(a) PCA projections of the observables at 10 Hz. (b) PCA projections of the observables at 2 Hz. 
Figure 5.10: PCA projections of the observables from XCAT.
From Fig. 5.10 it can be seen that the PCA projections for the observable at 10 Hz are 
slightly smaller in magnitude. This is seen more clearly by looking at their standard 
deviations in Fig. 5.11.
Fig. 5.11(b) shows that the first two PCs of the observable at 10 Hz are proportion­
ally more significant than the first two PCs of the observable at 2 Hz. However, the
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Figure 5.11: Standard deviation of the PCs of the observable at 10 Hz and 2 Hz. Fig. 
(b) shows the values in Fig. (a) as a percentage of total standard deviation. For the 
observable at 10 Hz the total is a sum of the first 9 PCs.
proportion of the first PC for the observable in both cases is slightly smaller than the 
proportion of the first PC for the configurations in Fig. 5.9. This can be attributed 
to the second PC for the observable having a slightly higher proportion of standard 
deviation than the second PC for the configurations. The second PC for the observable 
can also be distinguished from the subsequent PCs in Fig. 5.10.
Having characterised the PCs, the correlations between the two sets of PCA projections,
i.e. for the state and observable respectively, can then be analysed. Figs. 5.12(a) to (c) 
shows the value of Pearson’s correlation between the coordinates of the observable and 
the first PC of modified organ configurations, while Fig. 5.12(d) shows the correlation 
between PCs of the observable and configurations.
From Figs. 5.12(a) to (c) it can be seen that the z-axis coordinates of the observables 
correlate very highly with the first PC of organ configurations (absolute value more 
than 0.9) while the x-axis coordinates have the least correlation (mean absolute value 
of 0.3). The y-axis coordinates have an intermediate correlation (mean absolute value 
of 0.7). On the other hand Fig. 5.12(d) shows that the first two PCs of the observable 
have highest correlation with the first PC of organ configurations. Their absolute 
values are around 0.9 and 0.7 respectively, suggesting that they represent the z- and 
y-axis coordinates of the observable. However, as stated before, all PCs will be kept in 
recursive Bayesian estimation of respiratory motion.
P C A  of R esp ira to ry  M otion  in 4D M R I
As opposed to PCA in XCAT, in the 4D MRI dataset, it cannot be established which 
phase shows less variation over different respiratory cycles. Furthermore, the data have 
a low sampling rate of around 1 Hz and each of the two sequences that constitute 
the dataset consists of only around two respiratory cycles respectively. Therefore, the 
first frame in each sequence (at t — 0) is chosen as their respective “mean values”
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Figure 5.12: Figs. (a) to (c) shows the correlation between the coordinates of the 
observable and the first PC of organ configurations. Columns and rows refer to the 
grid of chosen points in Fig. 5.3(a). Fig. (d) shows the correlation between PCs of the 
observable and configurations.
and hence PCA shows the deviation from this frame^^. In using PCA on the 4D MRI 
dataset, only the analysis on the first sequence is presented here. However, PCA is 
repeated in the same manner for the second sequence before constructing the prior 
models (equations 5.1 and 5.2) in Chapter 6.
As the extent of each cycle is not well defined as in XCAT, the PCA of the observable 
is characterised first. The PCA projections are then as shown in Fig. 5.13(a) and their 
proportional standard deviation are as shown in Fig. 5.13(b).
In Fig. 5.13(a) it can be seen that the second PC is the actual PC with the largest
^^This is performed in line with using this alternative variant of PCA as showing variation from a 
reference frame as performed with XCAT data.
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Figure 5.13; PC A of the observables in 4D MRI. Fig. (a) shows their projections while 
Fig. (b) shows the percentage of total standard deviation for each PC.
standard deviation while the first PC is biased from the reference frame^^. However 
Fig. 5.13(b) shows that the second PC has proportionally only 20% of the total standard 
deviation of all PCs. Nevertheless it shows an approximate cycle of 4 s and hence is 
used as a basis to determine respiratory cycles by cubic spline interpolation ( “Int.” , 
represented by a dashed line in Fig. 5.13(a)). The reference frame itself (at t = 0) 
is not included in the interpolation as its temporal interval from the second frame is 
different from the frame rate (2.540 s as opposed to the frame rate of 0.965 s). The 
red circles (o) mark deflection points^^ (“Def.”) of the interpolated PC and is used to 
delineate respiratory cycles.
The first cycle delineated by the deflection points (the cycle before t =  6) is marked 
as “Cycle 1” in Fig. 5.13(a). This cycle is then used to find the PCA projections 
for the organ configurations. The projections based on the PCA of this cycle is then 
shown in Figs. 5.14(a) and (b) for the original (5.6) and modified (5.11) configurations 
respectively.
As for XCAT (Fig. 5.8), nsing the modified configuration decreases the magnitude 
of the PCA projections of organ configurations from the 4D MRI sequence. This 
is seen more clearly in Fig. 5.15(a) where the standard deviations of the PCs are 
shown. As for the case of respiratory motion in XCAT, proportionally, the first PC 
of the modified confignration is larger than the first PC of the original configurations 
as shown in Fig. 5.15(b). However, this proportion is under 70% as opposed to the 
standard deviation of PCs for organ configuration in XCAT (Fig. 5.9). The proportion 
represented by the other PCs therefore needs to be accounted for and this justifies that 
all PCs with non-zero eigenvalues be kept. The second PC can also be distinguished
^^This is due to the alternative variant of PCA used and indicates that the chosen frame is biased. 
In this case, the main advantage of performing PCA projection to a lower dimension is from the fact 
that through SVD (5.20), a data matrix can be determined by its rank i.e. only the non-zero singular 
values and corresponding eigenvectors need to be kept.
^^Found by finite difference. Assuming the signal is smooth, the deflection points are thus the local 
minima and maxima.
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Figure 5.14: PCA projections of organ configurations from 4D MRI. Fig. (a) shows the 
projections for original configurations (5.6) whereas Fig. (b) shows the projections for 
modified configurations (5.11).
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Figure 5.15: Standard deviation of the PCs of the original and modified configurations. 
Fig. (b) shows the values in Fig. (a) as a percentage of total standard deviation.
Having characterised the PCs, the correlations between them can then be analysed. 
Fig. 5.16(a) shows the value of Pearson’s correlation between the surrogates at the 
virtual markers (Fig. 5.7) and the first PC of modified organ configurations, while 
Fig. 5.16(b) shows the correlation between PCs of the observable and configurations.
From Fig. 5.16(a) it can be seen that most of the virtual markers with a high absolute 
value of correlation lie in the abdominal region (smaller row number), although there 
are also some markers in the more superior rows with high absolute value of correlation. 
This thus relates to the observation that the amplitude of radial motion decreases as one 
moves away from the central abdominal physical marker in Fig. 5.6, thus the motion is 
less well defined. It also explains why proportionally the second PC of the observable
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(a) Correlation of the virtual markers.
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Figure 5.16: Fig. (a) shows the correlation between the surrogates at the virtual 
markers and the first PC of organ configurations. Columns and rows refer to the grid 
of virtual markers in Fig. 5.7. Fig. (b) shows the correlation between PCs of the 
observable and configurations.
only accounts for 20% of the total standard deviation of the PCs (5.13). Fig. 5.16(b) 
shows that the second PC of the observable has the highest absolute value of correlation 
with the first PC of organ configurations (above 0.9). There are also high absolute 
values of correlation between the other PCs. However, a multidimensional regression 
model (Chapter 3) would account for these correlations when the PCs themselves are 
used as the regressor and regressand. This is further discussed in Chapter 6.
5.2 .3  Effect o f th e  num ber o f P C s on  th e  S ta te  R ep resen ta tio n
Figs. 5.9(b) and 5.15(b) showed the standard deviation of each principal component 
(PC) as a percentage of the total standard deviation for XCAT and 4D MRI respec­
tively. However, to corroborate the measure based on PC standard deviation, the 
significance of each PC can be evaluated by finding the deviation or error in the organ 
configurations (5.11) caused by excluding some PCs. From (5.28), an approximated 
configuration can be reconstructed from PCA space using n PCs instead of the total 
number of PCs with nonzero eigenvalues. Tlr
(5.29)
where is the PCA projection using the first n eigenvectors, contained in the
projection matrix Pc,i:n =  [Qc,!, • • •, Tc.n], and is the approximate mean-adjusted 
configuration. The error can then be found by comparing the motion produced by an 
approximate configuration using (5.29), c^, against motion produced by the original 
configuration, Cfc. This is quantified by the mean Euclidean distance error between 
the location of points moved in the original configuration against their locations if the
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Figure 5.17: Figure showing an example point in XCAT moved via a transformation 
from the original configuration ( “Reg.” ) and via a transformation from the approximate 
configuration (“PCA”).
approximated configuration is used instead. This deviation is illustrated for an example 
point in Fig. 5.17.
Having defined this alternative quantification of the significance of each PC on the 
configurations and hence the state representation (subsection 5.1.1), the mean errors 
when certain numbers of PCs with lowest standard deviation are omitted, Uom. =  nc—n, 
is shown in Figs. 5.18(a) and (b) for XCAT and 4D MRI respectively. In Figs. 5.18(c) 
and (d) the mean errors are shown as a percentage of the mean amount of motion 
present in the XCAT and 4D MRI data used. The same cycles previously used in 
subsection 5.2.2 are used here.
Figs. 5.18(a) and (b) show that mean error as a result of omitting some PCs are about 
the same magnitude in mm for XCAT and 4D MRI, in the case when only 1 PC is 
kept {uom. = 8 and Uom. =  4 for XCAT and 4D MRI respectively), the mean error is 
around 0.5 mm for XCAT and 0.7 mm for 4D MRI. However, when the mean errors are 
shown as a percentage of mean motion, as in Figs. 5.18(c) and (d), the errors are very 
different. When only 1 PC is kept, the mean error for XCAT is just 5% of the mean 
motion present, whereas for 4D MRI the corresponding percentage is 31%. This is due 
to the mean amount of motion which is significantly different between these two types 
of data. In XCAT, the mean amount of motion is around 10.2 mm whereas in the 4D 
MRI data that is used it is only around 2.3 mm. Hence as mentioned previously, all 
PCs will be kept when the state and observable are used in PCA space. This ensures 
that PCA does not add any extra errors into the estimation framework (Fig. 5.1).
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Figure 5.18: Mean Euclidean distance error when a certain number of PCs with lowest 
standard deviation are omitted for (a): XCAT and (b): 4D MRI. Figs. (c) and (d) are 
the same as Figs. (a) and (b) respectively except that the mean errors are shown as a 
percentage of mean motion.
5.3 A dvantage o f the A ugm ented  S tate R epresen tation
In subsection 5.1.1, the state to be estimated is chosen as organ configurations from 
two consecutive time points, Ck and c^-i  as in (5.13). The state representation used can 
be better appreciated by analysing how a particular representation affects how the state 
varies with time. For this end, only the first PCA projection of organ configuration 
is used to simplify the analysis. The analysis using the first PC can be assumed to 
hold when all the PCs are taken into account.
To show the effect of state representation, in this section, the second sequence from 
the 4D MRI dataset is used as it has a larger amount of mean motion, around 4.1 mm 
as opposed to 2.3 mm for the first 4D MRI sequence (subsection 5.2.3). The second 
sequence also has a noticeable amonnt of hysteresis. Hysteresis in respiration is when 
the trajectory of a respiratory signal follows a different path during inhale than its path 
during exhale [88]. This is briefly described in subsection 5.3.1. The advantage of using 
a dual configuration for state representation is then analysed for the transition (5.1) 
and measurement (5.2) models in subsections 5.3.2 and 5.3.3 respectively.
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5 .3 .1  H y steresis  in R esp ira tion
Hysteresis in respiration occurs because a respiratory cycle is asymmetric, where change 
during inhale is not the same as change during exhale. This has been noted in Chap­
ter 2. Many previous studies have highlighted the presence of hysteresis in respiration, 
such as [88] and [57], and others have taken hysteresis into account when constructing 
respiratory motion models, such as that used in tracking [79] and in registration [32].
Without loss of generality, hysteresis can be modelled as a phase shift between two sig­
nals [25], for example between two scalars Ck and Zk- If these two signals are themselves 
modelled as sinusoids, whose only difference is a phase lag (f):
Ck = sm{k), (5.30)
Zk = sin(k-h(f)), (5.31)
then the trajectory of a point whose coordinates are these two signals,
"  (  zt )  ’
is a loop that becomes more circular as 4> approaches 7r/2 % 1.571, when Zk = cos{k). 
Fig. 5.19 shows such loops with different values of (f) with arrows showing the direction 
of their trajectories. From Fig. 5.19, it can be seen that at most points along the loop, 
there are two values of Zk for every value of Cfc.
In the real case, the shape of the trajectory of a joint variable whose components are res­
piratory signals depends on how they vary with time. However, hysteresis can generally 
be characterised by a loop-like behaviour of the trajectory due to the differing paths 
taken between inhalation and exhalation. The augmented state representation used 
in this thesis (5.13) accounts for hysteresis by having the state consist of a component 
variable (organ configuration) from two time points. This is similar to the more generic 
approach in [154], where the time difference between the two component variables is 
not fixed. In this thesis, two consecutive time points are chosen for the component 
variables as the time interval between them. At =  tk+i — is a considerable factor of 
the respiratory cycle period. In XCAT, the interval is At =  0.5 s, which is 10% of the 
cycle period of 5 s. In the 4D MRI data used, the interval is At =  0.965 s, which is 
around 24% of the detected cycle period^® of around 4 s.
5 .3 .2  E ffect o f  th e  A u g m en ted  S ta te  on  th e  T ransition  M od el
As mentioned in subsection 5.1.1, by choosing the state to consist of organ configura­
tions from two consecutive time points, in effect the transition model (5.1) in the overall 
estimation framework becomes a second-order model with respect to the configuration 
Cfc. If the state consists of only the first PCA projection of configurations, Xk = 
then effectively, the transition model (5.1) has to represent the trajectory shown in 
Fig. 5.20(a).
^®This is found from the time interval between two consecutive minima or maxima of a PCA projec­
tion that best reflects respiration e.g. the deflection points in Fig. 5.13.
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Figure 5.19: Trajectory of the point (5.32), whose coordinates are defined by (5.30) 
and (5.31) with different values of (j).
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Figure 5.20: Trajectory to be modelled when the state is (a): a single organ configura­
tion, and (b): two consecutive organ configuration. The plots show the joint trajectory 
for the first PCA projection of the configuration,
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Figure 5.21: Trajectory to be modelled when the state is (a): a single organ configura­
tion, and (b): two consecutive organ configuration. The plots show the joint trajectory 
for the first PCA projection of the configuration, and observable,
However, when the state consists of configurations from two consecutive time points, 
the state representation is:
x/c
I
(5.33)
With this representation (5.33), effectively the trajectory to be modelled is that shown 
in Fig. 5.20(b). In viewing the transition model as a regression model, the regressor is 
Xfc_i, whereas the regressand is This is because the second element of the state in
(5.33) is simply the first element of the previous state, Xkg =  Xk~i,i =  Ck-v
In Fig. 5.20(a), it can be seen that when a single configuration is used as the state, most 
values of have two corresponding values of , similar to the previous example in 
Fig. 5.19. In this case there is an actual phase lag between the two variables. When 
the state consists of two configurations (5.13), then each configuration is uniquely 
defined by the previous two configurations, as seen in Fig. 5.20(b). It can be said that 
the augmented state projects the 2D trajectory in Fig. 5.20(a) to a 3D trajectory in 
Fig. 5.20(b). Hence for an Uc dimensional configuration c^, the augmented state 
maps the original 2uc dimensional trajectory to a 3ric dimensional trajectory. In this 
projection, the inhale and exhale portion of the respiratory cycle are separated in the 
extra dimensions.
5 .3 .3  E ffect o f th e  A u gm en ted  S ta te  on  th e  M easurem ent M od el
Similar to the case in the transition model (subsection 5.3.2), to simplify the analysis in 
this subsection, only the first PCA projections of the configurations, and observ­
able, , are considered. If the state consists of only a single configuration, Xk — cf
then effectively, the measurement model (5.2) has to represent the trajectory shown in 
Fig. 5.21(a). However, when the state consists of configurations from two time points
(5.33), then the trajectory to be modelled is as shown in Fig. 5.21(b).
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As in the case of the transition model, Fig. 5.21(a) shows that for most values of 
configuration, there are two corresponding values of the observable, In this 
case, it is because the two variables do not vary together in time, which can loosely 
be termed as a phase shift as described in subsection 5.3.1. However, as seen before in 
Fig. 5.20(b), when the state consists of two configurations, then each observable is 
uniquely defined by the state as shown in Fig. 5.21(b).
5.4 Sum m ary
In this chapter, the 4D respiratory motion obtained in Chapter 4 is analysed before 
it will be used in the estimation framework (Fig. 5.1). In section 5.1, the state and 
observation representation is defined for when both XCAT and 4D MRI are used as 
sources of 4D respiratory motion data. In section 5.2, PCA is used to better characterise 
the variation of the state and observable. Subsection 5.2.3, further justifies the use of all 
PCs with nonzero eigenvalues to characterise the variation of the state and consequently 
the observable. Finally in section 5.3, the advantage of using an augmented state 
representation is presented. The effect is that the inhalation and exhalation portion of 
the trajectory that is to be modelled by the prior models (equations 5.1 and 5.2) are 
separated by the extra dimensions introduced and hence do not need to be specifically 
labelled as in [55] and [54]. The analysis performed is this chapter is thus utilised for 
training and evaluation of the estimation framework in Chapter 6.
112 Chapter 5. Analysis of Respiratory Motion in 4D
Chapter 6
Im plem entation of Recursive  
Bayesian Estim ation
In the introductory chapter, recursive Bayesian estimation was proposed as an approach 
for respiratory motion estimation to be used to overcome respiratory motion effects in 
nuclear medicine imaging (Chapter 2). A generic overview of the method was presented 
in Chapter 3. To evaluate the method, time-resolved (sequential 4D) respiratory motion 
is needed and the sources of data and method of extracting the motion from such data 
have been presented and evaluated in Chapter 4. Chapter 5 presents further analysis 
of the extracted motion and defines the observable and hidden state representation in 
recursive Bayesian estimation. In this chapter the extracted motion is used for building 
the prior models described in Chapter 3, and the models in turn are used to perform 
recursive Bayesian estimation of respiratory motion.
As introduced in Chapter 3 and reiterated in Chapter 5, recursive Bayesian estimation 
assumes that the system is represented by a hidden Markov model (HMM) as shown 
in Fig. 6.1. As mentioned before, this model can be formulated as:
X f c  =  a f c _ i ( x f c _ i , V f c _ i )  4 4 -  / ( x f c | x f c _ i ) ,  (6.1)
Zfc =  bfc(xfc,Wfc) 44- fi^ (zfclxfc), (6.2)
where x^ is the hidden state to be estimated and z^ is the available observations, a^ -i 
and bfc are the state transition and measurement models respectively, Vk-i and are 
transition and measurement noise respectively and k is a discrete time index. In this 
thesis all variables apart from the time index are continuously valued.
Because of the stochastic components, the transition and measurement models can also 
be represented by probability density functions (pdfs) /  and g respectively. Recursive 
Bayesian estimation allows one to use these models (equations 6.1 and 6.2) to find 
the posterior pdf of the state, conditioned upon all observations, p(xfc|zi;fc), where 
zi:fc =  { z i, . . . ,  Zfc} is the set of all available observations.
In this thesis the hidden state Xjt is some representation of the configuration of inter­
nal organs whereas the observable z^ is some representation of the external anterior 
surface of the torso. These representations for XCAT and 4D MRI have been defined
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Figure 6.1; Diagram of the system illustrating the structure as a first order hidden 
Markov model. The posterior of the current state is represented by the bolded arrows 
and circles showing the information available at time k.
in Chapter 5. As the thesis is concerned with patient specific estimation of respiratory 
motion, the overall prior models (equations 6.1 and 6.2) are made to be time-invariant: 
any model parameter that changes with time can be made to be part of the hidden 
state Xfc or determined outside of recursive Bayesian estimation, hence a — afc_i and 
b =  bfc. To apply respiratory motion estimation in nuclear medicine imaging, the prior 
models themselves are proposed to be constructed from a motion analysis stage using 
low-dose 4D CT, whereas the observable is obtained from stereo cameras.
In the first section (6.1) of this chapter, the analysis in Chapter 5 is built upon to 
propose a number of augmentation methods in addition to the basic recursive Bayesian 
estimation framework (Fig. 6.1) in order to improve performance. Thereafter, sec­
tion 6.2 the performance of the prior models in of themselves, using simulated and 
physical 4D respiratory motion data is analysed. In section 6.3 the results of recursive 
Bayesian estimation of respiratory motion using the prior models is thus analysed. In 
section 6.4 the best recursive Bayesian estimator is then compared against the best 
deterministic map^ which constitutes the alternative method of estimating respiratory 
motion from the anterior torso surface. Finally section 6.5 discusses some of the limi­
tations after which section 6.6 closes the chapter and summarises the implementation 
of recursive Bayesian estimation and its results.
In terms of the development and implementation of the methods presented in this 
chapter, the implementation of e-SVR utilises the MATLAB® based Spider toolbox^ 
whereas kernel regression (KR) is implemented using the MATLAB® newgrnn func-
^The best recursive Bayesian estimator is determined to be that with the smallest mean amount of 
error from section 6.3. Similarly, the best deterministic maps is determined to be that with the smallest 
mean amount of error.
^Spider is a machine learning toolbox available from http://peop le.kyb.tueb ingen .m pg.de/ 
spider.
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tion^. The integration^ of these models into recursive Bayesian estimation as well as 
other procedures and analyses in this chapter is coded from scratch^.
6.1 A ugm entation  o f th e  E stim ation  Framework
As the prior models used in recursive Bayesian estimation (equations 6.1 and 6.2) are 
based on regression models formed from a training dataset (Chapter 3), they may be 
over-fitted to the training dataset and therefore be insufficient to generalise adequately 
over test data. Therefore, a number of methods are established to make the estimation 
framework more generic over test data. It also provides better sampling of the search 
space for a particle filter approach to recursive Bayesian estimation, and thus mitigates 
the exponential increase in sampling points with increasing dimensionality [58]. The 
methods can be broadly divided into three categories:
1. Mapping to PCA space,
2. Data adaptation, and
3. Model adaptation.
Mapping to PCA space makes use of PCA as introduced in chapter 5 as is briefly 
described in subsections 6.1.1. On the other hand, data adaptation adjusts the data 
so that it is similar to the training data. It can be considered as a spatio-temporal 
alignment. Data adaptation is presented in subsection 6.1.2. In the third method, 
model adaptation, the parameters of the model themselves are adjusted. However, this 
is only well defined for a linear autoregressive model. For other models, the parame­
ters are adjusted by retraining the models using the initial estimate produced by the 
estimation framework (5.1). Model adaptation is thus presented in subsection 6.1.3. 
Additionally, model adaptation can be combined with local linearisation of the estima­
tion framework and this is presented in subsection 6.1.4. As the two sequences of the 
4D MRI dataset contain approximately two respiratory cycles each, these two latter 
augmentation methods are only applied to evaluation using XCAT where more cycles 
can be simulated.
6.1 .1  M apping  to  P C A  Space
In mapping to PCA space, the projection of the observable, z^, and organ configura­
tions, c^, are used instead of their values in their original space using the following
maps that have been introduced in Chapter 5:
Zfc =  (6.3)
c f  =  Pc^h (6.4)
^KR is thus implemented as a general regression neural network [178], whose equivalence has been 
mentioned in Chapter 3.
Model integration includes optimisation of model parameters (subsection 6.2.1).
^Utilising available MATLAB® functions such as those for optimisation and statistical analysis.
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where and are the mean-adjusted values, and the projection matrices and 
Pc have columns consisting of the eigenvectors for the observable and configurations 
respectively.
The projected variables represent the variation that is present in respiration in a more 
systematic way. This is because PCA essentially diagonalises the covariance of the
original variables and hence there will be at least one principal component that re­
flects the respiratory cycles that are present (Chapter 5). As the number of training 
data-points is less than the dimensionality of the original space of the observable and 
configurations, dimensionality reduction is also performed and reduces the search space 
in estimation (Chapter 5). As the mapping matrices Pz and Pc in PCA are orthogonal, 
the original variables are therefore obtained from the following inverse maps®:
Zfc ~  Pz'^ki (6-5)
Ck = Pc^k 5 (6-6)
from which the original variables can be found. An additional property to note is that if 
for example the observable has an uncertainty with covariance 2%^  then the uncertainty 
in its PCA projection has covariance:
= P^Sz^Pz- (6-7)
6 .1 .2  D a ta  A d a p ta tio n
To perform data adaptation, the approximate amplitude and period of respiratory cy­
cles are estimated. This estimation relies on deflection points found from the projection 
of the first PC of the observable. The detection of the deflection points^ are made more 
robust by first filtering® the PCA projection using a symmetric moving average filter 
to avoid any phase shift. This filtering process is defined as:
fPi -
.. m
-  2  (G.8)m p = —m
where is the projection of the first PC and the filter length is 2m 4-1. Filtering is 
only performed over valid indices of the observable. Hence, if there are N  data-points, 
the first m  and the last m  points, at k = 1 , . . . , m and k = N  — m , . . .  respectively, 
are not filtered. The initial deflection points from the filtered projection are then 
used to find the local minima or maxima of the original projection. Having defined 
the deflection points, they are then plotted as circles (o) in Fig. 6.2(a), showing the 
projection of the first PC of the observable of 10 identical respiratory cycles from XCAT 
with different realisations of noise. The estimated relative amplitudes and periods are 
then shown in Fig. 6.2(b).
®i.e. equations 6.5 and 6.6 are simply the inverse of equations 6.3 and 6.4 respectively 
^Found by finite difference as in Chapter 5. Assuming the signal is smooth, the deflection points 
are thus the local minima and maxima.
®The method of finding deflection points from a filtered signal is used in [151].
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Figure 6.2; Fig. (a) shows the detected deflection points over 10 respiratory cycles 
(“C l” to “CIO”). Fig. (b) shows estimated relative amplitudes (blue) and periods 
(green) nsing the detection deflection points.
In Fig. 6.2(a), only whole cycles are considered, and hence deflection points are located 
at the start and end of each cycle. The cycle amplitude and period ratio in Fig. 6.2(a) 
is with respect to the first cycle (“C l”) designated as the training cycle. The variation 
in estimated amplitude and period is due to the noise in the observable. However, the 
mean deviation of the ratios from unity is only 3% for period and 0.4% for amplitude. 
Using the detected deflection points, a test cycle with different amplitude and period 
to the the training cycle, as shown in Fig. 6.3(a), can then be aligned together as in 
Fig. 6.3(b). The remaining discrepancy, seen in Fig. 6.3(b), can then be accounted for 
by the prior models in recursive Bayesian estimation (equations 6.1 and 6.2).
 Training
I
t(p)
(a) Unaligned
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 A ligned Test
I
<J
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(b) Aligned
Figure 6.3: Fig. (b) shows the spatial-temporal alignment of a test cycle with a training 
cycle whose original signal is shown in Fig. (a). Detected deflection points are shown 
as red circles (o).
In practice, the aligned test cycle is temporally interpolated using cubic splines so that 
it is at the same rate as the training cycle. This is designated as a temporal cycle align-
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ment or time warp. Fig. 6.4(a) then illustrates the process of projecting training data 
into PCA space to construct the measurement and transition models, b and a  respec­
tively (equations 6.2 and 6.1), which are considered to be time-invariant. In Fig. 6.4(b), 
after projecting the observable using the same PCA space found in Fig. 6.4(a), it is 
then temporally aligned (Fig. 6.3), before using the models in recursive Bayesian esti­
mation. Estimated organ configurations are found by inverting the temporal alignment 
and projection process.
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(a) Training the prior models.
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(b) Applying the prior models for estimation.
Figure 6.4: Fig. (a) shows the process of projecting training data (shaded) for use in 
constructing the prior models. Fig. (b). then shows how the PCA projections in Fig. 
(a) and temporal alignment ( “Timewarp” ) are used to apply the models for estimation.
In Fig. 6.4(b), spatial alignment, present as a scaling in Fig. 6.3(b), is not explicitly 
shown. This is because, instead of scaling the data, spatial alignment can also be seen 
due to an adaptation of the prior models. This adaptation of the models is presented 
in subsection 6.1.3 that follows.
6 .1 .3  M od el A d a p ta tio n
In this subsection, model adaptation is only presented for linear models, as their simple 
form can easily be analysed analytically. In analysing linear models, analytical adap­
tation applies to the transition model (6.1) in particular, as the measurement model 
(6.2) does not depend on the previous state x^_i, and looking at the expression for a 
linear measurement model from Chapter 3:
Zk = B x k - fh o  + Wk, (6.9)
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where B is a matrix of coefficients, bo an intercept vector and measurement noise,
it can be seen that if Zk is scaled by a scalar r, then the state simply needs to be
scaled by the same factor r. This scaling of the state can thus be relegated to the 
transition model.
From Chapter 3, the expression for a linear transition model is as follows:
Xfc =  Axfc_i +  d  +  Vfc, (6.10)
where similar to (6.9), A is a matrix of coefficients, d an intercept vector and 
transition noise. As in the case of the measurement model (6.9), if the previous state 
Xfc_i is scaled by a scalar r, then the current state x^ is scaled by the same factor 
r. However, as seen in the example in Fig. 6.3(b), there is some inaccuracy in the 
alignment process due to noise, which thus affects the value of a scale factor r  used in 
the alignment.
If the amplitude of the training cycle is designated as CV, and the amplitude of a test 
cycle designated as when each observable point® has isotropic Gaussian noise with 
variance ctq for each dimension, the probability distribution of their ratio, r = Cn/Cr, 
can then be approximated^® by a Gaussian r* with mean f*, and variance cr^ *, defined 
as:
/  /  _ \ 2\  /  /  _ \  2 \  2\
(6 .11)
This approximation is due to the assumption that the observables are independent 
(Fig. 6.1). From (6.7), the noise in each PGA projection also has a variance of a^.
When this probabilistic amplitude ratio is factorised as r* =  ru, then it can be seen 
from (6.11) that u is therefore a Gaussian with mean ü, and standard deviation cr ,^ 
defined as:
T c f  ,  _ V c T + c ?w =  l + ( ^ — j  ,(Tu = crc— ^  ^  (6.12)
Uncertainty in scaling can therefore be modelled as stochastic factor in the transition 
model:
Xfc =  UfcAxfc-i +  d +  Vfc, (6.13)
where
and Uk ~  A7(fi, cr^), a Gaussian random variable with mean U and variance cr .^ The 
expression in (6.14) ensures that the resulting random variable is not negative, 
is also close to a Gaussian if ü % 1 with a small variance, cr^  <C 1.
The augmented linear transition model in (6.13) only accounts for uncertainty in the 
scale of the state xj .^ To account for uncertainly in temporal alignment, the original 
linear transition model (6.10) is considered in terms of organ configurations Cfc. From
^As defined in Chapter 5
^°This approximation stems from a Taylor series around the assumed means of the two cycle, C n  
and C t , with the added assumption that the cycles are independent [31].
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the state representation in Chapter 5, the following change of variables can be defined 
for the linear transition model:
(  C i , ! i  ) ’ - ^ =  (  /  0 ^  ) ’ * * = (  "o'* (  ^ 0  o ) '
Hence, the linear transition model can be rearranged as a second order autoregressive 
model, AR(2):
2
Ck =  ^^A pC k—p T do +  v^. (6.16)
p=i
In Chapter 3, it has been noted that for the first order autoregression, AR(1), repre­
sented by the linear transition model (6.10) to be stable [107], the eigenvalues A* of A  
all must have magnitude less than 1. To analyse the AR(2) process in (6.16), a one 
dimensional process is first considered:
2
Ck =  ^   ^^pCk—p T do +  Vk, (6.17)
p=i
where the terms parallel those in the multidimensional case (6.16). If the process 
variable is mean-adjusted and only the deterministic portion of the process considered, 
it can be rearranged as:
2
Ck = ^^UpCk^p, (6.18)
p=i
where is the mean-adjusted process variab le^E quation  6.18 is thus a second order 
recurrence relation. The characteristic polynomial [45, 152] for (6.18) is then:
— (%i A — =  0, (6.19)
whose complex conjugate roots are:
Ai =  7 exp(zfl), A2 =  7 exp(—zfl). (6 .20)
The roots (6.20) thus implies that ai = 2 7 cos(w) and U2 =  —7 .^ A second order 
recurrence relation (6.18) is stable when 7  < 1. The general solution of the recurrence 
relation is thus [152]:
cl = ckiAi 4- CK2A2
=  Q!i7 exp(iOfc)-b a27exp(—iflfc), (6.21)
where a\  and «2 are two constants. From this solution (6.21), it can be seen that an
AR(2) process can represent a sinusoid exactly, as:
sin(Qfc + 4>) = ^(exp(i(Ofc 4- 4>)) -  exp{—i(flk  4- (j)))). (6 .22)
4.e. c l  =  Ck — c, where c is the mean.
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Equating (6.21) and (6.22) then defines the constants in (6.21) as:
CKi =  ^  exp(i(/)),a2 = ~ ^  exp(-z0), (6.23)
with (6.22) implying that 7  =  1. Hence by extension the angular frequency of any 
ID AR(2) process is given by the phase of the complex conjugate roots (6.20) of its 
characteristic polynomial (6.19).
To relate a ID AR(2) process to a multidimensional AR(2) process, it is useful to look 
at the companion matrix Ac of (6.18) defined as:
Hence, the roots of the characteristic polynomial (6.19) are the eigenvalues of the 
companion matrix (6.24) [45]. If a vector Xk — is defined, then using the
companion matrix (6.24), the ID second order recurrence relation (6.18) can be rep­
resented as a 2D first order recurrence relation, Xk =  -^cXk-i- By further extension, 
any n  dimensional first order recurrence relation is associated with a characteristic 
polynomial (6.19) of order n [45].
Like the ID case, the deterministic component of the linear transition model (6.10) 
is precisely an Ux dimensional first order recurrence relation, when the state is mean- 
adjusted:
Xk = Ax^_j, (6.25)
where x^ is the mean-adjusted state. It can then be seen how the stability of this 
multidimensional recurrence relation (6.25), and consequently the AR(1) transition 
model, depends on the magnitude of the eigenvalues of the matrix A  [107]. As this 
77.x dimensional recurrence relation actually represents a second order tlc dimensional 
recurrence relation in mean-adjusted organ configurations (6.16), there would be 
eigenvalues of A  that are complex conjugate pairs of the form \ j  =  7exp(±7Dj), as in 
the pair for the ID case (6.20). The phases of these complex eigenvalues thus give the 
angular frequencies of the AR(2) model.
Similar to augmenting the linear transition model in (6.13) to account for uncertainties 
in spatial scale, it can thus be additionally augmented to account for uncertainties in 
temporal scale. This is achieved by replacing the phases of the complex conjugate 
eigenvalues, flj, with ones that are multiplied by a stochastic temporal scale:
^j,k — '^k^ji (6.26)
with
where ~  A7(ü, a^). As in (6.14), the Gaussian random variable Vk has mean v  and 
standard deviation defined as:
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(b) Accounting for uncertainty in temporal scale.
Figure 6.5: Figs. (a) and (b) shows the effect of uncertainty in spatial and temporal 
scale respectively (dashed lines). An aligned test cycle is shown for comparison.
where ctt is the standard deviation of temporal uncertainty in the observable (assumed 
to be Gaussian), Tj- the period of the training cycle and Tn the period of a test cycle.
In Figs. 6.5(a) and (b), the linear transition model is simulated as a recurrence relation 
where the confidence intervals (dashed lines) indicate the range of variability in the tra­
jectory when uncertainty in spatial scale (6.13) and temporal scale (6.26) respectively. 
The trajectory shown is that of the first principal component when the model is formed 
in PCA space. For temporal uncertainty, the half range of the sampling period, with 
the observable^^ at lOHz, is equated to a 3ot confidence interval of a Gaussian^^. The 
aligned (6.1.2) first principal component of a test cycle is also shown.
It can be seen in Fig. 6.5(b) that temporal scale uncertainty induces a divergence at 
t =  4.5 s whereas spatial scale uncertainty does not induce this temporal divergence.
^^Defined in Chapter 5.
^^This is a heuristic choice of a small value of a r  so  that the effect of temporal scale uncertainty is
comparable to the effect of spatial scale uncertainty (Fig. 6.5).
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Additionally, it can be seen that temporal scale uncertainty also slightly alters the am­
plitude. However, in recursive Bayesian estimation (Fig. 6.1), the state is continuously 
updated by the observable and hence Fig. 6.5 only illustrates the effect of uncertainty 
of spatial-temporal scaling in a purely deterministic model. Additionally, any further 
discrepancy can be accounted for by the transition model noise, .
6 .1 .4  M argin a lisation  u sing  L ocal L inearisation
The extended AR(2) model that accounts for uncertainty in spatial and temporal scale 
presenteed in subsection 6.1.3 is non-Gaussian due to the additional random variables 
introduced i.e. u^ . and through equations 6.13 and 6.26 respectively. However, if 
this transition model is conditioned upon a certain value of and then it becomes a 
normal AR(2) model and is thus Gaussian. Therefore, the Bayesian recursion (Fig. 6.1) 
can be linearised locally in a similar manner to local linearisation particle filtering 
(LLPF) described in Chapter 3.
If a vector is defined to represent the additional random variables: then
each particle or Monte Carlo realisation of the state, x^, can thus be sampled from the 
following importance density:
Zfc, U%) =  M(xfc, Pk) (6.29)
where the mean x^ and P^ are found using Kalman filtering for each sampled value of 
the additional random variable, u^. The weight of each particle, is then:
6.2 Evaluating th e  Intrinsic Perform ance of P rior M odels
In Chapter 3 it has been noted that the performance of recursive Bayesian estimation 
depends on the transition (6.1) and measurement (6.2) models used in the estimation 
framework (Fig. 6.1). The prior models that have the best intrinsic performance are ex­
pected to contribute most to the overall performance in estimating respiratory motion. 
Thus for evaluation purposes, the intrinsic performance of the models will be analysed 
outside of the overall estimation framework. The best models will then be selected for 
the evaluation of the estimation framework in the next section (6.3).
As mentioned in Chapter 3, the prior models are seen as generic regression models of 
the form:
= ^  P^W4>), (6.31)
where the function fjg relates the independent variable, (f) G R”<^, to the dependent 
variable, G ^ is model noise representing uncertainties and pp is the posterior 
pdf of t/j given 0. When model noise is separable, equation 6.31 can be expressed as:
= + (6.32)
124 Chapter 6. Implementation o f Recursive Bayesian Estimation
where model noise $ is now additive. For the transition model (6.1), 0  =  and 
0  =  Xfc_i, whereas for the measurement model (6.2), 0  =  and 0  =  x^.
The types of models that are considered are:
1. Linear regression,
2. Kernel density estimation,
3. Kernel regression, and
4. e-support vector regression.
In kernel density estimation (KDE), the model has the more generic form in (6.31), 
whereas for the other types of models, noise is separable and hence the model takes 
the form in (6.32). The non-linear models all use Gaussian kernels as described in 
Chapter 3.
Before using the prior models, their parameters, if any, have to be determined. This is 
described in subsection 6.2.1. The models found are then evaluated using XCAT and 
4D MRI in subsections 6.2.2 and 6.2.3 respectively.
6 .2 .1  D eterm in in g  M od el P aram eters
In model parameter determination, linear regression as described in Chapter 3 is the 
simplest as it is determined solely on training data with no other parameters. On the 
other hand, the kernel models have at least the kernel parameter to be determined, 
in this case, the parameter is the covariance of the Gaussian kernel. In KDE, the 
covariance of both the regressor, 2^ , and the regressand, S ^ , has to be determined, 
whereas kernel regression only requires If the covariance is isotropic, i.e. for a 
variable %/:
=  4 r  (6.33)
then only o-jy has to be determined. Hence this is the form of kernel covariance used in 
this thesis.
A Gaussian kernel p, for example of the regressor, p(0), with isotropic covariance (6.33) 
can be written as: _
If there is a training dataset of N  datapoints:
0
then a heuristic value of <7^  can be chosen:
Ci =  ( t O I  . (6.35)
i=l
= \ /v a r ({ ||% ||} g , / ) ,  (6.36)
where
= 4>i -  ^i+i^ (6.37)
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and V ar({ ||% ||}A ^) is the variance of This value is on the assumption
that the Euclidean distance of a test regressor 0  from the closest training datapoint 
has the same distribution as the distances between adjacent training datapoints (6.37).
However, the heuristic value in (6.36), chosen for cr^, can be improved upon by per­
forming optimisation over the training dataset (6.35):
acf, = argminH(o-0 , { C J ili) , (6.38)
<T^
with the cost function H defined as the error of estimating the regressand using leave- 
one-out cross-validation over the training dataset (6.35):
S(o-<^ , { ( J i l l )  =  (6.39)
where is the deviation in estimating the regressand 0 ,^ when the corresponding 
regressor 0  ^ is left out from forming the model fp:
=  '0 i- fp (0 i) .  (6.40)
The optimisation in (6.38) is initialised by a grid search around the heuristic value of the 
kernel parameter (6.36) based on the distribution of {||<^0J|}^i and then choosing the 
value that minimises H to initialise a gradient descent optimiser that further minimises
5. This two stage approach is to reduce the probability of convergence in local minima. 
As this optimisation requires that model noise is separable (6.32), it can’t directly be 
used for the KDE model. However, the KDE model can use a value of cr  ^ tha t has 
been optimised for a kernel regression (KR) model.
For e support vector regression (e-SVR), the generic regression model (6.32) is a col­
lection of underlying scalar valued functions f]g(0 ) =  { /i(0 )}”=i and hence for each 
fi, the kernel parameter is separately optimised. Additionally, each underlying 
e-SVR function, /j, requires two additional hyper-parameters, denoted as Q  and e%
(Chapter 3). Based on a previous study [41], Q  can be determined from training data
(6.35) as:
Ci = max(|0i 4- 3cr^J, 10% -  3o-^J), (6.41)
with 0% and found from the Tth element of 0  in the training dataset (6.35). On
the other hand, e% is set to be:
Ci =  (6.42)
where N  is the number of datapoints and cr^ . is the standard deviation of error in 
estimating the z-th element of 0 . This measure of uncertainty can be found from a 
simpler model [41]. In the application in this thesis, this uncertainty is based on error 
in linear regression.
Optimisation for e-SVR is performed in the same manner as for the KR model (6.38), 
except that the additional hyper-parameters are simultaneously optimised for each /%:
Ci, Ci} = argmin^i(cr^,%, Q , e%, {Cj } f=i ) ,  (6.43)
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Table 6.1: Respiratory Parameters for Training and Test Datasets
Dataset Motion Amplitude (cm) Cycle Period (s)Diaphragm (SI) Chest (AP)
Training 2 1.2 5
Test 3 1.8 3
with Ci, 6i, =  fe,i, • • • and -  fi{(f)j) using leave-one-
out cross-validation as before. The optimisation of Q , e%} is initialised by Monte 
Carlo sampling around their heuristic initial values determined by equations 6.36, 6.41 
and 6.42. The value of Q , e%} that minimises then initialises a gradient descent 
optimiser that further minimises
It has to be noted that the optimisations in (6.38) and (6.43) only serve to find any 
additional improvement over the heuristic parameters (equations 6.36, 6.41 and 6.42). 
Additionally, as the optimisation is over the same training dataset, it is not guaran­
teed to reduce model errors^^. Having defined the model training process, the results 
of evaluating them for XCAT and 4D MRI are shown in subsections 6.2.2 and 6.2.3 
respectively.
6 .2 .2  E valu atin g  In tr in sic  M od el P erform ance using X C A T
For evaluation of intrinsic model performance in XCAT, the respiratory parameters are 
as shown in Table 6.1. The spatial dimensions and voxel size of the XCAT phantom 
used are the same as in Chapter 4.
The parameters in Table 6.1 are the same ones used for the spatial-temporal alignment 
example of the observable in Fig. 6.3. The aligned first principal components of the 
observables are then as shown before in Fig. 6.5. The prior models are thus evaluated via 
the process of projecting the data (subsection 6.1.1) into PCA space and then aligning 
them in a similar manner as described in Fig. 6.4. The difference is that the prior 
models are not combined together into the recursive Bayesian estimation framework 
(Fig. 6.1). Model adaptation (subsection 6.1.3) is thus not performed as it is only 
possible within the overall estimation framework.
Hence the performance of the transition model (6.1) is only evaluated for how it esti­
mates the current state, x^, from the previous state, Xfc_i. Likewise the measurement 
model (6.2) is evaluated for how it maps the current state, Xfc, to the current observable, 
Zk. The transition and measurement models are thus evaluated separately below:
Intrinsic Performance of the Transition Model
The accuracy of a state, x^, estimated by the transition model using XCAT data, can 
be either measured against the ground tru th  provided by the XCAT vector output 
or measured against the organ configurations that are to be estimated. The former
^^This can be seen in some cases in subsections 6.2.2 and 6.2.3
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Figure 6.6: Figure showing an example point in XCAT translated by true motion 
(“True”), via a transformation from registration (“Reg.”) and via a transformation 
estimated by the transition model (“Est.”).
case measures the total error, though it includes the error in obtaining motion through 
registration itself (Chapter 4). In the latter case, estimation error is measured sepa­
rately from the registration error. This is illustrated in Fig. 6.6 for an example point 
translated by the true motion (“True”), via a transformation found from registration 
(“Reg.”) and via a transformation estimated by the transition model (“Est.”).
It is e v id e n t th a t  the different types of errors shown in Fig. 6.6 are related by a 
triangle inequality, i.e.:
I I ^ T o l II ^  l l^ i îec / .  II + (6.44)
where ^Reg. ^Est. 9^6 the total error, registration error and estimation error
respectively, i.e. the deviation between the translated position of the example point 
in Fig. 6.6. Equation 6.44 implies that the total deviation can be less than the sum 
of deviation due to registration error and the additional deviation of the estimated 
translated point from its position moved via registration. However, it is assumed that 
the estimated translated point is largely inffuenced by the output of registration and 
hence produces additional error on top of the registration error. The transition model 
error is then taken to be the mean of these Euclidean distance errors over all voxel 
points in the chosen organs (Chapter 4).
Having defined the metric used (6.44), the estimation errors using different types of 
transition models, as defined earlier (in this section and Chapter 3), using the training 
and test cycles in Table 6.1, are as shown in Fig. 6.7.
In Fig. 6.7, the non-linear models used are kernel regression (“KR”) and e support vector 
regression (e-SVR). “Opt.” indicates that the models are using optimised parameter
^^The triangle inequality arises from the property of the norm of a vector [93].
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Figure 6.7: Figs. (a) and (b) shows mean estimation error and mean total
( I I ^ T o t . l l )  error, over all voxels in the chosen organs for each frame k =  tk- Figs. (c) and 
(d) shows the values in Figs. (a) and (b) averaged over all frames. Error bars show the 
standard deviation over frames. In Figs. (b) and (d) mean registration error (“ICP”) 
is shown for comparison.
values as described in subsection 6.2.1. From Fig. 6.7, it can be seen the linear transition 
model has a distinguishably larger error than the non-linear model. Its mean estimation 
error (||^_Bgt.ll) increases during the mid-inhale and mid-exhale phases of respiration 
(around t =  0.5 s and t — 2.5 s)^ ®.
On the other hand, the non-linear models have fairly stable mean estimation error 
around 1 mm and hence their mean total error (H^ToLlI) approximately follows the 
trend of the mean registration error (|| i^?ec/.ll)- The model with the smallest mean 
estimation error over all frames is an optimised kernel regression (KR). However its 
mean total error over all frames is the same as that for an optimised e-SVR model. 
This is due to the triangle inequality between these two error metrics (6.44). As its 
mean estimation error is only 0.1 mm above that of the optimised KR model, the 
optimised e-SVR model will be used in the overall estimation framework (Fig. 6.1).
Fig. 6.7(a), the mean error at t =  0.5 s is 4.4 times the mean error at t =  1.5, while in Fig. 6.7(b), 
the mean error at t =  0.5 s is 1.7 times the mean error at t =  1.5.
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Figure 6.8: Fig. (a) shows the mean error over observation points for each frame. Fig. 
(b) shows the values in Fig. (a) averaged over all frames. Error bars show the standard 
deviation over frames.
In Fig. 6.7(d), relative to the registration error, all non-linear models have low mean 
total error. They are all still below the uncertainty of voxel centres (2.815 mm). The 
mean total error of the linear model is also below the mean amount of motion^^ over all 
voxels and phases (16.208 mm). It can also be noted that when the mean estimation 
error over all frames (Fig. 6.7 (c)) is chosen as a metric, the optimised e-SVR model 
has approximately the same error as that using heuristic parameter values (subsec­
tion 6.2.1). This will be important in assessing the intrinsic model errors using 4D 
MRI (subsection 6.2.3). However still, due to the large number of voxels the errors are 
calculated over^®, the errors (estimation or total error) of each model are statistically 
distinct from each other
Intrinsic Performance of the M easurement M odel
In evaluating the measurement model, the observable, z^, estimated from a corre­
sponding state, Xfc, is compared against the actual observable simulated from XCAT 
(Chapter 5). As the observables are simply the x-, y- and z-coordinates of chosen points 
on the anterior torso surface, the error metric is simply the mean Euclidean distance 
between the estimated observable, z^, and the actual observable, z^. The errors are 
thus shown in Fig. 6.8.
In Fig. 6.8 the types of non-linear models used are the same as used for the transition 
model (Fig. 6.7), kernel regression (KR) and e-SVR, with “Opt.” indicating that op-
^ i^.e. the mean Euclidean distance of all voxel centres at particular frames from their positions at 
the reference frame. The reference frame is as defined in Chapter 4 and 5. This amount can also be 
seen as the mean position error of voxels when motion is uncorrected or unaccounted for.
^®The number of voxels is N  =  231412.
^^The p-value for them to be all equal is practically 0 under the Kruskal-Wallis test. This is the 
extension of Wilcoxon rank-sum test used in Chapter 4 for multiple comparisons [71]. Non-parametric 
comparisons are used as the model error are non-Gaussian, with p-values of less than 0.05 under the 
chi-squared goodness of fit test. Multiple paired tests also show that each model error is significantly 
different to any other model error.
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timised parameter values are used (subsection 6.2.1). Fig. 6.8(a) shows that the mean 
error for all models are approximately constant over all frames, around 0.6 mm. This 
is much smaller than the total amount of surface motion at the observation points, 
which is on average around 4.806 mm. When the errors are averaged over all frames 
in Fig. 6.8(b), it can be seen that the linear model has a smaller mean error than the 
non-linear models with the exception of an optimised e-SVR model. This is expected 
as the observable has a high correlation with the organ configurations in PC A space 
(Chapter 5)^°. The optimised e-SVR model will then be used^^ in the overall estimation 
framework (Fig. 6.1).
6 .2 .3  E valu atin g  In tr in sic  M od el P erform ance using 4D  M R I
As described in Chapter 4, the 4D MRI dataset used in this thesis comprises of two 
sequences of 10 volumes each. Then in Chapter 5, it has been noted that the first 
volume of each sequence is used as the reference frame and thus the projection of the 
observable and organ configuration that are mapped to their individual PC A spaces 
show the deviation from that frame. As for the case with XCAT, the measurement 
and transition models are evaluated in the respective PCA spaces of the projections of 
the state and observable (subsection 6.1.1). However as there are very few respiratory 
cycles in the dataset, the other augmentation methods (section 6.1) are not applied 
when evaluating the prior models with 4D MRI. The two sequences that comprise 
the 4D MRI dataset are also used individually as the PCA spaces that are found are 
specific to each sequence. The PCA projection of the observable for each sequence is 
then shown in Fig. 6.9. Having characterised the dataset with the PCA projections, 
the training and test cycles used to evaluate the prior models are thus as shown in 
Table 6.2.
Table 6.2: Training and Test cycles in 4P MRI
Sequence Direction Training Data Test Data
1 Forward Cycle 1 Cycle 2Reverse Cycle 2 Cycle 1
2 Forward Up to deflection point 3 After deflection point 3Reverse After deflection point 2 Up to deflection point 2
As the 4D MRI dataset is limited, the sequences are used both in the forward direction 
of time (t =  2 s to t =  11 s) and in the reverse direction of time (t — 11 s to t =  2 s). In 
sequence 1, there are two respiratory cycles which are approximately complete (starting 
from near maximum inhale to maximum exhale and then back to maximum inhale). 
They are hence marked as “Cycle 1” and “Cycle 2” in Fig. 6.9(a) and can be used as 
the training and test cycle respectively in forward time and vice-versa in reverse time. 
In sequence 2, there is only one complete respiratory cycle (from deflection points 1 to
^°The effect of using the optimised e-SVR model as opposed to a linear measurement model will be 
analysed in subsection 6.3.1.
^ I^t has to be noted that under the same non-parametric tests as for the transition models in Fig. 6.7, 
all measurement model errors are not significantly different to each other. This will be noted again in 
subsection 6.3.1.
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Figure 6.9: PCA projections of the observables in 4D MRI for (a): sequence 1 and (b): 
sequence 2. Deflection points ( “Def. F t.”) are marked on an interpolated trajectory 
(“Int.”) of the most notable PCA projections to characterise respiratory cycles.
3), preceded by a frame at mid-inhale (at around t =  2.5 s), and a partial cycle that 
stops just after max inhale. Hence in forward time, training data consists of frames up 
to deflection point 3 (at around t — 7.5 s) and test data thereafter, whereas in reverse 
time, training data consist of frames from around t = 10.5 s down to deflection point 2 
(at around t =  6 s) and test data beyond that down to the frame at around t — 2.5 s.
Similar to evaluating the measurement and transition models using XCAT, the evalu­
ation using 4D MRI proceeds below with training and testing as specified in Table 6.2. 
The types of models used are the same as in the case of evaluation with XCAT (sub­
section 6.2.2) and the same legend is used for all flgures.
Intrinsic Performance of the M easurement M odel
As with the evaluation using XCAT in subsection 6.2.2, the accuracy of the observ­
able Zjt, estimated by the measurement model (6.2), from a corresponding state Xk,
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is compared against the actual observables defined at virtual markers as described in 
Chapter 5. However the observables now consist of radial displacement at the specified 
virtual markers. Hence the absolute difference between the estimated and actual ra­
dial displacement^^ is used as a measure of accuracy for the measurement model. The 
mean error over all virtual markers using different types of measurement models for 
each case in Table 6.2 are thus as shown in Fig. 6.10. The mean amount of absolute 
radial displacement for each frame is also shown as “Motion”. This displacement can 
also be seen as a mean error in radial displacement when motion is not accounted for.
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Figure 6.10: Mean error over observation points for each frame. Figs. (a) and (b) shows 
the mean errors for sequence 1 in performing estimation in forward and reverse time 
respectively, while Figs. (c) and (d) shows the mean errors for sequence 2 in performing 
estimation in forward and reverse time respectively.
From Fig. 6.10, it can be seen that the mean errors are relatively stable over time, 
at around 0.5 mm for sequence 1 in both directions and around 0.4 mm for sequence 
2 in both directions. However for sequence 1 in reverse time the errors can be seen 
to be largely influenced by the mean amount of absolute radial displacement of the 
observable. The mean amount of correlation of the error with the motion in this case 
is around 0.8, whereas this correlation is very low in forward time, around 0.3. For
^^From the viewpoint of the estimation framework, the radial displacement found in Chapter 5 is 
regarded as reliable with uncertainty taken into account by measurement noise (6.2).
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sequence 2, the errors even have negative correlation with the motion. However, the 
amount of motion in sequence 2 is larger, with a mean value of around 0.8 mm over 
all frames whereas the mean amount of motion over all frames in sequence 1 is slightly 
smaller, around 0.6 mm. This small amount of motion corroborates a previous study 
using 4D CT [160], that found mean body surface motion in the AP direction to be 
around 1.22 mm. It also has to be noted that the amount of radial motion varies 
across the anterior torso surface, as has been shown for a central abdominal marker in 
(Chapter 5), where the motion amplitude is around 4 mm. With the mean error and 
motion over time characterised, their values averaged over frames are thus as shown in 
Fig. 6.11.
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Figure 6.11: Figs. (a) to (d) show the mean error over observation points and over all 
frames, with each case corresponding to the cases in Figs. 6.10 (a) to (d) respectively. 
The error bars show the standard deviation over frames.
From Fig. 6.11, it can be seen that in the majority of cases, an optimised e-SVR model 
has the lowest mean error over all frames, although for sequence 1 in reverse time it has 
approximately the same error as a linear model. In other cases the linear model has the 
largest mean error, although by varying amounts above the error of non-linear models. 
In sequence 1 in forward time though, the e-SVR model using heuristic parameter values 
has somewhat lower error than that using optimised parameters (“Opt.”). Hence the 
heuristic e-SVR model will be used in the overall estimation framework in this case 
(Fig. 6.1), whereas for the other cases, the optimised e-SVR model is used^^.
^Similar to measurement model errors in XCAT (Fig. 6.8), using the same non-parametric statistical
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Figure 6.12: PCA projections of organ configurations in 4D MRI for (a): sequence 
1 and (b): sequence 2. The additional mid-points are marked as “Mid” of the most 
notable PCA projection. Interpolated trajectories of each PCA projection are marked 
as dashed lines.
Intrinsic Performance of the Transition M odel
In contrast to the evaluation of the transition model using XCAT (Fig. 6.6), in 4D MRI 
ground tru th  is not available. Hence the accuracy of the transition model to estimate 
the current state x^, based on the previous state, x ^ - i  is evaluated by the deviation 
of points transformed using estimated configurations, c^, from their positions when 
transformed by the actual configurations, c^. The actual configurations, c^, i.e. the 
result of registrations from Chapter 4, are assumed as ground truth in this case and 
thus the accuracy of the registrations are not evaluated here.
Because there are very few data points (Fig. 6.9) for each case of training and testing in 
Table 6.2, additional data points are interpolated in between the original data points. 
This is illustrated in Fig. 6.12. The additional data points are taken at the mid time 
point between two original data samples and found using cubic spline interpolation on 
the trajectory of each PCA projection of the configurations.
The mid points as defined in Fig. 6.12 are then used in training the transition models 
in each case of Table 6.2. The rate of transition is kept to the original frame rate of 
the 4D MRI acquisition: A t = tk+i — tk — 0.965 s. With the training procedure and 
evaluation metric defined, the accuracy of the transition model for the cases presented 
in Table 6.2 are as shown in Fig. 6.13. As in Fig. 6.10, “Motion” indicates mean voxel 
position error when motion is not accounted for.
In Fig. 6.13(a), all the models on average have mean errors which are lower than the 
mean amount of motion. However, the e-SVR transition model has errors which are
tests shows that most of the model errors are not significantly distinct from each other. For sequence 1 
in forward time though, the non-linear model error are significantly lower than the amount of motion, 
unlike the linear model, although in reverse time, it is the linear and not the non-models which has 
significantly lower error. For sequence 2 in forward time, the linear model has significantly larger errors 
than the non-linear models, unlike the other cases.
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Figure 6.13: Mean error over all chosen organs for each frame. Figs. (a) and (b) shows 
the mean errors for sequence 1 in performing estimation in forward and reverse time 
respectively, while Figs. (c) and (d) shows the mean errors for sequence 2 in performing 
estimation in forward and reverse time respectively.
similar in magnitude to the mean amount of motion, above 80% of the value, and the 
errors are also highly correlated to the motion, with a correlation above 0.9. The mean 
errors of the e-SVR model is also highly correlated to the mean amount of motion in 
Fig. 6.13(b), with a correlation of almost 0.8, and has the largest error on average, 
although in this case it is slightly above 60% of the value of average motion.
Over sequence 2, the mean errors of the models have more variation. In Fig. 6.13(c), the 
mean errors of the KR transition models have high correlation with the mean amount 
of motion, with a correlation of above 0.9, and the magnitude of error on average is 
almost 70% of the motion. The e-SVR model has lower average error of just under 60% 
of the motion, with a correlation of just under 0.8. In Fig. 6.13(d), it is the linear model 
that has mean errors which are highly correlated with the mean amount of motion, with 
a correlation of above 0.9. Having characterised the trends, the errors averaged over 
all frames are as shown in Fig. 6.14.
In the case of Fig. 6.14(a), on average the optimised e-SVR model has the smallest 
amount of error, although the error is virtually the same as a linear transition model.
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Figure 6.14: Figs. (a) to (d) show the mean error over all voxels in the chosen organs 
and over all frames, with each case corresponding to the cases in Figs. 6.13 (a) to (d) 
respectively. The error bars show the standard deviation over frames.
The optimised e-SVR model also has the smallest amount of error on average for se­
quence 2. In this case the difference with other models is larger. Relative to the 
average amount of motion, e-SVR model has 10% less error than the model with the 
next smallest amount of average error. The variability for sequence 2, reverse time is 
quite large across the frames, but that can be said to be true for the errors of the other 
models. In Fig. 6.14(b), the optimised KR model has the smallest amount of error 
on average, although it is not much lower than the other models. For the purpose of 
evaluation in this thesis, the KR transition model will be chosen in this case for the 
overall estimation framework (Fig. 6.1), whereas the optimised e-SVR transition model 
is chosen for the other three cases. As with the transition model in XCAT (Fig. 6.7), 
due to the large number of voxels the errors are calculated over '^ ,^ the errors of each 
model are statistically distinct from each other^^.
^^The number of voxels is TV =  548821
^^This is determined from the Kruskal-Wallis test (as performed for the results of Fig. 6.7), where 
the p-value for the model errors to be equal is practically 0. Multiple paired tests also show that each 
model error is significantly different to any other model error.
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6 .2 .4  L inearisation  o f  K ernel M od els
In subsections 6.2,2 and 6.2.3, the evaluation showed that by themselves, the models 
with the lowest amount of mean error^® are the non-linear kernel based models i.e. 
KR and e-SVR. This implies that the estimation framework with these models is non­
linear and consequently the posterior pdf of the state, p{xk^^i:k)i is non-Gaussian. 
However, in Chapter 3, it can be seen that the extensions of the Kalman filter i.e. the 
extended Kalman filter (EKF) and the unscented Kalman filter (UKF) can still perform 
estimation within such a framework by approximating the posterior pdf of the state as a 
Gaussian, and additionally in the case of the EKF by analytical linearisation of the non­
linear prior models. To analyse the effect of non-linearity of the prior models on these 
approximate filters, the deviation of the models from their linearised approximation 
therefore needs to be quantified.
Using the generic representation of the models in (6.32), their non-linearity can be 
quantified by the absolute difference, of the true value of the model, -0^, at a
particular deviation from a value of the regressor, (fyj g^-ôcj), with its value approximated 
by a first order Taylor expansion, 'ipun. k^^  where,
=  I'^k -  î ’*iin.,kl (6.45)
with
where
is the Jacobian of at 0^.
As Gaussian kernels are used, the Jacobians for the KR and e-SVR models can be 
found analytically. If an unnormalised kernel is defined:
> (6.46)
where (f)^  is from a training data (6.35), then the Jacobian for a KR model, Jk r {<P)j is 
defined as:
-*) (g- &)),
(Ef=i %)
using the mean error as a metric, it is noted that for the transition models, the standard deviation 
of the mean is extremely small, on the order of 10“  ^ mm, as it is calculated over a large number of 
points {N  =  231412 in XCAT, in 4D MRI, N  =  548821 for sequence 1 and N  =  498489 for sequence 
2). In the measurement model, the standard deviation of the mean also small, on the order of 10“ “^ 
mm, as it is averaged over a considerable number of markers (48 in XCAT and 209 in 4D MRI). This is 
noted for comparison despite the measurement models not being statistically different from each other 
(subsections 6.2.2 and 6.2.3).
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where
daj _ 
d<p
with -i/jj also from the training dataset of N  datapoints. Similarly for e-SVR, if an 
unnormalised kernel is defined:
PJ4 = exp (-^ 1^ ) . (6.48)
for each element j  of the regressand, the Jacobian for an e-SVR model, JsvR{4^k)^ 
can then be defined as:
JsVR{4>k) = [Jl 7 • • • 7 Jn^] , (6.49)
with
I  m P u ,
i=i \  4>h J
4>i from a training dataset (6.35), and pj i^ being the e-SVR coefficients (Chapter 3).
W ith the absolute difference or deviation of the kernel models from linearity, 
in (6.45) defined, a measure of non-linearity can be found as the mean value of this 
absolute deviation,
_____  -, M
“  TJ X /  (6.50)
k=l
over a test dataset {4>k}^f=i‘ For each value of the regressor which in both prior model 
(equations 6.1 and 6.2) is the previous state, <f)f, = the deviation, 0(f) = 5x, is 
chosen so that all elements are the same value, and hence only a single element needs 
to be referred to, ôxi, for î G {1 ,... ,n%}. The value of the measure in (6.50) is thus 
evaluated for the kernel models chosen for XCAT and 4D MRI in subsections 6.2.2 
and 6.2.3 respectively. ÔXi is thus varied between -0.1 to 0.1 in steps of 0.01. This 
evaluation of non-linearity is shown below for XCAT and 4D MRI separately:
N on-linearity of Kernel M odels for XCAT
Using the measure of non-linearity in (6.50) and the training and test datasets defined 
in Table 6.1, the mean absolute deviation from linearity of the optimised e-SVR mea­
surement and transition models chosen in the evaluation in subsection 6.2.2 are shown 
in Fig. 6.15.
From Fig. 6.15, it can be seen that the measurement model has a smaller mean deviation 
from linearity compared to the transition model. This corroborates the evaluation in 
subsection 6.2.2 that the model with the next smallest amount of error is a linear model 
and hence the best model in this situation should not be highly non-linear. However 
in the case of the transition model, on average all non-linear models have smaller error 
than a linear model, by a relatively larger margin (Fig. 6.7), and hence the best model 
would have a larger linearisation error.
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Figure 6.15: Mean absolute deviation from linearity of the optimised e-SVR measure­
ment (a), and transition (b), models for XCAT. The deviation is shown in PCA space 
with the same legend for each PCA projection.
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Figure 6.16: Mean absolute deviation from linearity of the measurement model for each 
case from Table 6.2 (4D MRI). In Fig. (a), an e-SVR model with heuristic parameters 
is used whereas an optimised e-SVR model is used in the other cases. The deviation is 
shown in PCA space with the same legend as Fig. 6.15.
N on-linearity of Kernel M odels for 4D M RI
Similar to the analysis of the non-linearity of kernel models for XCAT in Fig. 6.15, for 
4D MRI, the measure of non-linearity (6.50) is evaluated for each case of training and 
testing in Table 6.2 using the measurement and transition models chosen in subsec­
tion 6.2.3. The results for the chosen respective measurement models is thus shown in 
Fig. 6.16.
From Fig. 6.16, it can be seen that there is a wide range of non-linearity amongst 
the respective measurement models used for the different cases. When evaluating in 
reverse time, the models used in both sequences, in Figs. 6.16(b) and (d) respectively, 
have less deviation from linearity than in the case of the measurement model in XCAT 
(Fig. 6.15). However, when evaluating in forward time the measurement models used 
have more deviation from non-linearity. This is especially the case for Fig. 6.16(a), 
where the deviation is an order of magnitude larger than for the other cases.
On the other hand, the mean absolute deviation from linearity for the chosen transition
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models are as shown in Fig. 6.17. In Fig. 6.17, the number of PCA projections shown is 
limited by the number of datapoints for training in each subfigure representing separate 
cases in Table 6.2. As in Fig. 6.16, for evaluation in reverse time, the models used in 
both sequences, in Figs. 6.17(b) and (d) respectively, have less deviation from linearity 
than in the case of the transition model in XCAT (Fig. 6.15). Similarly, when evaluating 
in forward time, the transition model used has more deviation from linearity. However, 
the deviation in all cases are of the same order of magnitude, unlike the case of the 
transition model in Fig. 6.16(a). In other cases, the transition model in general has 
higher non-linearity than the corresponding measurement model, as is the case of the 
models used in XCAT (Fig. 6.15).
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Figure 6.17: Mean absolute deviation from linearity of the transition model for each 
case from Table 6.2 (4D MRI). In Fig. (b), an optimised KR model is used whereas 
an optimised e-SVR model is used in the other cases. The deviation is shown in PCA 
space with the same legend as Figs. 6.16 and 6.15.
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Table 6.3: Respiratory Parameters for Training and Test Datasets
Cycle Motion Amplitude (cm) Cycle Period (s)Diaphragm (SI) Chest (AP)
1 1 0.6 5
2 2 1.2 5
3 3 1.8 5
4 4 2.4 5
5 1 0.6 3
6 2 1.2 3
7 3 1.8 3
6.3 Evaluation o f R ecursive Bayesian E stim ation  in X C AT  
and 4D  M R I
Having characterised the performance of the prior models in section 6.2, in this section 
the chosen model is utilised in the overall estimation framework (Fig. 6.1). The eval­
uation is performed separately for XCAT and 4D MRI in subsections 6.3.1 and 6.3.2 
respectively. Section 6.4 that follows then compares the result of recursive Bayesian 
estimation to deterministic regression, where the models are used to directly map the 
surface of the torso to organ configurations.
6.3 .1  E valu atin g  R ecu rsive  B ayesian  E stim a tio n  in  X C A T
Similar to evaluating the intrinsic performance of the prior models (subsection 6.2.2), 
the spatial dimensions and voxel size used for the XCAT phantom are the same as 
that used in Chapter 4. The models are also trained on the same respiratory cycle 
as in subsection 6.2.2. However, for evaluation of recursive Bayesian estimation, the 
respiratory cycles used for testing are as shown in Table 6.3.
In Table 6.3, the two chosen cycle periods are those typical of normal respiration (Chap­
ter 2). The amplitude of the cycles are also around the range of normal respiration. 
However, with the lower cycle period, the maximum amplitude is lower due to the limit 
in XCAT. Cycle 2 actually has the same respiratory parameters as the training cycle, 
and serves as a self test, with a different realisation of observation noise. The estimation 
framework (Fig. 6.1) estimates organ configurations for each cycle separately, with the 
augmentation methods applied as in Fig. 6.4.
The estimation framework is initialised with the state at the reference frame, xq, with a 
Gaussian distribution whose covariance is found from the accuracy of ICP registration 
on the test phantom in Chapter 4. The covariance of measurement noise, Q = Ew is 
increased by the covariance of noise in the observable^^.
^^This is assumed to be Gaussian with a covariance of the form E =  a^I where cr =  0.25 mm implying 
isotropic uncertainty for every observation point in the x-, y- and z-axes. This has been described in 
Chapter 5.
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The accuracy of estimation is evaluated similarly to the evaluation of the intrinsic 
performance of the transition model i.e. by comparing the estimated configurations 
against the configuration from registration and also comparing against the ground 
tru th  motion in XCAT. With the evaluation method defined, the mean error over all 
chosen organs (Chapter 4) for all methods of recursive Bayesian estimation described 
in Chapter 3 is shown in Fig. 6.18.
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Fignre 6.18: Figs. (a) and (b) shows mean estimation error and mean total error over 
all voxels in the chosen organs for each frame k = tk in all test cycles (“C l” to “C7”). 
The reference frame of each test cycle is excluded as there is no estimation in those 
frames. Figs. (c) and (d) shows the values in Figs. (a) and (b) averaged over all 
frames. Error bars show the standard deviation over frames. In Figs. (b) and (d) mean 
registration error (“ICP”) is shown for comparison.
In Fig. 6.18, the recursive Bayesian estimators used are the Kalman filter (KF), EKF, 
UKF, SIR particle filter (PF), the extended Kalman PF (EKPF) and unscented PF 
(UPF)^®, the SIR using the extended AR(2) model^® (“SIR Adapt.”) and an LLPF ns- 
ing the extended AR(2) model^°. For the estimators based on the unscented transform 
(the UKF and the UPF), the parameter k is set to 0 as the state dimension is more than
^®The EKPF and UPF are two versions of the LLPF described in Chapter 3. 
Accounting for spatial-temporal scale uncertainty as described in subsection 6.1.3.
30 Subsection 6.1.4.
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3. On the other hand for the PFs, the number of particles is set to 1000. Additionally, 
in Figs. 6.18(a) and (b), for the EKF, UKF and SIR PF, the results plotted with dots 
(•) as markers (second set of results) indicate that a linear measurement model is used 
instead of the optimised e-SVR model^^ used in the results indicated by lines without 
markers. This is indicated by diagonal hatches in Figs. 6.18(c) and (d). In Figs. 6.18(a) 
and (b), for the PFs, each set of results indicated by the solid lines, representing when 
the mean or MMSE estimate of the state, is used, has a corresponding set
of results indicated by dashed lines representing when the MAP estimate of the state, 
is used instead. This is indicated by grid hatches in Figs. 6.18(c) and (d).
From Fig. 6.18(a), it can be seen that the mean errors from all estimators are fairly 
constant across all test cycles, with some increase when the test cycles have larger 
amplitude. However, Fig. 6.18(b) shows that the total error is dominated by the reg­
istration error (“ICP”), although the mean error of the estimators can be lower than 
the mean registration error on certain frames due to the triangle inequality (6.44). 
Figs. 6.18(c) and (d) shows the errors over all test cycles allowing the estimators to 
be compared. For the PF estimators, the majority of MAP estimates (bars with grid 
hatches) have more error than the corresponding MMSE estimates (except for “SIR 
Opt.” and “SIR Adapt.” where the two estimates are very similar). Looking at the 
MMSE estimates, on average the mean estimation error of all non-linear estimators are 
better than the KF, except for the UKF with an e-SVR measurement model. The UKF 
seems to be more affected by the approximation of the state uncertainty as a Gaussian 
than the EKF, as the UKF does not perform analytical linearisation of the kernel based 
models used. However with a linear measurement model, the UKF has the smallest 
mean amount of error, even less than an SIR PF, which has the next smallest mean 
amount of error^^. The mean error of other types of PFs are larger than that of the 
SIR, while being smaller than the mean error for the KF. Because the errors of the 
estimators are over a large amount of voxels {N = 231512), statistically most of them 
are distinct from each other^^.
Having characterised the errors of the estimators over all the test cycles in Fig. 6.18, 
Fig. 6.19 then shows the trends of the mean errors with amplitude and respiratory 
phase. Figs. 6.19(a) to (d) show that the mean error for each test cycle correlates 
highly with the amplitude, which is expressed as a ratio to the amplitude of the training 
cycle. The correlation of the mean total error with amplitude ratio is especially high 
with a mean value of 0.99 across all estimators. The mean estimation error on the other 
hand has slightly less correlation though still having a mean value over 0.90 across all 
estimators for T  =  3 s and around 0.80 across all estimators for T  =  5 s. For this value
^^This is motivated by the evaluation of intrinsic model error in subsection 6.2.2. In the case of 
the SIR PF, with a linear measurement model, the optimal importance density can then be used 
(Chapter 3).
Because the error is averaged over a large amount of voxels, N  =  231512, the standard deviation 
of the sample mean is therefore extremely small, on the order of 10“® mm. The results are available 
in tabulated form in Appendix A.
®®The p-value for the errors of the estimators to be equal is practically 0 under the Kruskal-Wallis 
test. This is the same non-parametric test used for intrinsic model errors in subsections 6.2.2 and 6.2.3. 
The errors of the estimators which are not significantly different from each other are indicated in the 
tables of Appendix A. The estimation and total errors of the UKF though is significantly distinct from 
all other estimators used.
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of cycle period (T =  5 s), the lower correlation with amplitude is mainly because of 
test cycle 2 having the same respiratory parameters as the training cycle and hence the 
mean error is the lowest for this cycle on a majority of the estimators.
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Figure 6.19: Figs. (a) to (d) shows mean estimation error and mean total error over 
each test cycle. T  indicates the cycle period. On the other hand Figs (e) and (f) shows 
the mean errors over phase. The same legend as Fig. 6.18 is used.
On the other hand, Figs. 6.19(e) and (f) shows the mean error over unique values of 
absolute phase across all frames, where 1 (end of inhalation) is the absolute phase
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furthest from the reference at 0 (end of exhalation). Fig. 6.19(e) shows that the mean 
estimation error for all estimators have low correlation with the absolute phase with 
values of less than 0.50 and some even with negative correlation. The mean total error 
however, has a much higher value of correlation with the absolute phase, with values of 
around 0.90 for all estimators. The analysis in Fig. 6.19 thus shows more clearly that 
the total error is dominated by the registration error and that the estimation error is 
independent of the registration error. The estimation error is still dependent on the 
cycle amplitude, but not as much as in the case of the total error.
6 .3 .2  E va lu atin g  R ecu rsive  B ayesian  E stim a tio n  in  4D  M R I
To evaluate recursive Bayesian estimation using the 4D MRI dataset, the training and 
test cycles used are the same as that defined for evaluating the intrinsic performance 
of prior models in Table 6.2. Similarly, as ground tru th  is not available, the accuracy 
of the estimators are evaluated by the deviation of points transformed using estimated 
configurations, c^, from their positions when transformed using the actual configura­
tions, Cfc. Hence, as in evaluating the prior models themselves in subsection 6.2.3, the 
configurations, c^, obtained from registration in Chapter 4, are regarded as the ground 
tru th  for evaluating the performance of the recursive Bayesian estimators.
Similarly to evaluating recursive Bayesian estimation using XCAT in subsection 6.3.1, 
the estimation framework (Fig. 6.1) is initialised at a state xq which is one frame before 
the first frame of the test cycle (with respect to the direction of estimation defined in 
Table 6.2). This initial state, xq , is set to have a Gaussian distribution with a covariance 
found from the accuracy of SSD registration on the test phantom in Chapter 4. The 
same covariance is added to the covariance of the transition model R  = E v  As in the 
estimation in XCAT, the measurement noise, Q = Sw is increased by the covariance 
of noise in the observable^^. W ith the evaluation defined, the mean error over all 
chosen organs (Chapter 4) for all methods of recursive Bayesian estimation described 
in Chapter 3 is shown in Fig. 6.20. “Motion” indicates mean voxel position error when 
motion is not accounted for.
In Fig. 6.20, the estimators used are the same as in those used with XCAT (subsec­
tion 6.3.1), with the exception of the estimators that utilise the extended AR(2) model 
(described in subsections 6.1.3 and 6.1.4), as their implementation is not suitable for 
this evaluation with the 4D MRI data. In the estimators that are used, the parameters 
are the same as before^^. For all non-linear estimators (i.e. those apart from the KF), 
the solid lines without any markers indicate mean errors using the prior models with 
lowest errors (subsection 6.2.3), while the solid lines with dots (•) indicate that a lin­
ear measurement model is used instead of the chosen non-linear measurement model^®. 
The solid lines with circles (o) indicate that a linear transition model is used instead of
^^This is assumed to Gaussian with a covariance of the form S  =  cr I^ where a  =  2.615 mm, i.e. the 
uncertainty of a pixel centre within an axial slice, found from the quadrature sum of uncertainty in the 
X -  and y-axes.
^®i.e. for estimators based on the unscented transform, k  =  3 and for the PFs, the number of particles 
is set to 1000.
^®Note that in the case of an SIR with a linear measurement model, the optimal importance density 
is used. Hence the EKPF and UPF are not used with a linear measurement model.
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Figure 6.20: Mean error over all chosen organs for each frame. Figs. (a) and (b) shows 
the mean errors for sequence 1 in performing estimation in forward and reverse time 
respectively, while Figs. (c) and (d) shows the mean errors for sequence 2 in performing 
estimation in forward and reverse time respectively.
the chosen non-linear transition model. This variation of models is because the results 
in subsection 6.2.3 indicate that in certain cases a linear model does not have a much 
higher error compared to the best non-linear model. However, when evaluating on 
sequence 2 in forward time, the option of using a linear transition model is not shown 
(except when using the KF) as the resulting error is large. As in the case with XCAT, 
for the PFs, dashed lines indicates that the MAP estimate of the state, is used,
as opposed to when the mean or MMSE estimate, is used, indicated by the
solid lines.
On the whole. Fig. 6.20 shows that the majority of estimators have mean errors which 
are below the mean amount of motion present. On average, the mean errors of the 
estimators also have low correlation with the mean amount of motion. The highest 
correlations are in the case of Fig. 6.20(d), where on average across all estimators the 
correlation is around 0.6. In the other cases the correlation is less, with the errors of 
some estimators having negative values of correlation. Having characterised the mean 
errors of the estimators over frames in Fig. 6.20, their mean errors over all frames are
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thus shown in Fig. 6.21.
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Figure 6.21: Figs. (a) to (d) show the mean error over all voxels in the chosen organs 
and over all frames, with each figure corresponding to the respective case of training 
and test cycles in Table 6.2. The error bars show the standard deviation over frames.
In Fig. 6.21, similar to Figs. 6.18(c) and (d), for the non-linear estimators, the bars 
with diagonal hatches (second set of results) indicate that a linear measurement model 
is used instead of the chosen non-linear measurement model (subsection 6.2.3), whereas 
the bars with horizontal hatches (third set of results) indicate that a linear transition 
model is used instead of the chosen non-linear transition model. As in Fig. 6.21, when 
evaluating on sequence 2 in forward time, the option of using a linear transition model 
(except when using the KF) is not shown due to the large errors with such a choice. 
For the PFs, for each set of results^^, there is an additional bar with cross hatches 
indicating that the MAP estimate of the state, is used, instead of the usual case
where the mean or MMSE estimate of the state, is used.
In comparison to the results using XCAT in subsection 6.3.1, the results with the 4D 
MRI data in Fig. 6.21 show that there is only a clear advantage to a non-linear estimator 
when there is a clear difference between a linear and non-linear prior model used, such 
as the case for the transition model when evaluating on sequence 2 in forward time. In
i.e. both measurement and transition models being non linear plus the additional two options when 
either of them are linear.
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this case all the non-linear models shown perform better than the KF^^. In other cases, 
the comparison is less clear. For the PFs, it is also less clear whether the MMSE or 
MAP estimate is better.
However, on average in each case, the best estimator is still a non-linear estimator. 
When evaluating on sequence 1 in forward time, the estimator with smallest mean er­
ror is an SIR with a linear transition model (MMSE estimate). Similarly, on the same 
sequence in reverse time, the SIR PF has the smallest mean error (MMSE estimate), 
when both the transition and measurement models are non-linear. On the other hand, 
when evaluating sequence 2 in forward time, the UPF (MMSE estimate) has the lowest 
mean error with both prior models being non-linear^^. When evaluating the same se­
quence in reverse time though, the SIR PF has the lowest mean error (MAP estimate) 
when a linear transition model is used"^ ®. Similar to the evaluation using XCAT (sub­
section 6.3.1), in each of the four cases, most of the estimators used have errors which 
are statistically distinct from each other'^^.
6.4 C om paring R ecursive B ayesian E stim ation  w ith  D e­
term in istic  R egression
Throughout this thesis, recursive Bayesian estimation (Fig. 6.1) has been highlighted 
as the method of choice to estimate organ configuration from an observation of the 
anterior surface of the torso to be used in respiratory motion compensation in nuclear 
medicine imaging. In Chapters 1 and 2, the alternative approach for performing the 
same mapping of the surface to organ motion has been noted, which in general is a 
regression to find the deterministic function fmap that maps the observable to the 
state Xfc:
Xfc — fmop(Zfc). (6.51)
For the comparison in this section, and noting the advantage of using an augmented'^^ 
representation of a variable in respiration where hysteresis exists (Chapter 5), the eval­
uation of direct mapping as opposed to recursive Bayesian estimation is thus formulated 
as:
^map,k ~  ^m ap(^m ap,k)} (6.52)
the non-linear models do use the linear transition model, then on average their errors will be 
larger than the KF. However, there is no reason to use this option, as non-linear models can be used, 
as long as they can be expressed in a suitable form (section 6.2 and Chapter 3).
^ i^.e. the transition and measurement models.
“^ °As for evaluation using XCAT in subsection 6.3.1, because the error is averaged over a large amount 
of voxels ( N  =  548821 for sequence 1 and N  =  498489 for sequence 2), the standard deviation of the 
sample mean is therefore extremely small, on the order of 10“  ^ mm. The results are available in 
tabulated form in Appendix A.
“^ ^The p-value for the errors of the estimators to be equal is practically 0 under the Kruskal-Wallis 
test. This is the same non-parametric test used for intrinsic model errors in subsections 6.2.2, 6.2.3 
and 6.3.1. The errors of the estimators which are not significantly different from each other are indicated 
in the tables of Appendix A. The errors of the estimators with the lowest mean value in the four cases 
though are significantly different from those of any other estimator.
^^As mentioned in Chapter 5, for recursive Bayesian estimation, the state is set to be a concatenation 
of organ configurations from two consecutive time points, Xfc =  [c^,
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with the regressor used for f^ap being a concatenation of observations from two con­
secutive time points:
^map,k — ^  ^ ^ 5 (6.53)
whereas the regressand is simply the corresponding organ configuration, Xmap,k = 
The mapping function f^ap can then be found via the same methods of regression used 
for the prior models in recursive Bayesian estimation (Chapter 3), namely linear regres­
sion, KR and e-SVR. W ith this deterministic mapping (6.53) defined, its evaluation is 
thus first shown in subsection 6.4.1 for XCAT and 4D MRI. The mapping functions fmap 
that have the lowest mean errors are then compared against the corresponding recursive 
Bayesian estimator with the lowest mean errors (section 6.3) in subsection 6.4.2.
6 .4 .1  E va lu ation  o f  D eterm in istic  M ap p in g  in X C A T  and 4D  M R I
In this subsection, deterministic maps are evaluated with XCAT and 4D MRI separately 
below, using the different methods of regression previously defined (Chapter 3).
Evaluation of D eterm inistic M apping in XCAT
As in evaluating recursive Bayesian estimation in XCAT (subsection 6.3.1), the aug­
mentation methods defined in Fig. 6.4 are used^^, except that training and testing now 
using the deterministic map in (6.53). Similarly, the training cycle is the same, i.e. 
that defined in subsection 6.2.2, with the same phantom having the same dimensions 
and voxel size. The test cycles used are also the same i.e. those defined in table 6.3. 
As before, the accuracy can be evaluated by comparing the estimated configurations 
against the configurations from estimation and also by comparing against ground truth 
motion available in XCAT. W ith the evaluation defined, the mean errors over all frames 
for different deterministic maps are as shown in Fig 6.22.
Fig. 6.22 shows that the non-linear maps do not necessarily have lower mean error 
than a linear map, as essentially the deterministic map (6.53) is a regression in the 
opposite direction to the measurement model, where the evaluation in subsection 6.2.2 
showed tha t a linear measurement model had the second smallest amount of mean error. 
However, in both measures of accuracy the direct map found using e support vector 
regression has the smallest amount of mean error and hence will be used in comparison 
against recursive Bayesian estimation in subsection 6.4.2. Because the errors are over a 
large number of voxels (N  =  231512), statistically they are different from each other^^.
Evaluating D eterm inistic M apping w ith 4D M RI
To evaluate deterministic mapping with 4D MRI data, the training and test cycles used 
are the same as that for recursive Bayesian estimation, defined in Table 6.2. Similarly,
^ i^.e. projection to PCA space and spatial-temporal alignment of respiratory cycles.
^^This is determined from the Kruskal-Wallis test (as performed for the results of sections 6.2 and 6.3), 
where the p-value for the errors of the maps to be equal is practically 0. Multiple paired tests also 
show that each map error is significantly different to any other map error.
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Figure 6.22: Figs. (a) and (b) shows mean estimation error and mean total error over 
all voxels in the chosen organs and over all frames in all test cycles (Table 6.3). The 
reference frame of each test cycle is excluded as there is no estimation in those frames. 
Error bars show the standard deviation over frames. In Fig. (b) mean registration 
error (“ICP”) is shown for comparison.
as ground tru th  is not available, the estimated configurations are compared against 
those found from registration (Chapter 4), which again is regarded as the ground truth. 
With this evaluation defined, the mean errors of the maps^^ over all frames in the four 
different cases^® are shown in Fig. 6.23. “Motion” indicates mean voxel position error 
when motion is not accounted for.
As in evaluating recursive Bayesian estimation in 4D MRI (subsection 6.3.2) the results 
in Fig. 6.23 show that a non-linear map does not necessarily have lower mean error than 
a linear map. However in all cases of training and testing, the map with the lowest 
amount of mean error is still that found from non-linear regression. In evaluating on 
sequence 1 in both forward and reverse time, a KR map has the lowest mean error in 
both cases. On the other hand, when evaluating on sequence 2 in forward time, an 
optimised KR map has the lowest mean error while on the same sequence in reverse 
time, an optimised e-SVR map has the lowest mean error. These maps are thus used 
for comparison against recursive Bayesian estimation in subsection 6.4.2. Similar to the 
evaluation using XCAT (Fig. 6.22), in each of the four cases, most of the maps used 
have errors which are statistically distinct from each other^^.
Found using the different regression methods.
'^ i^.e. of training and test cycles in Table 6.2.
'^^This is determined from the Kruskal-Wallis test (as performed for the results of sections 6.2 and 6.3), 
where the p-value for the errors of the maps to be equal is practically 0. Multiple paired comparisons 
show that most of the map errors are distinct from each other, although for sequence 1 in forward time 
the optimised KR map is not significanly different from a linear map, in sequence 1 reverse time the 
optimised KR map is not significanly different from an e-SVR map. The other maps in the four cases 
though are significantly different from each other.
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Figure 6.23: Figs. (a) to (d) show the mean error over all voxels in the chosen organs 
and over all frames, with each figure corresponding to the respective case of training 
and test cycles in Table 6.2. The error bars show the standard deviation over frames.
6 .4 .2  C om paring th e  b est R ecu rsive  B ayesian  E stim ator w ith  th e  b est  
D eterm in istic  M ap
W ith the best deterministic maps found in subsection 6.4.1, they can thus be compared 
against the best recursive Bayesian estimator found in section 6.3. This comparison is 
performed separately for XCAT and 4D MRI below:
Comparing Recursive Bayesian Estim ation against D eterm inistic M apping 
in XCAT
For the evaluation in XCAT, the best recursive Bayesian estimator was found to be 
the UKF (subsection 6.3.1), while the best deterministic map was found to be kernel 
regression (KR) using a heuristic kernel parameter (6.36). The comparison of mean 
estimation and mean total error over all frames^^ and voxels for the chosen organs are 
as shown in Fig. 6.24.
all test cycles (Table 6.3). The reference frame of each test cycle is excluded as there is no 
estimation in those frames.
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Figure 6.24: Figs. (a) and (b) shows mean estimation error and mean total error over 
all frames and voxels for the chosen organs. Error bars show the standard deviation 
over frames. In Fig. (b) mean registration error (“ICP”) is shown for comparison.
Fig. 6.24 shows that the mean errors of the UKF are slightly lower than that of the 
optimised e-SVR map^^. On average for each of the chosen organs, the improvement 
is around 6.5%. However, as the organs are not of equal volume, over all organs, 
the improvement in mean estimation error when using the UKF is 5.4%, whereas the 
improvement in mean total error is 1.4%. Because of the triangle inequality (6.44), both 
methods of estimation have lower mean total error compared to the actual registration. 
On average for each of the chosen organs, the improvement over ICP registration is 
around 25%, whereas over all organs, the improvement over registration is around 7%. 
The mean errors for both methods are shown in Table 6.4. The values of uncertainty 
(standard deviation of the mean values) are not shown in Table 6.4 as they been noted 
to be extremely small^° in subsection 6.3.1 due to averaging over a large number of 
voxels (N  =  231512).
Table 6.4: Comparison of Mean Errors for the UKF and Optimised e-SVR map
Error Type MethodUKF e-SVR map ICP
Mean Estimation Error (mm) 0T92 0^87 -
Mean Total Error (mm) 1.583 1.604 1.717
It has to be noted that both methods on average have low error compared to the un­
certainty of voxel centres (2.815 mm). The UKF, being a method of recursive Bayesian 
estimation, has a slight advantage over deterministic mapping by explicitly modelling 
noise in the observable (assumed to have an RMS value of 0.25 mm). This improve­
ment, even with the fact of XCAT being a simulated, motivates the same comparison
Statistically they are different under the Wilcoxon rank-sum test with p-value «  0 of being similar. 
This non-parameteric test is the paired version of the multiple comparision test (Kruskal-Wallis) used 
in sections 6.2 and 6.3.
^°0n the order of 10“® mm.
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of recursive Bayesian estimation to deterministic mapping of respiratory motion in 4D 
MRI below:
C om paring  R ecursive B ayesian E stim a tio n  against D e te rm in is tic  M app ing  
in 4D M R I
The comparison of the best recursive Bayesian estimator against the best deterministic 
map in XCAT above (Table 6.4) shows that even in an ideal case, the recursive Bayesian 
estimator has a slight advantage by explicitly modelling noise in the observable. Here 
the comparison will be made with respect to the different cases of training and testing in 
the 4D MRI dataset (Table 6.2). The mean error^i over all frames for the chosen organs 
in each of the cases are thus as shown in Fig. 6.25. For the recursive Bayesian estimators, 
the mean error shown is that using the MMSE estimate, except for evaluation with 
sequence 2 in reverse time where the MAP estimate is used. As in subsections 6.4.1 
and 6.3.2, “Motion” indicates mean voxel position error when motion is not accounted 
for.
Fig. 6.25 shows that similar to the comparison in XCAT, in this evaluation using 
4D MRI, on average the best recursive Bayesian estimator improves upon the best 
deterministic map for most of the organs in all cases of training and testing^^. In 
Fig. 6.25(a), the average decrease of mean error for each organ is around 12.7%. Over 
all organs the decrease in mean error is around 20%^^. On the other hand in Fig. 6.25(b) 
the average decrease of mean error for each organ is around 32.1% while the decrease 
of mean error over all organs is 36.1%.
Recursive Bayesian estimation also has a similar improvement over deterministic map­
ping when evaluated using sequence 2. As mentioned in Chapter 5, there is a larger 
amount of mean motion present in this sequence (4.1 mm), compared to the first se­
quence (2.1 mm). The motion is also asymmetric between the organs around the left 
diaphragm (left lung, stomach and spleen) and the organs around the right diagphragm 
(right lung and liver). However this motion is in the range observed in a previous study 
in 4D CT [160], where the average motion in the SI direction is around 10 mm but can 
vary from around 4 mm to around 20 mm.
In Fig. 6.25(c), on average, the improvement over deterministic mapping for each organ 
is around 12.6%, whereas over all organs the improvement is around 17.2%. On the 
other hand, in Fig. 6.25(d), on average the improvement over deterministic mapping 
for each organ is around 21.2%, whereas over all organs the improvement is around 
18.6%.
It has to be noted again that even in this more realistic situation, the mean error of 
both methods of respiratory motion estimation is around 50% or less of the amount
^^As mentioned previously, due to the absence of ground truth, the measure of accuracy used with 
the 4D MRI dataset is the deviation caused by estimated configurations against the configurations 
found from registration (Chapter 4).
^^Statistically the best Bayesian estimator significantly reduces errors compared to the best de­
terministic map under the Wilcoxon rank-sum test with p-vaues % 0 of being similar. This is the 
same non-parameteric test as used for the corresponding comparison in the evaluation using XCAT 
( F ig .  6 . 2 4 ) .
^®This diflFerence is because the organs are of different volumes and have differing amount of motion.
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Figure 6.25; Figs. (a) to (d) show the mean error over all frames and voxels for the 
chosen organs, with each figure corresponding to the respective case of training and 
test cycles in Table 6.2. The error bars show the standard deviation over frames. The 
labels for the chosen organs are: RL: right lung, LL: left lung, Hrt: heart, Lvr: liver, 
Stm: Stomach, Spl: spleen, RK: right kidney and LK: left kidney.
of mean motion present. On average, for each organ the errors are 33.4%, 53.9%, 
32.5% and 30.0% of the mean motion in each of the respective four cases represented 
by Figs. 6.25(a) to (d). Over all organs, the proportion of mean error compared to the 
mean motion, from Fig. 6.25(a) to (d), is 30.5%, 49.4%, 17.2% and 23.6% respectively. 
The values of mean errors and mean motion over all organs for the four cases are shown 
in Table 6.5. The values of uncertainty (standard deviation of the mean values) are 
not shown in Table 6.5 as they have been noted in subsection 6.3.2 to be extremely 
small '^^. For the recursive Bayesian estimators, the mean error shown is that arising 
from using the MMSE estimate, except for evaluation with sequence 2 in reverse time 
where the MAP estimate is used. “Lin. Trans.” indicates that a linear transition 
model is used instead of the chosen non-linear transition model (subsection 6.2.3). For 
the deterministic map, “Opt.” indicates that optimised parameters are used instead of 
heuristic ones (subsection 6.2.1).
^^Similar to the case in XCAT (Table 6.4), they are on the order of 10  ^ mm, due to averaging over 
a large number of voxels (iV =  548821 for sequence 1 and N  =  498489 for sequence 2).
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6.5. Limitations of the Proposed Estimation Framework and Evaluation Procedurel57
The comparison here shows that by explicitly modelling noise in the system^^, recursive 
Bayesian estimation improves upon deterministic mapping by reducing the mean error 
by up to 36.1%. The average improvement across all organs in all four cases of training 
and testing in the 4D MRI evaluation is 23.3%. The proportion of error with respect 
to motion on average is around 28.7%. However, if the uncertainty of voxel centres in 
the 4D MRI data (2.725 mm) is taken into consideration, then it can be seen that the 
error of recursive Bayesian estimation, which on average is around 0.777 mm, is lower 
than that value of uncertainty. This is despite the fact that the resolution of the 4D 
MRI data itself is a limitation of the accuracy of any estimator due to the observable 
being obtained from the same data.
6.5 L im itations o f th e  P roposed  E stim ation  Fram ework  
and Evaluation Procedure
The biggest limitation of the proposed estimation framework (Fig. 6.1) is that it is 
reliant on the intrinsic performance of the prior models (section 6.2). The models in 
turn are formed using a supervised learning procedure. Therefore there is a tendency 
for them to be overfitted to the training data, even after the application of augmenta­
tion methods (section 6.1) and incorporation of the uncertainties of the internal and 
external motion representation (from Chapters 4 and 5, as noted in section 6.3). The 
fact that the estimation framework is proposed to be applied for patient specific motion 
estimation^® reduces the impact of overfitting. However, this limitation of the mod­
els and hence the estimation framework being overfitted to the training data has not 
been properly evaluated due to the limited amount of data available, which is thus a 
limitation of the evaluation procedure.
The limitation of the evaluation procedure exists in both the XCAT data and 4D MRI 
data. In the evaluation using XCAT (subsection 6.3.1), the default respiratory motion 
curve is used. This is not modified as extensive datasets (such 4D MRI) for deriving 
respiratory curves representing internal motion is not available. On the other hand, 
in the evaluation using 4D MRI data (subsection 6.3.2), the two sequences used are 
short (around 10 s each). The limited amount of data, either in XCAT or 4D MRI, 
implies that intra-patient variability (i.e. intra-cycle variability) is not represented. 
The limited data also results in augmentation methods (section 6.1) which only cater 
for basic variability i.e. the overall amplitude and periods of respiratory cycle, besides 
training data being only a single respiratory cycle.
In light of the limitations above, in this section, a compromise is made for evaluating 
the estimation framework with XCAT data that incorporates greater variability. This 
is performed by using respiratory data from stereo camera tracking of markers on the 
anterior torso surface as a basis generate XCAT respiratory cycles. The procedure is 
described in subsection 6.5.1. The resultant XCAT cycles are then used to evaluate the
the evaluation using 4D MRI, noise in the observable is assumed to have an RMS of 2.615 mm, 
whereas noise in the transition model is increased by the assumed covariance of errors in registration  
(Chapter 4).
^®As mentioned at the start of this chapter and earlier in this thesis (Chapter 1).
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Figure 6.26: Photo showing the general positions of infra-red LED markers (at the ends 
of the wires) on the anterior torso surface. The photo is from [13].
estimation framework using prior models established in subsection 6.2.2. The results 
of this additional evaluation are then discussed in subsection 6.5.2.
6.5 .1  U sin g  D a ta  from  S tereo  C am eras to  gen erate  In ter-cycle  Vari­
ab ility
For the purpose of additional evaluation of the estimation framework, data from stereo 
camera tracking of 16 active infra-red LED markers®^ on the anterior torso surface of 
volunteers are used to generate respiratory intra-cycle variability. The stereo camera 
data consists of 5 sequences of 10 s each, captured at a rate of 10 Hz and with sub­
millimetre 3D resolution®^. The 16 markers are placed in a 4 x 4 grid®  ^ as shown in 
Fig. 6.26. The markers are then tracked while the volunteers lie down in a supine 
position®®.
For each of the 5 sequences, the first principal component is found using PC A. Res­
piratory cycles are then found by detecting the deflection points of the first principal 
component. Only complete cycles are used, hence a total of 12 complete cycles are 
extracted from the 5 sequences. Using the detected deflection points, the 12 cycles 
are then aligned to the first principal component of the observable from the default 
XCAT cycle (i.e. the training cycle). The data adaptation process is thus the same 
as that described in subsection 6.1.2. Once all cycles are aligned and interpolated®^, 
XCAT frames whose respiratory signal are nearest along the first PC direction to the
^^Tracking is performed using the Codamotion CXI stereo camera system. The data was originally
captured for anterior torso surface modelling [14].
Markers whose data is incomplete, due to not being detected by the camera at certain time points
are excluded. Within each sequence, at most only two markers have incomplete data.
®^0n a tight shirt to reduce slippage while easing reusability.
®°i.e. on their back.
6 1 (So that they have the same number of temporal frames.
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Figure 6.27: Fig. (a) shows the approximate cycles (colour) aligned to the default 
XCAT cycle (black with markers, o). Fig. (b) shows the absolute differences of the 
cycles (same colours as in Fig. (a)) from the default XCAT cycle.
corresponding frame from an aligned cycle are used to construct an approximate cycle 
which consists of only XCAT frames while representing the aligned cycle® .^ Additional 
uncertainty is added to simulate the same amount of measurement noise®  ^ used in 
the previous evaluation using XCAT (subsection 6.2.2). The resulting cycles overlaid 
over the default XCAT cycle, along the first PC direction are shown in Fig. 6.27(a). 
Fig. 6.27(b) then shows the absolute differences of the resulting cycles from the default 
XCAT cycle. Both plots use the same line style and color for the cycles, with six cycles 
shown with solid lines, while the remaining six are shown with dashed lines.
This dataset is derived entirely from XCAT frames as 
sequences only consist of external marker observations 
motion. The internal-external correspondence is thus 
being the order of XCAT frames®' .^ This is seen as an 
data is from multiple volunteers which would exhibit 
With the data described, the results of the estimation 
thus discussed in subsection 6.5.2.
the data in the corresponding 
without knowledge of internal 
not changed, the only change 
acceptable compromise as the 
more variation than needed®®, 
framework with this dataset is
6.5 .2  E valuating  R ecursive B ayesian  E stim a tio n  w ith  S tereo  C am era  
D erived  X C A T  C ycles
For evaluating recursive Bayesian estimation with the stereo camera derived XCAT 
cycles, the same Bayesian estimators from subsection 6.5.2 are used. Similarly the
62
6 3 ;
The approximate cycle is thus a permutation of XCAT frames based on the aligned cycle.
'I.e. a Gaussian with a covariance of the form S =  a^I  where a  =  0.25 mm.
®'^ with repetition and/or omissions compared to the original XCAT cycle.
®^As the original application of the estimation framework is patient-specific. Another reason for 
combining all sequences is that each sequence has a minimum of two respiratory cycles. If they were used 
separately, then the evaluation would be equivalent to that using the 4D MRI data (subsection 6.3.2) 
from which internal motion is available.
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Figure 6.28: Fig. (a) shows the mean estimation error while Fig. (b) shows the mean 
total error, both averaged over all frames and voxels. In Figs. (b) the mean registration 
error (“ICP”) is shown for comparison.
accuracy of estimation is quantified by by comparing the estimated organ configura­
tions against the configuration from registration (estimation error) and also comparing 
against the ground truth motion in XCAT (total error). The mean errors, averaged over 
all voxels and frames are thus shown in Fig. 6.28. As in the previous evaluation using 
XCAT (Fig. 6.18), bars with diagonal hatches indicate a linear measurement model 
instead of the chosen non-linear model, while bars with crossed hatches indicate that 
the MAP estimate of the state, is used instead of the mean or MMSE estimate,
^MMSE^ The error bars show the standard deviation over frames, of the mean errors 
for each frame.
Fig. 6.28 thus show that some estimators fail to accurately estimate respiratory motion 
when some inter-cycle variability is introduced (Fig. 6.27). There are three categories of 
estimators which fail. The first is the Kalman filter (KF). The failure of the KF can be 
attributed to it only using linear models, which can be more prone to overfitting than 
non-linear models. The next category of estimators which fail are the SIR particle filters 
(PFs). This can be attributed to it not optimally sampling the state space. The last 
category are the PFs using the extended AR(2) model (desribed in section 6.1). This 
indicates that the “adaptability” of this model does not overcome its high tendency for 
overfitting, being a linear model. The estimators which fail though, on average, still 
have errors which are lower than the mean amount of motion (10.163 mm). As with 
the previous evaluation using XCAT (subsection 6.5.2) the estimator with the smallest 
amount of mean error is the UKF with a linear measurement model. As before, because 
the errors of the estimators are over a large amount of voxels (N  =  231512), statistically 
most of them are distinct from each other®®.
Having established the best estimator in this evaluation, which in this case is the UKF, 
it is then compared to the best deterministic map, as in the previous evaluation using
As before, the p-value for the errors of the estimators to be equal is practically 0 under the Kruskal- 
Wallis test. The errors of the estimators which are not significantly different from each other are 
indicated in the tables of Appendix A. The estimation errors of the UKF though is significantly distinct 
from all other estimators used.
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Figure 6.29: Figs. (a) and (b) shows mean estimation error and mean total error over 
all frames and voxels for the chosen organs. Error bars show the standard deviation 
over frames. In Fig. (b) the mean registration error (“ICP”) is shown for comparison.
Table 6.6: Comparison of Mean Errors for the UKF and Optimised e-SVR map
Error Type MethodUKF KR map ICP
Mean Estimation Error (mm) 1.165 0.781 -
Mean Total Error (mm) 1M#9 IMWl 1.434
XCAT (subsection 6.4.2). With the stereo camera derived XCAT cycles, the best 
deterministic map is the kernel regression (KR) map. The comparison of the mean 
estimation and total errors of the UKF and KR map, averaged over all voxels and 
frames in the chosen organs, is thus as shown in Fig. 6.29.
Fig. 6.29(a) show that the KR map, on average, actually has less error than the UKF. 
This can be explained by the fact the the dataset used is a permutation of the train­
ing cycle in XCAT, where the internal-external motion correspondence is not changed. 
True inter-cycle variability would also introduce variation in the internal-external mo­
tion correspondence. Nonetheless, when total error®  ^ is considered in Fig. 6.29(b), on 
average, for some organs the KR map has slightly larger errors than the UKF. The 
mean errors for both methods are thus shown in Table 6.6. As in the previous XCAT 
evaluation (Table 6.4), the values of uncertainty (standard deviation of the mean values) 
are not shown as they are extremely small®®, due to averaging over a large number of 
voxels (V =  231512). Additionally, the errors between the two methods are statistically 
distinct®^.
For both methods though, the mean total errors are higher than in the previous XCAT 
evaluation (Table 6.4). This thus highlight the importance of evaluating the estimation 
framework with more data, in order to quantify the effect of inter-cycle variation.
when the estimate is compared against ground truth motion, which is a more accurate measure. 
®®0n the order of 10“  ^ mm.
Statistically they are different under the Wilcoxon rank-sum test with p-value %0 o f  being similar.
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6.6 Sum m ary
In this chapter, the respiratory motion data found in Chapter 4 is used to train and test 
the recursive Bayesian estimation framework (Fig. 6.1). Section 6.1 builds upon the 
analysis in Chapter 5 to formulate a number of methods to augment the basic recursive 
Bayesian estimation. The intrinsic performance of the prior models (Chapter 3) used 
in recursive Bayesian estimation (equations 6.1 and 6.2) is then evaluated outside of 
the estimation framework using XCAT and 4D MRI data in section 6.2. In all cases 
of training and testing, on average a non-linear kernel based model was found to have 
the lowest errors. The resulting estimation framework is thus non-linear and non- 
Gaussian. As two of the recursive Bayesian estimators, the EKF and UKF perform 
local linearisation, the effect of linearisation of the kernel based models are analysed 
in subsection 6.2.4, which found that most of the models used do not have high non- 
linearity.
The best models found in section 6.2 are then used to evaluate recursive Bayesian es­
timation using XCAT and 4D MRI in section 6.3. In all cases of training and testing, 
on average a non-linear estimator is found to have the lowest error. However in certain 
cases, when one of the prior models is made to be linear, a lower mean error is achieved. 
For the evaluation using XCAT the UKF with a linear measurement model was found 
to have the lowest error. For the evaluation using 4D MRI, an SIR PF with a linear 
transition model was found to have the lowest error in two of the four cases of train­
ing and testing. In these cases, the best corresponding kernel model does have lower 
mean error when evaluated outside of the estimation framework (section 6.2), but the 
difference is small, which increased the mean error compared to a linear model inside 
the estimation framework (as in general the non-linear recursive Bayesian estimation 
does not have an analytical solution [150]^®).
In section 6.4, the best recursive Bayesian estimators from section 6.3 are compared 
against the best deterministic map, which is the alternative method to estimate respi­
ratory motion from an external source of data, which in this thesis is assumed to be the 
anterior surface of the torso. In all cases of training and testing using XCAT and 4D 
MRI data, recursive Bayesian estimation is found to have lower mean error than deter­
ministic mapping, even though the same type of kernel models are used (i.e. either KR 
or e-SVR) and the same augmentation methods are used in estimation (section 6.1). 
The improvement exists even in XCAT and even more so in the more realistic evalua­
tion using 4D MRI. This improvement can be attributed in part to recursive Bayesian 
estimation explicitly modelling uncertainties in the estimation framework (Fig. 6.1).
Finally, it has to be noted that due to the limited amount of data available, the results 
are more strictly valid to the evaluation presented in this chapter. However, as they are 
held by differing degrees in both the evaluation with XCAT (Table 6.4) and different 
cases of evaluation in 4D MRI (Table 6.5), the results are promising and should be held 
to a degree with more data. The additional results in section 6.5 shows some of the 
limitations when inter-cycle variability is simulated and highlights the importance of
Except for a very restricted set of cases (Chapter 3), non-linear recursive Bayesian estimation 
is solved via approximation, in case of extensions of the KF such as the EKF and UKF, via local 
linearisation, while in the case of the PF, via Monte Carlo simulation.
6.6. Summary 163
evaluation with more data. This is thus an avenue for future work and is discussed in 
Chapter 7 that concludes the thesis.
164 Chapter 6. Implementation o f Recursive Bayesian Estimation
Chapter 7
Conclusion
Nuclear medicine especially in the form of PET imaging, has come to be recognised as 
an imaging modality with high sensitivity and specificity in the detection, diagnosis and 
staging of different types of cancerous lesions [168]. It has also been used to monitor 
treatment response and research is underway for its application in radiation therapy 
planning [99]. However, one of the major issues to be overcome to enable high resolution 
imaging is the effect of respiratory motion on the resulting image [46]. There is also an 
additional effect of mismatch with CT image acquisition in combined PE T /C T  and to 
a lesser degree in SPECT/CT scanners [133]. Hence, a number of motion compensation 
and motion correction methods have been formulated (Chapters 1 and 2).
All motion correction methods require an assumption or estimate of respiratory motion. 
This thesis follows the approach of using an external source of respiratory motion 
information to alleviate the issues in obtaining respiratory motion from NM acquired 
data itself or alternative 4D imaging modalities such as 4D CT [102] or 4D MRI [89].
However, previous approaches typically use a deterministic map to estimate internal 
motion from the external source or surrogate of respiratory motion. In contrast, in 
this thesis recursive Bayesian estimation is used to deduce the time varying internal 
configuration of the organs, represented by a hidden state at a discrete time point k, 
Xfc, based on the anterior surface of the torso, denoted as the observable, z^. Recursive 
Bayesian estimation combines both a correspondence or measurement model, b^, be­
tween the observable, z^, and the state, x^, and also a transition model, a/j, describing 
how the state evolves temporally, by assuming a first order hidden Markov model of 
the estimation framework. Recursive Bayesian estimation and different types of mod­
els have been described in Chapter 3. The basic estimation framework is as shown 
in Fig. 7.1. Here /  and g are the respective pdfs of and b/.. Recursive Bayesian 
estimation enables the posterior, p(x/j|zi;/j) to be found.
7.1 D iscussion  o f Evaluation and R esu lts
To evaluate recursive Bayesian estimation, time-resolved or dynamic volumetric data 
representing respiratory motion is used. The 4D respiratory data chosen are the XCAT
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Figure 7.1: Diagram of the basic estimation framework as a first order hidden Markov 
model. The posterior of the current state is represented by the bolded arrows and 
circles showing the information available at time k.
phantom and 4D MRI (Chapter 4). Respiratory motion is found from these 4D datasets 
by organwise registration of each volumetric frame to a reference frame defined for each 
dataset. In XCAT data, affine ICP is used for registration of each organ, and the results 
show low average error (1.434 mm) in relation to the uncertainty of voxel centres (2.815 
mm). In 4D MRI, ground truth motion is not available, hence the respiratory motion 
found using affine organwise registration is compared qualitatively against motion found 
from FFD registration. Both methods of registration are contrasted against a previous 
study of respiratory motion across 20 patients [160]. It was found that the proportion of 
respiratory motion across the x-, y- and z-axes^ found using organwise affine registration 
correlates much better with that from the previous study (r > 0.9) compared to motion 
found from FFD registration (r < 0.3). This supports the use of organwise affine 
registration to obtain respiratory motion from 4D MRI.
To make better use of respiratory motion found in Chapter 4 for training the models 
used in recursive Bayesian estimation, the motion is analysed in Chapter 5 to derive 
useful characteristics. Firstly, the affine transformation representing deformation due 
to respiration for each organ is modified so that these apply to coordinate systems 
that are centred on the centroid for each organ in the reference frame. By doing so, 
the translation component of each affine transformation thus better reflects the gen­
eral displacement of points for each organ. The collection of the affine transformation 
parameters for all organs is designated as the configuration of organs, Cfc. Due to 
respiration being approximately cyclic, the state to be estimated is made to be a con­
catenation of organ configuration from two consecutive time points, =  [c^,
The estimation framework is thus second order with respect to organ configuration, 
and thus any frequency content can be captured [30].
On the other hand, the observable, is taken from ground tru th  motion of the torso
^i.e in the left-right, AP and SI directions.
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surface in XCAT. Gaussian noise is added with a standard deviation equal to the 
RMS error of the Polaris 3D optical stereo camera system. In the 4D MRI dataset 
used, physical markers were present but their detection motion has a high value of 
uncertainty due to poor spatial resolution compared to the amount of motion. The 
observable is then defined as the displacement of the torso surface along radial lines, 
perpendicular to a central axis that is parallel to the z-axis.
PC A was then performed separately on organ configuration, c^, and the observable, 
Zfc, so that they can be expressed in a lower number of dimensions. In 4D MRI it 
was found that more than one principal component had a relatively high proportion of 
variation, hence all principal components with non-zero Eigenvalues were kept. When 
the correspondence of the observable, z^, and configuration, c^, and also a configu­
ration, Cfc, with a previous configuration, c^-i, were analysed, it was found that the 
4D MRI dataset exhibited a noticeable amount of hysteresis, consistent with previous 
studies [57, 88], whereby two variables do not vary together temporally. However, with 
the state constructed from two consecutive configurations, the issue of hysteresis is 
alleviated as the inhalation and exhalation portions of respiratory motion is separated 
by the extra dimensions that are introduced (Chapter 5).
In the final chapter (6) both the transition and measurement models and also the 
overall estimation framework are evaluated by a common methodology of training and 
testing. The models are first evaluated outside of the overall estimation framework. For 
both XCAT and 4D MRI, the state, and observable, z^, are respectively mapped 
to lower dimension spaces using PCA. In XCAT, spatial-temporal alignment is also 
applied to augment the basic estimation framework. In 4D MRI, the two sequences 
that comprise the dataset are used separately, and evaluation is run both in forward 
time and reverse time for both sequences. In evaluation in XCAT and 4D MRI, it was 
found that non-linear kernel based models perform better than linear models^.
With the best models defined, these are then used in the overall recursive Bayesian 
estimation framework. In XCAT, a number of additional test cycles on top of that 
used for evaluating intrinsic model performance were defined. For 4D MRI the same 
sequence of training and testing as that used for evaluating intrinsic model performance 
was applied. A number of recursive Bayesian estimators were evaluated, namely the KF, 
EKF, UKF, SIR PF and LLPF. In XCAT, the non-linear recursive Bayesian estimators 
are also evaluated with a linear measurement model instead of the chosen non-linear 
model. In this case it was found that the UKF has lowest mean error of 1.583 mm with 
respect to the ground tru th  in XCAT. This is actually lower than the mean error from 
ICP registration of 1.717 mm, although the fact that assuming organ deformations were 
affine presented a limit on the accuracy achieved.
In 4D MRI, besides the option of using a linear measurement model instead of the 
chosen non-linear measurement model, alternatively, a linear transition model can be 
used instead of the non-linear transition model. In all cases of training and testing, a 
particle filter (PF) based estimator was found to have the lowest mean error. In all
^In XCAT, on average the best non-linear measurement and transition models reduces error of 
corresponding linear models by 7% and 38% respectively. For 4D MRI, on average the best non-linear 
measurement and transition models reduces error of corresponding linear models by up to 28% and 
75% respectively
168 Chapter 7. Conclusion
cases the mean error is less than 40% of the mean amount of motion of 2.817 mm. Out 
of the four cases, in 3 cases the SIR PF was found to have lowest mean error, which 
in two cases uses a linear transition model. In the remaining case out of the four, an 
unscented PF was found to have lowest mean error.
When compared against deterministic mapping, it was found that the best recursive 
Bayesian estimator as described above had lower mean error than the best determin­
istic map, even though both methods of estimation use the same type of non-linear 
models (i.e. kernel models) and the same methodology of training and testing. Even 
in the idealcase of XCAT, the UKF improves upon the mean error of an e-SVR map 
by 1.4%^. In the more realistic evaluation using 4D MRI, particle filtering improved 
upon the mean error of deterministic mapping by up to 36.1%. This improvement can 
be attributed in part to the explicit modelling of uncertainties in recursive Bayesian 
estimation. The evaluation thus shows that recursive Bayesian estimation can improve 
upon deterministic mapping even when the same type of models are used between both 
methods.
7.2 Im provem ent and Further W ork
Although the results are promising, there are a number of improvements that can be 
made and thus become areas where further work can be performed. In Chapter 4, 
it was shown how respiratory motion can be obtained from 4D data, in this case 4D 
MRI, and the motion found correlates better with a previous study of respiratory 
motion [160] compared to FFD registration over the whole volume. However, the 
evaluation of organwise registration in XCAT shows higher error in the lungs and 
ribcage due to the assumption of affine transformation for organ deformation due to 
respiration. Additionally there is also the concern of overlap at organ boundaries, 
though small^, afi'ecting the registration result. Hence, higher-order deformation can 
be used to increase the accuracy of registration. Registration can also be performed 
with data that would actually be used in a clinical application i.e. a low dose CT scan.
In Chapter 5, a modified PCA method was used, expressing variation from a reference 
frame. The chosen reference frame is the phase at the end of exhalation, as previous 
studies have reported less variation at this phase than at end of inhalation [151, 165]. 
However, in 4D MRI, the first frame of each sequence was chosen as the reference as 
there were not enough frames to establish the phase with less variation. The main 
purpose of using PCA was also to map to a lower number of dimensions via the prop­
erties of the SVD. W ith more medical imaging data, the reference frame can be better 
determined.
In Chapter 6, the best measurement and transition models were manually selected 
by evaluating their mean error outside of the overall estimation framework. An im­
provement upon this would be to devise an automatic model selection approach. This
^This improvement is small because XCAT is an idealised representation of respiratory motion. 
However as noted in Chapter 6, both methods have less error than ICP registration, and on average, the 
errors of both methods of estimation, as well as ICP registration are small compared to the uncertainty 
of voxel centres (2.815 mm).
^As analysed at the end of Chapter 4.
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automatic selection approach can also be applied for selection of the best recursive 
Bayesian estimator itself.
A further area of improvement would be to evaluate the estimation method with more 
4D medical imaging datasets such as MRI. This is to quantify the effect of inter­
cycle variability, which is seen to increase errors in evaluation using stereo camera 
derived XCAT cycles at the end of Chapter 6. Ideally, the anterior surface of the torso 
would be observed with actual stereo cameras. Finally, respiratory estimation would be 
combined with actual motion correction of nuclear medicine imaging data. It can then 
be compared with other methods of respiratory motion correction in nuclear medicine 
imaging.
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A ppendix A
Tabulated R esults for Recursive  
Bayesian Estim ation
In this appendix, the mean results of all recursive Bayesian estimators over all frames 
for all evaluations Chapter 6 is presented in tabulated form. The values of uncertainty 
for each result^ are not shown as they are extremely small^, on the order of 10~^ mm 
for XCAT and 10“  ^ mm for 4D MRI. The estimate with the smallest mean error is 
indicated in bold for each evaluation. All error values are indicated in millimetres. 
Additionally, within each table of results, the errors which are not statistically different 
from each other are marked with the same subscript letter. This is found from the 
non-parameteric Kruskal-Wallis statistical test which is described in further detail in 
Appendix C. Note that although errors with similar mean values most probably result 
in them being statistically similar, similar error distributions may have different mean 
values due to the test used being non-parametric in nature^.
A .l  Tabulated R esu lts for XC AT
Table A .l shows the mean estimation error over all frames while Table A.2 shows the 
mean total error over all frames. Both measures of error are as defined in Chapter 6. 
By default the best non-linear model is used as the transition and measurement model 
(except for the KF). For non-linear recursive Bayesian estimators, there is an option of 
using a linear measurement model instead of the best non-linear measurement model. 
In such a case, for the PF, the optimal importance density is thus used, and hence 
there is no need for local linearisation in the form of the EKPF or UPF (Chapter 3). 
Additionally for the PFs there is the choice of using the MAP estimate instead of 
the MMSE estimate. For the PF there is also the option of using a modified AR(2) 
transition model, indicated with “Adapt.” (either with an SIR PF or LLPF).
i.e. the standard deviation of the mean values
^This has been noted in Chapter 6 to be small due to averaging over a large number of voxels 
{N  =  231412 in XCAT, in 4D MRI, N  =  548821 for sequence 1 and N  =  498489 for sequence 2).
^i.e. does not require the distributions to be assumed as Gaussians, as they are not in these cases. 
Their non-Gaussian nature is also analysed further in Appendix C.
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In the case of mean total error (Table A.2), for comparative purposes the mean error 
over all frames of ICP registration itself is 1.717 mm. For estimation error (Table A.l) 
there are five groups of results which are statistically similar {A to E) whereas for total 
error (Table A.2) there are two groups of results which are statistically similar {A and 
B). Additionally, the error for SIR Adapt, is statistically similar to the error from ICP 
registration.
A .2  T abulated R esu lts for 4D  M R I
The tabulated results for evaluation using 4D MRI are presented in the same manner 
as for XCAT (Tables A .l and A.2). However, in this evaluation, for the PFs, there is 
an additional option of using a linear transition model instead of the best non-linear 
measurement model. On the other hand the modified AR(2) transition model is not 
used in this evaluation. The results for the four cases of evaluation (Chapter 6) are 
presented separately in Tables A.3, A.4, A.5 and A.6. For evaluation on sequence 2, 
reverse time (Table A.5), results for the non-linear recursive Bayesian estimator using 
a linear transition model is not shown due to the high mean error of the model in 
that case^. For comparative purposes, the mean amount of motion present in these 
four cases (Tables A.3 to A.6) are 2.350 mm, 2.237 mm, 2.925 mm and 3.861 mm 
respectively.
For sequence 1 in forward time (Table A.3) there are four groups of results which are 
statistically similar to each other {A to D) and this is also the case in reverse time 
(Table A.4). For sequence 2 in forward time (Table A.5) all the errors are statistically 
different from each other while in reverse time (Table A.6) there are two groups of 
results which are statistically similar to each other {A and B).
A .3 T abulated R esu lts for Stereo Cam era D erived  XCAT  
C ycles
Table A.7 shows the mean estimation error over all frames while Table A.8 shows the 
mean total error over all frames. As in the previous evaluation using XCAT (Tables A.l 
and A.2), both measures of error are as defined in Chapter 6. By default the best 
non-linear model is used as the transition and measurement model (except for the 
KF). For non-linear recursive Bayesian estimators, there is an option of using a linear 
measurement model instead of the best non-linear measurement model. In such a case, 
for the PF, the optimal importance density is thus used, and hence there is no need for 
local linearisation in the form of the EKPF or UPF (Chapter 3). Additionally for the 
PFs there is the choice of using the MAP estimate instead of the MMSE estimate. For 
the PF  there is also the option of using a modified AR(2) transition model, indicated 
with “Adapt.” (either with an SIR PF or LLPF).
^In this case the mean errors of the non-linear estimators as a result of using a linear transition 
model is more than the mean amount of motion present.
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In the case of mean total error (Table A.8), for comparative purposes the mean error 
over all frames of ICP registration itself is 1.434 mm. For estimation error (Table A.7) 
there are three groups of results which are statistically similar {A to C) whereas for 
total error (Table A.8), the EKF and the UKF with a linear measurement model are 
statistically similar errors.
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A ppendix B
Covariance o f the Posterior in 
Recursive Bayesian Estim ation
In the Kalman filter and its two extensions used in this thesis (i.e. the EKF and 
the UKF), the posterior, p(xfc|zi;/c), being Gaussian, is defined by its mean value, 
Xfc and covariance P^. However, because the covariance matrix P^ is propagated via 
recursive Bayesian estimation instead of calculated directly from a set of samples of the 
posterior, it may not have the exact properties of an actual covariance matrix due to 
finite accuracy when the matrix is calculated on a digital system. The properties of a 
covariance matrix are thus described below, followed by the approximations performed 
to ensure that the covariance of the posterior, P^, is a true covariance matrix.
B .l  P roperties o f Covariance M atrices
The two defining properties of covariance matrices are that they are symmetric and 
positive-definite. A matrix E is symmetric if it is equal to its transpose i.e. S  =  S^. On 
the other hand, the matrix S is positive-definite if the product q ^ S q  is non negative for 
any vector q  [28]. The first property of covariance matrices, i.e. that it is symmetric, 
can be seen if it is defined as sample covariance:
where ^  = [ c f ) i , i s  a mean-centred data matrix. On the other hand, positive­
definiteness can be seen if the vector 0  is multiplied by the vector q, and then finding 
the covariance:
q'^Eq =  q'^E[0(^'^]q =  E[q'^00'^q] =  E[(q'^0)(q'^0)'^j =  E[(/) ]^, (B.2)
where (j)q = q^ </>. As the variance E[^g] is non-negative, the covariance matrix E is 
thus positive-definite.
As a consequence of these two properties, the eigenvalues of a valid covariance matrix E 
is non-negative. Therefore, to ensure that the covariance matrix P^ found by recursive
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Bayesian estimation is valid, any eigenvalues which are less than a certain threshold, 
Cprec., determined by the digital system precision, is set to the value Cprec.- This has 
been performed for all estimators in Chapter 6 which calculate^
B .2  C holesky D ecom position
For any positive-definite matrix, S, its Cholesky decomposition can be defined:
E =  LL^, (B.3)
where L is a lower triangular matrix with non-negative diagonal elements [28]. This 
decomposition is unique and is used in two ways in recursive Bayesian estimation in 
this thesis:
1. To transform a random vector u  with elements from the standard Normal distri­
bution, A/’(0 ,1), to a random vector v  with certain covariance E in the PF.
2. To define sigma points from a covariance matrix E in the UKF.
In the first usage, it is evident that the covariance of the product L u  is equal to E as 
defined in (B.3):
E[(Lu)(Lu)^] =  E [ ( L u ) ( u '^ L '^ )] =  L E [ u u ^ ]L '^  =  L L ^ = E. (B.4)
Similarly, for the second usage, the sigma points for the UKF are thus the columns of 
L  from (B.3).
However, even though the eigenvalues of a matrix E are modified as in appendix B.l, 
because of finite accuracy on digital systems, the resulting modified matrix may still 
not be positive-definite and hence make Cholesky decomposition not possible. Hence, 
an approximate Cholesky decomposition can be performed where if it is not possible to 
calculate certain rows of L  in (B.3), these rows are then left to have all elements as 0. 
This is termed as an incomplete Cholesky decomposition [73]. The approximate lower 
triangular matrix, L, can still compose a matrix which approximates the intended 
covariance matrix: L L ^  % E. This approximate decomposition is thus used in this 
thesis when the matrix E is not positive-definite due to finite accuracy in its calculation.
including the LLPF, where a covariance is found for each particle
A ppendix C
Com parative Statistical Tests of 
Significance
In Chapter 6, comparative statistical tests of significance are used to establish that the 
errors arising from using a particular model, Bayesian estimator or deterministic map 
are distinct from using the available alternatives. Additionally, in Chapter 4, pairwise 
comparison is used to establish that ICP registration has lower errors than the amount 
of motion in XCAT, and also to establish that the motion found by organ-wise affine 
registration produces extracts motion which is different from that found by FFD based 
registration in 4D MRT. Here the statistical tests used will be discussed.
A statistical test of significance involves testing a null hypothesis, iïo, in this thesis the 
hypothesis used is that two or more datasets/ measurements are from the same distribu­
tion. Additionally, in this thesis the measurements are the resulting errors/ displacements 
from using a registration method (Chapter 4) or the error of motion estimates from 
using a particular method (Chapter 6). A statistical test will return a p-value, or the 
probability of the null hypothesis being true. This will be compared against a threshold 
a, which in the case of this thesis is a  =  0.05. If the statistical test returns a p-value 
smaller than this threshold, then the null hypothesis is rejected [71], implying that the 
sets of measurements are not from the same distribution and hence are distinct from 
each other. From this it can be deduced that particular method does have lower errors 
than the alternative.
The usual tests for comparing measurements are the t-test, for two corresponding sets 
of measurements^, and the F-test for multiple comparisons between three or more 
corresponding sets of measurements^. However, the aim of these tests is to establish 
the equality of the means, and require the datasets under the tests to be normally 
distributed. Hence it has to be first established if the datasets are normally distributed.
I^t has to be noted again that motion found from organ-wise registration correlates better with a 
previous study of organ motion [160].
^i.e. a pairwise test, where each measurement in one set is compared to the corresponding measure­
ment in the other set.
^i.e. a one-way analysis of variance (ANOVA). The F-test simplifies to the t-test when there are 
only two sets of measurements.
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The method used in this thesis is the chi-squared goodness of fit test [71]. This is 
described below, followed by alternative non-parametric comparative statistical tests 
of significance which do not require datasets under the tests to be normally distributed. 
Finally, the distributions of datasets used in paired test in Chapters 4 and 6 are shown 
to illustrate them not being normally distributed^.
C .l  T he Chi Squared G oodness o f F it Test
The chi squared goodness of fit CoF) test is a statistical method to establish if a 
dataset, say a set of measurement, can be represented by some parametric probability 
distribution. In this thesis, the CoF test is used to establish if a set of errors of a 
particular method is normally distributed. The null hypothesis of the CoF test is 
thus that the set of measurements are normally distributed. If this null hypothesis is 
rejected (p-value less than 0.05), then this indicates that non-parametric comparative 
statistical tests of significance are required. In the CoF test, a histogram (of n  bins) 
of the dataset to be tested is first made. The statistic of the CoF test can then be 
defined as:
=  (C.l)
i = i
where Oi is the actual count of bin i, while Ei is the expected count. The expected 
count is defined as:
Ei =  (FHoiYu) -  FhM ) W ,  (G.2)
where Fhq is the cumulative distribution function (cdf) of the distribution under the 
null hypothesis, Yu and Yi are respectively the upper and lower limits of bin z, and N  
is the size of the dataset to be tested. In this thesis Fhq is thus the cdf for a normal 
distribution. The p-value is then found as:
p = l - F ^ 2 { x \ k ) ,  (C.3)
where k is the degrees of freedom in the test. As two parameters are estimated (the 
mean and variance of the normal distribution under the test), k = 3.
C.2 N onparam etric C om parative Tests o f S tatistica l Sig­
nificance
As noted in Chapters 4 and 6 and illustrated below, the errors of all the methods under 
comparative statistical tests in this thesis are not normally distributed according to the 
CoF test. This thus necessitates the use of nonparametric comparative tests that 
do not require the datasets under testing to be normally distributed. The tests chosen 
are the Wilcoxon rank-sum test for paired testing and its extension, the Kruskal-Wallis 
test for multiple comparisons.
^The distribution of datasets used in multiple comparisons are not shown as the plots would be 
cluttered. The results of multiple comparisons have been noted in Chapter 6.
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The Wilcoxon rank-sum test is the non-parametric equivalent of the t-test. When 
applied for paired comparison, it is equivalent to the Mann-Whitney U test (or Mann- 
Whitney-Wilcoxon test). The rank-sum test is essentially a test for the equality of 
medians^. To calculate the test statistic, U, the two datasets are first ordered in 
ascending order as and An indicator variable Dij is then found:
{ 1 \ Î Y j < X i  . j  • 1 A\
~  1 0 iiY - > X i   ^— 1) "  ' and j  =  1 , . . . , n. (C.4)
X i and Yj are assumed to have continuous distributions, hence the equality X i = Yj is 
not considered. Once the indicator variable Dij is found, the test statistic, U, can then 
be calculated: m n
U  =  (C.5)
2= 1  j  = l
In the usage of the rank-sum test in this thesis, the datasets are large (size of more than
20), hence it can be replaced by a test statistic Z, which is assumed to be normally
distributed [71]. Z  is defined as:
T j _  ïïm i
Z  =  —j = = Z = .  (C .6)
The cdf of a normal distribution can then be used to calculate the p-value. If the p-value 
is less than 0.05, the null hypothesis that X i and Yj are from the same distribution is 
rejected.
One the other hand, the Kruskal-Wallis test is the extension of the rank-sum test for 
multiple comparisons® and hence is the non-parametric version of the F-test. Before the 
test statistic, 77, is found, the members of the g datasets to be tested (with Ui members 
for dataset z), i.e. - - -, j ,  are combined into one superset, arranged
in ascending order, and each member, 37%j ,  is given a rank, r^j, which is a value from 
1 until N  = according to their order in the superset. The sum of ranks for
each dataset z is then found, Ri = With the sum of ranks, Ri, found, the test
statistic, 77, can then be calculated [71]:
H  = 12 ( C . 7 )
The distribution of 77 can be approximated^ by the distribution, with =  77. 
Hence the cdf of distribution can be used to calculate the p-value (C.3), with 7:, 
the degrees of freedom, being equal to p — 1. If the p-value is less than 0.05, the null 
hypothesis that g datasets are from the same distribution is rejected. The Kruskal- 
Wallis test, like the F-test, only establishes if all datasets are from the same distribution. 
If this null hypothesis is rejected, it does not establish which of the datasets are distinct
®The median is a much more robust statistic compared to the mean, which can affected by one large 
outlier, hence having a breakdown of 0, compared to a breakdown of 50% for the median [85].
®i.e. to test the equality of more than two datasets.
^When the datasets are all large, i.e. when all ni are large.
188 Appendix C. Comparative Statistical Tests of Signiûcance
2.5
 A ctua l Motion
 Gaussian Fit (Motion)
 A ctua l Error
 Gaussian Fit (Error)
3
0,5
D istance (mm)
(a) Distribution of ICP errors versus motion in 
XCAT.
 O rganw ise
 Gaussian F it (O rganwise)
 FFD
 G aussian Fit (FFD)
A -
0 5  10 15 20 25 30
M axim um  D isp lacem ent (mm)
(b) Distribution of motion from affine organ- 
wise registration versus motion from FFD regis­
tration in 4D MRI.
Figure C.l: Fig. (a) shows the distribution of ICP errors versus motion in XCAT while 
Fig. (b) shows the distribution of motion from affine organ-wise registration versus 
motion from FFD registration in 4D MRI.
from one another. This can be found from the Tukey-Kramer method which effectively 
performs pairwise tests between all possible pairs of datasets®.
C.3 D istribution  of D atasets in th e Pairw ise T ests P er­
form ed
As indicated earlier, ten different pairwise tests have been performed in this thesis, in 
addition to the multiple comparison tests in Chapter 6. In all these pairwise tests, the 
null hypothesis is rejected, i.e. the paired datasets are statistically distinct from each 
other. The plots of all datasets in all ten tests below uses histograms of n =  100 bins. 
The same histograms are also used for the GoF tests for normality. In the plots, 
the end bins i.e. bins i = 1 and i =  100, are not shown as essentially they represent 
the tails of the distributions. The corresponding normal distributions for each dataset 
is also shown as dashed lines, these serve as visual illustrations that the datasets are 
not normally distributed.
In Chapter 4, two pairwise comparisons are used, firstly to establish that ICP registra­
tion has lower errors than the amount of motion in XCAT, and secondly to establish 
that the motion found by organ-wise affine registration produces extracts motion which 
is different from that found by FFD based registration in 4D MRI. The distributions 
of these two pairs are shown in Figs. C .l (a) and (b) respectively.
In Fig. C.l(a) the datasets are clearly not normally distributed while in Fig. C.l(b) the 
distribution of motion from affine organ-wise registration does not seem to deviate far 
from normality although it still fails the GoF test.
®This is not the same as performing independent paired tests as the Tukey-Kramer method utilises 
the result of a one-way ANOVA test, in this case the non-parametric Kruskal-Wallis test.
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Figure C.2: Fig. (a) shows the distribution estimation errors while Fig. (b) shows the 
distribution of total errors.
In Chapter 6, eight pairwise comparisons are used. The first two tests are to compare 
the unscented Kalman filter (UKF) and the e support vector regression (e-SVR) map 
in XCAT, using the estimation and total error metrics respectively^. The distributions 
of these two pairs are shown in Figs. C.2(a) and (b) respectively.
In Fig. C.2(a) the Gaussian fits look similar to each other, while the actual distributions 
are clearly different. In Fig. C.2(b) the actual distributions look similar, although the 
null hypothesis of similarity is rejected. This is due to the large size of the datasets.
The next four comparisons from Chapter 6 are to compare between the best Bayesian 
estimator and the best deterministic map in each of the four cases of training and 
testing in 4D MRI. The distributions of the datasets in these four cases are thus as 
shown in Figs. C.3(a) to (d).
In all four comparisons in Figs. C.3(a) to (d) respectively, the two datasets being 
compared are clearly different from each other. This can be attributed to the data 
being derived from actual medical imaging data (4D MRI) as opposed to a simulation 
such as XCAT.
The last two tests are to compare the UKF and the kernel regression (KR) map in stereo 
camera derived XCAT cycles, using the estimation and total error metrics respectively. 
The distributions of these two pairs are shown in Figs. C.4(a) and (b) respectively.
Similar to the errors in 4D MRI (Fig. C.3) the two datasets being compared are clearly 
different from each other. This can be attributed to the data, although largely a 
simulation, incorporating variability from physical data (stereo camera acquisition).
^The metrics are defined in Chapter 6.
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Figure C.3: Figs. (a) to (d) shows the error distribution of the best recursive Bayesian 
estimator and the best deterministic map in each of the four cases of training and 
testing in 4D MRI.
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Figure C.4: Fig. (a) shows the distribution estimation errors while Fig. (b) shows the 
distribution of total errors.
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