Abstract. We consider the difference f (H 1 ) − f (H 0 ), where H 0 = −∆ and H 1 = −∆ + V are the free and the perturbed Schrödinger operators in L 2 (R d ), and V is a real-valued short range potential. We give a sharp sufficient condition for this difference to belong to a given Schatten class S p , depending on the rate of decay of the potential and on the smoothness of f (stated in terms of the membership in a Besov class). In particular, for p > 1 we allow for some unbounded functions f .
Introduction and main results
1.1. Overview. Let H 0 and H 1 be the free and the perturbed (self-adjoint) Schrödinger operators,
where the real-valued potential V satisfies the bound
The purpose of this paper is to give sharp sufficient conditions for the boundedness and the Schatten class membership of the difference
where f is a complex-valued function on R of an appropriate class. These conditions are given in terms of the smoothness of f and the exponent ρ in (1.2) . This paper is a continuation of [4] , where this problem was considered in the general operator theoretic context. It is also a further development of [3] , where the trace class membership of D(f ) was considered; we refer to the latter paper for the discussion of applications to mathematical physics. As it is well known, the continuous spectrum of both H 0 and H 1 consists of the closed positive half-line [0, ∞). We focus on the local behaviour of f on (0, ∞). The questions of the behaviour of f at +∞ and near zero are of a very different nature, so in what follows we assume that f is compactly supported on (0, ∞).
If f is sufficiently smooth, say, f ∈ C ∞ 0 (0, ∞), and the exponent ρ is sufficiently large, then it is not difficult to show, by a variety of standard methods, that the difference D(f ) is trace class. On the other hand, as shown in [10] , if f has a Date: 17 January 2019.
1 jump discontinuity at a point λ > 0, then D(f ) is never compact, unless scattering at energy λ is trivial. Thus, a question arises how the transition from the non-compact to the compact difference D(f ) occurs when the smoothness of f increases. The "degree of compactness" of D(f ) will be measured by its Schatten class membership, and the "degree of smoothness" of f -by its Besov class membership.
Our key example is of f having an isolated cusp-like singularity (see (1. 3), (1.4) below) on the positive half-line, smooth elsewhere and compactly supported. (i) For any f ∈ BMO(R) with compact support in (0, ∞), we have D(f ) ∈ B.
Boundedness and compactness of D(f )
(ii) For any f ∈ VMO(R) with compact support in (0, ∞), we have D(f ) ∈ S ∞ .
To illustrate the type of admissible singularities for the function f in the above theorem, let us consider the following example. Let χ 0 ∈ C ∞ 0 (R) be a function which equals 1 in a neighbourhood of the origin and vanishes outside the interval (−c, c) with some 0 < c < 1. Then the function
is in BMO(R), and the function
Of course, the same applies to all shifted functions f (x−λ), f γ (x − λ) for λ ∈ R. Observe that these functions are unbounded (for γ > 0); this is perhaps the most striking feature of Theorem 1.1. Observe also that functions with a jump discontinuity are in BMO, but not in VMO.
is the Besov class of functions on R and S p is the Schatten class of all compact operators in L 2 (R d ); see Section 2.
For p = 1, this is the main result of [3] . To illustrate the type of local singularities allowed for the functions f ∈ B 1/p p,p (R), consider the following example. Let χ 0 ∈ C ∞ 0 (R) be as above; fix α > −1, a + , a − ∈ C, and consider the function
It can be shown that (see [9] We see that for p > 1, the functions F α may be unbounded. On the other hand, for 0 < p ≤ 1, the functions in B 1/p p,p (R) are always bounded and continuous.
1.4. Discussion and some ideas of the proof. Prior to our work [3] , the sharpest sufficient conditions for Schatten class inclusions for D(f ) were obtained through general operator theoretic estimates of the form [8] 5) with appropriate modifications for p = 1 and p = ∞ (see [7] ). Here Lip(R) is the Lipschitz class and · p is the norm in S p . Of course, for the Schrödinger operator, the difference V = H 1 −H 0 is never in S p , but one can apply (1.5) to the resolvents of H 0 , H 1 (or their powers).
Observe that none of the functions (1.3), (1.4) is in Lip(R) (unless α = 0); they are not even in any Hölder class. So one cannot hope to prove Theorem 1.2 from (1.5).
In [3] , we have used an ad hoc calculation, combining Kato smoothness with an integral representation for B 1 1,1 functions to prove Theorem 1.2 for p = 1. In [4] we approach the problem in a more systematic fashion; working in a general operator theoretic framework, we introduce the notion of S p -valued Kato smoothness and combine it with the double operator integral technique of Birman and Solomyak to treat all cases 0 < p < ∞; see Sections 2.4 and 2.5 below. Here we apply and adapt the general results of [4] to the Schrödinger operators H 0 , H 1 .
We proceed as follows. Let Λ be an open bounded interval in R, such that supp f ⊂ Λ and the closure of Λ is included in (0, ∞). We denote by ½ Λ (resp. by ½ Λ c ) the characteristic function of Λ (resp. of the complement Λ c ) in R. We write
here a couple of terms vanish because of the assumption supp f ⊂ Λ. We estimate
by directly applying the results of [4] and some variants of the limiting absorption principle. We estimate the "off-diagonal terms" (the second and third terms in the right side of (1.6)) by using rather standard Schatten class bounds for Schrödinger operators. Following the proofs, it is not difficult to obtain estimates for the relevant norms of D(f ) in terms of the exponents p, ρ, d, and the geometry of the support of f . However, these estimates are clearly very far from being optimal (perhaps with the exception of the ones for the diagonal term in (1.6) above), and so we have not attempted to work them out explicitly.
1.5. The structure of the paper. The paper can be divided into two parts: in Sections 2-3, we work in a general operator theoretic framework, and in Sections 4-6 we specialise to the case of the Schrödinger operator.
In Section 2 we recall definitions of relevant function and operator classes, discuss the notions of Kato smoothness and S p -valued Kato smoothness and recall the main results of [4] , which apply to estimates for the diagonal terms in (1.6). In Section 3, we prove the estimates for the off-diagonal terms in (1.6).
In Section 4 we give sufficient conditions for S p -valued smoothness in the context of the Schrödinger operator. In Section 5 we prove that certain auxiliary operators belong to relevant S p classes; these facts are needed to treat the off-diagonal terms in (1.6). Finally, in Section 6 we put everything together and prove Theorems 1.1 and 1.2. 
Preliminaries

2.1.
The classes BMO and VMO. The space BMO(R) (bounded mean oscillation) consists of all locally integrable functions f on R such that the following supremum over all bounded intervals I ⊂ R is finite:
Observe that this supremum vanishes on constant functions. Strictly speaking, the elements of BMO(R) should be regarded not as functions but as equivalence classes {f + const}. However, since here we are interested in compactly supported functions f , this issue is not important to us. Functions in BMO(R) belong to L p (−R, R) for any R > 0 and any p < ∞, but not for p = ∞: they may have logarithmic singularities, see (1.3).
Many explicit equivalent norms on BMO(R) are known (see e.g. [5] ). The easiest one to define is the supremum in (2.1). In [4] we use the norm related to Fefferman's duality theorem, which identifies BMO(R) with the dual to the Hardy class H
1 . This choice of the norm allowed us to explicitly determine the optimal constant appearing in the right hand side of (2.8). However, in this paper we do not attempt to keep track of all constants appearing in estimates, and so the choice of the norm in BMO(R) is not important here.
The subspace VMO(R) ⊂ BMO(R) is characterised by the condition
Alternatively, VMO(R) is the closure of C(R) ∩ BMO(R) in BMO(R).
In [4] , we also use the space CMO(R) (continuous mean oscillation) which can be characterised as the closure of C comp (R) ∩ BMO(R) in BMO(R). However, for a compactly supported function f , conditions f ∈ VMO and f ∈ CMO coincide.
The Besov class
The (homogeneous) Besov class B 1/p p,p (R) is defined as the space of tempered distributions f on R such that
Here w j is the Fourier transform of w j , and * is the convolution. We will only be interested in compactly supported elements in B 1/p p,p (R). For compactly supported functions f , sufficient conditions for Besov class membership can be given in terms of the usual Sobolev spaces: (1)].) On the other hand, it may be useful to note that
2.3. Schatten classes. For 0 < p < ∞, the Schatten class S p is the class of all compact operators A in a given Hilbert space such that
where
is the sequence of all singular values of A, enumerated with multiplicities taken into account. The expression · p is a norm for p ≥ 1 and a quasinorm for 0 < p < 1. For 0 < p ≤ 1 we have the following modified triangle inequality in S p :
We will also need the following Hölder inequality in Schatten classes:
2.4. Kato smoothness. Here we briefly recall (with minor simplifications) the relevant definitions and main results of [4] . To motivate what comes next, we should explain that we will factorise the potential V in the form
with an appropriate exponent θ ∈ (0, 1). This corresponds to the "abstract" factorisation [4] . In [4] , we consider the general case, where G 0 , G 1 are possibly unbounded operators from a Hilbert space H to another Hilbert space K, such that G 0 is H 0 -bounded and G 1 is H 1 -bounded. In this paper, since V is assumed to be bounded, we will only consider the case of bounded operators G 0 , G 1 ; this simplifies the exposition. We shall also assume H = K.
Let H be a self-adjoint operator in a Hilbert space H and let G be a bounded operator in H. One says that G is Kato smooth with respect to H (we will write G ∈ Smooth(H)), if
As shown in [4] , this definition coincides with the standard definition (see [6] ) of Kato smoothness. The advantage of the definition (2.5) is that it extends naturally to Schatten classes. Generalising (2.5), we will say that G ∈ Smooth p (H) for some 0 < p < ∞, if
Finally, we shall write G ∈ Smooth ∞ (H), if G ∈ Smooth(H) and if
It is very easy to prove [4, Lemma 2.3] that for G ∈ Smooth ∞ (H), one has
2.5. Main results from [4] . In the following theorem, H 0 and H 1 are self-adjoint operators in a Hilbert space H such that the perturbation H 1 − H 0 factorises as
Let Λ ⊂ R be a measurable set; the case Λ = R is not excluded. (In fact, during the first reading of this subsection, the reader is encouraged to think of the simplest case Λ = R.) Here we are interested in the "diagonal term" in (1.6),
Since functions f ∈ BMO(R) in general need not be bounded, we need to take some care in defining the operator D Λ (f ). We define the corresponding quadratic form
for all u and v as above. We use the standard convention that if the norms in the right hand side of an upper bound are all finite, then the bound includes the statement that the norms in the left hand side are also finite. The following theorem is a combination of Theorems 7.5 and 7.6 from [4] .
, where the constant C depends only on the choice of the norm in BMO(R). Thus, the form d Λ,f corresponds to a bounded linear operator D Λ (f ) in H (in the sense of (2.7)), and this operator satisfies
and at least one of the inclusions
holds. Then for any f ∈ CMO(R) the operator D Λ (f ) is compact. (iii) Let p, q, r be finite positive indices such that
where the constant C(p) depends only on the choice of the function w in (2.2).
Off-diagonal terms
Let H 0 , H 1 be self-adjoint operators in H, with
where G 0 and G 1 are bounded operators in H.
Let Λ = (a − b, a + b) be a bounded open interval, and let f ∈ BMO(R) be a function supported in Λ. In this section we estimate the norms of the off-diagonal terms in (1.6),
The following preliminary lemma establishes a series representation for the offdiagonal terms (3.1). This representation plays the same role here as the double operator integrals in the proof of Theorem 2.1 (see [4] ): it allows us to estimate the operator norms of these terms. Then we will refine this representation and estimate the Schatten norms in Lemma 3.2.
where both series converge absolutely in the operator norm. For z = a + ib we have the estimates
Furthermore, if in addition
Proof. For simplicity of notation, we assume a = 0 and let supp
First observe that formally, we have
After multiplication by f (H 1 ) on the left and ½ Λ c (H 0 ) on the right, we obtain (3.2). Now let us prove the norm convergence of the series in (3.2). For each term, we have the estimate
Since b 0 < b, we have the norm convergence of the series in (3.2), and
gives the factor b/δ in (3.4). Finally,
This gives the estimate (3.4). The identity (3.3) and the estimate (3.5) are considered similarly. Finally, the compactness statement follows from the fact that by (2.6), each term in the norm convergent series (3.2), (3.3) is compact. Now we come to the Schatten class estimate. It is not difficult to estimate the Schatten norm of the off-diagonal terms (3.1) by the expressions similar to the right sides of (3.4), (3.5) but with Schatten norms instead of the operator norms. However, in application to the Schrödinger operator, this is not sufficient, as the operators G 1 R 1 (z), G 0 R 0 (z) will not necessarily be in the required Schatten classes. The standard way to deal with this problem is to consider the powers of the resolvent, i.e. to consider G 1 R 1 (z) m , G 0 R 0 (z) m for sufficiently high m; these operators will be in the required Schatten class. This is what we do below. The price to pay are the additional terms in the r.h.s. of (3.8) and (3.9). . Then for z = a + ib and any integer k ≥ 0,
We will prove the first bound (3.8); the second bound (3.9) is proved in the same way.
Step 1. We prove the lemma for k = 0. We need to estimate the S p norm of each term in the series in (3.2). Similarly to (3.6), we have
where the last estimate uses (3.7). For p ≥ 1, this yields
For 0 < p < 1 we use the modified triangle inequality (2.3) in S p , which yields the same estimate with a different constant. Thus we get the required estimate for k = 0.
Step 2. We now consider k > 0. Let
Let us discuss the two terms on the right side of (3.10) separately. The first term can be estimated by the same technique as in Step 1. This yields
The second term in (3.10) is simply estimated by
This completes the proof of the lemma.
S p valued smoothness for the Schrödinger operator
In this section H 0 , H 1 are as in (1.1). We set x = 1 + |x| 2 and assume that V (x) is real valued and satisfies the condition
We denote the resolvents by
4.1. The LAP and its consequences. First we recall the limiting absorption principle (LAP) for the Schrödinger operator and translate it into statements about S p -valued smoothness.
Lemma 4.1. Let H 0 , H 1 be as above, with some ρ > 1. Then for any λ > 0, the limits
exist in the operator norm and are continuous (in the operator norm) in λ > 0.
, we have the inclusions
3) 4) and these operators are continuous in λ > 0 in S p . Finally, for the same range of p we have the inclusions In order to deal with the operator in (4.4), we need a version of the resolvent identity. For Im z > 0, we have
Taking the imaginary part in the first identity here and subsequently using the second identity, we obtain
Let us denote for brevity
Multiplying (4.6) by W both on the right and on the left, we obtain
Now observe that |V 1 (x)| ≤ C x −ρ/2 , and so, by the LAP (4.2), we can pass to the limit in the operator norm on both sides of (4.7) as z → λ + i0, λ > 0. By (4.2) and (4.3), this yields the inclusion (4.4) and the continuity in λ > 0.
Let us prove the first inclusion in (4.5). By the LAP, for any ϕ ∈ L 2 (R), supp ϕ ⊂ Λ, we have
and therefore, by (4.3),
This gives the inclusion W ½ Λ (H 0 ) ∈ Smooth 2p (H 0 ). The second inclusion in (4.5)
follows from (4.4) in the same way.
Estimates for g(x)h(−i∇)
and their consequences. Let us we recall two estimates for operators of the form 8) where g, h are complex-valued functions on R d of the class to be specified below. Notation (4.8) is a common shorthand for operators defined by
where ϕ → ϕ is the standard (unitary) Fourier transform and ϕ → q ϕ is the inverse Fourier transform. See e.g. [12, Chapter 4] for the details. For q > 0 and a complex valued function g on R d , we will use the notation
Part (i) is the Kato-Seiler-Simon inequality, see [11] Proof. Follows from Proposition 4.2(ii):
where supp ϕ ⊂ clos Λ.
Global S p conditions
Here H 0 , H 1 , V are as in the previous section.
Lemma 5.1. Let σ > 0, q > 0, m ∈ N be such that
Then for Im z = 0, we have the inclusion
Proof. For q ≥ 2 we use Proposition 4.2(i):
For 0 < q < 2 we use Proposition 4.2(ii):
The assertion with an additional term in BMO follows in the same way since the
We also need an analogue of Lemma 5.1 with R m 1 instead of R m 0 . In order to prove it, we need to consider the difference R m 1 − R m 0 . The following lemma is essentially contained in [13] . We include its proof for the sake of completeness. Then for Im z = 0 we have the inclusion R 1 (z) m − R 0 (z) m ∈ S r , and, if f ∈ BMO(R) has compact support, then also f (H 0 )(
Proof. Throughout the proof, we suppress the dependence on z, writing R 0 = R 0 (z) and R 1 = R 1 (z). We use induction on m. For m = 0 the statement is trivial. Now let m ≥ 1 and assume the claim has already been proved for all smaller values of m. We have
Separating the l = m term in the second sum on the right, combining it with the left hand side and inverting I + V R 0 (the inverse exists and is bounded since Im z = 0) we obtain
Let us consider the first sum in the right hand side here. Let us check the inclusions
for each 1 ≤ l ≤ m. We write
. Setting r 1 = r(m + 1)/l and r 2 = r(m + 1)/(m − l + 1), and using Lemma 5.1, we obtain Then for Im z = 0, we have the inclusion x −σ R 1 (z) m ∈ S q .
Proof. We write
According to Lemma 5.1, the first term is in S q . The second term is in S q by Lemma 5.2 (with r = q).
Putting it all together
Proof of Theorem 1.1. Throughout the proof, we set Now we can use Theorem 2.1, which ensures that for f ∈ BMO(R) the product (6.2) is bounded, and for f ∈ CMO(R) it is compact. Next, the off-diagonal terms
are compact by Lemma 3.1.
Proof of Theorem 1.2. Again, we decompose f (H 1 ) − f (H 0 ) as in (1.6) and treat the three terms separately. Instead of following the cases (i) and (ii) as in the statement of the theorem, it will be convenient to split the range of variables as follows: p ≥ 1 and 0 < p < 1. Case p ≥ 1. Throughout the consideration of this case we use the factorisation (6.1). Observe that for p ≥ 1 both in case (i) and in case (ii) we have If k ≥ 1, we argue as in the case p ≥ 1 that (R 0 (z) k − R 1 (z) k )f (H 0 ) ∈ S p . The term f (H 1 )½ Λ c (H 0 ). Again, the argument is similar and we will be brief. We choose k as before and this time, we use bound (3.8). We already know that If k ≥ 1, we argue as in the case p ≥ 1 that f (H 1 )(R 1 (z) k − R 0 (z) k ) ∈ S p . This concludes the proof of the theorem.
