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Abstract
Tannakian Formalism Applied to
the Category of Mixed Hodge Structures
Antti Veilahti
Many problems in analysis have been solved using the theory of Hodge struc-
tures. P. Deligne started to treat these structures in a categorical way. Following
him, we introduce the categories of mixed real and complex Hodge structures.
We describe and apply the Tannakian formalism to treat the category of mixed
Hodge structures as a category of representations of a certain aﬃne group scheme.
Using this approach we give an explicit formula and method for calculating the
Ext1-groups in the category and show that the higher Ext-groups vanish. Also, we
consider some examples illustrating the usefulness of these calculations in analysis
and geometry.
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Introduction
The theory of Hodge structures originated in analysis in order to describe geo-
metric objects with some algebraic invariants. The starting point in the theory was
the result showing that the cohomology groups of compact Ka¨hler manifolds turn
out to carry pure Hodge structures and the importance of mixed Hodge structures
was ﬁgured out after P. Deligne proved that the cohomology groups of any scheme
of ﬁnite type over C carry mixed Hodge structures [6, 7]. After the late 1980’s,
in order to treat intersection cohomology [11], M. Saito introduced the theory of
Hodge modules as a postmodern approach that uses the theory of perverse sheaves
[16].
One reason for the interest in Hodge theory has been the Torelli problem,
which asks, how well the Hodge structures determine the corresponding geomet-
ric objects. The classical solution is that Riemann surfaces (algebraic curves) or
the corresponding polarized Abelian varieties, i.e., Jacobian varieties [20], form a
moduli space, which can be parametrized by polarized pure Hodge structures of
the cohomology groups of the curves or the corresponding Jacobians. In general,
the Torelli problem fails, i.e., the Hodge structures don’t uniquely parametrize the
corresponding geometric objects except in a few cases like in the case of algebraic
curves, K3-surfaces and Calabi-Yau manifolds.
In this thesis we consider the category MHSk of mixed Hodge structures (over
the ﬁeld of real or complex numbers k) and apply methods of representation theory,
mainly the Tannakian formalism, in order to do some calculations in the category.
For example, in order to consider the Ext-groups in this category, there are some
other rather abstract methods, like the method by A. A. Beilinson [1] for higher
Ext-groups, which works over practically any ring R ⊂ R. Especially Beilinson’s
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2method works over Z, i.e., for mixed Hodge structures possesing a lattice. How-
ever, throughout this thesis, we are going to consider mixed Hodge structures
only over the reals or complex numbers in any calculations so that we can apply
the Tannakian method. This approach amounts to a rather explicit formula for
understanding mixed real or complex Hodge structures in general and how to cal-
culate the Ext1-groups that arise in many important analytic applications like the
Griﬃths’ theory of the periods of hypersurfaces in a projective space.
We assume that the reader is familiar with basic notions of category theory,
algebraic geometry and homological algebra. Better knowledge of these subjects
and analysis is required only to understand examples and other motivating parts
of the text. About algebraic groups and aﬃne group schemes see [14, 15]. For
reference on derived categories, D-modules, and perverse sheaves we refer to the
excellent book by M. Kashiwara and P. Schapira [13]. For more advanced theory
that is necessary for understanding the main results, we have tried to include at
least a brief introduction to tensor categories and the Tannakian formalism in the
ﬁrst chapter. These notions are more thoroughly considered by P. Deligne and J.
P. Milne [8].
In the second chapter we ﬁrst deﬁne pure and mixed Hodge structures and then
show that the category of mixed Hodge structures is abelian and, in fact, neutral
Tannakian. This would follow from the results in the third chapter, but we show
the classical treatment for this result to give motivation and to see that we can
apply the Tannakian method in the ﬁrst place. We also describe some motivational
analytic examples and sketch the deﬁnition of Saito’s Hodge modules for a reader
that is interested in analysis.
In the third chapter, we ﬁrst describe the connection between the pure Hodge
structures, i.e., bigraded vector spaces, and representations of the torus group S(C),
which is also sketched in [15, Chapter 2]. Then we construct a group containing
S(C) and a nilpotent part such that in its representation, the nilpotent part deﬁnes
an automorphism tV for a bigraded vecor space (V
p,q) such that
(tV − 1) : V p,q →
⊕
p′<p,q′<q
V p
′,q′.
3Furthermore, we show that a category, whose each object possess a bigrading and
an automorphism t of this form, form a category that is equivalent to the category
of mixed Hodge structures. In the end of the chapter, we consider some examples
that illustrate the usefulness of the results and relate the elements of the group
constructed in the third chapter to the tensor automorphisms of the category of
mixed Hodge structures.
In the last chapter we explicitly construct an exact sequence, which makes it
easy to calculate the Ext1-groups of mixed real or complex Hodge structures. The
sequence takes the form:
0 → HomMHSk(A2, A1) → Hom0,0Veck(A2, A1) → Hom<0,<0(A2, A1)
→ Ext1MHSk(A2, A1) → 0,
so one needs to only understand the morphisms between graded vector spaces and
the morphisms of mixed Hodge structures to understand the Ext1MHSk groups. All
of the maps are constructed explicitly and the result is proven for the classical
extensions with Baer sums, so it can be applied to practical situations easily.
We also explicitly show that the higher ExtMHSk-groups vanish in the category
of mixed Hodge structures to illustrate how useful the Tannakian formalism is,
although the result was already shown for example by Beilinson [1].
Also J.A. Carlson [2] has studied the extensions of mixed Hodge structures. For
mixed Hodge structures A and B he shows that Ext(B,A) is isomorphic to the
0th Jacobian of the mixed Hodge structure Hom(B,A). He was then able to prove
the Torelli theorem for irreducible algebraic curves with only ordinary singularities
and a non-hyperelliptic normalization.
CHAPTER I
Tannakian categories
This brief discussion of the notions of tensor and Tannakian categories is meant
to give deﬁnitions and some elementary properties, rather than proofs of any results
we might later use. For a more complete introduction we refer to P. Deligne and
J. P. Milne [8]. We assume that the reader is familiar with the notion of abelian
categories. For a reference see, for example, the ﬁrst chapter in the book by M.
Kashiwara and P. Schapira [13].
1. Tensor categories
First we will discuss tensor categories and we will deﬁne what is a rigid tensor
category. Tensor categories have a tensor product operation, which satisﬁes all the
basic properties the tensor product satisﬁes in the category of modules over a ring.
The tensor product in a rigid tensor category satisﬁes the basic properties of the
tensor product in the category of vector spaces over a ﬁeld, including for example
duals and inner Hom’s.
Let A be a category with a bifunctor
⊗ : A×A → A.
The categoryA is called a tensor category if there exists the following isomorphisms
for all X, Y, Z ∈ Ob(A)
• ϕX,Y,Z : X ⊗ (Y ⊗ Z) −˜→ (X ⊗ Y )⊗ Z
• ψX,Y : X ⊗ Y −˜→ Y ⊗X
• u : U −˜→ U ⊗ U for a so-called unit object U ∈ Ob(A) (unique up to an
isomorphism)
such that the following properties hold for all X, Y, Z, T ∈ Ob(A).
The following three diagrams commute:
4
5i) (triangle axiom)
Y ⊗X
ψ




X ⊗ Y
ψ
 idX⊗Y  X ⊗ Y
ii) (pentagon axiom)
(X ⊗ Y )⊗ (Z ⊗ T )
ϕ





X ⊗ (Y ⊗ (Z ⊗ T ))
idX ⊗ϕ

ϕ

((X ⊗ Y )⊗ Z)⊗ T
X ⊗ ((Y ⊗ Z)⊗ T ) ϕ  (X ⊗ (Y ⊗ Z))⊗ T
ϕ⊗idT

iii) (hexagon axiom)
(X ⊗ Y )⊗ Z
ψ
		




X ⊗ (Y ⊗ Z)
ϕ



idX ⊗ψ

Z ⊗ (X ⊗ Y )
ϕ

X ⊗ (Z ⊗ Y )
ϕ
		




(Z ⊗X)⊗ Y
(X ⊗ Z)⊗ Y
ψ⊗idY



and
iv) (square axiom) the functor
A → A : X → U ⊗X
is an equivalence of categories. This last axiom we call the square axiom,
since it is equivalent to the fact that there exist such isomorphisms
6X : X −˜→ U ⊗X that U = u and they are functorial, i.e.,
X
f

X  U ⊗X
idU ⊗f

Y
Y  U ⊗ Y
commutes. Furthermore, as Deligne and Milne show, it satisﬁes the fol-
lowing commutative squares [8]:
X ⊗ Y  
id

U ⊗ (X ⊗ Y )
ϕ

X ⊗ Y ⊗id 
id⊗

(U ⊗X)⊗ Y
ψ⊗id

X ⊗ Y ⊗id (U ⊗X)⊗ Y X ⊗ (U ⊗ Y ) ϕ  (X ⊗ U)⊗ Y
.
From now on, we will refer to the unit object by the symbol U = 1.
There is an obvious way to extend the tensor product to all ﬁnite families of
objects in a tensor category but we will not use the fact later.
I.1. Deﬁnition. If the functor
A◦ → Sets : T → Hom(T ⊗X, Y )
is representable, its representative is called the internal homomorphism object
from X to Y and denoted by Hom(X, Y ). This is equipped with the map
evX,Y : Hom(X, Y )⊗X → Y,
which corresponds to the morphism idHom(X,Y ).
Now if the object Hom(X, Y ) exists, for each g ∈ Hom(T ⊗X, Y ) there exists a
unique morphism f ∈ Hom(T,Hom(X, Y )) such that evX,Y ◦ (f ⊗ idX) = g. Using
this morphism we can construct the natural composition maps
Hom(X, Y )⊗Hom(Y, Z) → Hom(X,Z)
and isomorphisms
Hom(Z,Hom(X, Y )) −˜→ Hom(Z ⊗X, Y )
assuming that the inner homomorphism objects exist for all X, Y, Z ∈ Ob(A).
7If the object X∨ := Hom(X, 1) exists, we will call it the dual of the object X.
Now the evaluation map evX,1 : X
∨ ⊗X → 1 induces the isomorphism
Hom(T,X∨) −˜→ Hom(T ⊗X, 1)
for all the objects T in the category A. It is easy to see that we can associate to
any map f : X → Y a natural and unique transpose map tf : Y ∨ → X∨ and that
we get a natural morphism iX : X → X∨∨. If the map iX is an isomorphism, the
object X will be called reﬂexive. Finally, for all the pairs X1, X2, Y1, Y2 there are
morphisms
(I.1) Hom(X1, Y1)⊗Hom(X2, Y2) → Hom(X1 ⊗X2, Y1 ⊗ Y2)
corresponding to the canonical map
Hom(X1, Y1)⊗Hom(X2, Y2)⊗X1 ⊗X2 −˜→
(Hom(X1, Y1)⊗X1)⊗ (Hom(X2, Y2)⊗ Y2) →ev⊗ev Y1 ⊗ Y2.
We then arrive to the following deﬁnition.
I.2. Deﬁnition. A tensor category (A,⊗) is rigid if the inner homomorphism
objects Hom(X, Y ) exist for all its objects X and Y , the morphisms (I.1) are
isomorphisms, and all objects are reﬂexive.
Let A be a rigid tensor category. We can construct the so-called trace morphism
trX : End(X) = Hom(1,Hom(X,X)) → Hom(1, X∨ ⊗X) → End(1).
I.3. Deﬁnition. A tensor functor is a functor between two tensor categories A
and B such that it preserves the tensor product, associativity and commutativity
constraints ϕ and ψ, and the unit objects.
It is easy to prove that a tensor functor F between two rigid tensor categories
has the property that the natural morphism
FX,Y : F (Hom(X, Y )) → Hom(F (X), F (Y ))
is an isomorphism for any objects X and Y in the domain category [8, Proposition
1.9].
8An equivalence of tensor categories is a tensor functor which is an equivalence
of categories. A tensor subcategory is a subcategory of a tensor category which is
closed under ﬁnite tensor products of its objects. It is then a rigid tensor subcat-
egory if the whole tensor category is rigid and the subcategory contains the duals
of all its objects.
I.4. Deﬁnition. An abelian tensor category is a tensor category, which is
abelian and where the functor ⊗ is biadditive. According to the next proposi-
tion, this last condition is always the case with a rigid tensor category.
In an abelian tensor category the object End(1) is an abelian group and becomes
a ring with the product being the composition of morphisms. It acts on all the
objects X through the maps X : X → 1 ⊗ X and because the action on X
commutes with endomorphisms of X, End(1) turns out to be a commutative ring;
the tensor category is End(1)-linear. Let us just list a few properties of abelian
tensor categories proved by Deligne and Milne [8].
I.5. Proposition. Let (A,⊗, 1) be a rigid tensor category, which is abelian.
Then the following properties are true.
i) The functor ⊗ is biadditive, i.e., the category A is an abelian tensor cat-
egory. Also, ⊗ commutes with direct and inverse limits and it is thus
exact.
ii) If U is a subobject of 1, then 1 = U ⊕ U⊥ where U⊥ = Ker(1 → U∨).
Hence 1 is a simple object, if End(1) is a ﬁeld.
iii) If (B,⊗, 1′) is another rigid abelian tensor category where 1′ 
= 0 and
End(1) is a ﬁeld, then any exact tensor functor F : A → B is faithful.
There is a criterion for a k-linear abelian category, where k is a ﬁeld, to be a
rigid tensor category. This is not hard to prove but we will omit the proof.
I.6. Theorem. Let A be a k-linear abelian category, where k is a ﬁeld. Let
⊗ : A × A → A be a k-bilinear functor. Assume that there exists a faithful
exact k-linear functor F : A → Veck to the category of vector spaces over the
ﬁeld k and functorial isomorphisms ϕX,Y,Z : X ⊗ (Y ⊗ Z) → (X ⊗ Y ) ⊗ Z and
ψX,Y : X⊗Y → Y ⊗X for all objects X, Y and Z in the category A. If the following
9conditions hold for all X, Y, Z ∈ Ob(A), then (A,⊗, ϕ, ψ) is a rigid abelian tensor
category. The conditions are:
i) F ◦ ⊗ = ⊗ ◦ (F × F ),
ii) F (ψX,Y,Z) is the usual associativity isomorphism in the category of k-vector
spaces,
iii) F (ϕX,Y ) is the usual commutativity isomorphism in the category of k-
vector spaces,
iv) there exists an object U ∈ Ob(A) such that the natural homomorphism
k → End(U) is an isomorphism and F (U) has dimension 1, and
v) if for an object L ∈ Ob(A) the space F (L) has dimension 1, then there
exist an object L−1 ∈ Ob(A) such that L⊗ L−1 ∼= U.
Cf. [8, Proposition 1.20].
2. Aﬃne group schemes and algebraic groups
Let k be a ﬁeld. An aﬃne group scheme over k is an aﬃne scheme G = Spec A
for a k-algebra A such that algebra A is a k-coalgebra. It means that there are
maps
Δ : A → A⊗k A,  : A → k, and S : A → A,
with the axioms
i) (id⊗Δ) ◦Δ = (Δ⊗ id) ◦Δ (coassociativity),
ii) id = (⊗ id) ◦Δ (coidentity), and
iii) multiplication ◦ (S ⊗ id) ◦ Δ = ιk ◦ , where ιk : k ↪→ A is the canonical
k-algebra embedding (coinverse).
These structures then give functorial morphisms G ×k G → G for multiplication,
G → k for a k-structure and G → G for inverse. If a k-bialgera (both an algebra
and a coalgebra over k) is ﬁnitely generated as a k-algebra, the aﬃne group scheme
Spec A is an algebraic group.
In general, a k-vector space C is called a coalgebra if it has linear maps Δ :
C → C ⊗k C and  : C → k satisfying the coassociativity and coidentity axioms.
Then a C-comodule is just a k-linear map ρ : V → V ⊗kC such that (id⊗)◦ρ = id
and (id⊗Δ) ◦ ρ = (ρ⊗ id) ◦ ρ.
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Finally, Deligne and Milne show that if G = Spec A is an aﬃne group scheme
over a ﬁeld k, then the k-linear representations of G on a vector space V correspond
uniquely to A-comodule structures on V [8]. From this fact they conclude that
every aﬃne group scheme over k is an inverse limit of some aﬃne algebraic groups
Gi for i ≥ 0 over k, where the maps Gj → Gi are surjective for all i ≤ j.
For more information on aﬃne group schemes and algebraic groups see [8, 14,
15].
3. Neutral Tannakian categories
In this section we will deﬁne the notion of a neutral Tannakian category and
brieﬂy show how one can determine the corresponding aﬃne group scheme for
which the category of representations is equivalent to the original neutral Tan-
nakian category. We use the notations and method constructed by Deligne and
Milne [8].
Let us start the construction in the special case that the original category, in
fact, already is the category of representations for some aﬃne group scheme. As-
sume that G is an aﬃne group scheme over k, and let ω : Repk(G) → Veck be the
forgetful functor where Repk(G) is the category of ﬁnite-dimensional representa-
tions of G over k. We deﬁne Aut⊗(ω) to be a functor of (commutative) k-algebras,
where
Aut⊗(ω)(R) = {(λX)X∈Ob(Repk(G)) | λX ∈ Autk(X ⊗ R) such that
λX1 ⊗ λX2 = λX1⊗X2 , λ1 = idR, and
λY ◦ (ω∗(α)⊗ 1) = (ω∗(α)⊗ 1) ◦ λX for all
X,X1, X2, Y ∈ Ob(Repk(G)) and k-linear
G-equivariant maps α : ω(X)→ ω(Y )}.
In other words, Aut⊗(ω)(R) consists of families of representations of G that are
compatible with the tensor structure and G-equivariant k-linear maps. Deligne and
Milne show that the natural map G → Aut⊗(ω) sending g to just the sequence of
multiplications by ρ(g) in representations ρ of G gives actually an isomorphism of
functors of k-algebras. Furthermore, they show the following theorem
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I.7. Theorem. Let A be a rigid abelian tensor category such that the coeﬃcient
ring k = Hom(1, 1) is a ﬁeld and let ω : A → Veck be an exact faithful k-linear
tensor functor. Then
i) the functor Aut⊗(ω) of k-algebras is representable by an aﬃne group
scheme G and
ii) the functor ω deﬁnes an equivalence of tensor categories A → Repk(G).
Cf. [8, Theorem 2.11].
I.8. Deﬁnition. A neutral Tannakian category is a rigid abelian k-linear tensor
category A for which there exists an exact faithful k-linear tensor functor
ω : A → Veck.
Such a functor ω is called a ﬁbre functor. Now the previous theorem shows that
any neutral Tannakian category is equivalent to the category of ﬁnite-dimensional
representations of an aﬃne group scheme.
I.9. Remark. In general, a Tannakian category is deﬁned in a similar manner,
except that we change the ﬁbre functor ω to a ﬁbred category FIB(A) over the
category of aﬃne schemes Aﬀ k over Spec k, and for each k-algebra R, FIB(A)R
is the category whose objects are the ﬁbre functors on A with values in R. Then
the requirements, for a rigid abelian k-linear tensor category A with End(1) = k
to be Tannakian, are that FIB(A) is an aﬃne gerbe and the canonical functor
A → Repk(FIB(A)) is an equivalence of categories.
Note that for an aﬃne gerbe G we deﬁne Repk(G) to be the category of carte-
sian functors G → PROJ , whose objects are families of functors GR → ProjR
satisfying certain compatibility conditions, when R runs through the k-algebras
and ProjR is the category of projective R-modules. For more information on how
these notions are deﬁned, see the appendix by Deligne and Milne [8, pp. 220–226].
CHAPTER II
Elementary properties of the category of mixed Hodge
structures
We will begin by deﬁning a mixed Hodge structure on an object in an abelian
category. Then we will consider some analytical examples illustrating the useful-
ness of Hodge theory and ﬁnally show that the category of mixed Hodge structures
is abelian, in fact, neutral Tannakian if we work over R or C.
1. Mixed Hodge structures
Let A be an abelian category and A ∈ Ob(A) an object.
II.1. Deﬁnition. A pure Hodge structure of weight n on an object A ∈ Ob(A)
is a pair (F ·, F¯ ·) of ﬁnite descending ﬁltrations satisfying the property that for any
p ∈ Z there is a canonical isomorphism
F p ⊕ F¯ n−p+1 −˜→ H.
Given a pure Hodge structure of weight n on an object A ∈ Ob(A) we may
deﬁne for n = p+ q
Ap,q = F p ∩ F¯ q.
This yields us a direct sum decomposition A =
⊕
p+q=nA
p,q. Conversely, for a
given decomposition A =
⊕
p+q=nA
p,q we get a pure Hodge structure of weight n
on A deﬁned by
F p =
⊕
i≥p
Ai,n−i, F¯ q =
⊕
j≥q
An−j,j.
II.2. Remark. The direct sum decomposition of an object A above is essen-
tially a grading of an object A. Thus we may understand pure Hodge structures
just as vector space gradings and their category is reasonably well understood,
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since we require the morphisms of this category to be strictly compatible with the
ﬁltrations.
The grading given by a pure Hodge structure is not very interesting by itself
but we will proceed by mixing pure Hodge structures of diﬀerent weights.
II.3. Example. Let us ﬁrst consider the simplest possible way of mixing pure
Hodge structures. Let an object A ∈ Ob(A) have a bigrading A =⊕p,q Ap,q and
for each weight component An =
⊕
p+q=nA
p,q we get a pure Hodge structure of
weight n as we have seen before. Then on An the ﬁltration F
·An is given by
F pAn =
⊕
i≥p
Ai,n−i.
This way we get two descending ﬁltrations F · and F¯ · on A deﬁned by
F p =
⊕
n≥p
F pAn =
⊕
i≥p
⊕
j
Ai,j
and for F¯ · in the same manner.
The grading A =
⊕
nAn on the other hand deﬁnes an increasing ﬁltration W·
given by Wm =
⊕
p+q≤mA
p,q. Now there is a canonical isomorphism
Gr(W·) =
⊕
n
Wn/Wn−1 ∼=
⊕
n
An = A
and the induced ﬁltrations of F · and F¯ · are just F ·An and F¯ ·An via the canonical
isomorphism An ∼= Wn/Wn−1. This is actually an example of a mixed Hodge
structure.
II.4. Deﬁnition. A mixed Hodge structure on an object A ∈ Ob(A) is a triple
(F ·, F¯ ·,W·) with the following conditions:
i) F · and F¯ · are ﬁnite descending ﬁltrations,
ii) W· is a ﬁnite increasing ﬁltration of A, and
iii) for all n ∈ Z, the induced ﬁltrations of F · and F¯ · on Grm(W·) = Wm/Wm−1
deﬁne a pure Hodge structure on Grm(W·).
The induced ﬁltrations of F · and F¯ · on Grm(W·) are deﬁned as
F pGrm(W·) = (F p ∩Wm)/(F p ∩Wm−1)
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and for F¯ q respectively. Then this induces a bigrading
Gr(W·)p,q = F pGrp+q(W·) ∩ F¯ qGrp+q(W·).
In the previous example we found a mixed Hodge structure associated to a bi-
grading of an object A ∈ Ob(A) in an abelian category. In general, a mixed Hodge
structure determines a canonical bigrading of Gr(W·). At least, if the category A
has homological dimension 0, like in the category of vector spaces over some ﬁeld k,
we get an isomorphism Gr(W·) −˜→ A which deﬁnes a bigrading of A. The reason
why we don’t get an equivalence between bigradings and mixed Hodge structures,
like in the case of simple gradings and pure Hodge structures of a given weight, is
that in general there is no canonical way to deﬁne an isomorphism from Gr(W·) to
A, or in other words, a bigrading of A. Namely, we might not be able to ﬁnd an
isomorphism ϕ : A → Gr(W·) such that
ϕ−1(F pGr(W·)) = ϕ−1(
⊕
n
F p ∩Wn/F p ∩Wn−1) = F p
and
ϕ−1(F¯ qGr(W·)) = F¯ q
for all p and q.
If we are given two isomorphisms A → Gr(W·) sucht that they map
Ap,q → Gr(W·)p,q ⊕
⊕
p′<p,q′<q
Gr(W·)p
′,q′,
the decomposition automorphism
Gr(W·) −˜→ A −˜→ Gr(W·)
will be an isomorphism which diﬀers from identity by some map (see lemma III.5,
p. 35)
Gr(W·)p,q →
⊕
p′<p,q′<q
Gr(W·)p
′,q′
so it is close to preserving bigradings since this endomorphism is nilpotent. To
get a better idea of what this automorphism actually does, provided with some
bigrading of A induced from the mixed Hodge structure on A, we may rotate
Ap,q to a direction in
⊕
p′<p,q′<q A
p′,q′ and still get exactly the same bigrading and
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pure Hodge structure on Gr(W·). The automorphism above will be the clue for
ﬁnding the group whose representations can be realized as mixed Hodge structures.
Namely, we will see that Gr(W·) together with the automorphism is enough to
distinguish between diﬀerent mixed Hodge structures on A.
2. Hodge structures appearing in analysis
It might be hard to get motivated to consider mixed Hodge structures by just
looking at the formal deﬁnition. Originally, the motivation came from analysis, and
we are going to brieﬂy review some basic examples. The examples are considered
more thoroughly in [18] and [5].
II.5. Example (Variation of pure Hodge structure). The most basic analytic
motivation to study Hodge structures arises from the theory of smooth compact
Ka¨hler manifolds. For such a manifoldM , each cohomology group Hw(M,C) has a
pure Hodge structure of weight w, which can be constructed using the Ka¨hler form
of the manifold. Now, if we are given a smooth family of compact Ka¨hler manifolds
f : M → S, i.e., a proper holomorphic submersion whose ﬁbres are connected, and
a diﬀerential 2-form ω, which induces a Ka¨hler metric on each ﬁbre f−1(s) for each
s ∈ S, f is called a Ka¨hler morphism. Then for each w, the cohomology of ﬁbres
Hw(Ms,C) forms a locally constant sheaf of C-modules on S, which is the higher
direct image Rwf∗CM , where CM is the constant sheaf on S. This local system
is actually the sheaﬁﬁcation of the presheaf U → Hw(f−1(U),C) for all the open
sets U ⊂ S.
It is well known that to the vector bundle Rwf∗CM ⊗C OS, where OS is the
structure sheaf of S, we can associate a unique connection
∇ : Rwf∗CM ⊗C OS → Ω1S ⊗OS (Rwf∗CM ⊗C OS),
whose ﬂat sections form the local system Rwf∗CM . This connection is usually
called the Gauss-Manin connection of the family f : M → S.
There is a canonical OM -module Ω1M/S of relative 1-forms which is deﬁned by
the canonical short exact sequence of OM -modules
0 → f ∗Ω1S → Ω1M → Ω1M/S → 0.
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By deﬁning ΩpM/S to be the pth exterior power of Ω
1
M/S, there exists a canonical
complex of OM -modules Ω·M/S. Now using the relative version of the Poincare´
lemma, one can show that there exists a canonical isomorphism
Rwf∗CM ⊗OS ∼= Rwf∗Ω·M/S =: Hw(M/S),
and the Gauss-Manin connection takes the form
∇ : Hw(M/S) → Hw(M/S)⊗ Ω1S .
The ﬁltration deﬁned by F pΩ·M/S = Ω
·≥p
M/S, gives rise to the Hodge ﬁltration deﬁned
by
F pHw(M/S) = Im(Rwf∗(F pΩ·M/S) → Hw(M/S))
and it turns out that
F pHw(M/S) ∼= Rwf∗(F pΩ·M/S).
A theorem due to Griﬃths [18, Theorem 3.20] shows that the previous ﬁltra-
tion satisﬁes the properties of a variation of pure Hodge structure of weight w on
a complex manifold S, which is deﬁned by giving the manifold S the following
structure.
II.6. Deﬁnition. A variation of pure real Hodge structure of weight w on a
manifold S consists of the following structure:
i) a locally constant sheaf HS = HS,R⊗C of ﬁnitely generated vector spaces
on S with a real form and a ﬁnite decreasing ﬁltration (Fp) of OS-
submodules of H = HS ⊗C OS, where
ii) each ﬁbre (H(s),F ·(s)) is a pure real Hodge structure of weight w and
iii) the natural connection ∇ : H → H⊗Ω1S, whose ﬂat sections form exactly
the local system HS, satisﬁes the Griﬃths’ transversality condition
∇Fp ⊂ Ω1S ⊗ Fp−1 for all p.
Let us now assume that the manifold S is a punctured open disk. Given a
variation of Hodge structure on S arising from a Ka¨hler morphism f : M → S, it
turns out that it might not be possible to extend the variation on the whole disk.
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Namely, it is an easy theorem that the local systems of a ﬁnite dimensional
vector space H(s) on a manifold S, where s ∈ S, correspond to the representations
of π(S, s) on H(s). Let S be the punctured disk S = {s ∈ C | 0 < |s| < 1}, so
we have π(S) = Z. Any local systems HS of ﬁnite dimensional vector spaces on S
corresponds to a representation of Z on the stalk of HS, the so-called monodromy
representation of HS. I.e., it is just an automorphism of H(s) corresponding to a
generator of Z, and it is called the monodromy automorphism of the local system
HS on S.
In applications the Hodge structures usually have a polarization, like in the
previous example of variations arising from Ka¨hler morphisms. Assume that H =
HR ⊗ C is a real Hodge structure of weight k.
II.7. Deﬁnition. A polarization is a lattice HZ ⊂ HR and a non-degenerate
bilinear form of parity (−1)k on HR, which is integral on the lattice HZ
Q(HZ ×HZ) ⊂ Z
with the two Riemann conditions:
i) the subspaces Hp,q are orthogonal to each other with respect to Q and
ii) (−1)r(−√−1)r+sQ(v, v¯) > 0, for v ∈ Hr,s.
The local monodromy theorem, which was inspired by A. Borel and proven by
W. Schmid using the Ahlfors-Schwartz-lemma, shows that in the case of a variation
of polarized Hodge structure on an open disk, there exist non-negative integers n
and m such that the corresponding monodromy automorphism t satisﬁes
(tn − 1)m = 0
[17, Lemma 4.5, Theorem 6.1]. If n = 1, the map t will be called unipotent and
after a base change, S → S, where z → zn, we can always reduce to this case.
It is possible to approximate the behavior of the variation using the so-called
nilpotent orbit theorem for the period mapping of the variation of pure Hodge
structure (cf. [17, Theorem 4.9] or [18, Theorem 3.61]). On the other hand,
Schimd’s SL2-orbit theorem approximates the variation asymptoticly with respect
to the Hermitian metric given by the polarization on ﬂat sections. This is necessary
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for applications and it implies the weaker result of the existence of the limit mixed
Hodge structure [17, Theorem 5.13] .
II.8. Example (Limit mixed Hodge structure). We are now going to construct
the limit mixed Hodge structure for a variation of pure real Hodge structure (H,F)
of weight w on S, where S is the punctured unit disk, and the variation comes
from a Ka¨hler morphism f : M → S. Then H = Hw(M/S) = Rwf∗Ω·M/S is
a vector bundle with a ﬂat connection (Gauss-Manin). Because a holomorphic
bundle on a non-compact Riemann surface is trivializable, the bundle Hw(M/S)
on the punctured disk can be extended to a bundle H¯w(M/S) on the whole disk.
By Schmid [17], the Hodge bundles Fp := F pHw(M/S) can be extended to sub-
bundles of the bundle H¯w(M/S). Therefore, there exists a limit ﬁltration
F ·∞ = F ·(0)
of H(M/S)(0) ∼= H(s) = Hw(Ms,C), where s ∈ S is a point.
We have to also introduce the monodromy weight ﬁltration for the C-module
Hw(Ms,C). If V is an R- or C-vector space and T ∈ End(V ) is a nilpotent
endomorphism with T k+1 = 0, then there is a unique ﬁltration W =: W (T )
W−1 = {0} ⊂ W0 ⊂ . . . ⊂ W2k = V
such that T (Wi) ⊂ Wi−2 for all i and T i induces an isomorphism between the
quotients GrWk+i and Gr
W
k−i for all i. If the reader is interested in this construction,
it can be deﬁned inductively by the formulas for W ′ = W [k]: W ′−i = T
iW ′i and
W ′i = Ker(T
i+1 : V → V/W ′−i−2)
for i > 0 starting with i  0. By W [k] we mean the ﬁltrationW where the indexes
are shifted such that W [k]0 = Wk. Now we can write down the theorem.
II.9. Theorem. Let (H, S) be a polarized variation of pure Hodge structure on
the punctured unit disk S. If s ∈ S is given, then (Hs, F ·∞,W (log t)) is a mixed real
Hodge structure, where F ·∞ is the limit Hodge ﬁltration on H(s) and W (log t) is the
weight ﬁltration corresponding to the logarithm of the monodromy automorphism
of H.
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Proof. For the proof, cf. [17, Theorem 6.16, Proposition 6.17] or [18, Theorem
3.62]. There is a construction for this mixed Hodge structure in a geometrical way
by J. Steenbrink [19] and C.H. Clemens [3] implying some important consequences
like the local invariant cycle theorem, which fails in the general non-Ka¨hler setting.

II.10. Example (Variations of pure complex Hodge structure). In the previous
examples, we only considered the variations of pure real Hodge structures, although
we didn’t require the underlying real forms in the deﬁnitions in the previous section.
Indeed, in the theory of Higgs bundles, one can consider variations of pure complex
Hodge structures. In this case, the main diﬀerence is that in addition to the
Griﬃths’ transversality ∇(Fp) ⊂ Fp−1 ⊗ Ω1M/S we need the condition that the
bundles F¯ q =⊕s≥qHr,s have anti-holomorphic structures such that
∇(F¯ q) ⊂ F¯ q−1 ⊗OS Ω1S .
This kind of a variation amounts to an example of a Higgs bundle, which is a
holomorphic bundle H with a homomorphism θ : H → H⊗Ω1S satisfying θ∧θ = 0.
By deﬁning H = ⊕pFp/Fp+1 and θ = ⊕[∇ : Fp/Fp+1 → Fp−1/Fp ⊗ Ω1S] we
get a Higgs bundle, which is stable under the action of C× given by the formula
t · (H, θ) = (H, tθ).
3. Excursion: Saito’s Hodge modules
The most important contemporary developments in Hodge theory are originally
related to the Goresky’s and Mac-Pherson’s theory of intersection cohomology,
which was introduced in order to understand singular, stratiﬁed varieties [11]. To
treat this theory and to prove the fact that an intersection cohomology group
carries a pure Hodge structure of weight w for a complex quasi-projective variety
S conjectured by Cheeger, Goresky and MacPherson [4], Saito has introduced the
theory of Hodge modules [16]. The idea is that if we consider a local system HS on
a manifold S, its associated vector bundle admits a ﬂat connection ∇. Using this,
it is possible to consider the vector bundle HS⊗OS as a DS-module, i.e., a module
over the sheaf of diﬀerential operators on S. As a DS-module it even happens to
be coherent and holonomic. For an introduction to the theory of D-modules, see
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the book by Kashiwara and Schapira [13]. As a remark, we will mention that the
D-modules induced by local systems have only non-trivial cohomology in degree
0 and there is a generalization of local systems, which are the so-called perverse
sheaves, whose corresponding D-modules are more complicated.
Assume that for a local system HS on S we have a variation of pure Hodge
structure on H = HS ⊗ OS. The Hodge ﬁltration then induces a ﬁltration of the
DS-module HS given by Mp = F−p, which is good in the sense that the operators
of degree ≤ 1 take Mp to Mp+1 by the Griﬃths’ transversality condition. It is a
theorem proven by Saito [16] that this is, in fact, a Hodge module of weight w.
The Hodge modules are deﬁned by induction and we will now sketch the in-
ductive steps. First from the theory of nearby and vanishing cycles relative to the
zeroes of a non-constant holomorphic function g : S → C, we can deﬁne a functor
ψ such that
ψg(CS) = i
∗Rk∗CS¯ = i
∗Rk∗k∗CS
and ϕg(CS) is the cone over the complex
{Cg−1(0) = i∗CS → i∗Rk∗k∗CS}.
Here we assume that h → C× is the universal cover of the punctured complex
plane, k : S˜ := h×C× (S  S{0}) → S is the natural map and i : g−1(0) → S is the
inclusion. It is shown that ψg and ϕg can be extended to perverse sheaves, and
then they also yield perverse sheaves and according to Saito, these functors can be
constructed at the level of ﬁltered holonomic DS-modules.
Now let us ﬁrst take the mixed real Hodge structures, i.e., the Hodge modules
supported in a point to the new category. These are the skyscraper sheaves whose
only non-trivial stalk carries a mixed real Hodge structure.
As a second step, if s ∈ S is a complex manifold, we obtain a perverse sheaf
on S by taking the direct image under the inclusion is : s ↪→ S of a Hodge module
supported in the point s and from it we get a DS-module. Note that the Hodge
ﬁltration gives it actually a structure as a ﬁltered DS-module, i.e., an object in
the category MFh(DS). Then by taking the ﬁbre product of the category resulting
from this step with the category of real perverse sheaves, we get the real structure.
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In the third step, we restrict to a full subcategory of MFh(DS) such that its
objects posses good properties with respect to the functors ϕ and ψ. Finally, in
the last step, we consider a module M in this subcategory of MFh(DS) to be a
Hodge module if and only if the W -graded modules ψg(M) and ϕg(M) are Hodge
modules for any function g : S → C. In fact, these modules are supported on
the ﬁbre g−1(0) ⊂ S, so their supports have strictly smaller dimensions than the
dimension of S and thus the inductive deﬁnition is complete.
4. Category of mixed Hodge structures
Here we will consider the elementary properties of Hodge structures as a cat-
egory by constructing more structure which makes it easier to understand mixed
Hodge structures. We will ﬁrst deﬁne the category of mixed Hodge structures over
an arbitrary abelian category A.
II.11. Deﬁnition. Let A be an abelian category and A1, A2 ∈ Ob(A) be some
objects. A morphism between two mixed Hodge structures (Ai, F
·
i , F¯
·
i , (Wi)·) for
i = 1 or 2 is a morphism ϕ : A1 → A2 which is compatible with their ﬁltrations.
We will later prove that a morphism of mixed Hodge structures is automatically
strictly compatible with the weight and Hodge ﬁltrations. Therefore, we can show
that we get an abelian category.
II.12. Deﬁnition. The category of mixed Hodge structures MHSA is a cat-
egory, whose objects are mixed Hodge structures of objects of A and morphisms
are morphism between mixed Hodge structures.
For two mixed Hodge structures (Ai, F
·
i , F¯
·
i , (Wi)·) we may deﬁne the direct
sum to be the mixed Hodge structure
(A1 ⊕A2, F ·1 ⊕ F ·2, F¯ ·1 ⊕ F¯ ·2, (W1)· ⊕ (W2)·).
The fact that this is actually a mixed Hodge structure follows from the fact that
Gr((W1)· ⊕ (W2)·) = Gr((W1)·)⊕Gr((W2)·) and the induced ﬁltrations are direct
sums of the induced ﬁltrations on Gr(Wi)
′s. Now because of the equivalence be-
tween graded objects and pure Hodge structures of certain weight, the direct sum
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of the induced ﬁltrations will give a pure Hodge structure on Gr((W1)·)⊕Gr((W2)·).
One may then easily verify that MHSA is an additive category.
We will devote the rest of this section for showing that at least if the base
category A is nice, the category MHSA is abelian as well and its morphisms are
strictly compatible with the underlying Hodge and weight ﬁltrations.
We will ﬁrst need to show the strict compatibility property of morphisms of
mixed Hodge structures. As we mentioned before, there isn’t any canonical way
for determining a bigrading for an underlying object of a mixed Hodge structure,
but there still exists two standard bigradings. The bigrading of Gr(W·) is then
some sort of an ’average’ of these two bigradings.
For a mixed Hodge structure (A, F ·, F¯ ·,W·) we deﬁne
Ap,q = (F p ∩Wp+q) ∩ (F¯ q ∩Wp+q +
∞∑
i=1
F¯ q−i ∩Wp+q−1−i)
and
A¯p,q = (F¯ p ∩Wp+q) ∩ (F q ∩Wp+q +
∞∑
i=1
F q−i ∩Wp+q−1−i).
The notation comes from the fact that if F¯ · was a complex conjugate of F ·, then
A¯p,q would equal to Ap,q.
To prove our theorem we will proceed by showing that these two bigradings
coincide with the bigrading of Gr·(W·).
II.13. Lemma. For all pairs p, q and a mixed Hodge structure (A, F ·, F¯ ·,W·),
the maps Ap,q → Grp+q(W·)p,q and A¯p,q → Grp+q(W·)q,p induced by the projection
map Wm → Wm/Wm−1 are isomorphisms.
Proof. This lemma is true in any abelian category [6, Lemme 1.2.8], but to
better illustrate the phenomenon we will give a proof assuming that we work over
such an elementary category as the category of ﬁnite dimensional vector spaces.
Let m = p+ q and deﬁne
Ap,qk = [(F
p ∩Wm +Wm−k−1) ∩
(F¯ q ∩Wm +
∑
1≤i≤k
F¯ q−i ∩Wm−i +Wm−k−1)]/Wm−k−1.
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We will show by induction on k that the projection map
Ap,qk → Gr·(W·)p,q
induced from Wm/Wm−k−1 → Wm/Wm−1 is an isomorphism for all k ≥ 0. Note
that for k = 0 we have Ap,q0 = Gr·(W·)
p,q by deﬁnition of the induced ﬁltration.
Assume that Ap,qk−1 → Gr·(W·)p,q is an isomorphism and let α ∈ Ap,qk−1. Then we
may represent α with uk−1 = vk−1 + wk−1 where uk−1 ∈ F p ∩Wm,
vk−1 ∈
∑
0≤i<k−1
F¯ q−i ∩Wm−i−1+δi0
and wk−1 ∈ Wm−k. Now because we have an induced pure Hodge structure of
weight m− k on Wm−k, we have
(II.1) F pGr·(W·)⊕ F q−k+1Gr·(W·) = Gr(W·)
and it is possible to write wk−1 = w′k−1 + w
′′
k−1 + wk where w
′
k−1 ∈ F p ∩ Wm−k,
w′′k−1 ∈ F¯ q−k+1 ∩Wm−k, and wk ∈ Wm−k−1. By deﬁning uk = uk−1 − w′k−1 we see
that
uk := uk−1 − w′k−1 = vk−1 + wk−1 − w′k−1 = (vk−1 + w′′k−1) + wk ∈ Ap,qk
and uk maps to uk−1 in A
p,q
k → Ap,qk−1. Therefore, the map is surjective.
On the other hand, let us pick up some element β ∈ Ap,qk which is in the
kernel of the map. If we again represent it with uk = vk + wk as above, we see
that uk, vk ∈ Wm−k. Then if we consider the projections of these elements to
Wm−k/Wm−k−1 we get
u¯k = v¯k ∈ F pGrm−k(W·) ∩ F¯ q−k+1Grm−k(W·) = {0}
where the intersection vanishes since we have the direct sum decomposition (II.1).
Thus uk ∈ Wm−k−1 and β = 0 so we conclude that the map Ap,qk → Ap,qk−1 is an
isomorphism. Now because the ﬁltration W· is ﬁnite, for some k  0 we have
Ap,q = Ap,qk and we are done. By switching the roles of F
· and F¯ ·, we see that we
also get the isomorphisms A¯p,q → Gr·(W·)p,q. 
We still need another lemma in order to prove that the category of mixed Hodge
structures is abelian.
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II.14. Lemma. If (A, F ·, F¯ ·,W·) is a mixed Hodge structure, we have
Wm =
⊕
p+q≤m
Ap,q =
⊕
p+q≤m
A¯p,q,
F p =
⊕
i≥p
Ai,j
and
F¯ q =
⊕
j≥q
A¯j,i.
Proof. According to the last lemma, it is obvious that for any m we get
Wm = Wm−1 +
∑
p+q=m
Ap,q.
The sum
∑
p+q=mA
p,q is direct since it is the image of the direct sum⊕
p+q=mGr·(W·)
p,q in a map which is an isomorphism already on the components.
Now to show that the sum is direct, ﬁrst note that since Wm−1 → 0 in the map of
the previous lemma, we have Ap,q ∩Wm−1 = 0. Hence,
Wm = Wm−1 ⊕
⊕
p+q=m
Ap,q
which, by induction, implies the ﬁrst property of the lemma and also veriﬁes that
A =
⊕
Ap,q.
Again, we assume that the base category is some elementary category like the
category of ﬁnite dimensional vector spaces. It is clear that
⊕
p≥iA
p,q ⊂ F iA.
Conversely, let x ∈ F iA and assume that m is the smallest number such that
x ∈ Wm. Now let x¯ = x¯i + x¯i+1 + . . . ∈
⊕
p≥i F
pGrm(W·) where xp ∈ Ap,q ⊂ F pA
for all p ≥ i. Then
x− xi − xi+1 − . . . ∈ Wm−1 ⊕
⊕
p≥i,p+q≥m
Ap,q
and by induction on m we see that F iA =
⊕
p≥iA
p,q.
Finally, this all works for F¯ · and A¯p,q’s if we just switch F · and F¯ ·. 
Now we can conclude the strict compatibility condition of morphisms of mixed
Hodge structures.
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II.15. Theorem. Let A be an abelian category and MHSA the respective
category of mixed Hodge structures. Then the morphisms in the category MHSA
are strictly compatible with the ﬁltrations of its objects. Moreover, MHSA is an
abelian category.
Proof. Let A,B ∈ A be some objects and f : A → B be a morphism between
mixed Hodge structures A and B. We are using the same notation as before,
namely that
Ap,q = (F pA ∩Wp+qA) ∩ (F¯ qA ∩Wp+qA+
∞∑
i=1
F¯ q−iA ∩Wp+q−1−iA)
and for Bp,q in the same manner. Then because f preserves the ﬁltrations, we see
that f(Ap,q) ⊂ Bp,q for all p and q. Now let y = f(x) ∈ Im f ∩ WmB for some
m ∈ Z. Then x =∑p,q xp,q and
y =
∑
p,q
f(xp,q) ∈
⊕
p+q≤m
Bp,q.
Then for all p + q > m we have f(xp,q) = 0 and thus
y = f(x−
∑
p+q>m
xp,q) ∈ f(WmA).
Exactly the same reasoning works for F and F¯ too.
Now we can deﬁne kernels and cokernels as they are in the underlying abelian
category equipped with the induced ﬁltrations. Then the images and coimages
coincide because they and the corresponding ﬁltrations coincide in the category A.
All we have to do is to show that these induced ﬁltrations agree. We won’t verify
all the details here since we will later concentrate only in the case when we can
express the category of mixed Hodge structures as a category of ﬁnite-dimensional
representations and then it is clear that we will get an abelian category. 
5. Category of mixed Hodge structures over a tensor category
Assuming that the abelian category A has a tensor structure we deﬁne a tensor
product of two mixed Hodge structures (A1, F
·
1, F¯
·
1, (W1)·) and (A2, F
·
2, F¯
·
2, (W2)·)
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to be an object A = A1 ⊗ A2 together with the ﬁltrations
Wi =
∑
k+l=i
(W1)k ⊗ (W2)l,
and
F i =
∑
k+l=i
F k1 ⊗ F l2,
and for F¯ respectively.
Let us verify that these ﬁltrations give a mixed Hodge structure on A1 ⊗ A2.
First, we notice that the double grading
Ai,j =
∑
i1+i2=i
∑
j1+j2=j
Ai1,j11 ⊗Ai2,j22
gives a bigrading for A such that F p =
∑
i≥pA
i,j and Wq =
∑
i+j≤q A
i,j. Respec-
tively, we can deﬁne A¯i,j to get F¯ q =
∑
j≥q A¯
i,j. Then we have decompositions
GrmW (A) = Wm/Wm−1 ∼=
⊕
p+q=m
Ap,q ∼=
⊕
p+q=m
A¯p,q
and we see that in these decomposition,
(F i ∩Wm)/(F i ∩Wm−1) =
⊕
p+q=m,p≥i
Ap,q
and
(F¯ j ∩Wm)/(F¯ j ∩Wm−1) =
⊕
p+q=m,q≥j
A¯q,p.
On the other hand, because Ap,qi ≡ A¯q,pi mod (Wi)p+q−2, we have also Ap,q ≡ A¯q,p
mod Wp+q−2. Hence, for the induced ﬁltrations F ·GrmW (A) and F¯
·GrmW (A) we have
a direct sum decomposition
GrmW (A) = F
pGrmW (A)⊕ F¯ qGrmW (A)
for all pairs p+ q = m+ 1. Thus GrmW (A) has an induced pure Hodge structure of
weight m as it is supposed to have.
For the rest of the section we will assume that A is a rigid abelian tensor
category for a ﬁeld k. Let 1 ∈ A be the identity object for the tensor structure of
A. Then we may deﬁne a mixed Hodge structure on 1 with F i = F¯ i = Wm = 1
27
if i ≤ 0 and m ≥ 0 and F i = F¯ i = Wm = 0 for i > 0 and m < 0. Now it is
obvious that the tensor product deﬁned above gives a tensor category structure
on MHSA together with the identity object just constructed. In fact, we can
deﬁne associativity and commutativity constraints ϕ and ψ in a natural way; in
the deﬁnition of the total space and the ﬁltrations of the tensor product of two
mixed Hodge structures we only have sums of tensor products in a certain order
so it is possible to just apply the associativity and commutativity constraints of
the base category to these terms. Using these natural isomorphism we now get the
following theorem.
II.16. Theorem. Let A = Veck. Then the category MHSA is a k-linear rigid
abelian tensor category for a ﬁeld k.
Proof. Let F : MHSA → Veck be the canonical functor taking a mixed Hodge
structure (H,W,F, F¯ ) to a vector space H . The conditions i) to iv) in the theorem
(I.6) are clearly satisﬁed if we take U = 1. Now let L be a mixed Hodge structure
such that its underlying k-vector space is one dimensional. This means that for
only one pair p, q the space Grp+q(W·)p,q is non-zero and then it is one dimensional.
Therefore, in both of the bigradings Li,j and L¯i,j there is a non-zero component
only for the pair (i, j) = (p, q) and that component is one dimensional. Thus
we can take L−1 to be the unique mixed Hodge structure, whose total space is
one dimensional and whose only non-zero components in the two bigradings are
the (−p,−q)-components. Now it is clear that L ⊗ L−1 ∼= 1. This completes the
proof. 
In general, for a rigid abelian tensor category A we may also deﬁne a candidate
for an inner Hom in MHSA to be the object HomA(A,A′) ∈ A together with the
ﬁltrations
WkHomMHSA(A,A′) = {f : A → A′ | f(Wn) ⊂ W ′n+2k for all n ∈ Z},
F iHomA(A,A′) = {f : A → A′ | f(F n) ⊂ (F ′)n+i for all n ∈ Z},
and similarly for F¯ . It is easy to see that in the case of the last theorem, this has
to be the inner homomorphism object in MHSk := MHSVeck . This gives us some
hope of getting a rigid tensor category which would make it possible to use the
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Tannakian method for treating the category of mixed Hodge structures in general
over any rigid abelian tensor category.
CHAPTER III
Tannakian structure of the category of mixed Hodge
structures
In this chapter, we will realize the category of mixed Hodge structures as a
category of ﬁnite-dimensional representations of an aﬃne group scheme (up to an
equivalence of categories). This construction is important, because we will be able
to use it to show some non-trivial properties of the category MHSk = MHSVeck
for k = R or C. Throughout this thesis, by real vector spaces forming the category
VecR, we mean complex vector spaces provided with a real form, i.e., a complex
conjugation.
1. Pure Hodge structures on vector spaces as representations of S
To give a simple example, we’ll start with the pure Hodge structures over C,
i.e., mixed Hodge structures A where the induced Ap,q and A¯q,p-bigradings agree.
Hence, a pure Hodge structure over C is a bigraded vector space A = ⊕p,qAp,q
and morphisms between pure Hodge structures are just linear maps preserving the
bigradings. In other words, it can be written as a ﬁnite direct sum of pure Hodge
structures of weight n, A = ⊕nAn, where n ∈ Z. This category has the ﬁbre
functor
ω : (An) → ⊕nAn
and it is easy to see that by the theorem (I.6) this category is neutral Tannakian
over C = End(1).
Let (A,Ap,q) be a pure Hodge structure. Now for each n there are the Hodge
ﬁltrations F ·n and F¯
·
n for An. Then if each An is given a real structure, i.e. has
a complex conjugation, the structure given by the ﬁltrations is called a pure real
Hodge structure if F¯ pn is the complex conjugate of F
p
n for all n, p. This is equivalent
to saying that for the corresponding bigraded vector space Ap,q is the complex
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conjugate of Aq,p. Also the category of pure real Hodge structures is neutral Tan-
nakian over R = End(1), where the morphisms are linear maps deﬁned over R and
preserving the bigradings.
The construction is sketched by J. P. Milne in [15, Chapter 2] and we will now
follow this sketch. Let S be the torus group S(R) = C× over R and its complex
points form the group S(C) = C××C×. This group is abelian so its representations
split to one-dimensional subrepresentations. The real points can be embedded to
the complex group by the inclusion
S(R) ↪→ S(C), z → (z, z¯).
We also equip the group S with the weight homomorphism w : Gm → S where
w(R) : Gm(R) = R
× → S(R) = C×, z → z−1.
Now given an algebraic representation ρ of S on a complex vector space V , we
get the bigrading of V as the sum of subrepresentations
V p,q = {v ∈ V | ρ(z1, z2)v = z−p1 z−q2 v}.
The weight components can be given by
Vn = {v ∈ V | wρ(z) = zn · v}.
Note that if the space V has a real form VR such that V = VR ⊗R C and the
representation ρ preserves this real form, i.e., is a real representation, then the
bigradings above give actually a pure real Hodge structure.
It is an elementary fact that the category of these representations over R or
(resp. C) is equivalent to the category of pure real (resp. complex) Hodge struc-
tures. If we start with a pure Hodge structure on a vector space V , the previous
construction immediately shows, which representation of S the structure corre-
sponds to. On the other hand, it is clear that the functors from representations
of S to pure Hodge structures and the inverse functors preserve the morphisms in
these categories and that the compositions of these functors are isomorphic to the
identity functors.
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2. Proalgebraic group for a mixed Hodge structure on a vector space
In this section, our aim is to generalize the construction from the previous
section to the larger category of all (not necessarily pure) mixed Hodge structures
over C (or R). This will be done in two parts. In the ﬁrst part, we will show that
a category, whose objects are vector spaces equipped with some special structure,
is equivalent to the category of representations of a certain pro-algebraic group.
In the second part, we will show that these extra structures correspond to mixed
Hodge structures so that the category of representations we acquired is actually
equivalent to the category MHSC (resp. MHSR).
III.1. Deﬁnition. Let us deﬁne the category MHS ′
C
(or MHS ′
R
in the real
case) to be the category, whose objects are ﬁnite dimensional complex vector spaces
V (in the real case we assume V to have a real form VR) with the following extra
data:
i) there is a bigrading V =
⊕
p,q V
p,q (and in the real case we require that
V p,q and V q,p are complex conjugates) and
ii) there is a unipotent automorphism t of V such that
[t− 1V ](V p,q) ⊂
⊕
p′<p,q′<q
V p
′,q′
(and where the complex conjugate of t in the real case is t−1).
The morphisms in MHS ′k are linear maps that preserve the bigradings and the
unipotent automorphisms (and are deﬁned over R in the real case).
The ﬁrst part of the structure can be realized as a representation of S as we
showed in the last section. Now we must extend this group to also give the second
part of the extra structure.
For any ﬁnite dimensional vector space V with the previous structure, the
automorphism t is unipotent so there exists an endomorphism T such that we
have t = exp(T ). The property ii) shows us that we must have
T |V p,q : V p,q →
⊕
p′<p,q′<q
V p
′,q′
32
and thus we can write the endomorphism T in the form T =
∑
i,j>0 T
i,j where for
all i, j > 0 we have
T i,j|V p,q : V p,q → V p−i,q−j.
In terms of the action of S(C) on V this means that we must have, for v ∈ V p,q,
(z1, z2) · (T i,j(v)) = z−(p−i)1 z−(q−j)2 T i,j(v).
Hence, we may conclude that we get the induced action of S(C) on T i,j by
((z1, z2) · T i,j)(v) = (z1, z2) · T i,j((z1, z2)−1v)
= z
−(p−i)
1 z
−(q−j)
2 T
i,j(zp1z
q
2v)
= zi1z
j
2T
i,j(v).
Because this doesn’t depend on the choice of the pair (p, q) nor on the choice of
v ∈ V p,q, we get the action of S(C) on T i,j by
(z1, z2) · T i,j = zi1zj2T i,j.
If we are working on the real case, namely, we have an action of Z2 on V taking
V p,q to V q,p for any pair (p, q), let us ﬁnd out how it should act on T i,j’s. Let
v ∈ V p,q be any element. Then we have t¯ = t−1, which means that T (v) = −T (v¯).
Let us call this conjugation action by ρ so we have ρ(T (v)) = −T (ρ(v)) and let
pp′,q′ be the projection map V → V p′,q′. Now we also have the relation
T i,j|V p,q = pp−i,q−j ◦ T |V p,q ,
and so we have for v ∈ V q,p
(ρ(T i,j))(v) = ρ(pp−i,q−j(T (ρ(v))))
= pq−j,p−i(ρ(T (ρ(v))))
= pq−j,p−i(−T (v))
= −T j,i(v).
Hence, we have ρ(T i,j) = −T j,i.
Conversely, for any T that can be written in the form T =
∑
i,j>0 T
i,j for T i,j
satisfying the previous properties, we see that exp(T ) satisﬁes the property ii).
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Now let us construct an aﬃne group scheme, whose ﬁnite dimensional represen-
tations correspond to the structures described above. Let un be the nilpotent Lie
algebra over C, whose generators are the expressions T i,j for i, j > 0 and i+ j ≤ n
and we deﬁne deg T i,j = i+ j. We assume that all the elements of degree greater
than n vanish. If we are working on the real case, we give it the real form by
T¯ i,j = −T j,i. Let Un be the simply connected algebraic group, whose Lie algebra
is un and let
Gn = Un  S
be the semidirect product, where the action of S corresponds to the action
(z1, z2) · T i,j = zi1zj2T i,j.
These groups form an inverse system. Now let us deﬁne the aﬃne group scheme
G as an inverse limit
G = lim←−Gn.
III.2. Remark. It is easy to describe the structure of the Lie algebra of each
Gn. Namely, the group S(C) has the Lie algebra C×C, where the bracket vanishes
for every two elements of C×C. Now there is a unique way to make it act on T i,j’s
corresponding to the action of S(C). The action is explicitly given by the formula
[(λ, μ), T i,j] = (iλ+ jμ)T i,j.
III.3. Lemma. There is an equivalence of categories between Repk(G) and
MHS ′k, where k = R or k = C.
Proof. Consider a ﬁnite dimensional representation G → GL(V ). Because
there is an imbedding S ↪→ G, we get a bigrading of V satisfying the fact that V p,q’s
are non-zero only for a ﬁnite number of pairs (p, q). Hence, there is some n so that
the Lie-brackets of the endomorphisms T i,j that have degree greater than n are all
zero. The corresponding automorphisms exp(T i,j) of these expressions generate the
group G(C) with S(C)-coeﬃcients, since the elements of the pro-algebraic group
G can be expressed as compatible sequences of the elements of Gi’s and in each
ﬁnite-dimensional representation, the elements of G corresponding to elements of
gi’s of degree at least n map to the identity for n  0. Therefore, V is already a
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representation of Gn for some n  0. In this case we get the structure of (V, V p,q, t)
by just taking t = exp(
∑
i,j>0,i+j≤n T
i,j).
Conversely, for any such structure (V, V p,q, t) it is clear that there exists a
representation of G corresponding to this structure. Namely, let us choose n so
that for any two pairs (i, j) and (k, l) such that i < k, j < l and k+ l− (i+ j) ≥ n,
we have V i,j = 0 or V k,l = 0. The exponent map is then a polynomial of degree at
most n and it has an inverse polynomial so we have a one-to-one correspondence
between the representations of Gn and gn. Therefore we get a representation
Gn → GL(V ) from the corresponding representation gn → gl(V ) sending T i,j to
the component of t sending V p,q to V p−i,q−j for each pair (p, q). This representation
can be extended to a representation of G on V by just sending all the elements
corresponding to the elements of gi’s of degree ≥ n to 1 in the representation.
Since both of the constructions above are natural, they induce functors
Repk(G) → MHS ′k and MHS ′k → Repk(G).
The compositions of these functors in both orders are obviously the identity func-
tors. Therefore they amount to an equivalence of categories, which is, in fact, an
isomorphism. 
We have now shown that there is a one-to-one correspondence between the ﬁnite
dimensional representations of G over k and the objects of the category MHS ′k for
both k = R and k = C. Next, we will show that these representations correspond
to the mixed Hodge structures.
III.4. Theorem. Let k = R or C. The category MHSk is equivalent to the
category MHS ′k. Therefore, we have equivalences of categories
MHSk ∼= MHS ′k ∼= Repk(lim←−Un  S).
Proof. We start by deﬁning a functor H : MHS ′k → MHSk such that it
maps H(V, V p,q, t) = (V, F, F¯ ,W ), where
Wn =
⊕
p+q≤n
V p,q,
F i = t(
⊕
p≥i
V p,q), and
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F¯ j = t−1(
⊕
q≥j
V p,q).
Now H is indeed a functor, since if we have a map in the category MHS ′k, the
linear map between the underlying total vector spaces preserves these ﬁltrations
and is a morphism of mixed Hodge structures.
Note that if k = R, we have
F¯ j = t−1(
⊕
q≥j
V p,q)
= t(
⊕
q≥j
V¯ p,q)
= t(
⊕
q≥j
V q,p) = F j
and trivially Wn = Wn so the ﬁltrations are deﬁned over the reals.
Conversely, we deﬁne a functor G : MHSk → MHS ′k by
G(A, F, F¯ ,W ) = (Gr(W ),Gr(W )p,q, tA),
where Gr(W ) := ⊕nWn/Wn−1 has the Hodge bigrading induced by the induced
Hodge ﬁltrations on each component Wn/Wn−1 and where tA is constructed in
the following way. As we showed in the previous chapter, the vector space A
is equipped with two bigradings Ap,q and A¯p,q with the isomorphism induced by
projections ϕ : Ap,q → Grp+q(W )p,q and ϕ¯ : A¯p,q → Grp+q(W )q,p. These maps
induce isomorphisms ϕ, ϕ¯ : A → Gr(W ) and we get the following diagram⊕
p,qA
p,q = A =
⊕
p,q A¯
p,q
ϕ



 ϕ¯
		
			
			
			
			
Gr(W )
sA  Gr(W ).
Since the following lemma shows that the map sA is unipotent, we can deﬁne the
automorphism tA to be the square root of sA, namely, in a unique way such that
tA ◦ tA = sA. The next lemma also shows that now tA satisﬁes the required rule.
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III.5. Lemma. The map sA satisﬁes the property
(sA − 1Gr(W ))(Gr(W )p,q) ⊂
⊕
p′<p,q′<q
Gr(W )p
′,q′.
Proof. To prove this lemma, we have to show that for all pairs p, q and x ∈ Ap,q
we have x ∈ x′+⊕p′<p,q′<q A¯q′,p′, where x′ ∈ A¯q,p has the same class with x modulo
Wp+q−1 and conversely for x′ ∈ A¯q,p we have x′ ∈ x +
⊕
p′<p,q′<q A
p′,q′, where
x ∈ Ap,q has the same class with x′ modulo Wp+q−1. Without loss of generality, we
may assume that W0 = 0. We are now going to prove the lemma using induction.
Let p+ q = 1. Now
Ap,q = (F p ∩Wp+q) ∩ (F¯ q ∩Wp+q) = A¯q,p
and hence the induction hypothesis is true for p+ q = 1. Therefore, let us assume
that this hypothesis is true for p1 and q1 such that p1 + q1 < p + q. Furthermore,
let
x ∈ Ap,q = (F p ∩Wp+q) ∩ (F¯ q ∩Wp+q +
∞∑
i=1
F¯ q−i ∩Wp+q−1−i).
Now we know that for any numbers n′, q′ we have
F¯ q
′ ∩Wn′−1 ⊂ F¯ q′+1 ∩Wn′−1 +
⊕
p′≤n′−1−q′
A¯q
′,p′.
This can be seen from the relations of the lemma (II.14). Hence we can write Ap,q
as an intersection
Ap,q = (F p ∩Wp+q) ∩ (F¯ q ∩Wp+q + (
∞⊕
i=1
A¯q−1,p−i ⊕
∞⊕
i=1
A¯q−2,p−i ⊕ . . .)).
Now consider the element x = x′ + x1, where x′ ∈ F¯ q ∩Wp+q and where x1 lies
in the direct sum component of the previous formula. Then by writing down the
direct sum part in a diﬀerent order, we have
∞⊕
i=1
A¯q−1,p−i ⊕
∞⊕
i=1
A¯q−2,p−i ⊕ . . . =
∞⊕
i=1
A¯q−i,p−1 ⊕
∞⊕
i=1
A¯q−i,p−2 ⊕ . . . .
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Now the induction hypothesis shows that because
A¯q1,p1 ⊂ Ap1,q1 ⊕
⊕
p′<p1,q′<q1
Ap
′,q′,
and conversely
Ap1,q1 ⊂ A¯q1,p1 ⊕
⊕
p′<p1,q′<q1
A¯q
′,p′,
we have
∞⊕
i=1
A¯q−i,p−1 ⊕
∞⊕
i=1
A¯q−i,p−2 ⊕ . . . =
∞⊕
i=1
Ap−1,q−i ⊕
∞⊕
i=1
Ap−2,q−i ⊕ . . .
⊂ F p−1 ∩Wp+q−2 + F p−2 ∩Wp+q−3 + . . . .
Then
x′ = x− x1 ∈ (F¯ q ∩Wp+q) ∩ (F p ∩Wp+q + F p−1 ∩Wp+q−2 + . . .) = A¯q,p
and on the other hand x1 is in the sum of lower degree terms. This concludes the
proof of the lemma. 
The previous lemma shows that the functor G : MHSk → MHS ′k is deﬁned.
Note that for k = R we see by taking conjugates of everything that we have,
indeed, the relation t¯A = t
−1
A . Finally, we are required to show that the functors
G and H form an equivalence of categories, namely that the functors G ◦ H and
H ◦G are isomorphic to the identity functors of MHS ′k and MHSk.
Let us ﬁrst show that H ◦G : MHSk → MHSk is isomorphic to the identity
functor. Let (A, F, F¯ ,W ) be a mixed Hodge structure over k. This functor maps it
to the mixed Hodge structure (Gr(W ), F ′, F¯ ′,W ′), where W ′n =
⊕
p+q≤nGr(W )
p,q,
F ′p = t(
⊕
p′≥pGr(W )
p′,q) and F¯ ′p = t−1(
⊕
q′≥q Gr(W )
p,q′). Now consider the
isomorphism: tA ◦ ϕ : A → Gr(W ) → Gr(W ). It clearly maps the ﬁltration W to
W ′, since both ϕ and tA preserve the weight ﬁltrations and, on the other hand, it
takes F to F ′ since ϕ maps Ap,q isomorphically to Gr(W )p,q and we have
F p =
⊕
p′≥p
Ap
′,q → F ′p = t(
⊕
p′≥p
Gr(W )p
′,q).
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Furthermore, we have, by construction, the relation ϕ¯ = tA ◦ tA ◦ ϕ, so it follows
that t−1A ◦ ϕ¯ = tA ◦ ϕ. Therefore,
tA ◦ ϕ(F¯ q) = t−1A (ϕ¯(
⊕
q′≥q
A¯q
′,p)) = F¯ ′q,
so the map tA ◦ ϕ = t−1A ◦ ϕ¯ really is a morphism of mixed Hodge structures.
Since it is an isomorphism on the level of vector spaces, it is an isomorphism of
mixed Hodge structures. Because this isomorphism is naturally deﬁned, it gives
the required isomorphism between H ◦G and idMHSk .
The last part of the proof consists of showing that the other composed functor
G ◦ H : MHS ′k → MHS ′k is isomorphic to the identity functor idMHS′k . Let us
start with an object (V, V p,q, t) in the category MHS ′k. If we consider the mixed
Hodge structure H(V, V p,q, t) = (V, F, F¯ ,W ), we see that we get a bigrading such
that for any p, q and n = p + q we have
Ap,q = t(
⊕
p′≥p,q′≤n−p′
V p
′,q′)
∩ t−1(
⊕
q′≥q,p′≤n−q′
V p
′,q′ +
⊕
q′≥q−1,p′≤n−q′−2
V p
′,q′ +
⊕
q′≥q−2,p′≤n−q′−3
V p
′,q′ + . . .)
⊂ (V p,q +
⊕
p′,q′<q
V p
′,q′) ∩ (V p,q +
⊕
p′<p,q′
V p
′,q′)
= V p,q ⊕
⊕
p′<p,q′<q
V p
′,q′,
because of the properties of the map t.
Now, because in this case we have a canonical isomorphism Gr(W ) = V , the
map ϕ : Ap,q → V is just the imbedding into V p,q and this proves that the map
ϕ−1 − 1 : V → V satisﬁes the property (ϕ−1 − 1) : V p,q → ⊕p′<p,q′<qV p′,q′ and so
do the maps ϕ− 1 and ϕ¯− 1 by symmetry.
Now let us consider the commutative diagram
⊕V p,q t 
ϕ◦t

⊕p,qAp,q = ⊕A¯p,q
ϕ















 ϕ¯





t  ⊕V p,q
ϕ¯◦t−1

⊕V p,q
t2A  ⊕V p,q,
39
where tA is deﬁned by G(H(V, V
p,q, t)) = (V, V p,q, tA). Now the map ϕ◦ t : V → V
satisﬁes the property that
((ϕ ◦ t)− 1) : V p,q →
⊕
p′<p,q′<q
V p
′,q′,
but on the other hand
ϕ(t(
⊕
p′≥p,q′
V p
′,q′)) = ϕ(F p) = ϕ(
⊕
p′≥p,q′
Ap
′,q′) =
⊕
p′≥p,q′
V p
′,q′.
Therefore
((ϕ ◦ t)− 1)(V p,q) ⊂
⊕
p′<p,q′<q
V p
′,q′ ∩
⊕
p′≥p,q′
V p
′,q′ = 0,
so ϕ = t−1. By symmetry, the same argument shows that ϕ¯ = t and we get
t2A = t ◦ t = t2. Because t and tA are both unipotent and their components
V p,q → V p,q are equal, we must have t = tA. This shows that the functor G ◦H ,
in fact, equals to the identity functor of MHS ′k. 
III.6. Example. Let us consider an example, where V 0,0 = V 1,1 = C and all
the other V p,q’s vanish. There is a variety of this kind of mixed Hodge structures,
depending on the automorphism
t =
(
1 c
0 1
)
: V → V,
where x ∈ V 1,1 maps to t(x) = cx+ x ∈ V 0,0 ⊕ V 1,1. Namely, these kind of mixed
Hodge structures form a variety, which is isomorphic to C.
We will now describe this kind of a mixed Hodge structure using weight and
Hodge ﬁltrations. First, we must have
0 = W−1 ⊂ V 0,0 = C = W0 = W1 ⊂ V = C⊕ C = W2 = W3 = . . .
Using the equivalence of categories we have F 0 = F¯ 0 = V ,
F 1 = t(V 1,1) = C · (c+ 1) ⊂ V 0,0 ⊕ V 1,1,
F¯ 1 = t−1(V 1,1) = C · (−c+ 1) ⊂ V 0,0 ⊕ V 1,1,
and 0 = F 2 = F¯ 2 = . . ..
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In general, if we restrict to the case, where the only non-zero components of V
are the components V p,p, the map t corresponds to the upper triangular matrices
with only 1’s on the diagonal forming a maximal open cell of a ﬂag variety. In this
sense, the theory of mixed Hodge structures can be understood as a generalization
of the category of certain ﬁltrations of vector spaces for which there is a geometric
approach using ﬂag varieties. The category of ﬁltrations is not abelian, though,
since the morphisms are not required to be strictly compatible with the ﬁltrations
as in the case of the subcategory ofMHSk, so the coimage and image aren’t always
isomorphic to each other. That’s why we cannot apply the Tannakian method for
this category.
3. On the relation between G and the tensor automorphisms of MHSk
This section will be devoted to considering the group G in light of the general
Tannakian method described in the ﬁrst chapter. I.e., we will explain, how the
group G is related to the tensor automorphisms of the category of mixed Hodge
structures.
Let ω : MHSk → Veck be the canonical ﬁbre functor of the category of mixed
Hodge structures. As we deﬁned in the ﬁrst chapter, the tensor automorphisms
of MHSk over a k-algebra R are the elements of the group Aut⊗(ω)(R), i.e.,
the families of automorphism (λX), where λX : X ⊗k R → X ⊗k R for each
X ∈ Ob(MHSk) that satisfy certain properties. Let us look at the simplest case,
where R = k = C, so the k-points of the group G should be related to the certain
families (λX), where λX : X → X is an automorphism. By the theorem (I.7) the
tensor automorphisms correspond to the elements of the group G.
The most elementary part of this result is the correspondence between the pure
Hodge structures and the torus group. To describe this correspondence, we will
ﬁrst consider the families that preserve bigradings of the mixed Hodge structures.
Let us try to ﬁnd all of these families. Assume, we have (λX) ∈ Aut⊗(ω)(C) and
let us mean by Ci,j the mixed Hodge structure, where the (i, j)-component equals
to C and other components vanish. Assume that we have λC1,0 : x → μx and
λC0,1 : x → νx. Then, because
Ci,j = (⊗ik=1C1,0)⊗ (⊗jk=1C0,1)
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we have λCi,j : x → μiνjx. Therefore, we see that the group of the tensor automor-
phisms over C preserving the bigradings form the group S(C).
On the other hand, using the equivalence of the categories MHS ′k and MHSk,
we can associate to each mixed Hodge structure (V, F, F¯ ,W ) an automorphism tV ,
which is preserved by the G-equivariant maps between vector spaces (the mor-
phisms of mixed Hodge structures). Because of the properties of the map tV , it is
easy to see that (tX)X∈Ob(MHSk) is a tensor automorphism of MHSk.
Finally, it is also possible to relate the endomorphisms T i,j to the tensor au-
tomorphisms using the tensor properties of mixed Hodge structures, but will skip
that part of the discussion.
CHAPTER IV
Ext-functors in the category of mixed Hodge structures
In the previous chapter, we showed that the category of mixed Hodge structures
over the ﬁeld R or C is equivalent to the category of representations of an aﬃne
group scheme G. Now we will use this equivalence to calculate the Ext1-groups in
the category of mixed Hodge structures.
For a general category C, we deﬁne the Ext-groups in the following way.
IV.1. Deﬁnition. Let C be a category and X, Y ∈ Ob(C). Then
ExtiC(X, Y ) = HomD(C)(X, Y [i]),
where D(C) is the unbounded derived category of C.
From this deﬁnition, there is no obvious way to actually calculate the Ext-
groups. However, there is a method for making these calculations using so-called
extensions. The case of Ext1 is the simplest and we will now describe the method
in this case.
In a general abelian category C we can construct the Ext1-groups in the fol-
lowing way. We ﬁrst consider the set of short exact sequences in the category C.
Now we can deﬁne a morphism of two short exact sequences to be a morphism
ϕ : A → B that satisﬁes a commutative diagram
0  A1 
idA1

A 
ϕ

A2 
idA2

0
0  A1  B  A2  0.
The group Ext1C(A2, A1) is the group of isomorphism classes of the sequences
0 → A1 → A → A2 → 0.
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The identity of this group is the class of the canonical sequence
0 → A1 → A1 ⊕ A2 → A2 → 0
and the sum is given by the so-called Baer sum. The Baer sum of two exact
sequences
0  A1
f1  A
g1  A2  0
and
0  A1
f2  B
g2  A2  0
is constructed by taking the ﬁbre product of the maps g1 and g2 and quoting it by
the image of the map (−f1, f2). Then there exists a canonical short exact sequence
0 → A1 → C → A2 → 0,
where the isomorphism class of the extension C is the sum of the classes of A and
B in Ext1C(A2, A1).
1. Ext1 in the category MHSk
We will next use the method described above to construct the Ext1-groups in
the category of mixed Hodge structures over R or C. Let k = R (or C) throughout
the section and let Veck be the category of real (resp. complex) vector spaces.
Let A1 and A2 be two real (resp. complex) mixed Hodge structures with Ai =
(Ai, A
p,q
i , ti).
First, there exist a natural map Hom<0,<0Veck (A2, A1) → Ext1MHSk deﬁned as fol-
lows. Let s : A2 → A1 be a map of vector spaces such that we have s(Ap,q2 ) ⊂⊕
p′<p,q′<q A
p′,q′
1 for all pairs (p, q). Then we can construct a canonical short exact
sequence
0 → A1 → A1 ⊕A2 → A2 → 0,
where the maps are just the canonical inclusion and projection, and where we equip
the bigraded vector space A1⊕A2 with a unipotent automorphism t1+ t2+s. Now
the class of this short exact sequence in the group Ext1MHSk(A2, A1) will be the
image of s in the map.
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Now, let’s show that this map is an epimorphism. To show that it is a surjection,
note that if
0 → A1 → A → A2 → 0,
where A = (A,Ap,q, t), is a short exact sequence in the categoryMHSk, it splits in
the category of bigraded vector spaces, which is simple. Then we have A = A1⊕A2
as a bigraded vector space and tA can be written as a sum tA = t1+ t2+ t
′
A, where
t1 and t2 are the canonical extensions by 0 of the original maps to the direct sum,
and t′A : A2 → A1. Since we know that
t− 1 : Ap,q →
⊕
p′<p,q′<q
Ap
′,q′,
we must have t′A : A
p,q
2 →
⊕
p′<p,q′<q A
p′,q′
1 for all p, q. Now we obviously have an
isomorphims of the two short exact sequences
0 → A1 → A → A2 → 0
and
0 → A1 → (A1 ⊕ A2, t1 + t2 + t′A) → A2 → 0.
Hence, the map is a surjection.
Now there remains to show that this map is a homomorphism. We need to
construct explicitly the Baer sums in Ext1MHSk .
IV.2. Proposition. Let 0 → A1 → A → A2 → 0 and 0 → A1 → B → A2 → 0
be short exact sequences in the category MHSk, where we have A = (A,Ap,q, tA),
B = (B,Bp,q, tB), A = B = A1 ⊕ A2 as bigraded vector spaces, and assume that
tA = t1 + t2 + t
′
A and tB = t1 + t2 + t
′
B. Then the Baer sum of the extensions
corresponding to the short exact sequences is represented by the sequence
0 → A1 → (A1 ⊕ A2, t1 + t2 + (t′A + t′B)) → A2 → 0.
Proof. The ﬁbre product of A and B over A2 is given by
A×A2 B = ((A1 × A1)⊕A2, (t1 × t1) + t2 ⊕ (t′A × t′B)),
45
where
((A1 ×A1)⊕A2)p,q =
⊕
p1+p2+p3=p,q1+q2+q3=q
(Ap1,q11 × Ap2,q21 )⊕ Ap3,q32 ,
and (t′A, t
′
B) : A2 → A1 × A1 is the map with components t′A and t′B. Now taking
the quotient of this ﬁbre product by
Δ = {(−a, a) + 0 | a ∈ A1} ⊂ A×A2 B,
we obviously get
A×A2 B/Δ = (A1 ⊕ A2, t1 + t2 + (t′A + t′B))
and the Baer sum of the classes of two short exact sequences has a representative
0 → A1 → (A1 ⊕ A2, t1 + t2 + (t′A + t′B)) → A2 → 0.

This proposition immediately shows that the sequence
Hom<0,<0Veck (A2, A1) → Ext1MHSk(A2, A1) → 0
is an exact sequence of abelian groups.
Now consider the kernel of this map. Let s ∈ Hom<0,<0Veck (A2, A1) be in the
kernel. Let A = (A1⊕A2, t1+ t2+s), so there exists an isomorphism of short exact
sequences
(IV.1) 0  A1 
id

(A1 ⊕ A2, (t1 ⊕ t2) + s) 
∼= (idA1 ⊕ idA2 )+f

A2 
id

0
0  A1  (A1 ⊕ A2, t1 ⊕ t2)  A2  0,
where f : A2 → A1 is a homomorphism of bidegree (0, 0). The map (idA1 ⊕ idA2)+f
is supposed to be an isomorphism of mixed Hodge structures, so we must have
(t1 ⊕ t2) ◦ ((idA1 ⊕ idA2) + f) = (idA1 ⊕ idA2) ◦ ((t1 ⊕ t2) + s).
Hence s = t1 ◦ f − f ◦ t2. Therefore, the kernel is contained in the image of the
map
Hom0,0Veck(A2, A1) → Hom<0,<0Veck (A2, A1), f → t1 ◦ f − f ◦ t2.
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Conversely, for every f ∈ Hom0,0Veck(A2, A1) the diagram (IV.1) gives an equality
between the classes of the trivial sequence
0 → A1 → A1 ⊕ A2 → A2 → 0
and
0 → A1 → (A1 ⊕A2, t1 + t2 + (t1 ◦ f − f ◦ t2)) → A2 → 0.
This shows that we have an exact sequence
Hom0,0Veck(A2, A1) → Hom
<0,<0
Veck (A2, A1) → Ext1MHSk(A2, A1) → 0.
Finally,
Ker(Hom0,0Veck(A2, A1) → Hom
<0,<0
Veck (A2, A1))
= {f ∈ Hom0,0Veck(A2, A1) | t1 ◦ f = f ◦ t2.}
Hence, the condition for a (0, 0)-homomorphism f to be in the kernel is exactly
that it has to be a morphism of mixed Hodge structures. Therefore, we conclude
the following theorem.
IV.3. Theorem. Let k = R or k = C and let (A1, t1), (A2, t2) ∈ MHSk be
two mixed Hodge structures. Then there exists a natural exact sequence
0 → HomMHSk(A2, A1) → Hom0,0Veck(A2, A1) → Hom<0,<0Veck (A2, A1)
→ Ext1MHSk(A2, A1) → 0,
where the second map takes f → t1 ◦ f − f ◦ t2 and the third map takes
s → [0 → A1 → (A1 ⊕A2, t1 + t2 + s) → A2 → 0].
IV.4. Example. Let us consider the example we already described in the
previous chapter. Assume we have V 0,0 = V 1,1 = C and all the other V p,q’s vanish.
As we saw, there is a variety of this kind of automorphism
t : x → cx+ x ∈ V 0,0 ⊕ V 1,1.
The ﬁltrations of this mixed Hodge structure are
0 = W−1 ⊂ V 0,0 = C = W0 = W1 ⊂ V = C⊕ C = W2 = W3 = . . . ,
F 1 = t(V 1,1) = C · (c+ 1) ⊂ V 0,0 ⊕ V 1,1,
47
F¯ 1 = t−1(V 1,1) = C · (−c+ 1) ⊂ V 0,0 ⊕ V 1,1,
F 0 = F¯ 0 = V , and 0 = F 2 = F¯ 2 = . . ..
Now let V0 be the pure Hodge structure of weight 0 with the only non-zero
component being the (0, 0)-component and consider the possible extensions of V
by V0. We have
Hom<0,<0(V, V0) = HomVecC(V
1,1, V 0,00 ) = C,
Hom0,0Veck(V, V0) = HomVecC(V
0,0, V 0,00 ) = C,
and
HomMHSk(V, V0) = HomVecC(V
0,0, V 0,00 )
such that the canonical map ϕ in the diagram
HomMHSk(V, V0)
ϕ

∼=

Hom0,0Veck(V, V0)
ψ

id

 Hom<0,<0(V, V0)
id

HomVecC(V
0,0, V 0,00 )
id  HomVecC(V
0,0, V 0,00 )
0  HomVecC(V
1,1, V 0,00 )
is an isomorphism. Hence, we have to have
Ker(Hom<0,<0(V, V0) → Ext1MHSC(V, V0)) = Im(ψ) = 0
and
Ext1MHSC(V, V0)
∼= Hom<0,<0(V, V0) = C.
This is the simplest possible example of mixed Hodge structures over C with non-
trivial extensions. In fact, the extension V ′ of V by V0 will have V ′0,0 = C2 and
V ′1,1 = C so the extension has
tV ′ : V
′1,1 → V ′1,1 ⊕ V 0,0 ⊕ V 0,00 , x → x+ cx+ dx
and the extension depends on the number d ∈ C.
IV.5. Example. There is a nice analytic example illustrating the usefulness
of these considerations originating from the theory of the periods of hypersurfaces
in a projective space studied by Griﬃths. It is described by Shimizu and Ueno
in the beginning of section 3.3.1 in [18]. They assume that X is a non-singular
projective algebraic variety with a non-singular subvariety D and consider the long
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exact sequence for the pair (X,D):
Hk−1(D,Z) → Hkc (X \D,Z) → Hk(X,Z) → Hk(D,Z),
where Hk−1(D,Z) has a pure Hodge structure of weight k − 1 and therefore the
cohomology with compact supports Hkc (X \D,Z) is an extension of a pure Hodge
structure of weight k by a pure Hodge structure of weight k− 1. However, in non-
trivial cases, this extension is not a pure Hodge structure of a certain weight and
we need to extend the category of pure Hodge structures to the category of mixed
Hodge structures to ﬁgure out the extension. In this thesis, we have restricted
to the case, where the coeﬃcients are in R or in C and forgotten the underlying
Z-lattices.
Let us consider the following example. Let us assume that X is the one-
dimensional complex torus deﬁned over R, i.e., an elliptic curve and let D be a
point deﬁned over R on it. Then the de Rham cohomology satisﬁes
H1(X,C) = H0,1(X,C)⊕H1,0(X,C) = C⊕ C
and H0(D,C) = H0,0(D,C) so the group H1c (X \D,C) is an extension
0 → H0,0(D,C) → H1c (X \D,C) → H0,1(X,C)⊕H1,0(X,C) → 0
or in other words [H1c (X \ D,C)] ∈ Ext1MHSR(H1(X,C), H0(D,C)). By the pre-
vious theorem, we see that Ext1MHSR(H
1(X,C), H0(D,C)) = 0, since the group
Hom0,0VecR(H
1(X,C), H0(D,C)) vanishes and there is an isomorphism
Ext1MHSR(H
1(X,C), H0(D,C)) ∼= Hom<0,<0VecR (H1(X,C), H0(D,C)) = 0.
Therefore, we conclude that the extension H1c (X \D,C) has a bigrading so that it
is one-dimensional in degrees (0, 0), (1, 0) and (0, 1) and zero otherwise. Also, the
structure automorphism tH1c (X\D,C) is the identity. In fact, in this simplest possible
situation, the diﬀerence between the weights of the two pure Hodge structures
is only one, so that the extension of them is always a direct sum of two pure
Hodge structures over C. Actually, every mixed Hodge structure, whose length
of the weight ﬁltration is less than or equal to 2, is a direct sum of pure Hodge
structures.
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On the other hand, Deligne has shown that the cohomology group Hw(X,Z)
carries a mixed Hodge structure depending functorially on X for any quasi-projec-
tive algebraic variety, even any scheme of ﬁnite type over C [6, 7]. For a smooth
quasi-projective C-scheme this is done for example by Bertin and Peters [5, pp.
180–182]. This illustrates the fact that to consider the cohomology of non-compact
or singular varieties, we need to consider extensions of Hodge structures. In the
similar manner as above, the group Hkc (X \ D,C) is an extension of two mixed
Hodge structures. One could now apply the theory of the extensions in MHSk to
study what kind of possibilities the extension has.
2. Higher Ext-groups in the category MHSk
The following theorem is proven by A. A. Beilinson [1].
IV.6. Theorem. Let R ⊂ R be a subring such that R ⊗Z Q is a ﬁeld (or a
PID). Then
ExtiMHS(A,B) = Ext
i
R−mod(⊕p,qAp,q,⊕p,qBp,q)
for all mixed Hodge structures A and B and for all i > 1. In particular, if R is a
ﬁeld, ExtiMHS = 0 for i > 1.
Beilinson’s proof is based on using certain diagrams that are later called Hodge-
Beilinson complexes of R-modules (for mixed Hodge R-structures). Using these
complexes, he calculates the right derived functor
RHom : D−(MHSR)0 ×D+(MHSR) → D+(MHSR)
in the derived category of mixed Hodge R-structures. Beilinson shows that for
complexes of mixed Hodge structures A· and B· the canonical mapping
(RHom(A·, B·))R → RHomR−mod(A·R, B·R)
is a quasi-isomorphism, where the notation VR refers to the underlying R-module
of a mixed Hodge structure V . In particular,
H i(RHom(A·, B·)R) = ExtiR−mod(AR, BR).
In our case R = R or C and we can prove the theorem using more elementary
homological algebra and Yoneda extensions.
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An acyclic complex
(IV.2) K˜ : 0 → B = K−i → K−i+1 → . . . → K1 = A → 0
induces a left roof
K˜
s



 f





A[0] B[i],
where s is a quasi-isomorphism with the canonical choices for s0 : K0 → A and
f−i = idB : B → B and thus determines a morphism A[0] → B[i] in the de-
rived category. In fact, any element of Exti(A,B) = Hom(A[0], B[i]) arises in this
form [10, Theorem III.5.5] and a composition of them (i.e. the product of two
extensions) corresponds to the composed complex of two complexes of this type K˜
between Y and X, and L˜ between Z and Y , and it is of the form
. . . → 0 → Z = L−j → . . . → L0 → K−i+1 → . . . → K1 = X → 0 → . . . ,
where the map in the middle is the composite morphism
L0 → L1 = Y = K−i → K−i+1.
Furthermore, two complexes K˜1 and K˜2 of the form (IV.2) represent the same
element of Exti(A,B) if and only if there exists a third acyclic complex K˜ of this
form and morphisms of complexes K˜ → K˜1 and K˜ → K˜2.
IV.7. Theorem. Let k = R or = C and A,B be some mixed Hodge structures
over k. Then we have
ExtiMHSk(A,B) = 0
for all i > 1. The homological dimension of MHSk is thus less than or equal to 1.
Proof. We are ﬁrst going to prove that for two mixed (real or complex) Hodge
structures A and B we have Ext2MHSk(A,B) = 0. Given an acyclic complex
0 → B → K−1 → K0 → A → 0
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we will show that it is equivalent to the complex
0  B
1B  B
0  A
1A  A  0.
We know that the complex K˜ is of the form
0 → B → B ⊕K → A⊕K → A → 0,
where the map in the middle is 0 + idK , as a complex of bigraded vector spaces
and the only unknown structures are the maps tB⊕K ◦ iK : K → B ⊕ K and
tA⊕K ◦ iA : A → A ⊕ K. This is because for B ⊕ K, we know that the inclusion
B → B⊕K is a morphism of mixed Hodge structures, and therefore tB⊕K |B⊕0 = tB.
In the same manner we see that because the map B ⊕K → A⊕K is a morphism
of mixed Hodge structures and splits to a composition in the category of vector
spaces of the form
iK ◦ pK : B ⊕K → K ↪→ A⊕K,
we have the formula
tA⊕K |0⊕K = iK ◦ pK ◦ tB⊕K |0⊕K .
Therefore, we have tA⊕K |0⊕K : 0 ⊕K → 0 ⊕K and it is fully determined by the
map tB⊕K .
Let us consider the mixed Hodge structure B ⊕MHS (B ⊕K), where the ﬁrst
direct sum is taken in the category of mixed Hodge structures and the mixed Hodge
structure A⊕ (B ⊕K), where we have a non-trivial component A → (B ⊕K) of
tA⊕(B⊕K) corresponding to the corresponding component of the map tA⊕K . In fact,
the automorphism can be written in the form
tA⊕(B⊕K) =
⎛
⎜⎝ tA 0 00 tB pB ◦ tB⊕K ◦ iK
pK ◦ tA⊕K ◦ iA 0 pK ◦ tB⊕K ◦ iK
⎞
⎟⎠
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as a matrix. Now we get the following diagram:
B
1B  B ⊕ 0 0  A⊕ 0 1A  A
B
1B

1B

1B⊕(1B⊕0) B ⊕MHS (B ⊕K)
1B⊕0

0⊕1B⊕K 
0+(1B⊕K )

A⊕ (B ⊕K)
1A⊕0

1A 
1A⊕(0+1K )

A
1A

1A

B  B ⊕K 0⊕1K  A⊕K  A.
It is a trivial task to check out that all of the maps in the diagram are actually
morphisms in the category of mixed Hodge structures. Indeed, the compatibility
of the map A⊕ (B ⊕K) → A⊕K follows from the fact that
iK,A⊕K ◦ pK ◦ tB⊕K ◦ iK = tA⊕K ◦ iK,A⊕K.
The sequence in the middle clearly yields a Yoneda extension of degree 2 and the
whole diagram commutes. Hence, the diagram fulﬁlls the suﬃcient condition guar-
anteeing that the morphism A → B[2] corresponding to the complex K˜ is, indeed,
equivalent to the 0-morphism. Therefore, we conclude that Ext2MHSk(A,B) = 0.
Now we need to generalize this result for all ExtiMHSk ’s, i > 1. But this is clear,
since if we consider for i > 2 an acyclic complex
0 → B = K−i → . . . → K1 = A → 0
it is a composition of the complexes
0 → B = K−i → K−i+1 → K−i+2 → Ker(K−i+3 → K−i+4) → 0
and
0 → Ker(K−i+3 → K−i+4) → K−i+3 → . . . → K1 = A → 0.
Because the ﬁrst complex now corresponds to 0 in the extension group
Ext2MHSk(Ker(K
−i+3 → K−i+4), B),
the composition of the two complexes in ExtiMHSk(A,B) corresponding to the
initial complex vanishes. Therefore ExtiMHSk(A,B) = 0 for all i > 1 and A,B
mixed real or complex Hodge structures. 
References
1 Beilinson, A. A. (1986): Notes on absolute Hodge cohomology, in Contemporary Math 55,
35–86.
2 Carlson, J. A. (1980): Extensions of mixed Hodge structures, in Journe´s de Ge´ometrie
Alge´brique d’ Angers 1979, Sijthoﬀ & Nordhoﬀ, Alphen aan den Rijn, Germantown, 107–127.
3 Clemens, C. H.: (1977) Degeneration of Ka¨hler manifolds, in Duke Math. J. 44, 215–290.
4 Cheeger, J., Goresky, M., & MacPherson, R. (1982): L2-cohomology and intersection
homology of singular algebraic varieties, in Ann. Math. Studies 102, Princeton University
Press, Princeton.
5 Bertin, J. & Peters, C. (2002): Variation of Hodge structure, Calabi-Yau Manifolds and
Mirror Symmetry, in Introduction to Hodge Theory, by Bertin, J., Demailly, J.-P., Illusie,
L., and Peters, C. SMF/AMS Texts and Monographs, volume 8, American Mathematical
Society.
6 Deligne, P. (1971): The´orie de Hodge: II, Inst. Hautes E´tudes Sci. Publ. Math. No. 40.
7 Deligne, P. (1974): The´orie de Hodge: III, Inst. Hautes E´tudes Sci. Publ. Math. No. 44.
8 Deligne, P. & Milne, J. P. (1982): Tannakian Categories, in Hodge Cycles, Motives, and
Shimura Varieties by Deligne, P., Milne, J.S., Ogus, A., & Shih, K-Y. Lecture Notes in
Math. 900, Springer-Verlag, 101–228.
9 Gelfand, S. I. & Manin, Y. I. (1999): Homological Algebra, Springer, Berlin.
53
54
10 Gelfand, S. I. & Manin, Y. I. (2003): Methods of Homological Algebra, Springer, Berlin.
11 Goresky, M. & MacPherson, R. (1983): Intersection homology, in Topology 19(II), Inventiones
Mathematicae 72,.
12 Griﬃths, P. & Schmid, W. (1975): Recent developments in Hodge theory: a discussion
of techniques and results, in Discrete Subgroups of Lie Groups and Applications to Moduli,
Oxford University Press, 31–127.
13 Kashiwara, M. & Schapira, P. (1990): Sheaves on Manifolds, Grundlehren Math. Wiss. 292,
Springer-Verlag.
14 Milne, J. P. (2005): Algebraic Groups and Arithmetic Groups. Lecture notes. Url:
http://www.jmilne.org/math/CourseNotes/aag.pdf , July 22nd, 2007.
15 Milne, J. P. (2005): Introduction to Shimura Varieties, in Harmonic Analysis, The Trace
Formula and Shimura Varieties, (edit.) Arthur, J., Kottwitz, R., American Mathematical
Society. Url: http://www.jmilne.org/math/Preprints/svi.pdf , July 22nd, 2007.
16 Saito, M. (1988): Modules de Hodge Polarisables, Publ. RIMS Kyoto Univ. 24.
17 Schmid, W. (1973): Variation of Hodge Structure: The Singularities of the Period Mapping,
in Inventiones Mathematicae, 22, 211–319.
18 Y. Shimizu, Y. & Ueno, K. (2001): Advances in Moduli Theory, American Mathematical
Society.
19 Steenbrink, J. (1976): Limits of Hodge structures in Inventiones Mathematicae 31.
20 Veilahti, A. (2003): Algebrallisen ka¨yra¨n Jacobin monisto (transl. The Jacobian of an algebraic
curve), Master’s thesis, Department of Mathematics, University of Helsinki.
