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ANALYSIS OF LIMITED MEMORY ESTIMATORS AND THEIR APPLICATION 
TO SPACECRAFT ATTITUDE DETERMINATION 
Edwin C .  Foudriat  
INTRODUCTION 
The concep t  o f  l imi t ed  memory has been proposed as a method by 
which t h e  i n s e n s i t i v i t y  p r o b l e m  i n  Kalman f i l t e r i n g  a p p l i c a t i o n s  
can  be  a l lev ia ted .  1 J 2 y 3 y 4  I n s e n s i t i v i t y  r e s u l t s  a f t e r  a l a rge  num- 
ber of measurements when t h e  n o i s e  d i s t u r b a n c e  t o  t h e  s ta tes  a r e  i n -  
s i g n i f i c a n t .  The e f f e c t  o f  t h e  number of measurements and s t a t e  
noise can be shown t o  b e  c o u n t e r a c t i v e ,  t h a t  i s ,  each  measurement re- 
duces  the  covar iance  mat r ix  whi le  the  e f fec t  o f  no ise  i s  t o  i n -  
c r e a s e  t h e  s t a t e  u n c e r t a i n t y  and hence the covariance matrix.  If the  
no i se  i s  i n s i g n i f i c a n t  t h e n  t h e  c o v a r i a n c e  m a t r i x ,  a f te r  a l a rge  
number of measurements becomes van i sh ing ly  sma l l  and  the  f i l t e r  be -  
comes i n s e n s i t i v e  t o  e r r o r s .  
The van i sh ing  o f  t he  cova r i ance  ma t r ix  wou ld  no t ,  i n  i t s e l f ,  
r e s u l t  i n  an unsu i t ab le  e s t ima t ion  o f  t he  s t a t e s .  However, i n  t h e  
usual ,  non-l inear ,  real-world est imat ion problem, the system modeled 
in the computer i s  gene ra l ly  s impl i f i ed  s ince  many o f  t h e  s t a t e s  
and fo rces  o f  t he  real  system neglected or approximated. The r e s u l t  
o f  t h e  i n s e n s i t i v i t y  i s  t h a t  t h e s e  n e g l e c t e d  s t a t e  and fo rces  may 
c r e a t e  e r r o r s  b e t w e e n  t h e  r e a l  and  modeled  systems  and i f  t h e  f i l t e r  
i s  in sens i t i ve ,  t hese  e r ro r s  can  exceed  the  des i r ed  e s t ima t ion  ac -  
curacy. 
The de te rmina t ion  o f  spacec ra f t  a t t i t ude  i s  an excel lent  example 
of  the insensi t ivi ty-model ing inaccuracy problem. F i r s t ,  h igh ac- 
curacy i s  desired over  long per iods of  t ime.  Second,  dis turbances 
in  the  fo rm o f  ea r th  and so lar  envi ronmenta l  to rques  are small. How- 
ever ,  these  torques  wi th  the  except ion  of  micrometeor i tes ,  should  not  
be considered random disturbances and hence, should not be modeled 
as no i se .   S ince   t he  effect  of   micrometeori tes  on spacecraf t   motion . 
i s  cons iderably  less than  o the r  t o rque  sources ,  it i s  usua l ly  neg lec t ed .  
Hence, t h e  n o i s e  d i s t u r b a n c e  t o  t h e  s ta te  a r e  n e g l i g i b l e .  F i n a l l y ,  
the  equat ions  for  the  model ing  magnet ic  f ie ld ,  aerodynamic ,  and g r a v i t y  
g r a d i e n t  t o r q u e s  are no t  exac t  r e su l t i ng  in  e r ro r s  be tween  the  r ea l -  
world spacecraft  and the computer model.  As a r e s u l t ,  t h e  a l t i t u d e  
determination problem when  Kalman es t imat ion  techniques  a re  used  is  a 
classic example o f  t h e  i n s e n s i t i v i t y  p r o b l e m  and i s  p a r t i c u l a r l y  s u i t e d  
t o  t h e  u s e  o f  l i m i t e d  memory techniques.  
The s tudy  d iscusses  the  genera l  p roblem of  s ta te  es t imat ion  and 
develops four  methods for  achieving l imited memory. These include the 
Schmidt gain l Y 2  which adds an add i t iona l  t e rm to  the  cova r i ance  we igh t -  
i ng  ma t r ix ,  t he  add i t ion  o f  no i se  effects to  the  cova r i ance  ma t r ix  (wi th -  
ou t  equ iva len t  no i se  added t o  t h e  s t a t e s ) ,  t h e  l i m i t e d  memory,maximwn 
l ike l ihood  e s t ima t ion  (M. L . E . )  c o n c e p t  o f  J a ~ w i n s k i , ~  and a non l inea r  ve r -  
s i o n  of t he  l ea s t - squa res  l imi t ed  memory concept as developed i n  Appendix I V .  
A similar  concept  f o r  l inear  sys tems was developed independently by Lee . 4 
Using a s p e c i a l  set of t ime-averaged equations5 it was found t h a t  
t h r e e  o f  t h e  l i m i t e d  memory methods were computa t iona l ly  feas ib le  
( the  M.L .E .  concept was e l imina ted )  fo r  t he  a t t i t ude  de t e rmina t ion  
problem. These were programmed f o r  computer  analysis  s o  that comparison 
between the concepts could be made.  The repor t  p resents  the  computer  
program and the comparat ive resul ts  of  the three l imited memory con- 
c e p t s  f o r  a t yp ica l  spacec ra f t  sub jec t ed  to  ea r th  env i ronmen t  to rques .  
L I ST OF SYFWOLS 
r t h  S I  it u n i t  normal vector 
e a r t h ' s  m a g n e t i c  f i e l d  v e c t o r  i n  a n g u l a r  momentum 
coord ina tes ,  gauss 
L - Lz 
Lz 
T 2; = t rans fo rmed  s ta r  vec to r  
components o f  - b 
constant  (eq.  12) 
i - b = t r a n f o r m e d   s t a r   v e c t o r  
components o f  - c 
Eu le r  ang le  t rans fo rma t ion  (angu la r  mornentun: t o  body axes) 
i j t h   t e r m  o f  E 
genera l   f unc t i on  o f  x - 
2 
ag i 
ax 
j 
Jacob ian   mat r ix  -
i j t h   t e r m  of G 
d i f f e r e n t i a l   f u n c t i o n   ( s e e  eq. I )  
measurement model equat ions  
i d e n t i t y  m a t r i x  
i n t e r v a  I of t ime f rom q t o  p 
s a t e l l i t e  o r b i t  i n c l i n a t i o n  
spacecra f t  eddy  cur ren t  damping coefficient,#-ft-sec/gauss 
e a r t h  m a g n e t i c  f i e l d  c o n s t a n t s  
Schmidt   ga in  factor ,   (eq.  9 )  
t imes  o f  occu r rance  o f  measurements 
spacecraf t   x -  and  y-body a x i s  i n e r t i a s ,  s l u g - f t  
s p a c e c r a f t  z - b o d y  a x i s  i n e r t i a ,  s l u g - f t  
spacecra f t  z -ax is  magnet ic  d ipo le  cons tan t ,  # - f t /gauss  
magnitude o f  measured s t a r  
+ I  maonitude 
number o f  s t a t e s  
2 
2 
2 
covar iance  ma t r i x  o f  x 
p r o b a b i l i t y  d e n s i t y  f u n c t i o n  o f  11 
p r o b a b i l i t y  d e n s i t v  f u n c t i o n  o f  k t h  measurement no i se  
most  recent measurement t i m e  c o n s i d e r e d  i n  I i r i t e d  memory 
system noise covar iance 
e a r l i e s t  measurement t i m e  c o n s i d e r e d  i n  I i m i t e d  memory 
measurement  no i se  covar i ance 
magn i tude of  angu I a r  momentum 
i t h  s t a r  u n i t  normal  vector 
i n e r t i a l - t o - a n g u l a r  momentum t rans fo rma t ion  
i j t h   t e r m  of T 
measured t i n e ,  s e c  
t rue  t ime ,  sec  
- 
3 
- - vx(p) H(x,k) I ,. = g r a d i e n t  of  measurement v e c t o r  
- x ( k )  
-0 
= V R"'*(k) 
= measurement n o i s e  
= d iagona l   ma t r i x  of  a d d i t i v e   n o i s e   ( s e e  eq. 33) 
= system  no ise 
= magnitude o f   compara t i ve   f unc t i on   ( see  eq. 3 2 )  
= augmented s t a t e   v e c t o r  
= i n i t i a l   ( b e f o r e   a d d i t i o n   o f   n e w l y   p r o c e s s e d   d a t a )   e s t i m a t e  
o f  s t a t e  
= improved  est imate of  s t a t e  
= measurement 
- f i p a c e c r a f t  o r b i t  p o s i t i o n  a n g l e s  r e l a t e d  
b o  e a r t h  
= d e v i a t i o n  
= n o i s e   i n  t 
= cone  angle 
' s  m a g n e t i c  f i e l d ,  de?. 
i n  x 
ime measurement,  sec. 
,. 
- 
(eq. 181, des. 
argument o f  l a t i t u d e ,  deg. 
a n g l e  d e f i n i n g  d i r e c t i o n  o f  a n a u l a r  momentuln (q. 161, deg. 
s tandard  dev ia t ion  of + I  maqni tude s ta r  
s t a n d a r d  d e v i a t i o n  o f  measured s t a r  
a n g l e  d e f i n i n g  d i r e c t i o n  of angu lar  mrnentum  (eq. 181, deq. 
s t a t e  t r a n s i t i o n  m a t r i x  
sp in  angle  (eq.  181, deg. 
precess ion  angle  (eq.  18), deg. 
l ong i tude  o f  ascend ing  node,  deo. 
s p a c e c r a f t   o r b   i t a  1 r a t e  
4 
LIMITED MEMORY SEQUENTIAL FILTER SYSTEM 
S e q u e n t i a l  F i l t e r i n g  System 
The  model f o r  t h e  dynamic system and t h e  measurement equat ions  are  
g iven by 
k = I, ..., p 
where - x = augmented s t a t e   v e c t o r  model of the  system 
- y ( k )  = measurement equat ion  
”~ - H(x) = measurement  model 
- w = system noise 
v ( k )  = measurement no i se  - 
I t   i s  assumed t h a t  t h e  n o i s e  i s  w h i t e ,  g a u s s i a n  w i t h  
I n  many a t t i t ude  de te rm ina t ion  p rob lem cases  the  add i t i ve  no i se ,  E, i s  
zero  or a t  l e a s t  t h e  nog lected torQues shout d  no) be represented as 
gauss ian whi te  no ise.  
The we igh ted  leas t -squares  so lu t ion*  fo r  an improved est imate for  
- ;C(p) g iven  an i n i t i a l   e s t i m a t e  -0 G ( p )   i s  
*See  Appendix I V  f o r  d e t a i l e d  d e r i v a t i o n .  
5 
where 
Equat ion ( 3 )  assumes t h a t  o n l y  t h e  measurements k ~ I [ q , p ]  a r e  employed, 
and  hence,  can be c l a s s i f i e d  as a l i m i t e d  memory system. 
To o b t a i n  a sequent ia l  f i I t e r  a Igor i thm, it i s  necessary t o  f o r m u l a t e  
a method f o r  i n c l u d i n g  new measurements  as they  are  taken and, i f  one i s  
t o  m a i n t a i n  a l i m i t e d  memory c o n c e p t ,  f o r  e l i m i n a t i n g  o l d  measurements. 
The most common method  uses the  s tandard  ma t r i x  i nve rs ion  lernma6j7 a lonq 
w i th  the  assumpt ion  tha t  on l y  the  new measurement i s  used t o  approximate 
t h e  e r r o r  t e r m  o f  equat ion  ( 3 ) .  The f i I t e r  f o r m u l  a adding a new measure- 
ment a t  k = p+l based upon t h e  non I inear  vers ion  by   COX,^ becomes 
+ 
As noted,  the  second summation t e r m  i n  e q u a t i o n  ( 3 )  has  been t r u n c a t e d  t o  
c o n t a i n   o n l y   t h e   l a s t   e r m .  The c o v a r i a n c e   m a t r i x ,   ( t h e   f i r s t  summation 
t e r m   i n   e q u a t i o n  ( 3 ) )  becomes 
- I  
Equat ion ( 6 )  can  be  determined from 
where P i s  " t heoye t i ca l  l y "  e v a l u a t e d  u s i n g  t h e  i n i t i a l  e s t i m a t e ,  
i 0 ( p + l  1. t n   p r a c t i c e  P i s  accumulated by subsequent appl icat ion of  
equa t ion  (7 )  and e x t r a p o l a t i o n  u s i n q  t h e  P m a t r i x  E i c c a t i  e q u a t i o n  o r  
equivalent,and hence may n o t  r e p r e s e n t  t h e  t r u e  summation inverse  as shown 
P,9 
P Jq  
6 
i n   e q u a t i o n s  (6) and ( 7 ) .  However, i n  a number of p r a c t i c a l   a p p l i c a t i o n s  
the technique used above has lead t o  a successfu l  a l though "sub-opt imal"  
non I i near f i I t e r .  
To complete the a lgor i thm the system requi res a method for  ex t rapo la -  
t i n g  t h e  e s t i m a t e  and the  cova r iance  ma t r i x  t o  t h e  new measurement p o i n t ,  
t h a t   i s ,   c a l c u l a t i n g   i o ( p + I )  and P ( p + l )   g i v e n   i o ( p )  and P (p ) .   Fo r  
the  non l i nea r  case  (aga in  an approximat ion from t h e  l i n e a r  c a s e )  t h e  
equat ions developed by Cox8  and others appear to be adequate.  They  are 
P*q  P?q 
The equat ions are based upon 
f i r s t   t e r m   i n   t h e   T a y l o r   s e r  
the probabi  I I t y   d e n s i t y   f u n c  
moment (covar iance)   are  negl  
approx imat ing  the  term,   E[g(x(p)) ]  - by t h e  
ies  expansion and  by  assuming t h a t  t e r m s  i n  
t i o n  o f  h i g h e r  o r d e r  t h a n  t h e  second centra 
i g i b l e .  The  term Q r e p r e s e n t s  t h e  r e s u l t  o 
t h e  n o i s e  w in  the  sys tem equat ions .  
Equat ions (51, ( 7 )  and ( 8 )  are   t he   non l i nea r  Kalman f i l t e r  system. 
- 
I 
f 
L im i ted  Memory Concepts 
In  genera l  t he  non l i nea r  Kalman f i l t e r  shown above  has  been  used 
s u c c e s s f u l l y   i n  a number o f   ae rospace   app l i ca t i ons .  However, when t h e  
d i s t u r b i n g  n o i s e ,  x, i s  s m a l l  o r  when the  neg lec ted  te rms  w i th in  the  model 
do n o t  have a character  which can  be readi ly  approx imated by whi te  no ise 
t h e  f i l t e r  has   g i ven   i naccu ra te   resu l t s .   Th i s   i s   ma in l y  due t o  t h e  f a c t  
t h a t  t h e  c o v a r i a n c e  m a t r i x  t e r m s  become smal l  so t h a t  t h e  f i l t e r  becomes in -  
s e n s i t i v e  t o  smal l   errors.   Concepts for  a l l e v i a t i n g  t h i s  p r o b l e m  have 
become known as I imi t e d  memory f i I t e r s .  
L i m i t e d  memory f i l t e r s  have  been s tud ied  ma in l y  by Schmidt, 
Jazwinski,3 and  Lee.4  These three concepts w i  I I be o u t 1  i n e d  i n  t h i s  
sec t i on .  
192 
The l i m i t e d  memory concept proposed by Schmidt adds a te rm t o  t h e  
equat ion  which  a t taches more weight t o  t h e  most  recent measurement. For  
t h e  s c a l a r  measurement t h e  second  term i n  e q u a t i o n  ( 8 )  becomes 
7 
where t h e  g a i n  f a c t o r  Ks i s  used t o  w e i g h t  t h e  p r e s e n t  measurement. I\!ote 
t h a t   t h e  f i r s t   t e r m   i n   t h e   b r a c k e t s   i n   e q u a t i o n  ( 9 )  i s  an a I t e r n a t e  method 
f o r  w r i t i n g  t h e  measurement w e i g h t i n g  t e r m  o f  e q u a t i o n  ( 5 ) .  
The e f f e c t  of w e i g h t i n g  f a c t o r  s c a n  be  seen  by m u l t i p l y i n g  e q u a t i o n  ( 9 )  
by V t o  g i v e  T - 
Since V 6x i s  t h e  f i r s t  t e r m  i n  t h e  T a y l o r  s e r i e s  e x p a n s i o n  o f  t h e  measure- 
ment e r ro r ,  t hen  equa t ion  ( I O )  can  be r e l a t e d  t o  t h e  amount o f  t h e  measure- 
T 
"
ment e r r o r   i n c o r p o r a t e d   i n   t h e  new est imate.   Wi th  K = I t h e   w e i g h t i n g  
i s  v e r y  l a r g e ;  w i t h  KS << I and n o t i n g  t h a t  f o r  s m a l l  c o v a r i a n c e  m a t r i x  
terms, P ? << I then   t he   we igh t i ng   on   t he   p resen t  measurement becomes 
smal I. 
S 
-T 
P,4 - 
A concep tua l l y  s im i la r  we igh t i ng  p rocedure  can  be evolved by assuming 
t h a t  s u f f i c i e n t  n o i s e  i s  added t o  t h e  c o v a r i a n c e  m a t r i x  between  measurement 
p o i n t s  p and p + I such t h a t  P ( p + l )  s a t i s f i e s   t h e   r e l a t i o n s h i p  
P19 
U s i n g  t h i s  r e l a t i o n s h i p ,  and eauat ion  ( 5 )  w i t h  t h e  a l t e r n a t e  f o r m  o f  t h e  
Kalman ga in ,  the  te rm V 6x becomes i d e n t i c a l  t o  c o n d i t i o n  i n  e q u a t i o n  ( I O )  
w i t h  KS = I. Hence,the  use o f  t h e   S c h m i d t   g a i n   c o e f f i c i e n t   i s   c o n c e p t u a l l y  
e q u i v a l e n t  t o  t h e  a d d i t i o n  o f  n o i s e  i n  t h a t  p r e s e n t  measurement i s  g i v e n  
add i t i ona l  emphas is  i n  fo rmu la t i ng  the  new es t ima te  of  t h e  s t a t e . *  
T 
"
While  the  two d i f f e r e n t  forms of l i m i t e d  memory have s i m i l a r  e f f e c t s ,  
a d i f f e r e n c e  between  them e x i s t s .  The weighted measurement us ing  KSdoes n o t  
a f f e c t  d i r e c t l y  t h e  v a l u e s  of t h e  c o v a r i a n c e  m a t r i x  i n  t h a t  t h e  w e i g h t i n g  
i s  added t o  t h e  new e s t i m a t e  e q u a t i o n  d i r e c t l y .  On t h e  o t h e r  hand t h e  
a d d i t i o n  o f  n o i s e  d i r e c t l y  t o  the  cova r iance  ma t r i x  does a f f e c t  i t s  f u t u r e  
va I ues. 
*An a l t e r n a t e  a p p r o a c h  t o  d e m o n s t r a t i n g  t h e  e f f e c t  o f  n o i s e  i s  t o  examine 
t h e  s o l u t i o n  m a t r i x  o f  t h e  R i c a t t i  d i f f e r e n t i a l  e q u a t i o n .  
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The l i m i t e d  memory concept  developed  by  Jazwinski i s  f o r m u l a t e d  from 
t h e  maximum I ike l  ihood techn ique and Bayes e ~ t i m a t i o n . ~  J a z w i n s k i 3  p r o v e s  
t h a t  
where Y i n d i c a t e s   t h e  sequence o f  measurements from m t o  n and t h e   t e r m  
o n  t h e  l e f t  i n d i c a t e s  t h e  d e n s i t y  f u n c t i o n  d e p e n d e n t  upon t h e  sequence o n l y  
and n o t  upon t h e   a p r i o r i   e s t i m a t e   P r ( x ( o ) l .  - Hence C2 = f ( x ) .  - N o t e   t h a t  
equat ion  ( 12) can be o b t a i n e d  d i r e c t l y  from Bayes r u l e  fo r  t h e  a d d i t i v e  
n o i s e  f i l t e r  problem,  equation ( I ) ,  and the   assumpt ion   tha t  w i s  zero as 
m,n 
w i t h  t h e  c o n s t r a  
and denomi na tor ,  
i n t  e q u a t i o n  - i = g ( x , t ) .  BY fo rmu la t  
equat i on ( I 2 1 becomes 
" 
(13) 
ing both numerator 
P 
The l i m i t e d  memory system o f  Jazwinsk i  requ i res  the  opera t ion  o f  two 
simultaneous Kalman f i l t e r s  t o  s a t i s f y  t h e  e s t i m a t i o n  and  as a r e s u l t  a 
"batch-type"  process i s  necessary.   Consequent ly,   the  numerical   solut ion 
on a d i g i t a l  computer fo r  an a t t i t ude  de te rm ina t ion  p rob lem migh t  be as 
involved as the least-squares batch program used fo r  NAS1-601010 and  hence 
undes i rab le  f r o m  a computer usage standpoint. 
Another method for l imi t ed  memory is  based upon the  leas t - squares  es t ima-  
t ion  procedure .  The l i n e a r  c a s e  was or iginal ly  developed by Lee . The non l inea r  
procedure,  an extension o f  t h e  least  squares  approach  in  Appendix I V ,  can 
4 
9 
be evolved f rom equat ion ( 3 )  by c o n s i d e r i n g  t h e  two p o r t i o n s  o f  t h e  second 
te rm separa te ly .  The covar iance te rm can be  t rea ted  by repea ted  app l i ca t i on  
of  equat ion  (7) where 
which becomes 
u s i n g  t h e  m a t r i x  i n v e r s i o n  lemma. 
Equat ion (15 )  can be e v a l u a t e d  a t  t = p by n o t i n g  t h a t  e q u a t i o n  ( 4 )  can 
be w r i t t e n  ( f o r  t h e  s c a l a r  measurement)  as 
= I  
where  O(k,p) i s  t h e  s t a t e  t r a n s i t i o n  m a t r i x  c o n t a i n e d  i n  e q u a t i o n  ( 8 ) .  
N o t e  t h a t  i n  e v a l u a t i n g  e q u a t i o n  (16 )  a t  k = q i t  i s  necessary t o  
i n t e g r a t e  b o t h  s t a t e  and s t a t e  t r a n s i t i o n  backwards  from t = p + l .  I n  
t h i s  p r o c e s s  it becomes f e a s i b l e  t o  e v a l u a t e  measurement e r r o r  p o r t i o n ,  
t h a t  i s ,  t h e  second  term i n  e q u a t i o n  ( 3 )  
a t  a l l  P o i n t s  w i t h i n  t h e  i n t e r v a l  I E [q,p+l] a t  which the t ime corresponds 
t o  a measurement p o i n t .  These terms  can  be  used t o  r e i n f o r c e  t h e  e r r o r  and 
hence conceivably obtain improved convergence and accuracy.  
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I n  t h i s  s e c t i o n  t h e  g e n e r a l  s e q u e n t i a l  f i l t e r  s y s t e m  and four concepts 
f o r  l i m i t e d  memory; addi t ive no ise,  Schmidt  ga in weighted measurement, 
maximum l i k e l i h o o d  e s t i m a t i o n  u s i n g  l i m i t e d  s t a t i s t i c s  w i t h  no a p r i o r i  
est imate,  and leas t - squares  add i t i on  and s u b t r a c t i o n  o f  d a t a  p o i n t s  have 
been o u t l i n e d .  T h e s e  c o n c e p t s  d i f f e r  s u b s t a n t i a l l y  i n  t h e i r  e f f e c t s  on 
t h e  v a r i o u s  f u n c t i o n s  w i t h i n  t h e  f i l t e r .  As no ted  p rev ious l y ,  t he  no ise  
a d d i t i o n  a f f e c t s  o n l y  t h e  c o v a r i a n c e  m a t r i x  w h i c h  a f t e r  a time per iod  shou ld  
s t a b i l i z e  t o  a spec i f i c  va lue  most ly  dependent  upon added magnitude of 
noise  assuming  the  measurement  sequence i s  repeated.  Conversely,  the 
covar iance mat r ix  fo r  the  Schmid t  ga in  concept  shou ld  cont inue t o  decrease 
s i n c e  t h e  w e i g h t i n g  does n o t  a f f e c t  t h i s  f a c t o r .  B o t h  of these techniques 
r e l y  upon process ing  the  present  measurement e r r o r  o n l y .  
The maximum l i k e l i h o o d  l i m i t e d  memory r e f l e c t s  t h e  optimum f i l t e r  and 
the  covar iance  should  ind icate  the  accuracy  o f   the  est imate.  As noted, 
t h i s  p r o c e d u r e  i s  r e l a t i v e l y  d i f f i c u l t  t o  p r o g r a m  r e q u i r i n g  t w o  Kalman 
f i l t e r s  and  a "batch- type ' '  process even for  the 1 inear  case.  For  the 
non l inear  p rob lem a p r o c e s s  s i m i  l a r  t o  t h e  NASI-6010'0 least -squares 
e s t i m a t e  m i g h t  r e s u l t  and  hence  be i m p r a c t i c a l .  
The l i m i t e d  memory least-square technique employs a concept,  which 
l i k e  n o i s e  a d d i t i o n ,  m a i n t a i n s  a f t e r  s t a b i l i z a t i o n  a r e l a t i v e l y  f i x e d  
c o v a r i a n c e  m a t r i x .  T h i s  s h o u l d  r e f l e c t  t o  some degree the accuracy of  
the   unb iased  es t imate .  The technique has t h e  a d d i t i o n a l  f e a t u r e  t h a t  
p a s t  d a t a  p o i n t s  w i t h i n  t h e  span  can  be i nc luded  i f  d e s i r e d  t o  augment 
accuracy. I t  requ i res   ex t rapo la t i ng   t he   p resen t   es t ima te  and i t s  s t a t e  
t r a n s i t i o n  m a t r i x  t o  t h e  end p o i n t s  o f  each memory span. I f  d a t a  w i t h i n  t h e  
memory span i s  used t h e  s t a t e  and s t a t e  t r a n s i t i o n  m a t r i x  a t  each  measure- 
ment p o i n t  must be e v a l u a t e d .  T h i s  i s  o n l y  p r a c t i c a l  when a r a p i d  i n t e g r a -  
t i o n  s o l u t i o n  for t h e  s y s t e m  o f  s t a t e  v a r i a b l e s  i s  a v a i l a b l e .  T h i s  l a t t e r  
c o n d i t i o n  e x i s t s  f o r  t h e  s p i n n i n g  body a t t i t ude  de te rm ina t ion  p rob lem by 
use o f  the  t ime-averaged per tu rba t ion  equat ions .  5 
i n   t h e   r e m a i n d e r   o f   t h e   r e p o r t   t h e   t h r e e   s e q u e n t 1   a l  f i I t e r i  ng tech- 
niques, noise addit ion, weighted measurements and least-squares sequent ia l  
l i m i t e d  memory w i  I I be developed f o r  t h e  a t t i t u d e  d e t e r m i n a t i o n  p r o b l e m  
and t e s t  r e s u l t s  d i s c u s s e d .  
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APPLICATION OF LIMITED MEMORY SEQUENTIAL FILTER TO 
THE ATTITUDE  DETERMINATION  PROBLEM 
I n  t h e  above s e c t i o n  f o u r  l i m i t e d  memory concepts were formulated. 
The maximum l i ke l i hood  concep t  appeared  to  be  imprac t i ca l  and t h e  l e a s t -  
square  concept was dependent  upon a r a p i d  i n t e g r a t i o n  p r o c e d u r e  f o r  
e x t r a p o l a t i n g  t h e  e s t i m a t e  o v e r  t h e  memory i n t e r v a l .  The f o l l o w i n g  
s e c t i o n  o f  t h e  r e p o r t  d e v e l o p s  t h e  s p e c i f i c  e q u a t i o n s  fo r  t h e  a t t i t u d e  
determinat ion problem and presents the computer programs necessary t o  
s i m u l a t e  t h e  t h r e e  limit memory c o n c e p t s .  I n  t h e  f i r s t  s e c t i o n  t h e  v e h i c l e  
equat ions of  mot ion and t h e  a u x i l i a r y  e q u a t i o n s  n e c e s s a r y  t o  genera te  the  
e a r t h ' s  f i e l d  e n v i r o n m e n t  for a s p i n n i n g  s a t e l l i t e  a r e  f o r m u l a t e d .  These 
a re   f o l l owed   by   t he  measurement equat ion.  The resul tant   computer  programs 
necessary t o  o b t a i n  t h e  s t a r  s i g h t i n g  and t h e  l i m i t e d  memory sequent ia l  
es t imat ion  are  then fo rmula ted .  
Veh ic le  Equat ions  o f  Mot ion  
The sp inn ing  body  dynamics assumed fo r  t he  p rob lem a re  desc r ibed  by 
a se t   o f   t ime-ave raged   pe r tu rba t i on   equa t ions .  The  body i s  assumed t o  
be symmet r ic   and  in f luenced  by   ear th   magnet ic   f ie ld   to rques   on ly .  The 
s i x  s t a t e  e q u a t i o n s  a r e  
B MZ cos 0 c o t  T 
+ x  
B M cos 0 z z  - 
r r 
b r COS e Bz MZ 
JI = 7- + " * r 
b K s i n  20 (B2 + Bz2) 
4L 
6 = -  
K Bx Bz ( I  + b cos e )  B M cos 0 2 
+ =  - Y =  
L r 
*hlote t h a t  t h e  t e r m  i n  e ( o )  has  been  neglected. 
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K Bv Bz ( I  + b  cos'e)  Bx MZ cos e 
L s i n  T 
+ 
r s i n  T 
where + =  
e =  
J I =  
T =  
E =  
r =  
L =  
L =  z 
b =  
K =  
M2 = 
B =  - 
2 B =  
L 
s p i n  a n g l e ,  f i r s t  r o t a t i o n - a b o u t  a n g u l a r  momentum 2 a x i s  
cone angle,  second rotat ion-about once displaced momentum X a x i s  
p recess ion  ang le ,  t h i rd  ro ta t i on  abou t  once  d i sp laced  z a x i s  
a n g l e  d e f i n i n g  i n c l i n a t i o n  of angu lar  momentum d i r e c t i o n  
r e l a t i v e  t o  i n e r t i a l  Z - a x i s  
angle  between X i n e r t i a l  a x i s  and Z-z p lane 
magnitude o f  a n g u l a r  momentum 
spacecraf t   x -  and  y-axes i n e r t i a  (assuminq  symmetric  body) 
spacec ra f t   z -ax i s  i n e r t  i a 
L - L  
7- - 
spacec ra f t  eddy c u r r e n t  damping cons tan t  
spacec ra f t  z -ax i s  magne t i c  d ipo le  cons tan t  
e a r t h ' s  m a g n e t i c  f i e l d  v e c t o r  i n  a n g u l a r  momentum 
coord i nate  system 
Z 
2 
ETE 
"
The der iva t ion   o f   equat ions   (18)   can  be f o u n d   i n   r e f .  5. A unique 
f e a t u r e  of  t h e  e q u a t i o n s  i s  t h e  f a c t  t h a t  a l l  s h o r t  p e r i o d  c y c l i c  v a r i a t  
have  been e l im ina ted   by   t ime  averag inq .   S ince   the   remain ing   s ta te  
v a r i a b l e s  8 ,  T, 5 ,  and r change ext remely  s lowly*  it i s  f e a s i b l e  t o  i n t e  
g r a t e   t h e   e q u a t i o n s   u s i n g   e x t r e m e l y   l o n g   t i m e   i n t e r v a l s .   T h i s   f e a t u r e  
ions 
- 
permi ts  the  success fu l  imp lementa t ion  o f  the  leas t -squares  I i m i t e d  memory 
concept. 
The a c c u r a c y  o f  t h e s e  s e t  o f  e q u a t i o n s  i s  a l s o  i n d i c a t e d  i n  r e f .  5. 
I n  t h a t  r e p o r t  a t yp i ca l  compar i son  shows t h e  s t a t e s  r e m a i n  w i t h i n  a few 
seconds o f  a r c  o f  t h e  e x a c t  e q u a t i o n s  o v e r  p e r i o d s  of t ime as long as 
1000 sec.  Thus these  equat ions   a re   capab le   o f   represent ing ,   w i th  a h igh  
- 
* T h i s  f a c t  i s  d e m o n s t r a t e d  i n  t h e  s i m u l a t i o n  r e s u l t s .  
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degree of  a c c u r a c y ,  t h e  t r u e  a t t i t u d e  m o t i o n  of  a s y m m e t r i c  s p i n  s t a b i l i z e d  
v e h i c l e  i n  an ea r th ' s  f i e ld  env i ronmen t .  Re fe rence  5 g i ves  a method for  o b t a i n i n g  
a s i m i l a r  s e t  o f  equa t ions  fo r  t he  nonsymmet r i c  veh ic le  and t h e  i n c l u s i o n  
o f  g r a v i t y  g r a d i e n t  t o r q u e  e f f e c t s .  
I n  a d d i t i o n  t o  t h e  s i x  s t a t e s  c e r t a i n  of the  spacecra f t  parameters  
may b e  u n c e r t a i n  b e f o r e  t h e  f l i g h t  or  chanae s l i g h t l y  d u r i n g  f l i g h t .  
Hence b, K,and M can  be  used i n  an  augmented s ta te   sys tem and es t imated 
a I so. 
Z 
A d i p o l e  m a g n e t i c  f i e l d  model has  been  used  assuming t h a t  t h e  space- 
c r a f t  i s  i n  a c i r c u l a r  o r b i t .  W i t h  t h i s  model t h e  i n e r t i a l  components o f  
t h e  m a g n e t i c  f i e l d  become 
Bx = K s i n  2 a cos B 
By = K s i n  2 0: s i n  6 
I 
I 
I 
Bz = K (K2 - COS 2 0:) 
The cons tan ts  K I  and K2 a r e  f u n c t i o n s  o f  t h e  s p a c e c r a f t  o r b i t a l  a l t i t u d e .  
The angles a and f? a r e  f u n c t i o n s  o f  t h e  o r b i t a l  e l e m e n t s "  and are given by 
s i n  a = s i n  w s i n  i 
t a n  6 = - - ~  cos i s i n  w 
cos v 
With a c i r c u l a r   o r b i t  
v = u  + w t  
0 0 
The r e l a t i o n s h i p s  f o r  t h e  m a g n e t i c  f i e l d  a r e  d e r i v e d  i n  r e f .  I I .  
The i n e r t i a l  components o f  magne t i c  f i e ld  a re  t rans fo rmed  t o  t h e  
angu lar  momentum axes by 
cos T cos 5 cos 7 s i n  5 - s i n  7 
T = [  - s i n  5 cos 5 
s i n  T cos 6 s i n  T s i n  5 cos 7 
(20) 
*The long i tude  of the ascending node, 0 ,  can  be assumed t o  be zero. 
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I n  
Eu 
Th 
a d d i t i o n  t o  t h e  i n e r t i a l - t o - a n g u l a r  momentum axes  t rans format ion ,  the  
l e r  a n g l e  ( a n g u l a r  momentum-to-body a x i s )  t r a n s f o r m a t i o n  i s  r e q u i r e d .  
i s  i s  
CQC+ - ces+s+ SOC+ + cec+s+ 
ces+c+ -s+s+ + cec+c+ 
-set+ ce 
(23) 
Equat ions (18) - (23) d e f i n e  t h e  m o t i o n  of  t h e  s p i n n i n g  s p a c e c r a f t  i n  an 
ea r th ' s  magne t i c  f i e ld  env i ronmen t .  
Measurement System 
A measurement i s  t a k e n  when t h e  s l i t  p l a n e  of  a body  mounted t e  
and t h e  s t a r  a r e  c o i n c i d e n t . 1 2  The t ime  of  o c c u r r a n c e  o f  t h i s  e v e n t  
recorded and it Is t h i s  t i m e  w h i c h  i s  employed t o  determine the prec 
v e h i c l e  a t t i t u d e .  
The g e o m e t r i c  c o n d i t i o n  o f  t h e  measurement i s  s a t i s f i e d  when 
H ( x ( t ) , t )  = aT ET si = 0 - -r 
1 escope 
i s  
i se 
where -r a = r t h   s l i t  normal  vector 
s = i t h   s t a r   v e c t o r  "i 
Bes ides   the  measurement equat ion ,   the  measurement g rad ien t ,  V H(x (k ) , k )  
i s   r e q u i r e d   i n   e q u a t i o n s   ( 4 )  and ( 1 6 ) .  The p rad ien t   f unc t i on -  
'x(k)  -- 
x ( p )  - 
H ( x ( k ) , k )   i s  
- 
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aH(k) ~- 
axi ( k )  - 0 i = 6, ..., n 
The s t a t e - t r a n s i t i o n  m a t r i x  as   i nd i ca ted   i n   equa t ions  ( 8 )  and  (16) i s  
needed bo th  fo r  t h e  measurement equat ion  and t o  update the covar iance 
ma t r i x .  I t  can  be  obtained i n   d i f f e r e n t i a l   e q u a t i o n   f o r m s   a s  
or i n  m a t r i x  f o r m  
The ac tua l   te rms  used  in   equaf ions  ( 2 5 )  and ( 2 6 )  for  t h e  a t t i t u d e  d e t e r m i n a -  
t i o n   p r o b l e m  of equat ions  (18) - ( 2 3 )  a r e   g i v e n   i n  .Appendix I .  The 
r e s u l t s  of equat ions  ( 2 5 )  and ( 2 6 )  can  be  used t o   o b t a i n  V H(x (k ) , k ) .  
I n  a d d i t i o n  t o  t h e  g r a d i e n t ,  t h e  c o v a r i a n c e  o f  t h e  a d a i t i v e  n o i s e  i n  
x ( p )  - 
t h e  measurement equa t ion   i s   requ i red .   The   ac tua l  measurement equat ion  (24 )  
does n o t  c o n t a i n  t i m e  e x p l i c i t l y  b u t  t i m e  i s  t h e  q u a n t i t y  r e c o r d e d  a t  each 
measurement e v e n t .  W h i l e  t h i s  f a c t o r  does n o t  a f f e c t  t h e  measurement 
equat ion  (24) s i n c e  t h e  s t a t e s  a t  t h e  s p e c i f i c  t i m e  i n s t a n t  a r e  r e q u i r e d ,  
t h e  a d d i t i v e  n o i s e  t e r m  i n  t h e  measurement e q u a t i o n  i s  n o t  r e a d i l y  
a v a i l a b l e .  An approximat ion t o  t h e  a d d i t i v e  n o i s e  c a n  be made by  con- 
s i de r i   ng  
where tm = measured t i m e  
tt = t r u e   t i m e  
n = random t i m e   r r o r  
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N o t i n g   t h a t  - = 0 so t h a t  aH a t  
t h e  a d d i t i v e  n o i s e  t e r m  i s  V H x 1 q 
tm 
T '  
x -  - 
Assuming E[n] = 0 and uncor re la ted  w i th  G, t h e n  t h e  measurement no i se  
covar iance R i s   g i v e n  by k 
- 
'rn 
Assuming 8, T, 5 ,  and a r e   n e g l i g i b l e   i n   c o m p a r i s o n   t o  4 and $ and t h a t  
t h e  f i r s t  t e r m s  i n  e q u a t i o n  (18) predominate then 
. . .  
A 
I f  one  fu r the r  assumes t h a t  t h e  random v a r i a b l e s  x ( t  ) can 
t h e i r  p r e s e n t  e s t i m a t e s  and t h e  c o v a r i a n c e s  a r e  n e g l i g i b l e  
t o   t h e  means then  
- m be rep laced by 
i n  compa r i son 
Whi le it i s  t r u e  t h a t  t h e  measurements n o i s e  i n  above form 
t h e   u s e   o f   R ( k )   a s   t h e   w e i g h t i n g   m a t r i x   i s  more d e s i r a b l e  
t o  process an a l t e r n a t e  f o r m  of  t h e  measurement equat ion.  
' X  
a r e   c o r r e  I ated  
than a t tempt ing  
0 
The value used for  an i s  determined from the work of  O s t r o f f  and 
Rornancyzk, l 3  who show b o t h  a n a l y t i c a l  l y  and e x p e r i m e n t a l  l y  t h a t  t h e  
s t a n d a r d  d e r i v a t i o n  u for  e s t i m a t i n g  t h e  c e n t e r  of t h e  s t a r  c o r r e s p o n d s  
t o  t h e  e q u a t i o n  
5.02 
u = u I O  
rl 0 
Assuming a + I  m a g n i t u d e  s t a r  h a s  a n g u l a r  e r r o r  w i t h  a IO G. standard 
dev la t ion ,equat ion  (31)  i s  used t o  generate the s tandard dev iat ion used 
i n  equat ion  ( 3 0 ) .  
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Computer Simulat ion 
A computer   s imulat ion  us ing  equat ions ( I O )  - (26) and ( 3 0 )  - (31)  has 
been  developed for an IBM 7040 i n  o r d e r  t o  s t u d y  t h e  e f f e c t i v e n e s s  o f  t h e  
l i m i t e d  memory procedures for  p r e c i s e  a t t i t u d e  d e t e r m i n a t i o n .  The simula- 
t i o n  c o n s i s t s  of two programs, t h e  f i r s t  t o  g e n e r a t e  s t a r  s i g h t i n g s  and 
the second t o  employ t h e  v a r i o u s  n o n l i n e a r  l i m i t e d  memory e s t i m a t i o n  
c o n c e p t s  i n  d e t e r m i n i n g  t h e  a t t i t u d e  of t y p i c a l  s p a c e c r a f t .  
The computer program flow diagram fo r  the  i ns t rumen t  s imu la t i on ,  
t h a t   i s ,   t h e   g e n e r a t i o n   o f   s t a r   s i g h t i n g   d a t a   i s  shown i n  F i g .  I .  The 
program  consis ts  of  two  main  branches. The f i r s t  i n t e g r a t e s  t h e  e q u a t i o n s  
o f  m o t i o n  t o  n u l l  t h e  e r r o r  between t h e  s l i t  p l a n e  and t h e  s t a r  v e c t o r  
i n  o r d e r  t o  s a t i s f y  t h e  measurement, equat ion  ( 2 4 ) .  Th i s   b ranch   i n te r l aces  
t h e  a c t u a l  d i f f e r e n t i a l  e q u a t i o n s  a l o n g  w i t h  t h e  a n g l e  t r a n s f o r m s  s i n c e  
t h e  a n g u l a r  momentum t r a n s f o r m  d a t a  i s  r e q u i r e d  f o r  b o t h  t h e  d i f f e r e n t i a l  
equat ions and t h e  measurement e q u a t i o n s .   I n   a d d i t i o n   t h e   s t a r   v e c t o r  
m i s a l i g n m e n t  d a t a  i n  t h e  body  axes  can  be  used t o  o b t a i n  a s imp le  bu t  
accu ra te  es t ima t ion  of t h e  r o t a t i o n  a n g u l a r  e r r o r  - - hence, t h e  t i m e  
i n t e r v a l   r e q u i r e d  i f  t h e   n u l l   c o n d i t i o n   i s   n o t   s a t i s f i e d .  To preserve a 
s i g h t i n g  a c c u r a c y  o f  I s., t h e  s t a t e s ,  t h e  d i f f e r e n t i a l  e q u a t i o n s  f o r  13, 
and 4, and t h e  measurement t i m e s  a r e  c a r r i e d  o u t  i n  d o u b l e  p r e c i s i o n .  
The  second  branch i s  used when t h e  measurement e q u a t i o n  i s  s a t i s f i e d  
t o  w i t h i  n I G. A gaussi an  random n o i s e  g e n e r a t o r  i s  used t o  add a zero  
mean t i m e  e r r o r  p r o p o r t i o n a l  t o  t h e  s t a r  m a g n i t u d e ,  
tm = t+ + an 
I 
where u I s   t h e   t i m e   e r r o r  
are then- recorded on tape, 
t i m e ,  t h e  s i x  s t a t e  v a r i a b  
a x i s  (assumed t o  be  y-body 
generate data over  any per 
drop s tars .  
n 
A computer I i s t i n g   o f  
no i se   se lec ted   us ing   equa t ion   (31 ) .  The data 
i n c l u d i n g  t h e  s t a r  and s l i t ,  t h e  t r u e  and measured 
es,  and t h e  v e c t o r  components o f  t h e  i n s t r u m e n t  
a x i s )   i n   i n e r t i a l  space.  The  program  can 
,iod b u t  does n o t  have the capabi  I i t y   t o  add 
the  program i s  shown i n  Appendix I I .  Note 
t h e  comment cards i n  t h e  l i s t i n g  c o r r e s p o n d  b l o c k s  on  Fig. I t o  simp1 
understanding of t h e  program. 
o r  
t h a t  
i f y  
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R A N D O M   N O I S E   G E N E R A T O R  
S U B R O U T I N E   C A L L  
0 C O M P U T E   M E A S U R E M E N T  T I M E  
O P T I C A L   A X E S   C O M P O N E N T S  
I N   I N E R T I A L   S P A C E  
L"J W R I T E  D A T A  ON T A P E  
I N D E X  T O  N E X T   S T A S  
A N D / O R   S L I T  
P A R A M E T E R   1 : 4 I T I A L I Z A T L O ~ d  
S L I T   V E C T U Y   C O M P O N E N T S  
S T A R   V E C T O R   C O M P O N E N T S  
I N E R T I A L - A N G U L A R   M O M E N T U M   A X E S  
T R A N S F O R M  
E U L E R   T R A H S F O R M  
( A N G U L A R   M O M E N T U M - B O D Y   A X E S )  
S T A R   V E C T O R   T R A N S F O R M E D  T O  
BODY A X E S  
T E S T   F O R   O R T H D G N A L   S L I T   A N D  
S T A R  V E C T O R S  
M A G N E T I C   F I E L D   I N T E N S I T Y  
C O M P O N E N T S  
O I F F E H E N T I A L   E O U A T I O N S  
A N G U L A R   E R R O R  I N  S P I N   A N D  
P R E C E S S I O N   P L A N E  
I H T E G H A T I O N   T I M E  INETERVAL T O  
N U L L   E R R O R  
C A L L   I N T E G R A T I O f q   S U B R O U T I N E  
FIGURE I PROGRAM FOR DETERMINATION  OF  STAR  SlGHTlNGS AND PREPARATION  OF 
TAPES FOR L I M I T E D  MEMORY F I L T E R  
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The computer flow diagram for t h e  second  program, t h e  I i m i t e d  memory 
est imat ion  system, i s  shown i n   F i g .  2. This   program i s  r e l a t i v e l y  s t r a i g h t -  
f o r w a r d  i n  t h a t  it f o l l o w s  a f a i r l y  s t a n d a r d  p a t t e r n  fo r  sequent ia l  
f i l t e r i n g  w i t h  a few except ions.  The f i r s t ,  i s  t h e  method fo r  s t o r i n g  s t a r  
d a t a  i n  t h e  m e m r y  and t h e  method  by  which new d a t a  i s  added  and o l d  
deleted. Due t o  t h e  f a c t  t h a t  t h e  IBM 7040 was l i m i t e d  t o  16,000 words of  
storage, it was decided t o  read a segment of  s t a r s  i n t o  t h e  m e m r y  f r o m  
tape  and process  these  s tars .  When t h e  s e q u e n t i a l  f i l t e r  needed a new s t a r  
n o t  i n  t h e  memory then those s ta rs  no  longer  needed i n  t h e  f i I t e r  a r e  
e l  imi nated ,  the  se t  of s t a r s   i n   t h e  memory b u t   s t i  I I requ i red  by t h e  f i I t e r  
a r e  s h i f t e d  and new s ta rs   read   i n .  The t a p e   i s   t h e n   r e i n d e x e d   b a c k   t o   t h e  
p roper  po in t .  
The second i s  t h e  method by which stars can be s e l e c t e d  f o r  p r o c e s s i n g  
w i t h i n  t h e  n e x t  d a t a  c y c l e  f o r  t h e  l e a s t - s q u a r e s  l i m i t e d  memory system. 
Two a l te rna t ives   wh ich   bo th   use  random s e l e c t i o n  a r e  a v a i l a b l e .  The f i r s t  
uses an ordered sequence, and the second selects f ixed step sizes and then 
s e l e c t s  a p a r t i c u l a r  s t a r  w i t h i n  a band o f  5 - IO s t a r s  a b o u t  t h a t  f i x e d  
p o i n t .  T h i s  l a t t e r  t e c h n i q u e  l e a d s  t o  a somewhat  more u n i f o r m  s e l e c t i o n  
o f  s t a r s  a c r o s s  f i I t e r  memory length. 
The i n t e g r a t i o n  o f  t h e  s t a t e  and t h e  s o l u t i o n  of  t h e  s t a t e  t r a n s i t i o n  
m a t r i x  use a f o u r t h  o r d e r  Runge K u t t a  r o u t i n e .  The s t a t e  t r a n s i t i o n  m a t r i x  
i s  used t o  e x t r a p o l a t e  t h e  c o v a r i a n c e  m a t r i x  b u t  n o t  e x a c t l y  as i n d i c a t e d  i n  
equat ion  ( 8 ) .  I ns tead   t he  PI'' concept as r e p o r t e d   i n   r e f .  14 i s  used. 
T h i s  l a t t e r  p r o c e d u r e  e l  imi nates  the  need f o r  d o u b l e  p r e c i s i o n  i n  t h e  
c a l c u l a t i o n  o f  P w h i l e  a t  t h e  same t ime  assu r ing  a p o s i t i v e  d e f i n i t e  
covar iance mat r ix .  
i The process 
s t r a i g h t f o r w a r d .  
f i I t e r  and then 
any a d d i t i o n a l  p 
s t a r s  w i t h i n  t h e  
i 
r 
ng of s t a r  d a t a  f o r  a p a r t i c u l a r  measurement update  is  
The newest s t a r  i s  p r o c e s s e d  f i r s t  as i n  t h e  Kalman 
f the   leas t -squares   l im i ted  memory procedure i s  b e i n g  used 
e v i o u s l y  measured s t a r s  a r e  p r o c e s s e d  u n t i l  a l l  s e l e c t e d  
memory window have been included. 
Once a l l  s t a r  p o i n t s  w i t h i n  t h e  window have been processed the new 
cova r iance   ma t r i x   i s   ca l cu la ted .   Re f .  I presented a method fo r   p rocess inp  
b o t h  t h e  a d d i t i o n  and s u b t r a c t i o n  t o  t h e  c o v a r i a n c e  m a t r i x  s i m u l t a n e o u s l y .  
Due t o  t h e  f a c t  t h a t  t h i s  s o l u t i o n  may cause d i f f i c u l t i e s  because o f  l a r g e  
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4. C A L U L A T E   G R A D I E Y T  3F H I X I I O I  
M E A S U Q E H E Y T   C J V A R I A Y C t  
WITH R E S P k C T  TU X I K )   A N 0  
I Y V E S S E  
5. UPDATE GRADIENT AND MEASURE 
H E Y 1   U S I N G   S T A T €   T R A N S I T I O N  . M A T R I X  
1 
6 .  A C C U M U L A T E   Y E I G H T E O  ERROR - - 
ST F O R   F I R S T ( N E W )  OR L A S T  
L D E S T )   S T A R  I N  W O R K I N G   C H A R T  
1 MEMOR Y W I NOOW 1 
S T O R E   G R A D I E N T   D A T A  FJR 
F J R S T  AND L A S T  S T A R  ro BE 
U S E D  I N  P * * l / 2   U P D A T E  
T E S T   F O R   L A S T   S T A R  
C A L C U L A T E  NEW P + * 1 / 2   M A T R I X  
C A L C U L A T E  NEW E S T I M A T E  
T E S T  FOR S T A R   P O I N T S   A T  
WHICH  TO  PERFORM  ACCURACY 
A N A L Y S I S   A N 0   D A T A   P R I N T  
R E A O   T Y U E   S T A T E S   A V O   D I R E C T -  
I O N  OF I N S T R U M E N T   A X l S   V E C T O l  
C O M P A R E   S T A T E   A V O   I N S T R U M E Y T  
AXIS P O I N T I N G   T O   O B T A I N  
ERRORS 
I W R I T E  E V A L U A T I O N  OF E S T I M A T I O N   A C C U R A C Y  
I N D E X   F O R  NEW D A T A   P O I N T   A V O  
T E S T  FOR R U N   C O M P L E T I O N  OR 
NONCO4VERGENCE 
I 
F5 R E A O  S T A R  C H A R T   F R O M  TAPE 
S L I T * S T A R S A N D   C O N S T A N T   P A R l M E T E R  
I X I T I A L I Z A T I O N  
T E S T   F O R   E X C E E D I N G   S T A R   C H A R T  I N  
MEMORY 
I U P D A T E   S T A R   C H A R T   T O   E L I M I Y A T E  D L 0   D A T A   A N 0   R E A O  I N  NEW 
S E L E C T  B Y  RANDOM  NUMBERS THE I I N T E R M E O I A l E   S T R S  
A S S E M B L E   W O R K I N G   S T A R   C H A R T I S T A R S  
T O  BE U S E D   T O   O B T A I N  NEW 
E S T I M A T E )  
4l U P D A T E   S T A T E   A N D   C A L U L A T E   S T A T E  I , I T I M E  T R A N S I T I O N   M A T R I X   T O  NEW S T A R  
[-I C A L C U L A T E   C O V A R I A N C E   M A T R I X l P + + l I Z l  
I I A N 0   A D D N O I S E  I F  ANY 
T E S T  FOR V A L I D   S T A R   I S I N C E   N E G A T I V E  
S T A R S   A R E   N O T   A L L O W E D )  
I N T E G R A T E   S T A T E  AND S T A T E  T R A N S I T I O N  
M A T R I X   T O   O L D  S T A R  S I G H T I N G  
r l n E s  
M E A S U R E M E N T   A N A L Y S I S  
1. D E T E R M I N E   S L I T   L N D  S T A R  
2 .  TRANSFORM STAR VECTOR  FROM 
I I I N E R T I A L  TO B O D Y   A X E S  
?l 3.  C A L C U L A T E   M E A S U R E M E N T   E ? U A T I O N  
FIGURE 2 L I M I T E D  MEMORY F I L T E R  PROGRAM 
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s u b t r a c t i v e  changes i n  P, the computer augments P i n  two steps, f i r s t  
add ing  the  new da ta  and  then  sub t rac t i ng  the  o ld  da ta .  Be fo re  the  sub t rac -  
t i o n   t o  P i s  accomplished i t s  e f f e c t  i s  t e s t e d  by the  equa t ion  
V ' P  v <  w t  
P,9 
I f  t h i s  c o n d i t i o n  i s  n o t  s a t i s f i e d  PI'' i s  n o t  augmented  by d e l e t i o n  o f  t h e  
o l d  d a t a .  
Us ing  the  new P m a t r i x ,  t h e  new e s t i m a t e  i s  o b t a i n e d  and a t  s p e c i f i c  
p o i n t s ,  t h e  a c c u r a c y  o f  t h e  e s t i m a t e  i s  compared t o  t h a t  o f  t h e  e x a c t  
s o l u t i o n .  
The es t imat ion  program wi th  ins t ruc t ions  on  how t o  c o n t r o l  t h e  o p t i o n s  
i s  l i s t e d  i n  Appendix I l l .  The comment s ta tements  in   the  program  correspond 
t o  t h e  b l o c k s  i n  F i g .  2. 
S I MULAT I ON RESULTS 
The two  computer  programs  described i n  t h e  p r e v i o u s  s e c t i o n  have  been 
used t o  study the var ious concepts of sequent ia l  and l i m i t e d  memory f i l t e r s  
for  t h e  a t t i t u d e  d e t e r m i n a t i o n  p r o b l e m  o f  a s p i n - s t a b i l i z e d  v e h i c l e  i n  an 
ea r th - f i e ld   t o rque   env i ronmen t .  The s p e c i f i c  c a p a b i l i t i e s  o f  each  system 
t o  o b t a i n  t h e  c o r r e c t  e s t i m a t e  i n  t h e  c a s e  o f  measurements co r rup ted  by 
no ise  Is presented. 
The r e s u l t s  o f  t h e  s t a r  g e n e r a t i o n  p r o g r a m  a r e  shown i n  F i g s .  3-5 f o r  
the  cases  w i th  eddy c u r r e n t  o n l y  and  eddy c u r r e n t  p l u s  m a g n e t i c  d i p o l e  
torques. The  nominal  spacecraft has t h e   f o l l o w i n g   c o n d i t i o n s  
$ ( o )  = $ ( o )  = 0 deg. 
9(o) = 1.5 deg. 
T ( O )  = -87.5 deg. 
5(0) = 85 deg. 
r(0) = 20. # - f t -sec  
L = 56.68 s lug .  f t .  
L = 65.62 s lug .  f t .  
K = .I427 x #-f t -s/gauss 
MZ 
2 
2 
Z 2 
= .TI05 x #- f t /gauss  
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The o r b i t a l  c h a r a c t e r i s t i c s  w h i c h  a f f e c t  t h e  m a g n e t i c  f i e l d  a r e  i d e n t i c a l  
t o  those  g iven   in   Kef .  I I .  W i th   t he  assumed c o n d i t i o n s  t h e  s p i n  a x i s  
(angu lar  momentum d i r e c t i o n )  i s  w i t h i n  IO' of t h e  i n e r t i a l  X-Z p lane and 
w i t h i n  15' o f  a nominal  sun  synchronous o r b i t  w i t h  an o r b i t a l  i n c l i n a t i o n  
i = 97.38'. 
The p lacement  of  the s tars  shown i n  T a b l e  I wou ld  be  s imi la r  t o  those 
i n  a t y p i c a l  low a l t i t u d e  o r b i t  where ea r th  b lockage  m igh t  e l im ina te  s ta rs  
nominal   sp in  w i t h i n  a  140' p o r t i o n  of  a r e v o l u t i o n  for  a v e h i c l e  w i t h  i t s  
ax is   normal  t o  i t s  o r b i t a l  p l a n e .  
Tab le  I 
S t a r  Mag. Az. E l e v a t i o n  
I + I  .5 I 0' 0' 
2 +2.5 - 5' 70' 
I 0' 165' 
O0 225' 
igh  the  accuracy  o f  the  s 
1.0 nominal  magnitude  sta 
3 +I  . o  
4 +3.0 
The s ta r  magn i tudes  were  used t o  we 
a c c o r d i n g  t o  e q u a t i o n  ( 3 1 )  w i t h  a + 
i gh t  
r as 
ing  da ta  
sumed t o  
have a u = IO G. The est imat ion  program assumed t h a t  a1 I s t a r s  were 
+I .O magnitude. 
F igs .  3-5 show t h e  e f f e c t  o f  t h e  eddy c u r r e n t  and magnet ic  d ipo le  
torques. As no ted   i n   equa t ion  (18)  the   magnet ic   d ipo le   to rques   do   no t  
a f f e c t  cone anale and anou lar  momentum. C o n v e r s e l y   t h e   r e s u l t s   o f   F i g .  3 
i n d i c a t e  t h a t  t h e  eddy cu r ren t  t o rques  have  neg l i g ib le  a f fec t  on  the  mo t ion  
o f  t h e  a n g u l a r  momentum axes i n  comoarison t o  t h e  m a q n e t i c  d i p o l e  e f f e c t s .  
Hence t h e  a b i l i t y  t o  e s t i m a t e  !,,Iz, the maqnet ic  d ipo le,  w i l l  deDend on t h e  
a b i l i t y  t o  d e t e r m i n e  t h e  a n g l e s  T and 6 accurately,  whereas the eddy 
c u r r e n t  c o e f f i c i e n t ,  K, w i  I I be p r i m a r i l y  dependent upon the  accuracy  o f  
r. Although K e f f e c t s  8 ,  t h e  change i n  cone a n g l e  i s  i n  t h e  o r d e r  of 
IO d e p .   o v e r   t h e   h a l f   o r b i t .  One can conclude  frorn  Fios. 3-5 t h a t   t h e  
t o r q u e   c o e f f i c i e n t s ,  M and K, can  be adequately  determined i f  T and 5 can 
be e s t i m a t e d  w i t h  an accu racy  the  o rde r  o f  .Ole and r t o  w i t h i n  .oOOl # - f t -s .  
I n  t h e  f o l l o w i n g  t h r e e  s e c t i o n s  t h e  r e s u l t s  f o r  t h e  c o n v e r g e n c e  and 
es t ima t ion   accu racy   f o r  a t y p i c a l  s p a c e c r a f t  i n i t i a l  c o n d i t i o n  a r e  p r e s e n t e d .  
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FIGURE 3 EFFECTS OF MAGNETIC TORQUES ON ORIENTATION OF ANGULAR MOMENTUM. 
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The var ious  cases  use ident ica l  no ise  added t o  t h e  s t a r  t i m e  measurement i n  
o r d e r  t h a t  t h e  c a p a b i l i t i e s  of each  system may be  compared.  The i n i t i a l  
cond i t ions  are :  
@ ( O )  = l o  
$ ( o )  = - I 0  
6 ( 0 )  = 2O 
T ( O )  = -80' 
E (o )  = 85O 
r ( o )  = 21 #-ft-sec. 
K = . I 35 x I 0-4 #-f   t -sec/gauss 2 
In  bo th  the  nomina l  spacecra f t  and t h e  e s t i m a t i o n  s i m u l a t i o n s  t h e  m a g n e t i c  
d ipo le ,  MZ, was zero. 
The i n i t i a l  c o v a r i a n c e  m a t r i x  f o r  each  run was g i ven  as:  
' .004 -.0008 0 0 0 0 0  
- .0008 .004 0 0 0 0 0  
0 0 .004 0 0 0 0  
P =  
0 0 0 0 .004 0 0 
0 0 0 .004 0 0 0  
0 0 0 0 0 . I 6  0 
\ 
( 0  0 0 0 0 o . ~ x I o - ~ J  
W h i l e  t h e  c a p a b i l i t i e s  o f  one p a r t i c u l a r  f o r m  of  f i l t e r  m i g h t  be  emphasized 
i f  o t h e r  i n i t i a l  c o n d i t i o n s  had  been t a k e n  o r  m i g h t  be  changed somewhat i f  
a n o t h e r  s i g h t i n g  e r r o r  sequence  had  been  used, t h e  c o m o a r i s o n  o f  f i l t e r  
c a p a b i l i t i e s  based  upon i d e n t i c a l  r u n s  seems t o  be a reasonab ly  va l i d  
procedure, a t  l e a s t  i n i t i a l l y  t o  i n d i c a t e  t h e  more g r o s s  e f f e c t s  o f  each 
f i I t e r  system. 
L i m i t e d  Memory F i l t e r  U s i n g  Schmidt Gain 
T h i s  s e c t i o n  d i s c u s s e s  t h e  r e s u l t s  of  t h e  a t t i t u d e  d e t e r m i n a t i o n  s t u d y  
us ing  the  Schmid t  ga in  l im i ted  memory concept by present inq the convergence 
and a c c u r a c y  o b t a i n e d  f o r  r e l e v a n t  s t a t e s  o f  t h e  a t t i t u d e  d e t e r m i n a t i o n  
problem  us ing  the  above  condi t ions and var ious   ga in   va lues ,  . 
KS 
F lg .  6 shows t h e  e f f e c t  of change in  Schmid t  ga in  on  the  accuracy  o f  
t h e  e s t i m a t e  o f  v e h i c l e  o r i e n t a t i o n  i n  t h e  i n e r t i a l  X-Z p lane .   Th i s   f ac to r  
i s  used s i n c e  t h e  n o m i n a l  s p i n  p l a n e  i s  w i t h i n  I O o  of t h e  X-Z p lane so t h a t  
28 
i t s  accuracy i s  e q u i v a l e n t  t o  t h e  e s t i m a t i o n  of t h e  s p i n  o r i e n t a t i o n .  
T h i s  f a c t  was a l s o  i n d i c a t e d  n u m e r i c a l l y  by the  h igh  degree of  c o r r e l a t i o n  
between t h e  X-Z p I ane e r r o r  and the term, (I$ -$ + JI -3 1 ,  w h i c h  f o r  srna I I 
cone  angles, 0 ,  i s  a l s o  t h e  n o m i n a l  s p i n  p l a n e  a c c u r a c y .  
F ig .  6 i l l u s t r a t e s  b o t h  t h e  speed a t  wh ich  the  es t imate  o f  s p i n  e r r o r  
converges and maintenance of  accuracy fo r  the  va r ious  ga in  va lues .  The 
standard nonl  i near Kalrnan f i I t e r ,  K = 0, converges  most  rap id ly  w i th  the  
l a r g e r  v a l  ues of  KS converging more s lowly .  However, once  convergence 
has  taken  place,  (between 100 and 200 s ta rs  depend ing  on  ga in )  then the  
a f f e c t s  of  i n s e n s i t i v i t y  can be noted.  For example, t h e  K = 0 e r r o r  
s low ly   i nc rease   a f te r   abou t  200 s t a r s ,  r e l a t i v e  t o  t h e  KS = . O l .  A f t e r  
350 s t a r s  a l  I Schmid t  ga ins  accurac ies  are  be t te r  than the  KaI.man f i  I t e r .  
However i n  a l l  cases the Schmidt  ga in shows  a degree of  i n s e n s i t i v i t y  
s i n c e  t h e  e s t i m a t e  e r r o r  r e m a i n s  b i a s e d  i n  t h a t  a l  I e r r o r s  r e m a i n  p o s i t i v e .  
S 
S 
S i m i l a r  r e s u l t s  a p p e a r  i n  some o f  t h e  o t h e r  s t a t e  v a r i a b l e s  as 
i l l u s t r a t e d   i n   F i g s .  7-10. I n   t h e   c a s e   o f   a n a u l a r  momentum, F ig .  7, t h e  
va lue  for   Schmidt   ga in,  K = .01, conve rges   more   rap id l y   t han   e i t he r   l a rge r  
v a l u e s   o r  K = 0. As p r e v i o u s l y   a l l   v a l u e s   o f   g a i n   e v e n t u a l l y   e x c e e d   t h e  
a c c u r a c y  o f  t h e  KS = 0 system. In   cons ide r ing   t he   angu la r  momentum 
d i r e c t i o n   a n g l e ,  T ,  shown i n   F i g .  8, a l  I v a l u e s   o f   g a i n  K improve  both 
convergence and accuracy   over   the   bas ic  Kalman f i l t e r .  S u r p r i s i n g l y ,  a l l  
S c h m i d t  g a i n  e s t i m a t i o n  e r r o r s  a r e  o p p o s i t e  f o r  t h i s  s t a t e  i n  s i g n  f r o m  
t h e  KS = 0 case.  Again, K = .01 appears t o   a i v e   s l i g h t l y   s u p e r i o r   r e s u l t s .  
Figs.  9 and IO d e m o n s t r a t e  t h e  a b i l i t y  o f  t h e  S c h m i d t  g a i n  s y s t e m  t o  
determi ne t h e  cone angle and correct  va lue of  eddy c u r r e n t  t o r q u e  c o e f f  i -  
c i e n t ,   r e s p e c t i v e l y .   A g a i n ,   i n   F i g .  9 t h e   e s t i m a t i o n   e r r o r   i s   o p p o s i t e  
i n  s i g n  and t h e   g a i n   v a l u e  K = .01 p r o v i d e s  s l i g h t l y  s u p e r i o r  r e s u l t s .  
The r e s u l t s  of F ig .  I O  i n d i c a t e  t h e  a b i l i t y  t o  a d e q u a t e l y  d e t e r m i n e  t h e  
eddy c u r r e n t  t o r q u e  c o e f f i c i e n t .  T h i s  f a c t  c o u l d  h a v e  been assumed from 
F ig .  G s ince  the  accuracy  of the  angu la r  mmemtum es t ima te  was about 
.00002 #- f t - sec  whereas the  to rque  a f fec ts ,F ig .  4,were about .0001 #-f t -sec.  
One can assume f rom Fig.  7 t h a t  a f a i r  measure o f  magne t i c  d ipo le  to rque ,  
MZ, cou ld  be ob ta ined  s ince  the  es t ima t ion  accu racy  i s  .0005O whereas 
.O0Zo i s  needed i n  o r d e r  t o  s e p a r a t e  t h e  a f f e c t  of MZ. 
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T h e . s t u d y  r e s u l t s  i n d i c a t e  t h a t  a nominal  Schmidt  gain  of KS = .01 
will give  adequate  performance. However, it might  be d e s i r a b l e  t o  a l t e r  
t h e  g a i n  f a c t o r ,  t h a t  i s ,  m a i n t a i n  a  low value dur ing convergence and 
i n c r e a s e  i t s  v a l u e  a f t e r  a f a i r l y  a c c u r a t e  e s t i m a t e  has been obtained. 
I t  should be no ted  tha t  t he  resu l t s  o f  Schmid t  ga in  s tudy  i nd i ca te  
t h e  e s t i m a t i o n  s y s t e m  t e n d s  t o  be n o n o s c i l l a f o r y ,  t h a t  i s ,  it does n o t  
reach a nominal zero mean e r r o r  and t h e n  d i s t r i b u t e  t h e  r e s i d u a l  e r r o r s  
about   the  zero mean. Th is  i s  probably due t o  i n s e n s i t i v i t y  o f  t h e  system 
t o  smal l   e r ro rs .  I t  can  be  concluded,  however, t h a t   t h e   S c h m i d t   g a i n   l i m i t e d  
memory should be adequate for the  a t t i t ude  de te rm ina t ion  p rob lem.  
L i m i t e d  Memory Using Noise Added t o  the  Covar iance Mat r ix  
The second form o f  l i m i t e d  memory was t o  add no ise  to  the  cova r iance  
m a t r i x  t o  m a i n t a i n  a nominal  value  even when t h e r e  i s  no comparable noise 
added t o  t h e  system. The es t ima t ion  accu rac ies  fo r  t he  same t yp i ca l  case  
as above f o r  t h e  n o i s e  a i d e d  I imi t e d  memory f i I t e r  cases are shown i n  
F igs.  11-15. 
The noise ampl i tude addi t ions were se lec ted  by t r i a l  and e r r o r .  
H igh  va lues  fo r  no ise  were se lected,  that  is ,  those which gave an accurate 
b u t  0 ~ ~ 1 1  latory converged  est imates.  These  values  were  then  reduced by  an 
order  o f  magni tude.  The two  est imates  were  then compared f o r  v a r i o u s  
s t a t e  e r r o r s  i n  o r d e r  t o  s e l e c t  a nominal ( i n  between)  value. 
The noise was added t o   t h e   q u a t i o n   i n  t h e   f o r m  
w i t h  W a d i a g o n a l  m a t r i x ;  f o r  t h e  h i g h  n o i s e  W has  elements 
I o-6 
I o-6 
I o-6 
 IO-^ 
 IO-^ 
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Examination o f  Figs.  11-15 show t h a t  for  t h e  h i g h  n o i s e  t h e  s p i n  p l a n e  
e r r o r ,  t h e  a n g l e  T, and t h e  t o r q u e  c o e f f i c i e n t  K, o s c i l l a t e  a b o u t  t h e  
z e r o  e r r o r  w i t h  a r a t h e r  l a r g e  amp1 itude. The accuracy f o r  cone angle 
seems adequate  and  could  possibly  be  improved fo r  angu lar  momentum. As a 
r e s u l t  a nomina l  no ise  mat r ix  
w , ,  = .7  x lo-6 
I 1  
WZ2 = .7 x lo-6 
w = . I  x lo-6 33 - 
w44 .3 x IO" 
w55 = . 3  x 
= .7 x  IO-^ 
= .2 x  IO-^ 
66 
77 
was se I ected. 
The use of t h i s  l a t t e r  s e t  o f  n o i s e  v a l u e s  i n d i c a t e  e x c e l l e n t  e s t i m a -  
t i o n  o f  a l l  t h e  s t a t e s  i I  l u s t r a t e d  i n  F i g s .  11-15. l J o t e  t h a t  w i t h  t h e  
except ion  of 'I, t h e  e s t i m a t i o n s  do not appear biased(as does t h e  Kalman 
f i I t e r )  i n  t h a t  e r r o r s  t e n d  t o  be d i s t r i bu ted  abou t  ze ro .  No te  tha t  t he  
sp in p lane accuracy for  t h e  s y s t e m  i s  e x c e l l e n t ,  w i t h  e r r o r s  a f t e r  300 
s t a r s  r e m a i n i n g  w i t h i n  3 G. 
The undes i rab le  fea ture  of t h e  n o i s e  a d d i t i o n  a p p e a r s  t o  be i t s  
reduced r a t e  of convergence.  This i s  r e a d i l v  e v i d e n t  when comparinq  noise 
added r e s u l t s  w i t h  t h e  no noise Kalman f i l t e r  t y p i c a l l y  as  shown f o r  s p i n  
p lane   accu racy   i n   F ig .  I I .  Here, t h e   h i q h   n o i s e   c a s e   d i d   n o t   a t t a i n  an 
e r r o r  l e s s  t h a n  .005 deg u n t i  I a f t e r  t h e  2 0 0 t h  s t a r .  
Aga in  the  mos t  use fu l  s i t ua t i on  m iah t  be t o  e l i m i n a t e  n o i s e  a d d i t i o n s  
u n t i l  a f t e r  convergence  has  taken  place.  For  example,  noise  might  be 
added o n l y  a f t e r  t h e  2 0 0 t h  s t a r .  A l s o  t h e  i n i t i a l  d a t a  may be re run  
a f t e r  a good est imate has been obtained. 
I t  can be concluded that  wi th  the proper  va lue of  no i se  added t o  t h e  
c o v a r i a n c e  m a t r i x  t h a t  an acceptable at t i tude .determinat ion system can be 
obtained. A t  p resen t  t he re  does n o t  seem t o  be a method, o t h e r  t h a n  t r i a  I 
and e r r o r ,  f o r  t h e  s e l e c t i o n  o f  acceDtable no ise magni tude quant i t ies .  
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Least-Squares Limited Memory 
I n  t h i s  s e c t i o n  a c o m p a r i s o n  o f  t h e  c a p a b i l i t y  o f  l e a s t - s q u a r e s  
l i m i t e d  memory f i  I t e r  c o n s i d e r i n g  v a r i o u s  f a c t o r s  such as memory l eng th  and 
number o f  s t a r s  p r o c e s s e d  a t  e a c h  e s t i m a t i o n  p o i n t  i s  made. 
As noted   in   equat ion   (171,  it i s  f e a s i b l e  t o  i n c o r p o r a t e  w i t h i  
f i l t e r  a d d i t i o n a l  measurements s ince  the  augmenta t ion  o f  the  covar i  
m a t r i x  r e q u i r e s  t h e  i n t e g r a t i o n  o f  t h e  s t a t e  backwards i n  t i m e  t o  t 
measurement.  Equation (17)  considers  the  summation  f rom  t ime  q+l  t8 
n t h e  
ance 
he q t h  
0 p+I 
b u t  t h e  i n c o r p o r a t i o n  o f  t h e  q t h  measurement e r r o r  ( i n s t e a d  of q+l 1 does 
n o t  seem t o  be  a s e r i o u s  a l t e r a t i o n  o f  t h e  l e a s t - s q u a r e s  p r o c e d u r e .  ( I t  
should be n o t e d  t h a t  t h e  q t h  measurement e r r o r  i s  a lways  ava i lab le  bu t  
the  q+ l  may not . )  The p o s i t i v e  w e l g h t i n g  o f  t h e  q t h  measurement i s  
d i f f e r e n t  from t h e  l i m i t e d  memory scheme o f  Lee4 who showed t h a t   t h i s  
measurement e r r o r  s h o u l d  be subtracted. While the computer program al lows 
f o r  any we igh t i ng  t o  be used w i t h  t h e  q t h  measurement a l l  t h e  r e s u l t s  h e r e  
t r e a t  It a c c o r d i n g  t o  e q u a t i o n  (17) l f k e  it were the  q+ l  measurement. 
A c t u a l l y  t h i s  s t u d y  d i d  n o t  i n v e s t i g a t e  what method should be  used t o  
weight  the  terms of equa t ion  (17) .  When t h e  model  and sys tem a re  i den t i ca l  
equat ion (17) i s  c o r r e c t  b u t  when model  and t r u e  s y s t e m  d i f f e r ,  t h e  method 
of we igh t l ng  and for t h a t  m a t t e r  t h e  method fo r  e r ro r  compar ison  ( i .e .  what  
i s  meant  by bes t  f i t )  are  no  longer  s t ra igh t fo rward .  
W i th  these  cons ide ra t i ons  i n  mind, F igs.  16-20 p resen t  the  es t ima t ion  
e r r o r s  f o r  t h e  same s t a t e s  as cons idered  in   p rev ious   sec t ions .   Cons idered 
a re  es t ima tes  w l th  a memory l e n g t h  o f  100 and 200 s t a r s  and  an i n c l u s i o n  
o f  e i t h e r  5 o r  8 s t a r s  w i t h i n  t h e  memory band. These resu I t s  are compared 
t o  t h e  non1inea.r Kalman f l l t e r .  I n  most c a s e s  t h e  r e s u l t s  a r e  s u b s t a n t i a l l y  
improved both i n   t e n s  of more rap1 d convergence as we1 I as be t te r  accu racy .  
For example, the system with memory length of 200 and 5 s ta rs  ma in ta ins  a 
spin  angle  accuracy of IO a f t e r  75 s t a r   s i g h t i n g s  and  an angular  
momentum accuracy of .00002 # - f t - s e c  a f t e r  114 s t a r  s i g h t i n g s .  T h i s  
l a t t e r  Is a conslderable improvement over the Kalman f i l t e r  which bare ly  
reaches .00002 # - f t - s e c  a t  399 s i g h t l n g .  These resu l ts   a re   d isp layed  con-  
s i s ten t l y  ove r  the  who le  g roup  of l i m i t e d  memory c o n d i t i o n s  w i t h  t h e  
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poss ib le  except ion  of cone  angle. I n  a d d i t i o n  t h e  e s t i m a t i o n  e r r o r s  Tend 
t o  be  more randomly d i s t r i b u t e d  and n o t  s u b j e c t  t o  t h e  b i a s  e r r o r  d i s p l a y e d  
by t h e  Kalman  and Schmidt systems. 
The sys tem wi th  5 s t a r s  and 200 s t a r  memory length appears t o  g i v e  t h e  
b e s t  r e s u l t s .  However, s i n c e  a random s e l e c t i o n  of  s t a r s  w i t h i n  t h e  
memory window was used, the   resu  I t s  may d i  f f e r  dependi ng upon t h e   e x a c t  
s t a r s  used.  To show t h e  t r u e  e f f e c t s  of  d i f f e r e n c e s  i n  t h e  number o f  s t a r s  
and memory l eng th  a  Monte C a r l o  s i m u l a t i o n  and  a s t a t i s t i c a l  a n a l y s i s  o f  
t h e  r e s u l t s  w o u l d  be requi red.  
However, it i s  p o s s i b l e  t o  show s e p a r a t e l y  t h e  e f f e c t i v e n e s s  o f  
p r o c e s s i n g  a d d i t i o n a l  s t a r s  a t  e a c h  measurement p o i n t  i n  r e d u c i n g  t h e  
s t a t e  e r r o r .  T h i s  may be  shown b y  c o n s i d e r i n g  t h e  c o n d i t i o n  w i t h  measure- 
ment no i se  bu t  w i th  no  da ta  e l im ina t i on  f rom the  cova r iance  ma t r i x .  
Essent ia l l y  the  sys tem uses  the  Kalman we igh t i ng  ga ln  bu t  uses more than 
t h e  l a s t  measurements a t  each p o i n t .  
F ig .  21  shows t h e  e f f e c t  o f  u s i n g  one  and 5 measurement s ta rs  ac ross  
a 100 s t a r  l e n g t h  band  on the   p recess ion   ang le   e r ro r ,  JI. Fig.  22 shows 
e s t i m a t i o n  e r r o r s  f o r  t h e  a n g u l a r  momentum d i r e c t i o n  a n g l e  5 f o r  t h e  same 
cond i t ions  as  above except t h a t  t w o  d i f f e r e n t  measurement noise sequences 
have  been  included.  Final ly,   Fig.  23 shows r e s u l t s  s i m i l a r  t o  F i g .  22 b u t  
for cone  angle, 8, and inc ludes a c o n d i t i o n  where 12 s tars  are taken across 
a 100 s t a r  l e n g t h  band. In a l l  t h e s e  cases it can  be  seen t h a t  t h e  
convergence and accuracy  cons ider ing  add i t iona l  measurements Is g r e a t l y  
improved  over  the  s ingle  measurement  condi t ion.  The d i f f e r e n c e  between 5 
and I 2  s t a r s  i s  not great.,  however. Th i s  resu  I t w o u l d  i n d i c a t e  t h a t  t h e  
considerable improvement  of  the least -squares l imi ted memory f i l t e r  o v e r  
t h e  Ka lman f i I 
A compari 
t e r  i s  due t o  t h e  i n c l u s i o n  o f  a d d i t i o n a l  meaSUrementS. 
CONCLUD I NG REMARKS 
son study of t h e   t h r e e  I i m i  t e d  memory f i I t e r  systems, Schmidt 
gain,   noise added,  and least-squares,  has been made. The s tudy   i nd i ca tes  
I. The t h r e e   l i m i t e d  memory systems show a d i s t i n c t  improvement i n  
accuracy  a f te r  400 s t a r s  o v e r  t h e  Kalman f i I t e r  when no system 
no ise   I s   p resen t .  Any o f  t h e  f i l t e r s  would be f e a s i b l e  f o r  use 
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w i t h  a p r e c i s i o n  a t t i t u d e  d e t e r m i n a t i o n  s y s t e m  ( I O  z c . a c c u r a c y )  
assuming a b a s i c  s t a r  mapper p r e c i s i o n  o f  I O  - 30 c c .  
2. The  Schmidt   ga in  l imi ted memory e x h i b i t s  a tendency t o  insens i -  
t i v i t y   i n  a manner s i m i  l a r  t o  t h e  n o n l i n e a r  Kalman f l  I t e r   i n  
t h a t  t h e  s t a t e  e s t i m a t e s  a p p e a r  b i a s e d  and do n o t  o s c i l l a t e  
randomly  about a zero  mean e r r o r .  The  convergence o f  t he  Schmid t  
g a i n  s y s t e m  i s  somewhat s l o w e r  t h a n  t h a t  o f  t h e  Kalman f i l t e r  
f o r  some s ta te   var iab les .   The  ga in   va lue   chosen  appears   to  be a 
compromise  between  convergence  and u l t imate system accuracy.  
3. The no ise  added l i m i t e d  memory f i l t e r  e x h i b i t s  an e x c e l l e n t  
s e n s i t i v i t y  f o r  t h e  c o r r e c t l y  s e l e c t e d  v a l u e s  o f  n o i s e  e f f e c t  
added t o   t h e   c o v a r i a n c e   m a t r i x .  However, t r i a l  and e r r o r  must 
be  used f o r  t h e  s e l e c t i o n  of the  no ise  va lue  and  an i n c o r r e c t  
s e l e c t i o n  can  lead f o  e i t h e r  h i g h l y  o s c i l l a t o r y  o r  biased, low 
s e n s i t i v i t y  s t a t e  e r r o r s .  The  convergence o f  t h e  n o i s e  added 
system i s  c o n s i d e r a b l y  w o r s e  t h a n  t h a t  o f  t h e  Kalman f i l t e r   f o r  
Some s t a t e  v a r i a b l e s  and a g a i n  i s  dependent  upon the  no ise  va lues  
se lec ted .  An a l t e r n a t i v e  t o  improve  convergences  might be t o  add 
n o i s e  i n  o n l y  a f t e r  a s u f f i c i e n t  number o f  s 
processed. 
4. The least-  squares I imi t e d  memory f I I t e r   e x h i  
convergence and s e n s i t i v i t y  for  t h e  v a r i o u s  
length  and t h e  number o f  s t a r  measurements i 
t a r s  have  been 
b i t s  b o t h  e x c e l l e n t  
v a l u e s  o f  t h e  memory 
ncluded. The  con- 
v e r g e d  e r r o r  t e n d s  t o  o s c i  I l a te  abou t  the  t rue  es t ima te  w i th  an .  
accu racy  o f  3 - 6 set for s p i n  e r r o r  and i s  c o n s i s r e n t l y  w i t h i n  
t o l e r a n c e  f o r  t h e  o t h e r  s t a t e s .  The convergence i s  c o n s i s t e n t l y  
b e t t e r  for  most s t a t e s  t h a n  t h e  Kalman f i l t e r .  R e s u l t s  o f  s t u d i e s  
on the convergence and accuracy  ind ica te  tha t  the  use o f  a d d i t i o n a l  
d a t a  p o i n t s  w i t h i n  t h e  memory band c o n t r i b u t e  s i g n i f i c a n t  
improvements over j u s t  p r o c e s s i n g  t h e  l a s t  d a t a  p o i n t .  
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APPENDIX I MEASUREMENT AND GRADIENT  EQUATIONS 
The measurement system equat ions  fo r  t h e  a t t i t u d e  d e t e r m i n a t i o n  
problem becomes q u i t e  complex and hence have been I i s t e d  i n  t h i s  a p p e n d i x  
as  opposed t o  the main body o f  t h e  t e x t .  T h e r e  a r e  a l s o  some s i m p l i f i c a -  
t i ons  wh ich  can  be  employed i n  some o f  t h e  e q u a t i o n s  t o  reduce the compu- 
t a t i o n a l   d i f f i c u l t i e s .  
MEASUREMENT AND  GRAD1 ENT  EQUATIONS 
The  measurement equat ion  (24)  i s  a s t r a i g h t f o r w a r d  s c a l a r  p r o d u c t .  
However, when t h e  m a t r i x  m u l t i p l i c a t i o n s  a r e  p e r f o r m e d ,  some of t h e  g r a d i e n t  
equat ions can be w r i t t e n  i n  t e r m s  of t h e  v e c t o r  and m a t r i x  components o f  
t h e   s c a l a r   p r o d u c t .   D e f i n i n g  
and 
as the  t rans fo rmed  s ta r  vec to r  i n  each  frame, the  g rad ien t  equa t ions  ( 2 5 )  
can be w r i t t e n  as 
T aE % FF T Si 
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c2' 
T 
%- -=I 
t o ,  
) - b s B  3 
/-El Ib3  + E13bl \ 
a E - S = aT [ -E b + Ez3bl T aT -r a T  "i -r 21 3 
\-E31 b3 + E33bl / 
\ -'IT32 + 'ZT31 / 
where E i j  = i j  t h e  component o f  E 
T i j  = i j  t h e  component of T 
S = j t h  component o f  si 
j 
The d i f f e r e n t i a l  e q u a t i o n  f o r  c a l c u l a t i n g  t h e  s t a t e  t r a n s i t i o n  m a t r i x  
uses tha  Jacob ian  mat r ix  g iven  by  
Using equat 
G 
i on  ( 2 6 ) ,  the   te rms  a re  
i I  
= Gi2 = 0 i = I, ..., n 
-K b B B s i n  28 c o t  T 
L G13 - 
- Y Z  
- 
G23 - L 
- b  r s i n  e 
54 
-b K B Bz s i n  20 B M s i n  0 -  
G43 
X .+ Y Z  
L t 
-b K B Bz s i n  28 Bx MZ s i n  0 
G53 - 
- 
L s i n  T 
- 
r s i n  T (A31 
-r K b (Bz2 - B 1 s i n  20 2 
G63 - -- L 
Gi3 = 0 i = 7, ..., n 
I n   t a k i  ng t h e  - f o r  T and E; i t  i s  necessary t o  t a k e  i n t o  c o n s i  d e r a t i o n  
'9 i 
ax. 
t h a t  Bx, B anJJB  are  funct ions of these   va r iab les .  Hence 
Y '  Z 
G 1 4  = K(I + b cos 9)(B B c o t  T - B B csc T) 2 2 
X Y  Y Z  
L 
I.1 cos e Z 
(Bz cot 'I + Bx csc  T + Bx)  2 - "r 
Bx MZ 
G24 = - r 
b K s i n  28 BX Bz 
G34 = ~ 2 L  
K ( I  + b COS O)(Bx - Bz 1 2 2 2 
G44 = L 
MZ cos 0 - 
r {B  csc  T + B csc  T cot T I  Z X 
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G64 
4 
G I  5 
G25 
G35 
G45 
G55 
G65 
‘15 
= o  i = 7, ..., n 
2 
- K ( ’  + cos cot T I ( B  - B 1 s i n  T 2 L Y z 
- Bx Bz COS t) 
+ y z  
e M COS e 
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- y z  
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2 L  
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(Bz s i n  7 + Bx cos T I  MZ cos 0 
F -I 
K ( I  + b cos 0 )  2 -  I C E ~ ’  - B~ 2 s i n  T - B B cos TI  
L s i n  T x z  
B M cos e cos T 
+ y z  
‘f 
- 2 r K ( I  + b cos e )  s i n  2 - 
L Y Z  
= o  i = 7,  ..., n 
(A4 I 
cont ’d .  
56 
R 
I Bx MZ cos 0 cot T B, MZ cos 0 
G16 = ” L - 2 + r r 2 
k cos 0 - Bz MZ 
‘26 - - L r 2 
GZ6 = 0 
6 MZ cos 0 
2 G46 
= +  y 
r 
Bx MZ cos 0 
r2 s i n  T 
G56 = - 
K(BZ2 - B ) ( I  + b cos 8 )  2 2 - 
G66 - L 
‘27 = o  
b s i n  29 ( B  + Bz 1 
4L 
2 2 
Gj, = - 
(A4 1 
cont‘  d. 
(A5 1 
57 
G , 7  = 0 i = 7, ... n 
8 COS e cot T B~ COS e 
G , 8  = x - r r 
G38 = 0 
G~~ = B COS e 
V 
r 
B~ COS e 
G5a = r s i n  -r 
G i 8  = 0 i = 6 ,  ..., n 
K B B~ COS e cot T 2 
G19 = L 
K s i n  2 8 ( B  + Bz 1 2 2 
G39 = - 4 L  
K B~ B~ COS e 
L 
2 
G49 - 
- 
K Bv  Bz cos e 2 
G59 = L s i n  T 
r K ( B ~ '  - B 2 I cos 2 e 
- 
G69 - L 
Gig = 0 i = 7, ..., n 
For  the  ins t rument  s imu la t ion  runs ,  bo th  K and MZ cou ld  be  se t  equa l  t o  a 
nonzero  value.  For  the  est imation  program, M = 0 was assumed. Hence t h e  
above equations were used with n = 7 and  where  appl i c a b l e  t h e  M te rm 
el l rn inated. 
Z 
Z 
59 
APPENDIX I I  STAR SIGHTING COVPUTER PROGRAi4 
P R O G R A M  FOR D E T E M I I J A J I O N  OF S T A R   S I G H T I N G S   A N D   P R E P A R A T I O N  OF 
S I G H T I N G   T A P E S  FOR U N I V E R S A L   F I L T E R   P R O G R A M  
D A T A   I N P U T T C O N S T A N T S T I N I T I A L   S T A T E S ( V A L ) * C O N T R O L   N U M B E R S 1 E T C . r  
S T A R  A N G L E S ( S I G M A , G A M A ) ~ M A G N I T U D E S ( S M A G ) r S L I T  A N G L E S ( A L A M O T A L P H L ) ,  
E T C ,  
T A P E   I N I T I A L I Z A T I 0 : J  
P A R A M E T E R   I N I T I A L I Z A T I O N  
I T  = 0 
S V I E  = S I N ( V I E / 5 7 . 2 9 5 7 8 )  
C V I E  = C O S ( V I E / 5 7 . 2 9 5 7 8 )  
Do  26 I = 2 r 6  
26 V A L I I )  = V A L ( I ) / 5 7 . 2 Y 5 7 8  
T M A T ( 2 t 3 )  = 0.0 
S L I T   V E C T O R   C O M P O N E N T S  
DO 3 I = l , I T S L  
CALAM(I)=COS(ALAMD(I)/57.29578) 
SALAM(I)=SIN(ALAMD(I)/57.29578) 
SLIT(I~l)=CALAM(I)~COS(ALPH1(I)/57.29~78) 
S L I T ( I T ~ ) = C A L A M ( I ) ~ S I N ( A L P H ~ ~ / ~ ~ . ~ ~ ~ ~ ~ ~ ~ ~ ~ )  
3 S L I T ( l r 3 ) = S A L A M ( I )  
S T A R   V E C T O R   C O M P O N E N T S  
60 
14 S M A G , ( I )  = 10.0**((SMAG(I)-l.O)/5.02) 
C 
C I N E R T I A L - A N G U L A R   M O M E N T U M   A X E S   T R A N S F O R M  
C 
2 5  D O  27 I = 2 r 4  
C V A L ( 1 )  = C O S ( V A L ( I I 1  
2 7  S V A L ( 1 )  = S I N ( V A L ( 1 ) )  
T M A T t l r l )  = C V A L ( 4 ) * C V A L ( 3 )  
T M A T ( l . 2 )  = C V A L ( 4 ) * S V A L ( 3 )  
T M A T ( l r 3 )  = - S V A L ( 4 )  
T M A T ( Z * l )  = - S V A L ( 3 )  
T M A T ( 2 r 2 )  = C V A L ( 3 )  
T M A T ( 3 . l )  = S V A L ( 4 ) * C V A L ( 3 )  
T M A T ( 3 r i l )  = S V A L ( 4 ) * S V A L ( 3 )  
T M A T ( 3 r 3 )  = C V A L ( 4 )  
L 
C T E S T   F O R  I N T E G R A T I O N   T I M E   I N T E R V A L   C O M P L E T E D  
C 
C 
C E U L E R   T K A N S F O R M ( A N G U L A R   M O M E N T U M - B O D Y   A X E S )  
C 
I F ( I N T E K - N E . 1 ) G O   T U  6 
I F ( V A L ( 6 ) . G T O 6 . 2 8 3 1 8 3 5 )   V A L ( 6 )   = V A L ( 6 )  -6.2831853 
I F ( V A L ( S ) . L T .  -6 .2831853)  V A L ( 5 )   = V A L ( 5 )  + 6.2831853 
00 28 I = 5 9 6  
C V A L ( 1 )  = C O S ( V A L ( 1 ) )  
28 S V A L ( 1 )  = S I N ( V A L ( 1 ) )  
E T I l g 1 )  = C V A L ( 5 ) * C V A L ( 6 )  - C V A L ( 2 ) * S V A L ( 6 ) * S V A L ( 5 )  
E T ( l r 2 )  = C V A L ( 5 ) * S V A L 1 6 )  + C V A L ( 2 ) + C V A L ( 6 ) * S V A L ( 5 )  
E T ( L r 3 )  = S V A L ( S ) * S V A L ( 2 )  
E T ( 2 . 1 )  = - S V A L ( 5 ) * C V A L ( 6 )  - C V A L ( 2 ) * S V A L ( 6 ) * C V A L ( 5 )  
E T ( 2 . L )  = - S V A L ( S ) * S V A L ( 6 )  + C V A L ( Z ) * C V A L ( 6 ) * C V A L 1 5 )  
E T ( 2 r 3 )  = C V A L ( 5 ) * S V A L ( 2 )  
ET(3r1) = S V A L ( 2 ) * S V A L ( 6 )  
E T ( 3 . 2 )  = - S V A L ( Z ) * C V A L ( 6 )  
E T ( 3 r 3 )  = C V A L ( 2 )  
r 
L 
c S T A R   V E C T O R   T R A N S F O R M E D  T O  B O D Y   A X E S  
69 DO 9 I = l r 3  
A E V E C ( I ) = O . O  
D O  9 J = 193  
9 A E V E C ( 1 )  = A E V E C ( I ) + S V E C ( J r M ) * T M A T ( I , J )  
DO 8 I = 1.3 
A E T V E ( 1 )  = 0.0 
DO 8 J = 1.3 
8 A E T V E ( f )  = A E T V E ( I ) +   E T ( I r J ) * A E V E C ( J )  
C 
C T k S T   F O R   K T H O G N A L   S I T   A N D   S T A R   V E C T O R S  
C 
E V A L ~ S L I T ~ I S L I T ~ l ~ * A E T V E ~ l ~ + S L I T ~ I S L I T ~ 2 ~ * A E T V E ~ 2 ~ + S L I T ~ I S L I T ~ 3 ~ *  
l A E T V E (  3 )  
I F ( A B S ( E V A L ) . L T . 0 . 5 E - 6 )   G O   T O  40 
61 
C 
C 
C 
6 
C 
30 
C 
C 
C 
M A G N E T I C  FIELD I N T E N S I T Y   C O M P O N E N T S  
V N U   = V N O   + W O * T  
A L P H A  = A R S I N ( S I N ( V N U ) * S V I E )  
B M G (  1) = B X  BMG ( 2  1 =BY BMG ( 3 )=BZ 
B M G ( 1 )  = CZ*SIN(Z.*ALPHA)*COS(BETA) 
B M G ( 2 )  = C Z * S I N ( 2 . * A L P H A ) * S I N ( B E T A )  
B E T A  = A T A N 2 ( S I N ( V N . U 1 * C V I E , C O S ( V N U ) )  
B M G ( 3 )  = C 2 * ( C 3  - C O S ( Z . * A L P H A ) )  
00 30 I = 1 9 3  
B M A G ( 1 )  = T M A T ( I * l I * B M G ( l )  + T M A T ( I * Z ) * B M G ( Z )  + T M A T ( I v 3 ) * B M G ( 3 )  
D I F F E R E N T I A L   E Q U A T I O N S  
A R T I A  = ( E R T I A ( l ) - E R T I A 1 3 ) ) / ( E R T I A ( 3 ) * € R T I A ( l ) )  
D R T I A  = C l * ( l . O / E R T I A ( l )  + A R T I A * ( C V A L ( Z ) * * Z ) I  
D E K 1 ( 1 ) =   - O K T I A ~ V A L ( l ) * ( B M A G ( l ) * * Z  + B M A G ( 2 ) * * 2 )  
D E R 1 ( 2 ) =  - C l * A K T I A * C V A L ( Z ) * S V A L ( Z ) * ( ~ M A G ( l ) * * Z  + B M A G ( 2 ) * * 2  + 
l Z . * { B M A G ( 3 ) * * 2 1 ) / 2 .  
l ( V A L ( l ) * S V A L ( 4 ) )  
D E K l ( 3 )  = D K T I A * B M A G ( Z ) * B M A G ( 3 ) / S V A L ( 4 )  + B M A G ( l I * A M A G * C V A L ( Z ) /  
D E R l ( 4 )  = D K T I A * B M A G ( l ) * B M A G ( 3 )  - B M A G ( Z ) * A M A G * C V A L ( Z ) / V A L ( l )  
D E R 2 ( 1 ) =   A R T I A * C V A L ( Z ) * V A L ( l )  + B M A G ( 3 ) * A M A G / V A L ( l )  
D E R 2 ( 2 ) =   V A L ( l ) / E R T I A ( l )  + DKTIA*BMAG(2)*BMAG(3)*CVAL(4)/SVAL(41 
1+ BMAG(l)*AMAG*CVAL(2)*CVAL(4l/(VAL(l)*SVAL(4)) - B M A G ( 3 ) * A M A G *  
Z C V A L ( Z ) / V A L ( l )  
C 
C T E S T  FOR I N T E G R A T I C I N   T I M E   I N T E R V A L   C O M P L E T E D  
C 
C 
C A N G U L A R   E R O R  111 S P I N  A N D   P R E C E S S I O N   P L A N E  
C 
I F ( I N T E K . N E . 1 )  GO T U  10 
A 1  = A E T V E ( l ) * C A L A M ( I S L I T )  
A 2  = A E T V E ( 2 ) * C A L A M ( I S L I T )  
A 3 = A E T V E ( 3 ) * S A L A M ( I S L I T )  
A R L ; l =   ( - A 2 * A 3  + A l *   S Q R T ( A l * * Z  + A 2 * * 2  - A 3 * * 2 ) ) / ( A l * * 2  + A 2 * * 2 )  
A S A R G  = A R S I N ( A K G 1 )  
I F ( A E T V E ( l ) . G ? . O . O . A N D . A E T V E 1 2 ) , G T . O . O ) A S A ~ G  = 3.14159 - A S A R G  
I F ( A E T V E ( ' l ) ~ L T . O ~ O . A N D I A E T V E O , G T . O . O ) A S A R G  = 3.14159 + A S A R G  
A S A R G = A S A R G - A L P H l (   I S L I T )  
C 
C I N T E G R A T I O N   T I M E   I N E T E R V A L   T O NULL E R R O R  
C 
D E L T A  = A S A R G / ( D E R 2 ( 1 ) + 0 E R 2 ( 2 ) )  
W R I T E ( 6 r 2 0 0 ) A R G l ~ A S A R G ~ E V A L ~ D E L T A  
C 
C C A L L   I N T E G R A T I O h   S U B R O U T I N E  
C 
10 C A L L   R K U T T A l I N T E R )  
GO T O  25 
C 
62 
C R A N D O M   N O I S E   G N E R A T O R   S U B R O U T I N E   C A L L  
40 C A L L  GETRAN(IRtNATvLGAUStKNvYltY2) 
N A T  = 2 
L 
C C O M P U T E   M E A S U R E M E N T   T I M E
C 
TO = T  + R N * V A R * S M A G  ( M 1 
CHAT = FLOAT(~O*ISLIT  + MI 
L 
C O P T I C A L   A X E S   C O M P O N E N T S  IN I N E R T I A L   S P A C E  
C 
DO 110 I = l r 3  
A E V E C ( 1 )  = 0.0 
D O  110 J ~ 1 . 3  
110 A E V E C  ( 1 )  = A E V E C ( 1 )  + T M A T ( J t I ) * E T ( 2 p J )  
L 
C W R I T E   D A T A   O N   T A P E - o o S T A R   C O U N T , S T A R   N D   S L I T v M E A S U R E M E N T   T I M E ,  
C T R U E   T I M E t O P T I C A L   A X E S   C O M P U N E N T S t A N D   S T A T E S  
C 
W R I T E ( 4 p 2 0 1 )  K , C H A T ~ T O ~ T ~ A E V E C I A N S ( ~ ) ~ A N S ( ~ ) ~ A N S ( ~ ) ~ A N S ( Z ) ~ A ~ S ( ~ ) ~  
l A N S ( 3 ) v A N S ( l )  
W R I T E ( ~ ~ Z O ~ ) I S L I T ~ M ~ T O ~ T T A N S T A € V E C  
K = K + l  
L 
C I N D E X  T O  N E X T   S T A R  A N D / O R  S L I T  
I F ( I S L I T . E P . I T S L )  GO TO 50 
I S L I T = I S L I T + l  
GO T O  69 
50 ISLIT=l 
M = M + 1  
I F ( M . G T . I T S T )   M = l  
I F ( K . G T . K S T O P )  S T O P  
GO T O  69 
100 FURMAT(6E10.5~/6E10.5r/6E1015r/6E10~5~/6€105) 
101 F O R M A T ( 3 € 1 0 . 5 , 6 1 5 )  
102 F D R M A T ( 6 E l O . S )  
200 F O K M A T ( 4 E 1 6 . 8 )  
103  F O R M A T (  1 5 v F 3 . 0 v 2 0 2 0 . 1 2 / 3 E 1 6 . 8 )  
201 F U R M A T (  15~F3.0~2D20.12~3E16.8/6D20.12) 
202 FOHMAT(215v2D20~12r/6D19~11/3El6~8//) 
203 FORMAT(ZX4HDATA/,5HISLITZX5H S T A R Z X l O H M E A S .   T I M E 6 X 9 H T R U E   T I M E /  
12X8HMOMENTUM9X5HTHETAllX4HZETAl2X3HTAUl3X3HPSIl3X3HPHI/ 
2 2 X 3 8 H O P T I C A L   ( Y - A X I S )   C O M P O N E N T S  0 x 1  OY,  OZ/) 
E N D  
S U B K O U T I N E  G E T R A N ( I R v N t L v K N , Y l t Y 2 )  
L 
C R A N D O M   N O I S E   G E N E R A T I O N   S U B R O U T I N E  
C 
O I M E N S I O N   I A 2 ( 3 5 r 2 ) v I A 3 ( 3 5 , 2 ) r I A 5  (35,2)rIA1(35r2),1R(Z)tIA(35vZ), 
l B U N N Y ( 3 5 )  
C O N  = 6.28318530717959 
63 
75 
1 
9 
2 
18 
17 
3 
19 
33 
49 
21 
22 
26 
25 
64 
28 CONTINUE 
RN = SQRT(-2.*ALOG(Yl))*SIN(CON*YZ) 
GO T O  62 
J1 = 36 - J 
60 DO  61 J = lr35 
IFtIA(Jlrl)-EQ.l)Y1=Yl+BUNNY(J) 
61  CONTINUE 
62 RETURN 
END 
SUBROUTINE  RKUTTA(INTER1 
C 
C INTEGRATION  SUBROUTINE 
l. 
DIMENSION D E R 1 ( 4 ) ~ D E R 2 ( 2 ) r V A L ( 6 ) ~ P l ~ 4 ~ ~ P Z ~ 2 ~ ~ ~ L ~ 4 ) ~ R 2 ~ Z ~ ~ Q l ~ 4 ~ r  
18212)rSl(4),S2(2)rANS(6) 
DOUBLE  PRECISION D f R 2 r V A L , P Z ~ R Z r Q Z r S 2 , T r A N S  
COMMON V A L r D E R l r D E R 2 r D E L T A r T ~ A N S  
GO T O  (20r30r40r50)rINTER 
20 DO 1 I = l r 4  
ANS(I)= VAL(1) 
P l ( I )  = DELTA*DEKlII) 
1 VAL(1) = .5*Pl(II+ ANS(I) 
DO 11 1~1.2 
ANS(I+4)=VAL(I+4) 
P2(1) = DELTA*DERZ(I) 
11 VAL(I+4)=.5*P2( I )+ANS( I+4) 
T=T+.S*DELTA 
INTER=2 
RE  TU RIJ 
Q l ( 1 )  = DELTA*DERl(I) 
2 VAL(I)= .5*Ql(I)+ A N S ( 1 )  
30 DO 2 I = l r 4  
DO 22 1~1.2 
02(I)=DELTA*DERZ(I) 
I NTER=3 
RETURN 
R1( I ) =  DELTA+DERl( I 1 
00 3 3  I=lr2 
R2( I ) =  DELTA*DERZ( I )  
T=T+.5*DELTA 
INTER=4 
RETURN 
S1( I )=DELTA*DERA( I )  
00 44 I=lr2 
SZ( I I =  DELTA*DERZ( I )  
22 VAL(I+4)=.S+QZ(I)+ANS(I+4) 
40 DO 3 1 ~ 1 9 4  
3 VALII)= Rl(I)+ A N S ( 1 )  
33 VAL(I+4) = RZ(I)+ANS(I+4) 
50 DO 4 I = l r 4  
4 VAL(I)= A N S ( I ~ + ( P l ~ I ) + 2 . * ( Q l ( I ) + R l ~ I ) ) + S 1 ~ 1 ~ ~ / 6 ~  
44 V A L ( I + 4 ~ = A N S ( I + 4 ) + ( P Z ~ I ) + 2 . * ~ Q Z ~ I ~ + R Z ~ I ) ~ + S 2 ~ 1 ~ ~ / 6 .  
DO 5 I =  296 
65 
5 A N S ( I ) =  VAL(I)*57.29578 
I NTER= 1 
RETURN 
END 
66 
C 
C 
C' 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
C 
APPEiJDI X I I I LI M l T E D  MEPORY F I  LTER PROGRAM 
L I M I T E D  M E M O R Y   F I L T E R   P R O G R A M  
D I R E C T I O N S   F O R   O P T I O N S  
O P T I O N  1. N O N L I N E A R   K A L M A N   F I L T E R  
SET K = -1,WtI) = O - O , I = l , N , A N D   S G A I N o L T - 0 . 0  
O P T I O N  2. L I M I T E D   M E M O R Y   U S I N G   S C H M I D T   G A I N  
S E T  K = -ltW(I) = O . O , I = l , N t A N D   S E L E C T   V A L U E   F O R   S G A I N . G T . O . 0  
A N D   - L T - + 1 - 0   ( N O M I N A L   S G A I N   V A L U E  = +.01) 
O P T I O N  3 .  L I M I T E D  M E M O R Y   U S I N G   N O I S E   A D D E D  TO C O V A R I A N C E   M A T R I X  
S E T  K = -1 A N D   S G A I N . L T . 0 - 0 .   S E T   N O I S E  T O  B E   A D D E D   T O   S T A T E S  
B Y  W ( 1 )  A N D  I F  N O I S E   C O U P L I N G   E X I S T S   B Y   Q ( I , J ) . M A T R I X   E Q U A T I O N  
FOR r4oIsE ADDITION IS ~ * * 1 / 2  = P**I/Z + Q * W  
O P T I O N  4. L I M I T E D  M E M O R Y   U S I N G   I N T E R M E D I A T E  S T A R   S I G H T I N G S   A N D  
A D D I N G  A N D   S U B T R A C T I N G   D A T A   F R O M   C O V A R I A N C E  M A T R I X  
S E T  W ( I )  = O . O , l = l , N   A N D   S G A I N . L T . O . 0 .   S E T   K . G T . - l .  I F  K = O  O N L Y  
E N D   P O I N T   M E A S U R E M E N T S   A R E   U S E D . K . G T . 0  WILL I N C L U D E  K I N T E R -  
M E D I A T E D   S T A R S .   M E M O R Y   L E N G T H  IS S E T   B Y  NP - N Q . E X A M P L E , N P = l ,  
NQ=-991 L E N G T H  WILL B E   1 0 0 . ( N O T f - -   N E G A T I V E   S T A R S   A R E   N O T  
C O i l S I D E R E D ) . S E T   S H   B E T W E E N  -1.0 A N D  + l o 0  F O R   W E I G H T I N G   L A S T  
P O I N T  I N  M E A S U R E M E N T   E Q U A T I O N .   S E T  WT B E T W E E N  0.0 A N D  +1.0 
FOR C O V A R I A N C E   W E I G H T I N G   S U B T R A C T I O N .   ( E L I M I N A T E S   L A R G E   S U B -  
T R A C T I O N S   F R O M   C O V A R I A N C E   M A T R I X   W H I C H   C O U L D   C A U S E   N O N P O S I T I V E  
D E F I N I T E   E F F E C T S ) .  I F  W T - L T . O . 0   T H E   S T I M A T I O N   B E C O M E S  A K A L M A I J  
FILTER WITH P A S T  M E A S U R E M E N T  POINTS INCLU~ED. 
D I M E N S I O N  R A N ~ l O ~ ~ N T I M ~ 1 2 ~ ~ S S L ~ 5 O O ~ ~ S T R C H ~ 5 O O ~ ~ S S T C H ~ l Z ~ ~ S T A R ~ 3 ~ 6 ~  
~ I M A G ( ~ ) , S L ~ T ( ~ , ~ ) , A M T ( ~ , ~ ) , ~ ( ~ , ~ ) , H E R R ( ~ ) , X ( ~ ) , A M T E M ( ~ ) , E T ( ~ , ~ )  9 
1 P ( 7 , 7 ) , P H I ( 7 r 7 ) , T P H I ( 7 , 7 ) , A M A T ( 2 r 7 ) r T E R R ( 7 ) , G R A D ( 7 ) , ~ ( 7 , 7 ) ,  W ( 7 ) ,  
3 1 S C H T ( l Z ) ~ C X ( 5 ) r S X ( 5 ) ~ Y ( 7 ) ~ Z ( 6 ~ ~ E R R ( 3 )  
R E A L   I N R T Z v I N E R T v M A G  
C O M M O N / B L K 1 / X / B L K 2 / P H I I I T I M X , T / B L K 3 / S S T C H ~ C V I E ~ S V I E / B L K 4 / C X ~ S X ~  
1 A M T  9 E T  
D O U B L E   P R E C I S I O N   X , Y , T I S T K C H I S S T C H I T E M I Z  
D A T A   A M T ( 2 , 3 ) / 0 . 0 /  
D A T A   I N I T I A L I Z A T I O N   F O R   E A C H  RUN. S T A T E t S T A R   P O S I T I O N S   A N D  
M A G N I T U D E S p S L I T   O R I E N T A T I O N I N O M I N A L   M E A S U R E M E N T   V A R I A N C E v S C H M I D T  
G A I N v I N I T I A L   T I M E * N U I S E   E F F E C T S , I N E R T I A S t O R B I T   C O N D I T I O N S , A N D  
C O N T R O L   N U M B E R S . I N 1   T I A L   C O V A R I A N C E   M A T R I X ( P * * l / 2 )  
W R I T E   I N T I A L   D A T A  T O  R E C O R D   I N P U T   C O N D I T I O N S  
43 R E A D ( 5 r 1 0 0 )  X, ( H E R R ( I ) , I = l , 6 ) , ( R A N ( I ) r I = 2 , 7 )  
l , M A G ~ ( T E R R ( I ) , I = 1 ~ 3 ) ~ ( G R A D ( I ) ~ I = l , 3 ) ~ V A ~ ~ S G A I ~ ~ T ~ W  
100 F O R M A T ( 7 E 1 0 . 6 / L 2 F 6 . 0 / b F 6 ~ 2 ~ 6 F 6 ~ 0 / 2 E 1 0 ~ 5  
l r E 1 6 . 8 / 7 E 1 0 . 5 )  
R E A D ( 5 r 1 0 3 )  I N E R T I I N R T Z ~ S P A N , V I E ~ V N O ~ W O ~ C ~ ~ R A N ( ~ ) ~ I M A X T ~  
lIALTR,NOISE,NPRNT,NQ,K,NP,NTOTL,NSUM,NT,IAT,NSPNT,SH,WT 
103 
W R I T E ( 6 r 1 0 0 )  X,(HERR(I)rI=lr6),(RAN(I),I=2,7 
6'7 
68 
302 X ( I ) =   X ( I ) / 5 7 . 2 9 5 7 8  
1 N P = N P + l  
N Q = N Q + l  
C 
C T E S T   F O R   E X C E E D I N G   S T A R   C H A R T   I N   M E M O R Y  
C 
JF(NP.LT.NTOTL.OR.NP.Ea.NTOTL)  GO T O  93 
L 
C U P D A T E   S T A R   C H A R T   T O   E L I M I N A T E   O L D   D A T A   A N D   R E A D  I N  NEW 
C 
DO 4 1  I = l r K A M  
K A T  = NO - 1 + I 
S S L ( I ) = S S L ( K A T )  
41 S T R C H ( I ) = S T K C H ( K A T )  
K A T  = K A M  +1 
IF((1MAXT-NSUM).LT.(NTOTL-KAM)) N T O T L   = I M A X T - N S U M + K A M  
I F  ( N O I S E . E Q . 1 )  GO TO 222 
R E A D ( 4 ~ 1 0 1 ) ( S S L ( I ) r S T K C H o r Z ( l ) ~ I ~ K A T r N T O T L ~  
GO T O  223  
222 R E A D ( 4 ~ 1 0 2 ) ( S S L ( I ) ~ S T R C H ( I ) r Z ( l ) r I = K A T I N T O T L )  
223 C O N T I i 4 U E  
K k W I N U  4 
D O  122 I = l r N S U M  
122 K E A D ( 4 r 3 6 1 )   K A T r Z ( 1 )  
361 F O R M A T ( I 5 / D 2 0 . 1 2 )  
N S U M  = N S U M + N T O T L - K A M  
N P =   K A M + l  
NC= 1 
C 
C S E L E C T  B Y  R A N D O M   N U M B E R S   T H E   I N T E R M E D I A T E   S T A R S   I NO P T I O N  4 .  
C A L T E R N A T E S * * O R D E R E D   S T A T I S T I C S  OR S T A R   W I T H I N  A S P A N  
C 
9 3  I F ( K . L T . l ) G O   T O  2 
I F ( I A L T R . E Q . 1 )  GO TO 3 0  
DO 40 I z 1 . K  
40 C A L L  Q K A N D l (  R A N (  I 1 1 
I F ( K . E Q . 1 )  GO TO 9 5  
L I M l  = K - 1  
C G E N E R A T E   O K O E K   S T A T I S T I C  
96 L I N T  = 1 
DO 97 I =  l r L I M 1  
I F ( R A N ( I + l ) - G T . R A N ( I ) )  GO TO 97 
T E P  = K A N ( I + l )  
R A N ( I + l )  = R A N ( [ )  
R A N ( 1 )  = T E P  
L I N T  = 1 
97 C O N T I N U E  
I F ( L I N T . E Q . 1 )  GO T U  9 5  
L I M l  = 1-1 
GO  TO 96 
C G E N E R A T E   T I M E   P O I N T S  
95 DO 94 I = 1 r K  
N T I M ( I + l )  = N P  '. IFIX(RAN(I)*FLOAT(NP-NQ)I 
69 
I F ( N T I M ( I + l ) ~ L T . 1 )   N T I M ( I + l )  = 1 
94 C O N T I N U E  
GO T O  2 
C A L L   Q R A N D l ( R A N ( 1 ) )  
30 DO 39 I = l * K  
N T I M ( I + 1 1  = NP-(I~(NP-NQ)/(K+l)+IFIX(SPAN*[RAN(I)-0,5))) 
I F ( N T I M ( I + l ) . L T . l )   N T I M ( I + l ) = l  
39 C O N T I N U E  
C 
C A S S E M B L E   W O R K I N G   S T A R   C H A R T ( S T A R S   T O  BE U S E D  TO O B T A I N  NEW 
C E S T I M A T E  1 
L 
2 L I M l  = K + 2 
N T I M ( L I M 1 )  = N Q  
I F ( N T I M ( L I M l ) . L T . l )   N T I M ( L I M 1 )  =1 
N T I M ( 1 )  = NP 
IF(NT.LT.NSPNl+ l ,UR.MOD(NTINPRNT) .EQ.O)  W R I T E ( ~ ~ ~ O ~ ) ( N T I M ( I ) I I = ~ I  
112 1 
401  F O R M A T ( l 1 H   S T A R   N O S . = , 1 2 1 5 )  
D O  9 2  I =  1 , L I M l  
M = N T I M ( 1  1 
S S T C H L I ) = S T R C H ( M )  
9 2  I S C H T ( I ) = ( S S L ( M ) + . 5 )  
C 
C U P D A T E   S T A T E   A N D   C A L U L A T E   S T A T E   T R A N S I T I O N   M A T R I X  TO NEW S T A R   T I M E  
I T I M X  = 1 
T E M  = T 
C A L L  D I F F (  I N E R T ~ I N R T Z , C ~ , W O I V N O I I A T , N T )  
DO 6 7  I = l r 7  
67 Y(I) = x ( r )  
L 
C C A L C U L A T E   C O V A K I A N C E   M A T R I X ( P * * 1 / 2 )   A N D   A D D   N O I S E  I F  A N Y  
C 
DO 54Jz1.7 
DO 5 1  1 ~ 1 9 6  
T P H I ( I r J ) = Q ( I I J ) * W ( J )  
DO 5 1  L = 1 , 7  
5 1  T P H I ( 1 , J )  = T P H I ( 1 g J )  + P H I ( I I L ) * P ( L I J )  
5 4  T P H I ( ~ I J )  = P H I ( 7 , 7 j * P ( 7 , J )   + Q ( 7 , J ) * W ( J I  
D O  20  I=117 
DO 2 1  J = l r 7  
P ( 1 , J )  = T P H I ( 1 , J )  
2 1  P H I ( 1 , J )  =O.O 
T E R R ( 1 )  =O.O 
20 P H I ( I ~ I ) = l ~ O  
GCi' T O  22  
9 1  I T I M X  = I T I M X  + 1 
C 
C T E S T   F O R   V A L I D   S T A R   ( S I N C E   N E G A T I V E   S T A R S   A R E   N O T   A L L O W E D )  
70 
i 
C I N T E G R A T E   S T A T E   A N D   S T A T E   T R A N S I T I O N   M A T R I X  T O  O L D   S T A R   S I G H T I N G  
C T I  HES 
r 
L 
C 
C 
C 
C 
22 
C 
C 
C 
89 
88 
C A L L  D I F F ( I N E R T ~ I N K T Z r C 2 r W O ~ V N O t I A T r N T )  
M E A S U R E M E N T   A N A L Y S I S  
1. D E T E R M I N E   S L I T   A N D   S T A R  
I S L I T  = 2 
I S T A R  = I S C H T ( I T 1 M X ) -   1 0 * I S L I T  
I F ( I S C H T ( I T I M X ) . L T . 2 0 )   I S L I T  = 1 
2. T R A N S F O R M   S T A R   V E C T O R   F R O M   I N E R T I A L   T O  BODY A X E S  
C 
C 3. C A L C U L A T E   M E A S U R E M E N T   Q U A T I O N  
C 
H = 0.0 
DO 87 I=1 ,3  
87 H = H - S L I T l I r I S L I T ) * B ( I r 2 )  
I F ( I T I M X . E Q . K + Z )   H = S H * H  
L 
C 4. C A L U L A T E   G R A O I E N T   O F   H ( X ( K ) )   W I T H   R E S P E C T   T O   X ( K 1  
71 
. " . .. . .. . . . . . . . . - .. .  . . "" -. . . . -. . " 
C A N D   M E A S U R E M E N T   C O V A R I A N C E   I N V E R S E  
C 
R A N ( 1 0 ) =  V A R * M A G ( I S I A R ) * ( H E R R ( l ) + H E R T / I N R T Z - l . ) *  
l C X ( 3 ) ) * X ( 6 ) / I N E R T  
G K A D ( 1 )  = PHI(lrl)~HERR(l)/KAN(lO) 
G K A D I Z )  = PHI(2,2)*HERR(Z)/RAN(lO) 
D O  53 J=3,7 
G R A D ( J )  = 0.0 
00 53 r = 1,s  
5 3  G K A D ( J )  = GKAD(J)+PHILIrJ)*HERR(I)/RAN(lO) 
C 
C 6. A C C U M U L A T E   W E I G H T E O   E R R O R  
r 
L 
D O  8 1  I = 1 9 7  
8 1  T E K R ( 1 )  = T E R R ( I ) + G R A D ( I ) *   H / R A N ( 1 0 )  
I F ( N T ~ L T ~ N S P N T + l . O R . M D D ( N T , N P R N T ) ~ E Q ~ O )  W R I T E ( 6 r 4 0 4 )  t i  
404 F O R M A T ( 7 H   E R R O R = , E L 6 . 8 )  
80  C O N T I N U E  
P 
L 
C TEST FOR FIRST(NEW) OR L A S T ( O L D E S T )  S T A R  ra WORKING C H A R T ( M E M O K Y  
C W I N D O W  1 
C 
IF(ITIMX.LT.K+Z.AND.ITIMX.GT.l) GO T O  91 
L 
C T E S T   F O R  LAST S T A R  
r 
L 
I F ( I T I M X . N E . 1 1   G O   T U  7 8  
r 
L 
C S T O R E   G R A D I E N T   D A T A   F O R   F I R S T   A N D   L A S T   S T A R   T O  BE U S E D  I N  P * * l / 2  
C U P D A T E  
C 
G A = O  0 
D O  77 1 ~ 1 . 7  
G A = G A   + G R A D ( I ) * * 2  
G A I N = S G A I N / G A  
IF(K.EQ.(-l)) GO T O  75 
GO TO 9 1  
78  C O N T I N U E  
7 7  A M A T ( L , I ) = G R A D ( I )  
D O  76 I = l r 7  
76 A M A T ( 2 r 1  ) = G R A D (  I )  
C 
C C A L C U L A T E   N E W  P * * 1 / 2  M A T R I X  
C 
75 LI=2 
IF ( S S T C H ( I T I M X ) . L T ~ ( - 5 ~ O ) o O R o K o E Q o ( - L ) )  L I = 1  
DO 12 M = l , L I  
S I = l . O  
I F ( M . E Q . 2 )  SI=-L,O 
B L M g M )  = O - O  
DG 1 0  I = l r 7  
A M T E M ( 1 ) - 0 . 0  
DO 11 J=1,7 
72 
L 
C T E S T   F O R   S T A R   P O I N T S   A T  WHICH T O   P E R F O K M   A C C U R A C Y   A N A L Y S I S   A N D  
C D A T A   P R I N T  
L 
IF(NT.GT.NSPNT.AND.MOD(NT1NPKNTvNPRNT)oNE.O) G O   T O  4 5  
L 
C C O M P A R E   S T A T E   A I 4 0   I N S T K U M E ! ' 4 T   A X I S   P O I N T I N G   T O   O B T A I N   E R R O R S  
r 
16 X ( I ) = 5 7 . 2 9 5 7 8 * X ( I )  
DO 161 1 ~ 1 . 6  
161 Z ( I ) = Z ( I ) - X ( I )  
E=Z(l)+ZIZ) 
E K = X ( 7 ) - . 1 4 2 7 E - 4  
W R I T E ( 7 9 3 4 3 )   N T I   S S T C H ( 1 ) r   E P L A N I   E N O R M I   E V A L ,  21 E l   E K  
343 F O R M A T ( 1 5 , 7 ( P E 1 0 . 3 ) / 5 ( P E l O ~ 3 ) )  
C 
C W R I T E   E V A L U A T I O N   FE S T I M A T I O N   A C C U R A C Y  
C 
W R I T E ( 6 9 2 0 0 )  S S T C H ( l ) ~ X , E P L A N r E N D R M ~ E V A L t Z , E  
200 F O R M A T ( / p 3 H   T = r E 1 6 o 8 / / 3 N   X = , 7 E 1 6 * 8 / / 2 0 H   S I G H T I N G   E R R O R S   E P = r E 1 6 . 8 9  
14H E N = , E l 6 . 8 r 1 2 H  ANG. E R R O R = , E 1 6 o 8 / / 1 4 H   S T A T E   R R O K S = / 3 X 7 E L 6 . 8 / / )  
DO 1 7  1 ~ 1 . 7  
1 7  X ( I ) = Y ( I )  
4 5  C A L L   T R A N S ( 0 )  
46 C O N T  I N U  E 
GO  TO 46 
K E A 0 ( 4 r 3 6 1 ) K A T , Z ( l )  
.- 
r 
L 
C I N D E X   F O R  NEW D A T A   P O I N T   A N D   T E S T   F O R   R U N   C O M P L E T I O N  OK 
C N O N C O N V E R G E N C E  
C 
N T  = i.1T + 1 
I F ( E V A L . G T . 2 0 . 0 )   G O  TU 43 
I F ( N T . G T . I M A X T 1  GO TO 43 
G O   T O  1 
END 
SUBROUTIhUE D I F F ( I N E R T ~ I N K T Z , C 2 r W O 1 V N O I I A T , N T )  
C 
C S U B R O U T I N E   T O   C A L C U L A T E r   D I F F E R E N T I A L   E Q U A T I O N S  
C 
D I M E N S I O N  B M ( 3 ) , B M A G 1 3 ) r D X L ( 2 ) , D X 2 ~ 4 ) ~ D P H I ( 7 r 7 ) , G ( 7 r 7 ) ,  
lX(7)rPHI(7,7),SSTCHIlZ)tCX(5),SXI5),AMT(3,3),ET(3,3) 
R E A L   I N R T Z , I N E R T , M A G  
D O U B L E   P R E C I S I O N   X r T , D X l r S S T C H  
C O M M O N / B L K ~ / X / B L K ~ / P H I ~ I T I M X ~ T / B L K ~ / S S T C H ~ C V I E I S V I E / B L K ~ / C X ~ S X ~  
l A M T ~ E T / B L K S / D X L , D X 2 ~ 0 P H I ~ I N T E R ~ D E L T A  
D A T A  G ( 4 r 2 ) , G ( 4 , 7 ) , G ( 5 , 2 ) r G ( 5 , 7 ) r G ( 6 r 3 ) r G ( 6 , 4 ) , G ( 6 r 5 ) , G ( 6 , 7 ) ,  
lG(712)rG(7r7),G(3r7)/11~~~0/ 
47 I F ( I T I M X . G T . 1 )  GO T O  8 1  
DO 8 3  I = 1,7 
DO 82 J = 1.7 
82 PHI(I,J) = 0.0 
8 3  PHI(I,I 1 = 1.0 
8 1  D E L T A  = S S T C H (   I T I M X I - T  
74 
75 
L 
C  RUNGE KUTTA  INTEGRATION  SUBROUTINE 
76 
I N T E R =  3 
R E T U R N  
A 3 (  I )  = D E L T A * D X l (  I )  
30 DO 3 I = l r 2  
3 X ( I )  = A 3 ( I ) + A N S ( I )  
DO 33 1x396 
A 3 3 ( 1 - 2 )  = D E L T A * D X 2 ( 1 - 2 )  
33 X I 1 1  = A 3 3 ( 1 - 2 ) + A N S [ I )  
DO 63 I = l r 7  
DO 63 J=1,7 
A P 3 [ I r J )  = D E L T A * D P H I ( I r J )  
63 P H I ( I * J ) =   A P 3 ( I r J ) + P A N S ( I r J )  
T=T+.S*DELTA 
I N T E R = 4  
RE TURlV 
A 4 ( 1 ) = D E L T A * D X l ( I )  
40 DO 4 1 ~ 1 9 2  
4 X ( I ) =  ANS(I)+(Al(I)+2.*(A2(I)+A3(1))+A4(1))/6o 
DO 44 1 ~ 3 ~ 6  
A 4 4 ( 1 - 2 ) =   D E L T A * D X Z ( I - 2 )  
44 X ( I ) = A N S ( I ) + ( A 1 1 ( I - Z ) + 2 . * [ A 2 2 o + A 3 3 ( I ~ 2 ~ ~ + A 4 4 ~ I ~ Z ~ ~ / 6 ~  
DO 64 1 ~ 1 . 7  
DO 6 4  J = l r 7  
A P 4 [ I r J )  = D E L T A * D P H I [ I p J )  
64 P H I ( I p J 1  = P A N S ( I p J ) + ~ A P l ~ I ~ J ) + 2 ~ ~ ~ A P Z ~ I p J ~ + A P 3 ~ I r J ~ ~ + A P 4 ~ I ~ J ~ ~ /  
16.0 
I N T E R  =5 
R E T U R N  
E N D  
S U B R O U T I N E   T R A N S ( M 1  
C 
C S U B R O U T I N E   T U   C A L C U L A T E  THE ANGULAR  MOMENUTM  AND EULER  ANGLE 
C T R A N S F O R M A T  IONS 
C 
D I M E N S I O N  X ( 7 ) r  C X ( S l r S X ( S ) r A M T ( 3 , 3 ) , E T ( 3 , 3 )  
C O M M O N / B L K l / X / B L K 4 / C X r S X * A M T , E T  
D O U B L E   P R E C I S I O N  X 
I F ( M . E Q . 1 )  GO T O  5 
C COMPUTE  ANGULAR  MOMENTUM  ERMS 
DO 99 1 ~ 3 . 5  
C X (  I I =  C O S ( X (  I )  1 
99 SX(I)= S I N ( X ( 1 ) )  
A M T ( l r l ) = C X ( 4 ) * C X ( 5 )  
A M T ( l r 2 ) = C X ( 4 ) * S X ( S )  
A M T ( l r 3 ) = - S X ( 4 )  
A M T ( Z r l ) = - S X ( 5 )  
A M T ( 2 r Z ) = C X ( 5 )  
A M T ( 3 r l ) = S X ( 4 ) * C X ( S )  
A M T ( 3 r Z ) = S X ( 4 ) * S X ( S )  
A M T [ 3 * 3 ) = C X ( 4 )  
I F ( M . E Q . O ) R E T U R N  
C C O M P U T E   E U L E R   A N G L E   T E R M S  
5 00 90 I = l r 2  
78 
APPENDIX IV - WEIGHTED  LEAST SQUARES FORMULATION FOR FILTER SYSTEM 
A l e a s t - s q u a r e s  a p p r o a c h  t o  t h e  f i l t e r  p r o b l e m  is  suggested s ince 
t h e  p r o b a b i l i t y  d e n s i t y  f u n c t i o n  f o r  t h e  s y s t e m  n e e d  n o t  b e  known o r  
assumed as would b e  r e q u i r e d  f o r  a maximum l ike l ihood  e s t ima t ion .  
Assuming P measurements have been taken, one seeks an estimate o f  
t h e  states such  tha t  
The weight ing  fac tor  need  not  be  se lec ted  as  R-'(k) but  it has been 
shown tha t  such  a weighting function leads t o  t h e  Kalman f i l t e r  f o r  
t he  l i nea r  p rob lem,  and i t  seems i n t u i t i v e l y  l o g i c a l  t o  weigh measure- 
ments based upon the  inve r se  o f  t he i r  cova r i ance  s ince  it e f f e c t i v e l y  
s t a t e s  t h e  q u a l i t y  o f  each measurement. 
An extrema1 for  a we l l  behaved  func t ion  sa t i s f i e s  t he  cond i t ion  
V X J  = - 
The s o l u t i o n  f o r  e q u a t i o n  D3) is - x^. Since an e x p l i c i t  , s o l u t i o n  
i n  t e r m s  o f  x is genera l ly  imposs ib le  an i t e r a t i v e  t e c h n i q u e  is  
u s u a l l y  employed. Assume 2 i s  a  good e s t i m a t e ;  t h e n  t h e  f i rs t  ap- 
p r o x i m a t e  c o r r e c t i o n  t o  t h i s  term is given by 
A 
- 
-0 
A h  
x = x   + 6 x  - -0- 
S u b s t i t u t i n g  i n  equat ion D3), assuming Taylor series expansion of 
79 
t h e  n o n l i n e a r  terms about %gives 
,. 
and a l l  appl icable  te rms  have  been  eva lua ted  a t  x . In  eva lua t ing  
equat ion DS) i t  i s  n e c e s s a r y  t o  assume the  procedure  equat ion  8) 
i s  used  in  ob ta in ing  x (k) f o r  t h e  k measurement times considering 
x (p) i s  known. 
-0 
-0 
A 
"Q 
The c o r r e c t i o n  6x - is  ob ta ined   by   so lu t ion  of equat ion DS) as 
Equation D 6 )  i s  the  s t anda rd  i t e r a t ive  we igh ted  l eas t - squa re  so lu t ion  
t o  t h e  e s t i m a t i o n  problem. The new es t ima te  can be formed by equation 
D4) as shown in  equa t ion  3 ) .  The summation  terms i n  e q u a t i o n  D6) can 
be  iden t i f i ed  a s  
as  no ted  in  equat ion  4 .  
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