Abstract. The q-binomial coefficients are the polynomial cousins of the traditional binomial coefficients, and a number of identities for binomial coefficients can be translated into this polynomial setting. For instance, the familiar vanishing of the alternating sum across row n ∈ Z >0 of Pascal's triangle is captured by the so-called Gaussian Formula, which states that
Introduction
Binomial coefficients are the fundamental objects of enumeration and combinatorics, and they are the subject of myriad identities. The arithmetic properties of binomial coefficients have also been the subject of extensive study. Granville gives an excellent account in [6] of some congruence equations involving binomial coefficients modulo powers of primes. The motivation for this paper was to revisit a binomial coefficient congruence which comes from an identity of Fleck ([5] , cf. [4, p. 274] and [6] ) and interpret it through the lens of q-binomial coefficients.
Theorem (Fleck's Congruence). If n, p ∈ Z >0 , p is prime, and 0 ≤ j ≤ p − 1, then m≡j (mod p)
Fleck's congruence has already been the subject of a number of generalizations and analogs (see [12, 13, 14, 16, 17] ) and is connected to a variety of mathematical subdisciplines, including algebraic topology [14] , Iwasawa theory [16] and p-adic analysis [17] . When the authors began this project it seemed there was no work which considered qanalogs of Fleck's congruence; Pan has since given such a result in [10] .
Recall that q-binomial coefficients are polynomials in Z[q], defined as recent discoveries ( [1, 3, 9, 11] ). For some classical examples, recall that Lucas' Theorem tells us that if n, m ∈ Z ≥0 satisfy n = pj + a and m = pk + b, with 0 ≤ a, b ≤ p − 1 and p a prime, then n m ≡ j k a b (mod p) .
The corresponding result in the language of q-binomial coefficients is ( [11, p. 131] )
(See also [7] for another q-generalization of this result.)
The Chu-Vandermonde identity,
is an essential tool, and it has a q-generalization given by n m q = m j=0 q j(n−t−m+j) n − t m − j q t j q .
A variant of this identity (Lemma 2.5) will be of tremendous help as we explore the main theorems of this paper.
As another example, if n ∈ Z >0 , the identity n m=0 (−1) m n m = 0 has a q-analog given by the so-called Gaussian Formula (see, e.g., [2] ): for all n ∈ Z >0 , The main result of this paper is the following theorem, which can be interpreted as a q-synthesis of the Gaussian Formula, Fleck's congruence, and equation (1. 3) (though, as we will see, it isn't a full generalization of Fleck's congruence). We use the notation Φ k (q) ∈ Z[q] for the k-th cyclotomic polynomial and ζ 2c for a fixed primitive 2c-th root of unity. Theorem 1.1. Suppose that c, k ∈ Z >0 with k odd, and that d, l, z ∈ Z ≥0 . Furthermore, suppose P ∈ Z[ζ 2c ][x], and that n is an integer satisfying n ≥ (deg(P )
To recover equation (1.3) from the previous equation, simply set c = k = P = q = 1 and d = z = l = 0. As stated, Theorem 1.1 can't be called a generalization of the Gaussian Formula because it only gives a divisibility result, not an explicit formula. We will see in the remark following Lemma 6.2, however, that the Gaussian Formula is a consequence of the proof of Theorem 1.1; it is in this sense that we say that Theorem 1.1 is a generalization of the Gaussian Formula.
We will also interpret Theorem 1.1 as a q-analog of Fleck's congruence and consider how close it comes to acting as a generalization in section 5. For the benefit of the curious reader, we state the q-analog of Fleck's congruence below. We've chosen to restrict to the case where P (x) has integer coefficients since the rest of the sum is integral (though the result holds for
Therefore, Theorem 1.2 implies Theorem 1.1. We will see that Theorem 1.1 implies Theorem 1.2 in section 5, and hence these theorems are actually equivalent.
To avoid unnecessary repetition, in the rest of the paper we use c to denote a positive integer and k an odd natural number. In the same way, variables l, d, z, and n are reserved for natural numbers, with further restrictions stated as necessary. This paper is organized as follows. In the next section, we introduce the family Q (l) c (P (x), z, n) of "alternating sums" of q-binomial coefficients or their derivatives, and we give some basic relations satisfied by these polynomials. We then devote sections 3 and 4 to proving Theorem 1.1, first in the case l = 0, and then for higher derivatives. In section 5, we explore the connection between Theorem 1.1 and Fleck's congruence. Section 6 is spent in discussing some avenues of future exploration.
Some preliminary results
As we examine various congruences involving q-binomial coefficients and cyclotomic polynomials, we will make frequent use of a few of the basic properties of these polynomials. We collect these properties in the following lemma, stated without proof (the results stated under this lemma are both well-known and easy to verify). Moreover, we will not reference this lemma when we use it in proofs later in this paper; the reader will undoubtedly understand the appropriate reference in these cases.
Lemma 2.1. For n, m ∈ Z ≥0 , one has
The following result will also prove quite handy. It is the q-generalization of the familiar result concerning the divisibility of p α m by p when p is prime, 0 < m < p α and α ∈ Z >0 . On the one hand, as with a number of q-generalizations of binomial coefficient results, the primality requirement isn't necessary for the next lemma. On the other hand, without this condition the identity doesn't specialize to an interesting identity for binomial coefficients. there is a factor of 1 − q n in the numerator, and hence Φ n (q) divides the numerator. But in the denominator the terms 1 − q j do not include any j for which n | j. Hence Φ n (q) does not divide the denominator.
Since we've already been introduced to the basic sums of interest, we will give them a name for convenience.
We conclude with two results that allow us to express relationships between various polynomials in this family. First, Lemma 2.4. For n ≥ 2, we have
Proof. This boils down to a calculation that employs a few standard q-binomial identities.
The result now follows from shifting indices in the last two sums.
Remark. The previous lemma captures a standard argument for proving the Gaussian Formula. To see this, one simply needs to observe that when c = P = 1, the result gives
By computing the initial conditions Q
1 (1, 0, 1) = 0 and Q
1 (1, 0, 2) = 1 − q, the result follows by an easy induction.
Second, we prove a critical identity that we use in our analysis of Theorem 1.1. This is simply another q-analog of Equation (1.1).
Proof. We prove the result by induction on t. The base case t = 0 is trivial, so assume the result holds for t, and we show it is true for t + 1. Based on our assumption, we have
By shifting indices once again, we're left with
This proves the lemma.
3. The case l = 0
In this section, we prove Theorem 1.1 when l = 0. The basic strategy is to proceed by induction on the various parameters of interest: n, deg(P ), d, and z. Throughout the section, we use c to denote a positive integer and k an odd natural number. In the same way, variables l, d, z, and n are reserved for natural numbers. The term ζ 2c stands for a fixed, primitive 2c-th root of unity.
3.1. First order vanishing.
Proof. We induct on n, starting with n = kc. Since
Lemma 2.2 tells us that every term with 0 < m < kc is divisible by Φ kc (q). The summands corresponding to m = 0 and m = kc then combine to give
Thus the result follows in this case.
When n = kc + 1, Lemma 2.4 tells us that
) by the previous case, the first term vanishes modulo Φ kc (q). The second summand vanishes modulo
Now when n ≥ kc + 2, we again apply Lemma 2.4 and notice that both terms vanish modulo Φ kc (q) by induction.
Proof. We prove this by induction on deg(P ), with the case deg(P ) = 0 handled in Lemma 3.1. So suppose that we know Q (0) c (P (x), 0, n) ≡ 0 (mod Φ kc (q)) when deg(P ) < b and n ≥ (deg(P ) + 1)kc, and we study Q We prove the result by induction on n, starting with n = (b + 1)kc. In this case, using the Chu-Vandermonde Analog (Lemma 2.5) with t = kc gives
Each of the summands with 0 < j < kc is divisible by Φ kc (q) by Lemma 2.2, and hence we have the following congruence relation modulo Φ kc (q):
c (P (x)−P (x+kc), 0, n−kc), and since deg(P (x)−P (x+kc)) ≤ b− 1 with n−kc ≥ ((b−1)+1)kc, induction on deg(P ) tells us that this summand is congruent to 0 modulo Φ kc (q). As for the former sum, note that q kcm − 1 = (q m − 1)
Since kc | n we have Φ kc (q) | (q n−kc − 1), and the result follows. This resolves the case n = (b + 1)kc. Now when n = (b + 1)kc + 1, Lemma 2.4 tells us that
c (P (x + 1), 0, n − 2). Note that since n = (b + 1)kc + 1, the first summand is congruent to 0 modulo Φ kc (q) by the previous base case on n. As for the second summand, the factor 1 − q n−1 contains a factor of Φ kc (q). Hence this second summand is also congruent to 0 modulo Φ kc (q).
Finally, when n ≥ (b + 1)kc + 2, Lemma 2.4 allows us to use induction on n to verify the desired congruence.
Proof. We prove this result by induction on z ∈ Z ≥0 , with Lemma 3.2 as the base case. So assume that Φ kc (q) | Q (0) c (P (x), z, n) for every n ≥ (deg(P ) + 1)kc, and we consider Q (0) c (P (x), z + 1, n). We have
c (P (x + 1), z, n).
Since these two terms are each divisible by Φ kc (q) by induction, the result follows.
3.2. Higher order vanishing. Now that we've shown that the polynomials of interest are divisible by the given cyclotomic factors, we account for multiplicities. Again, the key result will be Lemma 2.5.
Proof. We verify the result by induction on d ∈ Z ≥0 . The base case d = 0 is handled in Lemma 3.3, so suppose we know that
We begin with z = 0. We prove the result by induction on n, starting with n = (2d+1)kc. In this case, by the Chu-Vandermonde Analog (Lemma 2.5) with t = kc, we find
c (a, j, n − kc).
For 0 < j < kc the term kc j q contains a factor of Φ kc (q), and by induction on d we know
Hence we have
Since kc | n, the term q n−kc − 1 contains one factor of Φ kc (q), and each of the terms Q 
c (a, 0, n − 2). Note that since n = (2d + 1)kc + 1, the first summand is congruent to 0 modulo Φ kc (q) d+1 by the previous base case on n. As for the second summand, the factor 1 − q n−1 is divisible by Φ kc (q), whereas the term Q Finally, when n ≥ (2d + 1)kc + 2, Lemma 2.4 allows us to use induction on n to verify the desired congruence.
For z ∈ Z ≥0 arbitrary, notice that equation (3.1) gives
c (a, z, n), and hence the result follows by induction on z.
Proof. We prove this result by induction on d, with the case d = 0 handled in Lemma 3.3. So suppose that we know Φ kc (q)
c (P (x), z, n) whenever n ≥ (deg(P ) + 2(d − 1) + 1)kc, and we consider Q (0) c (P (x), z, n) when n ≥ (deg(P ) + 2d + 1)kc.
We proceed by induction on deg(P ). When P ∈ Z[ζ 2c ] (i.e., deg(P ) = 0), the result follows from Lemma 3.4. So assume we know that
c (P (x), z, n) whenever deg(P ) < b and n ≥ (deg(P )+2d+1)kc, and we consider Q (0) c (P (x), z, n) when deg(P ) = b and n ≥ (deg(P ) + 2d + 1)kc.
We will proceed by induction on z, and so first consider z = 0. We prove the result by induction on n, starting with n = (deg(P ) + 2d + 1)kc. We apply the Chu-Vandermonde Analog (Lemma 2.5) when t = kc:
For each of the terms 0 < j < kc we know that Φ kc (q) | kc j q
, and furthermore we know
Hence each of these terms vanishes modulo Φ kp (q) d+1 , and we are left with
Note that in the latter sum deg(P (x)−P (x+kc)) < b and n−kc ≥ (deg(P )+2d+1)kc−kc ≥ (deg(P (x) − P (x + kc)) + 2d + 1)kc, and hence by induction on deg(P ) this term vanishes modulo Φ kc (q) d+1 . For the former sum, we have n − kc − 1 ≥ (deg(P ) + 2(d − 1) + 1)kc, and hence Φ kc (q)
c (P (x + 1), i, n − kc − 1) by induction on d. Since kc | n we have Φ kc (q) | q n−kc − 1, and hence the first summand is also congruent to 0 modulo Φ kc (q) d+1 . This resolves the case n = (deg(P ) + 2d + 1)kc. Now when n = (deg(P ) + 2d + 1)kc + 1, Lemma 2.4 tells us that
c (P (x + 1), 0, n − 2).
Note that since n = (deg(P ) + 2d + 1)kc + 1, the first summand is congruent to 0 modulo Φ kc (q) d+1 by the previous case. For the second summand, the factor 1 − q n−1 contains a factor of Φ kc (q), whereas the term Q (0) c (P (x + 1), 0, n − 2) is divisible by Φ kc (q) d by induction on d. Hence this second summand is also congruent to 0 modulo Φ kc (q) d+1 .
Finally, when n ≥ (deg(P ) + 2d + 1)kc + 2, Lemma 2.4 allows us to use induction on n to verify the desired congruence.
With the base case z = 0 resolved, we go on to consider z > 0. Note that from equation (3.1) we have
By induction on z, the result holds.
Higher derivatives
In this section, we again use c to denote a positive integer and k an odd natural number. In the same way, variables l, d, z, and n are reserved for natural numbers, and ζ 2c is a fixed, primitive 2c-th root of unity.
To finish the proof of Theorem 1.1, we need to account for the cases where l > 0. Since the case l = 0 was handled in the previous section, we use induction on l. Hence we may assume we know that Q We prove the result by induction on z. Notice that
By Theorem 3.5 we know that Φ kc (q) d+l+1 | Q
c (P (x), 0, n), and hence Q (l)
all n ≥ (deg(P ) + 2(l + d) + 1)kc, and consider Q (l) c (P (x), z + 1, n).
Before continuing, we notice that the product rule allows us to express
. Hence we have
We pause briefly to make sense of the terms q
Notice that R j (x) = 0 for x ∈ Z with 0 ≤ x ≤ j −1, and hence each of the summands in
. Moreover, since deg(P (x)R j (x)) = deg(P ) + j, and because n ≥ (deg(P (x)R j (x)) + 2(l − j + d) + 1)kc, by induction on l we know that
Because (q, Φ kc (q)) = 1, it also follows that
By induction on z, both of these terms are divisible by Φ kc (q) d+1 . This proves the theorem.
Fleck-type sums
In this section, we again use c to denote a positive integer and k an odd natural number. In the same way, variables l, d, z, and n are reserved for natural numbers, and ζ 2c stands for a fixed, primitive 2c-th root of unity. We devote this section to proving Theorem 1.2 and consider how close it comes to providing a generalization of Fleck's congruence. We will see that Theorem 1.2 provides "half" of a generalization of Fleck's congruence, and that we can recover a result analogous to Fleck's congruence when p = 2 only by forcing the sum under consideration to be alternating.
The q-analog of Fleck's congruence.
Proof of Theorem 1.2. Recall that we're assuming that n ≥ (deg(P ) + 2(l + d) + 1)kc, and our goal is to prove that for any 0 ≤ j ≤ c − 1 we have
c (P (x), z, n), and so Theorem 1.1 gives
Similarly if (1 + 2h)r = c, then we have
r (P (x), z, n), and since kc = k(1 + 2h)r is an odd multiple of r, Theorem 1.1 again gives G h ≡ 0 mod Φ kc (q)
d+1 . Now suppose we have (1 + 2h, c) = s, so that in the expression for G h is still a primitive 2r-th root of unity. Since the proof of Theorem 1.1 doesn't depend on the choice of a primitive 2r-th root of unity, we can still apply Theorem 1.1. Now since s is an odd number, observe that kc = ksr is an odd multiple of r, and so we conclude that for all 0 ≤ h ≤ c − 1 we have
Notice, however, that
Since (c, Φ kc (q)) = 1 and ζ 2c is a unit, we have the desired divisibility.
In the following proposition, ⌊x⌉ is defined to be the nonnegative integer closest to x ∈ R, where ⌊x⌉ = 0 for all x < 1/2 and ⌊n + 1 2
where ε(kc, l, P (x), n) = n 2kc
Proof. For an odd k ∈ Z ≥0 given, if d k ∈ Z ≥0 can be chosen so that
then dividing this by 2kc and rearranging gives
Applying the rounding function ⌊·⌉ preserves the inequalities (since the term d k + 1.5 is certainly rounded up), and so one finds that
− l < 1/2, hence ε(kc, l, P (x), n) = 0, and it is still the case that
Since k was arbitrary, we can assemble these various congruences together with the Chinese Remainder Theorem because cyclotomic polynomials are pairwise relatively prime.
5.2.
Recovering a binomial congruence when c = p α . When we substitute q = 1 and l = 0 into Proposition 5.1, we recover a congruence result for binomial coefficients. Note that Φ kc (1) = p, if kc = p j for some prime p 1, if kc is not a power of a prime. Of course kc is a power of a prime only when k = 1 and c is a power of 2, or when c and k are both powers of an odd prime p. Taking P (x) = 1 and z = 0, our result therefore shows Corollary 5.2. If p is an odd prime and α ≥ 1, then
When p is an odd prime and α = 1, Corollary 5.2 has the same flavor as Fleck's original congruence; indeed, the sum under consideration will only differ from the sum in Fleck's congruence by at most a sign (since both are alternating sums of the same quantities). Unfortunately, the previous result falls short of the number of factors of p given in Fleck's congruence:
. Indeed, in the long run Corollary 5.2 accounts for only half of the factors of p in Fleck's original congruence. This is shown in the following Proposition 5.3.
Of course it is obvious that ⌊
+ O(1). The conclusion follows immediately.
In [17, Lem. 10], Weisman proved a variant of Fleck's congruence: 
.
(In fact, Sun's result is far more general than what we state; his work also provides a generalization of another binomial congruence established by Wan in [16] that arose from the study of (ϕ, Γ)-modules from Iwasawa theory.) Corollary 5.2 provides divisibility results for Sun's sum when p is odd, since in this case both sums are alternating. Again, unfortunately, the corollary falls short of the known number of factors of p. The proof that we gave in the previous proposition can be adapted to show that Corollary 5.2 again accounts for half of the factors of p from Sun's theorem.
5.3.
Forced alternation when p = 2. In considering the specialization of Theorem 1.2 to binomial coefficients, it's worth pointing out the sums considered in Fleck's congruence and Sun's extension are not alternating sums when p = 2, α ∈ Z >0 : the sum is taken over those elements m ≡ j (mod 2 α ) and the sign in the sum is contributed by (−1) m = (−1) j . To capture alternating sums over congruence classes modulo 2 α , one needs to consider sums like the one found in Corollary 5.2. When one does so, one can use Sun's result as the key ingredient in the proof of the following result. (−1)
Proof. Begin by noticing that
and by adding this quantity to the previous equation we have the following congruence modulo 2 ⌊ n 2 α ⌋ :
Sun's result also tells us that
though if we apply the Chu-Vandermonde identity with t = 2 α we find
Sun's result again tells us that
and since 2 | 2 α k for each 0 < k < 2 α we have a congruence modulo 2 ⌊ n 2 α ⌋ :
Combining equations (5.1),(5.2) and (5.3) completes the proof.
There are a few things worth noting. First, while there are only half as many factors of 2 in Proposition 5.4 compared to the non-alternating sums considered by Fleck or Sun's congruences, Corollary 5.2 still only accounts for half of the factors of 2 from Proposition 5.4. Second, the application of the Chu-Vandermonde in the previous proof yields one more factor of 2 in the sum than those given by simply applying Sun's result to the first equation in the proof.
Finally, and perhaps most interesting, whereas the 2-divisibility from Sun's results was the key ingredient in the proof of our Proposition 5.4, one cannot expect a similar type of connection between alternating and non-alternating sums in the setting of q-binomial coefficients. In particular, it seems that the non-alternating sum of q-binomial coefficients across a fixed congruence class modulo 2 α will frequently have no factors of the form Φ 2 β . For instance, one can check that m≡1 (mod 4)
Future directions
One potential avenue for future exploration is investigating where the remaining factors of p from Fleck and Sun's results are buried in the q-analog. Certainly one could attempt to work through the various identities in this paper to give explicit formulae for the factors which remain after the "predictable" cyclotomic factors are accounted for. A similar question was asked by Sun and Wan in [15] in the case of binomial coefficients, and there are many satisfactory results in this setting.
The following result gives a method for accounting for the multiplicity of various predictable cyclotomic factors for a general n, much in the same fashion as Proposition 5.1. We omit the proof, since it is analogous to that of Proposition 5.1.
− l (as defined prior to stating Proposition 5.1).
With the previous result in mind, let us define a family of polynomials,
In the following result we give a recursive relationship satisfied by the R polynomials. Though it is stated in a fairly special case, we point out that one could deduce more general recursive relationships either by using the full generality of Lemma 2.4, or by using Equation (4.1), or possibly even by using the Chu-Vandermonde Analog (Lemma 2.5).
Lemma 6.2. When l = z = 0 and P (x) = 1, the polynomials R 
where α(kc, n) = 1, if n=ikc or n=ikc+1 for some odd i 0, otherwise and β(kc, n) = 1, if n=ikc+1 for some odd i 0, otherwise Proof. This result follows by dividing Lemma 2.4 by k odd Φ kc (q) ε(kc,0,1,n−2) and observing that n − 1 2kc − n − 2 2kc = β(kc, n), and that n 2kc − n − 2 2kc = α(kc, n).
Remark. Notice that in the special case where c = 1, the previous lemma gives
1 (1, 0, n − 2)
Of course one can easily compute that R
1 (1, 0, 1) = 0, and hence R
1 (1, 0, n) = 0 whenever n is odd. When n is even notice that α(k, n) = 1 only when n = ik + 1 for some odd i. But this means that k | n − 1, and hence the additional appearance of Φ k (q) on the left side of the equation is balanced by the contribution of a cyclotomic factor from 1 − q n−1 . Since one can easily compute that R has at most one non-cyclotomic, irreducible factor other than powers of q -with the exception of n = 8, p = 3 and j = 1. It seems quite likely that the additional polynomial factors could be computed recursively in a fashion similar to our construction of the polynomials R from Lemma 6.2. Some preliminary calculations for these polynomials, however, do not provide any insight into why their factorizations include approximately n 2 factors of p when q = 1. We include just a few computations to whet the reader's appetite in Table  1 , as produced by Mathematica.
As a final remark, computations show that for every p ≤ n ≤ 100 there exists a j so that for each t ≤ ⌊log p (n)⌋ the number of factors of Φ p t (q) in equation (6.1) is, indeed, equal to the number of factors predicted in Theorem 1.2. Hence it seems in general that the additional factors of p from Fleck's original congruence arise from the aforementioned unpredicted, non-cyclotomic factor(s). It also suggests that for n ∈ Z ≥0 , Theorem 1.2 is as sharp as possible without putting further restrictions on j. It would be quite interesting to characterize those 0 ≤ j ≤ p − 1 for which the prescribed cyclotomic multiplicities are not sharp, or to simply find values of n and j for which the prescribed multiplicity of Φ kc (q) differs from the actual multiplicity of Φ kc (q) by a wide margin. 
