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Abstract
Tree ensembles, such as random forests and boosted trees, are renowned for their high prediction
performance. However, their interpretability is critically limited due to the enormous complexity. In this
study, we present a method to make a complex tree ensemble interpretable by simplifying the model.
Specifically, we formalize the simplification of tree ensembles as a model selection problem. Given a
complex tree ensemble, we aim at obtaining the simplest representation that is essentially equivalent
to the original one. To this end, we derive a Bayesian model selection algorithm that optimizes the
simplified model while maintaining the prediction performance. Our numerical experiments on several
datasets showed that complicated tree ensembles were reasonably approximated as interpretable.
1 Introduction
Tree ensembles such as random forests (Breiman, 2001) and boosted trees (Friedman, 2001) are popular
machine learning models, particularly for prediction tasks. A tree ensemble builds numerous decision trees
that divide an input space into a ton of tiny regions, places their own outputs for all the regions, and makes
predictions by averaging all the outputs. Owing to the power of model averaging, their prediction perfor-
mance is considerably high, and they are one of the must-try methods when dealing with real problems.
Indeed, it is reported that XGBoost (Chen and Guestrin, 2016), the state-of-the-art tree ensemble method,
is one of the most popular methods in Kaggle competitions (Kaggle, 2017).
However, this high prediction performance of the tree ensemble makes large sacrifices of interpretability.
Because every tree generates different regions, the resulting prediction model is inevitably fragmented, i.e.,
it has a lot of redundancy and becomes considerably complicated (Figure 1(b)), even if the original data
are simply structured (Figure 1(a)). The total number of regions is usually over a thousand, which roughly
means that thousands of different rules are involved in the prediction. Such a large number of rules are
nearly impossible for humans to interpret.
How can we make a tree ensemble more interpretable? Clearly, reducing the number of regions, or
equivalently, reducing the number of rules, simplifies the model and improves its interpretability. However,
if the model is too simplified, we may overlook important rules behind the data. Also, oversimplification of
the model possibly degrades its prediction performance. These observations imply that there is a trade-off
between the number of regions and the prediction performance when simplifying the model.
In statistics, similar trade-offs have comprehensively been addressed as the model selection problem.
Given multiple models, model selection methods typically aim to choose the model that achieves the best
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(a) Original Data
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(b) Learned Tree Ensembles
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(c) Simplified Models
Figure 1: The original data (a) are learned by tree ensembles with number of regions (b). In this example,
the first five trees in the ensembles generated around 1,000 regions. The complicated ensembles (b) are
defragged into a few regions using the proposed method (c). Each rectangle shows each input region
specified by the model.
generalization performance, i.e., it can predict well for new data (Akaike, 1974; Schwarz, 1978). Since
too complex models cause over-fitting, simple models tend to be selected. One of the most popular model
selection is Bayesian model selection (Kass and Raftery, 1995). Bayesian model selection uses the marginal
likelihood as a criterion, which eliminates redundant models as Occam’s razor (Schwarz, 1978). This
is a desirable property for tree ensemble simplification—using Bayesian model selection, we can find a
simplified expression of the tree ensemble with smaller number of regions that is essentially equivalent to
the original one.
Though the Bayesian model selection is a promising approach, there are two difficulties. First, popular
tree ensembles such as XGBoost are not probabilistic models, and their marginal likelihoods are not defined.
The Bayesian model selection is therefore not directly applicable to them. Second, the model simplification
problem potentially incurs computational intractability. For good model simplification, we have to make
large regions that approximate the original tree ensemble as in Figure 1(c). However, because the possible
configurations of input regions, e.g., the shape and the location of the regions, can be infinitely many, the
full search of all possible candidates is infeasible.
In this study, we propose a simplification method for tree ensembles, both for classification and regres-
sion tasks, in a Bayesian manner. Suppose that we are given a tree ensemble learned in a standard manner
with a number of regions (Figure 1(b)). Our objective is to defrag the tree ensemble into a simple model
using a smaller number of regions, as shown in Figure 1(c). Following the Bayesian principle, we tackle
the first difficulty by adopting a probabilistic model representation of the tree ensemble. For the second
difficulty, we search for a good simple model by estimating a parameter of the probabilistic model. With
these modifications, the model simplification problem then reduces to the Bayesian model selection prob-
lem that optimizes input regions for simplification while maintaining the prediction performance as much
as possible. For efficient model selection, we adopt a Bayesian model selection algorithm called factorized
asymptotic Bayesian (FAB) inference (Fujimaki and Morinaga, 2012; Hayashi et al., 2015). FAB inference
provides an asymptotic approximation of the marginal likelihood in a tractable form. In addition, FAB
inference has an automatic model pruning mechanism so that the costly outer loop for searching several
possible model candidates is not necessary. Our numerical experiments on several datasets showed that
complicated tree ensembles were approximated adequately while maintaining prediction performance.
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Notation: For N ∈ N, [N ] = {1, . . . , N} denotes the set of integers. For a statement a, I(a) denotes
the indicator of a, i.e., I(a) = 1 if a is true, and I(a) = 0 if a is false. Let x = (x1, x2, ..., xD) ∈ RD
be a D-dimensional input and y ∈ Y be an output. Here, for regression problems, the output y is numeric,
i.e., Y = R. For classification problems with C categories, the output y is one-hot vector, i.e., for category
c ∈ [C], yc = 1 and yc′ = 0 for c 6= c′.
2 Preliminaries
2.1 Decision Tree
The decision tree makes the predication depending on the leaf node to which the input x belongs. The
corresponding leaf node is determined by traversing the tree from the root. In each internal node j of the
tree, the input x is directed to one of two child nodes depending on whether the statement xdj > bj is true
or not, where dj ∈ [D] is a feature index checked at the node j and bj ∈ R is a threshold. For example,
suppose the case that D = 3 and the leaf node i is described by four internal nodes as x1 > b1, x2 ≤ b2,
x3 > b3, x3 ≤ b′3, and let z˜i ∈ Y be the predictive value of the leaf node i. Then, if the input x arrives at
the leaf node i by traversing these internal nodes, the prediction mechanism is described as a rule:
x1 > b1︸ ︷︷ ︸
statement
∧ x2 ≤ b2︸ ︷︷ ︸
statement
∧ x3 > b3︸ ︷︷ ︸
statement
∧ x3 ≤ b′3︸ ︷︷ ︸
statement
=⇒ y = z˜i.
We refer to each component as a statement hereafter.
A list of statements can also be represented as a region. The above list of statements (the left hand side
of the rule) can be written as x ∈ R˜i := (b1,∞)× (−∞, b2]× (b3, b′3]. Note that the regions are mutually
disjoint, i.e., R˜i ∩ R˜i′ = ∅ if i 6= i′. Letting Z˜ = {z˜i}Ii=1 and R˜ = {R˜i}Ii=1, the decision tree with I leaf
nodes can be expressed as follows:
f(x; Z˜, R˜, I) :=
I∑
i=1
z˜iI(x ∈ R˜i). (1)
2.2 Tree Ensemble
The tree ensemble makes a prediction by combining the outputs from T decision trees. Suppose that the
t-th decision tree has It leaf nodes with predictive values Z˜t and regions R˜t. With weights wt ∈ R on
each decision tree t ∈ [T ], the output of the tree ensemble y is determined by the weighted average y =∑T
t=1 wtf(x; Z˜t, R˜t, It) for regression, or the weighted voting y = argmaxc
∑T
t=1 wtI(f(x; Z˜t, R˜t, It) =
c) for classification.
2.3 Extracting Rules from Tree Ensemble
To interpret the tree ensemble, we need to extract rules from it. This corresponds to finding input regions
and corresponding predictive values as in the single tree case (1). This can be achieved by considering
multiple regions assigned by each tree to the input x. Suppose that the region R˜tit is assigned to the input
x in the t-th tree for each t ∈ [T ]. This means that the input x belongs to the intersection of those regions,
namely Rg = ∩Tt=1R˜tit . The predictive value corresponding to Rg can be expressed as zg =
∑T
t=1 wtz˜
t
it
for regression, and zg = argmaxc
∑T
t=1 wtI(z˜tit = c) for classification. As the result, the tree ensemble
can be expressed as
f(x;Z,R, G) =
G∑
g=1
zgI(x ∈ Rg), (2)
whereG is the number of total regions determined by the tree ensemble, Z = {zg}Gg=1, andR = {Rg}Gg=1.
Because each region and predictive value corresponds to a rule, now we obtain the rules of the tree ensemble
as Z andR.
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x1
x2
b1 b2 b3
b4
b5
b6
b7
Rg
Rg′
η˜g = (1, 0, 0, 1, 0, 0, 0)
η˜g′ = (1, 1, 0, 1, 1, 0, 0)
Figure 2: Example of binary vector expression of regions. The regionRg = {(x1, x2) | b1 < x1 ≤ b2, b4 <
x2 ≤ b5} is expressed by the binary vector η˜g = (1, 0, 0, 1, 0, 0, 0): the first element of η˜g is 1 because Rg
satisfies x1 > b1 while the second element of η˜g is 0 because Rg does not satisfy x1 > b2. The region Rg′
is also expressed by η˜g′ in the similar manner.
3 Tree Ensemble Simplification Problem
The expression (2) indicates that the tree ensemble can be expressed using G regions. Because R is gen-
erated from all the possible combination of the regions of the individual trees R˜1, . . . , R˜T , the number
of regions G can grow exponentially in the number of trees T , which makes the interpretation of the tree
ensemble almost impossible. For example, Figure 1(b) shows that even five trees can generate more than a
thousand regions.
To make the tree ensemble with large G interpretable, we approximate it using a smaller number of
regions. Once the tree ensemble is approximated using a few regions as in Figure 1(c), it is easy to interpret
the underlying rules in the model. This idea is formulated as the following problem.
Problem 1 Given G ∈ N predictive values Z = {zg}Gg=1 and regions R = {Rg}Gg=1, find K  G
predictive values Z ′ = {z′k}Kk=1 and regionsR′ = {R′k}Kk=1 such that
f(x;Z,R, G) ≈ f(x;Z ′,R′,K) (3)
for any x ∈ RD.
4 Tree Ensemble as a Probabilistic Model
To solve Problem 1, we need to optimize the number of regions K, the predictors Z ′, and the regions R′.
Here, we introduce a probabilistic model that expresses the predictive values and the regions.
4.1 Binary Vector Expression of the Regions
First, we modify the representation of the input x and the regions R for later convenience. Suppose that
the tree ensemble consists of L statements in total, i.e., the decision trees in the ensemble have L internal
nodes in total. By definition, each input region Rg ∈ R is uniquely characterized by the combination of L
statements, meaning that Rg is represented by the binary vector η˜g ∈ {0, 1}L, where η˜g` = 1 if xd` > b`
for all x ∈ Rg , and η˜g` = 0 otherwise. Figure 2 illustrates an example. By using this binary vector η˜g , the
next equation holds:
I(x ∈ Rg) = I(s(x) = η˜g), (4)
where the `-th element of s(x) ∈ {0, 1}L is defined as s`(x) = I(xd` > b`). To simplify the notation, we
use s to denote s(x), and we refer to s as a binary feature of the input x.
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x1
x2
b1 b2 b3
b4
b5
b6
b7
Rg
s = (1, 0, 0, 1, 0, 0, 0)s = (1, 1, 0, 1, 0, 0, 0)
s = (1, 0, 0, 1, 1, 0, 0)s = (1, 1, 0, 1, 1, 0, 0)
m
ηg = (1, ∗, 0, 1, ∗, 0, 0)
Figure 3: The concatenated region Rg = {(x1, x2) | b1 < x1 ≤ b3, b4 < x2 ≤ b6} is indicated by the
vector ηg = (1, ∗, 0, 1, ∗, 0, 0) where ∗ denotes the value between 0 and 1. This is because the region
Rg can be interpreted as a generative model of the binary feature s. It can generate four different binary
features each of which matches the pattern ηg = (1, ∗, 0, 1, ∗, 0, 0).
4.2 Probabilistic Model Expression of the Regions
As shown in Figure 1(b), the tree ensemble splits the input region into small fragments. To derive a simpli-
fied model as in Figure 1(c), we need to merge the small fragments to make a large region. We achieve this
by interpreting the region Rg as a generative model of the binary feature s.
From the definition, the next equation holds:
I(s = η˜g) =
L∏
`=1
η˜s`g`(1− η˜g`)1−s` . (5)
The equation can be “soften” by extending η˜g from a binary vector to a [0, 1]-continuous vector ηg ∈
[0, 1]L. Namely, now the right-hand-side of (5) is the Bernoulli distribution on s with a model parameter
ηg where ηg` indicates a probability ηg` = p(s` = 1) = p(xd` > b`).
With the extended vector ηg , we can now express the concatenated region using ηg as shown in Figure 3.
Here, ηg` = 1 means that the region Rg satisfies xd` > b` while ηg` = 0 means that Rg satisfies xd` ≤ b`.
Moreover, with the extended vector ηg , we have a third case when ηg` ∈ (0, 1): this corresponds to the case
when some of x ∈ Rg satisfies xd` > b` while some other x′ ∈ Rg satisfies x′d` ≤ b`, i.e., the boundary
xd` = b` is inside Rg , and hence does not affect the definition of the region Rg .
The probabilistic version of (5) is then given as the following generative model:
p(s|g) :=
L∏
`=1
ηs`g`(1− ηg`)1−s` , (6)
where ηg` = p(s` = 1) = p(xd` > b`). Note that ηg is now a parameter of the model such that its zero–one
pattern represents the shape of the concatenated region Rg . Hence, by optimizing the parameter ηg , we
can optimize the shape of the region Rg . The resulting parameter ηg is then translated to the corresponding
statements describing the region Rg from its zero–one pattern.
4.3 Probabilistic Model Expression of the Tree Ensemble
We finally extend the tree ensemble into a probabilistic model. For this purpose, we introduce an indicator
u ∈ {0, 1}G that describes which region the input x belongs to, i.e., if x belongs to the region Rg , ug = 1
and ug′ = 0 for g′ 6= g. We then model the probability of the pair (y, s) given the indicator u as
p(y, s|u, G) =
G∏
g=1
(p(y|g)p(s|g))ug , (7)
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where p(y|g) is the probability that y is output from the region Rg and p(s|g) is defined in (6). Specifically,
we adopt the next output model for p(y|g):
p(y|g) :=
{
N (y|µg, λ−1g ), (regression),∏C
c=1 γ
yc
gc , (classification).
(8)
We denote the parameter of (8) by φwhich is given by φ = {µg, λg}Gg=1 for regression and φ = {{γgc}Cc=1}Gg=1
with γgc ≥ 0 and
∑C
c=1 γgc = 1 for classification. We also model the probability ofu by p(u) =
∏G
g=1 α
ug
g
where αg ≥ 0 and
∑G
g=1 αg = 1. Here, αg represents the probability of an event ug = 1, i.e., the prob-
ability that input x belongs to the region Rg . Therefore we write as αg = p(g|α). Hence, the overall
probabilistic expression of the tree ensemble can be expressed as follows:
p(y, s,u|Π, G) =
G∏
g=1
(p(y|g, φ)p(s|g, η))ug p(ug|α)
=
G∏
g=1
(p(y|g, φ)p(s|g, η)p(g|α))ug (9)
where we explicitly written down the model parameters φ, η, and α for each component, and Π is the set of
all parameters Π = {φ, η, α}.
4.4 Prediction
From (9), we can naturally derive the posterior distribution of y given the binary feature s using Bayes’ rule.
In the prediction stage, we want to derive the output y with the maximum posterior. However, searching for
the maximum posterior is computationally demanding, and we therefore propose using the next two-step
MAP estimate:
gˆ := argmaxg p(g|s,Π, G), (10)
yˆ := argmaxy p(y|gˆ, φ). (11)
We first find the region gˆ with the maximum posterior p(g|s,Π, G) ∝ p(s|g, η)p(g|α). Then, we output yˆ
with the maximum posterior given gˆ.
5 Bayesian Model Selection Algorithm
Using the probabilistic model (9), Problem 1 is solved by estimating the model parameter Π and the number
of regions K  G so that the model in (9) is adequately simplified. If the number of regions K is known
and fixed, we can derive the optimal model parameter Π of the simplified model using the maximum-
likelihood estimation with the EM algorithm (see Appendix A). For an unknown K, we need to optimize it
so that we can derive a simplified model with appropriate complexity. From standard Bayesian theory (Kass
and Raftery, 1995), this model selection problem can be formulated as the maximization of marginal log-
likelihood. To solve the problem, we employ factorized asymptotic Bayesian (FAB) inference (Fujimaki
and Morinaga, 2012; Hayashi et al., 2015), a Bayesian model selection algorithm that determines Π and
K simultaneously. Because the number of regions K is automatically determined using FAB inference,
we can avoid searching several possible values of K. Hence, we can solve the model selection problem
efficiently.
5.1 FAB Inference
With observations D = {(y(n), s(n))}Nn=1, we aim to determine the optimal number of regions K by
maximizing the marginal log-likelihood given by log p(D|K) = log ∫ p(D|Π,K)p(Π)dΠ . Here, the
likelihood is given as p(D|Π,K) = ∏n p(y(n), s(n)|Π,K) = ∏n∑u(n) p(y(n), s(n),u(n)|Π,K).
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Because the maximization of the marginal log-likelihood is intractable, we instead maximize the lower
bound which is given by
N∑
n=1
K∑
k=1
Eq(U)[u
(n)
k ] log p(y
(n)|k, φ)p(s(n)|k, η)p(k|α)
− ω
K∑
k=1
log
(
N∑
n=1
Eq(U)[u
(n)
k ] + 1
)
+H(q(U)), (12)
where ω = (dimφ/K + L + 1)/2, and q(U) is the distribution of U . The derivation of this lower bound
can be observed in the supplementary material (Appendix B). The EM-like FAB inference algorithm is then
formulated as an alternating maximization of the lower bound with respect to q (E-step) and the parameter
Π (M-step). See Algorithm 1 for the pseudo code.
[E-Step] In E-Step, we update the distribution q(U) so that the lower bound in (12) is maximized. Let
β
(n)
k = Eq(U)[u
(n)
k ] = q(u
(n)
k ). The optimal β
(n)
k can be derived by iterating the next update until conver-
gence:
β
(n)
k ∝ f (n)k exp
(
− ω∑N
n=1 β
(n)
k + 1
)
, (13)
where f (n)k = p(y
(n)|k, φ)p(s(n)|k, η)p(k|α). See Appendix C for the derivation of this update.
[M-Step] In M-Step, we update the parameter Π so that the lower bound in (12) is maximized. Let
β
(n)
k = q(u
(n)
k ). The parameter Π = {φ, η, α} is then updated as
(regression):

µk =
∑N
n=1 β
(n)
k y
(n)∑N
n=1 β
(n)
k
,
λk =
∑N
n=1 β
(n)
k∑N
n=1 β
(n)
k (y
(n)−µk)2
,
(classification): γkc =
∑N
n=1 β
(n)
k y
(n)
c∑N
n=1 β
(n)
k
,
ηk` =
∑N
n=1 β
(n)
k s
(n)
`∑N
n=1 β
(n)
k
, αk =
1
N
N∑
n=1
β
(n)
k .
(14)
[Region Truncation] The iterative update of E-Step in (13) induces truncation of the region (Fujimaki
and Morinaga, 2012; Hayashi et al., 2015). For instance, when
∑N
n=1 β
(n)
k =  N , in (13), the updated
value β(n)k is multiplied by exp(−ω/(+ 1)) 1 for all n ∈ [N ]. The iterative multiplication of this small
value results in q(u(n)k ) ≈ 0 for all n ∈ [N ], which means that the k-th region can be removed without
affecting the marginal log-likelihood. With this region truncation, FAB inference automatically decides the
number of regions K within the iterative optimization. Hence, we only need to specify a sufficiently large
Kmax as the initial value of K. We note that we can leave Kmax as a constant (say, Kmax = 10) rather than
the tuning parameter.
5.2 Solution Selection
Because the objective function (12) is non-concave, we may solve the maximization problem multiple
times for several different initial parameters to obtain better solutions. We then select the model that best
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Algorithm 1 FAB Inference
Input: Training data D = {(y(n), s(n))}Nn=1, maximum number of regions Kmax, tolerance δ
Output: # of regions K, Parameter Π = {φ, η, α}
Initialize parameter Π and {{q(u(n)k )}Kmaxk=1 }Nn=1 randomly
K ← Kmax
while lower bound not converged do
while not converged do
Update {{q(u(n)k )}Kk=1}Nn=1 by (13)
end while
Remove k-th region when 1N
∑N
n=1 q(u
(n)
k ) < δ
K ← # of active regions
Update Π by (14)
end while
represents the data. Suppose that we have M candidates {Πm}Mm=1. We propose to select the parameter
with the smallest training error Π˜ = argminΠm Error(D,Πm), where
Error(D,Π) :=
{∑N
n=1
(
y(n) − yˆ(n))2 , (regression),∑N
n=1 I(y(n) 6= yˆ(n)), (classification),
and yˆ(n) is determined from (11).
5.3 Computational Complexity of FAB Inference
The time complexity of the proposed FAB inference is dominated by E-Step which is O(KmaxLN +
ζKmaxN), where ζ is the number of iterations in E-Step. In E-Step, we first need to compute f
(n)
k for all
k ∈ [Kmax] and n ∈ [N ] which requires O(KmaxLN) time complexity. We then iteratively update the
value of β(n)k based on (13). The one update step (13) for all k ∈ [Kmax] and n ∈ [N ] requires O(KmaxN)
time complexity. The overall time complexity of E-Step is therefore O(KmaxLN + ζKmaxN). In M-
Step, the update of φ, η, and α require O(KmaxN), O(KmaxLN), and O(KmaxN) time complexities,
respectively. These complexities are dominated by the complexity of E-Step, and thus can be ignored.
6 Related Work
Interpretability of complex machine learning models are now in high demand (Kim et al., 2016a; Wil-
son et al., 2016). Interpreting learned models allows us to understand the data and predictions more
deeply (Ribeiro et al., 2016; Kim et al., 2016b), which may lead to effective usage of data and models.
For instance, we may be able to design a better prediction model by fixing the bug (Kaufman et al., 2012)
in the model (Lloyd and Ghahramani, 2015), or we can make a better decision based on the insights on the
model (Kim et al., 2015; 2016b).
There are a few seminal studies on interpreting tree ensembles, including Born Again Trees (BA-
Trees) (Breiman and Shang, 1996), interpretable Trees (inTrees) (Deng, 2014), and Node Harvest (Mein-
shausen, 2010).
Breiman and Shang (1996) proposed building a single decision tree that mimics the tree ensemble. In
BATrees, the tree ensemble is used to generate additional samples that are used to find the best split in the
tree node. The single decision tree is then built to perform in a manner similar to that of the original tree
ensemble. An important note regarding BATree is that it tends to generate a deep tree, i.e., a tree with
several complicated prediction rules which may be difficult to interpret.
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Table 1: [Datasets] Four real world datasets are obtained from the UCI Machine Learning Repository (Lich-
man, 2013). The task of the first five data are binary classification, while the task of the last Energy data
is regression. D is the data dimensionality, Nall is the number of data points in the original dataset, and
Ntrain and Ntest denote the number of data points randomly sampled for training and testing the models in
the experiment.
D Nall Ntrain, Ntest
Synthetic1 2 - 1,000
Synthetic2 2 - 1,000
Spambase 57 4,601 1,000
MiniBooNE 50 130,065 5,000
Higgs 28 11,000,000 5,000
Energy 8 768 384
The inTrees framework extracts rules from tree ensembles by treating tradeoffs among the frequency of
the rules appearing in the trees, the errors made by the predictions, and the length of the rules. The fun-
damental difficulty with inTrees is that its target is limited to the classification tree ensembles. Regression
tree ensembles are first transformed into the classification ones by discretizing the output, and then inTrees
is applied to extract the rules. The number of discretization levels remains as a tuning parameter, which
severely affects the resulting rules.
Node Harvest simplifies tree ensembles by using the shallow parts of the trees. In the first step, the
shallow part of the trees (e.g., depth two trees) are extracted and the remaining parts are discarded. Node
Harvest then combines the shallow trees so that they fit the training data well. The advantage of Node
Harvest is that the combination stage can be formulated as a convex quadratic programming, and thus, the
global optimal solution can be derived efficiently. However, the shortcoming of Node Harvest is that the
derived simplified model is still an ensemble of the shallow trees. It is therefore still challenging to interpret
the resulting simplified ensemble. It is also important to note that Node Harvest is designed for regression.
Although it can handle binary classification as an extension of regression, it cannot handle classification
with more than two categories.
Our proposed method overcomes the limitations of these existing methods; the resulting model tends
to have only a few rules that are easy to interpret; it can handle both classification and regression tree
ensembles; and there are no tuning parameters.
7 Experiments
We demonstrate the efficacy of the proposed method through synthetic and real-world data applications 1.
The used data in this experiment are summarized in Table 1. The first synthetic data (Synthetic1) is gener-
ated from the following procedure:
x = (x1, x2) ∼ Uniform[0, 1],
y∗ = XOR(x1 > 0.5, x2 > 0.5),
y = XOR(y∗, θ),
where θ ∈ {0, 1} with p(θ = 1) = 0.1, which corresponds to the 10% label noise. Similarly, the second
synthetic data (Synthetic2) is generated by replacing the second step with
y∗ = I(x2 > r(x1)),
r(x1) = 0.25 +
0.5
1 + exp(−20(x1 − 0.5)) + 0.05 cos(2pix1).
Synthetic1 has a box-shaped class boundary (upper figure of Figure 1(a)), and can be expressed by the
region-based model using four regions. On the other hand, Synthetic2 has a more complicated class bound-
1The experiment codes are available at https://github.com/sato9hara/defragTrees.
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Table 2: Average runtimes in seconds for one restart: the EM algorithm ran over K = 1, 2, . . . , 10, and its
total time is reported.
Synthetic1 Synthetic2 Spambase MiniBooNE Higgs Energy
FAB 2.59± 2.28 4.03± 4.76 3.07± 1.35 280± 174 149± 58.3 0.03± 0.02
EM 21.4± 7.33 30.1± 11.4 81.2± 12.4 1459± 263 603± 53.6 0.49± 0.18
ary (bottom figure of Figure 1(a)). Hence, it is more difficult to simplify the tree ensemble and derive a
good approximate model.
Baseline Methods: We compared the proposed method to four baseline methods. The first three are
the tree ensemble simplification methods: BATrees (Breiman and Shang, 1996), inTrees (Deng, 2014), and
Node Harvest (NH) (Meinshausen, 2010). The last baseline is the depth-2 decision tree (DTree2). While the
above three methods tend to generate tens or hundreds of rules, DTree2 generates only four rules. Hence, it
is a good baseline method to compare with the proposed method that tends to generate only a few rules.
Implementations: In all experiments, we used randomForest package in R to train tree ensem-
bles with 100 trees. The tree ensemble simplification methods are then applied to extract rules from the
learned tree ensembles. The proposed method is implemented in Python. In the experiments, we set
Kmax = 10 and ran FAB inference for 20 different random initial parameters, and adopted the result
with the smallest training error. The BATrees is implemented also in Python. The depth of BATrees is
chosen from {2, 3, 4, 6, 8, 10} using 5-fold cross validation. For inTrees and Node Harvest, we used their
R implementations with their default settings. For DTree2, we used DecisionTreeRegressor and
DecisionTreeClassifier of scikit-learn in Python while fixing their depth to two. All experiments
were conducted on 64-bit CentOS 6.7 with an Intel Xeon E5-2670 2.6GHz CPU and 512GB RAM.
7.1 FAB Inference vs. EM Algorithm
We compared the runtimes of FAB inference and the EM algorithm. For the EM algorithm, we ran the
algorithm by varying the value of K from 1 to 10, and reported the total runtime.
Table 2 summarizes that FAB inference was from 5 to 20 times faster than the EM algorithm. FAB
inference attained smaller runtimes by avoiding searching over several possible number of rules K and
deciding the number automatically. Figure 4 shows the comparison of the test errors of the found rules:
they show that FAB inference could find an appropriate number of rules K with small prediction errors.
These results suggest the superiority of FAB inference over the EM algorithm as it could find an appropriate
number of rules by avoiding redundant computations for searching the number of rules K.
7.2 Comparison with the Baseline Methods
We compared the performance of the proposed method with the baseline methods with respect to the number
of found rules and the test errors. We conducted the experiment over ten random data realizations for each
dataset. Figure 5 shows the trade-off between the number of found rules K and the test errors of each
method on three datasets.
Number of Found Rules: Figure 5 shows that DTree2 tended to attain the smallest number of rules (i.e.,
four), and the proposed method was second (from three to ten). The number of rules found by inTrees
and Node Harvest tended to be around 30 to 100, while the number of rules found by BATrees sometimes
exceeded 100.
Test Errors: Figure 5 also shows inTrees and BATrees tended to attain the smallest test errors while
DTree2 appeared to perform the worst on most of the datasets. The proposed method attained a good trade-
off between the number of rules and the test errors: it tended to score smaller errors than DTree2 while
using only a few rules, which is significantly smaller than the other baseline methods.
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Figure 4: Test Errors of FAB inference and the EM algorithm.
Table 3: Average Number of Rules Covering Each Test Point: BATrees is omitted because its value is
always one.
Synthetic1 Synthetic2 Spambase MiniBooNE Higgs Energy
Proposed 1.01± 0.03 1.05± 0.06 1.60± 0.12 2.51± 0.09 1.56± 0.21 0.95± 0.08
inTrees 4.65± 0.38 3.73± 0.41 5.39± 0.34 6.25± 0.28 5.53± 0.27 3.30± 0.19
Node Harvest 3.53± 0.95 8.78± 2.02 12.4± 1.76 17.9± 2.24 9.42± 1.85 3.61± 0.19
These results suggest that the proposed method is favorable for interpretation as it generates only a few
rules with small test errors. A smaller number of rules helps users to easily check the found rules. The
small test errors support that the found rules are reliable, i.e., the rules explain the original tree ensemble
adequately.
7.3 Example of Found Rules
We show rule examples found in the experiment.
Synthetic1 & Synthetic2: Figure 6 and 7 show the simplified rules of the learned tree ensemble on
Synthetic1 and Synthetic2, respectively. The results on Node Harvest can be found in Figure 8 and 9.
The proposed method well simplified the boundary using only a few rules. On the other hand, BATrees
and inTrees required more rules. It is important to note that inTrees and Node Harvest found rules that
highly overlap each other. The rule overlapping is not favorable for interpretation: if the prediction of
the overlapping rules are distinct, we cannot decide which rule to trust. Although there are some overlaps
between the rules in the proposed method, this is not that critical as observed for inTrees and Node Harvest
because the overlapped regions are limited. Table 3 shows the average number of overlapped rules where
the ideal value is one. While the proposed method attained values close to one, inTrees and Node Harvest
scored far larger values.
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Figure 5: Comparison of the simplification methods: # of rules vs. test error. Ensemble denotes the average
error of the tree ensemble.
Energy Data: Energy efficiency data is a simulation data sampled from 12 different building shapes. The
dataset comprises eight numeric features which are Relative Compactness, Surface Area, Wall Area, Roof
Area, Overall Height, Orientation, Glazing Area, and Glazing Area Distribution. The task is regression,
which aims to predict the heating load of the building from these eight features.
In Table 4, the four rules found by the proposed method are characterized by the two features Overall
Height and Wall Area. The four rules are expressed as a direct product of the two statements; (i) Overall
Height ∈ {low,high}, and (ii) Wall Area ∈ {small, large}. The resulting rules are intuitive such that the
load is small when the building is small, while the load is large when the building is huge. Hence, from these
simplified rules, we can infer that the tree ensemble is learned in accordance with our intuition about the
data. In contrast to the simple rules found by the proposed method, the baseline methods found more rules:
BATrees learned 66 rules, inTrees enumerated 23 rules, and Node Harvest found 10 rules, respectively.
Table 4 shows four example rules found by each method.
8 Conclusion
We proposed a simplification method for tree ensembles to enable users to interpret the model. The difficulty
of interpreting tree ensembles arises because the trees divide an input space into more than a thousand small
regions. We simplified the complex tree ensemble by optimizing the number of regions in the model. We
formalized this simplification as a model selection problem: Given a complex tree ensemble, we want to
obtain the simplest representation that is essentially equivalent to the original one. To solve this problem,
we derived a Bayesian model selection algorithm that automatically determines the model complexity. By
using the proposed method, the complex ensemble is approximated with a simple model that is easy to
interpret. Our numerical experiments on several datasets showed that complicated tree ensembles were
approximated adequately.
12
0.0 0.2 0.4 0.6 0.8 1.0
x1
0.0
0.2
0.4
0.6
0.8
1.0
x
2
True Data
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
O
u
tp
u
t 
y
(a) Original Data
0.0 0.2 0.4 0.6 0.8 1.0
x1
0.0
0.2
0.4
0.6
0.8
1.0
x
2
Learned Ensemble
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
P
re
d
ic
to
r 
y
(b) Learned Tree Ensemble
0.0 0.2 0.4 0.6 0.8 1.0
x1
0.0
0.2
0.4
0.6
0.8
1.0
x
2
Simplified Model (K = 4)
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
P
re
d
ic
to
r 
y
(c) Proposed
0.0 0.2 0.4 0.6 0.8 1.0
x1
0.0
0.2
0.4
0.6
0.8
1.0
x
2
Simplified Model (K = 37)
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
P
re
d
ic
to
r 
y
(d) BATrees
0.0 0.2 0.4 0.6 0.8 1.0
x1
0.0
0.2
0.4
0.6
0.8
1.0
x
2
Simplified Model (K = 60)
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
P
re
d
ic
to
r 
y
(e) inTrees
0.0 0.2 0.4 0.6 0.8 1.0
x1
0.0
0.2
0.4
0.6
0.8
1.0
x
2
Simplified Model (K = 4)
0.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1.0
P
re
d
ic
to
r 
y
(f) DTree2
Figure 6: Synthetic1: Original data, leaned tree ensemble, and simplified rules.
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Figure 7: Synthetic2: Original data, leaned tree ensemble, and simplified rules.
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Figure 8: Synthetic1: Found rules by Node Harvest.
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Figure 9: Synthetic2: Found rules by Node Harvest.
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Table 4: Examples of extracted rules using the tree ensemble simplification methods on Energy data.
y Rule
Pr
op
os
ed
12.33 OverallHeight < 5.25, WallArea < 306.25
14.39 OverallHeight < 5.25, WallArea ≥ 318.50
28.17 OverallHeight ≥ 5.25, WallArea < 330.75
37.38 OverallHeight ≥ 5.25, WallArea ≥ 343.00
B
A
Tr
ee
s
17.18 RelativeCompactness < 0.84, WallArea < 330.75, RoofArea < 183.75,
GlazingArea < 0.33, GlazingAreaDistribution < 0.50
24.50 RelativeCompactness < 0.84, WallArea < 330.75, RoofArea < 183.75,
Orientation < 3.50, GlazingArea < 0.33, 0.50 ≤ GlazingAreaDistribution <
3.50
24.20 RelativeCompactness < 0.84, WallArea < 330.75, RoofArea < 183.75, 3.50 ≤
Orientation < 4.50, GlazingArea < 0.33, 0.50 ≤ GlazingAreaDistribution <
3.50
23.94 RelativeCompactness < 0.84, WallArea < 330.75, RoofArea < 183.75,
Orientation ≥ 4.50, GlazingArea < 0.33, 0.50 ≤ GlazingAreaDistribution <
3.50
in
Tr
ee
s 12.58 RelativeCompactness ≥ 0.65, OverallHeight < 5.25, GlazingArea < 0.33
33.20 RelativeCompactness ≥ 0.75, SurfaceArea ≥ 624.75,
GlazingAreaDistribution ≥ 0.50
33.20 RelativeCompactness ≥ 0.84, GlazingArea ≥ 0.33
23.61 673.75 ≤ SurfaceArea < 796.25, WallArea ≥ 306.25, GlazingArea ≥ 0.17
N
H
14.53 SurfaceArea ≥ 674.00, GlazingArea ≥ 0.17
28.17 RelativeCompactness ≥ 0.81, SurfaceArea < 674.00
37.38 RelativeCompactness < 0.81, SurfaceArea < 674.00
11.21 SurfaceArea ≥ 674.00, GlazingArea < 0.17
D
Tr
ee
2 11.21 SurfaceArea ≥ 673.75, GlazingArea < 0.17
14.53 SurfaceArea ≥ 673.75, GlazingArea ≥ 0.17
28.17 SurfaceArea < 624.75
37.38 624.75 ≤ SurfaceArea < 673.75
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Appendix
A EM Algorithm
For fixed K, we can estimate the model parameter Π using the maximum likelihood estimation:
max
Π
log p(D|Π,K). (15)
The optimization problem (15) is solved by the EM algorithm. The lower bound of (15) is derived as
N∑
n=1
K∑
k=1
Eq(U)[u
(n)
k ] log p(y
(n)|k, φ)p(s(n)|k, η)p(k|α) +H(q(U)), (16)
where q(U) is the distribution of U , and H(q(U)) is an entropy of q(U). The EM algorithm is then
formulated as an alternating maximization with respect to q (E-step) and the parameter Π (M-step).
[E-Step] In E-Step, we fix the parameter Π and maximize the lower bound (16) with respect to the distri-
bution q(U), which yields
q(u
(n)
k = 1) ∝ p(y(n)|k, φ)p(s(n)|k, η)p(k|α). (17)
[M-Step] In M-Step, we fix the value of q(u(n)k ) = β
(n)
k , and maximize the lower bound (16) with respect
to the parameter Π. We then have, for η and α,
ηk` =
∑N
n=1 β
(n)
k s
(n)
`∑N
n=1 β
(n)
k
, αk =
1
N
N∑
n=1
β
(n)
k .
The parameter φ is also updated as
µk =
∑N
n=1 β
(n)
k z
(n)∑N
n=1 β
(n)
k
, λk =
∑N
n=1 β
(n)
k∑N
n=1 β
(n)
k (z
(n) − µk)2
,
γkc =
∑N
n=1 β
(n)
k z
(n)
c∑N
n=1 β
(n)
k
.
B FAB Lower Bound
Here, we derive the lower bound of the marginal log-likelihood.
Theorem 1 The marginal log-likelihood log p(D|K) is lower bounded by (12) except the O(1) term.
The proof of this theorem follows the next three lemmas.
Lemma 1 LetU = {u(n)}Nn=1 and the complete data likelihood be p(D, U |Π,K) =
∏
n p(y
(n), s(n),u(n)|Π,K).
The marginal log-likelihood log p(D|K) is lower bounded by
Eq(U)
[
log p(D, U |Πˆ,K)− 1
2
log detFΠˆ
]
+H(q(U))− dimΠˆ
2
logN +O(1), (18)
where q(U) is the distribution ofU , Πˆ = argmaxΠ log p(D, U |Π,K), FΠˆ is the Hessian of− log p(D, U |Π,K)/N
at Π = Πˆ, and O(1) is the tern independent of N .
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(proof) Let p(D, U |K) = ∫ p(D, U |Π,K)p(Π)dΠ. From the definition of log p(D|K), the next equation
holds:
log p(D|K) =Eq(U) [log p(D, U |K)] +H(q(U)) + KL[q(U)||q∗(U)], (19)
where KL[q(U)||q∗(U)] is a KL-divergence defined as
KL[q(U)||q∗(U)] = Eq(U)
[
log
q(U)
q∗(U)
]
. (20)
We note that the equation (19) can be easily verified from the next relationship
KL[q(U)||q∗(U)]
= Eq(U)[log q(U)]− Eq(U)[log q∗(U)︸ ︷︷ ︸
=p(U |D,K)= p(D,U|K)
p(D|K)
]
= −H(q(U))− Eq(U)[log p(D, U |K)] + log p(D|K). (21)
Because the KL-divergence is non-negative, we have the lower bound of the marginal log-likelihood as
log p(D|K) ≥ Eq(U) [log p(D, U |K)] +H(q(U)). (22)
We now apply Laplace’s method to log p(D, U |K), and derive the next equation (Hayashi et al., 2015):
log p(D, U |K) = log p(D, U |Πˆ,K)− 1
2
log detFΠˆ −
dimΠˆ
2
logN +O(1). (23)
By substituting this result to (22), and we derive the lower bound (18). 
Lemma 2 The next inequality holds for any Π:
Eq(U)
[
log p(D, U |Πˆ,K)
]
≥ Eq(U) [log p(D, U |Π,K)]
=
N∑
n=1
K∑
k=1
Eq(U)[u
(n)
k ] log p(y
(n)|k, φ)p(s(n)|k, η)p(k|α), (24)
where Πˆ = argmaxΠ log p(D, U |Π,K).
(proof) It directly follows from the definition of Πˆ. 
Lemma 3 The next inequality holds:
−Eq(U)
[
1
2
log detFΠˆ
]
− dimΠˆ
2
logN ≥ −ω
K∑
k=1
log
(
N∑
n=1
Eq(U)[u
(n)
k ] + 1
)
+O(1), (25)
where ω = (dimφ/K + L+ 1)/2.
(proof) By expanding log detFΠ, we obtain
log detFΠ
=
K∑
k=1
log det
(
− ∂
2
∂2φ
1
N
N∑
n=1
u
(n)
k log p(y
(n)|k, φ)
)
︸ ︷︷ ︸
(A)
+
K∑
k=1
log det
(
− ∂
2
∂2η
1
N
N∑
n=1
u
(n)
k log p(s
(n)|k, η)
)
︸ ︷︷ ︸
(B)
+
K∑
k=1
log det
(
− ∂
2
∂2α
1
N
N∑
n=1
u
(n)
k log p(k|α)
)
︸ ︷︷ ︸
(C)
. (26)
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Here, we have
(A) =
dimφ
K
log
(
1
N
N∑
n=1
u
(n)
k
)
+ log detHk
=
dimφ
K
log
(
N∑
n=1
u
(n)
k
)
− dimφ
K
logN︸ ︷︷ ︸
O(logN)
+ log detHk︸ ︷︷ ︸
O(1)
, (27)
(B) =
L∑
`=1
log
(
1
N
N∑
n=1
u
(n)
k
(
1
η2k`
+
1
(1− ηk`)2
))
=L log
(
N∑
n=1
u
(n)
k
)
− L logN︸ ︷︷ ︸
O(logN)
+
L∑
`=1
log
∑Nn=1 u(n)k
(
1
η2k`
1
(1−ηk`)2
)
∑N
n=1 u
(n)
k

︸ ︷︷ ︸
O(1)
, (28)
and
(C) = log
(
1
N
N∑
n=1
u
(n)
k
1
α2k
)
= log
(
N∑
n=1
u
(n)
k
)
− logN︸ ︷︷ ︸
O(logN)
− logα2k︸ ︷︷ ︸
O(1)
, (29)
where O(1) denotes terms independent of N . The matrix Hk is given as, for the regression case,
Hk =
 λk
∑N
n=1 u
(n)
k (µk−y(n))∑N
n=1 u
(n)
k∑N
n=1 u
(n)
k (µk−y(n))∑N
n=1 u
(n)
k
1
2λ2k

and for the classification case,
Hk = diag
(
1
γ2k1
,
1
γ2k2
, . . . ,
1
γ2kC
)
.
By using these results, we can express log detFΠ as
log detFΠ =2ω
K∑
k=1
log
(
N∑
n=1
u
(n)
k
)
− dimΠ logN +O(1). (30)
We note that the only O(1) term depends on Π and the first two terms are independent of the value of Π.
Hence, the next equation holds for arbitrary Π:
−1
2
log detFΠˆ −
dimΠˆ
2
logN = −1
2
log detFΠ − dimΠ
2
logN +O(1)
= −ω
K∑
k=1
log
(
N∑
n=1
u
(n)
k
)
+O(1). (31)
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Hence, the lower bound of −Eq∗(U)
[
1
2 log detFΠˆ
]− dimΠˆ2 logN can be derived as
−Eq(U)
[
1
2
log detFΠˆ
]
− dimΠˆ
2
logN = −ω
K∑
k=1
Eq(U)
[
log
(
N∑
n=1
u
(n)
k
)]
+O(1)
≥ −ω
K∑
k=1
log
(
N∑
n=1
Eq(U)[u
(n)
k ] + 1
)
+O(1), (32)
where we used Jensen’ inequality. 
By using these lemmas, we now prove our main claim.
(proof of Theorem 1) By substituting (24) and (25) into (18) and removing theO(1) term, the claim follows.

C FAB Inference Algorithm Derivation
[E-Step] In E-Step, we update the distribution q(U) so that the lower bound (12) to be maximized. Let
β
(n)
k = Eq(U)[u
(n)
k ] = q(u
(n)
k ). The maximization problem can then be expressed as
max
β
N∑
n=1
K∑
k=1
β
(n)
k log f
(n)
k − ω
K∑
k=1
log
(
N∑
n=1
β
(n)
k + 1
)
−
N∑
n=1
K∑
k=1
β
(n)
k log β
(n)
k , s.t.
K∑
k=1
β
(n)
k = 1,
(33)
where f (n)k = p(y
(n)|k, φ)p(s(n)|k, η)p(k|α). We note that the problem (33) is smooth concave maximiza-
tion, and a unique global optimum exists. Such an optimum can be found by iterative maximization of the
lower bound of (33). Recall that log
(∑N
n=1 β
(n)
k + 1
)
≤ log
(∑N
n=1 ψ
(n)
k + 1
)
+
∑N
n=1
β
(n)
k −ψ
(n)
k∑N
n′=1 ψ
(n′)
k +1
holds for any ψ(n)k from the concavity. Once the value of ψ
(n)
k is fixed, we can maximize the lower bound
of (13) by solving
max
β
N∑
n=1
K∑
k=1
β
(n)
k log f
(n)
k − ω
K∑
k=1
N∑
n=1
β
(n)
k∑N
n′=1 ψ
(n′)
k + 1
−
N∑
n=1
K∑
k=1
β
(n)
k log β
(n)
k , s.t.
K∑
k=1
β
(n)
k = 1,
(34)
which results in
β
(n)
k ∝ f (n)k exp
(
− ω∑N
n=1 ψ
(n)
k + 1
)
, (35)
Using this result, we can solve the original maximization problem (33) by iteratively setting ψ(n)k ← β(n)k
and updating β by (35). Because the lower bound (34) increases in every iteration, the iteration procedure
converges to the global optimum.
[M-Step] In M-Step, we update the parameter Π so that the lower bound (12) to be maximized. Let
β
(n)
k = Eq(U)[u
(n)
k ] = q(u
(n)
k ). The maximization problem (12) can then be decomposed into subproblems:
max
φ
N∑
n=1
β
(n)
k log p(y
(n)|k, φ), (36)
max
η
N∑
n=1
β
(n)
k log η
s
(n)
`
k` (1− ηk`)1−s
(n)
` , (37)
max
α
K∑
k=1
(
N∑
n=1
β
(n)
k
)
logαk, s.t.
K∑
k=1
αk = 1, . (38)
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These problems can be solved analytically. The solution to the problem (36) are derived as
(regression):

µk =
∑N
n=1 β
(n)
k y
(n)∑N
n=1 β
(n)
k
,
λk =
∑N
n=1 β
(n)
k∑N
n=1 β
(n)
k (y
(n)−µk)2
,
(39)
(classification): γkc =
∑N
n=1 β
(n)
k y
(n)
c∑N
n=1 β
(n)
k
. (40)
The solutions to the problem (37) and (38) are derived as
ηk` =
∑N
n=1 β
(n)
k s
(n)
`∑N
n=1 β
(n)
k
, αk =
1
N
N∑
n=1
β
(n)
k . (41)
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