Introduction
Structural equation modeling (SEM) is a data analysis method that has quickly gained popularity as one of the primary methods for analyzing behavioral data in information systems (IS). In contrast to firstgeneration techniques such as ANOVA and multiple regression, SEM simultaneously considers relationships among multiple independent and dependent constructs. SEM expresses these complicated variable relationships in a causal model with hierarchical or non-hierarchical, recursive or non-recursive structural equations (Bullock, Harlow & Mulaik, 1994; Hanushek & Jackson, 1977) . Additionally, SEM supports latent variables-variables that are not measured directly but are estimated in the model from manifest variables (or indicators). There are two main approaches to SEM: component-based and covariance-based. Component-based SEM aims to explain variance. One example of component-based SEM is the partial least square (PLS) method. We follow the convention in Gefen, Straub and Boudreau (2000) in referring to component-based SEM as PLS-SEM. The other main approach to SEM is covariance-based SEM techniques, which emphasize the overall fit of the observed covariance matrix with the hypothesized covariance model. LISREL, AMOS, EQS, and MPlus are software packages supporting covariance-based SEM.
In this paper, we focus on PLS-SEM. PLS-SEM's increasing popularity in recent years has resulted in many papers that review PLS-SEM's use in various fields of business research, such as accounting (Lee, Petter, Fayard, & Robinson, 2011) , IS (Ringle, Sarstedt, & Straub, 2012) , strategic management (Hair, Sarstedt, Pieper, & Ringle, 2012a) and marketing (Hair, Sarstedt, Ringle, & Mena, 2012b) . Many papers have promoted PLS-SEM as having several advantages over covariance-based SEM, such as its being able to accommodate data-analysis challenges (e.g., small sample sizes, non-normal data and models with formative constructs) and its being more appropriate than other methods for exploratory research (Hair, Ringle, & Sarstedt, 2011; Sosik, Kahai, & Piovoso, 2009) . A later wave of papers that take a second look question whether scholars have overclaimed PLS-SEM's perceived advantages (Aguirre-Urreta & Marakas, 2014; Goodhue, Lewis, & Thompson, 2012; Rönkkö & Evermann, 2013) . Still other recent work either rebuts those criticisms (e.g., Henseler et al., 2014; Rigdon et al., 2014) or attempts to create a nuanced perspective on PLS-SEM's strengths and appropriate use (e.g., Rigdon, 2012; . As a result, we can see that an emerging balanced perspective on the main issues seems to have appeared, and PLS-SEM remains a popular tool in IS research.
Against this background, the literature is less explicit and less clear about PLS-SEM's ability to handle binary outcomes. Several papers that we review below caution using PLS-SEM for binary variables. As a result, IS researchers whose data includes binary outcomes appear to avoid using PLS-SEM. In this paper, we examine the different ways in which a binary outcome may appear in a model and distinguish those situations in which a binary outcome is indeed problematic versus those in which one can easily incorporated it into a PLS-SEM analysis. By explicating the details, we hope to enable IS researchers and reviewers to distinguish the different situations rather than avoid PLS-SEM altogether whenever any binary indicator presents itself. We synthesize and organize known material to make it accessible as a proposed consensus in our research community.
This paper proceeds as follows: in Section 2, we provide examples from two top IS journals (MIS Quarterly and Information Systems Research) from the past five years to illustrate how IS researchers have handled a model with a binary endogenous variable. In Section 3, we present some of the (conflicting) general statements found in the literature regarding PLS-SEM's suitability for analyzing models with binary endogenous variables. In Section 4, we describe the PLS-SEM algorithm and highlight the places where it uses ordinary least squares (OLS). Since OLS is inappropriate with a binary outcome, those places are those where one might think that a binary variable poses a problem. In Section 5, we identify the four ways in which a binary variable arises as an endogenous construct (i.e., outcome) and propose solutions for how one can properly handle structural models with binary outcomes in PLS-SEM. In particular, we give two recommended solutions for using PLS-SEM (or PLS-SEM like) approaches to handle models with binary outcomes. Finally, in Section 6, we conclude the paper.
How Do IS Researchers Handle a Model with a Binary Endogenous Variable?
In IS research, one can measure numerous ultimate outcomes with a binary variable. One important example is system adoption. When one measures it with a surrogate such as intention to adopt, then applying PLS-SEM is straightforward because one can model it as a continuous latent construct that several Likert-based items measure. However, in the ideal case, where actual adoption decisions are available, the situation is paradoxically less straightforward because then the variable is binary. Other examples of binary outcomes are adopting or not adopting a late bidding strategy (Goes, Karuga, & Tripathi, 2012) , switching user interfaces (Murray & Häubl, 2011) , and taking or not taking a product recommendation (Ho & Bodoff, 2014) . 
Examines whether installing a spam filter reduces net costs and whether spam costs influence users' decision to install a spam filter.
Whether users install a spam filter
A logit model Ceccagnoli, Forman, Huang, & Wu (2012) Examines whether joining an owner's platform ecosystem is associated with an increase in sales and a greater likelihood of issuing an initial public offering (IPO).
Whether an IPO has been issued Regression using a linear probability mode De, Hu, & Rahman (2013) Examines if Web technologies (e.g., zoom and color swatch) reduce the likelihood of product returns.
Likelihood of product return
Logit and probit models Gefen & Pavlou (2012) Proposes that the perceived effectiveness of institutional structures sets the boundaries of trust and risk in online market places and examines how trust and risk influence transaction activity.
Transaction activity (won auctions or not)
A logistic regression Ghose, Goldfarb, & Han (2013) Examines how Internet clicking behavior varies between mobile phones and personal computers.
Likelihood of clicking on a post
A binary choice model Goes et al. (2012) Develops a model to explain online bidders' adoption of different strategies and change in their strategies over time.
Likelihood of choosing a bidding strategy A multinomial logistic regression Goes, Lin, & Au Yeung (2014) Examines if user interactions help generate product reviews and what kind of reviews do such interactions induce.
Whether a user generates ratings or nonratings reviews A logit model Gu, Konana, Raghunathan, & Chen (2014) Focuses on virtual investment communities and examines investors' propensity to seek interactions with others with similar sentiments in these communities.
Whether a thread in the choice set is chosen by investors A discrete choice model Hildebrand, Häubl, Herrmann, & Landwehr (2013) Examines how receiving others' feedback on initial product configurations affects consumers' satisfaction with these self-designed products.
High vs. low satisfaction level
A logistic regression Ho & Bodoff (2014) Integrates the elaboration likelihood model with consumer search theory to examine how Web personalization influences online users' attitude formation and decision making. 
Examines the factors that drive purchase decisions and how these factors change over time and across buyers.
Buyer purchase decision A probit model Mani, Barua, & Whinston (2010) Theorizes that performance heterogeneity across business process outsourcing (BPO) exchanges is a function of the design of information capabilities that fit the unique information requirements of the exchange.
Choice of information capabilities for a given BPO relationship A probit model Mani, Barua, & Whinston (2012) Tests if the use and performance effects of the information structure are greater in time and materials BPO contracts than in fixed-price BPO contracts.
Choice of contractual structure A probit model Moreno & Terwiesch (2014) Examines how both a structured measure (in a numerical reputation score) and an unstructured measure (based on the verbal praise left by previous buyers) influence sellers' likelihood of being selected.
Likelihood of awarding a project to a coder A logit model Murray & Häubl (2011) Examines how users' freedom to choose affects their interface preferences.
Choice of interface
A logistic regression
Examines how users' engagement in online communities influences their willingness to pay for premium music streaming.
Likelihood of paying for a subscription
Uses a data set of nearly 10,000 shopping sessions at an online retailer's website to empirically test the value and effectiveness of assurance seals on shoppers' likelihood of purchasing. Table 1 indicates that IS researchers tend not to use PLS-SEM to analyze models with binary outcome indicators. One possible reason is that some of the prior literature on PLS-SEM appears to warn against using PLS-SEM whenever binary variables are present in a model. For instance, Hair and colleagues write that "this practice should be considered with caution" (Hair et al., 2012b, p. 421) . Jakobowicz & Derquenne (2007, p. 3668 ) offer a similar remark: "when working with continuous data..., PLS does not face any problems, but when working with nominal or binary data it is not possible to suppose there is any underlying continuous distribution". Chin, Marcolin, and Newsted (1996, p. 24) acknowledge that, under certain conditions, it may be proper to use a binary indicator in a multi-item latent construct, but they do not elaborate on using PLS-SEM with a single-indicator binary variable.
Likelihood of purchase
In practice, it appears that researchers do use PLS-SEM when the data includes a binary measure as an exogenous variable or one of its indicators but not when it is an endogenous (i.e., outcome) variable. For example, in reviewing 204 papers in marketing, Hair et al. (2012b) identified 43 studies with binary variables in the PLS-SEM analysis. In another review, Hair et al. (2012a) identified 112 PLS-SEM models in strategic management, and, of these, 40 models included binary variables. However, as Table 1 shows, researchers have hesitated to use PLS-SEM to analyze models with binary endogenous variables. To handle a model with a binary endogenous variable, some IS researchers have adopted logistic regressions (e.g., Goes et al., 2012 , Gopal & Koka, 2012 or used covariance-based SEM to implement a path model (e.g., Ho & Bodoff, 2014) , which means forfeiting using PLS-SEM that is best suited for models with latent variables when the data set also includes a (often binary) actual behavioral outcome. This situation is paradoxical. In many common settings, it is also unnecessary.
Almost no literature directly addresses whether and how to use PLS-SEM for binary endogenous variables. Many scholars have discussed other PLS variants (especially PLS regression (PLS-R)) for classification problems including binary classification (Barker & Rayens, 2003; Bastien, Vinzi, & Tenenhaus, 2005; Boulesteix, 2004; Rosipal & Kramer, 2006) . However, PLS-R's algorithm is different from PLS-SEM's. Specifically, PLS-R does not include the PLS-SEM algorithm steps that many scholars view as inappropriate in the presence of binary variables, so we cannot infer from this vast literature on PLS-R that PLS-SEM is appropriate with binary variables. Lohmoller (1989) focuses mostly on PLS-SEM, and he does raise the case of a binary variable. However, the case he addresses (p. 178) concerns a single binary predictor of a categorical outcome that is represented by binary dummy variables. Lohmoller briefly shows how the classical approach of discriminant analysis fits simply in the PLS framework. As with the literature on PLS-R, Lohmoller's example and brief discussion do not engage with the full spectrum of issues that arise in the case of PLS-SEM and that researchers such as those cited above raise as reasons to disqualify PLS-SEM in the presence of binary endogenous variables.
Russolillo (2012) introduces a variant of PLS-SEM, which he calls "non-metric PLS path modeling", to handle ordinal and categorical data in the PLS-SEM context. He states the problem (i.e., the reason why one cannot use regular PLS-SEM for ordinal or categorical data), and, importantly for our purposes, the reasons he gives about categorical data all apply to cases with more than two categories. In the case of a binary variable, regular PLS-SEM may be applicable. Indeed, this is Rusolillo's view (Giorgio Rusolillo, personal communication). To summarize, the statistics literature does not appear to have a single organized stream of research that is explicitly organized around the topic of PLS-SEM with binary endogenous variables. We fill that gap.
A Technical Overview of the PLS-SEM Algorithm
In this section, we overview PLS-SEM while focusing specifically on details that may present a problem for some cases of a binary variable. In particular, we highlight the points in the PLS-SEM algorithm and the precise manner in which the algorithm uses OLS regression because scholars often cite such these aspects as problems when using PLS-SEM with a binary variable. For a more extensive technical review on PLS, see Tenenhaus, Vinzi, Chatelin, and Lauro (2005) . 
The First Stage of PLS-SEM's Algorithm
In the first stage, the PLS-SEM algorithm estimates the latent variables. The latent variables are defined as a weighted linear combination of their respective manifest variables (i.e., x1−x7), so we can view the first stage as finding the weights wij-outer weights-for each variable's manifest variables (i.e., x1−x7). The algorithm initially chooses the weights randomly, which then refines them iteratively with an inner and outer step. For reference, Table 2 labels the three major steps in this first stage. Step (1A) An outer step calculates each latent variable as the weighted linear combination (i.e., outer weights) of its manifest variables. As an example, referring to Figure 1 , one would calculate Y1's value as Y1 ∝ X1 * w X2 * w .
Step (1B) An inner step estimates a proxy of each latent variable as a weighted linear combination (i.e., using "inner weights") of its neighboring latent variables that it is connected to in the structural model. Different ways to calculate these inner weights exist, most notably the centroid, factor, and path weighting schemes. Path weighting uses OLS regression. In particular, one calculates a variable's proxy value by regressing its latent value on its predictors. For example, as part of the calculation of a proxy Y3 for Y3, Y3 is multiple-regressed on its directly connected latent variables (i.e., Y1 and Y2). This process is known in path weighting as the "forward" direction in which the latent values of predictors (Y1 and Y2 in this case) influence the calculation of the proxy of their structurally dependent variable (Y3 in this case).
Step (1C) There are two options. Mode A: each outer weight is estimated as the simple-regression coefficient of that indicator on the proxy latent variable. In our example, the algorithm solves the regression x β β Y1 and sets w β and then separately solves regression equation x β β Y1 and sets w β . Mode B: the outer weights of each variable are estimated as the corresponding multiple-regression coefficient when regressing the latent variable proxy on its own manifest variables. In our example, the algorithm solves multiple regression Y1 β β x β x and then sets w β , w β .
The intuitive idea of steps 1B and 1C is to first find proxy latent values that reflect the model's structural links (1B) and then find weights for the manifest variables to "catch up" (1C) (i.e., weights such that the resulting linear combination of manifest variables will equal that proxy value). Steps 1A-1C repeat until convergence, which is not theoretically guaranteed but is usually obtained.
For our purposes, the most important details are the places where the algorithm uses OLS regression, whose assumptions are violated when the dependent variable is binary. An important detail of step 1B is that, among the schemes for calculating inner weights, path weighting uses regressions for "forward" links in the manner specified in Table 2 . At the same time, in the path-weighting scheme, the backward-link from Y3 influences the proxies of Y1 and Y2, but this direction depends on the correlations-not regressions-between Y3 and Y1 and between Y3 and Y2, so the backward direction does not raise any concerns regarding OLS (if there are two directly linked binary variables, then using a Pearson correlation raises a different concern; see Section 5).
Similarly, step 1C assumes that the estimation of the outer weights uses OLS regression. If one uses mode A, the indicator is OLS regressed on the estimated latent variable, whereas, if one uses mode B, the latent variable is OLS regressed on the indicators. Mode A is usually used for reflective models and mode B for formative models. For mode A, the binary indicator raises a concern because mode A OLS regresses the binary indicator on its latent variable; in effect, it treats the binary indicator as the dependent variable in an OLS regression.
The Second Stage of PLS-SEM's Algorithm
In the second stage, the PLS-SEM algorithm estimates the path coefficients in the structural model ( 13 and 23 in Figure 1 ). It involves a series of first-generation regressions, usually OLS regressions that use the calculated scores for latent variables (obtained in the first step) as the values of each variable. The algorithm regresses each latent variable using OLS regressions on its direct predecessors (e.g. for Y3, the direct predecessors are Y1 and Y2). There is a separate partial regression model for each endogenous latent variable. That means the algorithm separately considers each endogenous variable and its immediate predictors using first-generation OLS regressions. In Figure 1 , latent variable Y4 is regressed on Y3, and,
separately from that, Y3 is regressed on Y1 and Y2. As Marcoulides, Chin, and Saunders (2009, p. 
Summarizing the Two Stages of PLS-SEM's Algorithm
To summarize, in the first stage, the PLS-SEM algorithm finds latent values (i.e., values of each latent variable) by assigning weights to its manifest variables while considering the latent values of directly linked variables in the structural model. In the second stage, it performs OLS regressions using the latent values found in the first stage. Taken together, one obtains the estimates for all relationships in the measurement models (i.e., outer weights) and the structural model (i.e., the path coefficients). Table 3 emphasizes some points that are crucial for understanding how PLS-SEM relates to binary single indicators. Step (1B) in Table 2 depends on the correlations between latent variables under two weighting schemes, but, in the path weighting scheme, it depends on OLS regression for forward-direction connections. 2.
Step (1C) in Table 2 depends on OLS regressions between a latent variable and its own indicators, with the direction of regression depending on mode A versus mode B. 3. The second stage of PLS-SEM, which calculates path coefficients, uses the result of the first stage, which calculates latent variables, but the two stages do not interact beyond that. 4. The second stage uses a set of separate OLS regressions, one for each part of the model; there is no connection between the parts. Each endogenous outcome is regressed solely on its direct antecedents (see Vinzi et al., 2010b, p. 56) .
With this technical overview, we can specify the following potential problems that may arise when one uses PLS-SEM with a binary indicator.
 "Problem A": if one uses path weighting, step 1B regresses a latent variable on its predictors using OLS, which one could perceive as a problem if the latent variable is binary.  "Problem B": if one uses mode A, step 1C regresses a latent variable on its indicators using OLS, which one could perceive as a problem if the latent variable is binary.  "Problem C": in the second stage, the PLS-SEM algorithm uses OLS to estimate path coefficients for the structural model among latent variables, which one could perceive as a problem if a latent variable is binary.
Is PLS-SEM Unsuitable for Models with a Binary Endogenous Variable?
As we describe in Section 4, the PLS-SEM algorithm uses OLS at various points, so one may perceive that binary variables pose a problem. To our knowledge, no one has previously systematically organized the possible problems and solutions into a single framework of "how to use PLS-SEM with binary variables". To organize and clarify the issue, we first distinguish between a variety of ways in which binary endogenous variables arise in the PLS-SEM context. Subsequently, we refer back to our technical overview in Section 4 (and, in particular, our discussion on OLS regressions, which Table 3 summarizes) . With these building blocks in place, we can be specific about the situations in which PLS-SEM would actually violate OLS assumptions, the precise nature of the violations if any, and ways to remedy them. Alwitt and Pitts (1996) used items: "The manufacturer cares about the environment (1 = "the most important" of five factors, 0 = "otherwise")" and "the company uses biodegradable plastic (1 = "the most important of five factors", 0 = "otherwise") to capture individuals' perceptions of a company's environmental policy.
Ways in Which a Binary Variable Arises in an Endogenous Construct

Quadrant IV: N/A
Explanation: for an observable variable, there is no notion of "indicators". Rather, it is a single variable that has its own meaning and measure. Hence, quadrant IV does not meaningfully exist.
The first dimension distinguishes between latent variables and observable variables. An observable variable cannot be observed or directly measured. An observable variable has no notion of "indicators". Rather, an observable variable is a single variable that has its own meaning and measure. By contrast, a latent construct-whether reflective or formative-cannot be directly observed but is instead inferred from one or more observable variables, which, when used in this way, are called manifest variables or indicators of the latent variable.
The second dimension refers to whether a given study measures the variable using a single item or multiple items. These two dimensions yield four quadrants: I) latent constructs represented with a single indicator, II) latent constructs represented with multiple indicators, and III) directly observable variables that are measured using a single item that equals the variable itself. Quadrant IV does not exist since, if a variable is not latent (i.e., neither reflective nor formative), one has no need for multiple indicators to try to capture its full scope. Thus, overall, a binary variable may arise in any of three ways: 1) as the only indicator of a latent construct, 2) as one of many indicators of a latent construct, and 3) as a directly observable variable. Table 5 shows which of the problems enumerated in Section 4 arises in which quadrant. In the rest of this section, we elaborate each of these problems further. We focus especially on showing that quadrants I and III do not violate any PLS-SEM assumptions and quadrant II is a matter of debate. For quadrants I and III, we explain why problems A and B do not exist and offer solutions to address problem C. For Quadrant II, we discuss researchers' differing opinions.
In quadrant I, a single binary indicator represents a latent construct. The latent variable can be reflective or formative. This setup has two problems, both of which Hair et al. (2012b) raise. The first problem is that this setup "proves problematic for approximations in the PLS-SEM algorithm since path coefficients are estimated by OLS regressions" (Hair et al., 2012b, p. 421) . The problem they raise actually includes several distinct issues, which affect both quadrants I and III; we elaborate further when we discuss quadrant III below. 
The second problem faced by models in this quadrant is the use of a single item-binary or not-to capture a latent variable. As Diamantopoulos, Sarstedt, Fuchs, Wilczynski, and Kaiser (2012) note, researchers would view using single-item measures to capture a latent construct poorly except in some specific conditions they enumerate. Moreover, formative constructs have a more basic problem with a single-item measure since one would normally expect formative measurement models to be more capacious than reflective ones (Ringle et al., 2012, p. vii) . Thus, even if we resolve the statistical issues surrounding binary variables (our focus), in practical terms, quadrant I will remain with a conceptual modeling problem and so is unlikely to be commonly used in practice.
Quadrant II includes models that use a binary indicator as part of a multiple-item measure for a latent construct. Some researchers believe that such use raises problems (especially those problems that we term problem A and problem B). Others researchers disagree. We elaborate on this difference of opinion in Section 5.1.1. Quadrant II does not experience problem C because the latent construct is not binary in this case-only one of the indicators is.
In quadrant III, a variable is an observable behavior that a binary single indicator captures, which makes the indicator identical with the whole variable. The difference between quadrants I and III is in how the researcher conceives the variables. Not every variable is latent. Conceptual and theoretical considerations should determine whether to conceive of a variable as latent or observable (see Appendix 1 for an example). In our view, quadrant III represents a common situation in IS research. We can naturally conceptualize all the examples in Table 1 as belonging to this quadrant. In fact, we presume that most if not all of those researchers had this in mind because, otherwise (i.e., if they intended to conceive of the binary outcome as an indicator of a latent variable; that is, quadrant I), they would have needed to somehow justify why they used a single indicator.
In Sections 5.1.1 to 5.1.5, we explain that Problems A and B do not apply to Quadrant III. We also present the debate about whether Problems A and B apply in principle to any of the quadrants, and we show how one can easily solve Problem C.
Problems A and B: OLS Used when Estimating Inner and Outer Weights
Recall that problem A is that, with path weighting, a latent variable is regressed on its immediately linked predictors to estimate a proxy for that variable, which one may see as a problem when the variable is binary. Obviously, one can avoid this problem by using one of the other two schemes: centroid or factor. In light of the finding that the various schemes have "very little" effect on the latent value estimates , choosing centroid or factor schemes seems an easy way to solve this problem altogether, but we proceed on the assumption that one has chosen path weighting. Also recall that problem B is that, if one uses mode A, the (binary) indicator is regressed on the latent variable using OLS. This again may appear to be a problem with a binary variable. However, for the reasons we now explain, Volume 38 Paper 23 these issues definitely pose no problem for the cases of quadrants I and III and may not pose a problem for quadrant II.
Problems A and B do not apply in quadrants I and III because, when one measures a variable using a single indicator as in quadrants I and III, the indicator becomes identical with the variable, and none of the steps of PLS-SEM's first stage are used for that variable. PLS-SEM will simply assign an outer weight of 1.0 to that indicator, and the value of the latent variable is just the (possibly normalized) value of the indicator. Therefore, although step 1B (if path weighting is used) hypothetically regresses the variable on its predictors using OLS and although step 1C (in mode A) hypothetically regresses the variable on its indicators using OLS, none of occurs with a single indicator variable.
Second, researchers more generally disagree about whether it is correct to approach any of these questions in terms of violations of PLS-SEM's statistical assumptions. For example, in quadrants I-II, if one uses mode A, then step (1C) actually uses OLS to regress the binary indicator on its latent variable. Hair et al. (2012b) , Jakobowicz & Derquenne (2007) , and others espouse that this situation is a problem because OLS is used to regress the indicator-binary, in this case-on the (continuous) estimate of the latent variable and OLS is not appropriate for a binary dependent variable. Statisticians such as Tenenhaus, Vinzi, Russolillo, and others (see Russolillo, 2012; Tenenhaus & Hanafi, 2010; Vinzi, Russolillo, & Trinchera, 2010a; Vinzie et al., 2010b) hold an opposing view. In their view, adopting mode A is a statistical decision to use a covariance-based criterion that sets the outer weights to the covariance between the indicator and the estimated latent variable (i.e., the regression coefficient when all scores are standardized) and is not in any way meant as a model of the data (and similarly for mode B, which is a statistical decision to use a correlation-based criterion). Somewhat paradoxically, this latter perspective reflects a more purist mathematical approach, which emphasizes the criteria being employedcovariance, which makes perfect sense for a continuous and binary variable-and not the algorithm to get there (i.e., OLS). In this view, even where one actually applies step (1C) to find a weight for any binary indicators (i.e., quadrant II, unlike quadrant III where the weight is simply set to 1.0), one is not modeling that the data follows the (normal) distribution associated with OLS, and there is no problem even in principle with applying this step to a binary indicator. More generally, this view holds that PLS-SEM does not optimize any established or even clearly defined statistical criterion, and so, by the same token, one cannot say that it operates on the basis of any "statistical assumptions". It is, rather, an algorithm that has many good properties and that one can understand in completely geometric (i.e., not statistical) terms. In this view, any discussion of statistical assumptions is misplaced. In any case, PLS-SEM's appropriateness for quadrants I and III does not depend on this position. As we explain earlier, quadrants I and III do not use OLS in any way that the binary variable is the dependent variable.
Problem C: OLS Used when Estimating Path Coefficients
Problem C occurs in PLS-SEM's second stage, which uses OLS regressions to estimate path coefficients of a structural model. One OLS regression assumption is that the error term of the endogenous variable is normally distributed. The error term for each case is defined as the observed value of the endogenous variable minus the predicted value given x. When the dependent variable is dichotomous, the error term is not normally distributed (because, for any value of x, there are only two possible values that the residuals can take.) Clearly, there is a problem when the endogenous variable in the PLS-SEM is binary, but it is a problem that one can easily overcome. One simply has to use a more appropriate analysis method such as discriminant analysis or logistic regression for only that part of the structural model in only the second stage. In particular, one runs the PLS-SEM first stage as is. This results in estimates of latent variables, which are output and saved. One takes the binary variable and its latent variable antecedents as they were output and saved and uses a logistic regression or discriminant analysis to estimate path coefficients. For the other parts of the structural model, one finds path coefficients using OLS regressions as shown in the usual PLS-SEM output. Recall that there is no iterative connection between the first and second stages of PLS-SEM (see (3) in Table 3 ), and, in the second stage, there is no connection between the different parts of the model (see (4) in Table 3 ). This step involves transferring the statistic output from PLS-SEM to another statistics software (such as SPSS) and running an appropriate analysis. The need to save the latent variables in a file arises only because, at the present moment, no software of which we are aware has the option to use other analyses besides OLS in PLS-SEM's second stage. However, no inherent reason for this software limitation exists. (In fact, we suspect that it has not been made available because of the triviality of outputting any latent variables that are found in PLS-SEM's first stage and running any analysis one likes.) There is nothing extraordinary about what has come to be known as PLS-SEM's second stage in which one usually runs OLS automatically on the structural model. Note again that there is no connection between PLS-SEM's two stages.
To summarize, binary variables present several challenges. Our main practical suggestion is for quadrants I and III and especially for quadrant III, which also does not suffer from any non-statistical question about how a single indicator (binary or otherwise) can fully capture a latent variable. As such, we simply suggest one to run PLS-SEM's first stage as usual for the whole model and to run the second stage (which is just OLS for each part) as usual for the whole model except for estimating the path coefficients for links that predict the binary variable. For that, we suggest a logistic regression. In the example of Figure 1 , if x5 is binary, the entire first stage of PLS-SEM is valid, and all the final path coefficients of the second stage are also valid with the exception of the l 35 , which should be determined separately.
Example
We provide a short example to show the steps of the simple procedure we recommend for quadrants I and III. We took the example from the sample data and model that one can download together with the XLSTAT-PLSPM Excel Add-in 1 . Figure 2 shows the research model. We focus on the complaints construct, which has a single indicator. In the original data, it is continuous, but we mean split it into a binary variable to suit our purpose. Such a measure could indicate whether or not a customer had ever complained. A researcher could conceive this measure as a directly observed non-latent variable and, thereby, justify their using the single indicator (quadrant III). Otherwise, the researcher may conceive the construct as something broader, but only this single indicator is available (Quadrant I). Either way, we explain the practical steps next. Table 6a shows some records of original data for the satisfaction and dichotomized complaints constructs. We ran the XLSTAT-PLSPM software and opted to output latent values for each variable. The software executed both PLS-SEM stages and generated path coefficients for all of the model's structural links. The final result retains all these path coefficients except for the link from satisfaction to the binary outcome complaints because the OLS regression is not right for predicting the binary complaints. For this one link, we need to take a separate step. Table 6b shows the normalized latent values that the software output for those two constructs (one would ordinarily use standardized values instead of normalized, but then the binary 1's and 0's turn into some other meaningless pair of numbers, so, for clarity, we use normalized values here). Notice that the latent complaints variable is identical with the original data because there is only a single indicator; in Section 5, we refer to this basic fact in explaining why problems A and B do not apply with single-item constructs. In any event, we took the two latent variables and imported them into Volume 38
Paper 23 SPSS or any statistics software capable of running logistic regressions 2 . Table 6c shows the result on the full dataset. 
Re-visiting the Cautions from Hair and Colleagues
Researchers sometimes cite Hair et al. (2012b) as a basis for not using PLS-SEM whenever a structural model has a binary variable. However, carefully reading their analysis shows that their cautions are both correct and limited and in no way contradicted by anything we have proposed. Hair et al. point to two problems about the appropriateness of using PLS-SEM to handle structural models with a binary single indicator for an endogenous variable. The first problem is that "researchers may decide to use a binary single indicator to measure an endogenous construct…, which proves problematic for approximations in the PLS-SEM algorithm since path coefficients are estimated by OLS regressions" (p. 421). We understand this problem to refer to what we call problem C, which we resolve by simply replacing OLS for that section of the path with an appropriate data-analysis method such as discriminant analysis. The second problem they raise is "using binary indicators in reflective models violates this OLS assumption, because reflective indicators are regressed on the latent variable scores when estimating outer weights" (pp. 421). This problem appears to refer to what we call problem B in which latent variables are regressed on their manifest indicators. Recall that this problem does not apply at all in the case of a single indicator (quadrants I and III). In the case of multiple indicators (quadrant II), scholars differ in opinion. (Note that careful attention to Hair's use of words indicates that they never said that this is a problem in the case of a single indicator. They say the first problem arises when one uses a "single binary indicator" and the latter when one uses "binary indicators in reflective models" but not when it is a single indicator). To our understanding, Hair et al. completely agree that the only problem that arises in quadrant III is the easily rectifiable issue of finding path model coefficients.
We found two items in the literature that seem related to our approach, but, on closer inspection, they do not use PLS-SEM for a binary variable. Henseler (2003) suggests saving the latent values and running separate analyses with the binary variable, but his idea is to first remove the binary variable from the model when running the PLS-SEM first stage, which we argue is unnecessary. Festge & Schwaiger (2007) appear to talk about running PLS-SEM, but the case they consider is actually when the outcome variable was originally continuous. Only after running the PLS-SEM do they median split the outcome variable in preparation for a second data analysis using logistic regression. We did not find any examples of researchers who run PLS-SEM on a model with a binary outcome.
Solution 2: Regularized Generalized Canonical Correlation Analysis (RGCCA)
In this section, we add an additional perspective that lends support to using PLS-SEM with binary endogenous outcomes. A stream of research in statistics aims to establish PLS on a more sure statistical footing. One prominent and widely cited work in this stream is regularized generalized canonical correlation analysis (RGCCA) (Tenenhaus & Tenenhaus, 2011) and its corresponding software implementation in the XLSTAT-PLSPM add-in to Excel and RGCCA package for R. RGCCA has a close relationship with PLS-SEM. It has a tau parameter. If the tau parameter is set to 0, then RGCCA is identical to PLS (first stage) mode B. If the tau parameter is set to 1, RGCCA and PLS (first stage) mode A are very close. When the tau parameter varies between 0 and 1, the latent variable mode stands in between mode A and mode B.
The key point for our purposes is that, unlike PLS-SEM, whose use with binary indicators has raised doubts, RGCCA unequivocally allows binary outcomes because, unlike PLS-SEM, RGCCA optimizes an explicit criterion, and this criterion is perfectly valid for binary variables. For example, Figure 7 in Tenenhaus and Tenenhaus (2011) has a categorical, single-indicator outcome (the two variables "stable demo" and "dictatorship" are dummy variables to encode the three-category outcome). RGCCA provides researchers with an alternative to the first stage of PLS-SEM. Researchers may obtain the scores of the latent variables from the first stage and then choose the appropriate regressions or other analyses to analyze the path coefficients for the relationships between the latent variables.
In two ways, RGCCA is relevant to our discussion of structural equation modeling with binary outcomes. First, one can use the RGCCA algorithm itself to calculate latent variables, and it is valid for binary outcomes. Second, for those who wish to use PLS-SEM, RGCCA is closely related to PLS-SEM, so the fact that RGCCA is known to be valid may evidence PLS-SEM's validity to the extent one believes it is meaningful to even speak about the statistical "validity" and violations of statistical assumptions for a method such as PLS-SEM that has no explicit global criterion.
Conclusion
Some of the prior literature on PLS-SEM appears to warn scholars against using PLS-SEM for analyzing models with binary endogenous variables. For that reason, many IS researchers may have pre-emptively avoided using PLS-SEM in such cases and instead used other methods such as covariance-based methods or path modeling. In this paper, we distinguish between various ways in which one may use a binary variable and the different potential problems that may arise in each case. In the particular case of a binary item that is an observable variable (quadrant III; see Table 4 ), one faces no problem using PLS-SEM's first stage, which finds latent variables. Today's software runs OLS regressions as a second stage, but, since this is not appropriate for a binary outcome, one should use the latent predictors of the binary variable(s) as input in a separate analysis. A separate conceptual problem arises when using a binary (or any other single) variable as the sole indicator for a broader latent construct (quadrant I), and yet another problem may arise (although it is a matter of debate) when it is one of many indicators (quadrant II). However, authors better handle these issues, too, when their specific nature is clear. We contribute to that clarity. Since the solution is trivial when one conceives the variable as being directly observed and more open to debate when one conceives the variable as latent, this paper may rekindle debate about the validity of conceiving certain outcomes such as consumer choice or technology adoption as directly observed (i.e., as wholly encompassed by a single indicator). We would also welcome such a result.
