Monte Carlo simulations in the grand canonical ensemble have been performed to obtain the phase behavior of the lattice restricted primitive model with additional short-range attractive interactions. Multihistogram reweighting techniques were used to obtain the phase diagrams as a function of the parameter *, measuring the relative strength of the short-range ͑SR͒ to the Coulombic interactions. The results reveal a great variety of behaviors as * is varied. Specifically, for weak or vanishing SR interactions only order-disorder phase transitions and a tricritical point are found, while for strong SR interactions the high-density ordered phase becomes incommensurate with the lattice structure and only a gas-liquid coexistence and a critical point are observed. However, for a certain range of * between these two limits both the critical and the tricritical points can become stable.
I. INTRODUCTION
Over the last decade a lot of effort has been devoted to getting a clear picture of critical behavior and phase separation in systems dominated by Coulombic interactions. Nevertheless, despite significant progress in this field, understanding of ionic systems is far from complete. Many studies have been directed towards the study of the nature of criticality, since early experiments indicated mean-field ͑classical͒ 1 and Ising 2,3 behavior for solvents with low and high dielectric constant, respectively. Moreover, although recent experiments 4 -6 and simulations 8, 35 strongly support three-dimensional Ising-like criticality as the asymptotic behavior, the observed crossover from classical to Ising behavior, 9, 10 unusually closer to the critical point than in simple fluids, remains as an open question.
A useful model for theoretical treatments and simulations is the restricted primitive model ͑RPM͒, in which the ions are viewed as hard spheres of the same diameter and carrying positive and negative charges of the same magnitude. The model is able to capture most of the thermodynamic properties of ionic fluids. [11] [12] [13] [14] However, no completely reliable theoretical approach for the critical region has emerged yet. The main reason is the long-range character of the Coulombic interactions that prevents, for instance, the use of the techniques from nonionic cases like renormalization group theory. 15 In fact, there is not even consensus on which mean-field approach should be taken as the starting point to construct such a theory. The two most promising approaches are the mean spherical approximation, 12 based on integral equations for the correlation functions, and theories 11, 13 that use an extension of the Debye-Hückel theory 16 and Bjerrum association ideas. 17 Recently, in order to understand better criticality in the RPM model, lattice models of electrolyte solutions have been studied, 11,12,18 -25 in which the positions of the positive and negative ions are restricted to the lattice sites. Even though nonionic fluids have the same critical behavior as the lattice Ising model, lattice ionic fluids with lattice spacing equal to the ionic diameter show an order-disorder transition, which is absent in the continuous version of the RPM. There is no gas-liquid transition ͑i.e., no critical point͒ and the coexistence is between a low-density disordered phase and an antiferromagnetically ordered high-density phase; the transition is continuous ͑Néel-type line͒ above and first-order below a tricritical point.
Although the presence of an underlying lattice naturally favors the appearance of charge ordering, it is not obvious why the lattice and continuum models of RPM present such a different critical behavior. A possible explanation has been advanced by Ciach and Stell 20, 21 using a formalism based on the Landau-Ginzburg-Wilson approach. They proposed that in contrast to the uncharged systems with short-range interactions, where the long-wavelength fluctuations dominate and the lattice structure is irrelevant, in ionic systems the short-wavelength charge fluctuations are the most important. In this case, the short-distance properties of the system, such as the lattice structure or the shape of the short-range potentials added to the RPM model, become important and different phase diagrams can be obtained, i.e., there is no universality. In fact, Ciach and Stell have predicted that for a model system with additional short-range interactions added to the RPM model both gas-liquid and tricritical points can be thermodynamically stable. [21] [22] [23] These short-range attractions a͒ Author to whom correspondence should be addressed. Electronic mail: azp@princeton.edu could represent the interaction between the ions and the particles of the solvent in which the ions are dissolved. In this article we address the lattice RPM model for ionic systems when, in addition to the hard-core and electrostatic interactions, some short-range attractive forces between the ions are included. We use grand canonical Monte Carlo simulations, combined with histogram reweighting 26 and mixed-field finite-size scaling 27, 28 techniques, to obtain the coexistence curves and the associated critical points. The article is organized as follows. The model and the computational details are given in Sec. II. The results are discussed in Sec. III. We close in Sec. IV with summary and conclusions.
II. MODEL AND SIMULATION METHODOLOGY

A. The model
The model system we have considered consists of 2N charged hard spheres of equal diameter , half of them carrying charge ϩq and half charge Ϫq, interacting through the pair potential
where D is the dielectric constant of the structureless solvent in which the ions are immersed and U i j SR accounts for the short-range ͑SR͒ interactions between the ions. Since in this work we do not try to model any realistic potential, for the short-range interactions we use the square-well potential
where and are the interaction range and strength parameters, respectively. For simplicity, we consider that all particles are subjected to the same attractive energy Ϫ and the interaction range is ϭ1.5. Reduced quantities are defined by scaling with E 0 ϭq 2 /D, the Coulomb energy between two ions at close contact, and the ion diameter , namely
where V is the volume of the system. Using these definitions, the effect of the short-range attractive interactions on the properties of RPM model can be monitored by changing the reduced energy parameter, *.
B. Simulation methods
Our simulations were performed using the discretization methodology introduced by Panagiotopoulos and Kumar. 19 In this approach the allowed positions for the centers of the ions are on a simple cubic grid of characteristic length l. Also, the lattice discretization parameter is defined as ϭ/l, such that the lattice and continuum limits can be reproduced by changing . Panagiotopoulos and Kumar 19 have found that у3 produces qualitatively the same phase behavior as the continuum model. In particular, for ϭ10 the results were indistinguishable from the continuum model and the critical parameters of the RPM were well reproduced.
7,29
From a computational point of view, the main advantage of using the lattice discretization method is that the Coulombic interactions can be calculated using Ewald summation once at the beginning of the simulation, since the allowed ion positions are known a priori. For ionic systems this represents a speedup relative to the continuum calculation by a factor of 100 in small systems. 19 In this work, the Ewald sums were performed with conducting boundary conditions, using 518 Fourier-space wave vectors and real-space damping parameter ϭ5.
We used grand canonical Monte Carlo ͑GCMC͒ simulations with pair additions and removals at each time step. The factor 2 in the reduced density in Eq. ͑3͒ appears due to the two ions used in this neutral molecule of chemical potential . To enhance acceptance of the insertion and removal steps we used distance-biased sampling, introduced in Ref. 14.
Multihistogram reweighting 26 techniques were used to analyze the simulation data. Since the principles of this method have been discussed elsewhere, 26, 30, 31 we concentrate the description of the technique for our one-component system to its most important aspects. The GCMC simulation data at a fixed inverse temperature, ␤ϭ1/ B T, and chemical potential, , are collected in a two-dimensional histogram P(N,U;␤,) of the fluctuating energy U and number of particles N. Using appropriate reweighting formula 26 the histogram of a different state (␤Ј,Ј), not too far away from (␤,), may be obtained from P(N,U;␤,) without any need to perform another simulation. However, as in general it is not possible to cover all thermodynamic states of interest from a single simulation, multiple simulations are required at different temperatures and chemical potentials. Then, the resulting histograms from the simulations are combined according to the method proposed by Ferrenberg and Swendsen, 26 such that all the properties of interest can be obtained. In particular, the phase coexistence curve can be obtained from the grand canonical distribution of densities
Near and at a first-order phase transition the distribution P() exhibits a double-peaked structure. Therefore, the precise location of a coexistence point can be obtained by tuning the chemical potential at a given temperature until the areas under the peaks become the same. For the critical region we used mixed-field finite size scaling ͑FSS͒ analysis proposed by Bruce and Wilding, 27 which accounts for the lack of symmetry between coexisting phases in fluids. Briefly stated, for one-component systems, an ordering parameter, M, is constructed from the energy U and number of particles N such that
where s is the field-mixed parameter. General finite-size arguments 27 predict that at criticality the normalized probability distribution at a given system size, P L (x), has a universal form for every fluid in a given universality class, with xϭA(M ϪM c ). The nonuniversal factor A and the critical value of the ordering operator M c are chosen so that the data have zero mean and unit variance. In this work we assume that the RPM model has Ising-like critical behavior. Therefore, the critical parameters can be determined through variation of T*, * and s until the distribution P L (x), obtained by histogram reweighting from the simulation data, matches the distribution for the three-dimensional Ising universality class.
Typical runs involve 2Ϫ5ϫ10 7 Monte Carlo steps ͑MCS͒ for equilibration and 2Ϫ9ϫ10
8 MCS for production. Statistical uncertainties for the critical parameters were produced from 8 to 24 independent runs, depending on system size, at near critical conditions with different seeds for the random number generator.
III. RESULTS AND DISCUSSION
We obtained phase coexistence for several values of *, the parameter characterizing the strength of the SR interactions. The resulting phase diagrams in the TϪ plane are presented in Fig. 1 for a lattice discretization parameter ϭ1 ͑the simple cubic lattice limit͒ and a system size L* ϵ(L/) 3 ϭ12. For low values of * the Coulombic part of the potential drives the phase separation and only the tricritical point is thermodynamically stable. The coexistence is between a lowdensity disordered phase and an antiferromagnetically ordered high-density phase, i.e., an arrangement of ions of alternating charges, as observed previously by Panagiotopoulos and Kumar 19 for the pure lattice RPM. The effects of SR interactions can be noticed only as an increase of the temperature and density at the tricritical point. We did not try to locate the Néel line of continuous transitions and the precise location of the tricritical point for different values of *, since the density at the tricritical point becomes very high as we increase the SR effects, reducing the efficiency of our GCMC simulations. Since a detailed fine-size scaling analysis would be necessary to estimate the true location of the tricritical point, larger system sizes would be necessary, which is beyond of the scope of this work. Instead, we prefer to give an estimate of the location of the tricritical point, as shown in Fig. 1 , based on a linear extrapolation of the coexistence lines, as expected for dϭ3 tricriticality, for the small system size L*ϭ12. For the sake of comparison we included in Fig. 1 the coexistence curve for the lattice RPM limit (*ϭ0, in our model͒ obtained in Ref. 19 .
A typical density distribution P() obtained from multihistogram reweighting techniques for low SR interaction is shown in Fig. 2͑a͒ for *ϭ0.06. One observes that on increasing temperatures, the low-density disordered peak moves smoothly over to merge with the high-density ordered peak at the tricritical point. In contrast, on increasing * a new phase diagram can be found, as shown in Fig. 2͑b͒ for *ϭ0.08. Above a certain temperature, in addition to the low and high density peaks, a third peak emerges in the density region around *ϭ0.65, indicating a coexistence between three phases at a triple point: two disordered phases ͑differing only on density͒ and a high density ordered phase. Based on Fig. 2͑b͒ , we can infer that above the triple-point temperature there is a coexistence either between the two disordered phases or between the disordered phase with higher density and the ordered phase. The first coexistence terminates at a critical point, while the last one terminates at a tricritical point. Unfortunately, as shown in Fig. 2͑b͒ , the three peaks are very close to each other, which prevents their precise identification for the small system sizes used in Fig.  1 . Even for L*ϭ16 used in Fig. 2͑b͒ the presence of a tricritical point makes it difficult to completely isolate the two disordered phases in order to obtain the critical point using Wilding FSS method. 27 Therefore, the critical point for * ϭ0.08 used in Fig. 1 was obtained using L*ϭ15, since for this system size the ordered arrangement of ions of alternating charges is not possible. According to Figs. 1 and 2͑b͒ the tricritical point occurs at high density, *у0.75. Unfortunately, we were unable to obtain an estimate for this tricritical point based on a linear extrapolation of the coexistence lines, since these very high densities prevent a reliable sampling of the ordered branch using our CGMC simulations. The phase diagram for this * value is qualitatively identical to Increasing the SR interactions the phase diagram changes topology again, as shown in Fig. 1 for *ϭ0.09 and 0.1. The three-peak structure disappears and only a doublepeak density distribution can be observed according to Fig.  2͑c͒ for *ϭ0.09. The coexistence now is between two disordered phases terminating at a critical point as shown in Fig. 3 for *ϭ0.09. The tricritical point becomes metastable, i.e., disappears into the two-phase region. Nevertheless, the shape of the phase diagram is affected by the presence of this metastable point. Clearly, a pronounced ''kink'' can be distinguished in the high-density branch in Fig. 3 , as a result of the different shapes of the coexistence curves near to the stable critical point and the metastable tricritical point. 32 Also, this ''kink'' approximately localizes the point where the critical Néel line ͑not shown in Fig. 3͒ crosses the high-density branch of the coexistence curve. This effect was also observed by Ciach and Stell, according to Fig. 6͑A͒ of Ref. 22 .
In order to characterize the critical point discussed above, we used FSS techniques under the assumption of Ising-type criticality. The collapse of the measured P L (x) on the universal Ising ordering operator distribution is shown in Fig. 4 for *ϭ0.09 and the system sizes L*ϭ12, 15 and 18. The quality of the collapse is clear evidence that for this and larger * values the phase separation is driven by the SR interactions and the system presents critical behavior compatible with Ising-like behavior. Further evidence of Ising criticality can be found when we analyze corrections to scaling of the critical temperature through the scaling relation
͑6͒
where T c *(L*) is the apparent size dependent critical temperature obtained by FSS analysis, and T c *(ϱ) is the infinitesystem value. The exponents in Eq. ͑6͒ for the threedimensional Ising universality class are (, ) Ϸ(0.52, 0.63). 33 In Fig. 5 we show the dependence of the reduced critical temperature, T c * , on the scaling variable Ϯ0.0002 for *ϭ0.09 and 0.1, respectively. For the critical density, on the other hand, scattered data with large error bars have been obtained for the three-system sizes listed above, and the results cannot be reliably extrapolated to L* →ϱ. We do not explore larger * values since in this case only the SR interactions become relevant and the system displays only a gas-liquid critical point. It is also interesting to investigate what happens when the lattice discretization parameter is increased. According to Panagiotopoulos and Kumar, 19 for у3 the phase behavior of the lattice RPM is qualitatively identical to the continuum model. In fact, the difference between critical parameters for ϭ10 and →ϱ ͑the continuum limit͒ was found to be Ӎ1% for the temperature and Ӎ4% for the density. 7 Therefore, we used ϭ10 in our model system in order to obtain the phase diagram as a function of the SR parameter. The results are shown in Fig. 6 . In contrast to the lattice ϭ1 case, where we found a range in * displaying orderdisorder transition, using this fine-lattice discretization parameter only the gas-liquid phase coexistence was observed.
There is no evidence either of high-density ordered phases or tricriticality, and just the usual gas-liquid critical point is thermodynamically stable.
The effects of the SR interactions are shown in Fig. 7 . We see in Fig. 7͑a͒ that the critical density converges quite rapidly to the square-well fluid value obtained by Orkoulas and Panagiotopoulos, 34 c *ϭ0.31, their estimate at the limit of infinite system size. To compare the critical temperature, on the other hand, we need to rewrite the reduced temperature in Eq. ͑3͒ as B T c /, the usual definition for the squarewell potential. The results are shown in Fig. 7͑b͒ . Clearly, the critical temperature converges to the square-well limit of Ref. 34 , B T c /ϭ1.218, as the short-range interaction is increased. Finally, for this high case we did not find evidence of charged layers of alternating sign like lamellar structures, as predicted by Ciach and Stell for the continuum case. 22 Only a gas-liquid phase separation was observed, which should be attributed to the absence in our model of a short-range demixing interaction, separating the anions from the cations, as the one considered in Ciach and Stell's model. 22 For a symmetrical binary fluid mixture, for instance, such demixing term between dissimilar species is responsible for tricritical behavior. 32 Since in our case the phase diagrams depend strongly on the details of the interaction potentials, different forms of short-range potentials should be analyzed, a task beyond the scope of this work.
IV. CONCLUSIONS
In summary, we have used grand canonical Monte Carlo simulation and histogram reweighting techniques to study phase transitions in a lattice RPM model where, in addition to the Coulomb and hard-core interactions, some short-range attractive interactions between the ions are added to the model. Phase diagrams for different short-range strength have been obtained. Our simulation results reveal a phase diagram strongly dependent on the SR parameter * and the lattice structure. Specifically, for weak SR interactions and ϭ1 only order-disorder phase coexistence and a tricritical point are observed, since the phase separation is driven by the electrostatic interactions. Increasing * favors the formation of clusters of ions with the same charge. Then, for a certain range of * both the gas-liquid critical point and a tricritical point can be observed. For strong SR interactions, on the other hand, the high-density ordered phase becomes incommensurate with the lattice structure and only a gasliquid phase transition and a critical point are found. Finally, for high values of the lattice discretization parameter , the order-disorder phase transitions disappear and only the gasliquid coexistence is possible, i.e., fine lattice structures do not support charge ordering.
Thus our simulation results confirm qualitatively most of the theoretical predictions of Ciach and Stell's approach ͑see 
