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La simulation numérique des modèles physiques, favorisée par l’essor de la puissance des calcu-
lateurs, prend aujourd’hui une place très importante dans des prises de décision qui peuvent avoir
des conséquences majeures en termes économiques ou humains. La prise en compte des incertitudes
inhérentes au modèle apparaît incontournable si l’on cherche à obtenir des prédictions numériques
“fiables”, exploitables dans un processus de conception ou une prise de décision. Deux types d’incerti-
tudes sont généralement distinguées : les incertitudes intrinsèquement aléatoires, liées à la variabilité
naturelle des phénomènes physiques considérés, et les incertitudes épistémiques, liées à une mécon-
naissance des modèles. Ces dernières sont par nature réductibles. Cependant, de part la complexité
des phénomènes physiques, le manque d’observations ou encore la nécessité d’obtenir des modèles ma-
thématiques simplifiés, leur prise en compte s’avère également essentielle afin d’augmenter le domaine
de prédictibilité du modèle et ainsi de garantir une meilleure fiabilité des prédictions.
L’obtention de prédictions fiables demande tout d’abord une parfaite maîtrise du modèle concep-
tuel. En amont, ce modèle doit être construit de telle manière à reproduire fidèlement les observations
ou plus précisément certaines quantités d’intérêt observées. Les modèles physiques, généralement bien
maîtrisés dans le cadre déterministe, doivent alors être complétés par une modélisation pertinente des
aléas. La modélisation probabiliste des incertitudes est incontestablement la voie la plus répandue et
la plus aboutie d’un point de vue théorique et pratique. Dans de nombreux problèmes physiques, le
modèle conceptuel peut alors être traduit par un ensemble d’équations aux dérivées partielles stochas-
tiques (EDPS). En aval, un modèle numérique et des outils de résolution ad-hoc doivent être proposés
afin de propager les incertitudes et d’estimer leur impact sur la réponse du modèle conceptuel. De nom-
breuses méthodes numériques ont été proposées pour la résolution des EDPS. L’application d’une de
ces méthodes dépend des quantités d’intérêt à prédire et du degré de précision souhaité. Notamment,
si on s’intéresse aux premiers moments statistiques de la réponse, des approches de perturbation ou
des méthodes d’intégration directe (Monte-Carlo, quadratures, ...) peuvent être utilisées. Pour l’esti-
mation de probabilité d’événement particulier, des techniques d’intégration directe peuvent encore être
utilisées tant que les probabilités à estimer restent grandes. Pour l’estimation de la probabilité d’évé-
nement rares, des méthodes dédiées, appelées méthodes fiabilistes, sont plus adaptées. Cette dernière
décennie, un intérêt croissant a été porté à des méthodes fournissant une caractérisation complète de
la solution sous la forme d’un développement de la réponse sur des bases de fonctions appropriées. Ces
méthodes, couramment baptisées “méthodes spectrales stochastiques”, ont été initiées par les travaux
de Ghanem et Spanos [63]. Issues d’un mariage fructueux de l’analyse fonctionnelle et de la théorie
des probabilités, ces méthodes reposent sur des bases mathématiques fortes. Elles conduisent à des
solutions d’une grande précision et surtout à une meilleure maîtrise des calculs : construction possible
d’estimateurs d’erreur a posteriori, approximation adaptative. Le chapitre I donnera un apercu des
méthodes de calcul stochastique classiques. On insistera plus particulièrement sur les méthodes spec-
trales et les outils de résolution associés, ce qui permettra de poser le cadre des contributions décrites
dans les chapitres suivants.
Les méthodes spectrales stochastiques de type Galerkin, de part leur robustesse et leur précision,
semblent aujourd’hui constituer une voie prometteuse pour la simulation numérique dans un contexte
probabiliste. Plusieurs inconvénients freinent cependant l’utilisation de ces techniques et leur transfert
vers des applications de grande taille : le temps de calcul, les capacités de stockage mémoire requises et
le caractère “intrusif”, nécessitant une bonne connaissance des équations régissant le modèle et l’éla-
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Introduction
boration de solveurs spécifiques à une classe de problèmes donnée. Un premier volet de mes travaux
de recherche a consisté à proposer une stratégie alternative pour la résolution des EDPS permettant
de lever ces inconvénients. L’approche développée, baptisée méthode de décomposition spectrale gé-
néralisée (GSD), consiste à rechercher une décomposition spectrale optimale de la solution sur une
base réduite de fonctions, sans connaître la solution a priori. Elle peut être vue comme une méthode
de réduction de modèle automatique. Cette nouvelle approche, en atteignant des gains significatifs en
terme de temps de calcul et de stockage mémoire (facteur 100, 1000...), pourrait à terme permettre
une application des approches de Galerkin à des problèmes de très grande taille. En découplant la
résolution de problèmes déterministes et stochastiques, elle permet également de retrouver une part
de non-intrusivité, autorisant dans certains cas l’utilisation de solveurs déterministes classiques bien
maîtrisés. Les développements de cette méthode seront exposés dans le chapitre II.
Un deuxième volet de mes activités, exposé dans le chapitre III, a porté sur le développement d’une
méthode de résolution d’EDPS pour le cas où l’aléa porte sur la géométrie. Dans le cadre des approches
spectrales de type Galerkin, le traitement d’aléa sur l’opérateur et le second membre est en effet un
aspect aujourd’hui bien maîtrisé. Par contre, le traitement de géométrie aléatoire reste un point en-
core très peu abordé mais qui peut susciter un intérêt majeur dans de nombreuses applications. Mes
travaux ont consisté à proposer une extension de la méthode éléments finis étendus (X-FEM) au cadre
stochastique. L’avantage principal de cette approche est qu’elle permet de traiter le cas de géométries
aléatoires complexes, tout en évitant les problèmes liés au maillage et à la construction d’espaces d’ap-
proximation conformes. De plus, elle conduit à une représentation explicite de la solution en fonction
des variables de bases caractérisant l’aléa sur la géométrie.
Ces deux premiers volets ne concernent que l’étape de prédiction numérique, ou de propagation
des incertitudes. Mes activités de recherche apportent également quelques contributions à l’étape
amont de quantification des incertitudes à partir de mesures ou d’observations. Elles s’insèrent dans
le cadre de récentes techniques de représentation fonctionnelle des incertitudes. Mes contributions ont
notamment porté sur le développement d’algorithmes efficaces pour le calcul de ces représentations.
En particulier, ces travaux ont permis la mise au point d’une méthode d’identification de géométrie
aléatoire à partir d’images, fournissant une description des aléas géométriques adaptée au calcul par
la méthode proposée au chapitre III. Une autre contribution porte sur l’identification de lois multi-
modales par une technique de représentation fonctionnelle adaptée. Ces différentes contributions feront
l’objet du chapitre IV.
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Chapitre I
Méthodes de calcul stochastique
Ce chapitre présente un rapide apercu des principales méthodes de calcul
dans un cadre probabiliste, en insistant sur les méthodes stochastiques
spectrales, cadre de travail de mes activités de recherche.
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I. Méthodes de calcul stochastique
1 Cadre d’étude
De nombreux modèles physiques sont régis par des équations différentielles ou équations aux déri-
vées partielles. La prédiction de la réponse d’un modèle se ramène alors généralement à la recherche
d’une fonction u, appartenant à un certain espace fonctionnel, et vérifiant un ensemble d’équations
notées formellement :
A(u) = b
où A est un opérateur différentiel et b un second membre reflétant les termes sources.
1.1 Modélisation probabiliste des incertitudes
Nous adoptons dans ce mémoire une vision probabiliste des incertitudes. La modélisation des
incertitudes consiste alors à définir un espace de probabilité ad-hoc (Θ,B, P ), où Θ désigne l’espace des
événements élémentaires, B une σ-algèbre définie sur Θ et P une mesure de probabilité1. L’incertitude
(ou aléa) sur le modèle pourra être formalisée comme une dépendance de l’opérateur et du second
membre du problème vis-à-vis de l’événement élémentaire θ ∈ Θ. La réponse u du modèle aléatoire
sera donc une variable aléatoire, à valeur dans un certain espace fonctionnel, devant vérifier presque
sûrement un ensemble d’équations notées formellement :
A(u(θ); θ) = b(θ) (I.1)
Le choix de l’espace de probabilité de travail est un point crucial dans l’étape de modélisation. La
question de l’identification des incertitudes à partir d’expériences sera abordée dans le chapitre IV.
1.2 Cadre mathématique
Le cadre mathématique pour l’étude du problème (I.1) (cadre fonctionnel, existence et unicité de
solution) dépend notamment de la nature des incertitudes, qui conditionne le type de représentation
de la solution aléatoire (espaces de variables aléatoires ad-hoc) et également les méthodes de résolution
à mettre en oeuvre.
Une classe particulière de problèmes, couramment rencontrée dans les applications physiques,
concerne le cas où les paramètres aléatoires et la solution du problème possèdent une variance finie
[40, 16, 13, 15, 50, 108, 154]. Cette classe de problèmes, considérée dans ce mémoire, intervient lorsque
les paramètres aléatoires du modèle sont modélisés par des variables aléatoires ou des processus (ou
champs) stochastiques possédant des propriétés de régularité classiques. Ce cadre d’étude conduit
à introduire comme espace de travail l’espace L2(Θ, dP ) des variables aléatoires du second ordre.
On trouvera dans [19, 73, 23] un cadre de travail plus général, introduisant des espaces de variables
aléatoires généralisées.
Une autre classe de problèmes concerne le cas des équations différentielles stochastiques [85, 127]
ou des équations aux dérivées partielles stochastiques [165, 86, 138] forcées par un bruit blanc. Ce type
de problèmes, qui ne fait pas l’objet de ce mémoire, concerne néanmoins de nombreuses applications
en physique (théorie de la diffusion, ...), traitement du signal (filtrage, ...), contrôle optimal, économie,
finance, ...
1.3 “Discrétisation” des incertitudes
La description mathématique des incertitudes demande a priori de définir un espace de probabilité
de dimension infinie. Cependant, dans de nombreuses applications physiques, les incertitudes peuvent
être correctement modélisées par un ensemble fini de variables aléatoires. Cela est le cas lorsque les
incertitudes sur le modèle sont modélisées par un nombre fini de variables aléatoires scalaires ou de
processus (ou champs) stochastiques, ces derniers étant réduits (ou discrétisés) par des techniques
adaptées de décomposition spectrale (voir annexe A). On se ramènera donc en pratique à définir un
contenu probabiliste à partir d’un nombre fini de variables aléatoires ξ : θ ∈ Θ 7→ ξ(θ) ∈ Ξ ⊂ Rm,
définissant un nouvel espace de probabilité de dimension finie (Ξ,BΞ, Pξ), où Ξ = ξ(Θ), où BΞ est
1Les notions élémentaires en probabilité [98, 99, 105] ne seront pas rappelées dans ce mémoire.
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une σ-algèbre sur Ξ et où Pξ est la mesure de probabilité associée à ξ (mesure image de P par ξ). Une
variable aléatoire pourra alors être considérée comme une fonction mesurable définie sur (Ξ,BΞ, Pξ).
La réponse du modèle u sera donc naturellement cherchée comme une fonction de ξ et devra satisfaire
presque sûrement le système d’équations :
A(u(ξ); ξ) = b(ξ) (I.2)
2 Méthodes de calcul stochastique
De nombreuses méthodes de calcul stochastique ont été proposées pour la résolution du problème
stochastique (I.2) ou plus particulièrement pour la recherche d’une description probabiliste d’une
quantité d’intérêt J(u). L’application de telle ou telle méthode dépend alors de la qualité souhaitée
sur la prédiction et de la nature de l’information probabiliste recherchée : premiers moments de J
(espérance E(J), variance, ...), probabilité d’événements particuliers (P ({J > 0}), ...) ou encore
description complète de la loi de probabilité PJ de J .
On donne dans ce paragraphe une vue d’ensemble des méthodes stochastiques classiques, en insis-
tant sur leur cadre d’application, leurs avantages et leurs inconvénients.
2.1 Techniques d’intégration directe
Dans une analyse probabiliste, les quantités d’intérêt à prédire peuvent souvent s’écrire comme
l’espérance d’une certaine fonctionnelle de la solution du modèle :
E(f(u(ξ); ξ))









où pξ désigne la fonction de densité de probabilité de ξ. Différentes méthodes d’intégration numériques
peuvent être envisagées. En pratique, toutes ces méthodes d’intégration se ramènent à une formule du
type




où les ωk ∈ R et les yk ∈ Ξ désignent respectivement les poids et points d’intégration. Une telle
démarche d’intégration directe demande donc l’évaluation de la réponse du modèle pourK réalisations
ξ = yk des variables aléatoires de base. Le calcul de ces réponses {u(yk)}Kk=1 nécessitent la résolution
de K problèmes déterministes indépendants :
A(u(yk);yk) = b(yk)
L’intérêt de ces approches est de pouvoir utiliser des méthodes numériques déterministes bien maî-
trisées. De plus, les problèmes étant indépendants, une parallélisation massive des K résolutions est
possible. Cependant, pour obtenir une bonne précision de l’estimation QK(f), le nombre de points K
peut être très grand et dépend des propriétés de la fonction à intégrer.
2.1.1 Monte-carlo
La méthode de Monte-Carlo [28, 146] consiste à choisir pour les points d’intégration K réalisations
aléatoires (ou en pratique pseudo-aléatoires) indépendantes des variables ξ (voir exemple figure I.1).
Les poids sont choisis égaux à ωk = 1K .
L’estimationQK(f) est alors une variable aléatoire et l’erreur d’intégration tend asymptotiquement
vers une variable aléatoire gaussienne23 :
E(f)−QK(f) ∼ K−1/2σfN(0, 1)
2Simple application de la loi des grands nombres
3N(0, 1) désigne une variable aléatoire gaussienne de moyenne nulle et d’écart-type unitaire
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(a) K = 100












(b) K = 1000












(c) K = 10000
Fig. I.1 – Monte-Carlo : points d’intégration sur Ξ = [0, 1]2 pour la mesure uniforme
où σf est l’écart-type de f . L’estimation étant aléatoire, une prédiction ne pourra être fournie qu’avec
un certain niveau de confiance. L’écart-type de l’estimation vaut K−1/2σf . Le taux de convergence en
O(K−1/2) de cette estimation est indépendant de la dimension stochastique m, ce qui rend l’utilisa-
tion de cette approche possible dans le cas d’une très grande dimension stochastique. La convergence
s’avère cependant très lente.
De nombreuses améliorations de la méthode de Monte-Carlo ont été proposées. Elles reposent sur
une modification des échantillons générés (Antithetic variables, Stratified Sampling, Matching Moment
methods, ...) ou une modification de la fonction à intégrer (Importance sampling, Control Variates,
...) afin de réduire sa variance et ainsi d’augmenter la précision.
2.1.2 Quasi Monte-Carlo
Les méthodes Quasi-Monte-Carlo [28, 117] consistent à choisir les points {yk}Kk=1 à partir de séries
“à faibles discrépance” et à prendre comme poids ωk = 1K . On suppose que le domaine d’intégration
est Ξ = [0, 1]m et que la mesure Pξ est uniforme. Cela est toujours possible à un changement de
variables aléatoires près. D’après le théorème de Koksma-Hlawka [28], on a la propriété
|E(f)−QK(f)| 6 V (f)DK
où V (f) est la variation totale de f et où DK est la discrépance4 de la série {yk}. Une série {yk}Kk=1 est
dite quasi-aléatoire si DK 6 c log(K)nK−1, où c et n sont des constantes dépendant éventuellement de
la dimension m. Généralement, n = m, ce qui conduit à l’estimation d’erreur classique des méthodes
Quasi-Monte-Carlo :
|E(f)−QK(f)| ∼ O(log(K)mK−1)
qui donne un meilleur taux de convergence asymptotique que Monte-Carlo. On notera cependant qu’à
K fixé, la précision est détériorée en grande dimension m. Quelques séquences quasi-aléatoires sont
disponibles [117]. La figure I.2 illustre les points obtenus à partir de la séquence de Sobol. On peut
observer une répartition très uniforme de la séquence.
2.1.3 Tensorisation de quadratures classiques
Tensorisation pleine
Les techniques de quadrature classiques (Gauss, Clenshaw-Curtis, ...) peuvent également être
utilisées [131]. On suppose ici les variables aléatoires indépendantes, si bien que Ξ = ×mi=1Ξi et
Pξ = ⊗mi=1Pξi . Supposons que sur chaque dimension stochastique, on dispose d’une quadrature clas-








4La discrépance d’une série peut s’interpréter comme l’erreur maximale pour l’approximation du volume d’hyper-
rectangles de [0, 1]m à partir des échantillons de cette série [28].
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(a) K = 100












(b) K = 1000












(c) K = 10000
Fig. I.2 – Quasi-Monte Carlo : points d’intégration obtenus à partir de la séquence de Sobol sur
Ξ = [0, 1]2 (mesure uniforme)
Une quadrature en dimension m peut alors être obtenue par tensorisation complète de ces quadratures
uni-dimensionnelles :








f(y1,k1 , . . . , ym,km)ω1,k1 . . . ωm,km
Pour des quadratures à Ki = n points sur chaque dimension, on obtient un nombre de points total
K = nm qui croît de manière exponentielle avec la dimension stochastique. L’erreur sur l’intégration





On observe donc une nette détérioration de taux de convergence en K lorsque m augmente.
Tensorisation de Smolyak
Afin de diminuer le nombre de points d’intégration en grande dimension m, on peut recourir à une
formule de tensorisation de Smolyak [153, 108]. Cela nécessite la définition d’une série de quadratures
{Q(i)k }lk=1 suivant chaque dimension, où dans Q(i)k , k désigne le niveau de la quadrature. L’idée est
de combiner des quadratures 1D en n’utilisant des quadratures de niveau élevé que suivant certaines














⊗ . . . Q(m)km
Si les Q(i)k désignent des quadratures à k points, on obtient un nombre de points d’intégration total





On observe donc un meilleur taux de convergence de cette quadrature. On observe notamment que la
dimension stochastique ne détériore la convergence que par l’intermédiaire d’un terme en log(K). Les
figures I.3 et I.4 illustrent les points d’intégration obtenus par une formule de Smolyak associée à une
quadrature de Gauss-Hermite et Gauss-Legendre. Ces quadratures de Gauss ont la propriété d’intégrer
exactement des polynômes multi-dimensionnels de degré total inférieur ou égal à (2l−1) tandis qu’une
tensorisation pleine intègre exactement les polynômes multi-dimensionnels de degré marginal inférieur
à (2l − 1).
Ces formules de tensorisation de Smolyak s’avèrent particulièrement intéressantes lorsque des qua-
dratures imbriquées sont utilisées suivant chaque dimension (points d’intégration d’une quadrature
11







































(c) l = 10, K = 385
Fig. I.3 – Tensorisation de Smolyak de quadratures de Gauss-Hermite. Quadrature de niveau l où les
Q
(i)
k sont des quadratures à k points.












(a) l = 4, K = 30












(b) l = 6, K = 91












(c) l = 10, K = 385
Fig. I.4 – Tensorisation de Smolyak de quadratures de Gauss-Legendre. Quadrature de niveau l où
les Q(i)k sont des quadratures à k points.
Q
(i)
k inclus dans ceux de Q
(i)
k+1). Cela conduit à une réduction significative du nombre de points d’inté-
gration. Dans ce cas, les grilles d’intégration obtenues sont appelées “grilles creuses” (“sparse grids”).
Un autre grand intérêt de ces formules imbriquées est de réduire le coût d’une démarche d’intégration
adaptative. En effet, lorsqu’on augmente le niveau de quadrature, les calculs effectuées sur des grilles
de niveaux inférieurs peuvent être réutilisés. Plusieurs constructions de quadratures imbriquées sont
disponibles : Newton-Cotes, Clenshaw-Curtis, Gauss-Patterson...
2.2 Méthodes de perturbation, Décomposition de Neumann
Lorsqu’on s’intéresse aux premiers moments statistiques de la solution, des approches alternatives
à l’intégration directe peuvent être envisagées. Les méthodes de perturbation ou de décomposition de
Neumann sont basées sur une représentation en série de la solution du problème (I.2).
2.2.1 Méthode de perturbation
La méthode de perturbation [84] consiste à rechercher un développement de Taylor de la solution
autour de la moyenne µξ = E(ξ) des variables aléatoires :





















2(ξi − µξi)(ξj − µξj )u,ij + ... (I.3)
En opérant un développement similaire pour l’opérateurA(·; ξ) et le second membre b(ξ) et en injectant
ces développements dans l’équation A(u(ξ); ξ) = b(ξ), on obtient que les termes du développement de
12
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u sont solutions de la série de problèmes suivants :
A0(u0) = b0 (I.4)
A0(u,i) = b,i −A,i(u0), i = 1...m (I.5)
A0(u,ij) = b,ij −A,i(u,j)−A,j(u,i)−A,ij(u0), i, j = 1...m (I.6)
. . . (I.7)
Tous ces problèmes sont des problèmes déterministes avec un même opérateur déterministe A0 =
A(·;µξ). Le calcul des seconds membres nécessite de connaître les dérivées par rapport aux variables
ξi de l’opérateur et du second membre. Ces calculs, relativement classiques en analyse de sensibilité,
sont prévus dans certains codes de calcul commerciaux. Ils font généralement appel à des formules
de dérivation numérique et sont souvent limités aux dérivées premières voire secondes. La méthode
de perturbation, bien que permettant a priori une représentation complète de la solution, est donc
souvent limitée à un faible ordre de décomposition (ordre 2) ce qui restreint son application au cas de
faibles coefficients de variation des variables aléatoires d’entrée. Cette méthode est souvent utilisée pour
estimer les deux premiers moments de la réponse (espérance, covariance), qui s’expriment simplement
en fonction des termes du développement :









Cξiξj (u,i ⊗ u,j) + ... (I.9)
où Cξiξj désigne la covariance des variables ξi et ξj .
2.2.2 Décomposition de Neumann
La méthode de décomposition de Neumann [63, 10] consiste à opérer la décomposition suivante
A(·; ξ) = A0 + A˜(·; ξ) = A0(I+A−10 A˜(·; ξ))
où A0 est un opérateur déterministe, A−10 son inverse, et où I désigne l’opérateur identité. L’inverse




(−1)i(A−10 A˜(·; ξ))iA−10 (I.10)





où les termes de la série sont solutions des problèmes suivants :
A0(u0(ξ)) = b(ξ), (I.12)
A0(ui(ξ)) = A˜(ui−1(ξ); ξ), pour i > 1 (I.13)
Le calcul des termes de la série nécessite donc la résolution de problèmes déterministes à second
membre aléatoire, tous ces problèmes étant associés à un même opérateur déterministe A0. Ce calcul
s’avère cependant très coûteux [10]. Une telle approche sera de préférence utilisée pour une estimation
des premiers moments de la solution. Par exemple, cette méthode a été utilisée dans [108] pour obtenir
une estimation de l’opérateur de covariance de la solution, dans le but de construire une approximation
de la base de décomposition spectrale de la solution.
Remarque I.1 (Relation avec l’approche de perturbation)
On peut aisément montrer que pour un second membre b déterministe et une dépendance linéaire
de A(·; ξ) en les variables ξi, la méthode de décomposition de Neumann correspond exactement à
une méthode de perturbation.
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2.3 Méthodes fiabilistes
Dans une analyse fiabiliste, l’objectif est de calculer la probabilité Pξ(D) d’un événement D parti-
culier, conduisant à la défaillance d’un système. L’événement peut en général être caractérisé à partir
d’une quantité d’intérêt J(u(ξ); ξ), l’événement “le système est défaillant” correspondant à des réali-
sations négatives de cette quantité. L’événement D ⊂ Ξ, appelé “domaine de défaillance”, est défini





De nombreuses méthodes ont été proposées pour l’estimation de cette probabilité (voir [43, 109, 94]
pour une présentation détaillée) et sont déjà implémentées dans des codes industriels. On présente ici






Fig. I.5 – Domaine de défaillance D dans Ξ ⊂ R2.
First or Second Order Reliability Method (FORM/SORM)
Dans le cas où la probabilité de D est faible (“événement rare”), les méthodes FORM ou SORM
consistent à approcher le domaine de défaillance D par un domaine C plus simple, dont la probabi-
lité Pξ(C) peut être déterminée analytiquement (ou du moins simplement). Expliquons brièvement le
principe de ces méthodes. On suppose que ξ est un vecteur de variables aléatoires gaussiennes centrées
réduites indépendantes (hypothèse toujours possible à un changement de variables aléatoires près).
On recherche alors le point défaillant y∗ ∈ D ⊂ Ξ = Rm le plus probable, appelé “point de concep-
tion”. Etant donné la forme de la distribution de probabilité gaussienne pξ, ce point s’avère être le








Des algorithmes d’optimisation dédiés ont été proposés pour la résolution de ce problème. Pour des
formes relativement simples du domaine D, ces algorithmes convergent généralement assez vite. Ils
demandent alors l’évaluation de la fonctionnelle J(u(y);y) en relativement peu de points y, associés
à des réalisations particulières de ξ.
Ayant obtenu ce point de conception, la méthode FORM définit l’hyper-plan passant par le point
y∗ et orthogonal au vecteur y∗. Cet hyper-plan définit un demi-espace C approchant le domaine
D (voir figure I.6(a)). On montre alors que la probabilité Pξ(C) = Φ(−β), où Φ est la fonction de
distribution de probabilité gaussienne standard et où β est l’indice de fiabilité, défini par β = ±‖y∗‖
(distance signée du point de conception à l’origine). Dans la méthode SORM standard, une meilleure
estimation est obtenue en construisant un demi-espace C défini à partir de la paraboloïde tangente
à D en y∗ (figure I.6(b)). La probabilité peut alors être estimée par une formule approchée Pξ(C) =
Φ(−β)∏mi=1(1− κiβ)−1/2, où les κi désignent les courbures principales de la paraboloïde.
Les approches FORM ou SORM permettent d’obtenir des coûts de calcul raisonnables (nombre
réduit d’appels à des codes déterministes) mais présentent cependant quelques limitations. Notamment,
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Fig. I.6 – Méthodes FORM (a) et SORM (b) : approximation C du domaine de défaillance D et indice
de fiabilité β
elles ne permettent pas de quantifier l’erreur sur l’estimation de la probabilité. De plus, elles s’avèrent
inadaptées aux cas de domaines de défaillance complexes (problème d’optimisation (I.14) possédant
plusieurs minima locaux) et peuvent conduire à une mauvaise estimation de la probabilité.
Monte-Carlo, Importance Sampling
On peut également imaginer l’utilisation d’une méthode d’intégration directe (voir section 2.1) en





où 1D est la fonction indicatrice du domaineD. Ces techniques ont l’avantage de fournir une estimation
maîtrisée de la probabilité.
L’utilisation d’une approche de Monte-Carlo standard s’avère ici prohibitive. On peut le com-
prendre intuitivement en observant la figure I.7(a), qui illustre bien que de nombreux tirages de
Monte-Carlo seront nécessaires afin d’obtenir assez de tirages dans D. Le coefficient de variation
de l’estimation de Monte-Carlo QK(1D) est de l’ordre de (KPξ(D))−1/2 pour de faibles probabilités
Pξ(D). Pour obtenir un coefficient de variation souhaité  de l’estimateur, on devra donc choisir un
nombre de tirages très grand K ≈ −2Pξ(D)−1.
Une amélioration possible consiste à utiliser la méthode d’Importance Sampling. Cette méthode











où pη est une densité de probabilité bien choisie afin d’obtenir une variance de g(η) inférieure à celle
de 1D(ξ). La méthode de Monte-Carlo classique est alors utilisée pour estimer E(g(η)) à partir de
tirages pseudo-aléatoires de la variable η, de densité de probabilité pη. Dans le cas d’un problème
de fiabilité, une possibilité consiste à déterminer tout d’abord le point de conception y∗ défini par
(I.14) et à définir la densité pη(y) = pξ(y − y∗). En d’autres termes, cela s’interprète comme une
approche de Monte-Carlo où les tirages sont réalisés autour du point de conception (figure I.7(b)).
De nombreuses améliorations de cette technique d’Importance Sampling ont été proposées : Axis-
Orthogonal Importance Sampling, Adaptive Importance Sampling, Radial Importance Sampling, ...
2.4 Représentation fonctionnelle des quantités d’intérêt - Méthodes spectrales stochas-
tiques
Les méthodes présentées précédemment sont classiquement utilisées pour l’évaluation de prédic-
tions telles que les moments d’une quantité d’intérêt, ou la probabilité d’événements particuliers.
L’application de ces méthodes se trouve limitée par des hypothèses plus ou moins restrictives (impor-
tance des variabilités d’entrée, linéarité du problème, ...) mais surtout par le coût de calcul souvent
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Fig. I.7 – Méthodes de simulation : Monte-Carlo standard (a), Important Sampling autour du point
de conception y∗
prohibitif engendré par l’évaluation de la réponse du modèle pour des réalisations particulières des
variables d’entrée.
Une approche alternative consiste à rechercher une représentation fonctionnelle de la solution u,





où {Hα(ξ)}α∈IP désigne une certaine base connue de fonctions et où les Jα sont les coefficients à dé-
terminer. Cette approche peut être interprétée comme une méthode de construction d’une surface de
réponse du modèle. Connaissant une représentation fonctionnelle (I.15) suffisamment précise, on peut
alors opérer un post-traitement rapide de la solution (évaluation de réalisations, gradients, ...) et en
déduire par des approches classiques et génériques des informations telles que les moments statistiques,
voire une description complète et relativement précise de la loi de probabilité de J .
Depuis les travaux de Ghanem et Spanos [63], un intérêt croissant a été porté à ce type d’approches,
couramment baptisées “approches spectrales stochastiques”. Ces approches ne diffèrent que par le choix
des bases de fonctions et par la définition (et donc le calcul) des coefficients de la décomposition. Ces
approches feront l’objet de la suite de ce chapitre. Les choix possibles pour les bases de fonctions
seront présentés dans le paragraphe 3. Pour la définition de l’approximation, on distingue deux types
d’approches : les approches directes (projection L2 ou régression) et les approches de type Galerkin
au niveau stochastique.
2.4.1 Méthodes de Galerkin au niveau stochastique
Les approches de type Galerkin au niveau stochastique [63, 11, 108] reposent sur les mêmes fon-
dements mathématiques que les approches de type Galerkin au niveau déterministe. Reposant sur
des bases mathématiques fortes, elles permettent généralement une bonne maîtrise de l’approximation
(estimation d’erreur a priori [40, 50], estimation d’erreur a posteriori et adaptativité [88, 106]) et
s’avèrent souvent plus robustes et nettement plus efficaces que les approches directes. Cependant, elles
nécessitent souvent une bonne connaissance des équations régissant le modèle physique et l’élaboration
de solveurs spécifiques pour une classe de problèmes donnée.
De nombreux travaux récents concernent l’élaboration de solveurs efficaces et de démarches de
résolution alternatives (objet du chapitre II). Ils permettent d’obtenir des réductions drastiques des
coûts de calcul et font de ces méthodes de Galerkin des outils prédictifs extrêmement performants. Ces
méthodes ont été appliquées à des domaines très variés de la physique (mécanique, chimie, électro-
magnétisme, ...). Leur transfert dans les codes industriels, actuellement en cours pour certains types
16
2. Méthodes de calcul stochastique
d’applications, nécessitera encore de nouvelles avancées méthodologiques pour pouvoir traiter effica-
cement une large gamme de problèmes d’intérêt.
Le principe de ces méthodes de Galerkin et les techniques de résolution classiques seront détaillés
dans le paragraphe 4.
2.4.2 Méthodes directes : projection, régression, interpolation
Les approches de projection L2, de régression ou d’interpolation utilisent une définition différente
des coefficients de la décomposition. Leur calcul ne nécessite alors que la résolution de problèmes
déterministes découplés. Elles ne nécessitent donc a priori aucun développement logiciel spécifique,
dans la mesure où les codes déterministes sont disponibles. Ces approches peuvent être vues comme
des alternatives aux méthodes directes de calcul telles que les approches de Monte-Carlo. Tout comme
les approches de Monte-Carlo, elles peuvent cependant nécessiter la résolution d’un grand nombre de
calculs et ainsi engendrer des coûts de calcul prohibitifs. On explique ici les principes, avantages et
inconvénients de ces approches.
Projection L2
La méthode de projection L2 [64, 92, 93, 134, 25] consiste à définir l’approximation (I.15) comme
la projection de J sur le sous-espace de L2(Ξ, dPξ) engendré par les fonctions {Hα}α∈IP , la projection
étant définie au sens du produit scalaire naturel de L2(Ξ, dPξ) :










L’utilisation de fonctions de base {Hα} orthonormées conduit à la définition suivante des coefficients :
Jα =< J,Hα >L2(Ξ,dPξ)= E(J(u(ξ); ξ)Hα(ξ)) (I.17)
Le calcul des coefficients se ramène donc au calcul d’une intégrale sur Ξ muni de la mesure dPξ.
On peut alors utiliser une des techniques d’intégration standards introduites dans le paragraphe 2.1,





Tout comme les approches d’intégration directe, cette approche nécessite la résolution de K problèmes
déterministes pour estimer les quantités J(u(yk);yk), associées à des réalisations particulières ξ = yk.
On parle alors de méthode de projection “non-intrusive” dans le sens où cette méthode permet d’uti-
liser des solveurs classiques pour la résolution des problèmes déterministes.
Cette approche, certes très générique, nécessite un soin particulier dans le choix de la méthode d’inté-
gration. L’utilisation d’une technique d’intégration précise est souvent nécessaire, ce qui peut conduire
à la résolution d’un très grand nombre de problèmes déterministes. On peut bien sûr imaginer l’uti-
lisation d’une intégration de Monte-Carlo. Cependant, pour un calcul précis des coefficients, cette
intégration peut nécessiter un grand nombre d’évaluations en raison de la grande variance de la fonc-
tion (J(u(ξ); ξ)Hα(ξ)). On optera donc généralement pour des techniques de quadrature d’ordre élevé
(creuse en grande dimension stochastique [80, 108]) afin de limiter le nombre de points d’intégration.
La régularité de la fonction (JHα) n’étant pas connue a priori, il sera souvent nécessaire d’utiliser
des méthodes de quadrature adaptative5. Le développement de stratégies d’intégration adaptative
robustes reste encore un challenge dans le cadre des méthodes directes de projection, de même que
la définition d’estimateurs d’erreur rigoureux sur la représentation fonctionnelle obtenue. L’absence
d’estimateurs d’erreur rigoureux est d’ailleurs plus généralement une lacune des méthodes de calcul
non-intrusives (projection, regression).
5On utilisera de préférence des quadratures imbriquées afin de pouvoir ré-exploiter les résolutions déjà effectuées
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Régression
Les méthodes de régression [34, 33, 21, 22, 159] reposent sur les mêmes principes que les méthodes
de construction de surface de réponse [82]. Elles consistent à définir les coefficients de la décomposition









où les ωk et yk sont respectivement les poids et points de la régression. En notant J = (. . . Jα . . .) ∈ RP
l’ensemble des coefficients à déterminer, le problème d’optimisation se ramène à la résolution d’un
système linéaire







Les méthodes de régression, tout comme l’approche de projection L2, ne nécessitent donc que la ré-
solution de problèmes déterministes découplés (associés aux différentes réalisations ξ = yk) afin de
construire le second membre de ce système. Le choix des points et poids de régression est cependant un
point délicat, d’autant plus que la régularité de la fonction J n’est pas connue a priori. De nombreux
choix ont été proposés : tirages de Monte-Carlo ou Quasi-Monte-Carlo pour yk et ωk = 1K , points et
poids d’une quadratures de Gauss pour yk et ωk (ou sous-ensemble de ces points), ... On pourra trou-
ver une étude détaillée de ces différents choix (précision de la solution, impact sur le conditionnement
du système, ...) dans [21]. Des démarches de construction adaptive des bases fonctionnelles ont été
proposées dans ce contexte [24].
Remarque I.2 (Connexion avec l’approche de projection)
Il faut noter que la plupart des choix utilisent pour les yk et ωk les points et poids de méthodes
d’intégration standards. En introduisant le “produit scalaire numérique”




et la norme associée ‖v‖K =< v, v >1/2K , on peut donc interpréter le problème de régression (I.18)
comme la projection de J sur le sous-espace de L2(Ξ, dPξ) engendré par les fonctions {Hα}α∈IP ,
au sens du produit scalaire numérique < ·, · >K . En fait, les composantes (H)αβ de la matrice sont
alors les produits scalaires approchés des fonctions de base : (H)αβ =< Hα,Hβ >K . Si la quadrature
utilisée intègre exactement ces composantes, on a donc complète équivalence avec l’approche de
projection L2 classique.
Interpolation/Collocation
Les méthodes d’interpolation [14] consistent à choisir pour {Hα}α∈IP une base de fonctions d’in-
terpolation associées à un ensemble de points {yα}α∈IP . Le coefficient uα de la décomposition de u est
alors obtenu en résolvant un problème déterministe associé à la réalisation ξ = yα. The méthodologie
résultante est aussi appelée méthode de “collocation stochastique”. Dans le cas d’une grande dimen-
sion stochastique, des tensorisations de Smolyak de bases d’interpolation uni-dimensionnelles ont été
proposées [48]. La propriété d’interpolation de la base polynômiale multi-dimensionnelle ainsi obtenue
est préservée si des grilles d’interpolation imbriquées sont utilisées dans la formule de tensorisation de
Smolyak. Notons que lorsqu’on utilise comme base d’interpolation les polynômes de Lagrange associés
aux points d’une quadrature de Gauss classique, la decomposition obtenue coincide avec celle obtenue
par une méthode de projection L2 utilisant cette quadrature.
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3 Représentation fonctionnelle des variables aléatoires
Pour un problème physique donné, lorsque les incertitudes sont modélisées par un nombre fini de
variables aléatoires ξ = (ξ1, ..., ξm), on est amené à travailler dans un espace de probabilité de dimen-
sion finie (Ξ,BΞ, Pξ), où Ξ ⊂ Rm. Une quantité d’intérêt aléatoire sera alors interprétée comme une
variable aléatoire définie sur (Ξ,BΞ, Pξ) ou en d’autres termes comme une fonction mesurable défi-
nie sur cet espace. Dans de nombreux problèmes physiques, les quantités d’intérêt sont des variables
aléatoires du second ordre, ce qui conduit naturellement à introduire l’espace de fonctions de carré inté-
grable L2(Ξ, dPξ). Cette vision fonctionnelle permet alors de proposer des méthodes de représentation
fonctionnelle de quantités d’intérêt en s’inspirant de constructions classiques en analyse fonctionnelle
et en théorie de l’approximation. En supposant que {Hα}α∈IP désigne une base d’approximation de





De nombreux choix ont été proposés pour la construction des bases de fonctions de L2(Ξ, dPξ). Les
choix classiques s’appuient sur des constructions classiques de bases polynômiales (chaos polynômial
[169, 29, 63], chaos polynômial généralisé [171], interpolants de Lagrange [14]) ou polynômiales par
morceaux (éléments finis [40, 167], ondelettes [90, 91]). Une vision générique de cette problématique
et l’extension des constructions précédentes au cas de mesures de probabilité arbitraires est introduite
dans [155]. Le choix d’une représentation particulière dépend des propriétés de régularité des fonctions
à représenter. Certains de ces choix (éléments finis, ondelettes) permettent d’envisager des démarches
d’approximation adaptative.
3.1 Principes généraux
3.1.1 Espace de Hilbert des fonctions de carré intégrable
L’espace des fonctions de carré intégrable définies sur l’espace de probabilité (Ξ,BΞ, Pξ) est défini
par :




Muni du produit scalaire naturel suivant, c’est un espace de Hilbert :




On appelle base hilbertienne {Hα}α∈I de L2(Ξ, dPξ) une famille complète de fonctions orthonormées,
vérifiant les propriétés suivantes :
< Hα,Hβ >L2(Ξ,dPξ)= δαβ (I.21)
∀v ∈ L2(Ξ, dPξ), < Hα, v >= 0 ∀α ∈ I⇒ v = 0 (I.22)









3.1.2 Cas de variables aléatoires de base indépendantes : tensorisation de bases
Dans le cas où les variables aléatoires ξi sont indépendantes, la construction des bases d’approxima-
tion peut se ramener à une construction uni-dimensionnelle. En effet, si on note (Ξi,BΞi , Pξi) l’espace
de probabilité uni-dimensionnel associé à la variable ξi (où Pξi désigne la mesure de probabilité mar-
ginale associée à ξi), on a
Ξ = Ξ1 × ...× Ξm, Pξ = ⊗mi=1Pξi , L2(Ξ, dPξ) = ⊗mi=1L2(Ξi, dPξi) (I.25)
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Des bases de L2(Ξ, dPξ) peuvent alors s’obtenir par tensorisation de bases des espaces L2(Ξi, dPξi).
En notant {h(i)n }n∈I(i) une base de L2(Ξi, dPξi), on posera
Hα(y) = h(1)α1 (y1) . . . h
(m)
αm (ym)
avec α = (α1, . . . , αm) ∈ I = I(1)× ...×I(m). Si les bases {h(i)n }n∈I(i) sont orthonormées pour le produit












3.1.3 Cas de variables aléatoires de base dépendantes
Dans le cas où les variables aléatoires ξi sont dépendantes, la construction précédente par tensorisa-
tion de bases uni-dimensionnelles n’est plus possible puisque l’espace L2(Ξ, dPξ) n’a plus la structure
d’un produit tensoriel d’espaces. Dans [155], la construction suivante est proposée. On commence par
définir comme précédemment des bases {h(i)n }n∈I(i) de L2(Ξi, dPξi). Une base {Hα}α∈I de L2(Ξ, dPξ)
peut alors être définie de la manière suivante :




pξ1(y1) . . . pξm(ym)
pξ(y1, . . . , ym)
où pξ est la fonction de densité de probabilité jointe de ξ et où pξi désigne la fonction de densité de
probabilité marginale de ξi.
Si les bases {h(i)n }n∈I(i) sont orthonormées, on conserve bien l’orthonormalité de la base {Hα}α∈I.
Cependant, si les bases uni-dimensionnelles sont polynômiales, les fonctions {Hα} ne seront en général
pas polynômiales. On notera que dans le cas de variables indépendantes, la construction proposée
coincide avec la construction classique par tensorisation.
3.2 Approximation polynômiale
3.2.1 Espaces de fonctions polynômiales




yαii ; ‖α‖∞ := max
i∈{1...m}
αi 6 p}, dim(Qp(Ξ)) = (p+ 1)m





yαii ; |α| :=
m∑
i=1
αi 6 p}, dim(Pp(Ξ)) = (m+ p)!
m!p!
Dans le cas m = 1, on a Pp(Ξ) = Qp(Ξ). Dans le cas m > 1, on a Pp(Ξ) ⊂ Qp(Ξ)
Si Ξ = Ξ1×. . .×Ξm,Qp(Ξ) est une tensorisation “pleine” d’espaces de polynômes uni-dimensionnels
de degré p :
Qp(Ξ) = Qp(Ξ1)⊗ . . .⊗Qp(Ξm)





Qα1(Ξ1)⊗ . . .⊗Qαm(Ξm)
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3.2.2 Chaos polynômial
La représentation sur le chaos polynômial consiste à construire des bases polynômiales orthonor-
mées classiques de L2(Ξ, dPξ). Dans le cas où les variables sont indépendantes, les bases sont obtenues
par tensorisation de bases polynômiales de L2(Ξi, dPξi) (voir section 3.1.2). Le chaos polynômial de
degré p en dimension m n’est autre que l’espace Pp(Ξ). On appelle chaos homogène de degré p en di-
mensionm l’espace Hp défini comme étant le complément orthogonal de Pp−1(Ξ) dans Pp(Ξ). L’espace
L2(Ξ, dPξ) admet alors la décomposition orthogonale suivante :
L2(Ξ, dPξ) = ⊕p∈N Hp
Voyons comment sont construites les bases de fonctions. Sur chaque dimension aléatoire, associée à une
variable ξi, on introduit une base polynômiale orthonormée {h(i)n }n∈N de L2(Ξi, dPξi), où h(i)n ∈ Qn(Ξi)
désigne un polynôme de degré n. Ces polynômes, pour une mesure de probabilité Pξi donnée, sont
définis de manière unique et vérifient :








l (y)dPξi(y) = δnl
On recense dans le tableau suivant quelques exemples de lois de probabilité classiques et des polynômes
orthogonaux associés :
Loi Ξ pξ(y) Polynômes




Gamma [0,+∞] 1Γ(a)yaexp(−y) Laguerre
Beta [−1, 1] (1+y)a−1(1−y)b−12a+b−1B(a,b) Jacobi
On notera que d’autres polynômes orthogonaux, tels que les polynômes de Chebychev ou de Ge-
genbauer, sont des cas particuliers des polynômes de Jacobi. Une base orthonormée de Hp est alors
obtenue par tensorisation de polynômes unidimensionnels :
Hp = span{Hα(y) =
m∏
i=1
h(i)αi (yi);α ∈ Nm, |α| = p}
La figure I.8 illustre trois fonctions de base du chaos polynômial d’Hermite en dimension m = 2
(polynômes orthogonaux associés à la mesure Pξ gaussienne standard).
(a) α = (1, 3) (b) α = (2, 2) (c) α = (4, 4)
Fig. I.8 – Polynômes d’Hermite Hα(ξ) en dimension m = 2
Remarque I.3
Dans le cas de variables dépendantes, on pourra utiliser cette construction avec la technique pré-
sentée dans la section 3.1.3, afin de construire des bases (non polynômiales) de L2(Ξ, dPξ).
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3.2.3 Interpolants de Lagrange
Une autre approche, utilisée notamment dans [14], consiste à introduire une base de Qp(Ξ) consti-
tuée de polynômes d’interpolation. On suppose ici les variables indépendantes. Sur chaque dimension,
on introduit un ensemble de points Υi = {yi,n}pn=0 de Ξi et on définit la base d’interpolation {h(i)n }pn=0
associée :
h(i)n ∈ Qp(Ξi), h(i)n (yi,l) = δnl
Les points d’interpolation sont alors classiquement choisis comme les racines du polynôme orthogonal
classique de degré (p+ 1). Ces points sont donc les (p+ 1) points de Gauss associés à la mesure dPξi .
Ce choix permet notamment d’obtenir la propriété d’orthogonalité de la base :










l (y)dPξi(y) = δnlωn














ωkδnkδlk = ωnδnl (I.26)
Les bases de Qp(Ξ) sont ensuite obtenues par tensorisation pleine des bases d’interpolation des Qp(Ξi).
Elles forment donc des bases d’interpolation sur une grille de points obtenue par tensorisation des grilles
de points Υi. Les figures I.9 et I.10 illustrent les bases d’interpolation obtenues respectivement dans le
cas de mesures gaussiennes et uniformes en dimension 2.
(a) α = (1, 1) (b) α = (3, 3) (c) α = (3, 5)
Fig. I.9 – Polynômes d’interpolation Hα(ξ) ∈ Q4(Ξ) sur Ξ = R2 : grille d’interpolation constituée des
5× 5 points d’intégration de Gauss-Hermite
(a) α = (1, 1) (b) α = (3, 3) (c) α = (3, 5)
Fig. I.10 – Polynômes d’interpolationHα(ξ) ∈ Q4(Ξ) sur Ξ = [−1, 1]2 : grille d’interpolation constituée
des 5× 5 points d’intégration de Gauss-Legendre
Remarque I.4
Etant donné que la quadrature de Gauss à (p + 1) points intègre exactement les polynômes de
22
3. Représentation fonctionnelle des variables aléatoires






ωkyi,kδnkδlk = ωnyi,nδnl (I.27)
Cette propriété peut être avantageusement utilisée dans le cadre des méthodes spectrales de type
Galerkin. Pour certains types de problèmes linéaires, on montre que le calcul de la décomposition
sur la base d’interpolation se ramène à une méthode de collocation stochastique, nécessitant la
résolution de problèmes déterministes découplés (voir remarque I.12 de la section 4.3).
3.3 Approximations polynômiales par morceaux
Les approches introduites dans [40, 167, 90, 91] consistent à choisir une base d’approximation poly-
nômiale par morceaux, définies sur une partition de Ξ. Ce type de représentation permet de décrire des
fonctions peu régulières et permet éventuellement de construire des bases d’approximation de manière
adaptative [168, 106] (par raffinement de la partition ou augmentation du degré d’approximation).
On se place ici dans le cas d’un domaine Ξ borné dans Rm. Il est toujours possible, à un changement
de variables aléatoires près, de se ramener à ce cas. On définit alors une partition sans recouvrement
{Ξk}Kk=1 de Ξ, i.e. telle que6 :
∪Kk=1Ξk = Ξ, Ξk ∩Ξk
′ = ∅ si k 6= k′
L’espace d’approximation SP ⊂ L2(Ξ, dPξ) est défini comme l’espace des fonctions dont la restriction
à Ξk est polynômiale de degré pk :
SP = {v : Ξ→ R; v|Ξk ∈ Ppk(Ξk)} ou SP = {v : Ξ→ R; v|Ξk ∈ Qpk(Ξk)}
La dimension de cet espace d’approximation est P = ∑Kk=1 Pk, avec Pk = dim(Ppk) ou dim(Qpk).
Voyons à présent comment construire une base orthogonale (voire orthonormée) de SP .
3.3.1 Base éléments finis classique
Une première manière de procéder consiste à écrire SP comme la somme orthogonale d’espaces
SkPk , où S
k
Pk
est un espace de fonctions polynômiales à support Ξk :
SP = ⊕Kk=1SkPk , SkPk = {v ∈ SP ; support(v) = Ξk} (I.28)
Pour construire une base orthonormée de SP , il suffit donc de construire une base orthonormée de







Une base orthogonale de SkPk ⊂ L2(Ξk, dPξ) peut alors être construite de manière classique. Dans
le cas de variables aléatoires indépendantes, un élément de la partition Ξk sera classiquement défini
comme un hyper-rectangle Ξk = Ξk1× . . .×Ξkm. On obtiendra alors une base polynômiale orthonormée
de SkPk par tensorisation creuse ou pleine de bases orthonormées de Qpk(Ξ
k
i ). Cependant, dans le cas
général, la restriction à Ξk de la mesure dPξ ne sera pas une mesure de probabilité classique, si bien
qu’il n’existera pas de bases classiques de polynômes orthogonaux associés. Bien qu’il soit toujours
possible de construire ces bases numériquement, il sera préférable en pratique de se ramener au cas
Ξ = [0, 1]m avec une mesure Pξ uniforme. En effet, dans ce cas, la restriction de la mesure à Ξk est
toujours une mesure uniforme et les Hkα seront simplement construits par tensorisation des polynômes
orthogonaux de Legendre.
6En termes probabilistes, Ξk ∩Ξk′ = ∅ équivaut à des événements Ξk et Ξk′ incompatibles
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Construction des partitions
Une manière simple de construire une partition consiste à tensoriser des partitions 1D. En no-
tant {Ξki }Kik=1 les partitions des Ξi, on obtient une partition régulière {Ξk}Kk=1 de Ξ, avec Ξk =
Ξk11 × . . . × Ξkmm . Cependant, le nombre d’éléments K =
∏m
i=1Ki croît rapidement avec la dimension
stochastique, ce qui peut conduire à la définition d’espaces d’approximation SP de très grande dimen-
sion P (pour pk = p, P = K × dim(Qp) ou P = K × dim(Pp)). Dans une démarche d’approximation
adaptative, cette vision par tensorisation de partitions 1D ne permet pas d’opérer des raffinements
locaux et conduit à une rapide augmentation du nombre d’éléments K.
Une alternative consiste à utiliser des algorithmes de type octree pour construire une partition perti-
nente de Ξ. Cette approche nécessite clairement un critère d’estimation de l’erreur d’approximation
et prend son sens dans une démarche d’approximation adaptative. L’utilisation de partitions octree
anisotropes peut permettre de réduire considérablement le nombre d’éléments à utiliser en grande
dimension stochastique.
3.3.2 Base de multi-ondelettes
Une autre manière de construire une base orthonormée de SP , proposée dans [90, 91], consiste à
utiliser une représentation en multi-ondelettes. Cette construction s’applique au cas où Ξ = [0, 1]m
et où la mesure Pξ est uniforme. La partition utilisée est une partition binaire de [0, 1]m. Expliquons
brièvement le principe de cette construction dans le cas uni-dimensionnel Ξ = [0, 1], l’obtention de
bases de L2([0, 1]m) s’obtenant par simple tensorisation des bases uni-dimensionnelles. On note V kp
l’espace des fonctions polynômiales de degré p par morceaux défini sur une partition binaire de [0, 1]
en 2k intervalles :
V kp =
{
v : [0, 1]→ R; v|[2−kl,2−k(l+1)] ∈ Qp([2−kl, 2−k(l + 1)]), ∀l ∈ {0, . . . , 2k − 1}
}
On note W kp l’orthogonal de V kp dans V k+1p :
V k+1p = V kp ⊕W kp
On a alors la décomposition suivante : L2([0, 1]) = V 0p ⊕k>0 W kp . L’espace W kp est appelé espace des
multi-ondelettes de niveau k. Cette vision en multi-ondelettes permet de construire une représentation
multi-échelle des fonctions de L2([0, 1]), les espaces W kp étant associés à une représentation de détails
de plus en plus locaux quand le niveau de résolution k augmente.
Pour introduire une base orthonormée associée à cette décomposition, on commence par définir une
base orthonormée {φn}pn=0 de V 0p (constituée des polynômes de Legendre) et une base orthonormée
{ψn}pn=0 de W 0p . Une base orthonormée de W kp est alors constituée des multi-ondelettes ψkn,l définies
par :
ψkn,l(y) = 2k/2ψn(2ky − l), l = 0 . . . 2k − 1, n = 0 . . . p
4 Méthodes spectrales stochastiques de type Galerkin
Les méthodes spectrales stochastiques de type Galerkin, brièvement discutées dans le paragraphe
2.4.1, fournissent une démarche générale pour la prédiction de la réponse d’une grande classe de mo-
dèles régis par des équations aux dérivées partielles stochastiques (EDPS). Ces approches suivent le
même principe que les approches de Galerkin au niveau déterministe. Elle définissent une approxima-
tion de la solution, représentée sur une certaine base d’approximation (voir paragraphe 3), en s’ap-
puyant sur une formulation faible du problème stochastique (I.2). Après un bref rappel de quelques
éléments d’analyse des EDPS, on expose les principes de base de ces approches et les techniques de
résolution associées.
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4.1 Equations aux dérivées partielles stochastiques
4.1.1 Formulation forte du problème
Les équations aux dérivées partielles stochastiques peuvent généralement se ramener à la recherche
d’une variable aléatoire u, définie sur un espace de probabilité (Ξ,BΞ, Pξ), et vérifiant presque sûre-
ment un ensemble d’équations, notées formellement :
A(u(ξ); ξ) = b(ξ) (I.29)
où A est un opérateur différentiel, éventuellement non-linéaire, et où b désigne les termes sources de
l’équation.
4.1.2 Formulation faible au niveau déterministe
L’analyse mathématique du problème (I.29) et le développement de méthodes d’approximation
déterministes (éléments finis, méthodes spectrales, ...) passent généralement par une formulation faible
au niveau déterministe du problème (I.29) : trouver une variable aléatoire u à valeurs dans un espace
fonctionnel V vérifiant presque sûrement :
a(u(ξ), v; ξ) = b(v; ξ) ∀v ∈ V (I.30)
où a(·, ·; ξ) est une forme bilinéaire, voire semilinéaire, sur V × V et où b(·; ξ) est une forme linéaire
sur V. La solution aléatoire u(ξ) du problème (I.30) est une solution forte au niveau stochastique. Une
analyse mathématique classique [26, 135] (étude des propriétés de a et b) permet alors de juger de
l’existence et de l’unicité d’une telle solution.
4.1.3 Formulation faible au niveau stochastique
Pour de nombreux modèles, la solution est une variable aléatoire du second ordre. On recherche
alors classiquement une solution du problème (I.30) dans l’espace L2(Ξ, dPξ;V) des variables aléatoires
du second ordre à valeurs dans l’espace fonctionnel V :
L2(Ξ, dPξ;V) = {v : Ξ→ V;E(‖v‖2V) <∞}
On supposera dans ce chapitre que V est indépendant de l’événement élémentaire7. On peut alors
assimiler l’espace fonctionnel à un produit tensoriel d’espaces :
L2(Ξ, dPξ;V) ' V⊗ L2(Ξ, dPξ) := V⊗ S
La formulation faible du problème (I.30) s’écrit : trouver u ∈ V⊗ S tel que
A(u, v) = B(v) ∀v ∈ V⊗ S (I.31)
avec








L’étude de l’existence et de l’unicité de solution au problème (I.31) fait encore appel à une analyse
mathématique des propriétés des formes A et B [23, 11, 50, 108, 154].
7Cette hypothèse n’est pas vérifiée pour une formulation classique d’EDPs définies sur des domaines aléatoires (voir
chapitre III)
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4.1.4 Exemple modèle : équation de diffusion stationnaire
Afin d’illustrer les questions évoquées précédemment, on considère un problème classique de dif-
fusion stationnaire admettant une formulation variationnelle (I.30) avec V = H10 (Ω) et
a(u, v; ξ) =
∫
Ω




v(x, ξ)b(x, ξ) dx (I.35)
où κ(·, ξ) est un champ stochastique discrétisé (voir annexe A). La condition suivante fournit une
condition nécessaire pour que le problème soit bien posé au sens de Hadamard (existence, unicité
et dépendance continue aux données) : s’il existe des constantes κ0 et κ1 telles que l’on ait presque
sûrement (et presque partout sur Ω)
0 < κ0 < κ(x, θ) < κ1 <∞, (I.36)
on montre classiquement que a est presque sûrement continue et coercive, i.e. il existe des constantes
ca et αa strictement positives telles que ∀u, v ∈ V,
|a(u, v; ξ)| 6 ca‖u‖V‖v‖V, (I.37)
a(v, v; ξ) > αa‖v‖2V. (I.38)
En supposant que le second membre de (I.29) vérifie des propriétés de régularité classiques assurant
presque sûrement la continuité de la forme linéaire b(·; ξ), on assure ainsi l’existence et l’unicité d’une
solution forte au niveau stochastique [15].
L’existence et l’unicité de solution faible au problème (I.31) est assurée si les propriétés suivantes
de coercivité et de continuité sont satisfaites : ∀u, v ∈ V⊗ S,
|A(u, v)| 6 cA‖u‖V⊗S‖v‖V⊗S, (I.39)
A(v, v) > αA‖v‖2V⊗S, (I.40)
|B(v)| 6 cB‖v‖V⊗S. (I.41)
Notamment, si le champ stochastique κ satisfait la propriété (I.36), et s’il existe des constantes κ0 et κ1
indépendantes de l’événement élémentaire ξ, on montre que les propriétés de coercivité et de continuité
de A sont assurées avec les mêmes constantes que pour a : cA = ca et αA = αa. La condition (I.36),
avec κ0 et κ1 indépendantes de l’événement, s’avère nécessaire et suffisante pour obtenir un problème
bien posé au sens de Hadamard.
Remarque I.5 (Violation typique des conditions d’existence de solution)
Lorsque les paramètres des EDPS sont des champs stochastiques, on est classiquement amené à
les discrétiser (voir annexe A) afin de se ramener à un espace de probabilité de travail de dimen-
sion finie. Un soin particulier doit être apporté à cette étape de discrétisation afin de préserver le
caractère bien posé du problème (I.30). Reprenons l’exemple du problème de diffusion stationnaire
et notons κex(x, θ) le champ stochastique initial, défini sur l’espace de probabilité (Θ,B, P ). Une
bonne étape de modélisation probabiliste consiste à choisir un champ κex vérifiant les conditions
(I.36), garantissant ainsi l’existence presque sûre d’une solution aléatoire définie sur (Θ,B, P ).
L’étape de discrétisation consiste à approcher κex(x, θ) par un champ κ(x, ξ(θ)), en utilisant des
techniques classiques de décomposition spectrale (e.g. Karhunen-Loève) ou de décomposition sur le
chaos polynômial. Cependant, pour des champs stochastiques couramment utilisés, ces décompo-
sitions convergent dans L2(Ω×Θ) et généralement pas uniformément. Après troncature, le champ
κ(x, ξ(θ)) peut donc ne plus vérifier les conditions (I.36) [10].
Une manière de pallier ce problème consiste à utiliser, si possible, un champ stochastique κex(x, θ) =
f(γex(x, θ);x) s’exprimant comme une fonction non-linéaire f d’un champ gaussien γex [70, 57,
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132, 79, 78, 108], avec f permettant d’assurer la propriété (I.36). Après discrétisation et renor-
malisation du champ gaussien, γex(x, θ) ≈ γ(x, ξ(θ)), on aboutit à un champ approché κ = f(γ)
satisfaisant les conditions (I.36).
Remarque I.6 (Autres résultats d’existence)
Dans [154], on peut trouver une construction de champs stochastiques (dans le cadre de l’élasticité
linéaire) vérifiant une condition d’ellipticité plus faible que “κ(x, θ) > κ0 presque sûrement” et
assurant toujours l’ellipticité de A. Cependant, cette condition n’est pas suffisante pour obtenir
un problème bien posé au sens de Hadamard (nécessitant que ‖κ−1‖L∞(Ω×Ξ) < ∞ pour garantir
la dépendance continue aux données).
On pourra consulter [23] pour des résultats plus généraux d’existence, nécessitant l’introduction
de nouveaux espaces de variables aléatoires afin de prendre en compte une plus large classe de
champs stochastiques.
4.2 Approximation au niveau déterministe
4.2.1 Formulation forte du problème semi-discrétisé
Les techniques d’approximation classiques au niveau déterministe (différences finies, volumes finis,
éléments finis ...) aboutissent classiquement à la résolution du problème semi-discrétisé suivant : trouver
une variable aléatoire u(ξ) à valeurs dans Rn (ou vecteur aléatoire) vérifiant presque sûrement :
A(u(ξ); ξ) = b(ξ) (I.42)
où A(·; ξ) est un opérateur aléatoire de Rn dans Rn et où b(ξ) est un vecteur aléatoire à valeurs dans
Rn.
Exemple I.7 (Approches de Galerkin au niveau déterministe)
Les méthodes de Galerkin classiques (éléments finis [157, 36], méthodes spectrales [30], ...) s’ap-
puient sur une formulation faible au niveau déterministe (équation (I.30)) et introduisent un espace
d’approximation Vn ⊂ V de dimension n. L’approximation de Galerkin du problème (I.30), variable
aléatoire un(ξ) à valeurs dans Vn, doit satisfaire presque sûrement
a(un(ξ), vn; ξ) = b(vn; ξ) ∀vn ∈ Vn (I.43)
En notant {ϕi}ni=1 une base de fonctions de Vn et en notant u = (ui)ni=1 le vecteur des composantes
de un sur cette base, on définit naturellement l’opérateur et le second membre discrétisé de (I.42)
par :
(A(u; ξ))i = a(un, ϕi; ξ), (b(ξ))i = b(ϕi; ξ)
Dans le cas d’un problème linéaire, A est une matrice aléatoire dont les composantes s’expriment :
(A(ξ))ij = a(ϕj , ϕi; ξ)
4.2.2 Formulation faible du problème semi-discrétisé
Une formulation faible au niveau stochastique s’écrit de la manière suivante : trouver u ∈ Rn ⊗ S
tel que
A(u,v) = B(v) ∀v ∈ Rn ⊗ S (I.44)
avec
A(u,v) := E(v(ξ)TA(u(ξ); ξ)), B(v) = E(v(ξ)Tb(ξ)) (I.45)
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4.3 Approximation de Galerkin
4.3.1 Définition de l’approximation
Les méthodes spectrales stochastiques de type Galerkin partent de la formulation faible (I.44) du
problème. Elles introduisent un espace d’approximation SP ⊂ S (voir section 3) et définissent une
approximation u ∈ Rn ⊗ SP de la manière suivante :
A(u,v) = B(v) ∀v ∈ Rn ⊗ SP (I.46)





= 0 ∀v ∈ Rn ⊗ SP (I.47)
avec R(u(ξ); ξ) = b(ξ)−A(u(ξ); ξ)
L’équation (I.47) assure donc l’annulation de la projection orthogonale du résidu R(u) sur Rn ⊗ SP .
C’est bien une vérification faible et approchée de l’équation (I.42). Des analyses mathématiques clas-
siques permettent de préciser le sens et les propriétés de l’approximation de Galerkin, solution du
problème (I.46) [19, 40, 11, 50] : convergence, stabilité, erreur a priori. Notamment, l’approxima-
tion de Galerkin s’avère très stable vis-à-vis des perturbations et erreurs d’intégration, propriété très
intéressante d’un point de vue numérique.
Propriété I.8 (Problème linéaire symétrique elliptique coercif)
Dans le cas d’un problème linéaire symétrique elliptique coercif, la forme bilinéaire A définit un
produit scalaire < ·, · >A sur Rn ⊗ S. L’approximation de Galerkin est alors la projection dans
Rn ⊗ SP de la solution de (I.44) au sens du produit scalaire < ·, · >A. L’approximation minimise
donc la distance à la solution de (I.44) au sens de la norme induite par A.
4.3.2 Système d’équations à résoudre





uαHα(ξ), uα ∈ Rn





) = E (b(ξ)Hα(ξ)) , ∀α ∈ IP (I.48)
C’est un système de n×P équations, éventuellement non-linéaires. En notant u ∈ RnP le vecteur par
bloc réunissant les composantes uα := (u)α, on peut remettre le système (I.48) sous la forme d’un
système d’équations par bloc :






) , (b)α = E (bHα) (I.50)
Remarque I.9 (Utilisation d’approximations polynômiales par morceaux)
Si on utilise une approximation polynômiale par morceaux de type éléments finis (voir section 3.3),
l’espace SP peut s’écrire SP = ⊕Kk=1SkPk , où SkPk désigne un sous-espace de fonctions polynômiales
ayant pour support un élément Ξk de la partition de Ξ. La solution u peut alors s’écrire u =
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∑K
k=1 uk, où les uk ∈ SkPk sont définis par K problèmes découplés :
A(uk,vk) = B(vk) ∀vk ∈ Rn ⊗ SkPk , ∀k ∈ {1, ...,K} (I.51)
On se ramène donc à K systèmes d’équations découplés du type (I.48), chaque système faisant
intervenir les fonctions de base {Hkα}α∈IPk de SkPk .
4.3.3 Le cas de problèmes linéaires
Dans le cas de problèmes linéaires, le système (I.48) s’écrit :∑
β∈IP
E(AHαHβ)uβ = E(bHα) ∀α ∈ IP (I.52)
Le système (I.49) devient alors un système de n× P équations linéaires
Au = b, (I.53)
où A est une matrice dont les composantes par bloc s’expriment
(A)αβ = E(AHαHβ)










Les bases de fonctions stochastiques étant classiques, les termes E(HγHαHβ) sont souvent connus
analytiquement. Ils peuvent aussi être pré-calculés numériquement.
Remarque I.10 (Choix de la troncature pour la décomposition de l’opérateur)
A priori, la matrice aléatoire exacte A admet une décomposition sur la base complète {Hα}α∈I
de L2(Ξ, dPξ). En tronquant cette décomposition au sous-ensemble IPA , on effectue donc a priori
une approximation de l’opérateur (crime variationnel), ce qui pourrait conduire à des solutions
différentes de celle du problème initial (I.46). En fait, on montre aisément que si on utilise pour
{Hα}α∈I une base de polynômes (éventuellement par morceaux) orthogonaux et si SP correspond
aux polynômes de degré p, alors il suffit d’effectuer une décomposition polynômiale de A jusqu’au
degré 2p pour une prise en compte exacte de l’opérateur. En effet, par orthogonalité des fonctions








Propriété I.11 (Prise en compte exacte de champs stochastiques)
Lorsque le modèle probabiliste de départ fait intervenir un champ stochastique dans l’opérateur
du problème, on est classiquement amené à opérer une discrétisation du processus afin de travailler
dans un espace de probabilité de dimension finie. En réalité, on montre que l’approche de Galer-
kin peut permettre une prise en compte exacte du champ stochastique. Illustrons cette propriété
dans le cas de l’exemple de la section 4.1.4. Considérons tout d’abord le problème avec le champ
stochastique initial κex(x, θ) (éventuellement discrétisé en espace) défini sur l’espace de probabilité
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(Θ,B, P ). La solution uex ∈ Rn ⊗ L2(Θ, dP ) du problème semi-discrétisé est alors définie par
Aex(uex,v) = E(vTb) ∀v ∈ Rn ⊗ L2(Θ, dP ) (I.56)
avec Aex(u,v) = E(vTAexu) (I.57)
Considérons à présent une représentation de κex sous la forme d’une décomposition sur le chaos
polynômial (voir annexe A) et considérons que le processus discrétisé κ est obtenu par troncature







κα(x)Hα(ξ(θ)) := κ(x, θ)
où {Hα}α∈Iex désigne la base de L2(Θ, dP ) constituée des polynômes d’Hermite multi-dimensionnels
en des variables gaussiennes indépendantes {ξi}i∈N [169, 29] (Iex est l’ensemble des multi-indices
de NN de longueur finie). On considère alors pour SP un chaos polynômial de degré p en dimension
m. Par orthogonalité des polynômes d’Hermite, on montre que la restriction de la forme bilinéaire
Aex(·, ·) à Rn⊗SP est égale à la forme bilinéaire A(·, ·), construite à partir de κ. En d’autres termes,
la solution de Galerkin u ∈ Rn⊗SP , définie par (I.46) est la projection de uex sur Rn⊗SP au sens
du produit scalaire induit par la forme bilinéaire Aex. En procédant ainsi, l’approche de Galerkin
permet en fait de tenir compte implicitement du champ stochastique non discrétisé. La méthode
de Galerkin évite donc le problème de violation classique des conditions d’existence de solution par
discrétisation des champs stochastiques (voir remarque I.5). On notera que cette “bonne” propriété
reste vraie pour certains types de problèmes non-linéaires.
Remarque I.12 (Cas particulier des bases d’interpolation - collocation stochastique)





ξγAγ , ξγ :=
m∏
i=1
ξγii , Aγ ∈ Rn×n,
l’utilisation de l’approximation par interpolants de Lagrange présentée dans le paragraphe 3.2.3
permet d’obtenir la solution u par une simple approche de “collocation stochastique”, équivalente à
la résolution de P problèmes déterministes découplés. Cela est dû aux deux relations d’orthogona-
lité (I.26) et (I.27) vérifiées par les fonctions de bases. En notant {yα}α∈IP les points d’interpolation
associés à une quadrature de Gauss (obtenus par tensorisation de grilles d’interpolation 1D), et
{ωα}α∈IP les poids de Gauss, on a
E(ξγHαHβ) = yγαωαδαβ, ∀γ ∈ Nm tel que |γ| 6 1





uαωα = E(bHα), α ∈ IP
Dans l’exemple 4.1.4, ce cas (très) particulier intervient notamment si le champ stochastique s’écrit
κ(x, θ) = κ0(x) +
∑m
i=1 ξi(θ)κi(x).
4.4 Techniques de résolution classiques
4.4.1 Problèmes linéaires
Dans le cadre linéaire, la résolution du système (I.53) fait généralement appel à des solveurs itératifs
de type Krylov (Gradient Conjugué Préconditionné, Conjugate Gradient Square, ...) qui ne demandent
jamais l’assemblage de la matrice A. Un préconditionnement du système est nécessaire. Les algorithmes
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de Krylov sont donc appliqués au système préconditionné
PAu = Pb
Dans le cas où une base orthonormée {Hα} est utilisée, un choix classique de préconditionneur [56, 81]
consiste à prendre P bloc-diagonal tel que :
(P)αβ = δαβE(A)−1
Ce préconditionneur s’avère relativement efficace dans le cas où la variance de A est faible. En effet,
si on décompose la matrice A en partie moyenne E(A) et partie centrée, la matrice A du système
s’écrit :
(A)αβ = δαβE(A) + E(HαHβ(A− E(A)))
et tend bien vers P−1 lorsque la variance de A tend vers zéro. Pour de grandes variances, la convergence
des algorithmes de Krylov est nettement détériorée. On pourra trouver dans [130] une construction
similaire de préconditonneur dans le cadre de formulations mixtes.
4.4.2 Problèmes non-linéaires
Dans le cadre non-linéaire, des solveurs non-linéaires classiques sont utilisés pour résoudre le sys-
tème (I.48). Evoquons ici le principe des solveurs de Newton ou Quasi-Newton [41]. Connaissant un
itéré u(k) ∈ Rn ⊗ SP , un incrément w ∈ Rn ⊗ SP sera recherché en résolvant le problème linéaire :
A(k)(w,v) = B(v)−A(u(k),v) ∀v ∈ Rn ⊗ SP (I.58)
où A(k)(·, ·) est une approximation de la forme bilinéaire tangente de A en uk (dérivée de Gâteaux),
pouvant s’écrire sous forme discrète
A(k)(w,v) = E(vTA(k)u)
avec Ak une matrice (éventuellement aléatoire) approchant la matrice tangente de A en u(k). D’un
point de vue algébrique, cela revient à résoudre le système (I.49) de manière itérative en résolvant à
chaque itération un système linéaire de taille n× P de la forme
A(k)w = r(k) (I.59)
où r(k) := b − A(u(k)) est le résidu à l’itéré k. Les systèmes (I.59) peuvent alors être résolus par les
algorithmes itératifs de type Krylov mentionnés précédemment.
Exemple I.13
Dans [108], on trouvera l’application d’un solveur de type BFGS au cas d’un problème elliptique
avec non-linéarité cubique. L’intérêt est de construire A(k) par de simples modifications de faible
rang d’une matrice initiale A(0) (par exemple basée sur la partie linéaire de l’opérateur A). Des
solveurs itératifs de type Krylov préconditionnés sont alors utilisés pour résoudre les systèmes (I.59).
Dans [120], un solveur de type Newton classique est utilisé pour ce même problème. Toujours pour
ce même problème, il est proposé dans [125] d’utiliser pour A(k) une approximation de la dérivée
de Gâteaux de A en u(k) consistant à remplacer les paramètres aléatoires de l’opérateur A par
leur espérance et à remplacer u(k) par son espérance. Cette démarche, efficace pour des variabilités
modérées, a l’avantage de conduire à une matrice A(k) déterministe et donc à un système (I.59)
diagonal par bloc (résolution de problèmes déterministes découplés).
D’une manière générale, l’utilisation d’un solveur non-linéaire pour un type d’application donné
s’inspire généralement des solveurs utilisés dans le cadre déterministe. On notera qu’un coût de calcul
non négligeable provient de l’évaluation des résidus et donc du second membre des systèmes (I.59).
Cette évaluation peut être aisée pour certains types de non-linéarités (forme simple de l’opérateur
non-linéaire) [92, 93]. Dans un cadre plus général, on pourra faire appel à des techniques de projection
utilisant des quadratures stochastiques adaptées [80, 108].
31
I. Méthodes de calcul stochastique
4.4.3 Structure creuse (ou non creuse) des systèmes linéaires
Les solveurs itératifs de type Krylov pour la résolution du système (I.53) (ou (I.59)) ne demandent
que d’effectuer des produits matrices-vecteurs de type Au, qui tirent avantageusement partie de la
structure possiblement creuse du système. Le système possède souvent une structure creuse à 2 ni-
veaux, provenant du caractère éventuellement creux de la matrice aléatoire A (classique en éléments
finis, différences finis, ...) mais également des propriétés de la base de fonctions {Hα}. En effet, le terme
E(HγHαHβ) possède généralement une structure creuse pour des bases d’approximation classiques.
Sur la figure I.11, on observe la structure matricielle du terme ∑γ∈IPA E(HγHαHβ), reflétant le ca-
ractère creux par bloc du système (I.53), avec l’utilisation d’une base de chaos polynômial d’Hermite.
On remarque que le caractère creux dépend fortement de la dépendance de la matrice A vis-à-vis de
ξ. Si un haut degré d’approximation est nécessaire dans le développement de A sur la base {Hα}, on
perd clairement le caractère creux par bloc.
(a) m = 3, p = 4, pA = 1 (b) m = 3, p = 4, pA = 2 (c) m = 3, p = 4, pA = 3 (d) m = 3, p = 4, pA = 8
(e) m = 5, p = 6, pA = 1 (f) m = 5, p = 6, pA = 3 (g) m = 5, p = 6, pA = 5 (h) m = 5, p = 6, pA = 12
Fig. I.11 – Structure creuse de la matrice ∑γ∈IPA E(HγHαHβ), α, β ∈ IP : utilisation d’un chaos
polynômial d’Hermite en dimension m, avec un degré p pour IP et pA pour IPA
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Chapitre II
Méthode de décomposition spectrale
généralisée pour la résolution d’équations
stochastiques
Ce chapitre présente une méthode alternative pour la résolution d’équa-
tions stochastiques qui tente de pallier les inconvénients des méthodes
stochastiques de type Galerkin : temps de calcul, ressources mémoires
requises et caractère intrusif (partiellement). Après un bref rappel du
contexte scientifique, le principe de la méthode et les algorithmes asso-
ciés sont détaillés dans un cadre relativement général. Une série d’ap-
plications tentera d’illustrer ses performances et de détailler des points
techniques de mise en oeuvre.
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1. Problématique et contexte scientifique
1 Problématique et contexte scientifique
Les méthodes stochastiques de type Galerkin permettent d’obtenir des prédictions numériques
d’une grande précision. Comme nous l’avons vu dans le chapitre I (section 4), elles demandent la
résolution d’un problème pouvant s’écrire formellement : trouver une solution approchée u vérifiant
u ∈ Vn ⊗ SP , A(u, v) = B(v) ∀v ∈ Vn ⊗ SP (II.1)
où Vn (resp. SP ) est un espace d’approximation déterministe (resp. stochastique) de dimension n
(resp. P ). Pour des applications complexes, si on cherche des prédictions précises, ces approches
peuvent nécessiter une discrétisation fine au niveau déterministe (n grand) ou stochastique (P grand).
Cela conduit alors à la résolution de problèmes de très grande taille n× P qui nécessitent des temps
de calcul et des capacités de stockage mémoire hors de portée des moyens de calcul actuels. De
plus, elles nécessitent une bonne maîtrise de la structure mathématique du problème afin d’étendre
les solveurs déterministes usuels au cadre stochastique (algorithmes non-linéaires, construction de
préconditionneurs dédiés, ...). Elles nécessitent donc souvent des développements logiciels spécifiques
pour une classe particulière de problèmes.
Afin de limiter les coûts de calcul, une première approche consiste à opérer un choix judicieux de
l’espace d’approximation stochastique SP , conduisant à un développement précis de la solution tout
en minimisant le nombre de termes P dans le développement. Notamment, un choix judicieux des
variables aléatoires définissant l’espace probabilisé de base peut permettre de construire des familles
de polynômes orthogonaux conduisant à de bonnes propriétés de convergence [171]. Les propriétés
de convergence de ces approches sont néanmoins détériorées lorsque la solution est peu régulière.
Une possibilité consiste alors à utiliser des bases de représentation adaptées telles que les éléments
finis, multi-éléments ou multi-ondelettes [40, 167, 90, 91, 15]. Un bon espace d’approximation ne peut
généralement pas être choisi sans des critères d’estimation d’erreur. Ce type d’approche ne peut donc
être viable que dans un cadre d’approximation adaptative [167, 91, 168, 106].
Une autre approche consiste à conserver une formulation du problème sur un espace d’approxi-
mation très riche, non nécessairement adapté à la solution recherchée, et à opérer une réduction de
ce modèle en construisant des bases réduites de manière intelligente. Cela consiste à rechercher un
ensemble de M fonctions déterministes Ui ∈ Vn (ou stochastiques λi ∈ SP ), avec M  n (ou M  P )
et de calculer ensuite les fonctions stochastiques λi (ou déterministes Ui) associées en résolvant un
problème de taille réduite M × P (ou n ×M). Une approximation u(M) du problème (II.1) est alors




λiUi, Ui ∈ Vn, λi ∈ SP . (II.2)
La question est la suivante : comment définir des bases réduites conduisant à une décomposition opti-
male de la solution pour un ordre de décomposition M donné ? Une réponse possible, exploitée dans
différents travaux [108, 62, 46], est basée sur la propriété suivante : “la décomposition optimale de
type (II.2) au sens de la norme de L2(Θ, dP ;Vn) est la décomposition spectrale classique (ou décom-
position de Karhunen-Loève) de la solution”. Dans le cas où la norme sur Vn est une norme autre
que la norme L2, on parlera de décomposition de Hilbert Karhunen-Loève [95, 46]. Donc, si seulement
on pouvait calculer la décomposition spectrale de la solution, on pourrait considérer les fonctions
stochastiques (resp. les fonctions déterministes) comme de bonnes candidates pour la construction
de bases réduites stochastiques (resp. déterministes). Le problème est que la solution et a fortiori sa
structure de corrélation, n’est pas connue a priori. Plusieurs techniques ont donc été proposées afin
d’obtenir une approximation de cette décomposition spectrale. Dans [108], les auteurs proposent de
calculer une approximation de la matrice de corrélation de la solution, en utilisant une expansion de
Neumann de l’inverse de l’opérateur du problème, et de calculer ses M vecteurs propres dominants
Ui. Ces vecteurs sont des approximations des vecteurs apparaissant dans la décomposition spectrale
idéale. Ils sont alors utilisés pour résoudre le problème initial dans l’espace d’approximation réduit
35
II. Méthode de décomposition spectrale généralisée pour la résolution d’équations stochastiques
span{Ui}Mi=1 ⊗ SP ⊂ Vn ⊗ SP . Dans sa forme actuelle, cette démarche est limitée au cadre linéaire.
Dans [62, 46], les auteurs proposent de résoudre tout d’abord le problème sur un espace d’approxi-
mation déterministe grossier Vn′ , avec n′  n (par exemple en utilisant une approximation éléments
finis sur un maillage grossier). Une décomposition spectrale de la solution grossière dans Vn′ ⊗ SP
peut alors être opérée. Après troncature à l’ordreM , les variables aléatoires λi ∈ SP obtenues peuvent
être considérées comme une approximation des variables aléatoires de la décomposition spectrale de la
solution dans Vn⊗SP . Elles sont alors utilisées comme nouvelles fonctions de base stochastiques pour
la résolution du problème initial dans l’espace d’approximation réduit Vn ⊗ span{λi}Mi=1 ⊂ Vn ⊗ SP .
Une autre possibilité, développée dans mes travaux de recherche, consiste à définir un autre critère
d’optimalité de la décomposition et à développer des algorithmes capables de construire cette décom-
position sans connaître la solution ni une approximation de celle-ci. Cette méthode, applicable à une
large classe de problèmes, notamment non-linéaires, est détaillée dans la suite de chapitre.
Avant de poursuivre, on peut mentionner une technique alternative de réduction de modèle, bap-
tisée Stochastic Reduced Basis Method [116, 141]. L’idée de cette méthode consiste à calculer une
base de fonctions Ui de l’espace de Krylov de dimension M , obtenue par applications successives de
l’opérateur au second membre du problème. La philosophie de cette approche est différente de celles
mentionnées plus haut puisque les fonctions Ui ne sont pas déterministes mais appartiennent à Vn⊗SP .
Cela ne résout donc pas le problème des besoins mémoires. De plus, la construction et la résolution
du problème définissant les fonctions λi sont relativement difficiles et coûteuses, ce qui conduit à res-
treindre le nombre de fonctions Ui calculées. Cette méthode est pour l’instant limitée à une certaine
classe de problèmes linéaires.1
Remarque II.1 (Approches stochastiques non-intrusives et réduction de modèle)
Les travaux présentés dans ce chapitre concernent le développement d’une méthode de réduction de
modèle dans le cadre des approches stochastiques spectrales de type Galerkin. On notera que dans
le cadre d’approches stochastiques non-intrusives (Monte-Carlo, approches spectrales par projec-
tion L2, ...), nécessitant la résolution d’un grand nombre de calculs déterministes, des techniques
de réduction de modèle utilisées en analyse paramétrique ou analyse multi-résolution pourraient
également s’appliquer efficacement : méthodes basées sur la Proper Orthogonal Decomposition
[170], ré-utilisation des espaces de Krylov dans le cadre de solveurs itératifs [69], méthode “Re-
duced Basis” [100, 101, 17]... Cette dernière méthode a d’ailleurs récemment été appliquée à la
résolution de problèmes stochastiques par la méthode de Monte-Carlo [139].
2 Méthode de décomposition spectrale généralisée (GSD)
L’idée de la méthode de décomposition spectrale généralisée (GSD) est de construire une décom-
position optimale de la solution du problème (II.1) sous la forme (II.2) sans fixer a priori les fonctions
stochastiques λi ni les fonctions déterministes Ui. La notion d’optimalité est bien sûr liée à la ma-
nière d’évaluer la précision de cette décomposition. Une décomposition peut être considérée comme
optimale si l’ordre de la décomposition est minimum pour une certaine mesure de la précision. Dans
sa forme actuelle, le principe de la méthode GSD est de définir les bases de fonctions en se basant
sur un double critère d’orthogonalité de Galerkin. On montre alors que le problème de la recherche
des bases de fonctions se ramène à la recherche d’un sous-espace invariant d’un certain opérateur. Ce
problème peut être assimilé à un problème aux valeurs propres dont l’espace propre dominant conduit
aux fonctions optimales recherchées. La méthode GSD peut être vue comme une généralisation des
méthodes classiques de décomposition spectrale (Karhunen-Loève).
La méthode a initialement été introduite pour la résolution d’une classe d’équations aux dérivées
partielles stochastiques elliptiques [119]. Dans [120], la méthode a été appliquée à la résolution d’un
1Si on utilise une représentation fonctionnelle classique (projection de l’espace de Krylov sur SP ), la méthode Stochastic
Reduced Basis [116], dans sa version initiale, correspond exactement à un algorithme de Krylov classique (type Arnoldi)
pour la résolution du système d’équations de Galerkin (II.1). Elle ne peut donc pas être véritablement assimilée à une
méthode de réduction de modèle.
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problème non-linéaire pour lequel l’utilisation d’un solveur non-linéaire global conduisait à la résolution
de problèmes linéaires successifs. Chaque problème stochastique linéaire était alors résolu en suivant
les principes de la méthode GSD linéaire. Plus tard, la méthode a été étendue à une plus large classe de
problèmes linéaires et de nouveaux algorithmes de construction de la décomposition ont été proposés
[121]. Plus récemment, une véritable extension de la méthode au cadre non-linéaire a été proposée
[125].
Ici, nous donnons une synthèse de ces différents développements dans un cadre relativement général
et en omettant des détails mathématiques et techniques qui pourront être trouvés dans les articles
mentionnés plus haut.
2.1 Notations préliminaires
Pour simplifier la présentation, nous travaillerons par la suite en notations matricielles en assimilant
un élément u ∈ Vn ⊗ SP à un vecteur aléatoire u ∈ Rn ⊗ SP . On notera cependant que la stratégie et
les résultats obtenus peuvent être aisément transposés au cadre initial (“continu”). Le problème (II.1)
sera donc réécrit sous la forme équivalente suivante :
u ∈ Rn ⊗ SP , A(u,v) = B(v) ∀v ∈ Rn ⊗ SP (II.3)
où B est une forme linéaire sur Rn⊗SP et où A est une forme bilinéaire sur Rn⊗SP (voire semi-linéaire
dans le cas de problèmes non-linéaires). Nous introduisons également b ∈ Rn ⊗ SP et un opérateur A
(éventuellement non-linéaire) de Rn ⊗ SP dans Rn ⊗ SP , définis par
A(u,v) := E(vTA(u)), B(v) := E(vTb). (II.4)




λiUi, Ui ∈ Rn, λi ∈ SP , (II.5)
ou encore
u(M) = WΛ (II.6)
avec W = (U1 . . .UM ) ∈ Rn×M la matrice dont les colonnes sont les vecteurs déterministes et
Λ = (λ1 . . . λM )T ∈ RM ⊗ SP le vecteur aléatoire dont les composantes sont les variables aléatoires.
2.2 Décomposition minimale
Il apparaît naturel d’imposer aux M vecteurs Ui d’être linéairement indépendants. Dans le cas
contraire, on pourrait en effet trouver une décomposition équivalente avec un ordre inférieur à M . On
impose donc à W d’appartenir à la variété de Stiefel non-compacte (voir par exemple [47]) :
S(n,M) = {W ∈ Rn×M ; rank(W) = M} (II.7)
Pour la même raison, on impose aux λi d’être linéairement indépendants, c’est-à-dire d’engendrer un
sous-espace de SP de dimension M . On impose donc à Λ d’appartenir à
S∗(P,M) = {Λ = (λ1 . . . λM )T ∈ RM ⊗ SP ; dim(span({λi}Mi=1)) = M}. (II.8)
RM ⊗ SP étant isomorphe à RP×M , S∗(P,M) est isomorphe à la variété de Stiefel non-compacte
S(P,M). Finalement, on recherchera une décomposition dite “minimale” sous la forme
u(M) = WΛ, (W,Λ) ∈ S(n,M)× S∗(P,M) (II.9)
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2.3 Définition de la décomposition
Si W était fixé, il serait naturel de définir Λ par le critère d’orthogonalité de Galerkin suivant :
A(WΛ,WΛ∗) = B(WΛ∗) ∀Λ∗ ∈ RM ⊗ SP . (II.10)
Notons Λ = f(W) la solution de ce problème, avec f le mapping défini sur S(n,M) et à valeurs
dans RM ⊗ SP . De la même manière, si Λ était fixé, il serait naturel de définir W par le critère
d’orthogonalité de Galerkin suivant :
A(WΛ,W∗Λ) = B(W∗Λ) ∀W∗ ∈ Rn×M . (II.11)
Notons W = F(Λ) la solution de ce problème, avec F le mapping défini sur S∗(P,M) et à valeurs
dans Rn×M . Lorsque ni W ni Λ ne sont fixés a priori, il paraît alors naturel de définir le couple
(W,Λ) ∈ S(n,M)× S∗(P,M) de telle manière à vérifier simultanément
W = F(Λ) et Λ = f(W). (II.12)
2.4 Interprétation comme un problème aux valeurs propres
Le problème (II.12) peut être formulé comme un problème en W : trouver W ∈ S(n,M) tel que
W = F ◦ f(W) := T(W), (II.13)
qui apparaît comme un problème de point fixe de l’opérateur T : S(n,M) → Rn×M . Par la suite, on
notera GL(M) l’ensemble des matrices inversibles de RM×M .
Propriété II.2 (Propriété d’homogénéité)
Les mappings f et F possèdent les propriétés d’homogénéité suivantes : ∀P ∈ GL(M),
f(WP) = P−1f(W),
F(PΛ) = F(Λ)P−1.
Il en découle la propriété d’homogénéité suivante pour le mapping T :
T(WP) = T(W)P, ∀P ∈ GL(M).
D’après la propriété II.2, si W ∈ S(n,M) vérifie l’équation (II.13), alors, ∀P ∈ GL(M), WP ∈ S(n,M)
vérifie également cette équation, les deux solutions conduisant à la même décomposition
u(M) = Wf(W) = WPf(WP). (II.14)
Cela signifie que les matrices W sont reliées par la relation d’équivalence suivante
W1∼W2 ⇔ ∃P ∈ GL(M) tel que W1 = W2P.
L’espace quotient (S(n,M)/ ∼) est la variété de Grassmann des sous-espaces linéaires de Rn de dimen-
sion M [47, 1], notée Gr(n,M). Des matrices W ∈ S(n,M) sont donc équivalentes si leurs colonnes
engendrent le même sous-espace linéaire de Rn de dimension M . Le problème II.2 se ramène donc à la
recherche d’un sous-espace de Rn “stable par l’opérateur T”. Ce problème peut en fait être interprété
comme un problème aux valeurs propres. Un espace invariant sera appelé espace propre généralisé
de T. Cette interprétation est cruciale puisqu’elle permet de caractériser le meilleur espace propre
vis-à-vis de la décomposition (II.14), qui s’avère être l’espace propre dominant de T. Dans des cas
particuliers, le problème (II.13) coincide exactement avec un problème aux valeurs propres classique,
associé avec une décomposition spectrale classique de la solution. Dans le cas général, cette interpré-
tation est motivée par l’observation des propriétés de ce problème. Cela conduit alors naturellement
à l’introduction d’algorithmes dédiés, inspirés des algorithmes de résolution de problèmes aux valeurs
propres classiques. Ces algorithmes seront introduits dans la section 3.
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Remarque II.3 (Formulation d’un problème équivalent en Λ)
Le problème (II.12) peut également être formulé comme un problème en Λ : trouver Λ ∈ S∗(P,M)
tel que
Λ = f ◦ F(Λ) := T∗(Λ), (II.15)
où le mapping T∗ : S∗(P,M)→ RM ⊗ SP possède la propriété d’homogénéité suivante :
T∗(PΛ) = PT∗(Λ), ∀P ∈ GL(M).
Le problème (II.15) peut encore être interprété comme un problème aux valeurs propres, conduisant
à une décomposition u(M) = F(Λ)Λ. Les problèmes (II.13) et (II.15) s’avèrent en fait équivalents.
En effet, si W est solution de (II.13), alors Λ = f(W) est solution de (II.15) et la décomposition
spectrale généralisée associée peut s’écrire Wf(W) = F(Λ)Λ. Réciproquement, si Λ est solution
de (II.15), alors W = F(Λ) est solution de (II.13) et la décomposition spectrale généralisée associée
peut s’écrire F(Λ)Λ = Wf(W).
2.5 Cas particuliers
Quelques cas particuliers sont détaillés afin de mieux saisir l’interprétation du problème (II.13)
comme un problème aux valeurs propres et l’interprétation de la décomposition obtenue comme une
décomposition spectrale généralisée.
2.5.1 Cas où A est bilinéaire symétrique continue coercive
Dans le cas où A est une forme bilinéaire symétrique continue coercive sur Rn ⊗ L2(Θ, dP ), elle
définit un produit scalaire
< u,v >A= A(u,v) ≡ E(vTAu)
On note ‖v‖A =
√
A(v,v) la norme associée, équivalente au produit scalaire naturel sur Rn ⊗
L2(Θ, dP ). On montre alors les résultats suivants (voir [119, 121]).
Propriété II.4
Dans le cas où A est une forme bilinéaire symétrique continue coercive sur Rn⊗SP , la décomposition





où R(W) est la fonctionnelle définie par
R(W) = Trace(R(W)) (II.17)
avec R(W) = E(f(W)bTW) (II.18)
La distance en norme A par rapport à la solution exacte u ∈ Rn ⊗ SP vérifie :
‖u−Wf(W)‖2A = ‖u‖2A −R(W) (II.19)
Propriété II.5
Les fonctionnelles R(W) et R(W), définies par les équations (II.18) et (II.17), vérifient les pro-
priétés suivantes :
(i) Homogénéité : ∀P ∈ GL(M),
R(WP) = P−1R(W)P et R(WP) = R(W).
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(ii) Stationarité : W vérifie le problème aux valeurs propres (II.13) si et seulement si il rend
stationnaire R(W).
Les propriétés précédentes permettent d’interpréter le problème (II.13) comme un problème aux
valeurs propres. La fonctionnelleR(W) (resp. R(W)) apparaît comme une généralisation d’un quotient
de Rayleigh scalaire (resp. matriciel) associé au problème aux valeurs propres (II.13). L’élément W
maximisant ce quotient de Rayleigh est associé à l’espace propre dominant de T et conduit à la
meilleure décomposition spectrale au sens de l’opérateur A.
Remarque II.6
On notera que la propriété de continuité est triviale dans le cas de la dimension finie. Cependant,
les propriétés énoncées peuvent être généralisées au cadre de la dimension infinie pour lequel cette
condition est nécessaire.
2.5.2 Cas d’un opérateur linéaire déterministe
Dans le cas d’un problème à opérateur linéaire déterministe et à second membre aléatoire, la forme
bilinéaire A satisfait : pour U,V ∈ Rn,
A(U,V) = UTAV
où A est une matrice déterministe. Dans ce cas particulier, la fonctionnelle R(W) s’écrit
R(W) = (WTAW)−1WTE(bbT )W, (II.20)
et le mapping T s’écrit
T(W) = A−1E(bbT )WR(W)−1. (II.21)
Le problème (II.13) correspond donc au problème aux valeurs propres généralisé suivant :
AWR(W) = E(bbT )W (II.22)
De plus, si A est symétrique définie positive, R apparaît comme le quotient de Rayleigh matriciel
classique associé au problème aux valeurs propres (II.22) [143]. La décomposition optimale Wf(W)
obtenue est alors la décomposition spectrale classique de la solution u = A−1b dans la métrique
induite par A.
3 Algorithmes pour la construction de la GSD
Nous avons vu dans la section précédente que la construction de la décomposition spectrale géné-
ralisée (GSD) demande la résolution d’un problème
T(W) = W, (II.23)
interprété comme un problème aux valeurs propres. La GSD optimale d’ordre M est associée au sous-
espace propre dominant de dimensionM de T. Cette interprétation conduit naturellement à s’inspirer
d’algorithmes classiques permettant la capture des espaces propres dominants d’opérateurs linéaires.
3.1 Subspace Iteration algorithm (SI-GSD)
Pour les problèmes aux valeurs propres classiques, un algorithme standard pour la recherche d’un
espace propre dominant est l’algorithme des sous-espaces itérés (Subspace Iteration). Il consiste à
construire la série W(k+1) = T(W(k)), qui converge vers une matrice dont les colonnes engendrent
l’espace propre dominant de T. L’extension à la résolution du problème (II.23) est immédiate et conduit
à l’algorithme 1.
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Algorithm 1 Subspace Iteration (SI-GSD)
1: Initialize W(0) ∈ S(n,M)
2: for k = 1 to kmax do
3: Compute W(k) = T(W(k−1))
4: Orthonormalize W(k) (e.g. by QR factorization)
5: end for
6: Set W = W(k) and compute Λ = f(W)
A chaque itération k, le calcul de T(W(k−1)) (étape 3) peut être décomposé en 2 étapes :
Λ(k−1) = f(W(k−1)) et W(k) = F(Λ(k−1)) (II.24)
La première étape consiste à résoudre un problème stochastique sur une base réduite déterministe
donnée, ce qui correspond à un problème de taille M × P . La seconde étape consiste à résoudre un
problème déterministe sur une base stochastique réduite donnée, ce qui correspond à un problème de
taille M × n. Les itérations de (SI-GSD) demandent donc au plus la résolution de kmax problèmes de
taille M × P et kmax problèmes de taille M × n.
On observe en pratique que l’étape 1 d’initialisation a peu d’influence sur la convergence de l’algo-
rithme. Un choix simple et efficace consiste à choisir un vecteur aléatoire Λ(0)(θ) = ∑αΛ(0)α Hα(θ) ∈
Rn ⊗ SP , avec des coefficients Λ(0)α tirés aléatoirement, et à calculer W(0) = F(Λ(0)).
Remarque II.7
L’algorithme 1 avec M = 1 correspond à une méthode des puissances (power algorithm) qui
converge (en général) vers le vecteur propre dominant de T. L’orthogonalisation à chaque itération
(étape 4) s’avère nécessaire d’un point de vue numérique. Elle évite la dégénérescence de W vers
une matrice de rang 1 dont les colonnes tendent ce vecteur propre dominant.
Remarque II.8
L’algorithme 1 peut être également interprété comme un algorithme pour trouver le Λ = f(W)
associé à l’espace propre dominant du problème aux valeurs propres Λ = T∗(Λ), équivalent au
problème W = T(W) (voir remarque II.3).
3.2 Arnoldi type algorithm (A-GSD)
L’algorithme 1 (Subspace Iteration) peut être considéré comme un algorithme de référence condui-
sant à la décomposition spectrale généralisée idéale, associée au sous-espace propre dominant de T.
Ici, nous introduisons un algorithme qui donne une approximation de cette décomposition idéale et
qui conduit à des gains significatifs en temps de calcul. Cet algorithme est inspiré de la technique
d’Arnoldi pour la résolution des problèmes aux valeurs propres classiques [140, 68]. L’idée est de trou-
ver une matrice W dont les colonnes engendrent un “sous-espace de Krylov généralisé” de l’opérateur
T et de construire ensuite le vecteur aléatoire associé Λ = f(W). Le sous-espace obtenu peut être
interprété comme une approximation de Ritz de l’espace propre dominant de T. Le sous-espace de
Krylov KM (T,U1), de dimension M , asscocié à l’opérateur T et à un vecteur initial U1 ∈ Rn peut
être défini comme suit :
KM (T,U1) = span({Ui}Mi=1}, avec Ui = Π⊥Ki−1(T(Ui−1)), i = 2 . . .M (II.25)
où ΠK⊥i désigne le projecteur sur le complément orthogonal de Ki−1(T,U1). Cette stratégie conduità l’algorithme suivant.
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Algorithm 2 Arnoldi type algorithm (A-GSD)
1: Initialize U1 ∈ Rn and set U1 = U1‖U1‖
2: for i = 1 to M do
3: Compute U = T(Ui)
4: Compute Ui+1 = U−∑ij=1(UTj U)Uj (Orthogonalization step)
5: if ‖Ui+1‖ < ‖U‖ then
6: break
7: end if
8: Ui+1 = Ui+1‖Ui+1‖
9: end for
10: Set W = (U1 . . .Ui) and compute Λ = f(W)
La construction du sous-espace de Krylov de dimension M (étapes 2 à 9) nécessite d’appliquer
(M − 1) fois le mapping T à un vecteur. Cela nécessite donc la résolution de (M − 1) problèmes
de taille P et de (M − 1) problèmes déterministes de taille n. Le calcul de Λ (étape 10) nécessite
de résoudre un problème de taille M × P . Cet algorithme conduit à des gains significatifs comparé
à l’algorithme 1 (Subspace Iteration). En pratique, pour l’initialisation, on introduit une fonction
λ0(θ) =
∑
α λ0,αHα(θ) ∈ SP avec des coefficients λ0,α tirés aléatoirement, puis on calcule le vecteur
initial U1 = F(λ0) en résolvant un premier problème déterministe.
En pratique, on observe les mêmes propriétés que pour les problèmes aux valeurs propres clas-
siques. Notamment, quand M augmente, l’angle entre KM et le sous espace propre dominant de T
de dimension donnée M ′ < M tend vers zéro (à condition que KM ne stagne pas sur un sous-espace
de dimension inférieure à n). En d’autres termes, les premiers modes de la décomposition optimale
tendent à être contenus dans l’espace KM lorsque M augmente. Dans le cadre des problèmes aux VP
classiques, cette propriété est associée à la convergence des vecteurs de Ritz dominant vers les vecteurs
propres dominants de l’opérateur.
Remarque II.9
Un algorithme d’Arnoldi peut également être écrit pour la résolution du problème aux valeurs
propres Λ = T∗(Λ). Il consiste à générer une base orthogonale du sous-espace de Krylov de
l’opérateur T∗, défini par
KM (T∗, λ1) = span({λi}Mi=1}) ⊂ SP , avec λi = Π⊥Ki−1(T∗(λi−1)), i = 2 . . .M, (II.26)
et à actualiser les vecteurs déterministes en résolvant W = F(Λ). ΠK⊥i−1 désigne le projecteur sur
le complément orthogonal de Ki−1(T∗, λ1). Le choix d’un point de vue (résolution du problème
aux VP sur T ou sur T∗) dépend donc uniquement du problème d’actualisation. En pratique, on
se posera donc la question de savoir si le problème d’actualisation de W (résolution d’un problème
stochastique sur base déterministe réduite) est moins coûteux que le problème d’actualisation de
Λ (résolution d’un problème déterministe sur base stochastique réduite). Le choix peut également
être dicté par la disponibilité des solveurs associés à ces problèmes.
Remarque II.10
Pour un problème aux valeurs propres classiques (cas particulier d’un problème stochastique à
opérateur déterministe), l’espace KM (T,U1) défini par (II.25) coincide avec la définition suivante
(classique) du sous-espace de Krylov, ne faisant pas intervenir le projecteur orthogonal :
KM (T,U1) = span({Ui}Mi=1}, avec Ui = T(Ui−1), i = 2 . . .M. (II.27)
Dans le cas général de notre pseudo-problème aux valeurs propres, les espaces définis par (II.25) et
(II.27) ne coincident pas nécessairement. Cela est dû aux propriétés de non-linéarité de l’opérateur
T. En particulier, l’espace engendré par l’algorithme d’Arnoldi peut dépendre de la métrique
utilisée pour l’orthogonalisation. Bien que les premières expériences numériques semblent montrer
que les espaces engendrés diffèrent très peu (angle faible entre les deux espaces), cette question
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mérite d’être approfondie. Notamment, il serait intéressant d’étudier plus présicément l’impact de
la métrique d’orthogonalisation sur la qualité du sous-espace de Krylov généralisé engendré. Bien
sûr, dans le cas de problèmes aux valeurs propres classiques, cette question ne se pose pas.
3.3 Restart des algorithmes par déflation de l’opérateur
Bien sûr, quand on utilise les algorithmes 1 ou 2 pour obtenir une approximation du problème
stochastique initial II.1, on ne connaît pas a priori l’ordreM de décomposition requis pour une précision
donnée. En supposant qu’une première decomposition d’un certain ordreM ait été construite, on peut
bien sûr estimer l’erreur associée, en calculant par exemple la norme du résidu. Si la décomposition
n’atteint pas la précision souhaitée, on peut alors réutiliser les algorithmes 1 ou 2 avec un ordre M
plus élevé.
Une autre possibilité consiste à construire les termes suivants de la décomposition en utilisant une
“déflation” de l’opérateur T. Supposons qu’une première décomposition d’ordre r, notée ur = WrΛr,
ait été constuite par un des algorithmes précédents. On peut alors définir un couple complémentaire
(W,Λ) ∈ S(n, s)× S∗(P, s) devant vérifier :
A(ur + WΛ,W∗Λ) = B(W∗Λ) ∀W ∈ S(n, s) (II.28)
A(ur + WΛ,WΛ∗) = B(WΛ∗) ∀Λ∗ ∈ S∗(P, s) (II.29)
On introduit le mapping f(·;ur) qui à W ∈ S(n, s) associe Λ = f(W;ur) ∈ Rs⊗SP solution de l’équa-
tion (II.28). On introduit également le mapping F(·;ur) qui à Λ ∈ S(P, s) associe W = F(Λ;ur) ∈
Rn×s solution de l’équation (II.29). La recherche du nouveau couple peut alors se ramener à un pro-
blème en W : trouver W ∈ S(n, s) tel que
W = F(f(W;ur);ur) := T(W;ur) (II.30)
Les mappings F(·;ur), f(·;ur) et T(·;ur) vérifiant toujours les propriétés d’homogénéité II.2, le pro-
blème peut encore être interprété comme la recherche d’un espace propre dominant de l’opérateur
“déflaté” T(·;ur). Ce problème peut donc être résolu par un des algorithmes précédents. Cette stra-
tégie conduit à l’algorithme global 3.
Algorithm 3 Restarted algorithm by operator deflation
1: Set u0 = 0, W0 = ∅, Λ0 = ∅
2: for r = 1 to rmax do
3: Compute the Mr-dimensional dominant eigenspace Ŵr of the deflated operator T(·;ur−1)
4: Set Wr = (Wr−1 Ŵr)
5: (complete update) Compute Λr = f(Wr; 0)
(partial update) Compute Λ̂r = f(Ŵr;ur−1) and set Λr = (ΛTr−1 Λ̂
T
r )T
6: Set ur = WrΛr
7: Check convergence
8: end for
L’algorithme 3 introduit deux variantes qui diffèrent à l’étape 5. Dans le cas de l’actualisation
complète, les variables aléatoires de la décomposition sont actualisées par rapport à l’ensemble de la
base réduite déterministe calculée. Les variables aléatoires calculées au cours des déflations précédentes
sont donc remplacées par ces nouvelles variables. Dans le cas de l’actualisation partielle, on opère uni-
quement un calcul des variables aléatoires complémentaires, en conservant les variables précédemment
calculées. En pratique, l’actualisation complète conduit à une meilleure précision de la décomposition
pour un ordre donné.
Remarque II.11
Dans le cas d’un opérateur linéaire déterministe (symétrique ou non), on peut prouver (voir [121])
que ces deux variantes sont équivalentes et qu’elles correspondent exactement à une procédure
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de déflation classique pour résoudre le problème aux valeurs propres (II.22). La preuve de cette
propriété consiste à montrer que la somme des sous-espaces propres dominants de dimensionMr des
opérateurs déflatés T(·;ur−1) successifs est le sous-espace propre dominant de dimension (∑rMr)
de l’opérateur initial T(·; 0). Dans le cas général, cette propriété des problèmes aux valeurs propres
classiques n’est plus vérifiée (observé numériquement).
Remarque II.12
En fait, l’actualisation complète peut être interprétée comme une itération de sous-espace sur
le problème aux valeurs propres initial. Bien sûr, la précision de la GSD pourrait être améliorée
en opérant des itérations de sous-espace supplémentaires. Cependant, en pratique, on observe que
ces itérations supplémentaires n’améliorent pas significativement la qualité de la décomposition.
Comme ces itérations sont relativement coûteuses, mieux vaut les éviter en pratique.
Question ouverte II.13
Une question importante concerne l’étude de la relation entre les espaces propres généralisés des
opérateurs déflatés T(·;ur) et les espaces propres de l’opérateur initial T(·; 0). Notamment, on peut
se poser la question suivante : existe-t-il dans certains cas une quelconque relation d’orthogonalité
entre ces sous-espaces ? La réponse est bien sûr connue dans le cas des problèmes aux valeurs
propres classiques. Dans le cas général, la réponse à cette question pourrait permettre de modifier
les algorithmes et peut-être d’obtenir directement la GSD optimale, sans effectuer une actualisation
complète des variables aléatoires. Cette question est liée à la remarque II.10.
Remarque II.14
La procédure de déflation proposée peut également être intéressante dans le cas de la résolution
de problèmes de grande taille, demandant de travailler avec de grandes dimensions des espaces
d’approximation (grand n ou grand P ), ou dans le cas où une décomposition d’ordre M élevée est
nécessaire pour atteindre une bonne précision. Dans ces cas, les algorithmes 1 et 2 nécessitent en
effet la résolution de problèmes de tailleM ×P ouM ×n, qui peut quand même s’avérer coûteuse.
L’algorithme 3 avec actualisation partielle ne nécessite que la résolution de problèmes de taille
Mr × n ou Mr × P , où un ordre Mr maximum peut être fixé en fonction des capacités de calcul
disponibles.
Si on utilise Mr = 1 dans l’algorithme 3, l’utilisation d’une méthode des puissances permet la
construction du vecteur propre dominant de l’opérateur déflaté. Cela conduit à une méthode des puis-
sances avec déflation, initialement introduite dans [119]. Cela conduit à l’algorithme 4 pour construire
une décomposition d’ordre M , comprenant deux variantes (avec ou sans update complet des variables
aléatoires).
Algorithm 4 Power-type algorithm (P-GSD)
1: Set u0 = 0, W0 = ∅, Λ0 = ∅
2: for r = 1 to M do
3: Initialize λr ∈ SP
4: for k = 1...kmax do
5: Compute Ur = F(λr;ur−1)
6: Normalize Ur
7: Compute λr = f(Ur;ur−1)
8: Check convergence
9: end for
10: Set Wr = (Wr−1 Ur)
11: (complete update) Compute Λr = f(Wr; 0)
(no update) Set Λr = (ΛTr−1 λr)T
12: Set ur = WrΛr
13: end for
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3.4 Capacité à capturer une solution avec une “faible dimensionalité”
Définition II.15
On peut définir la “dimensionalité” Mu d’un vecteur aléatoire u ∈ Rn ⊗ SP comme l’ordre M
minimum qui conduit à une décomposition exacte de u sous la forme (II.5), i.e.
Mu = min{M ∈ N;u =
M∑
i=1
λiUi, λi ∈ SP , Ui ∈ Rn}
Un algorithme GSD “idéal” devrait être capable de capturer la solution exacte en construisant de
manière automatique une base réduite optimale de dimension Mu. La dimensionalité correspond en
fait au nombre de termes dans la décomposition spectrale classique d’un vecteur aléatoire. Dans le cas
discret, Rn⊗SP étant isomorphe à Rn⊗RP , la dimensionalité vérifie clairementMu 6 min(n, P ). Bien
sûr, en général, la dimensionalité de la solution vérifiera Mu = min(n, P ). Cependant, pour certains
problèmes, la solution peut avoir une faible dimensionalité. Par exemple, pour le cas d’un opérateur
déterministe linéaire, la dimensionalité de la solution est exactement égale à la dimensionalité du
second membre b. Dans ce cas, on peut prouver que tous les algorithmes proposés (P-GSD, PU-GSD,
A-GSD, SI-GSD) permettent de capturer la solution exacte avec un nombre de modesM = Mb. Cette
propriété est encore vraie pour certains cas particuliers (par exemple dans le cas où l’opérateur est le
produit d’une variable aléatoire et d’un opérateur déterministe [119]). Dans le cas général, l’algorithme
SI-GSD semble conserver cette propriété, à condition bien sûr de connaître la dimensionalité a priori.
Par contre, les autres algorithmes (P-GSD, PU-GSD, A-GSD) ne vérifient pas cette propriété dans le
cas général. Cependant, on observe en pratique qu’ils conduisent à une très bonne estimation de la
solution avec Mu modes.
Remarque II.16
En réalité, l’opérateur T = F ◦ f n’est défini que sur un sous-ensemble S(n,M) ⊂ S(n,M) corres-
pondant aux matrices W telles que f(W) ∈ S∗(P,M), domaine de définition du mapping F. En
particulier, si M > Mu, S(n,M) = ∅, c’est-à-dire qu’il n’existe pas de matrices W telle que les
variables aléatoires associées soient linéairement indépendantes. Cette propriété, démontrée pour
le cas d’opérateurs déterministes et vérifiée en pratique pour le cas général, peut s’interpréter
par le fait qu’une partie du sous-espace Im(W) de Rn est associé à des valeurs propres nulles et
n’a donc aucune contribution dans la décomposition spectrale de la solution. En pratique, si les
algorithmes comprennent des étapes d’orthogonalisation des variables aléatoires et des vecteurs
déterministes, les dépendances linéaires peuvent être détectées et l’ordreM réduit en conséquence.
Le fait que SI-GSD conduise à la décomposition exacte en Mu modes peut être expliqué par le
fait que tous les points fixes W de T sur S(n,Mu) sont associés au même sous-espace de Rn de
dimensionMu et conduisent à la même décomposition exacte de la solution. L’algorithme converge
alors nécessairement vers ce sous-espace. De plus, S(n,Mu) semble être dense dans S(n,Mu) (dé-
montrable dans des cas particuliers). Cela a pour conséquence qu’une initialisation aléatoire de W
sera presque sûrement dans le domaine de définition de T et que l’algorithme SI-GSD convergera
presque sûrement vers la décomposition exacte avec cette initialisation.
4 Application à un problème d’élasticité
On considère ici un exemple d’élasticité linéaire afin d’illustrer les propriétés de la méthode pour
le cas d’une équation aux dérivées partielles stochastique symétrique linéaire elliptique coercive. D’un
point de vue discret, cela correspond au cas particulier évoqué dans le paragraphe 2.5.1.
4.1 Formulation du problème et approximation
On reprend ici l’exemple du problème d’élasticité introduit dans [121]. Les détails concernant la
mise en donnée du problème pourront être trouvés dans cet article.
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Fig. II.1 – Problème d’élasticité
On considère le problème d’élasticité linéaire en petites perturbations défini sur un domaine Ω ⊂ R2
(Figure II.1). On travaille dans l’hypothèse des déformations planes. On note u(x, θ) le champ de
déplacement, g(x, θ) l’effort surfacique aléatoire appliqué à une partie Γ2 de la frontière. Des conditions
de Dirichlet homogènes sont appliquées sur une autre partie Γ1 de la frontière. On impose des efforts
nuls sur la partie de la frontière complémentaire de Γ1 ∪ Γ2. On note C(x, θ) le tenseur d’élasticité
de Hooke aléatoire. La formulation variationnelle de ce problème stochastique peut s’écrire : trouver
u ∈ V⊗ S tel que











g · v ds
)
.
ε(u) est la partie symétrique du gradient de u (tenseur des déformations) et C est le tenseur de Hooke.
Sous des hypothèses de régularité classiques des données (voir [15, 154]), propriétés matériau et efforts
appliqués, un choix classique des espaces fonctionnels est le suivant : V = {v(x) ∈ (H1(Ω))2;v|Γ1 = 0}
et S = L2(Θ, dP ). On introduit au niveau spatial un espace d’approximation éléments finis Vn =
{v(x) = ∑ni=1 viϕi(x), ϕi ∈ V} ⊂ V. Une fonction v ∈ Vn⊗S sera alors associée à un vecteur aléatoire
v(θ) = (v1(θ), . . . , vn(θ))T ∈ Rn ⊗ S. On utilise pour le calcul de référence le maillage représenté sur
la figure II.2. La dimension de Vn est n = 1624.
Fig. II.2 – Maillage éléments finis : triangles à 3 noeuds
Le matériau est considéré élastique isotrope avec un coefficient de Poisson déterministe. Pour
le module d’Young κ, on opère une discrétisation d’un champ aléatoire lognormal (voir [121]) pour





oùmC = 9 et où les variables aléatoiresAk(θ) dépendent de 9 variables aléatoires gaussiennes standards
indépendantes {ξi(θ)}9i=1 et sont exprimées sur un chaos polynomial gaussien de degré 3 en dimension
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9. L’effort appliqué g(x, θ) = B1(θ)g1, où g1 est un effort déterministe uniformément réparti et où
B1(θ) est une variable aléatoire gaussienne, exprimée en fonction d’une variable aléatoire gaussienne
standard ξ10(θ), indépendante des {ξi(θ)}9i=1. On introduit alors comme espace d’approximation SP
un chaos polynomial gaussien de degré p = 3 en ces m = 10 variables aléatoires. La dimension de SP
est P = 286.
La recherche de l’approximation de Galerkin du problème (II.31) se ramène alors à la résolution
du problème suivant : trouver u ∈ Rn ⊗ SP tel que
E(vTAu) = E(vTb),




Ak(θ)Ak, avec (Ak)ij =
∫
Ω
ε(ϕj(x)) : Ck(x) : ε(ϕi(x)) dx
et le second membre b peut s’écrire




4.2 Solution de référence et mesures d’erreurs
La solution de référence, notée u ∈ Rn ⊗ SP est calculée par un algorithme de gradient conju-
gué préconditionné (PCG) [61, 81] (voir section 4 du chapitre I). On note (GSD) la décomposition
spectrale généralisée et (SD) la décomposition spectrale classique de la solution u. On note u(M) une
décomposition spectrale d’ordre M . Afin d’évaluer la qualité d’une approximation, on utilise les deux











La première mesure est basée sur la norme naturelle sur Rn⊗L2(Θ, dP ) tandis que la seconde mesure
est basée sur la norme induite par l’opérateur A. On notera que dans cet exemple, la norme ‖ · ‖A est
équivalente à la norme en énergie :





ε(v) : C : ε(v) dx dP (θ)
Les aspects techniques de la résolution par les algorithmes GSD sont détaillés dans l’annexe B.
4.3 Comparaison entre décompositions spectrales classiques et généralisée
On compare ici la décomposition (GSD), obtenue par l’algorithme 1 (SI-GSD), et la décomposition
(SD) de la solution de référence. La figure II.3 montre la convergence des décompositions spectrales
par rapport à l’ordre de décomposition. On observe clairement que la (SD) conduit à une meilleure
décomposition au sens de L2 tandis que la (GSD) conduit à une meilleure décomposition au sens de
l’opérateur. Ceci était prévisible étant donnée la définition de ces deux décompositions :
(SD)− L2 : (Λ,W) = argmin
Λ,W
‖u−ΛW‖2L2 (II.32)
(GSD) : (Λ,W) = argmin
Λ,W
‖u−ΛW‖2A (II.33)
On remarque cependant que les deux décompositions conduisent à des précisions relativement sem-
blables pour un ordre M de décomposition.
La figure II.4 montre les 9 premiers modes déterministes de la GSD et de la (SD)-L2. On remarque
que les modes obtenus sont très semblables. Les vecteurs affichés pour (SD)-L2 sont les M vecteurs
propres dominants de la matrice de corrélation E(uuT ), triés par ordre décroissant des valeurs propres
associées. Ceci correspond à un tri des vecteurs par rapport à leur contribution en norme L2 dans la
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Fig. II.3 – Comparaison GSD et SD classique dans la métrique naturelle de L2(Θ, dP ;Rn) : convergence









Fig. II.4 – Premiers modes {Ui}9i=1 de la GSD (a) et de la (SD)-L2 (b)
décomposition spectrale. Pour GSD, une explication est nécessaire pour comprendre comment ont été
obtenus les vecteurs affichés. En réalité, la décomposition obtenue u(M) = Wf(W) n’est pas unique.
Ce qui compte est l’espace engendré par les vecteurs déterministes (colonnes de W). L’algorithme
SI-GSD converge toujours vers le même sous-espace de dimension M , conduisant à une même dé-
composition Wf(W), mais les vecteurs obtenus dépendent de l’initialisation choisie et de l’itération
d’arrêt de l’algorithme. Afin de pouvoir comparer les modes des deux décompositions, on a opéré une
décomposition spectrale au sens de L2 de la décomposition GSD Wf(W). Cela permet de sélection-
ner dans l’espace propre engendré par W une base de vecteurs triés par ordre décroissant de leur
contribution en norme L2 dans la décomposition GSD.
On peut également s’intéresser à une comparaison avec une (SD) au sens d’une autre métrique :
(SD)− E(A) : (Λ,W) = argmin
Λ,W
‖u−ΛW‖2E(A), ‖v‖E(A) = E(vTE(A)v) (II.34)
Ceci correspond à une décomposition de Hilbert-Karhunen-Loève de la solution au sens de la métrique
induite par E(A). On observe sur la figure que cette décomposition a des propriétés de convergence
très proche de la GSD.
4.4 Convergence de l’algorithme Subspace Iteration
Afin d’évaluer la convergence de l’algorithme 1 (SI-GSD), il nous faut comparer les sous-espaces
linéaires engendrés par les itérés W(k), i.e. les espaces Im(W(k)). Cette comparaison est rendue
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Fig. II.5 – Comparaison entre GSD et SD dans la métrique induite par E(A) : convergence en norme
L2 (a) et en norme A (b)
possible par le calcul du plus grand angle principal entre des sous-espaces. Deux matrices W et W˜






où ∠(U, U˜) est l’angle classique entre deux vecteurs [68]. La figure II.6 montre le sinus de l’angle
∠(W(k),W(k+1)) entre deux sous-espaces successifs de l’algorithme SI-GSD, pour différents ordres
de décomposition. On observe une rapide convergence (4 à 5 itérations), quel que soit l’ordre de
décomposition.




















Fig. II.6 – Convergence de (SI-GSD) pour différents ordre M de décomposition : sinus du plus grand
angle principal entre deux itérés ωk = ∠(W(k),W(k+1))
Une autre mesure pertinente de la convergence consiste à observer la convergence de la décom-
position W(k)f(W(k)) obtenue à chaque itération, cette décomposition étant la même sur la classe
d’équivalence des matrices engendrant le même sous-espace linéaire de Rn. La figure II.7 montre l’esti-
mation de la distance (en norme A) entre la décomposition W(k)f(W(k)) et une décomposition u(M)
de référence, obtenue avec un grand nombre d’itérations de SI-GSD.
4.5 Etude de l’algorithme d’Arnoldi (A-GSD)
La figure II.8 montre la convergence (en norme A) des décompositions GSD obtenues par l’al-
gorithme 1 (SI-GSD) et par l’algorithme 2 (A-GSD). On vérifie bien que la décomposition SI-GSD
est meilleure que la décomposition A-GSD. A-GSD ne fournit en effet qu’une approximation de la
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Fig. II.7 – Convergence de (SI-GSD) pour différents ordreM de décomposition : erreur ‖W(k)f(W(k))−
u(M)‖A en fonction de k
GSD optimale, obtenue par SI-GSD. SI-GSD construit le sous-espace propre dominant de l’opérateur
T tandis que A-GSD construit un espace de Krylov (généralisé) qui n’est qu’une approximation du
sous-espace propre dominant (“approximation de Ritz”).














Fig. II.8 – SI-GSD versus A-GSD : convergence de la décomposition en norme A
Dans les problèmes aux valeurs propres classiques, on montre que les vecteurs de Ritz dominants
convergent vers les vecteurs propres dominants. On peut interpréter cette propriété de la manière
suivante : pour M fixé, l’angle entre le sous-espace propre dominant de dimension M et un sous-
espace de Krylov de dimension M ′ > M tend vers zéro quand M ′ augmente. Cela veut dire que le
sous-espace de Krylov tend à contenir les vecteurs propres dominants. Afin de vérifier cette propriété
pour notre pseudo-problème aux valeurs propres, on utilise l’algorithme d’Arnoldi pour la construction
d’un sous-espace de Krylov de dimension M + k puis on sélectionne les M principaux modes de la
décomposition u(M+k) obtenue grâce à une décomposition spectrale tronquée à l’ordre M . On note
AM+k-GSD cette procédure. La figure II.9 illustre la convergence de AM+k-GSD en fonction de M
pour différentes valeurs de k. On observe bien que la décomposition d’ordre M se rapproche de la
décomposition obtenue par SI-GSD lorsque k augmente.
Remarque II.17
La sélection desM modes utilise une métrique L2 ou une métrique induite par E(A). Pour obtenir
une convergence vers la décomposition GSD optimale d’ordreM , la sélection devrait être effectuée
dans la métrique induite par l’opérateur A. Cette sélection ne correspond plus à une décomposition
spectrale mais à une décomposition spectrale généralisée. Pour effectuer cette sélection, on pourrait
appliquer une méthode SI-GSD pour construire l’espace propre dominant de dimension M de la
restriction de l’opérateur T au sous-espace de Krylov de dimension M + k. On devrait alors
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Fig. II.9 – SI-GSD versus AM+k-GSD : sélection des M modes les plus significatifs par rapport à la
métrique naturelle de L2(Θ, dP ;Rn) (a) ou par rapport à la métrique induite par E(A) (b)
observer une vraie convergence avec k de la décomposition d’ordre M obtenue par AM+k-GSD
vers la décomposition optimale.
4.6 Comparaisons entre les algorithmes GSD et l’algorithme de référence PCG
La figure II.10 compare les temps de calcul obtenus par différents algorithmes GSD et l’algorithme
de référence PCG. P-GSD (resp. P’-GSD) désigne l’algorithme 4 avec update complet (resp. partiel)
des variables aléatoires. A-GSD désigne l’algorithme d’Arnoldi. On observe une nette supériorité de
l’algorithme d’Arnoldi. Ceci est dû au fait que pour un ordre M de décomposition, il ne nécessite que
la résolution de M problèmes déterministes de taille n, M problèmes stochastiques de taille P et un
problème stochastique de taille M × P (étape d’actualisation des variables aléatoires).




















Fig. II.10 – Comparaison entre méthodes de résolution : erreur L2 en fonction du temps de calcul
(discrétisation de référence)
On veut à présent tester l’influence de la taille des problèmes (dimension des espaces d’approxima-
tion) sur les temps de résolution. Au niveau spatial, on considère 4 maillages éléments finis différents,
numérotés de 1 à 4, et correspondant respectivement à n = 1150, 1624, 3590 et 6166. Au niveau
stochastique, on considère différents degrés de chaos (p = 2, 3 et 4), correspondant à différentes di-
mensions de l’espace d’approximation SP (P = 66, 286 et 1001). Sur la figure II.11(a), on montre les
convergence de A-GSD et PCG pour le maillage 4 donné et pour différents degrés de chaos. On observe
que A-GSD est relativement insensible à la dimension P tandis que le taux de convergence de PCG est
fortement dégradé lorsque P augmente. Sur la figure II.11(b), on montre les convergence de A-GSD et
PCG pour p = 4 fixé et pour différents maillages. On observe que A-GSD est relativement insensible à
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la dimension n tandis que le taux de convergence de PCG est fortement dégradé lorsque n augmente.
Ces bonnes propriétés de A-GSD sont expliquées par le découplage des problèmes déterministes et
stochastiques.



















(a) Influence de P à n fixé (maillage 4)















PCG , mesh 1
A−GSD , mesh 1
PCG , mesh 2
A−GSD , mesh 2
PCG , mesh 3
A−GSD , mesh 3
(b) Influence de n à P fixé (p = 4)
Fig. II.11 – Influence de la dimension déterministe (différents maillages) et de la dimension stochastique
P (différents ordre de chaos) : erreur L2 en fonction du temps de calcul
5 Applications à un problème de thermique instationnaire
On applique la méthode à un problème de thermique instationnaire linéaire. Cette application
permet d’illustrer les propriétés de la méthode et sa mise en oeuvre pour le cas d’une équation aux
dérivées partielles stochastique parabolique linéaire.
5.1 Formulation du problème et approximation
Le domaine spatial d’étude Ω est représenté sur la figure II.12. Le problème s’écrit : trouver un
champ de température u : Ω× (0, T )×Θ→ R tel que
c∂tu−∇ · (κ∇u) = f sur Ω× (0, T )
−κ∇u · n = gi sur Γi × (0, T ), i = 1, 2
u = 0 sur Γ0 × (0, T )
u|t=0 = u0 sur Ω (II.35)
où (0, T ) le domaine temporel, avec T = 1, c et κ des paramètres matériaux, f une source volumique
de chaleur et g1 (resp. g2) un flux normal de chaleur sur une partie Γ1 (resp. Γ2) de la frontière. Des
conditions de Dirichlet homogènes sont appliquées sur une partie Γ0 de la frontière, qui est la partie
complémentaire de Γ1∪Γ2. Pour les exemples numériques, on choisit u0 = 0. Cependant, nous gardons
cette condition initiale non nulle pour une présentation plus générale de la méthode.
On introduit au niveau spatial une approximation éléments finis. Le problème se ramène alors au
système d’équations différentielles stochastiques : trouver u : (0, T )×Θ→ Rnx tel que
u(0, θ) = u0(θ) (II.36)
C(θ)u˙(t, θ) + K(θ)u(t, θ) = f(t, θ) (II.37)
où C et K sont des matrices aléatoires et où f(t, ·) est un vecteur aléatoire. Au niveau temporel,
on introduit un schéma d’Euler implicite. On note (0 = t0, t1, . . . , tnt = T ) la grille temporelle et
δti = (ti − ti−1) les pas de temps. On note u(θ) = (u(t1, θ)T , . . .u(tn, θ)T )T ∈ Rnxnt . En posant
n = nxnt, le problème stochastique discrétisé au niveau spatial et temporel peut alors se ramener au
problème générique suivant : trouver u : Θ→ Rn tel que
a(u,v; θ) = b(v; θ) ∀v ∈ Rn (II.38)
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Fig. II.12 – Problème de thermique instationnaire : domaine Ω =
(
(0, 1)× (0, 2)) ∪ ((1, 2)× (1, 2)) et
maillage éléments finis associé
où a(·, ·; θ) et b(·; θ) sont respectivement des formes bilinéaire et linéaire sur Rnxnt définies par







b(v; θ) = v(t1)TC(θ)u0(θ) +
nt∑
i=1
δtiv(ti)T f(ti, θ) (II.40)
Remarque II.18
On notera que le schéma d’Euler implicite est équivalent à une approche de Galerkin discontinue
temporelle de degré 0. La formulation (II.38) est la forme variationnelle définissant l’approximation
de Galerkin discontinue au niveau temporel.
5.2 Modélisation probabiliste et approximation
Les paramètres matériau sont considérés comme de simples variables aléatoires, indépendantes du
temps et de l’espace. On prend c(θ) = ξ1(θ) + ξ2(θ) et κ = ξ3(θ) + ξ4(θ), où ξ1, . . . , ξ4 ∈ U(0.7, 1.3)
sont 4 variables aléatoires uniformes indépendantes et identiquement distribuées2. On prend pour la
source volumique une variable aléatoire indépendante du temps et de l’espace : f = ξ5(θ) ∈ N(1, 0.2)3.
On choisit pour les flux aux frontières : g1(t, θ) = ξ6(θ) tT et g2(t, θ) = ξ7(θ)
t
T , où ξ6, ξ7 ∈ N(1, 0.2)
sont deux variables gaussiennes. Le contenu probabiliste est donc représenté par m = 7 variables
aléatoires {ξi}7i=1, qui sont considérées mutuellement indépendantes. Pour l’approximation au niveau
stochastique, on introduit un chaos polynomial généralisé de degré p [171] en ces 7 variables aléatoires.
Les fonctions de base de SP sont donc des polynômes multi-dimensionnels, qui sont le produit de
polynômes de Legendre en ξ1, ξ2, ξ3 et ξ4 et de polynômes d’Hermite en ξ5, ξ6 et ξ7. Pour le problème
de référence, on choisit p = 4, ce qui correspond à une dimension de SP égale à P = (p+m)!m!p! = 330.
Le problème stochastique se ramène alors à la forme générique (II.3), avec
A(u,v) = E (a(u(θ),v(θ); θ)) , B(v) = E (b(v(θ); θ))
5.3 Solution de référence et indicateur d’erreur
La solution du problème de référence (II.3) est notée u ∈ Rn ⊗ SP . Elle est calculée de manière
classique en résolvant à chaque pas de temps un problème stochastique linéaire classique. A chaque
2ξ ∈ U(a, b) désigne une variable aléatoire uniforme sur (a, b)
3ξ ∈ N(µ, σ) désigne une variable gaussienne de moyenne µ et d’écart-type σ
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pas de temps ti, on cherche u(ti, θ) ∈ Rnx ⊗ SP qui vérifie
E
(




vT (C(θ)u(ti−1, θ) + f(ti, θ)δti)
)
(II.41)
Le problème (II.41), qui est un système de nx × P équations (classique des méthodes spectrales de
type Galerkin), est résolu en utilisant un gradient conjugué préconditionné (PCG) avec une tolérance
de 10−5. Le préconditionneur est choisi classiquement en se basant sur l’espérance E(C + Kδti) de
l’opérateur (voir section 4 du chapitre I). Dans la suite, on notera (PCG) cette méthode de résolution
incrémentale classique.
On note u(M) une décomposition spectrale d’ordre M . Afin de comparer les solutions approchées,
on introduit la mesure d’erreur suivante :
ε(M) = ‖u− u
(M)‖
‖u‖ (II.42)




δtiE(u(ti, θ)Tu(ti, θ)) (II.43)
Remarque II.19
La norme L2 définie dans (II.43) coincide avec la norme naturelle de L2(Θ, dP ;L2((0, T );Rn)) si







u(t, θ)Tu(t, θ) dt dP (θ)
5.4 Aspects calcul pour la construction de la GSD
Dans cet exemple, on ne considère que l’algorithme d’Arnoldi (A-GSD) pour la construction de la
GSD. La génération d’un sous-espace de Krylov KM (T,U) de dimension M nécessite la résolution de
M +1 problèmes déterministes U = F(λ) (en comptant l’initialisation) et M problèmes stochastiques
λ = F(U). Enfin, il nécessite une étape d’actualisation Λ = f(W). Détaillons ces trois problèmes.
Problème déterministe : U = F(λ)
Connaissant λ ∈ SP , ce problème déterministe peut s’écrire : trouver U ∈ Rn tel que
A(λU, λV) = B(λV), ∀V ∈ Rn
On peut montrer que ce problème est équivalent au système d’équations suivants :
E(Cλ2)U(t1) + δt1E(Kλ2)U(t1) = E(Cλu0(θ)) + δt1E(λf(t1, ·)) (II.44)
E(Cλ2)(U(ti)−U(ti−1)) + δtiE(Kλ2)U(ti) = δtiE(λf(ti, ·)), i = 2 . . . nt (II.45)
Ce problème est en fait équivalent à la résolution du problème d’évolution déterministe suivant par
un schéma d’Euler implicite :
E(Cλ2)U(0) = E(Cλu0) (II.46)
E(Cλ2)U˙(t) + E(Kλ2)U(t) = E(λf(t, ·)) (II.47)
On notera que dans le cas d’une condition initiale non nulle, cela revient à prendre en compte cette
condition initiale de manière faible. Etant donné le problème étudié, on peut ici écrire C(θ) = c(θ)C0,
K(θ) = κ(θ)K0, avec C0 et K0 des matrices déterministes et f(t; θ) = ξ5(θ)f1 + ξ6(θ)f2(t)+ ξ7(θ)f3(t),
avec f1(t), f2(t) et f3(t) des vecteurs déterministes. La résolution du problème déterministe peut donc
faire appel à un code standard en utilisant E(cλ2) et E(κλ2) comme valeurs des paramètres matériaux
et E(ξiλ), i = 5...7, comme facteurs devant les fonctions temporelles fi.
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Problème stochastique : λ = f(U)
Connaissant U ∈ Rn, ce problème peut s’écrire : trouver λ ∈ SP tel que
E(λ∗Aλ) = E(λ∗B) ∀λ∗ ∈ SP
où A(θ) et B(θ) sont des variables aléatoires définies par
A(θ) = a(U,U; θ) = c(θ)a1(U,U) + κ(θ)a2(U,U) (II.48)
B(θ) = b(U; θ) = ξ5b1(U) + ξ6b2(U) + ξ7b3(U) (II.49)
où les ai et bi sont des formes bilinéaires et linéaires déterministes sur Rn. On notera que d’un point de
vue continu, le quantités ai(U,U) et bi(U) s’interprète comme des intégrales spatiales et temporelles.
Ces quantités sont des quantités classiquement calculées par les codes de calcul usuels.
Problème d’actualisation des variables aléatoires : Λ = F(W)




Aijλj) = E(λ∗iBi), ∀λ∗i ∈ SP , ∀i = 1 . . .M
où les Aij(θ) et Bi(θ) sont des variables aléatoires définies par
Aij(θ) = a(Uj ,Ui; θ) = c(θ)a1(Uj ,Ui) + κ(θ)a2(Uj ,Ui) (II.50)
Bi(θ) = b(Ui; θ) = ξ5b1(Ui) + ξ6b2(Ui) + ξ7b3(Ui) (II.51)
C’est un problème de taille M × P dont la résolution est très classique dans le cadre des méthodes
stochastiques de type Galerkin.
5.5 Comparaison entre décomposition spectrale généralisée (GSD) et classique (SD)
On compare tout d’abord la décomposition spectrale généralisée (GSD) avec la décomposition
spectrale classique de la solution de référence (SD), optimale vis-à-vis de la norme L2 définie dans
(II.43). On choisit ici une grille temporelle uniforme, si bien que cette décomposition peut être ob-
tenue par une décomposition de Karhunen-Loève classique du vecteur aléatoire u ∈ Rn ⊗ SP . La
GSD est obtenue par l’algorithme 2 (A-GSD). La figure II.13 montre que les convergences des deux
décompositions sont sensiblement les mêmes vis-à-vis de la norme L2.


















Fig. II.13 – Convergence de GSD, obtenue par (A-GSD), versus convergence de SD classique (dans la
métrique L2)
Afin de tester la capacité de A-GSD à capturer les vecteurs propres dominants, on utilise la
procédure AM+k-GSD décrite dans le paragraphe 4.5 qui consiste à construire par la méthode A-GSD
un sous-espace de Krylov de dimensionM +k et de sélectionner ensuite lesM modes principaux de la
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décomposition u(M+k) en opérant une décomposition spectrale tronquée à l’ordreM . On utilise ici une
sélection optimale au sens de la norme (II.43). La figure II.14 montre la convergence de la décomposition
GSD d’ordre M , obtenue par AM+k-GSD pour différents k, et la compare à la convergence de la SD
classique. On remarque qu’en augmentant la taille du sous-espace de Krylov généré, la décomposition
GSD d’ordre M se rapproche d’une décomposition optimale au sens de L2.





















Fig. II.14 – (SD) versus (AM+k-GSD) : sélection desM modes prépondérants par rapport à la métrique
L2
5.6 Qualité de la décomposition spectrale généralisée
Sur la figure II.15 (resp. II.16), on peut voir les quantiles (5% et 95%) de l’approximation GSD en
un point donné de l’espace (resp. en un temps donné et sur une ligne verticale donnée). On observe
que l’approximation de ces quantiles converge très vite avec l’ordre de la décomposition. Pour M = 4,
correspondant à une erreur L2 de 10−2, l’approximation de ces quantiles est déjà très bonne.
Fig. II.15 – Quantiles 0.05 et 0.95 des solutions
approchées au point (0.5, 1.5)
Fig. II.16 – Quantiles 0.05 et 0.95 des solutions
approchées sur la ligne verticale x = 0.5 et au
temps t = 0.65s
5.7 Coûts de calcul
On illustre à présent l’efficacité de l’algorithme GSD en le comparant à la méthode de résolution
classique PCG. La figure II.17 montre l’évolution de l’erreur en fonction du temps de calcul. On peut
observer que le taux de convergence de A-GSD est nettement supérieur à celui de PCG.
Pour aller plus loin dans la comparaison, on analyse à présent l’influence des dimensions P et
n des espaces d’approximation stochastique et déterministe. La figure II.18 montre les courbes de
convergence pour différentes degrés de chaos p = 3, 4 and 5, correspondant respectivement à P = 120,
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Fig. II.17 – Erreur versus temps de calcul pour
PCG et A-GSD (discrétisation de référence)






















Fig. II.18 – Influence sur PCG et A-GSD de la
dimension de l’espace d’approximation stochas-
tique (pour p=3, 4 or 5)
330 et 792. On observe qu’une augmentation de P détériore le taux de convergence de PCG tandis
qu’elle n’a qu’une faible influence sur le taux de convergence de A-GSD (et donc sur son coût de
calcul).
Dans la figure II.19, on montre, pour l’algorithme PCG, le temps de calcul nécessaire pour atteindre
une erreur relative de 10−2 en fonction de la dimension n×P de l’espace d’approximation. Les différents
points sont obtenus en faisant varier le degré du chaos, la finesse du maillage éléments finis et le nombre
de pas de temps. On observe que le temps de calcul de PCG croît de manière quasi-linéaire en fonction
de n × P (pente unitaire dans le tracé log-log). La figure (II.20) illustre le gain en temps de calcul
obtenu par l’approche A-GSD en fonction de la dimension n×P . Ce gain est obtenu en comparant les
temps de calcul de A-GSD et PCG pour atteindre une erreur relative de 10−2. On observe que le gain
en temps de calcul croît quasi linéairement en fonction de n × P et peut atteindre, pour les calculs
menés, un facteur 100.












Fig. II.19 – time(PCG) en fonction de n× P


























Fig. II.20 – Gain en temps de calcul : facteur
Tg = time(PCG)time(A−GSD) en fonction de n× P
Pour finir, un autre point très important de l’approche GSD doit être mentionné. Il s’agit du gain
en terme de capacités mémoires requises pour mener le calcul. Ce gain en capacité mémoire pour






et peut atteindre une valeur de 200 pour les plus fines discrétisations traitées dans cet exemple. Cet
aspect capacité mémoire est capital. Notamment, dans cet exemple, les discrétisations testées ont été
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limitées par les capacités mémoires requises par l’algorithme de référence PCG. Sur la même machine,
des calculs bien plus fins ont pu être menés par l’approche GSD.
6 Application aux problèmes non-linéaires
6.1 Application directe de la méthode
La méthode présentée dans ce chapitre ainsi que les algorithmes s’appliquent directement à la
résolution d’un problème non-linéaire
u ∈ Rn ⊗ SP , A(u,v) = B(v) ∀v ∈ Rn ⊗ SP (II.52)
où A est une forme semi-linéaire. Les algorithmes GSD conduisent alors directement à une décompo-
sition spectrale de la solution. Les algorithmes de type méthode des puissances ont été appliqués dans
[125] à la résolution d’une équation de Burgers stochastique (non-linéarité quadratique) et à une équa-
tion de diffusion elliptique (non-linéarité cubique). Des travaux en cours portent sur la mise en oeuvre
de l’algorithme A-GSD pour la résolution d’une équation de Navier-Stokes stationnaire incompressible
(non-linéarité quadratique) [103].
Les algorithmes GSD nécessitent la résolution de problèmes déterministes non-linéaires et de pro-
blèmes stochastiques non-linéaires, qui peuvent généralement être résolus par des solveurs classiques.
Les algorithmes GSD s’avèrent particulièrement efficaces et pertinents lorsque les formes semi-linéaire













où les bk(·) sont des formes linéaires déterministes sur Rn et où les ak(·, ·) sont des formes bilinéaires
déterministes sur Rn voire semi-linéaires avec non-linéarités polynômiales, ce qui est le cas des appli-
cations traitées dans [125, 103]. En effet, dans ce cas, les algorithmes GSD permettent de découpler la
résolution de problèmes stochastiques et de problèmes déterministes, ces derniers ayant une structure
mathématique classique. Les détails de calcul sont introduits dans l’annexe B pour le cas particulier
d’une non-linéarité quadratique (notamment le cas des équations de Burgers ou de Navier-Stokes).
6.2 Variante
Une variante, introduite dans [120], consiste à résoudre le problème (II.52) par un solveur non-
linéaire itératif et à appliquer les algorithmes GSD pour la résolution des problèmes stochastiques
linéaires à chaque itération.
Les algorithmes non-linéaires classiques ramènent la résolution du problème (II.52) à la résolution
de problèmes linéaires successifs (voir section 4.4.2 du chapitre I) : connaissant u(k) ∈ Rn⊗SP , trouver
u(k+1) ∈ Rn ⊗ SP tel que
A(k)(u(k+1),v) = B(k)(v) ∀v ∈ Rn ⊗ SP
où A(k) est une forme bilinéaire et où B(k) est une forme linéaire. Par exemple, dans le cas d’un
algorithme de Newton, la forme A(k) est définie comme la dérivée de Gâteaux A′ de A, évaluée en
u(k), soit





et la forme linéaire B(k) est définie par
B(k)(v) = B(v)−A(u(k),v) +A(k)(u(k),v).
La méthode GSD peut donc être appliquée à chacun des problèmes linéaires successifs, conduisant
à une décomposition spectrale généralisée u(k+1) = W(k+1)Λ(k+1) de l’itéré k + 1. Un avantage de
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la méthode GSD est qu’elle permet alors d’exploiter au fil des itérations l’information calculée dans
les itérations précédentes. En effet, l’algorithme non-linéaire convergeant, on imagine naturellement
que les décompositions spectrales des itérés successifs seront très semblables. Dans [120], il a donc été
proposé un algorithme ré-exploitant les bases spectrales générées au cours des itérations afin d’initia-
liser la résolution des problèmes linéaires successifs. Si on conserve les bases déterministes, cette étape
d’initialisation consiste à actualiser les variables aléatoires associées vis-à-vis du problème courant.
Après cette étape d’initialisation, de nouvelles fonctions déterministes et stochastiques peuvent être
construites (par un algorithme GSD linéaire) afin d’atteindre une précision souhaitée. Cette stratégie
est synthétisée dans l’algorithme 5. On pourra voir dans l’exemple traité dans [120] qu’au fil des itéra-
tions non-linéaires, de moins en moins de nouvelles fonctions sont générées, ce qui se traduit par une
diminution du coût de résolution des problèmes linéaires successifs.
Algorithm 5
1: Initialize u0 = 0
2: for k = 0...kmax do
3: (Reuse) Find Λ(k) ∈ RMk ⊗ SP solving
A(k)(W(k)Λ(k),W(k)Λ∗) = B(k)(W(k)Λ∗) ∀Λ∗ ∈ RMk ⊗ SP
4: With a GSD solver, find (W,Λ) such that u(k+1) ≈ W(k)Λ(k) + WΛ approximates the
problem A(k)(u(k+1),v) = B(k)(v)
5: Set u(k+1) = W(k+1)Λ(k+1) with W(k+1) = (W(k) W) and Λ(k+1) = (Λ(k)T ΛT )T
6: Perform a KL decomposition of u(k+1) = W(k+1)Λ(k+1) and truncate with respect to the cur-




II. Méthode de décomposition spectrale généralisée pour la résolution d’équations stochastiques
7 Conclusions et perspectives
Ce chapitre a présenté les développements d’une nouvelle méthode de résolution d’équations aux
dérivées partielles stochastiques. Cette méthode, baptisée GSD, s’inscrit dans le cadre des approches
spectrales stochastiques de type Galerkin. Elle exploite la structure de produit tensoriel des espaces
d’approximation en conduisant à une décomposition de la solution aléatoire sur une base réduite de
fonctions déterministes et de fonctions stochastiques. Les espaces engendrés par ces bases réduites ap-
paraissent comme les espaces propres dominants d’un pseudo problème aux valeurs propres. La GSD
généralise ainsi le concept de décomposition spectrale. Des algorithmes dédiés ont été proposés pour
la construction de bases réduites (quasi) optimales. Ces algorithmes, en découplant la résolution de
problèmes déterministes et de problèmes stochastiques sur bases réduites, permettent d’obtenir des
gains en temps de calcul considérables par rapport aux techniques de résolution classiques. De part le
type de représentation de la solution, ils permettent également une réduction drastique des ressources
mémoire nécessaires. Plusieurs variantes des algorithmes GSD ont été proposées, qui nécessitent la
résolution de sous-problèmes différents (simple problème déterministe, problème déterministe sur base
réduite stochastique, problème stochastique sur base réduite déterministe, ...). En pratique, le choix
d’une variante pourra être guidé par les questions suivantes : quels types de sous-problèmes sont les
plus faciles à implémenter ? existe-t-il un solveur robuste adapté à un type de sous-problème, éven-
tuellement déjà implémenté dans des codes classiques ?
Pour certaines classes d’équations aux dérivées partielles, certains des algorithmes GSD demandent
la résolution d’un petit nombre de problèmes déterministes ayant une structure mathématique clas-
sique, ce qui autorise l’utilisation de codes de calcul déterministes bien maîtrisés. En ce sens, la méthode
GSD permet de retrouver une forte dose de non-intrusivité et pallie ainsi un autre inconvénient majeur
des approches spectrales de type Galerkin, qui nécessitent la conception de techniques de résolution
ad-hoc (solveurs non-linéaires adaptés, préconditionneurs, ...). En particulier, dans le cas de problèmes
où l’approximation de Galerkin classique ne s’avère pas stable (i.e. problèmes à “convection dominan-
te”), la question de la stabilisation des méthodes de Galerkin stochastique est un point délicat [102].
La méthode GSD permet quant à elle l’utilisation de techniques de stabilisation bien maîtrisés dans
le cadre déterministe. Des travaux en cours concernent l’application de la méthode GSD aux équa-
tions de Navier-Stokes et devraient permettre de justifier l’intérêt de la GSD. Une autre perspective
concerne l’application de la méthode aux problèmes de dynamique en calcul de structures. En séparant
les problèmes déterministes des problèmes stochastiques, la méthode GSD devrait permettre l’utili-
sation de solveurs dynamiques classiques, et notamment de solveurs explicites où le pas de temps est
conditionné par le problème déterministe courant. Dans le cadre des méthodes de Galerkin standards,
l’utilisation d’un schéma temporel explicite nécessite le choix d’un pas de temps très conservatif, qui
peut être intuitivement évalué à partir de la réalisation la plus défavorable des paramètres matériaux.
L’introduction d’indicateurs d’erreur pertinents, basés sur des techniques d’estimation d’erreur a
posteriori, apparaît comme une perspective incontournable. L’évaluation de “l’erreur de réduction”,
i.e. la distance entre l’approximation sur base réduite et l’approximation de Galerkin dans Vn ⊗ SP ,
est un point relativement bien maîtrisé qui est mené classiquement afin de définir des critères d’arrêt
des algorithmes. Une manière standard mais souvent coûteuse d’évaluer cette erreur consiste à cal-
culer le résidu du problème discrétisé. D’autres critères moins coûteux sont proposés dans [119]. Une
question plus primordiale concerne l’estimation a posteriori de la distance entre la solution approchée
et la solution du modèle mathématique non discrétisé (dans V ⊗ S). Il est en effet inutile d’évaluer
avec précision (e.g. la précision machine) l’approximation de Galerkin lorsque l’erreur par rapport à
la solution exacte est non négligeable (e.g. 10−2, 10−3...). Une telle estimation permettrait de fournir
des critères d’arrêt plus pertinents pour la construction des bases réduites. On pourrait également
imaginer une construction adaptative des bases réduites, optimisant les discrétisations déterministes
et stochastiques afin d’atteindre une erreur souhaitée sur une quantité d’intérêt.
La méthode GSD exploite la structure de l’espace de travail V⊗ S, qui s’écrit comme un produit
tensoriel d’un espace de fonctions déterministes V et d’un espace de fonctions stochastiques S. En fait,
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les principes de la GSD et les algorithmes proposés s’appliquent assez naturellement à d’autres types
de problèmes présentant cette structure produit tensoriel de l’espace de travail. Les problèmes les plus
immédiats sont les problèmes d’évolution, où V désigne un espace de fonctions spatiales et S un espace
de fonctions temporelles à valeurs scalaires. Dans ce contexte, elle offre une technique de construction
automatique de bases réduites, alternative aux techniques de réduction de modèle classiques telle que
la POD [152, 7, 133, 5, 170, 96]. On notera d’ailleurs que la méthode GSD est inspirée de la méthode
d’approximation radiale développée dans ce contexte [87, 89, 124]. On peut également mentionner
comme autre type d’application directe des algorithmes GSD les analyses dynamiques dans l’espace
des fréquences où V désigne un espace de fonctions spatiales à valeurs dans C et où S désigne des
fonctions de la fréquence à valeurs dans C. Ces différentes applications (non stochastiques) pourraient
tirer partie de l’efficacité des algorithmes GSD présentés dans ce mémoire.
Une autre perspective concerne l’extension de la méthodologie à des espaces de travail s’écrivant
comme le produit tensoriel de plusieurs espaces fonctionnels. Pour les problèmes d’évolution stochas-
tiques, pour lesquels l’espace de travail s’écrit Vx ⊗ Vt ⊗ S, l’extension de la GSD permettrait de
découpler les dimensions spatiale (Vx), temporelle (Vt) et stochastique (S). Elle pourrait permettre
une réduction supplémentaire des coûts de calcul de la méthode présentée dans ce chapitre (dimi-
nution des besoins mémoires pour le stockage des fonctions spatio-temporelles, diminution du temps
de calcul des intégrations temporelles et spatiales). Dans le cadre des problèmes stochastiques, on
peut également penser à ré-écrire l’espace V ⊗ S sous la forme V ⊗ S1 ⊗ . . . ⊗ Sm, où les Si sont les
espaces de fonctions d’une seule variable aléatoire de base. L’extension de la méthode à ce type de
problème pourrait permettre de découpler les dimensions stochastiques et ainsi d’envisager le trai-
tement de problèmes à grande dimension stochastique. Notons enfin que ce type de problématique
apparaît plus généralement dans le cas d’équations aux dérivées partielles multi-dimensionnelles défi-
nies sur des domaines hyper-rectangulaires. Dans ce contexte, une méthodologie de calcul basée sur
la séparation des variables a été proposée [32, 3, 4]. Cette méthode repose sur les mêmes principes de
base que la GSD, bien que fournissant des algorithmes différents, non basés sur une interprétation de
la construction comme un problème aux valeurs propres. Une extension de la GSD à ces problèmes
multi-dimensionnels nécessitera une nouvelle interprétation du problème de construction des bases
réduites et le développement d’algorithmes ad-hoc.
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Chapitre III
Méthodes éléments finis stochastiques
pour la prise en compte d’incertitudes
géométriques
Dans le cadre de la résolution des équations aux dérivées partielles sto-
chastiques, la prise en compte d’incertitudes sur la géométrie (domaine
de définition des équations), est un point encore mal maîtrisé. Ce cha-
pitre résume mes travaux de recherche concernant l’élaboration d’une
nouvelle méthode de calcul pour répondre à cette problématique. Cette
méthode est une extension au cadre stochastique de la méthode X-FEM
(eXtended Finite Element Method).
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1. Problématique et contexte scientifique
1 Problématique et contexte scientifique
Dans le cadre de méthodes éléments finis stochastiques de type Galerkin pour la résolution d’équa-
tions aux dérivées partielles stochastiques, la prise en compte d’incertitudes portant sur l’opérateur ou
les termes sources est aujourd’hui relativement bien maîtrisée. Cependant, la prise en compte d’incer-
titudes sur la géométrie reste un point encore très peu abordé mais qui peut susciter un intérêt majeur
dans de nombreuses applications. Notamment, dans le calcul de structures, diverses applications né-
cessitent la modélisation d’aléas géométriques : modélisation des incertitudes liées à un procédé de
fabrication, homogénéisation de matériaux multi-phasés aléatoires, impact d’une fissure aléatoire sur
la tenue d’une structure...
Une manière simple de résoudre des équations aux dérivées partielles définies sur des domaines
aléatoires consiste à utiliser une approche stochastique dite “non-intrusive” (Monte-Carlo, surface de
réponse...) couplée à une méthode éléments finis classique déterministe. Cependant, ces approches
demandent généralement de nombreuses résolutions déterministes, chaque résolution nécessitant la
construction d’un nouveau maillage conforme à la géométrie. De plus, elles ne conduisent pas à une
description explicite de la solution en fonction des variables décrivant l’aléa sur la géométrie. Afin de
pallier les problèmes de remaillage et de fournir une description explicite de la solution, une alternative
possible consiste à construire une approximation éléments finis classique sur un domaine déterministe
de référence et à introduire un mapping aléatoire entre ce domaine et le domaine physique aléatoire.
Une telle démarche a été utilisée dans [172, 162, 166] et également dans [58] pour le cas d’inter-
faces aléatoires au sein de milieux stratifiés. La difficulté principale de cette approche repose sur la
construction du mapping dans le cas de géométries complexes [163].
Une partie de mes travaux de recherche a consisté à développer une nouvelle méthode éléments
finis stochastiques permettant de pallier les principaux inconvénients des approches classiques. La
méthode proposée, baptisée X-SFEM pour eXtended Stochastic Finite Element Method, est basée
sur une extension au cadre stochastique de la méthode éléments finis étendus (X-FEM) [115, 18]. Les
objectifs principaux qui ont guidé le développement de cette stratégie sont les suivants : définir une
méthode d’approximation robuste, contrôler la précision de l’approximation, éviter les problèmes de
remaillage et obtenir une description explicite de la solution autorisant un post-traitement aisé de la
solution. Pour le cas d’équations définies sur des domaines aléatoires, la méthode X-SFEM présente
de fortes similitudes avec une approche récemment introduite [31], notamment dans la reformulation
du problème continu et la construction des espaces d’approximation. Cette méthode est une extension
au cadre stochastique de la Fictitious Domain Method [67]. Dans le cas particulier des domaines
aléatoires, la différence essentielle avec X-SFEM se situe dans la description de la géométrie aléatoire
et dans la mise en oeuvre numérique de la méthode. On notera d’ailleurs que dans ce cas particulier, X-
SFEM correspond à une extension d’un cas dégénéré de l’approche X-FEM [39, 161] où des méthodes
d’approximation standards peuvent être utilisées au niveau spatial.
Dans une première partie de ce chapitre, nous nous intéresserons au cas d’équations aux dérivées
partielles définies sur un domaine aléatoire, ce qui permettra de dresser un état de l’art de stratégies
existantes pour ce cas particulier (section 3) et d’introduire progressivement les premiers points de la
méthode X-SFEM : reformulation du problème et construction classique d’espaces d’approximation
(section 4), utilisation de la technique des level-sets [148] pour la description de géométries aléatoires
(section 5), mise en oeuvre numérique (section 6). Après avoir introduit les différents ingrédients
de la méthode pour ce premier cas d’étude, nous exposerons les développements nécessaires pour le
traitement de problèmes à interfaces matérielles aléatoires (section 7), ce qui permettra d’introduire
un autre point clé de la méthode : l’enrichissement des espaces d’approximation par la méthode la
partition de l’unité [110].
2 Formulation d’un problème défini sur un domaine aléatoire
Tout en essayant de conserver une vision générale de ce type problème, on illustrera les différentes
méthodologies sur un problème modèle : l’étude des déformations d’une structure élastique linéaire sous
l’hypothèse des petites déformations. Ce problème modèle illustre plus généralement le cas d’équations
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aux dérivées partielles elliptiques linéaires définies sur un domaine aléatoire.
2.1 Formulation du problème déterministe
On considère une structure occupant un domaine Ω ⊂ Rd. Elle est soumise à des efforts volumiques
f(x) sur Ω et des efforts surfaciques F (x) sur une partie Γ2 de la frontière. La structure est fixée sur
une partie Γ1 de la frontière ∂Ω telle que Γ1 ∩ Γ2 = ∅. Sur la partie complémentaire de Γ1 ∪ Γ2 dans
∂Ω, notée Γ0, on impose des efforts surfaciques nuls. On note u(x) le champ de déplacement et ε(u)
la partie symétrique du gradient de u (tenseur des déformations). On considère un matériau élastique
linéaire et on note C le tenseur de Hooke. La formulation variationnelle de ce problème peut s’écrire :
trouver u ∈ V = {v ∈ (H1(Ω))d;v = 0 sur Γ1} tel que∫
Ω
ε(v) : C : ε(u) dx =
∫
Ω
v · f dx+
∫
Γ2
v · F dx ∀v ∈ V (III.1)
2.2 Formulation du problème stochastique
On considère à présent le domaine aléatoire. On introduit un espace de probabilité (Θ,B, P )
permettant de représenter le contenu probabiliste du problème. La domaine aléatoire est caractérisé
par une variable aléatoire Ω : θ ∈ Θ 7→ Ω(θ) ⊂ Rd. Ω(θ) représente une réalisation du domaine associée
à l’événement élémentaire θ ∈ Θ.
Pour θ ∈ Θ donné, on introduit naturellement un espace fonctionnel associé V(θ) pour le champ
de déplacement :
V(θ) = {v ∈ (H1(Ω(θ)))d;v = 0 sur Γ1(θ)} (III.2)
Le problème stochastique peut alors être formulé de la manière suivante : trouver u : θ ∈ Θ 7→ u(·, θ) ∈
V(θ) tel que l’on ait P -presque sûrement
a(u(·, θ),v; θ) = b(v; θ) ∀v ∈ V(θ), (III.3)
où a(·, ·; θ) est une forme bilinéaire continue symétrique coercive sur V(θ) × V(θ) et b(·; θ) est une








f · v dx+
∫
Γ2(θ)
F · v ds. (III.5)
La formulation (III.3) est une formulation forte au niveau stochastique.
2.3 Formulation faible du problème et caractère bien posé
A présent, on introduit une formulation faible du problème au niveau stochastique. On considère
que le problème peut être formulé dans l’espace fonctionnel suivant :
W = {v : θ ∈ Θ 7→ v(·, θ) ∈ V(θ);
∫
Θ
‖u‖2V(θ) dP (θ) <∞} := L2(Θ, dP ;V). (III.6)
La formulation faible du problème s’écrit alors : trouver u ∈W tel que









b(v; θ) dP (θ) := E(b(v; θ)). (III.9)
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On considérera que la forme bilinéaire A est continue et coercive surW×W et que B est continue surW.
Ces propriétés garantissent le caractère bien posé du problème. Dans le cas de domaines déterministes,
on peut se reporter à [15, 50, 154] pour une étude détaillée des hypothèses suffisantes de régularité sur
les données conduisant à ces propriétés (voir également section 4 du chapitre I). Peu de travaux ont
été consacrés à l’étude mathématique approfondie des problèmes à géométrie incertaine et notamment
à l’étude des propriétés de régularité de la géométrie nécessaires pour garantir le caractère bien posé.
Quelques résultats mathématiques concernant l’impact d’incertitudes sur le domaine peuvent être
trouvés dans [11, 12].
Remarque III.1
Les propriétés de coercivité et de continuité de A et B peuvent être naturellement héritées de celles
de a et b. Considérons que ∀u,v ∈ V(θ),
|a(u,v; θ)| 6 ca‖u‖V(θ)‖v‖V(θ),
a(v,v; θ) > αa‖v‖2V(θ),
|b(v; θ)| 6 cb‖v‖V(θ)
où ca, cb <∞ et αa > 0. Ces constantes dépendent a priori des propriétés matériaux, des charge-
ments et de la géométrie. Cependant, s’il existe de telles constantes indépendantes de l’événement
et telles que les propriétés ci-dessus soient presque sûrement vérifiées, on peut aisément montrer
que A et B possèdent les propriétés de coercivité et de continuité avec ces mêmes constantes. Ces
conditions sont suffisantes mais très certainement non nécessaires. Elles sont cependant vérifiées
dans les exemples traités dans ce chapitre.
2.4 Discrétisation probabiliste
On adopte une vision paramétrique des incertitudes en considérant que le contenu probabiliste
du problème peut être représenté par un nombre fini de variables aléatoires ξ : Θ → Ξ ⊂ Rm de
loi de probabilité connue Pξ. Notamment, on considère que le domaine aléatoire peut s’exprimer en
fonction de ces variables aléatoires, Ω(θ) ≡ Ω(ξ(θ)). Les quantités intervenant dans la formulation
(III.7) peuvent donc être écrites en fonction de ces variables aléatoires :
V(θ) ≡ V(ξ(θ)), a(·, ·; θ) ≡ a(·, ·; ξ(θ)), b(·; θ) ≡ b(·; ξ(θ)).
D’après le lemme de Doob-Dynkin [127], on peut donc se ramener à un problème défini sur l’espace
de probabilité (Ξ,BΞ, Pξ) et définir un nouvel espace fonctionnel de travail :
W = {u : ξ ∈ Ξ 7→ u(·, ξ) ∈ V(ξ);E(‖u(·, ξ)‖2V(ξ)) <∞} := L2(Ξ, dPξ;V). (III.10)
où l’espérance mathématique est définie par E(f(ξ)) =
∫
Ξ f(y)dPξ(y).
3 Méthodes éléments finis stochastiques : approches classiques
L’espace fonctionnel de travail W, défini dans (III.6) ou de manière équivalente dans (III.10), n’a
pas la structure d’un produit tensoriel d’un espace fonctionnel déterministe par un espace fonctionnel
stochastique. L’application des méthodes éléments finis stochastiques décrites dans le chapitre I n’est
donc clairement pas immédiate. Dans cette partie, nous rappelons des approches classiques permettant
d’étendre ces méthodes à notre problème d’intérêt et présentons également une technique alternative
plus récente, basée sur l’introduction de mappings aléatoires.
3.1 Approches non-intrusives et éléments finis classiques avec remaillages
Une manière naturelle de résoudre un problème stochastique défini sur un domaine aléatoire
consiste à utiliser une méthode stochastique non-intrusive, telle qu’une méthode d’intégration directe
ou une méthode de projection ou de régression sur une base fonctionnelle (voir section 2 du chapitre
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I). Ces techniques nécessitent alors la résolution du problème (III.3) pour des événements élémentaires
donnés θk ∈ Θ. Ces techniques ont l’avantage de ne nécessiter qu’un simple code de calcul déterministe.
Pour un événement donné θk ∈ Θ, on peut introduire un maillage éléments finis Th(θk) du domaine
Ω(θk) et l’espace d’approximation éléments finis associé Vh(θk) ⊂ V(θk).
Le premier inconvénient de ces techniques est qu’elles peuvent nécessiter de nombreux calculs
déterministes, chacun de ces calculs comprenant les étapes suivantes : maillage du domaine, assemblage
et résolution du problème éléments finis associé. Un autre inconvénient est que les solutions uh(·, θk) ∈
Vh(θk) sont définies sur des maillages différents et que les problèmes éléments finis associés ont une
structure algébrique différente. L’information sur les réalisations non calculées est donc en général
inaccessible. Notamment, on ne pourra pas obtenir une représentation explicite de la solution en
fonction des variables aléatoires de base. De plus, effectuer une analyse probabiliste a posteriori de la
solution complète nécessiterait de stocker les maillages et solutions éléments finis de tous les événements
élémentaires calculés.
Ce type d’approche, bien que conduisant à un grand coût de calcul, peut cependant être viable
si on s’intéresse à une quantité d’intérêt particulière indépendante de la géométrie J(uh(·, θ); θ). Des
calculs déterministes avec remaillages sont alors effectués pour obtenir les réalisations J(uh(·, θk)) de
cette quantité d’intérêt (voir section 2 du chapitre I pour la description des approches non-intrusives).
3.2 Introduction d’un mapping aléatoire
Afin d’éviter les problèmes de remaillage et d’obtenir une description explicite de la solution, une
technique alternative consiste à caractériser le domaine aléatoire Ω(θ) à l’aide d’un mapping aléatoire
défini sur un domaine de référence déterministe Ω0. Le problème peut alors être écrit sur Ω0, ce
qui permet d’introduire une approche éléments finis stochastiques standard. Une telle stratégie a été
introduite dans [172, 162]. Nous la détaillons brièvement afin d’en retirer ses avantages et inconvénients.
3.2.1 Description de la géométrie aléatoire à l’aide d’un mapping aléatoire
On introduit un domaine de référence déterministe Ω0 ⊂ Rd et on suppose qu’il existe un mapping
Φ(·, θ) entre Ω0 et une réalisation Ω(θ) du domaine aléatoire : Φ(·, θ) : x0 ∈ Ω0 7→ x = Φ(x0, θ) ∈ Ω(θ).
On note Φ−1(·, θ) le mapping inverse. La donnée de Ω0 et Φ permet de caractériser complètement
la géométrie aléatoire. On suppose que les parties Γi(θ) de la frontière sont les images par Φ(·, θ) de
parties complémentaires déterministes Γ0i of ∂Ω0. On note Φ|i la restriction de Φ sur Γ0i .
Une manière de construire un mapping ayant de bonnes propriétés de régularité (continuité, diffé-
rentiabilité) consiste à se donner un domaine de référence et à définir le mapping comme la solution
de l’équation aux dérivées partielles suivante : trouver Φ : Ω0 ×Θ→ Rd tel que
∆0Φ(x0, θ) = 0 sur Ω0 ×Θ (III.11)
Φ(x0, θ) = x(θ) sur ∂Ω0 ×Θ (III.12)
où ∆0 désigne l’opérateur Laplacien par rapport à la variable x0. C’est un problème stochastique à
opérateur déterministe et second membre aléatoire qui peut être résolu par une approche éléments
finis stochastiques classique. Ce problème conduit à un mapping qui respecte la frontière aléatoire
du domaine et qui possède de bonnes propriétés de régularité. Cette méthodologie est généralement
limitée à des domaines simples, aisément paramétrables [172].
3.2.2 Construction de l’espace d’approximation
On introduit un maillage éléments finis fixe T0h du domaine Ω0 et l’espace d’approximation associé :




i (x0)vi, vi ∈ R}, où les ϕ0i ∈ V0 = {v ∈ (H1(Ω0))d;v = 0 sur Γ01}
sont les fonctions de base éléments finis associées au maillage T0h. L’espace d’approximation V0n étant
indépendant de l’événement, un espace d’approximation ayant une structure de produit tensoriel peut
être introduit :W0n,P ∼= V0n⊗SP . Un espace d’approximation deWn,P ⊂W peut alors être simplement
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défini par un mapping adapté des fonctions de W0n,P :
Wn,P = {v(x, θ) = v0(Φ−1(x, θ), θ), v0 ∈W0n,P } (III.13)
= {v(x, θ) =
n∑
i=1
ϕi(x, θ)vi(θ), vi(θ) ∈ SP },
où ϕi(x, θ) = ϕ0i (Φ−1(x, θ)). L’image de T0h par le mapping Φ(·, θ) est un maillage Th(θ) de Ω(θ) qui
peut être considéré comme un maillage aléatoire.
3.2.3 Définition et construction de l’approximation
L’approximation de Galerkin un,P peut alors être définie classiquement en injectant dans la formu-
lation (III.7) l’espace d’approximationWn,P . En notant u = (u1 . . . un)T ∈ Rn⊗SP le vecteur aléatoire
associé à un élément un,P =
∑n
i=1ϕiui ∈Wn,P , cela conduit à la résolution du système d’équations :
E(vTAu) = E(vTb) ∀v ∈ Rn ⊗ SP (III.14)
où A est une matrice aléatoire et b un vecteur aléatoire dont les coefficients peuvent s’obtenir par
intégration sur le domaine de référence. Pour toute fonction f(x, θ), avec x ∈ Ω(θ), notons f0(x0, θ) =
f(Φ(x0, θ), θ) la fonction correspondante définie sur Ω0 ×Θ. Les coefficients de A et b peuvent alors
s’écrire :
(A(θ))ij = a(ϕj ,ϕi; θ) =
∫
Ω0
ε(ϕ0i ) : C0 : ε(ϕ0j ) J0 dx0, (III.15)
(b(θ))i = b(ϕi; θ) =
∫
Ω0
ϕ0i · f0 J0 dx0 +
∫
Γ02
ϕ0i · F 0 J0|2 ds0, (III.16)
où J0 et J0|2 sont les jacobiens de Φ et Φ|2 respectivement. Dans l’équation (III.15), le tenseur de






















L’aléa sur la géométrie est contenu uniquement dans les mappings Φ et Φ|2 et leurs jacobiens. On
notera que ce problème pourrait être écrit comme un problème d’élasticité classique sur Ω0 en modifiant
la définition du tenseur d’élasticité et des efforts. L’intégration du premier membre et du second
membre du système (III.14) n’est pas triviale et nécessite un soin particulier. Une représentation
stochastique explicite des mappings peut faciliter cette étape d’intégration.
Une autre définition de l’approximation, basée sur une approche de projection, peut également








Cependant, dans ce cas, l’approximation un,P obtenue apparaît comme la projection de la solution
semi-discrétisée uh par rapport au produit scalaire suivant :










u0 · v0 dx dP (θ). (III.19)
qui ne correspond pas à une projection L2 classique de la solution définie sur le domaine physique.
1L’expression (III.18) suppose que les fonctions Hα sont orthonormées dans L2(Θ, dP ).
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3.2.4 Commentaires
Comparée aux approches classiques éléments finis avec remaillages, cette méthode a l’avantage de
ne pas nécessiter de remaillage. Elle conduit aussi à une description explicite de la solution. Cependant,
elle présente différents inconvénients. Tout d’abord, la construction du mapping Φ n’est pas triviale et
nécessite le développement de méthodes numériques ad-hoc [163, 172]. Les restrictions sur la régularité
du mapping ne permettent pas de traiter le cas de géométries complexes, notamment des géométries
pour lesquelles des événements différents peuvent être associés à des topologies différentes du domaine.
De plus, comme l’approximation n’a pas une structure de produit tensoriel, un post-traitement du
vecteur aléatoire u ne donne pas d’information pertinente sur la solution physique. Par exemple,
l’espérance E(u) fournit l’espérance de u0(x0, θ) mais pas l’espérance du déplacement physique u(x, θ)
en un point donné x.
4 Reformulation et approximation du problème sur un domaine fictif dé-
terministe
Afin de retrouver une structure produit tensoriel de l’espace de travail et ainsi de pouvoir mettre
en oeuvre les méthodes d’approximation classiques, une possibilité consiste à reformuler le problème
sur un domaine fictif déterministe englobant le domaine physique, en considérant un prolongement
de la solution sur ce domaine. Dans un cadre déterministe, cette reformulation sur un domaine fictif
indépendant de la géométrie est introduit dans différentes méthodes : méthode X-FEM [39, 161],
Fictitious Domain Method [67].
La méthode présentée dans la suite de ce chapitre [126, 123] est une extension au cadre stochastique
de la méthode X-FEM. La reformulation utilisée est semblable à celle utilisée dans le contexte de la
Fictitious Domain Method, dont l’extension au cadre stochastique a été proposée en parallèle de mes
activités de recherche [31].
4.1 Prolongement de la solution sur un domaine fictif déterministe
On définit un domaine fictif D qui contient toutes les réalisations du domaine aléatoire (voir figure
III.1) :
∪θ∈ΘΩ(θ) ⊂ D.
L’objectif est d’introduire une reformulation équivalente du problème en considérant un prolongement
de la solution u sur D × Θ. Bien sûr, on ne s’intéressera en pratique qu’à la partie physique de la
solution.
Définition III.2
La partie physique d’une solution u définie sur D × Θ est la restriction u|P de u sur le domaine
physique P ⊂ D ×Θ, défini par
P = {(x, θ) ∈ D ×Θ;x ∈ Ω(θ)}. (III.20)
Pour l’instant, on considère le cas où la partie Γ1 du domaine où on impose les condi-
tions de Dirichlet est déterministe et est contenue dans une partie de la frontière ∂D
(figure III.2). On soulèvera cette hypothèse un peu plus loin.
4.2 Reformulation et analyse mathématique du problème
On peut à présent introduire l’espace fonctionnel de fonctions spatiales
V = {v ∈ (H1(D))d;v = 0 sur Γ1}, (III.21)
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D
Ω(θ)
Fig. III.1 – Domaine déterministe D incluant




Fig. III.2 – Cas où Γ1 est déterministe et Γ1 ⊂ ∂D
qui est indépendant de l’événement élémentaire. La solution aléatoire peut alors être recherchée dans
l’espace fonctionnel





dP (θ) <∞} := L2(Θ, dP ;V), (III.22)
Le problème stochastique (III.7) peut être reformulé comme suit :
u ∈W, A(u,v) = B(v) ∀v ∈W (III.23)
où les formes A et B sont toujours définies comme dans la formulation initiale (III.7). La forme
bilinéaire A n’est que semi-coercive surW. Il existe donc une infinité de solutions au problème (III.23).
On montre cependant la propriété suivante [126].
Propriété III.3
La partie physique de la solution est unique et coincide avec la solution du problème initial (III.7).
En d’autres termes, toutes les solutions du problème (III.23) ne diffèrent que par des fonctions dont
le support est inclus dans la partie complémentaire de P, appelée “domaine non physique”. Si on
introduit la relation d’équivalence suivante sur W,
u1 ∼ u2 ⇔ u1 = u2 sur P,
le problème (III.23) admet une solution unique sur l’espace quotient W/ ∼.
Par la suite, on note IP(x, θ) la fonction indicatrice de P, définies sur D ×Θ, qui s’écrit
IP(x, θ) =
{
1 si (x, θ) ∈ P
0 sinon := IΩ(θ)(x), (III.24)
où IΩ(θ)(x) est la fonction indicatrice classique du domaine spatial Ω(θ). Les formes bilinéaire A et

















v · F ds dP (θ). (III.26)
4.3 Définition classique des espaces d’approximation
Dans le cas où Γ1 est déterministe, l’espace fonctionnelW défini dans (III.22) retrouve une structure
de produit tensoriel d’espaces :
W = L2(Θ, dP ;V) ∼= V⊗ L2(Θ, dP ). (III.27)
De plus, le fait que Γ1 soit incluse dans un partie de la frontière ∂D du domaine fictif rend plus aisée
la construction d’un espace d’approximation conforme pour V.
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On introduit un maillage Th du domaine D et on note {ϕi}ni=1 une base d’approximation éléments
finis associée dans V. L’espace d’approximation spatial peut donc s’écrire :
Vh = {v(x) =
n∑
i=1
ϕi(x)vi = ϕ(x)v, v ∈ Rn}. (III.28)
Un espace d’approximation Wh ⊂W peut alors être défini de la manière suivante :
Wh = Vh ⊗ S = {v(x, θ) = ϕ(x)v(θ), v ∈ Rn ⊗ S}. (III.29)
Au niveau stochastique, on introduit un espace d’approximation classique SP ⊂ S, avec SP = span{Hα}α∈IP ,
et on obtient ainsi un espace d’approximation Wh,P ⊂W défini par
Wh,P = Vh ⊗ SP = {v(x, θ) = ϕ(x)v(θ), v ∈ Rn ⊗ SP }. (III.30)
4.4 Approximation de Galerkin
L’approximation de Galerkin uh,P ∈Wh,P est définie par :
A(uh,P ,vh,P ) = B(vh,P ) ∀vh,P ∈Wh,P , (III.31)
4.4.1 Propriété d’optimalité de la solution
La forme A étant symétrique, continue et semi-coercive sur W, elle définit sur W un semi-produit
scalaire
 u,v A= A(u,v). (III.32)
et une semi-norme associée, notée ‖ · ‖A. Si on note u une solution particulière du problème (III.23),
l’approximation de Galerkin satisfait
‖uh,P − u‖A = min
vh,P∈Wh,P
‖vh,P − u‖A. (III.33)
‖ · ‖A n’étant qu’une semi-norme sur W, l’approximation de Galerkin n’est pas forcément définie de
manière unique. Cependant, le noyau de cette norme étant l’ensemble des fonctions dont le support
est inclus dans le complémentaire de P, sa restriction à W est une norme. On peut donc interpréter
(III.33) comme suit : la partie physique de l’approximation uh,P |P est la projection unique de la solution
physique exacte u|P par rapport au produit scalaire induit par la restriction de  , A à W.
4.4.2 Système d’équations à résoudre
Le problème (III.31) se ramène au problème classique suivant :
u ∈ Rn ⊗ SP , E(vTAu) = E(vTb) ∀v ∈ Rn ⊗ SP (III.34)









ϕi · f IΩ(θ) dx+
∫
Γ2(θ)
ϕi · F ds (III.36)
Les aspects calculs pour la résolution du problème (III.34) seront détaillés dans la section 6.
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4.4.3 Question d’unicité de l’approximation
On a vu qu’il existait une infinité de solutions du problème initial dans W. L’approximation de
Galerkin peut également ne pas être définie de manière unique, ce qui se traduit par un système
d’équations (III.34) seulement semi-défini. C’est le cas si la base de fonctions ϕi(x)Hα(θ) est dans le
noyau à gauche de la forme bilinéaire A, qui on le rappelle est seulement semi-coercive sur W. Cela
intervient si la mesure de l’intersection entre le support de la fonction de base et le domaine physique
P est nulle, soit
µ(supp(ϕi(x)Hα(θ)) ∩ P) = 0, (III.37)
où µ = λ⊗ P est la mesure produit sur D ×Θ, avec λ la mesure de Lebesgue sur D. Le support des
fonctions de base est défini par
supp(ϕi(x)Hα(θ)) = closure({(x, θ) ∈ D ×Θ;ϕi(x)Hα(θ) 6= 0}). (III.38)
Les degrés de liberté ui,α associés sont alors indéterminés. Cependant, comme ils ne contribuent
qu’à la partie non-physique de la solution, ils peuvent être arbitrairement choisis sans perturber la
solution physique obtenue. En pratique, ces degrés de liberté indéterminés seront facilement détectés
dans la procédure de résolution car ils correspondent à des termes diagonaux nuls dans le système
(III.34), i.e. E((A)iiHαHα) = 0. Dans le cas particulier où supp(Hα) = Θ, ce qui est le cas avec
des bases d’approximation spectrales au niveau stochastique, la condition (III.37) est équivalente à
P ({λ(supp(ϕi)∩Ω) = 0}) = 1. Cela apparaît si le sous-ensemble d’éléments de Th composant supp(ϕi)
est presque sûrement hors du domaine aléatoire Ω. Les éléments presque sûrement hors du domaine
étant automatiquement détectés durant la procédure de résolution décrite dans la section 6, le repérage
des degrés de liberté indéterminés est donc immédiat. On notera finalement que si supp(Hα) = Θ et si
tous les éléments dans Th ont une probabilité non nulle d’intersecter le domaine Ω, le système (III.34)
est défini et l’approximation de Galerkin est unique.
4.5 Autres méthodes de projection
4.5.1 Méthode de projection L2 au niveau stochastique
Une autre manière de définir une approximation uh,P ∈ Wh,P est d’utiliser une méthode de pro-
jection L2 au niveau stochastique, afin de pouvoir utiliser un code déterministe classique. Notons uh
la solution du problème semi-discrétisé :
uh ∈Wh, A(uh,vh) = L(vh) ∀vh ∈Wh. (III.39)
En notant uh = ϕ(x)u(θ), le vecteur aléatoire u(θ) est une solution faible du système d’équations
A(θ)u(θ) = b(θ), (III.40)
où la matrice A et le vecteur b sont définis respectivement par les équations (III.35) et (III.36). Pour un
événement élémentaire donné θ ∈ Θ, l’équation (III.40) correspond à un calcul déterministe classique
dans le cadre de la méthode X-FEM (voire de la Fictitious Domain Method).A(θ) peut n’être que semi-
définie positive. Une manière naturelle de définir une pseudo-inverse A(θ)+ de A(θ) consiste à mettre à
zéro les degrés de liberté indéterminés. Ces degrés de liberté sont associés aux fonctions de base ϕi dont
le support est tel que λ(supp(ϕi) ∩ Ω(θ)) = 0, c’est-à-dire les fonctions telles qu’aucun des éléments
finis composant leur support n’intersecte le domaine Ω(θ). Une méthode de projection L2 classique
consiste alors à projeter u sur Rn ⊗ SP par rapport au produit scalaire naturel de L2(Θ, dP ;Rn).
Les coefficients de la décomposition u(θ) = ∑α∈IP uαHα(θ) sont alors obtenus par une intégration
stochastique adaptée 2 :




2L’expression (III.41) suppose que les fonctions Hα sont orthonormées dans L2(Θ, dP ).
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Au niveau continu, cela revient à définir uh,P comme la projection de uh ∈ Wh sur Wh,P au sens
suivant :
‖uh,P − uh‖L2(D×Θ,dµ) = min
vh,P∈Wh,P
‖vh,P − uh‖L2(D×Θ,dµ), (III.42)






v(x, θ) · v(x, θ)dx dP (θ). (III.43)
Les exemples numériques montrent qu’une telle définition de l’approximation conduit à des résul-
tats d’une qualité nettement inférieure à l’approche de Galerkin. En fait, des erreurs importantes sont
faites sur les éléments finis K ∈ Th qui ont une probabilité non nulle et strictement inférieure à 1
d’intersecter le domaine physique, i.e. 0 < P ({λ(K ∩ Ω(θ)) = 0}) < 1.
4.5.2 Comment définir une bonne méthode de projection L2 ?
L’inconvénient de la projection L2 présentée ci-dessus est qu’elle donne un poids à la partie non
physique de la solution, qui en pratique est obtenue par un prolongement à zéro artificiel de la solution
physique. Une approche de projection L2 classique souffre alors du manque de régularité au niveau
stochastique de la solution ainsi prolongée. L’utilisation de bases d’approximation stochastiques clas-
siques (polynômiales) conduira alors à de mauvaises propriétés de convergence de l’approximation.
De plus, l’obtention des projections nécessitera une intégration stochastique précise et adaptée aux
irrégularités de la solution semi-discrète uh.
En fait, une “bonne” méthode de projection L2 devrait être basée sur l’utilisation d’une norme
physique, comme pour l’approche de Galerkin. Par exemple, on pourrait définir la solution approchée
de la manière suivante :
‖uh,P − uh‖L2(P,dµ) = min
vh,P∈Wh,P
‖vh,P − uh‖L2(P,dµ), (III.44)
où uh(x, θ) = ϕ(x)u(θ) est la solution du problème semi-discret (III.39) et où la norme ‖ · ‖L2(P,dµ)
est la norme L2 classique sur la restriction des fonctions au domaine physique P. Cela conduit à la









vh,P · uh dx dP (θ). (III.45)
Le problème (III.45) est équivalent au système d’équations suivant :∑
α∈IP
E(HβMHα)uα = E(HβMu) ∀β ∈ IP , (III.46)





ϕi(x) ·ϕj(x) dx =
∫
D
ϕi(x) ·ϕj(x) IP(x, θ) dx. (III.47)
Une bonne méthode de projection, basée sur une norme physique, conduit donc à la résolution d’un
problème similaire au problème (III.34) définissant l’approximation de Galerkin. Cette bonne méthode
de projection L2 conduit donc aux mêmes difficultés techniques que l’approche de Galerkin. La non-
intrusivité d’une approche de projection classique est donc clairement perdue.
4.6 Traitement des conditions de Dirichlet
Jusqu’ici, nous avons considéré le cas où la frontière Γ1 de type Dirichlet était une partie détermi-
niste de la frontière du domaine fictif. Dans le cas où Γ1(θ) est aléatoire, W n’a plus une structure de
produit tensoriel. L’application des méthodes éléments finis stochastiques standards nécessitent donc
une nouvelle reformulation du problème. On présente des démarches possibles permettant de prendre
en compte de telles conditions.
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4.6.1 Multiplicateur de Lagrange sur la frontière
On peut introduire un multiplicateur de Lagrange p défini sur la frontière afin d’imposer les
conditions de Dirichlet au sens faible [8]. On introduit les espaces fonctionnels suivants :
W˜ = L2(Θ, dP ; (H1(D))d) ∼= (H1(D))d ⊗ L2(Θ, dP ) (III.48)
Q = {p : θ ∈ Θ 7→ p(·, θ) ∈ H−1/2(Γ1(θ));
∫
Θ
‖p(·, θ)‖2H−1/2(Γ1(θ)) dP (θ) <∞}. (III.49)
Le problème peut alors être réécrit sous la forme d’un problème mixte : trouver (u,p) ∈ W˜ × Q tel
que ∀(v, q) ∈ W˜× Q,
A(u,v) + C(p,v) = B(v), (III.50)







q · u ds dP (θ) (III.52)
Construction des espaces d’approximation
La construction de l’espace d’approximation W˜h,P pour u devient classique puisque W˜ = (H1(D))d⊗
S. Par contre, un soin particulier doit être apporté au choix d’un espace d’approximation Qh′,P ⊂ Q,
afin de vérifier les conditions inf-sup discrètes, ou conditions LBB [27]. Cette condition demande








Une idée, utilisée dans [31], consiste à introduire un mapping aléatoire γ(θ) qui à une frontière
déterministe Γ01 associe la frontière Γ1(θ). Pour v ∈ (H1/2(Γ1))d, notons v0 = v ◦ γ−1 ∈ (H1/2(Γ01))d.






q0 · v0 ds dP
On associe à p ∈ H−1/2(Γ1) un élément p0 de (H−1/2(Γ01))d défini par
C0(p0,v0) = C(p,v) ∀v0 ∈ (H1/2(Γ01))d
On peut alors introduire une approximation éléments finis sur Γ01 en utilisant un maillage fixe de la
frontière. Cela conduit à la définition d’un espace d’approximation classique Q0h′,P ⊂ (H−1/2(Γ01))d⊗S.
L’espace d’approximation Qh′,P peut alors être défini par
Qh′,P = {p ∈ Q; p0 ∈ Q0h′,P }
Remarque III.4
Dans [31], une formulation différente est utilisée. Les auteurs considèrent le cas où Γ1(θ) = ∂Ω(θ).






ε(v) : C : ε(u) dx
où l’intégrale spatiale est prolongée au domaineD tout entier et l’espace de travail W˜ = (H10 (D))d⊗
S. L’intérêt est que la forme bilinéaire A(u,v) = E(a(u,v)), où a est une forme bilinéaire déter-
ministe sur (H10 (D))d.
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Remarque III.5
Dans le cas où Γ1 est déterministe et immergée dans le domaine D, Q ∼= H−1/2(Γ1) ⊗ S a une
structure produit tensoriel. La construction d’espaces d’approximation peut donc être menée in-
dépendamment au niveau spatial et stochastique. On peut alors tirer partie des travaux réalisés
dans le cadre déterministe pour la construction d’approximations éléments finis de (H1(D))d et
(H−1/2(Γ1))d vérifiant la condition LBB [65, 113, 54]. Notamment, dans le cadre déterministe 2D,
avec une approximation éléments finis P 1 de H1(Ω) sur un maillage de triangle et une approxima-
tion éléments finis P 0 de H−1/2(Γ1), la condition LBB est vérifiée si 3 6 h′/h 6 L où L est une
constante, h et h′ étant les tailles caractéristiques des maillages du domaine et de l’interface.
Définition de l’approximation de Galerkin
L’approximation de Galerkin est obtenue en injectant les espaces d’approximation dans la formu-
lation mixte (III.50)-(III.51). En identifiant Wh,P ∼= Rn ⊗ SP et Qh′,P ∼= Rn′ ⊗ SP , on peut alors définir
l’approximation de Galerkin du problème mixte par la résolution du système d’équations suivant :
trouver u ∈ Rn ⊗ SP et p ∈ Rn′ ⊗ SP tel que
E(vTAu) + E(vTCp) = E(vTb) ∀v ∈ Rn ⊗ SP (III.54)
E(qTCTu) = 0 ∀q ∈ Rn′ ⊗ SP (III.55)
Remarque III.6
Dans [31], l’approximation SP correspond à une interpolation de Lagrange sur des points de qua-
drature de Gauss stochastiques (voir section 3.2.3 du chapitre I). En notant {θk, ωk} les points et
poids de quadrature, les auteurs utilisent alors l’expression approchée de la forme bilinéaire C :




Etant donnée la forme choisie pour A (voir remarque III.4), la matrice A est déterministe. On
montre alors aisément que grâce à l’approximation (III.56), le système (III.54)-(III.55) se ramène à
un ensemble de problèmes déterministes découplés (voir remarque I.12) :
Au(θk) + C(θk)p(θk) = b(θk) (III.57)
C(θk)Tu(θk) = 0 (III.58)
qui sont des problèmes classiques obtenus dans le cadre de la Fictitious Domain Method détermi-
niste. On notera que l’impact de l’approximation (III.56) sur la prise en compte des conditions aux
limites n’est pas clairement étudié.
4.6.2 Alternatives à explorer
Le problème des approches précédentes réside dans la construction des espaces de multiplicateurs
définis sur la frontière, qui nécessite la définition d’un mapping aléatoire. Une autre idée consiste à
reformuler le problème à l’aide d’un multiplicateur distribué sur le domaine, avec Q ⊂ L2(D) ⊗ S,
tout en gardant la même formulation (III.50)-(III.51) (même expression des formes bilinéaires). On
obtient ainsi des espaces de travail ayant une structure de produit tensoriel à la fois pour le champ
de déplacement et le multiplicateur. On pourra par exemple envisager une approximation éléments
finis P 1 pour le déplacement et P 0 pour le multiplicateur, ces approximations étant définies sur des
maillages différents (éventuellement imbriqués). Une étude mathématique plus précise de ce problème
et des choix des espaces d’approximation éléments finis devra être menée (conditions sur les maillages
pour garantir la condition LBB, ...). On notera que dans le cadre déterministe, d’autres types de
reformulation ont été introduites avec des multiplicateurs distribués sur le domaine [66].
Finalement, afin d’éviter l’utilisation de multiplicateur de Lagrange, d’autres alternatives pour prendre
en compte les conditions de Dirichlet peuvent être envisagées : méthode de pénalité [9], méthode de
Nitsche [118]. Ces différentes approches restent à explorer.
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5 Représentation de la géométrie à l’aide de fonctions de level-sets
Après la reformulation du problème définie dans le paragraphe précédent, on présente ici un des
ingrédients principaux de la méthode X-SFEM : la représentation de la géométrie aléatoire à l’aide de
fonctions level-sets [128, 148]. Les avantages de ce type de représentation sont nombreux : représenta-
tion numérique simple d’une géométrie, représentation de formes complexes (changement possible de
topologie), obtention aisée de grandeurs géométriques (mesures de volumes et surfaces, courbure, ...).
5.1 Level-sets aléatoires
La géométrie peut être représentée de manière implicite en utilisant la technique des level-sets
[148]. Cette technique consiste à représenter une hyper-surface contenue dans un domaine D ∈ Rd
(surface pour d = 3, courbe pour d = 2) par l’iso-zéro d’une fonction φ, appelée fonction level-set. Une
hyper-surface aléatoire Γ(θ) pourra donc naturellement être représentée à l’aide d’un fonction level-set
aléatoire φ(x, θ) telle que
Γ(θ) = {x ∈ D;φ(x, θ) = 0}. (III.59)
D
Γ(θ)
(a) Courbe Γ(θ) ⊂ D (b) Fonction φ(·, θ)
Fig. III.3 – Level-set aléatoire φ(x, θ) dont l’iso-zéro représente une courbe Γ(θ) incluse dans D
La level-set est généralement (mais pas nécessairement) prise comme la fonction distance signée
à l’hyper-surface : φ(x, θ) = ±dist(x,Γ(θ)). Cette fonction distance a des propriétés intéressantes :
bonne régularité, obtention aisée de grandeurs géométriques caractéristiques. Par exemple, sur Γ, le
gradient de φ par rapport à x est le vecteur normal unitaire. La mesure de dirac δΓ(θ) sur Γ(θ) peut
être caractérisée à l’aide de φ : δΓ(θ)(x) = δ(φ(x, θ)), où δ est la fonction Dirac usuelle.
5.2 Description de domaines et interfaces aléatoires
Dans les cas où Γ est fermée dans D, i.e. ∂Γ = ∅ (figure III.4(a)) ou si ∂Γ ∈ ∂D (figure III.4(b)), la
fonction level-set permet de caractériser un domaine aléatoire. En effet, dans ces deux cas, la fonction
φ permet de partitioner D en deux domaines aléatoires complémentaires, correspondant aux domaines
de D où la fonction est négative ou positive. Dans le cas où on cherche à décrire un domaine aléatoire
Ω(θ), on pourra choisir par convention :
Ω(θ) = {x ∈ D;φ(x, θ) < 0} (III.60)
On notera que la fonction indicatrice d’un tel domaine s’exprime simplement :
IΩ(θ)(x) = H(−φ(x, θ)) (III.61)
où H : R→ {0, 1} est la fonction heaviside définie par
H(y) =
{
1 if y > 0
0 if y 6 0 (III.62)
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(a) ∂Γ = ∅
D
Ω(θ) Γ(θ)
(b) ∂Γ ⊂ ∂D
Fig. III.4 – Cas d’hyper-surfaces représentables par une fonction level-set.
On peut également s’intéresser à la représentation d’une partie aléatoire de la frontière deD (figure
III.5(a)), notamment pour l’application de conditions aux limites particulières. Dans ce cas, cette partie
de la frontière peut être caractérisée par la restriction d’une level-set à la frontière de D :
Γ(θ) = {x ∈ ∂D;φ(x, θ) < 0}
D
Γ(θ)
(a) Γ ⊂ ∂D
D
Γ(θ)
(b) Γ ⊂ D, ∂Γ 6= ∅
Fig. III.5 – Autres cas d’hyper-surfaces.
Enfin, on pourra également s’intéresser à la description d’une hyper-surface Γ ouverte dans D
(figure III.5(b)). Elle peut représenter une partie de la frontière d’un domaine aléatoire inclus dans D
ou encore une fissure aléatoire dans un calcul de structure. Dans ce cas, une fonction level-set auxiliaire
sera introduite. La première fonction φ permettra de caractériser le support de Γ et la seconde fonction
φ˜ permettra de définir Γ sur ce support :
Γ(θ) = {x ∈ D;φ(x, θ) = 0; φ˜(x, θ) < 0}
5.3 Construction des level-sets
Pour certaines formes particulières (cercles, hyper-sphères, hyper-plans, ellipsoides, polygones, ...),
une expression explicite des fonctions level-sets peut être utilisée [161]. En considérant les paramètres
décrivant ces formes comme des variables aléatoires, on définit alors simplement les level-sets aléatoires
associées.
Dans le cadre de la technique des level-sets, une manière simple de construire des formes complexes
consiste à utiliser des opérations booléennes classiques sur des domaines de base3. Supposons que Ω1
et Ω2 soient deux domaines, caractérisés respectivement par deux level-sets aléatoires φ1 et φ2, sur
lesquels on effectue des opérations booléennes de base pour obtenir un domaine Ω. La level-set φ
caractérisant Ω peut alors être obtenue par de simples opérations algébriques sur les level-sets :
• union : Ω = Ω1 ∪ Ω2,
φ(x, θ) = min{φ1(x, θ), φ2(x, θ)} (III.63)
3Opérations classiques sur les domaines en CAO (Conception Assistée par Ordinateur) pour la définition d’une
géométrie
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• intersection : Ω = Ω1 ∩ Ω2,
φ(x, θ) = max{φ1(x, θ), φ2(x, θ)} (III.64)
• complément : Ω = Ωc1,
φ(x, θ) = −φ1(x, θ) (III.65)
Dans ce chapitre, nous considérons que les level-sets sont obtenues par ce type de technique. La
question de l’identification de ces level-sets aléatoires à partir d’expériences sera abordée dans le
chapitre IV.
5.4 Discrétisation des level-sets
En pratique, les fonctions level-sets sont discrétisées au niveau spatial en introduisant un maillage
éléments finis du domaine D. En notant {ϕi(x)}i∈I l’ensemble des fonctions d’interpolation associées





où les φi(θ) sont des variables aléatoires correspondant aux valeurs nodales de la level-set aléatoire.
L’utilisation d’une interpolation linéaire pour la level-set entraîne donc une approximation linéaire par
morceaux de la géométrie.
Remarque III.7
Le maillage utilisé pour la représentation de la level-set (donc de la géométrie) peut être différent de
celui utilisé pour l’approximation de la solution d’un problème physique. Cependant, dans le cadre
de la méthode X-SFEM proposée, l’utilisation d’un même maillage simplifie les aspects calculs.
L’incertitude sur la géométrie est donc complètement caractérisée par les valeurs nodales de la
level-set. Après une étape de modélisation probabiliste (voir section 2.4 et chapitre IV), la level-set
sera exprimée en fonction d’un vecteur de variables aléatoires ξ. Ces variables aléatoires peuvent être
simplement les paramètres d’une level-set analytique ou encore les variables aléatoires de base (ou







Dans ce dernier cas, la géométrie aléatoire sera complètement déterminée par la donnée des coefficients
φi,α de la décomposition. Cette représentation explicite de la level-set permet donc une évaluation
rapide des réalisations de la level-set et donc des réalisations associées de la géométrie.
5.5 Intégration
Les intégrales sur des domaines ou interfaces représentées par des level-sets aléatoires peuvent
s’exprimer de la manière suivante :




























En pratique, lorsque les level-sets sont interpolées sur un maillage éléments finis, ces intégrales sont
calculées de manière classique par des méthodes de quadrature adaptées sur les éléments du maillage.
Des quadratures exactes peuvent même être définies en opérant des subdivisions des éléments finis.
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6 Résolution numérique de problèmes définis sur des domaines aléatoires
On s’intéresse dans ce paragraphe à la mise en oeuvre de la méthode X-SFEM pour la résolution
de problèmes définis sur un domaine aléatoire. On se concentre ici sur les aspects numériques pour
la construction de l’approximation de Galerkin, définie par le problème (III.31). On considère que le
contenu probabiliste du problème peut être représenté par un ensemble de variables aléatoires ξ et on
notera (Ξ,BΞ, Pξ) l’espace de probabilité associé. Toutes les quantités aléatoires seront exprimées en
fonction de ξ (voir section 2.4).
6.1 Vision globale de la procédure de résolution
La recherche de l’approximation de Galerkin uh,P ∈ Wh,P , définie par le problème (III.31), se
ramène à la recherche d’un vecteur aléatoire u ∈ Rn ⊗ SP , solution du système (III.34), et dont le





L’ensemble des coefficients de cette décomposition est donc solution du système d’équations :∑
α∈IP
E(AHβHα)uα = E(bHβ) ∀β ∈ IP . (III.67)
où A et b sont définis par les équations (III.35) et (III.36). Une première étape consiste à décomposer








bγHγ , bγ = E(bHγ). (III.69)
D’après les propriétés d’orthonormalité des fonctions de base, les coefficients de la décomposition de
b conduisent directement aux termes du second membre du système (III.67). Les coefficients doivent
donc être calculés pour les indices Ib = IP . Les matrices intervenant dans le premier membre du





Quand on utilise des fonctions de base Hα polynômiales (éventuellement polynômiales par morceaux),
si IP correspond à des polynômes de degré au plus p, les coefficients Aγ peuvent n’être calculés que pour
l’ensemble d’indices IA correspondant aux polynômes de degré au plus 2p. En effet, E(HγHβHα) = 0
pour γ ∈ (I\IA). Le calcul des E(HγHαHβ) est classique dans le cadre des méthodes de Galerkin
stochastique (voir chapitre I). De même, le système (III.67) peut être résolu par les techniques décrites
dans le chapitre I (section 4.4), voire par la nouvelle approche proposée dans le chapitre II.
6.2 Calcul des décompositions des matrices et vecteurs aléatoires
Dans la procédure générale décrite précédemment, la seule étape qu’il reste à détailler concerne le
calcul des décompositions (III.68) et (III.69) de la matrice et du vecteur aléatoire. Afin de simplifier
l’exposé, on se restreint ici au cas où les propriétés matérielles (le tenseur C) et les termes sources
(efforts f et F ) sont déterministes. On supposera également que le domaine et la partie Γ2 de la
frontière peuvent être caractérisés par la seule donnée d’une fonction level-set aléatoire φ :
Ω(ξ) = {x ∈ D;φ(x, ξ) < 0} (III.71)
Γ2(ξ) = {x ∈ D;φ(x, ξ) = 0} ∪ {x ∈ ∂2D;φ(x, ξ) < 0} (III.72)
où ∂2D est une partie déterministe de la frontière ∂D.
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6.2.1 Décomposition de matrices et vecteurs élémentaires
















ϕi · f H(−φ) dx+
∫
∂K∩∂2D
ϕi · F H(−φ) ds+
∫
K
ϕi · F δ(φ) dx. (III.75)
Les décompositions stochastiques (III.68) et (III.69) peuvent donc être opérées élément par élément.
On doit donc calculer les coefficients {AK,γ}γ∈IA et {bK,γ}γ∈Ib , définis par








Ces coefficients peuvent être obtenus par une intégration numérique adaptée sur Ξ par rapport à la
mesure dPξ. Notons QK = {(ξ, ω)} une règle de quadrature, où les ξ et les ω désignent respectivement
les points et poids d’intégration (voir section 2.1 du chapitre I). Cette règle de quadrature permet








Le calcul des coefficients de la décomposition nécessite donc le calcul de quantités élémentaires AK(ξ)
et bK(ξ) pour des réalisations ξ, correspondant à des réalisations données φ(·, ξ) de la level-set aléa-
toire. Ces calculs élémentaires sont classiques dans le cadre de la méthode X-FEM déterministe
[115, 161]. Si l’élément est coupé par l’iso-zéro de la level-set φ(·, ξ), une subdivision de l’élément
et de ses côtés, illustrée sur la figure III.6, permet de définir une quadrature spatiale sur K ∩ Ω(ξ),









Fig. III.6 – Pour une réalisation donnée φ(·, ξ) de la level-set, subdivision d’un élément fini triangulaire
K et de ses côtés pour une intégration numérique sur K ∩ Ω(ξ), ∂K ∩ Γ2(ξ) et K ∩ Γ2(ξ).
Remarque III.8
En pratique, on observe cependant que l’utilisation d’une quadrature précise, indépendante de ξ,
peut être suffisante pour intégrer correctement les quantités élémentaires AK(ξ) et bK(ξ). L’in-
térêt est de pouvoir évaluer une fois pour toutes des grandeurs éléments finis classiques (jacobien,
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matrices gradients des fonctions de base, ...) et ainsi d’alléger les coûts de calcul. Cette démarche
s’avère raisonnable car l’erreur d’intégration introduite s’avère généralement inférieure aux erreurs
d’intégration commises par les procédures d’intégration stochastique décrites plus loin (voir [37]).
6.2.2 Régularité stochastique des matrices et vecteurs élémentaires et intégration stochastique
Il nous reste donc à définir une règle de quadrature QK adaptée au niveau stochastique. Le choix
de cette règle dépend clairement de la régularité de AK(ξ) et bK(ξ) par rapport à la variable ξ. Par
exemple, si les composantes de AK(ξ) étaient des polynômes en ξ de degré au plus j, et si on utilisait
des fonctions de base Hγ de degré au plus p, l’intégration de (AKHγ) sur Ξ nécessiterait l’intégration
de fonctions polynômiales de degré au plus p+ j en ξ. On pourrait alors construire une quadrature de
Gauss classique par rapport à la mesure dPξ afin d’intégrer exactement les coefficients AK,γ .
Prenons un exemple simple afin d’analyser la régularité des matrices et vecteurs élémentaires par
rapport à ξ. On considère un maillage spatial Th composé de triangles à 3 noeuds. On considère
également que le tenseur de Hooke est constant. Les fonctions éléments finis ϕi étant linéaires sur




H(−φ(x, ξ)) dx = A0Kλ(K ∩ Ω(ξ)), (III.79)
où (A0K)ij = ε(ϕi) : C : ε(ϕj) est une matrice constante. La régularité stochastique de AK dépend
donc uniquement de la régularité de la fonction λ(K ∩Ω(ξ)), qui est la mesure de l’intersection entre
l’élément K et le domaine physique. Considérons que la level-set définisse un hyper-plan avec une
normale unitaire a fixée et une position qui dépend d’une unique variable aléatoire ξ. La level-set
peut donc s’écrire φ(x, ξ) = x · a − ξ. La figure III.7 illustre alors la dépendance par rapport à ξ de
la fonction λ(K ∩Ω(ξ)). Le domaine stochastique, ici inclus dans R, peut être scindé en 4 intervalles.
Sur ]−∞, ξ1[ et ]ξ3,+∞[, λ(K ∩Ω(ξ)) est constant et respectivement égale à 0 et λ(K). Sur les deux
autres intervalles ]ξ1, ξ2[ et ]ξ2, ξ3[, λ(K ∩ Ω(ξ)) est polynômiale de degré 2 en ξ. Ces deux derniers
intervalles correspondent au cas où la level-set coupe deux côtés de l’élément, chaque intervalle étant









(a) Level-set φ(x, ξ) = x · a− ξ




(b) ξ 7→ λ(K ∩ Ω(ξ))
Fig. III.7 – Régularité de la fonction λ(K ∩ Ω(ξ)) par rapport à ξ.
De la même manière, si les efforts F et f sont des fonctions polynômiales en x, on peut aisé-
ment montrer que leurs contributions dans bK sont des fonctions de ξ polynômiales par morceaux.
Il apparaît donc clairement que de telles fonctions de ξ ne peuvent pas être intégrées proprement
par une méthode de quadrature définie sur Ξ tout entier. L’idée est donc de construire une partition
adaptée de Ξ où sur chaque domaine de la partition, les quantités à intégrer sont (quasi) régulières.
Une quadrature plus précise peut alors être définie sur cette partition. En fait, cette partition peut
complètement être caractérisée par les valeurs de la level-set. La partition idéale de Ξ correspond à
des sous-domaines associés à un état constant de l’élément K, défini par le signe de la level-set sur
les noeuds de l’élément. Pour l’exemple ci-dessus, les 4 états de l’élément, correspondant chacun à
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un sous-domaine stochastique, sont illustrés sur la figure III.8. Dans [123], un algorithme automatique
basé sur une procédure octree a été proposé afin de construire une partition stochastique adaptée
pour l’intégration. Les exemples numériques traités dans [123, 37] étudient de manière détaillée cette
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Fig. III.8 – Signe de la level-set φ(·, ξ) aux noeuds de l’élément K pour chaque sous-domaine stochas-
tique.
6.3 Illustration : Homogénéisation d’un matériau à micro-structure aléatoire
On trouvera dans [126, 123, 37] des détails sur la mise en oeuvre numérique de la méthode ainsi
qu’un ensemble d’applications sur des problèmes modèles. Ces applications illustrent les propriétés de
la méthode : convergence de l’approximation, stabilité vis-à-vis des erreurs d’intégration, efficacité.
On présente ici l’application de la méthode à un calcul d’opérateur homogénéisé sur un volume
élémentaire représentatif (VER). Le VER est inclus dans D = [0, 1]2 et comprend un trou elliptique,
centré en (0.5, 0.5) et de demi-axes aléatoires a(θ), b(θ) ∈ U(0.1, 0.3), qui sont des variables aléatoires
uniformes indépendantes. On montre sur la figure III.9 4 réalisations du contour elliptique, correspon-
dant à des valeurs extrêmes des variables a et b, ainsi que le domaine de variabilité du contour. La
level-set, dans le cas d’une ellipse, peut s’écrire : φ(x, y, θ) = 1 − ( xa(θ))2 − ( yb(θ))2. Les 4 réalisations
“extrêmes” de la level-set sont illustrées sur la figure III.10. On considère un matériau homogène élas-
tique isotrope de module d’Young 1 et de coefficient de Poisson 0.3. On se place en hypothèse des
contraintes planes.
(a) Variabilité (b) a = 0.1, b = 0.1 (c) a = 0.3, b = 0.1 (d) a = 0.1, b = 0.3 (e) a = 0.3, b = 0.3
Fig. III.9 – Domaine avec trou elliptique : domaine de variabilité du contour elliptique (a) et 4 réali-
sations extrêmes du contour
On utilise le maillage représenté sur la figure III.11(a). Le maillage peut être divisé en trois groupes
d’éléments : les éléments presque sûrement dans le domaine (in), les éléments presque sûrement hors du
domaine (out) et les éléments ayant une probabilité non nulle d’être coupés. Afin de mieux conditionner
le problème discrétisé, un élément ayant une probabilité supérieure à 5.10−3 d’être dans le domaine
(resp. hors du domaine) sera considéré in (resp. out). La figure III.11(b) illustre les différents types
d’éléments obtenus.
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(a) a = 0.1, b = 0.1 (b) a = 0.3, b = 0.1 (c) a = 0.1, b = 0.3 (d) a = 0.3, b = 0.3







(b) Etat des éléments
Fig. III.11 – Domaine avec trou elliptique : maillage éléments finis (a), état des éléments (b)
On choisit comme procédure d’homogénéisation une approche avec conditions aux limites en
contraintes homogènes. On note σM la contrainte macroscopique. On choisit comme conditions aux















où ⊗s désigne le produit tensoriel symétrisé. Cette définition garantit la vérification de
mes(D)σM : εM =
∫
Ω(θ)
σ : ε(u) dx
Le tenseur de rigidité homogénéisé aléatoire CM relie la contrainte macroscopique à la déformation
macroscopique par la relation : σM = CM : εM . En pratique, on calcule les composantes du tenseur
de souplesse homogénéisé en effectuant trois cas de chargements, correspondant aux trois états de
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(a) F = nxex (b) F = nyey (c) F = nxey + nyex
Fig. III.12 – Domaine avec trou elliptique : 3 cas de conditions aux limites (contraintes homogènes)
sur ∂D
On note u(ij)(x, θ) les 3 champs de déplacement aléatoires correspondants. Ces trois calculs per-






(u(kl) ⊗s n)ij ds
et par inversion, le tenseur de rigidité homogénéisé. Pour le calcul des solutions u(ij) par la mé-
thode X-SFEM, on utilise un chaos polynômial de Legendre de degré 3 en dimension 2 comme base
d’approximation au niveau stochastique. On calcule ensuite en post-traitement une décomposition du
tenseur CM sur le même chaos polynômial de Legendre de degré 3 (par une méthode de projection
L2). Ce post-traitement est très rapide. On illustre sur la figure III.14 les surfaces de réponse obtenues
pour les différentes composantes (CM )ijkl en fonction de a et b. La surface de réponse obtenue par
la méthode X-SFEM est comparée avec une surface de réponse obtenue par une approche X-FEM
déterministe classique. On observe une très bonne représentation du tenseur homogénéisé sur toute la
plage de variation des variables aléatoires. Les surfaces de réponse obtenues pour les termes (CM )1112
et (CM )2212 sont un peu moins bonnes. Cependant, ces termes sont négligeables par rapports aux










































































Fig. III.13 – Domaine avec trou elliptique : surface de réponse des composantes de l’opérateur de
rigidité homogénéisé CM obtenue par X-SFEM et par une approche X-FEM déterministe (contours
noirs)
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Sur la figure III.14, on peut observer les PDF des composantes du tenseur homogénéisé. Les PDF
provenant de la solution X-SFEM sont obtenues en effectuant 106 réalisations du tenseur homogénéisé
(réalisations calculées très rapidement à partir de la représentation sur le chaos polynômial de CM ).
Ces PDF sont comparées avec celles obtenues par une approche de Monte-Carlo avec 2500 tirages.
Le calcul déterministe associé à chaque tirage est résolu par une méthode X-FEM déterministe. Les
PDF obtenues par la méthode X-SFEM, bien que complexes, sont très proches des PDF obtenues
par l’approche Monte-Carlo. Une plus grande erreur est faite sur les termes (CM )1112 et (CM )2212.
Cependant, la forme générale de la PDF est tout de même respectée pour ces termes.
On notera qu’avec ce nombre de tirages, la méthode de Monte-Carlo est encore loin d’avoir
convergé. Pour donner un ordre d’idée sur les temps de calcul, l’obtention des PDF par l’approche
X-SFEM (calcul des champs de déplacements et post-traitement du tenseur homogénéisé) demande
ici à peu près 35 fois (resp. 140 fois) fois moins de temps que par l’approche Monte-Carlo avec 2500
tirages (resp. 10000 tirages).



















































































Fig. III.14 – Domaine avec trou elliptique : pdf des composantes de l’opérateur de rigidité homogénéisé
CM obtenues par X-SFEM et par une approche de Monte-Carlo (MC)
7 Problèmes à interfaces matérielles aléatoires
On s’intéresse ici au cas de milieux multi-phasés séparés par une interface aléatoire. Dans un
contexte plus général, il s’agit de problèmes où l’opérateur différentiel comprend des paramètres dif-
férents selon la phase considérée. On montre comment la méthode X-SFEM peut être étendue au
traitement de ce type de problèmes.
7.1 Formulation d’un problème à interface matérielle aléatoire
On choisit toujours comme problème modèle un problème d’élasticité linéaire. Le domaine d’étude
Ω est à présent considéré déterministe mais composé de la réunion de deux domaines aléatoires Ω1(θ)
et Ω2(θ), séparés par une interface Γ(θ) = ∂Ω1(θ) ∩ ∂Ω2(θ) (voir figure III.15). Sur le domaine Ωi, les
propriétés matérielles sont caractérisées par un tenseur d’élasticité Ci. On peut travailler dans ce cas
dans l’espace fonctionnel
W = V⊗ S, V = {v ∈ (H1(Ω))d;v = 0 sur Γ1}, S = L2(Θ, dP )
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Fig. III.15 – Problème à interface matérielle aléatoire
La formulation variationnelle du problème peut alors s’écrire :




















v · F ds dP (θ) (III.82)
On considère que l’interface Γ(θ) est représentée par l’iso-zéro d’une fonction level-set aléatoire φ(·, θ).
Les deux domaines aléatoires peuvent alors être caractérisés de la manière suivante :
Ω1(θ) = {x ∈ Ω;φ(x, θ) < 0} Ω2(θ) = {x ∈ Ω;φ(x, θ) > 0} (III.83)






ε(v) : (C1H(−φ(x, θ)) +C2H(φ(x, θ))) : ε(u) dx dP (θ) (III.84)
7.2 Approximation éléments finis stochastiques standard
L’espace de travail W = V ⊗ S ayant une structure de produit tensoriel d’espaces, on peut alors
introduire au niveau spatial et stochastique des espaces d’approximation classiques et définir ainsi
Wh,P = Vh ⊗ SP , Vh ⊂ V, SP ⊂ S
On choisira pour Vh un espace d’approximation éléments finis : Vh = {v(x) =
∑n
i=1ϕi(x)vi =
ϕ(x)v, v ∈ Rn}. L’approximation de Galerkin uh,P ∈Wh,P du problème (III.80) se ramène alors à la
résolution du problème : trouver u ∈ Rn ⊗ SP tel que
E(vTAu) = E(vTb) ∀v ∈ Rn ⊗ SP (III.85)








ϕi · f dx+
∫
Γ2
ϕi · F ds (III.87)
La matrice A et le second membre b possèdent exactement la même structure que pour le cas des
problèmes définis sur des domaines aléatoires. La méthodologie de résolution présentée dans le para-
graphe 6 s’applique donc directement à la résolution du problème (III.85).
Bien qu’une approximation éléments finis classique soit naturelle pour la résolution de ce pro-
blème, il est bien connu dans le cadre déterministe que la précision et les propriétés de convergence
des approximations éléments finis sont nettement détériorées lorsque le maillage n’est pas conforme à
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la géométrie de l’interface matérielle. Dans le cas d’une interface matérielle, on sait notamment que
la solution possède une discontinuité dans ses dérivées (discontinuité du gradient de déplacement).
Cette discontinuité est naturellement prise en compte lorsqu’on utilise une approximation éléments
finis C0 sur un maillage conforme à l’interface. Elle n’est cependant plus représentée lorsque l’inter-
face traverse les éléments. En réalité, ce manque de régularité de la solution s’observe également au
niveau stochastique, ce qui se traduit par une dépendance de u(ξ) en fonction des variables aléatoires
ξ difficile à représenter dans des espaces d’approximation stochastique standards.
Dans le cadre déterministe, la méthode X-FEM permet de résoudre cette difficulté en enrichissant l’es-
pace d’approximation par des fonctions judicieusement choisies [161, 114]. Le procédé d’enrichissement
est basé sur la méthode de la partition de l’unité [110].
7.3 Méthode de partition de l’unité
La méthode de la partition de l’unité [110] est une méthode relativement générale pour la construc-
tion d’espaces d’approximation. Après un rappel des principes introduits dans [110], on étendra la
méthode au cadre stochastique.
7.3.1 Cas de l’approximation de H1(Ω)
On s’intéresse ici au cas de la construction d’un espace d’approximation deH1(Ω). Le premier point
consiste à opérer un recouvrement de Ω par un ensemble d’ouverts {Ωi}i∈I . On introduit ensuite un




ϕi = 1 sur Ω (III.88)





où les Vi ⊂ H1(Ωi∩Ω) sont des espaces de fonctions à définir. Les fonctions d’interpolation ϕi associées
à un maillage éléments finis Th de Ω forment une partition de l’unité associée au recouvrement {Ωi},
constitué des supports des fonctions ϕi. Ωi est composé de la réunion des éléments K ∈ Th contenant
le noeud xi du maillage.
Si on choisit pour Vi l’ensemble des constantes, l’espace V coincide avec l’espace engendré par les
fonctions d’interpolation ϕi. C’est l’espace éléments finis de base. Si on choisit pour Vi les fonctions
polynômiales de degré q, l’espace V est un espace éléments finis de degré q + 1. Par cette approche
générale, les approximations éléments finis classiques peuvent être enrichies par l’introduction de
fonctions additionnelles dans les espaces Vi. Ces fonctions additionnelles peuvent être basées sur une
connaissance a priori de la solution ou sur des résolutions numériques ou analytiques de problèmes
auxiliaires. Cette méthode de la partition de l’unité est à la base de nombreuses extensions de la
méthode éléments finis : X-FEM [115, 44], GFEM [158], ...
7.3.2 Extension au cadre probabiliste
On s’intéresse à présent à la construction d’un espace d’approximation de H1(Ω) ⊗ L2(Ξ, dPξ).
En suivant le principe précédent, on commence par définir une partition de l’unité sur L2(Ξ, dPξ).
On définit un recouvrement d’ouverts {Ξj}j∈J de Ξ. Les fonctions indicatrices {χj}j∈J de ces ouverts
forment une partition de l’unité :
supp(χj) ⊂ Ξj ,
∑
j∈J
χj = 1 sur Ξ (III.89)
Notons M = {(i, j), i ∈ I, j ∈ J}. On peut alors définir le recouvrement {Υm}m∈M de Ω × Ξ, avec
Υ(i,j) = Ωi × Ξj . Les fonctions {Φm}m∈M , définies par Φ(i,j)(x, ξ) = ϕi(x)χj(ξ) forment alors une
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Φm = 1 sur Υ (III.90)








où les W(i,j) ⊂ H1(Ωi ∩Ω)⊗L2(Ξ∩Ξj , dPξ) sont des espaces à choisir. Si on choisit pour les espaces
Wm les espaces de fonctions polynômiales de degré q par rapport à x et polynômiales de degré p
par rapport à ξ, on montre aisément que W correspond à un espace d’approximation éléments finis
de degré q + 1 au niveau spatial et éléments finis de degré p au niveau stochastique. C’est le type
d’approximation introduit dans [40] (éléments finis au niveau spatial et stochastique). Le cas q = 0,
que l’on considère par la suite, correspond à une approximation éléments finis P 1 classique au niveau
spatial.
Par la suite, on se contentera d’une partition triviale {Ξ} au niveau stochastique et on identifie
donc M à I. L’espace d’approximation W correspond alors à une approximation P 1 spatiale et à
une approximation par chaos polynômial généralisé de degré p au niveau stochastique. On définit les
{Wi}i∈I par
Wi = span{Hα(ξ);α ∈ IP }




ϕi(x)ui(x, ξ), ui ∈Wi (III.92)





ϕi(x)Hα(ξ)ui,α, ui,α ∈ R (III.93)
L’espace d’approximation W est alors l’espace éléments finis stochastiques spectraux classique. En
utilisant une telle approximation pour chaque composante du vecteur u ∈ W, cela conduit à la défi-
nition de l’espace Wh,P introduit précédemment.
On peut à présent enrichir les espaces Wi par des fonctions additionnelles. Pour cela, on peut
s’aider d’une connaissance a priori des propriétés de la solution.
7.4 Enrichissement de l’approximation dans le cas d’une interface matérielle
7.4.1 Principe de l’enrichissement
Pour notre problème d’interface matérielle aléatoire, il serait intéressant d’introduire dans certains
espaces Wi des fonctions additionnelles permettant de capturer l’irrégularité de la solution au niveau
spatial et stochastique. En s’inspirant des travaux dans le cadre déterministe [161, 114], on propose
de choisir Wi de la manière suivante :
Wi = span{Hα(ξ);α ∈ IP }, i ∈ I\I+ (III.94)
Wi = span{Hα(ξ);α ∈ IP } ∪ span{Hα(ξ)ψ(x, θ);α ∈ IP }, i ∈ I+ (III.95)
où I+ désigne un sous-ensemble de supports Ωi enrichis et où ψ est une fonction pour laquelle on




ϕi(x)ui(x, ξ), ui ∈Wi (III.96)


















ϕi(x)ψ(x, θ)Hα(ξ)a+i,α, ai,α, a+i,α ∈ R (III.98)
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On notera que pour une réalisation ξ donnée, la forme (III.97) correspond à la forme proposée dans
le cadre de la méthode X-FEM déterministe [161, 114]. En utilisant une telle expression pour chaque
composante du vecteur u ∈W, cela conduit à la définition d’un espace d’approximation enrichi, noté
W+h,P par la suite.
7.4.2 Calcul de l’approximation de Galerkin


















ϕσ(i)(x)ψ(x, θ)Hα(ξ)a+i,α, ai,α, a+i,α ∈ R (III.100)
où σ : {1...n2} → {1...n1} et où les ϕi sont les fonctions d’interpolation vectorielles. On note a ∈
Rn1 ⊗SP et a+ ∈ Rn2 ⊗SP les vecteurs aléatoires regroupant les degrés de liberté {ai} et {a+i } définis
dans l’équation (III.99). On note alors u = (aT a+T )T ∈ Rn⊗SP , avec n = n1+n2. L’approximation de
Galerkin uh,P ∈ W+h,P du problème (III.80) conduit alors à la recherche de u, solution d’un problème











ε(ϕi) : (C1H(−φ) +C2H(φ)) : ε(ϕj) dx (III.102)
(Aaa+)ij = (Aa+a)ji =
∫
Ω




ε(ϕσ(i)ψ) : (C1H(−φ) +C2H(φ)) : ε(ϕσ(j)ψ) dx (III.104)
La résolution du système (III.85) nécessite alors les mêmes ingrédients que ceux décrits dans la section
6 : intégration stochastique adaptée pour décomposer les matrices éléments finis élémentaires sur une
base stochastique et assemblage des quantités élémentaires.
Remarque III.9
Bien que W ait dans le cas traité une structure de produit tensoriel d’espaces, on notera que
l’espace d’approximation W+h,P perd cette structure. Les degrés de liberté u doivent donc être
manipulés avec précaution. Par exemple, l’espérance du champ de déplacement u(x, ξ) ne peut
pas être obtenue par d’une simple espérance des degrés de liberté u(ξ).
7.4.3 Choix de l’enrichissement
A présent, la question est de savoir comment choisir la fonction ψ et l’ensemble des supports enri-
chis. Nous illustrerons ce choix sur un exemple simple d’un domaine Ω = [0, 1]× [0, 1] et une interface
matérielle verticale définie par l’iso-zéro de la level-set φ(x, ξ) = x − ξ, où ξ ∈ U(0.3, 0.7) est une
variable aléatoire uniforme (voir figure III.16). On illustrera pour chaque cas l’ensemble des éléments
enrichis T+h ⊂ Th, ayant une contribution dans l’assemblage des termes associés aux nouveaux degrés
de liberté a+. Ce sont les éléments contenus dans les supports enrichis et intersectant possiblement le
support spatial de la fonction ψ :
T+h = {K ∈ Th;K ⊂ ∪i∈I+Ωi, Pξ(K ∩ supp(ψ(·, ξ)) 6= ∅) > 0}
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Fig. III.16 – Illustration : maillage de Ω = [0, 1] × [0, 1], interface matérielle verticale d’équation
φ = x− ξ = 0 avec ξ ∈ U(0.3, 0.7)
Choix 1
Un premier choix consiste à prendre pour la fonction ψ la valeur absolue de la level-set, soit
ψ = |φ|. Cette fonction possède en effet les irrégularités souhaitées au niveau spatial (discontinuité
des gradients à la traversée de Γ) et également au niveau stochastique. Cette fonction peut s’écrire :
ψ(x, ξ) = |φ(x, ξ)| =
{
−∑i∈I ϕi(x)φi(ξ) si x ∈ Ω1(ξ)∑
i∈I ϕi(x)φi(ξ) si x ∈ Ω2(ξ)
où les ϕi sont les fonctions d’interpolation éléments finis scalaires. L’ensemble des supports enrichis
sera choisi de la manière suivante :
I+ = {i ∈ I;Pξ(Ωi ∩ Γ(ξ) 6= ∅) > 0} (III.105)
ce qui équivaut à l’ensemble des noeuds du maillage dont le support a une probabilité non nulle d’être
coupé par l’interface (figure III.17). La figure III.18 illustre quelques réalisations de la fonction ψ. Dans
le cadre déterministe, il a été montré numériquement [114] que cette fonction d’enrichissement ne
permet pas d’obtenir une convergence optimale de l’approximation éléments finis (convergence O(h2)
en norme L2).
Fig. III.17 – Illustration du choix 1 : ensemble des noeuds enrichis I+ (∗) et éléments finis enrichis
K ∈ T+h
Fig. III.18 – Illustration du choix 1 : 4 réalisations de la fonction ψ
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Choix 2




ϕi(x)|φi(ξ)| − |φ(x, ξ)| =
{ ∑
i∈I ϕi(x)(|φi(ξ)|+ φi(ξ)) si x ∈ Ω1(ξ)∑
i∈I ϕi(x)(|φi(ξ)| − φi(ξ)) si x ∈ Ω2(ξ)
L’ensemble des supports enrichis I+ est encore défini par (III.105). On notera une particularité de
cet enrichissement : pour ξ donné, la fonction ψ(x, ξ) est non nulle uniquement sur les éléments finis
coupés par l’interface (voir l’ensemble des éléments finis enrichis T+h sur la figure III.19). Dans le cadre
déterministe [114], il a été montré que cette fonction permet de retrouver la convergence optimale
d’une approximation éléments finis conforme à l’interface (convergence en O(h2) en norme L2). Ce-
pendant, dans le cadre stochastique, cet enrichissement présente des inconvénients. Pour calculer la
décomposition de la matrice A sur une base stochastique, on procède à un assemblage de matrices élé-
mentaires AK , K ∈ Th. Le calcul des coefficients de la décomposition de AK sur une base stochastique
nécessite alors l’intégration stochastique de AK(ξ)Hα(ξ). Pour K ∈ T+h , il apparaît dans l’intégrande
la restriction de ψ(x, ξ) à l’élément K, soit ψK : K ×Ξ→ R. Or cette fonction ψK s’avère avoir pour
support un petit ensemble de K × Ξ, correspondant aux réalisations ξ ∈ Ξ telles que K ∩ Γ(ξ) 6= ∅.
Dans le cas où la plage de variabilité de Γ est grande (“balayage de plusieurs bandes d’éléments”), on
doit donc intégrer une fonction qui au niveau stochastique a une faible probabilité d’être non nulle.
Les procédures d’intégration proposées dans [123] s’appliquent encore mais nécessitent alors un haut
degré de précision, ce qui engendre des coûts de calcul prohibitifs. Un autre inconvénient est que la dé-
pendance en ξ des degrés de liberté a(ξ) et a+(ξ) s’avère peu régulière. Les approximations spectrales
stochastiques classiques possèdent alors de mauvaises propriétés de convergence.
Fig. III.19 – Illustration du choix 2 : ensemble des noeuds enrichis I+ (∗) et éléments finis enrichis
K ∈ T+h .
Fig. III.20 – Illustration du choix 2 : 4 réalisations de la fonction ψ
Choix 3
Un dernier choix envisagé consiste à prendre
ψ(x, ξ) =
{ ∑
i∈I+1 ϕi(x)(β + φi(ξ)) si x ∈ Ω1(ξ)∑
i∈I+1 ϕi(x)(β − φi(ξ)) si x ∈ Ω2(ξ)
où β est une constante. L’ensemble des supports enrichis est choisi comme I+ = I+1 ∪ I+2 , avec
I+1 = {i ∈ I;Pξ(Ωi ∩ Γ(ξ) 6= ∅) > 0} (III.106)
I+2 = {i ∈ I\I+1 ;∃j ∈ I+1 ,xi ∈ ∂Ωj} (III.107)
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I+1 est donc l’ensemble des noeuds dont le support est possiblement coupé par l’interface (comme
précédemment) et I+2 est un ensemble de noeuds complémentaires, connectés aux supports I+1 (voir
figure III.21). La fonction ψ proposée est en réalité une modification de la fonction (β−|φ|) qui consiste,
dans le développement sur la base d’interpolation {ϕi}, à ne considérer que les noeuds I+1 . Cela permet
d’obtenir, pour ξ fixé, un support spatial confiné à l’ensemble des supports I+1 possiblement coupés




On s’aperçoit que ce choix permet d’améliorer le conditionnement du problème discrétisé (notamment
par rapport à β = 0). Des études plus poussées sur l’influence de ce paramètre restent cependant à
mener. D’après les expériences numériques menées, ce choix de ψ conserve les bonnes propriétés de
convergence du choix 2 dans un cadre déterministe. Dans le cadre stochastique, ce choix permet de
remédier aux inconvénients du choix 2. L’intégration stochastique se trouve facilitée par le fait que le
support de ψK , pour K ∈ T+h , est Ξ tout entier. De plus, les degrés de liberté a et a+ retrouvent une
bonne régularité au niveau stochastique, ce qui rend possible leur développement par des approches
spectrales classiques (choix classique de fonctions polynômiales pour les Hα).
Fig. III.21 – Illustration du choix 3 : ensembles de noeuds enrichis I+1 (∗) et I+2 (¤) et éléments finis
enrichis K ∈ T+h
Fig. III.22 – Illustration du choix 3 : 4 réalisations de la fonction ψ
7.5 Illustrations
On trouvera un ensemble d’applications dans [37, 122]. Ces applications illustrent l’influence du
choix de l’enrichissement sur la qualité de l’approximation.
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8 Conclusions et perspectives
Ce chapitre a présenté une méthode de résolution d’équations aux dérivées partielles définies sur
des domaines aléatoires. Un point clé de la méthode réside dans l’utilisation de la technique des level-
sets dans un contexte probabiliste, permettant de représenter simplement des géométries aléatoires
complexes et de reformuler le problème sur un domaine fictif déterministe qui ne tient pas compte de
la géométrie. La reformulation du problème autorise une construction classique d’espaces d’approxi-
mation, conduisant à une bonne précision de la solution approchée. Cette solution est explicite en
fonction des variables aléatoires de base, ce qui autorise des post-traitements probabilistes rapides.
Des techniques numériques ad-hoc ont été proposés pour la résolution des problèmes discrétisés.
Cette méthode permet déjà un gain significatif en temps de calcul par rapport à des techniques
d’intégration stochastique directe avec remaillages. Cependant, un enjeu à court terme concerne l’op-
timisation de l’étape de résolution numérique afin de diminuer encore les coûts de résolution. Les algo-
rithmes d’intégration spatiale et stochastique proposés pour la construction des problèmes discrétisés
permettent d’atteindre relativement précisément l’approximation de Galerkin idéale (en approchant de
manière précise les formes bilinéaire et linéaire du problème). Cependant, ces algorithmes engendrent
un coût de calcul important qui freine l’utilisation de la méthode pour des problèmes de plus grande
taille. Les résultats obtenus montrent cependant une grande robustesse de l’approche de Galerkin
stochastique, qui s’avère très stable vis-à-vis des erreurs d’intégration (des crimes variationnels). Cela
permet d’imaginer l’utilisation de procédures d’intégration grossière réduisant considérablement les
coûts de calcul. Des critères devront être proposés afin de bien maîtriser cette étape d’intégration des
problèmes discrétisés. Ces développements, couplés avec l’utilisation d’un solveur GSD (voir chapitre
II) devrait permettre de résoudre des problèmes de très grande taille en des temps de calcul raison-
nables.
Dans sa forme actuelle, la méthode permet d’envisager le traitement de nombreux problèmes d’in-
térêt en calcul de structures. Des applications pratiques restent à mettre en oeuvre afin de mieux
valider la méthode. Si on oublie un moment l’aspect aléatoire, la méthode peut être vue comme une
méthode de construction de surface de réponse. En phase de conception, cette méthode pourrait être
avantageusement utilisée dans une problématique d’optimisation de forme.
L’extension des principes de partition de l’unité au cadre stochastique permettra à court terme
d’aborder le calcul de structures en présence de fissures aléatoires, pour lequel l’enrichissement des es-
paces d’approximation s’avère nécessaire. Le principe d’enrichissement de l’approximation stochastique
pourrait également être appliqué à d’autres problématiques où les bases d’approximation stochastique
classiques ne permettent pas une bonne représentation de la solution. On peut noter qu’une procé-
dure d’enrichissement similaire a été introduite dans [60] pour la résolution de problèmes aux valeurs
propres aléatoires.
Une dernière perspective concerne les problèmes d’évolution de géométrie aléatoire, ce qui deman-
dera d’étendre au cadre stochastique les outils propres à la méthode des level-sets. En dehors du calcul
de structures (e.g. évolution aléatoire de fissures, ...), ce point devrait permettre d’aborder d’autres




Dans ce chapitre, on introduit quelques points-clés de l’étape de modéli-
sation probabiliste. Différents outils sont présentés pour la quantification
des incertitudes à partir d’expériences (ou observations), permettant la
construction d’un espace de probabilité de travail. On insistera plus par-
ticulièrement sur les approches de représentation fonctionnelle des in-
certitudes. Dans le cadre de ces approches, plusieurs contributions sont
apportées : méthodes de calcul des représentations fonctionnelles, re-
présentation adaptée pour le cas de variables aléatoires multi-modales,
identification de géométrie aléatoire.
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IV. Quantification des incertitudes
1 Problématique et contexte scientifique
Au cours d’une analyse probabiliste d’un modèle physique, les méthodes présentées dans les cha-
pitres précédents ne constituent que l’étape dite de propagation des incertitudes à travers ce modèle.
Un autre aspect essentiel de cette analyse concerne la modélisation des incertitudes sur les paramètres
d’entrée du modèle (étape de quantification des incertitudes). La construction d’un modèle probabi-
liste s’appuie généralement sur un ensemble de données, provenant d’observations ou d’expériences.
Différentes démarches classiques de modélisation probabiliste peuvent alors être envisagées. Le choix
d’une démarche particulière dépend généralement du type et du nombre de données à disposition. Les
mathématiques statistiques, qui peuvent être vues comme le pendant “expérimental” de la théorie des
probabilités, fournissent un certain nombre d’outils pour la quantification des incertitudes à partir de
données. Ces outils reposent classiquement sur une vision paramétrique des incertitudes. Cette vision
consiste à présupposer une famille de lois de probabilité paramétrées pouvant refléter les données
observées. L’identification d’une loi particulière passe alors par l’estimation des paramètres de la loi,
l’obtention d’une telle estimation pouvant découler de l’application de différents principes : maximum
de vraisemblance, approche bayésienne...
Les approches paramétriques s’appuient généralement sur des choix classiques pour les familles de
lois de variables aléatoires. Cependant, ces lois classiques ne permettent pas toujours de représenter
fidèlement les observations. Une alternative, qui fait l’objet de quelques travaux récents, consiste à
représenter les variables aléatoires à l’aide de développements sur des bases de fonctions telles que
les bases de chaos polynômial introduites dans le chapitre I [169, 63, 155]. Cette approche permet
de représenter une large gamme de lois de probabilité et surtout ne suppose pas une forme de loi a
priori. Elle peut être encore vue comme une vision paramétrique en statistique inférentielle, où les
paramètres de la famille de lois sont maintenant les coefficients apparaissant dans le développement
des variables aléatoires. Elle permet en particulier de représenter des variables aléatoires ayant une
structure de dépendance complexe. Cette approche a notamment été appliquée à la modélisation
probabiliste de processus stochastiques non gaussiens [142, 132, 42, 59]. Un autre grand intérêt de
cette approche est de fournir un cadre d’identification général, conduisant à une représentation des
incertitudes sous une forme adaptée à l’utilisation des méthodes de calcul stochastique présentées dans
les chapitres précédents. Cependant, une première limitation de cette approche est qu’elle conduit à
l’identification d’un grand nombre de paramètres. Notamment, l’utilisation d’un principe de maximum
de vraisemblance [42] conduit à un problème d’optimisation de très grande taille, dont la résolution
est rendue difficile par la nature de la fonctionnelle à optimiser. Ces approches par développement sur
chaos polynômial s’avèrent relativement bien adaptées à la représentation d’une large classe de lois de
probabilité. Cependant, les bases de représentation classiques s’avèrent inadaptées à certains types de
lois, telles que les lois multi-modales.
Mes travaux de recherche apportent quelques contributions au développement et à l’application
de ces méthodes de représentation sur bases fonctionnelles. Un premier point a consisté à améliorer
les algorithmes d’identification des développements sur chaos polynômial utilisant un principe de
maximum de vraisemblance. Le problème d’optimisation associé, formulé sur une variété de Stiefel
[42], est transformé en un problème d’optimisation sans contrainte en introduisant une paramétrisation
minimale de la variété. Un autre point concerne le développement d’une méthode efficace pour un
calcul rapide des développements sur chaos généralisé. Cette approche est basée sur une méthode de
projection utilisant la fonction de distribution empirique des échantillons. Elle s’applique en pratique
au cas de l’identification d’une variable aléatoire, voire de plusieurs variables aléatoires si le nombre
d’échantillons est suffisamment grand. Ces différentes contributions seront présentées dans la section
3, après avoir rappelé les principes des approches de représentation fonctionnelle des incertitudes.
Une autre contribution porte sur l’identification de lois multi-modales, pour laquelle il est proposé
une représentation fonctionnelle adaptée et des algorithmes associés. La méthode proposée, détaillée
dans la section 4, peut être interprétée comme une méthode de projection conditionnelle sur chaos
polynômial. Enfin, la méthodologie de représentation fonctionnelle des incertitudes a été appliquée
à l’identification de géométries aléatoires. L’objectif de ce travail, présenté dans la section 5, est de




On rappelle ici brièvement deux grandes méthodes pour la construction de lois de probabilité
de paramètres incertains : le principe du maximum d’entropie et les statistiques mathématiques.
Une présentation plus détaillée des méthodes de statistique inférentielle pourra être trouvée dans de
nombreux ouvrages (voir par exemple [144, 136, 53]).
2.1 Maximum d’entropie
Quand on cherche à modéliser la loi de probabilité d’une variable aléatoire X à valeurs dans X,
connaissant un certain nombre d’informations sur cette loi, on peut recourir au principe du maximum
d’entropie. Ce principe repose sur une vision non-paramétrique en modélisation probabiliste, par op-
position aux modélisations paramétriques qui reposent généralement sur le choix a priori d’une famille
paramétrée de lois de probabilité.
Si on désigne par pX : X → R+ la fonction de densité de probabilité de X, on définit l’entropie





Cette notion d’entropie, introduite dans [149], donne une mesure de l’incertitude associée à la loi de
probabilité pX . En général, des informations sur cette loi sont disponibles (observations, jugements
d’experts) et fournissent des contraintes à imposer sur la loi recherchée. Le principe du maximum
d’entropie [74, 76] consiste alors à choisir comme modèle pX la loi de probabilité maximisant cette
mesure d’incertitude sur l’ensemble des lois satisfaisant les contraintes souhaitées. En d’autres termes,
cela revient à choisir comme modèle celui qui prend uniquement en compte l’information disponible.
Par exemple, si aucune information n’est disponible, la loi maximisant l’entropie est la loi uniforme
sur X.
Une situation classique correspond au cas où l’information disponible peut se traduire par les
contraintes suivantes sur la mesure de probabilité :∫
X
gi(x)pX(x)dx := E(gi(X)) = di i = 0...NC (IV.1)
avec gi : X → R. En prenant g0(x) = 1 et d0 = 1, on impose que la loi de probabilité soit bien une
mesure de masse unitaire. Le choix de fonctions gi(x) = xi permet plus généralement d’imposer les
moments de la variables X, obtenus à partir d’observations ou de jugements d’experts. Le principe
du maximum d’entropie consiste alors à rechercher une loi pX maximisant E(pX) sous les contraintes
(IV.1). En introduisant des multiplicateurs de Lagrange {λi}NCi=0, le problème se ramène à la recherche
du point selle du Lagrangien













où les paramètres λi peuvent être déterminés par les contraintes (IV.1).
2.2 Statistique inférentielle
Les méthodes de statistique inférentielle tentent de modéliser la loi de probabilité d’une variable
aléatoire X en se basant sur des échantillons {x(k)}Qk=1 de cette variable. Les approches classiques se
placent dans le contexte de modèles paramétriques, pour lesquels une famille de lois de probabilité
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paramétrées est choisie a priori. L’objectif de la statistique inférentielle est alors de fournir une estima-
tion de ces paramètres à partir des échantillons. On rappelle ici deux méthodes permettant l’obtention
d’une estimation des paramètres de la loi : le principe du maximum de vraisemblance et l’approche
bayésienne.
2.2.1 Maximum de vraisemblance
Notons pX(·|a) une famille de lois paramétrées par un ensemble de paramètres a ∈ A. Une hypo-
thèse de base en statistique inférentielle consiste à supposer que l’échantillon x = (x(1), . . . , x(Q)) ∈ XQ
est une réalisation de X = (X1, . . . , XQ), où les variables aléatoires Xk sont supposées indépendantes et
de même loi de probabilité pX(·|a). La vraisemblance L(a; x) d’un ensemble de paramètres a, connais-
sant la réalisation x de X, est alors définie par :
L(a; x) = pX(x|a) (IV.2)






Le principe du maximum de vraisemblance consiste alors à choisir comme estimateur aˆ du paramètre




La résolution de problème peut être analytique pour certains types de lois. De manière générale,
on pourra tenter de résoudre ce problème numériquement en utilisant un algorithme d’optimisation
standard.
2.2.2 Inférence bayésienne
En inférence bayésienne [136, 53], les paramètres de la loi eux-mêmes sont considérés aléatoires1.
Notons A une variable aléatoire à valeurs dans A représentant les paramètres aléatoires de la loi de X.
Le premier point consiste à postuler une loi a priori pA(a) pour ces paramètres. Le choix de cette loi a
priori est un des points délicats de l’inférence bayésienne et nécessite le plus souvent une information
préalable sur le modèle à identifier. Un jugement d’expert peut généralement aider à faire ce choix ou
sinon, on optera généralement pour un choix de loi “non informative”. La connaissance des données,
i.e. X = x, permet ensuite d’améliorer le modèle probabiliste des paramètres. On introduit alors la loi
a posteriori des paramètres, définie comme la loi conditionnelle du paramètre sachant les données :
pA|X(a|x)
Connaissant cette loi a posteriori, on peut alors définir un estimateur ponctuel aˆ des paramètres
(classiquement la moyenne, mode ou médiane de la loi a posteriori) et même obtenir directement les
incertitudes liées à cette estimation : variance, intervalles de confiance...





où pX|A(x|a) n’est autre que la vraisemblance L(a; x) du paramètre a, définie en (IV.2). La loi marginale





1la définition de paramètres aléatoires peut être vue comme une manière de quantifier une erreur de modélisation
probabiliste (i.e. du choix du type de loi).
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L’estimation de la loi a posteriori nécessite donc le calcul de
∫
A pX|A(x|a)pA(a)da, qui s’avère en
pratique délicat d’un point de vue analytique ou numérique. Deux approches sont classiquement
utilisées pour l’estimation numérique de la loi a posteriori : des techniques d’intégration numérique
ou des techniques de simulation de Monte-Carlo. Parmi ces dernières, on peut citer les méthodes
Markov-Chain Monte-Carlo (MCMC) dont le principe consiste à simuler une chaîne de Markov dont
la loi stationnaire est la loi a posteriori [156]. L’algorithme classique de Metropolis-Hastings [111, 72]
permet notamment de simuler cette chaîne.
3 Représentation fonctionnelle des incertitudes et méthodes d’identifica-
tion
On présente ici les méthodes de représentation fonctionnelle des incertitudes dans le cas où l’on
cherche à identifier la loi d’un vecteur aléatoire X, à valeur dans Rn, en connaissant un ensemble
d’échantillons {x(k)}Qk=1 de ce vecteur.
3.1 Décomposition de type chaos polynômial
On considère que X est un vecteur aléatoire du second ordre et qu’il existe un mapping g : Rm → Rn
tel que X = g(ξ), où ξ = (ξ1, . . . , ξm) est un vecteur aléatoire de Rm de loi de probabilité connue
Pξ, de support Ξ ⊂ Rm. On note (Ξ,BΞ, Pξ) l’espace de probabilité de dimension m défini par ξ. Le





où {Hα}α∈Im est une base Hilbertienne de L2(Ξ, dPξ), muni du produit scalaire usuel < ·, · >L2(Ξ,dPξ).
Les coefficients Xα de la décomposition peuvent alors être simplement définis comme la projection L2
de g sur les fonctions de base Hα : ∀α ∈ Im,




Sans perte de généralité, on supposera que les variables aléatoires ξi sont indépendantes et identique-
ment distribuées, de loi de probabilité Pξ ayant pour support Ξ ⊂ R. Dans le cas d’une représenta-
tion sur chaos polynômial, les fonctions de base sont des polynômes multi-dimensionnels. En notant
Im = Nm l’ensemble des multi-indices de dimension m, les fonctions Hα peuvent s’écrire :
Hα(ξ) = hα1(ξ1) . . . hαm(ξm) (IV.7)
où les {hj}j∈N forment une base de polynômes orthonormés de L2(Ξ, dPξ). Une représentation ap-
prochée du vecteur aléatoire sera alors recherchée sous la forme d’une décomposition tronquée sur un





où Imp = {α ∈ Im = Nm ; |α| 6 p}. On notera par la suite Imp = {α0, . . . ,αP }, avec P + 1 = (m+p)!m! p! .
Par convention, le premier multi-indice α0 = (0, . . . , 0) est associé au polynôme constant unitaire
Hα0 = 1.
Remarque IV.1
On notera que la dimension m du germe ξ peut a priori être prise différente de n. Dans le cas
de variables Xi indépendantes, le choix m = n apparaît clairement judicieux. PAr contre, dans le
cas de variables dépendantes, une dimension m < n peut être suffisante. Le choix de m doit être
optimisé en fonction des données [42].
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Remarque IV.2
Il peut arriver en pratique que la représentation des variables aléatoires Xi nécessite des dévelop-
pements sur des bases polynômiales différentes. On se reportera au chapitre I pour une description
détaillée des bases fonctionnelles classiques.
3.2 Identification par les techniques d’inférence classiques
Le problème d’identification de la loi du vecteur aléatoire X est donc ramené à l’identification
des coefficients {Xα}α∈Imp de la décomposition (IV.8). Ces coefficients constituent l’ensemble des pa-
ramètres à identifier à partir des données. Les techniques de statistique inférentielle présentées dans le
paragraphe 2 peuvent alors être utilisées. Dans [59], les auteurs appliquent une approche bayésienne
pour l’identification des coefficients (dans le cas particulier d’une seule variable aléatoire à identifier).
Cette approche permet l’obtention d’informations complémentaires sur l’estimation des coefficients :
variances, intervalles de confiance... On présente ici une stratégie basée sur le principe du maximum
de vraisemblance, introduite dans [42]. On discutera notamment de la résolution du problème d’opti-
misation associé, pour laquelle on propose une stratégie de résolution adaptée.
3.2.1 Conservation des premiers moments des échantillons - contraintes sur les coefficients
En pratique, les deux premiers moments des échantillons sont des quantités statistiques relative-
ment bien estimées que l’on peut chercher à conserver dans le processus d’identification. Connaissant
la matrice de covariance et la moyenne des échantillons, on est alors capable, par une transforma-
tion linéaire classique, de se ramener à l’identification d’un vecteur aléatoire de variables centrées,
normalisées et décorrélées. Par la suite, X désignera ce nouveau vecteur et {x(k)}Qk=1 les réalisations
associées. La conservation de l’espérance des échantillons impose alors la contrainte suivante sur le
premier coefficient de la décomposition : E(X) = Xα0 = 0. En notant A = (Xα1 . . .XαP )T ∈ RP×n
la matrice dont les lignes sont les coefficients restant à déterminer, la conservation de la matrice de





TA = In (IV.9)
L’identification des coefficients, sous la contrainte de préservation des deux premiers moments des
échantillons, se ramène donc à l’identification d’une matrice orthogonale A ∈ RP×n. L’ensemble des
matrices orthogonales dans RP×n est la variété de Stiefel compacte, notée S(P, n).
3.2.2 Principe du maximum de vraisemblance





où les x(k) sont les échantillons et pX(·|A) est la loi de probabilité jointe du vecteur X, représenté par
sa décomposition sur le chaos. L’estimation de la densité de probabilité jointe de vecteurs aléatoires
[147] est un problème délicat, en particulier dans le cas où on dispose de peu d’échantillons. Par










dont l’estimation ne nécessite que l’évaluation de densités marginales. En pratique, pour des raisons
numériques, on peut utiliser l’opposé du logarithme de la vraisemblance :
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Finalement, un estimateur de la matrice des coefficients A est défini par le problème d’optimisation





Les densités de probabilité marginales peuvent être estimées numériquement par une méthode à
noyau (“kernel density estimation”) [55]. Notons {x˜(s)i }Q˜s=1 un ensemble de Q˜ réalisations indépen-


















où K est une fonction noyau et δ une largeur de bande.
3.3 Résolution du problème de maximum de vraisemblance
Le problème (IV.11) est un problème d’optimisation dont la dimension peut être très grande. De
plus, sa résolution est rendue difficile par la nature de la fonction f à optimiser. En particulier, f peut
présenter des minima locaux et on peut observer en pratique que certains de ces minima conduisent
à de mauvaises représentations probabilistes de X. Une procédure d’optimisation globale est donc
nécessaire. Dans [42], un algorithme simple de random search est proposé afin d’explorer globalement
la variété de Stiefel.
Ici, on propose d’utiliser un algorithme de random search global afin de trouver plusieurs initia-
lisations potentielles d’un algorithme de descente classique. Les tirages aléatoires de l’algorithme de
random search peuvent être obtenus à partir d’une mesure uniforme sur la variété de Stiefel [49].
En pratique, on commence par générer un échantillon A˜ ∈ RP×n d’une matrice aléatoire dont les
composantes sont indépendantes et identiquement distribuées selon la loi normale N(0, 1). On calcule
ensuite l’échantillon souhaité A = A˜(A˜T A˜)−1/2.
Afin de pouvoir utiliser une plus large classe d’algorithmes de descente et également afin de ré-
duire la taille du problème d’optimisation, le problème d’optimisation peut être reformulé comme
un problème d’optimisation sans contrainte. Cela est rendu possible par une paramétrisation de la
variété de Stiefel compacte S(P, n). Notons ϕ ∈ Rd les paramètres de cette paramétrisation, où
d = Pn− n(n+ 1)/2 est la dimension de la variété, et T le mapping
T : ϕ ∈ Rd 7→ T (ϕ) ∈ S(P, n),




Une paramétrisation possible, présentée en annexe C, utilise une exponentielle de matrice. En pratique,
on peut parfois observer une bonne convergence des algorithmes sans contrainte là où les algorithmes
avec contraintes présentent des problèmes de convergence.
Remarque IV.4
La fonction f peut être très irrégulière dans certaines régions de S(P, n) et peut ainsi causer une
non-convergence des algorithmes d’optimisation. En fait, ces régions correspondent à des grandes
valeurs de f , les irrégularités provenant d’une mauvaise estimation numérique des faibles valeurs
de vraisemblance. Cette évaluation peut être améliorée en augmentant le nombre d’échantillons Q˜
dans l’estimation de la vraisemblance par les méthodes à noyau (voir remarque IV.3). En pratique,
comme ces zones ne sont pas des zones d’intérêt, on préférera opérer plus d’itérations de l’algo-
rithme de random search afin de fournir des initialisations des algorithmes de descente en dehors
101
IV. Quantification des incertitudes
de ces zones.
Remarque IV.5
On peut aisément montrer que la fonction f(A) admet certaines symétries par rapport aux coef-
ficients A. Cela provient des propriétés de symétrie des décompositions sur polynômes du chaos,
pour lesquelles différents jeux de coefficients peuvent conduire à une même loi de probabilité du
vecteur aléatoire. Il en résulte que le problème d’optimisation (IV.11) peut admettre plusieurs
solutions.
Remarque IV.6
Des algorithmes d’optimisation sur les variétés de Stiefel existent dans la littérature [47]. Notam-
ment, il existe des algorithmes à gradients tenant compte de la géométrie spécifique (Riemannienne)
de la variété. L’utilisation de tels algorithmes pourrait être envisagée dans notre cas.
3.4 Méthode de projection basée sur la fonction de distribution empirique des échan-
tillons
Les techniques d’inférence classique (maximum de vraisemblance, approche bayésienne) s’avèrent
relativement coûteuses et conduisent à des difficultés numériques. On présente ici une alternative
efficace pour le calcul des décompositions sur le chaos généralisé. Cette méthode est très efficace dans
le cas où on cherche à identifier une seule variable à valeur dans R et peut être étendue au cas de
plusieurs variables.
3.4.1 Cas d’une seule variable à identifier
On s’intéresse au cas de l’identification d’une seule variable aléatoire X à valeur dans X. Notons
FX sa fonction de distribution cumulée (CDF) et pX sa densité de probabilité (PDF). On introduit une
variable aléatoire ξ de loi de probabilité Pξ, de PDF pξ et de CDF Fξ. La variable aléatoire F−1X ◦Fξ(ξ)
admet la même loi de probabilité que X. L’inverse de la CDF F−1X est définie de manière unique par
F−1X (y) = inf{x ∈ X ⊂ R;FX(x) > y}, (IV.13)
où par convention on a posé inf{∅} = sup{x ∈ X}. On admettra alors que la variable aléatoire X peut
être exprimée de la manière suivante :
X = F−1X ◦ Fξ(ξ) := g(ξ) (IV.14)
où g ∈ L2(Ξ, dPξ) est le mapping qui avait été introduit dans le paragraphe 3.1 (avec m = 1 et n = 1).





où {hi}∞i=0 forme une base de polynômes orthonormés de L2(Ξ, dPξ) et où les Xi sont les composantes
de la fonction g sur cette base, définies par
Xi =< g, hi >L2(Ξ,dPξ)= E(g(ξ)hi(ξ)) =
∫
Ξ
F−1X (Fξ(y))hi(y)pξ(y) dy (IV.16)
Bien sûr, la fonction FX n’est pas connue puisqu’on cherche justement à l’identifier. Par contre, cette
fonction peut être estimée à partir des échantillons. Par exemple, on peut utiliser une CDF empirique
de Kaplan-Meier F˜X ≈ FX . Cette estimation est connue en un ensemble de points ordonnés {xk}nk=1,
tels que 0 = F˜X(x1) < ... < F˜X(xn) = 1. L’inverse de FX peut alors être estimée par
F−1X (y) ≈ F˜−1X (y) = inf{x ∈ {xk}nk=1; F˜X(x) > y} (IV.17)
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Les coefficients de la décomposition de X peuvent alors être estimés numériquement en utilisant une
méthode d’intégration numérique :
Xi =< g, hi >L2(Ξ,dPξ) =
∫
Ξ






où les ωk sont les poids d’intégration et les yk sont les points d’intégration. En pratique, on utilise une
méthode de quadrature de Gauss associée à la mesure pξ (voir section 2.1 du chapitre I).
Illustration
On considère une variable aléatoire X lognormale de moyenne 1 et d’écart type 0.3. On génère
Q échantillons de cette variable et on cherche à identifier une décomposition sur le chaos polynômial
d’Hermite de degré p. On compare une approche par projection empirique (P) (avec une quadrature à
10 points de Gauss) avec une approche par maximum de vraisemblance (ML). L’approche ML nécessite
de résoudre un problème d’optimisation sur l’hypersphère S(p, 1). Avec une vision paramétrée de cette
variété, on se ramène à un problème d’optimisation sur p − 1 variables (voir annexe C). Le tableau
IV.1 compare les deux approches en estimant la vraisemblance après identification. L’approche ML
devrait en principe fournir une vraisemblance plus élevée, si le problème d’optimisation est résolu avec
une bonne précision. Cependant, on observe ici que l’approche P donne des valeurs de vraisemblance
relativement comparables et mêmes légèrement meilleures. On note que l’approche par projection se
comporte relativement bien pour un plus faible nombre d’échantillons.
Q=100 Q=1000
ML P ML P
p=1 -20.8 -20.4 -160.5 -151.8
p=2 -21.0 -20.4 -103.2 -102.3
p=4 -20.7 -20.5 -98.2 -97.7
p=6 -20.5 -20.5 -97.8 -96.5
Tab. IV.1 – Comparaison entre approche par Maximum de vraisemblance (ML) et méthode de pro-
jection empirique (P) : comparaison des valeurs de log(L) obtenues pour différents degrés de chaos et
pour deux tailles d’échantillons (Q = 100 ou Q = 1000)
Sur la figure IV.1, on montre les PDF des décompositions identifiées par les deux méthodes, pour
différents degrés de chaos. On observe que l’identification est très raisonnable avec l’une ou l’autre
des méthodes. On notera également que pour un faible nombre d’échantillons, un degré élevé de chaos
semble inutile (pas d’amélioration significative de la vraisemblance).
En pratique, avec l’approche ML, la résolution du problème d’optimisation est très coûteuse. La
recherche d’un optimum global peut nécessiter plusieurs appels à un algorithme de descente avec des
initialisations différentes. Pour l’approche P, l’évaluation des décompositions est quasi instantanée
(temps de calcul négligeable).
3.4.2 Extension au cas de plusieurs variables aléatoires
Une extension de la méthode ci-dessus est possible dans le cas de plusieurs variables aléatoires.
Cette extension est basée sur une construction du mapping g (défini dans le paragraphe 3.1) utilisant la
transformation de Rosenblatt [137]. Par exemple, dans le cas de deux variables aléatoires, le mapping
souhaité X = g(ξ) s’obtient par la formule suivante :
X1 = F−1X1 (Fξ1(ξ1)) := g1(ξ1) (IV.19)
X2 = F−1X2|X1(Fξ2(ξ2)|g1(ξ1)) := g2(ξ1, ξ2) (IV.20)
qui fait intervenir la fonction de distribution marginale FX1 ainsi que la fonction de distribution
conditionnelle FX2|X1 . En pratique, ces fonctions de distribution sont approchées par les fonctions
de distribution empiriques obtenues à partir d’échantillons. Le calcul des coefficients de la décompo-
sition de X nécessite alors d’effectuer une intégration numérique classique sur un domaine 2D. La
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ML, p = 1
P, p = 1
ML, p = 2
P, p = 2
ML, p = 4
P, p = 4
ML, p = 6
P, p = 6
(c) Q=100, P versus ML







ML, p = 1
P, p = 1
ML, p = 2
P, p = 2
ML, p = 4
P, p = 4
ML, p = 6
P, p = 6
(d) Q=1000, P versus ML
Fig. IV.1 – PDF des décompositions identifiées par projection empirique (a,b) et comparaison avec
celles identifiées par maximum de vraisemblance (c,d)
difficulté se situe dans l’évaluation de la CDF conditionnelle empirique, qui nécessite en pratique un
nombre important d’échantillons. Dans le cas où peu d’échantillons sont disponibles, l’application de
la méthodologie au cas ND semble donc irréaliste.
Illustration
Cette stratégie a été appliquée au cas de deux variables aléatoires pour la modélisation probabi-
liste d’un état de mer, caractérisé par un couple de variables aléatoires hauteur-période (H-T ). Les
échantillons, en grand nombre (Q = 2183), proviennent de données satellite. On applique ici la mé-
thode de projection empirique sur un chaos polynômial d’Hermite de degré p en dimension 2 (avec
une quadrature de Gauss 2D à 20 × 20 points de Gauss). Le nombre de termes à identifier dans le
développement sur le chaos est 6, 21, 45 ou 91 respectivement pour p = 2, 5, 8 ou 12.
La figure IV.2 illustre les lois marginales de H et T obtenues pour différents degrés de chaos. La fi-
gure IV.3 illustre la loi jointe obtenue pour différents degrés de chaos. On observe ici une très bonne
adéquation entre les PDF des échantillons et les PDF identifiées, avec une très bonne représentation
de la structure de dépendance entre H et T . Cela nécessite cependant un haut degré de chaos (8 à
12). Avec la méthode de projection utilisée, l’identification du développement sur le chaos est très
rapide. L’identification du développement à p = 12 avec une méthode de maximum de vraisemblance
nécessiterait la résolution d’un problème d’optimisation sur une variété de Stiefel de dimension 177.
Il apparaît que ce problème d’optimisation est très coûteux et très difficile à résoudre.


































Fig. IV.2 – PDF marginales de la hauteur de houle H et de la période de houle T . Méthode de
projection empirique sur un chaos polynômial d’Hermite de degré p = 2, 5, 8 ou 12 en dimension 2.
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(b) p = 2
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(d) p = 8









(e) p = 12
Fig. IV.3 – PDF jointe de la hauteur H et de la période T de houle. Méthode de projection empirique
sur un chaos polynômial d’Hermite de degré p = 2, 5, 8 ou 12 en dimension 2.
4 Identification de lois multi-modales par développement conditionnel




Fig. IV.4 – Densité de probabilité multi-modale
4.1 Limite du chaos polynomial classique
Une variable aléatoire X du second ordre peut a priori être développée sur un chaos polynomial
classique. En supposant qu’il existe une fonction g telle X = g(ξ), avec ξ une variable aléatoire donnée




Xihi(ξ), Xi =< g, hi >L2(Ξ,dPξ)
où {hi}i∈N forme une base de polynômes orthonormés de L2(Ξ, dPξ). On observe classiquement qu’un
manque de régularité de la fonction g entraîne une mauvaise convergence en p de la décomposition.
C’est notamment le cas lorsqu’on cherche à décomposer une variable aléatoireX uniforme sur un chaos
gaussien (ξ gaussienne). Une première solution consiste à choisir comme germe du chaos ξ une variable
aléatoire plus adaptée [171], ce qui conduit à choisir une autre base de polynômes orthonormés.
Ce problème de convergence apparaît également pour le cas où l’on cherche à représenter une
variable X multi-modale. Dans ce cas, les choix classiques de germes s’avèrent inappropriés. Illustrons
cela sur un exemple. Prenons le cas d’une variable aléatoire X s’écrivant de la manière suivante :
X(θ) =
{
a(θ)− δ si b(θ) < γ
a(θ) + δ si b(θ) > γ (IV.21)
où a, b ∈ N(0, 1) sont deux variables aléatoires gaussiennes indépendantes et où γ et δ sont des
constantes. La figure IV.5 illustre la convergence par rapport à p des densités de probabilité pour
différentes valeurs de δ (paramètre de séparation des modes) et pour γ = 0.3 (contrôlant la “probabilité
de chaque mode”). On observe que plus les modes sont séparés et plus le taux de convergence de la
décomposition se détériore. Pour le dernier cas, une bonne modélisation de la variable aléatoire X
nécessitera un ordre de chaos très grand (≈ 100).
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(a) δ = 1















(b) δ = 1.5















(c) δ = 2
Fig. IV.5 – Illustration de la convergence des décompositions sur le chaos pour différentes lois multi-
modales. Influence du paramètre de séparation des modes δ.
Si on utilise de telles représentations pour modéliser les variables aléatoires multi-modales en entrée
d’un modèle physique, la recherche d’une représentation de la solution sur ces mêmes bases de fonction
nécessitera un développement de degré équivalent. Les coûts de calcul de ces représentations seront
alors prohibitifs avec une approche par projection non-intrusive (nécessité d’une quadrature précise et
donc de nombreuses résolutions déterministes) ou une approche de Galerkin (dimension très grande
des espaces d’approximation).
Dans la suite, on propose une méthode permettant une représentation précise des variables multi-
modales sur un chaos généralisé de faible degré.
4.2 Mélange de lois de probabilité
Notons m le nombre de modes d’une variable aléatoire X (qui peut être défini par le nombre de
maxima de la densité de probabilité pX). On suppose qu’il existe un ensemble complet d’événements
{Θi}mi=1 sur Θ, i.e. ⋃
i∈I
Θi = Θ, Θi ∩Θj = ∅ pour i 6= j (IV.22)
tel que la loi de probabilité de la variable aléatoire “X sachant Θi”, notée X|Θi, est une loi uni-modale.
La loi de probabilité de X peut alors être définie par : ∀B ∈ BR,
PX(B) = P (X−1(B)) =
m∑
i=1









La loi de probabilité de X apparaît comme un mélange des lois de probabilité des variables aléatoires
Yi = X|Θi (somme pondérée de lois de probabilité) (voir illustration figure IV.4 pour une variable
aléatoire à 2 modes). L’identification de X est alors remplacée par l’identification des variables Yi, qui
sont supposées admettre de bonnes représentations sur chaos polynômial de faible degré. Les questions
sont alors : comment définir la partition d’événements {Θi}mi=1, quel type de représentation sur chaos
utiliser et comment identifier ces représentations à partir d’échantillons ?
4.3 Définition des Θi par séparation des échantillons
On introduit une séparation artificielle des échantillons enm ensembles d’échantillons uni-modaux,
ce qui permet de construire la partition abstraite désirée de Θ. Notons les échantillons {x(k)}Qk=1. On
suppose que la PDF empirique permet à l’utilisateur de déterminer de manière approximative un
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Fig. IV.6 – Mélange de fonctions de densité de probabilité
ensemble de points {xi}m−1i=1 séparant les échantillons en m ensembles d’échantillons uni-modaux,
définis par
Xi = {x(k), k ∈ {1 . . . Q};x(k) ∈ [xi−1, xi)}, i ∈ {1 . . .m}
où par convention x0 = −∞ et xm = +∞. La figure IV.7 illustre cette séparation. Θi est alors défini
de manière abstraite comme étant l’événement conduisant aux échantillons Xi. La probabilité de cet
événement peut être estimée par




Fig. IV.7 – Séparation des échantillons en 2 ensembles d’échantillons uni-modaux
4.4 Représentation sur chaos généralisé
Pour définir Θi, on introduit une partition de [0, 1) définie par les intervalles
Bi = [zi−1, zi), i = 1 . . .m, (IV.25)
où 0 = z0 < z1 < . . . < zm = 1. On introduit alors une variable aléatoire uniforme ξ1 ∈ U(0, 1) et on
définit
Θi = ξ−11 (Bi) := {ξ1 ∈ Bi}, i = 1 . . .m, (IV.26)
tel que pour i = 1 . . .m,
P (Θi) = Pξ1(Bi) = zi − zi−1. (IV.27)
Notons maintenant ξ2 une autre variable aléatoire, indépendante de ξ1. En posant ξ = (ξ1, ξ2), on
définit un espace de probabilité de dimension 2 associé (Ξ,BΞ, Pξ), avec Ξ = Ξ1×Ξ2 et Pξ = Pξ1⊗Pξ2 .





où IBi est la fonction indicatrice de l’événementBi. En supposant queX ∈ L2(Ξ, dPξ) = L2(Ξ1, dPξ1)⊗
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où les hj forment une base de polynômes orthonormés de L2(Ξ2, dPξ2). Pour i donné,
∑∞
j=0Xi,jhj(ξ2)
apparaît comme la décomposition sur chaos polynômial de la variable aléatoire conditionnelle Yi =

















4.5 Identification de la décomposition à partir des échantillons
On propose ici de développer une méthode de projection utilisant les fonctions de distribution de
probabilité empiriques. La variable aléatoire conditionnelle X|Θi = Yi peut être exprimée en fonction
de ξ2 de la manière suivante :
Yi(ξ2) = F−1X|Θi ◦ Fξ2(ξ2)
La fonction de distribution de probabilité FX|Θi (ou CDF) peut être simplement obtenue à partir de
échantillons Xi. Notons F˜X|Θi la CDF empirique obtenue à partir de Xi et F˜
−1
X|Θi son inverse. Les
















où les ωk sont les poids d’intégration et les y2,k sont les points d’intégration. En pratique, on pourra
utiliser une quadrature de Gauss associée à la mesure pξ2 .
Remarque IV.7 (Autres méthodes d’estimation)
Pour l’identification des coefficients a = {Xi,j ; i = 1 . . .m, j = 0 . . . p} ∈ Rm(p+1) de la décom-
position, l’utilisation d’une autre méthode est également possible : maximum de vraisemblance,
méthode d’inférence bayésienne. Ces méthodes, comparées à l’approche par projection condition-
nelle proposée, conduisent cependant à un très grand coût de calcul.
4.6 Illustrations
Exemple 1
On reprend l’exemple de la section 4.1 correspondant à une variable aléatoire bi-modale. On teste 3
cas, correspondant à γ = 0.3 et respectivement β = 1.5, 2 et 3. Pour chaque cas, on génère Q = 1, 000
échantillons. Les PDF empiriques sont illustrées sur la figure IV.8. Sur la figure IV.9, on présente les
PDF obtenues par identification sur un chaos polynômial gaussien classique. On observe la mauvaise
convergence du chaos quel que soit le cas étudié. Cette mauvaise convergence est d’autant plus marquée
que les modes sont séparés. On teste alors la décomposition conditionnelle avec différents degrés de
chaos. Une séparation artificielle des échantillons est opérée en repérant visuellement le minimum local
de la PDF empirique (figure IV.8). Pour les trois cas, on choisit respectivement x1 = 0, 0.2 et 0 pour
valeur de séparation. On observe sur la figure IV.10 que la représentation proposée est très bonne,
même pour des faibles degrés de développement.
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(a) δ = 1.5







(b) δ = 2







(c) δ = 3
Fig. IV.8 – Exemple 1 : PDF empiriques obtenues à partir de 1, 000 échantillons.














(a) δ = 1.5














(b) δ = 2














(c) δ = 3
Fig. IV.9 – Exemple 1 : projection empirique sur un chaos polynomial gaussien classique














(a) δ = 1.5














(b) δ = 2














(c) δ = 3
Fig. IV.10 – Exemple 1 : projection conditionnelle empirique sur un chaos polynomial gaussien clas-
sique
Exemple 2
Dans le cadre d’une étude menée avec un partenaire industriel, il était question d’étudier la fiabilité
d’une structure off-shore. L’étude devait prendre en compte les conditions de mer, pour lesquelles des
données statistiques étaient disponibles. Après une modélisation probabiliste de ces données d’entrée,
la méthodologie consistait à utiliser une approche non-intrusive par projection sur bases de chaos
généralisé afin d’obtenir une représentation explicite de la réponse de la structure en fonction des
variables d’entrée (voir section 2.4.2 du chapitre I). Les aléas sur les conditions de mer portaient sur
les hauteurs et périodes de houle et également sur la vitesse du courant. La hauteur et la période
de houle ont pu être bien modélisées par un développement sur un chaos polynômial classique (voir
paragraphe 3.4.2). Par contre, la vitesse de courant présentait une distribution de probabilité à 3
modes. La distribution empirique, obtenue à partir de Q = 993 échantillons est montrée sur la figure
IV.11(a). Sur la figure IV.11(b), on illustre la mauvaise convergence d’une représentation sur un chaos
gaussien classique, obtenue par une méthode de projection empirique. Sur la figure IV.11(c), on observe
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les projections conditionnelles pour différents degrés de chaos. La séparation des 3 modes a été effectuée
visuellement à partir de la figure IV.11(a). On a choisi x1 = 33 et x2 = 50. On observe avec la technique
proposée une très bonne représentation de la loi à 3 modes avec un chaos de faible degré.
Dans l’application visée, cette modélisation a permis de mettre en oeuvre une méthode par projec-
tion non-intrusive pour calculer le développement de la réponse du système sur un chaos généralisé. La
modélisation proposée permettait en effet de se limiter à un faible degré de chaos et ainsi de réduire
le nombre de points de quadrature stochastique à utiliser pour calculer la projection (équivalent au
nombre de résolutions déterministes).
























(b) Chaos gaussien classique













(c) Chaos généralisé “conditionnel”
Fig. IV.11 – Exemple 2 : Distribution de probabilité de la vitesse du courant. PDF des échantillons
(a), projection sur chaos gaussien classique (b), projection conditionnelle (c).
5 Application à l’identification de formes aléatoires
On propose ici une méthodologie d’identification de formes aléatoires à partir d’observations. L’ob-
jectif est de fournir une modélisation probabiliste des incertitudes géométriques pouvant ensuite être
exploitée dans une simulation numérique par la méthode X-SFEM, présentée dans le chapitre III. On
considère que les observations prennent la forme d’une collection d’images, chaque image étant associée
à une réalisation de la géométrie.
5.1 Reconnaissance de forme par la méthode des level-sets
Le problème de reconnaissance de forme à partir d’une image est un problème connu et bien
maîtrisé dans le cadre des techniques level-sets [148]. On rappelle ici les bases de cette technique. On
suppose que l’on dispose d’une image contrastée, définie par un mapping I : x ∈ D → R, dont les
valeurs I(x) représentent par exemple une intensité de gris à la position x ∈ D (où D ⊂ R2 voire
D ⊂ R3). Le but est alors de détecter les frontières d’une forme sous-jacente. Cette frontière s’avère
être située dans la région où l’intensité I possède de forts gradients. Le principe de la reconnaissance
de forme est alors de construire une fonction level-set φ : D → R dont l’iso-zéro est situé dans cette
zone à forts gradients. L’idée de base consiste à propager un front, représenté par l’iso-zéro d’une
level-set φ(x, t) dépendant d’un temps fictif, et de faire converger ce front vers la frontière à identifier.
L’équation du mouvement de la level-set φ(x, t) s’écrit :
∂tφ(x, t) + F (x, t)‖∇φ(x, t)‖ = 0 (IV.33)
φ(x, 0) = φ0(x)
où F est la vitesse du front dans la direction normale sortante (dirigée des valeurs négatives de φ vers
les valeurs positives). Afin de faire propager le front vers la frontière désirée, on souhaite une vitesse
non nulle dans les zones à faibles gradients et une vitesse tendant vers zéro dans les zones à forts
gradients. Un choix possible pour F [148] consiste à prendre :
F = (1− κ) 11 + c‖∇(Gσ ∗ I)‖ (IV.34)
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où κ est la courbure du front (κ = ∇ · ( ∇φ‖∇φ‖)),  > 0 est un paramètre petit et Gσ est un filtre
gaussien avec une longueur caractéristique σ. ∇(Gσ ∗ I) représente le gradient de l’image filtrée. Le
terme de courbure est un terme classique, conduisant à une régularisation du front. Le paramètre c
permet d’imposer une valeur arbitrairement petite de la vitesse dans les zones à forts gradients.
Un choix classique pour la level-set initiale φ0 consiste à prendre un petit contour circulaire situé à
l’intérieur de la frontière à identifier. De nombreux algorithmes ont été proposés pour la résolution de
l’équation (IV.33) (voir [148]). Après discrétisation et résolution, cela conduit à une level-set discrétisée
φ ∈ RN .
Remarque IV.8
Il est également possible de choisir comme front initial l’union de petits fronts circulaires centrés
en des points arbitrairement choisis. La représentation par level-set autorisant des changements de
topologie du front, les fronts initiaux pourront naturellement coalescer pour former un front plus
simple, éventuellement connexe. Cela permet en général d’accéder plus rapidement à une solution
stationnaire de (IV.33).
Illustration
On considère le cas de la figure IV.12, qui représente une image filtrée et son gradient. On utilise ici
la “Matlab Toolbox for Level-set Methods” [112] pour la résolution de l’équation (IV.33). L’équation
de mouvement est résolue par un schéma de type différences finies sur une grille spatiale uniforme de
taille 60× 60.
(a) Gσ ∗ I (b) ‖∇(Gσ ∗ I)‖
Fig. IV.12 – Image I en niveau de gris convoluée par un filtre gaussien Gσ (a) et gradient de l’image
filtrée (b)
La figure IV.13 montre l’iso-zéro de la level-set φ(x, t) à différents instants de résolution, et on
observe bien que le front associé se “fige” sur la zone à forts gradients.
5.2 Réduction d’information par décomposition de Karhunen-Loève empirique
Pour notre problématique, la forme aléatoire peut être caractérisée par une level-set aléatoire
discrétisée, représentée par un vecteur aléatoire φ : Θ → RN . Si l’on dispose de Q images {I(k)}Qk=1
représentant Q réalisations de la forme, on appliquera la procédure ci-dessus Q fois afin d’obtenir les
réalisations correspondantes de la level-set discrétisée {φ(k)}Qk=1, avec φ(k) ∈ RN .
L’identification probabiliste du vecteur aléatoire φ à partir des échantillons {φk} est cependant
irréalisable en pratique en raison du grand nombre de variables aléatoires et donc de la dimension
du problème d’identification associé. Une réduction d’information est donc nécessaire. Cette réduc-
tion consiste à représenter la level-set aléatoire en fonction d’un petit nombre de variables aléatoires
(X1, . . . , Xm) := X. Le problème de l’identification de la level-set aléatoire se ramènera alors à l’iden-
tification du petit vecteur aléatoire X(θ) à partir d’une collection d’échantillons {x(k)}Qk=1. On pourra
alors utiliser l’une des techniques introduites dans le paragraphe 3.
On propose ici d’effectuer une décomposition de Karhunen-Loève empirique [99] des échantillons
(version discrète de la décomposition de Karhunen-Loève introduite dans l’annexe A). Ce type de
décomposition est aussi connu sous le nom de Principal Component Analysis [75] ou décomposition
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(a) t = 0. (b) t = 0.14 (c) t = 0.28
(d) t = 0.42 (e) t = 0.71 (f) t = 1
Fig. IV.13 – Iso-zéro de la level-set φ(x, t) à différents instants t
en valeurs singulières et a été utilisé dans de nombreux domaines d’application tels que l’analyse de
données [51, 151], l’analyse d’image [95], la réduction de modèle dynamique [83, 20], etc. Par cette
décomposition, on tente d’extraire des échantillons quelques modes spatiaux représentatifs sur lesquels
les échantillons de level-sets peuvent être décomposés. Les composantes des échantillons sur cette base
réduite de modes sont alors les échantillons des variables X à identifier.
Remarque IV.9
Dans le cas où on présuppose une forme de level-set φ(X) paramétrée par un petit nombre de
variables aléatoires X (cercle à position aléatoire, ellipse à demi-axes aléatoires, ...), aucune ré-
duction d’information ne sera généralement nécessaire. Les échantillons x(k) de X pourront être




5.2.1 Décomposition de Karhunen-Loève empirique
Notons µφ la moyenne empirique des échantillons φ(k) et φ˜
(k) = φ(k)−µφ les échantillons centrés.
La matrice de covariance empirique (non biaisée) des échantillons s’écrit







On note (si,Ui), i = 1...N , les couples (valeurs propres, vecteurs propres) de Cφ. Les vecteurs Ui
formant une base orthonormée de RN , on peut alors décomposer les échantillons de level-set sous la
forme suivante :










où les {x(k)i }Ni=1 apparaissent comme les composantes de φ˜
(k) sur la base des modes (√siUi).
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5.2.2 Réduction d’information par troncature
On suppose que les modes sont triés de la manière suivante : s1 > ... > sN . On peut alors tronquer
la décomposition (IV.35) en ne retenant que les m premiers modes :














où ‖ · ‖ désigne la norme 2 vectorielle classique. Le nombre de modes m à garder peut alors être choisi







où KL est une tolérance fixée a priori qui permet de controller l’erreur de troncature. Finalement, les
échantillons de la level-set peuvent être approchés par la formule suivante :
φ(k) ≈ µφ +
m∑
i=1
U˜ix(k)i , U˜i =
√
siUi (IV.39)
Les {x(k)i }Qk=1 apparaissent comme les échantillons d’une variable aléatoire Xi(θ) représentant la
composante de la level-set aléatoire sur le mode U˜i. On doit alors identifier le vecteur aléatoire
X = (X1(θ) . . . Xn(θ))T , connaissant Q échantillons x(k) = (x(k)1 . . . x
(k)
m )T . Avec la définition choisie









Les Xi à identifier sont donc considérées comme des variables aléatoires centrées, normalisées et
décorrélées.
5.3 Méthodologie d’identification probabiliste
On est donc ramener à l’identification d’un vecteur aléatoire X de taille m, connaissant Q échan-
tillons x(k). On peut alors utiliser les méthodes de représentation fonctionnelle introduites dans le
paragraphe 3.
Selon la nature des formes aléatoires, on peut être amené à garder un grand nombre de modes m.
L’identification d’un grand vecteur aléatoire X peut alors s’avérer difficile sans hypothèse supplémen-
taire. Les variables aléatoiresXi sont par définition décorrélées. En pratique, comme peu d’échantillons
sont généralement disponibles, une hypothèse raisonnable consiste à considérer les variables aléatoires
Xi comme indépendantes. Le bien-fondé de cette hypothèse a été vérifié en pratique sur des exemples
numériques.
Les méthodes d’identification basées sur des représentations fonctionnelles peuvent alors être ap-





Xi,jhj(ξi), i = 1 . . .m
où les ξi sont des variables aléatoires indépendantes. Pour une variable Xi donnée, on pourra mettre en
oeuvre une méthode d’inférence classique pour l’identification des paramètres (Xi,0 . . . Xi,p) ∈ Rp+1.
On pourra également utiliser une technique plus efficace de projection empirique, présentée dans le
paragraphe 3.4.
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5.4 Illustration
On considère ici un domaine circulaire inclus dans un domaine D = (0, 1) × (0, 1). Le centre du
cercle est situé en (a, b) et son rayon est r. On choisit pour a, b et r trois variables aléatoires indépen-
dantes uniformes : a ∈ U(0.45, 0.55), b ∈ U(0.45, 0.55), r ∈ U(0.15, 0.25). La level-set dont l’iso-zéro
correspond à ce front est φ(x, θ) = r(θ)− ‖x− (a(θ), b(θ))‖. Afin de valider la procédure d’identifica-
tion (décomposition de Karhunen-Loève tronquée et développement sur le chaos), on génère Q = 100
échantillons φ(k) de cette level-set aléatoire. Les figures IV.14 et IV.15 montrent trois réalisations du
contour circulaire aléatoire et les réalisations de la level-set associée.
(a) (b) (c)
Fig. IV.14 – Cercle à position et rayon aléatoire : 3 réalisations de la frontière
(a) (b) (c)
Fig. IV.15 – Cercle à position et rayon aléatoire : 3 échantillons de la level-set aléatoire
La décomposition de Karhunen-Loève tronquée, pour une précision KL = 5.10−2 nécessite ici
m = 4 modes. Ces modes sont illustrés sur la figure IV.16. Les variables aléatoires Xi sont considérées
indépendantes. On utilise la méthode de projection empirique sur un chaos polynômial de Legendre
de degré p = 3 (voir section 3.4). La figure IV.18 montre les PDF des échantillons {x(k)i }Qk=1 et les
PDF des variables Xi identifiées.
(a) µφ (b) U1 (c) U2 (d) U3 (e) U4
Fig. IV.16 – Moyenne de la level-set (a) et premiers modes de la décomposition de Karhunen-Loève
(b-e)
Enfin, afin de vérifier la qualité de la procédure d’identification et pour vérifier que la forme aléatoire
est bien représentée, on calcule la fonction x 7→ Pin(x) où la valeur Pin(x) désigne la probabilité que
le point x soit dans le domaine. Cette fonction s’exprime en fonction de la level-set par Pin(x) =
P (φ(x, θ) < 0). On calcule une fonction Pin de référence à partir des échantillons φ(k) et on la
compare avec la fonction obtenue à partir de la level-set identifiée sur le chaos. En pratique, on génère
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Fig. IV.17 – PDF des échantillons {x(k)i }Qk=1 et des variables aléatoires Xi identifiées (projection sur
un chaos polynômial de Legendre de degré 3)
1,000 réalisations de la level-set identifiée et on estime Pin à partir de ces réalisations. La figure IV.18
compare les distributions de la fonction Pin de référence et de la fonction Pin obtenue pour différents
ordres de troncature m de la décomposition KL. On observe qu’un nombre de modes peu elévé m = 4
permet une très bonne représentation de la forme aléatoire. On remarque au passage que l’hypothèse
d’indépendance sur les variables aléatoires est justifiée sur cet exemple. Une identification des variables
supposées dépendantes est possible par une méthode de maximum de vraisemblance. Sur cet exemple,
on peut montrer que cela n’améliore pas de manière significative la qualité de l’identification.
(a) Référence (b) m = 1 (c) m = 2 (d) m = 3 (e) m = 4
Fig. IV.18 – Fonction Pin obtenue à partir des échantillons initiaux (a) et à partir des level-sets identi-
fiées sur le chaos (b-e) pour différents ordres de troncature m. Contours d’iso-valeurs (0.1, 0.3, 0.6, 0.9)
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6 Conclusions et perspectives
Les développements exposés dans ce chapitre constituent une partie essentielle d’une analyse pro-
babiliste, qui consiste à construire une modélisation pertinente des incertitudes en entrée d’un modèle
physique. L’essentiel des contributions portent sur les méthodes de quantification des incertitudes par
des approches spectrales, qui sont aujourd’hui développées et exploitées dans de nombreux travaux.
Ces approches très génériques permettent une représentation aisée de lois de probabilité non usuelles.
Elles fournissent de plus une représentation adaptée à l’utilisation des méthodes spectrales stochas-
tiques. L’utilisation de ces techniques permet donc de réunir sous un même formalisme les aspects
quantification et propagation des incertitudes à travers les modèles physiques.
Dans le cas de l’identification des représentations par un principe de maximum de vraisemblance,
les algorithmes d’optimisation proposés apportent une amélioration de la robustesse et de la préci-
sion de l’estimation. Cependant, pour des représentations fonctionnelles de haut degré et pour de
nombreuses variables aléatoires à identifier, la dimension des problèmes d’optimisation et la nature
même de la fonctionnelle rendent difficile l’application de ce type d’approches. Les outils de projection
empirique (ou projection empirique conditionnelle) proposés dans ce chapitre apportent une première
réponse à cette problématique. Ces outils, relativement robustes, permettent une obtention rapide
de représentations spectrales très précises à partir de simples échantillons de paramètres aléatoires.
Une première perspective concerne l’extension de ces méthodologies au cas de plusieurs variables
aléatoires (notamment pour les techniques de projection conditionnelle). Un autre point concerne le
développement d’outils de quantification de la qualité de la représentation ainsi obtenue (variance des
coefficients, intervalles de confiance, ...).
La technique d’identification de formes aléatoires à partir d’images exploite des techniques de ré-
duction d’information classiques ainsi que les méthodes de représentation spectrales mentionnées plus
haut. Elle conduit à une représentation des incertitudes sous une forme directement exploitable dans
la méthode proposée dans le chapitre III. Néanmoins, d’autres domaines d’application de cette mé-
thodologie pourraient être envisagés : analyse de structures cohérentes dans des écoulements, analyse
statistique d’images médicales, analyse morphologique de micro-structures de matériaux hétérogènes...
Ces différentes applications pourraient susciter des collaborations inter-disciplinaires.
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Conclusion
La quantification des incertitudes apparaît aujourd’hui comme un point crucial dans de nombreuses
branches de la science et de l’ingénierie. En améliorant la prédictibilité des modèles ou la robustesse
des designs, elle répond à des enjeux aussi bien technologiques, économiques que sociétaux.
Ces deux dernières décennies ont vu naître une nouvelle famille de méthodes, baptisées approches
spectrales stochastiques, qui reposent sur un mariage fructueux de la théorie des probabilités et de
l’analyse fonctionnelle. Ce mariage a permis de transposer au cadre stochastique un ensemble d’outils
mathématiques et numériques bien maîtrisés dans le cadre de la simulation des modèles déterministes.
Comme on a pu le voir tout au long de ce mémoire, ces méthodes offrent une vision unifiée de la
quantification et de la propagation des incertitudes dans un contexte probabiliste. En d’autres termes,
elles permettent de traiter dans un même formalisme toute la chaîne de validation-vérification des
modèles physiques, depuis l’identification des modèles à partir d’observations jusqu’à la prédiction
numérique de la réponse de ces modèles.
Bien que ces méthodes soient aujourd’hui relativement matures pour certaines classes de problèmes,
de nombreuses difficultés théoriques, méthodologiques et techniques restent encore à surmonter pour
assurer leur transfert pérenne vers un vaste champ d’applications. Tout d’abord, ces méthodes né-
cessitent de revisiter en profondeur des champs d’applications aujourd’hui bien maîtrisés dans un
contexte déterministe. Par exemple, dans le domaine de la dynamique des structures, les méthodes dé-
terministes actuelles permettent d’aborder des simulations de grande échelle en prenant en compte des
comportements non-linéaires complexes (visco-plasticité, contact, endommagement, ...). Le traitement
de ces problèmes dans un contexte incertain reste encore un enjeu à moyen ou long terme. Un défi
consiste à proposer des méthodes génériques, applicables à une large classe de problèmes et exploitant
au mieux les savoir-faire et les logiciels existants. Le transfert de ces méthodes vers des applications
industrielles complexes sera rendu possible si des efforts conséquents sont menés sur le développement
de méthodes de résolution robustes, permettant l’obtention de prédictions en des temps raisonnables.
Une autre question clé concerne la maîtrise et la réduction des erreurs introduites aux différentes
étapes de la chaîne de validation et de vérification des modèles : erreur de mesure (ou d’observation),
erreur de modèle, erreur d’approximation, erreur de résolution. Maîtriser ces différentes erreurs per-
mettrait en effet d’obtenir des prédictions plus fiables de la réponse des modèles. Dans un contexte
incertain, la réduction des erreurs de mesure nécessite généralement d’augmenter le nombre des obser-
vations (si possible) ainsi que la qualité de leur traitement statistique. Les erreurs de modèle peuvent
quant à elles être réduites par une meilleur compréhension des phénomènes physiques et des sources
d’incertitudes, et le développement de procédures de recalage robustes dans un contexte probabiliste.
Le contrôle de l’erreur d’approximation nécessite le développement d’outils d’estimation d’erreur a
posteriori et la mise en place de démarches d’approximation adaptative, visant à améliorer la qualité
du modèle numérique. Enfin, la réduction des erreurs de résolution passe par une meilleure maîtrise
des solveurs, de leur précision et de leur robustesse. Cette question de la maîtrise des erreurs est
certainement un axe de développement important pour les approches spectrales. Ces approches, qui
offrent une vision unifiée de la chaîne validation-verification, ont l’avantage de pouvoir hériter d’un




Une autre difficulté, qui n’est pas propre aux approches spectrales mais aux méthodes de quan-
tification des incertitudes en général, concerne la modélisation pertinente des incertitudes. Dans les
modèles physiques, les sources d’incertitudes apparaissent à différentes échelles, mettant en jeu des
phénomènes physiques distincts. Les incertitudes sont souvent bien comprises et modélisées à certaines
échelles qui ne correspondent pas aux échelles étudiées. Des méthodologies de simulation pleinement
multi-échelles, permettant de transférer les incertitudes à travers les échelles, pourraient conduire à la
construction de modèles plus pertinents, à des prédictions plus fiables, ainsi qu’à une meilleure com-
préhension des phénomènes physiques. Au delà de ces enjeux, ces stratégies multi-échelles permettront
d’augmenter l’efficacité des approches spectrales et ainsi de résoudre des problèmes inabordables avec
les moyens de calcul actuels. Dans ce contexte, les stratégies de réduction de modèle, déjà très “en vo-
gue” dans le domaine déterministe, semblent constituer une voie incontournable lorsqu’une dimension
probabiliste est rajoutée au problème.
Toutes ces questions constituent autant de défis scientifiques et techniques restant à relever pour
conduire à une meilleure maîtrise des modèles et des calculs dans un contexte incertain. Il reste donc à
espérer que des développements futurs, rendus possible par l’intérêt croissant porté par les financeurs
privés et publics, permettront d’atteindre une pleine maturité de ces méthodes et leur utilisation
massive pour la résolution de problèmes d’intérêt.
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Annexe A
Représentation et discrétisation des
processus ou champs stochastiques
Dans cette partie, on introduit brièvement des techniques de représentation classiques des
processus (ou champs) stochastiques. Pour une introduction aux processus (ou champs) sto-
chastiques, on pourra consulter [45, 86, 2, 98, 99] pour un point de vue mathématique ou
encore [129, 70, 71, 164, 35] pour des aspects plus techniques.
Sommaire
1 Définition et caractérisation des processus stochastiques . . . . . . . . . . . . . . . . 119
2 Décomposition de Karhunen-Loève . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120
3 Décomposition de Hilbert-Karhunen-Loève . . . . . . . . . . . . . . . . . . . . . . . . 121
4 Décomposition sur le chaos polynômial . . . . . . . . . . . . . . . . . . . . . . . . . . 122
1 Définition et caractérisation des processus stochastiques
Un processus stochastique à valeurs dans E est défini formellement comme étant un ensemble
indexé de variables aléatoires {wx(θ))}x∈Ω, où les wx(θ) sont des variables aléatoires, à valeurs dans E,
définies sur un espace de probabilité (Θ,B, P ). Ω peut être un ensemble discret fini ou dénombrable,
auquel cas on parlera de processus stochastique discret, ou un ensemble non dénombrable tel qu’un
intervalle Ω ⊂ R ou encore un domaine Ω ⊂ Rd. Dans le cas où Ω est un domaine spatial, on parlera
de champ stochastique plutôt que de processus stochastique. Un processus stochastique peut être vu
de manière équivalente comme une fonction mesurable
w : (x, θ) ∈ Ω×Θ 7→ w(x, θ) ∈ E,
ou encore comme une variable aléatoire à valeurs dans un espace de fonctions de Ω dans E. L’équiva-
lence entre ces différentes interprétations est sujette à des considérations techniques [86, 98, 80]. Par
la suite, on considérera des processus stochastiques scalaires, i.e. E = R.
La caractérisation probabiliste d’un processus stochastique se ramène donc a priori à la carac-
térisation probabiliste d’un ensemble, éventuellement non dénombrable, de variables aléatoires. Un
processus est en fait totalement caractérisé par la donnée de ses lois de probabilité de dimension finie
[2, 86], qui sont les lois de probabilité jointes de tout ensemble fini de variables aléatoires {wx1 , ..., wxn},
n ∈ N, xi ∈ Ω.
On s’intéresse par la suite à la représentation et la discrétisation des processus du second ordre.
On pourra consulter [52, 86, 35, 73] pour une introduction aux processus stochastiques généralisés. De
nombreuses techniques de discrétisation des processus stochastiques sont disponibles dans la littérature
(cf. [145, 150, 107, 160, 79]). On présente par la suite deux techniques classiquement utilisées dans le
cadre des approches spectrales stochastiques : la décomposition de Karhunen-Loève et la décomposition
sur le chaos polynômial.
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A. Représentation et discrétisation des processus ou champs stochastiques
2 Décomposition de Karhunen-Loève
La décomposition de Karhunen-Loève [97, 77] s’applique à des processus du second ordre w ∈
L2(Ω)⊗ L2(Θ, dP ). Elle consiste à décomposer le processus w sous la forme





où µw est la moyenne de w, où les fonctions vi(x) forment une base hilbertienne particulière de L2(Ω),
où les ζi ∈ L2(Θ, dP ) sont des variables aléatoires centrées décorrélées de variance unitaire et où les
σi sont des constantes positives. Les couples (vi, σi) ∈ L2(Ω)×R+ sont les solutions du problème aux
valeurs propres intégral1 ∫
Ω
Cw(x, y)vi(y) dy = σivi(x) (A.2)
où Cw est la fonction de covariance de w, définie par :
Cw(x, y) = E
(
(w(x, θ)− µw(x))(w(y, θ)− µw(y))
)
(A.3)
Les couples (vi, σi) sont donc les couples propres de l’opérateur
Tw : v ∈ L2(Ω) 7→ Tw(v) =
∫
Ω
Cw(·, y)v(y) dy :=< Cw, v >L2(Ω)
Sous réserve de régularité de Cw, on montre que Tw est un opérateur autoadjoint continu compact de
L2(Ω) dans L2(Ω), si bien que la théorie spectrale classique s’applique [26]. L’ensemble de ses fonctions
propres forme bien une base hilbertienne de L2(Ω). Son spectre est borné et possède comme seul point
d’accumulation 0. Le processus w peut alors être décomposé sous la forme (A.1), où les variables









(w(x, θ)− µw(x))vi(x) dx
La série (A.1) est convergente dans L2(Ω)⊗ L2(Θ, dP ) :









Dans le cas d’un processus gaussien, les variables aléatoires ζi sont des variables gaussiennes décorrélées
et donc indépendantes. La décomposition de Karhunen-Loève est donc dans ce cas très intéressante
puisqu’elle permet de représenter le processus en fonction d’un ensemble de variables aléatoires dont
la loi de probabilité est totalement déterminée. Dans le cas d’un processus non gaussien, cette dé-
composition est bien sûr encore valable. Cependant, la caractérisation probabiliste de l’ensemble des
variables aléatoires devient plus délicate.
Remarque A.1
Dans des cas très particuliers, le problème aux valeurs propres intégral (A.2) admet des solutions
analytiques. Dans le cas général, on aura recours à une résolution numérique [6].
Discrétisation du processus
Une discrétisation stochastique du processus consiste alors à tronquer la décomposition de Karhunen-
Loève à un ordre m, en prenant soin de ne conserver que les plus grandes valeurs propres :





On montre la propriété d’optimalité suivante :
1Le problème aux valeurs propres intégral (A.2) est une équation de Fredholm de seconde espèce homogène [38, 135].
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3. Décomposition de Hilbert-Karhunen-Loève
Propriété A.2
La décomposition de Karhunen-Loève tronquée (A.5) est la décomposition optimale du processus
au sens de L2(Ω)⊗L2(Θ, dP ) sur l’ensemble des décompositions du type µw(x) +∑mi=1 vi(x)νi(θ),
avec vi ∈ L2(Ω) et νi ∈ L2(Θ, dP ) :
‖w − w(m)‖2L2(Ω)⊗L2(Θ,dP ) = min
vi∈L2(Ω)
νi∈L2(Θ,dP )




3 Décomposition de Hilbert-Karhunen-Loève
Une extension de la décomposition de Karhunen-Loève, appelée décomposition de Hilbert-Karhunen-
Loève [95, 46], consiste à chercher une décomposition optimale d’un processus w ∈ H⊗L2(Θ, dP ), où
H est un espace de Hilbert de fonctions définies sur Ω. On munit H ⊗ L2(Θ, dP ) du produit scalaire
< ·, · >H⊗L2(Θ,dP )= E(< ·, · >H)
où < ·, · >H est un produit scalaire sur H. On introduit alors l’opérateur linéaire Tw de H dans H
défini par
Tw(v) =< Cw, v >H:= E((w − µw) < (w − µw), v >H) (A.6)
où Cw ∈ H⊗H est la fonction de covariance du processus w, définie par l’équation (A.3). Sous réserve
de régularité de Cw, Tw est un opérateur autoadjoint compact de H dans H et la théorie spectrale
classique s’applique. Les fonctions propres vi de Tw forment une base hilbertienne de H. En notant
(vi, σi) les couples propres de Tw, on obtient alors la décomposition suivante du processus





où les ζi ∈ L2(Θ, dP ) sont encore des variables aléatoires centrées décorrélées de variance unitaire.










On peut alors obtenir une discrétisation du processus en tronquant la décomposition :





Cette décomposition possède la propriété d’optimalité suivante :
Propriété A.3
La décomposition de Hilbert-Karhunen-Loève tronquée (A.9) est la décomposition optimale du pro-
cessus au sens deH⊗L2(Θ, dP ) sur l’ensemble des décompositions du type µw(x)+∑mi=1 vi(x)νi(θ),
avec vi ∈ H et νi ∈ L2(Θ, dP ) :
‖w − w(m)‖2H⊗L2(Θ,dP ) = min
vi∈H
νi∈L2(Θ,dP )
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4 Décomposition sur le chaos polynômial
Un autre type de représentation des processus stochastiques du second ordre consiste à utiliser un
développement sur le chaos polynômial de Wiener [169, 29]. Toute variable aléatoire v ∈ L2(Θ, dP )
peut être décomposée sur une base de polynômes orthogonaux de variables gaussiennes centrées ré-
duites indépendantes.
Chaos polynômial
Notons ξ = {ξi}i∈N∗ un ensemble dénombrable de variables aléatoires gaussiennes centrées réduites
indépendantes. Les polynômes orthogonaux de ξ sont les polynômes d’Hermite multidimensionnels.
En introduisant l’ensemble des multi-indices de longueur finie









où les hn(x) sont les polynômes d’Hermite unidimensionnels, polynômes orthonormés pour la mesure
gaussienne ϕ(x)dx = 1√2piexp(−
x2
2 )dx. On appelle chaos homogène de degré p l’espace Hp défini par :
Hp = span{Hα;α ∈ I, |α| = p}




On a alors la décomposition orthogonale suivante de l’espace des variables aléatoires du second ordre :




En d’autres termes, l’ensemble de polynômes {Hα}α∈I forme une base hilbertienne de L2(Θ, dP ).
Décomposition d’un processus





cette décomposition étant convergente dans L2(Θ, dP ). Cette représentation peut être utilisée en com-
plément d’une décomposition de Karhunen-Loève (A.1) ou (A.7). Elle permet en effet d’obtenir une re-
présentation des variables aléatoires apparaissant dans ces décompositions : ζi(θ) =
∑
α∈I ζi,αHα(ξ(θ)).
Une approximation du processus sera obtenue en tronquant la décomposition sur un chaos polynômial
de degré fini, avec un nombre fini de variables aléatoires.
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Annexe B
Aspects techniques de la méthode GSD
On présente ici les aspects techniques liés à la résolution d’un problème stochastique par la
méthode GSD. Le problème initial à résoudre est le suivant : trouver u ∈ Vn ⊗ SP tel que
A(u, v) = B(v) ∀v ∈ Vn ⊗ SP (B.1)
où A est une forme bilinéaire (ou semi-linéaire) sur Vn⊗ SP et où B est une forme linéaire
sur Vn ⊗ SP .
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1 Notations préliminaires
1.1 Développement des formes linéaires et semi-linéaires

















où a(·, ·; θ) est une forme bilinéaire (voire semi-linéaire) sur Vn et où b(·; θ) est une forme linéaire sur
Vn. On considère que les formes a et b peuvent être décomposées de la manière suivante
a(u, v; θ) =
mA∑
k=1




où les Ak et Bk sont des variables aléatoires et où les ak (resp. bk) sont des formes semi-linéaires (resp.
linéaires) déterministes sur Vn.
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1.2 Notations matricielles équivalentes
En assimilant u ∈ Vn⊗ SP à un vecteur aléatoire u ∈ Rn⊗ SP , on utilisera de manière équivalente
une notation matricielle :
A(u, v) ≡ A(u,v) = E(vTA(u)), B(v) ≡ B(v) = E(vTb) (B.5)
où b ∈ Rn ⊗ SP est un vecteur aléatoire et où A est un opérateur (éventuellement non-linéaire) de
Rn ⊗ SP dans Rn ⊗ SP . Dans le cas linéaire, A est assimilé à une matrice aléatoire. Les expressions








où les Ak sont des opérateurs de Rn dans Rn (assimilés à des matrices dans le cas linéaire) et les
bk ∈ Rn.
1.3 Algorithmes GSD : différents types de problèmes à résoudre
On note u(M) = ∑Mi=1 Uiλi, avec Ui ∈ Vn et λi ∈ SP , une décomposition spectrale d’ordre M . On
notera W = (U1, . . . , UM ) ∈ (Vn)M et Λ = (λ1, . . . , λM ) ∈ (SP )M et on notera de manière condensée
u(M) = W · Λ.
En notations matricielles, on note u(M) = ∑Mi=1 Uiλi, avec Ui ∈ Rn. On note également W =
(U1, . . . , UM ) ∈ Rn×M et Λ = (λ1, . . . , λM )T ∈ RM ⊗ SP .
Problème de type I
Connaissant U ∈ Vn et u(M), calcul de λ = f(U ;u(M)) :
λ ∈ SP , A(u(M) + λU, λ∗U) = B(λ∗U) ∀λ∗ ∈ SP
Problème de type II
Connaissant λ ∈ SP et u(M), calcul de U = F (λ;u(M)) :
U ∈ Vn, A(u(M) + λU, λV ) = B(λV ) ∀V ∈ Vn
Problème de type III
Connaissant W ∈ (Vn)M , calcul de Λ = f(W ) :
Λ ∈ (SP )M , A(Λ ·W,Λ∗ ·W ) = B(Λ∗ ·W ) ∀Λ∗ ∈ (SP )M (B.7)
Problème de type IV
Connaissant Λ ∈ (SP )M , calcul de W = F (Λ) :
W ∈ (Vn)M , A(Λ ·W,Λ ·W ∗) = B(Λ ·W ∗) ∀W ∗ ∈ (Vn)M (B.8)
Problème de type V
Connaissant W ∈ (Vn)M ′ et u(M), calcul de Λ = f(W ;u(M)) :
Λ ∈ (SP )M ′ , A(u(M) + Λ ·W,Λ∗ ·W ) = B(Λ∗ ·W ) ∀Λ∗ ∈ (SP )M ′ (B.9)
Problème de type VI
Connaissant Λ ∈ (SP )M ′ et u(M), calcul de W = F (Λ;u(M)) :
W ∈ (Vn)M ′ , A(u(M) + Λ ·W,Λ ·W ∗) = B(Λ ·W ∗) ∀W ∗ ∈ (Vn)M ′ (B.10)
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2. Problèmes linéaires
1.4 Dans quels cas rencontre-t-on chaque type de problème ?
Dans le tableau ci-dessous sont listés les différents types d’algorithmes GSD et la nature des pro-
blèmes à résoudre pour chacun de ces algorithmes. Les questions suivantes conditionnent le choix d’un
algorithme GSD : quels types de problèmes sont les plus faciles à implémenter ? pour un type de pro-
blème donné, existe-t-il un solveur robuste, éventuellement déjà implémenté dans des codes classiques ?
pour un type de problème donné, les capacités mémoire ne risquent-elles pas d’être dépassées ?
Type of problems
Algorithmes I II III IV V VI
P-GSD • • •
P’-GSD • •
A-GSD • • •
A’-GSD • • •
SI’-GSD • •
SI-GSD • • •
P-GSD∗ • • •
A-GSD∗ • • •
A’-GSD∗ • • •
SI-GSD∗ • • •
Les sigles d’algorithmes avec ∗ indiquent qu’on prend le point de vue du problème aux valeurs propres
en Λ. Les autres algorithmes correspondent au point de vue du problème aux valeurs propres en W .
Tous les algorithmes sont indiqués dans leur version avec déflation. Les sigles avec ′ indiquent qu’on
réalise seulement une actualisation partielle des variables aléatoires ou fonctions déterministes après
résolution d’un problème aux VP sur l’opérateur déflaté. Dans le cas sans ′, on réalise une actualisation
complète. On notera que les algorithmes P’-GSD et SI’-GSD sont les mêmes quel que soit le point de
vue, i.e. problème aux VP en Λ ou W . Leur analogue en ∗ n’ont donc pas été indiqués.
2 Problèmes linéaires
On précise ici les différents problèmes énoncés plus haut dans le cas linéaire. Pour chaque problème,
on indique les versions continues et discrètes.
Problème de type I
Trouver λ ∈ SP tel que




























Problème de type II
Trouver U ∈ Vn tel que
A(λU, λV ) = B(λV )−A(u(M), λV ) ∀V ∈ Vn (B.16)
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ce qui s’écrit encore sous la forme d’un simple problème déterministe :
a˜(U, V ) = b˜(V ) ∀V ∈ Vn (B.17)
avec
a˜(U, V ) =
mA∑
k=1






ak(U˜k, V ) (B.18)
avec U˜k =
∑M
i=1E(Akλλi)Ui. En notations matricielles, ce problème est équivalent à trouver U ∈ Rn
tel que











Problème de type III






iUi) = B(λ∗iUi) (B.21)




















Problème de type IV




λjUj , λiVi) = B(λiVi) (B.25)
ce qui s’écrit encore
M∑
j=1
a˜ij(Uj , Vi) = b˜i(Vi) (B.26)
avec
a˜ij(Uj , Vi) =
mA∑
k=1




En notations matricielles, ce problème est équivalent à résoudre le système couplé d’équations déter-
ministes suivant : trouver {Ui}Mi=1 ∈ (Rn)M tel que ∀i ∈ {1...M},
M∑
j=1











Problèmes de type V et VI
Ces problèmes s’écrivent comme les problèmes de type III et IV, en prenant en compte une modi-
fication du second membre due au terme u(M).
3 Problèmes non-linéaires
Pour illustrer l’application aux problèmes non-linéaires, on choisit le cas particulier suivant :
a(u, v; θ) = A1(θ)a1(u, v) +A2(θ)a2(u, v)
avec a1(u, v) une forme bilinéaire déterministe et a2(u, v) une forme déterministe linéaire en v et
quadratique en u. On notera
a2(u, v) = n2(u, u, v)
avec n2 une forme trilinéaire. Ce type d’équation correspond aux problèmes traités dans [125, 104] :
résolution d’une équation de Burgers (avec approximation spectrale au niveau spatial) et résolution
d’un problème de Navier-Stokes incompressible stationnaire (discrétisation différences finies au niveau
spatial).
On ne détaille ici que la résolution des problèmes de type I, II et III, qui correspondent aux
problèmes intervenant dans les algorithmes P-GSD et A-GSD. Les autres types de problèmes s’écrivent
également simplement.
Problème de type I





= E(λ∗B) ∀λ∗ ∈ SP (B.30)
avec
A1(θ) = A1(θ)a1(U,U) (B.31)












λi(θ)λj(θ)A2(θ)n2(Ui, Uj , U) (B.33)
C’est une équation stochastique non-linéaire algébrique. Sa résolution peut être menée par des algo-
rithmes non-linéaires classiques. La non-linéarité étant quadratique, on peut par exemple utiliser sans
difficulté une méthode de Newton classique.
Problème de type II
Trouver U ∈ Vn tel que :





E(Bkλ)bk(V )− a1(U˜ , V )−
M∑
i=1








On observe que le problème (B.34) est un problème déterministe ayant une structure mathématique
classique d’un problème déterministe avec non-linéarité quadratique. La résolution de ce problème
peut donc être menée avec des solveurs déterministes classiques. En ce sens, la méthode GSD peut
être vue comme une méthode non-intrusive, permettant l’utilisation de codes déterministes classiques
et robustes.
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Problème de type III













= E(λ∗iBi) ∀λ∗i ∈ SP (B.37)
avec
Aij(θ) = A1(θ)a1(Uj , Ui) (B.38)





C’est un système d’équations stochastiques non-linéaires algébriques. Sa résolution peut être menée
par des algorithmes non-linéaires classiques. La non-linéarité étant quadratique, on peut par exemple
utiliser sans difficulté une méthode de Newton classique.
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Annexe C
Paramétrisation de la variété de Stiefel
compacte
On présente ici une paramétrisation possible de la variété de Stiefel compacte S(n,m), avec
m 6 n, qui est l’ensemble des matrices orthogonales n×m.
Sommaire
1 Le cas général m 6 n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
2 Le cas particulier m = n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
3 Le cas particulier m = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
1 Le cas général m 6 n
La dimension de la variété de Stiefel compacte S(n,m), avec m 6 n, est d = nm −m(m + 1)/2.
Notons O(n) le groupe des matrices orthogonales de Rn×n. Une paramétrisation classique de S(n,m)
autour d’une matrice B ∈ S(n,m) s’écrit comme suit :






où B⊥ ∈ S(n, n − m) est le complément orthogonal de B, i.e. tel que (B B⊥) ∈ O(n), et où S ∈






, S11 ∈Mskew(m), S21 ∈ R(n−m)×m. (C.2)
On vérifie aisément que les matrices anti-symétriques de la forme (C.2) dépendent bien de d paramètres
indépendants. On introduit alors le mapping Z défini sur Rd et tel que S = Z(ϕ) est une matrice de
la forme (C.2). On notera par convention
Z(ϕ) =

0 −ϕ1 . . . −ϕd′+1 . . .
ϕ1
. . . . . . . . . . . .
...
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où l’ordre des paramètres est choisi de manière arbitraire. La paramétrisation souhaitée de la variété
S(n,m) autour de B peut alors s’écrire :






Pourm < n, S(n,m) est une variété connexe et peut être “balayée” par la paramétrisation proposée.
On montre dans des cas particuliers où n < m qu’en choisissant un domaine borné [−pi, pi]d pour les
paramètres, on est capable de “balayer” complètement la variété, i.e. T ([−pi, pi]d) = S(n,m). Ce
résultat, qui a un intérêt pratique quand on formule un problème d’optimisation sur S(n,m), reste à
vérifier dans le cas général.
2 Le cas particulier m = n
Pour m = n, S(n,m) = O(n) est le groupe orthogonal des matrices Rn×n, qui n’est pas un
ensemble connexe. Cependant, O(n) est l’union de deux sous-ensembles connexes O+(n) et O−(n),
correspondant aux ensembles de matrices orthogonales ayant respectivement pour déterminant 1 et
−1. La paramétrisation proposée autour d’une matrice B permet donc uniquement de balayer le sous-
ensemble auquel B appartient, i.e. O+(n) ou O−(n). Théoriquement, un problème d’optimisation sur
O(n) doit être séparé en deux problèmes d’optimisation, utilisant une paramétrisation autour d’une
matrice B dans O+(n) et O−(n) respectivement.
Remarque C.1
Lorsque cette paramétrisation est utilisée pour la reformulation du problème de maximum de
vraisemblance décrit dans la section 3 du chapitre IV, le casm = n apparaît pour un développement
sur chaos polynômial de degré 1 en dimension m. Dans le cas où une décomposition sur chaos
polynômial d’Hermite est utilisé, on montre aisément que la fonction de vraisemblance L(A) est
invariante par toute transformation orthogonale de l’argument, i.e. L(A) = L(OA), ∀O ∈ O(n).
Cela provient de la propriété d’invariance de la densité de probabilité du germe ξ. Dans ce cas, la
fonction L est donc constante sur O(n), c’est-à-dire que toute décomposition de ce type conduit à
la même vraisemblance.
Dans le cas où on utilise un chaos de Legendre, L n’a plus cette propriété d’invariance. Cependant,
on montre que les problèmes d’optimisation sur O+(n) et O−(n) sont complètement équivalents.
En effet, pour une matrice de coefficients A ∈ O+(n) (resp. O−(n)), il existe O ∈ O−(n) tel
que OA ∈ O−(n) (resp. O+(n)) et L(A) = L(OA). Cela vient de propriétés d’invariance de la
densité de probabilité du germe ξ, dont les composantes sont des variables aléatoires uniformes
indépendantes. Un seul problème d’optimisation doit donc être résolu sur l’un des sous-ensembles
connexes de O(n). Pour d’autres bases de chaos, ces invariances doivent être analysées afin de
déterminer si un ou deux problèmes d’optimisation doivent être résolus.
3 Le cas particulier m = 1
Dans le casm = 1, S(n, 1) est la sphère unité de Rn. Pour la paramétrisation (C.2), cela correspond
à S11 = 0 et S21 = (ϕ1, . . . , ϕn−1)T ∈ Rn−1. On peut alors montrer que








3. Le cas particulier m = 1
où ϕ˜1 = (ϕ21 + . . .+ ϕ2n−1)1/2. En introduisant le changement de variable suivant :
ϕ1 = ϕ˜1 cos(ϕ˜2)
. . .
ϕn−2 = ϕ˜1 sin(ϕ˜2) . . . sin(ϕ˜n−2) cos(ϕ˜n−1)
ϕn−1 = ϕ˜1 sin(ϕ˜2) . . . sin(ϕ˜n−2) sin(ϕ˜n−1),
la paramétrisation (C.4) est donc équivalente à





sin(ϕ˜1) . . . sin(ϕ˜n−1)

qui correspond à la paramétrisation classique de l’hyper-sphère unité de Rn avec n − 1 paramètres
angulaires ϕ˜ ∈ Rn−1. On peut noter que pour les paramètres ϕ˜, le choix du domaine borné [0, pi]n−2×
[−pi, pi] ⊂ Rn−1 permet de représenter complètement l’hyper-sphère. Cela correspond à un domaine
borné [−pi, pi]n−1 pour les paramètres ϕ.
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