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ABSTRACT This paper deals with the dendritic signal processing by mitral cells in the olfactory bulb and its meaning for olfactory
coding. The output signals of olfactory receptor neurones are sent to the olfactory bulb where they converge onto the secondary
neurones, the mitral cells. On a short time scale, the connectivity between receptor and mitral cells can be assumed to be constant,
whereas on a longer time scale, when considering the ongoing de- and regeneration, it is necessary to model the synaptical weights
between receptor and mitral cells as variables. In a first approach we used Hebb's rule to this end and presumed that a mitral cell
can be represented by one compartment only. In this case, and with a sequence of realistically modeled receptor activity signals,
the synaptical weights of all mitral cells converged to the same point though every mitral cell had initial weights different from those
of any other mitral cell. This means that a mitral cell, when modeled as one compartment, does not become sensitive to any
particular odor quality. A similar lack of quality tuning turned out to occur when one-compartment mitral cells were connected
among each other by laterally inhibiting interneurones. We therefore took into account the glomerular fine structure of mitral cell
dendrites, assuming electrotonically decoupled dendritic subbranches. This feature together with local inhibitory circuitry at the
subbranches led to a fundamentally different type of synaptical convergence pattern. In this case, mitral cells developed differential
sensitivities for different odors. Mitral cells have thus to be regarded as multicompartment cells, and local, non-Hebbian learning
rules for their afferent synapses are necessary to achieve a reasonable map of odors upon mitral cell activities.
INTRODUCTION
Olfactory receptor neurons (RNs) decode the chemical
stimuli of the environment and react to them with
complex response profiles (Sicard and Holley, 1984). A
typical vertebrate RN responds to many odors with
different activities, and the activity profiles vary from cell
to cell. This complex structure of RN activities not only
allows for a high information capacity, it also leads to the
problem that the subsequent system has to evaluate a
rather complicated input signal. The receptor signals are
conveyed to the olfactory bulb where the axons of
receptor cells make synaptical contacts within the glo-
merula to the secondary neurones (SNs) as well as to
interneurons (for a recent review see Halasz, 1990). The
functional meaning of the enormous convergence from
RCs on SNs is usually seen as: (a) a mixture of receptor
cell specificities; (b) an amplification; and (c) an increase
in signal to noise ratio (van Drongelen et al., 1978;
Schild, 1988).
Especially the first of these points is important here
(Freeman, 1974, 1975; Freeman and Schneider, 1982;
van Drongelen et al., 1978; Kauer, 1987, 1991; Schild,
1988). The precise impact of this convergence on olfac-
tory coding is not clear, and it is the aim of this paper to
further eludicate this point. All models which have dealt
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with the convergence from RCs to the SNs treat an SN
as one compartment (Ahn and Freeman, 1974; Schild,
1986; Li and Hopfield, 1989; Granger et al., 1989). It is
well known, however, that mitral cell dendrites ramify
considerably within glomerula (Graziadei, 1980, 1986;
Halasz, 1990; Pommeroy et al., 1990) so that modeling
them by assuming only one compartment per mitral cell
does not seem to be appropriate. Considering that the
mixing of receptor cell specificities takes place in this
highly ramified network, the intraglomerular synapses,
their temporal dynamics as well as the manner in which
they are modeled, appear to be crucial.
Here we approach the problem of intraglomerular
signal processing by simulating a receptor cell activity
space according to known discharge properties of olfac-
tory receptor cells. These signals are then taken as input
to two different SN models, a one-compartment model
and a multicompartment model. The capability of either
model of distinguishing between odors is analyzed. It is
concluded that modeling an SN as an entity consisting of
only one compartment is inappropriate because such
secondary model neurons are unable to effectively code
different odor qualities whereas multicompartment mi-
tral cells can sample basically the whole input space, i.e.,
they can become sensitive to virtually every possible
odor. Based on glomerular inhibitory mechanisms, they
can also perform logical decisions. From these results it
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appears as if peripheral compartmentalization of SNs
together with peripheral inhibition could be a principle
of olfactory coding, which is realized in higher verte-
brates with typical glomerula but also in lower verte-
brates such as goldfish (Ichikawa, 1976) and shark
(Dryer and Graziadei, 1991) which rather show a glo-
merular plexus.
INPUT SPACE OF OLFACTORY RECEPTOR
NEURON ACTIVITIES
To model the input to mitral cells as realistically as
possible, the main properties of receptor neurone firing
characteristics were taken into account (for review, see
Getchell, 1986): (a) Spontaneous discharges are well
below 1 spike/s. (b) Maximum firing rates of olfactory
neurones when responding to odors are between 5 and
15 spikes/s. (c) The statistics of discharges show no
apparent regularity; in the case of spontaneous activity
they have been approximated as a Poisson process (van
Drongelen, 1978) whereas responses to odors are typi-
cally of the phasic-tonic type. In the following, only one
mean activity is assumed for simplicity so that a response
is given just by one value rather than by a time function.
(For a more comprehensive model which would take
into account also the dynamics of many SNs connected
to each other the temporal structure of the input signals
would of course be important.) (d) Responses show a
high degree of reproducibility (Holley et al., 1974). (e)
Every single (vertebrate) olfactory neuron usually re-
sponds to a large number of stimuli though with dif-
ferent activities, and the response profiles of different
cells overlap. (f) Coding the concentration of one
quality over a wide range of concentrations is achieved
by more than one neuron. There is very little experimen-
tal evidence concerning this point; the concentration
range between threshold and saturation of a dose-
response curve appears however to be about one logarith-
mic unit with a variability between half a unit to three
logarithmic units (Holley et al., 1974); and (g) factor
analysis of many responses to many stimuli have re-
vealed that the responses can be described by 10
factors (Revial et al., 1978a, 1978b, 1982; Sicard, 1986,
1990; Sicard and Holley, 1984).
If there are classes of receptor cells, i.e., ensembles of
neurons that respond to an arbitrary sequence of stimuli
in the same way, then the number of classes is certainly
higher than the number of factors because factor analy-
sis removes correlations between the variables of the
original data, i.e., the receptor cell responses (Schild,
1988).
For a model of the olfactory input it does, however,
not seem to be crucial to take into account a large
number of input classes, it is merely necessary that the
numbers of factors and classes are higher than two to
exclude a simple topographic one-to-one projection
from the first to the second stage of the system. We here
assume six independent input variables (it would thus be
possible to allow for some correlations between the
input classes without necessarily reducing the number of
factors below 3).
The program which calculated the responses of recep-
tor cells and their connections to mitral cells was written
in "C" and ran on a VME-computer (Motorola MVME
147A-1, UNIX).
Input activities were determined as follows: the six
input classes were assumed to respond over eight loga-
rithmic units where the cell's activities were calculated
in half-logarithmic steps. For every odor stimulus, we
therefore determined 102 values (6 classes times 17
concentrations). For every odor, random variables were
drawn from a randon number generator according to the
following rules:
(a) Choose randomly the number Na of active classes,
1 <Na < 6
(b) Choose randomly which of the classes are active.
(c) Choose for every active class randomly, (i) the
spontaneous rate ro, 0 < ro < 0.1(1/s), (ii) the threshold
concentration cth, 0 < cth < 7.59 (i) the dynamic range
cd of the dose response curve (in log-units), 0.5 < Cd < 3,
within which the rate increases from ro to saturation rma:;
and (iv) the saturation rate rmu, 3 < r_ < 14, which
applies for concentrations c > Cth + Cd.
(d) Repeat the procedures a-c for the next stimulus
quality.
A set of one hundred qualities was calculated, saved
to a file and used as input to the SN models. Fig. 1
illustrates one single input as well as the entire input
sample in the state space with the stimulus concentra-
tion as parameter. The plot r2(rJ) describes how r, and r2
increase with stimulus intensity rather than indicating
a dependence of r2 upon r,. At the lower concentrations,
the input vectors are r = (r1, r2, ... , r6) (0, 0, 0, 0, 0, 0)
whereas, for the highest concentration, r = (6.15,
0, 3.4, 9.15, 5.93, 6.96).
ONE-COMPARTMENT MODEL
OF MITRAL CELLS
We first investigated the behavior of single mitral cells
without taking into account inhibitory connections among
mitral cells. More precisely, we modeled the peripheral
input of mitral cells, i.e., the input they receive through
their primary dendrite. So the secondary dendrites, the
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FIGURE 1 (A) An example of one simulated stimulus quality over the whole range of concentrations. Five of the six classes are active here, class
two is silent. Thresholds and dynamic ranges are different for the different classes, and class 3 and 4 show overlapping dynamic ranges. Class 6 is
fully activated before class 5, which has a range of half a logarithmic unit, begins to activate. (B) The same sort of presentation for all 100 qualities
in all concentrations. The points upon the axes correspond either to inactive classes or to the spontaneous activities of active classes. The remaining
points correspond to the randomly chosen activities of active classes. They do not show prevalence in any particular dimension.
soma, as well as the axon, with its collaterals were
neglected. For brevity, however, we use the notion
mitral cell model or SN model.
One-compartment model of a single
mitral cell
A sketch of the model is shown in Fig. 2 A: six inputs r,
through r6, i.e., ensemble activities of six receptor cell
classes, converge upon one mitral cell the overall input
of which is described by the variable m. m can be
visualized as the total excitatory generator current of a
mitral cell which is eventually responsible for the gener-
ation of action potentials in these cells. With cj being the
synaptical strength between input j and this cell, m is
simply given by
6
m = I cjr.
j=1
(1)
Because of ongoing degeneration and regeneration of
receptor neurons (Breipohl, 1986), the cj should be
considered to be variable. However, very little is known
about the dynamics of the c;. One of the simplest
assumptions one can make is that they change according
to the correlation of the input rj and the output m of the
synapse:
Acj = Yam?M - 3bC,. (2)
This is a Hebb rule with nonlinear forgetting (Riedel
and Schild, 1991). It has the advantage that the dynamics
ri r2 r3 r4 rs r6 receptor inputs
ritral cell dendrite
m mitral cell soma
FIGURE 2 One-compartment model of a mitral cell. Six receptor
classes r, through r6 converge onto the mitral cell dendrite.
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of cj is intrinsically stable without subsequent normaliza-
tion of the cj. Ya and Yb are proportionality constants,
which can be imagined as the velocities of increase and
decrease of the synaptical strength, respectively. The
simulation programme ran in the following way: (a)
Initialize the cj randomly, (b) choose randomly a se-
quence of input vectors r = (r1, r2, r3 , r4, r5, r6 )T from the
input space as described above, (c) calculate the mitral
cell variable m according to Eq. 1, (d) change the
synaptical weights cj according to Eq. 2 and (e) repeat
steps a-d for the next input vector.
All simulations performed according to this scheme
led to stationary values cj. Fig. 3 shows the six-
dimensional space of the synaptical strengths cj by three
two-dimensional projections. The trajectories from eight
different initial conditions of the six components of the
vector c' are plotted. The parameters Ya and Yb were
constant during the iteration so that the trajectories
converged to a fixed volume rather than to a fixed point.
It is clearly seen that all synaptical strengths have
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converged to a little fixed volume in the six-dimensional
space though the input vectors are randomly distributed
in six dimensions. The same held for any other input
vector sequence tried. In other words, the pattern c =
(C1, C2, C3, c4,CO5 C6 )T of the c; does not converge to any
particular of the input vectors. Instead it consistently
converges to points or vectors which can be shown to be
proportional to
e (1/3) (1/3 1/3 1/3 e1/3 ,1/3 1/3 \T
el * = ve,,1 e2 , e13 X e,4,X 15 , e,6 , (3)
with el being the first eigenvector of the input correlation
matrix (Riedel and Schild, 1991). This means that a
one-compartment mitral cell does not become particu-
larly sensitive to any of the stimuli except those parallel
to the vector e(*13)
Chain of one-compartment
mitral cells
It was now intriguing to see whether different mitral
cells when connected by lateral inhibition show different
convergence patterns, i.e., whether they specialize and
become sensitive to some of the input vectors. In this
case they would converge to vectors which were not
parallel to el'3). Among the many possible geometries of
mitral cell connections, we chose a particularly simple
one, a closed, one-dimensional chain of mitral cells
(indexed by i, see Eq. 4). Inhibition of every cell was
assumed to be mediated by the three adjacent cells on
either side of every cell. It reduces the variable mi of the
ith mitral cell by a factor which depends on the activities
of the six adjacent cells. Modeling inhibition by factors
with values between 0 and 1 rather than by a difference
takes into account that inhibition in mitral cells occurs
predominantly through shunting by opening Cl1-chan-
nels (Wellis and Kauer, 1991) rather than by adding
negative voltages. The simulation was done in the
following steps: (a) initialize the connections ci between
input j and mitral cell i randomly, (b) choose randomly
an input vector r from the input space, (c) calculate a
variable m' (before inhibition),
6
mt + cir i = 1, 2, . . ., 14,
J-1
(d) calculate the variable mi (after inhibition)
K
mi = m'i rI (1 - kk-k) i = 1- 2,..., 14; K = 3.k- -K
(4)
(5)
If one of the factors of the product was negative, mi was
set to zero. Pk represents the inhibitory strength of the
kth neighbor of a given cell upon this cell. The rationale
for using this equation to calculate inhibition is that the
input current m' is shortcircuited by a GABA-ergic
O c n a a n o i i e i a e i om r lforO . g.
FIGURE 3 Development of the synaptical strengths cj subjected to thelearning rule (Eq. 2). The jagged structure of the trajectories is due to
the random input vector sequence. Parameters were Ya = Yb = 10-4.
The eight initial conditions chosen here lie on a six-dimensional
hypercube parallel to the axes of the state space.
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mechanism (Mugnaini et al., 1984; Kosaka et al., 1985).
(e) Change the synaptical weights as before according to
Ac = Yamirj 'YbC'
(f ) repeat steps 1 through 5 for the next input.
The result of these simulations was that, as in the case
of a single cell, the synaptical weight vectors converged
to a straight line. Fig. 4 shows the asymptotic result after
3,030 iteration steps. This line was again parallel to the
vector e1/3)* This asymptotic behavior was shown to be
independent from initial values of the connectivities cii
and the strengths of lateral inhibition. Different values
for Ya and Yb influenced the convergence dynamics as
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well as the particular asymptotic values cj. However, the
general behavior of the convergence to a straight line
was identical. This result means that one-compartment
mitral cells do not become sensitive to particular inputs,
even if they are connected to each other by lateral
inhibitory synapses. Cells with small initial values cii are
simply suppressed by their neighbors and do not influ-
ence their neighbors' activities appreciably.
When the secondary mitral cell dendrites are ne-
glected, the variables mi would correlate to the mitral
cell outputs. In this approximation the mi would thus
indicate mitral cell activities and, for brevity, we will use
this term in the following though the mi actually means
the overall input current through the primary dendrite
to mitral cell i. It was interesting to compare these
activities for different stimuli. Fig. 5 shows the resulting
variables mi for the connectivities given in Fig. 4 and two
different stimuli FA and r . The input vectors are repre-
sented in Fig. 4 as circles and triangles. Obviously the
inputs are fairly different; nonetheless the mitral cells
that were activated by rA (Fig. 5, left) were almost the
same as those activated by rB (Fig. 5, right), though the
activities of the respective cells differ for both stimuli.
The same was true for all other stimuli so that some
(about half) of the 14 cells coded virtually all stimuli
whereas the other cells became relatively silent because
they were mostly suppressed and could not gain larger
values cii. Clearly, this is not an efficient way of coding,
and it contradicts experimental evidence (Schild, 1987;
Scott, 1990).
These results suggested that the assumption of mitral
cells that consist of one compartment only might be too
restrictive. Instead it appeared as if the morphological
fine structure in glomerula had at least roughly to be
taken into account by assuming several compartments
for different subbranches of the mitral cell dendrite.
10-
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FIGURE 4 Asymptotical distribution of the vectors c; of 14 mitral cells
after 3,030 iteration steps. Each point corresponds to the asymptotical
solutions of the ci1 of one cell. Parameters of the simulation were: Ya =
4 * 10-4, Yb = 10-4,K = 3, ,Lo = 0, MLj = 0.02, wU2 = 0.015, e3 = 0.01. Note
that ya is larger than in the preceding figure. The value Ya = 10-4 would
lead to smaller c; because the mi would be smaller due to the mutual
lateral inhibition. The triangles and squares denote two different
inputs (stimuli) used in the stimulation shown in Fig. 5.
MULTICOMPARTMENT MODEL OF SINGLE
MITRAL CELLS
In this section we make two assumptions: that the
ramifying branches of the primary mitral cell dendrite in
a glomerulum are electrotonically independent and that
there are local inhibitory interactions from periglomeru-
lar cells to mitral cell dendritic branches. Almost noth-
ing is presently known about the electrophysiology of
mitral cell dendritic branches. However, with the com-
monly used value for the specific intracellular resistance
(106 Ohm ixm), a small piece of a dendritic branch of
0.2-,um diameter and 3.14-,um length would have a
surface of 2 pum2 and a longitudinal resistance RI of 100
M Ohm. The resistance Rt across this membrane piece
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FIGURE 5 Distribution of the activities mi upon stimulation with two different inputs. Mitral cells are represented in closed chains by open circles
and their activities are coded by the radii of the black disks within the circles. The two different stimuli PA and FB used in this stimulation are written
below the mitral cell activity patterns; they are also shown in Fig. 4 as squares (PA) and triangles (r ). Though the input vectors are rather different,
the same set of mitral cells are activated.
and the electrotonical length vary with the number of
postsynaptic channels open. A density of 50 open
channels per p,m2 each having a conductance of - 50 pS
would give R, = 200 M Ohm and an electrotonic length
of 4.5 ,m. The glomerular diameter is between about 50
and 100 Am, and the dendritic subbranches are presum-
ably many length constants long. Therefore we modeled
the mitral cell subbranches as independent. (In a more
realistic case some coupling through the potential has to
be expected.)
Fig. 6 shows a typical intraglomerular local circuit
(Shepherd, 1972): one primary fibre makes contact to a
mitral cell microbranch (MCMB) and another primary
RF RF
fiber to a small dendritic process of a periglomerular cell
(PGMB), the latter being also connected to the same
MCMB. The synapses from primary fibres to the MCMB
(cij) and to the PGMB (dij) are supposed to be excitatory
whereas the synapse from PGMB to MCMB may be
reciprocal (f4j) (Halasz, 1990). Excitatory synapses
between periglomerular cells and mitral cells are not
taken into account here. The efferent control of periglo-
merular cells, which might be important in learning,
imprinting, and shaping the glomerular specificity, are
neither taken into account here because the experimen-
tal evidence concerning their function is still controver-
sial. In the following we assume that the synapsesfik are
inhibitory. With such local circuits and all possible
combinations of input classes and MCMBs, the network
structure of a glomerulum looks as shown in Fig. 7.
Though the real biological network is certainly more
complex, only the features shown are analyzed here as a
first step to investigate intraglomerular signal process-
ing.
Periglomerular cells are also assumed to be comparti-
mentalized due to their intraglomerular, dendritic rami-
fications. Their microbranches can be stimulated by
every input class (synapses dik). The resulting potentials
Pik on the single glomerular branches can then inhibit
one, several, or all MCMBs through the synapses 4ii.
These effects together with the direct inputs ci ri to
MCMBs give the potentials mii on the MCMBs which are
finally summed to result in the mitral cell input mi
through the primary dendrite. For simplicity, we chose
only two valuesfjk, namely4jk = 0 (no synapse) orfjk =
f = constant (synapses of fixed, constant strength). A
il anR.d.GlmruaC prmntlzto fo Olatr Coin 709..
FIGURE 6 Simplified morphological sketch of an intraglomerular
circuit. Primary receptor fibres (RF) connect to mitral cell micro-
branches (MCMBs) as well as to periglomerular cell microbranches
(PGMBs). MCMBs and PGMBs are coupled via reciprocal synapses.
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FIGURE 7 Diagram of a simplified intraglomerular circuit. The six
receptor classes r, through r6 make contacts to the dendritic micro-
branches of the mitral cells (synapses cij) and of the periglomerular
cells (synapses dik). Dendrodendritic synapses (fijk, black dots) be-
tween MCMBs and PGMBs are randomly chosen and then held fixed.
The MCMBs and PCMBs are indexed by letters j and k, respectively.
See text for the definitions of the various quantities.
random variablep in the interval [0, 1] was drawn andf.jk
set according to
fi(k= for p > p i=1,...,14; j,k=1,....,6. (7)
For p., which is the relative frequency of the dendro-
dendritic synapses, we chose p. = 0.5, i.e., half of all
possible synapses were assumed to exist.
The simulation was done in the following steps: the
potentials on the PGMBs were given as
Pik =dkrk i=1,...,14; k=1,...,6 (8)
whereas the potentials on the MCMBs were
6
mij = cijrj ][I (1 -fijkPik) i =1, . .., 14; j =1, . .., 6. (9)
As in Eq. 5, inhibition is modeled by the multiplica-
tion with factors between 0 and 1. In the case that one of
the factors of the product was negative, mi was set to
zero. mi1 corresponds to the input to the jth MCMB of
the ith mitral cell. The product reduced this input by a
factor depending on all PGMB potentials and the
dendrodendritic synapses. Eventually the mitral cell
variable m1 is
6 6 6
mi = Mm= cijrj (1 -fi=kPik=1, ...,14 (10)
Degeneration and regeneration could affect both the
Cik and the d, synapses. Both were therefore assumed to
be subjected to the same type of learning rule, the rule
itself being of the same form as in the one-compartment
model:
Acij= amij rjybC i = 1,..., 14; j = 1,..., 6
Adk=BSP.pkrk - b i= 1, *14; k = 1, , 6. (11)
However, the meaning of these rules is now fundamen-
tally different from that in the one-compartment model.
The changes of synaptical strengths do not depend upon
the potentials mi orpi but on the local potentials on the
microbranches. This means the transition of a Hebbian
rule to a local rule which is non-Hebbian and does not
imply the correlation of one input with the others.
In all numerical simulations we carried out the syn-
apses cii and dik showed a convergence to asymptotically
stable values.
A typical asymptotical distribution of the convergence
vectors c; is shown in Fig. 8. This simulation was done in
parallel for 14 independent mitral cells which were not
connected among each other. Initial values were dif-
ferent for all cells. The simulation thus describes the
behavior of 14 single cells with differing dendritic
structures but without lateral interactions. In this case, a
convergence of the c; to the modified eigenvector e(l3
was never observed for any randomly chosen initial
values. This result did not depend critically upon the
parameters. The vectors c; rather showed another con-
spicuous pattern which can be recognized from the three
two-dimensional projections (Fig. 8). Some of the cii
projection points are scattered over the two-dimensional
plane, others lie near a line parallel to one of the axes
which means that the corresponding vectors have only a
low sensitivity to receptor cell inputs that are orthogonal
to that line. For instance, the value in the left panel of
Fig. 8 marked by a '+' could couple input class 1 to the
mitral cell but not (or to a much lesser extent), input
class 2. The contrary applies to the value marked by an
'x'. The points near the axes are those which slowly
converge to zero, but convergence is extremely slow for
small values due to the nonlinear forgetting. The other
points in the two-dimensional subspaces, which don't lie
on or near a parallel to one of the axes, are responsive to
both input classes of the respective subspace. The
asymptotical directions of these vectors did never show a
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FIGURE 8 Asymptotical distribution of the convergence vectors c; in
the multicompartment model. The c,i and di,k were initialized randomly.
Parameters were -ya = 10-3, Yb = 10-4 Ba = lo-" ab = 10°4,pf = 0.5f =
0.01. The points corresponding to the asymptotical solutions of the ci,
are scattered over the planes. The symbols (squares, triangles, and
circles) indicate three particular inputs used for the simulation shown
in the next figure. The interpretation of the cii marked by a '+' and an
'x' are discussed in the text.
convergence to a particular point or line in the input
space.
As it is hard to imagine the distribution of the
connectivity vectors c; in the six-dimensional space, we
give a typical set of asymptotical values c1, in Table 1. In
the rightmost column of the Table, the number of values
c1i > 3 is given for every cell. This number describes for
how many input classes the respective cell was particu-
larly sensitive (threshold cii = 3). In the mean, every cell
was particularly sensitive to three input classes. The
distribution of the dij was very similar (not shown)
because the respective learning rule was identical.
Contrary to the one-compartment model, the multi-
compartment cell is able to discriminate well between
TABLE 1 Asymptotical values of the c, for 14 Independent
mitral cells
Cell
index i c;, C0 ci c,4 CO Ck Ci, > 3
1 1.78 1.62 7.72 5.00 1.52 1.42 2
2 6.71 1.87 1.94 8.32 12.49 1.38 3
3 1.56 1.62 5.46 1.66 1.62 4.38 2
4 7.87 1.57 1.64 1.38 4.72 7.73 3
5 1.34 7.20 8.50 1.43 1.96 6.44 3
6 1.43 1.67 1.45 6.21 1.76 1.39 1
7 9.20 7.64 5.46 1.62 2.22 1.34 3
8 7.80 7.53 1.78 6.37 7.33 6.81 5
9 7.21 6.85 1.78 3.01 5.16 6.44 5
10 6.82 1.76 4.83 1.77 8.02 1.34 3
11 6.71 1.61 1.54 1.77 6.22 1.39 2
12 17.96 2.30 6.27 1.52 1.37 4.70 3
13 1.58 6.23 5.97 1.80 6.22 6.13 4
14 8.69 11.70 2.04 8.45 1.40 1.49 3
The values were taken after 4,000 iteration steps. Values cii > 3 are
printed in bold face.
different input vectors. The Fig. 9A, B, and C show this
ability for three different input vectors. The representa-
tion of the 14 independent mitral cell inputs is analogous
to Fig. 5. Additionally, the synaptical connectivities fiik
are given as matrices next to every mitral cell. A black
circle in a matrix stands for an inhibitory synapse. The
matrices have the same meaning and orientation as in
Fig. 7: vertical and horizontal lines correspond to
MCMBs and PCMBs, respectively. The input vectors rA
and rB in the Fig. 9A andB are fairly different: they have
a large euclidean distance and their mitral cell patterns
are very different from each other and can be easily
distinguished. On the other hand, input vector rB
(Fig. 9 B) is similar to input vector r (Fig. 9 C) and so
are the corresponding mitral cell patterns (for the
problem pattern similarity see Discussion).
Different from the one-compartment model which
mapped all input vectors onto similar mitral cell activity
patterns, the multicompartment model maps only simi-
lar inputs on similar mitral cell activity patterns whereas
different inputs result in well distinguishable mitral cell
activity patterns. This result was consistent in a large
number of simulations with varying parameters and
varying initial synaptical weights; exceptions were never
observed.
DISCUSSION
It is generally a problem and often impossible to study
systems without precise knowledge of their input. This
appears to be a problem in understanding olfactory
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A 1 ! coding and, in particular, signal processing in the olfac-
tory bulb because the interactions of odors with receptor
I .... 6 I-... . 6neurons as well as the transduction processes within
I ; (TITIT these cells are not yet fully understood though consider-1 61,
~ )('able progress has been made (e.g., Firestein, 1987, 1989,
6t(5 4 3 2(0) Njflt 1990; Kurahashi, 1989, 1990; Schild, 1989; Schild and
0 )6 I ....6(. ) s Bischofberger, 1991; Breer et al., 1990a, b; Buck and
*:.. Axel, 1991). In our simulations we tried to circumvent
(.)7 14(0) this problem by assuming receptor cell classes and by|!TT.! 8 13 6 1TII.I.T,modeling their activities according to the known re-
t ( *)9 12 ( sponse characteristics of olfactory receptor cells. The
.*~/10 11 , ^ / number of cell classes is not crucial for the model; there
~~~might be six as in the special case delineated above or
t @-s ( )() <##* 1@@@ 6 thousands. However, there have to be more than two or
three to meet a particular feature of the first olfactory
map from receptor cells to glomerula, i.e., the fact that
there is no simple topographical map for a two-
I'....6 1--6 dimensional surface (the mucosa) to another one (the
mitral cell layer). Such a map would be topological in the
B *s _ 2fl ^ e e t strict sense, if all points of a certain small area of the
former surface would be unambiguously mapped onto a
. ;'6 1@w66X rcontiguous area of the latter surface. This is certainly
I ... 1|)(. not the case inthe receptor cell to mitral cellmap (e.g.,
*.Kauer, 1991).
^:>4 Relating points and small areas of the mucosa to
6**I ( 6 points and areas of the bulb might even be misleading
^ ^ ' tlt from a functional point of view. It rather seems more
,,ffl ( !)7AD.) reasonable to consider receptor cell specificities (rather
13 - *@s than the geometrical position of receptor cells) as
! 0-)__9 12 ) starting "points" of the map. Imagine you could displace
10 11 greceptor cells in the mucosa from their actual positions
-@@t ( )( @ )_ 1rX-e to arbitrary other positions leaving their axons and
*. connections to the bulb intact; virtually nobody would
expect that the bulbar activity image of the odor would
I....6 s be altered by such a change. We therefore assumed that
...,6 I ... ,6 specificities intrinsic to receptor cell classes are mapped
on the glomerula.
C ! ' A number of models of the receptor cell to mitral cell
map have been proposed (e.g., Ahn and Freeman, 1974;
i1 ....e6 1 ....6 * Schild, 1988; Li and Hopfield, 1989); all of them have in
common that mitral cells are regarded as one-compart-
ment entities. Most of these models regard either the
2 ( ) ,~~~I....
,6 1 , 1 FIGURE9 Distribution of the activities of the mitral cells upon
stimulation with three different input vectors. The synaptical connec-7 ~~~14' tion pattern fij, to every mitral cell is shown schematically. A black
13 I circle at the crossing of an MCMB and a PGMB stands for an08 (-) 912 (. * ) 1inhibitory synapse, a simple crossing of the dendrites means no
synapse. (A) Activation of the mitral cells for a particular input vector
RTE ( * ) ^ ^ _ I ITITI rA (squares in Fig. 8). (B) Activation of the mitral cells for a second1 t i+~ ( ) t * )-1 4*- s * @@os input vector rB (tiangles in Fig. 8), which is markedly different from rA.
The corresponding activity profiles of Fig. 9A and B are different, too.
6 1- !ITTTTI (C) Activities of the mitral cells for a third vector Pc (open circles in
1....6 I ....6# *Fig. 8), which is similar to rB. The mitral cell activities in B and C show
TITI IT ITTTTT similar profiles upon stimulation with rB and rc.
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spatio-temporal dynamics within the olfactory bulb
(Kauer, 1991; Freeman and Skarda, 1985) or cortical
signal processing (Granger et al., 1989). The connec-
tions between receptor cells and SNs are usually consid-
ered fixed in these models. As far as we know, however,
the actual dynamics between receptor cells and mitral
cells have not yet been modeled at all. To do this, at least
in a first approximation, was the primary goal of this
paper. The outcome of a one-compartment mitral cell
model was disappointing: the synaptical weights cii
between receptor cell classes and mitral cells showed
dynamics which led to an asymptotic state in which the ci,
are proportional to a root of the first eigenvector of the
input correlation matrix. The synaptical weights did not
become optimally sensitive to any of the applied stimuli.
From a heuristic point of view one might have expected
that lateral inhibition between the primary mitral cell
dendrites would lead to different orientations of the
vectors c; of different mitral cells and thereby to a higher
sensitivity of mitral cells to particular stimuli. But the
model showed that this was not the case.
The reason for this result is the learning algorithm of
the c1i: after the calculation of the scalar product m'i = cir
all information about the direction of the vector r in the
input space is lost, and the lateral inhibition by granule
cells occurs only after this information is lost. In this
model the input to the mitral cells can thus not code
different orientations of the input space, i.e., different
qualities.
As a consequence, different mitral cells can become
selective for different stimuli of the input space, only if
interactions take place before an integration over the
input classes is performed. Though the details of the
intraglomerular connectivities are only partially known,
there is sufficient morphological evidence for mitral cell
dendritic subbranches as well as for the fact that there
are inhibitory synapses within glomerula before the
small mitral cell dendritic branches enter the primary
dendrite (Halasz, 1990).
The above described model incorporates these intra-
glomerular features (Fig. 7) and is thus more complex
than an one-compartment model. The dynamics of
synaptical weights ci in this model led to asymptotically
stable states which were "fixed volumes" rather than
fixed points due to the continuously varying input. In this
multicompartment model different mitral cells were
sensitive to different stimulus qualities. The notions
'similar' or 'different' stimuli and 'similar' or 'different'
patterns are used here in a qualitative way. An exact
treatment is rather complex especially in the context of
coding several concentrations of the same odor. It
generally appears that there are presently no unique and
appropriate measures for the similarities and differ-
ences of odors at receptor cell and mitral cell level. We
therefore have to exclude this problem here.
The result of differential tuning of mitral cells de-
scribed here is brought about by the local non-Hebbian
dynamics (Eq. 11) together with inhibition at highly
differentiated connections within glomerula, i.e., mitral
cells with relatively many inhibitory synapses at theirjth
microbranch are not likely to develop a sensitivity for the
jth input class because excitation of this microbranch is
often shortcircuited via periglomerular cells by other
input classes which are active at the same time. On the
other hand, with no or only a few inhibitory synapses on
the jth MCMB, there is a high probability for the jth
synaptical weight ci, to increase. It is also interesting to
note that the multicompartment model is capable of
mapping more than merely a weighted superposition of
inputs. The activity-dependent inhibition allows quasilog-
ical operations. If there are, e.g., many inhibitory syn-
apses on the kth row of a microbranch of a mitral cell,
this corresponds to a logical NAND with respect to this
class (k). If input class rk is active, such a mitral cell
would get only a small input, if any. This feature can be
illustrated with respect to mitral cell 4 in Fig. 9A, B, and
C. The second row of its glomerular connectivity matrix
fii consists exclusively of inhibitory synapses. With input
vector r (Fig. 9 B), input classes 1 and 6 are active,
leading to an about average value m4 of mitral cell M4.
With input vector r (Fig. 9 C) class 2 is also active. Due
to the inhibitory action of class 2 upon mitral cell 4, the
mitral cell input m4 decreases even though the intensity
of input vector r is larger than that of input vector rB.
This means that the glomerular network is more than a
simple linear classifier. Generally, it is able to become
sensitive to any region of the input space. Which region
this is in any particular case depends on the values of fijk
In this context it has been considered that GABA-
ergic periglomerular cells are subject to efferent input
from the brain to the bulb, and this obviously could
modify the network dynamics through its impact on the
periglomerular potentials p,. We sampled and used a
large variety of the mentioned parameters and found
that the synaptical weights ci of a mitral cell can be
driven to virtually any wanted orientation of the input
space. So one main feature of the multicompartment
model became evident: the assumed intraglomerular
ramifications and connections are sufficient to map any
stimulus quality with high sensitivity and differently from
other qualities.
Two related morphological issues need to be dis-
cussed here, first, the possible presynaptical inhibition of
primary fibres and the possible role of lateral inhibition
which follows the glomerular network.
Inhibitory synaptical contacts of periglomerular cells
onto primary fibres would, according to Eq. 9, not
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change the present model at all; pre- and postsynaptical
inhibition have the same effect with respect to the
synaptical strengths and their dynamics. One might,
however, imagine a slightly extended model in which
more than one receptor class converges to one MCMB.
In this case, in which Hebbian learning occurs at single
MCMBs, the presynaptic inhibition would simply pre-
vent the inhibited receptor cell classes to act on the
MCMBs whereas other, noninhibited receptor cell classes
could act on these microbranches. On the other hand,
postsynaptic inhibition could suppress the action of all
inputs to the respective MCMB. Presynaptical inhibition
would thus appear to be a more selective inhibitory
mechanism.
Lateral inhibition between adjacent mitral cell den-
drites has not yet been investigated experimentally in
depth. Its role can therefore be imagined easily only in
the case of homogenous lateral inhibition between
mitral cells. In this approximation, its action would be a
contrast enhancement of the images of the mitral cell
activities. From a teleological point of view, this or a
similar mechanism would seem to be advantageous
because the network described here guarantees merely
that similar odors are mapped to simlar mitral cell input
patterns. However, we can often distinguish well be-
tween similar odors, i.e., we do not categorize them as
identical, and we therefore need a signal processing step
which increases the differences between similar images
of similar stimuli. Lateral inhibition mediated by granule
cells could serve this purpose.
The model delineated above can also be viewed from a
more general perspective: Hebbian learning, in its com-
mon form suited for the detection of correlations, does
not seem to be appropriate for detecting and discrimi-
nating points in a high-dimensional input space such as
the space of olfactory neurone activities. To this pur-
pose, mechanisms which include synaptic modifications
as well as inhibition in electrotonically partially indepen-
dent subbranches of dendritic trees, appear to be more
potent. Such mechanisms could also be present in other
parts of the brain where highdimensional information is
processed, e.g., in the network between mossy fibers and
granule cells in the cerebellum or in the peripheral
dendritic branches of pyramidal cells.
A further interesting point is the different morphology
of mitral cells in higher vertebrates and those in some
lower vertebrates such as the goldfish. These species
show a glomerular plexus rather than typical round-
shaped glomerula. If a multicompartment glomerular
network as described above is necessary to decode
odors, how does odor decoding work in these species
which lack typical glomerula? The answer could be the
following: in lower teleosts mitral cells have more than
one primary dendrite entering the glomerular plexus
and there are inhibitory and reciprocal synapses be-
tween granule cell dendrites and peripheral mitral cell
dendrites (Ichikawa, 1976). What occurs in the periph-
ery of one mitral cell dendrite can be assumed to be at
least partly independent from what occurs in another.
This means that, also in the case of lower vertebrates,
more than one compartment has to be taken into
account.
This would indicate that synaptical changes in indepen-
dent peripheral compartments together with peripheral
inhibition could be a common feature of olfactory
coding occurring both in species which have glomerula
and those which have a glomerular plexus.
Received for publication 24 July 1991 and in final form 28
October 1991.
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