We introduce Deep Variational Bayes Filters (DVBF), a new method for unsupervised learning of latent Markovian state space models. Leveraging recent advances in Stochastic Gradient Variational Bayes, DVBF can overcome intractable inference distributions by means of variational inference. Thus, it can handle highly nonlinear input data with temporal and spatial dependencies such as image sequences without domain knowledge. Our experiments show that enabling backpropagation through transitions enforces state space assumptions and significantly improves information content of the latent embedding. This also enables realistic long-term prediction. * Justin Bayer is also affiliated with sensed.io UG (haftungsbeschränkt),
Introduction
Estimating probabilistic models for sequential data is central to many domains, such as audio, natural language or physical plants [7, 19, 3, 4, 13] . The goal is to obtain a model p(x 1:T ) that best reflects a data set of observed sequences x 1:T . Recent advances in deep learning have paved the way to powerful models capable of representing high-dimensional sequences with temporal dependencies, e.g. [7, 19, 3, 1] .
A typical model assumption in systems theory is that the observed sequence x 1:T is generated by a corresponding latent sequence z 1:T . More specifically, state space models assume the latent sequence to be Markovian, i.e., z t contains all information on the distribution of z t+1 . Moreover, the emission distribution of x t is assumed to be determined by the corresponding z t . In short, we assume a latent state z t that holds all information available at time step t. Efficient inference of such latent states is only partially solved with state-space models. Under strong assumptions on the system, one can derive optimal Bayesian filters, such as the classical Kalman filter [11] for linear Gaussian models (LGMs). Yet, for less restrictive models, posterior distributions p(z 1:T | x 1:T ) are often intractable.
Leveraging a recently proposed estimator based on variational inference, stochastic gradient variational Bayes (SGVB, [12] ), approximate inference of latent variables becomes tractable. Extensions to time series [1, 3] resulted in considerable improvements of modeling quality in terms of compression, i.e., marginal likelihood of the data. Yet, in a wide range of applications, compression is of less importance than the recovery of interpretable, full-information latent states-a lacking feature in current approaches. This is crucial if the latent spaces are used in follow-up applications, of which model-based control is the most prominent and focus of this work.
The contribution of this work is, to our knowledge, the first model that (i) enforces the state-space model assumptions in latent space allowing for reliable and plausible long-term prediction of the observable system, (ii) inherits the merit of neural architectures to be trainable on raw data such as images, audio or other sensory inputs and (iii) scales to large data due to optimization of parameters based on stochastic gradient descent [2] .
Background and Related Work

Probabilistic Modeling and Filtering of Dynamical Systems
We consider modeling a time-discrete, non-linear dynamical system with observations in some space X ⊂ R nx , depending on control inputs (or actions) from the space U ⊂ R nu . Elements of X can be high-dimensional sensory data such as raw images, or any other state observation. With x t ∈ X , let x 1:T = (x 1 , x 2 , . . . , x T ) be a sequence of length T of observations. Similarly, with u t ∈ U, let u 1:T = (u 1 , u 2 , . . . , u T ) be a corresponding sequence of equal length T of control inputs, which we consider as given. We are interested in deriving 3 a probabilistic model
We assume a state-space model with an underlying latent dynamical system over the space Z ⊂ R nz . Let z 1:T = (z 1 , z 2 , . . . , z T ), z t ∈ Z, be the corresponding latent sequence. Contrary to Z, the output space X is observable and may exhibit complex non-Markovian transitions. Formally, we assume the following graphical model:
Obtaining a hypothesis for the system dynamics is done via the estimation of the so-called emission model p(x 1:T | z 1:T , u 1:T ) and transition model p(z 1:T | u 1:T ). The latter is imperative for achieving good long-term results: a bad transition model can lead to divergence of the latent state.
Accordingly, we put special emphasis on it through a Bayesian treatment. Assuming that the transitions are non-stationary (and hence differ for each time step), we impose a prior distribution on a set of transition parameters β 1:T and marginalize it out subsequently:
(1) = p(x 1:T | z 1:T , u 1:T )p(z 1:T | β 1:T , u 1:T ) p(β 1:T ) dβ 1:T dz 1:T
To obtain state-space models, we impose assumptions on emission and state transition model:
Eq.
(3) assumes that the current state z t contains all necessary information about x t . Likewise, Eq. (4) tells us that z t contains all necessary information for transition to z t+1 (given the current control input u t and transition parameters β t ). A typical instance of these assumptions are Linear Gaussian Models (LGMs), i.e., both state transition and emission model are affine transformations with Gaussian offset noise:
Here, F t is referred to as the state transition matrix, B t as the control-input matrix. In our notation, one would typically set β t = w t , though other variants like β t = (F t , B t , w t ) are possible.
Finding efficient inference distributions p(z 1:T | x 1:T ) is in general an unsolved problem. Three examples are prediction, filtering, and smoothing: inference of z t from x 1:t−1 , x 1:t , or x 1:T , respectively. In classical systems theory, we consider the parameters of state transition and emission model as given. Under the strong assumptions (5) and (6) of LGMs, we can derive the provably optimal, well-known Kalman filters. While extensions of Kalman filters to nonlinear dynamical systems exist [10] and are successfully applied in many areas, they suffer from two major drawbacks: Firstly, its assumptions are restrictive and are violated in practical applications, leading to suboptimal results. Secondly, the parameters, particularly state-transition matrix F t and control-input matrix B t have to be known before filtering can be done. There have been efforts to learn such system dynamics, cf. [5] , based on the expectation maximization (EM) algorithm. However, these algorithms are not applicable in cases where the true posterior distribution is intractable. This is the case if, e.g., image sequences are used, since the posterior is then highly nonlinear. Our new approach will tackle both issues.
Stochastic Gradient Variational Bayes (SGVB) for Time Series Distributions
Replacing the bottleneck layer of a deterministic auto-encoder with stochastic units z, the variational auto-encoder (VAE, [12, 16] ) learns complex marginal data distributions on x in an unsupervised fashion from simpler distributions via the graphical model
is typically parametrized by a neural network with parameters θ. Within this framework, models are trained by maximizing a lower bound to the marginal data log-likelihood via stochastic gradients:
This is provably equivalent to minimizing the KL-divergence between the approximate posterior or recognition model q φ (z | x) and the true, but usually intractable posterior distribution p(z | x). q φ is parametrized by a neural network with parameters φ.
The principle of VAEs has been transferred to time series [1, 3, 9] . These models employ nonlinear state transitions in latent space, but violate Eq. (4): Observations are directly included in the transition process. Consequently, the state space Z does not reflect all information available. The recognition model q φ (z | x) becomes a powerful compression algorithm, prohibiting plausible long-term generative prediction. Such phenomena with generative models have been explained in [18] .
Others have been specifically interested in applying variational inference for controlled dynamical systems. In [19] , a VAE is used to learn the mapping to and from latent space. The state transition is modeled by a neural network that outputs a local transition matrix. The regularization of this network is clearly motivated by Eq. (7) . However, it fails to be a mathematically correct lower bound to the marginal data likelihood. Moreover, their recognition model needs all observations that contain information w.r.t. the current state, i.e., a temporal i.i.d. assumption on data. This requires significant domain knowledge for data pre-processing.
In [14] , the state-space assumptions (3) and (4) are only softly encoded in the KL-divergence term of their loss function (a variant of Eq. (7)). No gradient information about reconstruction error (the expectation term in (7)) is ever back-propagated through the transition. Hence, firstly a latent representation that enables good reconstruction is learned. This does not require information about time derivatives, i.e., information that can only be extracted from multiple observations. Secondly, the transition is learned to match this latent space. Indeed, experiments, cf. Section 4, show that their model fails to extract information such as velocity (and in general time derivatives). The latent space Z violates Eq. (4).
A key contribution of this paper is the reversal this effect, i.e., forcing the latent space to fit the transition, thus achieving the state-space model assumptions and full information in the latent states.
Deep Variational Bayes Filters
Reparametrizing the Transition
The central problem for learning latent states system dynamics is efficient inference of a latent space that obeys state-space model assumptions. If the latter are fulfilled, the latent space must contain all information. Previous approaches emphasized good reconstruction, so that the space only contains information necessary for reconstruction of one time step. To overcome this, we establish gradient paths through transitions over time so that the transition becomes the driving factor for shaping the Since z t contains all information about previous observations, so that they are mediately used for inference. latent space, rather than adjusting the transition to the recognition model's latent space. The key is to prevent the recognition model q φ (z 1:T | x 1:T ) from directly drawing the latent state z t .
Similar to the reparametrization trick from [12] for making the Monte Carlo estimate differential w.r.t. the parameters, we make the transition differentiable w.r.t. the last state and its parameters:
Given the stochastic parameters β t , the state transition is deterministic (which in turn means that by marginalizing β t , we still have a stochastic transition). The immediate and crucial consequence is that errors in reconstruction of x t from z t are backpropagated directly through time.
This reparametrization has a couple of other important implications: The recognition model no longer infers latent states z t , but transition parameters β t . In particular, the gradient ∂z t+1 /∂z t is well-defined from (8)-gradient information can be backpropagated through the transition.
This is different to the method used in [14] , where the transition is optimized by minimizing a KL divergence. No gradient from the generative model is backpropagated through the transitions.
Much like in Eq. (5), the stochastic parameters includes a corrective offset term w t , which emphasizes the notion of the recognition model as a filter. In theory, the learning algorithm could still learn the transition as z t+1 = w t . However, the introduction of β t also enables us to regularize the transition with meaningful priors, which not only prevents overfitting the recognition model, but also enforces meaningful manifolds in the latent space via transition priors. Ignoring the potential of the transition over time yields large penalties from these priors. Thus, the problems outlined in Section 2 are overcome by construction.
To install such transition priors, we split β t = (w t , v t ). The interpretation of w t is a sample-specific process noise which can be inferred from incoming data, like in Eq. (5) . On the other hand, v t are universal transition parameters, which are sample-independent (and are only inferred from data during training). This corresponds to the idea of weight uncertainty in [8] . This interpretation implies the factorization of the recognition model:
When using the fully trained model for generative sampling, i.e., sampling without input, the universal state transition parameters can still be drawn from q φ (v 1:T ), whereas w 1:T is drawn from the prior in the absence of input data. Fig. (1) shows the underlying graphical model and the inference procedure. Fig. (2a) shows a generic view on our new computational architecture. An example of a locally linear transition parametrization will be given in Section 3.3.
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(a) General scheme for arbitrary transitions.
(b) One particular example of a latent transitions: local linearity. Figure 2 : Left: General architecture for DVBF. Stochastic transition parameters β t are inferred via the recognition model, e.g., a neural network. Based on a sampled β t , the state transition is computed deterministically. The updated latent state z t+1 is used for predicting x t+1 . For details, see Section 3.1. Right: Zoom into latent space transition (red box in left figure). One exemplary transition is shown, the locally linear transition from Section 3.3.
The Lower Bound Objective Function
In analogy to Eq. (7), we now derive a lower bound to the marginal likelihood p(x 1:T | u 1:T ). After reflecting the Markov assumptions (3) and (4) in the factorized likelihood (2), we have:
Due to the deterministic transition given β t+1 , the last term is a product of Dirac distributions and the overall distribution simplifies greatly:
The last formulation is for notational brevity: The term p θ (x 1:T | z 1:T ) is not independent of β 1:T and u 1:T . We now derive the objective function, a lower bound to the data likelihood:
Our experiments show that an annealed version of (10) is beneficial to the overall performance:
Here, c i = max(1, 0.01 + i/T A ) is an inverse temperature that increases linearly in the number of gradient updates i until reaching 1 after T A annealing iterations. Similar annealing schedules have been applied in, e.g., [6, 15, 17] . Additionally, the transition prior p(β 1:T ) was estimated during optimization, i.e. through an empirical Bayes approach. In all experiments, we used a diagonal Gaussian parameterized by its means and variances.
Example: Locally Linear Transitions
We have derived a learning algorithm for time series with particular focus on transitions in latent space. Inspired by [19] , this section will show how to learn locally linear state transitions in latent space. To parametrize the transition, we have to specify Eq. (8) . In this case we set
where w t is a stochastic sample from the the recognition model and A t , B t , and C t are matrices of matching dimensions. They are stochastic functions of z t and u t (thus local linearity). We set v t = {A
. . , M }, i.e., by drawing from q φ (v t ), which is independent of observations, we draw a set of 3M basis matrices, and finally yield A t , B t , and C t as state-dependent and control-dependent linear combinations:
The computation is depicted in Fig. (2b) . The function f ψ can be, e.g., a (deterministic) neural network with weights ψ. As a subset of the generative parameters θ, ψ is part of the trainable parameters of our model. The weight vector α t is shared between the three matrices. There is a correspondence to Eq. (5): A t and F t , B t and B t , as well as C t C T t and Q t are related.
Experiments and Results
In this section we validate that DVBF with locally linear transitions (DVBF-LL) (Section 3.3) outperforms Deep Kalman Filters (DKF, [14] ) in recovering latent spaces with full information. We do not include E2C [19] since it necessitates specific data pre-processing and does not provide a correct lower bound. The experimental setup is described in the Supplementary Material.
Dynamic Pendulum
In order to test our algorithm on truly non-Markovian observations of a dynamical system, we simulated a dynamic torque-controlled pendulum governed by the differential equation ml 2φ (t) = −µφ(t) + mgl sin ϕ(t) + u(t), m = l = 1, µ = 0.5, g = 9.81, via numerical integration, and then converted the ground-truth angle ϕ into an image observation in X . The one-dimensional control corresponds to angle acceleration (which is proportional to joint torque). Angle and angular velocity fully describe the system. Fig. (3) shows the latent spaces for identical input data learned by DVBF-LL and DKF, respectively, colored with the ground truth in the top row. It should be noted that latent samples are shown, not means of posterior distributions. The state-space model was allowed to use three latent dimensions. As we can see in Fig. (3a) , DVBF-LL learned a two-dimensional manifold embedding, i.e., it encoded the angle in polar coordinates (thus circumventing the discontinuity of angles modulo 2π). The bottom row shows regressions underlining the performance: There exists a high correlation between latent states and ground-truth angle and angular velocity for DVBF-LL. On the contrary, Fig. (3b) verifies our prediction that DKF is equally capable of learning the angle, but extracts little to no information on angular velocity.
The OLS regression results shown in Table ( 1) validate this observation. 4 Predicting sin(ϕ) and cos(ϕ), i.e., polar coordinates of the ground-truth angle ϕ, works almost equally well for DVBF-LL and DKF, with DVBF-LL slightly outperforming DKF. For predicting the ground truth velocityφ, DVBF-LL shows remarkable performance. DKF, instead, contains hardly any information, resulting a very low goodness-of-fit score of R 2 = 0.035. [14] trained on the same pendulum dataset. The latent space plot shows that DKF fails to learn velocities of the pendulum. It is therefore not able to capture all information for representing the full pendulum state. (4) shows that the strong relation between ground truth and latent state is beneficial for generative sampling. All plots show 100 time steps of a pendulum starting from the exact same latent state and not being actuated. The top row plots show a purely generative walk in the latent space on the left, and a walk in latent space that is corrected by filtering observations on the right. We can see that both follow a similar trajectory to an attractor. The generative model is more prone to noise when approaching the attractor.
The bottom plot shows the first 45 steps of the corresponding observations (top row), reconstructions (middle row), and generative samples (without correcting from observations). Interestingly, DVBF works very well even though the sequence is much longer than all training sequences (indicated by the red line). (11)). We see that DVBF-LL outperforms DKF in terms of compression, but only with a slight margin, which does not reflect the better generative sampling as [18] argues. x 21
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Bouncing Ball
The bouncing ball experiment features a ball rolling within a bounding box in a plane. The system has a two-dimensional control input, added to the directed velocity of the ball. If the ball hits the wall, it bounces off, so that the true dynamics are highly dependent on the current position and velocity of the ball. The system's state is four-dimensional, two dimensions each for position and velocity.
Consequently, we use a DVBF-LL with four latent dimensions. Fig. (5) shows that DVBF again captures the entire system dynamics in the latent space.
Conclusion
We have proposed Deep Variational Bayes Filters (DVBF), a new method to learn state space models from raw non-Markovian sequence data. DVBFs make use of stochastic gradient variational Bayes to overcome intractable inference and thus naturally scale to large data sets. In a series of vision-based experiments we demonstrated that latent states can be recovered which identify the underlying physical quantities. The generative model showed stable long-term predictions far beyond the sequence length used during training.
A Supplementary to Lower Bound
A.1 Annealed KL-Divergence
We used the analytical solution of the annealed KL-divergence in (10) for optimization: In all our experiments, we use sequences of 15 raw images of the respective system with 16×16 pixels each, i.e., observation space X ⊂ R 256 , as well as control inputs of varying dimension and interpretation depending on the experiment. We used training, validation and test sets with 500 sequences each. Control input sequences were drawn randomly ("motor babbling").
