The Conjugate Gradient method (CG), the Minimal Residual method (MINRES), or more generally, the Generalized Minimal Residual method (GMRES) are widely used to solve a linear system Ax = b. The choice of a method depends on A's symmetry property and/or definiteness), and MINRES is really just a special case of GMRES. This paper establishes error bounds on and sometimes exact expressions for residuals of CG, MINRES, and GMRES on solving a tridiagonal Toeplitz linear system, where A is Hermitian or just normal. These expressions and bounds are in terms of the three parameters that define A and Chebyshev polynomials of the first or second kind.
Introduction.
The Conjugate Gradient method (CG) is widely used to solve a positive definite linear system Ax = b. When A is Hermitian indefinite, the Minimal Residual method (MINRES), or more generally, when A is non-Hermitian, the Generalized Minimal Residual method (GMRES) is used. The basic idea is to seek approximate solutions, optimal in a certain sense, from the so-called Krylov subspaces. Specifically, the kth approximation x k is sought so that the kth residual r k = b − Ax k satisfies r k A −1 = min y∈K k b − Ay A −1 (1.1) for CG [9] , or r k 2 = min Constraint |µ| = |ν| ensures that A is normal. In fact |µ| = |ν| is a sufficient and necessary condition for A to be normal. For GMRES on a nonnormal tridiagonal Toeplitz linear system, the reader is referred to [5, 18, 16] .
In the case of symmetric A, i.e., µ = ν, without loss of generality, we may assume
This makes the linear system look more like the one arising from discretizing one-dimensional reaction-diffusion equation. Setting δ = 0 leads to the socalled model problem which was thoroughly investigated in [22, 23] and more recently [2, 12] . If δ ≥ 0, then A is positive definite and the existing error bound on kth relative residual for CG applies (see, e.g., [4, 8, 25, 28] ):
where κ ≡ κ(A) = A 2 A −1 2 is the spectral condition number. The widely cited Kaniel [11] gave a proof of (1.5) while saying "This result is known" with a pointer to Meinardus [21] . Liesen and Tichý [20, p. 187 ] launched a rather detailed investigation for MINRES and CG when δ ≥ 0. In particular, they showed that the worst relative residual where U j (·) is the jth Chebyshev polynomial of the second kind. But they primarily established bounds for the next-to-the-last iteration, i.e., k = N − 1. Liesen and Tichý [20, p. 188 ] explained that the right-hand side of (1.6) is the worst relative residual for GMRES, too, for k = N − 1 at b = A −1/2 e 1 or A −1/2 e N (see Remark 2.1). In this paper, we shall bound tightly or give exact expressions to the relative residuals for all 1 ≤ k < N under various situations, and in the case for GMRES (or MINRES) our results are valid for any δ including complex numbers. In particular for b = e 1 and e N , if δ ≥ 0, we will show for CG
where γ ± = (1 + δ) ± (1 + δ) 2 − 1. Setting k = N − 1 gives a simpler alternative to (1.6) by Liesen and Tichý [20] . Since the right-hand side of (1.7) for k = N − 1 must be the same as that of (1.6) because it is achieved at b = e 1 or e N , an identity which otherwise would be hard to think of is obtained.
The key technical component that makes all these possible is the general framework [12] designed to compute exactly or bound tightly CG, MINRES, and GMRES residuals for certain normal linear systems Ax = b.
The rest of this paper is organized as follows. Section 2 reviews the general framework [12] for analyzing the convergence of CG, MINRES, and GMRES. The key is to transform the convergence analysis into a minimization problem involving a rectangular Vandermonde matrix. Various such minimization problems with translated Chebyshev zero nodes of second kind are solved in Section 3 to build a technical foundation for us later to establish error bounds or residual formulas for CG, MINRES, and GMRES in Section 4. Finally in Section 5 we present our concluding remarks.
Notation. Throughout this paper, K
n×m is the set of all n × m matrices with entries in K, where K is C (the set of complex numbers) or R (the set of real numbers), K n = K n×1 , and K = K 1 . I n (or simply I if its dimension is clear from the context) is the n × n identity matrix, and e j is its jth column. The inequality X Y is for two Hermitian matrices, meaning that Y − X is positive semidefinite. The superscript "· * " takes conjugate transpose while "· T " takes transpose only. α is the largest integer that is no bigger than α, and α the smallest integer that is no less than α.
We shall also adopt MATLAB-like convention to access the entries of vectors and matrices. The set of integers from i to j inclusive is i : j. For vector u and matrix X, u (j) is u's jth entry, X (i,j) is X's (i, j)th entry, diag(u) is the diagonal matrix with (diag(u)) (j,j) = u (j) ; X's submatrices X (k: ,i:j) , X (k: ,:) , and X (:,i:j) consists of intersections of row k to row and column i to column j, row k to row and all columns, and all rows and column i to column j, respectively.
Preliminaries.
Recall we assumed, without loss of generality, the initial approximation x 0 = 0 and thus the initial residual r 0 = b − Ax 0 = b. Results in this section apply to any normal matrix A.
Let A have eigendecomposition
For CG, A is Hermitian positive definite, and thus all λ j > 0. We have [13] min
where u ∈ C k+1 ,
and V k+1,N is the (k + 1) × N rectangular Vandermonde matrix
having nodes α j = λ j (1 ≤ j ≤ N ). Later we shall also write V N for V N,N for short.
In general, for GMRES, we have [10, 14, 12, 19, 29] min
where V k+1,N is the same as the previous one in form but possibly with some nodes α j = λ j negative or even complex, and 
This result, known to [20] and perhaps others earlier, can be seen from (2.3) and (2.6).
Equations (2.2) and (2.5) turn CG and GMRES convergence analysis into the study of
The explicit dependence of ε k on vector g and nodes α j is suppressed here and in our later references to ε k for convenience. They will be either explicitly stated or clear from the context, however. Assuming that diag(g) V T k+1,N has full column rank, we have [10, 14, 13, 17] 
and |g| is interpreted as taking entrywise absolute value. The framework [12] to compute or estimate the right-hand side of (2.8) goes as follows. First we need
• a family of polynomials p m (t) of degree m in t for m = 0, 1, 2, . . . , and • two parameters ω = 0 and τ (complex or real) that define transformation t = z/ω + τ between z-plane and t-plane.
For the family of polynomials, we often pick Chebyshev polynomials of the first kind:
or, Chebyshev polynomials of the second kind:
or, more generally any orthogonal polynomials. The selections of ω = 0 and τ can be tricky and are problem-dependent.
Define the mth Translated Polynomial in z of degree m as
where a jm ≡ a jm (ω, τ) are functions of ω and τ , and upper triangular R m ∈ C m×m , a matrix-valued function in ω and τ , too, as .17) i.e., the jth column consists of the coefficients of p j−1 (z; ω, τ). Set
where
k+1 , an important equation that will be used in Appendix A. We have [12] 
For the framework to work, we need to be able to compute Υ exactly or realize the following assumption.
This leads to [12] 
Equations (2.8) and (2.20) , and the inequalities in (2.23) serve as the key part of our analysis throughout this paper. This section investigates ε k with V k+1,N having the translated Chebyshev zero nodes of the second kind . Results will be used in Section 4 to give exact expressions of or tight bounds on CG and GMRES residuals for a tridiagonal Toeplitz linear system. By the N th Chebyshev zero nodes of the second kind we mean the zeros of U N (t):
Given ω = 0 and τ , we define the N th translated Chebyshev zero nodes of the second kind as
We allow ω = 0 and τ to be any complex numbers unless otherwise explicitly stated.
Throughout this section, V k+1,N has the defining nodes α j = t tr j (1 ≤ j ≤ N ). Our technique is the general framework in the previous section with p m = T m or U m , and some diagonal Ω N . Define, with the given parameter τ ,
where j means the first term is halved. Theorems 3.2-3.5 compute or bound ε k for the following four different situations:
1. ω = 0 and τ arbitrary, and |g (j) | = 1 (1 ≤ j ≤ N ); 2. ω = 0 and τ arbitrary, and
where e odd = (1, 0, 1, 0, . . . )
T and e even = (0, 1, 0, 1, . . . ) T . Allow Θ, e odd , and e even to have generic sizes but otherwise the same. We have
and moreover we have the following close formula for 0 ≤ k < N (2.10) and Ω N = I N in (2.18). Lemma 3.1 says that (2.22) holds with 
where B = (e odd , e even ). As in (2.21), y = (T 0 (τ ), T 1 (τ ), . . . , T k (τ )) * . We need to evaluate y * [(Υ) (1:k+1,1:k+1) ] −1 y because of (2.20) . To this end, we notice
Now y * (Υ) (1:k+1,1:k+1) −1 y is readily computable, and with it, we have (3.10)
by (2.20) . 
Equation (3.11) is the consequence of (2.20) and g
by the summation formula [7, p. 30] .
The proof of the following two theorems are quite long and postponed to Appendix A. 12) and for 0 ≤ k < N
where q = Q k+1 u k+1 with Q k+1 ∈ R (k+1)×(k+1) and u k+1 ∈ R k+1 defined by
The right-hand side of (3.14) has a singularity (division by zero) for k = N − 1 when some t tr j = 0 (in fact under the assumption that all t tr j ≥ 0, this can only occur at either j = 1 or N but not both). When that happens, it is interpreted as 0.
Remark 3.1. Theorems 3.2-3.5 for the special case τ = ±1 lead to
where (3.15) which was also obtained in [12] follows from (3.10) by noticing T j (±1) = (±1) j , (3.16) follows from (3.11) by noticing |U j (±1)| = j + 1, and (3.17) is the limit of (3.13) as τ → ±1. Equation (3.18) will be proved in Appendix A. Equations (3.15) and (3.17) can also be derived from previous known results in [22] and [20, (4.4) ], respectively. 
and thus (where ε k is ε k with g replaced by g in its definition)
So any estimates on ε k will yield estimates on ε k . Theorems in the next section are pretty much restatements of these theorems in the context of CG, MINRES, and GMRES for Ax = b with certain special right-hand side b. This remark also says that bounds on residual norms for b other than the special ones can be established by the means of residual norms for those special b in a rather straightforward way.
Normal tridiagonal Toeplitz linear systems.
A normal N × N tridiagonal Toeplitz A takes the form (1.4) . In what follows, we assume given parameters ν, λ, and µ are nonzero, and |µ| = |ν|. Then [27, pp. 113-115 ] (see also [18] ),
Notice that t j 's are the Chebyshev zero nodes of the second kind as in (3.1). It can be verified that Z T Z = I N . To apply our general framework in Section 2, we set α j = λ j and t j in (2.19) to be the ones in (4.2) with
We caution the reader that unless otherwise explicitly stated, we allow λ, µ, and ν to be complex and so are ω and τ . Any branch of √ µν, once picked and fixed, is a valid choice for the development in this section. Notation assignments in (4.1)-(4.5) will be effective throughout the rest of this paper.
GMRES residual.
We shall present bounds or closed formulas for GMRES residuals for Ax = b for two cases:
We do so indirectly by identifying the kth GMRES relative residual r k 2 / r 0 2 with ε k in one of Theorems 3.2-3.5.
Theorem 4.1. Let A be tridiagonal Toeplitz as in (1.4) with nonzero parameters ν, λ, and µ. Suppose that A is normal, i.e., |ξ| = 1. Then the kth GMRES relative residual
Proof. The case for all |(g MR ) (j) | = 1 is obvious because
by (2.5). For b = e 1 or e N , we notice g MR = Q * b = ZΞ * b since Q = ΞZ and Z is real and symmetric. Now
Therefore g = (N + 1)/2 g MR satisfies the conditions of Theorem 3.3.
CG residual.
A particularly special tridiagonal Toeplitz matrix is (1.4) with λ = 2 and µ = ν = −1. Arising from the discretization of a one-dimensional Poisson's equation (see, e.g., [4, p. 267]), it is the so-called model problem and frequently used as teaching example for CG. For a more general case, here we shall consider tridiagonal Toeplitz matrix A with
where δ ∈ C. All symmetric Toeplitz matrices can be scaled by a scalar to this form. Note then by (4.4) and (4.5)
Thus A is normal, and Theorems 4.1 applies for any δ ∈ C for GMRES. In view of this observation, we will simply focus on CG from now on and assume δ ≥ 0 which ensures that tridiagonal Toeplitz A is symmetric positive definite, as the one arising from solving the following one-dimensional reaction-diffusion equation [20] 
dx 2 + σv(x) = f (x), for 0 < x < 1, with given boundary values v(0) and v(1).
Linear system Ax = b as such has recently been studied by Liesen and Tichý [20, p. 187 ] in rather detail. They showed that (1.6) holds, and it is achieved at b = e 1 or e N . In [20] , special attention was given to the so-called unbiased case 1 , namely all |(g MR ) (i) | = 1. Tight lower and upper bounds on relative residuals r k 2 r 0 2 (MINRES), and
were established for the unbiased case. But no bounds on the relative residuals for any other k = N − 1 were made available. It is a quite different story when δ = 0 for which Naiman, Babuška, and Elman [22] computed explicitly CG residuals for three special right-hand sides, while Beckermann and Kuijlaars [2] investigated the superlinear convergence behavior of CG when the right-hand sides are from discretizing certain smooth functions. Li [12] also treated the case.
In what follows, we present bounds or closed formulas for CG residuals for Ax = b with δ ≥ 0 for three cases:
1. all |(g CG ) (j) | = 1; 2. b = e 1 or e N ; 3. b = Ae 1 or Ae N (thus the exact solution is either x = e 1 or e N ).
Again we do so indirectly by identifying the kth CG relative residual r k A −1 / r 0 A −1 with ε k in one of Theorems 3.2-3.5.
Theorem 4.2. Let tridiagonal Toeplitz matrix A be with (4.7), and suppose δ ≥ 0. Then the kth CG relative residual
(4.9)
Proof. The case for all |(g CG ) (j) | = 1 is obvious because 
Therefore g = (N + 1)/2 g CG satisfies the conditions of Theorem 3.5. The implied residual formulas by (4.9) for the special case δ = 0 and for all |(g CG ) (j) | = 1 or for b = e 1 (or e N ) were obtained previously in [22] (see also [12] ) and [20] , respectively. There is a version of Theorem 4.2 for MINRES, based on Remark 2.1. Detail is omitted. = e 1 (or e N ) , and (c) b = Ae 1 (or Ae N ), respectively, compared with the existing error bound by (1.5). It shows the bigger δ is, the faster CG converges, as expected because κ(A) decreases as δ increases. It also shows the existing error bound by (1.5) correctly indicates CG speed for the examples, except in the case (c) when δ ≈ 0, the existing error bound can overestimate by a couple of orders of magnitudes.
Concluding remarks.
We present a rather detailed study on the convergence behavior of CG, MINRES, and GMRES on a (normal) tridiagonal Toeplitz linear system Ax = b. Various close expressions of residual norms are established. The key technical component is through transforming residual computations to solving the following minimization problem
where V k+1,N has the translated Chebyshev zero nodes of the second kind. The same problem was also the subject of study in [15] , but with different kinds of nodes -the translated Chebyshev zero and extreme nodes of the first kind. While both developments here and in [15] are similar in technicality, results in [15] cannot be used for tridiagonal Toeplitz linear systems. Our results here on GMRES for normal A are complementary to those in [5, 18, 16] , where detailed studies on GMRES convergence rate for nonnormal A were conducted. Bounds in terms of the three defining parameters and Chebyshev polynomials were established in [5, 16] . Our results for positive definite A are complementary to those by Liesen and Tichý [20] , where basically the residual norms for only the next-to-the-last iteration were given.
Our residual results are for certain special right-hand sides b. As we commented in Remark 3.2, bounds for residual norms for b other than these special ones can be obtained with the help of these special results. θ 1 , ρ+ cos θ 2 , . . . , ρ+ cos θ N ) , where θ j = jπ/(N + 1), and define Υ ρ,
, where ρ, ∈ C, P N is defined as in Section 2 with p m = U m and t j = cos θ j , and Ω N = diag(sin 2 θ 1 , . . . , sin 2 θ N ). We have
where H ∈ R N ×N is tridiagonal with diagonal entries 0 and off-diagonal entries 1.
Proof. Notice that Υ ρ, = ρΥ 1,0 + Υ 0,1 and
2 I as pointed out in the proof of Theorem 3.3. It is enough to calculate Υ 0,1 . For
Apply Lemma A.1 to conclude Υ 0,1 = N +1
4 H whose verification is straightforward, albeit tedious. where γ ± = ς ± √ ς 2 − 1. Note taking the limit, as ς → ±1, of the formula for y (1) for ς = ±1 gives the formula for y (1) for ς = ±1.
Proof. Expand y to have a 0th entry y (0) and a (m + 1)th entry y (m+1) , satisfying
Entry-wise, we have 
in (2.18). We shall use (2.8). Let Γ = diag(t tr j ) = diag(ρ+ cos θ j ), where ρ = −ωτ and = ω. We have
where e = (1, 1, . . . , 1) T
in the notation introduced in Lemma A.2. Recall (see, e.g., [6, 
where ζ = e T Γ −1 Ω N e. But, from (A.5) and (A.6),
and by Lemma A.3 with m = k and ς = τ ,
The conditions of Lemma A.3 are fulfilled because −2τI N + H is definite. Since ζ = g 
where we have used j cos θ j = 0 by Lemma A.
Recall (2.14) and [3, p. 37] 2U N (t) = (N + 1)
They yield
Substitute this formula of ζ into (A.10) to get (3.13). Finally use g 2 = √ ζ to get the formula for g 2 . Obviously v (1) = φ(0) = 1. It can be seen that diag(g)V T N v = 0 which implies the left-hand side of (3.14) is zero. The case for α 1 = 0 is similar. Now if τ = ±1, u k+1 = (τ 0 , 2τ 1 , . . . , (k + 1)τ m−1 ) T . Equation (3.18 ) is the consequence of (2.8), (A.11), (A.13), and Lemma A.4. , then (2τI N − H ) (1:k+1,1:k+1) is nonsingular for all 1 ≤ k + 1 ≤ N .
