Abstract-Quality-aware service composition starts from an abstract workflow. The tasks of the workflow are associated with functional types for which concrete services can be retrieved from a registry. Abstract tasks have to be mapped to concrete services before the workflow is executed. The goal is to maximize the workflow quality by choosing the right combination of services.
I. INTRODUCTION
Web Services are self-contained, self-describing, modular applications which can be discovered and invoked over the Internet. They can be composed in workflows using languages like BPEL4WS [1] . The process of generating automatically a workflow that achieves a given goal is called service composition [2] . Considering not only the functionality but also the quality of the composition leads to quality-aware service composition. In this context, it is often assumed that a workflow template is already given whose abstract tasks have to be mapped to concrete service instances in an optimal fashion (e.g. [3] ). Answering a user request for composition and execution involves three phases: discovering candidate services from a registry, composing services in an optimal way, and executing the resulting workflow. Literature on service composition mostly focuses on one or two of these phases. Zeng et al. [3] focus on reducing execution time and cost, Constantinescu et al. [4] on reducing the number of directory accesses. Berbner et al. [5] aim at restricting the composition effort while still providing good quality results in most cases.
In this paper, we focus on the efficiency of a system that performs all three phases. We believe that achieving the best overall efficiency requires to choose a good tradeoff between effort spent in discovery, composition, and execution. We will show that the best tradeoff may change dynamically and that an adaptive algorithm is therefore required. The original scientific contributions of this paper are (i) an analysis of the tradeoff between service discovery, composition, and execution, (ii) an iterative algorithm that dynamically tunes the effort spent in the different phases, and (iii) an extensive experimental evaluation of our algorithm in comparison with static approaches. The remainder of the paper is organized as follows. In Sect. II we describe a motivating scenario where the relative importance of the different time components may change dynamically. In Sect. III we describe related work in service composition. Sect. IV introduces our formal model for the problem of service composition and a corresponding formulation as integer linear programming problem. We describe our test suite in Sect. V and analyze several test runs. In Sect. VI we describe and analyze the iterative algorithms in detail. We evaluate our algorithm against static methods in Sect. VII, discuss the results in Sect. VIII, and conclude with Sect. IX.
II. MOTIVATING SCENARIO
In this paper we focus on systems that provide workflow composition and execution services to the users. Such a system might be used internally within an enterprise or belong to a provider who offers such services to the public. Service composition algorithms often can be tuned via different parameters that have an influence on the resources needed for running the composition algorithm and on the quality of the resulting workflow at the same time. Additionally, the effort for downloading service descriptions from a directory has to be taken into account. With limited resources, the question arises how much effort to spend for composing one specific workflow. We formalize the tradeoff between effort spent in composition and quality of the resulting workflow by integrating the three phases discovery, composition, and execution into a common cost metric. In this section we will introduce the cost metric and show why this metric may change dynamically depending on the context. This motivates the need for an adaptive composition algorithm. Note that we only integrate the execution time of the resulting workflow in our cost metric while our approach could be generalized to take into account other quality properties as well. Fig. 1 shows the architecture on which we base our analysis. Requests consist of a workflow model whose abstract tasks have to be mapped to concrete services prior to execution. Additionally, users may specify a desired number of executions (for instance once for every item of a dataset) as well as certain global quality requirements on the concrete workflow. User requests are processed in three stages. First, the abstract workflow model is used to issue requests to the Service Directory, retrieving a set of candidate services for every abstract task. Second, the Composition Engine selects one concrete service for every task such that the global quality requirements are respected while the execution time is minimized. Third, the concrete workflow is sent from the Workflow Generator to the Execution Engine-expressed in a language like BPEL4WS [1] -where it is executed. The result is sent back to the user.
For a given query, we designate by t r the time it takes to retrieve service descriptions from the registry, by t c the time it takes to select concrete services, and by t e the time it takes to execute the workflow once. Approaches to quality-aware service composition like [3] aim at optimizing the concrete workflow by downloading all candidate services and solving the composition problem optimally. However, the registry is a shared resource that is accessed remotely and may contain a large number of services. Also, the problem of quality-aware service composition (as formulated for example in [3] , [6] ) is NP-hard and solving it optimally may be very expensive. Therefore, t c and t r may be non-negligible in comparison to t e and focusing on t e alone might not be practical.
Other approaches like [5] , [6] propose the use of computationally less expensive methods for the composition which may yield a suboptimal solution while reducing the composition time. However, there are cases where the workflow execution will take a long time (scientific workflows for sophisticated simulations for instance) or where it is executed many times. In these cases, increasing t c and t r in order to minimize t e would be beneficial. This is why we advocate the use of an additional component, the Self-Tuning Engine, that dynamically adapts the tradeoff between t r , t c , and t e for a given request in order to minimize the total cost in (1).
x designates a vector of parameters that the engine can use to tune the amount of downloaded services and the effort of composition planning (which will indirectly influence t e as well). We assume that the time for calculating the optimal tradeoff can be neglected. In the following, we will discuss two scenarios that motivate different choices of the weights w r , w c , and w e .
c( x)
= w r t r ( x) + w c t c ( x) + w e t e ( x) (1) n q max{T r , T c , T e }(2)
A. Minimize Response Time for Single Query
In this scenario, the system processes only one query at the same time. Discovery must be executed prior to composition, and composition is required before the workflow is executed. Hence, the response time perceived by the user corresponds to the sum of the corresponding three time components. We set w r = w c = 1. t e is the time for one workflow execution. The total time for execution depends on the number of desired workflow executions-n e -as well as on certain system properties. If the execution engine supports for example up to 50 concurrent workflow executions, we choose w e = ne 50 . On the other hand, if the execution can be entirely parallelized, we set w e = 1.
B. Maximize System Throughput
In this scenario, the system steadily receives new queries from multiple users. Incoming requests are queued until they can be processed. In order to avoid a growing queue, we want to maximize the throughput of the system. For optimally exploiting the available resources, the three stages of query processing can be pipelined. Hence, the system can for example already download service descriptions for the next user request, while the current user request is still being processed in the composition engine.
We assume that the system is always saturated with requests (the first processing stage, the service download, is never idle). We consider a time interval which is sufficiently long for neglecting the time for filling up the pipeline and termination. We assume that we have fixed weights w r and w c and that w e only depends on the number of desired workflow executions. We assume that nueries have been processed during the considered time interval. The throughput of the system can be expressed by (2) where T r , T c , and T e express the total time for registry access, composition, and execution.
In order to maximize the throughput, we have to minimize the expression max{T r , T c , T e }. It is possible that one of the time components is significantly larger than the others. Choosing a higher weight (w r , w c , w e ) for the corresponding stage will motivate the self-tuning engine to spend less time in the corresponding stage. This will tend to improve the overall throughput as well. Which processing stage becomes the bottleneck, depends on the nature of the issued queries as well as on the properties of the system (connection to service directory, hardware on which the composition engine is running). These may also dynamically change, if for example the nature of the queries changes or the registry-which is a shared resource-is slowed down by too many queries from different composition engines. Also, the system may switch between throughput maximization and minimization of response time depending on the frequency of the incoming user queries. Altogether, this motivates the use of an algorithm that dynamically adapts the tradeoff between registry access, composition, and execution time to the query at hand and to the overall system state.
III. RELATED WORK
Zeng et al. [3] as well as Aggarwall et al. [10] propose the use of integer linear programming (ILP). This method always finds the best solution but the solved problems are NP-hard. Therefore, the scalability is limited. Different publications addressed the same or very similar problems by computationally less expensive optimization algorithms, while accepting lower quality of the solutions. Canforra et al. [6] use genetic algorithms. Berbner et al. [5] propose heuristics for the same problem and Yu and Lin [11] compare the tradeoff between optimization time and solution quality for different heuristic and non-heuristic algorithms.
Gu et al. [12] present a distributed peer-to-peer approach to service composition. In their approach, functional service graphs can have several permutations that may allow solutions with different quality. One feature of their system is that the number of considered graph permutations can be tuned. A higher number of permutations increases the required running time for the composition algorithm but may also increase the quality of the result. Klein et al. [13] present several heuristic algorithms for quality-aware service composition. Their algorithms can also be tuned via different parameters controlling how thoroughly the search space is explored. The two latter approaches present algorithms for quality-aware service composition that can be tuned, realizing different tradeoffs between composition effort and solution quality. The iterative schema that we will present in the following could be combined with these and other service composition algorithms.
Many approaches to service composition do not consider the effort of discovery. This does not seem realistic in the case of large-scale registries, as was already noted by Constantinescu et al. [4] . They present an approach to functional service composition that performs interleaved composition and service discovery in order to minimize the number of directory accesses. The approach that we present in this paper would generally benefit from mechanisms that filter the services in the registry in order to reduce the number of considered service candidates. Alrifai et al. [14] introduce the notion of skyline services. These are services for which no other service exists which is as least as good in every quality dimension and strictly better in at least one. Alrifai et al. prove that the optimal composition can only contain skyline services so other services do not need to be considered.
Our approach is also related to work in database systems on the tradeoff between query optimization and execution.
The general idea of adapting the planning effort to the execution complexity was patented [15] . Shekhar et al. [16] apply semantic transformations to a query until one of several stopping criteria is satisfied. The stopping criteria are based on the relation between optimization and execution time, one of them integrates the principle of diminishing returns as we do. However, they do not consider issues specific to web service composition like the additional time for discovery and a growing search space (instead of several separate ones).
IV. SERVICE COMPOSITION MODEL
In this section, we present a formal model for qualityaware service composition and a corresponding formulation as integer linear programming problem (ILP) [17] . Our contribution is an algorithm that balances the effort of discovery, composition, and execution. Our contribution is not in the way we address the service composition problem in itself. Therefore, we adopt a formal model and a formulation as ILP which is close to existing work (e.g. [3] ) and cover it quickly.
The input to the composition problem is an abstract workflow W abs . We assume that it consists of a sequence of tasks t 1 , ..., t k that have to be executed one after the other. For every task, a set of concrete services is available that can all fulfill the required functionality. We denote by S j the set of concrete services that could fulfill task t j (1 ≤ j ≤ k). The concrete services s ij ∈ S j expose different quality criteria (for example availability or the quality of the provided output data). In this paper, we will consider m abstract quality criteria q 1 , ..., q m with percentage value domains. By q l (s ij ) ∈ {1%, ..., 100%} we denote the concrete quality properties of a given service s ij . In our model, a higher value of q l always corresponds to the higher quality (corresponding scaling can be applied if this is not the case). Additionally we assume that every service is associated with a response time (in milliseconds) t(s ij ) with positive integer value domain.
Mapping the tasks of the abstract workflow to concrete services yields a concrete workflow W con = (W abs , M) where M = (t 1 , s i11 ), ..., (t k , s i k k ) describes the mappings from tasks to concrete services. We also write M (t j ) for designating the service s ij ∈ S j that task t j was assigned to. The quality properties q l (W con ) and response time t(W con ) of a concrete workflow W con can be calculated in function of the properties of the services used. Dumas et al. [18] identify three classes of QoS attributes, depending on the way they are aggregated: Additive, multiplicative, and attributes whose values are determined by the services on the critical path (e.g. summation over the attributes of the critical services). We assume that every quality property of the concrete workflow is calculated as the sum over the corresponding quality properties of the used services. Multiplicative aggregation can be transformed into a sum by using the logarithm function as detailed by Zeng et al. [3] . We also assume that the running time of the whole workflow (for one invocation) can be calculated as sum over the cost of all single services. In addition to global quality requirements, local compatibility constraints between service candidates could exist that do not allow certain service combinations. We integrated constraints on the compatibility of input and output format of services as representatives for this type of local constraint. We denote by f in (s ij ) the input format and by f out (s ij ) the output format of a service s ij .
The goal of the composition process is to find one concrete workflow W opt con that has the following three properties. First, it respects certain minimum quality requirements r l with 1 ≤ l ≤ m set by the user who issued the request: q l (W opt con ) ≥ r l . Second, it uses only services whose input and output formats are compatible. This can be expressed (M (t j )) . Third, its running time is minimal among all concrete workflows that satisfy conditions 1 and 2.
The composition problem as formulated above corresponds to a Knapsack problem [19] . Hence it is NP-hard and the use of ILP is justified. In the following, we explain how we transform our service composition problem into an ILP. An ILP consists of a set of variables with associated value domains, a set of linear constraints, and an objective function (also linear) that has to be minimized or maximized. We introduce variables y ij with binary domain that represent whether task t j is mapped on service s ij in the optimal composition (y ij = 1 in this case, y ij = 0 otherwise). We introduce the following constraints. First, we cover the fact that each task has to be mapped to exactly one concrete service-see (3) . Second, we integrate the quality constraints imposed by the user-see (4) . Third, we have to take into account the input and output formats of the concrete services and make sure that the output format of every service matches the input format from the following servicesee (5) . Finally, we integrate the objective which is to minimize the total execution time of the workflow, corresponding to the sum over all service invocations-see (6) .
V. THE TEST SUITE
We implemented a test suite in order to experimentally evaluate different approaches for optimizing the tradeoff between discovery, composition, and execution time. Our test suite generates sequential workflows and sets of corresponding, concrete services for every task. The concrete services for every task are retrieved in a fixed (but not specific) order from the registry. The quality properties and input-/output formats of the services are chosen randomly. For calculating the running time, we integrated the following two factors in order to make our test suite more realistic. First, time and quality are correlated. This means that services of high quality are likely to be relatively expensive. Then, the cost distribution of services depends on the task they accomplish. Invoking simple services looking up zip codes for city names is probably less expensive than invoking services executing complex simulations.
The experiments were executed on a machine with 2.53 GHz Intel Core 2 Duo processor with 2.5 GB RAM running Windows 7. The test case generator was implemented in Java version 1.6. Generated composition problems are transformed into ILPs as explained in the previous section. We used IBM ILOG CPLEX V12.1 as ILP solver. We set the global default thread count (parameter T hreads) to 1 and solved optimally (RelObjDif = 0.0). For all other CPLEX parameters, the default values were used.
A. Detailed Description of Test Case Generation
In the following, we will present the set of parameters of our test suite together with admissible value domains. During the experimental evaluation, these parameters are either set to specific values or chosen randomly with uniform distribution in the admissible value domain. The quality properties q l of the services in the registry are generated randomly in the range between 0% and 100%. We consider m = 10 quality criteria. The possible values for the response time of a service depend on its functional category. The minimum response time for services in a given category is calculated as t min = 50 · x where x is specific to the category and between 1 and 10. The maximum response time for the services is calculated similarly as t max = 500 · x. The probability distribution for the response time of a specific service depends on its average quality (arithmetic average over all quality attributes that have been chosen before). In a first step, the response time is chosen as t = q average (t max − t min ) + t min . Then, a percentage between 0% and 75% is randomly chosen and this percentage is either added or subtracted from t (without leaving the admissible response time interval for the category). The input and output format of services is chosen randomly out of 5 possible formats. When generating abstract workflows, the tasks are randomly associated with one service category.
For the benchmarks, we measure service response times and the time for composition in milliseconds. We assume that the time for registry accesses is proportional to the number of downloaded services and that downloading 1 service takes 10 milliseconds (e.g. for XML description of interface and properties with size 20 KB and a 16000 kbit/s connection).
B. Experimental Evaluation and Analysis
In the following, we will present a first experimental evaluation of our benchmark. We studied the development of execution time, composition time, and composition success rate for different numbers of tasks, different numbers of services per task, and different quality requirements. In particular, we want to show the dependency between composition and execution time. We report the arithmetic average of 50 generated test cases for every parameter set (combination of specific quality requirements, number of services per task, and number of We abbreviate the quality requirements on all quality attributes of the workflow by Q, the number of tasks by T. Fig. 2 shows on the right side the development of the execution time of the least expensive workflow that can be found within the current search space. We do not count cases in which no solution was found. The size of the search space depends on the number of services that are downloaded per task. We observe the following tendencies. (i) We claimed in the beginning of this section that our benchmark respects a correlation between the quality of the single services and their invocation time. This is mirrored by the fact that the execution time for the optimal concrete workflow is higher if the quality requirements are higher. (ii) A higher number of tasks leads to higher execution time since more service invocations have to be performed. (iii) The execution time is reduced by increasing the number of services per task that are considered. However, the reduction that can be achieved by adding a constant number of new services (10) decreases (diminishing returns). This seems logical since the set of services which is already included becomes more and more representative and large improvements become less and less likely. Also the ratio (N + 10) k /N k (where N is the current number of services per task and k the number of tasks) between the sizes of two consecutive search spaces decreases with increasing N. We will use this fact later in the design of an iterative solution strategy. Note that we describe a statistical tendency which may not be satisfied in every single case. Fig. 2 shows on the left side the development of the composition time in milliseconds (logarithmic scale) when using complete search. We observe the following tendencies. requirements, the composition time is in the order of below 1 second. For quality requirements of 50 %, the planning time reaches 28.5 seconds. For high quality requirements, only few test cases were solvable and infeasibility seems to be detected quickly. For low quality requirements, solutions are distributed densely and good solutions are found quickly. These can be used to prune the search space which speeds up the search. It is not always possible to solve a test case with the first chunk of services. Table I shows the number of solved test cases (out of 50 generated test cases each). Clearly, the number depends on the global quality requirements-for higher requirements, less instances can be solved.
VI. TRADEOFF OPTIMIZATION ALGORITHM
We identified three phases in the processing of user queries: service discovery, composition, and execution. Composition requires prior discovery and execution requires prior composition. However, the effort spent in discovery and composition should be adapted to the cost of workflow execution. This cost is difficult to estimate without performing some kind of prior planning. In order to comply with these constraints, we adopt an iterative algorithm. The structure is represented in Fig. 3 . The algorithm downloads a few services, performs a limited amount of composition and uses the results to decide whether further discovery and composition steps seem appropriate.
This algorithm would be executed by the self-tuning engine (referring to the architecture from Fig. 1 ). In the following, we will present the algorithm in more detail. The algorithm uses the principle of diminishing returns in oder to derive an upper bound on the improvements that can be realized by additional iterations. We are able to prove that the number of iterations performed by our algorithm is near optimal under these assumptions.
A. Description of Dynamic Algorithm
We call our algorithm dynamic because it dynamically adapts the effort spent in composition in order to optimize the overall performance. We adopt a representation that resembles object-oriented programming for describing the algorithm. The algorithm receives as input an object D representing the service directory, C corresponds to the composition engine, n 0 is the number of services downloaded per task in every iteration. W abs is the abstract workflow, r i the global quality requirements, and w r , w c , w e the current weights. The parameter θ indicates how thoroughly the current search space is explored. It fixes the tradeoff between discovery and composition time. The semantic of the parameter depends on the method which is used to perform the composition. For our benchmarks we use integer linear programming and θ corresponds to the maximum acceptable gap between the utility values of returned and optimal solution (percentage).
In the initialization, we set W con (symbolizing the concrete workflow) to indicating that no solution was found so far. S is the set of downloaded service descriptions and is initially empty. In every iteration, we first request n 0 new services for every task in W abs from the registry (we assume that W abs is associated with an ID that allows the registry to decide which services to return next). We call the composition engine with the augmented set of services, the abstract workflow, and the quality requirements. Additionally, we provide W con -the solution found in the last iteration-as starting point in order to speed up the search. In our implementation, we therefore used the CPLEX function addMIPStart with the y ij values of the best solution found in the last iteration (if any).
The solve method returns a concrete workflow W con with minimum execution time net (new execution time) or W = and net = ∞ if no solution has been found. We calculate the cost for the directory access and for composition in the current iteration (using the getTime function of the corresponding object that returns the time needed for the last operation). We assume that this corresponds to a lower bound for the time needed in the next iteration. This seems justified since we are downloading a constant number of services per task and we execute a complete optimization algorithm within a steadily growing search space. In order to decide whether the next iteration could be beneficial, we also need an upper bound on {Cost of this iteration -lower bound for next} 11: ic ← w r · D.getTime() + w c · C.getTime()
12:
{Upper bound on next execution cost reduction} 13: ecr ← w e · min(oet − net, net) 14: {Save execution time for next iteration} 15: oet ← net 16: until D.empty() or (W con = and ecr < ic) 17: return (W con , net) the reduction in execution cost that could be achieved. Since we assume diminishing returns for always adding the same number of services, we take the reduction that was achieved in this iteration as upper bound for the next one. Additionally, (since execution cost is always positive) we eventually tighten this upper bound by the current execution cost. We do not perform the next iteration if (i) either no new services can be retrieved from the registry (D.empty() = true), or (ii) a solution was found (W con = ) and the minimum cost of the next iteration (ic) cannot outweigh the maximum possible improvement in execution cost (ecr). Finally, we return the solution together with the execution time.
B. Analysis of Dynamic Algorithm
We prove by the following theorem that our algorithm always performs a number of iterations which is near to one of the optimal ones (there may be severals, each realizing a different tradeoff between the different cost components). We base our proof on the assumption of diminishing returns. This means that the reduction in execution cost achieved by iteration i 2 cannot be higher than the one achieved in i 1 for any i 1 < i 2 . Additionally, we assume that the cost for discovery and composition during one iteration are non-decreasing as we justified before. Proof: Assume that ∀i opt ∈ I opt : i < i opt . If our algo-rithm did not perform more than i iterations, this means that either (i) no new services can be retrieved, or (ii) that we have ecr < ic. In the first case, further iterations cannot improve the total cost. Hence our algorithm performs an optimal number of iterations. Now we examine the second case. We assume that ecr is an upper bound for the reduction of the execution cost that can be achieved in the next iteration i+1. We also assume that ic is a lower bound on the registry access and composition cost for iteration i + 1. Hence we have the following relation between the total cost c i before executing the (i+1)th iteration (which our algorithm does not) and c i+1 after executing the (i + 1)th iteration: c i+1 − c i ≥ ic − ecr > 0. We also assume that ic does not decrease and that ecr does not increase from one iteration to the next. Hence we have c i < c i+1 ≤ c i+1 ... and therefore ∀j > i : j / ∈ I opt which is a contradiction. Now assume that ∀i opt ∈ I opt : i > i opt + 1, we set j = max(I opt ). Since (j + 1) / ∈ I opt we have c j+1 > c j . This cannot be true if no solution was found after the jth iteration. Therefore, we have ic > |w e · δt e | after the (j + 1)th iteration (where δt e designates the improvement on execution time by the (j + 1)th iteration). We also have ecr ≤ |w e · δt e |. This implies that ic − ecr ≥ c j+1 − c j > 0 but in this case the algorithm terminates. So we have i = j + 1 which is a contradiction.
VII. EXPERIMENTAL EVALUATION
In this section, we compare our dynamic algorithm with several static methods that always download the same number of services and search for the optimal solution. These static methods correspond to different levels of effort which is spent in discovery and composition. Methods that only download few services correspond to heuristics. They reduce cost for discovery and composition but probably yield a suboptimal solution. Methods that download all services (70 services per task in our benchmarks) and perform ILP optimization without time restrictions will yield the optimal solution. On the other side they maximize the time for discovery and composition.
We simulated different scenarios corresponding to different settings for the weights w r , w c , and w e . Table II summarizes the settings for the seven scenarios. We additionally choose the number of tasks of the abstract workflow randomly between 5 and 30 for every test case and randomly associate tasks with categories. The quality requirements are chosen randomly between 1 % and 50 %. In Fig. 4 we report the average aggregated cost values for 100 test cases. The methods Dynamic(0%) and Dynamic(25%) correspond to our iterative algorithm with values 0% and 25% for parameter θ. We do not report absolute values but scale all values according to the average cost of our algorithm Dynamic(0%) which corresponds to 100 %. We tested the case of 10, 20, 30, 40, 50, 60, and 70 services per task but do not report all of them due to space restrictions. We verified that the general tendencies remain the same. The experiments were executed on the same hardware and software platform as described in Sect. V.
We make the following observations concerning the comparison of different static methods. (i) The static algorithms We make the following observations concerning the performance of the dynamic algorithms. (i) Comparing the static approaches with Dynamic(0%), we see that every static approach has one or several scenarios where it performs significantly worse than the adaptive algorithm. Also note that our algorithms always found a solution for the test cases while the method that only downloaded 10 services per task did not.
(ii) We verified that there is at least one scenario for every static method where the aggregated cost sum up to at least 188% of the cost of Dynamic(0%). In many cases the gap is significantly larger (up to over 700% for scenario RCe and 70 services per task for example). On the other hand, our algorithm is most significantly outperformed in scenario rCe by the static method that downloads 10 services per task. This method achieves 72% of the cost of our algorithm. (iii) Comparing Dynamic(0%) and Dynamic(25%), we find that Dynamic(25%) is better in scenario rCE as can be expected since it reduces the effort of composition. In scenarios where execution time is important, Dynamic(0%) is preferable.
VIII. DISCUSSION
In Sect. II we named various reasons for a change of the weights in the cost metric. These include changes in the system state (connection to the registry, frequency of requests) as well as properties of the incoming requests (how many workflow executions are planned, order of magnitude of execution time). In the experimental evaluation we have shown that our algorithm is able to dynamically adapt to changing priorities. Static approaches only perform well in specific situations. Our iterative schema is based on the following assumptions: i) Non-Decreasing effort of optimization when increasing the size of the search space, (ii) increasing quality of the resulting workflow when adding new services, (iii) diminishing returns when adding more and more services. These are generic principles and not specific to the workflow and service model that we use in this paper. Additionally, the iterative schema that we propose could be extended to other underlying composition algorithms. Integer linear programming is convenient because it allows to reuse solutions from previous iterations and to tune the effort of search space exploration. However, other methods offering similar possibilities could be used as well.
IX. CONCLUSION
We extended existing literature on service composition by addressing the efficiency of service discovery, service composition, and service execution as a whole. The optimal tradeoff depends on different factors and may change dynamically. We presented an iterative schema that automatically balances the tradeoff between the different phases. We are able to prove a near-optimal number of iterations under reasonable assumptions. Experimental evaluations show, that our algorithm significantly outperforms static approaches.
