D
ARPA has a nearly 60-year history supporting foundational research in the pursuit of scientific or engineering surprise. As a member of DARPA's Defense Sciences Office, I find that any particular day at work has a combination of the awesome and the surreal. If, as Arthur C. Clarke once said, "Any sufficiently advanced technology is indistinguishable from magic," then I have the privilege of working in what is, at least in the real world, the Ministry of Magic.
Today's magician-scientists at DARPA are working on projects ranging from understanding the limits of photon detection, to mastering the design of materials structures across multiple orders of magnitude in spatial scale, to detecting terrorist nuclear materials with city-scale networks of highly advanced sensors. In the last decade, we have seen a major trend in the structure of many of our projects: computing and data are becoming the central tools for innovation. They are being combined with analytics and software to reimagine age-old problems and, in some cases, to transform what used to be intractably complex problems into surprisingly manageable ones. But lately, I have had the sense that DARPA is onto something bigger. I think we are starting to see a combination of computing, data, and software technology that is demonstrating the hallmarks of Isaac Asimov's "Brain."
The Brain Asimov describes in his "I, Robot" series of short stories is a machine that engineers use to design other machines. The Brain is not only capable of feats of calculation but also of correlating and deducing and thus enabling engineers to design ever more complex systems. Paradoxes emerge as the Brain designs things beyond the comprehension of its human masters, which creates a demand for robot psychologists able to understand these machines' behavior and rationales.
This transition, from human-driven to human+ machine-centric creativity, is a central theme across many of Asimov's writings. What we are witnessing at DARPA is the beginning of this same sociotechnical transformation, and the implications are vast. Let me describe just a few technologies we are creating.
Synthetic chemistry aims, among other tasks, to transform, via a series of chemical reactions that make and break chemical bonds, feedstock materials into useful molecules (for example, medicines and detergents). The search for chemical reaction pathways that take source materials "A, B, and C" and turn them into products is dominated by the human-driven processes of insight, experience, and luck. Many useful things, ranging from Teflon to super glue, have been discovered by accident. Now imagine a chemist who can use computational tools and vast reservoirs of chemistry data to design and synthesize at scale complex molecules that feature predetermined high-level functional properties and synthesize them at scale. DARPA's Make-It program aims to turn the process of molecular synthesis into one that partners www.computer.org/intelligent IEEE INTELLIGENT SYSTEMS the needs of chemists with artificial intelligence to learn reaction combinations, search for new pathways, and automatically plan molecular production. New scientific publications are now estimated to number in the millions each year, and existing corpora of publications are larger (at the time of writing, the US National Institutes of Health's PubMed has nearly 25 million records). Imagine a digital lab assistant able to read the contents and understand the semantic context in these tens of millions of papers, and with whom I could have a technical conversation. Rather than relying on keyword-based queries, DARPA's Big Mechanism is enabling computers to understand, via machine-reading technology, the scientific landscape in an important area of cancer research. Out of this work we envision computing systems that help scientists and clinicians design new experiments and, ultimately, understand the complete landscape of cancer protein interactions in a way no human (or team of humans) can.
Going as far back as the discovery of zero and the transition from Roman numerals to Arabic ones, improvements in mathematical technology have enabled advances in scientific understanding. Just as Newton's calculus provided the mathematical abstractions for Kepler's laws of planetary motion, DARPA's Simplifying Complexity in Scientific Discovery (SIMPLEX) project aims to create new mathematical and algorithmic abstractions for data-driven discoveries. Teams of performers are using new forms of mathematics to solve problems in domains as diverse as genomics, anthropology, and materials science.
New fabrication technologies, such as additive manufacturing and integrated computational materials engineering (ICME), give designers control over material structures from nearly the atomic scale all the way up past the breadbox to the Empire State Building scale. Even with a single material, the 1 m 3 volume typical of today's 3D printing platforms can embody more than a quadrillion (10 15 ) possible configurations-only a small fraction of which are potentially useful. Our traditional design technologies-drawing dimensions of shapes on paper under the assumption that we are, for example, forming metals or drawing circuits-are hopelessly inadequate for this new and enormously expansive design space. DARPA's Transformational Design (TRADES) program aims to reimagine design as a human-machine dialog in which designers work with their computational assistants to search this complex space for unexpected new configurations that would not have been possible to conceive of previously. This represents a shift in the human designer's role in the system and, if successful, will accelerate the pace of innovation.
In each of these programs, DARPA is creating technologies to enable new forms of human-machine problem solving. The burden of creativity is shifting from being borne by the human scientist or engineer to being a shared responsibility of the inseparable human-machine team. The shift is accelerating and appears to be one of the few means at humankind's disposal for us to stay ahead (or in some cases merely to keep pace with) the potentially existential challenges that nature, and we ourselves, continue to hurl at humanity. From antibiotic resistance and new forms of infectious disease to the issues of climate, energy, food, water, and shared economic well-being, it sometimes seems that we have reached a plateau in our knowledge and that continued progress is contingent upon our ability to harness machines that can help us, together, think faster and better.
Much like the early days of computer networking that eventually led to the Internet, DARPA is beginning to put some of the initial technology components in place to empower human-machine discovery teams. The opportunity exists, just as it did eventually with networking technology, for other communities and organizations to participate in and accelerate this effort. The challenge this time, however, is that a transformation to a new kind of computer-accelerated discovery will disrupt the practices that scientists and engineers have grown comfortable with over the past 400+ years. Scientific models "discovered" via machine learning may defy explanation, computational simulations may replace analytical equations, and diagnostic recommendations may confound teams of clinicians. What should our new hypotheses be, and how will we trust (and verify) the conclusions we reach? What will our relationship be with this new Brain? I don't know the answers to these questions, but I am sure that our collective future depends on our willingness to find out. Contact him at william.regli@darpa.mil.
