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1. INTRODUCTION 
Before a company buys or sells a lot of product, it is sometimes desirable to 
inspect a sample from the lot in order to determine if the quality meets company 
standards. The process of using a sample to check lot quality and reach an ac­
cept/reject decision is called acceptance sampling. 
There are two ways to implement acceptance sampling. One, called attributes 
acceptance sampling, is to classify items in a sample into two categories (defective or 
non-defective), define the proportion defective as the ratio of the number of defective 
items to the sample size, then, to reject the lot when the sample proportion defective 
is greater than a specified value. The other, called "variables" acceptance sampling, 
can be applied when the quality characteristic of interest is a measured quantity 
and defective and non-defective are defined in terms of an upper specification limit, 
i7, and/or a lower specification limit, L. (If the measurement made on an item 
is beyond the limit, then the product is considered defective.) Statistics from the 
sample then form the basis of an accept/reject decision intended to protect against a 
large fraction of the measurements in the lot being outside of specifications. In this 
situation, a standard one-sided variables acceptance sampling plan based on an upper 
specification only, is to draw a sample from a lot, measure the quality characteristic 
of each item in the sample, compute the mean x and standard deviation 5, and accept 
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the lot if the quantity x + ks is less than or equal to C/, otherwise, reject the lot. The 
constant k is chosen to produce desired statistical properties for the plan. 
When both upper and lower specification limits are used, corresponding accep­
tance sampling plans are called "two-sided." We will introduce a number of methods 
of constructing two-sided variables acceptance sampling plans. Numerical implemen­
tation of the various methods will be discussed. 
In Wallis(1950), W.A. Wallis proposed a method of constructing a two-sided 
variables acceptance sampling plan. We will term this method the "Wallis" method. 
In Resnikoff (1952), George J. Resnikoff suggested a two-sided acceptance sampling 
plan based on an "optimum" estimate of the proportion defective. This plan is based 
on the Uniformly Minimum-Variance Unbiased Estimator (UMVUE) of the fraction 
outside of specifications. Recently, Hamilton and Lesperance (1994) proposed a Max­
imum Likelihood Estimator (MLE) Method of constructing an acceptance sampling 
plan. In this dissertation, we propose a Likelihood Ratio Test (LRT) approach for 
constructing a two-sided variables acceptance sampling plan. 
All four methods (Wallis, UMVUE, MLE and LRT) discussed in this research 
are based on the same model assumptions. That is, we suppose the random sample 
{Xi, Xn) is drawn from a normal distribution with unknown population mean 
and unknown population standard deviation cr .  Since the statistics X and S are 
sufficient for the pair (/t, cr), it is sensible to base accept/reject decisions on their 
realized values x and s. In fact, it is convenient to think of the set of (x, s) pairs 
leading to acceptance as the "acceptance region" in the x — s plane. 
In one-sided variables acceptance sampling contexts where each possible under­
lying distribution producing a given proportion outside specifications typically has 
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the same associated acceptance probability, the Operating Characteristic (OC) curve 
provides a quantitative basis for choosing an acceptance sampling procedure and 
describes the long-run results to be expected if the plan is put to use. For the two-
sided variables acceptance problem with normal observations and neither parameter 
known, it does not appear to be possible to produce plans where all pairs 
corresponding to a single fraction outside of specifications have the same acceptance 
probability. Thus, in our case the OC curve concept is replaced by that of an OC 
"band". We will compare the methods listed above in terms of the thickness and 
steepness of their OC bands (after matching them at the same producer's risk for a 
specified proportion defective). 
To implement and study the methods of constructing the various variables ac­
ceptance sampling plans, FORTRAN programs have been written which produce 
acceptance regions for the different methods and any combination of sample size and 
producer's risk (for a specified proportion defective). Since the programing was very 
time-consuming, the programs will be made available for those who are interested 
in this problem. In the near future, they will be submitted to the Statlib software 
library. 
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2. METHODS AND NUMERICAL IMPLEMENTATION 
In this chapter, four methods of constructing a two-sided variables acceptance 
sampling plan will be discussed along with their numerical implementation. 
2.1 Introduction to Methods and Numerical Implementation 
The basic approach to implementing the Wallis, UMVUE, MLE and LRT ac­
ceptance sampling methods in practice is the same for all four methods. That is, 
one first derives the acceptance region in the x — s plane. Then one gets n items 
(the sample) from the lot, makes a measurement on each item and computes sample 
[y  (x-—x)^ 
mean (x) and sample standard deviation (s = y n — i  )• When {x,s)  is in the 
acceptance region, one accepts the lot, otherwise, one rejects the lot. In this chapter, 
we present the details of how the acceptance regions are defined. 
Without loss of generality, we let lower and upper specifications be respectively 
L = —1 and U = +1 (This  amounts  to  s imply measuring in  uni ts  of  ^(U — L)  
above the midspecification.) When X, a quality characteristic of interest, is beyond 
one of the specification limits {L or U), the product is considered defective. So the 
population proportion defective, p, is 
We will define a "reference proportion defective" p® as a value of p for which it 
5 
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Figure 2.1: An Illustration of an OC Band and Producer's Risk: a = 0.04 at 
= 0.10 
will be desirable to guarantee a large acceptance probability. For one-sided acceptance 
sampling, the producer's risk is typically defined as the single rejection probability 
at the reference proportion defective p®. For two-sided acceptance sampling, we will 
take the producer's risk (a) to be the maximum of the rejection probabilities for all 
the possible (//, a) points corresponding to the specified reference proportion defective 
(see Figure 2.1 for an illustration with = .1 and a = .04). 
Except for the fact that there are no UMVUE method acceptance sampling 
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plans with sample size n = 2, we investigated cases consisting of all combinations of 
five different sample sizes (n = 2, 3, 5, 10, 50), two different reference proportions 
defective {p^ = 0.001, 0.01), and two different producer's risks (a = 0.01, 0.10) at 
the specified reference proportion defective for all four methods. 
2.2 The LRT Method 
2.2.1 Constructing the Null Hypothesis Region 
The null hypothesis (jffo) what we will call the Likelihood Ratio Test (LRT) 
method is that the population proportion defective, p, is less than or equal to a 
specified value, p', i.e., HQ : p <p'- Let fiQ(p^) be the set of (//, cr) with p satisfying 
jHq. We can derive a curve in the ^ — a plane specifying the boundary of no(p') 
by solving the equation < X < U} = 1 — p'. The boundary of SIqCp') 
corresponds to the points on the curve p = p' .  
Since we set i = —1 and f/ = +1, the null hypothesis region is symmetric about 
the vertical (// = 0) axis. Therefore, it is sufficient to display only the right half of 
the region in our figures. Figure 2.2 shows a typical JIqCpO (in ^a-ct p' = 0.025 is used 
in the figure.) In the next subsection, please note that we can implement different 
LRT method acceptance sampling plans by choosing different  values  of  p' .  
2.2.2 Constructing the Acceptance Region 
The likelihood ratio statistic corresponding to p' is 
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Figure 2.2: Null Hypothesis Region: Oq (0.025) 
where L(/i, a | x, 5) is the usual normal likelihood. To construct an acceptance region 
for the LRT method and a given a at p = p®, we must find a cutoff value K{P^, OLIP') 
such that 
minPa = < k{p^,a,p ' )]  = 1 - a , 
where the minimum is over (/x, a) pairs producing p = p®. This is done by means 
of numerical search beginning with a trial value based on the asymptotic theory 
of Chernoff (1954). Chernoff's theory suggests that a reasonable starting value for 
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^2 
the search is exp{ where Xi—2a 1 — 2a quantile of the Chi-square 
distribution with 1 degree of freedom. 
When evaluating the denominator of the LRT statistic, only the points on the 
boundary of fio(p') searched (this is shown in the next subsection), which 
saves considerable computation time. 
Figure 2.3 shows a representative LRT acceptance region. Again, since we set 
L = —1 and U = +1, LRT acceptance regions are symmetric about the vertical axis 
(i.e. X = 0). Therefore, it is sufficient to display only the right half of such a region 
in our figures. 
It is well known that the joint density of {X,  S)  is given by 
h{x,s)  = f{x)-g{s)  ,  
where / is the normal density with mean and standard deviation is the 
n—.1 0/T  ^product of 2s and the Gamma density with parameters ( 2 ? evaluated at s .  
By integrating the density over an acceptance region defined by Ay < A:(p®, a, p'), we 
can compute the acceptance probability (Pa) for a (//, cr) pair of interest. An efficient 
transformation has been done on the variable s to achieve both speed and accuracy 
in the numerical integration (see Sec 4.3 for details). After finding an appropriate 
k{p^,a,p'), an Operating Characteristic (OC) band can be derived by computing the 
maximum and minimum Pa's for {fi.,cr) pairs corresponding to different proportions 
defective. Figure 2.4 is a typical plot of Pa as a function of a for those {n, a) pairs 
with p = p' .  
s 
0.8 
0.7 
0.6 
0.5 
0.4 
0.3 
0.2 
0.1 
0.0 
X p. > k 
0.0 0.1 
Figure 2.3: LRT Acceptance Region: a = 0.01 for = 0.01, n = 5,  = 0.01 
2.2.3 Maximizing the Denominator of the LRT Statistic 
Recall that the likelihood ratio statistic corresponding to p' is 
^ 1 5,s) 
where L(/u, cr | x, 5) is the usual normal likelihood. It is well known that the Maximum 
Likelihood Estimator of (/i,cr) is (x,o-), where a = When 
(x ,Sr)  €  i^o(p ' ) '  ^  ^O(P') '  
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Pa 
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a 
Figure 2.4; Acceptance Probability; n = 5,p' = 0.10, k = 3.87... 
Consider the situation when {x,&) ^ proceed to argue that the 
maximum in the denominator of A^/ occurs at a (^, c) on the boundary of Q ,Q{P ' ) .  
Now maximizing 
L{f i ,cr  I x , s )  
is equivalent to maximizing 
In X(/i, cr I X, s) 
11 
Differentiating, we have 
dhxL _ E{xj - n) 
dfi 0-2 ' 
and 
d\nL _'^ {x^  — n 
da a ' 
The nature of these partial derivatives guarantees that beginning at any point in 
the II — a plane, one can increase the likelihood by moving either horizontally in the 
112 (x—u) direction of x or vertically in the direction of ]l ^—— . 
Recall that Figure 2.2 is indicative of the shape of consider first the 
possibility that |x| > 1. Then beginning at any point in the interior of figCp') 
may move horizontally to the boundary of ^.nd find a point with likelihood 
strictly larger than the point in question. So in the case |a;| > 1 the maximum in the 
denominator of the likelihood ratio statistic occurs on the boundary of f2Q(p'). 
Now consider the case where |5| < 1 and the point (x,o") does not belong to 
f2o(p')- By symmetry, it suffices to consider the case where x > 0. In this case let 
R = (x,crjj) be the point on the boundary of fi = x (See Figure 2.5). 
Then from any {fi, a) point A in the interior of fiQ(p^) having cr > crj^  one can move 
horizontally to a point A' on the boundary of f2o(p') increase the likelihood. 
From any (/z,c) point B in the interior of fl!o(p') hS'Ving a < aj^ one can move 
horizontally to another point in the interior with horizontal coordinate x and 
then vertically to point R, in both steps increasing the likehhood. Thus, also in the 
case that |x| < 1, the maximum in the denominator of the likelihood ratio statistic 
occurs on the boundary of f2Q(p'). 
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Figure 2.5: Maximizing the Denominator of the LRT Statistic 
2.2.4 Optimizing the Thickness of the LRT OC Band 
The thickness of an OC band at a given value of p is the difference between the 
maximum acceptance probability and the minimum acceptance probability for that 
value of p. For an initial try at constructing an LRT acceptance region, one might 
take p^ as the value for p'. However, we can improve the LRT method and acquire a 
thinner OC band by optimizing the maximum thickness of the band over choices of 
13 
To study the effectiveness of this idea we considered all combinations of five 
different sample sizes (n=10, 20, 30, 40, 50), two different reference proportions 
defective (p® =0.001, 0.01), and two different producer's risks (a=0.01, 0.10) at the 
specified reference proportion defective . 
Results typical of the effect of changing the value of p' are shown in Figure 2.6. 
Changing p' of course changes the form of the LRT statistic, the acceptance region 
and the Pa's for various (/z, o") pairs. As shown in Figure 2.6, for small |x| (and 
large 5), the boundary of the acceptance region constructed using a small p' is above 
that constructed using a large p' .  On the other hand, for large |x|  (and small 5) ,  
the boundary of the acceptance region constructed using a small p' is below that 
constructed using a large p^. Notice also that for large |x| both boundaries are 
essentially linear. To show the relative shapes of two acceptance regions more clearly, 
the difference between the two functions of x defining the boundaries of the acceptance 
regions is plotted in Figure 2.7. (The difference is computed by subtracting the s 
corresponding to the smaller p' from the s corresponding to the larger p' for each 
distinct x.) 
Figure 2.8 illustrates behavior typical of the thickness of a LRT OC band as 
one keeps p® and a fixed, but varies p'. There are "two peaks" on the thickness 
curves. In general, the left peak becomes lower and the right peak rises higher as 
p' increases. As one moves to extreme values (either small or large) of p', one peak 
becomes dominant while the other disappears. This observation turns out to be an 
important clue in optimizing the maximum width of the LRT OC band. We can reach 
an optimal maximum thickness for an LRT OC band by find a p' that produces an 
OC band with the same height at the two peaks. 
14 
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Figure 2.6: LRT Acceptance Regions: a = 0.10 for p® = 0.01, n = 5 
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Figure 2.7: Difference of Boundaries for two LRT Acceptance Regions: a = 0.01 for 
= 0.01,72 = 5 (p' = p®/160000 and p' = 2p^) 
For large n, the FORTRAN programs written for this research can successfully 
optimize the thickness of the LRT OC band by choice of p'. A discussion of this will 
be presented in Chapter 3. (For small n, such extreme values of p' are called for that 
numerical accuracy of our routines breaks down before a value of p' balancing the 
heights of the two peaks can be reached.) 
2.3 The Other Three Methods 
For each of the other three methods studied here (Wallis, UMVUE and MLE), 
the acceptance region is derived from the rule: accept the lot if an estimate of the 
proportion defective (p) is less than or equal to a specified value (p*). For the 
UMVUE method, 
16 
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Figure 2.8: Thicknesses of LRT OC Bands: o: = 0.10 for p® = 0.001, n = 50 
ml 1 {U—x)^ Jn•^  ff, 1 1 {x—L)y/n-, /•maa: 0,37—37^^-7—^^1 
p = J^   ^  ^ dB + J^   ^  ^ (^"-1) dB , 
where B stands for the Beta distribution with parameters — 1,^ — 1). For the 
Wallis method 
— X, ,,L — X. p = l - ^  ) + $( ) , 
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and for the MLE method 
p = l- + (^— )^ , (T (T 
where $ stands for the usual standard normal cumulative probability function. 
Proper choices of the cutoff values p* have to be made to produce acceptance 
regions that satisfy the condition: minPa = 1 - ct for the specified p®. Figure 2.9 
shows typical Wallis, LRT and UMVUE acceptance regions. (The corresponding 
MLE region is not plotted only to make the figure clearer. The boundary of the MLE 
region is roughly half way between the LRT and Wallis boundaries.) After finding 
appropriate p*'s, OC bands can be derived for each method. Figure 2.10 shows the 
OC bands for the three regions pictured in Figure 2.9. (The upper boundary of the 
MLE OC band falls roughly half way between that of the LRT and Wallis OC bands.) 
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3. RESULTS AND COMPARISONS 
The results of a very significant programming and computation effort aimed at 
comparing the performances of the four different acceptance sampling methods will 
be presented in this chapter. A summary table comparing the thicknesses of the OC 
bands corresponding to optimized LRT regions and competing UMVUE regions will 
be given. 
In order to do a fair comparison of methods, we need to match minimum OC 
values, 1 — a, for a specified reference proportion defective, That is, we adjust 
cutoff values k and p* to acquire acceptance regions that produce: minPa = 1 - a 
for p = p^. After this matching, the method with the "steepest" and "thinnest" OC 
band has traditionally been considered the "best." 
We have found through examination of a large number of combinations of n, p® 
and a, that considered as a function of p, the minimum acceptance probabilities differ 
very little among the four methods considered here. As such, "steepness" and "thick­
ness" are essentially equivalent criteria for comparing the Wallis, UMVUE, MLE and 
LRT acceptance sampling methods. It is thus convenient and helpful to consider plots 
of OC band thickness. When it is necessary to make single number comparisons of 
band thickness functions (of p), we will compare maximum thicknesses. 
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3.1 Results and Comparisons among the Four Methods before 
Optimization of the LRT Method 
In our initial comparisons of the four methods, we did not attempt to optimize 
p', but simply used LRT acceptance regions for p' = 'jp. Except that there are no 
acceptance sampling plans with sample size n = 2 for the UMVUE method (none 
is possible), Figures 3.3 to 3.22 (at the end of this chapter) show thicknesses of 
OC bands for the Wallis, UMVUE, MLE and LRT (with p' = methods for all 
combinations of five different sample sizes (n=2, 3, 5, 10, 50), two different reference 
proportions defective (p®=0.001, 0.01), and two different producer's risks (q;=0.01, 
0.10) at the specified reference proportion defective p®. 
Based on examination of these cases, the UMVUE method seems to provide the 
thinnest and steepest OC bands. The LRT method (using p' = p®) has the second 
thinnest and steepest OC bands. The MLE method follows next, and the Wallis 
method has the thickest and least steep OC bands. That is, the circumstances shown 
in Figure 3.1 are typical. 
The UMVUE method is not applicable for cases with sample size 2 and most of 
the cases considered with sample size 3. In almost all of those cases, the OC band of 
the LRT method is the thinnest and steepest (even though no attempt has been made 
to optimize over p'). However, there are cases where the MLE OC band is a little 
thinner than the (unoptimized) LRT OC band. This situation occurs for a = O.Ol 
at p® = 0.01 and sample sizes 2 and 3. For these two cases, the LRT OC bands tend 
/ D® 
to be thicker when we try to increase the value for the divisor of p = -r^ , and 
•'  ^ divisor^  
thinner when we try to decrease the value for the divisor. But even by decreasing 
the value of the divisor, we have been unable to reduce the maximum thickness of 
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the LRT OC band to less than that for the MLE method. 
It is worth here adding a few details concerning the limitations of the UMVUE 
method for the case of sample size 3. Resnikoff (1952) noted that for A: = (1 — 
2"^P*) ^ y/n quantile of the Beta distribution with parameters 
— — 1), the UMVUE acceptance region is bounded by the lines s = {^U — x) 
and s = ^(x — L). Note that k increases to its limit, , whenp* decreases to zero. 
Then k < 1.15470... for n = 3. Now, when k increases to its hmit, the slope (—^) 
of the right-side boundary decreases to its limit too, and the UMVUE acceptance 
region approaches the lower limit of its size and the minimum acceptance probability 
Pa approaches its lower limit. 
From our computations, the lower limits on the minimum Pa's are respectively 
0.99279... and 0.94284... at specified reference proportions defective = 0.001 and 
0.01. That is, a = .10 is not realizable at p® = 0.001 or 0.01 for the UMVUE 
method. Similarly, a = .01 is not realizable at p® = 0.001 using the UMVUE 
method. Therefore, of the n = 3 cases considered in our comparisons, only that with 
a = .01 for = .01 can include consideration of a UMVUE acceptance region. The 
corresponding UMVUE OC band is shown in Figure 3.9. 
3.2 Results and Comparisons between the Optimized LRT Method and 
the UMVUE Method 
By varying p', one can sometimes get thinner and steeper OC bands for the LRT 
method than those for the UMVUE method (see Figure 3.2). This was true for all 
the cases we investigated with large sample sizes (say, n > 30). 
A summary of some attempts to optimize p' and produce LRT OC bands thinner 
23 
Table 3.1: Comparison of Thicknesses Between Optimized LRT and UMVUE OC 
Bands 
n 
p^ = 0.001 p" = 0.01 
a = 0.01 a = 0.10 a = 0.01 a = 0.10 
ratio® divisor^ ratio divisor ratio divisor ratio divisor 
10 NO NO NO NO NO NO NO NO 
20 NO NO NO NO 0.957^ 358^ 0.955^= 10000^ 
30 1.239 236 0.997^ SOOOO'^ 1.042 4.4 1.172 29 
40 1.223 11 1.245 665 1.072 1.7 1.104 5.9 
50 1.219 3.7 1.231 48 1.086 1.2 1.167 3.1 
_ Max. Thickness of OC Band for UMVUE Method 
Max. Thickness of OC Ban^ for LRT Method 
^Divisor is the denominator of p' = 
^These are not optimal values, but computational precision is in doubt for larger 
divisors (p' closer to optimal). 
than UMVUE OC bands is presented in Table 3.1. All combinations of five different 
sample sizes (n=10, 20, 30, 40, 50), two different reference proportions defective (p®= 
0.001, 0.01), and two different producer's risks (q:=0.01, 0.10) at the specified p® were 
considered. Figures 3.23 through 3.36 are plots of OC band thicknesses for those cases 
where it was possible or nearly possible to optimize p'. (In these cases, the optimal 
or nearly optimal p' is moderate enough that the numerical accuracy of our programs 
was adequate.) In Table 3.1, "NO" marks a situation where optimization was not 
possible because of numerical limitations. The "divisors" are the denominators of 
/ pO 
p = divisor' "ratios" of the maximum OC band thickness for the UMVUE 
method to that of the optimized LRT plan are shown for all the cases investigated, 
along with the corresponding optimal divisors of p'. 
One remark should be made for Figures 3.23, 3.24 and 3.26. For these cases, 
optimization of p' is not possible due to the limitations of computational precision. 
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(What is shown in the figures are plots for about the largest values of the divisor for 
which our numerical accuracy can be trusted for these combinations of the parameters 
n, a and p®.) However, based on the heights of the two peaks on the plots for the 
LRT method, we could perhaps make the following conjecture: If the optimization 
could have been completed, the optimal LRT OC band would have been thinner than 
the UMVUE OC band in Figure 3.24 and 3.26, but thicker in Figure 3.23. Rough 
estimates of the maximum thicknesses for the optimal LRT OC bands might be made 
by averaging the thicknesses from the two peaks in Figures 3.23, 3.24 and 3.26. On 
that basis a "ratio" of 0.976 might be projected for the n = 20, = .01 and a = .01 
case, a "ratio" of 1.158 projected for the n = 20, = .01 and a = .10 case and a 
"ratio" of 1.226 projected for the n = 30, p® = .001 and a = .10 case. 
3.3 A Summary of Comparisons 
Based on the figures in this chapter and Table 3.1, some simple conclusions can 
be made. For cases with small sample sizes (say, n < 30) as long as the method 
is available, the UMVUE method usually has the thinnest and steepest OC band. 
The LRT method has the second thinnest and steepest OC band. The MLE method 
follows next. And the Wallis method has the thickest and least steep OC band. For 
cases with large sample sizes (say, n > 30), after optimization the LRT method can 
provide the thinnest and steepest OC band. 
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Figure 3.6: Thicknesses of OC Bands: a = 0.10 for = 0.01, n = 2 
29 
JV/I !L_E= 
CF=»' == I=>°> 
Q. Q Q. 
F=» r-<z> |0<z> f-tii r-i 
Figure 3.7: Thicknesses of OC Bands: o; = 0.01 for p® = 0.001, n = 3 
o. 
5sys l—EE 
Cl=> 
o. 
o. o o o o 
Figure 3.8: Thicknesses of OC Bands: a = 0.10 for p® = 0.001, n = 3 
30 
i_F=t-r-ci=> • • 
m 
o. 
o o o. Q. sz o 3 o. Q Q. O 1 
F=* r"<z> |:z><z> r~ti r~i 
Figure 3.9: Thicknesses of OC Bands; a = 0.01 for = 0.01, n = 3 
Figure 3.10; Thicknesses of OC Bands: a = 0.10 for = 0.01, n = 3 
31 
Cl=> 
Q. O o. Q Q 
I 
Figure 3.11: Thicknesses of OC Bands: a = 0.01 for = 0.001, n = 5 
N/V^llis 
jV/j i_E= 
i_F=*-r<f=>' == !=>' 
Q O O o o. Q 
F=* f-cr* f:i>o r^i o r*i 
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Figure 3.22: Thicknesses of OC Bands: a = 0.10 for = 0.01, n = 50 
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Figure 3.26: Thicknesses of the UMVUE and the LRT OC Bands; a = 0.10 for 
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Figure 3.28: Thicknesses of the UMVUE and the Optimized LRT OC Bands: 
a = 0.10 for pO = 0.01, n = 30 
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Figure 3.30; Thicknesses of the UMVUE and the Optimized LRT OC Bands: 
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Figure 3.31: Thicknesses of the UMVUE and the Optimized LRT OC Bands: 
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Figure 3.32: Thicknesses of the UMVUE and the Optimized LRT OC Bands: 
a = 0.10 for p® = 0.01, n = 40 
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Figure 3.34: Thicknesses of the UMVUE and the Optimized LRT OC Bands; 
a = 0.10 for p® = 0.001, n = 50 
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4. ABOUT COMPUTATION 
As discussed in previous chapters, many different combinations of sample size 
(n), producer's risk (a), reference proportion defective (p®) and construction method 
have been investigated in this research. Also, a great deal of effort has been invested 
to insure numerical accuracy through iterative computations, in order to make fair 
comparisons among methods. Thus, computational efficiency was very crucial to 
saving computer CPU time and producing desired numerical accuracy. Some details 
on a few computational issues encountered in this work are included in this chapter. 
Moreover, to provide an outline of the key steps, a flow chart for implementing the 
optimized LRT method is given. 
4.1 A Flow Chart for Implementing the Optimized LRT Method 
This section provides an outline of the major computational algorithms we have 
used in implementing the (optimized) LRT acceptance sampling method. To make 
the key steps in the method evident, they have been abstracted from Section 2.1 and 
compiled into the flow chart in Figure 4.1. 
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Construct (//, a) points for p = p° 
Set p '  = and k  =  e x p { x l _ 2 a f ' ^ )  
Construct an LRT acceptance regior 
for p' and k 
Compute Pa for 
with p = p^ and 
maximizin 
a grid of { f i ,  cr)'s 
s o r t  t o  f i n d  ( u , c r )  
R ( l - P a )  
Search for (/x, cr) with(l — Pa) 
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Optimal ? 
Try different divisor 
P' = 
Figure 4.1: A Flow Chart for Implementing the Optimized LRT Method 
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4.2 An Effort to Minimize the Number of Loops Required to 
Guarantee Certain Numerical Tolerances 
It takes at least 2 days of CPU time to produce an optimized LRT OC band (for 
given a and design requirements) on one of the fastest computers available to the 
author (a DECstation 5000/240). For the other three methods of constructing an 
acceptance region, it also takes at least 12 hours of CPU time to identify the minimum 
p* meeting a and p® design requirements, and to finish an OC band calculation for 
that acceptance sampling plan. So, in order to complete the comparisons central to 
this research, computational efficiency was very important. Among all the efforts 
that were made toward improving computational efficiency and precision, one idea is 
simple but very effective for this purpose, and is therefore discussed in this chapter. 
In several contexts, tolerances { T O L )  need to be set in searching for "more 
accurate" values through iterative computations. For example, when searching for 
an optimized LRT acceptance region, there are four types of occasions in which 
we need to pursue a "more accurate" value of a desired parameter with a desired 
tolerance {TOL). They are: 
1. When maximizing the denominator of the LRT statistic, 
2. When choosing k to match a at a specified reference proportion defective , 
3. When computing the range of OC values for a given p, and 
4. When computing the maximum thickness of an OC band over all possible p's. 
In order to illustrate our approach to reducing the number of iterations required 
to meet a given tolerance, let us consider maximizing the denominator of the LRT 
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statistic (over (/z,<r)'s corresponding to p = p'). 
Since one is searching over (/z, a )  pairs corresponding i o p  =  p '  ^  this maximization 
involves a one dimensional search, which we make over the variable cr. We will do 
this via I iterations of a grid search over m cr points. To begin with, if cr / is the 
P 
standard deviation such that if X is normal with mean 0 and standard deviation a /, 
P 
P [ X  > 1] = p '  1 2  we make a grid search over the equally spaced points ajj = 
(i = 1, 2, m). (This obviously involves m evaluations of the likelihood.) Then, if 
the optimal value found at stage n of a grid search occurs at the next stage of 
/ g  o* _ L I  — y *  1  \  
the search is made over the m values i ~ M — m ) 2, 
m ) .  
We have been able to significantly improve our computation speed by choosing 
m  a n d  /  w i s e l y .  T h a t  i s ,  s u p p o s e  t h a t  o n e  w i s h e s  t o  p r o d u c e  a  f i n a l  t o l e r a n c e  T O Z  
(guaranteed maximum absolute diiference between and ^*). Our grid 
search requires m • / function evaluations to produce a tolerance of Before 
beginning a search, we chose integers m and I with 
o" / 
- ^ < T O L  
to minimize m • I. This kind of pre-search optimization produced substantial savings 
in the time required in to carry out the kinds of searches indicated in 1. through 4. 
above. 
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4.3 An Efficient Variable Transformation Needed for Numerical 
Integration 
Recall that the joint density of (X, S) is given by 
h { x , s )  =  f { x ) - g { s )  ,  
where / is the normal density with mean f i  and standard deviation and g { s )  is y/U 
r) ^ 1 O/T^ the product of 2s and the Gamma density with parameters { ^ evaluated at 
s. 
By integrating the joint density over an acceptance region we can compute accep­
tance probabilities {Pa's) for any (/z, cr) pair. That is, we must evaluate the following 
iterated integral; 
j  U  f { x )  •  g { s )  d x  d s  ,  
J O  J x i i s )  
where X £ { s )  is the lower limit for integrating over x  for a given s ,  X f j { s )  is the upper 
limit for integrating over x for a given s and is the upper limit for integrating 
over s (the largest value of s in the acceptance region). 
The integrand for integrating over s  can be expressed as H { s ) - g i s )  where H { s )  is 
X T T \ S } ^ L I  x r i s i ' ^ L i  
— $( y ), where $ stands for the usual standard normal cumula-
y/n y/n 
tive probability function. The fact that is large for large s and the acceptance 
regions studied here creates a problem as far as producing accurate numerical Pa val­
ues is concerned. To conquer the problem, an efficient transformation on the variable 
s was used to improve speed (or accuracy) for numerical integration over s. 
An example of this kind of problem is represented in Figures 4.2 through 4.6. 
First, a representative acceptance region is shown in Figure 4.2 (for the case with 
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a = 0.10 at p® and n = 5). Then, the graph of H { s )  is shown in Figure 4.3 while 
the graph of g{s) is shown in Figure 4.4. Next, the graph of H{s) • g{s) is shown 
in Figure 4.5. Finally, the result of using a trajasformation from s to i is shown in 
Figure 4.6. The transformation is discussed below. 
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Figure 4.2: Acceptance Region: a = 0.01 for p® = 0.01, n = 5 
The purpose of a transformation on the variable s is to make the integrand 
less steep (i.e. to decrease the maximum absolute derivative of the integrand) and 
thereby improve the accuracy of numerical integration for a given number of function 
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evaluations (or equivalently reduce the number of function evaluations needed to 
produce a given accuracy). The method of transformation used in this research is 
similar to one discussed in Asaithambi (1995, pp526-528). Let 
s { t )  =  f l Q  +  a i t  +  0 2 ^ ^  +  
subject to the conditions: 
1. s(0) = 0 , 
2. /(O) = 0 , 
3. s{l) = sij , 
and 4. s'(l) = 0 
Solving for gq, a^, 02,03, we get 
s { t )  =  —  2 s j j t ^  ,  
and therefore 
s'(<) = G s j j t  — > 0 for 0 < f < 1 
Thus, 
Jq ^  H { s ) g { s )  d s  =  H { s { t ) ) g { s { i ) ) s \ t )  d t  .  
The effect using this transformation from s to f is shown in Figure 4.6. In this re­
search, the transformation coupled with typical rules for integration over the variable 
t has improved speed (or accuracy) in the numerical integrations required to evaluate 
Pa. 
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H  ( s )  
O O 
Figure 4.3: Values of H { s ) :  f i  —  0.000, <t = 0.608 
& O Q O O.-l O 
Figure 4.4: Values of g{s ) :  f i  = 0.000, cr = 0.608 
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H ( s ) . g ( s )  
Figure 4.5: Values of H { s )  •  g { s ) :  f i  =  0.000, cr = 0.608 
H ( s ( t ^ ) ^ g ( s ( t ) ) . s ' ( t )  
Figure 4.6: Values of H { s { t ) )  •  g i s { t ) )  •  s ' { t ) :  n  =  0.000, cr = 0.608 
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5. SUMMARY 
Among the four methods investigated in this research, the UMVUE method 
provides the best acceptance sampling plans for small sample sizes. The LRT method 
can, however, provide important improvements over the UMVUE method for large 
n. 
The FORTRAN programs written for this research can produce OC bands for 
all four methods studied under different cases; i.e., different combinations of sample 
size (n), and desired producer's risk (a) at a specified reference proportion defective 
(p®). Those OC bands can offer crucial guidance in choosing a variables acceptance 
sampling plan. In the near future, the computer programs will be submitted to the 
Statlib Software Library. 
This research has been based entirely on a Gaussian assumption for the char­
acteristic of interest. Future research may be considered with other families of dis­
tributions. While analogs of the Wallis and UMVUE methods may not be obvious 
for other families, both the MLE and LRT methods would seem to have natural 
extensions to other variables acceptance sampling scenarios. 
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