Deep Learning Guided Building Reconstruction from Satellite
  Imagery-derived Point Clouds by Xu, Bo et al.
Deep Learning Guided Building Reconstruction from
Satellite Imagery-derived Point Clouds
Bo Xu†1, Xu Zhang‡1 , Zhixin Li†, Matt Leotta§, Shih-Fu Chang‡, Jie Shan†
†Purdue Universitya, ‡Columbia Universityb, §Kitware, Inc.c
a550 W Stadium Ave, West Lafayette, IN, USA
b116th St, Broadway, New York, NY, USA
c1712 Route 9, Suite 300, Clifton Park, NY, USA
Abstract
3D urban reconstruction of buildings from remotely sensed imagery has drawn
significant attention during the past two decades. While aerial imagery and
LiDAR provide higher resolution, satellite imagery is cheaper and more effi-
cient to acquire for large scale need. However, the high, orbital altitude of
satellite observation brings intrinsic challenges, like unpredictable atmospheric
effect, multi view angles, significant radiometric differences due to the necessary
multiple views, diverse land covers and urban structures in a scene, small base-
height ratio or narrow field of view, all of which may degrade 3D reconstruction
quality. To address these major challenges, we present a reliable and effective
approach for building model reconstruction from the point clouds generated
from multi-view satellite images. We utilize multiple types of primitive shapes
to fit the input point cloud. Specifically, a deep-learning approach is adopted
to distinguish the shape of building roofs in complex and yet noisy scenes. For
points that belong to the same roof shape, a multi-cue, hierarchical RANSAC
approach is proposed for efficient and reliable segmenting and reconstructing
the building point cloud. Experimental results over four selected urban areas
(0.34 to 2.04 sq km in size) demonstrate the proposed method can generate
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detailed roof structures under noisy data environments. The average successful
rate for building shape recognition is 83.0%, while the overall completeness and
correctness are over 70% with reference to ground truth created from airborne
lidar. As the first effort to address the public need of large scale city model
generation, the development is deployed as open source software.
Keywords: reconstruction, deep learning, point cloud, segmentation
2010 MSC: 00-01, 99-00
1. Introduction
1.1. Motivations
3D reconstruction of large-scale urban scenes has become an essential task for
various applications, such as urban planning, virtual reality, emergency manage-
ment, and other smart and healthy city related activities. Since reconstructing
the 3D models of the urban region requires specific expertise and great hu-
man efforts, efficient and automatic reconstruction of building models of large
scale scenes has attracted significant attention in recent years (Haala and Kada,
2010; Musialski et al., 2013; Huang and Mayer, 2017; Duan and Lafarge, 2016).
The extraction of building roofs is confronted with many challenges including
complexity of building roofs, data sparsity, occlusion and noise (Verdie et al.,
2015).
3D model reconstruction generally starts with point cloud. With the current
data acquisition techniques as well as the recent improvement in dense matching
methods, point clouds from LiDAR data or aerial images are of high precision
and density, which helps reconstruct high quality 3D building models. However,
in many scenarios, collecting aerial data (LiDAR or imagery) is expensive, time-
consuming, less efficient, and sometimes can be risky and impractical.
Satellite imagery, as an alternative, is much cheaper and easy to access.
For satellites like Worldview 3, the spatial resolution can be as high as 0.31m.
Using those images for 3D reconstruction is very appealing. Indeed, there al-
ready exist several solutions for generating point clouds from multi-view satellite
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images (Vricon; Raytheon). However, compared to the point cloud generated
by either aerial imagery or LiDAR, the quality of the point cloud from satellite
images is often inferior in terms of precision and noise level. Moreover, the distri-
bution of the point cloud derived from satellite images tends to be intrinsically
different from that of LiDAR data. These makes the building reconstruction
from satellite images much more challenging. And it is impractical to directly
adopt the existed reconstruction method designed for aerial data to the satellite
data.
Under such considerations, this work aims at developing a robust approach
to reconstruct building models at a large (e.g., city) scale from point clouds
generated by satellite images.
1.2. Related Works
1.2.1. Building Reconstruction from Point Clouds
The extraction of building roof and their reconstruction strategies mainly
converge into three main categories (Vosselman and Maas, 2010): model-driven,
data-driven, and mix-driven by combining the former two.
Model-driven methods adopt a top-down strategy (Henn et al., 2013; Vane-
gas et al., 2012; Lafarge and Mallet, 2011). These kinds of methods need to
define a library of roof models beforehand and search typical roof shapes from
the library by matching and fitting them to the input point cloud. Therefore,
the shapes of the reconstructed model are mostly decided by the way the roof
model library is defined. Since searching the roof model directly from the point
cloud is often time-consuming, the predefined roof model needs to be simple
enough but meanwhile adaptive to the real-world complex roofs. Lafarge et al.
(2010) find the optimal 3D rectangles based on Bayesian decision with a Markov
Chain Monte Carlo sampler, where most models are represented as combination
of rectangles roofs or gables. Vanegas et al. (2012) use the Manhattan-world to
describe the roof structure, where the reconstructed building is grid-like. The
grid or rectangle like models are oversimplified for real world buildings. The
model-driven method suffers when the targeted roof is not in the predefined
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library, especially for complex urban building roofs.
On the other hand, data-driven methods adopt a bottom-up strategy, which
starts from searching low-level features, such as lines or roof segments (Verma
et al., 2006; Elberink and Vosselman, 2009; Sampath and Shan, 2010). The
reconstructed roof structure is then composed by the combination of lower level
features. The data-driven approach based on point cloud segmentation is pop-
ular when the roof structure is complex or the point density is high. Generally,
the roof plane is extracted first, then the ridges and corners are constructed by
considering the topology of the plane. A roof topology graph (RTG) is often
used when considering the roof topology. Verma et al. (2006) firstly add la-
bels to RTG to distinguish the type of connections. Elberink and Vosselman
(2009) extend it by adding more features like being convex/concave or not,
and being horizontal/vertical or not. Elberink and Vosselman (2009); Perera
and Maas (2014) further utilize graph analysis in roof topology analysis. The
work (Xu et al., 2017) defines a tree structure on the RTG which aims at an-
alyzing the plane-model and model-model relations. The data driven method
can handle any kind of roofs in theory. However, when decomposing a complex
roof, especially a curved roof, it may end up with over-segmentation or under-
segmentation, which leads to over-simplified or bulky reconstructed models.
The mix-driven method combines the advantages of both the model-driven
and the data-driven approaches. It applies the model-driven approach to gener-
ate integral constraints for the normalized structure and then utilizes the data-
driven approach to describe various model shapes. In fact, many data-driven
methods also consider the knowledge of the roof model, such as the model prim-
itives and the roof topology. For instance, Xiong et al. (2015) assume that the
roof primitives consist of planes which belong to the same loop in RTG.
1.2.2. Deep Learning for Point Cloud Processing
Processing point cloud data with deep neural networks has become a hot
research topic recently. Typical convolutional neural network (CNN) struc-
tures take highly structured voxelized data as input and used 3D convolution
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to process the voxel data (Wu et al.). However, due to the complexity of the
3D convolution, the resolution of the voxel is constrained. Multi-view CNN (Su
et al., 2015) projects the point cloud into multiple 2D images with different view
angles and processes multi-view images with multi-brunch 2D CNNs. However,
the internal information of the point cloud is often missing due to the necessary
projection involved. Qi et al. (2016) propose PointNet which directly takes raw
point cloud data as input. PointNet and its multi-scale variant PointNet++ (Qi
et al., 2017) show strong performance in both 3D point cloud classification and
segmentation. VoxelNet (Zhou and Tuzel, 2018) combines the voxel and the
PointNet.
Deep neural networks have also been actively applied to remote sensing data.
Wang et al. (2018) apply a DNN to object classification in a LiDAR point cloud.
Zeng et al. (2018) apply a DNN for 3D reconstruction of residential buildings.
However, their approach only deals with residential buildings with rather simple
structures and needs detailed annotation for the shape and the cross-section of
the building.
The structure of this paper is organized as follows. Section 2 is an overview
of the proposed reconstruction method. The deep learning based roof shape
segmentation method is described in Section 3. In Section 4, we explain how
we generate robust roof models based on multi-cue hierarchical RANSAC. Ex-
periments and discussion are provided in Section 5, followed by the conclusion
in Section 6.
2. Proposed Approaches
We addresses the urban scene 3D reconstruction problem by using several
different types of primitive shapes (such as plane, sphere and cylinder) to fit the
point cloud. A deep learning based roof shape segmentation model is proposed
to predict the shape of primitives for each point in the point cloud. After
that, an iterative RANSAC method is proposed to fit the labeled points with
primitives of the predicted shape.
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To deal with the high noise level in the satellite image-derived point cloud,
the deep learning based roof shape segmentation is directly learned from satellite
image-generated point clouds to ensure the segmentation quality. To effectively
collect the training data, we further propose a data augmentation method which
can easily synthesize realistic complex building roofs with different shapes. We
further propose a multi-cue hierarchical RANSAC to fit proper primitives to
the point cloud. The proposed RANSAC method incorporates shape, surface
normal, and color information from multiple scales and shows high accuracy
and efficiency in dealing with the noisy point cloud.
Figure 1: Overall workflow of the building reconstruction strategy
As shown in Fig. 1, the input of our approach consists of two parts: 1) A point
cloud generated through stereo matching of high resolution satellite images. The
point cloud is a set of points Pall = {pi}, i = {1, . . . , N}, where pi ∈ R6 is a
single point in the point cloud with six dimensions, i.e., the geometric coordinate
(x, y, z) and the RGB color. 2) An automatically generated building mask,
which is an ortho-rectified binary raster image. Each pixel in the mask indicates
if the position belongs to building (1) or not (0). Note that the automatically
generated building mask may contain error. The correspondence between a
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point in the point cloud and its position in an image is given by the RPC
(Rational Polynomial Coefficients).
The goal of 3D building reconstruction is to find a set of primitive shapes
(such as: plane, sphere and cylinder) to represent the 3D shape of the building
in the point cloud. We first generate the Digital Terrain Model (DTM) by
terrain filtering upon the point cloud by the Cloth Simulation Filtering (CSF)
method (Zhang et al., 2016). The DTM is also a ortho-rectified raster image in
which each pixel indicates the height of the ground at that position.
To reconstruct the building model, we first detect the building points in
the point cloud by selecting points laid in the building mask. All the building
points are divided into different clusters via Euclidean cluster extraction (CGAL,
2018)(step 1). We then recognize different shapes in the point cloud via a
deep neural network. The network takes a point cluster as input and outputs
the shape type for each point(step 2). For points that have the same shape
type within each point cluster, a hierarchical RANSAC method is proposed to
extract the primitive shape with location, size and orientation(step 3) to fit the
points. The boundary of the primitive shape is determined by using the roof
topology (Xu et al., 2017; Sampath and Shan, 2007) (step 4).
The main contributions of this paper are:
1. Proposing an end-to-end approach to reconstruct the 3D building model
from satellite image-generated point clouds with multiple types of primi-
tive shapes.
2. Applying a deep learning based method for roof shape segmentation and
proposing a data augmentation method to effectively collect the building
roofs with different shapes.
3. Proposing multi-cue hierarchical RANSAC to extract shapes from noisy
point cloud data.
4. Demonstrating satisfactory 3D reconstruction results from the proposed
pipeline with several large scale urban areas.
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3. Roof Shape Segmentation using Deep Learning
Building roofs can be very complex in the real world and may consist of
different shapes of surfaces (e..g., planar, cylindrical and spherical). Most of
the previous works use multiple planar surfaces to approximate the curved sur-
faces (Cao et al., 2017; Huang and Mayer, 2017). However, this leads to a
fractured results consisting of many small and narrow planar surfaces. It is
natural and more meaningful to decompose the complex roof into a few basic
primitive shapes such as plane, cylinder and sphere (Sharma et al., 2018). How-
ever, due to the high level of the structured noise as well as the location errors in
the satellite image-generated point cloud, directly decomposing the point cloud
using geometric constraints is very challenging. To resolve this problem, we
propose to train a deep learning-based roof shape segmentation network with
the satellite image-generated point clouds directly. Given the point cloud as
input, the segmentation network assigns one shape type label to each point in
the point cloud.
3.1. Roof Shape Segmentation
The roof shape segmentation model aims at learning a function, f(·), which
takes a point cloud {pi}i=1,...,n,pi ∈ Rd as input and outputs a set of one-hot
vectors {yi}i=1,...,n, yi ∈ {0, 1}L, where ‖ yi ‖2= 1 is the shape indicator for
point pi in the input point cloud, and L is the number of types of the shape.
f({p1, . . . ,pn}) := {y1, . . . ,yn} (1)
The point cloud has two important properties. 1) It is an unordered set of points,
which means no matter how the input order of the point changes, the point cloud
is still the same point cloud. 2) Each point in the point cloud is not isolated.
The relative location of the neighboring points defines the shape. The roof shape
segmentation model should be able to consider these two properties. We find
that PointNet (Qi et al. (2016)) fulfills the requirement to be the segmentation
model.
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Figure 2: The basic pipeline of the PointNet (Qi et al., 2016)
3.2. Overview of PointNet
Qi et al. (2016) proposed the powerful and effective PointNet model to solve
the point cloud segmentation problems. The pipeline of the segmentation model
is shown in Fig.2. Given a point cloud of N points, each point passes through the
first neural network which contains a few transform layers and fully connected
layers to get one k dimensional feature for each point. A symmetric function
(e.g . element-wise max pooling) is applied to the features of the N input points.
The output of the symmetric function is a c dimensional global feature, which
is the representation of the whole input point cloud. Due to the symmetric
function, the global feature is invariant to the input order of the points. In
other words, no matter how the order of the input changes, the global feature
remains the same.
The global feature is then concatenated with each local feature. Thus the
concatenated feature contains both the local and the global information. The
concatenated feature passes through the second neural network, which is a multi-
layer perceptron. The network assigns one shape label to each point as the final
segmentation result.
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3.3. Synthesizing Realistic Building Roofs
Training the roof shape segmentation model requires hundreds of point
clouds with detailed shape labels on each point. Collecting such a dataset is
impractical.
One possible solution is to sample points from some standard shapes (such
as plane, cylinder and sphere) and use those points as training sample. However,
since the satellite image-generated point cloud contains high level of structured
noise, the roof shape is often considerably different from the standard shapes.
The model trained with standard shapes may not generalize well to the point
cloud.
Collecting training data with labels from point clouds is important to guar-
antee the accuracy of the segmentation model. Unfortunately, collecting point
clouds with different shapes is not an easy task, since most of the residential
buildings have flat or sloped roofs. In order to effectively collect roofs with differ-
ent shapes, we propose to synthesize other shapes of roofs, especially cylindrical
and spherical roofs, from flat roofs.
To synthesize a cylindrical roof(Figure 3(d)), given a flat roof, we first crop
points within a randomly selected rectangular region that is parallel to the
ground. We assume the cropped points are sampled from a flat rectangle roof of
height h0, which is the average height of the cropped point. The actual height
of each point with respect to the flat plane of height h0 reflects the noise of the
point cloud. We synthesize a cylindrical roof by bending the flat roof. Firstly,
a cylinder that is also parallel to the ground with random radius is generated
by restricting the rectangle as a cross section of the cylinder. Assuming the
equation of the cylinder is z = g(x, y), we move the original point up for distance
of the height between the cross section and the cylinder. Mathematically, each
point (x, y, z) in the cropped point cloud is moved to (x, y, z′), where
z′ = z − h0 + g(x, y) (2)
Therefore, the new point cloud has a cylindrical shape which preserves the
original noise of the flat roof.
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For other shapes of roof, the synthesis process is similar. For example, for
spherical roofs, instead of cropping a rectangular region, we crop a circular
region and then bend the plane to a sphere.
We combine the synthesized point clouds with different shapes to make com-
plex roofs and use them to train our roof shape segmentation model. The loss
function is the cross-entropy loss.
Experiments in Sec. 5 show that the synthesized building roof very well
reflects the distribution of the point cloud generated by satellite images. A
model trained with the synthesized building roof point clouds achieves much
better performance than the model trained with the point clouds sampled from
standard shapes.
After identifying the roof shape in the point cloud, we yet need to determine
the parameters of the primitives. In our practice, we found that spherical and
cylindrical roofs can be modeled well with the conventional iterative RANSAC.
However, the combination and the intersection of the planar (flat and sloped)
roofs are more challenging to deal with. As such, we propose a multi-cue hi-
erarchical RANSAC technique based on color, shape, and normal to determine
their parameters from the shape-labeled point cloud.
4. Planar Roof Segmentation with Augmented RANSAC
Given a point cloud and the shape label of the point cloud, we augment the
classical RANSAC method by introducing a multi-cue and hierarchical strategy
to estimate the parameters for the planar roof primitives that best fit the point
cloud.
4.1. Overview of RANSAC
Given a point cloud {pi}i=1,...,n,pi ∈ Rd to fit with a specific model, the
RANSAC algorithm recursively selects a minimum set of random points to solve
a model with parameter aˆ. The solved model is then tested through all the
points in the point cloud to see how well the model fits the point cloud. The
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(a) RGB image of
the roof
(b) Side view of the
cropped points
(c) Side view of the synthe-
sized points
(d) Transformation of the point cloud in 3D.
Figure 3: Synthesize realistic cylindrical roof from flat roof.
fitting score, indicating how good the fitting is, is defined as:
S =
n∑
i=1
W (pi, aˆ)I(pi, aˆ) (3)
where I(pi, aˆ) is an indicator function to see whether pi is an inlier of aˆ or
not, W (pi, aˆ) is a weight function showing how well the point fits the model. In
conventional RANSAC, W (pi, aˆ) = 1. The algorithm runs multiple times to find
the best hypothesis with the highest score. After that, all the inliers of the best
hypothesis are used to estimate a new model as the final model. After removing
the inliers from the point cloud, the RANSAC can be iteratively applied to the
remaining points to get the new fitting models until the remaining points are
fewer than a threshold.
Since point clouds generated from satellite imagery may contain high noise,
directly applying the conventional RANSAC algorithm to the point cloud may
lead to over-segmentation. To improve the robustness of RANSAC, we introduce
multi-cue hierarchical RANSAC which incorporates color, shape, and normal
information in a coarse-to-fine manner.
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4.2. Multi-Cue RANSAC
In (Xu et al. (2016)), the point-to-plane distance, and the angle between the
point normal and the model normal are gathered as a joint weight to evaluate
the contribution of a point p to a hypothesis model aˆ. The weights for the
distance and the angle between the normal vectors are given below
Wdis(p, aˆ) = e
−d(p,aˆ)2/σ2dis ,
Wnv(p, aˆ) = e
−‖n(p)−n(aˆ,p)‖2/σ2nv
(4)
where d(p, aˆ) is the Euclidean distance between the p and aˆ, n(p) is the normal
vector of p estimated from its nearby points and n(aˆ,p) is the normal vector
of the model aˆ at the point that is closest to p. σdis and σnv are two trade-off
parameters.
For satellite image-based point clouds, since points within the same plane
tend to have similar material and reflectance, the color similarity between the
hypothesis model and the point should also be taken into consideration. The
weight for the color is defined as
Wrgb(p, aˆ) = e
−‖c(p)−c(aˆ)‖2/σ2rgb (5)
where c(p) is the color vector (R,G,B) of p, c(aˆ) is the color vector of the model
aˆ which is defined as the average RGB value of its seed points (points used to
estimate the model). σrgb is the trade-off constant for color.
The final weight of a single point with respect to a model is defined as the
multiplication of the above three weights:
W (p, aˆ) = Wdis(p, aˆ)Wnv(p, aˆ)Wrgb(p, aˆ) (6)
4.3. Multi-Cue Hierarchical RANSAC
To further improve the stability of the RANSAC algorithm, we propose
a hierarchical structure for the RANSAC method. It down-samples the input
point cloud step-by-step to form a pyramid structure, as shown in 4 and extracts
the model parameters from coarse to fine. The raw point cloud is regarded as the
13
first (finest) level of the point cloud pyramid. After smoothing and the median
filtering, a 2*2 down-pooling filter (we used 0.5m*0.5m for the raw point cloud)
is applied to the point cloud. Only the point with the median height in each grid
is retained. This helps ensure the point density and mitigate the influence of
noise. The filtered point cloud is regarded as the next level of the pyramid. This
procedure is repeated until a predefined maximum number of levels (usually 3)
is met.
Once the pyramid is constructed, we use the multi-cue RANSAC mentioned
above to segment the point cloud from top (coarse) to the bottom (finer) of
the pyramid. The ratio of the segmented points to all the points, the minimum
number of the points in one single roof, and the mean square error (MSE) of the
fitted plane are used as thresholds. We iteratively run the algorithm to extract
roof primitives until any of the above thresholds is met. Strict thresholds are
used at higher level for only detecting robust and large roof primitives. Once
the threshold is met in one level, we move to the next lower level, where only the
points that are not considered by the previous model will be taken into account.
Specifically, one point in the higher level may correspond to 1 4 points in the
current level. For a higher level point that is fitted to a model, if the distance
to the model of any of its corresponding points in the current level is less than
a threshold, the corresponding point is considered as being fitted by the model
and will not participate in the segmentation procedure in the current level.
The major advantage of using such a hierarchical strategy is that the spurious
details can be omitted in higher pyramid levels, thus large primitives can be
extracted first with high confidence. Such multiple scale/resolution strategy can
also improve the algorithm efficiency since the amount of points is much smaller
in high pyramid levels and the details are only processed in the remaining data
set. In practise, the hierarchical RANSAC is only applied to flat and sloped
roofs. For the curved roofs, the traditional iterative RANSAC seems to work
well.
After that, We use the alpha-shape hull to trace the boundary (Sampath and
Shan, 2007) and the roof topology graph (Xu et al., 2017) for the intersection
14
Figure 4: The structure of point cloud pyramid for hierarchical RANSAC
of different shapes. Given the segmented roof surfaces and local DTM, building
facades can be created by draping roof edges to the ground. Finally, building
models are reconstructed by the assembly of top roof, facades and ground.
5. Experiments and Discussion
This section will analyze and evaluate the performance of the proposed
method. Various assessment metrics are introduced and various regions with
complex roof shapes are utilized to test the overall performance of the sys-
tem. Our implementation is publicly available as part of the Kitware Danesfield
repository2 (Leotta et al., 2019).
5.1. Data and metrics
The initial input of the proposed methods are point clouds derived from
public available multiple view satellite images (Brown et al., 2018). We used
the P3D point clouds from the Raytheon company (Raytheon). As shown in
Fig. 5, four Areas-of-Interests(AOIs) from different cities in the U.S. are selected.
Each point cloud was derived through bundle adjustment and image matching
2https://github.com/Kitware/Danesfield
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(a) AOI 1 (b) AOI 2
(c) AOI 3 (d) AOI 4
Figure 5: Raw P3D point cloud for all AOIs. The white part shows the void area (no point).
of 15 to 30 WorldView-3 satellite images. AOI 1 is selected from the campus of
the University of California, San Diego (UCSD), California. The region contains
large ratio of vegetation to man-made structures. It is designed to test building
extraction and reconstruction algorithms under the occlusion of vegetation. AOI
2 is located in the city of Jacksonville, Florida and contains complex bridges and
skyscrapers. It is used to test the performance of the reconstruction algorithm
in the urban region. AOI 3 is the TIAA Bank Field in Jacksonville, Florida,
which contains a complex outdoor stadium. It tests if the algorithm can deal
with complex building shapes. AOI 4 is Watco Omaha Terminal in Omaha,
Nebraska, which contains a few half-sphere shaped warehouses. We use it to test
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how the reconstruction algorithm handles the spherical roofs. The statistics of
the four AOIs are provided in Table 1. The average point densities are between
4.5 to 10.5 points per square meter. All the building masks come from the
building segmentation method in Leotta et al. (2019).
AOI Location Area(km*km) Pts ∆ Z(m) Pts/m2
1 UCSD 0.99*0.97 5,769,279 76.04 6.01
2 Jacksonville Downtown 1.41*1.45 9,740,605 251.77 4.76
3 TIAA Bank Field 1.47*1.12 11,065,390 132.07 6.75
4 Watco Omaha Terminal 0.55*0.62 2,372,453 45.99 6.95
Table 1: Detailed information for the four selected regions
In order to evaluate the performance of the reconstruction results, indepen-
dently manually labeled building masks and the Digital Surface Model (DSM)
derived from Aerial LiDAR data by Brown et al. (2018) are provided as refer-
ence for AOI 1 and AOI 2. For AOI 3 and AOI 4, we only perform qualitative
evaluation.
5.2. Pre-Processing
The quality of satellite point cloud is not comparable to the ones from air-
borne LiDAR or aerial images. The major difficulties exist in the following
aspects: low height precision, uneven point density with voids, spurious shadow
points. We apply two pre-processing techniques to deal with these issues.
Point Cloud Smoothing The major problem for the satellite image-generated
point clouds is the high level structured noise. The RMS of the points within
supposed roof plane can be as large as 0.5m. This can greatly influence the
precision of plane fitting. We apply the moving least squares algorithm in
PCL (Alexa et al., 2003) and median filtering to deal with this.
Holes Filling Also, the point density of stereo matching points is uneven.
There are considerable number of “holes” (void area) in the point cloud due
to the failure of the stereo matching in shadow and non-texture (e.g . water
and glass surfaces) regions, which introduce challenges for region growing and
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connectivity checking algorithms and lead to over-segmented sections and holes
in the final models.
We first build triangular meshes using the smoothed building points. If any
of the triangle mesh of the building is larger than a threshold, we fill the mesh
with points of a fixed grid.
5.3. Results and Evaluation
5.3.1. Roof Shape Segmentation
To evaluate the performance of the proposed roof shape segmentation algo-
rithm, we manually annotate the roof shape label for all the buildings in the
four aforementioned AOIs. Four shapes of the roofs, including flat (blue), sloped
(orange), cylindrical (green) and spherical (red) roofs are considered. We gen-
erate two different sets of the training data, 1) randomly sample points from
the standard shape with different parameters and add Gaussian noise on top of
the points (Standard shape); 2) manually select flat roofs and sloped roofs from
the point cloud and synthesize cylindrical or spherical roofs using the proposed
method. We use around 300 roofs for each shape type. For the latter training
dataset, the selected flat and sloped roofs are not overlapped with the four test
AOIs. We used ADAM optimizer (Kingma and Ba (2014)) with a learning rate
of 0.001. The learning rate is reduced to 0.7 of the previous value every 20,000
steps. The batch size is 32 and the network is learned for 100 epochs. Rotation,
scaling and translation are used for data augmentation. To make a complex
roof, 1-3 simple roofs are randomly selected and combined. PointNet++ (Qi
et al. (2017)) is chosen as the based model.
During the test phase, given a point cloud for the whole AOIs, we first run
cluster extraction method in PCL (Alexa et al. (2003)) to separate isolated
building point clouds into different clusters based on the Euclidean distance.
Each cluster is sent to the segmentation model to assign a shape label to each
point. The predicted shape label is compared to the manually annotated label
and the prediction accuracy for each AOI is reported in Table 2. We visualize the
results in Fig. 6. The figures from left to right are ortho-rectified RGB image,
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result predicted by the model learned with standard shape, result predicted by
the model learned with our synthesized realistic roofs, and the manually labelled
ground-truth.
The segmentation model trained with the standard shape has inferior per-
formance. From Fig. 6, we see that the network makes a lot of mistakes by
predicting the flat roof as the sloped roof. The reason is that the shape of
the point cloud generated from satellite images is not matched well with the
standard shape. There may exist attached structures on top of the flat roof
and the boundary of the flat roof may be bumpy. Those will mislead the net-
work to recognize the flat roof as sloped roof. The model trained with the real
roof and our synthesized curved roof has better performance, since it directly
learned from the satellite image-generated point cloud. With the segmentation
result, we fit primitives to corresponding predicted points with our multi-cue
hierarchical RANSAC.
Method AOI1 AOI2 AOI3 AOI4 Ave
Standard 10.5 13.1 62.8 61.2 36.9
Ours 89.7 91.6 57.8 93.0 83.0
Table 2: Roof shape segmentation accuracy of DNN models trained with different data (unit:
%).
5.3.2. Roof Primitive Segmentation and Fitting
Fig. 7 gives our overall segmentation results on four different AOIs using the
proposed multi-cue hierarchical RANSAC. It is seen that we can generate fairly
robust and detailed results even if the point cloud is very noisy. We compare the
segmentation result of the proposed method to the results of the region growing
based method in PCL with different threshold value (Fig. 8). The building in
the image is the library of UCSD campus (in AOI1). As shown in the result,
it is difficult to choose a proper threshold for the region growing methods in
PCL library. Loose thresholds will result in under-segmentation whereas strict
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(a) AOI1
(b) AOI2
(c) AOI3
(d) AOI4
Figure 6: Qualitative roof shape segmentation results (Different colors represent different
roof shape: flat-blue, sloped-orange, cylindrical-green and spherical-red).
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(a) AOI 1 (b) AOI 2
(c) AOI 3 (d) AOI 4
Figure 7: Segmented roof primitive planes from multi-cue hierarchical RANSAC (Different
colors represent different primitives)
thresholds will produce many over-segmentation results. Because of the high
data noise, it seems both over and under segmentation occur in the scene and
no proper thresholds can satisfactorily balance both. Our multi-cue hierarchical
RANSAC technique can be much more robust under such situation.
5.3.3. Overall Reconstruction
To evaluate the end-to-end performance of the proposed approach, we com-
pare our reconstruction result with the ground-truth 2D building mask and the
ground-truth DSM. Specifically, we render the reconstructed 3D building model
back to a 2D binary building mask and a 3D DSM on top of the DTM and com-
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(a) Google Image (b) Loose threshold (c) Strict threshold (d) Ours
Figure 8: Roof segmentation comparison between the region growing method in the PCL
Library and our multi-cue hierarchical RANSAC method (Different colors represent different
primitives/planes)
pare the ground truth of the 2D building mask and DSM. For both 2D and 3D,
we apply 3 metrics, Completeness (Comp., aka recall), Correctness (Corr., aka
precision) and Intersection over Union (IoU) as defined in Bosch et al. (2017).
Table. 3 provides the overall reconstruction results of the AOI 1 and 2. The
qualitative results are provided in Fig. 9. Building models with complex roof
shapes and various roof shapes under complex scenes are successfully created.
This demonstrates the robustness of the proposed method.
AOI comp 2D corr 2D IoU 2D comp 3D corr 3D IoU 3D
1 0.83 0.84 0.71 0.82 0.82 0.70
2 0.77 0.85 0.69 0.83 0.89 0.75
Table 3: Precision of the reconstructed models
To show the capability of dealing with curved roofs with the proposed
method, we highlight the spherical roofs in AOI 4 in Fig. 10. We compare the
3D reconstruction result of our method (Fig. 10(b)) with: the 3D reconstruc-
tion result of our method without cylindrical and spherical models (Fig. 10(a)),
and the 3D building model in Google Maps (Fig. 10(c)). The proposed method
successfully captures 4 of the 6 sphere-shape roofs. Errors are due to the roof
shape segmentation module. The model only using planar model produces a
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(a) AOI 1 (b) AOI 2
(c) AOI 3 (d) AOI 4
Figure 9: Building reconstruction results of the four AOIs
(a) Plane Models (b) Our results (c) Google Map Models
Figure 10: Zoomed-in view of the spherical shape roofs in Watco Omaha terminal in Omaha.
cracked result (Fig. 10(a)).
6. Conclusion
3D building reconstruction from point clouds created using satellite images
is very appealing since the source data is relatively easy to acquire over large
areas. However, due the high, orbital altitude of satellite observation, the 3D
point clouds in urban areas generated from multi-view satellite images suffer
from a high level of structured noise and voids, both of which can be more
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severe than in airborne data. These problems make the already difficult build-
ing reconstruction task more challenging, especially for large scale areas where
diverse shapes of buildings may be present.
To address these uncommon difficulties, we have designed an automated, ro-
bust, and end-to-end solution. Under the newly proposed deep learning guided
3D reconstruction framework, we introduced recent developments in deep learn-
ing and extended traditional building reconstruction methods. Roof shape seg-
mentation was first carried out through PointNet network. A new data synthe-
sis method was designed and applied effectively to directly learn from the point
cloud. In the subsequent step, we further proposed a multi-cue hierarchical
RANSAC to reliably extract roof primitives from the roof shape segmentation
results. This allowed us to achieve a reliable and complete roof primitive seg-
mentation. The final building reconstruction was completed through boundary
regularization and roof topology.
Four complex urban areas with varying size from 0.34 to 2.04 square kilo-
meters were used for evaluation. The proposed synthesized training method
allowed the PointNet to achieved rather satisfactory results on roof shape seg-
mentation that would otherwise require tedious human labeling. Moving least
squares fitting and median filtering were necessary and could effectively sup-
press the intrinsic noise in the input point clouds. The outcome of the above
steps provided a desired cleaned, void-free, and shape identified point cloud for
the subsequent roof primitive segmentation. The newly developed multi-cue
RANSAC could take into account both the image colors and the surface nor-
mals, while the hierarchical RANSAC not only shortened the computation time
but assured the robustness of roof primitive segmentation, leading to correct
3D reconstruction. It was demonstrated that an average of 83% buildings can
be assigned a correct shape. Quantitative evaluation with reference to airborne
lidar data for two (0.96 and 2.04 sq km) of the larger areas reveals a 70-75%
overall IoU precision. It met the first expectation for an end-to-end pipeline for
large scale complex city modeling in a fully automated environment. The im-
plementation of the proposed algorithm is publicly available as an open-source
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software and can be deployed as an automatic service in Amazon Web Services.
However, the final 3D reconstruction model is still inferior than that con-
structed from aerial image and LiDAR. Our future work will focuses on further
improving the quality of the reconstructed models by integrating deep learning
and model driven approaches.
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