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Abstract
We consider the following 2-commodity, integer network synthesis problem: Given two n×n, non-negative, symmetric,
integer-valued matrices R = (rij) and S = (sij) of minimum flow requirements of 2 different commodities, construct
an undirected network G = [N,E, c] on node set N = {1, 2, . . . , n} with integer edge capacities {c(e) : e ∈ E}, such
that: (i) for any two pairs (i, j) and (k, l), i 6= j, k 6= l, of nodes in N , we can simultaneously send rij units of flow
of commodity 1 from i to j and skl units of flow of commodity 2 from k to l in G; and (ii) z = ∑{c(e) : e ∈ E} is
minimum. We present strongly polynomial, combinatorial algorithms for certain special cases of the problem; and for
the general problem, we present a strongly polynomial, combinatorial algorithm that produces a feasible solution with
objective function value no more than (the optimal objective function value +3).
Key words: 2-Commodity Flow, Network Synthesis, Strongly Polynomial Algorithm
1. Introduction
Gomory and Hu [7] and Mayeda [17] have consid-
ered the following continuous, single-commodity net-
work synthesis problem.
Given an integer n > 1 and a symmetric, non-
negative, n×n matrix R, (with rii = 0 ∀i = 1, . . . , n),
of minimum flow requirements between all pairs of
distinct nodes in the node set N = {1, 2, . . . , n}, con-
struct an undirected network G = [N,E, c] on node set
N with edge set E and non-negative, real-valued edge
capacities {c(e) : e ∈ E}, such that (i) all the mini-
mum flow requirements are met one at a time, (that is,
for any i, j ∈ N, i 6= j, the maximum flow value in G
from i to j is at least rij ), and (ii)
∑
{c(e) : e ∈ E} is
minimum.
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In both [7] and [17], efficient combinatorial algo-
rithms are presented for the problem. The Gomory-
Hu algorithm in [7] has a computational complexity of
O(n2), and when all the elements of the matrix R are
integers, the edge capacities in the final network pro-
duced by the algorithm are multiples of half. Alternate
combinatorial algorithms for the problem are presented
in [6,21].
In [3] and [20], an integer version of the single-
commodity network synthesis problem is considered.
Here, all the elements of the matrix R are integers and
the edge capacities of the resultant network are required
to be integers. In [3] and independently in [20], al-
gorithms of computational complexity O(n2) are pre-
sented for the problem, and it is shown that whenever
max{ri,j : j ∈ N − {i}} > 1 ∀i ∈ N , the problem
has integer rounding property, (that is, the difference
between the sum of edge capacities in the optimal net-
works for the integer and continuous versions of the
problem is less than 1). (As pointed out in [19], the al-
gorithm in [3] is lacunary and does not apply to some
cases.) Alternate algorithms for the problem are given
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in [14,19].
These results have been extended to different types
of flows such as (i) multipath flows [1,2,11,15,16],
(ii) flows with constraints on lengths of paths carrying
flow, (these are popularly known as hop constraints)
[5,10,12,13,18], and (iv) 2-commodity flows [8].
In this paper, we consider the following generaliza-
tion of the integer, single-commodity network synthe-
sis problem to 2-commodity, integer network synthesis
problem (2-INSP):
Given an integer n > 1 and two n×n, non-negative,
symmetric, integer-valued matrices R = (rij) and S =
(sij), (with rii = sii = 0 ∀i = 1, 2, . . . , n), of min-
imum flow requirements of 2 different commodities,
construct an undirected network G = [N,E, c] with in-
teger edge capacities {c(e) : e ∈ E}, such that: (i) For
any two pairs (i, j) and (k, l), i 6= j, k 6= l, of nodes in
N , we can simultaneously send rij units of flow of com-
modity 1 from i to j and skl units of flow of commodity
2 from k to l in G, (it may be noted that we allow {i, j}
to be equal to {k, l}); and (ii) z =∑{c(e) : e ∈ E} is
minimum.
When S = 0, this problem reduces to the integer,
single-commodity case considered in [3,20]. It may be
noted that in case of 2-commodity flows, integrality of
edge capacities does not guarantee existence of a 2-
commodity flow of given integral total flow value with
integer edge-flows. It guarantees only half integral edge-
flows [9]. In our problem we require only the the edge
capacities (and not the edge-flows) to be integers.
As we show in Section 3, an optimal solution to
the continuous version of this problem, (where we
allow edge capacities to be non-negative reals), can
be obtained by solving separately continuous, single-
commodity network synthesis problems on matrices R
and S and superposing the resultant networks. How-
ever, the same approach does not work for 2-INSP. We
present efficient optimal schemes for various special
cases of the 2-INSP problem. For the general case of
this problem, we present a scheme that is guaranteed
to produce a solution with sum of edge capacities no
more than (the optimal objective function value +3).
The following related problem is considered in [8]:
Given an integer n > 1 and a symmetric, integral,
non-negative,n×n matrix R of minimum flow require-
ments, construct an undirected network G = [N,E, c]
with integer edge capacities {c(e) : e ∈ E} such that:
(i) for any two pairs of distinct nodes (i, j) and (k, l),
such that i 6= j, k 6= l, and {i, j} 6= {k, l}, we can
simultaneously pass rij units of flow from i to j and
rkl units of flow from k to l in the network; and (ii)∑
{c(e) : e ∈ E} is minimum. In [8], some interesting
structural results are obtained on this problem and an
algorithm is presented for the special case of the prob-
lem with rij = 0/1.
It may be noted that if corresponding to a given in-
stance of this problem we construct an obvious instance
of the 2-INSP problem by defining S = R, then in 2-
INSP, we allow {i, j} = {k, l}, whereas in the other
problem we do not. Thus the two problems are differ-
ent. We do not know the exact nature of relationship
between the two problems. But neither seems to be a
special case of the other.
In Section 2, we present minor modifications of (i)
one of the algorithms in [6] for the continuous, single-
commodity network synthesis problem and (ii) the algo-
rithm in [20] for the integer, single-commodity network
synthesis problem. These are used in our algorithms in
sections 4 and 5 for 2-INSP. In Section 3, we establish
a lower bound for the optimal objective function value
of 2-INSP. In Section 4, we present strongly polyno-
mial, combinatorial algorithms for certain special cases
of 2-INSP. Finally, in Section 5, we present our algo-
rithm for the general case of the problem that produces
a solution with objective function value no more than
(OPT + 3), where OPT is the optimal objective function
value of the problem.
2. Algorithms For Single-Commodity Network Syn-
thesis Problem
We present in this section (i) a minor modification
of an algorithm in [6] for the continuous version of the
single-commodity network synthesis problem, which
we call the ModG-algorithm, and (ii) a minor modifi-
cation of the algorithm in [20] for the integer, single-
commodity network synthesis problem, which we call
the SC-algorithm.
First, we prove a minor result.
Lemma 1 The respective optimal objective function
values of the continuous and integer versions of the
single-commodity network synthesis problem remain
the same even if we allow the final network to have an
additional (Steiner) (n + 1)th node. If the additional
((n+1)th) node is required to be a non-isolated node,
then the respective optimal objective function values of
the problems with the Steiner node are strictly greater
than those of the corresponding problems without the
Steiner node.
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Proof. Allowing the (n+1)th node, (which could pos-
sibly be an isolated node), will obviously not increase
the optimal objective function value. Consider a feasi-
ble solution G = [N,E, c] to the continuous or integer
version of the problem with N = N ∪ {n+ 1}.
If the node (n + 1) is isolated in G, then deleting
the (n+ 1)th node from G gives us a feasible solution
to the problem without the Steiner node with the same
objective function value.
Suppose E contains an edge (n+ 1, i) with positive
capacity. Contract this edge in G and label the new
node i. Replace each pair of parallel edges by a single
edge with capacity equal to the sum of capacities of
the two edges. Let the resultant network (with node set
N ) be G′. For any {i} ⊆ X ⊂ N , capacity of the cut
(X,N −X) in G′ is the same as the capacity of the cut
(X ∪{n+1}, N −X) in G. Feasibility of the network
G′ for the problem now follows from the feasibility
of the network G and the classical max-flow min-cut
theorem [4]. The sum of capacities of edges in G′ is
strictly less than the sum of capacities of edges in G.
The result is thus proved.
Using Lemma 1, we assume throughout the rest of
this section that in continuous as well as integer single
commodity network synthesis problems, each row of the
input matrix R contains at least one positive element.
(We delete rows/columns of R with all zero elements.)
ModG-algorithm
For each i ∈ N = {1, 2, . . . , n}, let us define ai =
max{rij : j ∈ N − {i}}. Input to the algorithm is the
non-negative vector (ai : i ∈ N); and the algorithm
constructs an optimal solution (network)G∗ to the prob-
lem such that for any i, j ∈ N, i 6= j, we can pass in
G∗ min{ai, aj} ≥ rij units of flow from i to j. Using
Lemma 1, we assume, without loss of generality, that
ai > 0 ∀i.
The algorithm orders the nodes in N such that a1 =
a2 ≥ a3 ≥ · · · ≥ an. In each iteration k, it chooses the
subset of nodes {1, 2, . . . , nk} with the highest current
ai value, peels off the largest constant value∆k from the
current ai values of these nodes such that the ordering of
the values is preserved, and assigns an additional 12∆
k
capacity to each edge in the set {(1, 2), (2, 3), . . . , (nk−
1, nk), (nk, 1)}, (except when nk = 2, in which case
the algorithm assigns additional ∆k capacity to the edge
(1, 2)). These additional edge capacities allow us to send
an additional ∆k units of flow between each pair of
nodes in the set {1, 2, . . . , nk}. The process is repeated
until all the ai values are reduced to zero. A formal
description of the algorithm is given below.
ModG-algorithm
Step 0: Reorder the nodes in N if necessary such that
a1 = a2 ≥ a3 ≥ · · · ≥ an.
Set a0i = ai ∀i ∈ N .
Initialize c∗((i, j)) = 0 ∀i, j ∈ N, i 6= j; k = 0.
Step 1: If ak1 = 0, go to Step 3.
Else, let nk be the largest integer such that
aknk=a
k
1 .
If nk = n, then set ∆k = ak1 ; else,
set ∆k = (aknk − a
k
nk+1).
If nk = 2, increase by c∗((1, 2)) by ∆k.
If nk > 2, increase c∗(e) by
1
2∆
k ∀e ∈{(1, 2),(2, 3), . . . ,(nk−1, nk),(nk, 1)}.
Define ak+1i =
{
aki −∆
k for i = 1, 2, . . . , nk
aki otherwise
Step 2 :Increase k by 1, and go to Step 1.
Step 3 :Let E∗ = {e : c∗(e) > 0}.
Output G∗ = [N,E∗, c∗] and stop.
Lemma 2 The output G∗ = [N,E∗, c∗] of the ModG-
algorithm is connected, contains O(n) number of edges
and is a feasible solution to the continuous version of
the single-commodity network synthesis problem.
Though Lemma 2 follows easily from results in [6],
we give here a complete proof of the lemma since it
will be useful in understanding proofs of validity of
algorithms in Section 4. which use the ModG-algorithm
as a subroutine.
Proof. Since ai > 0 ∀i, the set E∗ contains edges
{(1, 2), (2, 3), . . . , (n−1, n), (n, 1)}. Hence,G∗ is con-
nected.
Each edge in E∗ belongs to one of the cycles
{(1, 2, . . . , j, 1) : j = 3, 4, . . . , n}. The total number of
such edges is less than 2n. The total number of edges
in E∗ is thus O(n).
By the classical max-flow min-cut theorem [4], it
follows that to prove feasibility of the network G∗, it
is sufficient to show that for any cut (X,X) in G∗,
c∗[X,X] =
∑
{c∗((i, j)) : i ∈ X ; j ∈ X}
≥ min{max{ai : i ∈ X},max{ai : i ∈ X}}.
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Without loss of generality, let us assume that 1 ∈ X .
Let 1 < j1 < j2 < · · · < jl = n + 1 be such that
X = {1, 2, . . . , j1 − 1}∪ {j2, j2 +1, . . . , j3 − 1}∪ · · ·
and X = {j1, j1+1, . . . , j2−1}∪{j3, j3+1, . . . , j4−
1} ∪ · · · .
Obviously, l ≥ 2. It is easy to see that min{max{ai :
i ∈ X},max{ai : i ∈ X}} = aj1 . Thus, we have to
show that c∗[X,X] ≥ aj1 .
Let k′ be the smallest integer (iteration num-
ber) such that nk′ ≥ j1, and let k be the last it-
eration number of the algorithm. (Thus, n
k
= n.)
The cut (X,X) contains 2⌊ l2⌋ edges in the cycle
(1, 2, . . . , n, 1), and at least 2 edges in each of the
cycles {(1, 2, . . . , nk, 1) : k = k′, k′ + 1, . . . , k − 1}.
Hence, in the kth iteration, capacities of 2⌊ l2⌋ edges
in the cut are increased by 12∆
k each; and for each
k ∈ {k′, k′ + 1, . . . , k − 1}, if nk = 2, then edge
(1, 2) is in the cut and in the kth iteration, its capacity
is increased by ∆k; while if nk > 2, then in the kth
iteration, capacities of at least two edges in the cut are
increased by 12∆
k each. Hence,
c∗[X,X] ≥
∑
{∆k : k = k′, k′ + 1, . . . , k − 1} +
⌊ l2⌋∆
k = aj1 + ⌊
l−2
2 ⌋∆
k ≥ aj1 .
This proves the result.
Theorem 3 The ModG-algorithm is a strongly polyno-
mial, combinatorial algorithm with computational com-
plexity O(n2). The outputG∗ = [N,E∗, c∗] of the algo-
rithm is an optimal solution to the continuous version of
the single-commodity network synthesis problem with∑
{c∗(e) : e ∈ E∗} =
1
2
∑
{ai : i ∈ N}
When the input {ai : i ∈ N} to the algorithm is integer
valued, all the edge capacities {c∗(e) : e ∈ E∗} are
multiples of half, and when all the ai values are even,
the edge capacities are integers.
Theorem 3 follows easily from results in [6].
SC-algorithm for the integer, single-commodity
network synthesis problem
Input to this algorithm is an integer, non-negative,
symmetric, n× n matrix R of minimum flow require-
ments. It follows from Lemma 1 that we can assume,
without loss of generality, that every row of R has a
non-zero entry. (Else, we can delete the rows/columns
of R with all 0 entries.)
The SC-algorithm computes the ai value correspond-
ing to each row i of R as in ModG-algorithm. It then (i)
deletes all the nodes i ∈ N = {1, 2, . . . , n} with ai = 1
to get a subset of nodes N (in Step 0); (ii) designs an
optimal network on the node set N using as input the
vector (ai : i ∈ N) (in steps 1-5); and (iii) adds to this
network the deleted nodes (with ai = 1) and approapri-
ate edges with capacity 1 (in Step 6) to get an optimal
solution to the entire problem.
To construct the optimal network on node set N ,
the SC-algorithm uses the ModG-algorithm for the
continuous version of the problem as a subroutine. If
all the values {ai : i ∈ N} are even, then the ModG-
algorithm produces a solution with integer capacities.
If some of the ai values are odd, then the SC-algorithm
(i) pre-processes the ai values to make sure that a1 is
odd and
∑
{ai : i ∈ N} is even (in steps 1-2); (ii) iden-
tifies the subset Q of nodes in N with odd modified ai
values, and peels off 1 unit from these odd values (in
Step 3); (iii) uses the ModG-algorithm to constructs
an optimal network with the resultant ai values for all
i ∈ N (which are now all even) as input (in Step 4);
(iv) makes up for the decrease in ai values for all i ∈ Q
by adding to this network a suitable set of |Q|2 edges
which cover all the nodes in Q, and assigning to each
of these edges a capacity of 1 and finally makes an ad-
justment to account for the pre-processing (in Step 5).
SC-algorithm
Step 0: Compute ai =max{rij : j∈ N −{i}} ∀i ∈ N .
Let N = {i : ai > 1}.
Order the nodes N = {1, 2, . . . , n} such that
a1 = a2 ≥ a3 ≥ · · · ≥ an.
Step 1: Set ai = ai ∀i ∈ {2, 3, . . . , n}.
If
∑
{ai : i ∈ N} = odd, then set a1 = a1 + 1.
Else, set a1 = a1.
Step 2: If a1 is even and ai is odd for some i ∈ N ,
then set a1=a1+1, a2=a2+1, and Index = 1.
Else, set Index = 0.
Step 3: Let Q = {i : i ∈ N ; ai = odd}. (By Step 2,
if Q 6= ∅, then 1 ∈ Q.) Let ai = ai − 1 ∀i ∈ Q.
Then, a1 = a2 ≥ · · · ≥ an, and they are all
even numbers.
Step 4: Use the ModG-algorithm, with input
{ai : i ∈ N} to construct a network
G = [N,E, c]. (Since all the ai’s are even,
c(e) = integer ∀e ∈ E.)
Step 5: Let Q = {[1], [2], . . . , [|Q|]}, where
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[1] < [2] < · · · < [|Q|]. For each edge,
e ∈ T = {([i], [ |Q|2 + i]) : i = 1, 2, . . . ,
|Q|
2 }, if e ∈ E, then increase c(e) by 1;
else, add the edge e to E and set c(e) = 1.
If Index = 1, then subtract 1 from c((1, 2)).
If N = N , then define network G∗ = [N,E∗,
c∗] as E∗ = E and c∗ = c and go to Step 7.
Step 6: Construct the graph GR = [N,ER], where
ER = {(i, j) : rij > 0}.
In GR, shrink the node set N to a single
pseudo-node and find a spanning forest in the
resultant network. In G, augment the node set
to N ; and add to E edges in GR correspondi-
ng to the edge set of the chosen spanning for-
est and assign a unit capacity to each of these
new edges . Let the resultant network
be G∗ = [N,E∗, c∗].
Step 7: Output the network G∗ = [N,E∗, c∗] and stop.
Theorem 4 The SC-algorithm is a strongly polynomial,
combinatorial algorithm with computational complexity
of O(n2). Let the number of edges in a spanning forest
of the graph obtained from the graph GR, (defined in
Step 6 of the SC-algorithm), by shrinking the node set
N , (defined in Step 0 of the SC-algorithm), to a single
pseudo-node be p. Then the network G∗ = [N,E∗, c∗]
produced by the SC-algorithm containsO(n) number of
edges and is an optimal solution to the integer, single-
commodity network synthesis problem with
∑
{c∗(e) : e ∈ E∗} = p+
⌈
1
2
∑
{ai : i ∈ N}
⌉
.
Also, the subset N of nodes, (defined in Step 0 of the
algorithm), is connected in G∗.
Theorem 4 follows easily from results in [20]. It may
be noted that when ai > 1 ∀i ∈ N , the SC-algorithm
does not perform Step 6. In such a case, the algorithm
actually requires as input only the vector (ai : i ∈ N).
Hence, in our algorithms in sections 4 and 5, whenever
we use the SC-algorithm as a subroutine with all ai’s
greater than 1, we use as input to the algorithm only
the vector (ai : i ∈ N).
3. A Lower Bound For The Optimal Objective Func-
tion Value of 2-INSP Problem
We now consider the 2-commodity, integer network
synthesis problem (2-INSP), defined in Section 1.. The
input to the problem consists of two n×n, integer, sym-
metric, non-negative matrices R and S. Let us denote
the optimal objective function value of the problem by
OPT .
The following lemma can be proved along the same
lines as Lemma 1 using the two-commodity max-flow
min-cut theorem of Hu [9].
Lemma 5 The respective optimal objective function
values of 2-INSP and its continuous version remain the
same even if we allow the final network to have an ad-
ditional (Steiner) (n+1)th node. If the additional node
is required to be a non-isolated node, then the respec-
tive optimal objective function values of the problems
with the Steiner node are strictly greater than those of
the corresponding problems without the Steiner node.
For each i ∈ N = {1, 2, . . . , n}, let ai = max{rij :
j ∈ N − {i}} and bi = max{sij : j ∈ N − {i}}.
Using Lemma 5 we shall henceforth assume, without
loss of generality, that ai+bi > 0 ∀i ∈ N . (Else, delete
nodes with ai + bi = 0.)
Let us partition the node set N into the following
subsets:
N0,1 ={i : ai = 0, bi = 1};
N1,0 ={i : ai = 1, bi = 0};
N0,2 ={i : ai = 0, bi > 1};
N1,1 ={i : ai = bi = 1};
N1,2 ={i : ai = 1, bi > 1};
N2,0 ={i : ai > 1, bi = 0};
N2,1 ={i : ai > 1, bi = 1};
N2,2 ={i : ai > 1, bi > 1}
Let G˜ = [N, E˜], where E˜ = {(i, j) : rij + sij > 0},
and let N = {i : ai + bi > 1} = N − {N1,0 ∪N0,1}.
Shrink in G˜ the node set N to a pseudo-node s to get a
graph G. Let the number of edges in a spanning forest
of the graph G be p.
Lemma 6 Let OPT ′ be the optimal objective function
value of the instance of the 2-INSP problem on N with
the corresponding submatrices of R and S as input.
Then a lower bound on OPT , the optimal objective
function value of 2-INSP on N , is (p + OPT ′). If there
exists an optimal solution to the problem on N in which
the entire node set N is connected, then an optimal
solution to problem on N can be obtained by adding to
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this optimal solution to the problem on N , edges in G˜
corresponding to edge set of any spanning forest of G.
Thus, in this case, the lower bound is achieved.
Proof. If N = ∅, then the result can be easily seen to
be true. (In this case, the elements of R and S merely
specify the node-connectivity requirements. The result
follows from this obviously.) If the result is not true
in general, then let n∗ be the minimum value of |N |
for which a counter-example exists and for this value
of |N |, let p∗ be the minimum value of p for which
a counter-example exists. Consider a counter-example
with input matrices R and S for which |N | = n∗, and
p = p∗. Let G∗ = [N,E∗, c∗] be an optimal solution to
this instance of 2-INSP.
If p∗ = 0, then using Lemma 5, we can assume that
N = N and therefore, such an instance of the problem
cannot be a counter-example. Hence p∗ must be greater
than zero.
Let u ∈ N −N be a tip node, (a node of degree 1),
of some spanning forest of the graph G; and let (u, v)
be the edge of G˜ corresponding to the edge incident
to node u in this spanning forest. Let us assume that
u ∈ N1,0. (The other case follows similarly.) Define
(n−1)×(n−1)matricesRu and Su, with rows/columns
indexed by the set Nu = N − {u} as :
suij = sij ∀ i, j ∈ N
u;
and
ruij =

rij if i, j ∈ N − {u, v}
max{ruj , rvj} if i = v and j ∈ N − {u, v}
max{riu, riv} if j = v and i ∈ N − {u, v}
0 if i = j = v
Let aui = max{ruij : j ∈ Nu − {i}} and bui =
max{suij : j ∈ N
u − {i}} ∀i ∈ Nu. Then, aui = ai
and bui = bi ∀i ∈ Nu. Let OPT (u) be the optimal
objective function value of the instance of the 2-INSP
problem on Nu with input matrices Ru and Su; and let
the corresponding value of p be pu.
By standard results in network flows [4], it follows
that for any node j /∈ {u, v} of G∗, the maximum flow
value from v to j in G∗ is at least min{ruv, ruj}. Since
u ∈ N1,0, this implies that the maximum flow value
from v to j in G∗ is at least ruvj . The network G∗ is
thus a feasible solution to the instance of the 2-INSP
problem on Nu with node u as a Steiner node. Also,
by the choice of the node u, it follows that G∗ contains
some edge (u, j) with capacity at least 1. Hence, by
Lemma 5, it follows that,
OPT =
∑
{c∗(e) : e ∈ E∗} ≥ OPT (u) + 1
Now,Nu = {i : aui +bui > 1} = N , and pu = p∗−1.
We thus get,
OPT ≥ OPT (u) + 1 ≥ p∗ − 1 + OPT + 1 ≥
p∗ +OPT ′,
where OPT is the optimal objective function value of
the instance of the 2-INSP problem on Nu = N with
the corresponding submatrices of Ru and Su as input.
Here, the second inequality follows by the definitions
of n∗ and p∗. The third inequality follows from the fact
that each element of the submatrix of Ru (Su) corre-
sponding to N is greater than or equal to the respective
element of the submatrix of R (S) corresponding to
N ; and hence, any optimal solution to the instance
of the 2-INSP problem on N with the corresponding
submatrices of Ru and Su as input, is feasible for the
the instance of the 2-INSP problem on N with the
corresponding submatrices of R and S as input.
If there exists an optimal solution to the problem on
N in which the entire node set N is connected, then it
is easy to see that the network, obtained by adding to
this optimal solution to the problem on N edges in G˜
corresponding to edge set of any spanning forest of G,
is feasible to the problem on node set N with objective
function value (p + OPT ′).
Lemma 7 OPT ≥ p+
⌈
1
2
∑
{ai + bi : i ∈ N}
⌉
.
Proof. It follows from the two-commodity max-flow
min-cut theorem of Hu [9] that for any feasible solution
G′ = [N,E′, c′] to the problem on N ,∑
{c′(i, j) : j ∈ N −{i}} ≥ ai+ bi for each i ∈ N .
Hence,
2
∑
{c′(e) : e ∈ E′} ≥
∑
{(ai+bi) : i ∈ N}, which
implies that,∑
{c′(e) : e ∈ E′} ≥ ⌈ 12
∑
{(ai + bi) : i ∈ N}⌉.
By Lemma 6, we thus get,
OPT ≥ p+ ⌈ 12
∑
{(ai + bi) : i ∈ N}⌉.
4. Algorithms for Special Cases of the 2-INSP Prob-
lem
In this section, we develop algorithms that produce
optimal solutions for some special cases of the 2-INSP
problem. For all the algorithms in this section, we use
as input only the non-negative vectors (ai : i ∈ N) and
(bi : i ∈ N), where, for each i ∈ N , ai = max{rij :
j ∈ N−{i}} and bi = max{sij : j ∈ N−{i}}, and R
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and S are the integer, symmetric, non-negative matrices
of minimum flow requirements of the two commodities.
Using Lemma 5, we assume throughout that ai + bi >
0 ∀i ∈ N .
If |N | = n = 2, then obviously a1 = a2 and b1 = b2,
and c∗((1, 2)) = a1 + b1 is an optimal solution to the
problem. Hence, we assume henceforth that n > 2.
To start with, we observe that the continuous version
of the 2-INSP problem can be solved easily using the
results on the continuous, single-commodity network
synthesis problem.
Lemma 8 An optimal solution to the continuous ver-
sion of the 2-INSP problem, with input matrices R
and S, can be obtained by solving separately contin-
uous, single-commodity network synthesis problems on
matrices R and S to obtain optimal networks G1 =
[N,E1, c1] and G2 = [N,E2, c2], respectively; and su-
perposing the networks G1 and G2 to obtain the final
network G∗ = [N,E∗, c∗] where E∗ = E1 ∪ E2 and
c∗(e) =

c1(e) + c2(e) if e ∈ E1 ∩ E2
c1(e) if e ∈ E1 − E2
c2(e) if e ∈ E2 − E1
Proof. The network G∗ is obviously feasible for the
continuous 2-INSP problem. Using the same arguments
as in the proof of lemma 7 but for the problem on the
entire node set N , we get 12
∑
{(ai + bi) : i ∈ N} as a
lower bound on the optimal objective function value of
the continuous 2-INSP problem on N . It follows from
Theorem 3 that the network G∗ achieves this lower
bound.
If we solve separately integer, single-commodity net-
work synthesis problems on matrices R and S (using
the SC-algorithm) and superpose the resultant networks,
then it follows from Theorem 4 that the sum of edge
capacities of the final network will be
p1 + p2 +
⌈
1
2
∑
i∈N1
ai
⌉
+
⌈
1
2
∑
i∈N2
bi
⌉
,
where N1 = {i : ai > 1}; N2 = {i : bi > 1}; p1 is
the number of edges in a spanning forest of the graph
obtained from G1 = [N,E1], where E1 = {(i, j) :
rij > 0}, by shrinking the node set N1 to a pseudo-
node; and p2 is defined similarly with R replaced by S,
N1 by N2, and E1 by E2 = {(i, j) : sij > 0}. It can
be easily seen that this can be significantly larger than
the lower bound in Lemma 7 when |N1,2∪N2,1∪N1,1|
is large. We now identify some special cases of 2-INSP
for which this scheme produces an optimal solution.
Theorem 9 If ai 6= 1 and bi 6= 1 ∀i ∈ N , then ob-
taining separately optimal networks for integer, single-
commodity network synthesis problems on matrices R
and S and superposing the two networks produces a
feasible solution to 2-INSP with objective function value
within one of the optimal. If at least one of ∑{ai :
i ∈ N} and
∑
{bi : i ∈ N} is even, then the solu-
tion obtained is an optimal solution to 2-INSP. If each
of the two integer, single-commodity network synthe-
sis problems on matrices R and S is solved using the
SC-algorithm, then the computational complexity of the
entire scheme is O(n2).
Proof. Since each network output by the SC-algorithm
contains O(n) number of edges, superposing the two
networks takesO(n) time. The computational complex-
ity of the scheme is thus the same as that of the SC-
algorithm, which is O(n2).
The network G∗ = [N,E∗, c∗] produced by the
scheme is obviously feasible for 2-INSP. It follows
from Theorem 4 that
∑
e∈E∗
c∗(e) =
⌈
1
2
∑
i∈N
ai
⌉
+
⌈
1
2
∑
i∈N
bi
⌉
=
⌈
1
2
∑
i∈N
(ai + bi)
⌉
+ α,
where α = 0 or 1; and α = 0 if and only if at least one
of
∑
{ai : i ∈ N} and
∑
{bi : i ∈ N} is even. The
result now follows from Lemma 7.
Theorem 10 Suppose ai + bi > 1 ∀i ∈ N . Let N0 =
{i : ai > 0; bi > 0}. If |N0| ≤ 1, then an optimal so-
lution to 2-INSP can be obtained by solving separately
integer, single-commodity network synthesis problems
on matrices R and S and superposing the resultant net-
works. Thus, in this case,
OPT = m1 +m2 +
⌈
1
2
∑
i∈N1
ai
⌉
+
⌈
1
2
∑
i∈N2
bi
⌉
,
where N1 = {i : ai > 1}, N2 = {i : bi > 1}, and
m1 and m2 are the number of nodes with ai = 1 and
bi = 1, respectively.
Proof. Solving separately integer, single-commodity
network synthesis problems on matrices R and S and
superposing the resultant networks obviously produces
a feasible solution to the 2-INSP problem. It follows
from Theorem 4 that when the problem instance sat-
isfies the conditions of the theorem, the objective
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function value of this solution is
m1 +m2 +
⌈
1
2
∑
i∈N1
ai
⌉
+
⌈
1
2
∑
i∈N2
bi
⌉
.
We now prove that under the conditions of the theorem,
this solution is optimal to 2-INSP. Thus, consider any
optimal solution G∗ = [N,E∗, c∗] to such an instance
of the 2-INSP problem.
If E∗ contains no edge joining some node in N2,0
to some node in N0,2, then the subnetworks G1 =
[N0 ∪ N2,0, E1, c1] and G2 = [N0 ∪ N0,2, E2, c2] of
G∗ spanned by node sets N0 ∪ N2,0 and N0 ∪ N0,2,
respectively, are feasible solutions to integer, single-
commodity network synthesis problems with input ma-
trices R and S, respectively, and the result follows from
Theorem 4.
Suppose E∗ contains an edge (u, v), (with capacity
at least 1), with u ∈ N2,0 and v ∈ N0,2.
Case (i) : N1,1 = ∅ or at least one of ∑{ai : i ∈ N}
and
∑
{bi : i ∈ N} is odd. Contract the edge (u, v) in
G∗, label the new node (n + 1), and replace each pair
of parallel edges by a single edge with capacity equal to
the sum of capacities of the two edges, to get a network
G′ = [N ′, E′, c′], where N ′ = (N −{u, v})∪{n+1}.
Define (n − 1) × (n − 1) matrices R′ and S′, with
rows/columns indexed by the set N ′, as:
r′ij =

rij if i, j ∈ N − {u, v}
ruj if i = n+ 1 and j ∈ N − {u, v}
riu if j = n+ 1 and i ∈ N − {u, v}
0 if i = j = n+ 1
and
s′i,j =

sij if i, j ∈ N − {u, v}
svj if i = n+ 1 and j ∈ N − {u, v}
siv if j = n+ 1 and i ∈ N − {u, v}
0 if i = j = n+ 1
Let a′i = max{r′ij : j ∈ N ′ − {i}} and b′i =
max{s′ij : j ∈ N
′ − {i}} ∀i ∈ N ′. Then a′i = ai
and b′i = bi ∀i ∈ N − {u, v}; and a′n+1 = au and
b′n+1 = bv. We shall show that G′ is feasible for the
2-INSP problem with input matrices R′, S′.
By the two-commodity max-flow min-cut theorem
of Hu [9], it follows that to prove this it is sufficient to
show that for any cut (X,N ′ −X) in G′,
c′[X,N ′−X ] =
∑
{c′((i, j)) : i ∈ X ; j ∈ N ′−X} ≥
max{r′ij : i ∈ X ; j ∈ N
′ − X} + max{s′ij : i ∈
X ; j ∈ N ′ −X}.
Without loss of generality, let us assume that (n+1) ∈
X . Let X∗ = (X ∪ {u, v})− {n+ 1}. Then,
c′[X,N ′ − X ] = c∗[X∗, N − X∗] ≥ max{rij : i ∈
X∗; j ∈ N−X∗}+max{sij : i ∈ X
∗; j ∈ N−X∗} =
max{r′ij : i ∈ X ; j ∈ N
′ − X} + max{s′ij : i ∈
X ; j ∈ N ′ −X},
where the inequality follows from the feasibility of G∗
for the given instance of 2-INSP and from the two-
commodity max-flow min-cut theorem. Thus, G′ is
feasible for the 2-INSP problem on N ′.
We thus get:
OPT =
∑
e∈E∗
c∗(e) ≥
∑
e∈E′
c′(e) + 1
≥
⌈
1
2
∑
{(a′i + b
′
i) : i ∈ N
′}
⌉
+ 1
=
⌈
1
2
∑
{(ai + bi) : i ∈ N}
⌉
+ 1
≥ m1 +m2 +
⌈
1
2
∑
i∈N1
ai
⌉
+
⌈
1
2
∑
i∈N2
bi
⌉
where m1 and m2 are as defined in the statement of
the theorem.
Case (ii) : |N1,1| = 1 and both ∑{ai : i ∈ N} and∑
{bi : i ∈ N} are even. Let N1,1 = {x}. There must
be some edge (x, y) in G∗ with positive capacity. Let us
assume that y ∈ N2,0. (The other case, when y ∈ N0,2
follows similarly.)
Contract the edge (x, y) in G∗, label the new node
n∗, and replace each pair of parallel edges by a single
edge with capacity equal to the sum of capacities of
the two edges, to get a network G = [N,E, c], where
N = (N − {x, y}) ∪ {n∗}.
Define (n − 1) × (n − 1) matrices R and S, with
rows/columns indexed by set N , as
rij =

rij if i, j ∈ N − {x, y}
max{rxj, ryj} if i = n
∗ and j ∈ N − {x, y}
max{rix, riy} if j = n
∗ and i ∈ N − {x, y}
0 if i = j = n∗
and
sij =

sij if i, j ∈ N − {x, y}
sxj if i = n
∗ and j ∈ N − {x, y}
six if j = n
∗ and i ∈ N − {x, y}
0 if i = j = n∗
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Let ai = max{rij : j ∈ N − {i}} and bi =
max{sij : j ∈ N − {i}}. Then ai = ai and bi = bi
∀i ∈ N − {x, y}; and an∗ = ay and bn∗ = bx = 1.
Let N1 = (N1 −{y})∪ n∗. It can be shown, using ar-
guments similar to those in Case (i), that G is feasible
for the 2-INSP problem with input matrices R, S. The
2-INSP problem with input matrices R, S is of the
type discussed in Case (i). Using this, and the validity
of the theorem for Case (i), we get:
OPT =
∑
e∈E∗
c∗(e) ≥
∑
e∈E
c(e) + 1
≥ 1 +
12
∑
i∈N
1
ai
+
⌈
1
2
∑
i∈N2
bi
⌉
+ 1
= 2 +
⌈
1
2
∑
i∈N1
ai
⌉
+
⌈
1
2
∑
i∈N2
bi
⌉
= m1 +m2 +
⌈
1
2
∑
i∈N1
ai
⌉
+
⌈
1
2
∑
i∈N2
bi
⌉
This proves the theorem.
We shall now give algorithms for other non-trivial,
special cases of 2-INSP.
Case 1 : ai > 1 ∀i ∈ N .
Input to this algorithm is non-negative vectors (ai :
i ∈ N) and (bi : i ∈ N), the elements of which are
defined as before.
In Step 0, the algorithm arranges the elements of
N in non-increasing order of their ai values; obtains
an alternate ordering {k1, k2, . . . , kn0} of the subset of
nodes with positive bi values such that the bi values are
non-increasing; and then pre-processes the input data
to obtain modified values {a˜i, b˜i : i ∈ N} such that (i)∑
{a˜i + b˜i : i ∈ N} is even; (ii) the orderings of the
two sets of values are preserved; (iii) if there exists an
odd a˜i-value, then a˜1 is odd; and (iv) if there exists an
odd b˜i-value, then b˜k1 is odd.
Next, in Step 1, the algorithm (i) identifies the subsets
Qa and Qb of nodes with odd a˜i and b˜i values, respec-
tively; (ii) peels off 1 unit from each of these odd a˜i and
b˜i values to obtain modified values, {ai, bi : i ∈ N};
and (iii) defines the multiset Q = Qa ∪ Qb. (Thus, Q
contains 2 copies of each of the nodes in Qa ∩Qb.)
In Step 2, the algorithm uses the ModG-algorithm to
constructs optimal networks Ga and Gb (with integer
capacities) for even-valued input vectors (ai : i ∈ N)
and (bi : i ∈ N), respectively, and superposes these two
networks to obtain network G with integer capacities.
In Step 3, it makes up for the difference of 1 between
some of the values in {ai, bi : i ∈ N} and their corre-
sponding values in {a˜i, b˜i : i ∈ N} by adding to G a
suitable set of 12 |Q| edges which cover all the nodes in
Q, and assigning to each of these edges a capacity of
1; and finally it makes an adjustment to account for the
pre-processing in Step 0.
Algorithm 3
Step 0: Let N0 = {i : bi > 0}, and |N0| = n0.
Arrange nodes in the set N = {1, 2, . . . , n}
such that a1 = a2 ≥ · · · ≥ an.
Also, find an ordering {k1, k2, . . . , kn0}
of the elements of N0 such that
bk1 = bk2 ≥ bk3 ≥ · · · ≥ bkn0 .
If
∑
{ai+bi : i∈N} is odd, then set a˜1=a1+1.
Else, set a˜1 = a1.
Set a˜i = ai ∀i ∈ {2, 3, . . . , n}
and b˜i = bi ∀i ∈ N .
If a˜1 is even, and at least one of the a˜i’s is odd,
then set a˜1= a˜1+1, a˜2= a˜2+1, and Index1 = 1.
Else, set Index1 = 0.
Similarly, if b˜k1 is even, and at least one of
the b˜i’s is odd, then set b˜k1 = b˜k1 + 1,
b˜k2 = b˜k2 + 1, and Index2 = 1.
Else, set Index2 = 0.
Step 1: Let Qa = {i : a˜i = odd} and Qb = {i : b˜i =
odd}; and multiset Q = Qa ∪Qb. (Thus, Q
contains 2 copies of each node in Qa ∩Qb.)
Set ai =
{
a˜i if i /∈ Q
a
a˜i − 1 if i ∈ Q
a
bi =
{
b˜i if i /∈ Q
b
b˜i − 1 if i ∈ Q
b
Step 2: With {ai : i ∈ N} as input, perform the
ModG-algorithm to obtain a network
Ga = [N,Ea, ca].
Similarly, with {bi : i ∈ N0} as input, perform
the ModG-algorithm to obtain a network
Gb = [N0, Eb, cb]. Superpose the two
networks Ga and Gb to obtain
network G = [N,E, c], where, E = Ea ∪Eb,
and c(e) =

ca(e) if e ∈ Ea − Eb
cb(e) if e ∈ Eb − Ea
ca(e) + cb(e) if e ∈ Ea ∩Eb
Step 3: Arrange the elements of Q={[1],[2],. . . ,[|Q|]}
such that [1] ≤ [2] ≤ · · · ≤ [|Q|].
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(Thus, if Qa 6= ∅, then [1] = 1.)
Define T ={([i],[ |Q|2 + i]) : i = 1,2,. . . ,
|Q|
2 }.
For each edge e ∈ T ∩E add 1 to c(e).
For each edge e ∈ T − E add the edge e to
E and assign it a capacity c(e) = 1.
Let the resultant network be G˜ = {N, E˜, c˜}.
Let c∗(e) = c˜(e) ∀e ∈ E˜.
If Index1 = 1, reduce, c∗((1, 2)) by 1.
If Index2 = 1, reduce c∗((k1, k2)) by 1.
Let E∗ = {e ∈ E˜ : c∗(e) > 0}.
Output the network G∗ = [N,E∗, c∗] and stop.
Theorem 11 The network G∗ constructed by Algo-
rithm 3 is an optimal solution for Case 1 of 2-INSP.
Proof. By the two-commodity max-flow min-cut theo-
rem of Hu [9], it follows that to prove the feasibility of
the network G∗ output by the algorithm, it is sufficient
to show that for any cut (X,X) in G∗,
c∗[X,X] ≥ min{max{ai : i ∈ X},max{ai : i ∈
X}}+min{max{bi : i ∈ X},max{bi : i ∈ X}}.
Without loss of generality, let us assume that 1 ∈ X .
Let 1 < j1 < j2 < · · · < jl = n + 1 be such that
X = {1, 2, . . . , j1 − 1}∪ {j2, j2 +1, . . . , j3 − 1}∪ · · ·
and X = {j1, j1+1, . . . , j2−1}∪{j3, j3+1, . . . , j4−
1} ∪ · · · .
Obviously, l ≥ 2. It is easy to see that min{max{ai :
i ∈ X},max{ai : i ∈ X}} = aj1 ; and that there exists
h 6= k1 such that min{max{bi : i ∈ X},max{bi : i ∈
X}} = bh, and nodes h and k1 lie on different sides
of the bipartition (X,X). Thus, we have to show that
c∗[X,X] ≥ aj1 + bh.
We first show that c˜[X,X] ≥ a˜j1 + b˜h.
From the proof of Lemma 2, noting that ∆k ≥ 1, we
get,
c[X,X] ≥ aj1 + bh + 2
⌊
l − 2
2
⌋
(1)
If l ≥ 4, then we get using inequality 1:
c˜[X,X] ≥ c[X,X] (2)
≥ aj1 + bh + 2 (3)
≥ a˜j1 + b˜h (4)
Suppose 2 ≤ l ≤ 3. Then nodes 1 and j1 lie on
different sides of the bipartition (X,X) and similarly,
nodes k1 and h lie on different sides of the bipartition.
We consider all the four possible cases:
(i). Both a˜j1 and b˜h are even : In this case,
c˜[X,X] ≥ c[X,X] (5)
≥ aj1 + bh (6)
= a˜j1 + b˜h (7)
Here, the second inequality follows from expression 1.
(ii). a˜j1 is odd and b˜h is even : In this case, a˜1 is odd
and the edge set T contains edges (1, u) and (j1, v),
for some u, v ∈ Q. If u ∈ X , then the edge (1, u) is in
the cut (X,X). Else, if u < j1, then by the definition
of the set T , v < u < j1; and if u ≥ j2, then, again
by the definition of the set T , v > u ≥ j2. In either
case, the edge (j1, v) is in the cut (X,X). From this,
and inequality 1, we get:
c˜[X,X] ≥ c[X,X] + 1 (8)
≥ aj1 + bh + 1 (9)
= a˜j1 + b˜h (10)
(iii). b˜h is odd and a˜j1 is even : In this case, b˜k1 is
odd, and it can be shown using arguments similar to
those in case (ii) that expression 10 above holds.
(iv). Both a˜j1 and b˜h are odd : In this case, both a˜1
and b˜k1 are odd. Let {y, z} = {k1, h}, where y ∈ X
and z ∈ X . Then the edge set T , (defined in Step 3
of the algorithm), contains edges (1, u), (j1, v), (y, w)
and (z, x), for some u, v, w and x in Q.
If any one of the edges (1, u) and (y, w) is not in
the cut (X,X), then it can be shown using the same
arguments as those in case (ii) that each of the edges
(j1, v), and (z, x) is in the cut. Thus, at least two edges
of the edge-set T lie in the cut (X,X). Using inequality
1, we get:
c˜[X,X] ≥ c[X,X] + 2 (11)
≥ aj1 + bh + 2 (12)
= a˜j1 + b˜h (13)
Now, c∗((1, 2)) < c˜((1, 2)) iff a1 < a˜1; and
c∗((k1,k2)) < c˜((k1, k2)) iff bk1 < b˜k1 . From this and
expressions 4, 7, 10 and 13, we get :
c∗[X,X] ≥ aj1 + bh
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This proves the feasibility of G∗.
Using Theorem 3, we get :
∑
e∈E∗
c∗(e) =
∑
e∈Ea
ca(e) +
∑
e∈Eb
cb(e)+
|T | − Index1− Index2
=
1
2
∑
i∈N
ai+
1
2
∑
i∈N
bi+|T |−Index1−Index2
=
⌈
1
2
∑
i∈N
(ai + bi)
⌉
The optimality of G∗ now follows from Lemma 7.
Case 2 : ai > 0 and bi > 0 ∀i ∈ N .
Input to this algorithm is positive vectors (ai : i ∈ N)
and (bi : i ∈ N). Here, we use the fact that if we add
1 to each ai value and subtract 1 from each bi value
and the new values are non-negative, then a network
is feasible for the old ai, bi values if and only if it is
feasible for the modified ai, bi values. Thus, we add
1 to each ai value and subtract 1 from each bi value.
This reduces the problem to Case 1 which we solve
using Algorithm 3.
Algorithm 4
Step 1: Set ai = ai + 1 and bi = bi − 1 ∀i ∈ N
Step 2: Perform Algorithm 3, with input vectors
(ai : i = 1, 2, . . . , n) and (bi : i = 1, 2, . . . , n),
to construct a network G∗ = [N,E∗, c∗].
Output the network G∗.
Theorem 12 The network G∗, constructed by Algo-
rithm 4, is an optimal solution for Case 2 of 2-INSP.
Proof. Since ai > 0 and bi > 0 for each i ∈ N , both
the vectors (ai : i ∈ N) and (bi : i ∈ N), defined in
Step 1 of Algorithm 4, are non-negative vectors. It fol-
lows from Theorem 11 that the network G∗ produced
by Algorithm 4 is an optimal solution for input vectors
(ai : i ∈ N), (bi : i ∈ N). Also, from the proof of
Theorem 11, it follows that for any cut (X,X) in G∗,
c∗[X,X] ≥ min{max{ai : i ∈ X},max{ai : i ∈ X}}
+min{max{bi : i ∈ X},max{bi : i ∈ X}}
= min{max{ai : i ∈ X},max{ai : i ∈ X}}
+min{max{bi : i ∈ X},max{bi : i ∈ X}}
The feasibility of the network G∗ for the given input
vectors now follows from the two-commodity max-flow
min-cut theorem [9].
Also, using Theorem 11, we get:
∑
e∈E∗
c∗(e) =
⌈
1
2
∑
i∈N
{ai + bi}
⌉
=
⌈
1
2
∑
i∈N
{ai + bi}
⌉
.
The optimality of the solution now follows from
Lemma 7.
Case 3 : ai + bi > 1 ∀i ∈ N and |{i : ai > 0, bi >
0}| > 1.
Input to this algorithm is symmetric, non-negative,
integer matrices R and S of minimal flow requirements
of two commodities. We define vectors (ai : i ∈ N)
and (bi : i ∈ N), as before.
For any non-empty, proper subset X of N , let us
define r(X) = max{rij : i ∈ X ; j ∈ X}, and s(X) =
max{sij : i ∈ X ; j ∈ X}.
The algorithm divides the node set N into three sets
: N2,0, N0,2 and the set of remaining nodes, which is
denoted by N0. As shown at the beginning of this sec-
tion, if |N0| ≤ 1 then an optimal solution to the prob-
lem can be obtained by applying the SC-algorithm to
the a-vector and the b-vector, separately, and superpos-
ing the two networks. Hence, here we only consider the
case with |N0| > 1.
If rij = 0 for all i ∈ N0 and j ∈ N2,0, and at least
one of
∑
{ai + bi : i ∈ N
0} and
∑
{ai : i ∈ N
2,0}
is even, or if the same situation holds for S with ai’s
replaced by bi’s and vice versa, then the algorithm sets
index ”Case” =1. In this case, optimal network for re-
quirements on node set N2,0 is constructed separately
using the SC-algorithm; optimal network for require-
ments on the rest of the nodes is constructed separately
and the final solution is the disjoint union of these two
networks.
Else, as in Algorithm 4, for each i in N0 we increase
the ai value by 1 and decrease the bi value by 1. The
ai and bi values are further modified to obtain values
{ai, bi : i ∈ N}, such that (i) each of
∑
{ai + bi : i ∈
N0} +
∑
{ai : i ∈ N
2,0} and
∑
{bi : i ∈ N
0,2} is
even; (ii) the ordering of each of the four sets of values is
preserved; (iii) if there exists an odd ai-value (bi value)
in N0 ∪N2,0 (N0), then its largest ai value (bi value)
is odd; and (iv) if there exists an odd bi value in N0,2,
then its largest bi value is odd.
We then (i) identify subsets Qa,0 and Qa,1 of node
sets N0 and N2,0, respectively, with odd ai values;
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and subsets Qb,0 and Qb,1 of nodes in N0 and N0,2,
respectively, with odd bi values; (ii) peel off 1 unit from
each of these odd ai and bi values, to obtain modified
values, {aˆi, bˆi : i ∈ N}; (iii) further modify the largest
aˆi and bˆi values in some of the sets N0, N2,0 and N0,2
such that the two largest aˆi values are equal and the two
largest bˆi values are equal.
In steps 3 and 4, the algorithm uses a modification
of the ModG-algorithm to construct optimal networks
(with integer capacities) for even-valued input vectors
(aˆi : i ∈ N) and (bˆi : i ∈ N), respectively, and su-
perposes these two networks to obtain network Gˆ with
integer capacities.
In Step 5, we make up for the difference of 1 be-
tween some of the values in {aˆi, bˆi : i ∈ N} and the
corresponding values in {ai, bi : i ∈ N} by adding to
Gˆ a suitable set of edges which cover all the nodes in
the multiset Qa,0 ∪Qa,1 ∪Qb,0, and the set Qb,1, (each
of which has even cardinality); and assigning to each
of these edges a capacity of 1, to get a network G.
Finally, in Step 6, we make an adjustment to account
for some pre-processing and alterations to ai and bi
values done previously.
Algorithm 5
Step 0: Set N0 = {i : ai > 0, bi > 0};
Case = Indexa0 = Index
a = 0;
IndexaI = Index
b
I = Index
b
0 = 0;
Indfa = Ind
f
b = 0.
Set n0 = |N0| and n1 = |N0 ∪N2,0|.
Number the nodes in N0 as {1, 2, . . . , n0}
such that a1 ≥ a2 ≥ · · · ≥ an0 .
Find an alternate ordering {t1, t2, . . . , tn0} of
nodes in N0 such that bt1 ≥ bt2 ≥ · · · ≥ btn0 .
Number the nodes in N2,0 as {n0 + 1, n0+
2, . . . , n1} and number the nodes
in N0,2 as {n1 + 1, n1 + 2, . . . , n}, such that
ai ≥ aj ∀ n0 < i < j ≤ n1,
and bi ≥ bj ∀ n1 < i < j ≤ n.
Step 1a: If r(N0) = max{rij : i ∈ N0; j ∈ N0} = 0
and at least one of∑
{ai + bi : i ∈ N
0} and
∑
{ai : i ∈ N
2,0}
is even, then set Case = 1 and go to Step 1b.
If s(N0) = max{sij : i ∈ N0; j ∈ N0} = 0
and at least one of∑
{ai + bi : i ∈ N
0} and
∑
{bi : i ∈ N
0,2}
is even,then rename the ai’s as bi’s and the
bi’s as ai’s; set Case = 1; and go to Step 1b.
If
∑
i∈N ai +
∑
i∈N0 bi is even,
then go to Step 1c.
If
∑
{bi : i ∈ N}+
∑
{ai : i ∈ N
0} is
even, then rename all the ai’s as bi’s and all
the bi’s as ai’s; and go to Step 1c.
Step 1b: If
∑
i∈N0{ai + bi} is odd, then add 1 to bt1 .
If
∑
i∈N2,0 ai is odd, then add 1 to an0+1.
Step 1c: If
∑
i∈N0,2 bi is odd then add 1 to bn1+1.
Set ai = ai + 1 and bi = bi − 1 ∀i ∈ N0;
and ai = ai, and bi = bi for every other i.
If Case = 0, then go to Step 2b.
Step 2a: Construct an optimal network Ga,1 =
[N2,0, Ea,1, ca,1] using the SC-algorithm
with (ai : i ∈ N2,0) as input vector.
If s(N0) = 0 then, construct an optimal
network G0=[N0,E0,c0] using Algorithm 3
with (ai : i ∈ N0) and (bi : i ∈ N0) as input
vectors. Construct an optimal network Gb,1 =
[N0,2, Eb,1, cb,1] using the SC-algorithm
with (bi : i ∈ N0,2) as input vector.
Let G∗=[N,E∗, c∗], where, E∗ =
E0 ∪ Ea,1 ∪ Eb,1; and
c∗(e) =

ca,1(e) ∀e ∈ Ea,1
c0(e) ∀e ∈ E0
cb,1(e) ∀e ∈ Eb,1
Go to Step 7.
Else,
If a1= even, and ai is odd for some i ∈ N0,
then set Indexa0 = 1, a1=a1 + 1, a2 = a2+1.
Compute Qa,0 = {i : ai = odd; i ∈ N0}}.
set aˆi = ai − 1 ∀i ∈ Qa,0; aˆi = ai for
every other i ∈ N0.
Construct an optimal network Ga,0 =
[N0, Ea,0, ca,0] using the ModG-algorithm
with (aˆi : i ∈ N0) as input vector.
Let Gˆa=[N0 ∪N2,0,Eˆa,cˆa], where, Eˆa =
Ea,1 ∪ Ea,0; and
cˆa(e) =
{
ca,1(e) ∀e ∈ Ea,1
ca,0(e) ∀e ∈ Ea,0
Go to Step 4a.
Step 2b: If a1 ≥ a(n0+1), then set u = 1.
Else, set u = n0 + 1.
If au= even, and ai is odd for some i ∈
N0 ∪N2,0, then set Indexa = 1,
au = au + 1, a(u+1) = a(u+1) + 1.
Define Qa,0 = {i : ai = odd; i ∈ N0};
Qa,1 = {i : ai = odd; i ∈ N
2,0};
Set âi = ai − 1 ∀i ∈ Qa,0 ∪Qa,1; âi = ai
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for every other i.
Set aˆi = âi ∀ i.
If 2⌈ 12r(N
0)⌉ < min{aˆi : i ∈ N
0 ∪N2,0},
then set Indfa = 1 and go to Step 3a.
If r(N0) < min{a1, a(n0+1)} − 1, then go to
Step 3a.
If aˆ(n0+1) = aˆ1, then set IndexaI = 1.
Else, add 2 to the smaller of aˆ(n0+1) and aˆ1.
Step 3a: Set cˆa(e) = 0 ∀e; a0i = aˆi ∀i; and ℓ = f = 0.
Step 3b: Let α = max{aℓi : i ∈ N0 ∪N2,0}.
If α = 0, go to Step 4a.
If aℓ1 < α, then set x = 0; else, let x ∈ N0
be the largest integer such that aℓx = α.
If aℓ(n0+1) < α, then set y = n0;
else, let y ∈ N2,0 be the largest integer
such that aℓy = α.
If x=n0 then set β1=0; else set β1=aℓ(x+1).
If y = n1, then set β2 = 0;
else set β2 = aℓ(y+1).
Set β = max{β1, β2}.
If the set {1, 2, . . . , x} ∪ {n0 + 1, n0 + 2, . . . ,
y} contains only 2 elements, say {w, z},
then increase cˆa((w, z)) by (α− β).
Else,
if y = n0, then increase the value of cˆa(e)
by 12 (α− β) for every
e ∈ {(1, 2), (2, 3) . . . , (x− 1, x), (x, 1)};
if x = 0, then increase the value of cˆa(e) by
1
2 (α− β) for every e ∈ {(n0 + 1, n0 + 2),
(n0 + 2, n0 + 3), . . . , (y − 1, y), (y, n0 + 1)};
otherwise, increase the value of cˆa(e) by
1
2 (α− β) for every e ∈ {(1, 2), . . . ,
(x− 1, x), (x, n0 + 1), (n0 + 1, n0 + 2), . . . ,
(y − 1, y), (y, 1)}.
Set aℓ+1i =

β if i ∈ N0, i ≤ x; or
if i ∈ N2,0, i ≤ y
aℓi otherwise
Update f = f + (α− β)
If f ≥ r(N0) and Indfa = 1, then set
ℓ = ℓ+ 1 and go to Step 3d.
Step 3c: Set ℓ = ℓ+ 1 and go to Step 3b.
Step 3d: Construct optimal networks Ga,0 =
[N0, Ea,0, ca,0] and Ga,1 = [N2,0, Ea,1, ca,1]
using the ModG-algorithm with (aℓi : i ∈ N0)
and (aℓi : i ∈ N2,0) as input vectors,
respectively. Update
cˆa(e) =

cˆa(e) + ca,0(e) ∀e ∈ Ea,0
cˆa(e) + ca,1(e) ∀e ∈ Ea,1
cˆa(e) otherwise
Step 4a: If bt1= even, and the set {bi : i ∈ N0}
contains at least one odd value, then
set Indexb0 = 1, bt1 =bt1 + 1, bt2 = bt2+1.
If b(n1+1) = even, and the set {bi : i∈N0,2}
contains at least one odd value, then
set Indexb1 = 1, b(n1+1) = b(n1+1) + 1,
b(n1+2) = b(n1+2) + 1.
Define Qb,0 = {i : bi = odd; i ∈ N0};
Qb,1 = {i : bi = odd; i ∈ N
0,2}.
Set b̂i = bi − 1 ∀i ∈ Qb,0 ∪Qb,1; and
b̂i = bi for every other i.
Set bˆi = b̂i ∀i.
Set cˆb(e) = 0 ∀e; b0i = bˆi ∀i; and ℓ = f = 0.
If 2⌈ 12s(N
0)⌉ < min{bˆi : i ∈ N
0 ∪N0,2},
then set Indfb = 1 and go to Step 4b.
If s(N0) < min{bt1 , b(n1+1)} − 2, then
go to Step 4b.
If bˆt1 = bˆ(n1+1), then set IndexbI = 1.
Else, add 2 to the smaller of bˆt1 and bˆ(n1+1).
Step 4b: Let α = max{bℓi : i ∈ N0 ∪N0,2}.
If α = 0, go to Step 5a.
If bℓt1 < α, then set x = 0; else, let x be
the largest integer such that bℓtx = α.
If bℓ(n1+1) < α, then y = n1; else, let y be
the largest integer in N0,2 such that bℓy=α.
If x=n0 then set β1=0; else set β1=bℓtx+1 .
If y=n1, then set β2=0; else set β2=bℓy+1.
Set β = max{β1, β2}.
If the set {t1, t2, . . . , tx} ∪ {n1 + 1, n1 + 2,
. . . , y} contains only 2 elements, say {w, z},
then increase cˆb((w, z)) by (α− β).
Else,
if y=n1, then increase the value of cˆb(e) by
1
2 (α− β) for every e ∈ {(t1, t2),
(t2, t3) . . . , (tx−1, tx), (tx, t1)};
if x=0, then increase the value of cˆb(e) by
1
2 (α− β) for every e ∈ {(n1 + 1, n1 + 2),
(n1+2, n1+3), . . . , (y − 1, y), (y, n1+1)};
otherwise, increase the value of cˆb(e) by
1
2 (α− β) for every e ∈ {(t1, t2),
. . . , (tx−1, tx), (tx, n1+1), (n1+1, n1+2),
. . . , (y − 1, y), (y, t1)}.
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Set bℓ+1i =
{
β if i ∈ X
bℓi otherwise
where X = {t1, t2, . . . , tx, n1+1, n1+2,
. . . , y.} Update f = f + (α− β).
If f ≥ s(N0), and Indfb = 1, then set
ℓ = ℓ+ 1 and go to Step 4d.
Step 4c: Set ℓ = ℓ+ 1; go to Step 4b.
Step 4d: Construct optimal networks Gb,0 = [N0,
Eb,0, cb,0] and Gb,1 = [N2,0, Eb,1, cb,1],
using the ModG-algorithm with
(bℓi : i ∈ N
0) and(bℓi : i ∈ N0,2) as input
vectors, respectively.
Update
cˆb(e) =

cˆb(e) + cb,0(e) ∀e ∈ Eb,0
cˆb(e) + cb,1(e) ∀e ∈ Eb,1
cˆb(e) otherwise
Step 5a: Set cˆ(e) = cˆa(e) + cˆb(e) ∀e; and
Gˆ = [N, Eˆ, cˆ], where Eˆ = {e : cˆ(e) > 0}.
Set c(e) = cˆ(e) ∀e.
If the set Qb,1 is non-empty, then order
its elements as (k1, k2, . . . , kq), such
that k1 < k2 < · · · < kq , and increase c(e)
by 1 ∀e ∈ {(ki, ki+ q
2
) : i ∈ 1, 2, . . . , q2}.
If Case = 1, then go to Step 5b.
Define multiset Qa = Qa,0 ∪Qa,1 ∪Qb,0.
If the multiset Qa is non-empty and
contains at least two distinct nodes,
then order the elements of Qa as ([1], . . . ,
[p]), in the order in which they appear
in the ordered sequence
(1, 2, . . . , n0, n0 + 1, n0 + 2, . . . , n1),
and increase c(e) by 1
∀e ∈ {([i], [i+ p2 ]) : i = 1, 2, . . . ,
p
2}.
Set G = {N,E, c} where
E = {e : c(e) > 0}; and go to Step 6.
Step 5b: Define multiset Q′ = Qa,0 ∪Qb,0.
If the multiset Q′ is non-empty and
contains at least two distinct nodes, then order
its elements as ([1], [2], . . . , [p]), in the
order in which they appear in the ordered
sequence (1, 2, . . . , n0), and increase c(e)
by 1∀e ∈ {([i], [i+ p2 ]) : i = 1, 2, . . . ,
p
2}.
If the set Qa,1 is non-empty, then order its
elements as (k1, k2, . . . , kℓ), such
that k1 < k2 < · · · < kℓ, and increase c(e)
by 1 ∀e ∈ {(ki, ki+ ℓ
2
) : i ∈ 1, 2, . . . , ℓ2}.
Set G = {N,E, c} where
E = {e : c(e) > 0}.
Step 6: Set c∗(e) = c(e) ∀e.
If Indexa=1, decrease c∗((u, u+1)) by 1.
If Indexa0 = 1, decrease c∗((1, 2)) by 1.
If Indexb0 = 1, decrease c∗((t1, t2)) by 1.
If Indexb1 = 1, decrease c∗((n1+1, n1+2))
by 1.
If IndexaI = 1, then increase the value of
c∗((1, n0 + 1)) by 1.
If IndexbI = 1, then increase the value of
c∗((t1, n1 + 1)) by 1.
Set G∗ = {N,E∗, c∗},
where E∗ = {e : c∗(e) > 0}.
Step 7: Output the network G∗ and stop.
Theorem 13 The network G∗ produced by Algorithm
5 is a feasible solution to Case 3 of the 2-INSP problem
and
∑
{c∗(e) : e ∈ E∗} ≤ (OPT + 3).
Proof. : It is easy to see that
∑
{c∗(e) : e ∈ E∗} ≤
⌈ 12
∑
{(ai + bi) : i ∈ N}⌉+ 3.
The bound on the objective function value now follows
from Lemma 7.
To prove the feasibility of the network G∗, we use
the same approach as in the proof of Theorem 11. Thus,
consider any cut (X,X). It will be sufficient to show
that c∗[X,X] ≥ min{max{ai : i ∈ X},max{ai : i ∈
X}} +min{max{bi : i ∈ X},max{bi : i ∈ X}}. Let
min{max{ai : i ∈ X},max{ai : i ∈ X}} = au; and
min{max{bi : i ∈ X},max{bi : i ∈ X}} = bv. We
shall consider various cases:
For convenience, let (n0 + 1) = j and n1 + 1 = k.
If u = 1, then a1 ≤ aj , a1 ≤ â1 ≤ a1 + 2, and
(aj − 1) ≤ âj ≤ (aj + 1).
If â1 < âj , then aˆj ≥ aˆ1 ≥ (a1 + 2).
If â1 = âj , then aˆj = aˆ1 ≥ a1 and IndexaI = 1.
If â1 > âj , then aˆn0+1 = aˆ1 ≥ a1 + 1.
Thus, in every one of these cases, using the same
argument as in the proof of Theorem 11, we can show
that∑
{cˆa((i, j)) : i ∈ X ; j ∈ X} ≥ aˆ1.
If u = j, then aj ≤ a1, a1 ≤ â1 ≤ a1 + 2, and
(aj − 1) ≤ âj ≤ (aj + 1).
If âj < â1, then aˆ1 ≥ aˆj ≥ (aj + 1).
If â1 = âj , then aˆ1 = aˆj ≥ aj + 1 and IndexaI = 1.
The case âj > â1 is not possible.
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Thus, in every one of these cases, using the same
argument as in the proof of Theorem 11, we can show
that∑
{cˆa((i, j)) : i ∈ X ; j ∈ X} ≥ aˆj1 .
If u ∈ N0 − {1}, then au ≤ a1, and aˆ1 ≥ aˆu ≥ au
and if aˆu = au, then u ∈ Qa,0.
In this case, using the same argument as in the proof
of Theorem 11, it follows that∑
{cˆa((i, j)) : i ∈ X ; j ∈ X} ≥ aˆu.
If u ∈ N2,0 −{j}, then au ≤ aj , and aˆj ≥ aˆu ≥ au
and if aˆu = au, then u ∈ Qa,1.
In this case too, using the same argument as in the
proof of Theorem 11, it follows that∑
{cˆa((i, j)) : i ∈ X ; j ∈ X} ≥ aˆu.
It can be similarly shown that∑
{cˆb((i, j)) : i ∈ X ; j ∈ X} ≥ bˆv.
If nodes 1 and j (t1 and k) lie on different sides of the
bipartition (X,X) then if possible, choose u ∈ {1, j}
(v ∈ {t1, k}), preferably u = j (v = t1).
Then, using the same approach as in the proof of
Theorem 11, the above facts and the choice of sets
Qa,0, Qa,1, Qb,0, Qb,1, it can be easily shown that
c∗[X,X] ≥ au + bv.
Except for the case (u ∈ N1, v ∈ N0), the result
now follows from the fact that au + bv = au + bv.
Let us consider the case u ∈ N1, v ∈ N0.
If u = j or v = t1, then using the same approach it
can be easily shown that c∗[X,X] ≥ au + bv + 1 =
au + bv .
Now let us consider the case u ∈ N1 − {j}}, v ∈
N0 − {t1}.
If nodes 1 and j lie on different sides of the bipartition
(X,X), then it follows by the choice of the node u that
IndexaI=0. Similarly, if nodes t1 and k lie on different
sides of the bipartition (X,X), then IndexbI=0. Thus,
in either case, c∗[X,X] ≥ au + bv + 2 > ax + by .
Else, each of node setsN0 andN1 intersects properly
each of the sets X and X . Thus, if we traverse the
node set N0 ∪ N1 in the order ((j =)n0 + 1, n0 +
2, . . . , n1, 1, 2, . . . , n0, n0 + 1), then we cross the cut
(X,X) at least 4 times. Using the same argument as in
the proof of Theorem 11, it now follows that c∗[X,X] ≥
au + bv + 1 = au + bv. This proves the result.
:
5. The General Case
We shall now use the insights gained from algorithms
for the special cases presented in Section 4. to develop
an algorithm for the general case that produces a feasible
network with objective function value within 3 of the
lower bound established in Section 3..
Step 0: Compute ai = max{rij : j 6= i} and bi =
max{sij : j 6= i} ∀i ∈ N .
Let N = N0,2 ∪N1,2 ∪N2,0 ∪N2,1 ∪N1,1 ∪N2,2.
Design network G = {N,E, c}, for input {ai, bi :
i ∈ N} using Algorithm 5 of case 3 of the previous
section.
Let c∗(e) = c(e) ∀e ∈ E.
Let N˜ = N0,1 ∪ N1,0 = N − N . Let G˜ = [N, E˜]
where E˜ = {(i, j) : rij > 0 or sij > 0}. Contract
in G˜ the node set N to get graph G′. Find a spanning
forest in G′; and assign c∗(e) = 1 for all edges e in G′
corresponding to this spanning forest. Let E∗ = {e :
c∗(e) > 0}. Output networkG∗ = [N,E∗, c∗] and stop.
Theorem 14 The network G∗, output by Algorithm 5.,
is feasible to the problem 2-INSP and has objective
function value no more than (OPT + 3).
Proof. This follows easily from Theorem 13 and Lemma
6.
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