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Introduction
A rational group of hermitian type is a Q-simple algebraic group G such that the symmetric space
D of maximal compact subgroups of the real Lie group G(R) is a hermitian symmetric space of the
non-compact type. There are two major classes of subgroups of G of importance to the geometry of D
and to arithmetic quotients XΓ = Γ\D of D: parabolic subgroups and reductive subgroups. The former
are connected with the boundary of the domain D, while the latter are connected with submanifolds
D′ of the interior of D, a priori just symmetric spaces. Under certain assumptions on the reductive
subgroup, D′ ⊂ D is a holomorphic symmetric embedding, displaying D′ as a sub-hermitian symmetric
space. It is these latter groups we study in this paper, and we call them quite generally “symmetric
subgroups”; these are the subgroups occuring in the title.
The purpose of this paper is to prove an existence result of the following kind: given a maximal
Q-parabolic P ⊂ G, which is the stabilizer of a boundary component F , meaning that P (R) = N(F ),
there exists a Q-subgroup N ⊂ G, which is a symmetric subgroup defining a subdomain DN ⊂ D
such that: F is a boundary component of DN . To formulate this precisely, we make the following
assumptions on G which are to be in effect throughout the paper: G is isotropic, and G(R) is not a
product of groups of type SL2(R). The basis of our formulation is the notion of incident parabolic and
symmetric subgroups. We first define this for the real groups. Fix a maximal R-parabolic P ⊂ G(R),
and let as above F ⊂ D∗ denote the corresponding boundary component stabilized by P . First assume
that F is positive-dimensional. Let N ⊂ G(R) be a symmetric subgroup; we shall say N and P are
incident, if the following conditions are satisfied.
1) N has maximal R-rank, that is, rankRN = rankRG.
2) N is a maximal symmetric subgroup.
3) N = N1×N2, where N1 ⊂ P is a hermitian Levi factor of P for some Levi decomposition (these
terms are explained in more detail in the text).
From work of Satake and Ihara one knows, up to conjugation, all subgroups N fulfilling the above;
these results are collected in Table 1, and such a group is uniquely determined up to conjugation
(by an element of K ⊂ G(R), a maximal compact subgroup). It is trickier to define something
similar for the case dim(F ) = 0. This is easiest to see by considering the geometric equivalent of the
conditions above. They state that the subdomain DN defined by N has the same R-rank as D, is a
maximal subdomain, and finally, that DN contains the given boundary component F in its boundary,
F ⊂ DN , and furthermore that DN = D1 × D2, where D1 is (as an abstract hermitian symmetric
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space) isomorphic to F . The condition 1) is still a natural one to assume, but 2) is in general too
strong, while 3), in the case of dim(F ) = 0, seems to imply DN should be irreducible and contain F
as a boundary component. We then replace, for dim(F ) = 0, the conditions 2) and 3) by 2’) and 3’)
below:
2’) N is a maximal subgroup of tube type, i.e., such that DN is a tube domain.
3’) DN is maximal irreducible and contains F as a boundary component.
The subgroups N fulfilling 1), 2), 3’) or 1), 2’), 3’) are also known and are listed in Table 2. But there
simply do not always exist such subgroups; more precisely, for the domains
(ED) Iq,q, IIn, n even, IIIn,
there are no subgroups N fulfilling the above. So in these cases, we introduce the conditions
2”) N is minimal, subject to 1).
3”) DN contains F as a boundary component.
It is clear that condition 1) and 2”) together imply that the domain DN is a polydisc, DN ∼= (D1,1)
t,
where t = rankRG, and D1,1 = SL2(R)/K is the one-dimensional disc. Altogether these conditions
insure that for any maximal R-parabolic P ⊂ G(R), there is a finite set of incident symmetric subgroups
N ⊂ G(R), such that any subgroup incident to P is isomorphic to one of them. Moreover, if F is
positive-dimensional, N is unique up to isomorphism.
Recall now that given G(R) of hermitian type, rankRG(R) = t, one can find t strongly orthog-
onal roots µ1, . . . , µt which determine a unique maximal R-split torus A ⊂ G(R), the correspond-
ing root system Φ(A,G), as well as a set of simple R-roots. The closed, symmetric set of roots
Ψ = {±{µ1}, . . . ,±{µt}} then determines a (unique) R-subgroup NΨ ⊂ G(R), which is isomorphic to
(SL2(R))
t. Conversely, the maximal R-split torus A defines the root system Φ(A,G), and in this root
system there is a good unique choice for the strongly orthogonal roots µ1, . . . , µt (see section 1.1), so A
determines Ψ and Ψ determines A. For each of the symmetric groups above, it is natural to consider
also the condition
4) Assume the parabolic P is standard with respect to A. Then NΨ ⊂ N , where Ψ and A determine
one another in the manner just described.
We then pose the following problem. Given the rational group of hermitian type G, and given a
maximal Q-parabolic P ⊂ G, find a symmetric Q-subgroup N ⊂ G, such that P and N are incident,
meaning that N(R) and P (R) are incident in G(R) is the above sense, i.e., N(R) fulfills 1), 2) and
3) (if P (R) = N(F ), dim(F ) > 0 ), 1), 2’) and 3’) or 1), 2”) and 3”) in the corresponding cases
dim(F ) = 0,D 6∈ (ED) respectively dim(F ) = 0,D ∈ (ED).
The main result of the paper is that the problem just posed can be solved in almost all cases,
specified in the following theorem.
Main Theorem Let G be Q-simple of hermitian type subject to the restrictions above (G(R) not a
product of SL2(R)’s and G isotropic), P ⊂ G a maximal Q-parabolic. Then there exists a reductive Q-
subgroup N ⊂ G such that (P,N) are incident, in the sense just defined, with the following exceptions:
In the case of zero-dimensional boundary components,
• Index C
(2)
2n,n, that is, G is isogenous to the group Resk|QG
′, G′ = SU(V, h), the special unitary
group for a hermitian form h : V ×V −→ D, where V is a 2n-dimensional right D-vector space,
D a totally indefinite quaternion division algebra which is central simple over k (k a totally real
number field), and the Witt index of h is n.
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In this case the k-subgroups fulfilling 1), 2”) (over k) and 3”) and the corresponding domains are
• n > 1: N = Resk|QN
′, N ′ ∼= SU(V1, h|V1) × · · · × SU(Vn, h|Vn), where Vi is a hyperbolic plane,
V ∼= V1 ⊕ · · · ⊕ Vn, and then N
′(R) ∼= Sp(4,R) × · · · × Sp(4,R), and the domain DN ′ is of type
III2 × · · · × III2.
• n = 1: N = Resk|QN
′, N ′ ∼= SU(VL, h|VL), where VL ⊂ V is a plane defined by the inclusion
of an imaginary quadratic extension L of k, L ⊂ D (viewing V as a k-vector space), and then
N ′(R) ∼= SL2(R) and the domain DN ′ is of type III1, a disc (in particular not fulfilling 1)).
Moreover, there is a Q-subgroup N fulfilling also condition 4) with the exception of the index C
(2)
2,1 .
Hence, for indices C
(2)
2n,n with n > 1 we can find N fulfilling 1) and 3”), but neither 2’) nor 2”), but
rather only 2”) over k, that is, requiring N to be minimal over k. In the case n = 1, it would seem
that there are no subgroups satisfying condition 1) at all; at any rate we could find none. This case
was considered in detail in [Hyp]. As a final remark, we could eliminate the exceptional status of the
cases n > 1 by changing 2”) accordingly, but we feel these groups are indeed exceptions.
The main application of the above theorem is to arithmetic quotients of bounded symmetric
domains. Let Γ ⊂ G(Q) be an arithmetic subgroup, XΓ = Γ\D the arithmetic quotient. Since the
subgroups N ⊂ G of the theorem are defined over Q, ΓN := Γ ∩ N(Q) is an arithmetic subgroup
in N , and XΓN := ΓN\DN is an arithmetic quotient. Clearly XΓN ⊂ XΓ, and, viewing XΓ as an
algebraic variety, XΓN is a subvariety, which we call a modular subvariety. More precisely, one has the
Baily-Borel embedding of the Satake compactification X∗Γ, which makes X
∗
Γ an algebraic variety and
XΓ a Zariski open subset of a projective variety. By a theorem of Satake [S2], the natural inclusion
XΓN ⊂ XΓ extends to an inclusion of the Baily-Borel compactifications, displaying X
∗
ΓN
as a (singular)
algebraic subvariety of the algebraic variety X∗Γ. The notion of incidence then manifests itself in the
following way. A boundary component Vi ⊂ X
∗
Γ (here Vi is itself an arithmetic quotient) and modular
subvariety X∗ΓN are incident, if Vi is a boundary component of X
∗
ΓN
. These matters will be taken up
elsewhere.
Let us now sketch the idea of proof of the Main Theorem. We consider the different possibilities
for the Q-rank of G. By assumption, G is isotropic, so rankQG ≥ 1. We split the possible cases into
the following three items, corresponding roughly to increasing order of difficulty:
1) G is split over R (explained below).
2) G is not split over R, but rankQG ≥ 2.
3) rankQG = 1.
The first case occurs as follows. Since G is Q-simple, there is a totally real number field k and
an absolutely simple k-group G′ such that Resk|QG
′ = G. Let S be a maximal k-split torus of G′,
A ⊂ G′(R) a maximal R-split torus, which one may assume contains S, S ⊂ A. Then G′ is split over
R, if S = A, i.e., a maximal k-split torus is also a maximal R-split torus. In this case the proof of
the main theorem is more or less trivial, and is carried out in §4. Case 2) is already more subtle; we
combine constructions based on the correspondence between semisimple Lie algebras (of the classical
type) and central simple algebras with involution, as presented in [W], with the known classification
of k-indices of absolutely simple groups, as presented in [T]. This is carried out in §5, and in this
as well as the next section most of the work is necessary for the case of zero-dimensional boundary
components. The most interesting case, done in the last paragraph, is the case of rank one. Here
it turns out that similar arguments as above apply in the cases that the boundary component F is
positive-dimensional; but in the case of zero-dimensional boundary components, new arguments are
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required. In particular, the case of hyperbolic planes is fundamental, and this was studied in detail in
[Hyp]. Drawing on the results of that paper we can complete the proof of the theorem.
1 Real parabolics of hermitian type
1.1 Notations
In this paper we will basically adhere to the notations of [BB]. In the first two paragraphs G will
denote a real Lie group; later G will be a Q-group of hermitian type. We assume G is reductive,
connected and with compact center; K ⊂ G will denote a maximal compact subgroup, D = G/K
the corresponding symmetric space. Throughout this paper we will assume G is of hermitian type,
meaning that D is a hermitian symmetric space, hence a product D = D1 × · · · × Dd of irreducible
factors, each of which we assume is non-compact. Let g = k + p denote a Cartan decomposition of
the Lie algebra of G, gC = kC + p
+ + p− the decomposition of the complexified Lie algebra, with p±
abelian subalgebras (and pC = p
+ ⊕ p−). Chooosing a Cartan subalgebra h ⊂ g, the set of roots of
gC with respect to hC is denoted Φ = Φ(hC,gC). As usual, we choose root vectors Eα ∈ g
α such that
the relations
[Eα, E−α] = Hα ∈ hC, α(Hβ) = 2
< α, β >
< β, β >
, α, β ∈ Φ,
hold. Complex conjugation maps p+ to p−, in fact permuting Eα and E−α for Eα ∈ p
±. Moreover, if
Σ± := {α|Eα ∈ p
±}, then
p± = spanC(Eα), α ∈ Σ
±; p = spanR(Xα, Yα), α ∈ Σ
+,
where Xα = Eα + E−α, Yα = i(Eα − E−α) (twice the real and the (negative of the) imaginary parts,
respectively). Let µ1, . . . , µt denote a maximal set of strongly orthogonal roots, determined as in
[H]: µ1 is the smallest root in Σ
+, and µj is the smallest root in Σ
+ which is strongly orthogonal to
µ1, . . . , µj−1. This set will be fixed once and for all.
Once this set of strongly orthogonal roots has been chosen, a maximal R-split torus A is uniquely
determined by Lie(A) = a = spanR(Xµ1 , . . . ,Xµt). Then ΦR = Φ(a,g) will denote the set of R-roots,
and g has a decomposition
g = z(a)⊕
∑
η∈ΦR
gη,
where gη = {x ∈ g|ad(s)x = η(s)x,∀s∈A}. For each irreducible component of G, the set of R-roots
is either of type Ct or BCt, and of type Ct ⇐⇒ the corresponding domain is a tube domain. If ξi
denote coordinates on a dual to Xµi , assuming for the moment D to be irreducible, the R-roots are
explicitly
ΦR : ±(ξi ± ξj), ±2ξi (1 ≤ i ≤ t, i < j) (Type Ct)
±(ξi ± ξj), ±2ξi, ±ξi (1 ≤ i ≤ t, i < j) (Type BCt)
∆R : ηi = ξi − ξi+1, i = 1, . . . , t− 1, and ηt = 2ξt (Type Ct) , ηt = ξt (Type BCt).
(1)
Here the simple roots ∆R are with respect to the lexicographical order on the ξi. A general R-root
system is a disjoint union of simple root systems. The choice of maximal set of strongly orthogonal
roots determines an order on a (the lexicographical order), which determines, on each simple R-root
system, an order as above; this is called the canonical order.
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1.2 Real parabolics
The maximal R-split abelian subalgebra a, together with the order on it (induced by the choice
of strongly orthogonal roots), determines a unique nilpotent Lie algebra of g, n =
∑
η∈Φ+
R
gη. Set
A = exp(a), N = exp(n), and
B := Z(A) ⋊N ; (2)
this is a minimal R-parabolic, the standard one, uniquely determined by the choice of strongly orthog-
onal roots. Every minimal R-parabolic of G is conjugate to B. Note that, setting M = Z(A) ∩K, we
have Z(A) =M ×A, and the group M is the semisimple anisotropic kernel of G.
Assume again for the moment that D is irreducible, and let ηi, i = 1, . . . , t denote the simple
R-roots. Set ab := ∩j 6=bKerηj , b = 1, . . . , t, a one-dimensional subspace of a, and Ab := exp(ab),
a one-dimensional R-split subtorus of A. Equivalently, Ab = (∩j 6=bKerηj)
0, where ηj is viewed as a
character of A. The standard maximal R-parabolic, Pb, b = 1, . . . , t, is the group generated by Z(Ab)
and N ; equivalently it is the semidirect product (Levi decomposition)
Pb = Z(Ab) ⋊ Ub, (3)
where Ub denotes the unipotent radical. The Lie algebra ub of Ub is the direct sum of the g
η, η ∈
Φ+R , η|ab 6≡ 0. The Lie algebra z(ab) of Z(Ab) has a decomposition:
z(ab) = mb ⊕ lb ⊕ l
′
b ⊕ ab, lb =
∑
η∈[ηb+1,...,ηt]
gη + [gη,g−η ], l′b =
∑
η∈[η1,...,ηb−1]
gη + [gη,g−η ], (4)
and mb is an ideal of m, the Lie algebra of the (semisimple) anisotropic kernel M . Both lb and l
′
b are
simple, and the root system [ηb+1, . . . , ηt] is of type Ct-b or BCt-b, while the root system [η1, . . . , ηb−1]
is of type Ab-1. Let Lb, L
′
b denote the analytic groups with Lie algebras lb and l
′
b, respectively, and let
Rb = L
′
bAb, a reductive group (of type Ab-1). We call Lb the hermitian factor of the Levi component
and Rb the reductive factor. It is well known that Lb defines the hermitian symmetric space which
is the bth (standard) boundary component of D. Indeed, letting Kb ⊂ Lb denote a maximal compact
subgroup, Db = Lb/Kb is hermitian symmetric, and naturally contained in D as a subdomain, Db ⊂ D.
Let ζ : D −→ p+ be the Harish-Chandra embedding, and let D = ζ(D), Db = ζ(Db) denote the
images; Db is a bounded symmetric domain contained in a linear subspace (which can be identified
with p+b = lb,C ∩ p
+). Let ob = −(Eµ1 + · · · + Eµb), 1 ≤ b ≤ t; as the elements ob are in p
+, one can
consider the orbits ob ·G and ob ·Lb. Since for g ∈ Lb the action is described by obg = ob+ζ(g), one has
ob ·Lb = ob+ ζ(Db) = ob+Db, and this is the domain Db, translated into an affine subspace (ob+ p
+
b )
of p+. One denotes this domain by Fb := ob · Lb, and this is the b
th standard boundary component of
D. G acts by translations on the various Fb, and the images are the boundary components of D; one
has
D = D ∪ { boundary components } = D ∪
(
∪tb=1ob ·G
)
,
and D ⊂ p+ is the compactification of D in the Euclidean topology. For any boundary component F
one denotes by N(F ), Z(F ) and G(F ) the normalizer, centralizer and automorphism group G(F ) =
N(F )/Z(F ), respectively. Then, letting U(F ) denote the unipotent radical of N(F ),
N(Fb) = Pb, U(Fb) = Ub, Z(Fb) = Zb, G(Fb) = Lb, (5)
where Zb is a closed normal subgroup of Pb containing every normal subgroup of Pb with Lie algebra
zb = mb ⊕ l
′
b ⊕ ab ⊕ ub, which is an ideal in pb.
Now consider the general case, D = D1 × · · · × Dd, Di irreducible. For each Di we have R-roots
Φi,R, of R-ranks ti and simple R-roots {ηi,1, . . . , ηi,ti}, i = 1, . . . , d. For each factor we have standard
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parabolics Pi,bi (1 ≤ bi ≤ ti) and standard boundary components Fi,bi . The standard parabolics of G
and boundary components of D are then products
Pb = P1,b1 × · · · × Pd,bd , Fb = F1,b1 × · · · × Fd,bd , (b = (b1, . . . , bd)), (6)
and as above Pb = N(Fb). Furthermore,
G(Fb) =: Lb = L1,b1 × · · · × Ld,bd . (7)
As far as the domains are concerned, any of the boundary components Fi,bi may be the improper
boundary component Di, which is indicated by setting bi = 0. Consequently, Pi,0 = Li,0 = Gi and in
(6) and (7) any b = (b1, . . . , bd), 0 ≤ bi ≤ ti are admissible.
1.3 Fine structure of parabolics
For real parabolics of hermitian type one has a very useful refinement of (3). This is explained in
detail in [SC] and especially in [S], §III.3-4. First we have the decomposition of Z(Ab) as described
above,
Z(Ab) =Mb · Lb · Rb, (8)
whereMb is compact, Lb is the hermitian Levi factor, Rb is reductive (of type Ab-1), and the product
is almost direct (i.e., the factors have finite intersection). Secondly, the unipotent radical decomposes,
Ub = Zb · Vb, (9)
which is a direct product, Zb being the center of Ub. The action of Z(Ab) on Ub can be explicitly
described, and is the basis for the compactification theory of [SC]. Before we recall this, let us note
the notations used in [SC] and [S] for the decomposition. In [SC], we find
P (F ) = (M(F )Gh(F )Gℓ(F )) ⋊ U(F ) · V (F ), (10)
and in [S], where the author uses Hermann homomorphisms κ : sl2(R) −→ g to index the boundary
component,
Bκ =
(
G(1)κ ·G
(2)
κ
)
⋊ UκVκ. (11)
In (10), M =Mb, Gh = Lb, Gℓ = Rb, while in (11), G
(1)
κ =Mb · Lb, G
(2)
κ = Rb in our notations. The
action can be described as follows ([S], III §3-4).
Theorem 1.1 In the decomposition of the standard parabolic Pb (see (8) and (9))
Pb = (Mb · Lb · Rb) ⋊ Zb · Vb,
the following statements hold.
(i) The action of Mb · Lb is trivial on Zb, while on Vb it is by means of a symplectic representation
ρ :Mb · Lb −→ Sp(Vb, Jb), for a symplectic form Jb on Vb.
(ii) Rb acts transitively on Zb and defines a homogenous self-dual (with respect to a bilinear form)
cone Cb ⊂ Zb, while on Vb it acts by means of a representation σ : Rb −→ GL(Vb, Ib) for some
complex structure Ib on Vb.
Furthermore the representations ρ and σ are compatible in a natural sense.
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2 Holomorphic symmetric embeddings of symmetric domains
2.1 Symmetric subdomains
We continue with the notations of the previous paragraph. Hence G is a real Lie group of hermitian
type (reductive), D is the corresponding domain. We wish to consider reductive subgroups N ⊂ G,
also of hermitian type, defining domains DN , such that the inclusion N ⊂ G induces a holomorphic
injection of the domains i : DN ⊂ D, and the i(DN ) are totally geodesic. First of all we may assume
that KN , a maximal compact subgroup of N , is the intersection KN = K ∩ N ; equivalently, letting
o ∈ D and oN ∈ DN denote the base points, i(oN ) = o. Note that conjugating N by an element of
K yields an isomorphic group N ′ and subdomain i′ : DN ′ ⊂ D such that i
′(oN ′) = o, and this defines
an equivalence relation on the set of reductive subgroups N ⊂ G as described. For the irreducible
hermitian symmetric domains, the equivalence classes of all such N have been determined by Satake
and Ihara ([S1] for the cases of D of type Ip,q, IIn, IIIn; [I] for the other cases).
Before quoting the results we will need, let us briefly remark on the mathematical formulation
of the conditions. For this, let D, D′ be hermitian symmetric domains, G, G′ the automorphism
groups, g, g′ the Lie algebras, g = k⊕ p, g′ = k′⊕ p′ the Cartan decompositions and θ, θ′ the Cartan
involutions on g and g′, respectively. To say that for an injection iD : D →֒ D
′ of symmetric spaces,
iD(D) is totally geodesic in D′ is to say that iD is induced by an injection i : g →֒ g′ of the Lie algebras.
If this holds, iD is said to be strongly equivariant. Then, θ = θ
′
|i(g), or k = g ∩ k
′, p = g ∩ p′. Since
both D and D′ are hermitian symmetric, there is an element ξ in the center of k (resp. ξ′ in the center
of k′), such that J = ad(ξ) (resp. J ′ = ad(ξ′)) gives the complex structure. To say that the injection
iD : D →֒ D
′ is holomorphic is the same as saying i ◦ J = J ′ ◦ i, or equivalently,
(H1) i ◦ ad(ξ) = ad(ξ
′) ◦ i.
This is the condition utilized by Satake and Ihara in their classifications. The condition (H1) is clearly
implied by
(H2) i(ξ) = ξ
′,
which however, if fulfilled, gives additional information. For example ([S2], Proposition 4) if D is a
tube domain and i satisfies (H2), then D
′ is also a tube domain. Furthermore, ([S], Proposition II 8.1),
if iD : D −→ D
′ is a holomorphic map which is strongly equivariant, the corresponding homomorphism
i fulfills (H1), and, moreover, if D and D
′ are viewed as bounded symmetric domains D, D′ via the
Harish-Chandra embeddings, then iD : D −→ D
′ is the restriction of a C-linear map i+ : p+ −→ (p′)+.
If iC : gC −→ g
′
C denotes the C-linear extension of i, and σ : gC −→ gC, σ
′ : g′C −→ g
′
C denote the
conjugations over g and g′, respectively, then the condition θ = θ′|i(g) is equivalent to the condition iC ◦
σ = σ′ ◦ iC. This implies that i : (g, ξ) −→ (g
′, ξ′) gives rise to a symmetric Lie algebra homomorphism
(gC, σ) −→ (g
′
C, σ
′), and therefore, by [S], Proposition I 9.1, to a homomorphism of Jordan triple
systems i+ : p+ −→ (p′)+. It follows ([S], p. 85) that the following three categories are equivalent:
(SD) Category whose objects are symmetric domains (D, o) with base point o, whose morphisms
ρD : (D, o) −→ (D
′, o′) are strongly equivariant holomorphic maps ρD : D −→ D
′ with
ρD(o) = o
′.
(HL) Category whose objects are semisimple Lie algebras (g, ξ) of hermitian type (without
compact factors), whose morphisms ρ : (g, ξ) −→ (g′, ξ′) are homomorphisms satisfying
(H1).
(HJ) Category whose objects are positive definite hermitian Jordan triple systems p+, whose
morphisms ρ+ : p
+ −→ (p′)+ are C-linear homomorphisms of Jordan triple systems.
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Table 1: Symmetric subdomains incident with positive-dimensional boundary components
D Fb, (b < t) DN (H2)
Ip,q Ip-b,q-b Ip-b,q-b × Ib,b p = q
IIn IIn-2b IIn-2b × II2b yes
IIIn IIIn-b IIIn-b × IIIb yes
IVn IV1 IV1 × IV1 yes
V I5,1 I5,1 × I1,1 yes
VI IV10 IV10 × IV1 yes
IV1 IV1 × IV10 yes
2.2 Positive-dimensional boundary components
We now quote some results which we will be using. First, assume we have fixed A ⊂ G as above, and
let Fb ⊂ D be a standard boundary component of positive dimension, i.e., if D is irreducible, of rank
t, then b < t; if D = D1 × · · · × Dd, then in the notations of (6), b = (b1, . . . , bd), we have bi < ti for
at least one i. If D is irreducible, we list in Table 1 a positive-dimensional boundary component and
a symmetric subdomain DM ⊂ D with the property that DN = DF ×D
′, where DF is, as a hermitian
symmetric space, isomorphic to the given boundary component. If D is reducible, D = D1× · · · ×Dd,
and Fb ⊂ D is a standard boundary component, we get a subdomain DN = DN1 × · · · × DNd such
that DNi ⊂ Di is of the type just mentioned with respect to the boundary component Fbi ⊂ Di.
Next, choose N ⊂ G with DN as in Table 1, such that A ⊂ N is a maximal R-split torus in N , so
that we can speak of standard boundary components of DN . Then the subdomains DN listed in Table
1 have the following property. For simplicity we will assume from now on that G is semisimple.
Proposition 2.1 Given G, simple of hermitian type with maximal R-split torus A and simple R-roots
ηi (1 ≤ i ≤ t = rankRG), let Pb and Fb denote the standard maximal R-parabolic and standard boundary
component determined by ηb (b < t). Let N ⊂ G be a symmetric subgroup with A ⊂ N , defining a
subdomain DN as in Table 1, such that N = N1 × N2 and N1 is a hermitian Levi factor of Pb. Let
P0 × Pt2 be the standard maximal parabolic defined by the last simple R-root ηt2 of the second factor
in the decomposition N = N1 × N2. Then if F := F0 × Ft2 (
∼= DN1 × {pt.}, t2 = rankRN2) denotes
the corresponding standard boundary component, the equality iN (F ) = Fb holds, where iN : DN −→ D
denotes the injection.
Proof: From construction, F ∼= DN1 × {pt}
∼= Fb as a hermitian symmetric space; to see that they
coincide under iN , recall from (4) the root space decomposition of the hermitian Levi component of
Pb. Since A ⊂ N is also a maximal R-split torus of N , in the root system Φ(A,N) we have the
subsystem [ηb+1, . . . , ηt] giving rise, on the one hand to the hermitian Levi factor lb in pb, on the other
hand to the Lie algebra of the first factor n1 of N . From this it follows that Pb stabilizes iN (F ), hence
iN (F ) = Fb. ✷
Before proceeding to the case of zero-dimensional boundary components, we briefly explain how
the subgroups N ⊂ G (which are not unique, of course) arise in terms of ±symmetric/hermitian forms,
at least for the classical cases. For this, we note that G can be described as follows (we describe here
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certain reductive groups; the simple groups are just the derived groups):
I Ip,q: G is the unitary group of a hermitian form on C
p+q of signature (p, q)
(p ≥ q).
II IIn: G is the unitary group of a skew-hermitian form on H
n.
III IIIn: G is the unitary group of a skew-symmetric form on R
2n.
IV IVn: G is the unitary group of a symmetric bilinear form on R
n+2 of signature
(n, 2).
(12)
Each of the ±symmetric/hermitian forms is isotropic, and if t = rankRG, the maximal dimension of
a totally isotropic subspace is t = q,
[
n
2
]
, n, 2 in the cases I, II, III, and IV, respectively. Each
maximal real parabolic is the stabilizer of a totally isotropic subspace, and using the canonical order
on the R-roots as above, Pb stabilizes a totally isotropic subspace of dimension b. Choosing a maximal
torus T (resp. a maximal R-split torus A ⊂ T ) amounts to choosing a basis of V (resp. choosing a
subset of this basis which spans a maximal totally isotropic subspace), and the standard parabolic is
the stabilizer of a totally isotropic subspace spanned by some part of this basis. Now let H ⊂ V be
a totally isotropic subspace with basis h1, . . . , hb. Then there are elements h
′
1, . . . , h
′
b of V such that
h(hi, h
′
j) = δij , h(hi, hi) = h(h
′
i, h
′
i) = 0, and h1, . . . , hb, h
′
1, . . . , h
′
b span (over D) a vector subspace
W ⊂ V on which h restricts to a non-degenerate form. Let W⊥ denote the orthogonal complement of
W in V , W ⊕W⊥ = V . Then
N := U(W,W⊥;h) := {g ∈ U(V, h)|g(W ) ⊂W, g(W⊥) ⊂W⊥} ∼= U(W,h|W )× U(W
⊥, h|W⊥). (13)
N is a reductive subgroup of G, and as one easily sees, its symmetric space is just the domain denoted
DN in Table 1 above. The relation “boundary component ⊂ symmetric subdomain” translates into
“totally isotropic subspace ⊂ non-degenerate subspace”, H ⊂W , and because h|W is non-degenerate,
any g ∈ U(V, h) which stabilizes W automatically stabilizes its orthogonal complement in V as in
(13).
2.3 Zero-dimensional boundary components
We now would like to consider the zero-dimensional boundary components, which correspond in the
above picture to maximal totally isotropic subspaces. The construction above (13) doesn’t necessarily
work in this case, asW⊥ may be {0}, and N = G. However, in terms of domains, given any subdomain
D′ ⊂ D, it can be translated so as to contain a given zero-dimensional boundary component. We
therefore place the following three conditions on such a subdomain:
1) The subdomain D′ has maximal rank (rankRG
′ = rankRG).
2) The subdomain D′ is maximal and G′ is a maximal subgroup, or
2’) The subdomain D′ is maximal of tube type and G′ is maximal with this property.
3’) The subdomain D′ is maximal irreducible, and F is a boundary component of D′.
In Table 2 we list the subdomains (after [I]) D′ fulfilling 1), 2) and 3’) in the column titled “DN”. We
have listed also those subgroups fulfilling 1), 2’) and 3’) in the column titled “maximal tube”.
In Table 2, if there is no entry in the column “DN”, no such subgroups exist. In these cases
it is natural to take the polydisc DNΨ defined by the maximal set of strongly orthogonal roots
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Table 2: Symmetric subdomains incident with zero-dimensional boundary components
D DN (H2) maximal tube
Ip,q, p > q Ip-1,q no Iq,q
Iq,q − − −
IIn, n even − − −
IIn, n odd IIn-1 yes IIn-1
IIIn − − −
IVn IVn-1 yes IVn-1
V I2,4, II5, IV8 yes, no, no I2,2, II4, IV8
VI I3,3, II6 yes I3,3, II6
In the column “DN” the subgroups fulfilling 1), 2) and 3’) are listed, and in the column “maximal tube” the
subgroups fulfilling 1), 2’) and 3’) (i.e., not necessarily 2)) are listed.
Ψ = {±{µ1}, . . . ,±{µt}} as the subdomain DN , as there is no irreducible subdomain, and other
products already occur in Table 1. Hence for these cases we require the conditions 2”) and 3”) of the
introduction. To sum up these facts we make the following definition.
Definition 2.2 Let G be a simple real Lie group of hermitian type, A a fixed maximal R-split torus
defined as above by a maximal set of strongly orthogonal roots, ηi, i = 1, . . . , t the simple R-roots, Fb a
standard boundary component and Pb the corresponding standard maximal R-parabolic. A reductive
subgroup N ⊂ G (respectively the subdomain DN ⊂ D) will be called incident to Pb (respectively to
Fb), if DN is isomorphic to the corresponding domain of Table 1 (b < t) or Table 2 (b = t), and if N
fulfills:
• b < t, then N satisfies 1), 2), 3).
• b = t, D 6∈ (ED), then N satisfies 1), 2’), 3’).
• b = t, D ∈ (ED), then N satisfies 1), 2”), 3”).
For reducible D = D1 × · · · × Dd, we have the product subgroups Nb1,1 × · · · ×Nbd,d, where DNbi,i is
incident to the standard boundary component Fbi of Di (and N0,i = Gi).
Next we briefly discuss uniqueness. We consider first the case of positive-dimensional boundary
components. Let Pb, 1 ≤ b < t be a standard parabolic and let Lb be the “standard” hermitian Levi
factor, i.e., such that Lie(Lb) = lb; then
Nb := Lb ×ZG(Lb) (14)
is a subgroup having the properties of Proposition 2.1, unique since Lb is unique. We shall refer
to this unique subgroup as the standard incident subgroup. The different Levi factors L in Levi
decompositions Pb = L⋊Ru(Pb) are conjugate by elements of Ru(Pb), as is well known. This implies
for the hermitian factors L = Lherm ⊂ L (which are uniquely determined by L) by Theorem 1.1 the
following.
Lemma 2.3 Two hermitian Levi factors L, L′ ⊂ Pb are conjugate by an element of Vb ⊂ Pb.
It follows, since g(Lb×ZG(Lb))g
−1 = gLbg
−1×ZG(gLbg
−1), that two subgroups N, N ′, both incident
with Pb, are conjugate by an element of Vb:
N, N ′ incident to Pb ⇐⇒ N, N
′ conjugate (in G) by g ∈ Vb.
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Proposition 2.4 If (N,Pb) are incident, there is g ∈ Vb such that N is conjugate by g to the standard
Nb of (14).
Proof: Since N is incident, N ∼= N1 ×N2, where N1 is a hermitian Levi factor of N . By Lemma 2.3,
N1 is conjugate by g ∈ Vb to Lb, the hermitian Levi factor with Lie algebra lb in the notations of the
last section. Hence gNg−1 = g(N1×N2)g
−1 = gN1g
−1×gN2g
−1 = Lb×N2,b = Nb, with N2,b = Z(Lb)
(this follows from the maximality of Nb). Consequently, N is conjugate by g ∈ Vb to Nb. ✷
The situation for zero-dimensional boundary components is more complicated, so we just observe
the following. Suppose D 6∈ (ED), and that DN ⊂ D is incident to Ft, Ft=point. For any g ∈ N(Ft) =
Pt, gDN = D
′ ⊂ D is another subdomain, again incident to Ft. If g ∈ Pt ∩ Nt, then gD
′ = DN . In
this sense, letting Qt = Pt ∩ Nt, the coset space Pt/Qt is a parameter space of subdomains incident
with Ft.
Above we have defined the notion of symmetric subgroups incident with a standard parabolic. Any
maximal R-parabolic is conjugate to one and only one standard maximal parabolic, P = gPbg
−1 for
some b. Let Nb be any symmetric subgroup incident with Pb. Then just as one has the pair (Pb, Nb)
one has the pair (P,N),
P = gPbg
−1, N = gNbg
−1. (15)
Definition 2.5 A pair (P,N) consisting of a maximal R-parabolic P and a symmetric subgroup N is
called incident, if the groups are conjugate by a common element g as in (15) to a pair (Pb, Nb) which
is incident as in Definition 2.2.
3 Rational parabolic and rational symmetric subgroups
3.1 Notations
We now fix some notations to be in effect for the rest of the paper. We will be dealing with algebraic
groups defined over Q, which give rise to hermitian symmetric spaces, groups of hermitian type, as we
will say. As we are interested in the automorphism groups of domains, we may, without restricting
generality, assume the group is centerless, and simple over Q. Henceforth G will denote such an
algebraic group. To avoid complications, we exclude in this paper the following case:
Exclude: All non-compact real factors of G(R) are of type SL2(R).
Finally, we shall only consider isotropic groups. This implies the hermitian symmetric space D has no
compact factors. By our assumptions, then, we have
(i) G = Resk|QG
′, k a totally real number field, G′ absolutely simple over k.
(ii) D = D1 × · · · × Dd, each Di a non-compact irreducible hermitian symmetric space, d = [k : Q].
We now introduce a few notations concerning the root systems involved. Let Σ∞ denote the set
of embeddings σ : k −→ R; this set is in bijective correspondence with the set of infinite places of
k. We denote the latter by ν, and if necessary we denote the corresponding embedding by σν . For
each σ ∈ Σ∞, the group
σG′ is the algebraic group defined over σ(k) by taking the set of elements
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gσ, g ∈ G′. For each infinite prime ν we have Gkν
∼= (σνG′)R, and the decomposition of D above can
be written
D =
∏
σ∈Σ∞
Dσ, Dσ := (
σG′)R/K(σ) = (
σG′)0R/K
0
(σ).
Since G′ is isotropic, there is a positive-dimensional k-split torus S′ ⊂ G′, which we fix. Then σS′
is a maximal σ(k)-split torus of σG′ and there is a canonical isomorphism S′ → σS′ inducing an
isomorphism Φk = Φ(S
′, G′) −→ Φσ(k)(
σS′, σG′) =: Φk,σ. The torus Resk|QS
′ is defined over Q and
contains S as maximal Q-split torus; in fact S ∼= S′, diagonally embedded in Resk|QS
′. This yields an
isomorphism Φ(S,G) ∼= Φk, and the root systems ΦQ = Φ(S,G), Φk and Φk,σ (for all σ ∈ Σ∞) are
identified by means of the isomorphisms.
In each group σG′ one chooses a maximal R-split torus Aσ ⊃
σS′, contained in a maximal torus
defined over σ(k). Fixing an order on X(S′) induces one also on X(σS′) and X(S). Then, for each σ,
one chooses an order on X(Aσ) which is compatible with that on X(
σS′), and r : X(Aσ) −→ X(σS
′) ∼=
X(S) denotes the restriction homomorphism. The canonical numbering on ∆R,σ of simple R-roots of
G with respect to Aσ is compatible by restriction with the canonical numbering of ∆Q ([BB], 2.8).
Recall also that each k-root in Φk is the restriction of at most one simple R-root of G
′(R) (which is a
simple Lie group). Let ∆k = {β1, . . . , βs}; for 1 ≤ i ≤ s set c(i, σ):= index of the simple R-root of
σG′
restricting on βi. Then i < j implies c(i, σ) < c(j, σ) for all σ ∈ Σ.
Each simple k-root defines a unique standard boundary component: for b ∈ {1, . . . , s},
Fb :=
∏
σ∈Σ∞
Fc(b,σ), (16)
which is the product of standard (with respect to Aσ and ∆R,σ) boundary components Fc(b,σ) of Dσ.
It follows that F j ⊂ F i for 1 ≤ i ≤ j ≤ s. Furthermore, setting ob :=
∏
oc(b,σ), then ([BB], p. 472)
Fb = ob · Lb, (17)
where Lb denotes the hermitian Levi component (7) of the parabolic Pb(R) = N(Fb). As these are
the only boundary components of interest to us, we will henceforth refer to any conjugates of the Fb of
(16) by elements of G as rational boundary components (these should more precisely be called rational
with respect to G), and to the conjugates of the parabolics Pb as the rational parabolics.
3.2 Rational parabolics
Let G′ be as above, ∆k = {β1 . . . , βs} the set of simple k-roots (having fixed a maximal k-split torus
S′ and an order on X(S′)). For b ∈ {1, . . . , s} we have the standard maximal k-parabolic P ′b of G
′,
whose group of R-points is the normalizer of the standard rational boundary component Fc(b) of the
domain D′ = G′R/K
′, where c(b) denotes the index of the simple R-root restricting to βb; since G
′ is
absolutely simple, G′R is simple and D
′ is irreducible. Hence Theorem 1.1 applies to P ′b(R). Of the
factors given there, the following are defined over k: the product M ′bL
′
b as well as L
′
b (but M
′
b is not
defined over k, so the k-subgroups are (instead of L′b and M
′
b) L
′
b and G
′
b
(1) := M ′bL
′
b), R
′
b,Z
′
b and
V ′b . As is well known, any maximal k-parabolic of G
′ is conjugate to one and only one of the P ′b,
and two parabolics are conjugate ⇐⇒ they are conjugate over k. There is a 1-1 correspondence
between the set of k-parabolics of G′ and the set of Q-parabolics of G, given by P ′ 7→ Resk|QP
′ =: P .
The standard maximal Q-parabolic Pb of G gives a Q-structure on the real parabolic Pb(R), which is
the normalizer in D of the standard boundary component Fb as in (16) (see also (6) and (7)), where
b = (c(b, σ1), . . . , c(b, σd)). In the decomposition of Theorem 1.1, the factors G
(1)
b = MbLb, Rb,Zb
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and Vb are all defined over Q. In particular, for the factor G
(1)
b , which we will call the Q-hermitian
Levi factor (and similarly, we will call G′b
(1) the k-hermitian Levi factor of P ′b), we have
G
(1)
b (Q)
∼=
∏
σ
(σG′
(1)
b )σ(k), ZG(G
(1)
b )(Q)
∼=
∏
σ
(Z(σG′
σ(k)
)((
σG′b
(1)
)σ(k)). (18)
Furthermore, the hermitian Levi factor Lb is defined over Q, and
Lb(Q) =
∏
σ
(σL′b)σ(k).
We now make a few remarks about the factors of G(R) and of Lb(R). Since the map G
′ −→ σG′ is
an isomorphism of a k-group onto a σ(k)-group, the algebraic groups (over C) are isomorphic, hence
the various σG′R are all R-forms of some fixed algebraic group. Similarly, the factors of Lb(R) are all
R-forms of a single C-group. However, they need not be isomorphic, unless the given C-group has a
unique R-form of hermitian type (like Sp(2n,C)). Next we note the following.
Lemma 3.1 Lb is anisotropic ⇐⇒ b = s.
Proof: The group Lb is anisotropic precisely when the boundary component Fb defined by it contains
no other boundary components F ∗c ⊂ F
∗
b , which means b ≥ c for all c, or b = s. ✷
In this case the group Lb does not fulfill the assumptions we have placed on G, and our results up
to this point are not directly applicable to Lb. Let us see how the phenomenon of compact factors of
Lb(R) manifests itself in Fb =
∏
σ Fc(b,σ). Suppose some factor of Lb(R) is compact, say L1,b. Then
the symmetric space Db,σ1 of L1,b is compact, so it is not true that Db,σ1
∼= Fc(b,σ1), hence it is also not
true that Db ∼= Fb, where Db =
∏
σ Db,σ is the symmetric space of Lb(R). However, letting D
′
b be the
product of all compact factors, Db/D
′
b is a symmetric space which is isomorphic to Fb. What happens
is that in the product Fb =
∏
Fc(b,σ), all factors Fc(b,σ) are points for which Db,σ is compact. Hence
whether this occurs depends on whether any factors Dσ have zero-dimensional (rational) boundary
components or not.
3.3 Incidence
We keep the notations used above; G is a simple Q-group of hermitian type. Our main definition gives
a Q-form of Definition 2.5, and is the following.
Definition 3.2 Let P ⊂ G be a maximal Q-parabolic, N ⊂ G a reductive Q-subgroup. Then we shall
say that (P,N) are incident (over Q), if (P (R), N(R)) are incident in the sense of Definition 2.5.
Note that in particular N must itself be of hermitian type, and such that the Cartan involution of
G(R) restricts to the Cartan involution of N(R). Furthermore, N must be a Q-form of a product of
groups, defining domains each of which is as in either Table 1 or Table 2.
The main result of this paper is the following existence result.
Theorem 3.3 Let G be Q-simple of hermitian type subject to the restrictions above (G is isotropic
and G(R) is not a product of SL2(R)’s), P ⊂ G a Q-parabolic. Then there exists a reductive Q-
subgroup N ⊂ G such that (P,N) are incident over Q, with the exception of the indices C
(2)
2n,n for the
zero-dimensional boundary components.
We will give the proof in the following sections, where we consider separately different cases (of the Q-
rank, the dimension of a maximal Q-split torus). But before we start, we note here that by definition,
13
if the theorem holds for standard parabolics, then it holds for all parabolics, so it will suffice to consider
only standard parabolics. The case that G′ has index C
(2)
2,1 was considered in [Hyp]; in that case there
is a unique standard parabolic P1, with zero-dimensional boundary component; the associated N1
described in [Hyp] has domain DN1 which is not a two-disc, but only a one-dimensional disc.
4 Split over R case
In this paragraph we consider the easiest case. This could loosely be described as an R-Chevally form.
Definition 4.1 Let G′ be as in the last paragraph, absolutely simple over k, and let Φk be a root
system (irreducible) for G′ with respect to a maximal k-split torus S′ ⊂ G′. Let ΦR be the root system
of G′(R) with respect to a maximal R-split torus A′ of the real (simple) group G′(R). We call G′ split
over R, if Φk ∼= ΦR as root systems, and if the indices of G
′ and G′(R) coincide.
Note that the indices are independent of the split tori used to form the root system, so there is no
need to assume S′ ⊂ A′ in the above definition (the notion of isomorphism of indices is obvious).
However, one can always find split tori S′, A′ such that S′ ⊂ A′. From Φk ∼= ΦR it follows then that
S′ = A′, as both tori have the same dimension.
Lemma 4.2 Let G be simple over Q (=Resk|QG
′), D =
∏
σ∈Σ∞ Dσ the domain defined by the real Lie
group G(R) ∼=
∏
σ∈Σ∞ Gσ =:
∏
σ
σG′R. If G
′ is split over R, then Gσ = Gτ for all σ, τ ∈ Σ∞.
Proof: For each σ we have Aσ ⊃
σS′, so by assumption Aσ ∼=
σS′, and for each σ the map φ : Φk −→
Φσ(k)(
σG′) is an isomorphism, and since Φk ∼= ΦR,
Φσ(k)(
σG′) ∼= ΦR(
σG′R).
It follows that ΦR ∼= Φk
φ
∼= Φσ(k)(
σG′) ∼= ΦR(
σG′R)
∼= ΦR. Similarly, since the index of G
′ is isomorphic
to the index of G′(R) (which determines the isomorphy class of G′(R)), the index of σG′ is isomorphic
to that of σG′(R). But the index of G′(R) is the same as σG′(R), as an easy case by case check verifies.
For example, for type (I), all factors have the same R-rank q, hence are all isomorphic to SU(p, q).
See Examples 4.3 below for the other cases. Hence σG′(R) ∼= τG′(R) for all σ, τ , as claimed. ✷
From this it follows in particular that the (standard) boundary components are determined by
c(b, σ) = b, ∀σ, b = (b, . . . , b), 1 ≤ b ≤ t = rankQG = rankkG
′ = rankRG
′(R). Hence they are of the
form
Fb =
∏
σ∈Σ∞
Fb,σ, (19)
and Fb,σ is the standard rational boundary component of Dσ.
Examples 4.3: We now give examples of split over R groups in each of the cases, and any such will
be of one of the listed types. Let k be a totally real number field.
I. Let K|k be imaginary quadratic, V a K-vector space of dimension n = p+ q, and h a hermitian
form on V defined over K. Then the unitary group U(V, h) is split over R ⇐⇒ the hermitian
form h has Witt index q and for all infinite primes, hν has signature (p, q).
II. Let D|k be a totally definite quaternion algebra over k (with the canonical involution), V an
n-dimensional right vector space over D, h a skew-hermitian form on V defined over k. Then the
unitary group U(V, h) is split over R ⇐⇒ the skew-hermitian form has Witt index [n2 ] (n > 4).
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III. Take G = Sp(2n, k).
IV. Let V be a (n + 2)-dimensional k-vector space, h a symmetric bilinear form defined over k of
Witt index 2. Then if U(V, h) is of hermitian type, it is split over R.
V. The Lie algebra in this case is of the form L(Ck, (J
b
1)k), the Tits algebra, where Ck is an
anisotropic octonion algebra and (Jb1)k is the Jordan algebra B
+ for an associative algebra B
whose traceless elements with the Lie product form a Lie algebra of type su(2, 1); since G′ is
split over R, the algebra B− is the Lie algebra of a unitary group of a K-hermitian form (K|k
imaginary quadratic as in (I)) of Witt index 1.
VI. The Lie algebra is isomorphic to L(Ak,Jk), the Tits algebra, where Ak is a totally indefinite
quaternion algebra over k and Jk is a k-form of the exceptional Jordan algebra denoted J
b by
Tits.
Lemma 4.4 In the notations above, let N ′(R) ⊂ G′(R) be a subgroup such that the Lie algebra n′ ⊂ g′
is a regular subalgebra, i.e., defined by a closed symmetric set of roots Ψ of the (absolute) root system
Φ of G′. Then N ′ is defined over k, N ′ ⊂ G′.
Proof: From the isomorphism of the indices of G′ and G′(R), it follows that any subalgebra g′ ⊂ g,
such that for some subset Ψ ⊂ Φ, the subalgebra g′ is given by g′ = t +
∑
η∈Ψ g
η, is defined over R
⇐⇒ it is defined over k. The regular subalgebra n′ is of this type, and it follows that N ′ is defined
over k. ✷
Corollary 4.5 Let N ′ ⊂ G′ be as in Lemma 4.4, N = Resk|QN
′ ⊂ G. Then N is defined over Q.
To apply Lemma 4.4 to (k-forms of) subgroups whose domains are listed in Tables 1 and 2, we need to
know which of the subgroups are defined by regular subalgebras. Ihara in [I] considered this question,
and the result is: all isomorphism classes of groups in Table 1 and all isomorphism classes of groups
in Table 2, with the exception of SO(n− 1, 2) ⊂ SO(n, 2) for n even, have representatives which are
defined by (maximal) regular subalgebras.
Corollary 4.6 Let G′ be split over R. Then Theorem 3.3 holds for G = Resk|QG
′.
Proof: By Lemma 4.2, G(R)/K = D =
∏
Dσ, and all Dσ are isomorphic to D
′ = G′(R)/K ′; the ratio-
nal boundary components are as in (19), products of copies of F ′b, the standard boundary component
of D′, and each Q-parabolic of G is conjugate to one of Pb = Resk|QP
′
b, where P
′
b(R) = N(F
′
b) is the
standard maximal real parabolic of G′(R). Now locate F ′b in Table 1 or 2 as the case may be; the cor-
responding group N ′b is isomorphic to one defined by a regular subalgebra of g
′
R with the one exception
mentioned above. Then by Lemma 4.4, N ′b is defined over k, hence (Corollary) Nb = Resk|QN
′
b is de-
fined over Q, and is incident with Pb. This takes care of all cases except the exception just mentioned,
IVn-1 ⊂ IVn, n > 3 even. So let V be a k-vector space of dimension n+2, h a symmetric bilinear form
on V . By assumption, G′ is split over R, so the Witt index of h is 2. Let H ⊂ V be a maximal totally
isotropic subspace (two-dimensional) defined over k, and h1, h2 a k-basis. Then there are k-vectors h
′
i
such that H1 :=< h1, h
′
1 > and H2 :=< h2, h
′
2 > are hyperbolic planes; let W = H1⊕H2 denote their
direct sum. From n > 3, W has codimension ≥ 1 in V . Let v ∈W⊥ be a k-vector, and set:
U := v⊥ = {w ∈ V |h(v,w) = 0}.
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Then W ⊂ U , the dimension of U is n+ 2− 1 = n+ 1, and h|U still has Witt index 2. Hence
N ′ := {g ∈ U(V, h)|g(U) ⊂ U}
is a k-subgroup, and N ′(R)0 ∼= SO(n− 1, 2). This is a group which is incident to a parabolic whose
group of real points is the stabilizer of the zero-dimensional boundary component F ′2 of the domain
D′ of type IVn. ✷
This completes the discussion of the split over R case. We just mention that, at least in the classical
cases, we could have argued case for case with ±symmetric/hermitian forms as in the proof of the
exception above. Using the root systems simplified the discussion, and, in particular, gives the desired
results for the exceptional groups without knowing their explicit construction.
5 Rank ≥ 2
In this paragraph we assume G in not split over R, but that rankkG
′ = rankQG ≥ 2. Under these
circumstances, it is known precisely which k-indices are possible for G′ of hermitian type.
Proposition 5.1 Assume rankQG ≥ 2 and that G
′ is not split over R. Then the k-index of G′ is one
of the following:
(I) 2A
(d)
n,s; s ≥ 2, d|n+ 1, 2sd ≤ n+ 1; if d = 1, then 2s < n+ 1.
(II) 1D
(2)
n,s, s ≥ 2, s < ℓ (n = 2ℓ);
2D
(2)
n,s, s ≥ 2, s < ℓ (n = 2ℓ+ 1).
(III) C
(2)
n,s, s ≥ 2, s < [n2 ].
(IV) none
(V) none
(VI) E317,2.
Proof: All statements are self-evident from the description of the indices in [T]; in the case (V) there
are three possible indices, only one of which has rank ≥ 2; this is the split over R index. Similarly, in
the case (IV), rank ≥ 2 implies split over R. For type (III), the indices C(1) are also split over R. ✷
There is only one exceptional index to consider, so we start by dealing with this case. The index
we must discuss is
① ❤ ① ① ① ❤E317,2
①
with the
k-root
system:
✐
η1
 ✐
η2
❅
There are two simple k-roots, η1 and η2; let P
′
b be the corresponding standard maximal k-parabolics,
F ′b the corresponding standard boundary components of the irreducible domain D
′. Then F ′2 is the
one-dimensional boundary component, F ′1 is the ten-dimensional one. The k-root system is of type
BC2 (since the highest simple R-root is anisotropic, see [BB], 2.9). Consider the decomposition of
Theorem 1.1 for P ′b(R); in both cases L
′
b is non-trivial, and, as mentioned above, M
′
b · L
′
b is defined
over k. Here we have b = 1 or 2. But for E7, the compact factor M
′
b is in fact absent
1, and as L′b is
defined over k, we can set
N ′b = L
′
b ×ZG′(L
′
b).
1see [S], p. 117
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This is a k-subgroup which is a k-form of the corresponding R-subgroup whose domain is listed in
Table 1. Now consider G = Resk|QG
′. It also has two standard maximal parabolics P1 and P2, and
in each we have a non-trivial hermitian Levi factor2 Lb := Resk|QL
′
b, such that
Lb(R) =
∏
σ∈Σ∞
σ(L′b)R.
Also the symmetric subgroup Nb := Resk|QN
′
b is defined over Q and satisfies Nb(R) =
∏
σ∈Σ∞
σ(N ′b)R.
It follows that (Pb, Nb) are incident: conditions 1) and 2) follow from the corresponding facts for
(P ′b, N
′
b); we should check 3). But since it is obvious that
σ(L′b)R ⊂
σ(P ′b)R is a hermitian Levi factor,
the same holds for Lb ⊂ Pb; 3) is satisfied. This completes the proof of
Proposition 5.2 Theorem 3.3 is true for the exceptional groups in the rank≥ 2, not split over R case.
We are left with the classical cases. Here we may use the interpretation of G(R) as the unitary
group of a ±symmetric/hermitian form as in (12), and G is a Q-form of this. The precise realisation
of this is the interpretation in terms of central simple algebras with involution; this is discussed in
[W]. More precisely, the algebraic groups G′ which represent the indices of Proposition 5.1 are (here
we describe reductive groups; the corresponding derived groups are the simple groups G′).
(I) D: degree d central simple division algebra over K, K|k an imaginary quadratic extension, D
has a K|k-involution (involution of the second kind).
V : right D-vector space, of dimension m over D, dm = n+ 1.
h: hermitian form h : V × V −→ D of Witt index s, 2s ≤ m (2s < m if d = 1), given by a
matrix H.
G′: unitary group U(V, h) = {g ∈ GLD(V )|gHg
∗ = H}.
index: 2A
(d)
n,s.
(II) D: totally definite quaternion division algebra, central simple over k, with canonical involution.
V : right D-vector space of dimension m over D.
h: skew-hermitian form h of Witt index s < [m2 ], given by a matrix H.
G′: unitary group U(V, h) = {g ∈ GLD(V )|gHg
∗ = H}.
index: D
(2)
m,s (m even), 2D
(2)
m,s (m odd).
(III) D: totally indefinite quaternion division algebra, central simple over k, with the canonical
involution.
V : right D-vector space of dimension m.
h: hermitian form h : V × V −→ D of Witt index s, 2s ≤ m, given by a matrix H.
G′: unitary group U(V, h) = {g ∈ GLD(V )|gHg
∗ = H}.
index: C
(2)
m,s.
Finally, we must consider the following “mixed cases”, which still can give rise to groups of her-
mitian type:
(II-IV): D: a quaternion division algebra over k, with Dν definite for ν1, . . . , νa, Dν indefinite for
νa+1, . . . , νf , where f = [k : Q].
2we note a change of notation here in that in (7), Lb denotes a real Lie group
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V : same as for (II) above.
h: same as for (II) above, h of Witt index s.
G′: same as for (II) above.
G(R) is then a product (SU(n,H))a×(SO(2n−2, 2))f−a, where we have taken into account that we are
assuming G to be isotropic and of hermitian type. Note however, that since the factors SO(2n− 2, 2)
corresponding to the primes νa+1, . . . , νf have R-split torus of dimension two, the k-rank of G
′ must
be ≤ 2. Hence the only indices where this can occur are: iD
(2)
n,1 and
iD
(2)
n,2, i = 1, 2.
In terms of the spaces (V, h), the standard parabolics are stabilizers of totally isotropic subspaces
Hb ⊂ V , where H1 is one-dimensional (over D), while Hs is a maximal totally isotropic subspace.
The latter case corresponds to zero-dimensional boundary components. We consider first the case
Hb, b < s, of which at least H1 exists, because of the assumption rank ≥ 2. Fix a basis h1, . . . , hb of Hb
of isotropic vectors h(hi, hi) = 0 for all i = 1, . . . , b. Then there exist, in V , elements h
′
i, i = 1, . . . , b
with h(hi, h
′
j) = δij , and h
′
1, . . . , h
′
b span a complementary totally isotropic subspace; denote it by
H ′b. Then H := Hb ⊕ H
′
b is a non-degenerate space for h, h|H is a non-degenerate form. It follows
that {g ∈ GL(V )|g(H) ⊂ H} = {g ∈ GL(V )|g(H⊥) ⊂ H⊥}. In the following we will work in
the (reductive) unitary group G′ = U(V, h); for any subgroup H ⊂ G′ we can take the intersection
SL(V ) ∩H ⊂ SL(V ) ∩ G′ to give subgroups of the simple group. Furthermore, up to Corollary 5.5
below, we omit the primes in the notations for the subgroups of G′. Set
N = U(H,H⊥;h) = {g ∈ GL(V )|g(H) ⊂ H, g(H⊥) ⊂ H⊥}; (20)
thenN = U(H,h|H)×U(H
⊥, h|H⊥), and U(H,h|H)
∼= ZG(U(H
⊥, h|H⊥)). So setting L = U(H
⊥, h|H⊥),
we have
N ∼= L×ZG(L). (21)
Next we note that the basis h1, . . . , hb of Hb determines a unique R-split torus Ab ⊂ A, where
A is the maximal R-split torus defined by a basis h1, . . . , hs of a maximal totally isotropic subspace
Hs ⊃ Hb, namely the scalars α = α ·1 ∈ GL(Hb), extended to GL(V ) by unity. Taking the centralizer
of the torus Ab gives a Levi factor of the parabolic Pb = NG(Hb), b < s (the normalizer in G of Hb).
Lemma 5.3 L = U(H⊥, h|H⊥) is the k-hermitian factor G
(1)
b =Mb ·Lb of Pb in the decomposition of
Pb as in Theorem 1.1.
Proof: First observe that L ⊂ Pb, as H
⊥ is orthogonal to the totally isotropic subspace, hence L
normalizes Hb. Since L is reductive, there is a Levi decomposition of Pb for which L is contained in the
Levi factor. It is clearly of hermitian type, and maximal with this property. We must explain why the
Levi factor is the standard one Z(Ab). But this follows from the fact that Hb is constructed by means
of a basis, which in turn was determined by the choice of R-split torus Ab. It therefore suffices to
explain the “compact” factor Mb. This factor occurs only in the cases Ip,q and IVn. We don’t have to
consider the latter case, as this is split over R if rank ≥ 2. So suppose G ∼= U(V, h), where (V, h) is as in
(I) above. We first determine the anisotropic kernel. Let Hs be a maximal totally isotropic subspace,
S := Hs ⊕H
′
s as above. Then U(S
⊥, h|S⊥) is the anisotropic kernel, U(S
⊥, h|S⊥)(R)
∼= U(md− 2sd).
In particular, for m = 2s, there is no anisotropic kernel. Now consider the group L = U(H⊥, h|H⊥).
Clearly, for b < s, we have
U(S⊥, h|S⊥) ⊂ U(H
⊥, h|H⊥) = L,
so that L contains the anisotropic kernel. Note that SU(H⊥, h|H⊥)(R)
∼= Lb(R), while (if H
⊥ 6= {0})
U(H⊥, h|H⊥)(R)/SU(H
⊥, h|H⊥)(R)
∼=Mb(R) ∼= U(1).
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Here we have used that U(H⊥, h|H⊥) ⊂ SU(V, h), as it is for the group SU(V, h) (and not for U(V, h))
that Mb(R) ∼= U(1) (see [S], p. 115). This verifies the Lemma for the groups of type I. ✷
Now note that L(R) ∼= (Mb · Lb)(R) = Mb(R)Lb(R), so for the domain defined by L we have
DL =Mb(R)Lb(R)/Mb(R)Kb = Lb(R)/Kb ∼= Fb, hence DN ∼= DNb as in Table 1. Consider also ZG(Lb)
and ZG(MbLb); both are defined over R, and clearly ZG(R)(Lb(R))/Mb(R) ∼= ZG(R)(Mb(R)Lb(R)), so
the group L×ZG(L) (both these factors being defined over k) is, over R,
L(R)×ZG(L)(R) ∼= Mb(R) · Lb(R)×ZG(R)(Mb(R)Lb(R)) (22)
∼= Mb(R) · Lb(R)×ZG(R)(Lb(R))/Mb(R)
∼= Lb(R)×ZG(R)(Lb(R)).
This completes the proof of
Proposition 5.4 The subgroup N of (20) satisfies N(R) ∼= Nb(R), the latter group being the standard
symmetric subgroup (14) standard incident to Pb(R).
Corollary 5.5 The parabolic Pb and the symmetric subgroup N of (20) are incident over k, i.e.,
(Pb(R), N(R)) are incident in the sense of Definition 2.2.
Up to this point we have been working with the absolutely simple k-group; we now denote this situation
by G′ as in section 3.1, and consider G = Resk|QG
′. Let again primes in the notations denote subgroups
of G′, the unprimed notations for subgroups of G. As above we set Pb := Resk|Q(P
′
b), and we denote
the subgroup N ′ of (20) henceforth by N ′b and set: Nb := Resk|Q(N
′
b). Then Corollary 5.5 tells us
that (P ′b(R), N
′(R)) are incident. We now claim
Lemma 5.6 The Q-groups (Pb, Nb) are incident.
Proof: Pb(R) is a product Pb(R) ∼= Pb,1(R)× · · · × Pb,d(R) corresponding to (16); by assumption Fb
is not zero-dimensional. Hence for at least one factor Pb,σ(R) the incident group
σN ′b(R)
∼= σL′b(R) ×
ZσG′(R)(
σL′b(R)) is defined. Consequently Nb is not trivial, and it is clearly a Q-form of Nb(R) =∏
σ
σN ′b(R). ✷
With Corollary 5.5 and Lemma 5.6, we have just completed the proof of the following.
Proposition 5.7 To each standard maximal Q-parabolic Pb of G with b < s, there is a symmetric
Q-subgroup Nb ⊂ G such that (Pb, Nb) are incident.
Finally, we remark on what happens for the parabolic corresponding to the zero-dimensional
boundary components. We have, in the notations above, H = Hs ⊕ H
′
s, and H
⊥ is anisotropic
for h. It follows that the group L of Lemma 5.3 is anisotropic; its semisimple part is the semisimple
anisotropic kernel of G′. If s = 12dimV , then H = V already, H
⊥ = {0}. Hence the group N of (21) is
the whole group (L = 1⇒ ZG(L) = G). Otherwise it is of the form {anisotropic}× {k-split}. We list
these in Table 3. Note that the domains occuring have R-rank equal to the Q-rank of G, suggesting
this as a possible modification of the definition of incident:
1’) N has R-rank equal to the Q-rank of G.
Viewing things this way, we see that again indices C(1) represent an exception; for these 1) and 1’)
are equivalent.
Let us now see which of the subgroups listed in Table 2 are defined over k. We use the notations
D, V, h and G as described above in the cases (I)-(III).
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Table 3: k-subgroups incident with zero-dimensional boundary components
Index L ZG(L) subdomains ZG(L)(R)
2A
(d)
n,s
2A
(d)
n−2ds,0
2A
(d)
2ds−1,s Ip-ds,q-ds × Ids,ds SU(ds, ds)
1D
(2)
n,s
1D
(2)
n−2s,0
1D
(2)
2s,s IIn-s × IIs SU(2s,H) (n even)
2D
(2)
n,s
2D
(2)
n−2s,0
2D
(2)
2s,s IIn-s × II s SU(2s,H) (n odd)
C(1) − G − −
C
(2)
n,s C
(2)
n−s,0 C
(2)
s,s IIIn-s × IIIs Sp(2s,R)
(I) Again d denotes the degree of D. In U(V, h) we have the subgroup U(V ′, h|V ′) for any codimen-
sion one subspace V ′ ⊂ V . LetW = (V ′)⊥ be the one-dimensional (over D) subspace orthogonal
to V ′. Then U(W,h|W ) is again a unitary group whose set of R-points is isomorphic to U(pW , qW )
for some pW , qW . Actually each hν for each infinite prime ν gives an R-group U(pW,ν , qW,ν). Let
(pν , qν) be the signature of hν on Vν . Then U(V
′
ν , hν |V ′ν )
∼= U(pν − pW,ν , qν − qW,ν). This gives
rise to a product N =
∏
U(pW,ν , qW,ν) × U(pν − pW,ν, qν − qW,ν), and the factors of the domain
DN are of type IpW,ν ,qW,ν × Ipν−pW,ν ,qν−qW,ν . In particular, for pW,ν = 0, this is an irreducible
group of type Ipν ,qν−qW,ν and for qW,ν = 0, of type Ipν−pW,ν ,qν . Now since k is the degree of
D, all of pν , qν , pW ,ν , qW ,ν are divisible by d and the net subdomains these subgroups (possibly)
define are
Ip-jd,q, Ip,q-jd, Ip-id,q-jd ⊂ Ip,q, i, j = 1, . . . , s. (23)
(II) In U(V, h) we have as above U(V ′, h|V ′); now if h is non-degenerate on V
′, then U(V ′, h|V ′) ∼=
U(n− 1,D), giving subgroups of the real groups, defined over k, of type U(n− 1,H) ⊂ U(n,H),
with a corresponding subdomain of type IIn−1 ⊂ IIn. This occurs at the primes for which D is
definite; at the others SU(V ′, h|V ′) ⊂ SU(V, h) is of the type SO(2n− 4, 2) ⊂ SO(2n− 2, 2) (for
n=dimension of V over D). So we have maximal k-domains
IIn-1 ⊂ IIn, (ν definite), IV2n-4 ⊂ IV2n-2, (ν indefinite).
(III) The index is C
(2)
n,s; this case in considered in more detail below.
From this, we deduce
Proposition 5.8 Let G′ have rankkG
′ = s ≥ 2, not split over R, and let P ′s be a standard k-parabolic
defining a zero-dimensional boundary component, P ′s(R) = N(F ), and dim(F ) = 0. Then there is a
k-subgroup N ′ incident with P ′s, with the following exception: Index C
(2)
2s,s.
Proof: We first deduce for which of the indices listed in Proposition 5.1 zero-dimensional boundary
components of D′ are rational (this is necessary for the zero-dimensional boundary components of D
to be rational). We need not consider exceptional cases or type IVn. We first consider the groups of
type 2A.
Lemma 5.8.1 For G′ with the index 2A
(d)
n,s, let G
′(R) ∼= SU(p, q). Then the zero-dimensional boundary
components are rational ⇐⇒ sd = q.
Proof: Let Hs be an s-dimensional (over D) totally isotropic subspace, with basis h1, . . . , hs. Let
h′i ∈ V be vectors such that h(hi, h
′
j) = δij , and set H
′
s =< h
′
1, . . . , h
′
s >. Then h, restricted to H :=
20
Hs⊕H
′
s, is non-degenerate, and SU(H
⊥, h|H⊥) is the anisotropic kernel. The group SU(H,h|H)(R)
∼=
SU(sd, sd), while SU(H⊥, h|H⊥)(R)
∼= SU(p−ds, q−ds). This defines the subdomain of type Ids,ds×
Ip-ds,q-ds of Table 1, hence the boundary component, which is the second factor, is zero-dimensional
⇐⇒ q = ds. ✷
As to indices of type D we observe the following.
Lemma 5.8.2 dim(F ) = 0 does not occur for the indices of type (II) in Proposition 5.1.
Proof: Recall that D is a quaternion division algebra, central simple over k, with the canonical
involution, V is an n-dimensional right D-vector space, and h : V × V −→ D is a skew-hermitian
form. Let ν1, . . . , νa denote the infinite primes for which Dν is definite, νa+1, . . . , νd the primes at
which Dν is split. Then G(R) is a product
(SU(n,H))a × (SO(2n− 2, 2))d−a,
where we have taken into account that G is assumed to be of hermitian type. At each of the first
factors we have the Satake diagram
①❤ s s s ①
❤
✚
✚✚
❩
❩❩ ❄
✻
①
❩
❩❩
❤ ❤
① ①❤ s s s ❤
①
✚
✚✚
for n odd, for n even.
The corresponding R-root systems are then:
❥ ❥ ❥ηts s s ❡
✪
❥ ❥ ❥ ❥ ❥ηts s s
❅❅
  
In particular, the R-root corresponding to the parabolic Pt with dim(Ft) = 0 is the right-most one.
On the other hand, the k-index is
︸ ︷︷ ︸
2s
t t② ②✐ ✐ ✐ ② t tt ②t ②
❩
❩
❩ ①
②
✚
✚
✚
(24)
with the k-root system
✐ ✐ ✐
ηs
s s s✐
η1
❅
 
(respectively) ✐ ✐❡
✪
from which it is evident that Pt is defined over k ⇐⇒ s = t (= [
n
2 ]). But this is the split over R case.
Consequently, a = 0 and D is totally indefinite.
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So we consider a prime ν where Dν is split; the R-index is
t t t ②
②
①
✐ ✐
✐
②
✐
✚✚η2
✚
✚
✚
❩
❩
❩
❩❩
η1
the R-root η2 corresponding to the two-dimensional totally isotropic subspace and zero-dimensional
boundary component. The k-index is as in (24), so η2 is always anisotropic; the boundary components
are actually one-dimensional. This verifies the statements of the lemma. ✷
Note that this proves Proposition 5.8 for the indices of type (II).
Now consider index C
(2)
n,s. The k-index is
s s①︸ ︷︷ ︸
2s
①❤ ❤ ❤ ① s s ss ① ①
and the k-root system is
❥ ❥ ❥ηss s s❥
❅❅
  
The same reasoning as above shows that Ft is rational ⇐⇒ 2s = t, but that is only possible if the
index is C
(2)
2n,n. Hence:
Lemma 5.8.3 The only indices of Proposition 5.1, case (III), for which zero-dimensional boundary
components occur are C
(2)
2n,n.
This index is that of the unitary group U(V, h), where V is a 2n-dimensional vector space over D, and
h has Witt index n. We can find n hyperbolic planes Vi such that
V = V1 ⊕ · · · ⊕ Vn.
This decomposition is defined over k, hence the subgroup
N = U(V1, h|V1)× · · · × U(Vn, h|Vn),
which is a product of groups with index C
(2)
2,1 , is also defined over k. We have
N(R) ∼= Sp(4,R)× · · · × Sp(4,R)︸ ︷︷ ︸
n times
(25)
and the domain DN is of type (III2)
n. This is the exception in the statement of the main theorem.
Proof of Proposition 5.8: We have already completed the proof for (II) and (III), and as we
mentioned above, the exceptional cases and (IV) need not be considered. It remains to show the
existence of groups of the stated types for indices 2A. We explained above how one can find k-
subgroups N such that DN has irreducible components of types Ip-jd,q (see (23)). Here we take a
maximal totally isotropic subspace Hs, and H := Hs ⊕ H
′
s as described there. Let H
⊥ denote the
orthogonal complement, so that SU(H⊥, h|H⊥) is the anisotropic kernel. Then, if G
′(R) = SU(p, q),
we have
SU(H,h|H)(R) ∼= SU(sd, sd), SU(H
⊥, h|H⊥)
∼= SU(p− sd, q − sd).
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Therefore we get a subdomain of type
Isd,sd × Ip-sd,q-sd,
which is irreducible ⇐⇒ sd = q; Then N = {g ∈ G
∣∣∣g(H) ⊆ H} is a k-subgroup with N(R) ∼
SU(q, q)× {compact}, and N then fulfills 1), 2’) and 3’). By Lemma 5.8.1, this holds precisely when
the boundary component Fs is a point. This completes the proof if p > q. It remains to consider the
case where D′ is of type Iq,q. In this case, q = d ·j for some j, and the hermitian form h : V ×V −→ D
has Witt index j. The vector space V is then 2j-dimensional, and it is the orthogonal direct sum of
hyperbolic planes, V = V1 ⊕ · · · ⊕ Vj , dimDVi = 2. Consider the k-subgroup
N = {g ∈ GLD(V )
∣∣∣g(Vi) ⊂ Vi, i = 1, . . . , j}.
Clearly N ∼= N1× · · ·×Nj, and each Ni is a subgroup of rank one with index
2A
(d)
2d−1,1. As was shown
in [Hyp], in each Ni we have a k-subgroup N
′
i ⊂ Ni, with DN ′i of type (I1,1)
d. Then
N ′ := N ′1 × · · · ×N
′
j
is a k-subgroup with DN ′ of type ((I1,1)
d)j = (I1,1)
d·j = (I1,1)
q, which is a maximal polydisc, i.e.,
satisfies 1), 2”) and 3”). This completes the proof of Proposition 5.8 in this case also. ✷
6 Rank one
We now come to the most interesting and challenging case. In this last paragraph G′ will denote
an absolutely simple k-group, G the corresponding Q-simple group, both assumed to have rank one.
There is only one standard maximal parabolic P ′1 ⊂ G
′ in this case, so we may delete the subscript 1
in the notations. Let P ⊂ G be the corresponding Q-parabolic, so P (R) = P1(R)× · · · ×Pd(R), where
Pν(R) ⊂
σνG′(R) is a standard maximal parabolic, say Pν(R) = N(Fbν ), Fbν ⊂ Dσν . As we observed
above, the Fbν are all hermitian spaces whose automorphism group is an R-form of some fixed algebraic
group. As we are now assuming the rank to be one, it follows from Lemma 3.1 that L (=Lb in the
notations above) is anisotropic. One way that this may occur was explained there, namely that if one
of the factors Fbν is a point, in which case the symmetric space of L(R) has a compact factor. Another
possibility is that all Fbν are positive-dimensional, in which case L is a “genuine” anisotropic group.
The type of Fbν can be determined from the k-index of G
′ and the R-index of σνG
′. For example, for
G′ of type 2A, these indices are:
r r② ② r r r❤ ① ②
r r r② ② r r r❤ ① ②
①
❩
❩
❩
✱
✱
✱
︸ ︷︷ ︸
d− 1 vertices
The k-index of G′
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r r r
r r r
r r
r
r
r r r
r r r
①
②
②
❩
❩
❩
✱
✱
✱
❤ ②
❤ ②
r r r
❤
❤✐ ✐ ❤
✐ ✐ ❤︸ ︷︷ ︸
qν vertices
The R-index of σνG′(R)
From this we see that the boundary component is of type Ipν-d,qν-d.
There are basically two quite different cases at hand; the first is that the boundary components are
positive-dimensional, the second occurs when the boundary components reduce to points. The former
can be easily handled with the same methods as above, by splitting off orthogonal complements. The
real interest is in the latter case, and here a basic role is played by the hyperbolic planes, which have
been dealt with in detail in [Hyp]. We will essentially reduce the rank one case (at least for the
classical groups) to the case of hyperbolic planes, then we explain how the results of [Hyp] apply to
the situation here.
6.1 Positive-dimensional boundary components
Let G′, P ′ be as above, and consider the hermitian Levi factor G′(1) = M ′L′, which is defined over
k. Over R the factors M ′(R) and L′(R) are defined. In this section we consider the situation that
the boundary component F ′ of D′ defined by P ′ (i.e., P ′(R) = N(F ′)) is positive-dimensional, or
equivalently, that the hermitian Levi factor L′(R) is non-trivial. As above, we get the following
k-group
N ′ := G′
(1)
×ZG′(G
′(1)). (26)
The same calculation as in (22) shows that the domain DN ′ defined by N
′ is the same as that
defined by L′(R)×ZG′(R)(L
′(R)). Taking the subgroup N = Resk|QN
′ defines a subdomain DN ⊂ D,
which is a product DN = DN,σ1 × · · · × DN,σf . Each factor DN,σ is determined by the corresponding
factor of σL′(R). The R-groups N ′(R) and N(R) are determined in terms of the data D,V, h as follows.
(I) If F ′ ∼= Ip-d,q-d, then DN ′ ∼= Ip-d,q-d × Id,d. Note that in terms of the hermitian forms, this
amounts to the following. Since h has Witt index 1, the maximal totally isotropic subspaces
are one-dimensional. Let H1 =< v > be such a space; we can find a vector v
′ ∈ V such that
H =< v, v′ > is a hyperbolic plane, that is, h|H has Witt index 1. It follows that h|H⊥ is
anisotropic. Consider the subgroup
Nk := {g ∈ U(V, h)|g(H) ⊂ H}. (27)
It is clear that for g ∈ Nk, it automatically holds that g(H
⊥) ⊂ H⊥, hence
Nk ∼= U(H,h|H)× U(H
⊥, h|H⊥). (28)
The first factor has R-points U(H,h|H)(R) ∼= U(d, d), while the second fulfills U(H
⊥, h|H⊥)(R)
∼=
U(p− d, q − d). Thus Nk ∼= N
′ as in (26). At any rate, this gives us subdomains of type
Id,d × Ip-d,q-d ⊂DN ′ ,
which, in case d = p = q is the whole domain; in all other cases it is a genuine subdomain as
listed in Table 1, defined over k, and (N ′, P ′) are incident. It follows from this that (N,P ) are
incident over Q. The components Nσ(R) of Nb(R) are determined as follows. Let (pν , qν) be the
signature of hν (so that pν + qν = dm for all ν). This implies
G(R) ∼=
∏
ν
SU(pν , qν).
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For each factor, we have the boundary component Fσ ∼= SU(pν − d, qν − d)/K, and for each
factor for which qν > d this is positive-dimensional. As above, this leads to subdomains, in each
factor, of type Id,d × Ipν-d,qν-d, so that in sum
DN ∼=
∏
ν
Dν , Dν of type Id,d × Ipν-d,qν-d. (29)
(II) Here rank 1 means we have the following k-index, D
(2)
n,1
① ①
①
①
qq q① ❤
❍❍❍❍
❵ ✟✟
✟✟
In particular, the boundary component is of type IIn-2 if D
′ is of type IIn. This means also that
the “mixed cases” only can occur if D′ is of type II4, for then II2 ∼= one-dimensional disc. Of
course II4 ∼= IV6 anyway, so we can conclude from this that mixed cases do not occur in the
hermitian symmetric setting (for Q-simple G of rank 1). The domain DN ′ defined by N
′ is of
type IIn-2×II2. The components Nσ(R) of N1(R) are all of type U(n−2,H)×U(2,H) ⊂ U(n,H),
so the domain DN is ot type
(IIn-2 × II2)
f . (30)
(III) Here rank 1 implies the index is one of C
(1)
1,1 (which we have excluded) or C
(2)
n,1. The corresponding
boundary components in these cases are of type IIIn-2. The case C
(2)
2,1 , for which the boundary
component is a point, will be dealt with later, the others give rise to a subdomain of type
III2 × IIIn-2. Consequently, DN is of type (IIIn-2 × III2)
f , f = [k : Q].
(IV) Here we just have a symmetric bilinear form of Witt index 1. The k-index in this case is
necessarily of the form
① r❤ r r
The corresponding boundary component is a point, a case to be considered below. Splitting
off an anisotropic vector (defined over k) in this case yields a codimension one subspace H⊥ on
which h still has Witt index 1, hence the stabilizer N ′ defines a subdomain DN ′ of type IVn-1.
DN is then of type (IVn-1)
f .
(V) The only index of rank 1 is
2E286,1 ❡------
δ
❡
α2 α4
✉ 
 
 
❅
❅
❅
α3 ✉
✻
α5 ✉
❄
✉
✻
α1
✉
❄
α6
The vertex denoted α2 gives rise to the five-dimensional boundary component. If δ denotes the
lowest root, then, as is well known, δ is isotropic (does not map to zero in the k-root system),
so the root δ defines a k-subalgebra nδ := g
δ + g−δ + [gδ,g−δ] ⊂ g′ which is split over k. On
25
the other hand the anisotropic kernel K is of type 2A5, and K(R) ∼= U(5, 1). Clearly K and the
k-subgroup Nδ defined by nδ are orthogonal, so we get a k-subgroup
N ′ = Nδ ×K,
both factors being defined over k. The set of R-points is then of type N ′(R) ∼= SL2(R)×SU(5, 1),
and the subdomain DN ′ is
DN ′ ∼= I1,1 × I5,1.
This is one of the domains listed in Table 1, incident to the five-dimensional boundary component.
It follows that DN is a product of factors of this type.
(VI) There are no indices of hermitian type with rank one for E7.
We sum up these results in the following.
Proposition 6.1 If the rational boundary components for G′ are positive-dimensional, then Theorem
3.3 holds for G. The subdomains defined by the symmetric subgroups N ′ ⊂ G′ are:
(I) Id,d × Ip-d,q-d.
(II) IIn-2 × II2.
(III) IIIn-2 × III2.
(IV) IVn-1 (here there are no positive-dimensional boundary components).
(V) I1,1 × I5,1.
Note here I1,1 ∼= II2 ∼= III1 ∼= IV1. The corresponding domains DN in D defined by the subgroups N
are products of domains of the types listed above.
6.2 Zero-dimensional boundary components
The restrictions rank equal to one and zero-dimensional boundary componants are only possible for
the domains of type Ip,q, III2 and IVn (see Lemmas 5.8.2 and 5.8.3). Of these, the last case requires
no further discussion: as above we find a codimension one k-subspace V ′ ⊂ V , on which h still is
isotropic, and take its stabilizer as N ′. This gives a k-subgroup N ′ ⊂ G′, and defines a subdomain
DN ′ of type IVn-1. In the
2A
(d)
case we may assume d ≥ 3: the d = 1 case is again easily dealt with as
above. We have a K-vector space V (K|k imaginary quadratic) of dimension p+ q and a (K-valued)
hermitian form h of Witt index 1 on V . By taking a K-subspace V ′ ⊂ V of codimension one, such
that h|V ′ still has Witt index 1, we get the k-subgroup N
′ as the stabilizer of V ′. Then the domain
DN ′ is either of type Ip-1,q or Ip,q-1, and by judicious choice of V
′ we can assume the first case, which
is the domain listed in Table 2. The d = 2 case is “lifted” from the corresponding d = 2 case with
involution of the first kind: if D is central simple of degree 2 over K with a K|k-involution, then ([A],
Thm. 10.21) D = D′⊗kK, where D
′ is central simple of degree 2 over k with the canonical involution.
Consequently,
U(V, h) = U(V ′ ⊗k K,h
′ ⊗k K) = U(V
′, h′)K ,
the group is just the group U(V ′, h′) lifted to K. Since U(V ′, h′) has index C
(2)
n,1, while U(V
′, h′)K
has index A
(2)
2n−1,1, it follows that the boundary component is a point only if n ≤ 2. This implies that
if d = 2, the index is A
(2)
3,1, the domain is I2,2
∼= IV4, so U(V
′, h′)K is isomorphic to an orthogonal
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group over k in six variables. As we just saw, in this case there is a subdomain defined over k of type
IV3 ⊂ IV4. So we assume d ≥ 3. Then, as we have seen, the boundary component F
′ ∼= Ip-d,q-d will
be zero-dimensional ⇐⇒ q = d (respectively F ∼= Ip1-d,q1-d × · · · × Ipf -d,qf -d will be zero-dimensional
⇐⇒ qν = d, ∀ν . Here there are two possibilities:
1) p = q = d, the group Nk of (27) is Nk ∼= G
′. This is the case of hyperbolic planes.
2) p > q = d, the group Nk of (27) is over R just Nk(R) = U(d, d) × U(p − d) ⊂ U(p, d) ∼= G
′(R).
Note that in the second case the domain DNk defined by Nk is of type Id,d, a maximal tube domain
in Ip,q. So we are also finished in this case. For completeness, let us quickly go through the details to
make sure nothing unexpected happens.
Proposition 6.2 Let G′ have index 2A
(d)
n,1, d = q, p > q, n + 1 = p + q, and let P
′ denote the
corresponding standard parabolic and N ′ = Nk, where Nk ⊂ G
′ the symmetric subgroup defined in
(27), where H is the hyperbolic plane spanned by the vector which is stabilized by P ′ and its ortho-
complement (v′: h(v, v′) = 1). Then (P ′, N ′) are incident, in fact standard incident. Consequently,
P = Resk|QP
′ and N = Resk|QN
′ are incident over Q.
Proof: We know that N ′(R) ∼= U(q, q) × U(p − q) which gives rise to the maximal tube subdomain
Iq,q ⊂ Ip,q of Table 2. We need to check that the standard boundary component F
′ stabilized by
P ′(R) is also a standard boundary component of DN ′ ; in particular we need the common maximal
R-split torus in P ′ and N ′. This is seen in (27), the R-split torus being contained in the hermitian
Levi factor of P ′(R), which is contained in N ′(R). Consider the group P ′ ∩N ′; this is nothing but the
stabilizer of v in H, which is a maximal standard parabolic in N ′. Since ν determines the boundary
component F , both in G′(R) and in N ′(R), it is clear that F is a boundary component of DN ′ . It
follows that (P ′, N ′) are incident, and this implies (see the discussion preceeding Proposition 5.7) that
(P,N) ⊂ G are incident. ✷
We are left with the following cases: III2 with index C
(2)
2,1 and Iq,q with index
2A
(d)
2d−1,1, d ≥ 3.
These indices are described in terms of hermitian forms as follows. Let D be a central simple division
algebra over K (K = k for d = 2 and K|k is imaginary quadratic if d ≥ 3) and assume further that
D has a K|k-involution, V is a two-dimensional right vector space over D and h : V × V −→ D is a
hermitian form which is isotropic. Then d = 2 gives groups with index C
(2)
2,1 , and d ≥ 3 gives groups
with indices 2A
(d)
2d−1,1.
Lemma 6.3 There exists a basis v1, v2 of V over D such that the form h is given by h(x,y) =
x1y2 + x2y1, x = (x1, x2), y = (y1, y2).
Proof: Let v be an isotropic vector, defined over k. Then there exists an isotropic vector v′, such that
h(v, v′) = 1, hence also h(v′, v) = 1. Let v′ = (v′1, v
′
2), and set δ = v
′
1v′2, so that h(v
′, v′) = δ + δ.
Then the matrix of h with respect to the basis v, v′ is H ′ =
(0 1
1 ε
)
, where ε = δ + δ. Now setting
w = (w1, w2) = (−v1δ + v
′
1,−v2δ + v
′
2)
we can easily verify h(w,w) = 0, h(v,w) = h(w, v) = 1. Since the change of basis transformation is
defined over k, the matrix of the hermitian form with respect to this k-basis v,w is H =
(0 1
1 0
)
. ✷
So as far as the Q-groups are concerned, we may take the standard hyperbolic form given by the
matrix H as defining the hermitian form on V . We remark that the situation changes when one
considers arithmetic groups, but that need not concern us here. At any rate, a two-dimensional right
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D-vector space V with a hermitian form as in Lemma 6.3 is what we call a hyperbolic plane, and
this case was studied in detail in [Hyp]. There it was determined exactly what kind of symmetric
subgroups exist. These derive from the existence of splitting subfields L ⊂ D, which may be taken to
be cyclic of degree d over K, if D is central simple of degree d over K. In fact, we have subgroups
([Hyp], Proposition 2.4) U(L2, h) ⊂ U(D2, h), which give rise to the following subdomains:
1) d = 2; DL ∼=
(
τ1 0
0 bζ1τ1
)
× · · · ×
(
τ1 0
0 bζf τ1
)
, where ζi : k −→ R denote the distinct real
embeddings of k.
2) d ≥ 3; DL ∼=


τ1 0
. . .
0 τd


f
.
In other words, for hyperbolic planes we find subdomains of the following kinds
III1 ⊂ III2, (I1,1)
d ⊂ Id,d. (31)
The latter one is a polydisc, coming from a maximal set of strongly orthogonal roots, i.e., satisfying
1), 2”) and 3”). The first case is the only exception to the rule that we have symmetric subgroups
N ′ ⊂ G′ with rankRN
′ = rankRG
′.
Proof of Theorem 3.3: We have split the set of cases up into the three considered in §4, 5 and
6. Corollary 4.5 proves 3.3 for the split over R case and Proposition 5.7 for the rank ≥ 2 case and
positive-dimensional boundary components. For rank ≥ 2 and zero-dimensional boundary compo-
nents, Proposition 5.8 shows that with the exception given Theorem 3.3 holds in this case also. In the
case of rank 1, Proposition 6.1 verifies 3.3 for the case that the boundary components are positive-
dimensional, and Proposition 6.2 took care of the rest of the cases excepting hyperbolic planes. Then
the results of [Hyp] verify 3.3 for hyperbolic planes, thus completing the proof. ✷
Proof of the Main Theorem: The first statement is covered by Theorem 3.3. The statements on
the domains for the exceptions follow from (25) and (31). It remains to consider the condition 4).
This is fulfilled for the groups N utilized above by construction. For the exceptional cases this is
immediate, as we took subgroups defined by symmetric closed sets of roots. Let us sketch this again
for the classical cases, utilizing the description in terms of ±symmetric/hermitian forms. The objects
D, V, h and G′ will have the meanings as above. Let s = rankkG
′, and let Hs be an s-dimensional
(maximal) totally isotropic subspace in V , with basis h1, . . . , hs. Let h
′
i ∈ V be vectors of V with
h(hi, h
′
j) = δij , H
′
s =< h
′
1, . . . , h
′
s > and set H = Hs⊕H
′
s. Then h|H is non-degenerate of index s, and
H splits into a direct sum of hyperbolic planes, H = V1 ⊕ · · · ⊕ Vs. The form h restricted to H
⊥ is
anisotropic; the semisimple anisotropic kernel is SU(H⊥, h|H⊥). Fixing the basis h1, . . . , hs, h
′
1, . . . , h
′
s
for H amounts to the choice of maximal k-split torus S′. For each real prime ν, (Hν , hν) is a 2ds-
dimensional R-vecotr space with ±symmetric/hermitian form. Choosing an R-basis of Hν amounts to
choosing a maximal R-split torus of SU(Hν , hν), and a choice of basis for a maximal set of hyperbolic
planes (over R) amouts to the choice of maximal R-split torus. Similarly, (H⊥ν , hν |H⊥ν ) is an R-vector
space, h|H⊥ν has some index qν, and one can find a maximal set of hyperbolic planes W1, . . . ,Wr, such
that H⊥ν = (W1)ν ⊕ · · · ⊕ (Wr)ν ⊕W
′, where hν |W ′ is anisotropic over R. A choice of basis of the
(Wi)ν amounts to the choice of maximal R-split torus, and a choice of basis, over R, of Vν amounts to
the choice of maximal torus defined over R. From these descriptions we see that the polydisc group
NΨ defined by the maximal set of strongly orthogonal roots Ψ splits into a component in SU(H,h|H)
and a component in SU(H⊥, h|H⊥), say NΨ = NΨ,1 × NΨ,2. Then NΨ,2 ⊂ SU(H
⊥, h|H⊥)(R) and
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NΨ,1 ⊂ SU(H,h|H). Since the subgroup SU(H
⊥, h|H⊥) is contained in all the groups N we have
defined, we need only consider NΨ,1. H is a direct sum of hyperbolic planes Vi, and the question is
whether the corresponding polydisc group is contained in SU(Vi, h|Vi). But this is what was studied
in [Hyp]; the answer is affirmative. It follows that with the one exception stated, C
(2)
2,1 , NΨ ⊂ N . ✷
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