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Summary 
Multi hop wireless networks (MHWNs) are evolving rapidly in recent years as they provide an 
inexpensive way of achieving the goal of ubiquitous communication for a variety of applications. 
However they pose many challenges for the communication protocols due to their intrinsic 
characteristics, such as shared wireless medium, multi hop wireless connection, dynamic topology, 
decentralized control, and autonomous nodes. Thus, enhancing the performance of end-to-end 
communication services is a challenging task in MHWNs, and should be addressed by all the 
protocol entities involved. In this context, the thesis aims to address this challenging task from the 
transport protocol point of view. 
The thesis first investigates the performance of end-to-end congestion detection mechanisms, 
and reveals their limitations on detecting network congestion in MHWNs. This investigation clearly 
demonstrates the necessity of a cross layer approach for improving the effectiveness of congestion 
control mechanisms in such networks. 
Consequently, the thesis recommends a systematic cross layer approach for improving the 
transport layer performance in MHWNs while maintaining the key benefits of the layered 
architecture. Following this approach, it proposes a link adaptive transport protocol (LATP) for 
improving the quality of service (QoS) performance of multimedia streaming applications in 
MHWNs. LATP adaptively controls the traffic load at the transport layer based on the feedback 
information received from the network, hence avoiding network overloading as well as improving 
the QoS performance. The thesis also proposes a set of modifications to TCP congestion control 
mechanism in order to improve the performance of reliable data delivery applications in MHWNs. 
In this way, the thesis contributes two novel transport protocol solutions for improving the QoS 
performance of multimedia streaming and reliable data delivery applications in MHWNs. 
Furthermore, lack of a simplified framework for analytically investigating the performance of 
communication protocols in MHWNs brings ambiguity in further development. Toward this 
problem, this thesis proposes a simple, but elegant and accurate analytical framework for modeling 
the performance of IEEE 802.11 DCF in MHWNs, and thereby establishing a methodology to 
investigate the optimal traffic load on multi hop traffic paths in various network conditions. 
Key words: Multi hop wireless networks, Transport protocols, TCP, Multimedia streaming, End- 
to-end communication. 
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Chapter One 
1 Introduction 
1.1 Multi Hop Wireless Networks 
Multi hop wireless networks (MHWNs), such as mobile ad hoc networks, wireless mesh networks, 
and wireless sensor networks have gained incredible attention in recent years, both in the industry 
as well as the research community, as these networks are resilient and can be rapidly deployed. In 
fact, the concept of multi hop ad hoc wireless networking is not new, having been around over 30 
years in various forms [l][2], and recently being renewed due to the emerging advances in wireless 
networking and electronic miniaturization, along with the relentless demand for new services from 
end users. MHWNs consist of autonomously operating devices or nodes, which are connected with 
each other by wireless links in a multi hop fashion. Thus the nodes in MHWNs are generally self- 
organizing, self-configuring, and self-healing. They may join or leave the network at will, without 
the support of a central control. Moreover, they can be either mobile or stationary, and collaborate 
to provide routing for other's data packets while behaving as end systems for the users. A snapshot 
of a MHWN is shown in Figure 1.1. 
Internet 
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Figure 1.1 A multi hop wireless network. 
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The benefits of MHWNs are many, but the main are their ease of deployment and extended 
communication coverage. These enable an inexpensive way of achieving the goal of ubiquitous 
communications. MHWNs have been originally envisioned to support content sharing among a 
group of collaborators, but the recent trends in internetworking foresee new application paradigms 
for MHWNs, for example, extend the coverage of an infrastructure network, such as Internet, with 
low cost. Hence the application areas of MHWNs include not only battlefield communications, 
disaster recovery operations, conferences [3], wireless sensor networks [4], and vehicular ad hoc 
networks [5], but also community networks to provide Internet access to a community of users who 
can share the same Internet access link, and city-wide networks for intelligent transportation 
system, public safety, etc [6]. 
The IEEE 802.11 distributed coordination function (DCF) [7] standard is the most successful 
wireless networking technology with an option to operate in ad hoc mode, which can facilitate 
multi hop wireless communication. Hence, it has been adopted by many researchers as a primary 
technology to implement MHWNs. In fact this motive is driven by economics more than 
technology, since today the IEEE 802.11 protocol stack is readily implemented in many devices 
such as laptops, mobile phones, personal digital assistants, etc., and hence MWHNs can be built at 
almost no extra cost with this technology, and readily viable for millions of users. Especially, 
MHWNs based on the IEEE 802.11 DCF technology are promising for users in the developing 
countries where large populations of people live in areas with limited telecommunication services. 
Hence the arrival of low-cost MHWN technologies would dramatically change the way people do 
business, create new business opportunities, and uplift the quality of life, while extending and 
enhancing communication services over wireless networks. 
Triggered by this economic stimulus, this thesis focuses on low cost MHWNs based on the 
IEEE 802.11 DCF technology and provides viable solutions to improve the end-to-end 
communication services, such as reliable data delivery and streaming media applications, in such 
networks. 
1.2 Research Challenges 
The following characteristics of MHWNs differentiate them from the traditional networks, such as 
wired networks and cellular networks, and provide extensive benefits to the users, while posing 
numerous research challenges. 
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(i) Shared wireless medium: The communication medium is shared between close nodes, 
unlike in traditional networks where each user is allocated a dedicated channel. This 
can provide efficient utilization of channel capacity, and may introduce excessive 
medium contention if the number of sharers (i. e. contenders for the medium) is high. 
Moreover, signals transmitted over wireless channels can suffer from noise, such as 
thermal noise, shadowing, and fading effects, and interference from other simultaneous 
transmissions. Hence the effective channel capacity will vary depending on the channel 
conditions, and is often less than radio's transmission capacity. 
(ii) Multi hop wireless connection: Communication services can be established in MHWNs 
between two nodes, which are not within each other's transmission range, over wireless 
links with the assistance of one or more intermediate nodes. This provides extended 
coverage for the users and creates new applications in wireless networking, as 
mentioned earlier. However this can increase the interference due to the possibility of 
concurrent transmissions over multiple wireless links, and can impact the effective 
channel capacity. 
(iii) Decentralized control: There is no central controller or coordinator for the control 
and/or the management of the network operations. Hence the control and/or the 
management of the network are distributed among the nodes in the network. The nodes 
themselves collaborate to implement the required control and/or management 
functions, for example routing and security. This makes the network resilient, i. e. no 
single point of failure will affect the network. 
(iv) Dynamic topology: The nodes in the network are free to join or leave the network. 
Moreover they may move arbitrarily due to mobility, or fail, for example, due to lack of 
energy. Hence the network topology may change dynamically. And also, the network 
should adapt to the traffic patterns as well as the channel conditions. This necessitates 
the network topology to be adaptive and makes more dynamic. 
(v) Autonomous nodes: The nodes in the network are normally self-organizing, self- 
configuring, and self-healing. They acts as end points for communication services as 
well as may implement some or all of the control and/or management functions as 
needed. This facilitates the deployment easy and quick, however imposes more burden 
on individual nodes. 
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Regardless of their benefits, the above characteristics introduce numerous challenges to the 
communication protocols, and hence pose new research trends in the arena of wireless networking. 
In particular, these intrinsic characteristics render traditional network protocols, well developed at 
different layers, inappropriate for use in MHWNs and hence require further research in 
communication protocols for providing efficient communication services over such networks. 
This enabled the researchers to focus on protocol design for MHWNs. As a result, many 
solutions, such as medium access control (MAC) protocols, routing protocols, transport protocols, 
admission control mechanisms, power control mechanisms, topology management, security, etc, 
were proposed for the aforementioned challenges in MHWNs [3]. Though these solutions have 
their own merits and shortcomings; protocol solutions can always be improved as the technology 
develops. 
1.3 Motivations and Research Outline 
While better solutions are being researched to overcome the challenges and provide new 
applications over MHWNs, this thesis mainly focuses on improving the performance of 
communication services in random access based MHWNs from the transport protocol point of 
view. The transport protocol plays a major role in networks on enhancing the performance of end- 
to-end communication services. It implements congestion control mechanism to distribute the 
network capacity across multiple competing flows, while ensuring required reliability and 
improving quality of service (QoS) performance of individual flows. 
Injecting more traffic load into the network than can be supported by the network resources 
results in congestion, which impacts the QoS performance of individual flows, and eventually 
deteriorates the overall network performance significantly. The transport protocol regulates the 
traffic load injected into the network according to the network capacity, with the aid of its 
congestion control mechanism. Unlike in wired networks, capacities of wireless links are not fixed 
and vary with the channel conditions, such as interference, fading and shadowing [8]. In particular, 
location and traffic pattern dependant nature of interference [9] in MHWNs makes wireless links' 
capacities more volatile. Hence regulating the traffic load becomes more challenging in MHWNs. 
Moreover, mobility of nodes complicates congestion control due to misinterpretation of mobility 
induced problems as congestion problems by the transport protocol [10]. Thus, an appropriate 
adaptive approach should be deployed at the transport layer in order to regulate the traffic load for 
the dynamic channel and network conditions in MHWNs. 
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Traditional transport protocols, such as transmission control protocol (TCP) [11], which were 
originally designed to mitigate the congestion problems in wired networks, fail to appropriately 
regulate the traffic load in MHWNs due to the inherent characteristics of such networks [10][12] 
[13]. The transport protocols proposed for MHWNs in the literature are discussed in the next 
chapter. From that discussion, it can be noted that many of the solutions address the challenges due 
to mobility. Although some solutions attempt to overcome the inherent challenges caused by multi 
hop wireless connectivity in IEEE 802.11 based networks, they have their own shortcomings as 
discussed in Chapter 2. Further, the rising demand for real time and/or multimedia streaming 
applications over wireless networks stimulates new research trends in MHWNs for providing QoS 
support for such applications. However, providing QoS support is a challenging task in MHWNs 
due to the intrinsic characteristics of such networks, and therefore should be collectively addressed 
by all the entities involved in communication. The transport protocol should also provide its support 
to enhance the QoS performance of the real time and/or multimedia streaming applications. 
However, almost all the transport layer solutions in the literature mainly focus on improving the 
throughput performance of reliable data delivery in MHWNs, but fail to address improving the QoS 
performance (especially, delay performance) of the demanding real time and/or multimedia 
streaming applications. Note that, the real time and/or multimedia streaming applications have strict 
requirements on delay, jitter, packet loss rate, and smooth rate change, in addition to bandwidth (or 
throughput) requirement. However they do not require 100% reliability. Thus, transporting real 
time and/or multimedia streaming applications using a reliable transport protocol may unnecessarily 
waste the scarce resources, while failing to reach the crucial requirements, such as minimum delay 
for such applications. Hence, new transport protocols or mechanisms should be investigated to 
support the real time and/or multimedia streaming applications in MHWNs. 
This thesis aims to address the shortcomings of the existing transport layer solutions for random 
access based MHWNs. In particular, it focuses on the problems resulting from medium contention 
(due to multi hop wireless connections) at the transport layer performance, and aims to improve the 
QoS performance of end-to-end communication services in MHWNs. To achieve its objective, the 
thesis considers the IEEE 802.11 DCF based MHWNs with fixed nodes. Since end-to-end 
approaches help to maintain the end-to-end semantic of the transport protocol(s), the performance 
of end-to-end congestion detection mechanisms in MHWNs should be studied in detail before 
designing any new congestion control protocol. Hence, the thesis first provides a detail evaluation 
study on end-to-end congestion detection mechanisms and reveals their limitations in MHWNs. 
Consequently, it contributes two novel transport protocol solutions for improving the QoS 
performance of multimedia streaming and reliable data delivery applications in such networks, 
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based on a systematic cross layer architecture. Further, lack of theoretical understanding about the 
performance behavior of the IEEE 802.11 DCF in MHWNs causes limitations in protocol 
development for such networks. Therefore, this thesis also proposes an analytical framework for 
modeling the performance behavior of the IEEE 802.11 DCF in a MHWN with given network 
topology and traffic profile. Based on this model, the proposed framework provides a methodology 
to investigate optimal offered (traffic) load on multi hop traffic path(s) in various network 
conditions. The proposed framework is useful in many aspects of design and development of 
MHWNs. The reminder of this chapter lists the contributions of this work and outlines the 
organization of the document. 
1.4 Thesis Contributions 
The original contributions of this thesis can be summarized as follows. 
1. First evaluation study of various end-to-end congestion detection mechanisms in 
MHWNs. This study reveals the limitations of end-to-end metrics and/or measurements on 
detecting network congestion in MHWNs, and emphasizes the need for cross layer 
interactions for overcoming the challenges in multi hop wireless connections and 
improving the transport layer performance in IEEE 802.11 based MHWNs. 
2. Design and evaluation of a novel transport protocol for improving the QoS 
performance of multimedia streaming applications in MHWNs. This proposed protocol 
implements cross layer interaction in a systematic way in order to overcome the challenges 
in multi hop wireless connections, and thereby exploits explicit medium access control 
(MAC) layer feedback for controlling the traffic load at the transport layer. The use of 
explicit MAC layer feedback at the transport layer prevents network overloading, and 
thereby helps the transport protocol, together with a novel rate adaptation mechanism, to 
deliver the data packets with small delay and jitter, and minimum packet loss rate, while 
maintaining smooth rate change, and hence improves the QoS performance of multimedia 
streaming applications. In fact, this work provides an efficient transport protocol solution 
to support the QoS demand of multimedia streaming applications over random access based 
MHWNs. 
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3. Proposal of set of modifications to TCP congestion control mechanism based on 
explicit MAC layer feedback, for improving TCP performance in MHWNs. The 
novelties include determining network supported congestion window size for TCP, based 
on explicit MAC layer feedback provided in a systematic way, and adapting this window 
size with TCP's congestion control operations. This modified TCP improves the throughput 
performance of reliable data delivery significantly in MHWNs, while providing excellent 
fairness with competing flows. This work proves that the window based congestion control 
mechanism, like TCP is still efficient in MHWNs, provided that the congestion window 
size is adapted according to the actual network condition. 
4. Proposal of a simple, but elegant and accurate analytical framework for modeling 
IEEE 802.11 DCF performance in MHWNs based on conditional probabilities, and 
thereby theoretically analyze optimal offered (traffic) load on multi hop traffic path(s) 
in various network conditions. This framework first maps carrier-sense and hidden 
terminal relationships between the wireless links on a graph, and utilizes that graph to 
determine conditional channel probabilities of the IEEE 802.11 DCF. From these 
probabilities, it proposes a methodology to investigate the optimal offered load on a multi 
hop traffic path using an iterative algorithm. In fact, the outcome of this work is very useful 
for evaluating the end-to-end communication performance of protocol stacks for MHWNs. 
Moreover, the following papers have already been published based on the above works. Please 
note that some of the works are yet to be published in near future. 
Journal Paper 
(i) P. Navaratnam, H. Cruichshank, and R. Tafazolli, "A Link Adaptive Transport Protocol for 
Multimedia Streaming Applications in Multi Hop Wireless Networks - Extended Paper, " 
Springer - Mobile Networks and Applications Journal, vol 13, no. 3-4, Aug. 2008. 
Conference Papers 
(ii) P. Navaratnam, H. Cruichshank, and R. Tafazolli, "A Link Adaptive Transport Protocol for 
Multimedia Streaming Applications in Multi Hop Wireless Networks, " In Proc. ACM 
International Conference on Mobile Multimedia Communications, Nafpaktos, Greece, Aug. 
2007. (Best student paper award) 
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(iii) P. Navaratnam, N. Akhtar, and R. Tafazolli, "On the Performance of DCCP in Wireless 
Mesh Networks, " In Proc. ACM International Workshop on Mobility Management and 
Wireless Access, Malaga, Spain, Oct. 2006. 
1.5 Organization of the Thesis 
The rest of this thesis is organized as follows. 
Chapter 2 summarizes the challenges faced by the transport protocols, and classifies and 
discusses the existing transport layer solutions in the literature for improving the performance of 
end-to-end data transport in MHWNs. Since end-to-end congestion detection mechanisms help to 
maintain the end-to-end semantic of the transport protocols, Chapter 3 provides a detail evaluation 
study on selected end-to-end metrics (or measurements) in order to reveal the effectiveness of those 
metrics for detecting network congestion in MHWNs. A novel transport protocol, called link 
adaptive transport protocol (LATP), is proposed in Chapter 4 in order to improve the QoS 
performance of multimedia streaming applications in MHWNs. A systematic cross layer 
architecture is also described in this chapter, for efficiently exchanging the cross layer information 
between the layers, while maintaining the key benefits of the layered architecture. LATP 
performance is thoroughly evaluated via simulations. Next, Chapter 5 presents the proposed set of 
modifications to TCP congestion control mechanism, and evaluates the performance of the 
modified TCP via simulations. Chapter 6 introduces the novel analytical framework for modeling 
the performance of the IEEE 802.11 DCF in MHWNs, and thereby determining optimal offered 
load on multi hop traffic path(s) when multiple traffic flows compete for channel access. Finally, 
Chapter 7 concludes the thesis by highlighting the outcomes derived from this work, and suggests 
directions for future work. 
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Chapter Two 
2 State of the Art: Transport Layer 
Solutions for MHWNs 
In data networks, transport protocol is used to facilitate end-to-end data transmission between two 
stations. In this chapter, we first outline the operations of the IEEE 802.11 DCF MAC protocol, 
consequently discuss the challenges faced by the transport protocols in IEEE 802.11 based 
MHWNs, and the existing transport layer solutions to improve the performance of end-to-end data 
transmission in such networks. 
2.1 Introduction 
Transport protocols run over the network layer. The ultimate goal of a transport protocol is to 
provide efficient end-to-end message transmission between two stations, where message may be 
fragmented into several data packets at the source station and reassembled at the destination station. 
Thus, a transport protocol is responsible for managing end-to-end congestion or flow control, 
ensuring reliability, providing fairness and possibly guarantying QoS metrics, such as throughput, 
delay, and packet loss rate (PLR) [14]. There exist efficient transport or congestion control 
protocols, such as TCP for reliable data transport and TCP friendly rate control (TFRC) [15] for 
real time or streaming data transport in wired networks. However these protocols are not suitable 
for MHWNs due to the inherent problems associated with the multi hop wireless environment. 
Traditional transport protocols face various challenges, such as mobility, unreliable wireless 
channels, medium contention due to multi hop wireless connectivity, and inappropriate congestion 
detection mechanism in MHWNs. Hence they perform very poorly in such networks. In this 
chapter we first discuss the challenges and their impacts on the transport layer performance in 
MHWNs. Based on this discussion we identify some key design issues to be considered when 
designing new transport protocol(s) for such networks. The existing transport layer solutions to 
overcome these challenges and improve the transport layer performance in MHWNs are also 
discussed. 
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The rest of this chapter is organized as follows. Section 2.2 explains the MAC protocol, the 
challenges and the key design considerations for the transport protocol(s) in multi hop wireless 
environment. The operations, benefits and short comings of the existing transport layer solutions 
are discussed in Section 2.3. Finally, Section 2.4 summaries the chapter and outlines the necessity 
for further research in this arena. 
2.2 MAC Protocol, Challenges, and Design Considerations 
This section first outlines the operations of the IEEE 802.11 DCF MAC protocol. Then it discusses 
the challenges and their impact on the transport layer performance, and also identifies the key 
considerations to be addressed or focused while designing or proposing transport protocol(s) for 
MHWNs. 
2.2.1 The IEEE 802.11 DCF MAC Protocol 
The IEEE 802.11 DCF MAC protocol [7] is one of the most successful technologies 
in wireless 
networking, and originally designed for wireless local area networks 
(WLANs). Due to its 
popularity and economic viability, this thesis focuses on the IEEE 802.11 DCF 
based MHWNs, as 
mentioned in Chapter 1. Therefore in this section we first provide a brief outline about the 
operations of the IEEE 802.11 DCF technology, as we believe this is essential to understand the 
behavior and/or the operations of the network explained in the following chapters. Please refer [7] 
for further detail about the protocol, and Section 4.4 for various impacts in multi hop wireless 
environment. 
The IEEE 802.11 DCF MAC protocol is a random access CSMA/CA protocol. In order to 
reduce the incidents of collisions it employs a carrier sensing mechanism, which detects the channel 
activity, and a truncated binary exponential backoff procedure, which randomizes the start times of 
packet transmissions. 
Under the carrier sensing mechanism, a node that has a packet to transmit will first sense if the 
channel is busy or idle. If the channel is sensed idle for a guard period, known as the distributed 
inter frame space (DIFS), the node will either initiate or resume its backoff procedure before 
transmitting. If the channel is busy, the node will freeze its backoff procedure and wait until the 
channel becomes idle for a DIFS. Note that, for efficiency reason, the time immediately following 
an idle DIPS is slotted and a node is allowed to transmit only at the beginning of each slot. 
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In the backoff procedure, the backoff counter specifies the number of backoff slots that must 
pass through before commencing the transmission. At each packet transmission attempt, the 
backoff counter value is uniformly chosen in the range of [0, CW -1] , where 
CW denotes the 
contention window size and depends on the number of failed transmission attempts for the current 
packet. At the first transmission attempt, CW is set to Wo, the minimum contention window. After 
each unsuccessful attempt, the value of CW is doubled, up to a maximum value CW,,. = 2' WO, 
where m is the doubling limit. If the transmission is unsuccessful after m attempts, the contention 
window is maintained at CW,,. for the remaining attempts, until the retry limit M is reached. If a 
packet fails on M consecutive transmission attempts, the MAC protocol will discard the packet and 
report this to the layer above. 
The backoff counter will be decremented by one when the channel is sensed idle for a slot 
duration, frozen when the channel is sensed busy, and reactivated when the channel is sensed idle 
again for at least a DIFS. 
Further note that, the IEEE 802.11 DCF provides two types of channel access modes, namely 
(i) the basic access mode, and (ii) the RTS/CTS access mode. Both modes employ the mechanisms 
described above. However, the first one utilizes a two-way handshaking mechanism for data 
transmission, while the second one performs four-way handshaking and tries to reserve the channel 
using smaller control packets (i. e. using RTS and CTS packets) before data transmission. We 
consider the RTS/CTS access mode in all the work in this thesis. 
2.2.2 Challenges for the Transport Protocols 
The following are the summary of the major challenges faced by the traditional transport protocols 
in MHWNs. 
Mobility: Nodes in a MHWN may be mobile and may move independently and randomly as far as 
the communication protocols are concerned. This may lead to frequent route changes, partitioning 
and remerging of networks, and also route failures. Normally the transport protocol is unaware of 
these changes, and hence its performance may be significantly affected by the rapid changes in the 
network topology. For example, consider TCP - during a route change or failure, the routing 
protocol will attempt to find a new route to the destination and it may be possible that the route 
discovery time would be longer than the retransmission timeout period at TCP sender. As a result, 
11 
Chapter 2. State of the Art: Transport Layer Solutions for MHWNS 
the TCP sender times out, retransmits a packet, and invokes congestion control. Thus, when a new 
route is discovered, the TCP throughput will continue to be small for some time because the TCP 
sender grows its congestion window using slow start algorithm. If the route changes are frequent 
due to high node mobility, the TCP connection will never get a chance to transmit at the maximum 
negotiated rate. Further, if a route discovery process lasts for a significant amount of time, for 
instance due to network partitioning, the situation will lead to worse case because of serial timeouts, 
which will make the TCP connection inactive for some time even when the sender and the receiver 
get reconnected [ 16]. 
Unreliable wireless channels: The wireless channels are prone to transmission errors due to 
interference from other transmissions, thermal noise, and shadowing and fading effects [8]. Lower 
layer protocols implement several techniques, such as automatic repeat request (ARQ) and forward 
error correction (FEC) to reduce the impact of transmission errors on the upper layers. For example, 
the IEEE 802.11 standard implements ARQ, so when a transmitter detects an error, it will 
retransmit the packet locally. However, in high noisy environments, transmission errors can be 
visible at the transport layer, and hence may affect the transport layer performance [10]. 
Medium contention: Nodes in a MHWN communicate over a common channel. This introduces 
the medium contention problem. Especially, in CSMA/CA based networks, a node wishes to 
transmit first needs to contend for the channel with the nodes in its carrier-sensing range. Further, a 
transmitted packet may collide at the receiver due to the transmission from an interfering node. 
These problems are more severe in MHWNs due to the possibilities of concurrent radio 
transmissions over multiple links. Note that concurrent radio transmissions over multiple links are 
possible even with a single flow, which traverses over a multi hop wireless connection. In other 
words, due to all wireless nature in multi hop connections, the medium contention is not limited to a 
link, and concurrent radio transmissions on different links, irrespective of number of competing 
flows, may interact with and affect each other. However, the traditional transport protocols are 
unaware of this inherent problem, and therefore may inject more traffic on to a multi hop path than 
can be supported by the intermediate nodes. This will increase the medium contention in the 
network and ultimately affect the end-to-end performance of the transport protocol [12]. 
Furthermore, inappropriate congestion control mechanisms not only exacerbate the medium 
contention in the network, but also may trigger routing dynamics in the network due to increased 
medium contention, which would eventually further worsen the transport layer performance [ 17]. 
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Misinterpretation of congestion: Traditional way of detecting congestion based on packet loss is 
not suitable in MHWNs. This is because packet losses may happen in MHWNs 
due to several 
reasons, such as buffer overflow, medium contention, transmission errors, and route changes or 
failures due to mobility. Hence, the congestion detection mechanism in the traditional transport 
protocols is not appropriate for MHWNs [10]. 
Completely decoupled transport layer: In wired networks, the transport layer mechanisms are 
completely decoupled from the lower layers in order to maintain the end-to-end semantics of the 
transport protocols. This puts constrains on the transport layer performance in MHWNs due to the 
lack of knowledge of frequently changing environment at the transport layer [18]. 
2.2.3 Transport Protocol Design Considerations 
Since the traditional transport protocols face many challenges in MHWNs, end-to-end data 
transmission in such networks needs new approaches to improve the transport layer performance. 
The following are the main factors to be taken into account when designing or proposing transport 
technique(s) for MHWNs. 
Congestion control - Congestion control mechanism for MHWNs should be able to adapt the 
changing nature of the environment. Since the traditional way of detecting congestion based on 
packet loss detection fail to predict the actual network status in MHWNs, transport protocol design 
for MHWNs needs to identify appropriate mechanism(s) to detect the network status accurately and 
then should react accordingly. 
Reliability - MHWNs should support a wide range of applications. Therefore the reliability 
requirement of end-to-end data transmissions will vary from unreliable to 100% reliable depending 
on the application. For example, in loss sensitive applications, all data transmissions should be 
guaranteed and therefore require retransmissions at the transport layer in case of packet losses, 
whereas in delay sensitive applications, the data transmissions can tolerate certain amount of packet 
losses and do not require retransmission. Hence, the transport technique(s) for MWHNs should be 
able to support reliable and unreliable data transmissions. 
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Fairness - Fairness refers to the property that each competing flow should get its fair share of the 
available resources. Since the transport protocol decides the end-to-end rate for the flows, it is 
desirable to provide the fairness at the transport layer while performing efficient congestion control. 
QoS metrics - Typical QoS metrics include delay, packet loss rate and throughput. Depending on 
the applications these metrics or their variants could be used to evaluate the performance of end-to- 
end data transmission. For delay sensitive real time applications, packet delay is very important 
because they require timely delivery of data to guarantee timely execution of right actions. Audio or 
video streaming applications require not only high throughput and smooth rate change but also 
minimum delay, jitter and packet loss rate to enhance their QoS performance. In loss sensitive 
applications, packet losses not only triggers retransmissions but also wastes energy. Therefore 
careful measures, depending on the applications, have to be taken in transport protocol design to 
improve these QoS metrics in MHWNs. 
Response to changes - Multi hop wireless environment is 
dynamic due to the shared wireless 
channel nature and node mobility. Hence, the transport protocol should respond reasonably 
promptly to make the environmental changes transparent to the end users. 
Energy efficiency - Nodes in MHWNs may have 
limited energy. Thus, the end-to-end 
transmissions should be performed with minimum energy consumption in order to maximize the 
lifetime of the nodes. Maintaining high energy efficiency is not a function of a single element in the 
protocol stack, in fact it is a collaborative responsibility of all the elements which accomplish end- 
to-end communication in MHWNs. From the transport layer, the transport protocol should avoid or 
reduce packet losses due to network congestion and utilize minimum control overhead in order to 
improve the energy efficiency. 
2.3 Existing Transport Protocols for MHWNs 
There exist many transport protocol solutions in the literature for MHWNs. In this section, we 
broadly classify them into two main categories, namely: reliable transport protocols and real time or 
streaming (i. e. unreliable) transport protocols, and further divide them according to their 
approaches, namely: cross layer (or network assisted) approach and end-to-end approach, as shown 
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in Figure 2.1. Then we summarize their operations and describe their benefits and shortcomings. 
This allows us to identify areas for further research. 
2.3.1 Reliable Transport Protocols 
Reliable transport protocols implement congestion control while guaranteeing end-to-end data 
delivery. Many of the solutions found under this category are based on TCP, and they either 
directly modify the normal TCP operations according to the network condition, or introduce a new 
element in between the transport and the network layers to adapt TCP operations according to the 
network condition. Here, the solutions are grouped under cross-layer approaches or end-to-end 
approaches, since they all predict the network condition either from explicit network feedback 
(cross-layer approach) or entirely from the measurements taken or information available at the end 
stations (end-to-end approach). 
Reliable protocols 
Cross-layer 
approaches 
TCP-F 
TCP-ELFN 
ATCP 
Split"TCP 
ATP 
EXACT 
RBCC 
TCP-FeW 
TCP-CWL 
TCP-AP 
TCP-DAA 
DTPA 
End-to-end 
approaches 
RE-TFRC 
ADTFRC 
Figure 2.1 Transport layer solutions for MHWNs 
Transport protocols for MHWNs 
Real time I streaming 
protocols 
End-to-end 
approaches 
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23.1.1 Cross-layer Approaches 
Feedback based TCP (TCP-F): TCP-F was proposed in [19] to overcome the impacts of mobility 
on TCP performance in mobile ad hoc networks. It relies on network feedback 
from the 
intermediate nodes, to distinguish between route failure and network congestion. An intermediate 
node is expected to generate a route failure notification packet to the sender, upon detection of a 
path break. When a TCP sender receives a route failure notification packet, it stops sending any 
more packets (new or retransmission) to the destination, cancels all the timers, and freezes its 
congestion window and the retransmission timer. The sender then remains in this state until it is 
notified the restoration of the route through a route reestablishment notification packet from the 
network. As soon as the sender receives the route reestablishment notification, it restarts the timers 
from their frozen values and resumes its transmission based on the stored congestion window and 
timeout values. These steps avoid going through the slow-start process that would otherwise have 
occurred on packet losses due to route failure. 
In fact, TCP-F provides a simple mechanism to reduce the problems arising from the 
misinterpretation of route failures as congestion. On the other hand, it purely depends on the routing 
protocol for route failure and route reestablishment notifications. Also it does not distinguish the 
packet losses due to other causes, such as transmission errors. Further, the congestion window used 
after a new route is obtained may not reflect the achievable rate on the new route. This may lead to 
network congestion. 
TCP with explicit link failure notification (TCP-ELFN): This scheme was proposed in [16] for 
improving TCP performance in mobile ad hoc networks. This is very similar to TCP-F, except the 
way the explicit link failure notification (ELFN) message is implemented and the use of TCP probe 
packets for detecting the route reestablishment. There are several ways to implement ELFN 
messages. A simple method would be to use a "host unreachable" ICMP message as a notice to the 
TCP sender. However in [16], the route error message that is sent to the sender by DSR routing 
protocol is used to carry ELFN message to the TCP sender. Once the TCP sender receives an ELFM 
message, it disables its retransmission timer, stops normal functions, and then periodically 
generates probe packets to identify whether a new route is established. If an acknowledgment is 
received for the probe packets, it restores the retransmission timers and resumes normal functions. 
It improves TCP performance, like TCP-F. It is less dependent on the routing protocol and 
requires only the route failure notifications from the lower layers, unlike TCP-F. However, it also 
has the other shortcomings of TCP-F, for example inappropriate values for retransmission timeout 
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and congestion window on the new route. In addition, if the network is temporarily partitioned, the 
route failure may last longer and the periodic generation of the probe packets will unnecessarily 
consume the bandwidth and the power. 
Ad hoc TCP (ATCP): ATCP [10] distinguishes three network events, namely: route failures, 
network congestion, and wireless transmission errors, and ensures appropriate TCP actions for 
those events. To accomplish this, it introduces a thin layer called ATCP in between IP and TCP 
layers at the TCP sender. The ATCP layer detects the route failures from ICMP destination 
unreachable messages from the intermediate nodes and network congestion from explicit 
congestion notification (ECN) [20] and puts the TCP sender into appropriate states so that the TCP 
performance can be improved, as explained below for the three events. 
(i) When the ATCP layer receives a destination unreachable message, it assumes 
disconnection, puts TCP into persist-state, and sets TCP's congestion window to one, 
but avoids doubling retransmission timeout value. In fact, this avoids TCP entering into 
inactivity-state due to serial timeouts, during network partitioning. In the persist-state 
the TCP layer avoids any new transmission or retransmission. But during 
disconnection, the ATCP layer periodically generates probe packets to see if the path is 
reestablished and passes any acknowledgement to the TCP layer. On the receipt of an 
acknowledgement, TCP restarts its operations as normal. 
(ii) When the ATCP layer identifies network congestion from ECN, ATCP layer assumes 
that the connection is in congestion and passes this information to the TCP layer if the 
connection is not already in disconnection. This triggers the TCP sender to invoke 
congestion control algorithms. 
(iii) If a packet loss is detected by the ATCP layer when the connection is neither in 
disconnection nor in congestion, the ATCP layer assumes that the connection 
experiences transmission errors, puts TCP into persist-state and retransmits the lost 
packet immediately from TCP's transmission buffer. When it receives a new 
acknowledgement, it forwards that to the TCP layer to remove the TCP sender from 
persist-state. This avoids invoking congestion control for transmission errors. 
The main advantage of this protocol is that the standard TCP is unmodified. In fact ATCP is 
invisible to TCP, and therefore the nodes without ATCP can cooperate. Further ATCP improves 
TCP performance significantly as reported by the authors, since it distinguishes the network events 
and reacts to them appropriately. However, it relies on the network layer to detect the route failures, 
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and network congestion, which not all intermediate nodes (or routers) and the routing protocols 
may support. Moreover, ATCP utilizes ECN to detect the network congestion, which is not suitable 
for the nature of congestion in MHWNs. Note that in MHWNs, the queue sizes are very small at the 
intermediate nodes and therefore setting the parameters for the active queue management, such as 
random early detection (RED) [21] are quite difficult for ECN operation [12]. 
Split TCP: In MHWNs, TCP throughput degrades significantly with increasing path length. 
Moreover, long connections are more likely to break than short connection due to mobility and 
therefore the throughput of long connections can be further affected. Since underlying IEEE 802.11 
MAC protocol favors the most successful node, the short connections may get more transmission 
opportunities than long connections during competition. This may lead to serious unfairness 
problem in mobile ad hoc networks. To overcome these problems, split TCP scheme was proposed 
in [22]. This scheme splits a long TCP connection into a set of short concatenated TCP connections, 
where intermediate proxies are used as terminating points for these short connections. When an 
intermediate proxy receives a TCP packet, it stores this packet into its buffer and sends a local 
acknowledgement to the previous proxy, which sent the packet. Further, an intermediate proxy 
clears a packet from its buffer when it receives a local acknowledgement 
for that packet. Note that 
this local acknowledgement mechanism does not guarantee the end-to-end delivery. 
Hence, the split 
TCP scheme maintains the end-to-end acknowledgement mechanism as well for guaranteeing end- 
to-end delivery. The number of intermediate proxies for a TCP connection is determined based on 
the path length of the connection. In fact, the intermediate proxies are selected in a distributed 
manner, where an intermediate node decides whether to act as a proxy for a TCP connection. 
Moreover, the intermediate proxies determine their local transmission rates according to the rate of 
arrivals of local acknowledgements, whereas the end stations determine their rate based on the 
arrivals of end-to-end acknowledgements, like in traditional TCP. 
The main advantages of this scheme are improved throughput, improved fairness, and lessened 
impact of mobility. However, this scheme completely collapses the end-to-end semantics of TCP 
connections, requires modifications to the TCP protocol and intermediate nodes, and increases the 
complexity of end-to-end data transmissions. Moreover, frequent route changes due to mobility will 
indeed put more burdens on the system, since it requires selection of intermediate proxies on each 
new route. 
Ad hoc transport protocol (ATP): Unlike the schemes discussed so far, ATP [23] is not a variant of 
TCP but is entirely a new rate based transport protocol for mobile ad hoc networks. It controls the 
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sending rate based on feedback information received from the intermediate nodes in the network. In 
fact, it entirely relies on the intermediate nodes to provide the feedback information for two 
purposes: (i) to determine the supported sending rate, and (ii) to detect the route failures. The 
intermediate nodes provide rate feedback information on each forwarding packet in order to 
determine the sending rate for a connection between two end stations. For this purpose, each 
intermediate node estimates the average delay (i. e. queuing delay + service time) experienced the 
packets passing through it and updates the rate feedback information by the estimated average delay 
on each forwarding packet if the already existing value on that packet is smaller than its estimated 
average delay. Consequently, the destination will receive the average delay experienced by the 
packets at the bottleneck node of the connection as the rate feedback information. The destination 
collects this rate feedback information and sends back the average rate feedback to the source using 
periodic acknowledgement packets. The source determines the sending rate based on the average 
rate feedback information received from the destination. In addition, ATP source follows a quick 
start procedure rather than TCP's slow start procedure to probe for the available bandwidth within a 
single round trip time during connection initiation and route failures (or changes). Moreover, ATP 
source detects route failures (or changes) from the explicit route failure notifications from the 
intermediate nodes. On receipt of a route failure notification, the source switches to the quick start 
procedure and probes for the available bandwidth along the new path. ATP ensures the reliability 
using selective acknowledgement algorithm. 
The main advantage of ATP is that the supported rate by the network is directly learnt from the 
nodes, which form the end-to-end connection. However this scheme assumes that the bandwidth for 
a connection as the reciprocal of the average delay (i. e. queuing delay + service time) experienced 
the packets at the bottleneck node of that connection. This assumption is not precise since queuing 
delay may not accurately reflect the channel availability for a connection at the bottleneck node; 
particularly in MHWNs, though the service time reflects the total channel bandwidth at the 
bottleneck node. Moreover, ATP is not a variant of TCP. This makes internetworking difficult, 
since TCP or TCP variants are widely accepted in IP networks for reliable data transport. 
Explicit rate-based flow control (EXACT): This scheme was proposed in [24] for improving the 
end-to-end performance of reliable data transport in mobile ad hoc networks. In EXACT, the 
explicit rate feedback information is carried on each data packet and is modified by the intermediate 
nodes to inform the flow's allowed sending rate, like in ATP. However, this scheme proposes a 
more precise mechanism, but with additional overhead, for estimating the allowed sending rate for 
a flow, than ATP's mechanism where it is assumed that the bandwidth (i. e. the allowed sending 
19 
Chapter 2. State of the Art: Transport Layer Solutions for MHWNS 
rate) for a flow is the reciprocal of the average delay at the bottleneck node. To do this, each 
intermediate node maintains flow table where current flows passing through that node, their current 
sending rate and the next hop (i. e. outgoing link) information are stored. Moreover, an intermediate 
node measures the current bandwidth of each outgoing link using the DATA-ACK sequence of the 
IEEE 802.11 DCF MAC layer, computes the rate for each passing flow according to the max-min 
fairness criteria from the information available at the flow table, and updates the rate feedback 
information on each forwarding packet. The destination collects the rate feedback information from 
the incoming packets and sends back the average rate feedback to the sender periodically. 
Moreover, this scheme implements a safety counter at the source to limit the number of outstanding 
packets that have not been acknowledged by the destination. This is indeed to prevent the source 
from overloading the network when all the feedback packets are lost, due to for example, route 
failure. Once the safety counter is reached, the source assumes route failure and sends out probe 
packets at a slow rate until the feedback is received from the destination. On receipt of a feedback, 
the source returns to normal operation. In addition, this scheme ensures reliability by utilizing the 
selective acknowledgement algorithm, like ATP. 
This scheme not only prevents network congestion but also ensures fairness among the 
competing flows. However it incurs additional complexity and overhead in order to maintain now 
state information and process its rate computation algorithm at the intermediate nodes, and 
completely collapses the layered architecture. Furthermore, this scheme does not cooperate with the 
other transport protocols, since it requires specific transport layer information for the computations 
at the MAC layer. 
Rate-based congestion control (RBCC): This scheme was proposed in [25] to overcome the 
problems arising from the medium contention on the transport layer performance in mobile ad hoc 
networks. In RBCC, the sending rate of each flow is determined based on the channel busyness 
ratio measurement at the bottleneck node. Moreover, RBCC introduces a leaky bucket at the 
transport layer to buffer the TCP packets and to control the rate of transmission of TCP packets 
according to the sending rate determined by it. Each intermediate node monitors the flows passing 
through it, accounts all incoming and outgoing traffics, and measures the channel busyness ratio in 
each control interval. Then it estimates the available bandwidth based on its channel busyness ratio 
and total incoming and outgoing traffic measurements, and computes per packet feedback rate 
according to the additive increase multiplicative decrease (AIMD) policy in order to ensure the 
fairness. To assist these computations, a flow's current sending rate and control interval are 
communicated by the source to the intermediate nodes on RBCC data packets, in addition to the 
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feedback field. The feedback filed is updated by the intermediate nodes along the path in order to 
inform the bottleneck node's per packet feedback rate to the destination. The destination sends back 
this per packet feedback rate to the source immediately on its acknowledgement packet. On receipt 
of an acknowledgement packet, the source determines the sending rate for the next transmission as 
the current sending rate plus the per packet feedback rate. 
This scheme addresses the medium contention problem and improves the performance of 
reliable data transport in MHWNs. However this scheme collapses the layered architecture and 
makes the layers more reliant on each other for their operations. Since each packet carry valuable 
per packet feedback rate information, packet losses may impact the performance significantly. 
Moreover it introduces additional complexity at the intermediate nodes in order to ensure the 
fairness at the MAC layer. 
2.3.1.2 End-to-end Approaches 
TCP with fractional window increment (TCP-Few): In MHWNs, the main reason for network 
congestion is medium contention. It is observed in several studies, for example [12], that TCP 
overloads the network as its congestion window is allowed to grow beyond its optimal value which 
is very small in MHWNs, and also induces routing instability that further affects the end-to-end 
performance. Hence, a simple but effective mechanism, called TCP-Few was proposed in [17] to 
limit the rate of growth of congestion window and thereby to alleviate the problems caused by 
network overloading in MHWNs. TCP-Few scheme increases the congestion window by a pre-set 
fractional value (<1) per round trip time during congestion avoidance phase. Note that, the standard 
TCP increases the congestion window by one per round trip time during the congestion avoidance 
phase. This is too aggressive in MHWNs since the bandwidth-delay product (BDP) of such 
networks is low. Hence, limiting the rate of growth of congestion window to a fractional value 
during the congestion avoidance phase makes TCP-Few scheme more appropriate for MHWNs 
than the standard TCP. 
TCP-Few scheme avoids the greedy behavior of TCP and improves its performance in 
MHWNs. However, the fractional window increment value is pre-set (i. e. a fixed value; typically 
0.01) in TCP-Few. This pre-set fixed value may not be suitable for a wide range of network 
scenarios. Moreover, it is unclear how this scheme reacts with multiple concurrent flows in the 
network. 
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TCP with congestion window limit (TCP-CWL): This scheme also addresses the medium 
contention problem and the aggressive behavior of TCP in MHWNs [26]. In fact, this scheme 
focuses how to properly set TCP's congestion window limit (CWL) so that network overloading 
can be avoided and TCP performance can be improved. CWL is the maximum size of the 
congestion window that can not be surpassed. Within this limit, TCP determines its congestion 
window according to its normal operation. Please note that in [26], the authors refer the term 
bandwidth delay product (BDP) of an end-to-end path as equivalent number of packets on fly on 
that path. Hence, CWL should not exceed the BDP of the network in order to prevent network 
overloading. It was also proved in [26] that the upper bound of a path's BDP (i. e. the equivalent 
number of packets on fly) is always less than the round trip hop count of that path in MHWNs. 
Supported by this proof and simulation studies, TCP-CWL scheme proposes an adaptive strategy to 
set its CWL according to the round trip hop count (N) of the path as follows: 
if (N S 4) CWL = 2; 
else if (N S 8) CWL = 1; 
else if (N S 12) CWL = 2; 
else if (N S 20) CWL = 3; 
else if (N S 26) CWL = 4; 
else if (N S 30) CWL = 5; 
TCP-CWL shows significant performance improvement in chain topology. Since these CWL 
values are obtained by assuming chain topology and no concurrent flows in the network, they may 
not be appropriate in other topologies. However, the authors claim that CWL for a path in chain 
topology can still be applied as an upper bound for a path with same length in other topologies. 
Further, how TCP-CWL shares the available bandwidth with the other flows is unclear. In addition, 
TCP-CWL assumes that the round trip hop count is readily available at the source, which may not 
be true and may require an explicit mechanism to count it. 
TCP with adaptive pacing (TCP-AP): TCP-AP is another end-to-end approach, proposed in [27], 
to overcome the medium contention problem in MHWNs. It implements an adaptive pacing 
strategy to schedule the transmission of TCP packets within the congestion window. Thereby, this 
avoids bursty transmission of TCP packets while preventing network overloading. It determines the 
transmission rate of TCP packets purely using an estimate of the current 4-hop propagation delay 
and the coefficient of variation of recently measured round trip times. Here the 4-hop propagation 
delay is used to reflect the limited spatial reuse property [28] inherent in MEHWNs, while the 
coefficient of variation of round trip times is used to account the level of congestion on the path. 
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TCP-AP estimates the current 4-hop propagation delay by assuming each node along the path 
experiences same channel condition. This is not true in MHWNs, since the nodes will see the 
channel differently depending on their locations and the traffic profile. Moreover, the presence of 
channel noise may trigger unnecessary rate reduction in this scheme, because the coefficient of 
variation of round trip times can also be influenced by the channel noise. This scheme requires the 
minimum hop count between the source and the destination from the routing protocol, and always 
assumes the shortest path routing. Note that the shortest path routing is not true with many ad hoc 
routing protocols. In addition, it assumes a fixed interference to transmission range ratio so that the 
spatial reuse distance is 4-hop. This 4-hop spatial reuse distance may not be applicable if the 
interference to transmission range ratio differs from the typical value which is normally 2. 
TCP with dynamic adaptive acknowledgement (TCP-DAA): In IEEE 802.11 based networks, not 
only the TCP data packets contend for the medium access but also the TCP acknowledgement 
packets cause similar medium contention despite their small size. Moreover, TCP retransmission 
packets too compete for the medium access, like other packets. These result in excessive medium 
contention in MHWNs. TCP-DAA [29] addresses this problem and proposes solutions to reduce the 
number of acknowledgement packets and unnecessary retransmissions in MHWNs. To achieve this 
purpose, it implements a dynamic adaptive acknowledgement strategy which delays the 
acknowledgement adaptively based on the conditions of the wireless channel. Note that, despite the 
path length, TCP-DAA assumes a CWL of 4 in order to limit the number of TCP data packets on 
the fly. Since TCP source reduces its congestion window by half on packet loss detection, delaying 
the acknowledgement may lead to serial timeout due to low CWL; so the delaying strategy should 
be appropriately controlled in MHWNs to avoid serial timeout. By considering these facts, TCP- 
DAA delays the acknowledgement up to four packets when the channel condition is good and less 
for lossy channels. To detect the channel condition, TCP-DAA keeps track of inter-arrival times at 
the destination and computes a timeout value to trigger the acknowledgement when the channel 
condition becomes bad. In particular, during normal operation TCP-DAA sets its delayed 
acknowledgement to four packets when the channel condition is good, reduces it to two when the 
channel condition is detected to be bad by timeout, and then gradually increases it to three, and four 
as new data packets arrive the destination within the expected period. In this way, TCP-DAA adapts 
its delayed acknowledgement strategy to the channel condition and minimizes spurious timeout at 
the source while reducing the degree of medium contention in the network. 
TCP-DAA scheme helps to improve TCP performance considerably in MHWNs by reducing 
the number of unnecessary acknowledgement packet transmissions and data packet retransmissions 
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as much as possible. Since inter-arrival times are too noisy in MHWNs, its delayed 
acknowledgement strategy may greatly be impacted by this noise as it computes the timeout value 
at the destination from inter-arrival time measurements. Thus, distinct parameter settings are still 
needed for this scheme. 
Datagram Transport Protocol forAd Hoc Networks (DTPA): In [30], the authors argue that TCP's 
AIMD policy for congestion control is costly and ineffective in ad hoc networks, and hence 
implement a fixed-size window based flow control mechanism in their proposed scheme, DTPA. In 
DTPA the congestion window is always fixed at a value equivalent to the BDP of the path plus 
three. Since the BDP of a path in MHWNs is very small, the authors argue that the congestion 
control mechanism is less important as long as the congestion window is kept small, and on 
contrary the loss recovery plays a critical role for improving the transport layer performance. 
Hence, DTPA incorporates a cumulative bit-vector-based selective acknowledgement mechanism 
for guaranteeing reliability efficiently. Note that DTPA is a datagram-oriented transport protocol, in 
contrast with TCP which is a byte-stream based transport protocol. In DTPA each datagram is 
sequenced, instead of each octet; hence the selective acknowledgement mechanism can be made 
simple and effective. On each packet reception, DTPA destination sends out a selective 
acknowledgement, where the highest sequence number of the received packets is informed together 
with the reception status of the set of previously transmitted packets, represented in corresponding 
bits. When two or more selective acknowledgement packets indicate that a packet is not received, 
the source immediately retransmits that packet from its retransmission buffer. Moreover, in the 
event of retransmission timeout, DTPA source assumes there is no outstanding packets in the 
network and retransmits the lost packets together with new packets if the congestion window 
allows. 
DTPA minimizes the time wasted on loss detection and significantly reduces the number of 
retransmission by effectively utilizing its selective acknowledgement mechanism. However, DTPA 
may experience severe unfairness among competing flows due to its fixed congestion window 
regardless of the degree of congestion in the network. Further, it expects the routing protocol to 
provide the path length information to determine the BDP of the path. Since it is a datagram- 
oriented protocol, it is non-compatible with TCP and the fragmentation of the packets at the lower 
layers is undesirable. 
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2.3.2 Real Time or Streaming Transport Protocols 
Real time or multimedia streaming applications do not require guaranteed reliability; however they 
are mostly delay sensitive. Hence using reliable transport protocols to carry such applications not 
only waste the resources, for example on retransmissions, but also deteriorate their performance 
due 
to increased delay. TFRC is a well known transport layer congestion control proposal for 
multimedia streaming applications in the Internet [15]. However, this suffers in MHWNs, 
like TCP. 
In this section we identify the transport protocols proposed in the literature to improve the 
performance of real time or multimedia streaming applications in MHWNs. Despite the growing 
demand for real time and multimedia streaming applications over wireless networks in recent years, 
there has been only few works that attempt to provide transport layer support for such applications 
in MHWNs. We identify two transport layer solutions below from the literature; both attempt to 
improve TFRC performance in MHWNs based on end-to-end measurements. 
Enhanced rate estimation for TFRC (RE-TFRC): TFRC's rate control algorithm overloads the 
network and deteriorates the end-to-end performance in MHWNs. RE-TFRC [31] proposes a new 
rate estimation algorithm for TFRC to estimate the saturation capacity of MAC layer in MHWNs, 
and thereby limits the sending rate of TFRC so that network overloading can be avoided. For this 
purpose, it first computes the round trip time at network saturation using a theoretical equation, and 
estimates the corresponding loss event rate. Using this estimated loss event rate and the actual 
round trip time, RE-TFRC computes the maximum sending rate for the current network condition. 
Consequently, it limits the sending rate to this maximum value, if the original sending rate 
determined by TFRC is higher than this maximum value. This prevents network overloading, and 
thereby improves the end-to-end performance of TFRC in MHWNs. 
In this scheme, the theoretical computation of round trip time assumes perfect chain topology 
with no hidden terminal problem. This is not true in MHWNs where the hidden terminal problem 
can not be avoided and the topology of the network may also vary. Hence, the lack of accuracy of 
this round trip time estimation model makes this scheme less suitable for real MHWNs. Moreover, 
theoretically estimating the round trip time in MHWNs is a complex problem and depends on many 
factors. Therefore any improvement to this scheme is also difficult. 
TFRC for ad hoc networks (ADTFRC): Like TCP, TFRC also assumes any packet loss is due to 
network congestion and implements rate control based on packet loss events. This assumption is no 
longer valid in mobile ad hoc networks, as discussed before. To improve the TFRC performance in 
25 
Chapter 2. State of the Art: Transport Layer Solutions for MHWNS 
mobile ad hoc networks, ADTFRC [32] implements a robust detection mechanism purely based on 
end-to-end measurements in order to identify the network events, such as congestion, channel error, 
route changes, and route disconnection, and reacts to them accordingly. ADTFRC detects network 
congestion, when inter-packet delay difference (IDD) is high and short term throughput (STT) is 
low and implements rate control based on the frequency of congestion detection, instead of the 
packet loss events. If the network is not in congestion, it detects whether there is route change or 
channel error or route disconnection. It assumes route change if the packet out-of-order rate (POR) 
is high, channel error if PLR is high and route disconnection if retransmission timeout is triggered, 
when the network is not in congestion. During route change and channel error, the ADTFRC source 
maintains its current sending rate to avoid unnecessary rate reduction. During route disconnection, 
ADTFRC source freezes its current transmission and performs periodic probing so that its 
transmissions can be resumed once a new path is discovered. 
In fact, ADTFRC attempts to overcome the problems on TFRC performance due to mobility 
and transmission errors caused by noisy channels, based on end-to-end measurements. However 
end-to-end measurements are too noisy in MHWNs, and therefore the decisions made regarding the 
network events based on these measurements are highly unreliable, although the use of multi- 
metrics may reduce the detection errors. We will study this in detail in the next chapter. 
2.4 Chapter Summary and Outlook 
This chapter discussed the challenges faced by the traditional transport protocols in MHWNs and 
provided key design considerations to be addressed when designing or proposing transport layer 
solution(s) for MHWNs. Then many of the transport layer solutions proposed in the literature for 
MHWNs were identified and classified according to their reliability guarantee, i. e. reliable or real 
time / streaming, and approach, i. e. end-to-end or cross layer. The operations, benefits and 
shortcomings of these protocols were summarized in order to emphasis the need for further research 
in this arena. 
Many existing solutions address the problems due to mobility. They detect the route changes or 
failures due to mobility either from explicit notifications, for example ATCP and ATP, or from end- 
to-end measurements, for example ADTFRC, and propose appropriate actions. Some solutions 
identify the unique nature of congestion due to medium contention in MHWNs, and propose to 
control the offered load in order to maintain an optimum level of medium contention in the 
network. For example, TCP-Few limits the growth of congestion window during congestion 
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avoidance phase, and TCP-CWL limits the maximum congestion window; however it is unclear 
that how these mechanisms behave when there are multiple competing flows in the network. 
Moreover, TCP-DAA reduces the number of unnecessary transmissions caused by TCP 
acknowledgement packets in order to avoid MAC saturation, and hence network overloading, but it 
does not implement any mechanisms to control regular TCP data packet transmissions according to 
the network condition. On the other hand, EXACT controls the level of medium contention in the 
network, by appropriately adjusting the sending rate according to the channel busyness ratio 
measurements at the intermediate nodes of the path, while RBCC adjusts the sending rate according 
to the throughput measurement on each outgoing link from the intermediate nodes. However, 
EXACT and RBCC completely collapse the layered architecture and incurs additional complexity 
and overhead. Thus, a more robust mechanism is needed to predict the network condition for 
improving the transport layer performance in MHWNs, while maintaining the benefits of layered 
architecture. 
Further, it was noted that the transport layer support for real time and/or multimedia streaming 
applications in MHWNs has been less focused in the literature. RE-TFRC proposes a solution to 
avoid MAC saturation for streaming applications. However the solution is less suitable for real 
MHWNs due to its inaccurate round trip time estimation model. ADTFRC was proposed to solve 
the problems due to mobility, and transmission errors due to noisy channels. It didn't identify the 
medium contention problem. Thus, further research should be needed to provide transport layer 
support for enhancing the QoS performance of real time and multimedia streaming applications in 
MHWNs. Chapter 4 will focus on this. 
Moreover, utilizing end-to-end metrics for network events detection will help to maintain the 
end-to-end semantics of the transport protocols. However, it is unclear that whether the end-to-end 
metrics reflect the network events, in particular the level of congestion, accurately in multi hop 
wireless environment. Hence, this will be first addressed in the next chapter. 
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Chapter Three 
3 Limitations of End-to-end Congestion 
Detection Mechanisms in MHWNs 
End-to-end mechanisms deployed at the end hosts help to maintain the end-to-end semantic of a 
'connection and provide a convenient way of implementation without the support of the network 
devices, such as routers. In this chapter we explore and evaluate end-to-end congestion detection 
mechanisms for improving the performance of the transport layer protocol(s) in 
MHWNs. The 
work presented in this chapter was carried out as part of IST project - Ambient 
Networks [33]. 
3.1 Introduction 
Traditional congestion control protocols such as TCP and TFRC were originally 
designed for wired 
networks, where the main cause of packet loss is congestion. 
Therefore whenever a new packet loss 
is detected TCP and TFRC assume congestion in the network and invoke congestion control 
mechanisms. This assumption is no longer valid in MHWNs because packet losses can be due to 
congestion, route failures, or transmission errors due to channel noise, fading, or shadowing in such 
networks. Therefore the traditional transport protocols perform very poorly in MHWNs as they 
misinterpret any packet loss as an indicator for network congestion [10][16][19][23][32][34][35]. 
For example, TCP assumes packet loss as the congestion indicator and halves the sending rate 
whenever a new packet loss is detected. However, the packet loss may be due to other reasons, such 
as transmission errors in wireless networks, and therefore it may not require any rate control action. 
Many studies have been conducted to improve TCP performance in mobile ad hoc networks by 
exploiting various loss differentiation techniques [10][32][34][35] (see Section 2.3). Loss 
differentiation techniques help the transport protocols to identify the cause of packet loss and 
' Here the term `connection' means the transport layer connectivity between the data source and the 
destination. This thesis uses the terms `connection' and 'flow' interchangeably when referring a flow at the 
transport layer. 
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invoke congestion control mechanisms only for packet losses caused by congestion. However, 
misclassification of packet losses may worsen the performance. For example, if losses due to 
congestion are treated as losses due to transmission errors, the sender will not decrease its offered 
load and hence more congestion can build up in the network. On the other hand, misclassification 
of losses due to transmission errors as losses due to congestion results in reduced throughput and 
under utilization of network resources. Therefore, accurate measures have to be taken to ensure the 
connection status before taking any flow or congestion control action. More importantly congestion 
has to be detected accurately and congestion avoidance action has to be taken on time. Otherwise, 
the overall network performance will be deteriorated as more and more congestion builds up in the 
network. 
Congestion can be detected with the assistance of network devices, such as routers, for example 
ECN mechanism [20][36] or by end-to-end measurement approaches, for example [32]. Network 
assisted congestion detection mechanisms need the support of the lower layers at the intermediate 
routers in order to explicitly measure and notify the network status to the end hosts. This makes the 
deployment difficult and expensive. However end-to-end measurement approaches maintain the 
end-to-end semantic of the traditional transport layer protocols, and can be easily implemented at 
the end hosts without the support of the network. Therefore, in this chapter we analyze the 
feasibility of end-to-end measurement approaches for accurate and timely detection of congestion, 
in order to improve the performances of transport protocols, such as TCP, in MHWNs without 
violating the end-to-end semantics of such protocols. 
The rest of this chapter is organized as follows. We discuss the existing end-to-end congestion 
detection mechanisms in wireless networks and identify the metrics and/or measurements used for 
congestion detection in Section 3.2. Then, the accuracy of the identified congestion detection 
metrics and/or measurements is evaluated in MHWNs over a wide range of network scenarios in 
Section 3.3, using simulations. Finally, Section 3.4 summaries the chapter, and outlines the problem 
and motivation for our work in the following chapters. 
3.2 Congestion Detection in Wireless Networks 
Traditionally end-to-end mechanisms have been used to detect the congestion in networks. For 
example, TCP and TFRC protocols use detection of a new packet loss at an end host as an indicator 
of congestion in the network. However packet loss can also happen due to various other reasons, 
such as transmission errors, route failures due to node mobility, and shared nature of the wireless 
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medium in wireless networks. Therefore, various loss differentiation techniques were proposed in 
order to first identify the cause of packet losses in wireless networks and thereby react to the 
network status appropriately at the transport layer [37]-[40]. 
In this section, we identify and discuss the end-to-end congestion detection mechanisms, 
including the mechanisms utilized in loss differentiation techniques, proposed in literature for 
improving the transport layer performance in wireless networks. In general, the mechanisms 
proposed are based on end-to-end measurements such as inter arrival time [41], one-way delay [42] 
or inter delay difference [32], round trip time [27][37][43], and throughput variation [44]. Therefore 
we classify these mechanisms into four different categories based on their key measurement and 
analyze the representative schemes below. 
3.2.1 Inter Arrival Time Schemes 
Inter arrival time between the consecutive packets arrival at the destination is taken as a key 
measure to distinguish congestion losses (packet losses due to congestion) from wireless losses 
(packet losses due to wireless transmission errors) under the following assumptions. 
" only the last hop of the path is wireless link 
" the wireless link is the bottleneck link of the connection so that the packets are queued at 
the base station and sent back to back on the wireless link 
" the source performs a bulk data transfer 
Based on the above assumptions, originally in [41] the authors proposed a simple scheme to 
differentiate the cause of packet losses as shown in Figure 3.1. Their scheme is based on the 
observation that a packet loss on the wireless link implies that the time difference between the 
arrival times of the preceding and succeeding packets will be at least double the minimum inter 
arrival time on the end-to-end connection. Let Tmj,, denotes the minimum inter arrival time 
observed so far by the destination of the connection, P, be the last in-sequence packet received, 
P+,, +i be the- first out of order packet received after packet loss, n be the number of lost packets 
and T; denotes the inter arrival time between packets P and P+,, +t. Wireless loss (transmission 
error) is assumed for the n missing packets if (n + 1)Tmjn 5 T; (n + 2)Tmin . Otherwise, the packet 
losses are assumed to be due to congestion. 
The basic scheme works very well in isolation on wireless last hop topology (this type of 
topology simulates a cellular network or satellite direct-TV system), where each user is allocated a 
30 
Chapter 3. Limitations of End-to-end Congestion Detection Mechanisms in MHWNs 
dedicated wireless channel, and achieves excellent throughput performance by reacting to wireless 
losses appropriately. However, with competing traffic in shared links, it misclassifies a significant 
number of congestion losses as wireless losses due to a very high upper limit of (n +2 )Turin for 
wireless loss prediction and preventing the sending rate of a flow from being reduced. This 
ultimately leads to severe congestion in the network [38]. 
Congestion loss Wireless loss Congestion loss 
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Figure 3.1 Basic inter arrival time scheme 
Therefore, a slight modification was proposed to the basic scheme in [38] to reduce congestion 
loss misclassification and thereby improve the performance, based on `the more the wireless link is 
close to fully utilized the lower the upper limit should be'. It was shown that the upper limit 
(n + 1.25 )Tm;,, provides a good trade-off between low congestion loss misclassification and a high 
throughput on wireless last hop topology with competing traffic in wired shared links. However, 
even the modified scheme fails to provide improvement to throughput performance when the 
wireless link is shared by some other flows, like in WLAN [38]. This is because, for the loss 
differentiation schemes based on inter arrival time measurements to work accurately, packets from 
the same flow need to be buffered one after the other at the base station (access point). This is not 
true in shared wireless networks. Moreover, random access mechanisms, such as CSMA/CA used 
in shared wireless networks to share the medium makes inter arrival times too noisy with competing 
flows. 
3.2.2 One-way Delay Schemes 
One-way delay is a measure of the time a packet takes to travel from the source to the destination. 
Delay characteristics were investigated in [32], [38] and [42] and some schemes were proposed to 
detect the congestion based on packet delay or delay variation. Moreover, unlike the inter arrival 
time measurements, delay measurements are not affected by the packet sending behavior of the 
source at the transport layer. Ideally the delay measurements tend to reflect the network status along 
the path at the destination. 
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It was shown in [42] that the relative one-way trip time (ROTT - i. e. relative one-way delay) 
measurements at the destination for a particular connection tend to show spike trains during 
congestion. Note that, since the absolute measure of the delay is difficult due to clock skew 
between the source and the destination in real systems, the term relative has been used by the 
authors. Based on this observation they proposed a scheme as shown in Figure 3.2 to classify the 
path status, i. e. whether the end-to-end path experiences congestion or not. According to this 
scheme, the path status is classified as congestion state on a packet arrival if the path status is 
currently not in congestion and the ROTT exceeds the upper threshold value, rottU h. Otherwise, 
the path status is classified as no congestion state if the path status is currently in congestion and the 
ROTT is less than the lower threshold value, rott/Ih . Originally the threshold values were 
fixed and 
determined individually for each network scenario. This limited the scope of the scheme. 
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Figure 3.2 ROTT scheme 
Therefore, in order to make the original scheme more flexible and suitable for a wide range of 
network scenarios, the threshold values were determined as follows in [38]. 
rottuth = rottmin + Li'( rottmax - rottmin ) (3.1) 
rottlfh = rottmin +A rott,,,, - rottmin ) (3.2) 
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where rottmin and rott,,, are the minimum and the maximum ROTT values measured so far, and 
a >_ , 
O. In fact in [38], this scheme was used to classify the network status and thereby identify the 
cause of packet losses whenever a new packet loss is detected. If the path is in congestion state, 
then the packet loss is assumed to be due to congestion, otherwise assumed to be due to 
transmission error. Moreover it was shown in [38] that a= 1/ 2 and ß =I/ 3 provides better 
performance in all topologies. In particular, this ROTT based scheme, we call it ROTT scheme, with 
modified threshold values performs very well on identifying the packet losses due to congestion 
with competing traffics in networks with single hop shared wireless links, like WLANs [38][40], 
unlike the schemes based on inter arrival time measurements discussed in the previous section. 
However further investigation is needed in networks with multi hop wireless connections. 
In [38], the authors proposed another scheme called ZigZag scheme. This scheme classifies the 
packet losses based on ROTT statistics, i. e. current ROTT value, rotte , the mean value of ROTT 
observed so far, rottmean and the standard deviation, rottdev, and the number of packet losses, n. A 
packet loss is classified as wireless loss if: 
(n =1 AND rott1 < rottmean - rottdev) 
OR (n =2 AND rotti < rottmean - rottdev ) (3.3) 
OR (n =3 AND rott i< rott mean ) 
OR (n >3 AND rott; < rottmean - rottdev / 2) 
Otherwise, the loss is classified as congestion loss. Their simulation results showed that the ZigZag 
scheme performs well only in networks like cellular networks, with dedicated wireless channel for 
each user and congestion in wired links. 
In [32], the delay difference between the consecutive packets, i. e. inter-packet delay difference 
(IDD) was used with short term throughput (STT) over a time interval to detect the congestion in 
mobile ad hoc networks. Although the single metric, IDD reflects the congestion level along the 
path when the network is congested, it is noisy when the network is not congested due to other 
network events, such as node mobility or node failures. On the other hand, STT alone can not be 
used as congestion indicator because it is susceptible to bursty transmission errors, route failures 
and packet sending rate variation at the source. Therefore STT was used with IDD to improve the 
accuracy of end-to-end congestion detection in [32]. In the paper, the authors assume congestion 
only when IDD is high and STT is low. However, the both metrics are highly influenced by various 
network conditions, the decisions may also highly fluctuate. In addition, how to make high and low 
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decisions is also not clear in their scheme, since the threshold values can not 
be fixed for varying 
network conditions, such as path length. More investigation is needed on these metrics. 
3.2.3 Round Trip Time Schemes 
A non-congestion packet loss detection (NCPLD) scheme was proposed in [43] for TCP based on 
the general behavior of a network, explained in [45]. As shown in Figure 3.3, when the offered load 
increases, the throughput will increase proportionally and the corresponding round trip time will 
show a small increase, until the offered load reaches a knee point. This knee point in the load- 
throughput curve corresponds to the optimum operating point of the network without any 
congestion problem. Increasing the offered load beyond this point will first show a small increase in 
throughput and thereafter a complete congestion collapse, while showing a larger increase in round 
trip time (RU) due to increased queuing delays. 
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Figure 3.3 General behavior of a network with increasing load 
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Therefore, the RTT value corresponding to the knee point was considered as the threshold value 
to detect the path status in [43]. According to the NCPLD scheme, the TCP source estimates this 
RTT threshold value, rttth as given below. 
rtt rtt +1 rtt 
Bp rttmin (3.4) 
rh = min 2 TotalPipeSize 
where rtt is the current RTT, rtt, n;,, 
is the minimum RTT value observed so far, BTX represents 
the estimated end-to-end transmission rate (note that, the value BTX rttm; n provides an estimate 
for 
the bandwidth delay product of the path [37]), and TotalPipeSize is the total capacity of the path at 
the optimum operating point and is estimated as follows. 
TotalPipeSize =1 . rttk . 
Wk -Wk-1 (3.5) 2 rttk - tttk-1 
where Wk is the number of bytes in transit and rttk is the RTT value on the reception of k" 
acknowledgment packet at the source. Moreover, the NCPLD scheme assumes that the destination 
sends out acknowledgement packet over the same path to the source for every incoming data 
packet. Note that, this scheme is not be viable with delayed acknowledgment strategy, as in [29]. 
According to the NCPLD scheme, if the current rtt > rttth , the end-to-end path is assumed to be 
in congestion and the packet losses are predicted as congestion losses, otherwise no congestion is 
assumed. It was shown in [37] that the NCPLD scheme predicts congestion losses more accurately 
in networks with single hop wireless connections with channel packet error rate (PER) < 1%. 
However, the accuracy of packet loss classification decreases in networks with high channel PER 
(>1%). Further, the applicability of this path status detection (i. e. congestion detection) scheme still 
remains for investigation in networks with multi hop wireless connections. 
To measure the degree of congestion on an end-to-end path, the coefficient of variation of RTT 
values was computed as a key measure in [27]. Despite the deficiencies identified in the overall rate 
control mechanism, already discussed in Section 2.3, the novelty of using the coefficient of 
variation of RTT values as a quantitative measure of congestion on the end-to-end path seems 
promising. The authors computed the coefficient of variation of RTT values, rttco,, as follows. 
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1N2 
Y-(Tlti - rttmean 
rttcov - 
nt 
mean 
where, N is the number of considered recent RTT samples, rtt; is the value of the iah RTT sample 
and rttmean represents the mean value of the samples. In the paper, the authors presented simulation 
results taken over limited network scenarios to justify their argument to use rttcav as a key measure 
of degree of network congestion in MHWNs. In fact, further investigation is needed over a wide 
range of network scenarios to conclude the accuracy of rttco,, on measuring or detecting network 
congestion in networks with multi hop wireless connections. This will also be focused in Section 
3.3. 
Moreover, by estimating the expected throughput over the path based on RTT measurements at 
the source, a scheme called Vegas predictor was studied in [41] in order to identify the path status 
for TCP connections in networks with wireless links. As originally proposed in TCP-Vegas [46], 
the Vegas predictor scheme (call it Vegas scheme hereafter) compares the actual throughput with 
the estimated throughput. In fact, this scheme classifies the path status based on the following 
function, diff,,. 
diffv = 
cwnd 
_ 
cwnd nt (3.7) 
L rttmin rtt 
where cwnd denotes the current congestion window size of the TCP source in segments. 
The function, diff,, is compared to two thresholds, a and ß (ß z a), in order to identify the 
path status. If diff, z fl, the Vegas predictor scheme assumes that the path is in congestion and 
therefore possible packet losses are assumed to be due to network congestion. On the other hand, if 
diff, <_ a the path is assumed to be not in congestion and packet losses are assumed to be due to 
other reasons, such as transmission errors. Further, when a< diff,, <, 8 the path is considered to be 
in the previous state. 
In [41 ], the authors set the threshold values a and ß as a =, 6 =1, and observed that the 
accuracy of the path status classification is not satisfactory. Therefore they observed high rate of 
misclassification of packet losses with the Vegas predictor. However in [37] it was shown that by 
appropriately tuning the threshold values the accuracy of path status classification and thereby the 
packet loss classification can be improved. In fact, their selection a=I and ß=3 significantly 
improves the accuracy of packet loss classification for TCP connections in networks with single 
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hop wireless connections, with and without competing traffics [37]. However, their results were not 
verified in MHWNs. 
3.2.4 Throughput Variation Schemes 
In general, end-to-end throughput of a flow over a path drops (or saturates) when the offered load 
increases beyond the network capacity [32][45]. Based on this general phenomenon, variation on 
short term throughput was used as an indicator to the network congestion in [32]. Since short term 
throughput can also be influenced by several other factors, such as transmission errors, sending 
behavior of the source, and mobility in mobile ad hoc networks, in [32] it is used not as a single 
metric to detect the network congestion but as a joint metric together with IDD to improve the 
accuracy of end-to-end congestion detection in mobile ad hoc networks. 
Note that, in IEEE 802.11 based multi hop wireless networks, the key reason for congestion 
related packet losses is increased medium contention than buffer overflow [12] (we will show this 
in Chapter 4). The MAC layer retransmits the packets up to a maximum retry limit before dropping 
them. Thus, congestion detection based on packet loss events may be too late in multi hop wireless 
networks. On the other hand, in [44] the authors observed a significant variation in short term 
throughput due to repeated retransmission attempts and back-offs during network congestion, 
caused by increased medium contention. Here the authors made an assumption that the transmission 
errors are random and do not fluctuate the throughput unlike with increased medium contention. 
Moreover, they also assumed that the source sends out the packets at smooth rates. Based on these 
assumptions and observation, they proposed that the variance of throughput, sit,.,, defined below, 
not only helps to detect the congestion but also provides a quantitative measure to the level of 
congestion on the path. 
K 
I IStti - Sttmean 
I 
- 
i=1 
Sttvar - (K -1)Sft mean 
(3.8) 
where stti is the i`h sample of the short term throughput achieved over a particular time interval and 
sttmean denotes the average value of the K recent throughput samples. Please note that, this metric 
can be used to detect network congestion in MHWNs only if the source sends out the packets at 
smooth rates, and there is no other factor which can impact the throughput except the network 
congestion. However, as we already discussed, throughput can indeed be affected by various other 
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factors in MHWNs. Therefore, congestion detection mechanisms based on short term throughput 
measurements have to be carefully studied over a wide range of scenarios 
before concluding their 
performance in MHWNs. 
3.2.5 Additional Discussion 
In MHWNs with stationary nodes, end-to-end flows face additional challenges than wired networks 
caused by wireless transmission errors and the shared nature of the wireless medium. Please note 
that in IEEE 802.11 based single hop and multi hop networks the wireless links attempt 
transmissions in a similar manner. However, performance impact on the transmissions due to 
shared wireless medium is more significant in MHWNs than in single hop wireless networks. This 
is because, in networks with multi hop wireless connections, simultaneous transmissions or 
transmission attempts can be possible at the MAC layer over multiple links. Therefore, in MHWNs 
not only the flows traverse over a particular link compete with each other for the medium access, 
but also the flows within the interference range of that link may also impact the performance of the 
flows over that link. This will ultimately be reflected on the end-to-end metrics. Thus, the unique 
nature of transmissions in MHWNs require further investigation on the end-to-end metrics 
discussed in the previous sections for detecting the actual network status at the end hosts in the 
traditional way. 
Further, congestion control mechanisms based on the loss differentiation techniques for 
wireless networks wait for a new packet loss detection at an end host, before they notify the 
network congestion and invoke the congestion control actions. Recall that the key reason for most 
of the packet losses in MHWNs is medium contention [12] and the MAC layer will attempt 
maximum retry limit before dropping a packet due to medium contention. Thus, the lost packets can 
only be detected too late at the end hosts in MHWNs due to repeated retransmission and back-off 
actions at the intermediate routers on the path. This may result in too much latency in the control 
loop of the congestion control mechanism. Consequently, congestion detection and control based 
on packet loss events suffer from poor performance in IEEE 802.11 based MIHWNs. 
Even though the reason for the packet loss can be predicted at the end host using an efficient 
loss differentiation mechanism in wireless networks, packet loss is no longer a suitable metric in 
MHWNs to detect the congestion due to the latency involved in the detection. Therefore, it is 
necessary to identify for an appropriate metric in order to accurately and timely detect and notify 
the congestion in MHWNs in an end-to-end manner. In particular, further investigations have to be 
performed to answer the following questions in MHWNs. 
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1. How end-to-end metrics behave during network congestion? 
2. Does any metric predict the network congestion precisely at an end 
host? 
3. Can both 2 inter-flow congestion and intra f low congestion be detected in 
MHWNs 
using an end-to-end metric? 
4. How much is the latency, if an end-to-end metric predicts congestion at an end 
host? 
5. Is there any metric which precisely reflects the level of congestion on a multi 
hop path? 
3.3 Performance of Congestion Detection Metrics in Multi Hop 
Wireless Networks 
In this section, we investigate the performance of end-to-end congestion detection metrics 
(or 
mechanisms) with 3TCP and TFRC protocols in IEEE 802.11 based MHWNs using ns2 
[47] 
simulations. Based on the discussions in section 3.2, the selection of metrics of 
interest is 
performed as follows. 
1. Inter arrival time based schemes are not applicable in networks with shared wireless 
links due to their key assumptions and, therefore not suitable in MHWNs. 
2. One-way delay based schemes can be easily integrated with TCP and TFRC protocols. 
Basically, three schemes are available under this category and their performance 
studies reveal: 
a. Modified ROTT scheme (3.1), (3.2) with a =1 /2 and 6 =1 /3 performs well 
in single hop shared wireless networks, like WLAN. However, the impact due 
to shared wireless links is more significant in MHWNs and how the ROTT 
scheme reflects to this impact is still unknown. We investigate this with TCP 
and TFRC protocols in MHWNs. 
b. ZigZag scheme identifies the network status better only in the networks with 
dedicated wireless links, which is not the case in MHWNs and therefore is not 
considered here. 
c. IDD increases with network congestion. However, the nature of network 
events, for example transmission errors, collisions, and route failures in 
2 We consider inter flow congestion as the congestion among more than one end-to-end flows while intra- 
flow congestion as the congestion developed by a flow itself. Please note that, nature of simultaneous 
transmissions on multiple wireless links can significantly increase the intra-flow congestion in MHWNs. 
3 Note that packet sending behaviours of TCP and TFRC protocols are classical examples of window based 
and rate based flow control mechanisms respectively. 
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MHWNs makes this IDD metric noisy. In fact, in [32] the authors suggest 
another metric STT to use with IDD in order to reduce the detection noise. 
However, STT is not only influenced by the network events, but also affected 
by the behavior of the source. We study the behavior of these metrics in detail 
in our evaluation. 
3. RTT based schemes require modification only at the sender. Therefore they can easily 
be deployed. However, they need regular acknowledgement from the receiver for up to 
date measurement of RTT. This measurement can be more accurate only if the sender 
receives acknowledgement for every packet, like in TCP. On the other hand, TFRC 
receiver normally sends acknowledgement every RTT [15], and therefore the 
congestion detection based on RTT measurement may be delayed by a RTT period 
with TFRC. We study congestion detection mechanisms proposed in NCPLD scheme 
(3.4), (3.5) and Vegas scheme (3.7) with TCP in MHWNs and also investigate the 
effectiveness of rtt, o, (3.6) metric with TCP and TFRC in various network scenarios. 
4. Throughput based schemes can be easily incorporated with both TCP and TFRC. 
However, their behaviors can significantly be influenced by various factors, such as the 
sending behavior of the source, route changes, network congestion, and transmission 
errors. We investigate the behavior of the throughput based metrics, STT and sit,,, 
(3.8) with TCP and TFRC over various network conditions in our evaluations. 
3.3.1 Simulation Environment 
The simulations were performed using ns2 simulator [47]. The traffic generators, the simulation 
parameters, and the network topologies used in the investigations are described in the following 
sections. 
3.3.1.1 Traffic Generators 
TCP Traffic - TCP injects data packets into the network according to its window based flow 
control mechanism and reduces its sending rate (i. e. window size) on congestion detection. It 
assumes congestion whenever a new packet loss is detected. However, TCP's rate reduction action 
on packet loss detection is disabled here so that the behaviors of end-to-end metrics during network 
congestion can be clearly observed. In addition, maximum sending rate of TCP is controlled 
manually. In fact this modified TCP provides a sending rate of min(CtrlRate, TCPRate), where 
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CtrlRate is the manually controlled rate limit and TCPRate is the rate determined by TCP 
according to its window size. 
TFRC Traffic- Similar to the TCP traffic generator, TFRC's rate reduction action for new packet 
loss is also disabled. Further, this modified TFRC is set to provide a sending rate of 
min(CtrlRate, TFRCRate) , where TFRCRate 
is the rate computed by TFRC rate control 
mechanism. 
Background Traffic- Background traffics, using constant bit rate (CBR) application over user 
datagram protocol (UDP) are generated in the network to observe inter flow congestion with TCP 
or TFRC flows. The rates of the background traffics are carefully selected so that they themselves 
do not overload the network. 
3.3.1.2 Simulation Parameters 
Table 3.1 
SIMULATION PARAMETERS 
Parameters Value 
Propagation model Two ray ground 
Transmission range 250 m 
Carrier-sensing range 500 m 
Data rate 2 Mbps 
Control rate 1 Mbps 
Antenna Omni-directional 
MAC protocol IEEE 802.11 DCF with RTS/CTS 
Routing protocol AODV 
Interface queue size 25 packets 
Payload packet 1000 bytes 
Nodes in the network are set to communicate with each other using identical radios based on the 
IEEE 802.11 standard. The nodes are stationary throughout the simulation and the request-to- 
send/clear-to-send (RTS/CTS) access mode is enabled for all data packets at the MAC layer. Ad 
4 The basic rate, at which all the control packets are transmitted at the MAC layer 
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hoc on demand distance vector (AODV) protocol [48] is used as a multi hop routing protocol. The 
other key simulation parameters are summarized in Table 3.1. 
3.3.1.3 Network Topologies 
Linear chain and star kind of network topologies are selected for evaluating the performance 
behavior of the chosen end-to-end congestion detection metrics. The selected network topologies 
are described below. 
Chain Topology- First, a basic chain topology with 6 stationary nodes (i. e. 5 hops) is considered in 
our investigation. The nodes in the chain are placed in 200m distance, as shown in Figure 3.4, so 
that only the neighboring nodes can communicate directly. Please note that the chain-like 
topologies are very common in lightly dense ad hoc and mesh networks. Moreover, only in this 
kind of network topology the impact of multi hop wireless channel on the end-to-end metrics can be 
easily observed without other interferences. 
TCPITFBC CBR1 CBR2 Sink g source- sour e sourc 
200m 200m 200m 200m 200m 
t--ºt-104--104 -ý/---º 
Figure 3.4 Chain network 
Star Topology- In this network topology, the nodes are placed as shown in Figure 3.5. This kind of 
deployment is very common in many multi hop wireless networks where data flows are directed to 
(or from) a particular sink (or source). For example, in multi hop wireless sensor networks, 
collecting sensed information from the sensors using this kind of topology is very common. Please 
note that, in this network topology wireless links closer to the sink will experience more congestion 
as more and more traffic sources join the network. 
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3.3.2 Behaviors of End-to-end Metrics 
In this section, we observe and discuss the performance behaviors of the chosen end-to-end metrics 
in four different simulation scenarios. 
3.3.2.1 Simulation Scenario I- Intra-flow congestion in chain topology 
Scenario Description 
To study the behavior of the metrics for infra flow congestion over a multi hop path, we selected a 
5-hop chain network as shown in Figure 3.4 and performed TCP (or TFRC) flow at various 
controlled rates (CtrlRate) from node 0 to node 5. 
In order to identify the 5network overloading points of TCP and TFRC flows, we varied the 
controlled rate and observed the throughput at node 5. Figure 3.6 shows the observed throughput of 
TCP and TFRC flows for various controlled rates. As the controlled rate increases, initially the 
s Here we define the network overloading point of a single TCP (or TFRC) flow over a particular path as the 
controlled rate at which the end-to-end flow achieves maximum throughput. 
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throughput increases linearly for TCP and TFRC flows and then the throughput either drops or 
saturates (i. e. becomes almost constant) approximately beyond 200Kbps for TCP flow and 
272Kbps for TFRC flows. In fact, these divergence points correspond to the network overloading 
points of TCP and TFRC flows respectively. Please note that the network overloading point of 
TFRC is higher than that of TCP. This is because TCP generates more acknowledgement packets 
than TFRC, and therefore consumes more bandwidth (or resources). Moreover, it can also be noted 
from the figure that while TFRC's throughput almost saturates beyond its network overloading 
point, TCP's throughput first drops sharply and then saturates. This clearly shows that although the 
underlying MAC protocol is capable of supporting higher throughput at its operating point, it may 
not maintain that throughput with increasing load. This behavior is in fact due to inappropriate 
transmission scheduling at the MAC layer, and is influenced by the network and traffic condition 
[28]. 
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Figure 3.6 Throughput versus the controlled rate 
Once identified the network overloading points, three different controlled rates (rate limits) are 
selected for TCP and TFRC flows as given in Table 3.2 in order to observe the impact of intra-flow 
congestion on the end-to-end metrics. Please note the rates ratet, rate2, and rate3 are selected so 
that they can cause no congestion, a low level of intro flow congestion, and a high level of intra- 
flow congestion respectively in the network. 
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Table 3.2 
RATE SELECTION FOR INTRA-FLOW CONGESTION 
Rate Limit TCP TFRC 
Description 
(CtrlRate) (Kbps) (Kbps) 
Rate below network overloading 
rate] 160 200 
point 
Rate slightly above network 
ratet 210 288 
overloading point 
rate3 320 400 
Rate much higher than network 
overloading point 
TCP (or TFRC) flow is started at 10s. The rate limit (CtrlRate) of the flow is set to ratel from 
10s to 70s, to rate2 from 70s to 120s, and to rate3 from 120s to 170s. The simulation ends at 170s. 
The end-to-end metrics are observed from 30s to 170s and discussed in the following section. 
Metrics Observation and Discussion 
One-way delay metrics - Delay, IDD, and the network state classification based on RO7T scheme 
(ROTT state) are observed at the receiver and plotted in Figure 3.7 and Figure 3.8 respectively for 
TCP and TFRC flows. Please note that state `1' represents `congestion' and state `0' represents `no 
congestion' in the network, in all network state graphs given in this chapter. 
As shown in Figure 3.7, when TCP rate is limited to 160Kbps until 70s, delay and IDD remain 
small and RO7T scheme classifies the state correctly as `no congestion'. From 70s to 120s, when 
TCP rate limit is set to 210Kbps, delay and IDD increases slightly and the network state 
classification based on ROTT scheme varies dynamically for some time and then stabilizes at `no 
congestion' state. But when the rate limit is set to 320Kbps at 120s, delay and IDD increase sharply 
as expected, however the instantaneous values vary dynamically as shown in the figure. This is in 
fact due to repeated retransmission and random back-off attempts at the MAC layer during network 
congestion in IEEE 802.11 based networks [49]. Therefore intra-flow congestion detection based 
on IDD metric (proposed in [32]) is not possible with TCP because its instantaneous IDD varies 
dynamically between low and high values during intra-flow congestion in MHWNs. ROTT 
scheme's classification is also dynamic with TCP during high degree of infra flow congestion as 
noted from ROTT state graph in Figure 3.7. 
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Figure 3.7 One-way delay metrics with TCP in scenario I 
With TFRC flow, delay and IDD remain small for no congestion and most of the time RO7T 
scheme classifies the state correctly as `no congestion' although some misclassification can still be 
observed until 70s, as shown in Figure 3.8. When the rate limit of the TFRC flow is increased to 
288Kbps, from 70s to 120s, delay and IDD increase significantly with high fluctuation and ROTT 
state changes dynamically. When the rate limit is set to 400Kbps at 120s, delay further increases 
with fluctuation and instantaneous IDD still fluctuates between high and low values. Therefore, 
IDD based network state classification for intro flow congestion is not suitable for TFRC too in 
MHWNs. Although ROTT state fluctuates at the beginning for high degree of intro flow congestion 
from 120s, it stabilizes at `congestion' state quickly with TFRC, unlike with TCP. 
Please note that although ROTT scheme identifies high degree of intro flow congestion with 
TFRC correctly over a fixed path, how flexible it is if a connection traverses over variable number 
of hops during its life time is not clear. Note that, ROTT scheme determines its threshold values, 
46 
Chapter 3. Limitations of End-to-end Congestion Detection Mechanisms in MHWNs 
rottuth and rottlth based on rotz and rott, n;,, . 
It is possible for this scheme to increase the 
threshold values, when the path length (i. e. number of hops) of the connection increases as rott,,. 
will also increase with the path length. However, when the path length decreases, the set threshold 
values have to be brought down accordingly. This can be done by adapting rott,,. and rottmin 
values based on recent samples. However this will reduce the response time of the mechanism. 
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Figure 3.8 One-way delay metrics with TFRC in scenario I 
Round trip time metrics - Figure 3.9 and Figure 3.10 show the observations of RTT based metrics 
with TCP and TFRC respectively in scenario I. With TCP connection, RTT, rttco,, (also noted as 
RTTCOV), the network state classification based on NCPLD scheme (NCPLD state), and the network 
state classification based on Vegas scheme are observed, meanwhile with TFRC connection RTT 
and rtt(.,, V 
(RTT«, ) are observed at the source and plotted here. For rttc,,,, computation using (3.6), 
number of RTT samples considered is 50 i. e. N= 50 according to [27]. 
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Figure 3.9 RTT metrics with TCP in scenario I 
As shown in Figure 3.9, until 70s RTT and RTTCOV remain small, NCPLD state mostly remains 
at `no congestion' state with some misclassification and Vegas state always correctly remain at `no 
congestion' state as there is no congestion in the network. When TCP rate limit is set to 210kbps 
from 70s to 120s, RTT and RTTco, increase and show a clear variation from the previous state. 
NCPLD state fluctuates significantly and Vegas state switches to `congestion' state. When TCP rate 
limit is further increased to 320Kbps at 120s, RTT increases and fluctuates significantly and RTTcov 
increases accordingly. This provides a clear indication for intra-flow congestion identification using 
RTTCO,,. NCPLD scheme's classification is not stable from 70s to 120s as well. However Vegas 
scheme still identifies the state correctly for infra flow congestion on the fixed path 
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Figure 3.10 RTT metrics with TFRC in scenario I 
Figure 3.10 shows that RTT and RTT. o remain small and almost constant until 70s. From 70s 
to 120s, RTT increases and fluctuates significantly and RTTCO increases sharply with less 
fluctuations. When TFRC rate limit is set to 400Kbps at 120s, RTT further increases and RTTco 
remains high for some time and then drops gradually as shown in the figure. This can be due to lack 
of number of RTT samples at the TFRC source during network saturation, since TFRC receiver 
sends feedback packets every RTT and therefore new RTT samples can only be calculated every 
RTT. Please also note that RTT is very high during high degree of intra-flow congestion. Therefore 
using RTT, oto detect high degree of intra-flow congestion may not be suitable with TFRC. 
Throughput metrics - STT is computed every is and sttya, (also noted as STT. ) is calculated 
using (3.8) based on 10 recent STT samples at the receiver for TCP and TFRC flows and plotted 
here for scenario I. 
Figure 3.11 shows the throughput based metrics, SIT and STT, J of TCP in scenario I. Until 
70s, STT remains at 160Kbps at the rate TCP is limited and STTJ remains at 0 as expected, since 
there is no congestion. When TCP rate limit is increased to 210Kbps, slightly above TCP's network 
overloading point, from 70s to 120s, STT shows very little fluctuations, but almost remains 
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constant and therefore STTar is insignificant, except from 70s to 80s. The curve appears between 
70s and 80s on the ST1' figure is because of STT increase just after 70s due to sending rate 
variation at the source. From 120s, i. e. when the network is fully congested by the TCP flow itself, 
STT fluctuates sharply and therefore STTV,,,. is increased. Thus, intra-flow congestion in the network 
increases STTVI,. of the TCP flow. 
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Figure 3.11 Throughput metrics with TCP in scenario I 
As shown in Figure 3.12, STT remains constant and STT,, is at 0 until 70s for TFRC flow as 
well. From 70s to 120s, as the TFRC rate limit is increased to 288Kbps SIT increases and 
fluctuates sharply. Therefore STT., is also increased and fluctuates slightly. Please note that the 
sharp increase appears on STT,,,, from 70s to 80s is because of rate increase at the source. 
Moreover, when the TFRC rate limit is further increased to 400Kbps at 120s, STT remains 
fluctuating and STTVJ remains more than 0, but no clear indication on STT and STT", r metrics can 
be found for increased intro flow congestion. On the other hand STT,,, drops less than 5% for some 
time during increased intro flow congestion with TFRC. This also indicates network state 
classification based on STT,, metric is difficult with TFRC for intro flow congestion. 
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Figure 3.12 Throughput metrics with TFRC in scenario I 
3.3.2.2 Simulation Scenario II - Inter-flow congestion in chain topology 
Scenario Description 
To observe the impact of inter-flow congestion with TCP (or TFRC) in a chain topology network, 
TCP (or TFRC) flow is started at 10s from node 0 to node 5, CBRI flow is started at 70s from node 
2 to node 5 in order to develop a low level of congestion in the network, and CBR2 is started at 
120s from node 3 to node 5 in order to further increase the congestion level. All flows are 
terminated at 170s. 
For TCP, the rate limit of the TCP flow is set to 160Kbps throughout the simulation and CBR 
rates are fixed at 50Kbps. Similarly for TFRC, the rate limit of the TFRC flow is set to 200Kbps 
throughout the simulation and CBR rates are fixed at 88Kbps. These rates are carefully selected so 
that they can generate no-congestion, low level of congestion and high level of congestion in the 
network. 
Metrics Observation and Discussion 
One-way delay metrics - One-way delay, IDD and ROTT state are shown in Figure 3.13 and 
Figure 3.14 for TCP and TFRC flows respectively. 
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Until 70s, delay and 1DD remain small for both TCP and TFRC flows as expected. While 
ROTT scheme always correctly identifies the network state as `no congestions' with TCP flow as 
shown in Figure 3.13, it sometimes misclassifies the state as `congestion' with TFRC flow as 
shown in Figure 3.14. This behavior has already been observed in Scenario I as well for the same 
network condition. 
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With TCP, when only CBR1 is competing with TCP flow, from 70s to 120s, a clear variation 
from the previous state can be observed on the behaviors of delay and IDD metrics. However 
making congestion decision based on these instantaneous values is hard as they vary dynamically 
between low and high values. Therefore, the R07T scheme too shows dynamic behavior during this 
period. Even when the second CBR flow (CBR2) is introduced in the network from 120s, almost 
the same behavior is observed with all three delay-based metrics as shown in Figure 3.13. 
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Therefore, using IDD or ROTT scheme to predict the network state during inter flow congestion 
with TCP is not appropriate. 
4( 
31 
2 
m 0 
t 
111 
40 60 80 100 120 140 160 
200 
150 ...................................................................................;.................... 
100 ..... 
50 ..... ............... ..... 
0 40 60 80 100 120 140 160 
..... ... ... ..... 
LU 
0 
40 60 80 100 120 140 160 
Slmulauon Time (s) 
Figure 3.14 One-way delay metrics with TFRC in scenario II 
With TFRC, both delay and IDD increase when CBR1 is introduced from 70s and further 
increase when CBR2 is introduced in the network from 120s. Although delay and IDD metrics 
show variation between the three different network conditions, predicting the network state is 
difficult as these metrics fluctuates abruptly during network congestion as shown in Figure 3.14. 
Moreover, the network state prediction using ROIT scheme too fluctuates even during high level of 
inter-flow congestion in the network, unlike the behavior we observed for intra-flow congestion 
with TFRC in the previous scenario. 
These observations clearly show the inability of the delay-based metrics to detect inter flow 
congestion in chain like topology networks with both TCP and TFRC like protocols. 
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Round trip time metrics - The chosen RTT based metrics are observed from 
30s and plotted in 
Figure 3.15 and Figure 3.16 for TCP and TFRC respectively. 
As shown in Figure 3.15, when the first CBR flow is introduced in the network at 70s TCP's 
, a, 
increase, thereafter RTT fluctuates highly and RTT, o remains high. This RTT and RTT, 
observation is indeed a desirable behavior of RTTro, for identifying the network congestion as 
proposed in [27]. 
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Figure 3.15 RTT metrics with TCP in scenario II 
When the second CBR flow is introduced in the network from 120s, we expect further variation 
in RTT and further increase in RTTc , o according to 
[27]. However, no clear variation can be found 
from the previous observations with these metrics for the increased network congestion from 120s. 
In other words, RTTcOV does not increase with the level of inter-flow congestion with TCP. 
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Moreover, both NCPLD scheme and Vegas scheme misbehave during inter flow congestion as 
observed from Figure 3.15. Therefore, both NCPLD scheme and Vegas scheme are not suitable for 
inter-flow congestion detection, while RTTco comparatively provides a clear indication for inter- 
flow congestion although it does not increase with the level of inter flow congestion in the network, 
with TCP. 
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Figure 3.16 RTT metrics with TFRC in scenario II 
As shown in Figure 3.16, TFRC's RTT increases and fluctuates highly when the first CBR flow 
is introduced from 70s and RTTCO increases and remains high while showing slight fluctuations. 
When the second CBR flow is introduced from 120s, RTT further increases and shows fluctuations 
and RTTCO still remains high but does not increase further for the increased level of network 
congestion. Moreover, the lack of RTT samples at the TFRC source may also influence the 
behavior of these metrics for inter-flow congestion, as already discussed for intro flow congestion 
in scenario I. 
Throughput metrics - STT and STT,,, are computed for TCP and TFRC from 30s under scenario 
II and plotted in Figure 3.17 and Figure 3.18 respectively. 
Figure 3.17 shows that TCP's STT starts to fluctuate from 70s as CBR1 is introduced in the 
network at 70s and STT., increases and fluctuates slowly in between almost 0.5% and 1.25% when 
network congestion is present in the network. A similar behavior is observed with both metrics 
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even when the level of congestion is increased from 120s. Please note that STT,., 's variation for 
network congestion is very small, i. e. as high as 1.25%, under this network scenario. Therefore this 
metric can be very susceptible for noise and can hardly be used with TCP to differentiate the 
network states using any threshold value for STT, ar. 
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Figure 3.18 Throughput metrics with TFRC in scenario II 
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With TFRC, STT fluctuates from 70s and STT,,, increases and the average STTJ almost 
remains around 3% with some fluctuations until 120s. Please note that there is a sudden 
drop in 
STT just after 11 Os and this actually caused a gradual increase in STTI from 11 Os to 120s. This in 
fact indicates how susceptible STF is for network events other than network congestion. When 
the level of inter flow congestion is further increased form 120s, the average STT,, a, raises to a bit 
high level around 5% with some fluctuations. However at about 160s, STT,, drops slightly to, 
almost 3%. This indicates using STT,. B to measure the level of inter flow congestion can 
be noisy 
with TFRC. 
Please note that although STT... indicates inter flow congestion comparatively better with 
TFRC than with TCP, the variation in STTR for the network congestion is still not significant 
enough to avoid the influence due to other network events with both TCP and TFRC. Therefore 
using either STT or STTI to detect or measure the inter flow congestion is not suitable as they are 
highly susceptible to network noise. 
3.3.2.3 Simulation Scenario III - Congestion with noisy channels 
Scenario Description 
In wireless channels, transmission errors can occur due to interference from other transmissions, 
channel noise (such as thermal noise) or shadowing or fading effects [8]. In the IEEE 802.11 MAC 
layer, transmission errors due to interference are considered as collisions and some actions, such as 
RTS/CTS exchange before transmissions and exponential back-off on collision detection, have 
already been implemented in IEEE 802.11 MAC, in addition to its carrier sensing mechanism in 
order to minimize the impact of transmission errors due to interference. However, such 
transmission errors are still very high in multi hop wireless environment [50]. Please note that these 
transmission errors due to interference can actually be considered as the result of network 
congestion in multi hop wireless environment. 
To study the impact of transmission errors due to channel noise on congestion detection 
metrics, random packet error rate (PER) of 1% and 3% are explicitly introduced on every node's 
wireless channel, though the IEEE 802.11 model in ns2 assumes that there are no transmission 
errors due to channel noise within a node's transmission range. Please note that the transmission 
range of a node is set in ns2 so that the receiver's sensitivity within the transmission range is always 
higher than the noise level. Please also note that we have not considered transmission errors due to 
shadowing or fading effects within a node's transmission range and assume that appropriate 
mechanisms are implemented at the lower layers to alleviate their impacts at the upper layers. PER 
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of 1% and 3% are selected to represent low noisy and medium noisy wireless environments, 
according to [38]. 
The impact of channel noise is investigated with both normal load (no congestion) and over 
load (high degree of congestion) network traffic conditions. For this purpose, TCP flow is started 
with 160Kbps rate limit (normal load) at 10s and switched to 320Kbps rate limit (over load) at 95s. 
Similarly, TFRC flow is started with 200Kbps rate limit (normal load) at 10s and switched to 
400Kbps (over load) at 95s. The simulations stop at 170s. The simulations are performed separately 
for 1% and 3% PER and the observations are discussed in the following sections. 
Metrics Observation and Discussion 
One-way delay metrics - The behavior of delay based metrics with 1% and 3% PER are plotted in 
Figure 3.19 and Figure 3.20 for TCP and TFRC flows respectively. 
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As shown in Figure 3.19, at both 1% and 3% PER environments, variation on network 
congestion (i. e. no congestion to congestion transition) can be seen on TCP's delay and IDD 
metrics. A slight variation on metrics behavior can also be observed between 1% and 3% PER 
environments. However this is not explicit compared to the variation with network congestion. 
Thus, delay and IDD metrics can still reflect network congestion at the receiver even with noisy 
channels. However, as mentioned already, the fluctuation of instantaneous IDD values will not help 
to differentiate the network states unlike originally proposed in [32]. It can also be observed from 
the figure that R07T scheme misclassifies the network state for both 1% and 3% PER. 
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Figure 3.20 One-way delay metrics with TFRC in scenario III 
TFRC's delay and IDD metrics behave similar to TCP metrics for 1% and 3% PER 
environments, as shown in Figure 3.20, i. e. compared to the variation observed with network 
congestion, the variation observed with channel noise is not explicit with TFRC too. In 1% PER 
environment, ROTT scheme highly fluctuates when there is no congestion. But when the network is 
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overloaded, the ROlT scheme stabilizes at 'congestion' state after some time. Please note that we 
observed a similar behavior with RO1T scheme for 0% PER in scenario I. On the other hand with 
3% PER, ROTZ' scheme correctly identifies the `no congestion' state. When the network is 
overloaded, it initially misclassifies the state, but stabilizes at `congestion' state after some time. It 
can be noted that, although the accuracy of ROTT scheme with TFRC increases with PER, the 
behavior may be unpredictable in varying PER environment. 
Round trip time metrics - The RTT based metrics are also observed with I% and 3% PER for 
TCP and TFRC flows and plotted in Figure 3.21 and Figure 3.22 respectively. 
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Figure 3.21 RTT metrics with TCP in scenario III 
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Although the existence of channel noise show little variation on RTT and RTTcov metrics, the 
sudden development of congestion can still be clearly noted from the variations of those metrics 
with TCP as shown in Figure 3.21. It can also be noted that, with 3% PER, RTTC.  continuously 
drops after a sudden increase at 95s for network congestion, while with 1%PER, RTTco drops 
initially just after sudden increase for network congestion, but later saturates at a high level. This 
shows that RTT, o,, metric may loose its ability to identify the network congestion in high PER 
environment with TCP. NCPLD scheme always misclassifies the state in both 1% and 3% PER 
environments. Meanwhile, Vegas scheme highly fluctuates when the network is not congested, but 
correctly identifies the `congestion' state in both 1% and 3% PER environments when the network 
is overloaded. 
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pI 
With TFRC, RTT increases and fluctuates when the network is overloaded in both 1% and 3% 
PER environment as shown in Figure 3.22. Although RTT0 shows a sudden increase when 
increasing the network load at 95s, it then drops to low level in both I% and 3% PER environments 
during network congestion. It indicates that RTT, , o, 
is not suitable to detect or measure network 
congestion in noisy channels with TFRC. 
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Throughput metrics - Figure 3.23 and Figure 3.24 show throughput based metrics, STT and 
STT,,,, in I% and 3% PER environment with TCP and TFRC respectively. 
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Like delay and RTT, STT also shows little variation for PER, but significant variation for 
network congestion for both TCP and TFRC flows. As shown in Figure 3.23, TCP's STTV., 
increases beyond 20% when the network is overloaded by the TCP flow itself for both 1% and 3% 
PER. This shows that intra-flow congestion can still be identified for TCP using STT,,, in noisy 
channels. With TFRC, STT,,, fluctuates during network congestion and the degree of fluctuation 
increases with PER as shown in Figure 3.24. Moreover, it remains above 5% level in both 
environments during intra flow congestion. However, since the behavior of SU can highly be 
influenced by the other network events, such as route changes and the sending behavior of the 
source, using STT,, ar to detect network congestion is not viable in dynamic environments. 
3.3.2.4 Simulation Scenario IV - Inter-flow congestion in star topology 
Scenario Description 
As mentioned already, star like topologies are very common in networks where traffic flows are 
directed to (or from) a server from (or to) clients in various locations. Unlike in scenario II, in this 
scenario only part of the end-to-end path of each flow is shared by multiple flows. In particular, the 
links closer to the server are most commonly shared by multiple flows. 
To study the behavior of end-to-end metrics under this network scenario, a network as shown in 
Figure 3.5 is used in the simulations. First TCP (or TFRC) flow is started from node 5 to node 0 at 
10s with a rate limit of 160Kbps (200 Kbps for TFRC). Then, CBR1 is started at 70s from node 6 to 
node 0. Finally CBR2 is started at 120s from node 9 to node 0. All CBR rates are set to 50Kbps for 
simulations with TCP and 88Kbps for simulations with TFRC. The simulations stop at 170s. Please 
note that node 1 is used by all three traffic flows to forward their packets to the sink (server), node 
0. Since link 1-0 is part of all three end-to-end paths, the wireless medium around link 1-0 is shared 
by all three flows. 
When CBR1 starts from 70s, both TCP (or TFRC) and CBR1 flows try to share the wireless 
medium around link 1-0. Therefore congestion may develop from 70s. We can expect more 
congestion in the network after 120s because CBR2 also tries to compete with the other two flows 
for the wireless medium around linkl-0. 
Metrics Observation and Discussion 
One-way delay metrics - Figure 3.25 and Figure 3.26 show the behaviors of delay based metrics 
with TCP and TFRC respectively in scenario IV. 
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As shown in Figure 3.25, from 70s the congestion develops and therefore delay and IDD 
increase. However they fluctuate as we observed for inter flow congestion with TCP in scenario H. 
Further, when the second CBR flow starts from 120s, the congestion around link 1-0 develops 
further and the average values of delay and IDD increase. However the instantaneous delay and 
IDD metrics are still highly dynamic. Therefore identifying inter flow congestion based on either 
instantaneous delay or IDD metric is not suitable with TCP in MHWNs. Further, when there is no 
congestion ROTT state stays at `no congestion' state. But when the congestion develops from 70s, 
and further develops from 120s, ROTT state varies dynamically. Therefore RO7T scheme is not 
suitable to identify inter flow congestion with TCP in star topology networks too. 
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Figure 3.25 One-way delay metrics with TCP in scenario IV 
With TFRC, similar observations can be made with delay, IDD and ROTT state as shown in 
Figure 3.26. 
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Figure 3.26 One-way delay metrics with TFRC in scenario IV 
In scenario II observations, we noted that inter flow congestion identification using delay based 
metrics is not appropriate in chain like topology networks. Here in scenario IV, the observations 
revealed the same result. Therefore making inter flow congestion decisions based on the identified 
delay based metrics, such as IDD and RO7T scheme is not appropriate with TCP and TFRC like 
protocols in MHWNs. 
Round trip time metrics - RTT based metrics are observed and plotted in Figure 3.27 and Figure 
3.28 with TCP and TFRC flows respectively. 
As shown in Figure 3.27, TCP's RTT starts to fluctuate above its base value when CBR1 starts 
to compete with TCP flow from 70s, while RTTCO increases beyond 10%. Further, when the second 
CBR flow starts from 120s, RTT.  further increases and indicates clearly the increased level of 
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inter flow congestion experienced by the TCP flow. This is indeed a desirable behavior of RTT,.  to 
help to identify the network congestion and to measure the level of network congestion. On the 
other hand, both NCPLD scheme and Vegas scheme exhibit highly dynamic behavior during inter- 
flow congestion on the end-to-end path as shown in the figure. Therefore, the both schemes are not 
suitable to identify inter flow congestion in MHWNs. Please note that the results observed on 
NCPLD and Vegas states in scenario II also indicated the same conclusion regarding these 
schemes' ability to detect inter flow congestion in MHWNs. 
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Like TCP's RTT, TFRC's RTT fluctuates above the base value when the end-to-end path is 
congested by the CBR flows, as shown in Figure 3.28. Moreover, TFRC's RTTco too rises with the 
level of congestion on the path. These observations in star topology show that RTTco, can be used 
not only to identify inter flow congestion but also to quantitatively measure the level of inter-flow 
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congestion. However, the observations made in scenario II show that although RTTco identify 
inter-flow congestion in the network, it fails to rise with the level of congestion in chain like 
topologies. Therefore, the accuracy of the measure of the level of inter flow congestion based on 
RTT, o metric is dependent on the network topology and the traffic paths. 
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Throughput metrics - The corresponding STT and STT,,, plots are also given in Figure 3.29 and 
Figure 3.30 for TCP and TFRC flows in scenario IV. 
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Figure 3.30 Throughput metrics with TFRC in scenario IV 
STT and STT,,,. plots of TCP in Figure 3.29 show that STT fluctuates during network 
congestion. However the fluctuation is comparatively very small. Therefore STT,,, is insignificant 
(around 0.2%) most of the time during network congestion. Similar observations can be made in 
Figure 3.30 with TFRC. 
Therefore the variations on the throughput based metrics, STT and STT,,,, are not significant 
enough to accurately identify inter-flow congestion in MHWNs according to the observations in 
scenario II and scenario IV. 
3.4 Chapter Summary and Conclusions 
In this chapter, the effectiveness of several end-to-end congestion detection metrics has been 
studied in MWHNs using ns2 simulations. The end-end-end metrics for congestion detection have 
been selected based on the discussion presented in section 3.2. The selected metrics have been 
evaluated over four different simulation scenarios. The results showed that, 
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  One-way delay and IDD values highly fluctuate during both intra-flow and inter 
flow 
congestion with TCP and TFRC protocols. Therefore one-way delay and IDD metrics are 
not suitable to detect network congestion in MHWNs, due to the noise associated with 
these metrics. 
  ROTT scheme identifies high degree of intro flow congestion with TFRC protocol. 
However, it fails to accurately predict intro flow and inter flow congestion with both TCP 
and TFRC in all other scenarios. Hence, this metric is also not suitable for end-to-end 
congestion detection in MHWNs. 
  NCPLD scheme mostly misclassifies the network state in all the scenarios investigated. 
Therefore this scheme is not suitable in MHWNs. 
  Vegas scheme identifies intra-flow congestion accurately, although it misclassifies no 
congestion state when the wireless channel is noisy. However it misbehaves during inter- 
flow congestion. 
  RTT, o,, mostly identifies the 
intra-flow and inter flow congestion; although it does not 
reflect the level of congestion in the network, particularly during inter-flow congestion. 
Also determining the threshold value for congestion detection would be critical since low 
and high values of RTT. o vary with the network scenarios. Moreover, this metric is not 
suitable for timely detection of network congestion especially with TFRC, since TFRC 
normally sends out feedback packet every RTT and note that RTT is very high during high 
level of network congestion. 
  Although STT,., indicates the network congestion, the amount of variation is highly 
dependent on the network scenario. Since STT samples are computed over a particular 
period and STT., needs certain number of new STT samples to reflect the recent changes in 
the network, STT,, J metric is not suitable for timely detection of congestion. In addition, 
STT metric is highly sensitive to the other network events as well. Therefore predicating 
the network congestion based on STT or STT., is not advisable. 
Accurate congestion detection metric should identify the network congestion irrespective of the 
network scenarios such as topology, competing traffics, etc. and the sending behavior of the source, 
such as window based or rate based flow control. However, the identified end-to-end metrics 
behave differently for different network scenarios and sending behavior of the source, and most of 
them are too noisy. In fact, the fundamental reason for the noisy behaviors of the end-to-end 
metrics in IEEE 802.11 based networks is due to the basic operations at MAC layer, such as carrier 
sensing, collisions, random back-off, and retransmissions during network congestion. The 
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behaviors of the end-to-end metrics become further unpredictable (or noisy) over a multi hop path 
due to repeated MAC layer operations on a particular packet at multiple routers. Thus, making 
congestion decision based on end-to-end metrics may always be noisy in MWHNs, unlike in other 
traditional networks. Therefore, it is much worthy if the intermediate routers are allowed to identify 
the network state at the MAC layer and report to the transport layer for appropriate flow control 
actions. However the implementation may be very complex and expensive. Therefore systematic 
cross layer approaches have to be considered for an efficient congestion control mechanism in 
MHWNs in order to reduce the complexity and the cost of implementation, while efficiently 
utilizing the network resources. This will be focused in the next chapter. 
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Chapter Four 
4 Transport Layer Rate Control for 
Multimedia Streaming Applications 
The demand for multimedia streaming applications over wireless networks has tremendously 
increased in recent years. In this chapter, we propose a systematic cross layer architecture based 
transport layer rate control mechanism for improving the QoS performance of multimedia 
streaming applications in MHWNs. 
4.1 Introduction 
The efficient delivery of multimedia streaming applications over MHWNs is a challenging research 
objective due to dynamic network conditions, and the uniqueness of multi hop wireless channel 
nature in MHWNs. Many works have been there trying to improve the quality of service of real 
time and/or multimedia streaming applications over MHWNs from different aspects, such as 
routing and admission control [51]. This chapter aims to address this issue from the transport layer 
point of view, and provide a transport protocol solution for improving the end-to-end performance 
of multimedia streaming applications in MHWNs. 
Traditionally, real time such as telephony and multimedia streaming applications have used 
UDP or UDP based protocols, such as real time transport protocol / real time control protocol 
(RTP/RTCP) [52], without implementing any rate or congestion control mechanism at the transport 
layer. Please note that rate or congestion control mechanisms implemented using RTP/RTCP at the 
application layer, like in [53] and [54] are liable to misuse as users can easily modify the functions 
and attempt to consume larger share of the bandwidth. On the other hand, TFRC protocol 
implements an unreliable, equation based rate control mechanism at the transport layer to provide 
smooth, low delay, and TCP friendly data transfer for telephony and media streaming applications 
[15]. Please also note that TFRC has been recently adopted as one of the transport layer congestion 
control mechanisms in datagram congestion control protocol (DCCP) standard [55][56]. Despite 
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these merits of TFRC, since TFRC was originally designed for wired networks it performs poorly, 
like TCP, in MHWNs [13][31][32]. 
The nature of network congestion in MHWNs is significantly different from that in wired 
networks. In wired networks, networks get congested because of capacity limitations that can lead 
to packet losses due to buffer overflow, and the traditional congestion control mechanisms, like 
TCP and TFRC are tailored to mitigate this type of congestion in the networks. On the other hand, 
in MHWNs the networks get congested mostly due to medium contention than buffer limitations 
[12]. During medium contention, TFRC is unaware of the network condition and therefore it 
overloads the network until a packet loss is detected and reported to the sender. Since packet losses 
are detected too late in MHWNs due to MAC layer retransmissions and back-off, TFRC further 
exacerbates the medium contention problem. Eventually it operates at a sub optimal stable state in 
MHWNs [31], however with increased end-to-end delay, jitter, and packet loss rate even with no 
mobility and no channel noise conditions. 
Multimedia streaming applications have strict requirements in terms of end-to-end delay, jitter, 
and packet loss rate. In MHWNs, even with the absence of node mobility and channel noise, these 
applications may suffer from increased end-to-end delay and packet loss rate as a result of increased 
medium contention in the network. In particular, this situation is worse when the transport protocol 
is allowed to pump more traffic into the network than can be supported by the network resources. 
Thus, delivering multimedia contents in MHWNs is a challenging task and therefore efficient 
congestion detection and control mechanisms have to be employed at the transport layer. Moreover, 
the studies in Chapter 3 showed that, detecting congestion based on end-to-end metrics are not 
efficient enough in MHWNs. Therefore a systematic cross layer approach is considered in this 
chapter to improve the transport layer performance of multimedia streaming applications in 
MHWNs. 
A new link adaptive transport protocol (LATP) is proposed in this chapter in order to improve 
the performance of QoS metrics, such as end-to-end delay, jitter, and packet loss rate for 
multimedia streaming applications in IEEE 802.11 based MHWNs. LATP is a transport layer end- 
to-end rate control mechanism for multimedia streaming applications, like TFRC. However it is 
based on explicit MAC layer feedback for congestion control, unlike TFRC which implicitly 
assumes network congestion on new packet loss detection. Please note that the explicit feedback 
provided by the MAC layer is different from ECN approach that provides only a binary indication - 
whether the network is in congestion or not. On the other hand, this MAC layer feedback provides 
an estimate to the available capacity of the end-to-end path to the sender in a systematic way. This 
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allows the transport layer to adjust the end-to-end rate accordingly so that the sender does not 
overload the network, and thereby improve the QoS performance of streaming applications. 
The rest of this chapter is organized as follows. Section 4.2 discusses background and related 
work of transport protocols for media streaming applications and their performance in MHWNs. 
The unique nature of network congestion and its impacts on the transport layer performance is 
illustrated using ns2 simulations in Section 4.3. Then, in Section 4.4 the impacts of carrier-sense 
and hidden terminal links in MHWNs are described. The proposed transport protocol LATP for 
multimedia streaming applications over MHWNs is described in Section 4.5 and is evaluated in 
Section 4.6. Finally, Section 4.7 summarizes the chapter. 
4.2 Background and Related Work 
TFRC protocol is the most familiar transport layer rate control mechanism in literature to support 
the requirements of multimedia streaming applications in wired Internet. TFRC determines the 
sending rate using the throughput equation in [57] which models the steady state behavior of TCP 
over error free links, based on the assumption that packet loss is the indication of congestion. Since 
TFRC utilizes a slowly-responsive congestion control mechanism, it performs poorly under 
dynamic network conditions [58][59]. Furthermore, [13] evaluates TFRC in mobile ad hoc 
networks and shows that the behavior of TFRC is very much unpredictable in such networks. 
Please note that in mobile ad hoc networks the dynamics of network conditions are far more diverse 
than in traditional networks, such as wired networks, cellular networks, and WLANs. 
Measurement based TFRC mechanism in [60] adjusts the sending rate based on passive 
bandwidth measurements. This mechanism is actually proposed to adjust the sending rate of TFRC 
as quick as possible during abrupt bandwidth variation particularly caused by vertical handover in 
traditional wireless networks, for example from Universal Mobile Telecommunications System 
(UMTS) network to WLAN or vice-versa. A two-phase loss differentiation scheme, proposed in 
[40] aims to predict congestion related losses accurately and thereby improve TFRC performance in 
IEEE 802.11 based WLANs. Since the proposed loss differentiation scheme requires the support of 
an infrastructure (i. e. access point) for estimating bit error rate (BER) due to channel noise, this is 
not suitable in infrastructure-less networks, like MHWNs. On the other hand, [32] proposes a 
mechanism for improving TFRC performance in mobile ad hoc networks based on end-to-end loss 
differentiation. However this mechanism still determines the sending rate based on congestion 
related packet loss detection. In MHWNs, congestion identification based on packet loss detection 
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may result in too much latency in congestion control action, as discussed already. In addition, the 
investigations in Chapter 3 showed that end-to-end congestion detection mechanisms are not 
accurate enough in MHWNs due to the noise associated with the metrics. 
There are some new rate control mechanisms for real time applications over wireless networks, 
apart from TFRC based protocols. The rate control scheme, proposed in [54] implements an 
application layer rate adaptation mechanism for real time traffic in IP networks with lossy links and 
long round trip times, like in satellite networks. The analytical rate control scheme [53] also 
provides an application layer congestion control algorithm for real time traffic in wireless networks. 
Meanwhile, the video transport protocol proposed in [61] aims to provide a smooth transfer rate for 
real time video transport over wireless lossy links. In fact, all these schemes consider the problems 
in single hop wireless connections and do not address the issues in multi hop wireless connections. 
The nature of congestion in multi hop connections needs more understanding for an efficient rate 
control mechanism. 
In addition to node mobility and channel noise related impacts on the transport layer protocols, 
the unique nature of multi hop channel interference (i. e. medium contention in multi hop 
connections) greatly challenges the performance of the traditional transport protocols in MHWNs 
[12][17][25][26][31][62]. Solutions proposed in [12], [17], [25], [26], and [62] address this 
medium contention impact on TCP performance for reliable data transport. However, very little 
work focused the impact of medium contention on transport protocols for real time applications in 
MHWNs. To the best of our knowledge, only the scheme proposed in [311 addresses the problems 
due to medium contention on TFRC performance in MHWNs, and proposes a rate estimation 
technique for TFRC, based on a theoretical round trip time estimation model. However, this 
theoretical model assumes perfect linear chain topology and no hidden terminal problems. Thus, 
this scheme is not general and is not applicable in real deployment scenarios. 
QoS support in IEEE 802.11 based WLANs was extensively studied in [63] through theoretical 
analysis and simulations. The results suggest that IEEE 802.11 WLAN can perform well in 
supporting QoS as long as it is tuned to operate at the optimal point, lies below saturation level. They 
also demonstrate that the channel busyness ratio can be used to control the total offered load to 
support QoS requirements in WLAN. Motivated by this work, the same authors have proposed a 
new mechanism in [25] for improving TCP performance in mobile ad hoc networks. The proposed 
mechanism utilizes the channel busyness ratio measurements to detect the network status around a 
node and thereby control the end-to-end rate. However, this mechanism does not consider the 
possibilities of collisions in MHWNs when estimating the available channel capacity (i. e. the total 
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rate feedback). In fact, the available channel capacity depends on the probability of packet collision 
too. The probability of packet collision is very high due to the hidden terminal problem in MHWNs; 
unlike in single hop wireless networks [50]. Moreover the proposed mechanism introduces 
additional complexity and overhead in order to improve throughput and fairness of TCP flows. In 
particular, it requires some specific transport layer information, such as end-to-end rate and end-to- 
end round trip time from every incoming data packet for MAC layer estimations at each intermediate 
node. This requirement for protocol-specific upper layer information from each data packet for lower 
layer estimations at each intermediate node makes system design limited to that particular upper 
layer protocol and difficult to upkeep. In our proposal, we utilize a systematic cross layer interaction 
architecture so that the system can support any upper layer protocol and is easy to upkeep. 
Explicit rate-feedback from intermediate nodes has also been used in [23] and [24] to estimate 
end-to-end rate for reliable data transport over MHWNs. However they have not addressed the 
problems arising from medium contention and the support for real time or streaming applications. 
4.3 Congestion Problem and Channel Busyness Ratio 
Unlike the congestion nature in traditional wired networks, there can be many reasons for network 
congestion in MHWNs due to its multi hop wireless connections. In this section, we study the 
congestion problem in IEEE 802.11 based MHWNs using ns2 simulations. We particularly 
diagnose the main reason for packet losses due to congestion and the impact of congestion on QoS 
metrics in MHWNs, and also study the behavior of channel busyness ratio at each node with 
network congestion. We set the simulation parameters as given in Section 3.3.1.2 and performed 
CBR application using UDP from the left end node to the right end node, over a 7-hop linear chain 
network. Packet size is set to 1000 bytes for all data packets and the offered load at the source node 
is varied from 26 packets/s to 46 packets/s. Average packet loss rate (fraction of sent data packets 
not received at the destination) and average end-to-end delay observed over 10 simulation runs are 
plotted in Figure 4.1. 
The packet loss rate due to medium contention and buffer over flow are indicated separately in 
Figure 4.1a. Please note that no packet loss is observed until the offered load reaches 36 packet/s. 
When the offered load increases beyond 36 packet/s the packet loss rate increases dramatically. 
This indicates that the network saturation (or overloading) point for UDP traffic over this path is 
around 35-36 packets/s. Further, it can be noted from the figure that the main reason for packet 
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losses is medium contention than buffer over flow when the network is congested. Note that packet 
losses still happen due to buffer overflow at a low rate. However they occur mostly at the source 
after the network is saturated by increased medium contention. This ensures that the key reason for 
network congestion in MHWNs is medium contention than buffer limitation, and the packet losses 
first occur due to medium contention in MHWNs with reasonable buffer size. 
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Figure 4.1 QoS metrics vs. offered load 
Figure 4.1b shows the end-to-end delay observed when the offered load increases from 26 
packets/s (no-congestion state) to 46 packets/s (congestion state). Indeed the end-to-end delay 
increases by around 12 times, when the network state changes from no-congestion state to 
congestion state. This dramatic change in delay is mainly due to repeated retransmission attempts 
and back-offs at the IEEE 802.11 DCF MAC layer. 
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Figure 4.2 shows average channel busyness ratio (fraction of channel busy period over total 
period) observed at nodes along the path over the simulation period, for 25 packets/s, 30 packets/s, 
35 packets/s, and 40 packets/s offered loads. The channel busyness ratio increases with offered 
load, and the middle nodes - node 2, node 3, and node 4 experience the highest channel busyness 
ratios among the nodes along the path. When the network is about to be saturated, i. e. at 35 
packets/s offered load, the average channel busyness ratio experienced by the middle nodes - node 
2, node 3 and node 4 reaches around 95%. Correspondingly the end-to-end delay and packet loss 
rate increase dramatically beyond this point as we already observed in Figure 4.1. Thus, in order to 
reduce end-to-end delay and packet loss rate for streaming applications, the channel busyness ratio 
must be kept below a certain 6threshold. Please refer [63] and [64] for additional discussion. 
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Figure 4.2. Channel busyness ratio at nodes along the path. 
A node transmits a packet when it senses the channel is idle. However the transmitted packet 
may collide at the receiver due to hidden terminal problem in MHWNs. Therefore estimating the 
available capacity of a link (transmitter-receiver pair at the MAC layer) based only on the channel 
busyness ratio at a node may be inaccurate in MHWNs. Thus, the available channel capacity 
" This threshold value is around 95% according to our observation here and [63] 
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estimation for offered load control at the source should be performed by considering the channel 
busyness ratios at the nodes as well as the impact of hidden terminal problem in MHWNs. This is 
illustrated in detail in the following section. 
4.4 Impacts of Carrier-sense and Hidden Terminal Links 
In MHWNs, traffics from different location have different impacts on a link in the network due to 
the shared nature of the wireless links. Note that, for two nodes to communicate with each other 
they should be within each other's transmission range. Despite this, not only the traffics require a 
link contend for the link's medium, but also the traffics passing through the links within the carrier- 
sensing range or the interference range of the transmitter or the receiver may impact the 
performance of that link. Consequently, the capacity of a link becomes time variant due to these 
impacts. These impacts can be illustrated in two cases: (i) the impact due to transmissions on 
carrier-sense links and (ii) the impact due to transmissions on hidden terminal links [50]. Please 
note that in [50], the carrier-sensing range of a node is taken as the interference range. However 
they are considered as two different ranges here according to [9], and thus the interference range is 
estimated from the signal capture threshold and varies with the link distance, unlike the carrier- 
sensing range, which is determined based on node's sensitivity. How these ranges - transmission 
range, carrier-sensing range, and interference range influence the channel interference (or the 
medium contention) in MHWNs is illustrated below. 
Let the link with transmission from node i to node j is denoted as lu and the distance between 
node i and node j as d1. Also assume that all the nodes in the network have the same transmission 
range, Rx and carrier-sensing range, Rs (Rs >_ Rx). As an example, a network with four nodes a, b, 
c, and d in four different scenarios, as shown in Figure 4.3 is taken for illustrating the two cases 
mentioned earlier. In all scenarios, it is assumed that the transmission on link 'cd starts first. 
In the first case, the link, 'cd can be considered as carrier-sense link of candidate link, lb if : 
(i) da, <_ Rs - This means that node a (candidate link's transmitter) can physically sense the 
transmission from node c to node d and will then consider the medium as busy as shown 
in Figure 4.3a; or 
(ii) dad <_ RX - This means that node a will virtually sense the medium as busy as it can 
receive CTS from node d as illustrated in Figure 4.3b. The transmissions on carrier-sense 
links can be sensed by the candidate link's transmitter. Therefore, the transmitter will 
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freeze its contention window and will not transmit new packets, during the period of 
transmissions on the carrier-sense links according to the IEEE 802.11 DCF standard. This 
will avoid potential collisions in the network. 
In this case, channel busyness ratio measurement at a node will provide an accurate measure of 
medium contention level experienced by that node. Indeed, the channel busyness ratio measurement 
can be used to predict actual channel availability around a node including the time wasted in 
unnecessary back-off states. 
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Figure 4.3 Carrier-sense and hidden terminal links in MHWNs. 
Unlike in single hop networks, transmissions on a link could still collide with transmissions on 
hidden terminal links in MHWNs, and hence increase the medium contention level in the network. 
We discuss this type of impact in the second case, where link, lcd can be considered as hidden 
terminal link of lab if: 
(i) d0 > RS and dh, ( Rs - In this scenario, shown in Figure 4.3c, node a will not sense the 
transmission from node c and therefore can attempt a new transmission by sending an 
RTS packet to node b. However node b can physically sense the transmission from node 
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c and will ignore the RTS packet from node a. Thus, node a will 
interpret this as a 
collision and trigger the exponential back-off algorithm of the IEEE 902.11 DCF MAC; 
or 
(ii) da, > Rs and dbd <_ Rs - As before, node a is unaware of the transmission on 'cd and can 
send an RTS packet to node b. This RTS packet also has the probability to be ignored by 
node b since node b can virtually sense the transmission on lcd if d, SRX as it can receive 
CTS packet from node d and sets its network allocation vector as busy for the 
transmission period on lid or if dbd>Rx, node b can not understand the CTS packet from 
node b but may physically sense the acknowledgement packet transmission from node d 
when the RTS packet from node a reaches it, since node d is within its cannier-sensing 
range (dbd<_ Rs) This scenario is shown in Figure 4.3d. 
In the above scenarios, we considered only the possibility of RTS collisions on !b since we 
assumed that the transmission on lid starts first. On the other hand, consider that the transmission on 
lab starts first in Figure 4.3c, as an example. The data packet from node a will be interfered at node 
b by a transmission attempt on the hidden link, ld if node c lies within the interference range of 
node b (i. e. at node b, the power level of the packet received from node a is less than the power 
level of the packet from node c plus the capture threshold), otherwise the data packet transmission 
on lab will be successful. Please refer [9] for more detail on this kind of collisions. 
Thus in MHWNs, RTS and data packets could collide due to the hidden terminal problem and 
the probability of collisions can not be predicted locally using the channel busyness ratio 
measurements at a node. However, channel throughput capacity measurement based on successful 
or failed transmissions at the MAC layer will account this impact locally. Therefore in our proposed 
solution, we use both the channel busyness ratio and the throughput capacity measurements in order 
to estimate the available throughput capacity at a node locally, without utilizing any additional 
signaling mechanism or flow state information. 
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4.5 Link Adaptive Transport Protocol 
4.5.1 Design Rationales 
The primary goal of LATP is to provide an efficient transport layer rate for multimedia streaming 
applications in contention based MHWNs. This is achieved by exploiting cross layer interaction in 
a systematic way. The following sections describe the rationales behind LATP design. 
4.5.1.1 Router Assisted Rate Control 
Traditional congestion control mechanisms control the rate of a flow according to the network 
status detection based on end-to-end metrics. However, these end-to-end metrics perform poorly in 
dynamic networks, like MHWNs on predicting the network status, as discussed in Chapter 3. On 
the other hand, routers or 'intermediate nodes are in better positions to detect the network status 
since they are at the central places where congestion happens. In fact in LATP, routers estimate the 
available channel capacity and convey that information to the end-to-end flows passing through 
them, rather than just providing a binary feedback about the network status. This helps an en-to-end 
flow to respond to the network status quickly and appropriately. For instance, when a wireless 
link's capacity drops due to increased interference, this variation will be passed to the end-to-end 
flows quickly, without requiring the flows to detect this variation only after packet losses. When a 
flow changes its route as a result of mobility or node failure, routers along the new route can 
provide the supported rate to the flow immediately. Thus, router assisted rate control in LATP is 
more precise and responsive, especially suitable for networks, like MHWNs. 
4.5.1.2 Systematic Cross Layer Approach 
The proposed protocol, LATP requires explicit feedback from the routers for end-to-end rate 
determination at the transport layer. Moreover, the rate determined by the transport layer should be 
adopted by the application. These require interactions between the MAC, the transport, and the 
application layers. Thus, cross layer interaction is inevitable in LATP for improving the transport 
layer performance of streaming applications. 
Many works investigated the pros and cons of cross layer design in wireless networks [18][65]- 
[67]. While unbridled cross layer design can lead to a spaghetti design, which can throttle further 
innovation and be difficult to up keep [66], cross layer interaction is inevitable for meeting the 
7 In MIHWNs, intermediate nodes act as routers for the connections passing through them. Thus, the terms 'intermediate node' and `router' are used interchangeably throughout this thesis. 
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requirements of demanding applications, such as multimedia streaming in networks, like MHWNs 
[67]. Thus, an appropriate architecture for permitting cross layer information exchange is very 
desirable for improving the performance of communication services in MHWNs. 
MobileMan architecture [181 permits cross layer interaction for sharing network status 
information while preserving the layers separation. In fact, this provides a standardized way to 
access the network status information and thereby keeps cross layer interactions beside the normal 
layered operations. As a result, it can work with legacy protocols as well, but with degraded 
performance. For example, legacy TCP does not require or provide any network status information; 
however, it will still operate correctly in MobileMan architecture. 
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In LATP design, we follow the concept of systematic cross layer approach, like in MobileMan, 
in order to improve the transport layer performance using network feedback while maintaining the 
layers separation for long term architecture benefits. LATP utilizes cross layer architecture as 
shown in Figure 4.4. The MAC layer provides the available throughput capacity information to the 
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cross layer information base. This information is used by the transport layer to determine the end- 
to-end transport layer rate for the media streaming application. An appropriate encoder/decoder 
technique is assumed to be incorporated with the streaming application in order to adapt the rate 
determined by the transport layer protocol based on the network condition. Note that, the cross 
layer information flow is maintained from bottom layers to top layers so that the system can support 
legacy protocols as well, while improving the performance with cross layer optimized protocols, at 
the top layers. 
4.5.2 Protocol Description 
LATP sender sends out a stream of data packets to the receiver and controls the sending rate (i. e. 
offered load) at the transport layer based on the feedback information from the receiver. Each 
intermediate node provides a feedback on available throughput capacity (P) to update rate-feedback 
(R) on every outgoing LATP data packet, based on MAC layer estimations. In our implementation, 
an options field in the IP header is used to carry the rate-feedback on all LATP data packets. Finally, 
the rate-feedback is used by the receiver to estimate the level of medium contention on the path and 
to inform the sender to adjust the sending rate (S) at the transport layer appropriately, using periodic 
feedback packets. Details of this processing are given in the following sections. 
4.5.2.1 Intermediate Node 
Intermediate nodes in the connection path play a key role in providing accurate and stable feedback 
information for LATP operation. Each node in the network maintains two estimations, channel 
busyness ratio (B) and throughput capacity (T) at the MAC layer. It has been shown in [63] that the 
channel busyness ratio provides precise and robust information about the network status in IEEE 
802.11 based single hop wireless networks. However, in MHWNs the channel busyness ratio can be 
used to determine the medium contention level experienced by a node but not by the links, as 
discussed in Section 4.3. Thus, the channel busyness ratio at a node provides information only about 
the degree of channel availability around that node. Every node computes current channel busyness 
ratio, Bsampie between two consecutive transmission attempts by sampling the channel state (i. e. idle 
or busy) every 20µs (i. e. one idle timeslot period in the IEEE 802.11 DCF). An estimation B at that 
node is derived using the well-known exponentially weighted moving average (EWMA) filtering 
[68] with weight, a as follows. 
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B= aB + (1- a )Bsample (4.1) 
In order to improve the stability and the flexibility of the estimation, an observation window is 
introduced to detect whether the sample, Bsa,,, pze 
is reasonable or too noisy to be used. We use the 3- 
sigma rule to obtain the observation window. Accordingly, the observation window is defined as 
p± 3a r, where p is the sample average and or is the sample standard deviation. If Bsample falls 
within the observation window, i. e. within B ±3o'B, where trBis the standard deviation of the 
samples obtained so far, B is updated with a small value for weight a, otherwise we assume the 
sample is too noisy and update B with a high value for weight a. We empirically selected these 
small and high values for a as 0.125 and 0.875 respectively'. And also, we estimate cT8 as follows. 
vB = 6crB+(1-, BIB-Bsamplel (4.2) 
where weight, 6 is set to 0.875 for a stable window size. 
Since packet collisions can still happen due to the hidden terminal problem in MHWNs, we 
incorporate this impact in throughput capacity estimation as mentioned earlier. For this purpose, the 
current throughput capacity, Tsampie of the channel is measured over a time period; including the 
time wasted due to collisions. The measurement is taken on each data transmission at the MAC layer 
using the RTS-CTS-DATA-ACK sequence in the IEEE 802.11 DCF, as shown in Figure 4.5. For 
each transmitted packet, Trample can be computed as X /(tß - td ), where X is the packet size, td is 
the time when the packet is ready for transmission at the MAC layer and t. is the time when the 
acknowledgement (ACK) is received for that transmission or the time the packet is eventually 
dropped after failing its retransmission attempts [7][69]. This calculation is feasible for most of the 
CSMA based wireless networks at the MAC layer as they have similar mechanisms for link level 
explicit acknowledgment. 
Then the throughput capacity, T of the channel is estimated using EWMA filtering and the 3- 
sigma rule, as we estimated B: 
8a=0.875 is a typical value in many EWMA filtering for noise reduction, for example RTT estimation in 
TCP uses this value t70). 
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T=aT+(1-a)Tsamoie (4.3) 
aT = fiaT + (I -f 
IT 
- Trample 
l (4.4) 
where aT is an estimation for the standard deviation of the current throughput samples. As 
described earlier, either 0.125 or 0.875 is used fora, based on whether Trample falls within 
T± 3QT or not and 0.875 is used for ß. 
Channel busy I Collision back-off 
Figure 4.5 Packet transmission sequence in the IEEE 802.11 DCF. 
Finally, for every outgoing LATP data packet, the node calculates its available throughput 
capacity, P based on the channel busyness ratio and the throughput capacity estimations, as given 
below, in order to efficiently utilize the channel while avoiding severe medium contention. It then 
updates the rate-feedback, R in the IP header to the value of P, if P is smaller than R. Please note 
that additional signaling is avoided by piggybacking this feedback on the data packets. 
P=(BTH -B)T (4.5) 
where BTH is the threshold value for B and is set 95% in order to keep the collision probability low 
at the operating point [63]. Unlike the metric used in [25], metric P utilizes an efficient throughput 
capacity estimation mechanism in order to consider the impact of collisions (both RTS and DATA 
collisions [50]) in MHWNs. Further more, it does not require any transport layer information at the 
MAC layer for rate-feedback estimation, and provides end-to-end fairness at the transport layer 
itself, like TCP does. Also, it uses only one field in a special header field (IP header field) and 
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utilizes the cross layer coordination in a systematic way, i. e. LATP requires cross layer information 
flow only in one direction; from lower layer to upper layer, unlike the scheme proposed in [25]. This 
lets the system to support other types of upper layer protocols as well. 
4.5.2.2 LATP Receiver 
An LATP receiver sends feedback packets at regular reporting periods in order to assist the sender to 
determine the transport layer sending rate according to the network conditions. When the receiver 
receives a data packet, R in the header gives the minimum available throughput capacity estimation 
of the path (i. e. the bottleneck node's unused throughput capacity). The receiver copies R and 
estimates the average rate-feedback (R,, , g) as described 
below. 
Ra, g =7IRavg +(1-71)R (4.6) 
QR = WR +(I - f)I Ra,, g -RI 
(4.7) 
where OR is an estimation for the standard deviation of R. 
When the new value R falls within the observation window, Rave ± 30R , the receiver updates 
Ravg using the above EWMA filter with rJ = 0.5 in order to obtain a mean value for the reporting 
period. When the R value falls outside the observation window, the value R is not used to update 
Ravg ; instead it is stored in a suspect window (akin to [60]). If the receiver receives at least three R 
values in its suspect window within a round trip time (rtt ), it will assume a major change has taken 
place in the network condition and will immediately use all these R values to update Ravg . The 
weight w is set to 0.875 in order to maintain stability. Here, the rtt value is informed by the sender 
on the data packet header. 
In addition, the receiver looks for new packet losses by observing the sequence numbers of the 
received data packets. The loss of a data packet is detected by the arrival of at least three data 
packets with a higher sequence number than the lost packet, like TFRC does. In addition, it 
calculates the average receiving rate (s) within the last reporting period and includes s and Rays in 
its feedback packets to the sender. 
86 
Chapter 4. Transport Layer Rate Control for Multimedia Streaming Applications 
Feedback packets are normally sent to the sender every rtt However, a feedback packet will be 
immediately sent whenever a new packet loss is detected at the receiver without waiting for the end 
of the current rtt period. A similar feedback mechanism is followed in TFRC as well. 
4.5.2.3 LATP Sender 
On connection start-up, the sender sends out the data packets using a small initial sending rate until it 
receives the first feedback packet from the receiver. Once the first feedback packet is received, it 
follows a slow start mechanism to probe the network capacity. During the slow start, the sending 
rate, S will be updated every rtt as follows. 
S =max( 2s, X/ rtt) (4.8) 
where s is the receiving rate informed by the receiver and X is the data packet size. The term 
X/ rtt ensures a minimum sending rate of one packet per rtt. 
The slow start mechanism will terminate when the sender receives a negative value for Ravg in 
the feedback packet or the sender's no feedback timer expires. In LATP, the no feedback timer 
timeout interval is set to 4rtt in order to maintain smoothness for streaming applications, like in 
TFRC. After slow start, the sender follows a normal rate control operation, as shown in Figure 4.6 in 
order to determine S for data transport. 
When the average rate-feedback, Rave value from the receiver is positive, and is greater than a 
threshold value äS , where 
S is a small constant (empirically set to 0.05 i. e. 5%) adopted to reduce 
fluctuations in the sending rate, the sender increase the sending rate according to (4.9). 
S=max(min(2s, (S+Rayg), (S+NX/rtt)), X/rtt) (4.9) 
where N is a time period in terms of number of rtt from the last rate change, and is used to 
maintain a smooth rate change while providing convergence and fairness. In particular, it ensures 
that the sending rate will not be increased by more than one packet per rtt . If Ravg is positive but 
smaller than &, the current sending rate will be maintained. 
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Figure 4.6 LATP sender in normal operation 
When the sender receives a negative Ravg, it implies that the path is congested. Therefore the 
sender should reduce the sending rate in order to reduce the level of medium contention in the 
network. It reduces the rate by 8S, once per rtt period, for the negative feedbacks. This rate 
reduction value is taken by considering the facts: (i) LATP adopts the network condition 
continuously, at least every rtt period. In particular, when the level of medium contention is high 
but below the threshold, the corresponding rate increment is maintained small, thus it has already 
limited the sending rate for the increased medium contention, and (ii) since LATP protocol is meant 
for smooth rate change applications, an abrupt rate reduction will harm the application. Therefore, it 
is reasonable to keep the rate reduction small for each negative rate-feedback. Furthermore, this rate 
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reduction value also ensures that the sending rate will be reduced by half if negative rate-feedbacks 
are received subsequently for 4rtt period. This is equivalent to the rate reduction taken, when no- 
feedback timer expires. 
Note that the above rate control actions are taken by the sender only when it receives new 
feedback packets from the receiver. Moreover, it maintains a no feedback timer, which is reset to 
expire after 4rtt period, as mentioned earlier, by new feedback packets. When the no feedback timer 
expires the sender assumes a severe change has happened in the network and reduces the sending 
rate by half, like TFRC. Since the timeout value of the no feedback timer is four times the normal 
feedback reporting period, it is reasonable, even for smooth rate applications, to reduce the sending 
rate by half when the no feedback timer expires. In addition, the sender ensures a minimum sending 
rate of one packet per rtt at all time. 
Further note that, LATP packets formats and connection phases are given in Appendix for more 
detail on LATP implementation. 
4.6 Performance Evaluation 
In this section, we evaluate the performance of LATP over a variety of scenarios using ns2 
simulations. LATP is compared with TFRC for end-to-end delay, jitter, packet loss rate, throughput, 
throughput smoothness, and fairness performance over chain, grid, and random topologies. 
In the simulations, the IEEE 802.11 DCF MAC protocol, with some modifications to support 
LATP, and AODV routing protocol are used in the protocol stack of each node for wireless 
connectivity. Further, the nodes in the network are always placed at known locations and assumed to 
be stationary, throughout the simulation in order to avoid the impact of mobility. The other main 
simulation parameters are presented in Table 1. Note that, the carrier-sensing range is kept at two 
times the transmission range and the capture threshold is also set to about two times the transmission 
distance of the desired signal in 'two ray ground propagation model [71]. The RTS/CTS access 
mode is enabled at the MAC for all data packets. It is also assumed that the transport protocols: 
LATP and TFRC have always data at the source to send to the destination. This means that the 
transport protocols are not data-limited by the application. The results presented are taken over 10 
simulation runs, unless otherwise specified. 
9 For two ray propagation model, signal-to- noise ratio can be assumed as (dJd, )°, where d, and d are the 
transmission distances of signal and noise respectively. 
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In the evaluation, the throughput smoothness is defined as the smallest ratio10 between the 
instantaneous throughputs obtained over a particular period. In each simulation run, the 
instantaneous throughput was measured every is and the smoothness was calculated every 10s. 
Further more, we computed the long term fairness of the flows using Jain's fairness index, f(n) 
[72] using the function given in (4.10). 
f(n)=(E 1Xi 
)2 
n2 nyi_ý x; 
(4.10) 
where x; is the throughput of the i`h flow and n is the number of flows competing for the network 
resources. The fairness index was calculated for every simulation run and only the average value 
obtained over several simulation runs is presented here. 
Table 4.1 
SIMULATION PARAMETERS 
Parameters Value 
Propagation model Two ray ground 
Transmission range 250 m 
Carrier-sensing range 500 m 
Capture threshold 12.1 dB 
Data rate 2 Mbps 
Control rate 1 Mbps 
Antenna Omni-directional 
MAC protocol IEEE 802.11 DCF with RTS/CTS 
Routing protocol AODV 
Interface queue size 25 packets 
Payload packet 1000 bytes 
Simulation time 400 s 
10 i. e. Throughput smoothness = (minimum throughput)/(maximum throughput), which is 1 when minimum 
throughput = maximum throughput, otherwise < 1. 
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4.6.1 Chain Topology 
The proposed protocol was first evaluated over a linear chain topology as shown in Figure 
4.7, 
where the nodes are placed in a line with a uniform distance of 200m between each pair. 
This 
ensures that only neighboring nodes can directly communicate with each other. It 
is quite common to 
have chain-like topologies in ad hoc and mesh networks where the deployment is not highly dense 
in 
the whole network. 
Transmission range of ' '. Transmission range of 
n Ede 1 nodis\2 
ýý11 
200m 200m 1200m 
10 lop 
Figure 4.7 Multi hop chain topology network. 
4.6.1.1 Single flow evaluation 
In this section the performance of LATP is investigated without the impact of any competing traffic 
in the network. LATP and TFRC flows were performed separately from node 0 to node n in the 
network shown in Figure 4.7. The simulation time was set to 400s and the LATP (or TFRC) flow 
was started at 10s and stopped at the end of the simulation time in each simulation run. For all the 
data flows, the measurements: delay, jitter, packet loss rate, throughput, and throughput smoothness 
experienced by the end-to-end connection, were taken at the transport layer over a steady period 
from 50s to 400s. This steady measurement period was chosen in order to avoid the transient 
measurements at the beginning. The average results obtained with an increasing number of hops for 
the end-to-end connection are presented in Figure 4.8-Figure 4.12. 
Figure 4.8 shows the end-to-end delay performance of LATP and TFRC flows. We can clearly 
observe from the figure that TFRC flows experience higher delay than LATP flows for all number of 
hops. For example, compared to LATP flows delay, TFRC flows experience at about 451 % more 
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Figure 4.9 Jitter performance in multi hop chain network. 
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delay in 6 hop chain and 134 % more delay in 12 hop chain. Thus, the improvement achieved with 
LATP is highly significant over all number of hops connections in linear chain MHWNs. The reason 
behind this is, that TFRC over loads the network since it produces a sending rate that is above the 
rate supported by the IEEE 802.11 MAC layer in multi hop networks. Then, for each packet the 
MAC layer attempts multiple retransmissions and back-offs before transmitting or dropping the 
packet. This increases the end-to-end delay of the TFRC packet as TFRC waits for the sender to be 
notified of packet losses in order to control the sending rate. Although TFRC eventually resorts some 
packet losses caused by medium contention, it receives them too late due to MAC layer 
retransmission and back-off. Thus, TFRC will experience maximum delay if the nodes participating 
in the connection have sufficient interface queue (buffer) size. On the other hand, as shown in Figure 
4.8, LATP provides much better delay performance than TFRC, in all number of hops connections. 
Since LATP controls the sending rate based on the degree of medium contention level (i. e. the 
congestion level) in the network, it operates at a rate supported by the MAC layer, and therefore does 
not over load the network. Hence, it shows better delay performance than TFRC. 
Furthermore, it can be observed that as the number of hops of the connection increases, the end- 
to-end delay experienced by the flows becomes almost constant. For TFRC flows, end-to-end delay 
reaches almost a peak value at 3-hops and then drops (please note that there is no possibility for 
simultaneous multiple transmissions in the network for up to 3-hops, in the topology we selected i. e. 
with nodes spaced 200m apart with a transmission range of 250m and a carrier-sensing range of 
500m). This is because up to 3-hops TFRC fully saturates all the nodes along the path. Hence the 
channel busyness ratio of all the nodes become very high (i. e. close to 100%) as the nodes can hear 
other saturated nodes. This results in excessive delay at each node [63]. Thus the end-to-end delay 
sharply increases up to 3-hops. Beyond 3-hops, due to the possibilities of concurrent successful 
transmission [12], the MAC layer transmission scheduling is facilitated in a way that TFRC operates 
at a suboptimal state. At suboptimal state, not all nodes along the path will be saturated. Hence the 
total delay can be less compared to the fully saturated case. Thus, the end-to-end connection using 
TFRC can operate at a sub optimal state with small end-to-end delay in longer connections. 
Jitter performance is presented in Figure 4.9. Although TFRC and LATP both provide 
considerably good jitter performance for streaming applications over the chain network, LATP 
outperforms TFRC in all number of hops connections. 
Packet loss rate (PLR - fraction of packets sent and not received by the destination) is also 
estimated and presented in Figure 4.10. LATP exhibits much better performance in terms of PLR 
than TFRC. In fact with LATP, we can maintain a PLR of less than I% in linear chain MHWNs. 
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This can help to improve the energy efficiency of the system with LATP, since packet 
losses result 
in significant amount of energy wastage. 
Throughput smoothness is also measured at the destination and presented in Figure 4.11. Both, 
LATP and TFRC show good throughput smoothness of greater than 65%, as they are designed to 
provide smooth rate change for the applications. In fact, LATP's smoothness is always better than 
TFRC's smoothness in the linear chain networks. 
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Figure 4.12 Throughput performance in multi hop chain network. 
From Figure 4.12, we observe that TFRC obtains higher throughput in small number of hops 
connections than LATP, and both TFRC and LATP achieve almost same throughput in connections 
with 7-hops or more. Although LATP looses some throughput in small number of hops connections, 
we believe that the performance improvement achieved with LATP for delay, jitter, PLR and 
throughput smoothness will significantly improve the performance of media streaming applications 
in MHWNs. 
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4.6.1.2 Multiple flows evaluation 
In order to evaluate the performance with competing flows in the network, the second set of 
simulations was performed over a 7-hop chain topology network with multiple concurrent flows 
from the left end node (i. e. node 0) to the right end node (i. e. node 7), with the same simulation 
configurations as before. Please note this simulation environment imposes the same network 
condition on all competing flows. 
Four concurrent flows were established in the network with LATP and TFRC protocols 
separately. For this purpose, the first flow was started at 10s and the subsequent flows were in 10s 
intervals so that all four flows can coexist from 40s. All the flows were stopped at the end of 
simulation time i. e. at 400s. We took the measurements over a steady period of 50s to 400s and 
present the average results in Figure 4.13-Figure 4.17. 
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Figure 4.13 shows the average end-to-end delay experienced by the four concurrent flows over 
the 7-hop chain network. With LATP almost all the competing flows deliver the packets with about 
124ms delay, while with TFRC the delay is about 610ms; i. e. on average TFRC flows experience 
around 390% more delay than LATP flows. This shows that LATP maintains its ability to deliver the 
packets with minimum delay even with competing flows in the network. This is because, each LATP 
source injects the packets into the network at the rate determined based on the actual network 
condition so that the packets need not wait in the buffers at intermediate nodes unnecessarily. 
The average jitter experienced by LATP packets is also smaller than the average jitter 
experienced by TFRC packets for all the competing flows, as shown in Figure 4.14. On average 
TFRC flows experience 102% more jitter than LATP flows under this network condition. 
On the other hand LATP flows lose some throughput compared to the throughput achieved by 
TFRC flows, as shown in Figure 4.15. Here, on average LATP flows achieve 10% less throughput 
than TFRC flows' throughput, while both LATP and TFRC provide excellent fairness of around 
99% for the competing flows. 
As shown in Figure 4.16, PLR for each flow is much reduced with LATP compared to TFRC. 
While LATP flows experience only around 1% PLR on average, TFRC flows suffer from higher 
PLR of 17-18%. Please note that with a single flow, TFRC experiences only around 6% PLR (see 
Figure 4.10) over a 7-hop chain. As the number of competing flows increases, PLR of TFRC flows 
increases significantly. This is not the case with LATP. This is indeed a significant improvement of 
LATP for streaming media applications. 
Moreover, LATP flows achieves on average 60% throughput smoothness, while TFRC flows 
achieve 42% throughput smoothness with competing flows in the network, as shown Figure 4.17. 
In summary, these results show that LATP outperforms TFRC significantly in terms of end-to- 
end delay, jitter, PLR, and throughput smoothness even with the competing flows in the network, 
while losses some throughput. 
4.6.2 Grid Topology 
The grid topology has alternative paths and resources for the connections using the network, unlike 
the chain topology. Thus, there are possibilities for the routing protocol to select a different path for a 
connection, whenever it receives a route failure notification. We evaluated LATP performance in a 
7x7 grid topology network, as shown in Figure 7 as well. 
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The simulations were performed in 5 different scenarios. These scenarios were selected so that 
the flows in the network experience various network conditions. 
(1) Scenario I- Two parallel flows were initiated from nodes 14 and 28 to nodes 20 
and 34 respectively (i. e. li flow142(), and flow28.14). These two, source and 
destination pairs were selected 400m apart, such that they lie within the carrier- 
sensing range but out of the transmission range of each other. 
(2) Scenario II - Four parallel flows were performed from nodes 0,14,28, and 42 to 
nodes 6,20,34, and 48 respectively (i. e. flowO. b, flowi, _Z,,, 
flow28_34, and flow42_ 
48). The neighboring pairs lie 400m apart within the carrier-sensing range, like in 
Scenario I. 
Note that flowx_Y is used to represent the flow from the source, node x to the destination, node y in this 
thesis. 
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(3) Scenario III - In this scenario, seven parallel flows were performed from the left 
end nodes to the right end nodes: i. e. flowa. b, flow7_13, flow14. m, flow2i_27, flow2& 
34, flow35-41, and flow42-4,. Here, the neighboring pairs lie 200m apart, i. e. within 
the transmission range of the neighbors. 
(4) Scenario IV - Intersecting flows were established in the final two scenarios in 
order to observe the performance when an end-to-end connection crosses one or 
more other connections. In this scenario, two intersecting flows (1x1 flows): 
flow21_3 and flown. as were established between nodes 21 and 3 and nodes 27 and 
45 respectively. Here, flow21.3 and flowr.. s cross each other, unlike the previous 
scenarios. 
(5) Scenario V- Finally, 2x2 intersecting flows were established from nodes 2,4, 
14, and 28 to nodes 44,46,20, and 34 respectively (i. e. flow2. ", flow4.46, flow1 
20 and flow2&34). Here, two parallel flows: flow244 and flower were set to cross 
the other two parallel flows: flow14.2o and flowu. N in the network. 
The flows were started in 10s intervals and the measurements were taken over a steady period. 
The average results obtained are shown in Figure 4.19-Figure 4.24. 
In all scenarios, LATP outperforms TFRC in terms of end-to-end delay, jitter, PLR, and 
throughput smoothness, while achieving almost the same aggregate throughput and fairness, as 
shown in the figures. In particular, when there are two parallel flows (i. e. in Scenario 1), on average 
TFRC flows experience 420% more delay, 255% more jitter, and 1342% more PLR than LATp 
flows, while the aggregate throughputs achieved with both protocols are almost the same. When the 
network is fully utilized by seven parallel flows (i. e. in Scenario III), TFRC flows experience 292% 
more delay, 158% more jitter, and 304% more PLR than LATP flows on average, while LATp 
losses around 2% throughput compared to TFRC throughput. Moreover, even with the intersecting 
flows we can observe similar performance improvement with LATP compared to TFRC 
performance. Notably, the performance improvement achieved with LATP in terms of end-to-cnd 
delay and PLR is highly significant in this network environment too. 
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4.6.3 Random Topology 
Finally, we performed simulations in a random topology. We placed 100 nodes uniformly and 
randomly in a 1600mxl600m area. Ten flows were established simultaneously between ten 
randomly chosen source and destination pairs, with a minimum hop distance (between a source and 
its destination) of five hops. The measurements were taken over a steady simulation period, as 
before. 
The average results obtained per flow are summarized in Table 4.2. We still observe from the 
results that the end-to-end delay, jitter, PLR, throughput smoothness, and fairness performances of 
LATP are better than that of TFRC even in such a complex network environment. It should be noted 
that, in this evaluation we used the fairness index only as a comparative metric and not as an actual 
fairness measurement. This is because the index we used may not be applicable to this simulation 
environment, where some flows may not compete with some other flows at all for the network 
resources. 
Table 4.2 
PERFORMANCE COMPARISON IN RANDOM TOPOLOGY NETWORK 
Flow Delay Jitter Aggregate Fairness Throughput 
PLR 
type (ms) (ms) throughput (Kbps) index smoothness 
LATP 205.662 114.170 459.870 0.818 0.088 0.463 
TFRC 596.365 184.316 537.062 0.629 0.227 0.327 
4.7 Chapter Summary and Conclusions 
In this chapter, we addressed the problems arising from medium contention on transport layer 
performance in MHWNs and proposed a new transport protocol, LATP to improve the performance 
of multimedia streaming applications in such networks. Our proposed protocol, LATP exploits cross 
layer coordination in a systemic way and performs transport layer load control for end-to-end flows 
efficiently, based on the level of medium contention information received from the intermediate 
nodes on the end-to-end path. 
In fact, LATP provides an offered load supported by the MAC layer in CSMA/CA based 
MHWNs. This prevents network overloading and thereby helps to deliver the packets to the receiver 
with small delay and jitter, minimum packet loss rate, and smooth rate change, which are in fact key 
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QoS metrics for media streaming applications. Simulation results over chain, grid, and random 
topologies in various network conditions confirmed that LATP achieves considerable performance 
improvement over TFRC protocol, in terms of end-to-end delay, jitter, packet loss rate, throughput 
smoothness, and fairness for media streaming applications. We have also noted that although LATP 
does not improve the throughput performance, it provides almost same or slightly less throughput as 
with TFRC protocol in MHWNs. Thus, it clearly demonstrates that by using an efficient transport 
layer load control mechanism based on the level of medium contention information from the 
network, we can improve the QoS performance of multimedia services in MIIWNs. LATP provides 
this with less complex estimations and mechanisms. Further, LATP can be incorporated with the 
existing application layer rate adaptation mechanisms, such as RTP as a transport protocol for such 
mechanisms and we aim to investigate this in our future work. 
Hence, LATP can be considered as a candidate transport protocol for transporting media 
streaming applications over contention based MHWNs with fixed nodes. It achieves its goal of 
efficient end-to-end data transport between two end stations, with less complex and low overhead 
mechanisms. Please note that LATP mechanism does not require per-flow state tables at the 
intermediate nodes. In fact it requires the intermediate nodes to perform only two estimations 
irrespective of number of flows passing through them. This helps to reduce the complexity of the 
protocol stacks at the intermediate nodes, while utilizing the benefits of cross layer architecture. 
Moreover, LATP's rate adaptation mechanism can be incorporated with DCCP as another 
congestion control mechanism for supporting media streaming in MIIWNs. Please note that DCCP 
implements multiple congestion control mechanisms, and the preferred congestion control 
mechanism is negotiated by the end stations during connection establishment 155). 
On the other hand, LATP's performance with mobile nodes has not been evaluated in this thesis. 
Since the problems resulting from excessive medium contention exist in mobile MiiWNs as well. 
Therefore, LATP can be used to mitigate the problems resulting from medium contention in 
MHWNs with mobile nodes too. However, the mobility of nodes can still affect the end-to-end 
performance of LATP. This needs further improvement to LATP in order to reduce the impacts of 
mobility of nodes. This will be studied in future. 
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Chapter Five 
5 Enhancements to TCP Congestion 
Control 
The phenomenal success of Internet has triggered TCP as a de facto standard for reliable data 
transport over all IP based networks. This chapter proposes a set of simple modifications to TCP 
congestion control mechanism based on explicit rate feedback from the network in order to improve 
its performance in MHWNs. 
5.1 Introduction 
TCP has been the most popular transport protocol for reliable data transport in the arena of IP 
networking. This wide acceptance of TCP in traditional networks motivates the extension of this 
protocol in MIIWNs, in particular for ease of integration. But, MHWNs pose some critical 
challenges to TCP since TCP congestion control mechanism was not originally designed for such 
complex networks [12][16][17][34][73]. Since this thesis mainly focuses on multi hop wireless 
connectivity and its influence on the transport layer performance, we only focus on the unique 
nature of network congestion in MHWNs and its impact on TCP performance, in this chapter. As 
already described in Chapter 4, the nature of network congestion in MHWNs is significantly 
different from that of traditional wired networks. In traditional wired networks capacity limitation 
that eventually results in buffer overflow is the main reason for network congestion, and hence for 
packet losses. But in MHWNs, buffer overflows at intermediate nodes are rare events, while packet 
losses due to network congestion are largely caused by medium contention, as noted in [12], [17], 
and Section 4.3 of this thesis. 
In the IEEE 802.11 MAC layer, a packet is retransmitted several times before it is finally 
dropped. Hence, when a packet loss occurs on a multi hop path, the total number of retransmission 
incurred by that dropped packet could be much more than the maximum retransmission limit due to 
multiple retransmission attempts over the multi hop path. Therefore, when TCP detects this packet 
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loss after three duplicate acknowledgments, it may be too late. This leads to aggressive TCP 
behavior [12][17]. Since TCP is unaware of network congestion caused by increased medium 
contention until a packet loss is detected, TCP congestion window size is allowed to grow beyond 
its optimal value, which is typically very small in MHWNs [26][74]. This overloads the network, 
exacerbates the medium contention problem and further deteriorates the TCP performance in 
MHWNs. In addition, in this case the dropped packets need retransmission at the transport layer for 
reliable end-to-end data delivery, and hence provoke contention unnecessarily, unlike the unreliable 
data transport addressed in Chapter 4. Moreover this TCP's aggressive behavior may also cause 
serious unfairness with other competing TCP flows [75][76]. 
Thus, packet loss detection is not an appropriate congestion indicator for TCP congestion 
control in MHWNs. Moreover, our studies in Chapter 3 showed that, the other implicit congestion 
detection mechanisms based on end-to-end metrics also fail in MHWNs. A recent study in [77] 
shows that adapting TCP congestion control to explicit rate feedback from the network could 
improve TCP performance significantly. In fact, explicit rate feedback for TCP performance 
improvement is not new in Internet or ATM networks (for example refer [78] and [79]). Please note 
that the existing explicit rate feedback estimations are based on link utilization or queue occupancy, 
which are significantly different in MHWNs. Our work in Chapter 4 provides a simple and efficient 
mechanism to estimate the available throughput capacity at intermediate nodes in MHWNs and 
convey the minimum available throughput capacity of the path (i. e. the bottleneck node's unused 
throughput capacity) to the receiver. This minimum available throughput capacity information frorri 
the network can be used as an explicit rate feedback for TCP congestion control. Thus, in this 
chapter we propose a set of simple modifications to TCP congestion control mechanism, in which 
TCP congestion window size is adaptively controlled based on the bottleneck node's unused 
throughput capacity information received from the network, while maintaining a systematic cross 
layer interaction. The modified TCP not only improves the end-to-end performance of TCP in terms 
of throughput, delay, and packet loss rate, but also ensures fairness among the competing flows. 
The rest of this chapter is organized as follows. We discuss the related work on improving TCP 
performance in MHWNs in Section 5.2. Section 5.3 provides a detail illustration of the proposed 
mechanism. The proposed mechanism is evaluated in Section 5.4 using ns2 simulations. Section 5.5 
provides some additional discussions on the proposed mechanism. Finally, the chapter is 
summarized in Section 5.6. 
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5.2 Related Work 
Most of the previous TCP enhancements for mobile ad hoc networks (see Section 2.3) investigated 
mobility and wireless transmission errors (particularly caused by channel noise) related 
impairments on TCP performance and consequently proposed intelligent adaptation mechanisms 
for these impairments. For example, TCP-ELFN [19], ATCP [10], and ADTCP [35] exploit either 
explicit or implicit loss differentiation mechanisms for distinguishing packet losses due to 
congestion from packet losses due to other ad hoc network related events, such as mobility, in order 
to improve the TCP performance in mobile ad hoc networks. However these enhancements do not 
identify the unique nature of network congestion and TCP's aggressive behavior during network 
congestion in MHWNs. 
Meanwhile, it has been observed that TCP congestion control mechanism overloads the 
network in MWHNs and causes heavy contention at the MAC layer, which adversely affects its 
performance [12][17][26][74]-[76]. Some solutions have already been proposed in the literature to 
limit the TCP congestion window size and thereby avoid network overloading in MHWNs. The 
scheme in [17], suggests limiting the growth rate of the congestion window size will keep the 
network load at a reasonable level. Consequently, it proposes to increase the TCP congestion 
window size fractionally rather than by one per RTT during congestion avoidance in order to avoid 
heavy medium contention in the network, and thereby to improve TCP performance in MHWNs. 
However, this scheme uses a constant pre-set value (typical value 0.01) for the fractional window 
size increment. The constant value is not appropriate for all network conditions and should be 
adjusted dynamically according to the network condition. Moreover this scheme still uses packet 
loss as the congestion indicator. In [26], the congestion window limit (CWL), which is the upper 
bound of the congestion window size, is dynamically adjusted according to the path length of the 
TCP connection. However the path length is not an accurate measure of medium contention level in 
MHWNs, particularly when there are multiple flows in the network. Also, this scheme requires 
shortest path routing and the knowledge of transmission range to carrier-sensing range ratio, 
which may be dynamic in real deployments. Moreover, it is not clear that these schemes are 
effective and provide fairness when there are multiple flows along the same path, or when there are 
flows on the adjacent paths within the carrier-sensing range. 
Furthermore, the works in [12] and [76] attempted to alleviate the greedy behavior of TCP in 
MHWNs by employing novel active queue management policies at the link layer. In [76], a 
neighborhood-RED scheme was proposed to improve TCP fairness in mobile ad hoc networks. The 
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neighborhood-RED scheme provides fairness for the competing 
flows with additional signaling and 
excessive computation overhead, while dropping overall network throughput significantly. 
Moreover, the parameters (i. e. the threshold values) used in neighborhood-RED operation are very 
much scenario dependent and ambiguous. Link-RED scheme, proposed 
in [12] fine tunes the link 
layer packet dropping probability to stabilize the congestion window size around 
its optimal value, 
based on retransmission count measurements at the MAC layer. But the retransmission count may 
not reflect the network status properly in MHWNs, for example due to exposed node problem. 
Therefore, using retransmission count measurements to set RED parameters may not be suitable. 
Moreover, it should also be noted that RED requires several parameters to be set at each router, and 
if not properly set it may lead to network instability [80]. Thus, the lack of accuracy on the 
measure of network status and the ambiguity of setting the parameters in the above schemes need 
further study on this problem, in order to improve TCP throughput and fairness performance in 
MHWNs. 
Further, the works in [23] and [24] utilize explicit rate feedback from intermediate nodes to 
estimate end-to-end rate for reliable data transfer over MHWNs. However they have not addressed 
the problems arising from medium contention and TCP enhancement in MHWNs. The reliable 
transport protocol proposed in [23] is a rate control mechanism and uses the maximum packet 
delay, including the queuing delay experienced by the intermediate nodes as its rate feedback 
information. However this is not compatible with TCP. In [24], the rate feedback estimation is 
based on current bandwidth measurement on every outgoing links and the estimated rate for a 
particular link is shared among the flows passing through that link. Since there is no dedicated link 
in wireless networks, this scheme requires additional state tables at the routers and also incurs 
additional complexity and overhead. On the other hand, in this chapter we propose a systematic 
way of cross layer interaction, particularly to improve TCP performance in MHWNs. 
Please note that further related work can be found in Section 4.2, which discusses how to 
precisely estimate the degree of medium contention in IEEE 802.11 based wireless networks and 
some more relevant transport mechanisms utilizing cross layer interaction. We avoid discussing 
them again here. 
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5.3 TCP Enhancement 
5.3.1 TCP Congestion Control 
TCP is a connection oriented reliable transport protocol and implements congestion control by 
dynamically manipulating its congestion window size. During normal data transfer operation, the 
window adaptation of TCP congestion control operates in two phases based on two sender-side 
variables, namely congestion window (W ) and slow start threshold (ssthresh ). 
(i) If W< ssthresh, TCP is in slow start phase and increments W by 1 for each 
acknowledgment. 
(ii) If W; -> ssthresh, 
TCP is said to be in congestion avoidance phase and increments 
W only by 1/W for each acknowledgment. Please note that the maximum window 
size is always limited to the receiver's advertised window size or to a maximum 
value set during connection start up. 
TCP implicitly assumes congestion whenever a new packet loss is detected either by 
retransmission timer timeout or by receiving three duplicate acknowledgment and adapts the 
window size as follows in order to control the congestion. In the case of timeout, TCP updates 
ssthresh by W/2, sets W to 1 and then starts retransmitting from the first lost packet in slow start 
phase. During duplicate acknowledgment TCP updates the variables W and ssthresh depending on 
TCP variant (i. e. TCP-Tahoe, TCP-Reno or TCP-New Reno - these are the basic variants of TCP 
reacting differently for duplicate acknowledgement). 
TCP-Tahoe [811 implements a fast retransmit algorithm when it receives three duplicate 
acknowledgments. During fast retransmit, the sender immediately retransmits the lost packet and 
enters into slow start phase by setting ssthresh to W/2 and W to 1. It assumes all the outstanding 
packets are lost and retransmits all of them starting from slow start phase. This may reduce the 
efficiency of network utilization and the throughput. 
TCP-Reno [11] [82] implements a fast recovery algorithm for a single packet loss immediately 
after fast retransmit algorithm, when it receives three duplicate acknowledgements. The lost packet 
is retransmitted immediately during fast retransmit. However, instead of switching into slow start 
phase after fast retransmit, it enters into fast recovery. During fast recovery, TCP sender sets 
ssthresh to W/2 and W to W/2 plus the number of duplicate acknowledgements received. It 
remains in fast recovery until it receives a new acknowledgement, increments W by 1 for each 
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additional duplicate acknowledgement and transmits a packet if the window size allows. When it 
receives a new acknowledgement it exits fast recovery, resets W to ssthresh and thereby enters into 
congestion avoidance phase. TCP-Reno's fast retransmit and fast recovery algorithms works well 
for a single packet loss. However, problem arises with its fast recovery algorithm when multiple 
packets from a single window are lost. For multiple losses, it exits fast recovery when a new 
acknowledgement arrives and reenters into it repeatedly for the subsequent losses from the same 
window or eventually leads to timeout. 
TCP-NewReno [83] implements an improved fast recovery algorithm, in which TCP remains in 
fast recovery until all the packets which were outstanding during the start of the fast recovery have 
been acknowledged. Hence, it avoids entering into fast recovery multiple times during multiple 
packet losses from the same window. When TCP-NewReno receives a partial-acknowledgement 12 
during fast recovery, it immediately retransmits the next lost packet indicated by the partial- 
acknowledgement and continues to remain in fast recovery. 
Please note that in this thesis we consider the widely implemented TCP variant, TCP-Reno as 
the standard TCP. Hence all the modifications made on TCP in this chapter are actually on TCP- 
Reno. 
5.3.2 TCP with Explicit Rate Feedback 
In this section, we propose an explicit rate feedback mechanism to adaptively control the congestion 
window size of TCP congestion control mechanism. The modified TCP is called `adaptive window 
TCP' (AWTCP) hereafter. AWTCP implements connection establishment and connection 
termination as standard TCP. However it requires explicit rate feedback from the network for data 
transfer operation in order to compute the congestion window size, which can be supported by the 
network. This avoids network overloading and improves TCP performance in MHWNs. 
5.3.2.1 Explicit Rate Feedback in MHWNs 
Every node in the network maintains two estimations; channel busyness ratio (B) and 
throughput capacity (T) and updates explicit rate feedback on every outgoing AWTCP data packet. 
In fact, each intermediate node on the connection path computes the available throughput capacity 
(P) which can be supported by that node based on its estimations B and T. Since the details of 
12 Partial-acknowledgement refers to a new acknowledgement received during fast recovery that 
acknowledges some but not all of the packets which were outstanding at the start of the fast recovery. 
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these estimations and available throughput capacity computation have already been given in Section 
4.5.2.1, we avoid repeating them here. When an AWTCP packet is forwarded by an intermediate 
node, it updates the explicit rate feedback if its available throughput capacity value is smaller than 
the explicit rate feedback value in the IP header. Please note that an option field in IP header is used 
to carry the explicit rate feedback value to the receiver in order to avoid additional signaling, as in 
LATP mechanism. 
Ultimately the receiver receives the bottleneck node's unused throughput capacity, Pm;,, from 
each incoming AWTCP data packet as the explicit rate feedback from the network. The receiver 
immediately sends back this Pmin value as the rate feedback to the sender on its regular 
acknowledgement packet. Please note that we do not consider any delayed acknowledgement 
strategy with AWTCP, for example as proposed in [29]. In the case of delayed acknowledgement 
implementation the mean value of Pm;,, will be fed back to the sender on the acknowledgment 
packet. 
5.3.2.2 Congestion Window Size Adaptation 
Whenever the AWTCP sender receives an acknowledgement, it calculates a window size, Wf 
supported by the network based on the rate feedback, Pmin received from the receiver. If Pmin is 
positive, then it calculates Wf as follows. 
Wf =Wi +in 
t 
wi 
(5.1) 
where Wi denotes the current congestion window size, rtt denotes AWTCP's round trip time 
estimate13 and X is the data packet size. It should be noted that the increment in the window size is 
kept inversely proportional to the current congestion window size (i. e. the current rate of the flow) 
in order to ensure fairness with the other flows, like the standard TCP does during congestion 
avoidance phase. 
On the other hand, if P,,,;,, is negative, it updates Wf as follows. 
13 Note that, except the new window adaptation strategy based on explicit rate feedback, all other TCP 
mechanisms are maintained in AWTCP. 
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Wf =Wi -I 
Pminlrtt 
x 
(5.2) 
This helps to reduce the level of medium contention and prevent network overloading as quick 
as possible. Moreover, this reduction will be taken only once per round trip time for the consecutive 
negative rate feedback values since the sender should wait at least a round trip time period to see 
the impact of the last rate reduction. In addition, the AWTCP sender always ensures a minimum 
congestion window size of one packet, like standard TCP does. 
Now, the AWTCP sender is aware of the window size, Wf supported by the network. In order 
to adapt Wr in the TCP congestion control mechanism systematically, AWTCP implements a 
window adaptation strategy (akin to [77]), depending on its current phase (i. e. slow start, 
congestion avoidance, duplicate acknowledgement or timeout) as follows. 
" During slow start phase: if Wf <W;, the congestion window size for the next 
transmission, Wi+1 is dropped to Wr , the new ssthresh value is set to the value of wf 
and AWTCP enters into congestion avoidance phase immediately. Otherwise it continues 
the slow start phase and increments the congestion window size by 1 for each 
acknowledgement, until Wi reaches ssthresh value. 
9 When the AWTCP is in congestion avoidance phase, W1+1 is set to min(W+, Wf), where 
Wr+ is equal to Wr +11W, and this is to limit the maximum window size increment to one 
packet per round trip time, i. e. to the value of window size increment in standard TCP 
during congestion avoidance phase. Moreover, if W j+I becomes less than ssthresh 
during congestion avoidance operation, the AWTCP sender sets ssthresh to W t+l and 
keeps AWTCP in congestion avoidance phase for consecutive transmissions rather than 
re-entering into slow start phase. 
" Upon receiving three consecutive duplicate acknowledgements, the AWTCP source enters 
into duplicate acknowledgement phase, retransmits the lost packet, and as long as 
Wf > W; , AWTCP considers each duplicate acknowledgement as a regular 
acknowledgement for window size increment, computes W t+l as min(W. +, W f) and 
resumes its normal operation immediately in congestion avoidance phase (if it is in the 
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slow start phase when the duplicate acknowledgements are received, it enters into 
congestion avoidance phase by setting ssthresh downward to W, ). Since Pm;,, values can 
be informed in duplicate acknowledgements as well, this operation in duplicate 
acknowledgement phase will avoid unwanted reduction of congestion window size. On the 
other hand, if Wf <Wi it updates W; +t by Wf and waits until it receives a new 
acknowledgement for the retransmitted packet. Upon receiving the new acknowledgement 
it enters into congestion avoidance phase and resumes its normal data transfer operation if 
the window size allows 
" During timeout phase, TCP sender is unaware of Wf supported by the network as it 
calculates Wf based on the feedback information received from the receiver. Therefore, 
AWTCP follows standard TCP's timeout operation in the timeout phase, i. e. W t+t is set to 
1, ssthresh is reset to Wi /2 and AWTCP resumes its operation from the slow start phase. 
5.4 Performance Evaluation 
In this section, the performance of AWTCP is evaluated over a variety of multi hop scenarios using 
ns2 simulations. Note that, TCP-Reno is considered as the standard TCP for all modified versions of 
TCP compared in this section. The proposed scheme, AWCTP is compared with TCP-Few [17], 
TCP-CWL [26], and the standard TCP (i. e. TCP-Reno) in terms of throughput, end-to-end delay, 
PLR and fairness, which are the key performance evaluation metrics for reliable transport protocols 
[84]. Please note that in our simulations the fractional window size increment for TCP-Few is set to 
its typical value 0.01, according to [17]. 
The simulations parameters are set as in Chapter 4 (see Table 4.1). In particular, the simulations 
are performed in IEEE 802.11 DCF based MHWNs with static nodes and the routing protocol used 
was AODV. The transmission range of a node is set to 250m and the carrier-sensing range is set to 
500m. The data and the control rates at the MAC layer are set to 2Mbps and 1Mbps respectively. 
The results presented are taken over 10 simulation runs, unless otherwise specified. Furthermore, the 
long term fairness among the competing flows is computed using Jain's fairness index [72], as 
before. 
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5.4.1 Chain Topology 
The proposed protocol was first evaluated over a linear chain topology, where the nodes are 
placed in a line with a uniform distance of 200m between each pair. For this purpose the same 
network, in Chapter 4- Figure 4.7 was used. First, the comparison was performed with a single 
flow, when varying the number of hops of the connection. Then, it was observed that how these 
protocols perform when the number of concurrent flows in the network increases. 
5.4.1.1 Single flow evaluation 
AWTCP, TCP-Few, TCP-CWL, and TCP flows were established separately in the chain network, 
from the left end node (node 0) to the right end node (node n) - see Figure 4.7. The simulation time 
was set to 400s and the flow was begun at 10s in each simulation run. For all the data flows, 
throughput and end-to-end delay measurements were taken at the transport layer over a steady period 
of 50s to 400s, in order to avoid the transient measurements at the beginning. The average results 
obtained are presented in Figure 4.8 - Figure 5.2. 
As shown in Figure 4.8, the modified versions of the TCP: AWTCP, TCP-Few, and TCP-CWL 
improve the throughput of TCP significantly as the number of hops of the connection increases, as 
they are aimed to perform in MHWNs. In particular, in 6-hops the throughputs of AWTCP, TCP- 
Few, and TCP-CWL improve by almost 34% compared to TCP throughput, and in 12-hops the 
throughput improvement achieved with AWTCP, TCP-Few and TCP-CWL are respectively around 
100%, 96%, and 114%. In fact, the throughput improvement achieved with all the modified versions 
of TCP are almost the same as the number of hops of the end-to-end connection increases, in linear 
chain topology networks. Please note that, TCP-Few and TCP-CWL are not affected by fairness 
issue in this scenario, since there are no competing flows present in the network. Therefore, they do 
not overload the network and show similar performance as AWTCP. 
Figure 5.2 shows that the end-to-end delay experienced by a single flow is also significantly 
improved with AWTCP, TCP-Few, and TCP-CWL over multi hop connections in linear chain 
topology. Although the improvement observed in terms of throughput and end-to-end delay are 
almost the same for AWTCP, TCP-Few, and TCP-CWL beyond 7-hops, TCP-CWL performs the 
best when considering the overall performance with a single flow in linear chain topology. Moreover 
we also estimated the PLR experienced by the flows. TCP experiences around 5-6% PLR in 
connections with more than 3-hops, while the other protocols experience only 0-0.2% PLR with a 
single flow over multi hops in linear chain topology. 
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5.4.1.2 Multiple flows evaluation 
In the next set of simulations, we established multiple concurrent flows over a 7-hop chain network 
in order to study the performance of AWTCP, TCP-Few, and TCP-CWL with competing flows 
sharing the same path. In all simulation runs, the first flow was started at 10s and the subsequent 
flows were started in 10s intervals, when establishing the competing flows. The measurements were 
taken over a steady period of 150s to 400s. The average results observed are presented in Figure 5.3 - 
Figure 5.6. 
As shown in Figure 5.3, the aggregate throughput achieved with AWTCP flows during 
competition is highly significant compared to the throughput achieved with the other flows. 
Moreover, AWTCP shows excellent fairness performance, shown in Figure 5.6, and shares the 
available bandwidth almost equally with competing flows. Since AWTCP adjusts the congestion 
window size based on the rate feedback received from the network, it controls the data rate 
according to the network condition and thereby provides excellent fairness to the other flows. Please 
note that TCP-CWL shows poor performance in terms of aggregate throughput and fairness as it 
controls the congestion window size based on the path length. Thus, it is not appropriate to control 
the TCP window size according to the path length in MHWNs. Moreover, although packet loss is no 
longer a timely indicator for network congestion in MHWNs, TCP-Few and TCP-CWL still wait for 
packet losses to invoke congestion control mechanism; they fail to show significant performance 
improvement like AWTCP, especially when the congestion is caused by coexisting flows in the 
network. 
Figure 5.4 and Figure 5.5 show per flow end-to-end delay and PLR observed as the number of 
competing flows in the network increases. AWTCP delivers the packets to the destination with 
smaller delay and less PLR than TCP-Few, TCP-CWL, and TCP. Please note that, AWTCP 
mechanism shows the least PLR, and therefore requires less number of retransmissions and hence 
less energy for reliable packet delivery than the other mechanisms considered. 
In summary, AWCTP outperforms TCP-Few, TCP-CWL and TCP in terms of throughput, end- 
to-end delay, PLR, and fairness when there are concurrent flows in the network. This is indeed a 
significant improvement achieved with AWTCP that enhances the TCP performance in MHWNs 
with simple and minimum modifications to the existing congestion control mechanism of TCP. 
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5.4.2 Grid Topology 
Finally, we evaluated AWTCP performance in a grid topology network. The 7x7 grid topology 
network and the simulations scenarios used in Chapter 4- Section 4.6.2 are used here as well to 
study the performance of AWTCP, TCP-Few, TCP-CWL, and TCP in grid topology networks. Note 
that the network figure is given in Chapter 4- Figure 4.18. The simulation scenarios are summarized 
here in table format in Table 5.1. 
Table 5.1 
SIMULATION SCENARIOS IN GRID TOPOLOGY NETWORK 
Scenario Flows established 
I (2 flows) flow1 20 and flow28.34 
II (4 flows) flown-6, flow142o, flow28_ , and flow4248 
III (7flows) flowo. 6, flow7.13, flow1 2o, flow21.27, flow28.34, flow3541, and flow42-47 
N (1x1 flows) flow21.3 and flown. ds 
V (2x2 flows) flow2-44, flow4-46, flow1420, and flow28.34 
The flows were started in 10s intervals and the measurements were taken over a steady period. 
The average results obtained are presented in Figure 5.7 - Figure 5.10. 
As shown in Figure 5.7, AWTCP and TCP-FeW perform the best in terms of aggregate 
throughput in all scenarios. Although TCP-CWL achieves almost the same throughput as AWCTP 
and TCP-Few with crossing flows (i. e. in Scenarios IV and V), the improvement achieved with TCP- 
CWL with parallel flows is around 10% less, compared to AWTCP's throughput improvement. 
When considering the other performance metrics: delay, PLR, and fairness index AWTCP 
performs better than TCP-Few and TCP-CWL in all scenarios, as shown in Figure 5.8, Figure 5.9, 
and Figure 5.10. Note that the standard TCP shows comparatively good fairness performance in this 
topology; however, it exhibits the poorest performance in terms of the other performance metrics 
considered. 
Thus, the overall performance improvement achieved with AWTCP for reliable data transport is 
highly significant in grid topology networks too. 
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5.5 Additional Discussion 
Network overloading may also result in routing dynamics in MHWNs, since the routing protocols 
assume route breakage when the MAC layer experiences frequent and persistent transmission 
attempt failures. Consequently this will also affect the performance of the end-to-end connection, 
because of unnecessary route maintenance or re-discovery operations for the connection, especially 
in fixed multi hop networks. In particular, this cyclic impact is very common with on demand 
routing protocols, such as AODV and dynamic source routing (DSR) [85], which are the most 
commonly used routing protocols in MHWNs, when operating with inefficient load control 
mechanisms. Note that, in on demand routing protocols, the route is established on demand and is 
monitored throughout the session. When the MAC layer reports severe transmission attempt 
failures, they assume route breakage and invoke route maintenance or re-discovery operations. 
Therefore, preventing the network from overloading by efficiently controlling the offered load 
at the transport layer not only avoids sever medium contention at the MAC layer but also reduces 
unnecessary routing dynamics, and thus wastage of the resources in MIIWNs. Since the proposed 
protocols: AWTCP and LATP control the offered load based on the medium contention information 
from the network, they prevent the network from overloading, and also thereby reduce unnecessary 
routing dynamics in the routing protocols and their impacts on the end-to-end performance. 
Since sever medium contention can be avoided with AWCTP and LATP, the most of the route 
breakages detected by the routing protocol could be due to mobility in mobile networks, and 
therefore appropriate actions for mobility induced impacts may further improve the performance of 
such transport protocols in mobile MHWNs. However, this needs further investigation. 
Further, since TCP requires retransmission for reliable data delivery, the more the packet loss the 
more the unnecessary medium contention will be in the network due to TCP retransmissions. 
However, AWTCP experience very small amount of PLR in MHWNs, and therefore needs very less 
retransmissions. This eventually improves the energy consumption of the system as well. 
Not only the TCP data packets but also its acknowledgement packets contend for the medium. 
Thus, it is obvious that reducing the number of acknowledgement packets will also reduce the level 
of medium contention in MHWNs. In this view, [291 proposes a smart approach to reduce the 
medium contention caused by TCP acknowledgement packets, in MIIWNs. In fact, it adaptively 
delays the acknowledgement packets according to the predicted network condition, and thereby 
utilizes only a minimum amount of acknowledgement packets for TCP's correct operation. We 
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believe that such adaptive delayed acknowledgement scheme can also be applied to AWTCP for 
further improvement. 
5.6 Chapter Summary and Conclusions 
TCP is a de facto standard for reliable data transport in the Internet, thus in all IP networks. 
However, TCP congestion control mechanism suffers in MHWNs broadly due to the medium 
contention problem, which is unique in such networks. It inappropriately controls the congestion 
window size and overloads the network. This leads to severe performance degradation. 
In this chapter, a set of simple modifications is proposed to TCP congestion control mechanism 
based on explicit rate feedback information received from the network, in order to improve the 
performance of TCP in MHWNs. The proposed scheme, AWTCP maintains a systematic cross layer 
interaction between the MAC and the transport layers and adjusts the congestion window size 
according to the network condition predicted from the rate feedback information. 
In a comprehensive evaluation study using ns2 simulation, it was shown that AWTCP 
outperforms TCP-Few, TCP-CWL, and TCP in terms of key performance metrics: throughput, end- 
to-end delay, long term fairness, and packet loss rate, in various network scenarios. It was also noted 
that TCP-Few and TCP-CWL performs comparatively similar to or little better than AWTCP with 
no coexisting flows, AWTCP outperforms them when there are multiple coexisting flows in the 
network. Thus, AWTCP effectively improves TCP performance in MHWNs. 
In fact, AWTCP provides a novel congestion window size adaptation mechanism for TCP for 
improving its end-to-end performance within a contention based MHWN with fixed nodes. AWTCP 
implements this efficient window size adaptation, based on a systematic cross layer interaction 
architecture, with less complex and low overhead mechanisms, since it does not require any per-flow 
state table at the intermediate nodes. 
This thesis does not consider mobile nodes in the network. Hence the performance of AWTCP 
with mobile nodes has not been evaluated. This will be focused in future work, as mentioned for 
LATP in Chapter 4. 
Moreover, the scalability of the protocol elements as well as the network is another research 
issue. This issue is not only limited to evaluate the impact of AWTCP but also be considered with 
any protocol element. Since AWTCP requires additional support from the intermediate nodes for its 
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efficient operation, the complexity of the intermediate nodes with AWTCP support is higher than 
that with the standard TCP support. However, we tried to reduce the complexity of the intermediate 
nodes by avoiding the requirement to maintain per-flow state tables at the intermediate nodes. We 
believe this reduced complexity can be supported by the intermediate nodes with some additional 
computational power. However this needs further investigation. 
Please note that TCP is used to support end-to-end reliable data transmission which can span 
beyond a single network. However, AWTCP mechanism considers performance improvement only 
within a MHWN. Since the end-to-end connection can span beyond the MHWN, an appropriate 
adaptation technique, for example using a proxy server at the network edge, should be considered for 
improving the communication performance of the end-to-end connection. This needs further 
investigation, and therefore will be considered in our future work. 
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Chapter Six 
6 Modeling the IEEE 802.11 DCF for 
Offered Load Analysis in MHWNs 
This chapter proposes a simple, but elegant and accurate analytical framework to model the IEEE 
802.11 DCF MAC performance in MHWNs and analyze the optimal offered (traffic) load on a 
multi hop traffic path under different network scenarios. The proposed framework is useful in many 
design and deployment aspects of MHWNs, for example when making routing decisions, and rate 
and admission control policies. 
6.1 Introduction 
The IEEE 802.11 DCF MAC protocol [7] is one of the most popular MAC protocols used in many 
MHWNs and its performance has been extensively investigated in MHWNs using simulations and 
test beds. Please refer the previous chapters for related work. However, theoretical analysis of the 
performance of the IEEE 802.11 DCF MAC protocol in MHWNs has been less focused in the 
literature, possibly due to the fact that the analysis is complicated by the existence of several 
interlinked factors, such as network topology, traffic profile, etc. 
Since the impacts on a link (i. e. a transmitter-receiver pair at the MAC layer) are topology and 
traffic profile dependant in MHWNs, it is essential to understand the relationships between the links 
before attempting to model the behavior of the IEEE 802.11 DCF MAC in MHWNs. Mapping the 
relationships between the links is first illustrated in this chapter using graph theory. Subsequently, a 
model is proposed to investigate the performance of the IEEE 802.11 DCF MAC in MHWNs. This 
model yields insight into the impact of different network parameters and conditions on the 
performance of the IEEE 802.11 DCF MAC. 
Further, it has also been noted in the previous chapters that injecting or allowing more traffic 
into the network than can be supported would result in worse performance in terms of performance 
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metrics, such as throughput, delay, packet loss rate, etc. Thus, quantitative analysis of offered (or 
admissible) load on a path is useful in many design and deployment aspects of MHWNs, for 
example in verifying the operation of routing, rate control and admission control protocols in test 
scenarios. 
Consequently, our proposed framework also provides a methodology for investigating the 
optimal offered load on a multi hop traffic path in various network scenarios. The optimal offered 
load for a multi hop path is defined as the offered load that maximizes the throughput of that path 
(akin to [9]). In fact, the optimal offered load on a path is the minimum of the available capacities 
of the links along that path. Therefore, the capacity of each link, which is the reciprocal of its 
packet service time, is first computed from the proposed IEEE 802.11 DCF MAC model in 
MHWNs and then the optimal offered load for a multi hop path is analyzed in various scenarios. 
The rest of this chapter is organized as follows. Section 6.2 reviews the related works focusing 
on both in single and multi hop networks. The proposed analytical framework, which models the 
performance of the IEEE 802.11 DCF MAC in MHWNs and computes the optimal offered load, is 
detailed in Section 6.3. The numerical results obtained from our model for different network 
scenarios are compared with ns2 simulation results in Section 6.4. Finally, the chapter is 
summarized in Section 6.5. 
6.2 Background and Related Work 
6.2.1 Analytical Models for the IEEE 802.11 DCF MAC 
In recent years, many studies have proposed analytical models for investigating the performance of 
the IEEE 802.11 DCF MAC protocol (please refer Section 2.2.1 for basic operations of this 
protocol) in wireless networks utilizing various assumptions. A two-dimensional Markov chain 
approach was first introduced in [86] for modeling the throughput performance of the IEEE 802.11 
DCF MAC in WLANs operating in saturated condition, where every node in the network always 
has a packet to transmit. This early model was extended in several other works in single hop 
wireless networks by, for example, accounting for a finite transmission retry limit [87]-[92], 
considering imperfect channels [88][89] and the unsaturated network condition [89]-[92] as well as 
by incorporating the impacts of hidden terminals [91]. On the other hand, [93] presented an 
alternative approach based on conditional probability arguments rather than the two-dimensional 
Markov chain for analyzing the performance of the IEEE 802.11 DCF. In addition to the throughput 
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analyses, the MAC access delay (or service time) was also investigated in works such as [49][88]- 
[90][92]-[96] for single hop wireless networks. Moreover, by assuming different queuing models, 
the works in [97]-[99] also investigated the total delay (i. e. the queuing delay plus the service time) 
performance with this protocol in single hop wireless networks. 
Note that, the analytical models proposed for single hop networks can not be readily applied to 
MHWNs, since each node in a MHWN sees the channel differently unlike in single hop networks, 
where the nodes have a common view of the channel. In other words, the relationships between the 
nodes are topology dependant in MHWNs, unlike in single hop wireless networks. Thus, extension 
of the single hop models to the case with topology dependant relationships is worth investigating. 
The authors of [88] extended their single hop model to analyze the throughput performance in 
MHWNs by incorporating the topology dependant relationships of a node using a multi- 
dimensional Markov chain. However, their Markov chain based topology dependant model is 
highly complex and hence the analysis was limited to simplified scenarios only. On the other hand, 
[90] presented another analytical model that analyzes the throughput capacity of a node in a 
MHWN, given that the packet arrival rate at each node in the network is known. It assumes that the 
number of neighbors is the same for each node, which is not the case in real networks. Moreover, it 
assumes that all the nodes in the overlapped interference area between two adjacent nodes on a 
traffic path are experiencing the same channel conditions, which is not realistic for MHWNs with 
unbalanced traffic loads. Meanwhile, the authors of [92] attempted to extend the Markov chain 
approach for MHWNs. They modeled the backoff procedure at the source nodes in MHWNs as a 
two-dimensional Markov chain, as in single hop networks, while the backoff procedure at the relay 
nodes was represented as a three-dimensional Markov chain. This relied on the assumption that the 
relay stations only forward data originating at other stations, and generate none of their own traffic. 
However, no further analysis or result has been reported using their model due to its complexity. 
Thus, not only the topology dependant relationships between the nodes, but also the traffic 
distribution among the nodes complicate the performance analysis of the IEEE 802.11 DCF MAC 
in MHWNs. We explore these dependencies in detail in Section 6.3 and propose a novel framework 
to investigate the performance of the IEEE 802.11 DCF MAC in MHWNs. 
6.2.2 Path Capacity Analysis in MHWNs 
Path capacity analysis is a challenging and interesting research issue in many design and 
deployment aspects of MHWNs. Some recent works have proposed models to theoretically analyze 
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the capacity of a traffic path in IEEE 802.11 based MHWNs, employing various different 
assumptions. One such model was proposed in [100] for estimating the throughput capacity of a 
path in a MHWN. This model assumes that each node in the network is saturated and attempts to 
transmit a packet whenever the channel is sensed idle. However this assumption is often invalid in 
MHWNs, since the nodes may not be saturated. This is especially true for the intermediate nodes in 
a multi hop path, which are unlikely to be continuously saturated, since they receive packets from 
their upstream nodes. In [9], the authors estimated the throughput capacity of a path by estimating a 
transmission's vulnerable period, during which the transmission can be affected by the potential 
interference nodes. Their model is not general and can only be applied on long multi hop paths 
experiencing no interference from other traffic flows. Moreover, they considered the impact of only 
one hidden terminal in their model and suggested that the analysis is complicated when there are 
multiple hidden terminals for a given node. Meanwhile, [50] formulated this issue as an 
optimization problem and obtained the capacity of a path while maintaining the QoS requirements 
of other traffic flows. This work assumes that the packets collide only due to the transmissions over 
hidden terminal links, but not due to the simultaneous transmission attempts from the nodes within 
the carrier-sensing range. This assumption is reasonable only when the node density is low. 
By contrast, our work provide a simple methodology for investigating the optimal offered load 
on a multi hop path in various scenarios, based on our proposed IEEE 802.11 DCF performance 
model in MHWNs. 
6.3 Analytical Framework 
In this section, we first illustrate how to map onto a graph the carrier-sense and the hidden terminal 
relationships among the links in a MHWN, and using that propose an analytical framework for 
modeling the performance of the IEEE 802.11 DCF MAC in MHWNs and for computing the 
optimal offered load on a unidirectional traffic path. We also extend the framework for the 
investigation of the optimal offered load under various traffic conditions, when there are multiple 
active traffic paths in the network. This extended framework is applicable to the case where the 
traffic paths do not have any common nodes except the destination. 
6.3.1 Carrier-sense and Hidden Terminal Links in MHWNs 
Consider the transmissions in the network shown in Figure 6.1, where only the adjacent nodes lie 
within the transmission range (R., ) of the each other. The network has four active unidirectional 
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links between the nodes as shown in the figure. When node a attempts to transmit to node b, it must 
contend with the transmissions from nodes b and c since those nodes lie within the carrier-sensing 
range (R,. )14 of node a. In other words, the transmission on link I needs to contend with the 
transmissions on link 2 and link 3 and vice versa, and therefore links 2 and 3 are considered as 
carrier-sense links of link 1. On the other hand, the transmission from node d on link 4 can not be 
sensed by node a but can be sensed by node b. Therefore, node a may attempt a transmission on 
link I while node d transmits on link 4. However node b will not reply to this attempt as long as it 
senses the transmission from node d and consequently node a will assume this as a collision. This 
phenomenon is known as the hidden terminal problem, and hence link 4 is considered as a hidden 
terminal link of link 1. This example clearly shows that different links may impact the transmission 
on a link differently and therefore the relationships (i. e. carrier-sense or hidden terminal impact) 
between the links should be known in order to model the performance in MHWNs. A link contention 
graph to map these relationships is illustrated in the next section using the graph theory, following 
the previous works in [100] and [10 1]. 
Note that, the signal capture effect is ignored in this chapter for simplicity. Please refer Section 
4.4 for further illustration on the impacts of carrier-sense and hidden terminal links. 
R, of nq6e a///\\\\ 
R, bf node c 
1I/ Link 11 b\1 Link 2d\ 
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Figure 6.1 A network with four active links 
14 Note that, in this thesis it is assumed that the carrier-sensing range is twice the transmission range. 
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6.3.2 Modeling the Network 
Given the topology, a MHWN can be modeled as an undirected graph G= (V, E) , where V 
is the 
set of wireless nodes in the network and E is the set of logical links between these nodes. Here, a 
logical link is assumed between any two nodes, if they lie within each other's carrier-sensing 
range. As an example, Figure 6.2a shows the undirected node graph for the network shown in 
Figure 6.1. From the undirected node graph, given the active links (i. e. the links along the traffic 
paths) with traffic direction in the network (see Figure 6.2b) we can construct the link contention 
graph G'= (L, I, I'), where LcE is the set of 15active links in the network and the edges in I 
represent the carrier-sense relationships between the active links while the edges in I' represent the 
hidden terminal relationships between the active links in the network. Since the carrier-sense links 
(i. e. the transmitter nodes of the carrier-sense links) contend with each other for the medium access, 
the relationship between any two carrier-sense links is un-directional. On the other hand, a hidden 
terminal link of a tagged link may interfere with the transmission from the tagged link, but not vice- 
versa. Therefore, the hidden terminal relationships are directional. 
Note that, a more accurate contention graph could be constructed based on the protocols and the 
access mechanism used, though it may be very difficult in reality [102]. Hence, we show only the 
two key types of contention relationships between the links in our contention graph, given the 
network topology and the traffic paths. 
(i) If the transmitter of an active link lies within the carrier-sensing range of the 
transmitter of the tagged link, the active link is considered as a carrier-sense link 
and the undirected contention relationship between those two links is represented 
by a solid-line. 
(ii) If the transmitter of an active link falls outside the carrier-sensing range of the 
transmitter of the tagged link but within the carrier-sensing range of its receiver, 
this active link is considered to be a hidden terminal link for the tagged link and 
this directional relationship is represented by a dash-line with pointed arrow. The 
pointed arrow points to the link affected by the associated hidden terminal link. 
Figure 6.3 shows the contention graph corresponding to the transmissions in the network shown 
in Figure 6.1. 
is Note that the active links are assumed to be unidirectional and we ignore the impacts of CTS and ACK 
transmissions in the reverse direction when constructing the contention graph. 
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Figure 6.2 Node graph G= (V, E) of the example network 
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Figure 6.3 Link contention graph G' = (L, 1, I') of the example network 
6.3.3 Channel Probabilities 
In a fully connected single hop wireless network, all the nodes can sense each other's transmission 
(i. e. hear each other) and therefore the channel conditions experienced by the nodes can be assumed 
to be the same. On the other hand, in a MHWN each link (i. e. each node) sees the channel 
differently and its view mostly depends on the transmissions on its carrier-sense and hidden 
terminal links. Given the contention graph of a MHWN, the carrier-sense and the hidden terminal 
relationships between the active links are known. Therefore, the channel probabilities, i. e. the 
collision and transmission attempt probabilities on each link can be computed as follows. 
Let pi be the collision probability seen by a transmitted packet on link i (i EL; and let link i 
be the tagged link hereafter). The relative frequency, ; rk') that link i (i. e. the transmitter node of 
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link i) enters the Ph backoff state (0: 5 k<_ M -1) after failing on k consecutive transmission 
attempts in steady state can be given by (6.1) [103]. 
ý(i) 
0l-p )Pk ; 
k- ý1_prý 
(6.1) 
where M is the retry limit of the MAC protocol. If the tagged link always has a packet in its queue 
to be sent, then the saturated transmission attempt probability, rt on link i can be computed 
according to the conditional probability based approach in [93] as: 
sat 
__ 
1 
Zi 
M-1 
7, ; rk`ý Q+ Bk 
k=0 
where Bk is the average number of backoff slots at the k`h backoff state and is given by: 
Bk _ 
(2k Wo -1)/2, for k =0,..., m-1 
(2m Wo -1)/2, for k=m,.... M -1 
(6.2) 
(6.3) 
where Wo is again the minimum contention window size and the doubling limit m: 5 (M -1) 
determines the maximum contention window size. Please refer Section 2.2.1 for understanding the 
backoff procedure of the MAC protocol. 
Note that (6.2) assumes saturated network condition and provides the saturated transmission 
attempt probability. In reality the links (i. e. the transmitters of the links) may not be saturated and 
therefore the actual transmission attempt probability, Z; on link i can be given by: 
sat Zi =piZi (6.4) 
where p, is the queue occupancy factor at the transmitter of link i. 
Let L; cL be the set of carrier-sense links and H. cL be the set of hidden terminal links of 
link i. A transmission on a link can collide with a simultaneous transmission attempt on any 
carrier-sense link or due to the transmission on any hidden terminal link. Therefore, given the 
134 
Chapter 6. Modelling IEEE 802.11 DCF for Offered Load Analysis in MHWNs 
transmission attempt probabilities on carrier-sense and hidden terminal links, the collision 
probability p; on link i can be computed using the formula16: 
Pi =1- [T (1-Tj) 17 (1-rh)''Z' (6.5) 
jELj hEHi 
where v is the vulnerable period, specified as a number of slots, during which the transmission 
attempts from the tagged link will fail if there is a transmission on any hidden terminal 
link. Let the 
time taken for a successful transmission be denoted by TS and the slot duration by a. We assume 
v= Ts /Q since the transmission on a hidden terminal link may last up to the length of 
TS . 
Note that, given the queue occupancy at the transmitter of each link (i. e. p; for all ieL), the 
channel probabilities can be computed by solving (6.1)-(6.5) using any numerical technique. 
For 
example, under saturated condition p; =1 for all iEL, hence the channel probabilities can 
be 
found. However in reality, the links may not be saturated in MHWNs, because the intermediate 
links must wait for the packets from the previous links on the traffic path. Thus, it is essential to 
know the queue occupancy at each link and we assume that it can be determined as follows: 
pi =min (1,. %1D; ) (6.6) 
where 2t and D; are the packet arrival rate and the packet service time on link i, respectively. The 
methods of determining A; and D. are considered in the following sections. 
6.3.4 Service Time Model of the IEEE 802.11 DCF 
Given that the tagged link i is in backoff state and is not going to transmit in the considered slot, 
the probability pý, ) that at least one link's transmitter transmits in the considered slot from the 
point of view of link i can be expressed as: 
P(1) =1- 11 (1- rj) 
jELý- 
(6.7) 
Then, the probability ps) that the transmission is successful, from the point of view of link i, can 
be expressed as: 
16 Since transmission failures due to channel noise are also considered as collisions by the MAC layer, in case 
of transmission failures due to channel noise, the probability of transmission failure, p'i due to collision or 
channel noise will be computed according to [89] as: p', =1- (1- p; )(1- pe) ; where pe is the PER due to 
channel noise and further p'i will be used instead of p, in all other formulas. 
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Z 
1rj 
11 (1-rk) 11 (1-rh), fj 
- 
JE k¬Lj. k*i h6Hjhs! (6.8) 
PS 
Piro 
Note that, a backoff interval (i. e. the time taken by the backoff counter to decrease its value by 
one) of link i can be interrupted by a successful transmission on a link, which is seen by link i with 
probability p(; 9 p; I) or by a collision seen by link i with probability (1- p; t)) p; n. Hence, the 
average backoff interval of link i, ES(' can be estimated as: 
ESý`ý _(1-Pi: ))a+Pii)p (T, +a)+(1-P(l))Pi; ý(Tc+Q) (6.9) 
where Ts is the time taken by a successful transmission as mentioned previously and T. is the time 
period associated with a collision, in the IEEE 802.11 DCF MAC protocol. Note that in (6.9) an 
additional or period is associated with both T. and TT to represent the time taken by the tagged 
link's transmitter to decrease its backoff counter value following the interruption. With the 
RTS/CTS access mode, TJ and Tc can be given by: 
T, = t, 13 + ta« + tdat, + tack + 3t, ü, + td f, + 48 (6.10) TT =t,, s +tcl, +tWs +tdf, +28 
where tris, tau, tdata' tack, is js and td fs are the transmission times of the RTS, CTS, DATA, and 
ACK frames and the SIFS and DIFS in seconds respectively and 8 is the signal propagation delay. 
Finally, a packet will be successfully delivered on link i in the k'" backoff state (0! 5 kS llf -1) 
with probability pk(1- pr) or discarded with probability pM after failing M consecutive 
transmission attempts. Hence, the average service time, D, of link i can be expressed as: 
M 
Dj= Y, 
1pý(1-p, 
)T, +kTT+1ýBJES(') +p; ' MT, + 
EB1ES(') 
(6.11) 
k=0 
136 
Chapter 6. Modelling IEEE 802.11 DCFfor Offered Load Analysis in MHWNs 
Note that the first term in (6.11) denotes the average MAC access delay of a successfully 
transmitted packet; i. e. the time interval between the instant when the packet is ready for 
transmission at the head of the queue and the time when the ACK is received for the transmission. 
6.3.5 Optimal Offered Load Computation 
Now we know the average service time of each active link in the network. Since the capacity of a 
link, for a given packet size, can be calculated from the reciprocal of its average service time, the 
capacity of each active link can be determined using (6.11). Consequently, the capacity of a traffic 
path will be the minimum capacity of the links along the path. 
Thus, the optimal offered load, t(,, p), of traffic path, S can be expressed as: 
AoS = min(! ) ieR5 Di 
where Rs is the set of active links on the traffic path S. 
(6.12) 
Consider the case where only one traffic path exists in the network. When the offered load on 
the path is optimal, all the links along the path can be assumed to be receiving the packets at the 
optimal rate; i. e. if the offered load is optimum on path S, the arrival rate on each link along the 
path will be: 
Ai =%(S)" foriE Rs (6.13) 
Note that, now equations (6.1)-(6.13) establish a fixed point formulation from which the 
optimal offered load on a traffic path can be computed using any numerical technique. 
When there are multiple active traffic paths in the network, the method of applying this 
framework is another issue. Given that the traffic paths in the network do not have any common 
node except the destination, we address this issue for two specific cases of the problem. 
(i) What is the optimal offered load on each path, if all the traffic flows in the network 
are best effort traffics such that the rate can be controlled? 
(ii) What is the optimal load on a particular path, if the other coexisting paths are used 
to carry data from CBR traffic sources at fixed rates? 
The first case can be addressed numerically by applying (6.12) and (6.13) on each active traffic 
path and then solving (6.1)-(6.13). 
In the second case, the equation (6.13) can be applied on the path of interest, but not on the 
other coexisting traffic paths since theses paths are driven by CBR sources at fixed rates. In fact, the 
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packet arrival rate on each intermediate link along a traffic path, which carries data from a CBR 
source, can be determined from the offered load at the source as well as the maximum service time 
of its upstream links. Therefore, let XS') be the fixed offered load on traffic path S, and the packet 
arrival rates at the links along the path S' are given by: 
A1= ß. (5') for i =1 and i r: RS.; i. e. on the first link of S' 
(5, ) 
(6.14) 
A,; = min 
I for i>1 and j, i e RS.; i. e. on the intermediate links of S' 
j<i f 
Eventually, by incorporating (6.14) into the framework, the second problem mentioned can also 
be dealt with by solving (6.1)-(6.14) using a numerical technique. 
6.3.6 Iterative Algorithm 
We apply the iterative algorithm illustrated in 
Figure 6.4 to compute the optimal offered load on a path in a MIIWN, based on the derivations in 
the previous sections. The steps in the iterative algorithm are outlined as follows: 
Step 1: Initialize pi = 0.5 and pi =1 for all ieL 17. 
Step 2: With pi and pi , calculate r using (6.1)-(6.4). 
Step 3: Using the zi values, calculate a new value of pi using (6.5). 
Step 4: If the new pi values converge with the previous values go to Step 5; otherwise go 
to Step 2 with the updated pl values. 
Step 5: With the known channel probabilities on each link, calculate p, (') , p; 
') and ES0 
using (6.7)-(6.9). 
Step 6: Knowing p; and ES('), calculate Dj on each link using (6.11). 
Step 7: With the known Di values on the path(s) of interest, calculate AT from (6.12). opt 
Step 8: Update the 2; values on the traffic paths using (6.13) and (6.14). 
Step 9: With the calculated Di and 2r values, calculate a new value of pi using (6.6). 
" Note that all the calculations are performed for all iEL, thus we avoid mentioning this in the following 
steps. 
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Step 10: If the p; values converge with the previous values, then terminate the algorithm; 
otherwise go to Step 2 and continue with the updated p; values. At the end of this 
algorithm 2 represents the optimal offered load for the path(s) of interest. opt 
Start 
Initialize p; and qq 
Calculate rj 
Calculate pt 
No <Check 
convergence of p; 
I Yes 
Calculate p') , p, 
(') and HSO 
Calculate D; 
Calculate ý2oyt 
Calculate 
Calculate p, 
Check convergence of 
No 
Yes 
End 
Figure 6.4 Iterative algorithm 
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6.4 Numerical and Simulation Results 
In this section, we evaluate the accuracy of our proposed framework by comparing the theoretical 
optimal offered load values with the ns2 simulation results over a variety of network scenarios. The 
parameters used in the theoretical computations and the ns2 simulations are summarized in Table 
6.1. Note that the MAC and physical layer parameters are chosen in accordance with the IEEE 
802.11 b standard. The transmission and the carrier-sensing ranges of the nodes are set to 250 m and 
500 in respectively. Unless specified otherwise, all the traffic sources are CBR applications and 
generate UDP packets with a fixed packet size of 1000 bytes. The routing is pre-configured 
manually in order to eliminate the impact of routing protocol. Moreover, the packet transmission 
times used in the theoretical computations are given by tdara = tohy + (I,,, nc + 
lip +1a y) 
/ TJra 
tack =t phy 
+ lack / rctrl , t, 1, =t phy + lrr, / rctrº, and tar =t phy 
+ 'Cu / rctrl 
Table 6.1 
SYSTEM PARAMETERS 
Parameter Symbol Value 
Data bit rate rda, a 2 Mbps 
Control bit rate r«rt I Mbps 
PHY header tPhy 192 ps 
MAC header 'mac 224 bits 
IP header Ii, 160 bits 
RTS packet I,., 160 bits 
CTS packet las 112 bits 
ACK packet lack 112 bits 
Idle slot duration a 20µs 
SIFS tsijs lops 
DIFS tarjs 50 Its 
Propagation delay S 1 ps 
Minimum CW W. 32 
Doubling limit m5 
Retry limit M7 
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6.4.1 Optimal Offered Load without Competing Traffic Flows 
First, the optimal offered load on a multi hop path is computed without the interference of 
concurrent traffic flows. For this purpose, a linear chain topology network is selected and the nodes 
are placed in a line with a uniform distance of 250m between each pair. A traffic path 
is 
established from the left end node to the right end node, and the optimal offered load on the path 
is 
calculated using the proposed analytical framework as well as the simulations. 
1200 X ............... . 
- AnaMIcal 
-ý"Slmulation 
1234567 
Nunber of hops 
Figure 6.5 Optimal offered load in a linear chain topology network 
8 
Figure 6.5 shows both simulated and calculated theoretical optimal offered loads versus the 
number of hops on the path. As may be observed, the analytical results from our proposed model 
closely match with the simulations results as shown in the figure. This demonstrates the accuracy of 
our proposed analytical framework for this network scenario. 
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6.4.2 Optimal Offered Load with Competing Traffic Flows 
Our proposed framework considers two cases, in order to investigate the optimal offered load with 
concurrent traffic flows in the network. In the first case, all the traffic paths are assumed to be 
carrying best effort traffics and the framework is used to calculate the optimal offered load on each 
path. In order to validate our framework for this case, the networks shown in Figure 6.6 and Figure 
6.8 are considered with identical traffic paths. 
Figure 6.6 shows two parallel active traffic paths placed 250m from each other. Path I carries 
the traffic from node a to node f and path 2 carries the traffic from node g to node i, as shown 
in the figure. First, capacity of each link is calculated using the proposed analytical framework, 
when both paths carry their optimal load. Table 6.2 shows the capacity of the active links in the 
network, when employing the parameters in Table 6.1. According to this, links 2 and 7 are the 
bottleneck links of paths I and 2 respectively and hence the optimal offered load on each of those 
paths is 191.3 Kbps. To verify this using simulation, the offered load on both paths is increased 
simultaneously from 80 Kbps to 240 Kbps and the end-to-end throughput and delay on each path 
are measured and presented in Figure 6.7. 
Path 2 
Link 6O_ Link 7ý Link 
-Link 
9 Link 100 
hi 
Path 1 
Link 1 Link 2 Link 3 Link 4 DLink 5 
250m 
Figure 6.6 Network I with parallel traffic paths 
Table 6.2 
LINK CAPACITIES WITH Two PARALLEL TRAFFIC FLOWS 
Links Capacity (Kbps) 
1,6 342.2 
2,7 191.3 
3,8 249.2 
4,9 395.3 
5,10 547.2 
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Figure 6.7 Throughput and delay versus the offered load on the parallel traffic paths 
Figure 6.7 shows that the throughput drops, and the delay increases abruptly after 184 Kbps on 
each path. Thus, the simulation results indicate that the optimal offered load on each of those paths 
is around 184 Kbps, whereas the analytical model predicts it to be 191.3 Kbps, differing only 
around 4%. 
Next, two intersecting traffic paths are considered. The traffic paths intersect each other at their 
central link, as shown in Figure 6.8. The traffic flows are established from nodes a and g to nodes 
f and i respectively. When the offered loads are optimum at both paths, the link capacities are 
calculated using the analytical framework and tabulated in Table 6.3. The analytical results show 
that the links 2 and 7 are the bottleneck links of paths I and 2 respectively and hence the optimal 
offered load is 180.9 Kbps on each of those paths. Figure 6.9 shows the end-to-end throughput and 
delay obtained by the simulations. The throughput almost saturates, and the delay increases 
abruptly beyond a load of approximately 192 Kbps on each path. Hence, the optimal offered load 
on each of those paths is around 192 Kbps by simulations when they carry best effort traffics at the 
same time, whereas the analytical model computes it as 180.9 Kbps, differing only around 6%. 
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These two validations indicate that our analytical framework almost accurately estimates the 
optimal offered load for the traffic paths when they carry best effort traffics. Note that, here we 
considered identical traffic paths in order to make the simulation validation easy. However our 
model is also applicable on non-identical traffic paths, if the rates of the best effort traffic flows are 
controlled according to the level of medium contention on the paths. 
QT N 
125m 
~ý 
-4 
Path 1 
Link 1 Link 2 UTk13 Link 4 link 5 
250m 
r 
tD 
Iý- 
lo 3 
Figure 6.8 Network II with intersecting traffic paths 
Table 6.3 
LINK CAPACITIES WITH Two INTERSECTING TRAFFIC Flows 
Links Capacity (Kbps) 
1,6 600.6 
2,7 180.9 
3,8 330.6 
4,9 515.5 
5,10 6(X). 6 
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Figure 6.9 Throughput and delay versus the offered load on the intersecting traffic paths 
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Figure 6.10 Network III with non-identical traffic paths 
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We now look at the second case of the problem with multiple active paths, mentioned in 
Section 6.3.5. The analytical framework is extended to compute the optimal offered load on a path 
of interest when the competing traffic paths have their packets fed in at constant rates at their 
sources. This extended framework is validated in the network, shown in Figure 6.10, with non- 
identical traffic paths. For this purpose, the offered load on path 2 is fixed and the optimal load on 
path 1 is computed using the framework and via simulations, as in previous examples. 
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Figure 6.11 The optimal offered load on path I versus the fixed offered load on path 2. 
Figure 6.11 shows the optimal offered load on path I versus the fixed offered load on path 2, 
obtained in network III. Both the analytical and the simulation results show that the optimal offered 
load on path I decreases as the fixed offered load on path 2 increases until around 440 Kbps, 
thereafter the optimal offered load on path I stabilizes. This is because, once the offered load of 
path 2 reaches 440 Kbps, this path operates at its maximum capacity, when competing for channel 
access with the traffic on path 1. Hence, the optimal offered load on path I stabilizes at around 200 
Kbps without further decrease beyond an offered load of 440 Kbps on path 2. Furthermore, the 
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results show that our analytical model accurately predicts the optimal offered load on a path to 
within approximately 8% of its simulated value, when the competing traffic path is fed by a fixed 
rate application. 
6.5 Chapter Summary and Conclusions 
In this chapter, we proposed an analytical framework to model the performance of the IEEE 802.11 
DCF MAC scheme in MHWNs and thereby to compute the optimal offered load, which maximizes 
the throughput of a multi hop path, in various traffic conditions. The proposed framework models 
the performance of the IEEE 802.11 DCF by taking into account both the carrier-sense and hidden 
terminal relationships between the links in a multi hop wireless networking environment. This also 
considers various incoming traffic loads at the links; instead of assuming saturated condition, which 
is not realistic in MHWNs especially when investigating the capacity of multi hop traffic paths. 
Based on the proposed model of the IEEE 802.11 DCF, an easily-applied methodology was 
proposed to compute the optimal offered (traffic) load on a multi hop traffic path. The methodology 
first computes the optimal offered load on a traffic path without any competing traffic and then 
extends the framework to consider the impact of interfering traffic paths on the optimal offered load 
on a path of interest. In particular, the extended framework analyses two different cases for 
interfering traffic flows. The first case assumed best effort traffic (i. e. rate controllable traffic) flows 
on all traffic paths and the second assumed fixed offered loads (from CBR sources) on the 
interfering traffic paths. Simulation results demonstrated that the proposed framework almost 
accurately predict the optimal offered load on a multi hop traffic path to within approximately 4-8% 
of its simulated value, under different network and traffic conditions. We believe that the proposed 
framework can be very useful in many design and deployment aspects of MHWNs, due to its 
simplicity, flexibility, and prediction accuracy. 
Moreover, note that this proposed framework does not incorporate the impacts of the protocols 
above the MAC layer, and assumes pre-existing unidirectional traffic paths between the source and 
the destination. Therefore any evaluation study using this framework is limited by its assumptions, 
and necessary modifications for incorporating the impacts of the protocols above MAC layer should 
be analyzed for evaluating the performance of upper layer protocols. We aim to focus this in our 
future work. 
In fact, the proposed analytical framework provides a simple technique to identify the 
carrier-sense and hidden terminal relationships between the nodes (i. e. the transmitters of 
the links), and models the IEEE 802.11 DCF operations in MHWNs utilizing the identified 
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relationships. Consequently it estimates the optimal offered load for a multi hop traffic with 
a practically useable accuracy. 
The novelty of incorporating the carrier-sense and the hidden terminal relationships 
with single hop probability models in an easily achievable way is a significant contribution 
achieved from this work. Moreover, the proposed iterative algorithm provides the protocol 
and/or network designers, a simplified but efficient mechanism, not only to model the 
performance of the network architecture, but also to bench mark the protocol stacks 
performance in MHWNs. We strongly believe this is a significant achievement in the arena 
of multi hop wireless networking. 
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Chapter Seven 
7 Conclusions and Future Work 
In this final chapter, we highlight the works presented in this thesis, and list a few directions for 
possible future research on the problem of improving the performance of communication services 
in MHWNs, from the transport protocol point of view. 
7.1 Conclusions 
The concept of multi hop wireless networking is rapidly evolving in recent years, though it has been 
around for last few decades in various forms. In particular, mobile ad hoc networks, wireless mesh 
networks, and wireless sensor networks, are some of the evolving technologies utilizing this 
concept, and are commonly known as multi hop wireless networks (MHWNs) when they are 
deployed in multi hop fashion. In general, MHWNs offer unique benefits for a variety of 
applications and provide an inexpensive way of achieving the goal of ubiquitous communications. 
However they pose many challenges for the communication protocols due to their intrinsic 
characteristics, such as shared wireless medium, multi hop wireless connection, dynamic topology, 
decentralized control, and autonomous nodes. Moreover, the rising demand for multimedia 
streaming applications over wireless networks stimulates the support for such applications in 
MHWNs irrespective of the challenges. Thus, enhancing the performance of variety of 
communication services is a challenging task in MHWNs, and therefore should be considered by all 
the respective communication protocols. This thesis addressed this challenging task in IEEE 802.11 
based MWHHNs, from the transport protocol point of view. 
The traditional transport protocols, such as TCP and TFRC, perform very poorly in MHWNs as 
they were originally designed for wired networks. Many works have investigated this problem and 
proposed various solutions to improve the transport layer performance in Ml: -IWNs. This thesis 
summarized those solutions and identified their merits and shortcomings. Consequently, the thesis 
provided a comprehensive approach to alleviate the problems arising from medium contention in 
multi hop connections and proposed novel transport layer solution to improve not only the 
performance of reliable data delivery, but also the performance of multimedia streaming 
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applications in IEEE 802.11 based MHWNs. Furthermore, the existence of several interlinked 
factors, such as medium contention, network topology, and traffic profile, complicates the analysis 
of protocols' performance in MHWNs. This thesis also addressed this issue analytically, and 
proposed an analytical framework for modeling the performance of IEEE 802.11 DCF scheme in 
MHWNs and thereby estimating the maximum achievable throughput on multi hop traffic paths 
under various network conditions. 
To achieve its goals, the thesis first investigated the effectiveness of end-to-end congestion 
detection mechanisms in MHWNs, since the end-to-end congestion detection mechanisms help to 
maintain the end-to-end semantic of the transport protocols. In particular, it evaluated one-way 
delay based schemes (or metrics): R07T scheme, and IDD; RTT based schemes: NCPLD scheme, 
Vegas scheme, and RTT, a,; and throughput based schemes: STT and STTVRJ in four different 
simulation scenarios. The simulation results showed that RTT CO scheme performs better compared 
to the performance of the other schemes on detecting the network congestion. However RTTco fails 
to reflect the level of network congestion, particularly during inter-flow congestion. Moreover, the 
results also revealed that all these schemes are highly noisy especially due to the nature of medium 
contention and/or interference in multi hop wireless connections. These results triggered us to look 
for a cross layer approach in order to mitigate the problems arising from medium contention, and 
thereby to enhance the transport layer performance in multi hop wireless environment. 
Unbridled cross layer communication design can result in a spaghetti protocol stack for the 
system, and hence can limit future development. Therefore, in this thesis we followed a systematic 
approach for the information flow between the layers, so that the benefits of the layered architecture 
can be maintained. In our approach only the bottom layers are allowed to pass cross layer 
information to the top layers and are not allowed vice-versa. Hence, the operations of the bottom 
layers are not constrained by the information from the top layers, and therefore can cooperate with 
any top layer protocols. In fact, this approach makes the system design easy for future 
development, while utilizing cross layer information in a systematic way for enhancing the 
performance of the communication services. 
By following the above mentioned cross layer approach, this thesis proposed a novel transport 
protocol, LATP for improving the QoS performance of multimedia streaming applications in IEEE 
802.11 based MHWNs. In fact, LATP was designed to provide a traffic load at the transport layer 
supported by the medium in MHWNs, so that network overloading can be avoided, and QoS 
performance of multimedia streaming applications can be improved. Thus, LATP predicts the level 
of medium contention by continuously monitoring the channel busyness ratio, and consequently the 
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available channel capacity at each node, at the MAC layer. The minimum of the available channel 
capacities of the nodes along the end-to-end path is passed to the transport layer with no additional 
signaling and less overhead. By utilizing this MAC layer information, the LATP sender adaptively 
regulates the sending rate of the application at the transport layer. LATP performance was 
compared with TFRC performance using simulations in a wide range of scenarios. The results 
showed that LATP outperforms TFRC significantly in terms of delay, jitter, PLR, throughput 
smoothness, and fairness, while achieving almost the same throughput as TFRC or slightly less 
throughput than TFRC. The performance of LATP is indeed encouraging, and ensures that the 
transport layer performance of multimedia streaming applications can be significantly improved by 
LATP in MHWNs. 
The demand for reliable data delivery applications, such as web services and file transfer, is 
always there in data communication networks. Hence improving the communication performance 
of such applications has always been a research issue. This thesis proposed a set of simple 
modifications to TCP congestion control mechanism in order to improve the transport layer 
performance of reliable data delivery applications in IEEE 802.11 based MHWNs. The proposed 
modified TCP scheme, AWTCP follows a similar framework to LATP to predict the available 
channel capacity along the path. Using this information, it adaptively controls the congestion 
window size of TCP such that network overloading by TCP can be avoided. The performance of 
AWTCP was compared with the performance of TCP, TCP-Few, and TCP-CWL. The simulation 
results showed that although AWTCP, TCP-Few, and TCP-CWL perform almost similarly with no 
competing flows in the network, AWTCP outperforms not only TCP but also TCP-Few, and TCP- 
CWL with competing flows in the network, in terms of key performance metrics, such as 
throughput, delay, PLR, and long-term fairness. As a result of the performance improvements 
achieved with LATP and AWTCP, this thesis advocates to use these cross layer based rate control 
mechanisms in order to improve the QoS performance of communication services in MHWNs. 
The IEEE 802.11 DCF protocol was originally designed for single hop wireless networks, and 
therefore received the attention of many researchers to accurately model its performance in such 
networks. Today this protocol has been extensively used in many MHWNs research and 
deployments. However, a simplified analytical model or framework to study the performance of the 
communication protocols in MHWNs is still lacking due to the complicated nature (resulting from 
several inter-linked factors) of the IEEE 802.11 DCF performance in such networks. This thesis 
proposed a simple, but elegant analytical framework for modeling the performance of the IEEE 
802.11 DCF in multi hop wireless environment by considering carrier-sense and hidden terminal 
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relationships between the links, and thereby investigating the optimal offered (traffic) load for a 
multi hop traffic path in various conditions. Given the network topology and the traffic paths, the 
proposed framework first maps the carrier-sense and hidden terminal relationships between the 
active links in the network on a contention graph, and based on that graph models the channel 
probabilities (collision and transmission attempt probabilities) of each node in multi hop wireless 
environment. Consequently the framework models the service time at each node for various traffic 
conditions. Based on these models it proposes a simple methodology to predict the optimal offered 
load for a multi hop traffic path under different traffic conditions. The prediction accuracy of the 
framework was verified using simulation in various network scenarios. The results showed that our 
proposed framework predicts the optimal offered load for a path of interest in all the scenarios 
considered with a practically useful degree of accuracy. Due to its simplicity, flexibility and 
accuracy, this proposed analytical framework can be very useful in many design and deployment 
aspects of MHWNs. As example applications, we may suggest: (i) evaluating the routing decisions 
made by the routing protocols, and (ii) investigating the path capacities in fixed deployments 
especially during the network planning phase. 
7.2 Future Work 
The work carried out in this thesis for investigating and improving the transport layer performance 
in MHWNs is by no means a complete and conclusive work on the subject. This still has many 
open problems for future research. Some of the directions in which the present work could be 
extended are listed as follows: 
  The proposed transport protocol solutions: LATP and AWTCP, address the problems 
arising from medium contention in multi hop wireless connections. However, the impact of 
mobility of nodes in the network is not considered in these solutions. Thus, it is worth 
investing the impact of mobility on their performance and incorporates appropriate 
mechanisms in the proposed solutions, so that the QoS performance of the applications can 
be maintained with mobile nodes too. 
  LATP assumes that the application layer protocol, for example RTP delivers the packets at 
the rate determined by it. Thus, an appropriate rate adaptation strategy should be employed 
at the application layer in order to use LATP as the transport protocol for supporting 
multimedia streaming applications. However, this has not been focused in this thesis. 
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Therefore, viable application layer rate adaptation strategies and protocols need to be 
studied with LATP in future before employing LATP in real deployments. 
  Multimedia content delivery, such as audio and video streams and still images, over 
wireless sensor networks is one of the new emerging applications in sensor networks, 
fostered by the availability of inexpensive hardware such as CMOS cameras and 
microphones. Since LATP improves the transport layer performance in random access 
based MHWNs with less complex and low overhead mechanisms, it can be considered as a 
possible mechanism for transporting multi media applications in random access based multi 
hop wireless sensor networks. We already performed initial study on evaluating LATP 
performance in IEEE 802.11 based wireless sensor networks in IST e-Sense project [104]. 
LATP needs further investigation in order to fine tune its mechanisms, particularly to suite 
the energy constrained resources in wireless sensor networks. 
  Various delayed acknowledgement strategies have been proposed for TCP in order to 
reduce the number of TCP acknowledgement packets and thereby utilize the network 
resources efficiently. Such a strategy with AWTCP may further improve the performance 
of reliable data delivery in MHWNs, and therefore is worth investigating in future. 
  This thesis considered improving the performance of end-to-end communication services 
within a MHWN. However the end-to-end communication services can actually span 
beyond a MHWN, for example when internetworking with the Internet. In such cases, the 
transport protocol solutions for MHWNs must be able to cooperate with the transport 
protocols for the other networks internetworking with a MHWN, for example by using a 
proxy at the border gateway. This needs further study. 
  The analytical framework proposed in Chapter 6 can be further improved by relaxing some 
of its assumptions. For example, the current framework assumes only unidirectional flows 
in the network. However, bidirectional flows are inevitable with the real communication 
protocols. Thus, modeling the impacts of bidirectional flows in the current framework will 
be more practical and very useful. Consequently, extending the framework for 
incorporating the impacts of upper layer protocols will help to define benchmark models 
for evaluating the performance of communication services in MHWNs. This opens an 
interesting and challenging research area. 
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Appendix: LATP Packet Formats and 
Connection Phases 
A. LATP Packet Formats 
This section proposes header formats for LATP data and feedback packets and details the fields in 
the headers. An LATP header follows the IP header, supplying information specific to the LATP 
protocol. Moreover, an options field in the IP header is allocated to carry the bottleneck node's 
available throughput capacity information to the LATP receiver, as discussed earlier. Figure A. 1 
presents the proposed header formats for the LATP data and feedback packets. The LATP data 
packets are used to send control packets, during connection initiation and termination, as well as the 
payload during data transport from the LATP sender to the LATP receiver, while the LATP 
feedback packets are used by the receiver to send any feedback or response to the sender. 
(a) 
0 1516 31 
Source Port (16) Destination Port (16) 
Sequence Number (24) PT(4) es(3 
Time Stamp (optional) (16) RTT (16) 
Data 
0 11 
Source Port (16) Destination Port (16) 
Feedback 10 (24) PT(4) t es(3 
Time Stamp (optional) (16) Tura Elapsed (16) 
Rate Feedback (32) 
Receive Rate (32) 
(b) 
1516 
w 
Figure A. 1 LATP packet formats. a LATP data packet. b LATP feedback packet 
As shown in Figure A. la, an LATP data packet consists of the following fields and in total has a 
header size of 12 bytes (excluding payload). Please note that, an appropriate header compression 
technique can be incorporated at the transport layer to reduce the header size, as all the fields defined 
in the LATP header are only used by the end stations. 
" Source port and destination port: 16 bits each - These fields are used to uniquely identify the 
transport connection at both ends. 
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" Sequence number: 24 bits - This provides identification to LATP data packets, so that losses 
can be detected and reported. The sender increases the sequence number by one per packet. 
" Packet type (PT): 4 bits - This field specifies the type of the packet. Different packet types 
are used for connection initiation, data transfer and connection termination purposes. 
" Urgent (UG): 1 bit - This bit is set by the sender to request immediate feedback from the 
receiver. 
" Reserved (Res): 3 bits - Reserved for future use. 
" Time stamp: 16 bits - This indicates when the data packet is sent and is echoed by the 
receiver on its feedback packets to compute the round trip time at the sender. The resolution 
of the time stamp is typically in milliseconds. This field can be made optional, if the sender 
keeps the time stamp records of the sent packets. 
" Round trip time (RTT): 16 bits - This gives the current rtt estimate of the sender to the 
receiver. The resolution is in milliseconds. 
An LATP feedback packet, as shown in Figure A. lb, has a fixed size of 20 bytes (This can also be 
compressed as mentioned before) and consists of some other fields, defined below, specific to the 
feedback packet. 
" Feedback ID: 24 bits - This provides the last sequence number received by the receiver and 
uniquely identify the feedback packet. This is also useful at the sender to update the ru 
estimation. 
" Loss detected (LD): 1 bit - When a new loss is detected, the receiver sets this bit and sends a 
feedback packet immediately to the sender, as mentioned in section 4.5.2.2. 
" Time stamp: 16 bits - In this field, the receiver copies the time stamp of the last packet 
received when it generates a feedback packet. 
" Time elapsed: 16 bits - This gives the time elapsed between the reception of the last data 
packet and the generation of this feedback packet at the receiver and is used to make rtt 
estimation more accurate at the sender. Please note that the sender estimates the rtt based 
on the time stamp and therefore the time taken by the receiver to send the feedback packet 
after receiving the last data packet should be informed. 
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" Rate feedback: 32 bits - The current rate-feedback estimation (Rang) at the receiver 
is sent 
in this field to the sender. The resolution is in bytes per second. 
" Receive rate: 32 bits - The average receiving rate (s) at the receiver during the last 
reporting period is reported to the sender in this field, in bytes per second. 
B. LATP Connection Phases 
Each LATP connection runs between two end hosts: the source (i. e. LATP sender) and the sink (i. e. 
LATP receiver), as shown in Figure A. 2. 
Each connection's lifetime consists of three phases: (i) connection initiation, (ii) data transfer 
and (iii) connection termination. The connection is initiated by the source, when a request arises 
from the application. Please note that the routing protocol is responsible for establishing and 
maintaining an end-to-end route between the source and the sink and LATP operates on an 
established route between the hosts. Moreover, the current LATP development can only support 
unidirectional data flows for a connection and therefore two separate connections have to be 
established for bidirectional data flows between the end hosts. During connection initiation and 
termination LATP follows three-way handshakes, like TCP does. In addition, it currently defines 8 
packet types (PT) in order to implement its phases and functions. 
During connection initiation, the source sends the first data packet on connection-request packet 
using a small initial rate, as discussed in Section 4.5.2.3. The sink responds to this packet 
immediately by sending a connection-response packet. The source acknowledges the connection 
response by sending the second data packet on connection-confirm packet. Thereafter, the source 
sends out the data packets at a rate determined by the LATP mechanisms using packet type payload 
and the sink sends the feedback packets using packet type feedback. Finally the connection is 
terminated using close-request, close-response and close-confirm packets as shown in the figure. 
In case of packet loss during the connection initiation (or termination) phase, the source will 
keep on sending the connection-request (or close-request) packet at the initial rate until it receives 
the connection-confirm (or close-confirm) packet from the sink. Please note that LATP does not 
retransmit data packets during the data transfer phase. 
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