Abstract-Function evaluations (FEs) of many real-world optimization problems are time or resource consuming, posing a serious challenge to the application of evolutionary algorithms (EAs) to solve these problems. To address this challenge, the research on surrogate-assisted EAs has attracted increasing attention from both academia and industry over the past decades. However, most existing surrogate-assisted EAs (SAEAs) either still require thousands of expensive FEs to obtain acceptable solutions, or are only applied to very low-dimensional problems. In this paper, a novel surrogate-assisted particle swarm optimization (PSO) inspired from committee-based active learning (CAL) is proposed. In the proposed algorithm, a global model management strategy inspired from CAL is developed, which searches for the best and most uncertain solutions according to a surrogate ensemble using a PSO algorithm and evaluates these solutions using the expensive objective function. In addition, a local surrogate model is built around the best solution obtained so far. Then, a PSO algorithm searches on the local surrogate to find its optimum and evaluates it. The evolutionary search using the global model management strategy switches to the local search once no further improvement can be observed, and vice versa. This iterative search process continues until the computational budget is exhausted. Experimental results comparing the proposed algorithm with a few state-of-the-art SAEAs on both benchmark problems up to 30 decision variables as well as an airfoil design problem demonstrate that the proposed algorithm is able to achieve better or competitive solutions with a limited budget of hundreds of exact FEs.
Abstract-Function evaluations (FEs) of many real-world optimization problems are time or resource consuming, posing a serious challenge to the application of evolutionary algorithms (EAs) to solve these problems. To address this challenge, the research on surrogate-assisted EAs has attracted increasing attention from both academia and industry over the past decades. However, most existing surrogate-assisted EAs (SAEAs) either still require thousands of expensive FEs to obtain acceptable solutions, or are only applied to very low-dimensional problems. In this paper, a novel surrogate-assisted particle swarm optimization (PSO) inspired from committee-based active learning (CAL) is proposed. In the proposed algorithm, a global model management strategy inspired from CAL is developed, which searches for the best and most uncertain solutions according to a surrogate ensemble using a PSO algorithm and evaluates these solutions using the expensive objective function. In addition, a local surrogate model is built around the best solution obtained so far. Then, a PSO algorithm searches on the local surrogate to find its optimum and evaluates it. The evolutionary search using the global model management strategy switches to the local search once no further improvement can be observed, and vice versa. This iterative search process continues until the computational budget is exhausted. Experimental results comparing the proposed algorithm with a few state-of-the-art SAEAs on both benchmark problems up to 30 decision variables as well as an airfoil design problem demonstrate that the proposed algorithm is able to achieve better or competitive solutions with a limited budget of hundreds of exact FEs.
Index Terms-Active learning, expensive problems, model management, particle swarm optimization (PSO), surrogate.
I. INTRODUCTION
A S A POWERFUL optimization tool, evolutionary algorithms (EAs) are able to solve problems that cannot be easily handled by conventional mathematical programming techniques and have found many successful real-world applications [1] . In the real world, however, it is more often than not that quality evaluations involve computationally expensive numerical simulations or costly experiments [2] . In some cases, simulations in multiple fidelity levels are available for evaluations [3] , [4] . For example, 2-D and 3-D computational fluid dynamic (CFD) simulations are subject to a tradeoff between fidelity and computational cost [5] . Multifidelity optimization methods take the full advantages of different fidelity levels [6] . However, the simulation model with the lowest fidelity level may still be computationally expensive, e.g., one single CFD simulation takes from minutes to hours [7] . Such expensive function evaluations (FEs) cannot be afforded by EAs, which typically require tens of thousands fitness evaluations. To overcome this barrier, surrogate-assisted EAs (SAEAs) have been developed, where part of the expensive fitness evaluations are replaced by computationally cheap approximate models, often known as meta-models or surrogates [5] , [8] .
SAEAs have become a popular approach to optimization of the real-world expensive problems [9] , [10] , due to their effectiveness in reducing the computational cost to a relatively low budget, provided that the computational cost for building surrogates takes much less time than that for the exact FEs. Given certain amount of data, a single model [11] or multiple models [12] , [13] can be employed to estimate the fitness of candidate solutions. In the literature, polynomial regression (PR) models [14] , support vector machines [15] , radial basis function (RBF) networks [16] , [17] , artificial neural networks [9] , and Gaussian processes, also known as Kriging [18] , [19] have been used to construct surrogates.
As indicated in [8] and [9] , model management plays a key role in making the most use of surrogate models given a limited computational budget. According to the discussions detailed in [10] , various model management strategies are needed for online and offline data-driven SAEAs, mainly depending on the amount of given data and the availability of new data. For offline SAEAs, no new data can be made available during the optimization and the model management strategy considerably varies depending on whether the amount of given data is big [10] or small [20] . For online SAEAs, 2168-2267 c 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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it is usually assumed that the model management strategy is able to actively identify a limited number of new candidate solutions to be evaluated using the expensive fitness function. In this paper, we assume that the optimization algorithm is allowed to evaluate a small number of selected solutions during optimization and therefore we focus on developing a new model management strategy that identifies new solutions to be evaluated that can most effectively accelerate the convergence process.
Most earlier model management strategies employ a generation-based method [21] , [22] . In generation-based model management approaches, the key question is to adapt the frequency in which the real fitness function is used. For example, a strategy inspired from the trust region method was proposed in a surrogate-assisted genetic algorithm (SAGA) [22] , while the average approximation error of the surrogate during one control cycle was used in an evolution strategy with covariance matrix adaptation to adjust the frequency of using the real objective function [9] .
By contrast, individual-based model management [9] , [23] focuses on determining which individuals need to be evaluated within each generation. The most straightforward criterion is to evaluate solutions that have the best fitness according to the surrogate [9] , [21] , because these solutions might improve the accuracy of the model in the promising region of search space and lead to better solutions on the basis of the updated surrogate model. An alternative criterion is to select solutions whose estimated fitness is the most uncertain [23] , [24] . Evaluation of these solutions can not only encourage exploration but most effectively enhance the accuracy of the surrogate as well [5] . To estimate uncertainty in fitness estimation, the average distance between a solution and the training data can be adopted [23] . Since Kriging models are able to provide uncertainty information in the form of a confidence level of the predicted fitness [25] , they have recently become very popular in SAEAs. To take advantage of the uncertainty information provided by the Kriging models, various model management criteria, also known as infill sampling criteria in the Kriging-assisted optimization, have been proposed in SAEAs, such as probability of improvement (PoI) [26] , [27] , expected improvement (ExI) [26] , [28] , and lower confidence bound (LCB) [11] .
So far most SAEAs have been developed to tackle small to medium-sized (up to 30 decision variables) expensive optimization problems with few exceptions [29] - [32] , partly because a majority of real-world expensive optimization problems have a medium-sized decision variables [11] , and partly because most surrogates are not able to perform well for high-dimensional problems with limited training data. Nevertheless, existing SAEAs typically still require a large number of expensive FEs to obtain an acceptable solution. For example, the ensemble-based generalized surrogate single-objective memetic algorithm (GS-SOMA) [33] needs 8000 exact FEs for 30-D single-objective benchmark problems, the PoI-based SAGA with global and local search strategy (SAGA-GLS) [27] costs 6000 exact FEs on 20-D single-objective benchmark problems, and the Gaussian process surrogate model assisted EA for medium-scale expensive problems (LCB-based GPEME) [11] uses 1000 exact FEs for 30-D and 50-D single-objective benchmark problems. Such a large number of expensive FEs, although already greatly reduced compared to those used in the evolutionary optimization literature, is not practical for many extremely expensive problems. In this paper, we aim to develop a new algorithm that is able to obtain acceptable solutions to medium scale expensive optimization problems with a budget of hundreds of exact FEs. To this end, a new model management strategy is proposed by borrowing ideas from committee-based active learning (CAL) [34] , [35] that actively queries new training data to most efficiently improve the approximation quality of the current model without significantly increasing the size of training dataset. More specifically, we employ a global model management strategy that aims to find the most uncertain and the best solutions for evaluation suggested by an ensemble surrogate using a particle swarm optimization (PSO) algorithm [36] . On top of this global model management strategy, we also introduce a local model management strategy that searches for the optimum of a local surrogate for evaluation.
The rest of this paper is organized as follows. Section II elaborates the connection between model management and active learning that has motivated this paper. Section III describes the details of the proposed algorithm. The comparative experimental results on benchmark problems are presented in Section IV, followed by an application of the proposed algorithm to an airfoil design optimization problem in Section V. Section VI concludes this paper with a summary of this paper and a discussion of future work.
II. MOTIVATIONS
Model management in online SAEAs aims to reduce the number of exact FEs while still being able to achieve highquality solutions [8] . In SAEAs, the training dataset D t = { x 1 , y 1 , . . . , x t , y t } stores t solutions, including their decision variables and fitness value evaluated with the expensive fitness function denoted in (1) , where x is a d-dimensional decision vector. Using D t , a surrogate model, which is an approximation of the expensive fitness function, can be constructed, as denoted in (2) . The error ε in (3) describes the difference between the expensive fitness function and the surrogate
The main target of model management is to identify a new candidate solution x t+1 to be evaluated for its exact fitness value y t+1 using the expensive exact objective function [8] , [28] . Then, the new sample will be added to the database D t , leading to an updated dataset D t+1 as expressed in
Typically, two criteria are used to select new candidate solutions to be evaluated and then added to D t for updating the surrogate. The first criterion is to select the optimum of the surrogate modelf (x, D t ), as described in
With x f t+1 , the updated surrogatef (x, D t+1 ) will learn more details about the fitness landscape around x f t+1 , which offers the search algorithm an opportunity to exploit the promising area round the optimum.
The second criterion is to select the solution whose prediction given by the surrogate is the most uncertain, f (x, D t ), as shown in (6) , implying that there are few samples near this solution in D t
where
By evaluating the most uncertain solution and adding it to the database, the search algorithm will be able to explore a new region in the decision space-based on the updated surrogate model. In most SAEAs, two criteria are usually combined into one criterion, e.g., PoI, ExI, and LCB as discussed in Section I, which may make it difficult to strike a proper balance between exploration and exploitation. To address the above issue, we resort to active learning [34] that has become very popular recently in the machine learning community. One of the existing query strategies of active learning is to minimize the expected error of a model by proposing a small number of new queries (new sample points). Because of the active queries, the size of training dataset of active learning can often be much smaller than the required size in normal supervised learning [37] .
There are various query strategies in active learning [37] . Among them, query by committee (QBC) [38] is a simple yet very effective active learning approach [39] , which can be applied to both classification and regression problems [35] . QBC involves a committee of models that are all trained by the dataset D t . Each model can vote on the output of a series of query candidates, then the query with the maximum disagreement is added to the training dataset. It is believed that such query strategy can efficiently enhance the accuracy.
It is clear that model management in SAEAs and making queries in active learning share similar questions to answer. They are both concerned with the efficient use of limited data to enhance the quality of models as much as possible. In this paper, we aim to borrow the ideas from active learning to improve the efficiency of model management. To be exact, we select solutions to be evaluated and added to the dataset for surrogate training by adopting a similar strategy used in QBC.
III. SURROGATE-ASSISTED PARTICLE SWARM OPTIMIZATION VIA COMMITTEE-BASED ACTIVE LEARNING

A. Overall Framework
The canonical PSO algorithm is an efficient single-objective optimizer inspired from swarm behaviors of social animals, such as fish schools and bird flocking [40] . Assisted by surrogate models, PSO has been employed to cope with real-world expensive optimization problems [41] , such as the groundwater bioremediation problem [42] and aerodynamic shape design problem [43] . Most existing surrogate-assisted PSO (SAPSO) algorithms use a single surrogate model.
A novel SAPSO with the help of CAL (CAL-SAPSO), is proposed in this section. A generic diagram of the overall algorithm is presented in Fig. 1 . The PR, RBF, and Kriging models are employed as the surrogate ensemble. To update the surrogate ensemble, samples are chosen to be evaluated using three different criteria during the iterations in CAL-SAPSO. Those criteria are controlled by two model management strategies: one based on QBC that globally searches for the most uncertain and the best solution of the current surrogate, respectively, while the other searches for the best solution of a local surrogate around the current optimum.
In the QBC-based model management, two criteria, i.e., uncertainty and performance, are adopted to add new infilling samples into the dataset. The uncertainty-based criterion measures the disagreement among the outputs of the ensemble members, while the performance-based criterion is the fitness estimated by the surrogate. Both criteria are based on the global ensemble surrogate model. In the local model management, the estimated fitness is the only criterion. However, the fitness is estimated using the local surrogate, which is based on the ensemble surrogate model built using data around the current optimum.
In the proposed algorithm, we employ a PSO variant with linear weight adaption [36] to optimize those three criteria, maximizing either the fitness or uncertainty, which can be viewed as three different optimization problems.
Before the optimization starts, Latin hypercube sampling (LHS) [44] is applied to initialize the dataset with 5d solutions, where d is the dimension of the decision space, evaluated using the expensive fitness function (denoted as D Initial ) for building the initial surrogate in Fig. 1 .
The algorithm starts with the QBC-based model management, and switches to the local model management whenever no further improvement can be achieved. Vice versa, the algorithm switches back to the QBC-based model management whenever the fitness can no longer be improved using the local surrogate model. The whole algorithm terminates when the maximum number of expensive FEs is exhausted, which is denoted as D Termination in Fig. 1 . Like the setting in [2] , a maximum number of 11d exact FEs in total can be used for CAL-SAPSO.
In the following, we will present the details of the optimizer, the QBC-based model management, and the local model management.
B. Particle Swarm Optimization
In the canonical PSO algorithm [40] , each individual solution x in generation g updates its position by the velocity v as (7), which is based on the previous velocity, the best solution found so far by each particle (personal best) x pbest , and the best of the personal best solutions (global best) x gbest as 
In the PSO with linear weight adaptation, the inertia weight w g for velocity updating linearly decreases from 0.9 to 0.4 with generation g as (9) , where g max is the maximal number of generations to be conducted [36] 
C. QBC-Based Model Management
The QBC-based model management is composed of two search processes performed by the PSO. The first one is to identify the most uncertain solution of the ensemble surrogatef ens (x, D t ) constructed from selected subset of the data in the current dataset D t . Once the most uncertain solution is found, it is evaluated using the expensive fitness function and the ensemble is updated. This is followed by the second search process that aims to find the best solution of the updated ensemble surrogate. The flowchart for updating the database for constructing the surrogate ensemble is presented in Fig. 1 .
To construct the ensemble surrogate, many heterogeneous models can be employed. In this paper, the surrogate ensemblef ens consists of three widely used surrogate models in existing SAEAs, a PR, an RBF, and a Kriging model as below.
1)f 1 (PR): A quadratic polynomial model (or second-order polynomial model). 2)f 2 (RBF): An RBF network with 2d + 1 neurons (Gaussian RBFs) in the hidden layer. 3)f 3 (Kriging): A simple Kriging model [46] with a Gaussian kernel. The final output of the ensemble is the weighted sum of all member outputs, as described in
wheref i is the ith output of each member, 1 ≤ i ≤ 3, and w i is a weight for the ith output defined by
where e i is the root mean square error (RMSE) of the ith model, following one of the weighted aggregation method (WTA1) suggested in [47] . Note, however, that only a diverse subset of the data in D t is used for training the ensemble to reduce the computation time in ensemble training. The subset, denoted by D s t , is obtained by selecting the most different 5d data points from the t points in D t based on a difference measure inspired by a diversity proposed in [48] . The difference measure adopted in this paper calculates each individual's distance to its nearest neighbor in the d-dimensional decision space, as detailed in Algorithm 1. Once the ensemble is built, the PSO starts searching for the x u in the whole decision space that maximizes the following objective function:
where U ens is the disagreement among the ensemble members in predicting a solution x. Note that in [35] , the variance of the outputs of members is defined as U ens . However, the variance of three member outputs fails to indicate the disagreement. Therefore, in this paper, we define U ens to be the maximum difference between the outputs of two members as described in
where 1 ≤ i, j ≤ 3. When the number of members increases to 5, the variance of the outputs of members is recommended as U ens .
When the search process of the PSO algorithm stops, the most uncertain solution x u t+1 is evaluated using the expensive fitness function. Assume the real fitness value of x u t+1 is y u t+1 , the new data point x u t+1 , y u t+1 is then added to D t . Algorithm 1 is applied again to update D s t before the ensemble surrogate is updated, which is denoted to bef ens (x, D s t+1 ). Then, the PSO is started to search for x f that minimizes the following objective function:
Assume the optimum of the above objective function found by the PSO is x f t+2 . This solution is also evaluated using the expensive objective function to obtain its true fitness value y f t+2 . Then, the data pair x f t+2 , y f t+2 is added to the dataset D t+1 .
D. Local Model Management
In addition to the global search for the most uncertain and the best solutions using the constructed surrogate, a local search is performed in the promising area of the search space to further improve the performance of CAL-SAPSO. We define the samples in D t whose fitness belongs to the top 10% as the database D a local area, which hopefully is within the basin the global optimum. Taking Fig. 2 as an Fig. 2 , is built to allow the PSO algorithm to exploit the optimum located in this area. The local search is to find the solution x ls t+1 minimizing the criterion described in
Once the local optimum is found, it will be evaluated using the expensive objective function and the new data pair x ls t+1 , y ls t+1 is added to D t .
IV. EXPERIMENTAL RESULTS ON BENCHMARK PROBLEMS
In this section, we first present empirical studies that evaluate the performance of the proposed algorithm with respect to the influence of QBC-based model management and local model management, sensitivity analysis of some parameters of the algorithm, and its scalability to the search dimension. Then, we compare CAL-SAPSO with a few state-of-the-art SAEAs on a set of widely used benchmark problems. During the comparison, 20 independent runs are performed for each algorithm.
All surrogate models used in this paper and compared algorithms are implemented using the SURROGATES toolbox [49] , which is based on two other toolboxes including DACE [50] and RBF [51] . The details of training the three models are given below.
1) PR:
The least-squares regression is used for training.
2) RBF:
The gradient descent method is adopted for learning the centers, weights, and spreads. 3) Kriging: The Hooke and Jeeves method [52] that is an efficient coordinate search is employed for hyperparameter optimization.
A. Behavior Study of CAL-SAPSO
To study the influence of each major component of the proposed algorithm on the its performance, we conducted various experiments on the modified Rastrigin problem with adjustable parameters in (16) , which has l d local optima with a height of h. Thus, the modified Rastrigin problem becomes uni-modal when l equals 1
1) Parameter Sensitivity Analysis:
Here, the PSO is initialized with 100 random solutions instead of solutions in D t to avoid getting trapped in local area of D t . The only parameter in the PSO is the stopping condition. We test the proposed algorithm using different g max (20, 50 , 100, and 200) on two modified Rastrigin problems, i.e., (h = 10, l = 1) as a uni-modal and (h = 1, l = 10) as a multimodal optimization problem. The average best fitness values obtained by CALSAPSOs with different g max are shown in Table I . It is clear the best performance is achieved when g max = 100 in both cases. Therefore, we set g max to 100 for CAL-SAPSO in the following experiments.
2) Effect of the Global Model Management:
To show the role of QBC-based model management in CAL-SAPSO, we compare two variants of CAL-SAPSO with and without the uncertainty-based criterion (denoted as CAL-SAPSO and CAL-SAPSO-WOU) on two modified Rastrigin problems (d = 20), i.e., (h = 10, l = 1) as a uni-modal and (h = 1, l = 10) as a multimodal optimization problem. In addition, we also compared the QBC-based model management with the widely used infill sampling criteria in Kriging-assisted evolutionary optimization, including LCB and ExI. To enable a fair comparison, LCB and ExI use the same settings for the Kriging model and the optimizer, the only difference is that LCB and ExI replace the three infilling criteria by LCB or ExI. The convergence profiles of these four algorithms are plotted in Fig. 3 , where the first 100 exact FEs are the initial samples determined by LHS in the dataset before optimization starts.
From Fig. 3 , we can see that both variants of the CAL-SAPSO converge faster than LCB and ExI on both uni-modal and multimodal test functions. Comparing LCB and ExI, we find that LCB converges slightly faster than ExI on the uni-modal problem, while ExI converges slightly faster than LCB on the multimodal problem. We also note that the uncertainty-based criterion appears to have little influence on the performance on the uni-modal problem, which is expected. From these result, we can surmise that the uncertainty-based criterion is very important for optimization of multimodal problems. Table III . From these results, we can see that CAL-SAPSO significantly outperforms LCB and ExI, while CAL-SAPSO-WOU cannot significantly outperform LCB and ExI. These results demonstrate that the proposed uncertainty-based model management strategy is able improve the performance of CAL-SAPSO.
3) Effect of Local Model Management:
To demonstrate the effect of the local search-based model management, we compare different variants of the CAL-SAPSO on two modified Rastrigin problems (d = 20), i.e., a uni-modal problem when (h = 10, l = 1), and a multimodal problem when (h = 1, l = 10). In addition to the comparison between CAL-SAPSO variants with and without local search-based model management (denoted as CAL-SAPSO and CAL-SAPSO-WOLS), we also compare a CAL-SAPSO variant without using performance-based criterion (CAL-SAPSO-WOF) to show the different influence of the performance-based criterion within the global QBC-based model management and local model management. The convergence profiles of the three compared algorithms are presented in Fig. 4 , where the first 100 exact FEs are the initial samples in the dataset.
As shown in Fig. 4 , the local model management can improve the performance of CAL-SAPSO in particular in the later stage, although the improvement on the uni-modal problem is not as significant as that on the multimodal problem. For the uni-modal problem, CAL-SAPSO-WOLS and CAL-SAPSO-WOF have a similar performance. For the multimodal problem, CAL-SAPSO-WOF is slightly worse than CAL-SAPSO-WOLS, probably because local management only may easily get trapped in a local optimum. These comparative results suggest that it is necessary to use both uncertainty and performance-based global model management, and the performance can be further enhanced by introducing an additional local model management process.
To more quantitatively assess the contribution made by the global model management and local model management in CAL-SAPSO, we calculate the percentage of improvements contributed by global and local model management (x f and x ls ) in CAL-SAPSO, respectively, on both problems. The results are plotted in Fig. 5 , where the contribution is defined as the improvement of y f t+1 or y ls t+1 compared to the previous samples in the dataset D t . In other words, a range of [0%, 100%] contribution percentage can be mapped to the interval between the best sample in the initial dataset and the obtained best solution. From these figures, we can see that the local model management has contributed more than 10% of the overall improvement on the multimodal test problem, but only less than 1% improvement on the uni-modal problem. Fig. 6 records the average number of global model management (each of which uses two expensive FEs) and the number of successful GLSs on these two test problems, where a successful search means that a better solution is obtained by applying one global or local search (x f and x ls ). For the unimodal Rastrigin problem, CAL-SAPSO is able to strike a good balance between GLS, and the success rate of both global and local model management is around 50%, while a slightly low success rate can be achieved on the multimodal test problem.
4) Scalability:
To examine the scalability of CAL-SAPSO to the dimension of the decision space, we compare three CAL-SAPSO variants (CAL-SAPSO, CAL-SAPSO-WOLS, Table IV .
We employ the Friedman test with the Bergmann-Hommel post-hoc test [53] to analyze the results in Table IV , and the p-values are shown in Table V . CAL-SAPSO-WOU significantly outperforms LCB and ExI, whereas CAL-SAPSO and CAL-SAPSO-WOLS significantly outperform LCB and ExI. The uncertainty-based model management is able to improve the performance of CAL-SAPSO. Comparing CAL-SAPSO with CAL-SAPSO-WOLS, CAL-SAPSO significantly outperforms CAL-SAPSO-WOU, whereas CAL-SAPSO-WOLS cannot significantly outperform CAL-SAPSO-WOU. The local model management strategy slightly improves the performance of CAL-SAPSO. We also find that the performance of CAL-SAPSO and CAL-SAPSO-WOLS is not strongly affected as the dimension of the decision space increases. Note that the local model management strategy has consistently improved the performance.
In summary, CAL-SAPSO performs well on both unimodal and multimodal problems when the number of decision variables changes from 10 to 30. 
B. Comparative Experiment on Benchmark Problems
To further examine the performance of the proposed algorithm, we compare CAL-SAPSO with four popular SAEAs on benchmark problems of different dimensions d = 10, 20, 30 listed in Table VI . The compared algorithms include GPEME [11] , WTA1 [47] , GS-SOMA [33] , and Metamodel assisted EA with ExI as the infill sampling criterion (MAES-ExI) [26] . To be fair, all settings for the surrogate models (i.e., PR, RBF, and Kriging models) of the compared algorithms are the same as those in CAL-SAPSO. The main characteristics of the four SAEAs to be compared are shown below. 1) GPEME: A Kriging-based SAEA with LCB as its criterion for selecting solutions for evaluation tested on median scale problems. 2) WTA1: An ensemble-based SAEA with weights assignment by the RMSE of PR, RBF, and Kriging models.
In the experiment, WTA1 keeps evaluating the optimum of the surrogate ensemble and adds it to the dataset for model updating. 3) GS-SOMA: An SAEA using a PR models and a ensemble model (PR, RBF, and Kriging models).
4) MAES-ExI:
A Kriging-based SAEA with ExI as its criterion for selecting solutions for evaluation.
All algorithms under comparison begin with 5d exact FEs and terminate after 11d exact FEs are exhausted. The average best fitness values obtained by the five algorithms over 20 independent runs are shown in Table VII , and the convergence profiles of the algorithms are plotted in Figs. 7-11 . The results in Table VII are analyzed using the Friedman test and the p-values are adjusted according to the Hommel procedure [53] , where CAL-SAPSO is the control method. In general, CAL-SAPSO significantly outperforms GPEME and MAES-ExI, which has a better average rank than GS-SOMA and WTA1.
The ellipsoid problem is a uni-modal problem, and the convergence profiles of CAL-SAPSO, GPEME, WTA1, GS-SOMA, and MAES-ExI on the ellipsoid function of dimensions d = 10, 20, 30 are shown in Fig. 7 . All ensemble-based algorithms, CAL-SAPSO, WTA1, and GS-SOMA, are able to find a much better solution, and CAL-SAPSO performs the best for d = 20, 30, while GS-SOMA achieves the best result for d = 10. Note that GA-SOMA also uses a global and a local surrogates. By contrast, GPEME and MAES-ExI fail to make sufficient progress, in particular for d = 20, 30. These results indicate that uncertainty-based model management is helpful also for uni-modal optimization problems, which is consistent with the findings reported in [33] .
The convergence profiles of CAL-SAPSO, GPEME, WTA1, GS-SOMA, and MAES-ExI on the Rosenbrock function of dimensions d = 10, 20, 30 are shown in Fig. 8 . The Rosenbrock function is a multimodal problem with a narrow valley leading to the global optimum. Again, the ensemble-based SAEAs, WTA1, GS-SOMA, and CAL-SAPSO outperform GPEME and MAES-ExI. Among the three ensemble-based approaches, CAL-SAPSO is able to perform consistently well for d = 10, 20, 30. GS-SOMA performs better than the plain ensemble method WTA1, but the improvement becomes minor when dimension of the decision space d increases.
The Ackley function is a multimodal optimization problem with a very narrow basin around the global optimum. The peak of becomes even more narrower when the dimension d increases. The convergence profiles of the five compared algorithms on the Ackley function of dimensions d = 10, 20, 30 are shown in Fig. 9 . Different to the convergence profiles on the ellipsoid and Rosenbrock functions, the ensemble-based methods are outperformed by GPEME and MAES-ExI on the 10-D Ackley function, although they are not able to perform well on 20-D and 30-D Ackley functions. We can observe that on the Ackley function, none of the compared algorithm can perform consistently well. This might be due to the narrow evaluated during the optimization. Of these 60 newly evaluated solutions, almost half of them are consumed in the uncertainty-based model management, leaving little opportunity for CAL-SAPSO to sufficiently exploit the search space.
However, CAL-SAPSO, like all other SAEAs examined in this paper, has performed poorly on the Ackley function. The bad performance of the SAEAs on the Ackley function might be attributed to the very narrow and deep peak of the fitness landscape round the global optimum and the large number of local optima, causing major difficulties for the surrogate to learn sufficient information about the landscape around the global optimum with a very limited number of training samples.
Another observation we can make is that CAL-SAPSO, GS-SOMA, and WTA1, all of which use a heterogeneous ensemble, perform more robustly on various problems compared to GPEME and MAES-ExI, which use one single model as the surrogate. This observation suggests that an heterogeneous ensemble is more reliable for fitness estimation when little is known about the problem to be optimized.
It appears that a maximum of 11d FEs is inadequate for exploring all local optima for the above benchmark problems. To further examine the performance of the ensemble-and nonensemble-based algorithms, we increased the allowed computational budget to 1000 FEs and compare the performance of CAL-SAPSO (ensemble-based) and GPEME (nonensemblebased) on 30-D Ackley and Rastrigin functions. Their convergence curves are shown in Fig. 12 . On the Ackley functions, CAL-SAPSO outperforms GPEME at the beginning. However, CAL-SAPSO gets trapped in local optima, while the solution found by GPEME keeps improving and GPEME outperforms CAL-SAPSO after 800 FEs. For the Rastrigin function, CAL-SAPSO outperforms GPEME during the 1000 FEs. These results indicate that the performance of CAL-SAPSO will become less superior to that of GPEME when more FEs are allowed.
Note that Kriging models are mainly suited for lowdimensional problems (typically less than 15) due to its prohibitively high computational complexity as the dimension of the problem becomes high [18] . It is known that the computational complexity of constructing a Kriging model is O(n 3 ) [18] , [54] , where n is the size of training data. As shown in [11] , building a Kriging model using 150 training data for a 50-D problem with the MATLAB optimization toolbox optimizing hyperparameters takes from 240 to 400 s, which means that it may take from 1000 to 1800 s and from 12 000 to 20 000 s, when the number of training data is 250 (5d) and 550 (11d), respectively, for 50-D problems. Obviously, using Kriging models as computationally efficient surrogates no longer makes sense for high-dimensional problems. Even if the MATLAB optimization toolbox is replaced by the computationally more efficient Hooke and Jeeves method [52] , building a Kriging model still takes 10 and 100 s when the number of training data is 250 and 550, respectively, as shown in [54] . Thus, constructing a Kriging model itself becomes a computationally expensive problem as the training data increases, no matter which optimizer is used for optimizing its hyperparameters. Worse, although optimizing the hyperparameters of the Kriging model using the Hooke and Jeeves method [52] is able to significantly reduce the computation time, the performance of the Kriging model degenerates considerably. For example, the optimal solution obtained by GPEME on the 30-D Ackley function reported in [11] is 5, while the result obtained in this paper degrades to 13 when the hyperparameters of the Kriging model is optimized using the Hooke and Jeeves method. We also compare CAL-SAPSO with GPEME without dimension reduction on the 50-D Rastrigin function and the convergence profiles are presented in Fig. 13 . From the figure, we can see that CAL-SAPSO outperforms GPEME.
To further compare the algorithms based on different methodologies, we test CAL-SAPSO and GPEME on four 30-D multimodal CEC' 05 test problems [55] , which are F6 (shifted Rosenbrock's function), F7 (shifted rotated Griewank's function), F8 (shifted rotated Ackley's function), and F10 (shifted rotated Rastrigin's function), which are harder than the problems tested in Table VII. Note that we remove the constant f bias from those four test problems so that the optimum lies on the origin. Table VIII lists the average best fitness values obtained by CAL-SAPSO and GPEME on F6, F7, F8, and F10, from we can see that CAL-SAPSO outperforms GPEME on all problems.
V. AIRFOIL DESIGN
To examine the performance of CAL-SAPSO on realworld problems, we present here the simulation results of CAL-SAPSO applied to a transonic airfoil design optimization problem. Predicting airfoil performance requires timeconsuming CFD simulations, leading to a computationally expensive optimization problem. In the following, we first present a very brief formulation of the problem and then the comparative results.
A. Problem Formulation
The airfoil design problem adopted in this paper is based on the RAE2822 airfoil test case described within the GARTEUR AG52 project. The target of the design is to optimize the geometry of the airfoil defined by 14 controlling points of a nonrational B-spline (NURBS) to minimize the drag over lift ratio at two different transonic conditions as shown in
where, for each flight design condition i, C d , and C l are the drag and lift coefficients, respectively, for the designed airfoil, C b d and C b l are the drag and lift coefficients for the baseline airfoil, and w i is the weight assigned to each design condition (each set to 0.5 in the current study). Hence, the objective f Air foil = 1 for the baseline RAE2822 airfoil. An expensive CFD simulation is required to calculate C d and C l for each transonic condition for any given geometry. A full description of the test case is available from the GARTEUR AG52 project website. 
B. Results
CAL-SAPSO, as well as other three SAEAs, including WTA1, GPEME, and GS-SOMA are employed to optimize the geometry of the RAE2822 airfoil. As both MAES-ExI and GPEME employ Kriging-based infill sampling criteria, and they have similar performance on benchmark problems in Section IV-B, we exclude MAES-ExI in this section. All the algorithms start with 5d initial sample and terminates by 11d exact FEs, and each algorithm is run 20 times, and their average best fitness values are given in Table IX . From these results, we can confirm that CAL-SAPSO outperforms other compared algorithms.
The four best designs obtained by the compared algorithms, together with the baseline RAE2822 airfoil, are shown in Fig. 14 shows a rapid change in the pressure coefficient on the airfoil upper surface near X = 0.6 for both flight conditions. This highlights the presence of shock waves, which in turn will lead to a high drag coefficient. For transonic flows, the location and strength of shock waves are extremely sensitive to very small changes in the overall airfoil shape. For each of the designed airfoils, it can be seen that the strength of these shock wave features have been reduced by varying amounts, leading to an improvement in the objective function for all the algorithms. The designs from CAL-SAPSO and GS-SOMA show similar pressure distributions, with CAL-SAPSO achieving the lowest overall level of the objective.
VI. CONCLUSION
This paper proposes an ensemble-based model management strategy combining uncertainty and performance-based criteria for surrogate-assisted evolutionary optimization of computationally expensive problems. The basic idea is inspired by QBC in active learning that selects the sample having the largest degree of uncertainty among the committee members. In addition to the QBC-based global model management, a local model management strategy is also proposed to enhance local search ability. The ensemble surrogate in this paper is composed of three types of models, one PR model, one RBF model, and one Kriging model, making the performance more robust to various optimization problems. The proposed algorithm is examined on uni-modal and multimodal test problems of dimensions of 10, 20, 30, and 50. Simulation results demonstrate that the proposed algorithm outperforms four state-of-the-art SAEAs compared in this paper on the majority of the 20-D and 30-D test problems for a limited computation budget. The superiority of the performance of the proposed algorithm is confirmed on an 14-D airfoil design optimization problem.
Despite the promising performance of the proposed algorithm on the 20-D and 30-D test problems considered in this paper, its performance on 10-D problems is less competitive, where the computational budget is particularly small. One reason might be that most expensive fitness evaluations done online are exhausted in the uncertainty-based model management stage and the algorithm is not able to adequately exploit the search space. Thus, our future work is to adaptively allocate the available resources to the three model management stages so that the limited budget can be fully taken advantage of. In addition, the proposed algorithm has been examined on optimization problems up to a dimension of 50. In the future, we will also extend the proposed algorithm to deal with higher dimensional expensive optimization problems.
In the proposed algorithm, PSO is adopted as the optimizer. It should be mentioned that other metaheuristic optimization algorithms, such as evolution strategies can replace the PSO. Thus, it is of interest to empirically compare the performance of the proposed algorithm when a different metaheuristic algorithm is adopted as the optimizer.
