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Chapter 1: Introduction
1.1 Degraded Visual Environments
Figure 1.1: OH-58D Kiowa Warrior flying in a GVE (with plenty of visual cues).
A Degraded Visual Environment (DVE) is a characterization of the visual
cues available in a physical flight environment. These “degraded” conditions reduce
quality and the quantity of visual cues available to the pilots. These reduced cues
are, by definition, in direct contrast with a Good Visual Environment (GVE) where
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the pilots have all the necessary visual cues to precisely control their aircraft.
DVE can encompass both man-made conditions (e.g. a rotorcraft hovering in
a dusty environment) and natural phenomena (e.g. rainy, foggy, or hazy weather
conditions). DVE can also result from the time of day, as night flight has degraded
visuals compared to the same location during daylight hours [1]. Note the differences
in the visual environments shown in Fig. 1.1 and Fig. 1.2, which portray a clear day
and a dusty day, respectively. The clarity of the flight environment (and thus the
visual cues available to the pilots) is obvious in Fig. 1.1, while there is significant
qualitative degradation on the visual cues available in Fig. 1.2.
Figure 1.2: Pair of UH-60L Blackhawks parked in a DVE caused by a dust storm.
Estimates have shown that simple control of an un-augmented helicopter in
DVE conditions can consume at least 70% of the pilot’s available workload capacity.
This leaves only 30% to perform all other functions of flying [2] such as performing
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radio calls, maintaining proper clearance from obstacles, and reacting to changes in
gusts of wind. As such, DVE (whether man-made or natural) continues to impact
safe and precise rotorcraft flight operations.
Flight in DVE is particularly common in military flight operations, as doctrine
has shifted towards operations at night and in bad weather [1]. The impact of DVE
on NATO military operations alone has been the source of many studies with the
specific goal of improving mission performance and reducing mishaps [1, 3].
1.2 Literature Review
Due to the many causes of DVE and its complex nature, research from many
fields is relevant to the topic. The present work focuses the multi-disciplinary phe-
nomenon of DVE down into the three specific topics of (i) Rotorcraft Handling
Qualities (HQ), (ii) the Physical Environmental Characteristics, and (iii) Human
Control Systems.
1.2.1 Rotorcraft Handling Qualities
As the main source of piloting feedback is from visual cues [4], DVE nega-
tively affects pilot visual feedback loops. These loops, shown in Fig. 1.3, provide
the necessary information for short, mid, and long-term aircraft control. When de-
graded, these visual feedback loops may be intermittently opened, or in severe DVE
cases, may be completely opened. As visual feedback is lost as an input to the
pilot transfer function, then the overall pilot-vehicle transfer function changes. The
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extent to the change depends on the pilots responses, as well as the flying qualities
and dynamics of the rotorcraft itself [1]. The coupled pilot-vehicle system will then
exhibit a specific flight response in a particular set of DVE conditions.
Figure 1.3: Three piloting functions, from Ref. [5].
One method of analyzing the aircraft’s flight response is through the evaluation
of its Handling Qualities (HQ). Cooper and Harper define Handling Qualities in [6]
as “ . . . those characteristics which govern the ease and precision with which a pilot
is able to perform those flight tasks in support of an aircraft role.” Good handling
qualities have always been, and will continue to be, important to safe and precise
flight of an aircraft [7]. Cooper and Harper also defined a rating scale, seen in
Fig. 1.4, which facilitate a subjective numerical rating of an aircraft’s HQ. This HQ
rating takes into account both the characteristics of the aircraft and the demands
they place on the pilot while performing a specified task [6].
The myriad factors that influence handling qualities are summarized in Fig. 1.5
from [1]. Two specific influences, the “Mission Task Element” (MTE) and the
4
Figure 1.4: Cooper-Harper HQ rating scale, from Ref. [6].
“Usable Cue Environment” (UCE), are of significant importance to the present
analysis.
The MTE is a particular flight maneuver that is fundamental to an aircraft
performing its intended mission. The current specification for military rotorcraft,
“Aeronautical Design Standard Performance Specification Handling Qualities Re-
quirements for Military Rotorcraft” (ADS-33E), specifies MTE by rotorcraft mission
category. These mission categories dictate many overall requirements, such as what
maneuvers need to be demonstrated, what level of agility the aircraft must have,
5
Figure 1.5: Influences on the mission effectiveness of an aircraft, from Ref. [1].
and whether or not a MTE has to demonstrated with a slung load [8]. An except
of these requirements is shown in Fig. 1.6.
Figure 1.6: ADS-33E MTE requirements in DVE based on aircraft mission category.
Adapted from Ref. [8].
The UCE is of particular importance to the current specification of tasks
performed in DVE. It was recognized from previous versions of ADS-33 that there
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was a need for criteria relating to flight in DVE. From this, the Army included
specific methodologies to relate flight qualities required for a helicopter based on
degradation to visual cues [9]. UCE was developed as “a subjective rating scale
intended to quantify the usability of the visual cue environment for stabilization and
control during low-speed and hover operations near the ground” [9]. The inclusion
of UCE into ADS-33 was an important step into bringing DVE into the overall
context of handling qualities.
The UCE for ADS-33E is currently obtained from values of “Visual Cue Rat-
ings”(VCRs) given from test pilots performing a particular MTE. Each pilot must
give five separate VCRs; three for attitudes (pitch, roll, and yaw) and two for trans-
lational rate (horizontal and vertical). The VCR value is determined through the
scale and description show in Fig. 1.7 from [8].
These ratings a fundamentally subjective, based on the pilots opinion on the
ability to be “aggressive” and “precise” while performing a given MTE. The five
VCRs assigned by the pilot for a particular MTE are then narrowed down to two;
the “worst” (highest numerically) of the three attitude VCRs, and the “worst” of
the two translational rates. These remaining two VCRs are then plotted on the
appropriate axis from Fig. 1.7, and an overall value for UCE is obtained. While
the boundaries on the UCE chart come from regression analysis performed in [10],
the boundaries are still fundamentally based on subjective Cooper-Harper ratings




Figure 1.7: VCR scale used to determine UCE, from Ref. [8].
1.2.2 Physical Environment Effects
At the heart of the DVE matter is the physical environmental effects them-
selves. Research on these effects has taken many forms. Rotor system design char-
acteristics [11–13] and Flight-Path Optimization [5, 14] are just a few of the areas
8
(a) Subjective CH Ratings w.r.t. UCE (b) Development of UCE Regions
Figure 1.8: Subjective data used to develop UCE currently used in ADS-33, from
Ref. [10].
of research performed with the goal of mitigating man-made DVE (caused by ro-
torcraft operation near dusty or snowy environments). Developing the capability
for pilots to “see-through” DVE has been developed and tested through the use of
technologies like milli-meter wave (MMW) radar [15, 16] and LASER RADAR, or
“LIDAR” [17, 18]. The visuals available to the pilots in the cockpit can be seen in
Fig. 1.9.
Research has also been performed in an effort to quantify numerous character-
istics of the physical environment by itself [5, 19, 20]. This is essential step in order
to move from a subjective and qualitative analysis of the UCE to a more objec-
tive metric. Tritschler and Celi developed a method of measuring visual properties
of “brownout” clouds developed by helicopters landing in a desert environment.
One component of this work included adapting the Modulation Transfer Function
9
Figure 1.9: DARPA/Honeywell “Sandblaster” synthetic vision technology [16].
(MTF), originally developed to assess the quality of optical instruments [21], for use
in quantifying the visual degradation caused by the brownout clouds [20].
This MTF analysis was performed using consumer-level video equipment, and
with some simple post-processing, quantified the attenuation of both contrast and
resolution of the brownout visual scene as seen in Fig. 1.10. In particular, it helped
quantify the effects of the physical brownout phenomenon on both the fine-grained
details (characterized by high spatial frequencies) and the large objects (character-
ized by low spatial frequencies) [20].
While this work was focused on rotorcraft brownout, the methodology could
be used for DVE caused by other phenomena as well. Sadot and Kopeika have used
the MTF to classify the effects of electromagnetic radiation absorption by aerosols
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Figure 1.10: Use of the MTF to quantify the effect of brownout clouds. Excerpt of
Figure 18 from Ref. [20].
and molecular particulates [22], which could characterize physical DVE phenomena
such as fog, haze, and even sea-spray.
Hoh used the MTF to describe the approximate human transfer function of
the human visual system and how this vision is impaired under simulated DVE
conditions. Additionally, Hoh proposed a MTF that described the visual information
required by a pilot for perform hovering tasks with a reasonable workload [23]. This
region, titled “Need Visual Information in This Region,” can be seen in Fig. 1.11
11
Figure 1.11: Estimation of the visual cues needed for hovering flight, from Ref. [23].
1.2.3 Human Control System Studies
The third topic in the present analysis of DVE is that of human control sys-
tem studies. A few notable rotorcraft-specific human control experiments will be
highlighted to characterize the human pilot as a control system. The effects of a few
vision-related variables (such as contrast and image size) will be briefly covered in
order to provide a summary of the previous work in the field.
1.2.3.1 Rotorcraft Control Experiments and Modeling
In an attempt to model a human pilot performing hovering flight tasks, Dil-
low developed the “Paper Pilot” [24], which has seen many updates over the years
for different tasks and feedback models [25]. McRuer and Krendel proposed the
“Crossover Model” in which the frequency domain characteristics of the pilot trans-
fer function adapt to maintain a -20 dB/decade slope on the Bode Plot of the
12
Figure 1.12: Compensatory task design and block diagram from Ref. [26].
pilot-vehicle system dynamics [26].
One of the most notable contributions from experimental research also came
from McRuer and Krendel. One component of their work involved an instructor
pilot performing a simple compensatory task. In this case, the pilot had a joystick
that would control a single, horizontal line on a screen. There was a second line on
the screen, which would move vertically with pseudo-random movement.
The pilot’s task, illustrated in Fig. 1.12, was to keep his line direct overlapped
with the randomly moving line via the joystick in an effort to reduce the value of
Error, “e(t)” [26]. The value of the error at any instant was the visual input to the
pilot transfer function, which gave insight into pilot control law preference and time
delays of the coupled pilot-vehicle system.
The visuals used in the experiment did not vary, however. Therefore the
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effects of the visual properties available to the pilot during the testing were not part
of the work’s resulting mathematical models. As mentioned in Sec. 1.2.1, visual
information is the main source of piloting feedback. In order to better characterize
the pilot’s performance as a human control system, visual variables need to be
analyzed.
1.2.3.2 Effect of Contrast on Vision
For the purposes of the present analysis, the ability to “see” will be defined as
the ability to perform a given task based on visual detection of the necessary inputs.
One classification of visual detection refers to the “liminal contrast” value (ε).
This is the value of contrast where the human has a 50% probably of detection
of the desired object [27]. The value for liminal contrast is influenced by many
factors such as object size, background luminance, and object shape. In general,
the liminal contrast required to see an object can be simplified by Ricco’s Law,
shown in Eqn. (1.1).
εα2 = constant (1.1)
where α is the angular diameter of the stimulus. This law implies that the total
energy received from the stimulus is the main factor defining the detection threshold.
With Ricco’s Law being equal to a constant value, both the liminal contrast and the
size of the object have significant roles in visual detection [27] and must be examined
simultaneously.
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Figure 1.13: Contrast Sensitivity Function (CSF) based on different background
luminance values. The human sensitivity to contrast is a function of object size (in
this case expressed as spatial frequency). Image from Ref. [29].
The coupled relationship between contrast and image size has been examined
by researchers focusing on the properties of the human visual system. Many studies
used spatial frequency (which quantifies the light-to-dark or dark-to-light “cycles”
an image has within a given FOV) as the metric for image size. Van Nes and
Bouman measured the threshold modulation for a sine wave at different spatial
frequencies [31]. Howell and Hess performed an experiment where they measured
the sensitivity of the human visual system to sinusoidal gratings [28]. Banks et
al. studied the experimental effects of changing background luminance [29]. These
experiments all presented data in terms of spatial frequency. Representative results
are shown via a “Contrast Transfer Function” in Fig. 1.13 from Ref. [29].
The relationship between contrast (also referred to as “modulation”) and im-
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age size can be expressed in a combined form as the Modulation Transfer Function
(MTF). The MTF is commonly used in the optics community to describe the per-
formance of a lens [21]. This classification is important as optical lenses typically
replicate low spatial frequency (large) objects well, but then cause a degradation in
image quality as spatial frequency increases [30].
Figure 1.14: Modulation Transfer Function (MTF) of human visual system. Image
from Ref. [23].
Numerous attempts have been made to measure the MTF of the human visual
system [30], as the human visual system itself could reasonably be assumed to be a
form of “lens,”. Unlike an optical lens however, the human visual system attenuates
both low and high spatial frequencies. These characteristics is seen in Fig. 1.14.
The dashed line represents the expected performance of an optical lens [31] and the
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solid line represents the human visual system [30].
1.2.3.3 Effect of Contrast on Control
The previous section covered just a few of the myriad metrics used to classify
the human vision system based on visual input. The next step in the present human
control system analysis is to determine what effects those visual inputs have on a
human’s performance of a control task.
Li et al. quantified the effects of contrast on a moving line by development of
an experiment patterned after Ref. [26]. This variation faded the visuals of the line
through the course of compensatory testing. The results of their work quantified the
contrast dependencies of visual perception by analyzing both the closed-loop and
the open-loop transfer functions of the subjects. Halving the contrast was found
to decrease the operators’ internal gain by 17% (while simultaneously adding 35-
milliseconds of delay). This contrast study also included the effect of two control
laws, velocity control and acceleration control. The position and the motion cues
used to control the moving line for both control dynamics were found to be similarly
sensitive to contrast [32].
A portion of the performance degradation resulting from reduced contrast
may be the result of perceived speed. Stone and Thompson changed the contrast
of moving gratings in a 1992 experiment which showed that lower contrast gratings
appeared to move slower to the subjects compared to the same grating at a higher
contrast. This trend occurred across a wide range of contrasts (2.5-50%) and did
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not appear to saturate at higher value [33].
This contrast correlation has also been tested in the automotive research com-
munity. A 1998 series of experiments by Snowden et al. asked drivers to maintain
a certain speed in a driving simulator. The speedometer was then covered up and
the visuals were changed to misty then to foggy conditions. As the contrast was
incrementally reduced to replicate deteriorating visual driving conditions, the test
subjects actually increased their speed. The reduced contrast of the poor weather
caused the perceived speed to slow down, resulting in the subject’s accelerating [34].
Testing by Blakemore and Snowden in 1999 found that the slowest moving visual
patterns were the most susceptible to decrease in perceived speed resulting from
reducing contrast [35].
1.2.3.4 Additional Factors Effecting Control
Besides contrast and perceived speed studies, work had been done in regards
to the effect of delay and the effect of object separation in human compensatory
tasks.
Miall et al. introduced varying levels of delay into their tracking experiment.
After approximately 150-milliseconds of delay, the subjects began to adopt a new
tracking strategy to overcome these programmed delays. The subjects began to
mimic the movements of the target shape rather than attempting to correct the cur-
rent positional error of their own shape. The increase in delay caused the operators
to switch from a feedback control method to an open-loop feed-forward method [36].
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Figure 1.15: Effects of visual separation on human control systems. Image from
Ref. [37].
The physical distance separating the objects in a tracking task also affects the
human control system. Reed et al. found that large separation of objects in a track-
ing task made the tracking response smoother, but overall less accurate. Sample
visuals from this experiment are shown in Fig. 1.15. This work determined that
each cue (the target shape and the operator’s shape) made an equal contribution
to the visuomotor feedback control. That is, each shape acted as a reference to
the other. This feedback control was dependent on the subjects’ efficiency of posi-
tional comparison, and thus became less accurate as the shape’s physical separation
increased [37].
1.3 Research Objectives
The objectives of the present research were:
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1. Understand combined effects of contrast and size of visual cues on the ability
to perform a compensatory task.
2. Develop computer-based tests to highlight key parameters such a compen-
satory task error, input device preference, and control law preference based on
varying contrast levels and size of visual cues.
3. Develop quantitative objective metrics, which could represent building blocks
for future rotorcraft Handling Qualities specifications, specifically in regards
to flight in Degraded Visual Environments.
1.4 Thesis Objectives
The thesis is divided into four chapters. The first chapter outlines the prob-
lem of flight in Degraded Visual Environments. It further describes the multi-
disciplinary nature of the DVE problem, highlighting a portion of previous work in
each of three main fields that are the basis for the present analysis.
The second chapter describes the methodology used in the development of the
computer-based experiments. The motivation behind the experiments is discussed
and the specific details and nuances of each computer experiment are laid out in
detail. Additionally, the evolution of the experiments over the span of the present
analysis is also discussed.
The third chapter presents the results of the three categories of testing per-
formed. Results from the simple update of the McRuer and Krendel line-based
testing are presented, which was the evolutionary basis of the remaining two ex-
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periments. It also presents the results from the compensatory task experiments
involving vertically-moving circles. The idealized lateral repositioning experiment
results are the final component of this chapter.
The fourth and final chapter gives a summary of the conclusions drawn from




This chapter will cover the methodology behind the various experiments cen-
tral to the present analysis. The concept for the computer-based testing, specifically
as an update of previous work conducted in Refs. [26, 32] will be covered initially.
The evolution and variants of each of the experiments will be covered through the
remainder of the chapter. Representative visuals, measurements, and goals will be
included for each of the three categories of testing performed.
2.2 Concept
The present analysis began with the development of a series of computer-based
experiments designed to quantify human ability to perform a simple compensatory
task. Each task was designed to be an idealized representation of a task that the
human operator would have to perform as part of a pilot-vehicle system. Operator
performance was evaluated over a range of different visual cues. These cues used
in the experiments had varying levels of contrast (“modulation”) and also varying
image size (“spatial frequency”). These two properties of visual cues are combined
22
in the MTF, which becomes the basis for evaluating task performance.
When the results of the “pilot-vehicle” experimental interaction are presented
in an MTF format, they allow for comparison to prior research on human physiology
(Ref. [30]), in-flight piloting tasks (Ref. [23]), and DVE physical characterizations
(Refs. [5, 20]) in an effort to bring a multi-disciplinary approach to studying DVE.
These experiments were intended to be a small evolutionary step from previous
work performed in Ref. [26], in which the visual cues were constant during the
experiment, and also to Ref. [32], where the effect of contrast was studied. Similar to
those prior experiments, the present work will study the effect of vehicle control laws,
specifically Proportional Control (PC) systems and Rate Control (RC) systems.
The testing contained three categories, each aimed at gaining specific insight
into pilot performance of that idealized control task. The first category used rectan-
gular shapes (or “lines”) with a single vertical degree of freedom, which was design as
a proof-of-concept for testing varying visual cues. The second category used simple
circles with a single vertical Degree-of-Freedom (DOF) to test individual perfor-
mance under varying control laws and input devices. The third category again used
circles in a highly-idealized representation of the “Lateral Reposition” Mission Task




The goal of the first series of tests was to develop an experimental “Proof-of-
Concept” that performance of simple compensatory tasks could be tested using a
simple desktop computer apparatus. The compensatory task comprised of a pair of
“lines” (which could also be seen as rectangles) similar the experimental methods
used in Ref. [26]. The lines in this series of testing would have varying visual
properties corresponding to discrete, desired points on the MTF.
2.3.2 Description of the Experiment
2.3.2.1 Visuals Presented to the Operator
The pseudo-random patterns were developed to be representative of control
movements required for piloting a helicopter. Rather than using a mathematical
sum-of-sines approach, actual control inputs of a rotorcraft pilot were recorded via
the joystick and computer apparatus. The pilot moved the joystick with the goal of
replicating the cyclic deflections required to perform stabilized hover-taxi flight.
Using actual pilot cyclic inputs rather than sum-of-sines was done for two
reasons. First, in preliminary “beta” testing, the sum-of-sines proved difficult to
implement successfully with the computer software used to display the experiment.
This was attributed to the on-screen size of the some of the smaller spatial fre-
quency objects. The large size of these objects required a very limited maximum
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displacement on the screen. When the sum-of-sines was tuned to meet this crite-
ria, the beta-testing operators did not feel the compensatory task was qualitatively
“difficult” enough. The second reason for using actual pilot cyclic inputs was to
introduce an additional level of realism to the compensatory task (and required
joystick displacements).
Figure 2.1: Three of the displacement time histories used to move the target.
The pilot’s movements were recorded as ten “candidate” 12-second time histo-
ries of simple 1-DOF displacement. These candidate time histories were qualitatively
evaluated on three specific metrics. First, any history with a maximum displace-
ment of more than 300 pixels from the neutral joystick position were eliminated.
Second, any time history that crossed the neutral joystick position value three times
or more was eliminated. Lastly, any time history that had a velocity of over 600
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pixels per second was eliminated.
These three evaluation criteria narrowed down the 120 seconds of raw time
history into three unique, 10-second time histories that had the same qualitative
“difficulty.” These three control displacement histories, shown in Fig. 2.1, were put
into the computer as six “pseudo-random” target time histories (the three unique
histories plus their negative counterparts).
Figure 2.2: Examples of the six unique modulation levels used in testing (with
corresponding 8-bit RGB greyscale value).
The visuals presented had six distinct modulation levels as shown in Fig. 2.2.
These levels were controlled by adjusting the 8-bit RGB greyscale values of the
shapes and/or the background, with the value of 255 corresponding to pure white,
and 0 corresponding to pure black. Six unique values of modulation were chosen
from 1.00 (perfect black-to-white) down to approximately 0.02 by linear spacing.
The RGB values required to produce these desired levels of contrast were then
calculated using Eq. (2.1) from [27], where B is the RGB value of the target, B’ is








The visuals presented also had six distinct spatial frequencies. Desired values
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of spatial frequency Ωd were chosen from approximately 1 to 100 cycles per degree
with logarithmic spacing. For any given shape displayed on the screen, there were
two contrasting cycles (a light-to-dark cycle and a dark-to-light cycle). The number
of cycles was held consistent at two during the test, and a representative diagram
is shown in Fig. 2.3. For simplicity of programming the computer graphics, the
edges were kept at a sharp transition from light-to-dark. In the frequency domain,
this would introduce infinite frequencies into the analysis. A Gaussian blur should
have been used as in Ref. [32] in order to allow for more in-depth analysis of the
experimental results.1
The denominator of the spatial frequency calculation Eq. (2.2) depended on
the number of degrees that the shape would subtend in the individual’s field-of-view
(FOV). The degrees subtended θd by the desired spatial frequency Ωd could then
be found by Eq. (2.3). The desired spatial frequency was indirectly controlled by
adjusting the number of pixels used to draw the shapes on the computer screen.
The distance from the individual’s eyes to the screen was held constant for the
testing, and the screen’s size (in inches) and resolution (in pixels) were known from
manufacturer data. The Pixels-Per-Inch (PPI) was easily found to be approximately
108.79 PPI in both the vertical and horizontal direction.
The number of pixels required to achieve a shape that subtended the desired
FOV (corresponding to the desired spatial frequency) could then be calculated from
Eq. (2.4).
1This point was brought to the author’s attention by Dr. Barbara T. Sweet, NASA Ames
Research Center.
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Like the RGB values used in modulation calculations, the number of pixels
was also limited to integer values for purposes of displaying the images on the
screen. The desired number of pixels was rounded to the nearest whole number.
The calculations performed in Eq. (2.2)-(2.4) then were performed in reverse.
The integer pixel value for Wa was substituted into Eq. (2.5) to find the actual
degrees subtended θa. The θa value was used in Eq. (2.6) to find the actual spatial
frequency Ωa that the computer was able to display at the 48-inch viewing distance.
This resulted in spatial frequencies that were not perfect logarithmically spaced from

















For testing, small objects actually had a higher spatial frequency than large
objects, as the same number of two contrasting cycles were presented on the screen
subtending a smaller portion of the individual’s FOV. Table 2.1 contains represen-
tative relationships between image size and spatial frequency. Note the pixel values
are integers.
2.3.2.2 Changing the Visuals during the Experiment
Each experiment had 36 unique combinations of modulation and spatial fre-
quency. Each combination had one of six levels of modulation between the geometric
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Table 2.1: Relation of image size to spatial frequency at 48” viewing distance
Image Size Image Size FOV Subtended Spatial Frequency
W W θa Ωa
[pixels] [in] [degrees] [cycles/degree]
2 0.018 0.022 91.14
5 0.046 0.054 36.45
12 0.110 0.129 15.19
29 0.267 0.312 6.29
73 0.671 0.786 2.50
182 1.673 1.958 1.00
shapes and the program’s background, and each state had one of six distinct spatial
frequencies for the target shape. The 36 unique combinations of modulation and
spatial frequency are shown in Fig. 2.4.
Figure 2.4: Example test parameters - 36 unique combinations of modulation and
spatial frequency.
The experiment started with the combination that had the highest modulation
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and the lowest spatial frequency. The next five states would be at this same mod-
ulation value, but with increasing spatial frequency (decreasing object size). After
the smallest object was presented in the sixth combination, the seventh combination
would be the next-highest value of modulation with the smallest spatial frequency.
The spatial frequency would systematically increase for the next five combinations,
until the modulation was changed for the 13th state. This progression would con-
tinue until all 36 unique combinations of modulation and spatial frequency were
tested.
2.3.2.3 Operator Task
For the first category of testing, the operators were presented with a target line
(represented by a thin rectangle) and a controllable line (also represented by a thin
rectangle) similar to the method performed in Ref. [26]. The goal for the operator
was to keep their shape superimposed directly over the target shape through all 36
combinations that made up an individual experiment. The operator’s shape was
proportionally larger than the target shape. Additionally, the operator’s shape was
bright red, which did not change color during a test. See Fig. 2.5 for a sample
depiction of the visuals used.
During each combination, the individual would attempt to keep their con-
trolled shape overlapped with the target shape as closely as possible for approximate
six to eight seconds. At that point, the program would momentarily pause, the old
shapes disappeared, and a “new” pair of shapes were displayed in the middle of the
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Figure 2.5: Sample visuals for experiment with lines.
computer screen. These new shapes had the contrast and size properties associated
with another unique combination of modulation and spatial frequency, respectively.
Pseudo-random motion of the target shape (as defined in Sec. 2.3.2.1) would restart,
and the individual would attempt to overlap the shapes for the duration of this new
combination.
This cycle of approximately eight seconds of testing per modulation and spatial
frequency combination would continue until all 36 combinations had been tested.
2.3.2.4 Experiment Hardware and Software
The computer testing was performed using a desktop computer with built in
display. The LED-backlit display had a diagonal screen measurement of 27 inches,
and had 2560 horizontal by 1440 vertical pixel resolution in a 16:9 aspect ratio. The
screen had relative “brightness” (luminosity) adjustments through the operating
system software. This relative luminosity value was set at the middle preset (#8
out of 15 available) for the entire testing regime.
The input device was a USB gaming joystick. The joystick had the traditional
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2-DOF (fore-aft & left-right) design, with the addition of a twist axis most easily
described as yaw. Each axis had built-in springs to maintain static joystick position
and provide tactile feedback of displacement. Each axis could output values for
instantaneous displacement corresponding to a percentage of displacement possible
for that axis. For example, in the lateral axis, full-left physical joystick deflection
corresponded to an output value of 0, full-left physical deflection of 100, and the
spring’s static “neutral” position of 50.




The computer software took in the integer joystick displacement percentage
values and computed a position on the computer screen. For this series of testing,
the controlled shape had an output displacement that was a scaled version of the
joystick input displacement (the system was “PC”). The scaling was performed
by a joystick gain in the vertical axis KJ,v which was multiplied by the joystick
displacement from mid-point J − 50. This output displacement was added to the
vertical midpoint of the screen (
Pv
2
). The final vertical location on the screen (in
pixels) was then found from Eq. (2.7). For this testing, the gain KJ,v was kept
constant throughout at a value of 6 pixels. This value was chosen because it allowed
the operator to displace the shape over the necessary screen area to complete all
portions of the compensatory task, while not being qualitatively “overly-sensitive”
per evaluations by the beta-testers.
The computer apparatus, shown in Fig. 2.6, was placed on an office desk, with
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Figure 2.6: Computer appartus used in testing. Note: The keyboard was not used
as an input device for this testing
space on the desk for the particular input device used by a given test (no test used
simultaneous input from both the mouse and the joystick). Before each test, the
user was seated such that the computer screen position and tilt was oriented directly
towards their eyes, and that their eyes were 48 inches (D = 48) from the center of
the screen.
2.3.3 Measurements and Representative Results
The computer program output up to 12 different parameters in a Comma-
Separated-Value (CSV) file. These parameters were stored approximately every 16
milliseconds over the course of the test. A CSV file was generated for an operator
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on each and every test they performed. An abridged example of the data recorded
by this testing is shown in Table 2.2. An example time history showing how a few
of the experimental parameters were determined is shown in Fig. 2.7.
The middle of the shape was used as the point to determine absolute location
on the computer screen. The difference between the absolute location of the target
LT and the absolute location of the observer’s shape LO at any given time was
determined to be the error E, as shown in Eq. (2.8). The operator’s average error
EC was found for each of the 36 combinations of modulation and spatial frequency.
This was the average amount of error in pixels that the center of the operator’s
shape LO was off from the center of the target’s shape LT , as seen in Eq. (2.9).







The average error for a modulation and spatial frequency combination was
also found for the entire group. This value, EC,G was calculated using Eq. (2.10).
This data was displayed in MTF format, with two representative examples of data
shown below. A single operator’s performance at each of the 36 combinations is








(a) Data extraction from test visuals
(b) Sample time histories






















































































































































































































































































































(a) Individual Error (pixels)
(b) Group Average Error (pixels)
Figure 2.8: Representative results for line experiments
2.3.4 Alternate Line Shapes
After the first few individuals were tested on this experiment, the group aver-
age errors showed a lot of variability across different values of modulation and spatial
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frequency, with no noticeable trends. Some individuals tested made the comment
that there was nothing “hard” about the test, even at the lowest values of contrast.
This was attributed to the specific visuals used in this testing. The smallest
shape presented in this format was a “line” with a size of 600 pixels in the horizontal
direction and a height of 2 pixels in the vertical direction. The spatial frequency of
this shape was very high, around 91 cycles/degree in the vertical direction. However,
the horizontal direction of the shape had a very low spatial frequency (approximately
0.3 cycles/deg), which corresponded to almost 4-inches on the computer screen.
Even when the line was at its “thinnest” value of 91 cycles/deg in the vertical
direction, the users were able to use the large horizontal size of the visual cue to
complete the compensatory task.
Therefore, a variant to the line-based testing was developed using horizontally-
shrinking lines. This test kept the vertical height of the lines constant at two pixels.
The horizontal component of the line was then the variable, which ranged in size
from 182 pixels down to the lowest value of two. The sample visuals for this variant
are shown in Fig. 2.9.
2.3.5 Preliminary Results
Since the line-based tests were designed as a “Proof of Concept,” only four
individuals were tested. As mentioned above, the lack of trends in the group average
error for the vertically-shrinking lines (Fig. 2.10a) resulted in the development of
the second variant with horizontally-shrinking lines. Trends began to emerge with
39
(a) Lower spatial frequency
(b) Higher spatial frequency
Figure 2.9: Horizontally-shrinking lines example visuals. Note that the visuals in
(a) have a lower spatial frequency than the visuals in (b) due the fact that target
line is physicaly wider. The vertical size of both target lines were 2 pixels.
the horizontally-shrinking lines, as the group average error (Fig. 2.10b) showed a
significant increase at the lowest values of modulation and at the largest spatial
frequencies. The error well exceeded 60 pixels in Fig. 2.10b, however the same
scales were used for both subfigures to emphasize the onset of error in the lower-
right corner of the horizontally-shrinking case.
These preliminary results highlighted two key pieces of information for use
with further testing.




Figure 2.10: Group error for both line-based experiments.
mine its position. When the line was held sufficiently wide in the vertically-shrinking
lines, there was almost no degradation in relative performance. In the second itera-
tion, the only increase in relative error came at the lowest value of contrast, for the
three smallest shapes. These three combinations were the points at which contrast
was sufficiently low such that performance in tracking the smaller shapes began to
deteriorate. The second key piece of information was that the dimensional compo-
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nent of spatial frequency was highly important to further testing. As visual cues,
the lines theoretically had an infinite number of spatial frequencies. The spatial
frequency depended on the angle at which the two light-dark cycles were analyzed,
as seen in Fig. 2.11.
2.4 Circle-based Experiments
2.4.1 Goal
Based on the preliminary results from the line-based tests, a second category of
testing was developed using circles instead of lines for both the operator-controlled
shape and the target shape. Circles were selected instead of lines because a circle
has the same spatial frequency in both the vertical and the horizontal directions
whereas a line (or rectangle) does not. This allowed for a more rigorous objective
analysis of the effects of spatial frequency as a visual cue.
Additionally, this second series of tests included variants to examine the effects
of control laws, input devices, and idealized spatial awareness. These variants will
be discussed in their own individual sections.
2.4.2 Description of the Experiment
For the primary variant of the circle experiment, the compensatory task for the
operator remained fundamentally the same from the line-based experiments. That
is, the operator’s task was to keep their shape (now the outer, larger, red circle)




Figure 2.11: Example of spatial frequency dimensionality. The rectangle in (a) is
highlighted with a single spatial frequency Ω based on angle from the horizon φ used
for analysis. As the angle φ [degrees] is increased, the resulting spatial frequency Ω
varies as seen in (b).
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Figure 2.12: Spatial frequency representation with circles. Similiar to the method
shown in Fig. 2.11, this circle has three different angles (φ1, φ2, φ3) used for deter-
mining three spatial frequencies (Ω1, Ω2, Ω3). However, since a circle has a constant
diameter, the spatial frequencies are the same (Ω1 = Ω2 = Ω3) regardless of the
angle used for analysis.
To be more precise, since circles were now being used, the goal was to actually keep
the operator’s circle concentric with the target circle. Sample visuals are shown in
Fig. 2.13, with the operator too low in Fig. 2.13a and perfectly concentric (yielding
no error) in Fig. 2.13b.
Besides using circles due to their non-dimensional spatial frequency, this entire
series of testing also had an additional improvement. In the line-based experiments,
the background was always kept at an RGB value of 255, associated with “pure”
white. The prior method of changing the modulation was to simply fade the target
line from an RGB value of “pure” black (0) to increasing RGB values that faded
the line to varying shades of grey. At the lowest value of contrast (approximately
4% in the line experiment) the target was just slightly darker (slightly “less white”
with RGB values around 245) than the pure white background. While this may be
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(a) Operator’s shape too low
(b) Operator and Target concentric
Figure 2.13: Sample visuals used in circle-based experiments.
a fair idealized representation of the type of contrast seen in a snowy, “whiteout,”
type DVE, it does not idealize most other common causes of DVE.
For the circle experiments, both the target and the background would change
RGB values to achieve a desired modulation. This was done to better idealize the
(lack of) contrast available in a DVE scenario, whether from fog, brownout, rain,
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etc. The background would initially start with a RGB value of 255 for pure white,
and then over the course of the experiment, would change to varying levels of grey
(never less then an RGB value of 128). Simultaneously the target RGB value would
increase from the pure black of 0 to a grey value of no more than 127. Equation (2.1)
can still be used to perform this calculation, but now the value of B′ (background
RGB value) will change concurrently with B (target RGB value).
An example of the visuals created by changing both the target and the back-
ground RGB values is shown in Fig. 2.14. The background has gone from white
in Fig. 2.13 to a light grey. Additionally, the target circle also changed color from
black in Fig. 2.13 to a dark grey in order to achieve the desired modulation.
Figure 2.14: Sample sisual of fading target and background.
Other than the use of circles, and the dual-mode fading, the testing kept the
same procedures from the line-based experiments.
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2.4.3 Variants
The preliminary lessons-learned from the line-based testing allowed for the
scope of the testing to expand using circles. First, in an effort to extend a portion
of the work performed in Refs. [26, 32], different control laws were implemented
for governing the dynamics of the controlled shape. Second, a small procedural
variation was also included in an attempt to idealize operator spatial awareness in
DVE conditions. This idealized spatial awareness included the use of different input
devices. This allowed for a comparison on performance of the compensatory tasks
using the joystick followed by the use of a traditional computer mouse.
In total, there were six unique circle experiments performed. They are listed
below, and the details of the variations will be described in the following sections:
• Outer-Circle controlled by Joystick (Proportional Control)
• Outer-Circle controlled by Joystick (Rate Control)
• Inner-Circle controlled by Joystick (Proportional Control)
• Inner-Circle controlled by Joystick (Rate Control)
• Inner-Circle controlled by Mouse (Proportional Control)
• Inner-Circle controlled by Mouse (Rate Control)
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2.4.3.1 PC and RC Dynamics
In order to gain better insight into the relation between MTF-based visuals and
input control laws, the Rate Control (RC) variation of the experiment was developed.
For the RC dynamics, a constant operator control displacement generated a constant
rate of the controlled circle. The block diagram for the resulting RC system is shown
in Fig. 2.15b.
In order to accomplish the the desired dynamics, the coding of the software
had to be changed. For the PC system, the scaled joystick displacement directly
determined the location on the screen per Eq. (2.7). For a RC system, the operator
input would directly specify only a velocity of the shape (not the velocity and the
position). The velocity V was determined from the joystick input as:
V = KRC ∗ (J − 50) (2.11)
where KRC is the unique gain for the Rate Control system. The value of KRC was
held at 0.2 for this testing, and the J − 50 term determined the joystick deflection























































































The velocity of the shape found in Eq. (2.11) was converted into a change in
location on the screen. The underlying computer source code would perform one
iterative loop approximately every 16-milliseconds, which included all necessary cal-
culations and display visual updates. Therefore the code loop time of 16-milliseconds
was used for the ∆t value in Eq. (2.12) to determine the change in location on the
screen ∆L of the operator-controlled shape:
∆L = V∆t ≈ V × (0.016-seconds) (2.12)
Once the approximation for the change in the shape’s location for the present
cycle of code ∆L was known, the position of the shape required a simple update.
The change in location was added to the old location of the shape Lold providing a
new location Lnew per Eq. (2.13).
Lnew = Lold + ∆L (2.13)
The new location was used by the code to draw the shape on the screen at
the end of the 16-millisecond cycle. The raw location data was also stored by the
program in the CSV file for analysis purposes.
2.4.3.2 Controlled Inner Circle - Joystick and Mouse
In the first variant, the operator controlled the outer, red circle, while the
target circle would change contrast over the course of the experiment (as described
in Sec. 2.3.2.3). This was a highly-idealized, 1-DOF representation of a pilot that
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was meant to study the pilot’s ability to execute a simple task when given visual
cues of various characteristics.
In the second version, the individual instead controlled the smaller, inner circle.
This circle was also the one that would change values of contrast over the course of
the test. This meant the individual would have trouble seeing their own position
at various times during the test, but could always see the desired position of the
randomly-moving red circle. This was a highly-idealized, 1-DOF representation of
a pilot losing spatial awareness. This version was intended to study the the pilot’s
spatial awareness when given visual cues of various characteristics.
These two variants were also modified to quantify the effect of type of input
device on operator performance. Instead of using the joystick, a computer mouse
was used.
The joystick had built-in springs that helped “reset” the joystick position to a
neutral point when the operator relaxed pressure. Due to its inherent characteristics
as an input device, the mouse lacked this “feature.” Therefore, the testing software
was modified such that the relative displacement of the mouse was reset to zero be-
tween a specific modulation and spatial frequency combination, acting as a software
“neutral point.” This kept the operator from having to physically reset the mouse
to a particular location on the desk during the brief pause between combinations.
Having to physically move the mouse would have introduced a great deal of random
error, as it essentially would have been an additional compensatory task unrelated
to the one under experimental investigation.
Since the mouse resulted in a different input value to the computer program,
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the equations governing the shape motion also had to be adjusted. A constant
displacement of the mouse from the software “neutral point” resulted in a constant
value of displacement from the middle of the screen. The gain of the mouse was
determined by the Operating System (OS) settings of the computer. Like the screen
luminosity software setting mentioned in Sec. 2.3.2.4, this value was also relative.
This “OS gain” KOS his was kept constant at preset “8” out of 10 (where 10 was
the fastest) in the “tracking speed” section of the computer “System Preferences.”
This setting was qualitatively chosen (similar to the numeric gain values as-
sociated with the joystick) such that the operators could make their shape cover
the full range of the screen with modest physical displacements of the mouse on the
desk. It is important to note that the numeric value of the software gain Ksw is not
directly known. This software gain is multiplied within the operating system by the
physical displacement of the mouse on the desk δM . This determines the location
on the screen L in accordance with Eq. (2.14).








where L was location on the screen in pixels, M was the reported mouse location
from the computer OS, and
Pv
2
was the vertical midpoint of the screen in pixels.
The first numeric value reported to the experimental software is that of the
resulting mouse location M from the computer’s operating system. Therefore,
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Eq. (2.15) better represents the determination of the shape’s vertical location on
the screen L based off the operator’s input. The time history of both the resulting
mouse location and the shape’s vertical location on the screen were recorded by the
software and logged in the CSV file for each operator tested.
The mouse RC input required similar steps to the joystick RC case discussed
earlier in this section. Equation (2.16) was used to find the shape velocity V :




where KM,r was the gain of the mouse for this RC system, M was the reported
mouse location from the computer OS, and
Pv
2
was the vertical midpoint of the
screen in pixels. The value of KM,r was set to 0.03 in order to keep the velocities at
values that allowed a qualitatively sufficient operator response to the movement of
the target shape, without being overly “sensitive.”
The velocity V was used in Eqs. (2.17) to determine the updated location
of the operator controlled shape on the screen Lnew similar to the method used in
Eqs. (2.12)-(2.13). At the beginning of each combination of modulation and spatial
frequency M was re-assigned to be equal to
Pv
2
, and Lold was reset to 400 pixels
(the middle of screen).
Lnew = Lold + V × (0.016-seconds) (2.17)
The experimental block diagrams for the Mouse PC and the Mouse RC are







































































































































































In summary of the “Controlled Inner Circle” sub-section, there were four total
experiments. These experiments, and their respective equations are:
1. Joystick PC - Equation (2.7).
2. Joystick RC - Equations (2.11) - (2.13).
3. Mouse PC - Equations (2.14) - (2.15).
4. Mouse RC - Equations (2.16) - (2.17).
2.5 Lateral Repositioning Experiments
2.5.1 Goal
The third type of tests used circles as a highly-idealized representation of the
Lateral Repositioning MTE in DVE. The current ADS-33E criteria are based on the
ability to make “aggressive and precise corrections with confidence and (good, fair,
or poor) precision” (Ref. [8]) in DVE conditions. The goals of this testing were (i) to
determine the basic effects of contrast and size on the ability of the pilot to complete
the idealized maneuver; and (ii) to determine if various subjective characteristics of
the operators’ responses such as “confidence” and “precision” could be quantified
in relation to the MTF of the visual cues presented.
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2.5.2 Description of the Experiment
In all cases of the idealized lateral repositioning task, the target circles were
the shape that changed in both contrast and spatial frequency. The user controlled
the larger red circle. This compensatory task was the same as the previous circle
experiment except the targets moved horizontally. The control law over the user’s
circle was solely Rate Control, which was calculated as before by Eq. (2.11). This
category of testing also used 36 combinations of modulation and spatial frequency.
The modulation values used were M = [1.00, 0.80, 0.61, 0.41, 0.22, 0.02] and the
spatial frequencies were Ω = [ 1.00, 2.50, 6.29, 15.19, 36.45, 91.14] cycles/degree.
The target circle’s pseudo-random movement was horizontal and was limited
to approximately one half of the computer screen. To start off a combination, the
user would track the pseudo-random horizontal movement of the target on the left
half of the screen (Fig. 2.17a). After three to four seconds, the target circle would
instantaneously shift to the right half of the screen and resume pseudo-random
movement. At the same time, a stationary green circle would appear near the upper
left of the screen (Fig. 2.17b).
The green circle (highlighted with the letter “A” in Fig. 2.17b) was used as a
visual cue in aiding the operator during some of the combinations. For instance, if
the operator was having trouble tracking the first target circle on the left side of the
screen (due to low modulation and/or high spatial frequency) the operator may not
know when it was time to look to the right side of the screen to acquire the second
target. This green circle let the operator know to begin visually searching on the
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(a) First Compensatory Task
(b) Lateral Repositioning Task
(c) Second Compensatory Task
Figure 2.17: Example visuals used in idealized lateral repositioning. The circle
labeled with an “A” was used as a supplemental cue.
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right side of the screen. The green circle does not represent any practical component
of the Lateral Repositioning MTE; it is simply an aid to the experimental testing.
After the first target circle disappeared (and the green cue simultaneously ap-
peared), the operator would visually acquire the “new” target position and laterally
reposition their circle to the right side of the screen. The second compensatory
task would begin, which required the operator to again track the pseudo-random
movement of the second target circle (this time on the right side of the screen, as
seen in Fig. 2.17c).
After an additional three to four seconds for the second compensatory task,
the program would momentarily pause to change combinations. Similar to previous
testing, the target shape would reset to the left side of the screen, and would change
modulation and/or spatial frequency. A new combination would begin with tracking
pseudo-random movement on the left side of the screen, and the process would iterate
until all 36 unique combinations had been presented.
2.5.3 Variants
This experiment only had one variant. This variant added a delay of ap-
proximately 160-milliseconds on the operator’s joystick displacement inputs to the
compensatory system. This was done by storing the operator’s joystick displace-
ments in a ten-position vector such that the current inputs were not immediately
used by the software to change the operator-controlled shape’s position.
The “oldest” value of control displacement from this ten-position vector was
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used to update the velocity (and thus the position) of the operator’s shape. This
value was then deleted from the end of the vector, and the remaining nine values
were shifted one index to the right. The current value of the operator’s control
displacement was placed in the first index of the vector for storage.
The software code would then iterate, read the current joystick position, up-
date the control-displacement vector, and refresh the position of the shapes on
the screen. Since each iteration of the software took about 16-milliseconds, the
ten-position vector of joystick displacements resulted in a delay of approximately
160-milliseconds before an input would be used by the software to move the operator-
controlled shape on the screen.
The visuals and the testing procedure for this variant remained unchanged
other than the control-input delay.
2.6 Test Population
The tested population includes a mix of both military personal and graduate
students. In total, 25 personnel participated in one or more of the tests associated
with the present work. From this population, 18 personnel had piloting experience,
with 16 of those being current or former military aviators. Of the 18 people with
flight experience, half of those had time flying rotorcraft. Fourteen of the 18 per-
sonnel with piloting experience reported their flight time, with the average reported




This chapter chapter discusses the results of the present research. The exper-
imental results will be presented in the order that each category was developed and
tested. The MTF format (spatial frequency vs. modulation) was used to present
most of the results with associated tabular data included where applicable.
3.1 Line-based Experiments
3.1.1 Vertically-Shrinking Lines
As mentioned in Section 2.3.5, the results of the vertically-shrinking lines
showed a lot of variability with no noticeable trends. The MTF contour plot asso-
ciated with this small portion of testing is shown in Fig. 3.1a.
The average error values for a given combination were fairly low, ranging from
approximately 30 to 40 pixels across the sample population. The only portion of the
MTF that shows a high amount of relative error is in bottom right corner of the con-
tour plot, where the values increase to approximately 50 pixels of error. This corner
corresponds to the lines with the two lowest modulation values (approximately 20%
and 2% for this experiment). These lines also had the highest spatial frequency, at
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approximately 91 cycles/degree, corresponding to a line height of just 2 pixels on
the computer screen.
The increase in relative error for these two combinations show that the low
modulation values start negatively affecting operator performance when coupled
with visual cues of small size. However, the test population noted that this experi-
mental testing was not very challenging, as the horizontal component of the line was
still qualitatively sufficient for performing the compensatory task. Recall that the
horizontal section of the target line was held constant at approximately 600 pixels
wide, which corresponded to approximately 4 inches on the computer screen. Even
when the combination called for a spatial frequency of 91 cycles/degree, it was still
a 600-pixel wide by 2-pixel high visual cue.
In order to gain additional insight into the relative error increase that mani-
fested in the bottom right corner of Fig. 3.1a, the next variant was developed and
tested as mentioned in Section 2.3.4.
3.1.2 Horizontally-Shrinking Lines
For this variant of line testing, the vertical height of the lines was held constant
at two pixels. The horizontal component of the line was then the variable, which
ranged in size from 182 pixels (corresponding to a spatial frequency Ω of 1.00 cycles
per degree) down to the lowest value of 2 pixels (Ω = 91.14 cycles per degree).
The average group error for each of the 36 combinations is shown in Fig. 3.1b.
This data showed better consistency across the tested population. A majority of the
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(a) Vertically-Shrinking Lines Group Error (pixels)
(b) Horizontally-Shrinking Lines Group Error (pixels)
Figure 3.1: Group average error (pixels) for line-based experiments
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test points had error values consistently around 30 pixels, which is represented by
the darkest regions. These lower values for error generally occurred at modulation
values of approximately 40% and higher, with no variation in regards to spatial
frequency.
The relative error began to increase once the modulation was reduced below
40%, as seen in the bottom portion of Fig. 3.1b. There was a slight increase for
the largest objects at this low modulation, as seen in the lower-left portion of the
contour plot.
A large increase in average error developed as the size of the cues was reduced,
as shown in the lower-right portion of the contour plot. At the lowest modulation
(approximately 4% for this experiment), the combinations with the three smallest
target lines had average error values of approximately 110 pixels. When comparing
visual cues of the same size, but at higher modulation values, this represents a
relative increase in error of almost 300%.
The results from this variant showed that reducing modulation and reducing
object size negatively affected compensatory task performance. Objective trends
began to emerge with specific regards to spatial frequency. While smaller objects
are intuitively harder to track, the MTF shows the ability to numerically describe
degradation in task performance.
However, the stark difference in results between the vertically-shrinking variant
(Fig. 3.1a) and the horizontally-shrinking variant (Fig. 3.1b) show that there was a
dimensional component to the present work that needed further analysis.
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3.1.3 Spatial Frequencies for non-circular shapes
The differences in results for the vertically-shrinking lines and the horizontally-
shrinking lines show that the shape of the object has an important effect on its spatial
frequency that needed to be addressed.
When the lines were shrunk vertically, the minor axis was the only axis to
change spatial frequency between combinations, while the major axis stayed con-
stant at a length of 600 pixels. The smallest shape for this case was 600 pixels wide
and 2 pixels tall, which was a thin (but wide) line. The horizontal component of
the target provide a visual cue 600 pixels wide, which corresponded to a spatial
frequency of 0.30 cycles/degree in that axis.
Overall, the smallest target presented as a visual cue had a spatial frequency
of 91 cycles/degree vertically and 0.30 cycles/degree horizontally. An example of
an object having different spatial frequencies in different dimensions is shown in
Fig. 2.11, which is repeated from Chap. 2.
This large difference between the spatial frequencies in the two dimensions
helps account for both the “quantitative” ease (i.e., the low average error values)
and the “qualitative” ease (reflected by the operators’ comments) with which this
test could be performed. The low spatial frequency of the horizontal axis appeared
to provide a sufficient visual cue to perform the compensatory task, with only two
of the 36 combinations having a combination of modulation and spatial frequency
that resulted in increased error. These two combinations were both at the smallest




Figure 2.11: Example of spatial frequency dimensionality. The rectangle in (a) is
highlighted with a single spatial frequency Ω based on angle from the horizon φ used
for analysis. As the angle φ [degrees] is increased, the resulting spatial frequency Ω
varies as seen in (b). This figure repeated from Chapter 2.
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Fig. 3.1b.
When the lines were shrunk horizontally in the second variant, only the major
axis changed spatial frequency, and the vertical axis was held 2 pixels high. As the
horizontal axis cue shrunk from 182 pixels wide down to 2 pixels wide, the spatial
frequency in this axis began to come numerically closer to 91 cycles/degree. This is
the same value of spatial frequency that was held constant in the vertical axis for
this variant.
The smallest shape was therefore 2 pixels wide and 2 pixels tall, which was
essentially a small square with a spatial frequency of 91 cycles/degree in both axes.
However, a diagonal spatial frequency analysis (such as Ω2 in Fig. 2.11) shows that
there are still multiple spatial frequencies being presented to the operator when a
square is used.
In order to provide a more rigorous analysis of the effect of spatial frequency on
compensatory task performance, further testing would need to determine whether
there is one ore more single spatial frequencies that the pilot prefers as a visual cue.
3.2 Circle-based Experiments
The results from the previous section showed that a generic shape contains
several values of spatial frequency, which appears to affect the results of the test.
Therefore, a second series of tests used circles instead of lines, because circles
only have one spatial frequency. Figure 2.12, repeated from Chap. 2, is again shown
to highlight the constant spatial frequency (Ω1 = Ω2 = Ω3) associated with a circle.
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Figure 2.12: Spatial frequency representation with circles (repeated from Chp. 2).
3.2.1 Measurements and Example Time Histories
An example time history for a single operator performing this series of testing
is shown in Fig. 3.2. The relative vertical position on the computer screen of both the
target and the operator are shown in the top part of the plot. The corresponding
error between the two (in pixels) is shown on the bottom part of the plot. This
six second time history is for one specific combination of modulation and spatial
frequency (in this case M = 1.00, Ω = 1.00).
The operator performed the task well in region A. This is evidenced by the
relative proximity in the position of both shapes on the top portion of the figure and
the corresponding low average value of the error in region A on the bottom portion
of the figure. An aggressive overshoot is seen in region B, followed by the operator
aggressively correcting in region C. This operator had an average error value for
entire combination shown in the time history of 29.2 pixels.
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A time history of three additional operators is overlaid on this same data in
Fig. 3.3. This data is for the same single combination of modulation and spatial
frequency. This figure highlights the variability between the individual operators
performing the compensatory task. While the magnitude of the error values were
different, the error curves in the bottom portion of the plot have a similar shape.
The average error for a single combination was found for each operator. These
values are shown in Fig. 3.4 for all 36 combinations. Each operator had different
levels of average error for a given combination. However, as the test moved towards
lower contrast values, the group average error increase.
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Figure 3.2: Sample annotated time history of one operator at a single modulation
and spatial frequency combination.
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Figure 3.3: Sample time histories of multiple operators at a single modulation and






















































The individual average for each of the operators shown in Fig. 3.3 is plotted
at “Combination 1” in Fig. 3.4. The group average error value across all operators
tested was then found for each of 36 combinations. These values were presented
in a similar method to the line-based experiments. Since there were a few variants
of the circle testing, numeric comparisons could be made between input devices or
control laws, as shown in Fig 3.5. The group average error value (28.3 pixels) from
“Combination 1” in Fig. 3.4 is circled in region A of Fig. 3.5b, as the data shown
was from a RC system.
3.2.2 Outer Circle Controlled
3.2.2.1 PC & RC Joystick Input
The MTF of the group’s average error for the PC variation is shown in
Fig. 3.6a, with the error listed in Table form in Table 3.1.
There are two distinct areas of interest in the PC contour plot. First is a large
area of relatively low error (shown by the darker regions). Second, there is a region
on the right side of the graph that shows a sharp increase error at the smallest object
sizes.
The largest region of relatively low error is comprised of 29 of the 36 combi-
nations. For spatial frequencies ranging from 1.00 to 36.45 cycles/degree, the error
values ranged from approximately 27 pixels/degree up to approximately 40 pixels
per degree. Out of these five spatial frequencies, the second-largest size (Ω = 2.50)




Figure 3.5: Effect of control law on group error, joystick input, proprotional control
(a) and rate control (b).
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lowest average error in this test at 28.0 pixels, which corresponded to the largest
target (Ω = 1.00) at the highest modulation (M = 1.00).
This data suggests that the largest objects may not provide the best visual
cues for performing the compensatory tasks. A few of the operators tested made
comments indicating that the largest target did not appear to be moving very fast.
The movement of the target shape itself was one of three pre-programmed patterns
as mentioned in Chapter 2. Therefore, the movement (and associated velocities) was
independent of spatial frequency. The operators comments appear to indicate not
that the target motion itself was slow, but that perceived motion of the large shape
was not very fast. Based on these comments, and the comparatively higher error
across most modulations, it would appear that the spatial frequency of Ω = 2.50
provides the visual cues (through perceived motion) necessary to minimize error of
the compensatory task with PC dynamics.
The region of high error develops sharply near the higher spatial frequency
values. The values of error for Ω = 91.14 are higher at every modulation level than
any other spatial frequency. For Ω = 36.45 at the lowest contrast value (M = 0.04),
there is also a sharp increase in error.
The RC control law, seen in Fig. 3.6b and Table 3.2, showed similar trends.
There was a defined region of relatively low error, and then a sharply-defined region
of high error for the lowest spatial frequencies.
The large region of relatively low error had slightly more variability in the RC
system then in the PC system. While a few of the error values for Ω = 2.50 were
lower than Ω = 1.00 for the same modulation, there was not the same trend of lower
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error for Ω = 2.50 as there was in the PC system. The values of error for the PC
system were generally lower for almost all combinations of modulation and spatial
frequency.
The region of high error had similar development in the RC system. Again, the
errors were the highest for every modulation level at the highest spatial frequency
(Ω = 91.14), and there was the same increase at (Ω = 36.45 & M = 0.04). The
region of higher relative error will be discussed in more detail in the section that
follows.
Table 3.1: Outer circle PC joystick group average error (pixels) as a function of
Modulation (M) and Spatial Frequency (Ω)
Spatial Frequency − Ω (cycles/degree)











1.00 28.0 31.4 33.8 33.9 34.5 58.9
0.89 39.8 30.0 32.2 38.5 40.4 47.9
0.76 32.1 26.8 34.4 31.4 38.3 52.7
0.58 34.9 29.3 35.2 36.8 32.7 78.3
0.36 36.7 31.5 28.6 33.2 31.6 115.4




Figure 3.6: Outer circle - joystick input group average error [pixels]
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Table 3.2: Outer circle RC joystick group average error (pixels) as a function of
Modulation (M) and Spatial Frequency (Ω)
Spatial Frequency − Ω (cycles/degree)











1.00 32.7 41.8 38.3 35.7 42.6 47.9
0.89 33.4 38.5 38.5 41.4 36.8 44.4
0.76 40.1 40.4 36.9 37.5 40.5 56.5
0.58 45.9 37.4 37.3 36.9 37.8 75.7
0.36 38.6 37.2 41.3 39.8 37.3 104.1
0.04 37.1 43.5 37.0 40.3 111.6 115.7
3.2.3 Correlation with 20/20 Vision
Both the PC and the RC experiments had a sharply-defined region of high error
that occurred at the highest spatial frequencies. Since the error at the combinations
that made up the region were considerably higher (almost 300% greater than the
test minimum), the data has one strong indication on their use as visual cues. These
combinations were not just “poor” visual cues (with modest error increases); they
were fully “insufficient.” That is, the average operator was unable to perform the
compensatory tasks at all because they could not see the target shape.
These combinations were outside the approximate border of 20/20 vision. Ref-
erence [38] provides an approximation for 20/20 vision in MTF format as shown by







where ve = 0.001033 is the intrinsic noise value, c1 = 0.1138
◦, c2 = 0.3250
◦, and fa
is the angular spatial frequency in cycles
degrees
The MTF curve produced by Eqn. 3.1 is represented by a magenta line in
Fig. 3.7a for the PC system, and Fig. 3.7b for the RC system.
The data show that there is a good qualitative correlation to the group’s
performance of the simple compensatory task and the psychological limits of human
vision. In the PC case, there seems to be a small degradation in performance around
spatial frequency values of 30-50 cycles/degree that occurs before the 20/20 limit is
reached.
Examining the corresponding tests states on the RC system, it appears that
the PC errors become more in line with the error associated with the RC system at
the value of 30-50 cycles/degree. For the seven combinations that exceed the 20/20
vision threshold, the error values between both joystick control laws were within
3-11 pixels (see Tables 3.1 and 3.2 for exact values).
Overall, the values of error that occurred within the threshold of 20/20 vision
were relatively low (28-45 pixels) for both control laws, and were relatively high
(48-120 pixels) once the 20/20 threshold was surpassed. There was only minor per-
formance degradation before the limit was reached, suggesting a quick deterioration




Figure 3.7: 20/20 Vision MTF super-imposed over group error (pixels). Both sub-
figures have the same error color scale.
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to note that a formal measure of the test subjects’ vision was not performed (i.e.
a clinical vision test). With 18 of the 25 total subjects having legally performed
civilian and/or military flying duty in the past three years, it was assumed that the
group’s vision was qualitatively representative of the larger pilot population.
3.2.4 Inner Circle Controlled
For the following four variants of the circle-based tests, the operator controlled
in the inner circle. This circle changed modulation value over the course of the test.
The target circle was the outer, red circle. See Section 2.4.3.2 for more detail on the
methodology used.
3.2.4.1 Joystick using Proportional Control
The group average error for this variant was very low across all combinations
of modulation and spatial frequency. The resulting contour plot, shown in Fig. 3.8a,
had two distinct regions similar to the previous testing variants.
There is a region of relatively low error values for 29 of the 36 combinations.
The error values, listed in Table 3.3, are mostly between 20 and 30 pixels. On
average, these were around 10 pixels lower than the previous circle-based tests,
indicating that the methodology itself was responsible for a decrease in error.
There is a sharp degradation in relative performance at the remaining seven
combinations, suggesting correlation to the 20/20 vision MTF given by Eqn. 3.1.




Figure 3.8: Inner circle - joystick input group average error (pixels)
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associated with crossing the 20/20 threshold was not quite as strong as it was in the
previous testing, The lowest error for this test was approximately 26 pixels and the
highest was only 57 pixels, representing a 120% increase in average error once the
20/20 threshold was exceeded.
The small degradation in performance when crossing the 20/20 vision thresh-
old is believed to be the result of the experimental procedures. Since the operator’s
shape was the one that faded, the target shape was always visible. Even in absence
of their own shape as a visual cue (when beyond their personal vision threshold),
the operator was able to mimic the target shape’s movement. This would produce
some additional error (compared to a case with sufficient visual cues), but lower
error values as compared to the previous circle testing.
3.2.4.2 Joystick using Rate Control
The RC Joystick showed slightly different trends than the PC experiment. As
seen in Fig. 3.8b, the region of relatively low error was considerably smaller. The
data itself was much more varied in this region as well, which can be seen by the
number values listed in Table 3.4. This indicates that some of the operators tested
may have had difficulty with the RC dynamics of the controlled shape.
The region of poor performance also has a correlation with the 20/20 vision
approximation, as seen in Fig. 3.9b. The degradation encompasses a few additional
combinations when compared to the PC system.




Figure 3.9: 20/20 Vision MTF & inner circle group error (pixels) - joystick input
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15.19 and Ω = 6.29 have an increase in error over their respective errors at the the
greater modulation value of M = 0.22. There is a degradation when modulation
drops below 61% for the largest object size (Ω = 1.00), as seen in the lower left hand
of Fig. 3.8b. This suggests that the middle-values of spatial frequency result in the
highest performance of the compensatory task. However, the general variability in
the group average error from combination to combination does not mathematically
support a strong correlation.
Table 3.3: Inner circle PC group average error (pixels) as a function of Modulation
(M) and Spatial Frequency (Ω)
Spatial Frequency − Ω (cycles/degree)











1.00 25.8 32.0 34.2 29.8 35.4 40.7
0.80 31.5 29.1 28.5 29.7 28.9 51.5
0.61 34.5 29.3 28.4 27.6 28.7 50.6
0.41 31.3 25.5 28.7 28.5 31.7 49.2
0.22 29.4 25.8 29.3 27.5 30.1 46.2
0.02 33.7 24.2 30.6 40.7 52.5 57.2
3.2.4.3 Mouse using Proportional Control
Like the PC testing performed with the joystick, the mouse-based PC variant
had a large region of very low error values. This region of darker contours in Fig 3.10a
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Table 3.4: Inner circle RC joystick group average error (pixels) as a function of
Modulation (M) and Spatial Frequency (Ω)
Spatial Frequency − Ω (cycles/degree)











1.00 28.3 38.8 30.1 40.0 40.5 75.3
0.80 36.7 38.3 37.0 34.4 39.7 57.2
0.61 28.7 33.9 42.9 37.3 40.1 47.8
0.41 39.4 34.6 35.4 38.5 32.5 81.6
0.22 42.9 34.7 34.3 36.3 38.8 89.2
0.02 43.5 36.6 41.3 44.4 78.3 118.6
spans almost all of the 36 combinations. A closer inspection of the value, listed in
Table 3.5, shows two notable trends.
First, the 20/20 vision threshold causes for a relative increase in error at
the higher spatial frequencies. Similar to the Joystick PC case, there is a low
amount of error (25.8 pixels) at the highest spatial frequency and highest modulation
combination (M = 1.00, Ω = 91.14). Overall, the data correlates well with the 20/20
vision threshold, which is overlaid on the contour plot in Fig. 3.11a.
Second, there is a region of very low error that covers the middle four spatial
frequencies (Ω = [2.50, 6.29, 15.19, 36.45]) at almost every modulation value. This
suggests that these middle spatial frequency values may provide the necessary visual




Figure 3.10: Inner circle- mouse input group average error (pixels)
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3.2.4.4 Mouse using Rate Control
The RC case had higher average error than the PC case at every single combi-
nation as seen in Fig. 3.10 and listed in Table 3.6. The 20/20 vision trend was more
noticeable in the RC case (Fig. 3.11b) with pixel errors near or above 100 pixels for
four combinations outside the 20/20 vision threshold.
The increase in error relative to the PC case is assumed to be due to the
difficulty inherent for the operators controlling a RC system for this compensatory
task. For the PC case, the operator could simply “mimic” the motion of the target
shape even when they could not see their own shape. Performing this type of open-
loop control of a RC system does not appear to be as intuitive for the operators
(compared to the PC system) This will be analyzed in more depth in the following
section.
Table 3.5: Inner circle PC mouse average error (Pixels) as a function of Modulation
(M) and Spatial Frequency (Ω)
Spatial Frequency − Ω (cycles/degree)











1.00 24.7 23.4 25.2 30.0 31.8 25.8
0.80 28.1 28.2 29.4 33.9 30.7 43.8
0.61 28.4 25.4 27.2 24.4 27.8 41.7
0.41 30.7 25.6 25.8 28.1 26.1 42.2
0.22 28.0 23.4 26.8 22.9 29.6 42.1




Figure 3.11: 20/20 Vision MTF & inner circle group error (pixels) - mouse input
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Table 3.6: Inner circle RC mouse group average error (pixels) as a function of
Modulation (M) and Spatial Frequency (Ω)
Spatial Frequency − Ω (cycles/degree)











1.00 33.5 37.8 43.4 36.4 48.7 79.2
0.80 36.3 49.0 39.9 37.0 55.4 96.2
0.61 49.4 47.2 44.6 55.0 53.6 54.2
0.41 52.5 34.7 42.5 37.5 51.3 120.4
0.22 42.0 63.4 50.6 47.6 61.3 74.6
0.02 51.1 67.1 51.4 64.5 115.4 153.5
3.2.4.5 Comparison of Control Dynamics
The average group errors for the four different combination of control laws
and input devices are shown together on the same scale in Fig. 3.12. There are two
trends to note.
First, when the compensatory task was governed by the PC control law, the
group average error had a lower amount of error at every single one of the 36 com-
binations. This trend held for both input devices. It is assumed that this is due
to the similarity of the compensatory task under PC conditions to a common, com-
pensatory task that the operators each had a great deal of experience with. When
error between the target and the controlled shape was observed, the operator would
move the input device to achieve a corresponding scaled movement of the controlled
shape on the screen. This is fundamentally no different than the compensatory
movement required for an average computer user to move their pointer around a
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computer screen. Each individual in the tested population had years of experience
using computers, so they had a great deal of “practice” moving a shape with PC
dynamics to a desired location on a computer screen.
The RC system is not as intuitive to the average operator. For the individuals
tested without piloting experience, they would presumably not have much experience
controlling a system with RC dynamics. McRuer and Krendel note in Ref. [26] that
an idealized representation of an every-day RC system would be heading control at
low to moderate speeds in an automobile. While all individuals tested had driving
experience (and thus experience controlling a RC system), the compensatory task
in the present testing was not as closely related to the PC computer tasks.
The second trend is the performance of the operator at the limit of 20/20
vision as seen in Fig. 3.13. The general contours of the increase in error associated
with crossing the 20/20 vision threshold all have similar patterns. However, both
RC systems experienced a large relative increase in error once the MTF for 20/20
vision was surpassed.
When shown the marginal (or completely insufficient) visual cue in the PC
cases, the group performed the compensatory task with larger errors. Error values
typically doubled (from approximately 25 up to 50 pixels) as the contrast and the
size of the visual cues crossed below the 20/20 threshold. For the RC case, some
of the error values were 3 to 4 times as great once the vision threshold was passed.
This suggests there the group had an inherent difficulty judging the movement of
a RC system when presented with marginal (or completely insufficient) visual cues
for determining their shape’s position on the screen.
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(a) PC Joystick (b) PC Mouse
(c) RC Joystick (d) RC Mouse
Figure 3.12: Comparison of control law and input devices - group average error
(pixels)
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(a) PC Joystick (b) PC Mouse
(c) RC Joystick (d) RC Mouse
Figure 3.13: Comparison of control law and input devices with 20/20 vision thresh-
old - group average error (pixels)
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3.2.4.6 Comparison on Input Devices
When a pair of time histories (one mouse-input, one joystick-input) are ex-
amined for a particular individual, the reasons for the error patterns mentioned in
the previous section become apparent. For the time histories shown in Fig. 3.14,
the control law was RC in both cases. The same two combinations are shown on
each graph. Mouse-input is shown on the top graph; joystick-input on the bottom.
The target shape’s position is the thin line and the user target shape position is the
thick line.
For the mouse case, the operator tracks the target shape with an error that
increases rapidly from the beginning of the test. This is assumed to be the result of
the operator imparting a small rate on the controlled shape near the beginning of the
test. This velocity, coupled with the poor level of visual cues, results in the operator
no longer tracking the location of their own shape. Since the compensatory task
requires the operator to minimize the error between the target shape and their own
shape, the visual cues available are no longer sufficient to close the visual feedback
loop necessary for the task.
However, the red target shape is always visible to the operator. When the
visual cues are not sufficient to compensate for the error directly, the operator
begins to “mimic” the target movement (similar to the results found in Ref. [36]).
An example of this behavior is labeled on Fig. 3.14a.
At Point “A” the operator attempts to mimic the downward movement of the




Figure 3.14: Time histories for two test combination with different input devices.
The left portion of both subfigures corresponds to (M = 0.02, Ω = 36.45); the right
portion of both subfigures corresponds to combination (M = 0.02, Ω = 91.14).
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large velocity onto their shape (Portion “B”) due to the open visual feedback loop.
This results in the operator displacing his shape so far that it reaches the boundary
of the screen (the horizontal axis).
The estimated operator delay τ for the mouse input was calculated for this
operator. For the combination on the left side of Fig. 3.14a, which corresponded to
(M = 0.02, Ω = 36.45), the estimated delay τ1 = 0.83 seconds. For the combination
on the right side of Fig. 3.14a, which corresponded to (M = 0.02, Ω = 91.14), the
estimated delay τ2 = 0.77 seconds. The decrease in estimated delay is attributed to
the fact that the sample is only this one operator. Additionally, both combinations
are below the 20/20 threshold.
If the same two combinations are examined for the joystick-input case, Fig. 3.14b,
the tracking is significantly better. In fact, these two cases strongly resemble “nor-
mal” time histories of combinations where the shapes are plainly visible. However,
closer examination reveals two important points.
First, the individual frequently stops moving their shape (represented by flat
portions of the history, e.g., Portions “C,” “D,” “E,” and “F”) before the target
shape slows down or changes direction. This means the individual is intermittently
allowing the joystick to return to its neutral point (where RC law imparts zero
velocity) via the built-in springs.
We can assumed that this is the result of the inability to close the visual
feedback loop because of insufficient visual cues- the same insufficient visual cues
that caused the very large errors shown in Fig. 3.14a. In this case, the operator tends
to let the joystick return to the neutral position, thanks to the built-in springs.
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Secondly, the operator seldom “overshot” the target in an effort to mimic its
motion when using the joystick. This is seen best in the second combination in
Fig 3.14b. The individual allowed the joystick to return to the neutral position
(Points “D,” “E,” & “F”) when the target either slowed down or changed direction
entirely. This resulted in zero velocity of the controlled shape, which could not
strongly under- or over-shoot the target shape and thereby induce large amounts
of error. The result was a low overall tracking error, seldom off by more than 100
pixels at any given time.
The estimated operator delay τ for the joystick input was also calculated. For
the combination on the left side of Fig. 3.14a, which corresponded to (M = 0.02, Ω =
36.45), the estimated delay τ3 = 0.44 seconds. For the combination on the right side
of Fig. 3.14a, which corresponded to (M = 0.02, Ω = 91.14), the estimated delay
τ4 = 0.46 seconds. As mentioned before, both combinations are below the 20/20
threshold. However, the estimated time delay was almost half the time (0.44 and
0.46 seconds) using the joystick input device compared to the respective delays using
mouse input (0.83 and 0.77 seconds).
3.3 Lateral Repositioning Experiments
3.3.1 Measurements and Example Time Histories
The average error at a given combination was calculated across the entire
sample population, similar to the previous experiments. Since this experiment had
two different shapes to track (the first shape, which started on the left side of
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Figure 3.15: Key features of the lateral repositioning time histories for a good
visibility case. These time histories are for one operator, at one specific combination
(M = 0.61 and Ω = 2.50 cycles/degree).
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Figure 3.16: Lateral repositioning time history. This time history is for one operator,
at one combination of modulation and spatial frequency (M = 0.61 and Ω = 2.50
cycles/degree).
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the screen and the second shape, which would appear on the right side), the error
analysis was performed for both targets independently.
For the second target, the acquisition portion of the compensatory task is
much more difficult. While the second target would always initially appear 600
pixels to the right of the first target (as the first disappeared), the second target’s
motion was immediately pseudo-random. This required the individual to shift their
eyes, acquire the second target, and then resume the compensatory tracking task of
an already-moving target. An example time history, with these events labeled, is
shown in Fig. 3.15
For the joystick used in this test, 0% was full-left physical deflection, 50% was
the neutral position, and 100% was the full-right deflection. Since the repositioning
was always from the left side of the screen to the right, the joystick deflections
of interest were always above 50% regardless of whether the joystick controlled
displacement or rate. The higher the joystick deflection, the more “aggressive” the
operator was being with the repositioning.
An example time history of both targets, the operator shape, and the joystick
deflection over the course of one combination is shown in Fig. 3.16.
The average error at a given combination was calculated across the entire
sample population, similar to the method described in Section 3.2.1. The lateral
repositioning experiment had two different shapes to track (the first target, which
started on the left side of the screen and the second target, which would appear on
the right side). The error analysis was performed for both targets independently.
An example time history of the data collected at one combination, including the
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calculated error for both targets, is shown in Fig. 3.16. This is the same combination
shown in Fig. 3.15.
A time history for each of the 21 operators was analyzed to find specific values
for each individual operator at the 36 tested combination of modulation and spatial
frequency. The individual operator values could then be averaged across the tested
populated. An example showing four of the 21 operators and their error tracking
the first target is shown in Fig. 3.17.
For the case with the delay, the joystick position value reported to the software
was the value that the operator put in at that particular timestep, not the delayed
value that was numerically used to update the shape velocity and position during
that iteration.
The numeric characteristics of the lateral repositioning inputs can further cat-


































































































































The error for the first shape is shown in Fig. 3.18a, with the error for the
second shape shown in Fig. 3.18b. It is important to note that these graphs have
different contour scales.
Both figures show trends similar to those outlined for previous experiments.
The degradation of tracking performance on the first target is still clearly visible
as the combinations that approach the 20/20 vision limit. For the second target,
the relative error was consistently low for combinations that fell within 20/20 vision
limits. Once this limit was reached on either target, relative performance degraded
quite rapidly.
Note that the tracking task performed in this experiment was slightly differ-
ent when comparing the left target and the right target. For the first target, the
individuals shape and the randomly-moving shape start out concentric. Therefore
the individual knows where to look to visually acquire their shape and begin the
compensatory tracking task.
3.3.3 Proposed Objective Performance Metrics
The VCR criteria from ADS-33 requires the pilot to qualitatively evaluate if
they could “make aggressive and precise corrections with confidence. . . ” (Ref. [8],
italics added.) The words “aggressive,” “precise,” and “confidence” are inherently
subjective in this context.
The present analysis uses the average combination error (specifically in regards
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(a) Group average error - 1st Target
(b) Group average error - 2nd Target
Figure 3.18: Group error during idealized lateral repositioning.
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to tracking the second target) as the objective metric for the operators’ ability
to be “precise.” To objectively rate operator ability to be “aggressive” and to
be “confident” in performing the compensatory task, three additional metrics were
defined.
The first proposed metric is “Time to React” Tr defined as the amount of
time after the second target becomes visible that it takes the operator to impart a
velocity to their controlled shape greater than 500 pixels/second. The definition of
Tr is shown in Fig. 3.15.
The second proposed metric is the “Aggressiveness” A defined as the maximum
joystick deflection (in percentage) the individual used to laterally reposition their
shape to track the second target. This peak value had to take place after the “Time
to React” Tr has passed. This ensures that the joystick value is indeed related to the
lateral repositioning portion of the task. If A was the peak value after the second
target was visible but before Tr had passed, then the input may not necessarily
be correlated to the lateral repositioning itself. For example, Point A′ in Fig. 3.19
shows the first local maximum value of joystick displacement, but it clearly does not
characterize the repositioning that is the result of the deflections shown in Portion
“B.”
The third proposed metric is the “Confidence” C, defined as how quickly, in
seconds, it took operator to put in their maximum joystick deflection at a given
combination. In this metric, lower objective values of time correspond to higher
levels of “confidence” that the individual has in their control inputs. This metric is
coupled to the “Aggressiveness” metric, as shown in Fig. 3.19.
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Figure 3.19: Proposed metrics for time to react, confidence, and aggressiveness.
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This numeric characterization helps determine whether the individual’s re-
sponse is a more of a step input (a short time to maximum deflection, exhibiting high
“confidence”) or was a slower, ramped input (longer time to maximum deflection,
exhibiting low “Confidence”). “Confidence” does not indicate how “Aggressive” the
inputs were; it merely quantifies how long it took to reach the maximum joystick
deflection value.
Figure 3.20 shows two hypothetical pilot responses for “Operator A” and “Op-
erator B.” Both operators have the same aggressiveness A at this particular visual
combination. However, they have different confidence values, which are labeled CA
and CB.
In this example, Operator A is more “confident” because it took him a shorter
amount of time to displace the joystick to the “aggressiveness” value, compared to
longer time it took Operator B to displace the joystick with the same “aggressive-
ness” value.
3.3.3.1 Idealized Case - Objective Metric Performance
The group’s performance, as characterized by the proposed aggressiveness and
confidence metrics, is shown in Fig. 3.21. “Time to React” is not included and is
simply used to define “Aggressiveness.”
Both contour plots in Fig. 3.21 show a trend of higher “aggressiveness” and
“confidence” for the middle values of spatial frequency. Aggressiveness has a region
of higher values in the upper-middle ranges of modulation, and a slight decrease
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Figure 3.21: Group ideazlied lateral repositioning characterization.
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approaching full modulation. It is not entirely clear whether this slight decrease is
real, which would suggest that high contrast visual cues do not solely dictate the
human operator’s aggressiveness in performing this type of compensatory task, or if
it is simply the consequence of some variability in he test subject or conditions. It is
interesting to note the similarities between Fig. 3.21 and Fig. 1.11 (Hoh, Ref. [23]).
Additionally, the proposed necessary visual cues for pilot-in-the-loop flight
simulators in Fig. 1.11 (“Need Visual Information in This Region”) have a similar
shape to the regions of the highest aggressiveness of Fig. 3.21a. There is a strong
decrease in aggressiveness as the limit of 20/20 vision is reached on the lower right
portion of the graph.
Confidence was greatest (meaning it took the operators the shortest amount
of time to reach maximum joystick deflection) at the largest values of contrast
above the 20/20 threshold. Confidence generally decreased as contrast decreased as
expected. The confidence is also adversely affected by contrast and spatial frequency
combinations below the limit of 20/20 vision. As mentioned earlier, these confidence
results include some time spent performing target acquisition on the second target.
The areas of greatest confidence also showed a similar shape to the region of greater
aggressiveness.
3.3.3.2 160-ms Delay Case - Objective Metric Performance
The effect of the 160-ms control input delay on the idealized lateral reposi-
tioning experiment was examined for the three proposed metrics. The group per-
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formance on these metrics is contrasted directly with the idealized no-delay case.
First, the effect on the group average error tracking the second target is shown
in Fig. 3.22. These results quantify that adding time delay into the system introduces
additional error. The case with no delay had a few combinations of relatively low
error. When repeated with the delay, these same combinations had relatively higher
areas, which were more in line with the other combinations within the threshold
of 20/20 vision. The values of error for the combinations beyond the 20/20 vision
threshold also increased slightly.
The effect of the delay on the “Aggressiveness” metric appears to contain a
considerable amount of variability. The case with no delay, shown again in Fig. 3.23a,
has a central region of high aggressiveness that is fairly well defined. There is similar,
but smaller region associated with the delay case, shown in Fig. 3.23b. There are
a few sporadic test points, specifically at full modulation, that have a very high
aggressiveness value. This sporadic data shows that the delay affected the individual
operator’s aggressiveness quite differently.
The “Confidence” metric was largely unaffected by the inclusion of the delay.
The contour plots, shown in Fig. 3.24, have many similarities. The large regions
of high “confidence” (low numeric values) cover the same combinations and have
similar low numeric values. The delay case saw a slightly greater degradation in
confidence at a given object size as modulation decreased.
The delay case saw a small increase in confidence in comparison to the no-delay
case beyond the 20/20 vision threshold. While this appears to be counter-intuitive,
revisiting the metric’s numeric definition provides some explanation.
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(a) 2nd Target (no delay)
(b) 2nd Target (approx. 160-ms delay)
Figure 3.22: Effects of control input delay on error in idealized lateral repositioning
task.
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(a) Aggressiveness (no delay)
(b) Aggressiveness (approx. 160-ms delay)
Figure 3.23: Effects of control input delay on “Aggressiveness.”
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(a) Confidence (no delay)
(b) Confidence (approx. 160-ms delay)
Figure 3.24: Effects of control input delay on “Confidence.”
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“Confidence” was defined to be inversely proportional to the amount of time
it took the operator to put in the maximum joystick value (the maximum “aggres-
siveness” during a lateral repositioning). While it makes no direct connection to the
actual joystick value, the “aggressiveness” values shown in Fig. 3.23b are slightly
higher beyond the 20/20 threshold then the no delay case shown in Fig. 3.23a. This
increase in both aggressiveness and confidence are likely attributed to the operator’s
becoming more familiar and skilled the lateral repositioning compensatory task as
testing went on.
3.3.4 Proposed Regions
From the contour plots shown in Fig. 3.18b (2nd Target Error) and Fig. 3.21 (ag-
gressiveness and confidence), regions of quantified performance can be defined by
boundaries. The contour plot for group aggressiveness is repeated in Fig. 3.25a,
with an example of proposed boundaries shown in Fig. 3.25b.
While the precise cut-off value for a given boundary in Fig. 3.25b is subjective,
the values themselves are based on quantified results and their associated metrics.
The boundaries, which are repeated in Fig. 3.26a, show how these boundaries can
be translated into regions, as shown in Fig. 3.26b.
These regions are unique for each metric, and would also be unique for each
particular compensatory task. These regions represent specific characterizations
of control task performance when provided specific visual cues, but they make no
claim to the role of the specific metric. That is, the ability to be “aggressive” based
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(a) Group average “Aggressiveness” (No Delay)
(b) Proposed “Aggressiveness” boundaries
Figure 3.25: Proposed boundaries of operator “Aggressiveness.”
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(a) Proposed “Aggressiveness” boundaries
(b) Proposed “Aggressiveness” regions
Figure 3.26: Proposed objective characterization of operator “Aggressiveness.”
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on visual cues is objectively defined for this specific compensatory task, but the
importance of aggressiveness in the task’s completion is not characterized.
As previously mentioned, the aggressiveness metric had a region of high joy-
stick displacement in the middle values of both modulation and spatial frequency.
The aggressiveness was significantly reduced outside the threshold of 20/20 vision.
These two notable characteristics allowed the “Aggressive” region and the “Unable
to be Aggressive” region to be defined in Fig. 3.26b. The region characterized by
“Limited Aggressiveness” was used to fill the remaining areas of the contour plot.
The significance of Fig. 3.26 is two-fold. First, it converts a subjective param-
eter, namely “aggressiveness” into a quantitative parameter that can be extracted
from the analysis of control time histories. Second, it relatives the “aggressiveness”
parameter to the visual quantities of contrast and spatial frequency. These two
quantities can be measured even without the presence of the human operator.
Clearly, Fig. 3.26 applies only to the highly-idealized representation of the
lateral repositioning maneuver previously described. Much additional research is
needed to determine whether Fig. 3.26 has wider applicability and, in particular,
whether it can be used as the first step toward a quantification of UCE that does
not require the presence of a pilot.
For example, the scene actually observed by a pilot would include many dif-
ferent values of contrast and spatial frequency, and it is not currently clear which
specific values best correlate with aggressiveness as defined here.
To address the pilot’s ability to “make. . . corrections with confidence. . . ” por-
tion of the current VCR and UCE criteria from Ref. [8], the contour plots for the
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(a) “Confidence” - group contour (no delay)
(b) Proposed “Confidence” regions
Figure 3.27: Proposed objective regions of operator Confidence
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objective “Confidence” metric was also similarly classified into regions of similar
performance. The increase in time it took the operators to impart their maximum
joystick deflections was noted earlier to drastically increase past the 20/20 vision
threshold. This region was characterized as the operators being “Not Confident”
in their compensatory task control inputs, as seen in Fig. 3.27b. The region of low
numeric values corresponding to higher “Confidence” was smaller than the aggres-
siveness metric, but still was a significant region of moderate spatial frequencies.
The modulation values that made up this region were also slightly lower than the
aggressiveness metric, resulting in a majority of the plot being classified as a region
of “limited confidence.”
To address the final portion of the VCR criteria from Ref. [8] of making “precise
corrections,” the operator error tracking the second target was also categorized into
regions as shown in Fig. 3.28b. The region of large amounts of error (approximately
375 pixels and above) that corresponded to visual cues outside the 20/20 vision MTF
was defined as a region where the operators were expected to be “Not Precise.” The
values of error corresponding to approximately 250 pixels and lower were categorized
as the operators having the ability to be “Precise” with their compensatory task
inputs.
The Confidence regions had a similar shape to a MTF region proposed by
Hoh in Ref. [23]. Hoh’s proposed region, shown again in Fig. 3.29a, addressed a
group of modulation and spatial frequency combinations of the visual cues pilots
needed to hover with an acceptable work load. While the confidence metric cannot
directly address Hoh’s qualitative criteria of acceptable work load, confidence in
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(a) Group average error (no delay)
(b) Proposed “Precision” regions
Figure 3.28: Proposed objective regions of operator “Precision”
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control inputs could be seen as a necessary qualitative condition for a pilot hovering
an aircraft without having to exert an unnecessarily large amount of piloting ability.
These regions of “Aggressiveness,” “Confidence,” and “Precision” could rep-
resent one small component of a future objective metric of pilot control ability in
DVE. These regions would allow for objective characterization of the ability to per-
form a specific task (or MTE) without having to go through the subjective, two-step
process of using both a VCR and a UCE.
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(a) Region of required visuals proposed by Hoh in Ref. [23]
(b) Confidence region for no delay case
Figure 3.29: Possible correlation to regions of visuals proposed by Ref. [23]
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Chapter 4: Conclusions and Future Work
4.1 Conclusions
On the basis of the results presented in this thesis, the following can be con-
cluded:
1. “Seeing is Controlling” for simple compensatory tests that idealize piloting
tasks. This held true for both the simple, one-dimensional experiments with
vertical movement, as well as the idealized lateral repositioning MTE from
ADS-33E. In these idealized cases, error contour lines follow very similar to
the MTF associated with 20/20 vision. There was relatively little task perfor-
mance degradation until the physiological limits of the users eyes were reached,
indicating that contrast and spatial frequency are key factors for manual con-
trol. This held for both the proportional command and the rate command
control laws, and was consistent across shape geometry as well (i.e. rectangles
and circles).
2. For the Proportional Control cases, the computer mouse as an input device
resulted in the lowest amount of group error. For the Rate Control cases, use of
the joystick input device resulted in significantly lower group error. Examining
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the time histories suggests that the operators used the built-in springs of the
joystick to prevent significant tracking overshoots that otherwise led to large
error values when the mouse was the input device. The use of a built-in
spring force (as an error-reduction mechanism) has potential implication for
operational procedures in DVE flight conditions. When a ”Force Trim” system
is installed and used in a helicopter, it provides a tactile “neutral point” to the
pilot of their relative control displacement from the “trimmed” position due
to a magnetic brake or similar device. If flight in DVE is anticipated (such as
an approach to the ground in a sandy environment) then the helicopter flight
controls, specifically the cyclic, could be set to a known trim value (either from
operational experience or flight testing) for a stable approach. The pilot could
then make modest control displacements relative to the set neutral point, all
while receiving tactile feedback of those displacements in an effort to prevent
large flight control excursions while flying with minimal visual cues.
3. It is possible to correlates subjective assessments (such as the ability to “make
aggressive and precise corrections with confidence. . . ” from Ref. [8]) with
specific features that can be extracted from time histories of control inputs.
In turn, these control input time histories can be correlated with the visual
quantities (contrast and spatial frequency) the operator was receiving at the
time the inputs were made. The extraction of various numeric features of the
time histories, specifically when characterized by the MTF of the present visual




The experimental testing presented in the present work could be extended on
many fronts. One improvement would be to develop additional experiments that
idealize other MTEs from current Handling Qualities specifications in an effort to
see how quantified performance in MTF format changes based on the task. This
experimental testing should incorporate multiple DOFs, and it may be necessary to
use more than one computer monitor.
The multiple DOF testing could use the current experimental testing proce-
dures and be performed as an “update” to the current work. The Lateral Repo-
sitioning task presented here could be modified to include a vertical DOF (with
associated vertical target movement). This would allow for a testing scenario where
the pilot had to track (and thus minimize) both a horizontal error and a vertical
error. This would be qualitatively-less “idealized” (i.e. a more“realistic” represen-
tation) of the piloting tasks required to perform the Lateral Reposition MTE than
the present work.
Multiple monitors could be incorporated in the experimental setup as well.
This would help with tasks that would specifically require a wide FOV to perform
in-flight. For example, the “Hover” task could be idealized using two computer
monitors. The first monitor, placed directly in front of the pilot, could contain vi-
sual cues for aircraft attitude and fore/aft translation. Meanwhile, a second monitor
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placed to the side of the pilot could give additional visual cues on the horizontal
translation (as well as some secondary attitude information). The Lateral Reposi-
tion task examined in the present work could also be less “idealized” by a similar
experimental layout.
If future experiments elaborate on the present analysis by including multiple
DOFs and a wide FOV through multiple computer screens, the characteristics and
nuances of the associated piloting tasks involved with that MTE need to be rigor-
ously analyzed. The relative location and the characterization of visual cues used
for certain piloting tasks have been showing by Refs. [23, 39, 42] and others to de-
pend on the specific flight maneuver being performed. For instance, a hovering task
would need to take into account the location and the type of cues found necessary
to pilots in Refs. [23,39], while a landing MTE would need to be modeled after the
piloting cues found in Ref. [42].
Future experimental procedure should allow for the operators responses to
be analyzed in the frequency domain. This would help classify the pilot transfer
function in regards to the MTF of visual cues, and would also allow for specific
comparison to previous work performed in Refs. [26], [32] and [40]. This could be
an intermediate step towards the improvement of existing pilot control models by
inclusion of visual pathways.
Lastly, there is a connection to cockpit displays and symbology that needs to
be thoroughly explored. MacIssac et al. have developed cockpit display symbology
that is designed specifically for use in DVE landings [41]. The contrast values and
spatial frequencies of the visual cues that make up the display symbology could be
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tuned to provide the pilots cues in the MTF regions that allow for aggressive and
confident maneuvering with good precision.
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