Many time series prediction methods have focused on single step or short term prediction problems due to the inherent difficulty in controlling the propagation of errors from one prediction step to the next step. Yet, there is a broad range of applications such as climate impact assessments and urban growth planning that require long term forecasting capabilities for strategic decision making. Training an accurate model that produces reliable long term predictions would require an extensive amount of historical data, which are either unavailable or expensive to acquire. For some of these domains, there are alternative ways to generate potential scenarios for the future using computer-driven simulation models, such as global climate and traffic demand models. However, the data generated by these models are currently utilized in a supervised learning setting, where a predictive model trained on past observations is used to estimate the future values. In this paper, we present a semisupervised learning framework for long-term time series forecasting based on Hidden Markov Model Regression. A covariance alignment method is also developed to deal with the issue of inconsistencies between historical and model simulation data. We evaluated our approach on data sets from a variety of domains, including climate modeling. Our experimental results demonstrate the efficacy of the approach compared to other supervised learning methods for longterm time series forecasting.
INTRODUCTION
Time series prediction has long been an active area of research with applications in finance [28] , weather forecasting [14] [8], network monitoring [5] , transportation planning [18] [23] , etc. Many of these applications require long-term time series forecasting capabilities for strategic decision making. For example, scientists are interested in projecting the future climate to assess their potential impacts on the ecosystem and society. Transportation planners are interested in forecasting highway traffic volumes to prevent future congestion and to reduce fuel costs and pollution. One way to perform long term forecasting is by repeatedly invoking a model that makes its prediction one step at a time. However, since the model uses predicted values from the past to infer future values, this approach may lead to an error accumulation problem, which is the propagation of errors from one prediction step to the next step [9] . Long-term forecasting also requires an extensive amount of historical data in order to train a reliable model.
Instead of predicting the future values of a time series based on its historical values alone, an alternative strategy is to employ multivariate time series prediction methods, where the time series for a set of predictor variables are fitted against the time series for the response variable. This strategy is contingent upon the availability of future values of the predictor variables. Fortunately, in some application domains, such values can be obtained from computer-driven simulation models. For example, in climate modeling, outputs from global climate models (GCMs) [14] are often used as predictor variables to determine the climate of a local region. The GCM models are developed based on the basic principles of physics, chemistry, and fluid mechanics, taking into account the coupling between land, ocean, and atmospheric processes. Although the outputs from these models sufficiently capture many of the large-scale (≈ 150-300 km spatial resolution) circulation patterns of the observed climate system, they may not accurately model the response variable at the local or regional scales (≈ 1-50 km) needed for climate impact assessment studies [27] . As a result, the coarse-scale GCM outputs need to be mapped into finer scale predictions, a process that is known as "downscaling" in the Earth Science literature.
Regression is a popular technique for downscaling, where the GCM outputs are used as predictor variables and the response variable corresponds to the local climate variable of interest (e.g., precipitation or temperature). However, current approaches utilize the simulation data in a supervised learning setting, where a predictive model trained on past observations is used to estimate the future values. Such an approach fails to take advantage of information about the future data during model building. This paper presents a semi-supervised learning framework for long-term time series forecasting based on Hidden Markov Model Regression (HMMR). Our approach builds an initial HMMR model from past observations and incorporates future data to iteratively refine the model. Since the initial predictions for some of the future data may not be reliable, we need to ensure that they do not adversely affect the revised model. We developed an approach to overcome this problem by assigning weights to instances of the future data based on the consistency between their global and local predictions. This approach also helps to ensure smoothness of the target function [29] . We demonstrated the efficacy of our approach using data sets from a variety of applications domains.
One issue that requires particular consideration when applying the semi-supervised HMMR to climate modeling problems is the potential inconsistencies between the training and future data since they often come from different sources. GCM simulation runs are driven by a set of emissions scenarios, which may assume greenhouse gas concentrations that are different than those in the training data. Previous work on semi-supervised classification have shown that combining labeled and unlabeled data with different distributions may degrade the performance of a classifier [25] . We encountered a similar problem when applying the semi-supervised HMMR method to climate data. To address this problem, we developed an approach that will transform the data set in a way that aligns their covariance structure while preserving most of the neighborhood information. Experimental results for modeling climate at 40 locations in Canada showed that semi-supervised HMMR with data calibration outperforms conventional (supervised) HMMR method in more than 70% of the locations.
The remainder of this paper is organized as follows. Section 2 reviews the background materials on time series prediction and HMMR. Section 3 describes the value of unlabeled data in regression problems. The proposed semisupervised HMMR approach with data calibration is given in Section 4. The experimental results are presented in Section 5. Finally, Section 6 presents the related work on semisupervised learning and Section 7 conclude our study.
PRELIMINARIES

Problem Formulation
Let L = (X l , Y l ) be a multivariate time series of length l, where T . Xu can be obtained, for example, using computer-driven simulation models (e.g., GCM for climate modeling or CORSIM for traffic modeling). While the simulation runs can be used to produce coarse-scale properties of a complex system, they do not accurately capture its detailed properties. The outputs from model simulation are therefore used as inputs into regression functions that predict the fine level properties of the system. There are many multivariate time series prediction techniques available, including least square regression [20] , recurrent neural networks [16] , Hidden Markov Model Regression [15] , and support vector regression [24] . These techniques are currently employed in a supervised learning setting, and thus, may not fully utilize the value of the unlabeled data. This work presents a semi-supervised learning framework that integrates labeled and unlabeled data to improve longterm time series forecasting. The framework is implemented using Hidden Markov Model Regression [15] , a stochastic model that has been successfully applied to various domains, including speech recognition [22] and climate modeling [8] .
Hidden Markov Model Regression (HMMR)
In Hidden Markov Model Regression, a time series is assumed to be generated by a doubly stochastic process, where the response variable is conditionally dependent on the values of the predictor variables as well as an underlying unobserved process. The unobserved process is characterized by the state space S = {s1, s2, · · · , sN } and is assumed to evolve according to a Markov chain,
T , where qi ∈ S (as shown in Figure 1 ). The transition between states is governed by an N × N transition probability matrix A = [aij]. Each state si ∈ S is associated with an initial probability distribution πi and a regression function fi(xt). For brevity, we consider a multiple linear regression model, fi(xt) = cix T t + σi t, where (ci, σi) are the regression parameters, and t ∼ N (0, 1). Given a set of predictor variables xt at time t, the response variable yt is generated based on the following conditional probability:
The likelihood function for the sequence of labeled obser-
The model parameters
are estimated by maximizing the above likelihood function using the Baum-Welch (BW) algorithm [2] . The model parameters can be estimated iteratively using the following quantities, which are known as the forward (α) and back- 
Further details on the derivation of the parameter update formula using these quantities can be found in [15] . Upon convergence of the BW algorithm, the HMMR model can be applied to the unlabeled data Xu in the following manner. First, the probability of each hidden state at a given future time step is estimated as follows:
Next, the future value of the response variable is estimated using the following equation:
VALUES OF UNLABELED DATA
This section provides an example to illustrate the value of unlabeled data for regression analysis. Consider the diagram shown in Figure 2 , where the x-axis corresponds to a predictor variable and the y-axis corresponds to the response variable. The data set contains 10 training examples (labeled 1 − 10) and 3 unlabeled examples (labeled 11 − 13).
The diagram on the left shows the results of applying supervised linear regression while the diagram on the right shows the results of applying semi-supervised linear regression. The solid line b indicates the true function from which the data is generated.
The dashed line a in the left diagram corresponds to the target function estimated from training examples. In the right diagram, the response values for the unlabeled data are initially computed using the values of their nearest neighbors. The target function, represented by the dashed line c, is then estimated from the combined training and previously unlabeled examples. Clearly, augmenting unlabeled data in this situation helps to produce a target function that lies closer to the true function. This example also illustrates the importance of using local prediction methods (such as nearest neighbor estimation) to compute the response values of the unlabeled examples. If the unlabeled examples were estimated using the initial regression function instead, then adding unlabeled data will not change the initial model.
It is worth noting that current research in semi-supervised learning suggests unlabeled data are valuable under two situations. First, the model assumptions should match well with the underlying data. Second, the labeled and unlabeled data must be generated from the same distribution. Otherwise, incorporating unlabeled data may actually degrade the performance of a predictive model [25] [12].
METHODOLOGY
This section describes our proposed semi-supervised learning algorithm for HMMR and a data calibration approach to deal with inconsistencies between the distributions of labeled and unlabeled data.
Semi-Supervised HMMR for Long-Term Time Series Forecasting
The basic idea behind our proposed approach is as follows. First, an initial HMMR model is trained from the historical data using the BW algorithm described in Section 2.2. The model is then used, in conjunction with a local prediction model, to estimate the response values for future observations. The local model is used to ensure that the target function is sufficiently smooth. The estimated future values, weighted by their confidence in estimation, are then combined with the historical data to re-train the model. This procedure is repeated to gradually refine the HMMR model.
We now describe the details of each step of our algorithm. Let Λ 0 be the initial set of model parameters trained from the historical observations L. We use Λ 0 to compute the initial estimate of each response value in Yu:
which is similar to the formula given in Equation (4) .
A principled way to incorporate unlabeled data is to require that the resulting target function must be sufficiently smooth with respect to its intrinsic structure [29] . For regression problems, this requirement implies that the response values for nearby examples should be close to each other to ensure the smoothness of the target function. We obtain an estimate of the local prediction of the target variable y for a future time step t as follows:
where Ω k (xt) is a subset of observations in X l that correspond to the k nearest neighbors of the unlabeled observation xt and K(xt, xj) is the similarity measure between two observations. Based on their global and local estimations, we compute the weighted average of the response value at each future time step t as follows:
The parameter μ controls the smoothness of the target function; a smaller weight means preference will given to the local estimation. The newly labeled observations from the future time period will be augmented to the training set in order to rebuild the model. As some of the predicted valuesŷt may deviate quite significantly from either the local or global estimations (depending on μ), incorporating such examples may degrade the performance of semi-supervised HMMR. To overcome this problem, we compute the confidence value for each prediction and use it to weigh the influence of the unlabeled examples during model rebuilding. Let wt denote the weight assigned to the value of yt:
where δt = | yt − y t |/( yt + y t ). Equation (6) assigns a weight of 1 to each historical observation Y l . This is based on the assumption that there is no noise in the historical data. Even if such an assumption is violated, our framework may accommodate noisy observations by applying Equation (6) to both training and future observations. The weight formula reduces the influence of future observations whose predictions remain uncertain. After the model has been revised, it is used to re-estimate the response values for the future observations. This procedure is repeated until the changes in the model parameters become insignificant. We now describe the procedure for estimating the parameters of the semi-supervised HMMR model. LetŶu denote 
Perform global estimation of Y u using the current parameters in Λ:
Calculate the final estimation of Y u:
Calculate the confidence of the predicted values in Y u: 
where pq t (yt; wt|xt) = (2πσ
with wt = 1 for historical observations. Unlike the supervised learning case, the weights are used to determine the least square error (ŷt − cq t x T t ) for each future observation. To maximize the likelihood function, observations with large weights will incur higher penalty if their response values disagree with the predictions made by the current HMMR model. Such observations are therefore more influential in rebuilding the HMMR model.
To determine the model parameters that maximize the likelihood function, we introduce the following auxiliary func-tion:
where X = [X l ; Xu] and
It can be shown that maximizing the auxiliary function will produce a sequence of model parameters with increasing likelihood values. Taking the derivative of O(Λ, Λ ) in Equation (7) with respect to each model parameter in Λ , we obtain the following update formula:
αt(i)aij pj(wt+1, yt+1)βt+1(j)
where:
wtαt(i)βt(i)xtiŷt pj(wt, yt) = (2πσ
We omit the proof for the formula due to space restriction. The overall procedure for our proposed semi-supervised algorithm is summarized in Algorithm 4.1. After estimating the model parameters Λ, the response values for future observations are predicted using Equation (4).
Data Calibration
The previous section described our proposed algorithm for semi-supervised time series prediction. The underlying assumption behind the algorithm is that the predictor variables for labeled and unlabeled data have the same distribution. This may not be true in real-world applications such as climate modeling or urban growth planning, where the unlabeled data are obtained from a different source (e.g., model simulations) or their distributions may have been perturbed by changes in the modeling domain (e.g., increase of population growth or greenhouse gas concentration).
Several recent studies on semi-supervised classification have suggested the negative effect of unlabeled data, especially when a classifier assumes an incorrect structure of the data [12] or when the labeled and unlabeled data have different distributions [25] . None of these studies, however, have been devoted to regression or time series problems. Our experimental results demonstrate that, while in most cases, semi-supervised HMMR indeed outperforms its supervised counterpart, for the climate modeling domain, where the historical and future observations come from different sources, semi-supervised learning do not significantly improve the performance of HMMR. To overcome this problem, we propose a data calibration technique to deal with the inconsistencies between historical and future data.
A straightforward way to calibrate Xl and Xu is to standardize the time series of each predictor variable by subtracting their means and dividing by their respective standard deviations. The drawback of this approach is that the covariance structures for Xl and Xu are not preserved by the standardization procedure. As a result, a model trained on the historical data may still not accurately predict the future data since the relationship between the predictor variables may have changed. In this paper, we propose a new data calibration approach to align the covariance structure of the historical data and future data. Our approach seeks to find a linear transformation matrix β that is applicable to the future unlabeled dataXu such that the difference between their covariance matrices is minimized.
Let A denote the covariance matrix of Xu and B denote the covariance matrix of Xl:
The covariance matrix after transforming Xu to Xuβ is
The transformation matrix β can be estimated using a least-square approach:
The optimization problem can be solved using a gradient descent algorithm:
and η > 0 is the learning rate. Although the preceding data calibration approach helps to align the covariance matrices of the data, our experimental results show that the transformation tends to significantly distort the neighborhood structure of the observations. Since our semi-supervised HMMR framework performs local estimation based on the nearest neighbor approach, such a transformation leads to unreliable local predictions and degrades the overall performance of the algorithm. An ideal transformation should preserve the neighborhood information while aligning the covariance structure. To accomplish this, we create a combined matrix X = [Xl; Xu], and compute the covariance matrix B using the matrix, i.e.,
B = E (X − E(X)) T (X − E(X))
After calibration using the gradient descent method described previously, both X l and Xu will be transformed as follows:
The transformed data X l and X l will serve as the new training and test data for the semi-supervised HMMR algorithm.
EXPERIMENTAL EVALUATION
We have conducted several experiments to evaluate the performance of our proposed algorithm. All the experiments were performed on a Windows XP machine with 3.0GHz CPU and 1.0GB RAM. Table 5 .1 summarizes characteristics of the time series used in our experiments. The time series are obtained from the UC Riverside time series data repository [21] . We divide each time series into 10 disjoint segments. To simulate this as a long-term forecasting problem, for the k-th run, we use segment k as training data and segments k + 1 to k + 5 as test data. The future period is therefore five times longer than the training period for each run. The results reported for each data set are based on the average root mean square error (rmse) for 5 different runs. We also consider three other competing algorithms for our experiments: (1) univariate autoregressive (AR) model, (2) multiple linear regression (MLR), and (3) supervised HMMR.
Experimental Setup
There are several parameters that must be determined for our semi-supervised HMMR, such as the number of nearest neighbors k, the number of hidden states N , and smoothness Dryer  867  6  Foetal  2500  9  Glass  1247  9  Greatlake  984  5  Steam  9600  4  Twopat  5000  129  Logistic  1000  101  Leaf  442  151  Cl2full  4310  166 parameter μ. To determine the number of nearest neighbors, we perform 10-fold cross validation on the training data using the k nearest neighbor regression method [17] . There are various methods available to determine the number of hidden states N . These methods can be divided into two classes-modified cross-validation and penalized likelihood methods (such as AIC, BIC, and ICL). In this work, we employ the modified 10-fold cross validation with missing value approach [7] to select the best N . For each fold, we randomly select one-tenth of the observations to be removed from the training data. The likelihood function will be estimated from the remaining nine-tenth of the training data (while treating the removed data as missing values). The number of states N that produces the lowest root mean square error will be chosen as our parameter. To ensure smoothness in the target function, μ should be biased more towards the local prediction. Our experience shows that this can be accomplished by setting μ somewhere between 0.1 to 0.3. We fix the smoothness parameter μ = 0.1 throughout our experiments. Table 5 .2 compares the root mean square errors of our proposed framework (semiHMMR) against the univariate AR (UAR), multiple linear regression(MLR), and supervised Hidden Markov Model Regression (HMMR). First, observe that the performance of univariate AR is significantly worse than multivariate MLR and supervised HMMR model. This is consistent with the prevailing consensus that multivariate prediction approaches are often more effective than univariate approaches because they may utilize information in the predictor variables to improve its prediction. Second, we observe that HMMR generally performs better than MLR on most of the data sets. This result suggests the importance of learning models that take into consideration the dependencies between observations. Finally, the results also show that semi-supervised HMMR is significantly better than HMMR on the majority of the data sets. The improvements achieved using semi-supervised HMMR exceed 10% on data sets such as "Greatlake", "Steam", "Leaf" and "Cl2full".
Performance Comparison
Value of Unlabeled Data
The purpose of this experiment is to show the value of unlabeled data when there is limited training data. We have used the "Steam" time series for this experiment and vary the ratio of labeled to unlabeled data from 0.2 to 1 and report its average root mean square. As shown in Figure 3 , when the ratio is 1, the rmse for MLR and supervised HMMR are 
Effect of Covariance Alignment on SemiSupervised HMMR
This experiment investigates the effect of data calibration on the performance of semi-supervised HMMR. We show that data calibration is useful when the historical and future observations come from different sources. For this experiment, we downloaded climate data from the Canadian Climate Change Scenarios Network web site [1] . The data consists of daily observations for 26 climate predictor variables including sea-level pressure, wind direction, vorticity, humidity, etc. The response variable corresponds to the observed mean temperature at a meteorological station. In short, there are three sources of data for this experiment: To compare the relative performance of supervised HMMR, semi-supervised HMMR (SemiHMMR) and semi-supervised HMMR with data calibration (CSemiHMMR), we applied the algorithms to predict the mean daily temperature for 40 randomly selected meteorological stations 1 in Canada. The bar chart shown in Figure 4 indicates the fraction of locations in which one algorithm has a lower rmse than the other. Unlike the results reported in Section 5.2, the bar chart seems to suggest that the performance of semi-supervised HMMR is only comparable to supervised HMMR (55% versus 45%). This is actually consistent with the conclusions drawn in [12, 25] for semi-supervised classification in which it was suggested that unlabeled data with different distribution may not improve the performance of a semi-supervised algorithm. However, with the calibration method developed in Section 4.2, CSemiHMMR actually performs better than HMMR on 72% of the data sets. This result confirmed the effectiveness of incorporating the covariance alignment technique to our semi-supervised learning framework. We also illustrate the rmse values for five of the selected stations in Table 3 . The latitude and longitude for each station is recorded in the first column of Table 3 . Though the performance of semiHMMR appears to be worse than supervised HMMR at (52.2
• N, 113.9
• W) and (48.3
• N 71
• W), the rmse values for semi-supervised HMMR with data calibration is clearly superior for both locations.
In Section 4.2, we argued that aligning X l with X u (we call this calibration technique 1) may not be as effective as . This is because the former may result in significant loss of nearest neighbor information, thus degrading the performance of semi-supervised HMMR 2 . To measure the degree of alignment and loss of neighborhood information using the calibration techniques, we define the following two measures: RCovDiff and NNLoss. Let Δ0(XA, XB) denote the difference between the covariance matrices constructed from XA and XB before alignment, and Δ1(XA, XB) denote the corresponding difference after alignment. RCovDiff measures the reduction of the covariance difference before and after alignment, i.e.:
A calibration technique with larger RCovDiff will produce covariance matrices that are better aligned with each other. We also measure the loss of neighborhood structure due to data calibration in the following way. Let M0(XA, XB) denote a 0/1 matrix computed based on the 1-nearest neighbor of each example in XB to the examples in XA before alignment and M1(XA, XB) denote the corresponding matrix after alignment. The NNLoss measure is defined as follows:
Unlike RCovDiff, the same equation is applied to both calibration techniques 1 and 2. Table 4 compares the results of both calibration techniques. Although calibration technique 1 produces more well-aligned covariance matrices, it loses more information about its neighborhood structure. This explains our rationale for using calibration technique 2 for semi-supervised HMMR.
RELATED WORK
There have been extensive studies on the effect of incorporating unlabeled data to supervised classification problems, 2 Note that the result shown in Figure 4 is based on calibration technique 2.
including those based on generative models [13] , transductive SVM [19] , co-training [4] , self-training [31] and graphbased methods [3] [32] . Some studies concluded that significant improvements in classification performance can be achieved when unlabeled examples are used, while others have indicated otherwise [4] [10] [12] [25] . Blum and Mitchell [4] and Cozman et al. [10] suggested that unlabeled data can help to reduce variance of the estimator as long as the modeling assumptions match the ground truth data. Otherwise, unlabeled data may either improve or degrade the classification performance, depending on the complexity of the classifier compared to the training set size [12] . Tian et al. [25] showed the ill effects of using different distributions of labeled and unlabeled data on semi-supervised learning.
Recently, there have been growing interests on applying semi-supervised learning to regression problems [30] [6][11] [33] . Some of these approaches are direct extensions from their semi-supervised classification counterparts. For example, transductive support vector regression is proposed in [11] as an extension to transductive SVM classifier. Zhou and Li developed a co-training approach for semi-supervised regression in [30] . Their algorithm employs two KNN regressors, each using a different distance metric. Another extension of co-training to regression problems was developed by Brefeld et al. [6] . Graph based semi-supervised algorithms [3] [32] utilize a label propagation process to ensure that the smoothness assumption holds for both labeled and unlabeled data. An extension of the algorithm to regression problems were proposed by Wang et al. in [26] . Zhu and Goldberg [33] developed a semi-supervised regression method that incorporates additional domain knowledge to improve model performance. Since all of the previous approaches ignore the temporal dependencies between observations, they are not well-suited for time series prediction problems.
