The present study proposed a time-space framework using discrete wavelet transform-based multiscale entropy (DWE) approach to analyze and spatially categorize the precipitation variation in Iran. To this end, historical monthly precipitation time series during 1960-2010 from 31 rain gauges were used in this study. First, wavelet-based de-noising approach was applied to diminish the effect of noise in precipitation time series which may affect the entropy values. Next, Daubechies (db) mother wavelets (db5-db10) were used to decompose the precipitation time series. Subsequently, entropy concept was applied to the sub-series to measure the uncertainty and disorderliness at multiple scales. According to the pattern of entropy across scales, each cluster was assigned an entropy signature that provided an estimation of the entropy pattern of precipitation in each cluster.
INTRODUCTION

Brunsell ).
The proposed technique combines discrete wavelet transform (DWT) based multiscale entropy approach with k-means and self-organizing map (SOM) clustering techniques. The discrete wavelet multiscale entropy (DWE) which is a measure of the degree of order/disorder of the signal and carries information associated with multi-frequency signal, can provide useful information about the underlying dynamic processes associated with the signal and can help in precipitation-based studies (Cazelles et al. ) . Therefore, this study tried to develop a precipitation-based regionalization-based DWE approach. In this study, the DWE method was applied to monthly precipitation data observed at 31 rain gauges in Iran. Higher entropy reflects more random and complicated systems and vice versa. Traditional entropy measures usually provide inaccurate or incomplete descriptions of climatic systems which generally operate over multi-resolution scales (Li & Zhang ). DWT was used to decompose each of the observed precipitation time series using the Daubechies (db) wavelet to capture the multiscale variability of the precipitation based on wavelet coefficients. Next, these wavelet coefficients for each scale are used to obtain the entropy for the respective scales (Sang ; Agarwal et al. ) . The spatial organization of this multiscale variability in terms of DWE is identified using clustering methods.
MATERIAL AND METHODS
Case study and climatological dataset
This study used monthly climate data of 31 precipitation gauges all over Iran for studying precipitation regionalization (Figure 1 and Table 1 
where 2 
Signal de-noising with wavelets
De-noising a signal using WT is based on the observation that in many signals (e.g., rainfall signals) energy is mostly concentrated in a small number of wavelet dimensions.
The coefficients of these dimensions are relatively large compared to the other dimensions or to noise, which has its energy spread over a large number of coefficients.
Hence, by setting to zero, the coefficients smaller than a certain threshold, noise can nearly be optimally eliminated while preserving the important information of the original signal (Donoho ). Because amplitude de-noising is performed instead of frequency de-noising, the low frequency noise can also be suppressed (Nourani & Partoviyan ) .
To de-noise a signal using WT, the detail coefficients are thresholded, since they represent mainly noise. One way to threshold the detail coefficients is to use 'soft' thresholding.
In this case, the thresholded details are given by the following equation:
In Equation (2), λ and
threshold value and absolute value of detailed sub-series at ith resolution level, respectively. The algorithm to de-noise a signal f(k) corrupted by a noise signal n(k) can be summarized by the following three steps:
1. Apply DWT to a noisy signal to obtain approximations A(i) and details D(i).
Apply a thresholding technique to detail coefficients D(i)
to obtain the thresholded coefficients D th (i).
3. Transform the signal back based on A(i) and D th (i) to obtain the de-noised signal (reconstruction).
According to Donoho () , in the case of white Gaussian noise, the threshold (λ) can be estimated as follows (Donoho ) :
where N is the length of the signal and σ is the noise level, which is calculated as σ ¼ MAD/0.6745; and MAD is the median absolute value of the details coefficients estimated for the first level. 
where L is the number of decomposition levels, n is the number of data points in the time series and v is the number of vanishing moments of the db mother wavelet.
In MATLAB, v is equal to the type number of the db.
Smoother db wavelets (db5-db10) were then tried for each for each data type and dataset, two criteria were used. The first criterion used was proposed by de Artigas et al.
(): all three extension modes for each db wavelet were employed in order to determine the extension method, and the db type, that would produce the lowest mean relative error (MRE). The MRE was calculated using Equation (5) (Popivanov & Miller ; de Artigas et al. ):
where x j is the original time series value of a time series whose number of records is n, and a j is the approximation value of x j . The second criterion used in this study is based on the relative error (e r ). Each of the extension modes for each of the smooth db wavelets was examined in order to determine the combination (of border condition and the mother wavelet) that would produce the lowest approximation Mann-Kendall Z-value relative error (e r ). The computation of the relative error was done using the following equation:
where Z a is the MK Z-value of the last approximation for the decomposition level used, and Z o is the MK Z-value of the original time series. For the monthly time series, the MREs of the different border conditions did not show substantial differences. The differences in the relative errors were also more noticeable among the different border extensions and the different db wavelets. Since the monthly time series have 612 months of records, and according to the optimal MRE and e r values, they could be decomposed up to six levels, which correspond to 64 months.
Discrete wavelet-based multiscale entropy approach (DWE)
This study proposed an approach based on hybrid DWT, entropy and k-means models to investigate the variation and regionalize the precipitation in Iran. Figure 2 shows the schematic of modeling in this study. The monthly time series of rain gauges used in this study were firstly preprocessed using DWT. For this end, Daubechies mother wavelet (db) and proper related parameters were selected for each precipitation time series.
Furthermore, DWE was used to quantify the variability and complexity of monthly precipitation processes. In the information theories, the Shannon entropy (H ) is calculated as (Brunsell ):
where p(x i ) is the probability density function (PDF) used to describe the random characters of variable x with the length of n. H is a measure of information; more information results in lower entropy and vice versa. Therefore, bigger H value presents more disordered and complicated precipitation processes. When using the measure of DWE, the H value is calculated based on dyadic DWT results, and Equation (8) is used to compute the PDF, which is estimated according to the wavelet energy (i.e., variance) (Sang ):
The entropy 
K-means clustering
One of the most popular clustering algorithms is the k-means method, in which the data is partitioned into k clusters, with each cluster represented by its centroid, which is the mean (weighted or otherwise) of feature vectors within the cluster (Agarwal et al. ) . If N k represents the number of feature vectors in cluster k, C k is the mean of cluster k and X p represents observed precipitation time series, then the centroid of each cluster is calculated using Equation (9):
The procedure follows a simple and easy way to classify a given dataset through a certain number of clusters (assume k clusters). The main idea is to define k centers, one for each cluster. The algorithm starts with the pre-defined initial number of clusters k chosen according to some criteria or some heuristic procedure. In each iteration, each cluster is assigned to its nearest cluster center according to the Euclidian distance measure between the two, and then the cluster 
Self-organizing maps (SOM)
The self-organizing map is a powerful method used to explore and extract the inter-relationships of high- 
Evaluation criteria
In the present study, three validation metrics, namely, 
RESULTS AND DISCUSSION
Precipitation time series pre-processing via DWT
The precipitation time series might include a degree of noise-contamination which could influence the calculation of wavelet-based entropy values. Hence, the noise in the time series was removed by WT de-noising approach; afterwards, the DWT was applied to the de-noised time series using the chosen db mother wavelet to decompose precipitation time series into approximation and detail components. These seven values as signature of decomposed time series were used as input data to SOM and k-means in order to perform precipitation regionalization. The number of clusters for the dynamic features of monthly precipitation time series was determined by three validity indices' values. Table 1 shows the validity values for various numbers of DWE-based clustering approaches.
As discussed, for spatial clustering of 31 rain gauges in Iran, the DWE value of each rain gauge was used as input data of k-means clustering technique. At first, k-means approach with a 1,000 trial was trained based on DWE values. The optimal number of clusters was determined using validation indices. The clustering number 5 with SC ¼ 0.33, DBi ¼ 1.18, and Dunn ¼ 1.52 showed a better performance in determining homogenous areas in comparison to other clustering numbers for the k-means approach.
Therefore, clustering number equal to 5 was selected as the optimum value to categorize the rain gauges.
On the other hand, SOM models were used to cluster the 31 rain gauges into a visible 2-dimensional topology of regional RGL maps. In the proposed approach, they combined the WT and a SOM neural network. WT was used to extract dynamic and multiscale features of the non-stationary precipitation time series, and SOM was employed to objectively identify spatially homogeneous clusters on the high-dimensional wavelet transformed feature space. Haar and Morlet wavelets were selected in the data pre-processing stage to preserve the desired characteristics of the precipitation data. In this study, decomposition was performed using smoother db mother wavelets (db5-db10) along with Geographic location of rain gauges based on clustering via DWE as input into k-means approaches is demonstrated in Figure 6 . Also in Figure 6 , the CC based on validity indices are presented. It was seen that some of the stations in a given cluster are spread across the study area, revealing that the basis of clustering is not geographic proximity. For example, the rain gauges located near the Caspian Sea (rain gauges 19, 18, 4, and 11) with highest precipitation values and geographical proximity, are assigned to various clusters due to the differences in entropies calculated for each rain gauge. The stations in each of these clusters are further examined for any in the clusters apart from the geographic neighborhood. It was observed that some of the rain gauges in a given cluster are spread across the study area showing that the basis of clustering is not the geographic contiguity.
As can be seen in Figure 7 , the multiscale entropy values are, to a great extent, similar within any given cluster and the basis of the clustering is the entropy signature of the precipitation observed at all the rain gauges for all clusters. For example, in Cluster 1 (Figure 7(a) ), the entropy signatures for all the rain gauges are similar and the peaks in the plots indicate high values of entropy, which corresponds to high variability of the precipitation features at the specific scale across time. In addition, the pattern of the entropy in a given cluster across all scales for the rain gauges is unique for that cluster (homogeneity) but also different from every other cluster.
In order to ensure a more sensible and simpler analysis, the average entropies for all clusters were used instead of entropy values of single rain gauges, and this was considered as the representative value of entropy for all clusters at a specific scale. Figure 8 shows the DWE values obtained for detail and approximation components. It was observed parison to previous bands and also, power spectrum values are higher than the 1-month band. Therefore, it can be inferred that these entropies of D1 to D4 sub-series are the key variables in precipitation regionalization. Also, it can be stated that the precipitation variation is affected by This means, for example, that an entropy signature of (0, À1) would indicate that the cluster had a relatively moderate entropy up to 8 months and low entropy for 8-16
months. Based on these notations, the entropy signature for each of the 14 clusters is given in Table 2 .
As a further step, it was attempted to connect the DWE values at different scale-based bands to their respective mean monthly precipitation of rain gauges. Boxplots of mean monthly precipitation (Figure 11 ) suggest that the clusters with 'High' entropy for the scale 9-13 months (i.e., As an important issue, the connection between the DWE with latitude and longitude was investigated to indicate the spatial structure of the precipitation variation, which is shown in Figure 12 . For DWE latitude, R 2 ¼ 0.227 and 
CONCLUSION
In this study, the spatio-temporal variability of monthly precipitation in Iran during 1960-2010 was investigated using DWE, and the pattern of DWE changes along with regionalization of rain gauges were further analyzed. In order to meet the objectives of this study 31 rain gauges were selected.
In order to have a correct vision of decomposing precipitation time series, smoother db mother wavelets were applied (db5-db10). Also, optimal decomposition level and boundary extension treatment were applied. In order to classify the rain gauges, SOM and k-means clustering models were used. The methodology based on the DWE approach k-means clustering technique for precipitation regionalization proved to be robust for hydrologic regionalization.
Wavelet-based multiscale entropy values showed the distinct variation of precipitation dynamics at each rain gauge and allowed for the establishment of homogeneous areas (with no prior assumptions). Most of the previous studies in precipitation regionalization delineated the rain gauges based on geographic proximity; however, the present study 
