Using a nonadditive set function to describe the interaction among attributes, a new nonlinear nonnegative multiregression is established based on Choquet integrals with respect to the set function. Regarding the values of the set function as unknown regression parameters, an evolutionary computation can be used to determine them when necessary data are available. Such a model is a generalization of the traditional linear multiregression. It provides an eective regression tool in some real problems where the linear multiregression model and the second-order multiregression model fail. This new method has a wide applicability in the areas of information fusion and data mining, as well as in the areas of decision making, image processing, pattern recognition, medical and industrial diagnoses, and expert systems. Ó
Introduction
In information fusion and data mining, the most common aggregation tools are the weighted average method and the linear regression. They are essentially the Lebesgue-like integrals on discrete spaces. These linear methods need a basic supposition that there is no interaction among attributes and, therefore, the global contribution of a set of attributes to the target is just the simple sum of contributions from each attribute in the set. However, in many real problems, the inherent interaction cannot be ignored. In this case, a nonlinear model should be used. Though there are many dierent types of traditional nonlinear models, such as second-order models, exponential or logarithmic transformations [3, 8, 9] , that can be chosen, due to their lack of inherent supporting mechanisms, these models also fail in most real problems.
Recently, the introduction of concepts of nonadditive set function (also called fuzzy measure) and relevant nonlinear integral [1, 10, 12, 16] ushered in a new way to deal with the above problems of data analysis. Based on the concepts of nonadditive set function and relevant nonlinear integral, this paper provides a new nonlinear multiregression model that can be widely applied in information fusion [5, 6, 22, 24] and data mining, as well as in the areas of decision making, image processing, pattern recognition, medical and industrial diagnoses, and expert systems.
In Section 2, an overview of the traditional multiregression model is given. Section 3 provides the fundamental knowledge of nonadditive set functions and relevant nonlinear integrals. Based on this knowledge, a new nonlinear multiregression model is established in Section 4. To determine the regression coecients that are the values of the nonadditive set function used in the model, Section 5 presents an adaptive evolutionary algorithm with a¯ow chart. A successful test example is shown in Section 6. Finally, several conclusions are given in Section 7.
Traditional multiregressions
One of the traditional methods used in data analysis is the linear multiregression. It has a form as follows:
where Y is the dependent variable, X 1 Y X 2 Y F F F Y X n are n independent variables, and N a 0 Y r 2 is a normal distributed random variable with mean a 0 and variance r 2 . It also can be viewed as an application of the Lebesgue-like integral [4] in the multisource fusion of numerical information. Indeed, let us assume that a j P 0 for all j and take X fx 1 Y x 2 Y F F F Y x n g, where x j is the jth information source and the numerical information obtained from x j is X j , j 1Y 2Y F F F Y n. If we de®ne a set function l, which indicates the importance of each x j , on the class of all singletons {x j } by lfx j g a j Y j 1Y 2Y F F F Y n, then l can be uniquely extended to be an additive measure onto PX , the power set of X. Thus, the Lebesgue-like integral f dl can be used as a comprehensive numerical assessment for the target, where the integrand f is a function de®ned on X whose value at x j is f x j X j Y j 1Y 2Y F F F Y n. Hence, the abovementioned linear multiregression model can be expressed as
and can be employed to determine the additive measure l from the data of
However, due to inherent interactions, which are essentially dierent from a correlationship, to the target among diverse information sources, such a linear model becomes invalid in many real problems. The use of some improved nonlinear multiregression models, which are based on an arti®cially chosen nonlinear function of a given multivariate, is also very limited due to the lack of a justi®cation for such a choice from a great variety of nonlinear functions. Usually, just for convenience, quadratic or more general second-order functions are used [3, 8, 9] . For instance, Mendenhall and Sincich [8, pp . 716±719] used a complete (or full in some books) second-order model in an example with two independent variables:
Though the result for this example seemingly shows that the model is satisfactory (passing the F test and the coecient of determination R 2 being as high as 0.993), some people will doubt the reality of the data. In the literature, mostly, there are no justi®cations given for the choice of a secondorder function. Such a choice is only for the purpose of convenience in the case of failure in using a linear model since the second-order function is the simplest nonlinear function. Now, a question arises naturally: In some real problems, if the F test cannot be passed and/or the coecient of determination R 2 is not large enough for a second-order model, what should we do? To deal with these real problems, this paper provides a reasonable means in which nonadditive set functions are used to replace the additive measure and, relevantly, instead of the Lebesgue-like integral, the Choquet integral [1, 2, 10, 17] or any other suitable nonlinear integral (for example, the Sugeno integral [11, 15, 16] , the pan-integral [16, 18, 23] , the natural extension [12, 17, 19] , and WangÕs integral [21, 25] ) is used. The details are given in the following sections.
Nonadditive set functions and Choquet integrals
Let F be a nonempty class of subsets of X with £ P F and X P F. A nonnegative monotone set function, l, is a mapping from F to 0Y I satisfying the following conditions:
If lX 1, then l is called regular. Since, in current research, space X is always ®nite, the continuity requirement on l is insigni®cant and, therefore, such a set function is also called a fuzzy measure [11, 15, 16] . It is convenient to take the power set of X, P X , as F when X is ®nite. l is nonadditive in general.
The nonadditivity of l means that, to the comprehensive numerical assessment for the target, the combinative contribution of information sources in a set may be more or less than the sum of the contributions of each source in the set, and it describes the inherent interaction among the sources. The value of l at a set of sources indicates the possible maximum rate of contribution, including the interaction, to the comprehensive assessment for the target due to the sources in this set, and we can understand it as the relative importance of this source set regarded as a whole. So, we also call set function l an importance measure. When we use a nonnegative monotone set function to replace the additive measure for information fusion, the Lebesgue-like integral is unavailable generally. We must use some nonlinear integrals with respect to the nonadditive set function. The Choquet integral is one of them that is de®ned as follows:
where f is a nonnegative measurable function on X Y F in the sense that fx j f x P aY x P X g P F for any a P 0Y I, and F a fx j f x P aY x P X g is the a-cut set of f . Since the right-hand side is a Riemann integral, and its integrand, lF a , is a nonincreasing function of a, the above integral is wellde®ned. In most real problems, X is ®nite. In this case, say,
the Choquet integral is also well-de®ned with respect to a nonnegative set function that is not necessarily monotone. To calculate its value, ®rst, the values of
Then, the value of the Choquet integral can be obtained by expression
where f x Ã 0 0. The following is an example of using nonnegative monotone set function and the Choquet integral as an aggregation tool in information fusion.
Example 1.
To detect an object that may be a tank or an armored personnel carrier (APC), three dierent means, x 1 , x 2 , and x 3 , are adopted, and they are regarded as information sources, that is, X fx 1 Y x 2 Y x 3 g. Suppose that the importance degrees (the values of nonnegative monotone set function l) of these means and their combinations are given as follows:
Also suppose that, through means x 1 , x 2 , and x 3 , the marginal evaluations (information) for tank hypothesis, denoted by f 1 , f 2 , and f 3 , respectively, are obtained:
The Choquet integral with respect to l can be used to obtain a comprehensive assessment for the tank hypothesis. Its value is calculated as follows: Let
Number E 0X71 is the comprehensive assessment for tank hypothesis by using these three means.
There are some examples to show that we have to use nonadditive set functions and relevant nonlinear integrals to replace classical additive measures and the traditional integrals in some decision making, evaluation, and other real problems [16, Example 9.11] .
The Choquet integral has a very intuitive explanation where nonnegative set function l is interpreted as an eciency function. This is shown in the following example as well as in [10] .
Example 2. There are three workers , , and working for f a 10, f b 15, and f c 7 days, respectively, to manufacture a kind of product. Without any manager, they begin to work from the same day. Their eciencies of working alone are 5, 6, and 8 products per day, respectively. Their joint eciencies are not the simple sum of the corresponding eciencies given above, but are listed as follows:
These eciencies can be regarded as a nonnegative set function (not necessarily monotone), l, de®ned on the power set of X faY bY cg with l£ 0 (the meaning is that there is no product if there is no worker). Here inequality lfaY bg b lfag lfbg means that and have a good cooperation, while inequality lfaY cg`lfag lfcg, and even lfaY cg`lfcg, means that and have a very bad relationship and they are not suitable for working together. Set function l is not necessarily monotone and is called an eciency measure. In such a simple manner, during the ®rst 7 days, all workers work together with eciency lfaY bY cg, and the number of products is f c Á lfaY bY cg 7 Â 18 126; during the next f a À f c days, workers and work together with eciency lfaY bg, and the number of products is f a À f clfaY bg 3 Â 14 42; during the last f b À f a days, only works with eciency lfbg, and the number of products is f bÀ f alfbg 5 Â 6 30. Thus, the value of (c) f dl, 198, is just the total number of products manufactured by these workers during these days.
The nonnegative set function above is a generalization of the classical additive measure while the Choquet integral is a generalization of the Lebesguelike integral. In a special case that the nonnegative set function is additive, the Choquet integral coincides with the Lebesgue like integral.
A new model of nonlinear nonnegative multiregression
Let X fx 1 Y x 2 Y F F F Y x n g be a set of attributes, monotone set function l: PX 3 0Y 1 satisfying l£ 0 and lX 1 be an importance measure.
Set function l describes the importance of all individual attributes as well as all combinations of attributes in . The marginal evaluation from all individual attributes is denoted by a function, f X X 3 0Y I, that is, f x i is the evaluation (or, the information received) from attribute x i Y i 1Y 2Y F F F Y n. Suppose that a variable, , depends on the attributes in the following way:
where the integral may be chosen from the Choquet integral, the natural extension (a nonlinear functional introduced in the theory of imprecise probabilities), and some type of nonlinear integrals else, q is a proportional divisor, and N cY r 2 is a normally distributed random variable with mean and variance r 2 . This relation can be regarded as a multi-input single-output system with a random interference, where the input is function f while the output is (see Fig. 1 ). After ®xing the type of integral, such a system is depicted by set function l and constants q, , and r. By observing the input and output of the system for l times independently, the input±output data with size l may be obtained as follows:
The least-square method can be used to determine the unknown parameters of the system from the data. These parameters are the values of l and constants q, , and r. Indeed, l, q, and can be determined according to the criteria that
is minimized, and r can be estimated in terms of e, where f j is a function on with As mentioned in Section 3, when l is additive, the Choquet integral coincides with the Lebesgue-like integral. Therefore, the above model degenerates into the classical linear multiregression in this case. Generally, the model shown here is a nonlinear multiregression. It is a generalization of the traditional linear multiregression and there is a natural mechanism as a justi®cation for using such a new nonlinear multiregression model. It is hopeful that our new model will lead to ideal results in some real problems where the traditional linear model and the quadratic model do not work well. It is expected, by using this model in real problems, that the precision and validity of a forecast or an inference will be raised. Hence, this new regression model has a wide applicability.
The crux of using this model is to determine the unknown regression parameters, i.e., values of the nonnegative set function and constants and q. Unlike the traditional linear multiregression for which the regression coecients can be obtained by solving a system of linear equations, there is no classical mathematical method which can be used to determine the unknown parameters in our new regression model. Fortunately, the determination can be done through a new computational method so-called soft computing, for example, training appropriate neural networks [13] or using special genetic algorithms [14, 20, 24] , when sample data are available. In this paper, an evolutionary algorithm is shown in the next section.
An adaptive evolutionary algorithm
To determine the unknown parameters in the above-mentioned nonlinear multiregression model from the given data, the logic¯ow of our adoptive evolutionary algorithm with double optimization is summarized in Fig. 2 .
(1) Input given data consisting of n, l, f ji , and ( j ) in the following form, where n is the number of considered attributes, l is the size of data,
This step includes an examination of the completeness for the input data. In this step, users can choose geneÕs bit length m according to the required precision for the result and preferred population size . The defaults of m and 
To form an individual, use a random number generator to create 2 n À 2 random numbers in 0Y 1 as the values of l at
, respectively. Then, use the following reorder algorithm to exchange these values such that the monotonicity is held for l.
Reorder algorithm. For each i k , from k 2 to k 2 n À 2, check each i h , from h 1 to h k À 1, whether E h & E k with lE h b lE k . If yes, exchange their values.
After individuals being created, let N S. (4) For each f j Y j 1Y 2Y F F F Y l, calculate the value of the chosen nonlinear integral with respect to each importance measure in the population.
(5) For each individual l (an importance measure) in population , use the data to calculate its error e by expression
The corresponding ®tness is de®ned as
After running the relevant programs, it is possible to compare these two forms to show which is better.
(6) Find the maximum error and the minimum error, denoted by max e and min e, respectively, in the population. Calculate the average error, ave e, of the population and De max e À min e.
(7) Return a message of x, max e, ave e, and min e onto the screen. Save it in a ®le entitled``Error''. These two parameters will be used to adjust probability distributions that control active operators in the evolutionary process adaptively.
(10) Randomly choose two individuals from the population as parents. The probability to pick an individual out is proportional to its ®tness. The chance of picking two identical individuals is very rare.
Encode the values of each individual picked out above in binary digits to form a chromosome in the following way: for each lE j , take the m-bit binary representation of 2 m Â lE j as a gene, then align all these genes according to the order of sets E j Y j 1Y 2Y F F F Y 2 n À 2, where symbol r denotes the integer part of nonnegative real number r. Hence, the bit length of each chromosome is m Â 2 n À 2. (12) Among three given operators, adaptive mutation, two-point crossover, and two-point realignment, use a random switch to determine which one will be adopted to reproduce ospring from the chosen parents. The random switch is constituted by a uniformly distributed random variable n in 0Y 1 and a partition of 0Y 1 with length 0X31 b, 0.3, and 0X4 À 0X3b. If n P 0Y 0X31 b, then go to (13) , and an adaptive mutation will be adopted. If n P 0X31 bY 0X32 b, then go to (14) , and a two-point crossover will be adopted. If n P 0X32 bY 1, then go to (15) , and a two-point realignment will be adopted. In such a way, the probability to choose mutation will be increased when De becomes small. The converse situation appears for two-point realignment.
(13) An adaptive k-point mutation is adopted here. Number k is a random positive integer between 1 and n determined by a random number c in 0Y 1 with expression k dnce 1, where symbol dre denotes the smallest integer that is not smaller than the nonnegative real number r. The bit location of each of these k points, at which the binary digit is switched from 0 to 1 or from 1 to 0, is independently determined by a random number, f, in the following way: the bit location from the left of the chromosome is computed by formula
where d is the symbol of decimal part and function h À1 is de®ned by
Through transformation h À1 , a uniform distribution is remoulded to be a biased distribution that mostly focuses on lower bits in each gene when error e or De is small while on higher bits when De is large. This is why the mutation used in the algorithm is said to be adaptive. By using such a transformation, it is expected that the convergence speed of the algorithm will be raised. After taking the mutation operator on each of two chromosomes formed in (11), go to (16) . (14) Two random numbers are used to determine two points at which both chromosomes formed in (11) are cut into three segments. Then exchange their middle segments to form two new chromosomes. After this, go to (16) .
(15) For each chromosome obtained in (11) , independently use two random numbers to determine two points at which the chromosome is cut into three segments, and then using random switches to choose one from 48 dierent types (with dierent orders or dierent directions of segments) to realign these three segments to be a new chromosome.
(16) Decode two new chromosomes obtained above into decimal numbers and use the algorithm given in (3) to reorder them such that each of them represents an importance measure.
(17) Calculate error e and ®tness p of new importance measures by using the formulas given in (5).
(18) Add these two importance measures to the population. Then, according to the ®tness, eliminate the worst two individuals from the population.
(19) Add 2 on number x to replace the original x. Now x is the number of importance measures created so far. Then, return to (6) .
Before the algorithm stops, create a ®le called``Result'' in which the current values of x, min e, corresponding constants q and , importance measure l, and Y File``Error 1'' is formed by picking the tuples (x and the corresponding errors) from ®le Error for N SY 2SY 3SY F F F Y until its end (including the last tuple even if the last x in the ®le is not a multiple of ). Similarly, we form ®les``Error 2'',`E rror 5'', and``Error 10'' where x is a multiple of 2, 5, and 10, respectively. These ®les are used to plot the curves showing the convergence rate of the algorithm as presented in Fig. 3 .
Example
The algorithm is implemented in program language C++ as well as in Visual C++. It has been run for a number of examples successfully. The following is one of them where m 10, S 100, and the seed is 3.
Set
Value of l
The data with size l 12 are given as follows:
After inputting the data and running the program, a result is obtained as follows:
The convergence rate is demonstrated in Fig. 3 . The error e is extremely small. In fact, there exists a precise solution in this example: q 2X5Y c 6X We can see that the values of l in the result and in the precise solution are very close.
Conclusions
The new nonlinear model shown in this paper generalizes the traditional linear multiregression model. There are intuitive inherent mechanisms that support our model to represent some nonlinear multivariate relations in many real problems properly.
The convergence speed is acceptable. When the population size is 100, for most problems involving three attributes and one dependent variable, the running time on Pentium II is just a few seconds. But the running time of the program will exponentially increase as the number of attributes go up. The precision of the solution is also satisfactory. Usually, the error appears only after the second decimal place. This is enough for decision making. The precision will be raised if a bigger population size is assigned.
To obtain a ®ne regression eect, the sample size is required to be at least 1.5 times of the number of unknown parameters, 2 n , where n is the number of attributes. A sample size of 3±5 times of 2 n is preferred. Some generalizations of the current nonlinear multiregression model are in progress. It is also hopeful to establish a network construction for a given database by such a nonlinear multiregression model [7] .
