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vAbstract
This work presents the development of a poly(methyl methacrylate)
based composite coating containing magnetic nanostructures that has
the potential to equip passive titanium-based bone implants with the
functionality of exercising an electromagnetic stimulus on bone regen-
eration. To achieve this, the thermal synthesis of maghemite nano-
flowers is investigated, using iron(II) and iron(III) chlorides in the pres-
ence of sodium hydroxide in a solvent mixture of N-methyldiethanol-
amine and diethylene glycol. The aggregation process leading to the
formation of nanoflowers showing cooperative magnetic behaviour is
examined by varying synthesis conditions such as temperature, synthe-
sis duration and precursor concentrations. Samples are characterized
using transmission electron microscopy, AC susceptometry, high en-
ergy X-ray diffraction and Mössbauer spectroscopy. The stoichiometric
ratio of Fe2+ and Fe3+ ions is varied in the precursor solution and it
is shown to have a strong influence on particle and crystallite sizes,
and thereby on the magnetic properties. Stable, mostly monodisperse
suspensions of multicore particles with diameters ranging from 18.4
nm to 28.7 nm are obtained, featuring magnetic moments (0.8 ± 0.1)
A nm2 to (3.7 ± 0.5) A nm2. The enhanced magnetic properties of
nanoflowers are illustrated by comparison with single-core particles.
Finally, a coating routine is developed to obtain a thin polymer film
containing evenly dispersed magnetic nanoflowers. Layer thickness
and roughness are measured by atomic force microscopy and the final
coating is investigated by scanning electron microscopy.
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Zusammenfassung
In der vorliegenden Arbeit wird die Entwicklung einer Polymethylmeth-
acrylat-basierten und magnetische Nanostrukturen enthaltenden Kom-
positbeschichtung präsentiert, die das Potential hat, Titan-basierte
Knochenimplantate mit der Funktionalität auszustatten, Knochenrege-
neration elektromagnetisch zu stimulieren. Um dies zu erreichen, wird
die thermische Synthese magnetischer Nanoflowers mittels Eisen(II)-
und Eisen(III)chlorid in der Gegenwart von Natriumhydroxid und einer
Mischung der Lösungsmittel N-Methyldiethanolamin und Diethylen-
glycol untersucht. Der Aggregationsprozess, der zur Bildung von Nano-
flowers mit kooperativem magnetischem Verhalten führt, wird unter-
sucht, indem Synthesebedingungen wie Temperatur, Synthesedauer
und Konzentrationen der Ausgangsstoffe variiert werden. Die Proben
werden mittels Transmissionselektronenmikroskopie, Dynamischer
Suszeptometrie, Hochenergie-Röntgendiffraktion und Mössbauerspek-
troskopie charakterisiert. Das stöchiometrische Verhältnis der Fe2+
und Fe3+-Ionen der Ausgangsstoffe wird variiert und dessen starker
Einfluss auf Parikel- und Kristallitgrößen, sowie auf die magnetischen
Eigenschaften nachgewiesen. Stabile, hauptsächlich monodisperse Sus-
pensionen von multicore Partikeln mit Durchmessern zwischen 18.4
nm und 28.7 nm und magnetischen Momenten zwischen (0.8 ± 0.1)
A nm2 und (3.7 ± 0.5) A nm2 werden hergestellt. Der Vergleich mit
single-core Partikeln illustriert die überlegenen magnetischen Eigen-
schaften der Nanoflowers. Schließlich wird eine Beschichtungsroutine
entwickelt, die gleichmäßig verteilte Nanoflowers in einen dünnen
Polymerfilm einbettet. Schichtdicke und Oberflächenrauigkeit werden
mittels Rasterkraftmikroskopie gemessen, die endgültige Beschichtung
wird rasterelektronenmikroskopisch untersucht.
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Motivation
Every year in Germany, a few hundred thousand implantations are undertaken to
replace a patient’s joint with an artificial prosthesis [1], as illustrated in figure 1. The
majority of these operations - more than a half - is related to the replacement of the
hip joint. Replacements of the knee joint account for just over 40 % of operations.
The rest is divided up between the joints of the upper and lower extremities. The
numbers of operations show a tendency to increase which is arguably connected
with the demographic development of an ageing society. Joint replacement offers
tremendous benefits such as the maintenance or the restoration of mobility, relief of
pain and disability [2, 3]. Nevertheless, there is a risk of implant failure owing to a
lack of stability, inflammation or complications caused by abrasion products [4, 5]. In
order to achieve a long-lasting, optimal osseointegration of orthopaedic implants, the
development of new implant materials, surface modifications and implant designs is
needed.
Figure 1: Number of primary implantations of joint prostheses in Germany per year. Data taken
from [1].
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2 Motivation
For the assessment of potential implant materials, a number of parameters need con-
sideration. The most fundamental requirement is biocompatibility, meaning that any
substances are released from the implant in non-toxic concentrations [2]. A biocom-
patible implant is integrated into a layer of connective tissue. A bioinert implant, on
the other hand, releases no toxic substances at all and is healed into the bone, causing
no reaction of the tissue [2]. Biocompatibility is not only determined by the chemical
composition of a material, but also by biomechanical properties such as wear and
corrosion resistance and elasticity [6, 7]. The ultimate aim is to achieve a strong bond
between implant and bone, minimizing any movement between the two. This is often
achieved by materials mimicking structural features and properties of natural bone [5].
Titanium and titanium-based alloys are the most commonly used load-bearing bone
implant materials thanks to their good mechanical stability, corrosion resistance, low
density and good biocompatibility [7]. The adhesion of bone with the implant strongly
depends on surface roughness and porosity. It was observed that a network of in-
terconnected pores with diameters between 200 µm and 500 µm, at a porosity of
50%, provides good conditions for bone ingrowth, allowing the migration of cells and
the circulation of nutrients and waste products [7]. Titanium-based foams with a
pore structure in this regime have been prepared using the field-assisted sintering tech-
nique (FAST), achieving a modulus of elasticity similar to that of natural bone [8, 9, 10].
While titanium based implant materials are well-established providers of structural
and load-bearing functionality, they are limited to playing a passive role in bone
regeneration. A bioactive implant material, on the other hand, exhibits a positive
interaction with bone, allowing tissue differentiation and the formation of bone at the
bone-implant interface [2]. In a lifelong remodelling process, bone is being formed
by osteoblast cells and resorbed by osteoclast cells. It takes place in healthy bone,
but is also responsible for the healing of fractures. The regeneration of bone is not a
random process. According to Wolff’s law, bone is able to respond to mechanical stress
by selectively increasing bone density in order to resist this stress [11]. Bone shows
piezoelectric behaviour [12] which is the main cause for electric strain generated poten-
tials in bone. These potentials are a possible trigger for the deposition of new bone [13].
However, immediately after the implantation of a bone prosthesis, patients suffer
a limitation of mobility, causing a reduction of mechanic loading and therefore reducing
the stimulus that would trigger bone regeneration. This makes it desirable to develop
implant systems that can actively stimulate bone regeneration using electromagnetic
fields. The effectiveness of electrical stimulation of bone regeneration has been shown
by numerous studies [14, 15, 16, 17]. The design of suitable stimulation devices
and also the optimization of stimulation parameters are topics of ongoing research
[18, 19]. There are three main types of stimulation devices [20, 21, 22]: Stimulation
via direct current operates with implanted electrodes driven by either an implanted
or an external power source, delivering currents of 5 µA to 100 µA [22]. Capacitive
coupling stimulation makes use of electrodes placed externally on the skin at opposite
sides of the target site, providing an alternating electric field of 1 mV/cm to 100 mV/cm
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[20]. Inductive coupling stimulation is another externally applied method, generating
variable or pulsed electromagnetic fields with a coil, producing magnetic fields of 0.01
mT to 2 mT and inducing electric fields in the tissue ranging from 1 mV/cm to 100
mV/cm [21].
For the development of new bone implants, it is desirable to realize electromagnetic
stimulation without the need of an internal or external stimulation device, but rather
as an intrinsic property of the implant. Thus, the goal of the present work is to develop
a surface coating that has the potential to equip passive titanium-based bone implants
with a bioactive functionality. As shown schematically in figure 2, the porous surface
of a titanium-based alloy being the structural and load-bearing component receives a
composite coating containing magnetic nanoparticles embedded in a protective poly-
mer coating. Magnetic nanoparticles have a permanent magnetic dipole moment that
below a certain particle size limit exhibits a random flipping of its orientation due to
thermal effects [23]. Therefore, variable electromagnetic fields can be permanently
induced on the implant surface. It is worth mentioning that such an implant system
can alternatively be triggered by an external electromagnetic stimulation device.
Figure 2: Schematic depicting the bone implant system presented in this work. A porous
titanium-based alloy [9] provides structural and load-bearing functionality (shown as
a greyscale image). A composite coating containing magnetic nanoparticles (shown
in red) and a protective polymer layer (shown as blue overlay) are applied to achieve
bioactive functionality using electromagnetic stimulation of bone regeneration.
4 Motivation
In the following, the working principle of the implant system presented in this work is
illustrated by estimating the achievable electromagnetic stimulus. A temporally variable
magnetic field B⃗ induces an electric vortex field E⃗:
∇⃗ × E⃗ = −∂B⃗
∂t
For simplicity, a rotating magnetic dipole is assumed with a rotation period T = 2τ ,
where τ is the average time between two flips of the magnetic moment’s direction,
called relaxation time. The electric field induced by a rotating magnetic field is
E⃗(r⃗) = −(ω⃗ × r⃗)× B⃗,
where r⃗ is the distance vector between the origin of the magnetic field and a given
location and ω is the angular velocity of the rotation. The magnetic moment µ⃗ at the
origin generates the magnetic field B⃗(r⃗):
B⃗(r⃗) = µ04π
(
3r⃗(µ⃗  r⃗)
|r⃗|5 −
µ⃗
|r⃗|3
)
= µ04π|r⃗|3
(
3  (µ⃗ ∗ ˆ⃗r)ˆ⃗r − µ⃗
)
.
The maximum magnetic field Bmax at a given distance r from its origin is in its rotational
plane (where ω⃗ ⊥ r⃗ ∥ B⃗):
Bmax =
µ0µ
2πr3 .
Assuming a period of the rotation T = 2τ , with ω = 2π
T
, the maximum electric field is
Emax =
µ0 µ
2τr2 .
For the effective value of a sinusoidal signal, one obtains:
Eeff =
Emax√
2
= µ0 µ
2
√
2τr2
,
Beff =
Bmax√
2
= µ0µ
2
√
2πr3
.
A typical value for the magnetic moment of such a nanoparticle is µ = 2 A  nm2
[24]. The effective electric and magnetic field strength for a rotating magnetic dipole
with µ = 2 A  nm2 is plotted in dependence of the relaxation time τ for different
distances from the origin r in figure 3. The electric field regime from 1 mV/cm to 100
mV/cm which is viable for the stimulation of bone regeneration [17, 21], is reached
for relaxation times in a microsecond to nanosecond range (or equivalent external
driving frequencies). Magnetic fields between 0.01 mT and 2 mT, as commonly used
in electromagnetic stimulation [21], are exceeded in close proximity to a particle.
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Depending on the distribution of magnetic nanoparticles on the implant surface, the
superposition of field contributions from neighbouring particles may lead to a stronger
stimulus. For the development of a composite coating with the functionality of exer-
cising an electromagnetic stimulus on bone regeneration, it is important to adjust the
properties of magnetic nanoparticles, maximizing their magnetic moment µ and tuning
the relaxation time τ in dependence of the desired frequency regime.
Figure 3: The effective electric and magnetic fields Eeff and Beff are plotted in dependence of
the relaxation time τ for different distances r. The intervals from 1 mV/cm to 100
mV/cm and from 0.01 mT to 2 mT are marked yellow.
6
Introduction
1 Physics and biomedical applications of magnetic
nanoparticles
The term magnetic nanoparticles refers to nanoscale particles, i.e. particles in a size
regime ranging from 1 nm to 1000 nm in at least one dimension, containing ferromag-
netic or ferrimagnetic materials. These materials are characterized by an ordering of
elementary magnets which is permanent without the presence of an external magnetic
field and by the existence of domains, being regions of uniform magnetization sepa-
rated by domain walls [25]. Particles of a sufficient size therefore contain a number of
magnetic domains and are called multidomain particles, showing a hysteresis, rema-
nence and coercivity close to bulk values. Domain magnetizations are not necessarily
aligned, leading to a weakening of the external magnetic stray field [26]. Below a
certain size limit DC, the energy needed for the formation of domain walls exceeds
the energy required to support an increased external magnetic stray field of a single
domain particle [27]. At this point, a transition from multidomain to single domain
particles is observed, with coercivity reaching its maximum (see figure 1). In this
size regime, magnetization reversal takes place by rotation of spins inside the material
rather than by moving domain walls. This, as well as shape anisotropy, is a reason
for the high coercivity [27]. When particle size is further decreased, coercivity drops
to zero at the transition to the superparamagnetic state. At this point, the anisotropy
energy barrier KV reaches the same order of magnitude as the thermal energy kBT .
The magnetic anisotropy energy E is
E = KV sin2 θ,
with the anisotropy constant K, particle volume V and angle θ between anisotropy
axis and magnetization [28]. In the superparamagnetic state, thermal energy allows
the flipping of the magnetization vector around the particle’s easy axis [23]. The
temperature above which superparamagnetism occurs is called blocking temperature.
Superparamagnetic nanoparticles show a behaviour similar to a huge paramagnetic
atom with a large magnetic moment, while remanence and coercivity are close to zero
[27]. For iron oxide nanoparticles, this limit is typically encountered around 10 nm
particle size [29]. The process of reaching an energetic minimum after perturbation
is referred to as relaxation. The time between two such orientation changes of the
7
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Figure 1: Coercivity of magnetic nanoparticles is shown in dependence of the particle size.
Critical sizes for the transition between multidomain and single domain particles DC
and for the transition between the blocked and the superparamagnetic state DSP are
marked. Image source: [23].
magnetization vector is characterized by the Néel relaxation time τN [30],
τN = τ0  e
KV
kBT ,
with anisotropy energy barrier KV , thermal energy kBT and the attempt time or
time constant τ0 which is in the order of 10−9 s [23, 28]. It has to be noted that
superparamagnetic behaviour can only be observed if the characteristic time constant
of the measurement is smaller than the superparamagnetic relaxation time. Therefore,
the observation of the transition from the blocked state to the superparamagnetic state
is always related to a distinct observation method.
Suspended particles are subject to Brownian motion. The random rotation away from
the magnetization direction is described by the Brownian relaxation time tB [31, 32]:
τB =
4πr3Hη
kBT
,
where rH is the hydrodynamic radius of a particle, η is the viscosity of the liquid phase,
kB is the Boltzmann constant and T the temperature. Obviously, particle size is a crucial
factor influencing both Néel and Brownian relaxation times. A distribution of particle
sizes will also cause a distribution of relaxation times. Besides this, in most samples,
interactions between particles are not neglectable [33]. The two main types of inter
particle interactions are dipole-dipole interations and exchange interactions between
particles in direct contact [28].
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Magnetic nanoparticles can be further categorized into single core and multicore
particles. While a single core particle is a single-domain crystal, multi-core particles
contain multiple single-domain crystals [34]. Besides changed hydrodynamic properties,
organization in multicore structures leads to cooperative magnetic behaviour due to
interactions between the cores [34, 35]. The magnetic moment of a multicore particle is
the vector sum of the magnetic moments of all single domains contained (see figure 2)
[36]. The magnetic moments of single domains in multicore structures are not oriented
randomly but show partial alignment, leading to an increased magnetic moment [34].
Flower-shaped superstructures, so-called magnetic nanoflowers, are densely packed
aggregates of (iron oxide) crystallites [37]. Inspired by particle morphology, the term
nanoflower is not restricted to magnetic iron oxide nanoparticles, but can be generalized
to nanostructures of various inorganic compounds sharing a roughly similar morphology
[38]. Magnetic nanoflowers often show irregular shapes due to their formation in
an aggregation process [37], during which primary particles may align with parallel
crystallographic orientation minimizing surface free energy [39, 40]. However, such
alignment may be only partial [34]. Generally, magnetic nanoflowers can be described
as polycrystalline superstructures composed of single crystalline primary particles [37].
These primary particles are individual magnetic cores but show cooperative magnetic
behaviour within the multicore superstructure, leading to magnetic properties different
from both bulk and single-core behaviour [40, 41]. On one hand they show little
remanence, similarly to superparamagnetic particles, making them highly dispersible.
On the other hand in the presence of an external magnetic field, a ferrimagnetic
hysteresis is observed (see figure 3). This effect is referred to as superferrimagnetism
[42]. Stray fields of these clusters are enhanced compared to the stray fields of their
superparamagnetic primary particles [43].
Figure 2: Schematic picture of a magnetic nanoflower showing the nanoflower’s effective
magnetic moment (blue) being the vector sum of the primary particle’s magnetic
moments (black).
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Magnetic nanoparticles have various applications in biomedicine such as magnetic
separation, drug delivery, magnetic hyperthermia treatment and as contrast agents in
magnetic resonance imaging [44, 45, 46]. Magnetic hyperthermia uses heat generated
by magnetic nanoparticles in response to an alternating external magnetic field. These
heating losses are caused by a number of processes [47]. For magnetic hyperthermia
used for cancer treatment, Brownian heating due to the physical rotation of particles
and hysteresis heating are most viable [47]. As a consequence, the heating power
of a particle depends on its size, shape and coercivity. In magnetic particle imaging,
magnetic nanoparticles act as tracers inside the biologic tissue and are directly detected
by exposure to a magnetic drive field in the radio frequency regime [48]. A static mag-
netic field, called selection field, is superimposed to the drive field, forcing all particles
outside a field free point into a state of magnetic saturation and thereby suppressing
their response to the drive field [48]. The field free point can be moved to collect a
spatial image. This method relies on the magnetization behaviour of superparamagnetic
nanoparticles showing a saturation behaviour in strong external magnetic fields but no
remanence or coercivity. It is desirable that magnetic nanoparticles for this application
have a high degree of monodispersity and uniformity both in size and shape [49].
Figure 3: Hysteresis loops measured at 200K for iron oxide nanoflowers of different sizes.
Image taken from [50] with modifications.
Ferrimagnetic iron oxides such as maghemite (γ-Fe2O3) and magnetite (Fe3O4) are suit-
able materials for these applications [46, 51]. With a wide range of synthesis methods,
it is possible to tailor the properties of these particles with respect to their magnetic
relaxation behaviour, their colloidal stability in hydrophilic or lipophilic solvents, their
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lifetime in organisms and their functionality [27, 44]. Iron oxide multicore structures
are particularly promising candidates for applications in hyperthermia treatment and
magnetic particle imaging. They show enhanced magnetic properties due to collective
magnetic behaviour including increased susceptibility, heating power and relaxivity
[40]. For the purpose of this work, magnetic nanoflowers are of particular interest due
to their enhanced magnetic moments and their resulting strong external stray fields.
Besides this, their relaxation time can be tuned via the particle size [52].
2 Synthesis of maghemite nanoflowers
Maghemite (γ-Fe2O3) is a trivalent form of iron oxide and is most stable in a tetragonal
crystal lattice configuration [53]. Iron atoms are found at tetragonal and octahedral
sites (see figure 4). Some of these octahedral sites contain vacancies. In the case of
randomly distributed vacancies, the crystal structure of maghemite could be described
by a cubic lattice. In the case of vacancy ordering, vacancies are distributed only over a
certain set of octahedral sites [53]. This crystal structure can be described by a supercell
of three cubic cells which in the fully ordered configuration has the space group P41212
[54]. Lattice parameters for this tetragonal structure are a = 8.332 ± 0.001 Å and
c = 25.113± 0.006 Å [55].
Figure 4: Schematic of the crystal structure of γ-Fe2O3 (maghemite) in its tetragonal configura-
tion, being a supercell containing a stack of three cubic cells. Iron atoms are shown
in blue, oxygen atoms in red. Out of the 12 iron sites marked by larger spheres, 4 are
populated with iron atoms, the remaining 8 sites are vacancies. Image source: [53].
Maghemite is ferrimagnetic at room temperature and shows superparamagnetic be-
haviour approximately below 10 nm particle size [29]. It is formed by oxidation of
magnetite (Fe3O4), by heating of lepidocrocite (γ-FeO(OH)) or by thermal decomposi-
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tion of organic complexes [29]. The formation of multicore structures is possible by
self-assembly. Synthesis routes include the thermal decomposition of iron complexes
[56, 57] and the polyol assisted hydrolysis of iron salts [41, 43]. These methods have in
common the use of surfactants. The reduction of surface free energy is a main driving
force for aggregation and superstructure formation [39, 41]. For this reason, the choice
of solvents and surfactants is decisive with respect to their polarity and viscosity. The
term polyol refers to polyhydric alcohols such as ethylene glycol or propylene glycol and
etherglycols such as diethylene glycol or triethylene glycol [58]. In a broader sense, any
organic compounds containing multiple hydroxyl groups may be described as polyols.
Polyol based synthesis methods deliver particles uniform in shape and with a narrow
size distribution while allowing excellent control over particle size and morphology
[58]. The synthesis of solid particles takes place by precipitation from solution, precur-
sors may dissolve either completely or progressively [58]. The precipitation process
can be divided into two steps: nucleation and growth. A supersaturated solution of
monomers is formed from which nuclei will appear if a critical monomer concentration
is exceeded. This type of nucleation is referred to as burst nucleation [59, 60]. Follow-
ing burst nucleation, monomer concentration drops below the nucleation barrier (see
figure 5) and further nucleation is inhibited which is an essential factor for obtaining
a narrow size distribution [58, 59]. The rate at which monomers are formed can be
controlled either by the progressive dissolution of precursors or by equilibrium reactions
involved in the formation of monomers [58]. In a second step, diffusive growth takes
place by adsorption of monomers. Aggregation-based growth by coalescence of primary
particles and the formation of secondary particles (superstructures) may also occur
[58].
Figure 5: Monomer concentration is plotted in dependence of the reaction time with burst
nucleation and growth taking place. csat is the saturation and ccrit is the critical
supersaturation of the monomer concentration. Graph after [60].
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The present work makes use of a synthesis procedure in which iron(II) and iron(III)
chlorides are used to form maghemite in the presence of NaOH in a 1:1 solvent mixture
of N-methyldiethanolamine (NMDEA) and diethylene glycol (DEG) near the mixture’s
boiling point. It was found that polyols can simultaneously act as solvents, surfactants
and reducing agents for the iron precursor [41, 61]. The reducing environment
provided by the polyol can therefore produce divalent iron. At the same time, at
elevated temperature and in the presence of oxygen, the oxidation of iron is likely.
Particle surfaces are passivated by adsorption of the solvent, preventing agglomeration
and allowing excellent dispersibility in water [62].
After the dissolution of iron chlorides in polyol, in the presence of hydroxyl ions, iron
hydroxide and oxide-hydroxide intermediates are formed at divalent and trivalent
oxidation states [63]:
Fe2+ + 2OH− −−→ FeII(OH)2
Fe3+ + 3OH− −−→ FeIII(OH)3
2FeIII(OH)3 −−→ 2FeIIIO(OH) + H2O.
The nucleation reaction leading to the formation of maghemite is not quite clear. Either
magnetite is formed in a condensation reaction between iron(III) oxide-hydroxide and
iron(II) hydroxide and later oxidized to become maghemite,
2FeIIIO(OH) + FeII(OH)2 −−→ FeII,III3 O4 + 2H2O
4FeII,III3 O4 +O2 −−→ 6 γ-FeIII2O3,
or iron(III) oxide-hydroxide assumes the configuration of lepidocrocite and decays to
maghemite [63]:
2 γ-FeIIIO(OH) −−→ γ-FeIII2O3 +H2O.
For both of these reaction pathways, the initial ratio of iron(II) and iron(III) ions will
impact the rate at which the intermediates involved in the nucleation reaction are
formed. As described earlier, the rate at which monomers are formed is an important
factor influencing nucleation and growth. If the first of the two reaction pathways takes
place, the presence of both divalent and trivalent iron is required for nucleation. In this
case, varying the ratio of iron(II) and iron(III) ions in the precursor solution opens up a
particularly promising way of influencing nucleation and nanoflower formation.
Given the influence of the iron oxidation state on particle nucleation, the effect of
varying the ratio of iron(II) and iron(III) chlorides in the initial precursor solution is
investigated. Successful syntheses have been reported at temperatures ranging between
200◦C and 220◦C and at holding times from 0.5 h to 48 h [50, 63]. As observed in
preliminary tests, the synthesis solution undergoes a colour change from light to dark
brown along with an increase in opacity upon heating at temperatures already below
200◦C. This indicates an onset of particle nucleation at lower temperatures. In order to
test the onset of the reaction, further samples have been prepared at 180◦C.
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The solvent mixture ratio of NMDEA and DEG is crucial for nanoflower formation.
When using either of these solvents alone, globular, non-aggregated particles are ob-
tained [50, 62]. For comparison with nanoflowers, a series of samples is prepared in
pure DEG as solvent, yielding primary particles in a superparamagnetic size regime.
3 Choice of composite coating
Given the versatility of magnetic iron oxide nanoparticles for applications in biomedicine,
considerable efforts are being made to characterize their toxicity. The wide range of
biomedical applications documents that generally a good tolerance of the organism
towards magnetic iron oxide nanoparticles is assumed [51]. Accordingly, these par-
ticles can be processed by the iron metabolism which is responsible for regulating
iron in the organism [51]. However, cellular alterations caused by DNA damage and
oxidative stress are potential hazards [64]. The toxicity of magnetic nanoparticles
depends strongly on the way of admission, area of application, particle size and surface
modification [65]. Iron oxide particles in a size regime ranging from 10 nm to 100
nm are suitable for intravenous admission and are non-cytotoxic at concentrations
below 10 µg/ml [64]. Nevertheless, little is known about long-term effects and further
research is needed [65].
The application of iron oxide nanoparticles proposed in this work differs fundamentally
from established applications, making it very difficult to predict their toxicity when
presented to the organism via a bone implant surface. Introducing a non-biodegradable
composite coating helps to avoid the release of particles into the organism and therefore
lowers the risk of adverse effects. Additionally, the coating offers protection from chem-
ical degradation of particles, leading to diminished magnetic properties. This point is
supported by the fact that in the organism, superparamagnetic iron oxide nanoparticles
are degraded to non-superparamagnetic iron oxides [51].
As a material for a bioinert composite coating as suggested earlier, a polymer is cho-
sen. Polymer-based materials already have various applications in biomedicine [66].
Polymer-based materials can be easily adapted to match application-specific chemical
and physical properties. Tunable parameters include chain length, chemical composi-
tion of monomers, assembly of copolymers, branching and the addition of functional
groups, opening up possibilities to design biomaterials capable of influencing cell differ-
entiation and cell growth [66]. Polymer-based bone implant materials offer possibilities
for drug delivery by releasing growth factors and antibiotics in a controlled manner
[5, 67]. Functional groups can be added to the surface to aid cell attachment [5, 68].
After extensive literature research comparing the advantages and disadvantages of
various polymers used in biomedicine, poly(methyl methacrylate) (PMMA) was chosen
as a non-biodegradable polymer for the development of a composite coating (chemical
structure shown in figure 6). PMMA is in use as a bone cement, responsible for the
fixation of joint prostheses [67, 69]. PMMA has excellent mechanical strength, high
scratch resistance, good chemical resistance towards most aqueous solutions and is
non-toxic [70]. By preparing PMMA with enhanced surface roughness and modified
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surface chemistry, osteoblast cell adhesion can be improved [71]. In particular, adding
carboxylate and sulfonate groups to the surface increases osteoblast adhesion and
inhibits bacterial adhesion [68].
Figure 6: The chemical structure of poly(methyl methacrylate)(PMMA), shown for one repeat
unit. n is the degree of polymerization.
As a coating method, dip coating is chosen. To apply thin films of PMMA by dip coating,
the polymer is dissolved in acetone and the substrate, i.e. the titanium-based bone
implant material, is dipped into the solution. While the substrate is withdrawn from the
solution, the solvent evaporates and a PMMA layer is formed on the substrate surface.
This procedure is straightforward to implement and particularly useful in combination
with a three-dimensional, porous substrate structure which is no longer accessible for
other coating methods such as spin coating.
4 Choice of characterization methods
The present work is divided in three main parts: The synthesis and optimization of
maghemite nanoflowers, a comparison with non-aggregated primary particles and
finally the preparation and optimization of a PMMA-based composite coating. In order
to tailor the nanoflowers to match the requirements for the application in a bioactive
coating for bone implants, a profound understanding of processes involved in the
synthesis and of the structural and magnetic properties is required. The most critical
parameters in this context are the magnetic moment and the relaxation time. Therefore,
the first part of this work aims to investigate parameters of the polyol-assisted synthesis
of maghemite nanoflowers, namely the synthesis temperature and duration, as well as
the precursor stoichiometry. A series of samples is prepared under identical conditions
16 Introduction
with a variable iron precursor stoichiometry. Particle size and morphology are character-
ized by transmission electron microscopy. High-energy X-ray diffraction and Mössbauer
spectroscopy are used for the characterization of crystallographic and chemical phases
contained in the obtained samples, including crystallite sizes. Mössbauer spectroscopy
allows not only to obtain information on the chemical and crystallographic environment
of iron atoms, but also gives important information on magnetic interactions and the
magnetic hyperfine fields. The effect of crystallite and nanoflower size on the sample’s
magnetic properties, which is also visible in Mössbauer spectra, is further investigated
by alternating current (AC) susceptometry, measuring the frequency dependent com-
plex magnetic susceptibility.
The findings related to maghemite nanoflowers are then compared to spherical, non-
aggregated primary particles in a superparamagnetic size regime which are character-
ized by transmission electron microscopy and AC susceptometry. Combining the results
from these measurements, magnetic moments can be calculated and compared with
the magnetic moments of nanoflowers synthesized as part of this work, as well as with
literature values.
For the characterization of PMMA surface coatings, atomic force microscopy and scan-
ning electron microscopy are employed. Topography scans are conducted from which
roughness can be calculated. The layer thickness is determined by preparing cross sec-
tions. Using scanning electron microscopy, PMMA-based composite coatings containing
maghemite nanoflowers are investigated. Due to the penetration depth of the electron
beam, it is possible to image particles covered by a thin polymer layer, showing how
particles are distributed over the titanium substrate surface.
Methods and experimental details
1 Electron microscopy
Electron microscopy makes use of the wave character of electrons in order to resolve
structures which are not visible using a light microcsope. By acceleration in an electric
field, these electrons obtain high kinetic energies and reach de Broglie wavelengths
λde Broglie [72] much shorter than the wavelength of visible light,
λde Broglie =
h
p
= h√
2me  e Uacc(1 + e Uacc2mec2 )
,
where h is the Planck’s constant, p is the electron’s momentum, me the electron’s mass,
e the elementary charge, Uacc is the acceleration voltage and c is the speed of light.
A shorter wavelength is equivalent to a higher resolving power of the microscope, as
stated by the Abbe diffraction limit,
d = 0.61λ
n  sin(α) ,
where d ist the resolving power, λ is the wavelength and n  sin(α) is the numerical
aperture [73]. To achieve a beam of electrons with high kinetic energy, an electron
source is used in combination with a stong electric acceleration field inside a vacuum
chamber.
1.1 Transmission electron microscopy
In the case of the transmission electron microscope (TEM) used in this work, electrons
are emitted from a LaB6 cathode. It consists of a single crystal with a sharp tip and is
heated prior to operation. A narrow beam of thermal electrons is emitted from the tip
and passes an acceleration voltage in the order of usually a few hundred kilovolts. Using
electromagnetic lenses, the beam is concentrated by condenser lenses and focused onto
the sample quite similarly to an optical light microscope [74]. The interactions between
the beam and the sample are, however, more complex: Contrast is induced by various
scattering effects to a much greater extent than by simple beam absorption due to the
small sample thickness. Contrast is induced by using an aperture diaphragm to remove
electrons that are deflected as a result of beam-sample interaction. The following
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types of interaction are responsible for contrast in TEM: Scattering contrast, caused
by incoherent, elastic scattering of electrons represents the main source of contrast
in amorphous samples. During the passing of the electron beam through the sample
material, amplitude and phase contrast are caused by the weakening of the electron’s
wave amplitude due to absorption, and by a phase shift due to local variations of the
diffractive index, respectively. The image contrast is caused by the interference of the
waves, which obtained a phase shift or a weakened amplitude, with those that passed
by a sample object without interacting. Diffraction contrast is a result of the diffraction
of electrons at the crystal lattice of a crystalline sample. [75]
Samples for TEM were prepared by drop casting thinned suspensions of the respective
samples onto a 300 mesh copper grid with formvar coating. Images were taken at
the Electron Microscopy Centre, University Medicine Rostock, using a Zeiss Libra 120
with an acceleration voltage of 120 kV and 0.3 nm maximum resolution. For the
determination of particle sizes, TEM images were evaluated with ImageJ software [76]
by fitting circles around visible particles and measuring their diameter. Histograms
showing the particle size distribution were fitted with normal distributions and the
particle size is given as the mean value.
1.2 Scanning electron microscopy
In contrast to a transmission electron microscope, the beam in a scanning electron
microscope does not cover the full sample area at once. Instead, electromagnetic
condenser and focus lenses are used to focus the beam onto a spot with a diameter
of approximately 1 nm to 10 nm [75]. To achieve an electron beam of such a small
diameter, an electron source with a fine primary beam is necessary. The setup used
for this work contains a field emitter cathode which is a fine, monocrystalline needle
from which electrons are extracted by a strong acceleration voltage. In contrast to the
LaB6 crystal used in the TEM, the field emitter cathode is operated without heating.
Additional deflection coils are used to move the beam over the sample surface, scanning
line by line. The beam interacts with the sample surface in multiple ways. For the
generation of image contrast, the formation of secondary electrons and backscattered
electrons are of particular interest [77]. Backscattering describes the elastic scattering
of electrons at atomic nuclei in the sample. Secondary electrons, on the other hand,
originate from the interaction of the beam with the electron shells of atoms near the
sample surface. These have a kinetic energy of only about 3 eV to 5 eV [75], so that
only secondary electrons close to the surface can exit the sample. Those backscattered
electrons and secondary electrons that leave the sample are collected by an electric
field and then directed into a detector. One can distinguish between backscattered
and secondary electrons that are produced by a single scattering event and those that
originate from multiple scattering events. Generally, singly scattered electrons are
ejected at angles close to the surface normal, while others tend to be emitted at lower
angles. Therefore, the detection of these electrons emitted into the direction of the
electron beam is only possible with in-lens detectors [78]. As singly scattered secondary
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electrons are emitted from a smaller volume, they carry topographic information at
higher resolution. The yield of singly backscattered electrons is connected with the type
of surface atoms which generates a strong material contrast. The scanning electron
microscope in this work uses an in-lens duo detector which can select secondary and
backscattered electrons by changing the retarding voltage on a filtering grid [78].
The spatially resolved electron count is represented as an intensity modulation in a
graphic image. The signal strength is strongly dependent on the sample topography.
Surfaces facing away from the detector appear darker, while protrusions and sharp
edges generate a stronger signal and appear brighter [75].
Samples in this work were analyzed at the Electron Microscopy Centre, University
Medicine Rostock, using a Zeiss Merlin VP Compact scanning electron microscope with
a typical acceleration voltage of 5kV.
2 X-ray diffraction
XRD allows the qualitative and quantitative detection of crystalline phases of a material,
usually with a sensitivity of a few mass percents. The x-ray wavelength is in the same
range as the common interatomic distances in a crystal lattice. For this reason, the
diffraction of x-rays can be used for structural analysis. For the constructive interference
of reflections off two adjacent lattice planes with distance d, the Bragg equation holds
[25]:
nλ = 2d sin θ (1)
n is the order of the interference maximum, λ the x-ray wavelength, and θ is the incident
angle relative to the lattice plane. The intensity distribution of the diffracted radiation
is proportional to |F |2, with F being the scattering amplitude and the scattering vector
Q⃗ = k⃗i − k⃗f [79]:
F (Q⃗) =
∑
n
fn  e−iQ⃗  r⃗n (2)
It is summed over n lattice points, their positions are described by a linear combination
of the basis vectors of the lattice, r⃗n = n1a⃗+ n2⃗b+ n3c⃗. fn is the atomic structure factor
which can be understood as the Fourier transform of the local electron density ne(r⃗)
[79]:
fn(Q⃗) =
∫
ne(r⃗)eiQ⃗  r⃗dV.
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For constructive interference, the scattering amplitude F has to be nonzero [79]:
F (Q⃗) = f(Q⃗)
∑
n
e−iQ⃗  (n1a⃗+n2b⃗+n3c⃗)
= f(Q⃗)
(∑
n
e−in1Q⃗  a⃗
)(∑
n
e−in2Q⃗  b⃗
)(∑
n
e−in3Q⃗  c⃗
)
̸= 0.
This leads to three equations which have to be fulfilled simultaneously, known as the
Laue condition [25]
Q⃗  a⃗ = 2πh ; Q⃗  b⃗ = 2πk ; Q⃗  c⃗ = 2πl
The Laue condition is solved by a scattering vector Q⃗ = hA⃗ + kB⃗ + lC⃗, with A⃗, B⃗, C⃗
being reciprocal lattice vectors, and h, k, l the Miller indices of a lattice plane. This
means that a reflection is possible under the condition that the scattering vector is
equal to a reciprocal lattice vector G⃗:
Q⃗ = G⃗
In an experimental scattering setup, a powder sample contains crystallites with sta-
tistical orientation. Each lattice plane present in the sample creates a reflection at a
characteristic angle according to equation (1). The reflection can be imaged by an
area detector, e.g. a CCD detector. The diffraction pattern is a conic section of the
diffraction cone with the detector plane. This pattern can be transformed into intensity
as a function of the scattering angle 2θ by integration along the diffraction rings.
2.1 Synchrotron radiation
Synchrotron radiation is a broad spectrum of electromagnetic waves emitted by charges
travelling in a circle. Inside synchrotrons or storage rings, a beam of electrons or
positrons reaches relativistic speed, with kinetic energies in the range of GeV. The
radiation pattern differs from that of a classical radiating dipole. The pattern is
distorted tangentially to the path of the beam, creating a narrow cone shaped pattern
[79]. The power of emitted synchrotron radiation is proportional to
P ≈ 2e
2c
R2
(
v
c
)2 ( Eel
mc2
)4
∝ γ
4
R2
,
where R is the radius of the trajectory, e is the elementary charge, c is the speed of
light and Eel, v, m are the charged particle’s energy, velocity and rest mass, respectively
[79]. γ is the reduced energy, γ = Eel/mc2. Therefore, locally forcing the beam onto a
trajectory with a decreased radius will improve brightness. In an undulator, a periodic
array of magnets with opposed field directions lets the beam follow an oscillating path
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in the shape of opposed circular arc segments [80]. This trajectory is realized with
the help of an array of magnets, generating opposed magnetic fields in every bend.
The segments are arranged in such a way that the radiation emitted by a charge in
one segment is in phase with the radiation from the following segment. Constructive
interference between wavelets emitted in each of the periodical bends additionally
increases the photon flux. The coherent addition of amplitudes is only applicable to a
single wavelength, rendering the emitted radiation quasi-monochromatic. The quality
of such a setup is measured by its brilliance. Brilliance is defined as the number of
photons received per second and per source area, within 0.1% of the bandwidth [80]:
Brilliance = Photons
s mrad2 mm2  0.1%∆E
E
.
Figure 1: High energy X-ray diffraction setup at High Energy Material Science (HEMS) beamline
P07 at the storage ring PETRA III, DESY Germany.
High energy X-ray diffraction experiments were performed at the High Energy Material
Science (HEMS) beamline P07 located at the high brilliance synchrotron radiation
storage ring PETRA III, DESY Germany (see figure 1). The basic design parameters of
the storage ring are an energy of 6 GeV and a current of 100 mA. The source of X-rays for
HEMS was a 2 m long standard PETRA undulator. The investigations were performed
in the test facility EH1 using an indirectly water-cooled single bounce monochromator
with a Si(220) Laue single-crystal leading to monochromatic synchrotron radiation
with a wavelength λ =0.1424 Å [81, 82]. The experiments were carried out in Debye-
Scherrer geometry with a sample to detector distance of 1183 mm. The diffraction
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patterns were collected with a Perkin Elmer image plate detector ensuring fast data
acquisition. The patterns were radially integrated over 5◦ intervals to calculate intensity
over scattering angle 2θ.
2.2 Rietveld refinement
X-ray diffractorgrams can be analysed quantitatively by means of Rietveld refinement.
With the help of literature values for the crystal structures that are assumed to be
present in the sample, theoretical diffraction patterns can be calculated. This model
for a crystal structure can be refined in numerous calculation steps to get as close as
possible to the measured diffractogram. For this numerical procedure, the method
of least squares is used. The function M is minimized, it depends on the measured
intensities IExpi and the calculated intensities ITheoi [83]:
M =
∑
i
wi(IExpi −
1
c
ITheoi )2.
wi are the statistical weights, c is a scale factor.
The intensities are calculated from a model that takes into account the chemical
and microstructural properties of the phases contained in the sample, as well as the
geometry and characteristics of the measuring instrument and sample. An example for
such an equation is the following one [84]
Icalci =
N∑
p=1
Sp
M∑
k=1
Lk|Fk,j|2Sj(2θi − 2θk,j)Pk,jAj + bi(2θ).
Sp are the scale factors for each of the N phases. All quantities with the index k are
summed over the number of peaksM . Lk is the Lorentz polarization factor, describing
the geometry of the measuring setup, |Fk,j|2 is the structure factor which is related to
the scattering amplitude (eq. (2)). The function Sj takes account for the profile shape,
Pk,j describes texture, i.e. preferred orientations of the crystallites, Aj is the absorption
factor. The background is approximated by a polynomial function bi(2θ).
The profile shape function Sj describes line broadening due to both microstrain and
crystallite sizes. The line broadening caused by crystallites with a size d is described by
the Scherrer equation [85],
d = C λ
B  cos(θ) ,
where C is a dimensionless shape factor, λ is the X-ray wavelength, B is the peak’s
FWHM in radians and θ is the Bragg angle.
The quality of the refinement can be assessed with the help of the Rwp factor. It is
calculated from the square root of the minimized function M , divided by the weighted
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intensities for scaling [86]:
Rwp =
√
∑N
i=1
[
wi(IExpi − ICalci )
]2
∑N
i=1
[
wiI
Exp
i
]2 .
The diffractograms were analysed using the MAUD software [87, 88]. For all sam-
ples, the fitting procedure was performed assuming the tetragonal crystal structure of
maghemite (γ-Fe2O3, space group P41212)[55] which showed the closest match with
the measured patterns.
3 Mössbauer spectroscopy
Mössbauer spectroscopy is used to obtain information both on the chemical environment
of atomic nuclei and on its magnetic interactions [29]. It makes use of the recoilless
resonant absorption of gamma radiation by nuclei in solids which is referred to as the
Mössbauer effect [89]. If a free nucleus emits a gamma quant during its transition
between two nuclear energy levels, the energy of the emitted gamma quant is reduced
in comparison to the energy difference between these two levels due to nuclear recoil.
Analogously, the energy of an incoming gamma quant required for resonant absorption
is greater than this energy difference. In the case of a nucleus embedded in a crystal
lattice, the recoil energy is transferred as a lattice vibration, a phonon. For recoil
energies below the lowest quantized phonon energy, recoilless emission and absorption
are possible [90]. The gamma radiation source contains 57Co which decays by electron
Figure 2: Nuclear decay scheme showing the decay of 57Co to 57Fe. The gamma radiation
emitted at 14.4 keV is commonly used for Mössbauer experiments. After [90].
capture to metastable 57Fe. The latter decays by emitting gamma radiation, either in
a direct transition to its ground state or in a cascade via the energy level of 14.4 keV
which is commonly used for Mössbauer experiments (see figure 2)[90].
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Figure 3: Schematic picture of the setup used to acquire Mössbauer spectra.
The setup for the acquisition of Mössbauer spectra is presented schematically in figure 3.
A very fine variation of the radiation’s energy is achieved by vibrating the source relative
to the sample, making use of the relativistic Doppler effect [91]. The transmission
signal of gamma radiation through the sample is detected and amplified while rejecting
non-resonant background radiation. Finally, the measured counts are collected in
channels corresponding to the respective velocities of the source by a multichannel
analyser. The velocity of the source is driven by a function generator, usually providing
a speed profile in the shape of a triangle function. Mössbauer spectra are normally
plotted featuring a horizontal axis giving the energy difference between the emitted
and the absorbed radiation in units of relative velocity between source and sample. The
relationship between the gamma photon energy Eγ (in the rest frame of the sample)
and the relative velocity v is
Eγ = E0
(
1 + v
c
)
,
where E0 is the transition energy of the source (in the rest frame of the source) and c is
the speed of light [91].
If emission and absorption were to take place at the exact same energy, the Mössbauer
spectrum would only show one peak at zero relative velocity. Real Mössbauer spectra
however show a shifting and splitting of specral lines due to three effects: Isomer shift,
quadrupole splitting and magnetic splitting, as shown in figure 4.
Isomer shift is caused by the electric monopole interaction between the nuclear charge
distribution and the electronic charge density at the nucleus. The energies of emission
and absorption show a small difference, visible in the spectrum as a horizontal offset.
This is explained by the different nuclear volume of the excited state of the emitting
atom and the ground state of the absorbing atom. Besides this, the electron density
changes depending on the material containing the Mössbauer active atoms. Therefore,
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Figure 4: Calculated Mössbauer spectra showing a singlet with energy shift due to isomer
splitting (top left), a doublet caused by quadrupole splitting (top right) and a sextet
due to magnetic splitting (bottom).
Figure 5: Schematic showing the nuclear levels under the influence of isomer splitting (IS),
quadrupole splitting (QS) and magnetic splitting (MS). After [90].
the isomer shift contains information on the oxidation state, spin state and the bonding
environment [92]. For example, the isomer shift assumes larger values for divalent
iron than for trivalent iron. This is due to the stronger shielding of the nucleus from
s-electrons caused by a higher number of d-electrons in divalent iron [91].
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Quadrupole splitting results from a non-spherical nuclear charge distribution causing
an electric quadrupole moment. This is the case for nuclei with a nuclear angular
momentum quantum number I > 12 . In the case of
57Fe with I = 32 , the excited
state splits into two substates characterized by magnetic quantum numbers mI = ±12
and mI = ±32 (see figure 5), resulting in a doublet in the spectrum. The quadrupole
moment reflects the symmetry of the bonding environment, containing information on
the oxidation state, spin state and site symmetry [92].
Magnetic splitting occurs due to the magnetic dipole interaction between the nuclear
magnetic moment and a magnetic field at the nucleus. It is caused by an unpaired
spin of the atom’s electrons, depending on the oxidation state and spin state of the
atom. A state with nuclear angular momentum quantum number I > 0 splits into 2I+1
substates. For 57Fe, the ground state I = 12 splits into two substates, while the excited
state I = 32 splits into four substates [90]. According to the selection rule ∆mI = 0,±1,
six transitions are possible (see figure 5), visible as a sextet in the spectrum. The
splitting of spectral lines is proportional to the magnetic hyperfine field experienced by
the nucleus, featuring substates with energies EI,mI :
EI,mI = −
mI
I
µB,
with µ being the nuclear magnetic moment and B = µ0Hhf being the magnetic hyperfine
field [93]. The magnetic hyperfine field experienced by the nucleus is a superposition
of an internal field induced by the magnetic moments of valence electrons and an
external field which is applied externally or which is due to the magnetization of the
surrounding material [94]. This leads to the phenomenological description of the
average magnetic hyperfine field at a specific iron site H¯Fe as a function of the material’s
magnetic moment [95],
H¯Fe = aµ¯Fe + bµ¯,
where µ¯Fe is the average magnetic moment of the iron atom at that site, a and b
are proportionality constants, and µ¯ is the average magnetic moment of the alloy or
chemical compound or the magnetic moment inside a particle.
The spectral intensity distribution of a line in the Mössbauer spectrum is described by a
Lorentz distribution [91],
I(E) =
I0(Γn2 )
2
(E − E0)2 + (Γn2 )2
,
where I0 is the maximum intensity at transition energy E0, Γn is the natural line width
with Γn = ~τ , τ being the mean lifetime of the radiating state.
Given the splitting of spectral lines into doublets and sextets, the spectrum can be
fitted assuming a superposition of Lorentz profiles. For the analysis of γ-Fe2O3 with
space group P41212, a superposition of two sextets can be assumed [96]. One sextet
refers to Fe3+ ions in tetrahedal sites (A-sites) and the other one to Fe3+ ions in octa-
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hedral sites (B-sites). For bulk maghemite, these two sextets have similar values for
their hyperfine interaction parameters and appear as a single sextet. In the case of
nanoparticulate maghemite, contributions of surface atoms are no longer neglectable,
as the volume of surface layers makes up for a significant proportion of the total particle
volume [97]. These surface atoms have a different local environment compared with
atoms in the inner region because they lack neighbours at least in one direction. Contri-
butions of Fe3+ ions located at A- and B-sites within the surface region are responsible
for the appearance of additional sextets in the spectrum, and these can be identified by
their smaller magnetic hyperfine splitting compared with contributions from the inner
region [97]. The fitting model used in this work is therefore a superposition of four
sextets, as shown in figure 6. Contributions of surface atoms will be referred to as sites
As and sites Bs. Sextets with hyperfine parameters close to bulk values are assigned to
the inner region of nanoparticles. The bulk contributions of Fe3+ ions at the A- and
B-sites will be referred to as sites Ab and sites Bb.
Figure 6: The fitting model used in this work is a superposition of four sextets (plot on the
left), containing contributions of iron atoms at tetrahedral sites (A-sites) and octa-
hedral sites (B-sites), located at the core and surface region of a particle, as shown
schematically.
The 57Fe Mössbauer spectroscopy studies were performed in transmission geometry
at room temperature. The γ-ray source was 25 mCi 57Co embedded in a Rh-matrix,
mounted on a FAST Comtec Mössbauer drive unit working in constant acceleration
mode. Mössbauer transmission spectra were collected with a scintillation counter in
a velocity range ± 11mm/s with 1024 channels before folding. A standard α-Fe foil
was used for calibration and the isomer shift is given with respect to iron at room
temperature. The Mössbauer spectra were analysed with the software RECOIL [98],
assuming a superposition of Lorentz distribution shaped peaks.
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4 AC susceptometry
AC susceptometry is a dynamic method for the characterization of magnetic properties
of a material. It is possible to perform measurements on both solid bulk materials
and magnetic particles in suspension. Besides the frequency dependent measurement
of magnetic susceptibilities, it is possible to determine parameters such as relaxation
times, magnetic core diameters and hydrodynamic diameters [99, 100].
A schematic picture of the measuring setup used for dynamic susceptibility measure-
ments is shown in figure 7. It consists of three cylindrical, coaxial coils. One coil is used
to generate an alternating electromagnetic field which is detected by the other two coils.
The sample is placed within one of the detection coils, while the other one remains
empty, generating a reference signal [101, 102] . The differential signal between the
two detection coils is amplified and allows the determination of the real and imaginary
part of the dynamic susceptibility [103, 104].
Figure 7: Schematic picture of the excitation and detection coil system, the attached electronics
and data acquisition (after [102]).
The magnetic susceptibility χ is defined as the slope of the magnetization curve, being
the partial derivative of the magnetizationM with respect to the driving field amplitude
H [25]:
χ = ∂M
∂H
.
Magnetic susceptibility is a frequency dependent, complex quantity,
χ(ω) = χ′(ω)− iχ′′(ω),
Methods and experimental details 29
where, according to the Debye model [105],
χ′(ω) = χ01 + (ωτ)2 and χ
′′(ω) = χ0ωτ1 + (ωτ)2 .
ω is the angular frequency, τ is the relaxation time and χ0 is the initial static susceptibil-
ity. A plot of the resulting real and imaginary parts of the susceptibility curve is shown
in figure 8.
Figure 8: The real part χ′ and the imaginary part χ′′ of the magnetic susceptibility according to
the Debye model are plotted for a relaxation time τ = 1µs. The angular frequency is
replaced using ω = 2πf .
Particles in a suspension can relax out of a magnetized state by randomly rotating out
of the magnetization direction due to Brownian motion. This effect is called Brownian
relaxation and is described by the relaxation time tB [31, 32]:
τB =
4πr3Hη
kBT
,
where rH is the hydrodynamic radius of a particle, η is the viscosity of the liquid phase,
kB is the Boltzmann constant and T the temperature.
Neel relaxation, on the other hand, describes the internal flipping of the magnetic
moment around the magnetic easy axis of the particle [30, 106]. The Néel relaxation
time τN is given by the magnetic anisotropy of the single-domain crystals K, their mag-
netic core volume Vc, the Boltzmann constant kB, Temperature T and the characteristic
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relaxation time τ0:
τN = τ0  e
KVc
kBT .
An effective relaxation time τeff is introduced to account for contributions by both Néel
and Brownian relaxation [106, 32],
τeff =
τBτN
τB + τN
.
For the analysis of AC susceptibility measurements performed on single-core magnetic
particles, i.e. particles containing one single domain crystal, the following model is
used [101, 107]:
χ(ω) = C
∫ r6C
1 + iωτeff(rC, δ)
f(rC)drC + χ∞
Here, C is a constant including contributions of the temperature, particle number
density and intrinsic particle magnetization, f(rC) is the distribution of magnetic core
sizes rC and δ is the thickness of the hydrodynamic surface layer, where δ = rH − rC.
AC susceptibility spectra of magnetic nanoparticle superstructures containing multiple
crystallites are analysed with an extended multicore model [107]. The Debye model
for the susceptibility of particles with a distribution f(rH) of hydrodynamic diameters
rH is used to describe particles undergoing Brownian relaxation. The contribution of
particles undergoing Néel relaxation is added separately using a Cole-Cole expression,
where the distribution of relaxation times is defined by the parameter α which can
assume values between 0 and 1:
χ(ω) = χ0B
∫ 1
1 + iωτB(rH)
f(rH)drH +
χ0N
1 + (iωτN)α
+ χ∞.
χ0B and χ0N are the contributions of Brownian and Néel relaxation to the initial static
susceptibility.
Dynamic susceptibility measurements were performed by micromod Partikeltechnologie
GmbH, Warnemünde, using a DynoMag AC susceptometer over a frequency range from
6 Hz to 250 kHz. Sample suspensions were diluted to reach an iron concentration of
1 mg/ml. Frequency dependent susceptibility curves were fitted with the help of an
extended multi-core model.
5 Atomic force microscopy
In atomic force microscopy (AFM), a sharp probe tip is used to scan a sample surface
while measuring the force of local interactions between the tip and the sample on
an atomic to nanometer scale [108]. These interactions include several types of
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electromagnetic interactions. Besides the acquisition of a topographic image, there
are more specialized applications such as magnetic force microscopy measuring the
local magnetization, Kelvin probe force microscopy measuring the local work function,
or a mapping of mechanic properties [109]. A great advantage of AFM is that it is
applicable to all kinds of materials regardless of their electromagnetic, mechanical or
crystallographic properties.
Figure 9: Schematic picture of an atomic force microscope, after [110].
Samples for investigation by AFM are placed on a three-axis piezo scanner which is
able to actuate the sample in the x-y plane performing a linewise scan (see figure 9).
A fine tip with a curvature radius of a few nanometers is brought into close proximity
of the sample’s surface [110]. The tip is attached to a cantilever which is typically
of a micrometer dimension. The interaction between the tip and the sample causes
the cantilever to bend, this can be detected by measuring the deflection of a laser
beam that is reflected off the back of the cantilever. The deflection of the laser beam is
measured with the help of a position sensitive photodiode detector. The signal is sent
to the control and data acquisition unit which can work in several modes of operation.
It is possible to either move the tip at a line of constant force using a feedback loop
that controls the z coordinate of the piezo scanner - in this case, the z coordinate is
used to build an image - or to move the sample at a constant height while measuring
the changing force acting on the cantilever. The AFM can be operated in static and
dynamic modes [110]. In static modes, the force acting on the tip causes the cantilever
to bend according to its spring constant. In dynamic modes, the cantilever is excited by
a piezo crystal at an oscillation frequency near its resonance and the dynamic behaviour
is measured. Another parameter for distinguishing modes of operation is contact or
non-contact with the sample surface. For dynamic measurements, the tip may also
be in temporary contact. In this work, tapping mode (semi-contact mode) is used.
Here, the cantilever amplitude is kept constant, while the z coordinate and the phase
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shift between the cantilever oscillation and the driving signal are variable [110]. The
advantage of this mode is the reduction of lateral forces acting on the tip and cantilever,
reducing the risk of damage while maintaining a resolution similar to that in contact
mode [110]. The tip’s oscillation amplitude, resonance frequency and phase shift are
directly linked to the tip-sample interactions [111]. For a discussion of tip-sample
interactions, one needs to distinguish between attractive and repulsive interaction, as
well as between long-range and short-range interactions. The Lennard-Jones potential
U(r) (see figure 10) is frequently used as a model for the superposition of attractive
and repulsive interactions between the tip and the sample [109]:
U(r) = 4U0
[(
Ra
r
)12
−
(
Ra
r
)6]
.
r is the distance between the tip and the sample, U0 describes the depth of the potential
well and Ra is the distance of zero potential. It is visible that for larger tip-sample
distances, attractive interactions are dominant, while repulsive interactions dominate
the shorter distances. The two regimes are separated by the potential minimum.
Figure 10: The Lennard-Jones potential is a model for tip-sample interactions (black line). It
contains both attractive (blue line) and repulsive (red line) contributions.
In the long-range regime, i.e. for distances larger than 1 nm, attractive van der Waals
interactions play the dominant role [109]. They are caused by spontaneous charge
fluctuations of atoms or molecules without a permanent dipole moment. In the short-
range regime, i.e. at less than 1 nm distance, chemical bonds are one major type of
interaction. They are caused by an overlap of wave functions of valence electrons and
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can be repulsive or attractive. Besides these, when bringing the atoms of the tip and
the sample even closer, strong repulsive forces come into play. They are caused by both
the ionic repulsion due to an overlap of inner electron shells, as well as by the Pauli
repulsion due to the quantum mechanic Pauli exclusion principle [109].
The AFM’s precision and imaging accuracy are limited by thermal drift, feedback
overshoot, piezo creep and electrical noise, but the main source of artefacts is the tip
geometry, since image acquisition always produces a convolution of the sample topog-
raphy and the tip [109]. Generally speaking, topographic features with a curvature
radius smaller than the tip’s will be imaged with strong artefacts [109]. An accurate
tracking of features on the sample surface can be expected for features with a radius
greater than twice the tip curvature radius [112]. This limitation needs to be considered
when characterizing thin films. An important parameter in the characterization of thin
films is roughness [113]. It has been shown that vertical roughness measurements
are relatively insensitive towards errors caused by the finite tip radius [114]. The
roughness of a surface area is described by the root mean square roughness [113, 114],
Rrms =
√ 1
n
n∑
i=1
(yi − y¯)2,
with yi being the data points of a height profile, n being the number of data points and
y¯ being the mean height of the surface.
Measurements were carried out using an NT-MDT SOLVER scanning probe micro-
scope with an NT-MDT NSG01 AFM probe with gold coating and a tip curvature radius
of nominally 10 nm. Semicontact topography scans were conducted at a line frequency
of 0.2 Hz with feedback gain set to 1.0. Data processing, visualization and analysis
were performed using Gwyddion software [115].
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1 Synthesis and optimization of magnetic nanoflowers
Magnetic iron oxide nanoparticles were synthesized using a polyol route [62, 41, 40,
50]. Iron(II) and iron(III) chlorides were used as precursors at variable stoichiometric
ratios, in a 1:1(wt./wt.) solvent mixture of N-methyldiethanolamine (NMDEA) and
diethylene glycol (DEG). The molar fraction of iron(III) ions contained in the initial
precursor solution is characterized by the stoichiometric parameter ζ, which is defined
as follows [116]:
ζ = [Fe
3+]
[Fe3+] + [Fe2+]
.
An alkaline environment was provided by adding 0.8 wt.-% NaOH. The precursor
solution was heated from room temperature to target temperature at 2 K/min under
vigorous stirring in a flask equipped with a reflux condenser. Two different target
temperatures, namely 180◦C and 220◦C, were held constant for 2 h or 12 h, as listed in
tables 1 and 2. The mixture was left to cool down to room temperature under stirring.
Two series of samples were produced with individual subsequent treatments.
Investigation of synthesis parameters
Following the procedure described above, three samples A, B and C with ζ = 0.67 were
prepared with target temperatures and holding times listed in table 1. The precursor
solution for sample A was heated up to 180◦C and kept at this temperature for 2
h. The small quantity of sediment was separated magnetically, washed with ethanol
and prepared for characterization by transmission electron microscopy. Sample B was
prepared at a target temperature of 180◦C but with a significantly longer holding time
of 12 h to increase the yield. Sample C was prepared at a target temperature of 220◦C
and a holding time of 2 h. After synthesis the precipitates of samples B and C were
separated with the help of a magnet and washed three times with a 1:1 (v/v) mixture
of ethanol and acetic acid ethyl ester, once with 10% nitric acid and twice in acetone
to remove both organic and inorganic residues, including iron hydroxide byproducts.
Finally, the sediments were dispersed in pure water to obtain stable suspensions.
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Sample A B C
ζ 0.67 0.67 0.67
Tt [◦C] 180 180 220
th [h] 2 12 2
Table 1: Synthesis parameters for samples A,B and C. The stoichiometric parameter ζ, target
temperature Tt, and holding time th.
Variation of the precursor stoichiometry
A series of samples was prepared varying the precursor stoichiometry as shown as
in table 2 to investigate the influence of the stoichiometric parameter ζ. A target
temperature of 220◦C and a holding time of 2 h were chosen. After the thermal
treatment the precursor solutions were left to cool down to room temperature. Next,
the sediment was separated magnetically and washed three times with a 1:1 (v/v)
mixture of ethanol and acetic acid ethyl ester and once with 10% nitric acid. In contrast
to previous experiments, the sediments obtained were added to a 30% iron(III)nitrate
nonahydrate solution and kept at 80◦C for 45 min under manual stirring to ensure
complete oxidation. After cooling to room temperature, washing in 10% nitric acid
once and twice in acetone, the sediment was dispersed in pure water.
ζ 1.0 0.67 0.4 0.0
Tt [◦C] 220 220 220 220
th [h] 2 2 2 2
Table 2: Synthesis parameters for samples with variable ζ. Target temperature Tt, and holding
time th.
1.1 Investigation of synthesis parameters
TEM images and the corresponding particle size distributions of samples A, B and C
are shown in figure 1. After heating to a target temperature of 180◦C and holding this
temperature for 2 h, globular primary particles with an average diameter (5.1± 1.2) nm
are obtained (sample A). They show strong agglomeration after washing. Nevertheless,
the formation of nanoflowers is possible at this temperature after longer reaction time
with an average diameter of (21.1 ± 1.2) nm as can be seen in figure 1 (sample B).
Sample C also yields nanoflowers, with a smaller average size of (14.3 ± 1.2) nm.
Furthermore, few non-aggregated primary particles can also be observed in samples B
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and C leading to a broader particle size distribution. Sample B shows a broader particle
size distribution than sample C.
Figure 1: Exemplary TEM images for samples prepared at different target temperatures and
holding times and their corresponding particle size distributions. N is the number
of evaluated particles, dTEM is the mean value and σ is the standard deviation of the
normal distribution.
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High energy X-ray diffractograms were taken for samples B and C (Figure 2). The best
agreement was found with the tetragonal phase of maghemite for all samples. Lattice
parameters a and c (Table 3) were found to deviate from reported values by less than
0.5 % [55, 54]. Both samples have a crystallite size of 14.9 nm despite the different
synthesis conditions and particle sizes.
Figure 2: High energy X-ray diffractograms for samples B and C. Circles represent measured
intensities, the solid line shows the refined intensity. Bragg reflexes of maghemite
with space group P41212 are marked and indexed.
Mössbauer spectra for sample B and C were fitted assuming four sextets each (Figure
3). For sample B, magnetic hyperfine fields µ0Hhf=(47.24± 0.04) T and (45± 0.07) T
were found at Ab- and Bb-sites, respectively. Two additional sextets corresponding to
As- and Bs-sites can be distinguished with the magnetic hyperfine fields (41.89± 0.09)
T and (38.13± 0.13) T. These values are smaller compared to the magnetic hyperfine
fields of bulk maghemite being 50.5 T and 50.0 T [96]. This is caused by fluctuations
of the particles’ magnetization vector that occur in nanocrystallites [116]. Isomer
shifts of the respective sextets are within the reported interval from (0.32± 0.01)mms to
(0.45± 0.08)mms [97] being characteristic of nanocrystalline maghemite. Quadrupole
splitting is zero within the margin of error for all samples and sextets. The spectrum
of sample C contains a doublet contribution which can be assigned to particles in the
superparamagnetic state [97].
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Figure 3: 57Fe transmission Mössbauer spectra of samples B and C. Measured data (dots), fit
(black line), Ab contribution (dark red line), Bb contribution (red line), As contribution
(dark blue line), Bs contribution (light blue line), contribution from particles in the
superparamagnetic state (grey line).
Sample a [Å] c [Å] dXRD [nm] dTEM [nm]
A - - - 5.1± 1.9
B 8.383±0.001 25.265±0.005 14.9±0.6 21.1± 1.2
C 8.370±0.001 25.225±0.004 14.9±0.5 14.3± 1.2
Table 3: Maghemite crystal lattice parameters a and c and crystallite sizes dXRD for samples A,
B and C obtained by Rietveld refinement, average particle sizes dTEM measured on
TEM images.
1.2 Variation of the precursor stoichiometry
Superstructures with nanoflower morphology can be identified on the TEM images
of all samples with varying ζ (see figure 5). Boundaries between primary particles
are visible. A small fraction of the primary particles is not aggregated. The average
particle diameter dTEM increases with ζ, as shown in table 5. It rises from (18.4± 1.2)
nm for ζ = 0 to (28.7± 1.2) nm for ζ = 1. The narrowest size distribution is found at
ζ = 0, while it is widest at ζ = 0.67. However, the discrepancies in the width of the size
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distributions are insignificant. Nevertheless, Sample ζ = 0.67 differs considerably from
the Gaussian profile shape that was assumed for all samples. Possibly, this deviation is
due to a non-monomodal distribution of particle sizes.
Figure 4: Susceptibility in dependence of frequency for samples prepared varying ζ. Experi-
mental data - measured for samples ζ=1.0 (black dots), 0.67 (blue dots), 0.4 (red
dots), 0.0 (green dots). Fit of the real (continuous line) and imaginary part (dashed
line) of the dynamic magnetic susceptibility.
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Frequency dependent magnetic susceptibility measurements of samples with variable ζ
are shown in figure 4. The respective magnetic core sizes dACS, median Brown relax-
ation times τMedianB , peak frequencies of the imaginary part of the susceptibility fmax and
the initial static magnetic susceptibility χ0 are given in table 4. In order to determine
the mass magnetic susceptibility with respect to the iron content, colorimetric method
was used to determine the iron concentration. Since all samples contain one chemical
species exclusively the iron concentrations cFe also reveal an increase in synthesis yield
with decreasing ζ.
Both the real and imaginary part of the susceptibility show an increasing amplitude.
This is visible in the low frequency regime of the real part, where static susceptibility
is approached and in the peak height of the imaginary part of the susceptibility. Fur-
thermore, a shift in the peak frequency of the imaginary susceptibility towards lower
frequencies with increasing ζ can be observed. The decreasing resonance frequency is
connected with longer Brownian relaxation times and can be understood as a result
of an increasing particle size [52]. Both observations are caused by the increasing
magnetic moments and the particle moments. The magnetic core diameters dACS follow
the general trend of growing particle sizes with rising ζ. However, the magnetic core
diameter is significantly smaller than particle sizes for ζ=0. The conclusion that these
particles contain more than one magnetic core has to be regarded with caution. The
peak of the imaginary part of the susceptibility lies outside of the measured frequency
regime, which makes the fitting parameters rather uncertain. For all other samples the
magnetic core diameters are equivalent to the average nanoflower sizes. This reveals
cooperative magnetic behaviour among the primary particles within nanoflowers being
characteristic of superferrimagnetism [42].
ζ dACS [nm] τMedianB [µs] fmax [kHz] χ0 cFe[mgml ]
1.0 27.9 9.04 19.5 0.0275±0.0003 9.24
0.67 24.3 8.16 29.03 0.01861±0.00016 13.76
0.4 21.8 3.92 40.6 0.01318±0.00006 13.17
0 7.9 0.19 842 0.00615±0.00004 15.66
Table 4: Magnetic core diameters dACS, median Brown relaxation times τMedianB , peak frequen-
cies fmax of the imaginary part of the susceptibility and the static magnetic susceptibil-
ity χ0, as obtained from fitting the dynamic susceptibility to an extended multi-core
model. The iron concentration cFe was determined using colorimetric method.
In the low frequency regime, volume magnetic susceptibilities approach values ranging
from χ0=0.0275 to χ0=0.00615, respectively (see figure 4). The magnetic moment µ
of a particle can be calculated from the initial static magnetic susceptibility χ0 using
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the following equation [107, 34, 35]:
χ0 =
µ0nµ
2
3kBT
⇒ µ =
√
χ03kBT
µ0n
.
µ0 is the magnetic constant, n is the number of particles per unit volume, kB the
Boltzmann constant and T is the temperature. To calculate n, which is the number
of particles N per unit volume V , one can insert the ratio between the mass of all
particles per unit volume msample and the mass of a single particle mP. This leads to
an expression containing the particle concentration inside the sample cSample[Particles].
The mass of a single particle can be expressed by its volume VP and density ρFe2O3 .
n = N
V
= msample/mP
V
= cSample[Particles]
mP
= cSample[Particles]
ρFe2O3VP
All samples were diluted to reach an iron concentration cSample[Fe] of 1 mg/ml. There-
fore, the particle concentration cSample[Particles] is the product of the iron concentration
cSample[Fe] and the dilution factor c0[Particles]/c0[Fe], which is determined from the
as-prepared suspension. The particle volume is approximated by the volume of a sphere
with diameter dTEM, as measured on TEM images (Figure 5).
n = cSample[Fe]  c0[Particles]
c0[Fe]  ρFe2O3  π/6  d3TEM
The density of maghemite is ρFe2O3=4.87 g/cm
3 [29]. Using all equations and values
mentioned, magnetic moments ranging from µζ=0=(0.8 ± 0.1) A nm2 to µζ=1=(3.7 ±
0.5) A nm2 are obtained (Table 5).
ζ dTEM c0[Fe] c0[Particles] χ0 n µ
[nm] [mg/ml] [mg/ml] [1013/mL] [A nm2]
0.0 18.4±1.2 15.66 24.0 0.00615±0.00004 13±4 0.8±0.1
0.4 21.9±1.3 13.17 19 0.01318±0.00006 7.2±1.7 1.55±0.19
0.67 24.1±1.5 13.76 19 0.01861±0.00016 5.2±1.3 2.2±0.3
1.0 28.7±1.2 9.24 11.0 0.0275±0.0003 2.7±0.6 3.7±0.5
Table 5: Stoichiometric parameter ζ, particle diameter dTEM, iron concentration after synthesis
c0[Fe], particle concentration after synthesis c0[Particles], static magnetic susceptibility
χ0, number density of particles n, magnetic moment µ
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Figure 5: Exemplary TEM images of samples prepared with variable ζ and their corresponding
particle size distributions. N is the number of evaluated particles, dTEM is the mean
value and σ is the standard deviation of the normal distribution.
44 Results
Figure 6: High energy x-ray diffractograms for samples prepared with variable ζ. Circles
represent measured intensities, the solid line shows the refined intensity. Bragg
reflexes of maghemite with space group P41212 are marked and indexed.
The tetragonal crystal structure of maghemite was identified in all diffractograms
(Figure 6). The lattice parameters a and c as well as the crystallite sizes dXRD are given
in table 7. Lattice parameters are comparable to the ones determined for sample B and
C. A significant increase can be observed in crystallite size from (13.8± 0.3) nm for the
sample prepared with ζ = 0 to (18.4± 0.9) nm for the sample prepared with ζ = 1.
The Mössbauer spectra measured for the series varying ζ are shown in figure 7. The
fitting model assuming four sextets delivers good agreement with the measured values.
The isomer shift lies in the interval from (0.32±0.01)mms to (0.45±0.08)mms [97] and the
quadrupole splitting is zero within the margin of error. As for the magnetic hyperfine
field µ0Hhf, a general trend can be observed (Figure 8). Similarly to the results from
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samples B and C, the magnetic hyperfine field is smaller compared to bulk maghemite.
Figure 7: 57Fe transmission Mössbauer spectra of samples with stoichiometry ζ. Measured data
(dots), fit (black line), Ab contribution (dark red line), Bb contribution (red line),
As contribution (dark blue line), Bs contribution (light blue line), contribution from
particles in the superparamagnetic state (grey line).
46 Results
Figure 8: Magnetic hyperfine fields µ0Hhf of contributing subspectra at sites Ab (dark red), Bb
(red), As (dark blue), Bs (light blue), calculated for samples with variable ζ. Data
points are connected for better visualization.
For each sextet, µ0Hhf is reduced with decreasing ζ. The changing hyperfine field is
accompanied by a change in particle size and, in particular, crystallite size as shown as
in figure 8. The average magnetic hyperfine field at the iron sites H¯Fe can be described
phenomenologically as a function of the material’s magnetic moment [95],
H¯Fe = aµ¯Fe + bµ¯,
where µ¯Fe is the average magnetic moment of the iron atom at that site, a and b
are proportionality constants, and µ¯ is the average magnetic moment of the alloy
or chemical compound, or in this case the magnetic moment inside a particle. The
magnetic moment of a multicore nanoparticle µeff depends in turn on the number of
primary particles N as well as their magnetizationMS and volume V [35]:
µeff =
√
NMSV.
Therefore, the observed change of the hyperfine field can be regarded as a direct result
of a change in crystallite size and in the degree of aggregation during nanoflower
formation.
For ζ=0, an additional doublet can be observed which is assigned to particles in a
superparamagnetic state. The observation of superparamagnetic behaviour is only
possible if the characteristic time constant of the measurement is smaller than the
superparamagnetic relaxation time. In the case of Mössbauer spectroscopy this limit
is in the order of 10−8 s [117]. This is the case for an intensity fraction of 5.6%.
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Relaxation time is strongly influenced by the particle size and is shorter for smaller
particles [52]. Therefore, the doublet can be assigned to the smallest, non-aggregated
particles in the superparamagnetic state.
The intensity fraction of sextets assigned to the surface region Is/Itotal can be used to
calculate particle radii r using a core-shell model [97],
Is
Itotal
= 4πr
2∆r
4/3πr3 .
Assuming the shell thickness equals the shortest side length of a crystal unit cell,∆r = a,
values ranging from (21.1 ± 1.0) nm to (10.8 ± 0.4) nm are obtained for dMB = 2r
(table 6). These values are comparable to the crystallite size dXRD. The assumption of a
surface region thickness equal to the lattice parameter is only a rough estimate as well as
the approximation of the particle geometry by a sphere. The resulting particle diameters
however illustrate that the trends of the changing magnetic moments of the particles
in the Mössbauer spectra are mainly a result of changing crystallite sizes and that
the core-shell model describes the surface and core regions of primary particles. The
intensity fraction assigned to the surface region Is/Itotal increases for smaller crystallites
due to an increased surface to volume ratio, reaching up to (46.6±1.5)%.
ζ Is/Itotal dMB [nm]
1.0 0.24±0.01 21.1±1.0
0.67 0.28±0.01 17.4±0.7
0.4 0.35±0.01 14.3±0.5
0 0.466±0.015 10.8±0.4
Table 6: Mössbauer intensity fraction of surface contributions Is/Itotal and resulting particle
sizes dMB calculated for samples with variable ζ.
ζ a [Å] c [Å] dXRD [nm] dTEM [nm]
1.0 8.365±0.006 25.161±0.006 18.4±0.9 28.7±1.2
0.67 8.357±0.001 25.164±0.004 17.3±0.6 24.1±1.5
0.4 8.354±0.001 25.149±0.004 16.9±0.5 21.9±1.3
0 8.356±0.001 25.162±0.006 13.8±0.3 18.4±1.2
Table 7: Maghemite crystal lattice parameters a and c and crystallite sizes dXRD for nanoflowers
prepared with different stoichiometric parameters ζ, obtained by Rietveld refinement.
Additionally, average particle sizes dTEM derived from TEM images are shown.
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2 Comparison with spherical iron oxide nanoparticles
The polyol route described previously was adapted to synthesize globular iron oxide
nanoparticles. If, instead of mixing of NMDEA and DEG, only DEG is used, the formation
of superstructures is inhibited and globular primary particles are obtained [50, 62].
Sample 1 was prepared using 18 mmol iron(II) chloride as iron precursor. Iron(III)
chloride was the iron precursor for samples 2 to 4 and its concentration was varied as
listed in table 8. To achieve this, samples were produced based on precursor solutions
containing 18 mmol, 36 mmol and 54 mmol iron(III) chloride. An alkaline environment
was provided by adding 0.8 wt.-% NaOH. The precursor solution was heated from
room temperature to 220◦C at 2 K/min under vigorous stirring in a flask equipped
with a reflux condenser. Target temperature was held constant for 4 h. After thermal
treatment, the mixture was left to cool down to room temperature under stirring. Next,
the sediment was separated magnetically and washed three times with a 1:1 (v/v)
mixture of ethanol and acetic acid ethyl ester, once with 10% nitric acid and twice
with acetone. Finally, the sediments were dispersed in pure water to obtain stable
suspensions.
Sample 1 2 3 4
ζ 0 1 1 1
Tt [◦C] 220 220 220 220
th [h] 4 4 4 4
nFe chloride [mmol] 18 18 36 54
Table 8: Synthesis parameters for samples 1 to 4. The stoichiometric parameter ζ, target
temperature Tt, holding time th, and molar amount of iron chloride nFe chloride.
2.1 Magnetic properties in dependence of the particle size
TEM images and the corresponding particle size distributions of samples 1, 2 and 3
are shown in figure 9. All samples contain more or less globular particles of different
sizes. A general trend of increasing particle size with an increasing iron precursor
concentration can be observed. Average particle sizes rise from (8.8±1.2) nm in
sample 1 to (11.3±1.3) nm in sample 3. However, considering the error margins,
this observation is on the limit of being insignificant. The standard deviations of the
normal distributions assumed in the fitting procedure are all within each other’s error
margins, ranging from (2.3±1.3) nm in sample 1 to (3.1±1.5) nm in sample 2. It can
be observed that with increasing iron precursor concentrations, there is an increasing
asymmetry in particle size distributions caused by increasing number of particles larger
than 18 nm.
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Figure 9: Exemplary TEM images for samples prepared at different precursor concentrations.
N is the number of evaluated particles, dTEM is the mean value and σ is the standard
deviation of the normal distribution.
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The samples were further investigated by frequency dependent magnetic susceptibility
measurements, the susceptibility curves are shown in figure 10. The characteristic drop
of the the real part of the susceptibilities and the corresponding maximum in their imag-
inary parts lie outside the measurement range for samples 1 to 3, indicating very short
Figure 10: Susceptibility in dependence of frequency for samples prepared varying precursor
concentrations. Measurements of the real part are indicated by dots, measurements
of the imaginary part are indicated by squares. Sample 1 (green), sample 2 (blue),
sample (red) and sample 4 (black) are shown.
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Sample dTEM c0[Fe] c0[Particles] χ0 n µ
[nm] [mg/ml] [mg/ml] [10−3] [1013/mL] [A nm2]
1 3.8±1.1 14.71 25 0.79±0.07 1600±1500 0.022±0.011
2 8.8±1.2 15.33 27 4.84±0.07 135±70 0.19±0.05
3 10.4±1.3 31.66 50 3.5±0.3 73±30 0.22±0.05
4 11.3±1.3 42.64 66 5.5±1.5 56±30 0.31±0.10
Table 9: Particle diameter dTEM, iron concentration after synthesis c0[Fe], particle concentra-
tion after synthesis c0[Particles], static magnetic susceptibility χ0, number density of
particles n and magnetic moment µ for samples 1 to 4.
relaxation times. This is expected considering the findings for the smallest nanoflowers
measuring 18.4 nm in diameter where the peak of the imaginary susceptibility also lies
outside the measured frequency regime. For the much smaller, spherical particles of this
sample series, even shorter relaxation times can be expected. The result of such short
relaxation times can also be observed in sample 4, however another maximum in the
imaginary part of the susceptibility can be found in the low-frequency regime and the
real part of the susceptibility continues to rise towards lower frequencies. Therefore,
the existence of two populations of particles with different size distributions needs to
be considered for sample 4. Yet, the particle size distribution determined from TEM
images does not give any evidence for this. Possibly, the curve shape of the magnetic
susceptibility is due to agglomeration. As described previously, longer relaxation times
are expected for larger structures, making large agglomerates responsible for the ob-
served behaviour. Given these uncertainties, the susceptibility curves are not analysed
using a fitting model. Instead, the behaviour in the low-frequency regime is examined.
A general trend of increasing initial static susceptibilities with increasing particle size
can be observed with the exception of sample 3. From sample 2 to sample 3, a reduced
susceptibility is measured overall despite the increasing average particle size. In order
to understand this behaviour, the parameters of the suspension need to be analysed in
the same way as described in the previous section. Dynamic magnetic susceptibility
measurements were conducted at a fixed iron concentration of 1 mg/ml. Depending on
the particle size and iron content per particle, this iron concentration of the suspension
may result in different particle number densities. These parameters are taken into
account in the calculation of magnetic moments, allowing for a better comparability
of results. The average magnetic moment per particle was determined as described
earlier. Iron and particle concentrations after synthesis, static magnetic susceptibility,
number density of particles at 1 mg/ml iron concentration and the resulting magnetic
moments are shown in table 9. Magnetic moments ranging from (0.022±0.011) A  nm2
to (0.31±0.10) A nm2 are obtained, strictly increasing along with particle size. These
values are very low compared with the magnetic moments of nanoflowers. Magnetic
nanoflowers, being superferrimagnetic structures, exceed the size of superparamagnetic
primary particles and therefore exhibit greater magnetic moments and longer relax-
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ation times. The spherical particles examined in this section, on the other hand, are
characterized by very fast relaxation and low magnetic moments. As shown by particle
size analysis, they are for the most part below the size limit for superparamagnetic
behaviour appearing around 10 nm [29]. The dynamic susceptibility curve of sample
4 pointing to particle agglomeration may well be explained by a beginning transition
from the superparamagnetic to the blocked state, making it difficult to obtain stable
suspensions of bigger particles [118].
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3 Preparation and optimization of polymer coatings
In the following, the development of a PMMA-based composite coating is presented.
The goal is to incorporate maghemite nanoflowers originating from the polyol-based
synthesis described earlier into a homogeneous polymer layer. With the intention of
finding a coating routine that can be applied to three-dimensional, porous titanium-
based bone implant surfaces, simple dip coating using a polymer solution is the method
of choice. Achievable layer thickness and roughness are initially assessed using glass
substrate. The next step is to find favourable conditions for evenly distributing the
maghemite nanoflowers over a titanium surface. Finally, a thin PMMA composite coat-
ing on titanium substrate containing maghemite nanoflowers is successfully prepared.
3.1 Single dip coatings on glass substrate
In order to obtain an overview over the achievable layer thicknesses using simple
dip coating with PMMA dissolved in acetone, a model system is needed which can
be easily examined by AFM. Most importantly, a microscopically smooth surface is
needed to accurately measure the coating thickness. Additionally, a surface with little
or no reflectivity is preferable in order to avoid interference with the laser beam used
to measure cantilever deflection. Glass slides are a commonly used substrate for a
first examination of surface coatings, as they meet the requirements mentioned to
a sufficient extent [119]. Prior to the coating process, each glass slide was cleaned
with isopropanol, treated in an ultrasonic bath, rinsed with pure water and left to
dry. The PMMA solution in acetone was prepared a few days before coating to make
sure that PMMA dissolves completely. The average molecular weight of the polymer
wasMw = 550000 gmol . Solutions of different concentration were prepared as a dilution
series. To apply the PMMA coating, the glass slider was dipped into the PMMA solution
and slowly withdrawn. Samples were left to dry for at least an hour before examination
by AFM. In order to prepare cross sections of the coating, small parts were scratched
away using a scalpel. Scans of these cross sections were evaluated by extracting height
profiles along the step edge, calculating average coating and substrate levels for each
of them, with their difference being the layer thickness (see figure 11). The layer
thicknesses dlayer stated in table 10 are the average of these profile measurements, with
an error interval resulting from standard deviation, as statistical errors are dominant.
Average surface roughness is given as the root-mean-square Rrms. As layer thickness
varies by two orders of magnitude over the sample series, it is difficult to compare
surface roughness. Therefore, the relative roughness Rrel is introduced with
Rrel =
Rrms
dlayer
.
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Figure 11: The extraction of height profiles from AFM scans is shown here exemplarily for 0.5
wt.-% PMMA concentration. The layer thickness is calculated from the difference
between average substrate and coating levels.
cPMMA [wt.-%] 5.0 2.5 1.25 0.5 0.25 0.10
dlayer [nm] 1500±300 290±40 128±30 71±40 61±14 30±30
Rrms [nm] 45.7 4.5 7.4 7.6 7.5 10.1
Rrel [%] 3.1 1.6 5.8 10.7 12.3 33.3
Table 10: PMMA concentration cPMMA in acetone, layer thickness dlayer of the resulting coating,
the average root-mean-square surface roughness Rrms and the roughness relative to
the coating thickness, Rrel.
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Figure 12: AFM topography scans of samples prepared by dip coating a glass slide in a solution
of PMMA in acetone, while varying the concentration from 5 wt.-% to 0.1 wt.-%.
Cross sections of the surface layer were prepared by scraping with a scalpel.
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As visible in table 10, PMMA coatings with thicknesses ranging from (1.5±0.3)µm
to (30±30) nm were prepared. Comparing the surface morphology of the coatings
presented in figure 12, one can see that smooth coatings are possible using 5 wt.-% and
2.5 wt.-% PMMA. This is underlined by the relative surface roughness which is lowest
for these samples. However in absolute numbers, roughness decreases by a factor
10 from 45.7 nm for 5 wt.-% to 4.5 nm for 2.5 wt.-%. The latter is the lowest value
obtained for absolute surface roughness. For 1.25 wt.-% and 0.5 wt.-%, an increase
in surface roughness is observed, continuing for coatings with 0.25 wt.-% and 0.1
wt.-% which are highly irregular and do no longer cover the substrate homogeneously.
During this transition, holes appear in the layer, followed by the formation of islands.
The observed decreasing layer thickness with decreasing PMMA concentration, along
with the increasing surface roughness are in line with the measured values (see Figure
13). Lowering the concentration, layer thicknesses around 100 nm are feasible. For
PMMA concentrations below 1 wt.-%, an accelerating increase in relative roughness
is observed, revealing the degradation of homogeneity. Therefore, the limit of this
method is reached in this regime.
Figure 13: Mean layer thicknesses (black dots) are plotted in dependence of the PMMA con-
centration. The relative root-mean-square roughness is plotted on a separate scale
(blue squares).
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3.2 Double dip coatings on glass substrate
The previously described dip coating process fails to deliver homogeneous surface
coatings thinner than 100 nm. To further decrease this limit, a second application of
the coating is favourable, as it has been shown that this can create a smoother surface
[120]. Therefore, the dip coating was applied twice in the following sample series,
with 10 seconds drying time in between. The AFM topography scans of cross sections
prepared with 0.50 wt.-% to 0.10 wt.-% PMMA concentration are shown in Fig 14. As
expected, coatings are more homogeneous and holes occur only at 0.15 wt.-% PMMA
and less. However, surfaces are still rough. This is reflected by the analysis of height
profiles extracted from AFM measurements, as shown in table 11 and figure 15. The
coating thickness ranges from (130±40) nm to (25±30) nm. For concentrations of
0.50 wt.-% to 0.20 wt.-%, both coating thickness and surface roughness are close to
the values for single coatings, however a more homogeneous coverage of the surface
was achieved. The lowest absolute roughness is 5.5 nm and is obtained for 0.25 wt.-%
which is only a tenth of the concentration of lowest absolute roughness for single dip
coatings. The coatings on samples prepared with 0.15 wt.-% and 0.10 wt.-% PMMA
show no significant change in thickness, however they are strongly inhomogeneous,
and they show an increased absolute and relative surface roughness. Therefore, it
can be concluded that the thinnest and most consistent coating layer is formed at
0.25 wt.-%, with an anverage thickness of (46 ± 7) nm and 11.9 % relative surface
roughness. Layer thickness needs to be considered in relation to the size distributions
of nanoflowers synthesized in this work. Very few particles exceed a diameter of 35 nm.
For this reason, a PMMA of this dimension will be able to protect the nanoflowers from
degradation and from being released into the organism. At the same time, it is crucial
to avoid making the coating unnecessarily thick in order to maximize the exposure of
bone cells to the particle’s stray fields. Additionally, it is important to mention that such
a nanoscale surface coating will have only little impact on the bone implant structure
with respect to pore size, which is ideally a few hundred micrometers [7].
cPMMA [wt.-%] 0.50 0.25 0.20 0.15 0.10
dlayer [nm] 130±40 46±7 40±30 41±10 30±30
Rrms [nm] 13.5 5.5 7.1 12.8 9.1
Rrel [%] 10.7 11.9 19.4 31.3 36.7
Table 11: PMMA concentration cPMMA in acetone, layer thickness dlayer of the resulting coating,
the average root-mean-square surface roughness Rrms and the roughness relative to
the coating thickness, Rrel.
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Figure 14: AFM topography scans of samples prepared by dip coating a glass slide twice in
a solution of PMMA in acetone, while varying the concentration from 0.50 wt.-%
to 0.1 wt.-%. Cross sections of the surface layer were prepared by scraping with a
scalpel.
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Figure 15: Mean layer thicknesses (black dots) are plotted in dependence of the PMMA con-
centration. The relative root-mean-square roughness is plotted on a separate scale
(blue squares).
3.3 Application of magnetic nanoflowers to titanium surfaces
As a first approach for embedding nanoflowers in a PMMA composite coating on a
titanium surface, they were added directly to the PMMA solution in acetone. During
sample preparation, it was observed that it is hardly possible to disperse the nano-
flowers in the PMMA solution, a visible sediment of agglomerated particles is formed.
Upon investigation by SEM, it was found that particles with a size of 10 µm to 20 µm
were deposited on the titanium substrate (Figure 16). By EDX element mapping, it
was found that these agglomerates have a high iron content which confirms that they
consist of maghemite nanoflowers. Due to the strong agglomeration, their nanoscale
structure is lost, rendering this coating procedure unusable for the desired application.
The magnetic properties of the particles are strongly altered if they are in close contact
with each other [33]. If the implant system is to rely exclusively on the relaxation
of these particles, close contact and increased interaction between particles will be
detrimental.
Therefore, the method is altered. The nanoparticles and the PMMA layer are applied
separately to avoid complications. As a first test, maghemite nanoflowers are applied
by dip coating using an aqueous suspension (see Figure 17). Investigations by SEM
show that a densely packed layer of nanoflowers forms on the titanium surface. Com-
pared with the previous sample, an improved homogeneity of the coating is observed.
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Figure 16: After dip coating with (28.7±1.2) nm maghemite nanoflowers added directly to a
0.5wt.-% PMMA solution in acetone, agglomerates in excess of 10 µm in size are
observed. SEM images (left) and EDX mapping (right) for the elements Ti (yellow)
and Fe (blue) are shown.
However, with respect to the application on bone implants, the more or less closed
layer has some disadvantages. Firstly, the close contact between particles is undesirable
with respect to magnetic relaxation properties, as mentioned earlier. Secondly, if a
PMMA coating is applied on top of this layer, it would have no contact with the titanium
implant and therefore could possibly exhibit compromised mechanical properties such
as weaker adhesion and lower scratch resistance.
In order to avoid the agglomeration of particles during the coating process the for-
mation of a liquid film on the substrate should be avoided. This way, particles are
immobilized and will remain dispersed. Besides this, the amount of particles applied
should be controlled so that ideally, only a single layer is formed. These requirements
are met by the spray coating technique which is a versatile method for the preparation
of functional nanoscale layers [121]. A straightforward implementation of this tech-
nique is realized by using a conventional airbrush. This device produces an aerosol
by letting a stream of air pass by a nozzle containing the coating liquid which is in
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Figure 17: The SEM image shows a titanium surface after dip coating with an aqueous suspen-
sion of maghemite nanoflowers with a diameter of (28.7±1.2) nm.
this case an aqueous suspension of nanoflowers. The air stream carries along small
droplets ejected from the nozzle. A schematic picture of an airbrush is shown in Figure
18. It is important to control the amount of aerosol sprayed onto the substrate in
such a way that coalescence of droplets is avoided and drying takes place quickly
Figure 18: Schematic picture of the spray coating process, using an airbrush to apply an
aqueous suspension of nanoparticles while avoiding aggregation.
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enough to immobilize particles. This means that the finer the aerosol is, the more
homogeneous coatings can be achieved. Compared with dip coating, this technique
has great advantages: a much smaller volume of coating suspension is needed and the
properties of the coating are easily reproducible if the concentration, spraying duration
and drying time are controlled. In combination with a rotating substrate holder, the
airbrush has already been integrated into a spray coating procedure for the application
of a bioactive coating on titanium cylinders for an in vivo study [122].
Using the technique described above, an aqueous dispersion of maghemite nano-
flowers was applied to the titanium substrate. The aerosol was applied in three pulses
of 1 s duration, with 10 s drying time in between, using a Silverline airbrush with 2
bar air pressure and 0.8 mm nozzle diameter [123], operating at the finest setting.
In this way, fine droplets were deposited on the substrate, visibly drying within a few
seconds. Investigation by SEM reveals a mostly even distribution of monodisperse
nanoflowers (Figure 19). While some larger agglomerates are visible, most of the
structures are between 15 nm and 30 nm in diameter and can therefore be identified
as non-agglomerated nanoflowers. This shows that the setup delivers the desired
distribution of particles.
Figure 19: The SEM image shows a titanium surface after spray coating using an airbrush
loaded with an aqueous suspension of maghemite nanoflowers with a diameter of
(28.7±1.2) nm.
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3.4 Composite coatings on titanium substrate
With maghemite nanoflowers successfully applied via spray coating, using the exact
same procedure as described previously, the PMMA dip coating was added in a second
step. PMMA dip coating was applied twice, with 10 seconds drying time in between.
Samples with 0.20wt.-%, 0.25wt.-%, 0.50wt.-% and 1.0wt.-% PMMA in acetone were
prepared.
These composite coatings were investigated by SEM. As visible in figure 20 and figure
21, a mostly even distribution of nanoflowers on the titanium surface was achieved.
However, local variations in particle distribution are present. Again, particles measure
about 15 nm to 35 nm, showing that agglomeration was avoided to a large extent. Fig-
ure 21 shows some agglomerated particles, likely due to a slight variation in the coating
process. The PMMA surface layer can be identified as it covers magnetic nanoparticles
and reduces their visibility in the image. Only a small fraction of the surface is covered
by PMMA, large holes are visible.
When dip coating is performed with PMMA concentrations 0.5 wt.-% (Figure 22) and
1.0 wt.-% (Figure 23), homogeneous PMMA films are achieved. No irregularities
such as holes or agglomerates are observed. Maghemite nanoflowers appear blurred.
This is due to the fact that the electron beam is able to penetrate the thin surface
layer, allowing the nanoflowers to generate image contrast, however due to strong
interaction with this surface film, it is not possible to obtain a clear image. Figure 23
shows the edge of an area that was not reached by the PMMA coating. Nanoflowers
appear slightly different compared to previous images. Firstly, they have an almost
featureless, spherical shape. Secondly, particles are slightly enlarged, especially near
the coating’s edge. Here, almost all particles are around 35 nm large. Possibly, these
observations indicate that during the coating process, a PMMA layer formed around
some of the particles that were not covered by the coating. As described above, the
different resolution of particles with and without PMMA cover illustrates the effect of
the coating on the image quality.
Comparing the samples with respect to how particles are distributed over the sur-
face, some differences appear. In the sample shown in figure 20, particles are almost
ideally dispersed. Figures 22 and 23 are difficult to interpret in this respect, yet no large
agglomerates are visible. The coating in figure 21 has a quite different appearance,
exhibiting more pronounced agglomeration. The varying PMMA concentration does not
deliver a plausible explanation for these changes, as it is applied on top of the particles.
Preliminary tests showed that particles exhibit strong adhesion with the surface, making
it difficult to remove particles from the surface once applied. Fluctuations in the spray
coating application of nanoflowers are a more likely reason for these observations. This
shows the limitations to the manual operation of the airbrush and underlines the need
of an automated setup for obtaining more reproducible results.
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Figure 20: The SEM image shows a titanium surface with composite coating. Maghemite nano-
flowers were applied by spray coating, followed by the application of a 0.20wt.-%
PMMA solution in acetone by dip coating. The nanoflower diameter before coating
is (28.7±1.2) nm.
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Figure 21: The SEM image shows a titanium surface with composite coating. Maghemite nano-
flowers were applied by spray coating, followed by the application of a 0.25wt.-%
PMMA solution in acetone by dip coating. The nanoflower diameter before coating
is (28.7±1.2) nm.
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Figure 22: The SEM image shows a titanium surface with composite coating. Maghemite nano-
flowers were applied by spray coating, followed by the application of a 0.50wt.-%
PMMA solution in acetone by dip coating. The nanoflower diameter before coating
is (28.7±1.2) nm.
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Figure 23: The SEM image shows a titanium surface with composite coating. Maghemite
nanoflowers were applied by spray coating, followed by the application of a 1.0wt.-%
PMMA solution in acetone by dip coating. The nanoflower diameter before coating
is (28.7±1.2) nm. The left part of both images shows an area that was not covered
by the PMMA coating.
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Discussion
This work investigates the polyol-assisted formation of maghemite nanoflowers over
a wide range of synthesis conditions. X-ray diffraction studies reveal the presence of
maghemite in tetragonal crystal structure with space group P41212 for all samples
examined. It has to be noted that despite the high resolution of the diffractograms, it is
difficult to distinguish between this crystal structure and the cubic phases of maghemite
and magnetite. The crystal structures of magnetite and cubic maghemite are closely
related and have nearly the same lattice constant, with the presence of cation vacancies
in maghemite being a distinguishing feature [29]. Rietveld refinements of the X-ray
diffractograms assuming a cubic crystal structure delivered Rw values ranging from
4.7 % to 6.7 % for the individual samples. Using the tetragonal configuration for all
refinements, significantly lower Rw values between 3.2 % and 4.1% were obtained.
Indeed, the tetragonal space group is the energetically most stable configuration of
maghemite, exhibiting complete vacancy ordering. At the synthesis temperature of
220◦C, it occurs with a probability exceeding 99.9 % [53]. Additionally, Mössbauer
spectra show a superposition of two sextets with hyperfine parameters characteristic of
this structure [96, 97]. They were found to contain different contributions from core
and surface regions, but no separate crystallographic phases could be detected by XRD.
These results are identical for all samples, independent of the additional treatment with
iron nitrate that all samples received except for samples B and C.
The nanoflower’s size, shape and primary particle content are strongly influenced
by a number of factors. Besides the iron precursor’s stoichiometric parameter ζ, these
include the precursor concentration, the type of polyol solvent and its mixing ratio
with NMDEA, as well as the reaction temperature and time. Testing different synthesis
temperatures and holding times provided an insight into the conditions necessary for
nanoflower formation. Morphologic studies by transmission electron microscopy re-
vealed the existence of superstructures with typical nanoflower morphology in samples
B and C. Comparing the TEM images of the samples A and B, the superstructures
are formed by aggregation of primary particles. The nanoflowers in sample B and C
are polycrystalline with crystallite sizes corresponding to the size of primary particles
comparing both particle and crystallite sizes.
Particle nucleation has scarcely begun after 2 h of thermal treatment at 180◦C, as can
be seen in the TEM images of sample A. Particles are globular and have a narrow size
distribution. When applying the same target temperature over a longer period of time,
these particles will both grow and aggregate to form nanoflowers as the TEM images of
sample B indicate. Brownian motion causes the particle to shake, rotate and collide
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with each other during the aggregation process. This allows adjacent particles to reach
a state of reduced surface free energy if their crystal lattices are aligned and form one
defective single crystal [39]. However, the discrepancy between particle and crystallite
size in sample B shows that such an alignment does not take place in this synthesis, or
only to a limited extent. Instead, these nanoflowers can be regarded as polycrystalline
superstructures containing single crystalline primary particles [37]. Sample C, on the
other hand, has nearly identical mean particle size and crystallite size. A possible
explanation for this is that a considerable fraction of primary particles in this sample
is not aggregated. As a result, sample C contains a higher fraction of particles in a
superparamagnetic state compared with sample B as indicated by the appearance of a
doublet in Mössbauer spectra and smaller magnetic hyperfine fields. This reduction of
the magnetic hyperfine field is different for each site, leading to a broader spectrum
[116].
The time necessary for nanoflower formation can be shortened by increasing synthesis
temperature. However, this has an impact on crystallite size and particle size. For
sample C prepared with a target temperature of 220◦C, a crystallite size of about 15
nm is already reached after a holding time of 2 h, compared to 12 h at 180◦C. Never-
theless, particles are smaller overall. Therefore, 220◦C and 2 h were chosen as target
temperature and holding time for the following syntheses respectively due to the better
time efficiency combined with a narrower particle size distribution.
The stoichiometric parameter ζ was found to be suitable for tuning the average particle
size. It is important to emphasize that chemical and crystallographic composition does
not change within the sample series, irrespective of the iron precursor’s oxidation state.
Both particle and crystallite sizes are rising for increasing ζ indicating stronger growth
during synthesis. This can be explained by a reduction in the number of nucleation
centres. Samples with lower ζ, i.e. smaller particles, have a higher synthesis yield as the
iron concentration shows, which implies a stronger nucleation generating a higher yield
despite the slower growth. Stronger growth is observed for growing ζ, yet the yield
is lower pointing at weaker nucleation. During the polyol-assisted synthesis, a set of
reactions takes place, leading to the formation of iron hydroxides and oxide-hydroxides
[63]. Two reaction pathways are being discussed for the nucleation reaction [63]:
Either, maghemite is formed by thermal decomposition of lepidocrocite (γ-FeIIIO(OH)),
2 γ-FeIIIO(OH) −−→ γ-FeIII2O3 +H2O,
or magnetite is formed in a condensation reaction between iron(III) oxide-hydroxide
and iron(II) oxide and later oxidized to maghemite,
2FeIIIO(OH) + FeII(OH)2 −−→ FeII,III3 O4 + 2H2O.
An indication for the latter being true is the observation that magnetite is formed if
the reaction takes place under inert gas atmosphere [62]. Magnetite contains divalent
and trivalent iron in a stoichiometric ratio 1:2, equivalent to ζ = 0.67. Accordingly,
the presence of both divalent and trivalent iron are required for nucleation. Varying
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the stoichiometric ratio of the iron precursor should therefore alter the rates at which
the intermediates involved in the nucleation reaction are formed. In a polyol based
synthesis, solid particles are formed in a burst type nucleation [58]. This type of
nucleation is characterized by the formation of a supersaturated solution of monomers.
Following burst nucleation, the concentration of monomers drops below the nucleation
barrier, inhibiting further nucleation [59]. Depending on the rate at which monomers
are produced, nucleation may progress in a different way. This will also affect the
adsorption of monomers during diffusive growth. At elevated temperature and in an
environment containing oxygen, the trivalent form of iron will be prevailing. This is
being counteracted by the reducing environment provided by polyol, which makes
nucleation possible even when the initial stoichiometric parameter is ζ = 1. By choosing
an initial stoichiometry with lower ζ, a higher concentration of monomers should be
reached prior to nucleation. The results of this work show that adding Fe2+ to the
precursor solution indeed favours the nucleation process. It is therefore concluded that
magnetite is formed in the nucleation reaction.
Figure 1: Particle sizes dTEM, dMB, crystallite sizes dXRD and magnetic particle moments µeff for
variable ζ. Data points are connected for better visualization.
The trend of increasing magnetic hyperfine fields with increasing ζ can be explained
with increasing magnetic moments of the nanoflowers (see figure 1). As crystallite
sizes are generally smaller than particle sizes, it can be assumed that nanoflowers are
polycrystalline structures consisting of aggregated primary particles [37]. The increase
of magnetic moments from ζ = 0 to ζ = 1 is related to particle size more than to
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crystallite size, which shows only an insignificant increase between ζ = 0.4 and ζ = 1. In
terms of superstructure formation, this means that for higher ζ, particles are bigger due
to stronger aggregation-based growth - the contain more primary particles - rather than
due to stronger diffusive growth of primary particles. Cooperative behaviour between
primary particles within a nanoflower is more pronounced for bigger nanoflowers. This
cooperative behaviour is controlled by magnetic dipole and exchange interactions [124].
A higher degree of interaction between primary particles suppresses superparamagnetic
behaviour in favour of their superferrimagnetic character [33]. In the Mössbauer
spectrum of the sample with ζ=0, the onset of a transition towards superparamagnetic
behaviour was observed. This shows that cooperative magnetic behaviour increases for
samples with higher ζ, which also have bigger particle and crystallite sizes. The peak
frequency of the imaginary part of the susceptibility rises towards ζ=0. This is directly
connected with shorter relaxation times.
Particle type Particle size [nm] µ [A nm2] Source
Single-core maghemite NPs 6 0.033 [50]
Single-core maghemite NPs 7 0.0556 [125]
Spherical MNPs 18.7 0.856 [24]
Single-core iron oxide NPs 35 3.1 [34]
Maghemite nanoflowers 21 1.936 [50]
Maghemite nanoflowers 22 1.792 [50]
Maghemite nanoflowers 24 2.891 [50]
Maghemite nanoflowers 28 4.59 [50]
Maghemite nanoflowers 34 6.615 [50]
Maghemite nanoflowers 39.0 3.5 [37]
Maghemite nanoflowers 42 13.04 [50]
Multi-core iron oxide NPs 69 6.5 [34]
Multi-core iron oxide NPs 97 11.9 [34]
Table 1: Overview over literature values for magnetic moments µ of different types of particles.
An overview over literature values for magnetic moments of single core and multi-
core iron oxide nanoparticles is given in Table 1. As the comparison shows, the
magnetic moments calculated in this work are within the range of literature values
for particles similar in size. Therefore, the approximations made here appear realistic.
For the smaller nanoflowers with ζ=0, at a diameter of (18.4±1.2) nm, there is no
significant difference with spherical single-core particles of the same size. An enhanced
magnetic moment can be observed in bigger nanoflowers with ζ=1. At a particle
size of (28.7 ± 1.2) nm, they reach nearly the same magnetic moment as single-core
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particles with 35 nm diameter. From the observation that bigger nanoflowers contain
more primary particles follows that their increased magnetic moments are a result of
more primary particle’s magnetic moments adding up to one large collective magnetic
moment of the nanoflower. If the nanoflower size is further increased, even larger
magnetic moments are possible, such as 13.04 A nm2 for 42 nm particles [50]. This
trend is visualized in figure 2.
The excellent dispersibility of the maghemite nanoflowers investigated in this work is
another characteristic feature and is caused by their superferrimagnetic behaviour. As
for maghemite single core particles, the transition from the superparamagnetic state
to the blocked state around 10 nm particle diameter sets a size limit to dispersibility
[118], although it is possible to improve dispersibility to some extent by surface
modification. The spherical single core particles synthesized as part of this work are
in a superparamagnetic size regime, exhibiting faster relaxation than nanoflowers,
and possess magnetic moments ranging from (0.022±0.011) A nm2 to (0.31±0.10)
A nm2, which are typical values for particles of this size as found in literature. This
result underlines the enhanced magnetic properties of nanoflowers, featuring magnetic
moments that are one order of magnitude larger than those of single core particles.
Figure 2: Magnetic particle moments µeff plotted in dependence of the particle size for iron
oxide single core particles and nanoflowers, including both the results from this work
as well as literature values. References are given in brackets.
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Maghemite nanoflowers were successfully incorporated in a PMMA composite coating
after a series of tests. Using a glass surface as a model, the influence of the PMMA
concentration in acetone on the dip coating process was investigated. The AFM mea-
surements show that by decreasing the PMMA concentration, thinner layers can be
achieved. However, a limit is found at around 100 nm coating thickness, where the
coating homogeneity deteriorates. By introducing a second dip coating application,
this minimum achievable thickness can be cut in half. Among the samples prepared
in this work, applying twice a 0.25 wt.-% PMMA solution represents the most suitable
parameters for a thin and smooth coating, obtaining a (46 ± 7)nm thick layer with
11.9% relative roughness.
The investigation of composite coatings on Titanium by SEM showed different results
compared with results obtained by AFM using glas substrate. While two applications
of PMMA solutions with 0.25 wt.-% concentration and less showed large holes in the
coating, no major holes were found by AFM on glass substrate for concentrations higher
than 0.15 wt.-% following the same coating procedure. Two different possible explana-
tions for this need to be considered. Firstly, different substrates were used, meaning
that titanium and glass are not identical with respect to hydrophilic or hydrophobic
properties. Also, the glass substrate has a very smooth surface with very low roughness.
The same is not true for the titanium substrate used in this work. SEM images clearly
show the existence of roughness on the observable scale. Substrate roughness strongly
impacts wettability [113, 126] which will impact the adhesion of the polymer and
thereby change layer thickness and morphology:
cos θR = WR cos θ0,
with θR and θ0 being the contact angles of droplets on rough and smooth surfaces, re-
spectively, andWR being the ratio between the true surface area and its two-dimensional
projection, called roughness area ratio [127]. The contact angle is a measure of wetta-
bility, indicating wettability at angles between 0◦ and 90◦ and indicating non-wettability
at angles larger than 90◦. As a result of the relation described above, increasing surface
roughness will increase wettability or non-wettability. Secondly, differences in the
investigation methods need to be taken into account. Both SEM and AFM images may
show artefacts characteristic of each method. In particular, small holes in the surface
can be hidden on AFM images due to artefacts caused by the tip geometry. Features
on the sample surface with a radius smaller than twice the tip curvature radius can be
expected to be displayed inaccurately [112]. AFM scans were conducted using a tip
with nominally 10 nm curvature radius, meaning that all features with a radius larger
than 20 nm will be displayed correctly. The curvature radius Rf of a feature can be
estimated using a truncated sphere model as
Rf =
h2 + (w2 )
2
2h ,
where h is its height and w its full width [112]. On the SEM images of the samples in
question, holes with diameters well in excess of 100 nm are visible. Assuming a hole
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with height h = 50 nm and width w = 100 nm, R = 50 nm is obtained. Therefore, the
differences in surface coverage observed between AFM and SEM images are clearly not
due to artefacts.
The same is not true for holes with sizes closer to the tip radius, putting a limit to the
characterization of coating homogeneity by AFM. The RMS roughness was discussed
relative to the layer thickness as a means of describing this coating homogeneity quan-
titatively. This appears to be a viable approach, given that artefacts caused by finite
tip radius have only little influence on vertical roughness measurements [114]. The
strong increase in relative roughness for thinner coatings is possibly caused by the
development of holes in the coating rather than by the roughness of the PMMA layer
itself, as visible when comparing these values to the appearance of AFM topography
scans.
The most homogeneous coating on glass substrate with a suitable thickness of (46
± 7) nm exhibits 5.5 nm RMS roughness. Using the spin coating method, thinner
and smoother surfaces are achievable, reaching a film thickness around 10 nm to 20
nm at about 2 nm roughness [119]. In the context of this work, the results obtained
here appear sufficient. Surface roughness of a homogeneous film is not necessarily a
disadvantage, as it can be conducive to osseointegration [5].
The tendency to form agglomerates is a major obstacle when trying to evenly disperse
suspended nanoscale particles on a solid surface while maintaining their nanostructure.
The samples prepared in this work illustrate the importance of withdrawing the dis-
persion medium in such a way that particles are immobilized before agglomeration
can set in. This was realized with the spray coating technique which allows the ap-
plication of small amounts of suspension in a controlled manner. The method shows
excellent results in conjunction with highly stable suspensions of magnetic nanoflowers
as obtained by the polyol-assisted synthesis. The stability of the suspension is another
crucial factor, as preliminary tests conducted with magnetic iron oxide nanoparticles
obtained by a simple coprecipitation method failed to deliver comparable results.
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One of the most fundamental requirements for the application of iron oxide nanoparti-
cles in biomedicine is that particles and their agglomerates have no tendency to grow
beyond a critical size of approximately 5 µm which is harmful for blood flow [128].
Therefore, it is important to note that all samples prepared in this work are easily
dispersible. Three samples were produced varying the target temperature and holding
time for the thermal synthesis of maghemite nanoflowers via the polyol route. It was
found that after the nucleation and growth of globular primary particles, aggregation
takes place in a second step which leads to the formation of nanoflowers. A target tem-
perature of 220◦C and a holding time of 2 h were confirmed as suitable parameters for
thermal treatment yielding a narrow particle size distribution. Highly stable, aqueous
nanoflower suspensions were obtained. All samples were found to be composed purely
of maghemite (γ-Fe2O3) in tetragonal structure. A consistent formation of nanoflowers
for all iron precursor stoichiometries was observed. It was successfully achieved to
influence both the particle and crystallite sizes by varying the precursor stoichiometry.
Average particle sizes changed in an interval from (18.4± 1.2) nm to (28.7± 1.2) nm.
Crystallite sizes are slightly smaller and range from (13.8± 0.3) nm to (18.4± 0.9) nm.
Particle diameters estimated from Mössbauer spectra range from (10.8 ± 0.4) nm to
(21.1± 1.0) nm. The increasing particle size and the rising magnetic hyperfine fields
show that the particles’ magnetic moments increased. It was found that mixtures
which contain a larger proportion of Fe3+ ions led to larger particles and crystallites,
while a higher content in Fe2+ ions favoured nucleation at the expense of growth. The
additional treatment with iron nitrate led to further growth in crystallite and particle
size, however no additional surface layer with a different chemical or crystallographic
composition was found. An increase in Brownian relaxation times from approximately
0.2 µs to 9 µs and an increase in both static and dynamic susceptibilities with increas-
ing particle size were observed. The dynamic susceptibilities and magnetic moments
were compared with those of superparamagnetic single-core particles to illustrate the
enhanced magnetic properties of superferrimagnetic nanoflowers due to collective
behaviour. It was shown that in the polyol based synthesis of maghemite nanoflowers,
the iron precursor stoichiometry can be exploited to tune structural properties such as
particle and crystallite size. These strongly impact the particles’ magnetic properties and
relaxation behaviour offering the opportunity to use and optimize them for applications
in biomedicine such as magnetic hyperthermia treatment or magnetic particle imaging.
For the application as a bioactive coating on a bone implant, the relaxation time
τ and particle’s magnetic moments µ are key parameters. For a coating system that
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relies exclusively on the relaxation of particles and uses no external drive field, the
nanoflower sample with ζ = 0.0 appears most promising, containing the smallest parti-
cles with the shortest relaxation times. As detailed previously, the achievable electric
field induced by a magnetic nanoparticle at the distance r from the particle’s centre is
estimated as
Eeff =
µ0 µ
2
√
2τr2
.
The effective value of the electric field proportional the the particle’s magnetic moment
and inversely proportional to the relaxation time. Consequently, reducing relaxation
times has a stronger impact on the achievable electric field than increasing magnetic
moments. Only considering this aspect, smaller superparamagnetic single-core particles
might be a more promising choice. However, the effective magnetic field is independent
of relaxation time,
Beff =
µ0µ
2
√
2πr3
.
To maximize this parameter, magnetic moments need to be maximized. This is possible
using large nanoflowers. The question of finding a suitable compromise between the ef-
fective electric and magnetic field to provide an optimal stimulus for bone regeneration
extends far beyond the scope of this work. The same is the case for other stimulation
parameters such as frequency and duration of application. External inductive coupling
stimulation devices provide electric fields of 1 mV/cm to 100 mV/cm and magnetic
fields of 0.01 mT to 2 mT [21]. The composite coating presented here reaches a similar
electric field only for relaxation times or drive frequencies in the high-frequency regime.
The magnetic field, however, exceeds these values by one or two orders of magnitude
in the vicinity of a particle. Accordingly, a biologic cell, being larger than a magnetic
nanoparticle by a few orders of magnitude, will receive strong local electromagnetic
stimuli from a few hundred nanoparticles. This approach is substantially different from
known macroscopic stimulation devices and thus presents an interesting new starting
point for biomedical research.
In contrast to this, if the switching of magnetic dipoles of the particles was triggered
by an external drive field, a uniform electromagnetic stimulus would be generated
throughout the implant surface, provided that a suitable distribution of particles is
realized. In this case, the field frequency is given by the external field. Therefore, the
particle’s magnetic moments are important to maximize the effect. Among the samples
prepared in this work, the largest magnetic moment was found in the nanoflower
sample with ζ = 1.0, being (3.2 ± 0.4) A nm2.
By performing dip coatings with solutions of PMMA in acetone, an efficient testing
environment was used to obtain an overview over achievable film thicknesses and to
assess homogeneity. It was successfully demonstrated that two subsequent applications
of the dip coating lead to the formation of an even film with no significant deviation in
thickness. A suitable starting parameter was found for two applications of 0.25 wt.-%
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PMMA, achieving an average coating thickness of (46 ± 7) nm with 5.5 nm surface
roughness.
The appplication of magnetic nanoparticles to titanium surfaces while maintaining
an even particle distribution and avoiding agglomeration was found to be hard to
achieve. A spray coating method was successfully adapted for this purpose. Highly
stable suspensions of iron oxide nanoflowers, as obtained by polyol synthesis route
investigated in this work, are ideally suited for spray coating. For implementing this
method in industrial scale applications, the airbrush nozzle can be easily mounted on a
robotic arm, thereby ensuring highly reproducible results and an even application on
the complex surface of titanium-based bone implants. By varying the spraying duration,
the particle density can be tuned.
A layer of PMMA was applied on top of the nanoflowers without altering their distri-
bution on the titanium substrate. The formation of holes was avoided by increasing
the PMMA concentration up to 0.5 wt.-%, where homogeneous surface layers were
observed. An homogeneous PMMA composite coating containing evenly distributed
maghemite nanoflowers was successfully developed, allowing further development for
applications in bioactive bone implants.
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Outlook
It was shown in this work that the nucleation and growth of maghemite nanoflowers in
a polyol-assisted synthesis routine can be influenced by varying the precursor stoichiom-
etry. Even though a consistent interpretation of the results of this work was found,
further characterization would be helpful to verify the assumption of a nucleation
reaction involving magnetite. To achieve this, additional measurements should be
conducted on samples taken at certain time intervals during synthesis. Spectroscopic
methods, such as infrared spectroscopy, could prove very useful in this context, as
well as additional X-ray diffraction measurements. Developing a complete picture
of all chemical and crystallographic processes involved in nanoflower formation will
open up new possibilities for optimizing their magnetic properties. In particular, the
influence of nanoflower size and primary particle size on the effective magnetic mo-
ment should be further studied. It has been suggested that the effective magnetic
moment of a nanoflower will increase more for bigger nanoflowers if growth is realized
by a higher degree of agglomeration rather than by increasing primary particle size
[35]. Accodringly, increasing nanoflower size while decreasing primary particle size
will maximize effective magnetic moments. To achieve this in a controlled way, it is
necessary to selectively influence the diffusional growth and the aggregation-based
growth of nanoflowers. Intimate knowledge of the processes involved in nanoflower
formation therefore allows to further enhance their magnetic properties.
With respect to the application of magnetic nanoparticles to an implant surface via
spray coating, it is desirable to systematically adjust local particle density. This can only
be achieved reliably by an automated spray coating device which could be constructed
by mounting an airbrush on a robotic arm. Then, the relationship between parameters
of the spraying application and the particle distribution needs to be calibrated. For
a given particle distribution, local electromagnetic fields should be calculated in a
simulation, similarly to studies on electric stimulation devices [19].
Magnetic force microscopy is a suitable tool to quantify achievable magnetic fields on
the surface of the coating experimentally. In this technique, an atomic force microscope
is operated with a magnetized tip. A mapping of local magnetic fields could prove
helpful in the process of optimizing the distribution of particles on the implant surface.
Some attempts at calibrating magnetic tips for a quantitative measurement of the
interaction with magnetic particles have been made [24], however this is by no means
a trivial issue.
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Eventually, the effectiveness of the coating system presented in this work should
be examined in cell tests. A variety of configurations is possible: letting particles
freely change their magnetic moment’s orientation due to relaxation, triggering these
orientation changes by an external inductive coupling-based stimulation device, or
deactivating the particles using a strong static magnetic field. There is a considerable
qualitative difference to existing setups, in particular without the use of an external
stimulation device. In this case, thermal fluctuations in magnetic nanoparticles per-
manently cause strong local electromagnetic fields. It yet needs to be understood in
which way these fields interact with cells and tissues. Further research is needed to
understand the biomedical implications connected with this concept of a substantially
novel implant system.
Appendix
1 Magnified TEM image
Figure 1: TEM image for the nanoflower sample prepared with stoichiometric parameter ζ=1.
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2 Mössbauer fit parameters
Sample B
Site IS [mms ] QS [
mm
s ] µ0Hhf [T] FWHM [
mm
s ] Rel. int. [%]
Ab 0.326± 0.002 −0.007± 0.002 47.3± 0.1 0.288± 0.005 46.1
Bb 0.352± 0.004 −0.017± 0.004 45.1± 0.1 0.326± 0.011 30.9
As 0.401± 0.007 −0.001± 0.006 41.9± 0.1 0.337± 0.020 15.2
Bs 0.434± 0.011 −0.01± 0.01 38.1± 0.2 0.328± 0.024 7.7
Sample C
Site IS [mms ] QS [
mm
s ] µ0Hhf [T] FWHM [
mm
s ] Rel. int. [%]
Ab 0.330± 0.011 −0.01± 0.01 44.9± 0.2 0.47± 0.04 19.4
Bb 0.313± 0.016 −0.010± 0.015 40.1± 0.5 0.87± 0.09 38.6
As 0.38± 0.07 0.00± 0.06 33.0± 0.8 0.98± 0.24 23.0
Bs 0.34± 0.09 0.06± 0.06 18.3± 0.9 1.20± 0.60 17.9
Doublet 0.48± 0.08 1.49± 0.17 - 0.36± 0.18 1.1
Table 1: Hyperfine parameters of all contributing subspectra with bulk and surface contributions
for A- and B-sites for samples B, C. One sample was fitted with an additional doublet.
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ζ = 1.0
Site IS [mms ] QS [
mm
s ] µ0Hhf [T] FWHM [
mm
s ] Rel. int. [%]
Ab 0.324± 0.003 0.006± 0.002 47.8± 0.1 0.241± 0.005 41.5
Bb 0.329± 0.004 0.002± 0.002 46.1± 0.1 0.280± 0.011 34.7
As 0.361± 0.013 −0.003± 0.002 43.2± 0.2 0.343± 0.012 16.8
Bs 0.445± 0.016 −0.006± 0.004 39.2± 0.3 0.352± 0.014 7.0
ζ = 0.67
Site IS [mms ] QS [
mm
s ] µ0Hhf [T] FWHM [
mm
s ] Rel. int. [%]
Ab 0.325± 0.008 0.002± 0.002 47.0± 0.2 0.297± 0.014 38.4
Bb 0.327± 0.009 0.001± 0.001 44.9± 0.2 0.366± 0.011 33.6
As 0.344± 0.022 −0.002± 0.002 40.9± 0.3 0.54± 0.04 20.8
Bs 0.463± 0.028 −0.003± 0.003 36.8± 0.3 0.55± 0.08 7.2
ζ = 0.4
Site IS [mms ] QS [
mm
s ] µ0Hhf [T] FWHM [
mm
s ] Rel. int. [%]
Ab 0.317± 0.008 0.002± 0.002 46.7± 0.1 0.301± 0.008 39.5
Bb 0.319± 0.015 −0.004± 0.002 44.4± 0.3 0.370± 0.014 25.5
As 0.341± 0.022 −0.007± 0.004 41.0± 0.4 0.519± 0.026 25.7
Bs 0.46± 0.03 −0.008± 0.004 35.9± 0.5 0.55± 0.08 9.3
ζ = 0.0
Site IS [mms ] QS [
mm
s ] µ0Hhf [T] FWHM [
mm
s ] Rel. int. [%]
Ab 0.311± 0.013 −0.004± 0.002 44.6± 0.2 0.446± 0.021 23.4
Bb 0.319± 0.015 −0.008± 0.002 41.2± 0.4 0.53± 0.04 24.4
As 0.358± 0.025 −0.008± 0.003 36.3± 0.4 0.82± 0.06 33.0
Bs 0.44± 0.04 −0.012± 0.004 26.9± 0.9 0.92± 0.12 13.6
Doublet 0.41± 0.04 2.38± 0.12 - 0.9± 0.1 5.6
Table 2: Hyperfine parameters of all contributing subspectra with bulk and surface contributions
for A- and B-sites for samples ζ=1.0; 0.67; 0.4; 0.0. One sample was fitted with an
additional doublet.
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