Fluid-structure interaction modeling of the Orion spacecraft parachutes by Moorman, Creighton J.
R I C E U N I V E R S I T Y 
Fluid-Structure Interaction Modeling of the Orion 
Spacecraft Parachutes 
by 
Creighton J. Moorman, 2nd Lt, USAF 
A THESIS SUBMITTED 
IN PARTIAL FULFILLMENT OF THE 
REQUIREMENTS FOR THE D E G R E E 
Master of Science 
J4PPT?NVRN TTTFISTS HoMMITTEE: 
T. E. Tezduyar, Chair 
Professor of Mechanical Engineering and 
Materials Science 
J LKIN 
P ior of Mechanical Engineering and 
Materials Science and Professor of 
Computational and Applied Mathematics 
Professor of Mechanical Engineering and 
Materials Science 
Research Scientist in Mechanical 
Engineering and Materials Science 
i t - h A s + J 
A. J. Meade 
HOUSTON, TEXAS 
APRIL 2 0 1 0 
UMI Number: 1486017 
All rights reserved 
INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted. 
In the unlikely event that the author did not send a complete manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed, 
a note will indicate the deletion. 
UMI" 
Dissertation Publishing 
UMI 1486017 
Copyright 2010 by ProQuest LLC. 
All rights reserved. This edition of the work is protected against 
unauthorized copying under Title 17, United States Code. 
A ® uest 
ProQuest LLC 
789 East Eisenhower Parkway 
P.O. Box 1346 
Ann Arbor, Ml 48106-1346 
The views expressed in this thesis are those of the author and do not reflect the official 
policy or position of the United States Air Force, Department of Defense, or the U. S. 
Government. 
Abstract 
Fluid-Structure Interaction Modeling of the Orion 
Spacecraft Parachutes 
by 
Creighton J. Moorman 
The Team for Advanced Flow Simulation and Modeling (T*AFSM) at Rice Uni-
versity has been developing the Stabilized Space-Time Fluid-Structure Interaction 
core technologies in conjunction with an array of special techniques to overcome the 
complexities present in modeling ringsail parachutes. Flight characteristics of single 
and clustered ringsail parachutes are explained. Ringsail modeling techniques are 
employed to examine and discern the parachute's aerodynamic characteristics. Sev-
eral design modifications, including suspension line length ratio, over-inflation control 
line and canopy loading are investigated. The application of the ringsail modeling 
techniques to two and three parachutes in a cluster is demonstrated. 
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Chapter 1 
Introduction 
Important factors to be considered with any flight vehicle include aerodynamic load-
ing, structural stresses and deformations, as well as inertial characteristics. Generally, 
it is possible to break the problem down into components. For example, first defining 
aerodynamic characteristics, which can then be combined with inertial characteris-
tics to predict flight dynamics, or determining pressure distributions that can then 
be used to model structural loading. Problems exist in which all three of the items 
considered are so heavily dependent on one another that they cannot be analyzed 
separately. One modeling technique used for this class of problems is fluid-structure 
interaction (FSI) computation, which is seen in a broad range of applications, such as 
those reported in [52, 58, 35, 36, 18, 19, 20, 43, 53, 39, 44, 45, 76, 64, 85, 34, 13, 65, 
69, 77, 70, 78, 2, 10, 22, 25, 8, 28, 7, 32, 79, 42, 86, 62, 63, 80, 30, 67, 68, 1, 81, 17, 26, 
11, 71, 82, 29, 3, 46, 72, 83, 31, 4, 5, 75, 47, 84, 74] . The Team for Advanced Flow 
Simulation and Modeling (T*AFSM) has been focusing on two classes of problems 
requiring FSI techniques. The first is computing blood flow through patient-specific 
cerebral aneurysm models with time varying blood flow and deformable arterial wall 
as reported in [48]. The second is the modeling of parachutes, which is the focus of 
this effort. Figure 1.1 shows two examples of computations completed by the author 
1 
2 
during his time as a member of the T*AFSM at Rice University. These examples 
demonstrate FSI modeling's wide range of applicability. 
Figure 1.1: Two examples of FSI problems computed by the author while a member 
of the T*AFSM demonstrating the wide range of applications for FSI modeling. 
Three Orion ringsail parachutes in a cluster (left) and blood flow through a cerebral 
aneurysm with time varying blood flow and a deformable lumen using a geometry 
extracted from patient specific data (right). 
In 2004, President Bush called for a realignment of NASA to meet the challenge 
of replacing the space shuttle for flights to low Earth orbit, reestablishing ourselves 
on the moon by 2020 and eventually travelling to Mars [37]. In response, NASA 
has stood up the Constellation program that includes the Orion Crew Exploration 
Vehicle (CEV), Ares I and Ares V rocket, and the lunar lander Altair. The Orion 
is an Apolloesque capsule built with state-of-the-art technologies. The concept of 
operations for the system includes launching Orion and its service module into Earth 
orbit utilizing the Ares I rocket. This will satisfy the requirement for flights to low 
Earth orbit to service the International Space Station. For missions beyond low Earth 
orbit, a second rocket, the Ares V will be launched with the lunar lander Altair and 
an Earth departure stage that that will dock with Orion on orbit prior to departing 
for other destinations [38] . 
o 
1.1 Motivation 
3 
Upon returning to the Earth, Orion will be recovered using an Apollo type parachute 
system. Near the close of the program, the "Apollo Parachute Landing System" was 
heralded as the most advanced, thorougly engineered and heavily tested parachute 
system ever built [23]. The the system was nearly flawless over the course of the 
Apollo program. The CEV Parachute Assembly System (CPAS) has been conceived 
as a flexible and redundant system designed to safely recover Orion over a myriad 
flight profiles ranging from nominal entry to various pad abort scenarios. An intensive 
list of system requirements and concept of operations is outlined in [50]. We will focus 
on the main parachutes throughout this study. Orion's terminal descent will be made 
under three 120 ft D0 quarter sphere ringsail parachutes. The capsule was initially 
expected to weigh 17,200 lbs, which was subsequently increased to 19,300 lbs due to 
recent project developments. The maximum allowable rate of descent is 26 f t / s with 
three main parachutes and 33 f t / s with two main parachutes, the later is to account 
for fault tolerance requirements of a failed main parachute. The ringsail parachute 
stands on its successful track record, high efficiency and quick inflation. Ringsail tech-
nology has been upgraded in the years since Apollo to include revolutionary materials 
such as Kevlar, Vectran and Spectra which replace the heritage steel and nylon [50]. 
It was noted by engineers at the close of the Apollo program that "A major difficulty 
in design and development was the lack of adequate analytical methods for properly 
predicting dynamic behavior, loads and stresses of the aerodynamic decelerators and 
the combined parachute systems. Development of these prediction methods must pre-
cede any major improvements in weight, volume, loads or testing economy of future 
spacecraft landing systems" [23]. 
At the inception of Orion, an upgrade in parachute modeling technology was 
called for. Predictions of parachute flight dynamics and a Monte Carlo of landing 
footprints can be achieved through engineering models as complex as two 6 DOF 
bodies connected by a spring, such as those reported in [9, 51]. An aerodynamic 
4 
investigation in a wind tunnel is difficult due to scaling issues and the infinite mass 
constraint. The term infinite mass is used to describe a fixed payload in a wind tunnel 
versus a finite mass system where the parachute system is allowed to freefall. Flight 
testing is an expensive option if one wants to determine the impact of adjusting many 
parachute design parameters. With the weight and volume constraints associated 
with spaceflight, maximizing performance is a must. Supplementary to the flight 
testing, the T*AFSM at Rice University has been developing techniques for modeling 
parachutes using fully coupled FSI methods. Modeling of the ringsail parachute 
requires several core FSI technologies and an array of specialized techniques. We will 
address the core technologies that can be applied to a vast array of FSI problems and 
many parachute specific technologies. A thorough description of the problem at hand 
will be supplied using various flight test examples. Then, we will give specific examples 
of how FSI tehnologies have been employed in the evaluation of basic parachute 
aerodynamics, design parametrics and parachutes in a cluster. 
1.2 Overview 
Chapter 2 provides a description of the core numerical technologies employed in FSI 
simulations. The governing equations including the Navier-Stokes equations of incom-
pressible flows and the structural mechanics equations are explained. The solution 
technique for the fluid mechanics part is the Deforming-Spatial-Domain/Stabilized 
Space-Time (DSD/SST) formulation [54, 59, 60, 55]. For the structural mechan-
ics part, a finite element formulation based on the principle of virtual work is em-
ployed [27, 6, 43]. The coupling of the fluid and structural mechanics part is accom-
plished using Stabilized Space-Time FSI (SSTFSI) [62], 
Chapter 3 explains some of the parachute specific technologies that have been 
developed to overcome the geometric complexities of the ringsail parachute. These 
5 
techniques include the Geometric Smoothing Technique (GST) [62], Homogenized 
Modeling of Geometric Porosity (HMGP) [67], cable drag algorithm [74], prescribed 
motion start and truss element payload representation. 
Chapter 4 provides an overview of the recovery sequence planned for the Orion 
spacecraft. Then, NASA test data for both single and clustered ringsail parachutes 
are examined. Basic parachute flight dynamics are explained. 
Chapter 5 describes the employment of FSI to investigate the various phenomena 
related to the parachute's stability and performance. Flow fields are examined to 
determine the cause of characteristics such as parachute breathing and gliding. 
Chapter 6 provides an analysis of various design parameters including the suspen-
sion line length, over inflation control line and canopy loading. Results are analyzed 
using several techniques to provide a clear picture of the modifications' impact on the 
parachute performance. 
Chapter 7 outlines efforts to model ringsail parachutes in a cluster. This model 
can be used to gain invaluable insight into the translation of the single parachute 
aerodynamics to cluster applications. 
Chapter 2 
Core Numerical Technologies 
The core numerical technologies employed in the parachute simulations, with a wide 
range of applicability to other FSI problems, are described here. This chapter begins 
with the Navier-Stokes equations of incompressible flow. These equations are valid 
for the low speed flight regime of the main parachutes, exhibiting a descent speed no 
greater than 35 f t / s during "steady descent" (i.e. without events such is disreefing 
or offloading) and less than 200 f t / s at main chute deployment. The structural me-
chanics equations, which govern the cable, membrane and truss elements used in the 
simulations are then outlined. 
Let QT C Mnsd be the spatial domain with boundary TT at time t € ( 0 , T ) . The sub-
script t indicates the time-dependence of the domain. The Navier-Stokes equations 
of incompressible flows are written on Qt and Vt 6 (0, T) as 
2.1 Fluid Mechanics 
o (2 .1 ) 
(2.2) V u = 0 
6 
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where p, u and f are the density, velocity and the external force, respectively. The 
stress tensor a is defined as 
a(p, u) = -pi + 2iie(u) , (2.3) 
with 
e(u) = \ ( (V«) + ( V i i f ) . (2.4) 
Here p is the pressure, I is the identity tensor, p = pv is the viscosity, v is the 
kinematic viscosity, and e(u) is the strain-rate tensor. The essential and natural 
boundary conditions for Eq. (2.1) are represented as 
u = g on ( r t ) g , (2.5) 
n • or = h on ( r t ) h , (2.6) 
where (r<)a and (Tt)h are complementary subsets of the boundary r t , n is the unit 
normal vector, and g and h are given functions. A divergence-free velocity field wo(x) 
is specified as the initial condition. 
2.2 Structural Mechanics 
Let C Mnxd be the spatial domain with boundary r®, where nxd = 2 for membranes 
and nxd = 1 for cables. The superscript "s" indicates the structure. The parts of Ff 
corresponding to the essential and natural boundary conditions are represented by 
(T|) and (Tst)h. The equations of motion are written as 
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where ps, y, fs and crs are the material density, structural displacement, external force 
and the Cauchy stress tensor, respectively. Here r\ is an artificial damping coefficient, 
which is nonzero only in computations where time accuracy is not required, such 
as in determining the deformed shape of the structure for specified fluid mechanics 
forces acting on it. Such computations typically precede any fluid mechanics or 
FSI computations, and the artificial damping facilitates reaching that initial shape 
in a robust way. The stresses are expressed in terms of the second Piola-Kirchoff 
stress tensor S, which is related to the Cauchy stress tensor through a kinematic 
transformation. Under the assumption of large displacements and rotations, small 
strains, and no material damping, the membranes and cables are characterized with 
linearly-elastic material properties. For membranes, under the assumption of plane 
stress, S becomes: 
Sij = (\sGijGkl + ns (GilGjk + GikGjl)) Ekl , (2.8) 
where for the case of isotropic plane stress As = 2Xs/is/(Xs + 2fis). Here, Ekl are 
the components of the Green-Lagrange strain tensor, G1-7 are the contravariant com-
ponents of the metric tensor in the original configuration, and As and jis are the 
Lame constants. For cables, under the assumption of uniaxial tension, S becomes 
S"11 = EcGnGnEii, where Ec is the Young's modulus for the cable. 
2.3 D S D / S S T Formulation of Fluid Mechanics 
In the Deforming-Spatial-Domain/Stabilized Space-Time (DSD/SST) method [54, 
59, 60, 55, 62], the finite element formulation is written over a sequence of N space-
time slabs Qn, where Qn is the slice of the space-time domain between the time levels 
and tn+1. 
At each time step, the integrations are performed over Qn. The space-time finite 
9 
element interpolation functions are continuous within a space-time slab, but discon-
tinuous from one space-time slab to another. The notation (•)" and (•) + will denote 
the function values elt tyi clS approached from below and above. Each Qn is decom-
posed into elements Q®, where e = 1 ,2 , . . . , (ne/)„. The subscript n used with nei 
is for the general case where the number of space-time elements may change from 
one space-time slab to another. The essential and natural boundary conditions are 
enforced over (Pn)g and (Pn)h, the complementary subsets of the lateral boundary of 
the space-time slab. The finite element trial function spaces for velocity and 
(Sp)n for pressure, and the test function spaces (V£)n and (V^)n = (Sp)n are defined 
by using, over Qn, first-order polynomials in space and time. 
The DSD/SST formulation (as presented in [55]) is written in the following man-
ner: given (u h )~ , find uh G (S£)„ and ph e (<S£)n such that Vwh € (V£)„ and 
Vqh e (Vph)n: 
[ h f d u h + uh • Vuh - dQ + f e{wh) : a{ph, uh) dQ 
J JQn 
/ w h - h h d P + qhV-uhdQ+ (wh)l • p ((uh)+ - (uh)~) dn 
J(Pn)h JQn J Sin Mn , , r /Qvfh 
TSUPGP ( -Qjr + uh • V w h ) + rPSPGVqh [L(p
h,uh)-pih] dQ 
VET) n /» -i 
+ E t -
h MP 
{nel)n » 
+ E / ^'cV • w h p V • uh dQ = 0 , (2.9) e = l JQ en 
where 
L (qh, w h)= p[ ^ + uh • Vwh ) - V • <r(qh, w h ) . (2.10) 
This formulation is applied to all space-time slabs Qo, Qi, Q2, • •., Qn- 1, starting with 
(uh)q = u0. Here rSUPG, rPSPG and ^LSIC are the SUPG (Streamline-Upwind/Petrov-
Galerikin), PSPG (Pressure-Stabilizing/Petrov-Galerkin) and LSIC (least-squares on 
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incompressibility constraint) stabilization parameters. Several different options exist 
to define these stabilization parameters. Here one finds the definitions given in [55]: 
^ S U P G — 
^~SUGN12 
1 1 
" + 2 2 
^~SUGN12 ^~SUGN3 
dNa 
dt 
^~SUGN3 
hn 
(" e n a=1 
h2 R G N 
4 v 
2 ViVa| 
\a=l 
Villi'1!! 
+ uh • VNa 
- l 
TPSPG 
L^SIC 
II V||w' ! 
S^UPG ) 
^ S U P G | | W V || 
-1 
(2 .11) 
(2 .12) 
(2.13) 
(2.14) 
(2.15) 
(2 .16) 
(2.17) 
where nen is the number of (space-time) element nodes and Na is the space-time shape 
function associated with the space-time node a. An alternative method to that given 
by Eqs. (2.11)—(2.12) for determining rSUPG was presented in [62], These options for 
determining TS(JPG ares based on separate definitions for the advection-dominated and 
transient-dominated limits and are expressed as follows: 
TSUPG — 
1 
+ 
1 
2 2 
^SUGNL T S U G N 2 
+ 1 
-1 
T S U G N 2 
\a=l 
At 
~2 ' 
l) • ViVa| 
(2 .18) 
(2.19) 
(2 .20) 
where v h is the mesh velocity. Note that partitioning rSUGN12 into its advection-
dominated and transient-dominated components as given by Eqs. (2.19)-(2.20) is 
equivalent to excluding the ( ^ H ^ ) P a r t ( " ^ ) i n Eq. (2.12), making that the 
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definition for rSUGN1, and accounting for the (^^t part in the definition for rSUGN2 
given by Eq. (2.20). Here £ is the vector of element (parent-domain) coordinates. 
Additional methods for calculating rSUPG, rPSPG and z/LSIC, can be found in [61, 55, 
56, 57]. The Discontinuity-Capturing Directional Dissipation (DCDD) stabilization, 
which can also be found in references [55, 56, 57], was introduced as an alternative 
to the LSIC stabilization. 
Several of the remarks from [62] concerning this chapter are relevant and are 
reproduced in this thesis as Remarks 1-6. 
Remark 1 As an alternative to the way the SUPG test function is defined in Eq. (2.9), 
we propose the SUPG test function option of replacing the term + uh • Vw71") 
with ( (u h — v'1) • V w ' ) . This replacement is equivalent to excluding the 
part of • We call this option "WTSE", and the option where the 
term is active "WTSA". 
Remark 2 With the function spaces defined in the paragraph preceding Eq. (2.9), 
for each space-time slab velocity and pressure assume double unknown values at each 
spatial node. One value corresponds to the lower end of the slab, and the other one 
upper end. The option of using double unknown values at a spatial node will be called 
"DV" for velocity and "DP" for pressure. In this case, we use two integration points 
over the time interval of the space-time slab, and this time-itegration option will be 
called "TIP2". This version of the DSD/SST formulation, with the options set DV, 
DP and TIP2, will be called "DSD/SST-DP". 
Remark 3 We propose here the option of using, for each space-time slab, a single 
unknown pressure value at each spatial node, and we will call this option "SP". With 
this, we propose another version of the DSD/SST formulation, where the options set is 
DV, SP and TIP2, and we will call this version "DSD/SST-SP". Because the number 
of unknown pressure values is halved, the computational cost is reduced substantially. 
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Remark 4 To reduce the computational cost further, we propose the option of using 
only one integration point over the time interval of the space-time slab, and we call 
this time-itegration option "TIP1". With this, we propose a third version of the 
DSD/SST formulation, where the options set is DV, SP and TIP1, and we will call 
this version "DSD/SST-TIP1". 
2.4 Semi-discrete Formulation of Structural Me-
chanics 
With the trial function space yh and test function wh coming from appropriately de-
fined spaces, the semi-discrete finite element formulation of the structural mechanics 
equations (see [27, 6, 43]) is written as 
The fluid mechanics forces acting on the structure are represented by vector th. This 
force term is geometrically nonlinear and thus increases the overall nonlinearity of 
the formulation. The left-hand-side terms of Eq. (2.21) are referred to in the original 
configuration and the right-hand-side terms in the deformed configuration at time t. 
A nonlinear system of equations emerges from this formulation at every time step 
(see [27, 6, 43, 20] for time discretization) . An incremental form is used to solve that 
nonlinear system with an iterative method. This form is expressed as 
/ (Pvh 
'0 
(2.22) 
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Here M is the mass matrix, C is the artificial-damping matrix, K is the consistent 
tangent matrix associated with the internal elastic forces, R l is the residual vector 
at the ith iteration, and Ad1 is the ith increment in the nodal displacements vector 
d. The artificial-damping matrix C, as mentioned in Section 2.2, is used only in 
computations where time-accuracy is not required, and for spatially-constant 77 it 
can be written as C = 77M. All of the terms known from the previous iteration are 
lumped into the residual vector R \ The parameters a , /3,7 are part of the Hilber-
Hughes-Taylor [15] scheme, which is the time-integration technique used here. In the 
computations reported in this thesis, consistent with other parachute computations 
performed by the T*AFSM, in the structural mechanics part of the mass matrix is 
lumped. 
2.5 Stabilized Space—Time Fluid—Structure Inter-
action (SSTFSI) Method 
The description of the SSTFSI method given here is based on the finite element 
formulations given by Eqs. (2.9) and (2.21), with a slight change of notation and with 
a clarification of how the fluid-structure interface conditions are handled. In this 
notation, subscripts 1 and 2 will refer to fluid and structure respectively. Furthermore, 
while subscript I will refer to the fluid-structure interface, subscript E will refer to 
"elsewhere" in the fluid and structure domains or boundaries. Then the equations 
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representing the SSTFSI method are written as follows: 
JQ w"e 'p (jir+uh'Vuh ~fh)dQ+IQ £(w"e) : a{ph'uh) dQ 
[ wJE • hhlB dP+ f qhlEV • uh dQ + f « ) + • p ((uh)t - (uh)") dQ 
•/(Pn)h -'fin '  
+ E / 1 
JQkP 
( « e l ) • 
T S U P G P 
Qn 
+ Un • VwJE + rPSPGVg: 
VET / FT /» + E / • w ^ p V • dQ = 0 , (2.23) 
e=l "Vn 
n ("el)™ „ J 
/ ^ V - U H D Q + Y 2 - [T-PSPGV?y • [L(p\ u") - pfh] dQ 
e = l JQen P 
0 , (2.24) 
w M -
'(rn )E (( li^n+1 " V^li^n+l "2i 0 ^ = 0 , (2.25) 
(wfT) h ^ d p = -71+1 " l l pndP+ / 2pe((w^) n + 1) : s(u) dQ 
<(Pn)h Qn 
+ [ K ) " + 1 • v • (2pe(u)) dQ, JQn 
(2.26) 
w 
'("21 )F 
2i • (h^ + ( h y A + ( h y B ) dn = o , (2.27) 
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[ w2 • P^TT [ w£ • r]p2-^— dft + [ 5Eh : Sh dQ •Afi2)o dt J dt 0 
= [ w 2 • p2f2l dfi + / w£B • h£E /' • 14 dQ . (2.28) 
Here (r2i )REP and (^21 )REF represent some reference configurations of and f^i , 
respectively. To bridge the slightly modified notation used here to the notation used 
in Eqs. (2.9) and (2.21), one should note that p2 = ps, = f s , (^2)0 = = 
Qf, and Q2i and f22B indicate the partitions of ^2 corresponding to the interface 
and "elsewhere". It should also be noted that h2l = th, and (h^) and (hjj) 
represent the values of h^ associated with the fluid surfaces above and below the 
membrane structure. The symbol h2E denotes the prescribed external forces acting 
on the structure in f22E, which is separate from f j . In this formulation, h^ 
and h2l (the fluid velocity, fluid stress and structural stress at the interface) are treated 
as separate unknowns, and Eqs. (2.25), (2.26) and (2.27) can be seen as equations 
corresponding to these three unknowns, respectively. The structural displacement 
rate at the interface, it2l, is derived from yh. 
The formulation above is based on allowing for cases when the fluid and structure 
meshes at the interface are not identical. If they are identical, the same formulation 
can still be used. If the structure is represented by a 3D continuum model instead 
of a membrane model, the formulation above would still be applicable if the the 
domain integrations over Q2e and f^ i in the last two terms of Eq. (2.28) are converted 
to boundary integrations over r2E and r2i. In such cases, h2E would represent the 
prescribed forces acting "elsewhere" on the surface of the structure. 
Note that, for constant viscosity, the term V • (2pe(u)) in Eq. (2.26) vanishes 
for tetrahedral elements and in most cases can be neglected for hexahedral elements. 
The same statement can be made also in the context of that term being a part of the 
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expression L ( p h , u h ) appearing in Eqs. (2.23) and (2.24). 
In computations that account for the porosity of the membrane fabric, Eq. (2.25) 
is replaced with the following one: 
where kPORO is the porosity coefficient. In the current implementation, in Eq. (2.29) 
only the pressure component of hj , is taken into account. 
Remark 5 In FSI computations with membranes and shells, the pressure at the in-
terface has split nodal values corresponding to the fluid surfaces above and below the 
membrane or shell structure. We propose to use such split nodal values for pressure 
also at the boundaries (i.e. edges) of a membrane structure surrounded by the fluid. 
Our computations show that this provides additional numerical stability for the edges 
of the membrane. 
Remark 6 The versions of the SSTFSI method corresponding to the DSD/SST-DP, 
DSD/SST-SP, and DSD/SST-TIP1 formulations (see Remarks 2~4) will be called 
"SSTFSI-DP", "SSTFSI-SP", and "SSTFSI-TIP1", respectively. 
In this thesis, the "Separated Stress Projection (SSP)" is used in all computa-
tions. The SSP projects the pressure (as a scalar) and the viscous part of the stress 
vector separately. To accommodate this new stress projection, a new version of the 
SSTFSI technique given in Section 2.5 was introduced in [67], with the pressure and 
viscous parts of the interface stress vectors separated. In that new version, which is 
denoted with the option key "-SSP", the symbols h^ and h^, used in Section 2.5 
would denote only the viscous parts of the stresses acting on the fluid and structure 
interfaces, respectively. Furthermore, in Section 2.5, the first term on the right-hand-
side of Eq. (2.26) would be dropped, a scalar version of Eq. (2.27) would be added 
(2.29) 
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for projecting p^ from p\,, in Eq. (2.28) h^ would be replaced with — p^n + h^ , and 
in Eq. (2.29) h^ would be replaced with — p^n + h^,. 
Chapter 3 
Special-Purpose Modeling 
Techniques 
Figure 3.1 shows the quarter-sphere ringsail parachute and some of the geometric 
complexities that are present. The ringsail parachute consists of a vent, four rings and 
nine sails. The vent and four ring gaps near the top improve stability characteristics 
by allowing flow to pass through the parachute [24], Next, there are nine sails, eight 
of which have fullness. Fullness means that in the constructed shape, the leading 
edge of the upper sails has more fabric between the radials than the sail below it. 
This produces an opening even in the unstressed condition that we will refer to as a 
sail slit. Flow passing through these slits contributes to the stability of the parachute 
and provides additional mass flow during inflation [24]. The parachute structure also 
consists of various reinforcing tapes and cables (see Figure 3.2). The cable that runs 
meridionally from the vent to the skirt is referred to as a radial, while the same cable 
continuing from the skirt to the riser is referred to as a suspension line. The riser 
terminates at a harness assembly that connects to the load. Anywhere cables come 
together is referred to as a confluence, for example, where the suspension lines meet 
the riser, and where the riser meets the harness is a confluence. The contents of 
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this chapter are specialized techniques, used in conjunction with the core numerical 
technologies, to address the numerical challenges associated with modeling the ringsail 
parachute. 
Figure 3.1: The various geometric complexities of the quarter-sphere ringsail 
parachute can be seen here. From left to right, top to bottom, the four ring gaps 
near the crown the parachute, a view of the ring gaps and sail slits on the crown and 
shoulder of the parachute, a full view of constructed fabric geometry and a view of 
the sail slits near the skirt. 
3.1 Geometric Smoothing Technique 
3.1.1 GST Purpose 
Introduced in [62, 67], the FSI Geometric Smoothing Technique (FSI-GST) was devel-
oped as a method for computing problems with large geometric complexity. Applying 
mesh moving techniques to the complex, ringsail canopy would be both cumbersome 
and unaffordable in terms of computational resources. Both problems are remedied 
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Figure 3.2: Illustration of the internal cable structure of the ringsail parachute. The 
meridional lines from the vent to the skirt are referred to as radials and the same 
cables extending from the skirt to the riser are referred to as suspension lines. Near 
the crown are various reinforcing tapes. 
by the FSI-GST and another more specialized technique known as FSI Directional 
GST (FSI-DGST) [62, 67] has been developed and is employed to compute the ringsail 
parachutes. 
3.1.2 GST Technique 
The parachute radials form "valleys" in the gore material. It is assumed that the 
bulging fullness contributes only a small percentage of the total parachute area and 
does not need to be modeled directly. Therefore, in fluid mechanics computations the 
parachute can be simplified to a smooth shape as shown in Figure 3.3. The smoothing 
is accomplished using the FSI-DGST in the circumferential direction. The fluid nodes 
in this smooth representation are attached to the radials, or valley nodes of the gore. 
Near the top of the parachute, the radials are very close together and would produce 
very bad aspect ratio elements if we attached to every one. To remedy this, fluid 
nodes are not attached to every radial and favorable fluid element aspect ratios are 
obtained. A pictorial representation of this can be seen in Figure 3.4. 
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Figure 3.3: Illustration of the smoothened fluid mesh representation of the parachute. 
Using the DGST, the fluid nodes are attached to the parachute radials. 
3o2 Homegenized Modeling of Geometric Porosity 
3,2.1 H M G P Purpose 
The porosity of the parachute is an very important factor in stability and care must 
be used to ensure proper representation. The standard ringsail canopy has specific 
distributions of both fabric and geometric porosities. Since the fluid mesh itself 
is smooth without gaps or slits, a method must be established for governing the 
flow through the canopy. Here we present two different methods for accomplishing 
this. The first Homogenized Modeling of Geometric Porosity (HMGP) was introduced 
in [67, 66] and uses a time-invariant coefficient established from a one time fluid 
mechanics computation of a four-gore slice of the the parachute with true geometry. 
The geometry, however, changes even in steady descent and a great amount during 
the stages of parachute inflation. The HMGP-FG was first introduced in [49] as a 
technique to separate the flux contributed by the fabric and geometric porosities. 
This technique takes into acount the varying geometric openings from the structural 
mechanics model and provides a locally varying dynamic porosity representation. 
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Figure 3.4: Illustration of the structure mesh (left) and the smoothened fluid mesh 
representation (right) of the parachute. 
The HMGP technique allows locally varying porosity to be assigned to the parachute. 
The homogenized porosity is specified in 14 concentric circles or patches (see Fig-
ure 3.5). The bottom and top patch are specified to be the local fabric porosity since 
there is no geometric porosity. The middle 12 patches are a combination of fabric 
and geometric porosity. 
Figure 3.5: Illustration of the patch concept used in HMGP (from left to right): a four 
gore slice of the parachute, one patch within the four gore slice and the corresponding 
patch on the fluid interface. 
The homogenized porosity is represented by the following expression: 
3.2.2 H M G P Technique 
23 
Vj A Fj 
The area of the patch J calculated using the smoothened fluid interface is de-
noted by (A\)j, and the area calculated using the structure interface is denoted by 
j . With the additional notation of (Af) j representing the fabric area and (AQ)J 
representing the gap (or slit) area, we can write (A2)J = (Ap)j. The symbol Vj 
represents the volumetric flow rate crossing the patch J . It is the sum of the flow 
passing through the gap (or slit) and the flow through the fabric due to its porosity: 
M ^ + N , - <3-2> 
where (VF) AND (^G) a r e calculated by integrating the flow over (Ap)j and (Ag) j , 
respectively. The pressure differential seen when crossing the patch J is integrated 
over its area to yield a force differential denoted by AFj\ 
A F j = / ApdA. (3.3) 
We define the average pressure differential across the structure for the patch J as 
A P J - (3.4) 
and from Eq. (3.1) rewrite the expression used for calculating the homogenized poros-
ity as 
Vj 
= - ( k p o R o ) j A p j - (3.5) 
(A I )J 
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3.2.3 HMGP-FG Technique 
In this new version of the HMGP, instead of using a single expression for Vj as given 
by Eq. (3.5), we propose to use separate expressions for (VF) and (Vg^ , with 
separate porosity coefficients (kp)j and (ko)/-
j (3.6) 
(Vo) Apj | j (kG)Jy7j^sgn(ApJ) (3.7) 
P 
Then, the normal velocity crossing the fluid interface is modeled nodally by using the 
following expression: 
where (kp)J) (^G)J, AF, Ag and A\ can be seen as "material properties", calculated 
for each node by area-weighted averaging of the "material properties" of the (triangu-
lar) fluid interface elements sharing that node. Each fluid interface element belongs 
to a "material properties" group. Each structural interface (fabric) element and each 
gap (or slit) also belongs a "material properties" group. Each group is associated 
with a patch J . The values of (kp)j and (kc)j for a group come from the patch J 
it is associated with. The symbols A f , Aq and Ai represent for a group the total 
instantaneous area of the fabric, the sum of the instantaneous areas of the gap(s) 
and the sum of the areas of the fluid interface elements. In this new version of the 
HMGP we have 14 patches, with no gaps or slits in the first and last patches, and 
the groups are defined based on these 14 patches. Longitudinally, each group spans 
over one patch. Circumferentially, each group spans over 4 gores in Patch 1, 2 gores 
in Patch 2-5, and 1 gore in Patch 6-14. 
(3.8) 
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Remark 7 As a way of having simpler versions of the HMGP-FG, we also propose 
the options of setting and ^ to their static values: 
3.3 Symmetric FSI 
3.3.1 Symmetric FSI Purpose 
The symmetric FSI technique, introduced in [73, 74], is rather helpful in building a 
good starting point in parachute computations. Initially conceived as a good starting 
point for single parachute computations, its capabilities have been expanded to vari-
ous other applications. Since the symmetric FSI does not allow the parachute to move 
horizontally, it is very useful in aerodynamics analysis and holding the parachute at 
an approximate angle of attack. It is also useful in generating the structural deforma-
tions used in the prescribed motion starting conditions for the cluster of parachutes 
described in Section 3.5. 
3.3.2 Symmetric FSI Technique 
In the symmetric FSI step, we project to the structure the circumferentially-averaged 
fluid interface stress, (hij) AVE, which is symmetric with respect to the parachute axis. 
This helps us build a good starting point, which can be a rather lengthy process, 
without generating any unsymmetric parachute deformation or gliding. After the 
symmetric FSI period, we project to the structure (1 — rs) hj , + rs (h^)A V E , where 
rs is gradually varied from 1.0 to 0.0. In the actual computations reported here, for 
expedited implementation, the symmetrization of the interface stress projected to the 
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structure and the de-symmetrization with the parameter r$ are done in terms of only 
the pressure component of the interface stress, —p^n. This expedited implementation 
was motivated by the SSP introduced in [67] and discussed in Section 2.5. 
3.4 Cable Drag 
3.4.1 Cable Drag Purpose 
Each parachute in the current CPAS design has a total of approximately 11,000 ft of 
suspension lines and an additional 100 ft of riser cable. In the parachute computations 
reported in [67, 66] and those reported earlier by the T*AFSM (see the parachute 
modeling references in Section 11 in [62]), the aerodynamic forces acting on the sus-
pension lines of the parachutes were not accounted for. These suspension lines are 
very thin and are not expected to influence the flow field. However, not accounting 
for the fluid forces acting on them was based on guesstimates. As the model evolved 
over time significant horizontal gliding was observed and longer suspension lines were 
tested. Here we describe from [74] ways of accounting for those forces providing a 
better estimate of their significance. 
3.4.2 Cable Drag Technique 
Line (cable) drag is generated mainly in the cross-flow direction, and therefore flow 
parallel to the line creates negligible drag (see [16]). The relative velocity is u r = 
u w — y, where u\y is the wind velocity and y represents the structural displacement 
rate. The velocity uw is evaluated at the centroid of each cable group, where a 
group consists of one or more cable elements. We can define, for example, each 
suspension line as a group or all the suspension lines as a single group or have a 
single cable element in each group. The relative velocity perpendicular to the line is 
URP = Ur - (uR • Sline) S l i n e , where sLINE = (y2 - yi) /\\y2 ~ y j , with "1" and "2" 
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representing the cable-element nodes (see Figure 3.6). Assuming that the cable has 
a circular cross-section with radius R, the drag force (per unit length) is calculated 
as f D = iCD | |uRp| |2(2i?)(uRp/ | |uRp| | ) = |CD | |uRp||(2i?)uRp. Here CD is the drag 
coefficient, which is determined from tabulated experimental data for flow past a 
circular cylinder, based on the Reynolds number ||uRp||(2i?)/^ for each cable element. 
Y2 
UR 
yi 
Figure 3.6: A cable element and relative flow directions. 
3.5 Prescribed Motion Start 
3.5.1 Prescribed Motion Purpose 
Starting conditions are very important in FSI computations. Much energy is devoted 
to achieving an initial structural and fluid mechanics solution to minimize shake up in 
the beginning of full FSI computations. For the single main parachute, symmetric FSI 
is a very useful tool. To achieve a starting condition for cluster FSI, the parachutes 
must start at an angle of attack. The prescribed motion start is a technique that 
allows us to build a good starting condition, using structural deformations obtained 
from symmetric FSI, without a zero displacement rate. 
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3.5.2 Prescribed Motion Technique 
Following initial fluid development computations. We do a fluid mechanics computa-
tion with a prescribed, time-dependent shape for each parachute. The time-dependent 
shape comes from the single-parachute symmetric FSI computation carried out earlier 
at an angle of attack of approximately 15° consistent with the initial orientation of 
the parachutes in current cluster modeling. 
3.6 Truss Element Payload 
3.6.1 Truss Element Payload Purpose 
Later, we will address the need for including an accurate representation of the parachute 
harness and inertial properties of the load in cluster computations. Here we will 
demonstrate that a grouping of nodes connected by truss elements can be used to rep-
resent the inertial properties and proper attach points for the loads used in parachute 
testing. Figure 3.7 is the actual test article used in the drop test while Figure 3.8 
is the truss element representation. The test article and truss element arrangement 
have the same inertial characteristics. 
3.6.2 Truss Element Payload Technique 
First we note that the harness legs are constructed of cable elements as seen in Figure 
3.8. The truss element representation of the payload is constructed of 11 nodes, 
26 truss elements, 5 cable elements and 9 payload elements as seen in Figure 3.8. 
The payload elements have mass and are located at 9 nodal locations. There are 
payload elements at each of the four attach points and the center of gravity. Four 
more payload elements are placed at variable locations and are used in satisfying the 
inertial characteristics. Six components of the inertia tensor, three coordinates of 
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the center of gravity and the mass are satisfied. To solve for an initial, reasonable 
location for the four free payload nodes, a mass equal to 1/9 of the total payload is 
assigned to each node, eliminating one degree of freedom from the calculation. The 
four free nodes are each allowed to move independently in the x and y directions on 
a horizontal plane with variable z coordinate, giving us nine degrees of freedom. We 
use an approximate solution of this nonlinear equation system as an initial guess for 
another equation system with 10 degrees of freedom. This system allows the mass 
at each nodal location to vary together with the planar z component of the four free 
nodes, satisfying all of the inertial constraints. The nonlinear equation systems are 
solved with MATLAB® [33], 
Figure 3.7: The test article used in NASA drop tests. 
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Figure 3.8: Pictorial of the payload represented by truss elements. 
Chapter 4 
Parachute Flight Dynamics and 
Performance 
With any model development, it is good practice to thouroughly understand the prob-
lem at hand. It is very helpful to establish real-world applications to provide a cross 
check as the model is developed. In general, the various flight dynamics and perfor-
mance of a parachute are tightly coupled and difficult to explain sequentially. The 
performance of the parachute is defined by the descent speed of the payload, which 
ultimately determines if the system meets rate of descent requirements. Stability is 
very important because it affects performance in the cluster. Here we will examine 
some of the various dynamical phenomena in the flight of a ringsail parachute and 
compare our single parachute computational results to NASA drop test results. 
4.1 Concept of Operations 
The current design of the CPAS calls for a nominal touchdown with three ring-
sail parachutes. The main parachutes will be extracted using mortar-deployed pilot 
parachutes [50]. A common practice used to reduce the parachute opening loads is 
the reefing technique [24], The main parachutes for the Orion capsule will deploy 
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in two reefed stages, referred to as Stage 1 and Stage 2, prior to the full open con-
figuration. Figure 4.1 shows the deployment sequence of a three-parachute cluster. 
From a series of cluster drop tests, it was determined that the parachutes do not 
always exhibit stability characteristics conducive to good performance. Here we will 
make observations to define the parachute's behaviors as a single parachute and in 
a cluster. In Chapter 5 we will employ the FSI technologies to understand why the 
parachute behaves the way it does and how we can use this knowledge to improve the 
performance. 
Figure 4.1: Parachute drop test video sequence illustrating Stage 1, Stage 2 and full 
open stage for a nominal descent using three main parachutes. 
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4.2 Stability and Performance 
4.2.1 Single Parachute Flight Test Data 
We will begin our discussion of single parachute flight dynamics using examples from 
NASA's second Main Developmental Drop Test (MDT-2). There are three major 
dynamics that coalesce to produce the time varying descent speed of the payload, 
the ultimate measure of parachute system performance. These dynamics include 
the parachute swinging (see Figure 4.2), breathing (see Figure 4.3) and gliding (see 
Figure 4.4). 
Figure 4.2: Parachute drop test video sequence illustrating the swinging dynamic of 
the parachute during steady descent. 
The parachute swinging contributes oscillations in descent speed with double the 
frequency of the swinging motion. The contribution is more pronounced if the swing-
ing is pendular in nature as opposed to a circular motion. It is likely that these 
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Figure 4.3: Parachute drop test video sequence illustrating the breathing dynamic 
of the canopy. From left to right, top to bottom it is possible to see approximate 
maximum, average and minimum diameter for the parachute. 
swinging oscillations are initiated by the opening shock of the parachute. The open-
ing itself is certainly asymetric and the suddenly full open parachute quickly seeks its 
trim condition. Meanwhile any sudden changes in the wind speed or direction that 
disturb the trim condition may aggravate the swing. Looking at the disreef velocity 
profile in Figure 4.5, it is posible to see that a significant, pendular horizontal speed 
(a maximum of 30 ft/s) is induced within 30 s of the initiation of the Stage 2 dis-
reef. Next, a large increase in swinging velocity in the North direction is exhibited 
in Figure 4.6 near 150 s, which is consistent with a temperature inversion and associ-
ated wind shear. The corresponding response in the descent speed oscillations of the 
payload is also evident. 
The parachute "breathes" or changes shape in a cyclic manner driven by vortex 
shedding throughout what is considered steady descent. Breathing leads to a dynamic 
change in projected area, which causes the drag production and descent speed of the 
canopy to vary in time. In addition, the variation of the parachute shape produces 
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Figure 4.4: Position data of the payload and an estimated canopy position, with 
the wind component removed, illustrating the significant horizontal gliding of the 
parachute. 
a geometric coupling between the payload and the canopy (from here on, "geometric 
coupling" will imply this coupling). As the canopy increases in size the distance to 
the payload is shortened and vice versa. The change in projected area and geometric 
coupling introduces two oscillatory modes to the descent speed. Figure 4.3 illustrates 
the significant change in shape that occurs over a short period of time, approximately 
3 s in this video sequence, as the parachute breathes. 
Finally, the ringsail parachutes investigated here have a very high drag coeffi-
cient and are unstable in the single parachute configuration. This means that the 
parachutes will establish a glide to satisfy their trim condition, moving horizontally 
with respect to the surrounding air. Figure 4.4 shows wind corrected trajectory deter-
mined by integrating the payload velocity data measured during the steady descent 
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Figure 4.5: Payload descent speed data from the differential global positioning system 
(DGPS) collected during NASA's MDT-2 Drop Test. The significant swing begins 
within 10 seconds of the Stage 2 disreef that occurs at approximately 60 s. 
portion of the MDT-2 drop test. A quantity of great interest from our computations 
is the gliding speed of the canopy because it is a direct indication of the parachute's 
stability. Canopy velocities are not currently measured during drop tests. An at-
tempt is made here to estimate the canopy horizontal speed from the flight test data. 
This is accomplished by first correcting the flight data for wind. Next, it is assumed 
that the two major forces acting on the payload are riser tension and gravity. The 
vertical axis of the parachute will be aligned with payload acceleration vector minus 
the gravitational acceleration vector. We then assume that the parachute canopy is 
located along that vertical axis, approximately 250 ft from the payload. This tech-
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nique produces the canopy position presented in Figure 4.4, which is differentiated 
with respect to time and presented as an estimate for canopy horizontal velocity in 
Figure 4.7. From experience with computations, a larger canopy horizontal velocity 
lowers the vertical descent speed, suggesting that total velocity of the parachute is 
the key component to overall drag production. This should be a consideration during 
the translation of single parachute performance to that expected from the cluster. 
Figure 4.7 shows a comparison of the computed baseline FSI and MDT-2 drop 
test data. The computational parameters and other details for the baseline parachute 
computations will be discussed in Chapter 6. The payload weights are nearly identical 
and all test data is corrected for wind and to standard day sea level conditions. The 
plot of payload horizontal velocity is the superposition of both gliding and swinging 
and is not generally considered useful. However, it is measured directly by instrumen-
tation and in this context it provides one justification for the 20 f t / s payload velocity 
hike that is used as part of the starting condition for full FSI computations. In gen-
eral, the canopy horizontal speed provides good agreement with the FSI simulation. 
One should be mindful that data from the test are an estimate that depends on highly 
variable winds aloft while there are no wind conditions in the FSI. The descent speeds 
provide good agreement in terms of the average, with similar oscillations. 
4.2.2 Cluster Parachute Flight Test Data 
We will focus on the two-parachute cluster as it represents the worst case scenario 
for the redundant system. The challenges in computational modeling of a cluster 
increases significantly over that of a single parachute. The results from two NASA 
drop tests will be employed to point out various flight dynamics in the cluster and 
their relationship to single parachutes. Figure 4.8 presents the three wind and alti-
tude corrected velocity components of the baseline test for a two-parachute cluster 
with a payload weight of approximately 20,000 lb, denoted as TSE-01B. Figure 4.9 
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presents wind and altitude corrected payload horizontal speed, descent speed and 
canopy geometric relationships of the TSE-01A drop test. TSE-01A is identical to 
TSE-01B except for the addition of an Over-Inflation Control Line (OICL) used to 
constrain the maximum canopy diameter. The OICL will be discussed in depth in 
a later chapter. TSE-01A is used as an example here because video analysis of the 
canopy positions is available. At a minimum, the signature of the parachute geometric 
positions is thought to be the same between the two drop tests. 
Similar to the single parachutes, the parachutes in a cluster prefer to satisfy their 
trim condition. They are forced to fly at a minimum angle of attack based on geom-
etry. Therefore, having unstable parachutes in a cluster is generally acceptable [88]. 
Parachutes in a cluster with a trim angle of attack greater than that dictated by the 
geometry can achieve trim by developing some form of horizontal motion. This hori-
zontal motion often causes the parachutes in the cluster to rotate in a spiral motion 
about the payload, satisfying their trim angle of attack [88]. It is also reasonable to 
imagine that the lack of trim could manifest itself as a cyclic "fly out" sequence where 
the parachutes achieve an excessive coning angle and then come together, crashing 
into one another. 
A major dynamic that is currently observed in NASA drop tests is the fly out, 
which could have several implications. Figure 4.10 is a video sequence showing the fly 
out behavior exhibited by the two-parachute cluster in the TSE-01B drop test. A loss 
in efficiency may occur due to the angle of the riser with the gravity vector but this is 
expected to be minimal, at most 5%, which would lead to a 2.5% increase in descent 
speed. A geometric coupling exists between the parachutes and the payload. As the 
parachutes fly apart, the payload may experience a decreased descent speed and as the 
parachutes come together, there may be an increase in the descent speed. When the 
parachutes collide, a significant loss in projected area is experienced. Figure 4.9 clearly 
illustrates those global maxima in descent speed occur when the parachutes collide. 
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The maxima near 150 s and 195 s represent the two most extreme collisions between 
parachutes during this drop test. During these collisions the canopies experience a 
large loss in projected area as they collapse from the collision. Preventing these two 
deep collisions would lower the global peak descent speed by 1 ft/s. It is interesting 
to note that there are local maxima in descent speed when the canopies are at both 
minimum and maximum separation distance. It is likely that total canopy speed may 
change throughout the fly out. We believe that this plays a major role in varying 
drag production. As the parachutes are flying out there is generally a local minimum 
in descent speed. This could be explained in part by the fact that the total canopy 
velocity is higher in these regions. Figure 4.9 shows data from a cluster drop test 
and corresponding video analysis that could support this. In this figure, most of 
the descent speed peaks align with the maximum or minimum seperation distance 
between the parachutes, which is the time when the minimum canopy horizontal 
velocity would occur. 
The two other dynamics previously discussed with regards to the single parachute 
remain unchanged in translation to the cluster. The payload horizontal speeds in Fig-
ures 4.8 and 4.9 clearly demonstrate that two-parachute clusters develop a pendular 
swing similar to the single parachute. The breathing is present in both the cluster 
and the single parachute configuration. As with the single parachute this oscillation 
contributes two modes to the payload descent speed due to the changing projected 
area and geometric coupling. 
Finally, during the disreef from Stage 2 to full open, the parachutes fly out, achiev-
ing a significant coning angle and subsequently crash into one another producing a 
large spike in the velocity. This spike may become significant when considering the 
minimum altitudes of the deployment envelope. 
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Figure 4.6: Data from the DGPS collected during NASA's MDT-2 Drop Test. The 
significant swing can be seen in the East (top) and North (middle) horizontal speed 
plots while the descent speed (bottom) consists of several modes contributed by the 
parachute breathing and payload swinging. 
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Figure 4.7: Data from the DGPS collected during NASA's MDT-2 Drop Test com-
pared to FSI data for the baseline parachute. From top to bottom, payload horizontal 
speed, canopy horizontal speed (estimate from test) and payload descent speed. 
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Figure 4.8: Payload velocities from the DGPS collected during NASA's TSE-01B 
Drop Test. The horizontal speed has been wind corrected and all speeds have been 
corrected to standard day sea level conditions. 
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Figure 4.9: Payload velocities from the DGPS and distance between canopies from 
video analysis of NASA's TSE-01A Drop Test. The horizontal speed has been wind 
corrected and all speeds have been corrected to standard day sea level conditions. The 
vertical, solid green lines represent the time when canopies are at a local maximum 
separation, and vertical, dashed red lines represent minimum separation. Collision 
occurs at every red line. 
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ft 
Figure 4.10: Frames from TSE-01B cluster drop test video illustrating the fly out 
and crashing sequence observed in drop tests. From left to right, top to bottom the 
parachutes are at maximum separation, collide and then separate again. 
Chapter 5 
Aerodynamics 
The fully coupled FSI simulation provides a tool (with superior numerical stability) 
to examine flow fields and pressure distributions of a finite mass parachute system 
with all of the proper non-dimensional parameters, such as Reynolds number and 
structure/air density ratio. It is possible to interrogate any part the parachute during 
the simulation and a unique opportunity to precisely measure rates and dimensions 
exists. Here we will detail our approach to evaluating parachute designs by defining 
an axis system and the primary and supporting performance and stability metrics. 
Then we will utilize symmetric FSI for an analysis outside of its originally-intended 
use. We will conduct an angle of attack sweep of the symmetric parachute to discern 
its aerodynamic parameters. This knowledge may then be used to make directed 
attempts at enhancing parachute stability and performance. The reconciliation of 
test data and computational data serves as a two way street in which phenomena in 
test data may be explained by observation from the FSI computations. 
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5.1 Axis System and Performance Evaluation 
5.1.1 Axis System 
There are many conventions for defining the axis system of a parachute such as those 
reported in [87, 12, 14]. Most systems have the same ideas with varying terminology 
so we will construct an axis system to best present our data. The body axis system 
consists of the axial, normal and side force vector (see Figure 5.1). The axial force 
vector is aligned with the vertical axis of the parachute (i.e. from payload to canopy 
centroid) and the normal force vector is contained in the relative wind plane. The 
side force vector is orthogonal to the plane formed by the axial and normal force 
vectors. Lift and drag is expressed in the stability axis where the transformation 
from the body axis to the stability axis is the angle of attack. The pitch is the angle 
between the inertial z-axis projected to the pitch plane and the axial force vector. 
The yaw angle is the angle between the z-axis and the pitch plane. Generally, yaw 
and angle of attack would be combined into a total angle of attack for symmetric 
bodies or more specifically coning angle (for parachutes). However, it was observed 
early on in our computations that the parachute would generally glide orthogonal to 
its swinging. Therefore, we felt it would be helpful to break out yaw and angle of 
attack seperately. A positive normal force contributes a positive moment, which is 
destabilizing, summed about the payload. 
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/ / A n g l e of Attack (+) 
Figure 5.1: Definition of axis system used in data reduction. The body fitted coor-
dinate system consists of axial, normal and side force vectors. The transformation 
between body and stability axis is given by the angle of attack. Pitch and yaw repre-
sent the orientation of the parachute body axis with respect to the inertial reference 
frame. 
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5.1.2 Performance Metrics 
The descent speed, which we will define as the primary measure of performance, 
can be expressed using two methods. It is possible to present the descent speed 
itself when comparing performance of two parachutes with equal payload weights. 
Also, non-dimensionalization can be achieved using the steady-state drag coefficient, 
which is common practice in parachute data analysis [24]. The drag coefficient of 
a parachute in steady descent is defined as the payload weight non-dimensionalized 
with the parachutes nominal area and the instantaneous dynamic pressure based on 
payload vertical descent speed, Co = Wp/(S0qz). Here Wp is the payload weight and 
S0 is the nominal area with a constant value of approximately 10,500 ft2. Instanta-
neous dynamic pressure is computed with the expression qz = \pV.z2, where Vz is the 
instantaneous vertical descent speed of the payload. 
In Chapter 4, it was suggested that total canopy velocity is important and it was 
noted that payload swinging is an important contributor to vertical descent speed of 
the payload. Drawing conclusions about the effectiveness of various design modifica-
tions would be simplified if the dominant swinging dynamic were not a factor in the 
descent speed. The contribution can vary due to damping throughout the computa-
tion and whether the trajectory of the swing is pendular or circular in nature. Here 
we will present and employ a method for removing the swinging component from 
the descent speed. Analyzing trajectory information from the computations, it was 
concluded that the canopy centroid is a very stable point. We estimate the swinging 
component of the velocity, (u s)n , by using Eqs. (5.1) and (5.2), 
(5.1) 
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(5.2) 
where x represents the position, the subscripts "p" and "c" stand for "payload" and 
Figure 5.2: Demonstration of swinging contribution to the payload descent speed. 
"canopy centroid", and the subscript "n" is the time step. We subtract the vertical 
component of {us)n from the vertical descent speed of the payload as illustrated in 
Figure 5.2. Next, the significant horizontal speed makes a contribution to the overall 
drag of the parachute. In time varying plots of descent speed, it is very difficult 
to compare strictly vertical descent speeds as a difference in glide ratio will have 
an effect on the apparent descent speed. Therefore, we will also examine the total 
descent speed of the payload, with the swinging component removed. We think that 
the later method provides another good basis for comparison between parachutes. 
The total descent speed can be non-dimensionalized using the expression, (Co)tot = 
Wp/(S0qt0t), where qtot = \pV2ot and Vtot is the instantaneous total descent speed of 
the payload. 
In Chapter 4 we discussed the breathing dynamic of the parachute and how it 
influences performance. Since the change in projected area is a direct indicator of the 
magnitude of the breathing dynamic and the drag production, we want to examine it. 
• 
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From our computations it is possible to measure the time varying projected area and 
skirt diameter. The skirt diameter reported in all results sections is calculated based 
on the nodal locations in the valleys of the gores where the suspension lines connect 
to the skirt. The reason for reporting this diameter is to provide consistency between 
the measurements and OICL sizes reported in Chapter 6. Next, the projected area 
is integrated from the elements of the parachute structure mesh and elements with 
an upward pointing normal are disregarded. The projected area reported is then an 
indication of the parachutes projected diameter, or the maximum diameter at any 
vertical location. 
5.1.3 Stability Metrics 
The gliding speed of a single canopy is indicitive of its stability. It is possible to 
directly compare the horizontal speed of the canopy with respect to the surround-
ing air given that the payload weight and descent speed are nearly identical. The 
payload weight may be constant but some of the parametrics investigated later pro-
duce a change in descent speed, which may in turn cause misinterpretation of the 
parachute's stability if horizontal velocities are compared directly. Therefore, we pro-
pose a method where non-dimensional lift-to-drag ratio (L/D) of the parachute is 
used as the primary stability metric. 
The L/D is determined by projecting the canopy force vector onto the relative 
wind vector to define drag. The lift force is determined by projecting onto a vector 
orthogonal to the relative wind contained in the plane formed by the vertical axis of 
the parachute and the relative wind vector (see Figure 5.1). Dividing the magnitude 
of the lift vector by the magnitude of the drag vector gives the L/D, which will give 
a clear indication of the parachute's tendency to glide independent of the descent 
speed. 
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5.2 Aerodynamics 
5.2.1 Computational Conditions 
The single ringsail parachute is used for a payload with a weight of 5,570 lbs, which is 
1/3 of the original load intended to be recovered using a cluster of three parachutes. 
The parachute has 80 gores and a nominal diameter of about 120 ft. It has 4 rings 
and 9 sails. The HMGP values used in this investigation were reported in [74] and 
are given in Table 5.1. All computations reported in this thesis are carried out in 
a parallel computing environment, using PC clusters. In solving the linear equation 
systems involved at every nonlinear iteration, the GMRES search technique [40] is 
used with a diagonal preconditioner. The meshes are partitioned to enhance the 
parallel efficiency of the computations. Mesh partitioning is based on the METIS [21] 
algorithm. 
Patch 1 2 3 4 5 6 7 8 9 10 11 12 
CFM 314 278 201 157 59 66 62 79 107 145 150 149 
Table 5.1: Porosity coefficients for the 12 patches of the parachute. 
The structure has 30,722 nodes, 26,000 four-node quadrilateral membrane ele-
ments, 12,521 two-node cable elements and 1 one-node payload element. There are 
29,200 nodes on the canopy. The fluid mechanics interface mesh has 2,140 nodes and 
4,180 three-node triangular elements. The fluid mechanics mesh includes 178,270 
nodes and 1,101,643 four-node tetrahedral elements. We begin with a parachute 
shape obtained after initial 100 s of the symmetric FSI computation reported in [74], 
In symmetric FSI, the parachute is not allowed to move laterally. Therefore, it is pos-
sible to adjust the angle of attack using the reference velocity. The reference velocity 
was adjusted in Cosine form over 7.0 s using the expression 23.5 sin ct, where a is the 
angle of attack of interest and 23.5 represents the descent speed of the parachute at 
0° angle of attack. This provides a good approximation for the angle of attack since 
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the total speed of the canopy is nearly constant across the angle of attack sweep. 
Figure 5.3 is a visualization of the flow fields for the symmetric parachutes at various 
angles of attack. Table 5.2 provides the target and average achieved angles of attack 
for the cases. The computations are allowed to settle for 43 s after the horizontal 
velocity is introduced, after which the data presented in the following plots and tables 
are averaged over 110 s. 
Target Achieved Target Achieved 
0.0 0.0 20.0 20.0 
5.0 5.1 22.5 22.5 
10.0 10.2 25.0 24.8 
15.0 15.3 30.0 29.2 
17.5 17.7 35.0 33.1 
Table 5.2: Comparison of target angle of attacks and the average angle of attack 
achieved for each case. 
All computations are carried out using properties of air at standard sea-level 
conditions. The geometry and material properties are the same as they are de-
scribed in Section 3.2 of [49]. The dimensions of the computational domain, in ft, are 
1,740x1,740x1,566. 
During the symmetric FSI, we use the SSTFSI-TIP1 technique (see Remarks 5 and 
10 in [62]), with the SUPG test function option WTSA. The stabilization parameters 
used are those given in [62] by Eqs. (9)—(12), (14)—(15) and (17), with the rSUGN2 term 
dropped from Eq. (14). We use the SSP. The fully-discretized, coupled fluid and 
structural mechanics and mesh-moving equations are solved with the quasi-direct 
coupling technique (see Section 5.2 in [62]). We use selective scaling (see [62]), with 
the scale for the structure part set to 10. The time-step size is 0.0232 s. The number of 
nonlinear iterations per time step is 6. The number GMRES iterations per nonlinear 
iteration is 90 for the fluid+structure block, and 30 for the mesh-moving block. 
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Figure 5.3: Symmetric FSI of parachutes at various quasi-steady angles of attack used 
for aerodynamics investigation. From left to right, 0°, 10°, 20° and 30° 
5.2.2 Breathing 
The progression of fluid mechanics driving the breathing phenomenon observed in 
steady descent is illustrated in Figure 5.4. At an average diameter as the parachute is 
increasing in size, the canopy pressure distribution is fairly uniform. As the parachute 
continues to expand, the air passing the skirt is constricted forcing an increase in ve-
locity and subsequent low pressure region. This low pressure region forces the skirt to 
its maximimum diameter. It is reasonable to imagine that a larger breathing ampli-
tude leads to more aggressive constriction of the flow and larger pressure differentials. 
Thus, breathing is a compounding phenomenon developing or diminishing over sev-
eral breathing cycles. This may be one explanation of the slow transient response of 
the breathing parachute to a change in angle of attack. Shortly after achieving max-
imum diameter, a ring vortex, energized by the shear layer of the highly separated 
flow, forms, generating a low pressure region. The proximity of the ring vortex to the 
canopy produces a large pressure differential. This pressure differential moves up the 
shoulder of the parachute (midway between the skirt and crown). At this time the 
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inflationary force at the skirt is diminished and the restoring force of the suspension 
lines coupled with the wringing effect of the vortex contracts the skirt to a minimum 
diameter. 
a = 0 .0C 
Farfield Pressure Coefficient 
I • • • ~1 
-1.50 -0.88 -0.25 0.38 1.00 
Velocity (ft/s) Canopy Pressure Coefficient 
J 
0.0 7.5 15.0 22.5 30.0 -1.00 -1.38 -1.75 -2.13 -2.50 
Figure 5.4: Flow fields demonstrating the cause of the parachutes breathing mo-
tion. From left to right and top to bottom, average increasing diameter, maximum 
diameter, average decreasing diameter and minimum diameter. 
Figure 5.5 shows the variation of the skirt diameter for a sampling of the angle 
of attack sweep. At 0° and 15° angle of attack, large oscillations of approximately 
20 ft are present and they diminish as the angle of attack is increased to 25° and 35°. 
As discussed in Chapter 4, these oscillations contribute two dynamic modes to the 
descent speed. The first is due to varying drag production from changing projected 
area and the second is geometric coupling from the variable geometry. Figure 5.6 
illustrates that variations in projected area larger than 1500 ft2 may be experienced 
at low angles of attack. Furthermore, the dynamic pressure, calculated from the total 
55 
95 .0 
90 .0 
£ 85 .0 
u 
B 
•2 80 .0 
>> 
g 7 5 . 0 
ca CJ 
7 0 . 0 
65 .0 5 0 6 0 7 0 8 0 9 0 100 110 120 130 140 150 160 
Time (s) 
a = 0 a = 1 5 a = 2 5 a = 3 5 
Figure 5.5: Time varying diameter oscillations at various angles of attack. 
velocity of the canopy, varies greatly. These two variations, though important, are 
not the only contributors to the axial force variations, which are as large as 2,000 lbs 
at low angles of attack. The added mass from entrained and enclosed air contributes 
force as the canopy is accelerated as does the rate of change of the added mass when 
the canopy has a velocity. Other factors that contribute to the oscillations include 
the varying drag coefficient due to the varying location of the shedding vortices. 
Figure 5.7 shows the time varying descent speed of the canopy. The oscillations 
in the canopy vertical descent speed are much larger than that of the payload. The 
payload descent speed is related to the canopy descent speed through the geometric 
coupling due to the suspension lines and changing canopy geometry. The coupling 
provides a much more constant payload descent speed. 
It is evident in Figures 5.5, 5.6 and 5.7 that the oscillations due to breathing 
become notably smaller as the angle of attack increases. We refer to this as a coupling 
between angle of attack and diameter. Figure 5.8 demonstrates the average skirt 
diameter and oscillations with varying angle of attack. There appears to be cliff where 
the oscillations decrease significantly at approximately 20°. Figure 5.9 illustrates the 
differences in fluid mechanics as the angle of attack is increased. At 0° the effect of 
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vortex passage on the pressure distribution is very clear. At 15° the vortex formation 
is offset, occuring earlier on the trailing edge and later on the leading edge. The vortex 
proximity still causes similar, albeit asymmetric, forces that drive the breathing of 
the canopy. At 25° the breathing is subdued due to a greater offset of the vortex 
formation. The vortex formation on the leading edge is late enough that the low 
pressure region has little effect until it reaches the crown area. Also, the vortex ring 
moves away from the parachute in such a manner that it has little influence on the 
trailing edge. 
5.2.3 Gliding 
Expressing the forces that cause canopy instability can be achieved by presenting 
either normal force or moment [87, 12, 14]. Here we present the moment as summed 
about the payload non-dimensionalized using the expression Cm = Mp/(qt0tS0c), 
where c is approximately 120 ft, the nominal diameter of the parachute. One of the 
major thrusts of this aerodynamic investigation is to pinpoint the fluid forces that 
cause the instabilities. Figure 5.10 demonstrates the highly oscillatory time varying 
moment coefficient for the canopy. Figure 5.11 shows the flow fields that produce the 
destabilizing moments. As the parchute inflates air is constricted by the expanding 
leading edge of the parachute, producing large pressure differentials. The high speed 
air peels off and flow becomes more seperated as the parachute expands. Thus the 
large pressure differentials move from the shoulder down to the skirt of the parachute. 
Upon the arrival of the large pressure differential at the skirt, the parachute is at a 
maximum diameter and an offset ring vortex is shed. As the parachute deflates, 
the vortex proximity to the trailing edge produces a large pressure differential and 
the minimum (stabilizing) moment is produced. The highly oscillatory nature of the 
moment, the transients in a full FSI simulation, and 3D shape effects provide great 
complexity if one wishes to attempt parameter identification. 
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Characterizing the aerodynamic parameters of the parachutes at constant angles of 
attack with the ability to average large amounts of data is more manageable. Here we 
will define the axial force and moment coefficients for the parachute and break down 
the contributions of each sail to the total. From the total moment curve in Figure 5.12 
and the definition of < 0 as positive static stability, it is possible to see that the 
parachute has an unstable trim point at 0° and a stable trim point at approximately 
26°. Also in Figure 5.12 we exclude the sails and rings near the top of the parachute 
because they have minimal contribution to the moment. It can be seen from the 
contributions of the idnividual sails that the majority of the contribution comes from 
the lower portion of the parachute at lower angles of attack. As the angle of attack 
increases, the contributions from higher sails becomes more prevelant. Finally, at 
higher angles of attack the lower sails begin contributing a strong stabilizing moment. 
Figure 5.13 represents the time averaged pressure distribution for the various angles 
of attack. From this figure, it is possible to see that the pressure differentials on the 
leading edge of the bottom sails are diminished and larger pressure differentials occur 
higher on the should of the parachute. 
For completenes, we will provide axial force coefficients for the parachute as 
well. Figure 5.14 shows that, as mentioned in Chapter 4, the axial force coeffi-
cient non-dimensionalized with total dynamic pressure is fairly constant while non-
dimensionalizing with just the vertical component of the descent speed provides a 
deceivingly large drag coefficient as the angle of attack is increased. Figure 5.15 
provides a breakdown of the contributions from the rings and sails of the parachute. 
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Figure 5.7: Time varying canopy descent speed, canopy to payload coupling speed 
and payload descent speed 
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Figure 5.8: Changing diameter oscillations with varying angle of attack. The solid, 
orange vertical line represents the stable trim (zero-moment) point. 
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Figure 5.9: Flow field visualizations to illustrate diameter oscillations coupling with 
angle of attack. 
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Figure 5.10: Time varying diameter oscillations at various angles of attack. 
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Figure 5.11: Flow field visualizations to illustrate the fluid dynamics of the parachutes 
moment production. From left to right and top to bottom, minimum diameter, aver-
age diameter, maximum moment, maximum diameter and minimum moment. 
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A n g l e o f At tack a (deg) 
Figure 5.12: Moment curve for the angle of attack sweep of the parachute on a per 
sail basis. The solid, orange vertical line represents the trim point. 
Figure 5.13: Time averaged pressure distribution (from top to bottom) for 0°, 15° 
and 25° angle of attack. From left to right, top view and side view. The flow goes 
from left to right. 
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Figure 5.14: The parachute axial force curve non-dimensionalized using both the total 
canopy speed and the vertical descent speed. 
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Figure 5.15: The parachute axial force curve contributions non-dimensionalized 
the total canopy speed. 
Chap te r 6 
Parachu te Design Paramet r ics 
Here we will take the lessons learned from the previous chapter coupled with estab-
lished data to attempt to improve the stability and performance of the parachute. 
These improvements will hopefully lead to an increased system capability allowing 
it to meet requirements and have room for capsule growth without increasing the 
required weight and pack volumes for the parachutes. The first two design paramet-
rics include changing the suspension line length ratio and the addition of an OICL. 
The goal is to increase the projected area and decrease oscillations in projected area, 
decreasing maxima in payload descent speed. The third parametric deals with the 
effect of canopy loading, or an increased payload weight. 
6.1 Suspension Line Length 
As the Orion capsule evolves to meet mission requirements it is reasonable to assume 
that capsule weight will grow requiring an increase in parachute performance. It is de-
sirable to improve performance with minimal modifications to the existing parachute 
design. Parachute performance could be improved by increasing the suspension line 
length ratio, which is defined as the ratio of the suspension line length to the nominal 
diameter of the parachute, SL/DQ. This modification may relieve the restoring force 
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imparted by the suspension lines that restricts canopy diameter thus producing better 
performance by allowing for increased projected area. Parachute literature such as 
[24] suggest that increasing the suspension line length ratio to as much as 2.0 will 
yield an increase in performance. 
Modifications to the parachutes in this study are governed by two constraints, 
effective line length and riser wrap. First, it is desirable to maintain the effective line 
length, a parameter important for cluster efficiency, which is defined as the distance 
from the payload to the skirt. To maintain this constraint the riser is shortened a 
distance equivalent to the increase in suspension line length. Second, a minimum 
riser length must be maintained due to the possibility of the riser wrapping around 
the vehicle during parachute deployment. The baseline parachute is constructed with 
a suspension line length ratio of 1.15 and the effective line length of this parachute 
is maintained in all modifications. The suspension line length ratios investigated 
include 1.0, 1.15, 1.30, 1.44, 1.60, 1.76, and 2.00. A suspension line length ratio of 
1.44 is consistent with the ring-sail parachutes used during the Apollo lunar missions 
while 1.76 is the maximum suspension line length ratio achievable while meeting both 
effective line length and riser wrap constraints. The increased suspension line length 
also represents a small weight savings, if the effective line length is maintained, for the 
system as each individual suspension line has a lower factor of safety than the single 
riser. The parachute with the suspension line length ratio of 2.00 maintains the riser 
wrap consideration but increases the effective line length and adds approximately 
2000 ft of additional suspension line material. Figure 6.1 shows a comparison of the 
parachute geometry for each configuration. 
6.1.1 Computational Conditions 
The HMGP values used can be found in Chapter 5. The structure has 30,722 nodes, 
26,000 four-node quadrilateral membrane elements, 12,521 two-node cable elements 
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Figure 6.1: Parachute configurations with suspension line length ratios of 1.00, 1.15, 
1.30, 1.44, 1.60, 1.76 and 2.00 shown from left to right. 
and 1 one-node payload element. There are 29,200 nodes on the canopy. The fluid 
mechanics interface mesh has 2,140 nodes and 4,180 three-node triangular elements. 
The fluid mechanics mesh includes 178,270 nodes and 1,101,643 four-node tetrahe-
dral elements. We begin with a parachute shape obtained after initial 40 s of the 
symmetric FSI computation reported in [74], The suspension line and riser lengths 
are simultaneously increased or decreased in a linear fashion over a time period of 
7.0 s of continued symmetric FSI computation. Symmetric FSI is then computed for 
an additional 53 s allowing the solution to settle. The payload and the parachute 
have no horizontal speed at the end of the symmetric FSI step, which does not match 
what is observed in the tests as discussed in Chapter 4. To emulate the swinging 
motion observed in the drop tests, we instantaneously hike the horizontal speed of 
the payload to 20 ft/s. Simultaneously, we begin the de-symmetrization (see [74]) 
using a Cosine form which lasts for one breathing period (7 s). 
The geometry and material properties are the same as they are described in Sec-
tion 3.2 of [49]. In addition to moving our reference frame vertically with a reference 
descent speed, as originally proposed in [74], we move the mesh horizontally and ver-
tically, with the average displacement rate for the structure. The horizontal motion of 
the mesh becomes particularly helpful when the parachute glides significantly. With 
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a mesh that moves horizontally, we use the velocity form of the free-stream conditions 
also at the lateral boundaries. The dimensions of the computational domain, in ft, 
are 1,740x1,740x1,566. 
During the symmetric FSI and FSI computations, we use the SSTFSI-TIP1 tech-
nique (see Remarks 5 and 10 in [62]), with the SUPG test function option WTSA. 
The stabilization parameters used are those given in [62] by Eqs. (9)—(12), (14)—(15) 
and (17), with the rSUGN2 term dropped from Eq. (14). We use the SSP. The fully-
discretized, coupled fluid and structural mechanics and mesh-moving equations are 
solved with the quasi-direct coupling technique (see Section 5.2 in [62]). We use se-
lective scaling (see [62]), with the scale for the structure part set to 10. The time-step 
size is 0.0232 s. The number of nonlinear iterations per time step is 6. The number 
GMRES iterations per nonlinear iteration is 90 for the fluid+structure block, and 30 
for the mesh-moving block. 
6.1.2 Results 
Increased suspension line length ratio should lead to a larger projected area and con-
sequently a higher drag coefficient. Table 6.1 provides a comparison of computational 
results in terms of average projected area (SP) , average steady state drag coefficient 
(CD), L/D and drag coefficient calculated from total velocity ((CD)TOT) (See Chapter 
5). The data was averaged over a time period ranging from 23 s after the end of 
the de-symmeterization period, a time when the full dynamics of the parachute have 
developed, to 120 s. For all cases, there is a significant increase in projected area 
and drag coefficient as the suspension line length is increased. From the baseline to 
SL/D0=1.76 there is about a 10% increase in projected area and a 17% increase in 
drag coefficient. The L/D for 5 L /D 0 =1.76 and 2.00 is larger than the other cases, 
suggesting that these parachutes have increasing instability. 
Figure 6.2 charts the trends for the data tabulated in Table 6.1 for increasing sus-
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SJD0 Sp (ft2) CD L/D (Co)tot 
1.00 4897 0.85 0.34 0.80 
1.15 5075 0.92 0.41 0.85 
1.30 5241 0.97 0.44 0.89 
1.44 5389 1.00 0.39 0.93 
1.60 5473 1.03 0.39 0.96 
1.76 5558 1.08 0.54 0.95 
2.00 5858 1.09 0.52 0.97 
Table 6.1: Comparison of average projected area (5P), steady state drag coefficient 
(CD), L/D, and steady state drag coefficient calculated from total velocity ((CO)tot) 
(See Chapter 5 for definition) for different suspension line length ratios. 
pension line length ratio. The area increases in an approximately linear fashion for the 
cases investigated. The steady state drag coefficient shows a steady increase and be-
gins to level off slightly near SL/.Do=2.00, while (CO)tot levels off around 5L/-Do=1.60. 
This suggests that the primary contributor to the more favorable drag coefficent for 
5L/A>=1-76 and 2.00 is the increasing canopy instability. 
Figure 6.3 shows the time varying projected area for the canopies. There is not 
a large variation in the projected area maxima from parachute to parachute. The 
minima of the projected area increase significantly with the suspension line length, 
which in turn leads to a higher average projected area with decreased oscillations. The 
oscillation amplitude, from the baseline to S^/D0=l.7Q, decreases by approximately 
50%, leading to the decreased oscillations in the vertical descent speed with the swing 
removed seen in Figure 6.4. The peaks in the vertical descent speed suggest that 
from the baseline to S^/D0—\.7Q the global maximum vertical descent speed may be 
decreased by 2 f t /s , a significant improvement. Figure 6.5 shows the total payload 
descent speed with the swing removed. The total payload speed presents a slightly 
less optimistic view of the improvement achieved by increasing the suspension line 
length; from baseline to SL/A>=1.76 appears to produce maybe a 1.0 or 1.5 f t / s 
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improvement. Also, there is not much difference between the peaks in the three 
longest suspension line length cases confirming what is suggested by the trends in 
( C b ) t o t in Figure 6 . 2 . 
Overall, the study shows that the increasing the suspension line length leads to 
a significant improvement in drag coefficient and decreased oscillations in projected 
area. This modification produced some adverse stability characteristics for the very 
long suspension lines. There appears to be an optimum value around 1.60, after which 
the improved performance is produced primarily by increasing instability. 
6.2 Over-Inflation Control Line 
As seen in Chapter 4, the parachute breathing dynamic produces oscillations in the 
drag area of the canopy leading to time varying descent speed. Through this investi-
gation we seek to reduce oscillations in the descent speed of the payload of a single 
parachute. The oscillations in descent speed have a direct impact on the maximum 
descent speed constraint. One possible way of limiting the oscillations is to restrict 
the breathing, or changing projected area of the canopy, to achieve a more constant 
drag production through the application of an Over-Inflation Control Line (OICL). 
Here we will investigate OICLs applied to the baseline parachute and those with an 
increased suspension line length ratio of 1.44 and 1.76 as just discussed. The ap-
plication of the OICL in the computations included shortening cable elements that 
attached the radials at the skirt of the parachute, which can be seen in Figure 6.6. 
6.2.1 Computational Conditions 
We begin with the parachute shape obtained from the shape determination reported 
in [74]. For the cases with the baseline suspension line length, the OICL is applied at 
the symmetric FSI stage. At the start of that stage, the skirt diameter is 78.9 ft. If 
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the OICL is longer than that, we apply the OICL at the start of the symmetric FSI 
stage. If not, we first compute symmetric FSI with a zero-stiffness OICL. Then we 
turn on the stiffness when the diameter is at a minimum. In this way we avoid the 
sudden changes of the internal force balance for the structure. 
For cases with increased suspension line length ratio and an OICL, we begin 
with a parachute shape obtained immediately after increasing the suspension lines 
as reported in Section 6.1. The OICL cable is then shortened from its zero-stiffness 
configuration in a linear fashion over a period of 7 s. During shortening, an attempt 
is made to reduce the influence of the shortening cable on the natural breathing of the 
parachute. We do that by shortening the cable during the stage of the breathing cycle 
when the skirt diameter is decreasing almost linearly. Symmetric FSI is then com-
puted for an additional 46 s allowing the solution to settle. All other computational 
conditions are the same as those described in 6.1. 
6.2.2 Results 
Figure 6.7 demonstrates that the skirt diameter restriction imposed by the OICL has 
decreased the breathing oscillations. For all cases, an OICL smaller than or equal to 
the average diameter causes the breathing to cease completely. The average diameter 
for no OICL cases of varying suspension line length ratios are given in Table 6.2. It 
is also obvious that the increased suspension line length ratio leads to an increase 
in average skirt diameter. Figure 6.7 also suggests that the breathing oscillations 
decrease as the suspension line length ratio is increased. The OICL will have a 
decreased effect with increasing suspension lines. 
Figure 6.8 and 6.9 present the payload vertical speed and total speed with the 
swinging component removed. In Table 6.2, both Co and (CoXot decrease with 
OICL length, demonstrating a decrease in average performance. A reduction in the 
peaks is traded for performance in terms of average descent speed. It is evident from 
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S J D 0 OICL A>vg (ft) CD L/D (Co)tot 
1.15 n /a 77.9 0.92 0.42 0.85 
76 76.0 0.78 0.38 0.73 
78 77.9 0.85 0.43 0.78 
80 78.3 0.84 0.38 0.79 
82 78.2 0.90 0.37 0.84 
84 78.2 0.90 0.37 0.84 
1.44 n /a 80.5 0.95 0.38 0.89 
80 79.9 0.90 0.44 0.82 
82 80.7 0.92 0.40 0.85 
84 80.6 0.93 0.38 0.87 
1.76 n /a 82.0 1.03 0.46 0.94 
81 80.9 0.93 0.44 0.85 
83 82.0 0.91 0.40 0.84 
85 82.1 1.02 0.43 0.94 
Table 6.2: Comparison of average skirt diameter (DAVG), drag coefficient (CD), L/D 
and (CO)tot for different suspension line length ratio and OICL combinations. 
the vertical speeds in Figure 6.8 that the horizontal speed, or gliding, of the canopy 
causes some fluctuations as well. Therefore, the best basis of comparison is the total 
speed of the payload with the swinging component removed. This provides a very 
clear picture of the OICL's effect on drag production independent of the time varying 
L/D. From Figure 6.9, focusing on Sh/Da 1.15 with a 78 ft OICL and Sh/D0 1.44 
with an 80 ft OICL, it appears that the loss of performance in average descent speed 
is about equal to the decreased peaks for the best case scenarios. Therefore, the OICL 
smooths oscillations but does not provide a significant improvement in performance. 
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6.3 Canopy Loading 
Unlike near rigid aerospace bodies, the parachute is highly deformable and porous, 
which can lead to significant changes in aerodynamic behavior with changes in canopy 
loading. Canopy loading is a ratio that relates payload weight to canopy area. It is 
defined as Wp/S0, where Wp is the payload weight and S0 is the nominal area of the 
parachute, approximately 10,500 ft2 for this parachute. As the Orion capsule evolves 
to meet mission requirements it is reasonable to assume that the capsule weight will 
increase, driving an increase in canopy loading. Furthermore, the parachutes will 
be employed in a cluster of three with the fault tolerance defined as the loss of one 
parachute, meaning that the system must provide a safe landing with one failed main 
parachute. Parachutes employed in the two parachute configuration will also experi-
ence an increased canopy loading and must still meet vehicle design requirements for 
maximum descent speed. 
A weight consistent with 1/3 of the capsule, approximately 5,570 lbs, was used 
in all previous single main parachute computations reported by the T*AFSM. Here 
we present computations conducted at weights consistent with various drop tests 
and vehicle design requirements. These weights and resulting canopy loadings are 
presented in Table 6.3. 
Wp (lbs) Wp/S0 (lbs/ft2) 
5,568 0.527 
6,760 0.640 
8,352 0.790 
9,643 0.912 
11,200 1.060 
13,000 1.230 
Table 6.3: Payload weights and corresponding canopy loading used in this study. 
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6.3.1 Computational Conditions 
Starting with 40 s of the computation reported in [74], the payload weight is then 
instantaneously changed to the values of interest. Symmetric FSI is then computed 
for an additional 60 s allowing the solution to settle. All other conditions are the 
same as those reported in section 6.1. 
6.3.2 Results 
Increased canopy loading is of interest because tests have shown that drag coefficient 
is reduced. Table 6.4 provides a comparison of computational results in terms of 
average diameter, CD, L/D and (Co)tot- The drag coefficient has a downward trend 
as the canopy loading increases as does the L/D. The trends of the tabulated data are 
shown in Figure 6.10. The downward trend of the drag coefficient is due in part to 
the decrease in L/D. When corrected for L/D, the downward trend in drag coefficient 
continues but is much less significant. This suggests that the parachute becomes 
more stable and has decreased performance as the canopy loading increases. It is well 
known that increasing the porosity of a parachute leads to better stability and lower 
drag production. In the case of the current porosity modeling technique, a linear 
increase in descent speed will lead to a quadratic increase in the velocity passing 
through the canopy. We propose that the stability improvement and drag reduction 
are at least in part due to the increased flux through the canopy. 
Figure 6.11 shows the parachute skirt diameter for various canopy loadings. There 
is not a significant difference in the size of the skirt with changing canopy loading. 
The diameter oscillations driven by the vortex shedding of the parachute increase in 
frequency as the payload increases in weight. This is due directly to the increased 
descent speed of the parachute resulting in higher shedding frequency. Figure 6.12 
further illustrates that as canopy loading increases, the difference in canopy shape 
is small. The shapes seen in Figure 6.12 are time averaged shapes obtained from 
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Wp/s0 Awg (ft) CD L/D (Co)tot 
0.527 78.2 0.92 0.42 0.85 
0.639 78.0 0.89 0.40 0.83 
0.790 78.2 0.90 0.36 0.85 
0.912 78.4 0.86 0.35 0.81 
1.060 78.5 0.83 0.29 0.80 
1.230 78.6 0.81 0.30 0.78 
Table 6.4: Comparison of computational results for various canopy loadings. 
circumferentially averaged shapes at data points closest to the average diameter as 
demonstrated in Figure 6.13. Figures 6.14 and 6.15 present the descent speed with 
the swinging component removed and the total velocity with the swinging component 
removed. 
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Figure 6.6: OICL shown in red between valleys. 
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Figure 6.9: Time varying total payload descent speed with the swinging component 
removed for various suspension line length ratio and OICL combinations. 
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Figure 6.11: Parachute skirt diameter for various canopy loadings. 
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Figure 6.14: Parachute vertical descent speed with the swinging component removed 
for various canopy loadings. 
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Chapte r 7 
Cluster Models 
Traditionally, a cluster efficiency factor is specified to correlate the drag coefficient 
of a single main parachute to the same parachute in a cluster. This could be useful 
as a first cut during design but as performance is pushed to the limit to meet re-
quirements, a higher fidelity view of parachute cluster dynamics is useful. A much 
better understanding of the correlation between single and clustered parachute be-
haviors may be obtainable if it were possible to model the interaction of parachutes 
in a cluster. These challenges are addressed here. The computations of both two-
and three-parachute clusters are demonstrated. Then some changes are made to the 
model to match conditions consistent with NASA drop tests. 
7.1 Computational Conditions 
Cluster-2 and Cluster-3 are two- and three-parachute clusters of ringsail parachutes 
used for a payload with weight 16,704 lbs and Cluster-2B is used for a weight of 
19,200 lbs. The HMGP values used for Cluster-2 and Cluster-3 are the same as those 
presented in Chapter 5. Cluster-233 uses the HMGP-FG technique as discussed in 
Chapter 3 with values for (kp)j and ( k o ) j presented in Table 7.1. 
The structure has 30,722 nodes, 26,000 four-node quadrilateral membrane ele-
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Patch kp kG Patch kp kG 
1 115 0.00 8 40 0.70 
2 115 0.92 9 40 0.74 
3 115 0.86 10 40 0.71 
4 76 0.74 11 40 0.72 
5 40 0.73 12 98 0.73 
6 40 0.65 13 97 0.84 
7 40 0.68 14 97 0.00 
Table 7.1: Fabric porosity kp (in CFM) and geometric porosity kG (non-dimensional) 
coefficients for the 14 patches of the parachute. 
ments, and 12,521 two-node cable elements. There are 29,200 nodes on the canopy. 
The fluid mechanics interface mesh has 2,140 nodes and 4,180 three-node triangular 
elements. We first build a starting condition for this single parachute. We begin with 
a parachute shape obtained with the symmetric FSI computation reported in [74]. We 
do another symmetric FSI computation where we specify a horizontal inflow velocity 
of 23.5 sinl5°. We compute that for about three breathing cycles, which results in 
an angle of attack of approximately 15°. After that, we generate two cylindrical fluid 
mechanics meshes — one for Cluster-2 and one for Cluster-3. The parachutes are 
distributed uniformly around the cluster axis. We use as the parachute shape and 
position those corresponding to the time when the parachute-skirt diameter is at its 
average value. For both cylindrical meshes, the diameter and height are 1,740 ft and 
1,566 ft. The number of nodes and elements are given in Table 7.2. The starting con-
dition for Cluster-2B is the same except a payload weight of approximately 9,600 lbs 
is used. 
With the cluster mesh, holding the parachute shapes and positions fixed, we first 
do a fluid mechanics computation using the semi-discrete formulation given in [55]. 
The inflow velocity is 31.0 f t /s for Cluster-2 and Cluster-2B and 23.0 f t / s for Cluster-
3. We compute 800 time steps with a time-step size of 0.232 s and 7 nonlinear 
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Cluster-2 Cluster-3 Cluster-2B 
nn 61,443 92,164 61,453 
<v s-l Membrane ne 52,000 78,000 52,000 
o — Cable ne 25,042 37,563 25,073 
-4J CO Payload ne 1 1 9 
Interface nn 58,400 87,600 58,400 
ne 52,000 78,000 52,000 
T3 Volume 
nn 238,712 274,409 238,339 
£ ne 1,477,259 1,690,078 1,474,737 
Interface nn 4,280 6,420 4,280 
ne 8,360 12,540 8,360 
Table 7.2: Number of nodes and elements for each of the two-parachute clusters. 
Here nn and ne are number of nodes and elements, respectively. The structural 
mechanics mesh consists of four-node quadrilateral membrane elements, two-node 
cable elements and one-node payload element. The structure interface mesh consists 
of four-node quadrilateral elements. The fluid volume mesh consists of four-node 
tetrahedral elements, while the fluid interface mesh consists of three-node triangular 
elements. 
iterations per time step. The number of GMRES iterations per nonlinear iteration 
is 90. Following that, still holding the parachute shapes and positions fixed, we do 
another fluid mechanics computation with the same inflow velocity. But this time 
we use the DSD/SST-TIP1 technique (see Remark 5 in [62]), with the SUPG test 
function option WTSA (see Remark 2 in [62]). The stabilization parameters used 
are those given in [62] by Eqs. (9)—(12), (14)—(15) and (17), with the rSUGN2 term 
dropped from Eq. (14). We compute 600 time steps for Cluster-2 and 300 time steps 
for Cluster-3, both with a time-step size of 0.0232 s and 6 nonlinear iterations per 
time step. The number of GMRES iterations per nonlinear iteration is 90. Next, we 
do a fluid mechanics computation with a prescribed, time-dependent shape for each 
parachute. The time-dependent shape comes from the single-parachute symmetric 
FSI computation carried out earlier at an angle of attack of approximately 15°. Again 
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we use the DSD/SST-TIP1 technique, with the same SUPG test function option and 
stabilization parameters as those described above. We compute roughly 300 time 
steps with a time-step size of 0.0232 s and 6 nonlinear iterations per time step. The 
number of GMRES iterations per nonlinear iteration is 90. We use the solution from 
that as the starting condition for the FSI computation. 
For Cluster-2B it was desirable to include the truss element representation of the 
payload as reported in Chapter 3. Also, as reported in Chapter 4, the payload of 
a two-parachute cluster has a significant swing that we would like to include in the 
starting conditions as a one time velocity hike of 20 ft/s, consistent with the single 
parachute computations reported in Chapter 6. It was thought to be undesirable to 
introduce the swing at the beginning of the FSI simulation. Therefore, the solution 
was computed for 10 s with the payload pinned in the horizontal direction prior to the 
introduction of the payload swing. The payload swing was introduced in a direction 
orthogonal to the plane formed by the risers. 
In the FSI computation, we use the SSTFSI-TIP1 technique (see Remarks 5 and 
10 in [62]), with the SUPG test function option WTSA. The stabilization parameters 
used are those given in [62] by Eqs. (9)—(12), (14)—(15) and (17), with the rSUGN2 term 
dropped from Eq. (14). We use the SSP. The fully-discretized, coupled fluid and 
structural mechanics and mesh-moving equations are solved with the quasi-direct 
coupling technique (see Section 5.2 in [62]). We use selective scaling (see [62]), with 
the scale for the structure part set to 10. The time-step size is 0.0232 s. The number of 
nonlinear iterations per time step is 6. The number GMRES iterations per nonlinear 
iteration is 140 for the fluid+structure block, and 30 for the mesh-moving block. 
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7.2 Results 
We compute Cluster-2 for a total of about 105 s, with a remesh at around 32 s. 
The new fluid mesh has 273,551 nodes and 1,699,663 elements. We compute Cluster-
3 for about 41 s, and that is when two of the parachute canopies start contacting 
each other. Figures 7.1 and 7.2 show, for Cluster-2 and Cluster-3, the results from 
these FSI computations, which we consider to be preliminary. We take the parachute 
shapes and flow field from 150 time steps before the Cluster-3 computation ends, 
and continue the computation using a new version of the contact algorithm that was 
introduced in [62] and tested in [41]. The objective of the contact model is to prevent 
the structural surfaces from coming closer than a predetermined minimum distance 
we would like to maintain to protect the quality of the fluid mechanics mesh between 
the structural surfaces. Figure 7.3 shows the results from this cluster FSI computation 
with the contact model, which we again consider to be preliminary. 
Cluster-2B was computed for a period of 25 s with 9 remeshes. Results from 
Cluster-2B can be seen in Figure 7.4. The payload horizontal speed exhibits the 
pendular motion similar to that observed in the test data. Furthermore, the distance 
between the canopies exhibits a similar signature and frequency as that observed in the 
test data. It is interesting to note that in the computation, the kinks in the payload 
horizontal velocity, which represent the largest pitch angle, is generally aligned with 
the steepest portion of the slope of the distance between parachutes. Noting this, and 
the fact that the payload swing and fly out have approximately the same frequency, 
it is reasonable to think that the two may be related. However, similar trends were 
not readily noted in the test data. It is possible that the changing pitch angle has 
some affect on the angle of attack of the parachutes. Furthermore, it is possible to 
see that the canopy horizontal speed, which is mostly due to fly out, is significant and 
decreases at the minima and maxima in the separation distance. Horizontal speed of 
the canopies is significantly higher when the canopies are coming together as opposed 
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to flying apart. We believe this is due to the fact that the contribution of the fly out 
speed to maintain the required angle of attack is different depending on whether they 
are flying apart or closer. The significant horizontal speed of the canopies certainly 
contributes favorably to the drag production. This is one possible explanation to 
the location of peak descent speeds at local maxima and minima in canopy distance 
as noted in Chapter 4. The parachutes undergo two collisions, the first of which is 
depicted in Figure 7.5 with a comparison to a similar event from the onboard camera 
from NASA drop test TSE-01B. 
6 
Figure 7.1: A cluster of two ringsail parachutes. Preliminary FSI computation. 
99 
Figure 7.2: A cluster of three ringsail parachutes. Preliminary FSI computation. 
Figure 7.3: A cluster of three ringsail parachutes. Preliminary FSI computation with 
the contact model. The pictures come from instants that are 1.0 s apart, in the order 
from left to right and top to bottom. 
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Figure 7.4: Results from Cluster-2B computation. 
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Figure 7.5: Computation of contact between two parachutes in a cluster (top) and a 
similar event from a drop test video (bottom). 
Chapte r 8 
Conclusions and Possible Fu ture 
Directions 
8.1 Conclusions 
Here we looked at the various flight dynamics of the ringsail parachute, including 
breathing, gliding and swinging, from NASA drop test data. It was established that 
payload vertical descent speed is the main issue in evaluating the parachute system. 
It was illustrated that the crashing of parachutes produces the largest spikes in de-
scent speed for cluster applications. In Chapter 5 we illustrated that the breathing 
characteristic of parachutes is caused by the vortex shedding and the breathing am-
plitude is coupled to the angle of attack. We also demonstrated how the destabilizing 
moment is generated, which causes the parachute to glide. Also, it was noted that 
non-dimensionalizing the axial force coefficient with the total canopy velocity gave a 
near constant value. 
Through various design parametrics it was determined that increasing the sus-
pension line length ratio provides an increase in projected area and hence an increase 
in drag. It was suggested that an optimum value is reached, and after this point in-
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creasing canopy instability is the primary contributor to drag coefficient. The OICL 
smooths and prevents oscillations in the parachute's breathing, however, it does not 
provide a significant increase in performance as judged from peak values in the total 
velocity. An increased canopy loading decreases the drag coefficient. It was noted 
that at least some of the loss in drag was due to increased canopy stability. 
In Chapter 7 we demonstrated an expansion of the parachute model's capability to 
clusters. From some preliminary data it appears that the horizontal velocity attained 
by the parachautes in a cluster is similar, if not greater than that obtained by the 
single parachutes. This causes instabilities that leads to fly out in cluster applications. 
If this is the case, then a cluster of rotating parachutes would produce a favorable 
increase in drag coefficient. 
8.2 Possible Future Directions 
The research presented in this thesis is only part of the parachute modeling issues 
investigated by the author while a member of the T*AFSM. As with any leading-edge 
research, there are many other issues. We will outline the possible future directions 
in the order of the chapters they pertain to. Almost everything described here has 
been initiated but either due to prioritization or interest in maintaining the brevity 
of this thesis, it has not been included. 
In Chapter 3 we discussed special modeling techniques for ringsail parachutes. At 
the end of Chapter 4, it was mentioned that the disreefing of parachutes in a cluster 
is important due to a local velocity spike shortly after the full open configuration 
is reached. Disreefing is also very important because it represents the period of 
peak loading for most components. There are also several failure scenarios during the 
disreef, such as skipped stages, that could further increase loading. Our FSI modeling 
of disreefing is in its early stages. This will require special contact algorthms. Our 
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FSI modeling with HMGP-FG is also in its early stages but is definitely a good start. 
Our preliminary opinion on this matter is that the geometric complexities involved 
in reefed stages might require a special homogenization approach. This would also 
involve an n-gore model of the reefed parachute. It is also evident that the inflation 
is driven by the separation point of the flow from the parachute so refinement in the 
meridional direction would give us more accuracy. 
We see two possible future directions for improving the cluster modeling as re-
ported in Chapter 7. First, a 6 DOF representation of the capsule with one way cou-
pling from fluid to structure could be implemented using aerodynamics coefficients 
from the Orion database. Second, special mesh moving techniques for parachute con-
tact and separation would be worth exploring. While the frequency of remeshing we 
are currently facing is not much for the class of problems we are dealing with and 
far less compared to the frequency of remeshing found acceptable in earlier TA-AFSM 
computations (see, for example, [19]), it would be good to look for some special 
techniques to reduce the frequency even more. 
In Chapter 4 we conducted some analysis of test data to better understand the 
problem at hand. It was demonstrated that an estimate of the canopy horizontal 
velocity could be achieved based on payload accelerations. This technique was tested 
using FSI data and could be refined much the same manner. This could be expanded 
to analyzing the pitching angle of the parachute and the swing contribution in the 
same manner as the FSI data. If time varying canopy diameter from the test was 
known, a better representation of the canopy centroid location could be achieved. 
In the future, it may be better to use acceleration data from an inertial measure-
ment unit as opposed to the DGPS data. DGPS data must be differentiated once 
and the associated noise introduces difficulty. Also, an accurate measurement of the 
parachute diameter in flight is very difficult to obtain using video analysis. It may 
be possible to remedy this problem by instrumenting suspension lines. A comparison 
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of suspension line tension to riser tension should be related by a Cosine of the half 
angle of the suspension lines, from which the parachute diameter could be calculated. 
Also, instrumenting the confluence to provide information about the direction of the 
riser may simplify the determination of the canopy positions in cluster applications. 
In Chapter 5 we investigated some of the aerodynamic characteristics of the 
parachute. It was already suggested that aeordynamic parameter identification from 
the full FSI simulation is extremely difficult. An initial analysis of the cluster suggests 
that the parachute 3D shape is extremely important, so the symmetric investigation 
of aerodynamics provides a lot of information rather quickly but not the complete 
picture. There may be several ways of analyzing an unsymmetric parachute. Pinning 
the payload element in the same manner as a wind tunnel test could be one technique 
but the infinite mass constraint is undesirable. It may be possible to partially lift 
that constraint by only restricting the payload motion in the horizontal direction. 
A constant angle of attack could be achieved in the same fashion as the symmetric 
parachutes if a boundary condition were imposed on the canopy centroid and the 
payload, forcing them to stay aligned on the vertical axis. 
The techniques developed in Chapter 5 could be very useful in understanding the 
effects of varying the canopy geometry or porosity. A virtual increase in geometric 
porosity could be accomplished by simply increasing the porosity coefficient values in 
the HMGP. It is well known that increasing the porosity increases stability. Also, a 
fixed angle of attack investigation of parachutes with various canopy geometries such 
as those reported in [49] could provide a more clear picture of the aerodynamic effect 
of the modifications. 
Chapter 6 was an outline of a few design parametrics that were aimed at increas-
ing parachute performance. It is possible that canopy geometry configurations such 
as those reported in [49] could be investigated using FSI simulations. It may be de-
sireable to remove only half of a particular sail, for instance. Also, applying an OICL 
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at a position other than the skirt may be an interesting prospect, we will refer to this 
as a mid-canopy OICL. It is possible that this could adjust the angle of attack of the 
skirt and lead to an increase in stability. 
In Chapter 7 we demonstrated FSI modeling applied to clusters of parachutes. 
This could provide a very powerful tool for future analysis if one were to obtain more 
computational data and attempt to separate the dynamics that contribute to the 
descent speed of the payload. It would be possible to discern the importance of the 
parachute flight chracteristics such as breathing or fly out. 
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