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Abstract
Barycentric averaging is a principled way of summarizing populations of mea-
sures. Existing algorithms for estimating barycenters typically parametrize them
as weighted sums of Diracs and optimize their weights and/or locations. How-
ever, these approaches do not scale to high-dimensional settings due to the curse
of dimensionality. In this paper, we propose a scalable and general algorithm for
estimating barycenters of measures in high dimensions. The key idea is to turn
the optimization over measures into an optimization over generative models, in-
troducing inductive biases that allow the method to scale while still accurately
estimating barycenters. We prove local convergence under mild assumptions on
the discrepancy showing that the approach is well-posed. We demonstrate that
our method is fast, achieves good performance on low-dimensional problems, and
scales to high-dimensional settings. In particular, our approach is the first to be
used to estimate barycenters in thousands of dimensions.
1 Introduction
Barycenters are principled summaries (averages) of probability measures [1]. They are defined with
respect to a similarity metric on the space of measures. Computing barycenters has been extensively
studied by Agueh and Carlier [1], Benamou et al. [6], Cuturi and Doucet [15], and Luise et al.
[30], and barycenters have been used in computer vision [23], economics [11], Bayesian inference
[38], physics [35], and machine learning [17, 20]. For instance, Dognin et al. [17] used Wasserstein
barycenters to find a consensus between models trained in the context of multi-class classification.
Computing barycenters of probability measures is challenging, due to the need to optimize over
spaces of measures. Current approaches typically use compactly-supported basis functions, in par-
ticular Diracs, to parametrize barycenters and optimize their weights and/or locations [15, 30]. The
strictly local property of these functions requires an exponentially increasing number of basis func-
tions as the dimensionality of their domain increases. As a result of this ‘curse of dimensionality’,
these methods are typically restricted to low-dimensional problems (R≤3).
In this paper, we introduce an algorithm for estimating barycenters of measures that applies to high-
dimensional settings. The main idea is to turn the optimization over measures into a more tractable
optimization over a space of generative models. Specifically, we parametrize the barycenter with
a latent measure and a parametric model that maps samples from the latent space to the target
space. We thus leverage a parametric generator, consisting of global basis functions, which is in
contrast to parametrizing the weights and locations directly. This allows us to apply our algorithm to
barycentric problems at an unprecedented scale in terms of dimensions and support (e.g., in image
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space Rwidth×height×channels). We demonstrate that our approach leverages the problem structure to
obtain computational speedups by incorporating inductive biases. We also prove local convergence
of our proposed algorithm to stationary points for common discrepancies.
The averaging properties of barycenters heavily rely on the geometry induced by the considered
discrepancy. However, previous approaches were tailored to particular distances, and mainly fo-
cused on algorithms for computing Wasserstein and Gromov-Wasserstein barycenters. By contrast,
our algorithm is also general in the sense that it can be used with different discrepancies, includ-
ing maximum mean discrepancy (MMD) [24], entropic-regularized Wasserstein [14] and Gromov–
Wasserstein [35]. It enables us to analyze the different barycentric properties through the same lens.
2 Barycenters of Probability Measures
We consider the problem of computing barycenters of probability measures defined on a subset X
of Rd. We denote by M+1 (X ) the set of such measures on X and define the probability simplex
∆P := {β ∈ RP :
∑P
p=1 βp = 1, βp ≥ 0 ∀p}. The barycenter of P probability measures
µ1, ..., µP ∈ M+1 (X ) weighted by a vector β ∈ ∆P can be expressed as the optimal measure µ?
solving the optimization problem [1]
µ? = arg min
µ∈M+1 (X )
P∑
p=1
βpD(µ, µp), (1)
where D : M+1 (X ) × M+1 (X ) → R+ is a discrepancy between measures. Depending on the
choice of D, barycenters have significantly different properties. We now discuss two families of
barycenters obtained when using the Wasserstein distance and the MMD as discrepancy D, while
providing novel results about their properties extending the work by Agueh and Carlier [1], Anderes
et al. [2], and Bottou et al. [9].
2.1 Wasserstein Barycenters
The k-Wasserstein distance between two measures µx, µy ∈M+1 (X ) is defined as [41]
Wk(µx, µy) = min
pi∈U(µx,µy)
(∫
X×X
dk(x,y)dpi(x,y)
) 1
k
, (2)
where d : X ×X → R is a distance representing the cost of transporting a unit of mass from x ∈ X
to y ∈ X , and U(µx, µy) is the set of joint distributions with marginals µx, µy . Intuitively, Wk
in (2) corresponds to the minimal expected cost of transporting mass from µx to µy according to an
optimal plan pi ∈ U(µx, µy). Importantly, it does not require µx and µy to share the same support.
Characterization of Wasserstein Barycenters Agueh and Carlier [1] showed that, under the
assumption that at least one of the probability measures is absolutely continuous, the barycenter
problem (in the case k = 2, and d = L2) is equivalent to a generalization of the optimal transport
problem defined in (2), called the multi-marginal optimal transport problem:
min
pi∈U(µ1,...,µP )
∫ P∑
p=1
βp‖xp − T (X)‖2dpi(x1, ..,xP ). (3)
Here, U(µ1, ..., µP ) is the set of joint distributions with marginals µ1, ..., µP ,X is the concatenated
vector X := (x1, ...,xP ), and T (X) :=
∑P
p=1 βpxp. The barycenter is then described by means
of the McCann’s interpolant [31] if at least one µi admits a density. This means that a sample Y
from the barycenter distribution can be obtained by computing the Euclidean barycenter of samples
X = (x1, ...,xp) from an optimal coupling pi of (3), i.e., Y = T (X). Anderes et al. [2] obtained a
similar characterization for discrete measures. Unfortunately, those results cannot be directly applied
to the case where all measures are supported on potentially disjoint low-dimensional manifolds
which are neither discrete nor do they admit a density. In Theorem 1, we provide a generalization of
those results for arbitrary probability measures (beyond discrete or absolutely continuous probability
measures) and provide a proof in Appendix B.
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Theorem 1. (2-Wasserstein Barycenter): When the discrepancy between measures is D = W22 ,
and d is the Euclidean L2 norm, the barycenter µ? of measures µ1, ..., µP ∈ M+1 (X ) with weights
β ∈ ∆P is expressed in terms of the optimal solution pi of (3) as:
Y ∼ µ? ⇐⇒ Y = T (X), X ∼ pi, (4)
(a) Wasserstein (b) MMD
Figure 1: Barycenter (orange) of four Gaussians
(black) with respect to (a)W; (b) MMD. Top-left
Gaussian has three times the weight of the others.
As an illustration of Theorem 1, Figure 1(a)
shows that the 2-Wasserstein barycenter of four
isotropic Gaussians located on the corners of
a square with width s = 10 indeed displaces
the mass proportionally to the weights (toward
the mode with the highest weight). Results
in Agueh and Carlier [1] and Anderes et al.
[2], and their extension in this paper to arbi-
trary probability measures enable us to inter-
pret the shape of the 2-Wasserstein barycenter,
in particular its interpolation properties. This
enables directly extending the interpretation of
the displacement geodesics of Bottou et al. [9]
(P = 2) to the case P ≥ 2. Also, the optimal coupling of Agueh and Carlier [1] is deterministic
(because one of the measure is absolutely continuous), whilst in the most general case the coupling
is stochastic, which our theorem allows. The proposed generalization is thus analogous to the re-
laxation of the classical Monge formulation [32] (deterministic) of the Wasserstein distance to the
Kantorovich formulation [27] (stochastic).
Computing Wasserstein Barycenters Most previous approaches to computing barycenters of
measures can be categorized into fixed [15, 18, 39] and free [13, 15, 30] support. Fixed-support
approaches choose a finite set of locations x1, ...,xN ∈ X , parametrize the barycenter as a weighted
sum of Diracs µ =
∑N
n=1 anδxn , and optimize (1) with respect to the weights an. Free-support
approaches typically optimize both locations xn and weights an by alternated optimization.
In general, computing the Wasserstein barycenter requires evaluating the Wasserstein distance
in (2) several times, which is computationally challenging. Recent advances provide algorithms
to solve (2) approximately with a lower computational cost. Cuturi [14] proposed to solve a regular-
ized version of (2) by adding a small (relative) entropic term for regularization purposes. This leads
to a smooth convex objective
Wkk,(µx, µy) = min
pi∈U(µx,µy)
∫
X×X
dk(x,y)dpi(x,y) + KL(pi||µx ⊗ µy), (5)
for which optimization scales considerably better. Here,  ≥ 0 controls the regularization. For
simplicity, we refer to W as the entropic-regularized Wasserstein with general cost. (5) can be
solved by the Sinkhorn–Knopp algorithm [37], which has computational complexity O(N22 ) and
can be parallelized on GPUs. Benamou et al. [6] and Cuturi and Doucet [15] proposed respectively
fixed- and free-support barycentric approaches that leverage (5) to speed up barycenter computation.
The objective in (5) is biased since in general W(µ, µ) 6= 0 [22]. Thus, (5) does not define a
distance. Moreover, the bias can lead to possibly wrong minima during optimization [5]. To alleviate
this issue, Genevay et al. [21] introduced the Sinkhorn divergence
SW = 2W(µx, µy)−W(µx, µx)−W(µy, µy), (6)
which removes that bias. Equation (6) is symmetric, non-negative, and unbiased while still approx-
imating the Wasserstein distance for  → 0. Hence, the Wasserstein barycenter can be in principle
estimated using the Sinkhorn divergence instead of the less tractable Wasserstein distance [30].
However, these approaches hardly scale to high-dimensional problems due to the need to optimize
the locations xn. The number of parameters we need to optimize thus scales exponentially with the
dimensionality of the space, which makes them inapplicable to high-dimensional problems, such
as considering datasets of images (where individual xn are images). Indeed, previous approaches
tackle problems in R≤3 [6, 8, 13, 15, 18, 30].
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2.2 Maximum Mean Discrepancy Barycenters
The maximum mean discrepancy [24] is a distance between probability distributions that relies on a
positive definite kernel k : X × X → R as a measure of similarity between pairwise samples:
MMD(µx, µy)
2 := Ex,x′∼µx [k(x,x′)] + Ey,y′∼µy [k(y,y′)]− 2Ex∼µx,y∼µy [k(x,y)]. (7)
Here the first two terms compute the average similarity within each of µx and µy while the last term
computes the average similarity between samples from µx and µy . Unlike the Wasserstein distance,
estimating the MMD using samples from µx and µy is straightforward [24]. Equation (7) has another
formulation based on the notion of kernel mean embeddings, from which the MMD barycenter can
be easily characterized. The kernel mean embedding [33] is a map η from probability space to the
reproducing kernel Hilbert space (RKHS)H corresponding to the kernel k:
η :M+1 (X )→ H, η(µx) = Ex∼µx [k(·,x)]. (8)
Hence, each probability measure is represented by a function in the RKHS, thereby leveraging the
representational power of the embedding η. This allows us to measure similarity between distribu-
tions in terms of an inner product between their mean embeddings, so that
MMD(µx, µy) := ||η(µx)− η(µy)||H. (9)
where the norm ‖.‖H is derived from the RKHS inner product defined onH.
Characterizing the MMD Barycenter Using the notion of mean embeddings, it is easy to char-
acterize the MMD barycenter. Equation (9) suggests to first represent each measure µp in (1) by its
mean embedding η(µp) then find the barycenter η? of those embeddings in the RKHS H. It turns
out that η? is simply a weighted sum of (η(µp))1≤p≤P with weights β. Finally, we recover the
probability distribution represented by η?, which is exactly the MMD barycenter and has an explicit
expression. Theorem 2 provides such an expression with a proof in Appendix C.
Theorem 2. (MMD Barycenter): If D = MMD2, the barycenter of measures µ1, ..., µP ∈M+1 (X )
with weights β ∈ ∆P is the mixture of measures
µ? :=
P∑
p=1
βpµp ∈M+1 (X ). (10)
Theorem 2 can be seen as a direct extension of results describing the geodesic structure induced by
the MMD (Th. 5.3 in Bottou et al. [9]). It also suggests a basic generative process for sampling from
MMD barycenters: (i) generate a draw z ∼ CategoricalP (β); (ii) sample from the chosen measure
µz . Hence, the MMD barycenter allocates mass only at locations where its component measures
allocate mass, proportionally to the barycentric weights, which is in stark contrast to the properties
of the 2-Wasserstein barycenter. For instance, Figure 1(b) shows that the MMD barycenter consists
of a mixture of the measures, with three times the weight on the top-left location. As expected, there
is mass on all measures proportionally to the barycentric weights β.
3 Estimating Barycenters Using Generative Models
In the following, we propose an algorithm for estimating barycenters (1) between P probability
measures with discrepancies including MMD with optimized kernel [3], W [14] and SW [22].
The key idea behind our algorithm is to approximate the optimization over the intractable space
of measures by a parametric optimization over a space of generative models. This allows us to
incorporate structural inductive biases, enabling our algorithm to scale in high dimensions. We also
prove local convergence for popular choices of discrepancies.
3.1 Algorithm
We approximate the barycenter by a parametric generative model Pθ which is a probability measure
inM+1 (X ) parameterized by a finite dimensional vector θ.
Those models are typically defined as push-forwards of a latent measure ρ ∈ M+1 (Z) on a lower-
dimensional space through a generator function Gθ : Z → X . This means that a sample x from
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Pθ is obtained by first sampling z from the latent ρ, then mapping it through Gθ, i.e.: x = Gθ(z).
More concisely, we simply write Pθ = Gθ#ρ.
We then propose to approximate the barycenter by solving a parametric version of the barycentric
problem (1):
θ? = arg min
θ
L(θ), L(θ) :=
P∑
p=1
βplp(θ), lp(θ) := D(Gθ#ρ, µp), (11)
where D is a discrepancy between measures. The optimization problem in (11) can be solved by
stochastic gradient descent as described in Algorithm 1 (Appendix D). At each training iteration, the
algorithm receives a batch of data points from the individual measures as well as a batch of samples
from the generator. Those are then used to compute stochastic gradients gp(θt) of the distances
between the generator and each of the measures µp. The parameter θt is then updated by running
gradient descent steps using the stochastic barycentric gradient
∑P
p=1 βpgp(θt). We note that the
discrepancy D needs to be well-defined for measures with discrete support as the barycenter is only
accessible through its samples. This is a fundamentally different approach from prior works that
approximate the barycenter as a Dirac mixture.
Inductive Biases We can incorporate prior knowledge on the form of the barycenter through the
generator’s structure (e.g., CNNs for barycenters of images) and leverage global basis functions
(neural networks in particular). This enables scaling to high-dimensional settings, unlike Dirac-
based approaches which optimize locations of particles in a high dimensional space and thus suffer
from the curse of dimensionality. Note that Gθ is not restricted to being a neural network, and
domain knowledge can enable more efficient learning. For instance, if we know that the actual
barycenter is a Gaussian, we can set ρ = N (0, I), Gθ(zn) = S 12 zn +m and optimize the meanm
and covariance S using our algorithm as shown empirically in Section 4.
Optimization Using D = MMD(Pθ,P) with a fixed kernel k is ineffective when training on
datasets of natural images, as the training signal may be small where Pθ 6= P [28]. To alleviate this
issue, deep kernels kfψ (x, y) = k(fψ(x), fψ(y)) are trained in an adversarial fashion to learn the
function fψ as well as the generator, similarly to Arbel et al. [3], Binkowski et al. [7], and Li et al.
[28], allowing the gradient signal to increase at locations where Pθ 6= P. Then, D is of the form
SMMD2(Pθ,P) := sup
fψ∈E
MMD2ψ(Gθ#ρ,P), (12)
where we assume that all fψ ∈ E are continuously parametrized by ψ ∈ Ψ with Ψ compact.
Similar issues arise when using W and SW. Therefore, analogous adversarial formulations of
these discrepancies were advocated [10, 22]. All these approaches require a careful regularization
of the critic, which can be done by penalizing its gradient [3, 7, 25] or weight clipping [4].
Special Cases Firstly, the special case P = 1 corresponds to the traditional implicit generative
model objective. In that setting, different kinds of discrepancies D have been considered, including
MMD [19, 28], 1-Wasserstein [4, 25], Sinkhorn divergence [22], and GW [10]. Also, from a purely
computational perspective, Su et al. [40] train a Wasserstein GAN on a single dataset by randomly
splitting that dataset into P subsets and minimizing the average 1-Wasserstein between samples from
the GAN and from those subsets. This is a special case of our framework in which the individual
measures are all equal to the same data distribution. This implies that the barycenter coincides with
such data distribution leading to a significantly simpler problem. In the case where all measures are
Gaussians, Chewi et al. [12] derive explicitely the gradients of the Wasserstein barycenter functional
with respect to the mean and variance of the barycenter and use SGD to learn it.
Remark 1. In the MMD case, the barycenter computed using our algorithm targets the mixture of
the datasets. In multimodal problems, it enables training with larger batches per modes as training
scales asO(PN2) whereN is the number of samples per mode and P the number of modes, instead
of O(P 2N2) for GANs.
5
3.2 Convergence Analysis
The non-convexity of the loss (11) with respect to the model parameters θ makes it hard to guarantee
global convergence. However, we study local convergence to stationary points which is challenging
on its own since the divergence D often results from an optimization procedure. Only recently,
Sanjabi et al. [36] provided related results for the regularized Wasserstein distance. We extend those
results to the case of the barycenter problem and to SMMD which relies on a different technique.
3.2.1 Smoothness
Typical local convergence results rely on notions of smoothness. Lipschitz smoothness is the most
commonly used notion to guarantee local convergence.
Definition 3. A function L : Θ 7→ R is M -Lipschitz smooth if there exists an M ≥ 0, such that
‖∇L(θ)−∇L(θ′)‖ ≤M‖θ − θ′‖ ∀θ, θ′ ∈ Θ. (13)
Lipschitz smoothness of a function L requires that the gradient of L exists and is Lipschitz contin-
uous. Sanjabi et al. [36] showed that entropic-regularized Wasserstein GANs ((11) with P = 1 and
D =W) are M -Lipschitz smooth with respect to the generator parameters θ.
In Proposition 4, we extend this result to barycenters (P ≥ 1) when D = SW as in (6).
Proposition 4. Assume X and Z are compact and Gθ is Lipschitz and Lipschitz-smooth. Then, the
barycenter objective
L(θ) :=
P∑
p=1
βpSW(Gθ#ρ, µp) (14)
is M -Lipschitz smooth. Proof: See Appendix A.
In the case of the optimized MMD, the discriminator is also learned leading to a non-concave prob-
lem. Therefore, the approach of Sanjabi et al. [36] cannot be directly applied to guarantee M -
Lipschitz smoothness of the resulting objective with respect to generator parameters θ. Instead, we
show that MMD satisfies a weaker notion of regularity called weak convexity, which turns out to be
sufficient to guarantee local convergence [16]:
Definition 5. A function L : Θ → R is C-weakly convex if there exists a positive constant C, such
that L(θ) + C‖θ‖2 is convex.
Proposition 6. Assume the kernel k is Lipschitz and Lipschitz-smooth and functions fψ ∈ E are
Lipschitz, Lipschitz-smooth, and absolutely continuous with respect to the parameters ψ and inputs
x. Further assume Gθ is Lipschitz and Lipschitz-smooth in θ. Then,
L(θ) :=
P∑
p=1
βpSMMD
2(Gθ#ρ, µp) (15)
is weakly convex and Lipschitz. Proof: See Appendix A.
Proposition 6 states that the optimized MMD is weakly convex and Lipschitz provided that the
discriminator satisfies additional smoothness constraints.
3.2.2 Local Convergence
We now show that whenever Proposition 4 or Proposition 6 hold, stochastic gradient descent (SGD)
converges to a local optimum. While Proposition 4 and Proposition 6 are sufficient to guarantee
convergence to a stationary value θ? for gradient descent or SGD, it requires access to an unbiased
estimate of the gradient of L. In practice, this is not possible as L is estimated by approximately
solving an optimization problem. Instead, we propose to use a similar setting as in Sanjabi et al.
[36], where we assume access to an unbiased estimate of a direction g that approximates ∇L(θ)
to a precision δ. In other words, g satisfies: ‖∇L(θ) − g‖2 ≤ δ2, and g˜ is an unbiased stochastic
estimator of g, i.e.: E[g˜] = g which we assume we have access to. Such an estimate can be obtained
by performing a few steps of gradient descent on the discriminator, in the case of the optimized
MMD, and then evaluating the gradient of the resulting loss with respect to θ on new samples. We
further assume that the noise in g˜ has a bounded variance, i.e., E[‖g − g˜‖2] ≤ σ2, and we define
∆ := L(θ0)− infθ L(θ) as the initial regret.
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(a) Nested ellipse (b) MLP (c) Structural model (d) Luise et al. [30]
Figure 2: Sinkhorn barycenter of 30 nested ellipses, of which a subset is displayed in (a) using (b)
the MLP parametrization, (c) the nested ellipses parametrization, (d) Luise et al. [30].
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Figure 3: Convergence plot of the computation of the barycenter of 15 Gaussians w.r.t. (a) SW us-
ing MLP/Gaussian parametrization, and Luise et al. [30], (b) w.r.t. MMD via MLP parametrization.
Theorem 7 ([36]). Assume ‖∇L(θ)− g‖2 ≤ δ2, E[‖g − g˜‖2] ≤ σ2 and E[g˜] = g. Also, if L(θ) is
M -Lipschitz smooth (as in Proposition 4), then setting the learning rate to α :=
√
2∆
Mσ2 yields
min
0≤t≤T−1
E[||∇L(θt)||2] ≤
√
8∆Mσ2
T
+ δ2. (16)
Theorem 7 shows that stochastic gradient methods converge to a stationary point when Proposition 4
holds. If L(θ) is only C-weakly convex as in Proposition 6, local convergence still holds [16].
4 Experiments
We now demonstrate that leveraging parametric functions and encoding inductive biases can scale
the computation of barycenters to high dimensions, while still recovering accurate barycenters. We
provide extensive experimental details in the Appendix.
4.1 Traditional Barycentric Problems
We start with classical barycenter problems to demonstrate our approach yields sensible solutions to
the barycentric problem (1), and that leveraging structure can speed up computations.
Nested ellipses We consider the computation of the SW barycenter of P = 30 nested ellipses,
reproducing the example of Cuturi and Doucet [15] and Luise et al. [29, 30]. We compare to the
algorithm proposed by Luise et al. [30]. We consider two approaches to parametrizing the gen-
erator Gθ, (i) using a multi-layer perceptron (MLP) as Gθ and (ii) exploiting inductive biases by
parametrizing two ellipses (θ: axis lengths and centers of both ellipses). Figure 2 shows that both ap-
proaches recover the barycenter, and obtain a similar but more accurate solution than the approach
proposed in [30] (under a time budget). In particular, there is significantly more support on the
ground truth barycenter due to the global nature of our algorithm.
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Figure 4: Samples from our MMD Barycenter of CelebA males and females.
Gaussians We consider a setting in which structural knowledge can be leveraged, namely comput-
ing MMD and SW barycenters of P = 15 isotropic Gaussians. We consider (i) using an MLP as
Gθ (both MMD and SW) and (ii) parametrizing the mean and variance of a Gaussian for Sinkhorn.
This exploits the fact that the barycenter of Gaussians w.r.t. Wasserstein is a Gaussian, so that the
closed-form barycenter belongs to the parametrized family of models we consider (approximately
as Sinkhorn approximates Wasserstein). Figure 3(a) illustrates that (i) our algorithm converges to a
stationary point (see Section 3.2.2) and that the gradient bias is negligible; (ii) structural knowledge
can lead to faster and more accurate approximations as the Gaussian parametrization converges to a
better solution than the MLP one; (iii) our algorithm is significantly faster than Luise et al. [30] (we
provide a further discussion of runtimes and implementations in the Appendix). Also, Figure 3(b)
shows local convergence to a good stationary point (close to the known ground truth barycenter) of
the model when computing the MMD barycenter.
4.2 Barycenters of natural images
We now demonstrate that the combination of structural knowledge and parametric models can scale
barycentric computations to high-dimensions. Previous papers considered problems in which mea-
sures are supported on R≤3. Even in experiments with images, these were considered as densities
on a 2D space [15, 30]. In the following, we consider a significantly more challenging setting in
which each measure consists of a dataset of 104–105 images of dimensionality 103–105. We only
consider the MMD barycenter as in this setting, a mixture behavior is desired.
Figure 5: Samples of digits
from our MMD barycenter.
MNIST We compute the barycenter of 10 measures µ0, ..., µ9,
where µm corresponds to the dataset of the mth MNIST digit. Each
measure consists of approximately 5, 000 samples in a 32 × 32-
dimensional space. Figure 5 shows that the MMD barycenter gen-
erates meaningful samples from all classes, as expected from the
mixture behavior of MMD barycenters (see Section 2.2).
CelebA We now compute the barycenter of two measures, CelebA
males and females, each having approximately 100, 000 locations
(images). Images are re-scaled to 3 × 128 × 128 pixels, so that
each (males/females) lives in an approximately 50, 000-dimensional
space. We use deep convolutional generators and critics to leverage
the structural knowledge about the input locations (images). Figure 4 illustrates that the MMD
barycenter generates meaningful high-quality samples from both measures, in a setting where all
other approaches to barycenter computations are not applicable. Overall, (i) expected barycentric
geometric properties are observed in high-dimensional problems; (ii) using structural knowledge
(here a CNN) enables approximating barycentric problems at unprecedented scale dimensionally.
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5 Conclusion
We proposed an algorithm for estimating high-dimensional barycenters of probability measures with
respect to general choices of discrepancies. The key idea is to formulate the optimization over the
space of probability measures as an optimization over parametric generative models, which allevi-
ates the curse of dimensionality, and enables incorporating explicit inductive biases. Furthermore,
we proved local convergence of our algorithm to stationary points under mild assumptions on the
discrepancy considered. We applied our algorithm to problems at an unprecedented scale, which
includes estimating barycenters of measures with more than 105 locations in over 104 dimensions,
while previous approaches were typically constrained to problems in R≤3.
Broader Impact
The algorithm developed in this paper can enable the scalable use of barycenters as principled sum-
maries of large and high-dimensional measures. These summaries leverage the geometry of the
ground space, which can lead to a better notion of averaging. There are areas in which provid-
ing sensible summaries of potentially large-scale data is essential, for instance in medical imaging.
Barycenters have indeed been used in this setting, in particular for summarizing [23], or training
multi-task regression models [26] on neuro-imaging data. This could potentially help doctors to
make better informed diagnosis in a shorter amount of time. We expect that our algorithm can lead
to a wider applicability of barycenters as means of summarizing high-dimensional datasets.
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A Proof of Propositions 4 and 6
We start by introducing some key notation. We denote by E the set of discriminators f in the
optimized MMD
SMMD2(Gθ, µ) := sup
f∈E
MMD2f (Gθ#ρ, ν). (17)
We next state the assumptions that will be used in the following.
1. E is parametrized by a compact set of parameters Ψ and any f ∈ E is continuous w.r.t.
those parameters.
2. Functions in E are jointly continuous w.r.t. (ψ,x) and are L-Lipschitz and L-Lipschitz
smooth w.r.t. to the input x, i.e.,
‖fψ(x)− fψ(x′)‖ ≤ L‖x− x′‖, (18)
‖∇xfψ(x)−∇xfψ(x′)‖ ≤ L‖x− x′‖. (19)
3. There exists a square integrable function a : Z → R and an integrable function b : Z → R,
such that generators θ 7→ Gθ(z) are a-Lipschitz and b-Lipschitz smooth in the following
sense:
‖Gθ(z)−Gθ′(z)‖ ≤ |a(z)|‖θ − θ′‖, (20)
‖∇θGθ(z)−∇θGθ′(z)‖ ≤ |b(z)|‖θ − θ′‖. (21)
Moreover, for all h ∈ E and θ ∈ Θ the square integral of a and integral of b are uniformly
bounded by some constant C so that∫
|a(z)|2ph,θ ◦ gθdη ≤ C, (22)∫
|b(z)|ph,θ ◦ gθdη ≤ C. (23)
4. Gθ is L-Lipschitz and L-Lipschitz smooth in θ uniformly in z.
5. The input and output spaces are compact.
6. The kernel is L-smooth and L-Lipschitz.
Proposition 8. Under assumptions 2, 3 and 6, we have thatM(θ) := MMD2f (Gθ#ρ, µ) is Lips-
chitz and Lipschitz smooth uniformly on E , i.e.,
|Mθ(f)−Mθ′(f)| ≤ L‖θ − θ′‖ (24)
‖∇Mθ(f)−∇Mθ′(f)‖ ≤ L‖θ − θ′‖. (25)
Proof: Recall that under assumptions 2, 3 and 6, the dominated convergence theorem guarantees
thatMθ(f) is differentiable in θ, with a gradient
∇θMθ(f) = 2(
∫
∇1k(f ◦Gθ(z), f(x))Rθ(z)dµ(x)dρ(z) (26)
−
∫
∇1k(f ◦Gθ(z), f ◦Gθ(z))Rθ(z)dµ(x)dρ(z)), (27)
where Rθ(z) = ∇f(Gθ(z))∇θGθ(z). Moreover, the gradient can be upper-bounded uniformly
in f since f , Gθ and k are all Lipschitz. This implies that θ(f) is Lipschitz uniformly in f . The
fact that ∇Mθ(f) is uniformly Lipschitz also results the fact that gradients of f , Gθ and k are all
Lipschitz.
Proof of Proposition 4. Here, we use [36] (Theorem 3.1), which guarantees that the entropy-
regularized Wasserstein distance is smooth as soon as Assumptions 4 and 5 hold. This implies
that the Sinkhorn divergence is also smooth and, finally, that θ 7→ L(θ) is smooth as a convex
combination of smooth functions.
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Proof of Proposition 6. We will only prove that the optimized MMD is L-weakly convex. The
resulting loss L will then also be weakly convex for a suitable constant as it is simply a convex
combination of weakly convex terms. For simplicity, we denote SMθ := SMMD2(Gθ#ρ, µ).
Using Proposition 8, we know thatM(θ) := MMD2f (Gθ#ρ, µ) isC-smooth. It is therefore weakly
convex and the following inequality holds:
Mθt(f) ≤ tMθ(f) + (1− t)Mθ′(f) +
C
2
t(1− t)‖θ − θ′‖2. (28)
Taking the supremum w.r.t. f , it follows that
SM(θt) ≤ tSM(θ) + (1− t)SM(θ′) + C
2
t(1− t)‖θ − θ′‖2. (29)
This means exactly that SM is weakly convex.
The fact that SM is Lipschitz, is a consequence of Proposition 8. Indeed,Mθ(f) is Lipschitz in θ
uniformly on E . Hence,
Mθ(f) ≤Mθ(f) + C‖θ − θ′‖. (30)
Taking the supremum over f , it follows directly that
SM(θ) ≤ SM(θ′) + C‖θ − θ′‖. (31)
By exchanging the roles of θ and θ′, we get the other side of the inequality. SM(θ) is indeed
Lipschitz in θ and by the Rademacher theorem, SM is even differentiable for almost all θ.
B Proof of Wasserstein barycentric properties
Here we consider the barycenter problem when theW2 distance is used:
min
P
L(P ) :=
∑
k
αkW22 (P, Pk) (32)
We will show that the optimal P exists and can be obtained by solving the multi-marginal problem
min
Q
∫ ∑
k
αk‖xk − T (X)‖2 dQ(X), (33)
where X = (x1, ...,xP ), T (X) =
∑
k αkxk and Q is a coupling between x1, . . . ,xP with
marginals given by (Pk)1≤k≤P . A key remark is that (33) is equivalent to
max
Q
∫
‖T (X)‖2 dQ(X). (34)
This is simply a consequence of expanding the square in (33) and using the definition of T (X). We
denote by Q? the optimal solution for (33) for which we have by definition∫
‖T (X)‖2 dQ?(X) ≥
∫
‖T (X)‖2 dQ(X) (35)
for all multi-marginal coupling Q of (Pk)1≤k≤P .
Consider now P ? = T#Q? where a sample Y is obtained by first samplingX according to Q? and
then setting Y = T (X). We obtain an upper bound on L(P ?) via
L(P ?) =
∑
k
αkW22 (P ?, Pk)
≤
∑
k
αk
∫
‖T (X)− xk‖2 dQ?(X)
=
∫ (∑
k
αk‖xk‖2 − ‖T (X)‖2
)
dQ?(X)
=
∑
k
αk
∫
‖xk‖2dPk(xk)−
∫
‖Y‖2dP ?(Y).
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The second line is obtained by using the fact that (T, Projk)#Q? defines a coupling between P ?
and Pk. The third and last lines are expansions recalling that the marginals of Q? are Pk and that
P ? = T#Q.
Now, let P be any probability distribution with finite second moment. It is well known that there
exist optimal couplings pik between P and each Pk, such that
W22 (P, Pk) =
∫
‖Y − xk‖2dpik(Y,xk). (36)
Moreover, by Proposition 9, we know there exists a joint coupling pi between (Y,x1, ...,xP ) with
pairwise marginals given by pik. Hence, L(P ) can be expressed as
L(P ) =
∫ ∑
k
αk‖Y − xk‖2 dpi(Y,X) (37)
=
∫ (
‖Y‖2 − 2Y>T (X) +
∑
k
αk‖xk‖2
)
dpi(Y,X) (38)
=
∫
‖Y‖2dP (Y)− 2
∫
Y>T (X)pi(Y,X) +
∑
k
αk
∫
‖xk‖2dPk(xk). (39)
The first line is by definition of the coupling pi, the second line is a simple expansion of the square
function and last line uses that pi has marginals given by P and (Pk)1≤k≤P .
Using the preceding expressions, we now compute a lower bound on the difference L(P )− L(P ?)
as
L(P )− L(P ?) ≥
∫
‖Y‖2dP (Y)− 2
∫
Y>T (X)pi(Y,X) +
∫
‖Y‖2dP ?(Y). (40)
Consider now Q0 be the distribution over X obtained by marginalizing pi over Y. Then pi is a
coupling between P and Q0. Moreover, by definition of Q? we have that∫
‖Y‖2dP ?(Y) =
∫
‖T (X)‖2dQ?(X) ≥
∫
‖T (X)‖2dQ0(X). (41)
This directly implies that
L(P )− L(P ?) ≥
∫
‖Y‖2dP (Y)− 2
∫
Y>T (X)pi(Y,X) +
∫
‖T (X)‖2dQ0(X) (42)
=
∫
‖Y − T (X)‖2pi(Y,X) ≥ 0. (43)
Proposition 9. [34, 41] Given pairwise couplings pik between variables (Y,xi) there exists a joint
coupling pi between (Y,x1, ...,xP ) that admits pik as marginals.
C Proof of MMD properties
Here, we consider the MMD with a fixed kernel k. Denote by η(P ) the kernel mean embedding
of the distribution P , ie.: η(P ) =
∫
k(x, .) dP (x). We want to show that P ? =
∑
k αkPk is the
minimizer of
min
P
∑
k
αk‖η(P )− η(Pk)‖2H. (44)
This is equivalent to finding an optimal function Φ inH that minimizes
min
Φ
∑
k
αk‖Φ− η(Pk)‖2H. (45)
under the additional constraint that Φ is a mean embedding of some probability distribution P . We
will show that the unconstrained problem in (45) admits η(P ?) as an optimal solution. Equation
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(45) is a strongly convex quadratic function of Φ. Therefore it admits a unique global minimum,
which is given by the first-order optimality condition
φ? =
∑
k
αkη(Pk). (46)
Now we use the fact that the kernel mean embedding is a linear operator on measures, which implies
directly that
∑
k αkη(Pk) = η(
∑
k αkPk) = η(P
?). We have shown that Φ?, the unconstrained
solution of (45), is a mean embedding for P ?. This directly implies that P ? is an optimal solution
to (44). Uniqueness is obtained whenever the mean embedding is injective, i.e., the kernel k is
characteristic.
D Algorithm
Algorithm 2 Algorithm for computing barycenters of arbitrary measures
Require: Network Gθ, measures {µp}Pp=1, weights {βp}Pp=1, base measure ρ, distances {Dp}Pp=1,
learning rate γ
for epoch in epochs do
for p = 1, ..., P do
Sample minibatches {x(p)j ∼ µp}Jj=1
Sample zj ∼ ρ, j = 1, ..., J
Compute
gp(θ) = ∇θDp(
J∑
j=1
δ
x
(p)
j
,
J∑
j=1
δGθ(zj))
end for
Update θ = θ − γ∑Pp=1 βpgp(θ)
end for
E Experimental Details
E.1 Nested Ellipses
E.1.1 Setup
We compute the Sinkhorn divergence using Geomloss. For both parametrizations, we train using the
Sinkhorn divergence with entropic coefficient  = 0.1 and a batch size of 150. MLP parametriza-
tion We use a MLP with 4-hidden layers (50, 200, 1000, 200 neurons), ReLU activations, a latent
dimension of 10. Ellipse parametrization We initialize the centers and axis of the nested ellipses
from standard Gaussians.
E.1.2 Discussion
We note that if given a substantially higher time budget, the algorithm of Luise et al. [30] would
converge to a significantly better solution, as per its convergence guarantees. However, because of
computational time constraints, we fixed the maximum number of support points to be added to
N = 1500, which resulted in the provided figure. By contrast, our approach leverages global basis
functions, which in turn put mass on a large support directly, without having to optimize locations
individually.
E.2 Gaussians
E.2.1 Setup
We plot mean and the 5%–95% quantiles (across 5 random seeds). We compute the Sinkhorn diver-
gence using Geomloss. The entropic coefficient is set to  = 0.01 (so that the Sinkhorn divergence
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approximates the Wasserstein well), average over 5 seeds, and use an exponential scheduler with de-
cay parameter λ = 0.985 (the learning rate decreases every epoch). Sinkhorn: MLP parametriza-
tion We use a MLP with 4-hidden layers (50, 200, 1000, 200 neurons), ReLU activations, a latent
dimension of 2, and the batch size to 150. We set the learning rate to 8×10−4. Sinkhorn: Gaussian
parametrization We parametrize the mean and the variance of an isotropic 2D Gaussian. We set
the learning rate to 0.4 and the batch size to 150. MMD: MLP parametrization We use a MLP
with 4-hidden layers (50, 200, 1000, 200 neurons), ReLU activations, a latent dimension of 8. We
set the batch size to 400 and the decay parameter of the scheduler to 0.99.
E.2.2 Discussion
We set the learning rate of the MLP and the Gaussians parametrization to the maximum value at
which optimization is stable. In turn, we could set the latter’s learning rate to a significantly larger
value than the former’s.
E.3 Natural Images
On natural image datasets, we use DCGAN-like architectures for both the generator and critics (we
use a different critic for each measure). For SMMD, we use the formulation of Binkowski et al. [7],
in particular a mixture of rational quadratic kernel, convolutional critics, along with gradient penalty.
For the CelebA experiment, we also use and spectral normalization for regularization. However, we
set the critics’ output dimensions to 1 instead of 16, which leads to similar performance. We perform
five critic iterations per generator iteration and train using the ADAM optimizer with β1 = 0.5,
β2 = 0.99 and a learning rate of 2 × 10−4. In CelebA experiments, we include an exponentially
decreasing scheduling (γ = 0.99).
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