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REPRE´SENTATIONS DE SPRINGER POUR LES GROUPES DE
RE´FLEXIONS COMPLEXES IMPRIMITIFS
PRAMOD N. ACHAR ET ANNE-MARIE AUBERT
Re´sume´. A` un groupe de re´flexions complexe spe´tsial, muni d’un re´seau ra-
diciel au sens de Nebe, nous associons un certain ensemble fini qui doit jouer
un roˆle analogue a` celui de l’ensemble des classes unipotentes d’un groupe
alge´brique. Dans le cas des groupes imprimitifs, nous en donnons un pa-
rame´trage combinatoire en termes des symboles ge´ne´ralise´s de Malle et Shoji.
Ce re´sultat fournit un lien entre les travaux de Shoji sur les fonctions de
Green pour les groupes de re´flexions complexes et ceux de Broue´, Kim, Malle,
Rouquier, et al. sur les alge`bres de Hecke cyclotomiques et leurs familles de
caracte`res.
1. Introduction
Les groupes de re´flexions complexes, et surtout ceux dits spe´tsiaux, se sont
re´cemment montre´s proches des groupes de Weyl des groupes alge´briques dans
de nombreux aspects : ils admettent des alge`bres de Hecke et des groupes de tresses
avec de bonnes proprie´te´s ; leurs caracte`res se re´partissent en “familles” ; et pour
certains d’entre eux — les groupes imprimitifs — Shoji a de´veloppe´ une the´orie de
fonctions de Green [13, 14, 15].
Rappelons que dans le cadre des groupes alge´briques re´ductifs sur un corps fini,
les fonctions de Green sont certaines fonctions a` valeurs complexes de´finies sur l’en-
semble des e´le´ments unipotents. Elles se calculent par un algorithme, duˆ a` Lusztig et
Shoji, qui ne de´pend que du groupe de Weyl. Une question naturelle est donc : est-il
possible d’effectuer le meˆme algorithme pour les groupes de re´flexions complexes ?
Cette question est le point de de´part des travaux de Shoji, et il a de´couvert que les
nouvelles “fonctions de Green” ainsi obtenues semblent ve´rifier certaines conditions
remarquables d’inte´gralite´ et de positivite´ (en commun avec les “vraies” fonctions
de Green), bien qu’elles n’aient pas (encore ?) d’interpre´tation ge´ome´trique.
Cependant, pour de´marrer l’algorithme pour les groupes de Weyl, il faut d’abord
connaitre la correspondance de Springer. Par contre, pour les groupes de re´flexions
complexes, puisqu’il n’y a ni varie´te´ unipotente, ni correspondance de Springer, il
faut choisir et imposer sur l’ensemble de repre´sentations irre´ductibles une structure
qui ressemble a` celles provenant des correspondances de Springer. Shoji n’a traite´
que les groupes de re´flexions imprimitifs, et il a choisi une structure de´finie en
termes des objets combinatoires dits “symboles.”
Cette circonstance donne lieu a plusieurs questions : Est-ce que la structure
choisie par Shoji est pre´fe´re´e ou naturelle en un certain sens, ou bien, est-ce que
d’autres choix donneraient lieu a` des fonctions de Green diffe´rentes de celles de Shoji
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mais e´galement valables ? D’autre part, comment peut-on e´tendre ses re´sultats au
cas primitif (i.e., exceptionnel), ou` l’on ne peut pas utiliser d’objets combinatoires ?
Le but de cet article est d’essayer de re´pondre a` ces questions. Nous proposons ici
une nouvelle construction alge´brique qui associe a` un chaque groupe de re´flexions
complexes (muni d’un re´seau radiciel) un ensemble qui doit jouer le roˆle de l’en-
semble de classes unipotentes. Le re´sultat principal affirme que les symboles de
Shoji sont compatibles dans un certain sens avec notre construction, et donc que
son choix e´tait bien naturel. D’autre part, notre contruction fonctionne e´galement
bien pour tous les groupes de re´flexions complexes spe´tsiaux, et nous obtenons ainsi
les de´buts d’une extension des travaux de Shoji aux groupes primitifs.
Nous commenc¸ons a` la Section 2 par de´finir tous les objets combinatoires dont
nous aurons besoin. La section 3 est consacre´e a` des rappels sur les groupes de
re´flexions complexes imprimitifs, leurs repre´sentations, et leurs alge`bres de Hecke
cyclotomiques. La construction alge´brique mentionne´e ci-dessus repose sur deux
concepts : les repre´sentations spe´ciales et l’induction tronque´e. Nous les traitons
aux Sections 4 et 5 respectivement. Nous e´tablissons une compatibilite´ entre l’in-
duction tronque´e et les symboles a` la Section 6, et une autre compatibilite´ entre les
repre´sentations spe´ciales et les sous-groupes paraboliques a` la Section 7.
Enfin, a` la Section 8, nous de´finissons, de manie`re alge´brique, une classe de
sous-groupes dits pseudoparaboliques et puis une classe de repre´sentations dites de
Springer. (Pour les groupes de Weyl, les repre´sentations de Springer sont celles as-
socie´es aux syste`mes locaux triviaux par la correspondance de Springer ; elles sont
donc en bijection avec les classes unipotentes). Ensuite, nous calculons toutes les
repre´sentations de Springer de tous les groupes imprimitifs spe´tsiaux. Le The´ore`-
me 8.9 en donne un parame´trage en termes des symboles dans le cas des groupes
non die´draux, et le The´ore`me 8.13 traite les groupes die´draux.
2. Symboles et multipartitions
Soient d et e deux entiers strictement positifs. Dans cette section, nous intro-
duisons certains ensembles d’objets combinatoires (dont les symboles et les mul-
tipartitions) qui de´pendent de d et e. Dans la section suivante, nous rappellerons
les liens entre ces objets et la the´orie des repre´sentations du groupe de re´flexions
complexes imprimitif G(de, e, n) et de ses alge`bres de Hecke cyclotomiques. Pour
cette raison, on dira toujours que nos objets combinatoires sont associe´s au groupe
W = G(de, e, n), plutoˆt qu’aux entiers d et e.
Un poids pourW est un e´le´ment du quotient Zde/(1, . . . , 1), dont tout repre´sent-
ant (m0, . . . ,mde−1) a la proprie´te´ que mi = mj si i ≡ j (mod d). Par abus de
langage, nous parlerons d’un e´le´ment de Zde comme s’il fuˆt un poids, au lieu de
parler du poids dont cet e´le´ment-la` est un repre´sentant.
En particulier, le poids
n(de, e) = ( 1, 0, . . . , 0︸ ︷︷ ︸
d coordonne´es
, 1, 0, . . . , 0︸ ︷︷ ︸
d coordonne´es
, . . . 1, 0, . . . , 0︸ ︷︷ ︸
d coordonne´es
)
est appele´ le poids spe´tsial pour G(de, e, n). Les poids
b = (1, 0, . . . , 0) et d = (0, . . . , 0)
seront particulie`rement utiles.
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Soit Ψ = (Ψ0, . . . ,Ψde−1) un de-uplet de suites finies croissantes d’entiers posi-
tifs :
Ψi = (Ψ
(0)
i ≤ · · · ≤ Ψ
(mi−1)
i ).
Soient r et s deux entiers positifs, et supposons que Ψ
(0)
i ≥ s pour tout i ≥ 1. On
pose Ψ′ = (Ψ′0, . . .Ψ
′
de−1), ou`
Ψ′i =
{
(0 ≤ Ψ
(0)
0 + r ≤ · · · ≤ Ψ
(m0−1)
0 + r) si i = 0,
(s ≤ Ψ
(0)
i + r ≤ · · · ≤ Ψ
(mi−1)
i + r) si i > 0.
On appelle Ψ′ le (r, s)-de´cale´ de Ψ. L’ope´ration de (r, s)-de´calage engendre une
relation d’e´quivalence sur l’ensemble des de-uplets de suites finies croissantes d’en-
tiers positifs. Une classe d’e´quivalence sous cette relation est appele´e un (r, s)-
pre´symbole. De plus, si m est le poids (m0, . . . ,mde−1), on dit que Ψ est de poids
m. (E´videmment, ce poids reste invariant sous de´calage).
En particulier, le protosymbole de type (r, s) et de poidsm est le (r, s)-pre´symbole
Φ = Φr,s(m) = (Φ0, . . . ,Φde−1),
ou`
Φi =
{
(0, r, . . . , (mi − 1)r) si i = 0,
(s, r + s, . . . , (mi − 1)r + s) si i > 0.
Soit P˜n l’ensemble de de-uplets de partitions dont la somme totale e´gale n :
P˜n =
{
((0 ≤ α00 ≤ · · · ≤ α
k0
0 )︸ ︷︷ ︸
α0
, . . . , (0 ≤ α0de−1 ≤ · · · ≤ α
kde−1
de−1 )︸ ︷︷ ︸
αde−1
)
∣∣∣∣∣ ∑
i,j
αji = n
}
On appelle rotation (a` l’e´gard de W ) l’application r : P˜n → P˜n de´finie par
(1) r(α0, . . . ,αde−1) = (αd,αd+1, . . . ,αde−1,α0, . . . ,αd−1).
L’ensemble des multipartitions pour W , ou W -multipartitions, est l’ensemble des
r-orbites sur P˜n.
E´videmment, l’ope´ration de rotation est triviale dans le cas du groupe W =
G(d, 1, n), pour lequel une multipartition n’est autre qu’un d-uplet de partitions.
Par contre, les r-orbites sont en ge´ne´ral non triviales pour G(de, e, n). Si α est une
G(de, e, n)-multipartition, et si α˜ ∈ P˜n en est un repre´sentant, on dit que α˜ est une
G(de, 1, n)-multipartition au-dessus de α. En ge´ne´ral, lorsqu’on a besoin d’e´crire
une G(de, e, n)-multipartition explicitement, on e´crira plutoˆt, par abus de nota-
tion, une G(de, 1, n)-multipartition au-dessus de celle-la`. Nous noterons P(de, e, n)
l’ensemble des G(de, e, n)-multipartitions.
Soit α ∈ P(de, e, n), et soit α˜ une G(de, 1, n)-multipartition au-dessus de α. On
note se(α) le cardinal du centralisateur de α˜ dans le groupe cyclique engendre´ par
r. (Il est clair que se(α) est inde´pendant du choix de α˜).
Ensuite, soit m un poids. En ajoutant des “0” supple´mentaires si ne´cessaire, on
peut conside´rer α˜ comme un (0, 0)-pre´symbole de poids m. Posons
Λ = Λr,sm (α˜) = α˜+Φ
r,s(m).
Bien suˆr, les divers α˜ donnent lieu a` divers Λ, et r induit une application (toujours
appele´e rotation) sur l’ensemble de tous les pre´symboles qui s’obtiennent de cette
fac¸on. Le symbole de type (r, s) et poids m associe´ a` α est l’ensemble de tous les
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pre´symboles obtenue par cette construction, ce qui est une seule orbite par rotation.
On note Zr,sm l’ensemble des symboles de type (r, s) et de poids m.
Soit Λ un symbole. Choisissons un repre´sentant (a` l’e´gard de la rotation et du
de´calage) (Λ0, . . . ,Λde−1) pour Λ, ainsi qu’un repre´sentant (m0, . . . ,mde−1) ∈ Z
de
de son poids tel que mi e´gale le nombre de coefficients de Λi. L’ensemble des
“positions” dans Λ est
S(Λ) = {(i, j) | 0 ≤ i < de et 0 ≤ j < mi}.
Nous munissons cet ensemble d’un ordre total comme suit :
(i, j) ≺ (k, l) si


j < l, ou
j = l, k > 0 et i = 0, ou
j = l, k > 0 et i > k.
Un symbole Λ est distingue´ s’il posse`de un repre´sentant (Λ0, . . . ,Λde−1) tel que
(2) Λ
(j)
i ≤ Λ
(l)
k si (i, j) ≺ (k, l).
(Autrement dit, un peut conside´rer un repre´sentant d’un symbole comme une ap-
plication S(Λ)→ N ; le symbole est distingue´ si cette application est croissante). Il
est a` noter que cette proprie´te´ du repre´sentant est stable sous de´calage mais non
sous rotation en ge´ne´ral.
Deux symboles du meˆme type et du meˆme poids sont dits similaires si tous deux
posse`dent des repre´sentants ayant les meˆmes coordonne´es avec les meˆmes multipli-
cite´s. (Puisque les symboles sont de´finis ici comme provenant des multipartitions, il
n’est pas e´vident que chaque classe de similitude contienne un symbole distingue´).
Exemple 2.1. Il y a 22 multipartitions pour G(3, 1, 3) :
([3],∅,∅) ([2],∅, [1]) ([1], [12],∅) (∅, [3],∅) (∅, [12], [1]) (∅,∅, [1, 2])
([1, 2],∅,∅) ([12], [1],∅) ([1], [1], [1]) (∅, [1, 2],∅) (∅, [1], [2]) (∅,∅, [13])
([13],∅,∅) ([12],∅, [1]) ([1],∅, [2]) (∅, [13],∅) (∅, [1], [12])
([2], [1],∅) ([1], [2],∅) ([1],∅, [12]) (∅, [2], [1]) (∅,∅, [3])
Les symboles correspondants de type (3, 1) et de poids (1, 0, 0) sont :
0
@
3
−
−
1
A
∗
0
@
0 5
1
2
1
A
0
@
0 3 7
2 5
1 4
1
A
∗
0
@
0 3
4
1
1
A
∗
0
@
0 3 6
2 5
1 5
1
A
∗
0
@
0 3 6
1 4
2 6
1
A
0
@
1 5
1
1
1
A
∗
0
@
1 4
2
1
1
A
∗
0
@
0 4
2
2
1
A
∗
0
@
0 3 6
2 6
1 4
1
A
∗
0
@
0 3
2
3
1
A
0
@
0 3 6 9
1 4 7
2 5 8
1
A
0
@
1 4 7
1 4
1 4
1
A
∗
0
@
1 4
1
2
1
A
0
@
0 4
1
3
1
A
0
@
0 3 6 9
2 5 8
1 4 7
1
A
∗
0
@
0 3 6
1 5
2 5
1
A
0
@
0 5
2
1
1
A
∗
0
@
0 4
3
1
1
A
∗
0
@
0 3 7
1 4
2 5
1
A
0
@
0 3
3
2
1
A
∗
0
@
0 3
1
4
1
A
Les 13 symboles qui portent une e´toile sont les symboles distingue´s.
Un exemple d’une classe de similitude est :
8<
:
0
@
0 4
3
1
1
A ,
0
@
0 3
4
1
1
A ,
0
@
0 3
1
4
1
A
9=
;
Exemple 2.2. Pour G(3, 3, 3), l’ope´ration de rotation est non triviale. Voici un en-
semble de repre´sentants de ses 8 multipartitions :
([3],∅,∅) ([2],∅, [1]) ([1, 2],∅,∅) ([12], [1],∅)
([13],∅,∅) ([12],∅, [1]) ([2], [1],∅) ([1], [1], [1])
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Les symboles correspondants de type (3, 0) et de poids (0, 0, 0) sont :
0
@
3
0
0
1
A
∗
0
@
2
0
1
1
A
0
@
1 5
0 3
0 3
1
A
∗
0
@
1 5
0 4
0 3
1
A
∗
0
@
1 4 7
0 3 6
0 3 6
1
A
∗
0
@
1 5
0 3
0 4
1
A
0
@
2
1
0
1
A
∗
0
@
1
1
1
1
A
∗
Les e´toiles de´signent toujours les symboles distingue´s.
3. Les groupes imprimitifs et leurs alge`bres de Hecke
3.1. Les repre´sentations irre´ductibles du groupe G(de, e, n). Rappelons que
le groupe complexe imprimitif G(e, 1, n) est le groupe line´aire complexe sur V =⊕n
j=1 Cej forme´ des matrices monomiales dont les coefficients non nuls appar-
tiennent a` {ζje : 0 ≤ j ≤ e − 1}, ou` ζe est une racine primitive e-ie`me de l’unite´.
Le groupe G(e, 1, n) est donc le produit semi-direct de son sous-groupe de ma-
trices diagonales avec le sous-groupe de matrices de permutations, i.e., G(e, 1, n) =
(Z/eZ)n ⋊Sn. Dans cette repre´sentation, le groupe G(e, 1, n) est engendre´ par la
re´flexion t qui envoie e1 sur ζee1 et laisse fixes e2, . . ., en et par les matrices de
permutations si (1 ≤ i ≤ n− 1) correspondant aux transpositions (i, i+ 1).
Soit γe : G(e, 1, n)→ C le caracte`re line´aire de´fini par γe(t) := ζe et γe(si) := 1
pour 1 ≤ i ≤ n− 1.
Soit α = (α0,α1, . . . ,αe−1) un e-uplet de partitions de n. Pour tout entier i
tel que 0 ≤ i ≤ e − 1, nous notons ni la somme de la partition αi (i.e., ni :=∑ki
j=0 α
j
i ). Les repre´sentations du groupe syme´trique Sni peuvent eˆtre conside´re´es
comme des repre´sentations du groupe G(e, 1, ni), via la projection naturelle de
G(e, 1, ni) surSni . Les classes d’isomorphie des repre´sentations irre´ductibles deSni
sont parame´tre´es par les partitions de ni et nous noterons Eαi une repre´sentation
irre´ductible de Sni correspondant a` la partition αi de ni. Nous posons ne :=
(n0, n1, . . . , ne−1) et
G(e, 1,ne) := G(e, 1, n0)× · · · ×G(e, 1, ne−1).
La formule
Eα := Ind
G(e,1,n)
G(e,1,ne)
(
Eα0 ⊗ (Eα1 ⊗ γe)⊗ · · · ⊗ (Eαe−1 ⊗ γ
e−1
e )
)
de´finit donc une repre´sentation du groupe G(e, 1, n). La repre´sentation Eα est
irre´ductible, Eα 6≃ Eβ si α 6= β, et les (classes d’isomorphie) des Eα de´crivent
toutes les (classes d’isomorphie) de repre´sentations irre´ductibles de G(e, 1, n).
Le groupe G(de, e, n) est un sous-groupe d’indice e de G(de, 1, n), noyau du
caracte`re line´aire γdde. Nous allons rappeler la description de ses caracte`res ir-
re´ductibles en fonction de ceux du groupes G(de, 1, n).
Remarquons que se(α) (voir la Section 2) divise n. La restriction de Eα a`
G(de, e, n) est somme de se(α) repre´sentations irre´ductibles distinctes, nous les
notons Eα,1, . . ., Eα,se(α) et toute repre´sentation irre´ductible de G(de, e, n) inter-
vient dans la restriction d’une repre´sentation Eα pour α un de-uplet de partitions
de n. Plus pre´cise´ment, nous posons
σ := (s1s2 · · · sn−1)
n/se(α) et G(de, e,nde) := G(de, 1,nde) ∩G(de, e, n).
La restriction a` G(de, e,nde) de la repre´sentation
Eα0 ⊗ (Eα1 ⊗ γde)⊗ · · · ⊗ (Eαde−1 ⊗ γ
de−1
de )
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deG(de, 1,nde) est invariante par σ et s’e´tend au produit semi- directG(de, e,nde)⋊
〈σ〉. Les induites a` G(de, e, n) des diverses extensions de´crivent l’ensemble des com-
posantes irre´ductibles de la restriction de Eα a` G(de, e, n).
3.2. Polynoˆme de Poincare´ et degre´s fantoˆmes. Soit W ⊂ GL(V ) un groupe
de re´flexions complexes et soit S(V ) l’alge`bre syme´trique de V . Nous notons n
la dimension de V . L’alge`bre des invariants S(V )W de W dans S(V ) est une al-
ge`bre de polynoˆmes sur n e´le´ments homoge`nes alge´briquement inde´pendants de
degre´s respectifs note´s d1, . . ., dn ([4]). Le nombre N
∗ de re´flexions de W est e´gal
a`
∑n
i=1(di − 1).
Le polynoˆme de Poincare´ PW de W est donne´ par la formule
(X − 1)n · PW (X) =
(
1
|W |
∑
w∈W
detV (w)
detV (X − w)
)−1
=
n∏
i=1
(Xdj − 1),
ou` detV de´signe le de´terminant sur V . Pour W = G(de, e, n), on obtient
PG(de,e,n)(X) =
Xdn − 1
X − 1
·
n−1∏
i=1
Xdei − 1
X i − 1
.
En particulier :
PG(e,1,n)(X) =
n∏
i=1
Xei − 1
X − 1
, PG(e,e,n)(X) =
Xn − 1
X − 1
·
n−1∏
i=1
Xei − 1
X − 1
.
Soit S(V )W+ l’ide´al de S(V )
W forme´ des e´le´ments de degre´s strictement positifs.
Nous notons S(V )W := S(V )/(S(V )
W
+ ·S(V )) l’alge`bre coinvariante de (W,V ). En
tant que W -module, S(V )W est isomorphe a` la repre´sentation re´gulie`re de W . Soit
S(V )W =
⊕N∗
j=0 S(V )
j
W la de´composition de S(V )W en ses composantes gradue´es.
Le degre´ fantoˆme d’une repre´sentation irre´ductible E de W , note´ RE(X), est le
polynoˆme dans Z[X ] de´fini par
(3) RE(X) :=
∑
j
mj(E)X
j ,
ou`mj(E) de´signe la multiplicite´ avec laquelleE apparaˆıt dans leW -module S(V )
j
W .
On a (voir par exemple [16]) :
(4) RE(X) = (X − 1)
n · PW (X) ·
∑
w∈W
detV (w)Tr(w,E)
detV (X − w)
.
Pour toute partie finie A de N, nous de´finissons les polynoˆmes suivants :
∆(A,X) :=
∏
a,b∈A
b<a
(Xa −Xb),
Θ(A,X) :=
∏
a∈A
a∏
l=1
(X l − 1).
Soit α = (α0,α1, . . . ,αde−1) un de-uplet de partitions de n. Pour 0 ≤ i ≤ de − 1,
nous e´crivons αi = (0 ≤ α
0
i ≤ · · · ≤ α
ki
i ), nous notons ni(α) la somme de la
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partition αi, posons
ci(α) :=
ki∑
l=0
(
l
2
)
,
et de´finissons des parties finies
Ai(α) :=
{
α¯0i , α¯
1
i , . . . , α¯
ki
i
}
de N, ou`
α¯
j
i := α
j
i + j, pour 0 ≤ j ≤ ki.
Pour tout multiple m de de, nous poserons αi+m := αi, ci+m(α) = ci(α) et
Ai+m(α) = Ai(α).
D’apre`s [7, Remarque 2.10], le degre´ fantoˆme REα(X) de la repre´sentation irre´-
ductible Eα du groupe G(de, 1, n) s’e´crit :
(5) REα(X) =
n∏
h=1
(Xdeh − 1) ·
de−1∏
i=0
∆(Ai(α), X
de) ·X ini
Θ(Ai(α), Xde) ·Xde·c(αi)
.
D’apre`s [7, p. 806], les repre´sentations irre´ductibles Eα,l, pour l ∈ {1, . . . , se(α)},
ont toutes le meˆme degre´ fantoˆme REα,l(X) =: REα,d, lequel s’e´crit
REα,d(X) =
Xnd − 1
Xnde − 1
·
1
se(α)
·
e−1∑
j=0
Rrj(α)(X),
ou` r est de´finie par ((1)). Puisque
rj(α) = (αjd,αjd+1, . . . ,αde−1,α0,α1, . . . ,αjd−1),
nous obtenons
(rj α)i = αi+jd, pour 0 ≤ i ≤ de− 1 et 0 ≤ j ≤ e− 1.
Le polynoˆme REα,d(X) admet donc l’expression
Xnd − 1
Xnde − 1
·
1
se(α)
·
e−1∑
j=0
(
n∏
h=1
(Xdeh − 1) ·
de−1∏
i=0
∆(Ai+jd(α), X
de) ·X ini+jd(α)
Θ(Ai+jd(α), Xde) ·Xde·ci+jd(α)
)
=
(Xnd − 1)
se(α)
·
n−1∏
h=1
(Xdeh − 1) ·
e−1∑
j=0
de−1∏
i=0
∆(Ai+jd(α), X
de) ·X ini+jd(α)
Θ(Ai+jd(α), Xde) ·Xde·ci+jd(α)
.
L’expression
de−1∏
i=0
∆(Ai+jd(α), X
de)
Θ(Ai+jd(α), Xde)Xde·ci+jd(α)
e´tant inde´pendante du choix de j ∈ {0, . . . , e − 1}, le polynoˆme REα,d(X) s’e´crit
encore
(Xnd − 1)
se(α)
·
n−1∏
h=1
(Xdeh − 1) ·
de−1∏
i=0
∆(Ai(α), X
de)
Θ(Ai(α), Xde)Xde·ci(α)
·
e−1∑
j=0
de−1∏
i=0
X ini+jd(α).
En utilisant les e´galite´s
ni+jd(α) =
ki+jd∑
l=0
(α¯li+jd − l) = −
ki+jd(ki+jd + 1)
2
+
∑
a∈Ai+jd(α)
a,
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nous voyons que REα,d(X) est e´gal a`
(Xnd − 1)
se(α)
·
n−1∏
h=1
(Xdeh − 1) ·
de−1∏
i=0
∆(Ai(α), X
de)
Θ(Ai(α), Xde)Xde·ci(α)
·
e−1∑
j=0
∏
a∈Ai+jd(α)
X i(a−
ki+jd(ki+jd+1)
2 ).
3.3. Alge`bres de Hecke cyclotomiques et familles de caracte`res. Soit W
un groupe de re´flexions complexes irre´ductible fini et soit D le diagramme qui
lui est associe´ dans [2]. Ceci de´finit une pre´sentation de W sur un ensemble de
ge´ne´rateurs S, avec des “relations d’ordre” sds = 1 pour s ∈ S, ainsi que des
relations homoge`nes, appele´es “relations de tresses”. Le “groupe de tresses” B =
B(W ) associe´ a` W est par de´finition le groupe engendre´ par un ensemble {s :
s ∈ S} en bijection s ↔ s avec S, satisfaisant aux relations de tresses de D. Soit
u = {us,i : s ∈ S, 0 ≤ i ≤ ds − 1} un ensemble de nombres transcendants sur Z
tels que us,i = ut,i si s et t sont conjugue´s dans W . L’alge`bre de Hecke ge´ne´rique
H(W,u) de W de parame`tre u est de´finie comme le quotient
H(W,u) := Z[u,u−1]B/I, avec I =
(
ds−1∏
i=0
(s − us,i) : s ∈ S
)
de l’alge`bre de groupe de B sur Z[u,u−1] par l’ide´al I engendre´ par certaines
“relations d’ordre de´forme´es”.
Soient µ∞ le sous-groupe des racines de l’unite´ de C et K un sous-corps du corps
Q(µ∞) de degre´ fini sur Q. On note ZK l’anneau des entiers de K (c’est un anneau
de Dedekind) et µ(K) le groupe des racines de l’unite´ de K. Soit ζ un e´le´ment de
µ(K). Pour s ∈ S et 0 ≤ i ≤ ds − 1, nous supposons donne´s des entiers relatifs
ns,i ∈ Z. Nous posons ms,i := ns,i/|µ(K)| et ms := (ms,0,ms,1, . . . ,ms,ds−1),
et nous notons m l’ensemble {ms : s ∈ S}. L’alge`bre de Hecke ζ-cyclotomique
Hmζ (W ) de W est la ZK [q, q
−1]-alge`bre obtenue a` partir de H(W,u) au moyen de
la spe´cialisation φ : ZK [u,u
−1]→ ZK [q, q
−1] de´finie par
φ : us,i 7→ ζ
i
ds(ζ
−1q)ms,i .
Le degre´ ge´ne´rique d’une repre´sentation irre´ductible E de W est le polynoˆme
DE = PW /cE
quotient du polynoˆme de Poincare´ de W par l’ele´ment de Schur cE de E.
L’alge`bre de Hecke ge´ne´riqueH(e, 1, n) associe´e au groupe G(e, 1, n) est l’alge`bre
engendre´e sur l’anneau des polynoˆmes de Laurent en e+ 2 inde´termine´es :
Z[u0, u1, u
−1
0 , u
−1
1 , v0, v1, . . . , ve−1, v
−1
0 , v
−1
1 , . . . , v
−1
e−1]
par des e´le´ments s1, s2, . . ., sn−1, t satisfaisant les relations de tresses
sjsj+1sj = sj+1sjsj+1 et sn−1tsn−1t = tsn−1tsn−1
et les relations relations d’ordre de´forme´es
(sj − u0)(sj − u1) = (t− v0)(t− v1) · · · (t− ve−1) = 0.
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L’alge`bre spe´tsiale de G(e, 1, n) est l’alge`bre de Hecke 1-cyclotomique, obtenue par
la spe´cialisation 1-cyclotomique :
u0 7→ q, u1 7→ −1, v0 7→ q et vi 7→ ζ
i
e pour 1 ≤ i ≤ e− 1,
i.e., l’alge`bre Hm1 (e, 1, n) = H
m
1 (G(e, 1, n)), avec m = {ms1 , . . . ,msn−1 ,mt}, ou`
msj = (1, 0) pour 1 ≤ j ≤ n− 1 et mt = (1, 0, . . . , 0).
L’alge`bre de Hecke ge´ne´rique H(e, e, n) associe´e au groupe G(e, e, n) est :
– si n > 2 ou n = 2 et e impair, l’alge`bre engendre´e sur l’anneau
Z[u0, u1, u
−1
0 , u
−1
1 ]
par des e´le´ments s1, s2, . . ., sn−1, s
′
n−1 satisfaisant les relations
sjsj+1sj = sj+1sjsj+1 (1 ≤ j ≤ n− 2), s
′
n−1sn−2s
′
n−1 = sn−2s
′
n−1sn−2,
sn−2s
′
n−1sn−1sn−2s
′
n−1sn−1 = s
′
n−1sn−1sn−2s
′
n−1sn−1sn−2,
sn−1s
′
n−1sn−1s
′
n−1sn−1s
′
n−1 · · ·︸ ︷︷ ︸
e facteurs
= s′n−1sn−1s
′
n−1sn−1s
′
n−1sn−1 · · ·︸ ︷︷ ︸
e facteurs
et (s′n−1 − u0)(s
′
n−1 − u1) = (sj − u0)(sj − u1) = 0, pour 1 ≤ i ≤ n− 1;
– si n = 2 et e pair, l’alge`bre engendre´e sur l’anneau
Z[u0, u1, v0, v1, u
−1
0 , u
−1
1 , v
−1
0 , v
−1
1 ]
par des e´le´ments s1, s
′
1 satisfaisant les relations
s1s
′
1s1s
′
1s1s
′
1 · · ·︸ ︷︷ ︸
e facteurs
= s′1s1s
′
1s1s
′
1s1 · · ·︸ ︷︷ ︸
e facteurs
et (s′1 − u0)(s
′
1 − u1) = (s1 − v0)(s1 − v1) = 0.
L’alge`bre spe´tsiale de G(e, e, n) est l’alge`bre de Hecke 1-cyclotomique, obtenue par
la spe´cialisation 1-cyclotomique :
u0 7→ q, u1 7→ −1, v0 7→ q et v1 7→ −1,
i.e., l’alge`bre Hm1 (e, e, n) = H
m
1 (G(e, e, n)), avec m = {ms′1 ,ms1 , . . . ,msn−1}, ou`
ms′1 =ms1 = · · · =msn−1 = (1, 0).
Lusztig a construit une partition des caracte`res irre´ductibles d’un groupe de
Coxeter finiW en familles a` l’aide de la the´orie des cellules. Cette partition apparaˆıt
naturellement dans le parame´trage de Lusztig des caracte`res unipotents d’un groupe
re´ductif sur un corps fini. Pour le moment il n’existe pas de de´finition de cellules
pour les groupes de re´flexions complexes et l’on ne peut donc pas utiliser l’approche
de Lusztig pour de´finir les familles de caracte`res. Dans [12], Rouquier a de´crit
une approche diffe´rente dans laquelle les familles sont de´finie comme les blocs de
d’alge`bre de Hecke-Iwahori de W sur un certain anneau O(x), de´fini comme suit :
O(x) := ZK [x, x
−1, (xm − 1)−1m≥1].
Nous supposons dore´navant donne´ un groupe de re´flexions complexes W impri-
mitif et nous fixons une bijection de l’ensemble des caracte`res irre´ductibles de W
sur celui des caracte`res irre´ductibles de Hmζ (W ) et identifions ces deux ensembles
via la bijection. Les familles des caracte`res irre´ductibles sont alors de´finies (voir
[10, Definition 2.4]) comme les blocs de O(x)Hmζ (W ).
Broue´ et Kim ont de´montre´ (voir [1, The´ore`me 3.17]) que les familles de ca-
racte`res de G(e, 1, n) a` l’e´gard de l’alge`bre spe´tsiale sont donne´es par les classes de
similitude des symboles de type (1, 0) et de poids b.
10 PRAMOD N. ACHAR ET ANNE-MARIE AUBERT
Afin de de´crire les familles de caracte`res de G(e, e, n) a` l’e´gard de l’alge`bre
spe´tsiale, introduisons la notion de e-partition be´gayante : une e-partition α =
(α0, . . . ,αe−1) est dite be´gayante si α0 = · · · = αe−1. A` toute e-partition be´gayante
de somme n correspond e familles de caracte`res de G(e, e, n), chacune re´duite a` un
singleton. Les autres familles de caracte`res de G(e, e, n) sont donne´es par les classes
de similitude des symboles associe´s a` des e-partition non be´gayantes, de type (1, 0)
et de poids d (voir [1, The´ore`me 4.3]).
3.4. Exemples. Les familles de caracte`res pour les groupes de Weyl classiques
G(2, e, n) (e = 1, 2) correspondent aux classes de similitude dans Z1,0
n(2,e), et en
particulier, les caracte`res spe´ciaux correspondent aux symboles distingue´s.
Les classes unipotentes pour Bn (resp. Cn, Dn) correspondent aux classes de
similitude dans Z2,0
n(2,1) (resp. Z
2,1
n(2,1), Z
2,0
n(2,2)). En particulier, les caracte`res associe´s
aux syste`mes locaux triviaux par la correspondence de Springer correspondent aux
symboles distingue´s.
Les calculs de Broue´–Kim [1] et de Kim [5] montrent que les familles de ca-
racte`res (a` l’e´gard d’une alge`bre cyclotomique) de G(de, e, n) sont en bijection avec
les classes de similitude de symboles de type (1, 0) et de poids convenable. Dans le
cas de l’alge`bre spe´tsiale d’un groupe spe´tsial, on sait aussi, d’apre`s Malle, que les
caracte`res spe´ciaux correspondent aux symboles distingue´s de type (1, 0).
Exemple 3.1. Conside´rons le cas tre`s simple du groupe G(e, 1, 1) (lequel est un
groupe cyclique d’ordre e). Nous savons de´ja` par [1, Proposition 2.10(2)] qu’il
y a deux familles de repre´sentations irre´ductibles de G(e, 1, 1), celle re´duite a`
la repre´sentation triviale et celle forme´e des autres repre´sentations irre´ductibles.
Ce re´sultat se re´interpre`te en termes de symboles de la manie`re suivante. On a
Φ1,0(b) =
0
BBBB@
0 1
0
.
.
.
0
1
CCCCA
. Il y a e multipartitions pour G(e, 1, 1). Les symboles corres-
pondants de type (1, 0) et de poids b sont
Λ0 =
0
BBBB@
1
−
.
.
.
−
1
CCCCA
et Λi =
0
BBBBBBBBBBBBBB@
0 1
0
.
.
.
0
1
0
.
.
.
0
1
CCCCCCCCCCCCCCA
← 0-e`me ligne
.
.
.
← i-e`me ligne (1 ≤ i ≤ e − 1).
.
.
.
Les symboles spe´ciaux sont Λ0 et Λ1. Les classes de similitude sont au nombre de
deux :
{Λ0} et {Λi : 1 ≤ i ≤ e− 1}.
D’autre part, la repre´sentation induite Ind
G(e,1,1)
{1} (1), e´tant e´gale a` la repre´sentation
re´gulie`re du groupe G(e, 1, 1), est somme de la repre´sentation triviale et de la
repre´sentation γe ⊕ γ
2
e ⊕ · · · ⊕ γ
e−1
e . Ces deux repre´sentations constituent donc
les repre´sentations “constructibles” du groupe G(e, 1, 1).
4. Repre´sentations spe´ciales
4.1. Les fonctions a et b. Soit W un groupe de re´flexions complexes fini, et
choisissons une alge`bre de Hecke cyclotomique pour W . Si E est une repre´sentation
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irre´ductible de W , on peut conside´rer la multiplicite´ de la racine en q = 0 de son
degre´ ge´ne´rique et de son degre´ fantoˆme. Ces deux entiers, qui sont appele´s “a(E)”
et “b(E)”, respectivement, dans la litte´rature, jouent un roˆle tre`s important dans
la suite. La repre´sentation E est dite spe´ciale si a(E) = b(E).
Dans le cas ou` W est imprimitif, ces fonctions ne de´pendent que de la multipar-
tition associe´e a` E. Nous e´crirons donc “a(α)” et “b(α)” au lieu de “a(Eα,l)” et
“b(Eα,l)”.
Les fonctions a et b permettent aussi de de´finir la notion, introduite dans [8], de
groupe de re´flexions complexes fini spe´tsial : un groupe de re´flexions complexes fini
W est dit spe´tsial si l’on a
(6) a(E) ≤ b(E) pour toute repre´sentation irre´ductible E de W .
D’apre`s [9, Proposition 8.1], la proprie´te´ (6) est e´quivalente au fait que pour toute
repre´sentation irre´ductible E deW , il existe une repre´sentation irre´ductible spe´ciale
E0 telle que a(E) = a(E0). La Proposition 8.1 de [9] fournit d’autres caracte´risations
des groupes de re´flexions complexes finis spe´tsiaux.
L’ensemble des groupes de re´flexions complexes finis spe´tsiaux contient en par-
ticulier tous les groupes de re´flexions complexes finis qui peuvent eˆtre de´finis sur le
corps des nombres re´els.
Les groupes de re´flexions complexes finis spe´tsiaux imprimitifs irre´ductibles sont
les groupes Sn, G(e, 1, n) et G(e, e, n) (voir [9, preuve de la Proposition 8.1]).
Nous rappelons maintenant la formule obtenue par Malle [7] pour b(α). Il re´sulte
de l’expression obtenue pour REα,d(X) que b(α) est e´gal a`
(7)
ed
de−1∑
i=0

 ∑
a,b∈Ai(α)
b<a
b− ci

− min0≤j≤e−1
de−1∑
i=0
i

ki+jd(ki+jd + 1)
2
−
∑
a∈Ai+jd(α)
a

 .
Lorsque W = G(e, 1, n) et que la suite (k0, k1, . . . , ke−1) est telle que k0 = k + 1 et
ki = k si 1 ≤ i ≤ e− 1, avec k ∈ N, la formule (7) donne
(8) b(α) = e
e−1∑
i=0
∑
a,b∈Ai(α)
b<a
b+
e−1∑
i=0
i
∑
a∈Ai(α)
a−
k−1∑
l=0
(
el + 1
2
)
.
Lorsque W = G(e, e, n) et que la suite (k0, k1, . . . , ke−1) est telle que ki = k pour
tout i ∈ {0, . . . , e− 1}, avec k ∈ N, la formule (7) donne
(9) b(α) = e
e−1∑
i=0
∑
a,b∈Ai(α)
b<a
b+ min
0≤j≤e−1
e−1∑
i=0
i
∑
a∈Ai+jd(α)
a−
k−1∑
l=0
(
el
2
)
.
4.2. Formules combinatoires pour a et b. Dans cette section, nous introduisons
et e´tudions certaines fonctions combinatoires de´finies sur l’ensemble de symboles
pour un groupe imprimitif. Les quelques derniers e´nonce´s traitent la relation entre
ces fonctions combinatoires et les fonctions a et b de la section pre´ce´dente.
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Soit α ∈ P(e, 1, n), et soit Λ son symbole de type (r, s) et de poids m. Si
(i, j) ≺ (k, l), alors posons
ac(Λ)ij,kl = min(Λ
(j)
i ,Λ
(l)
k )− Φ
(j)
i ,
bc(Λ)ij = Λ
(j)
i − Φ
(j)
i .
E´videmment, ces entiers de´pendent du choix d’un pre´symbole repre´sentant pour Λ.
Par contre, bc(Λ)ij est inde´pendant de r et de s dans le sens suivant : si l’on change
r ou s mais garde la meˆme forme pour le pre´symbole repre´sentant, alors bc(Λ)ij ne
change pas.
En effet, il est clair que bc(Λ)ij n’est autre que α
(j)
i , mais cette notation sera
quand meˆme utile : elle permet de re´fe´rer aux coefficients d’une multipartition
en termes des positions d’un symbole, au lieu de fixer une nume´rotation de ses
coefficients a` l’avance.
Enfin, il est a` noter que l’on ne de´finit pas ac(Λ)ij,kl si (i, j) 6≺ (k, l). Ensuite, on
pose
ac(Λ) =
∑
(i,j)≺(k,l)
ac(Λ)ij,kl et b
c(Λ) =
∑
(i,j)≺(k,l)
bc(Λ)ij
Il est facile de ve´rifier que ac(Λ) et bc(Λ) sont bien de´finis. De plus, comme on a
remarque´ ci-dessus, bc(Λ) est inde´pendant de r et de s. Il est clair que
ac(Λ)ij,kl ≤ b
c(Λ)ij , avec e´galite´ si et seulement si Λ
(j)
i ≤ Λ
(l)
k
pour tout symbole Λ. En comparant avec (2), on obtient imme´diatement le re´sultat
suivant :
Lemme 4.1. Soit Λ un symbole. On a que ac(Λ) ≤ bc(Λ), avec e´galite´ si et seule-
ment si Λ est distingue´.
Nous remarquons aussi que bc est “additif” (tandis que ac ne l’est pas en ge´ne´ral) :
soient β′ ∈ P(e, 1, n′) et β′′ ∈ P(e, 1, n′′), et posons α = β′+β′′ ∈ P(e, 1, n′+n′′).
Fixons deux entiers r et s ainsi qu’un poids m. Il est clair que
bc(Λr,sm (α))ij = b
c(Λr,sm (β
′))ij + b
c(Λr,sm (β
′′))ij ,
car cette e´galite´ e´quivaut au fait que α
(j)
i = β
′
i
(j) + β′′i
(j). Le lemme suivant est
donc e´vident.
Lemme 4.2. Soient β′ ∈ P(e, 1, n′) et β′′ ∈ P(e, 1, n′′), et posons α = β′ + β′′ ∈
P(e, 1, n′ + n′′). Alors
bc(Λr,sm (α)) = b
c(Λr,sm (β
′)) + bc(Λr,sm (β
′′)).
Comme on l’a de´ja` remarque´, les poids les plus importants sont b et d. Les deux
propositions suivantes permettent de comparer ac et bc pour des symboles de ces
deux poids.
Proposition 4.3. Si α ∈ P(e, 1, n), alors bc(Λr,s
b
(α)) = bc(r(Λr,0
d
(α))).
De´monstration. Posons Λ = Λr,s
b
(α) et Λ′ = Λr,0
d
(α). Il sera commode d’e´crire les
formules pour bc(Λ) et bc(r(Λ)) dans une forme le´ge`rement diffe´rente. Posons
c(Λ)ij = |{positions (k, l) dans Λ telles que (i, j) ≺ (k, l)}|;
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la de´finition de c(r(Λ′))ij est analogue. On a alors
(10) bc(Λ) =
∑
(i,j)
c(Λ)ijb
c(Λ)ij et b
c(Λ′) =
∑
(i,j)
c(r(Λ′))ijb
c(r(Λ′))ij .
Pour comparer les symboles Λ et Λ′, choisissons des pre´symboles repre´sentants
tels que toute ligne contient m coefficients, a` l’exception de Λ0, qui contient m+ 1
coefficients. Supposons, sans perte de ge´ne´ralite´, que Λ
(0)
0 = 0. E´videmment, Λ
contient un coefficient de plus que Λ′, dans la position (0,m), laquelle est la plus
grande position dans l’ordre ≺. Il est donc e´vident que
c(r(Λ′))ij = c(Λ
′)ij = c(Λ)ij − 1.
Autrement dit,
c(Λ′)ij = c(Λ)s(i,j)
ou` s(i, j) de´signe la plus petite position dans Λ (a` l’e´gard de ≺) qui est plus grande
que (i, j). E´videmment, on a que
(11) s(i, j) =


(e− 1, j) si i = 0,
(0, j + 1) si i = 1,
(i− 1, j) si 1 < i < e.
D’autre part, si l’on pose Φ = Φr,s
b
et Φ′ = Φr,0
d
, alors on a que
(12)
r(Λ′)i
(j) =


Λ
(j)
e−1 − s
Λ
(j+1)
0 − r
Λ
(j)
i−1 − s
et r(Φ′)
(j)
i = Φ
′
i
(j) =


Φ
(j)
e−1 − s si i = 0,
Φ
(j+1)
0 − r si i = 1,
Φ
(j)
0 − s si 1 < i < e.
Il est imme´diat que
bc(r(Λ′))ij = b
c(Λ)s(i,j).
Puisque bc(Λ)0,0 = 0, on a que
bc(Λ) =
∑
(i,j)
c(Λ)i,jb
c(Λ)i,j
=
∑
(i,j) 6=(0,m)
c(Λ)s(i,j)b(Λ)s(i,j) =
∑
(i,j)
c(r(Λ′))i,jb(r(Λ
′))i,j = b
c(r(Λ′)).

Proposition 4.4. Si α ∈ P(e, 1, n), alors ac(Λr,r
b
(α)) = ac(r(Λr,0
d
(α))).
De´monstration. La preuve de cette proposition est tre`s proche de celle de la propo-
sition pre´ce´dente. Reprenons les notations de cette preuve-la` : on pose Λ = Λr,r
b
(α)
et Λ′ = Λr,0
d
(α), et on en choisit des pre´symboles repre´sentants de la manie`re de´crite
au paragraphe qui pre´ce`de la de´finition (11) de s(i, j).
Les formules (12), dans le cas ou` s = r, disent pre´cise´ment que
r(Λ′)
(j)
i = Λ
(j′)
i′ − r et r(Φ
′)
(j)
i = Φ
(j′)
i′ − r
ou` (i′, j′) = s(i, j). Il s’ensuit que
ac(r(Λ′))ij,kl = a
c(Λ)s(i,j),s(k,l).
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On a donc
ac(r(Λ′)) =
∑
(i,j)≺(k,l)
ac(r(Λ′))ij,kl
=
∑
(i,j)≺(k,l)
ac(Λ)s(i,j),s(k,l) =
∑
(i,j)≺(k,l)
(i,j) 6=(0,0)
ac(Λ)ij,kl = a
c(Λ),
ou` la dernie`re e´galite´ est conse´quence du fait que ac(Λ)00,kl = 0 pour toute position
(k, l). 
Enfin, nous de´crivons la relation entre les fonctions combinatoires ac et bc et
les fonctions a et b de la section pre´ce´dente. Le re´sultat suivant a e´te´ e´tabli par
Malle [7] :
Proposition 4.5. (1) Si α ∈ P(e, 1, n), alors a(α) = ac(Λ1,0
b
(α)). De plus,
Eα est spe´ciale si et seulement si Λ
1,0
b
(α) est distingue´.
(2) Si α ∈ P(e, e, n), alors a(α) = ac(Λ1,0
d
(α)). De plus, Eα,l, ou` 1 ≤ l ≤
se(α), est spe´ciale si et seulement si Λ
1,0
d
(α) est distingue´. 
L’analogue de cet e´nonce´ pour b et bc est donne´ ci-dessous. Il doit eˆtre pos-
sible (voire, facile) d’en donner une preuve purement combinatoire a` partir de la
formule (7), mais nous effectuerons une preuve diffe´rente plus tard.
Proposition (Voir la Proposition 5.9). Si α ∈ P(e, 1, n), alors
b(α) = bc(Λr,s
b
(α)) = bc(r(Λr,0
d
(α))).
Les deux corollaires suivants sont maintenant des conse´quences imme´diates des
Lemmes 4.1 et 4.2. (Pourtant, nous e´viterons d’utiliser ces corollaires avant de
terminer la preuve de la proposition pre´ce´dente).
Corollaire 4.6. Soit α ∈ P(e, 1, n), et posons Λ = Λr,sm (α), ou` m est e´gal soit a`
b, soit a` d. Alors ac(Λ) ≤ b(α), avec e´galite´ si et seulement si Λ est distingue´. 
Corollaire 4.7. Soient β′ ∈ P(e, 1, n′) et β′′ ∈ P(e, 1, n′′), et posons α = β′+β′′ ∈
P(e, 1, n′ + n′′). Alors b(α) = b(β′) + b(β′′). 
5. L’induction tronque´e
Soit W un groupe de re´flexions complexes, et soit W ′ ⊂ W un sous-groupe en-
gendre´ par re´flexions. L’induction tronque´e (ou l’induction de MacDonald–Lusztig–
Spaltenstein) est une ope´ration qui associe a` une repre´sentation irre´ductible de W ′
une certaine repre´sentation irre´ductible de W . Pourtant, cette ope´ration n’est pas
toujours de´finie.
De´finition 5.1. SoitW un groupe de re´flexions complexes sur l’espace vectoriel V .
Une repre´sentation irre´ductible E de W est dite j-inductible si elle intervient avec
multiplicite´ 1 dans Sb(E)(V ) (la composante de degre´ b(E) de l’alge`bre syme´trique
de V ).
Proposition 5.2. Soit W un groupe de re´flexions complexes, et soit W ′ ⊂ W
un sous-groupe engendre´ par re´flexions. Soit E′ une repre´sentation irre´ductible j-
inductible de W ′, conside´re´e comme sous-espace de Sb(E
′)(V ), et soit E le plus
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petit sous-espace de Sb(E
′)(V ) qui contient E′ et est W -stable. Alors la W -repre´sen-
tation E ⊂ Sb(E
′)(V ) est irre´ductible. De plus, b(E) = b(E′), et E est elle aussi
j-inductible.
De´monstration. La preuve de [3, Theorem 11.2.1] s’e´tend aux groupes de re´flexions
complexes. 
De´finition 5.3. La repre´sentation E construite dans la proposition pre´ce´dente est
appele´e l’induite tronque´e de E′, et est note´e jWW ′(E
′) (ou simplement j(E′) s’il n’y
a aucun risque d’ambiguite´).
Une autre description de l’induite tronque´e est comme suit : si E′ est j-inductible,
alors il y a une unique composante irre´ductible E de l’induite (ordinaire) IndWW ′ E
′
telle que b(E) = b(E′). Cette repre´sentation E est l’induite tronque´e de E′, voir [3,
Proposition 11.2.5]. (Si E′ n’est pas j-inductible, E n’est pas force´ment unique).
Les deux propositions suivantes sont bien connues.
Proposition 5.4 (Transitivite´ de l’induction tronque´e). Soit W ′′ ⊂ W ′ ⊂ W
une suite de sous-groupes engendre´s par re´flexions, et soit E′′ une repre´sentation
j-inductible de W ′′. Alors jWW ′′(E
′′) = jWW ′(j
W ′
W ′′ (E
′′)).
Proposition 5.5. Soient W1 et W2 deux groupes de re´flexions complexes, ope´rant
sur V1 et V2 respectivement. Alors W = W1 × W2 est un groupe de re´flexions
complexes sur V = V1 ⊕ V2. Soit E une repre´sentation irre´ductible de W ; elle se
de´compose en produit tensoriel E1 ⊠ E2, ou` Ei est une repre´sentation irre´ductible
de Wi, et on a que b(E) = b(E1) + b(E2). Alors E est j-inductible si et seulement
si E1 et E2 le sont.
Lemme 5.6. Soit ǫ le caracte`re signe du groupe syme´trique Sn, conside´re´ comme
repre´sentation de G(e, 1, n). Posons E = ǫ⊗ γke . Alors le degre´ fantoˆme de E est
RE(X) = X
kn+e(n2−n)/2.
En particulier, cette repre´sentation est j-inductible.
De´monstration. La partition de n qui correspond au caracte`re signe de Sn est
(1 ≤ · · · ≤ 1), et donc la multipartition de ǫ⊗ γke est α = (α0, . . . ,αe−1), ou`
αi =
{
(1 ≤ · · · ≤ 1) si i = k,
(0) si i 6= k.
On a donc
Ai(α) =
{
{1, 2, . . . , n} si i = k,
{0} si i 6= k.
E´videmment, ∆(Ai(α), X) = Θ(Ai(α), X) = 1 si i 6= k. De plus, ni(α) = ci(α) = 0
si i 6= k, tandis que nk(α) = n et
ck(α) =
n−1∑
l=0
(
l
2
)
=
1
2
n−1∑
l=0
(l2 − l)
=
1
2
(
(n− 1)n(2n− 1)
6
−
(n− 1)n
2
)
=
n3 − 3n2 + 2n
6
.
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La formule (5) se re´duit donc a`
(13) RE(X) =
n∏
h=1
(Xeh − 1) ·
∆(Ak(α), X
e)
Θ(Ak(α), Xe)
·Xkn−e(n
3−3n2+2n)/6.
Ensuite, on a que
∆(Ak(α), X
e) =
∏
a,b∈Ak(α)
b<a
(Xea −Xeb) =
n∏
j=1
n∏
l=j+1
(Xel −Xej),
Θ(Ak(α), X
e) =
∏
a∈A
a∏
l=1
(Xel − 1) =
n∏
j=1
j∏
l=1
(Xel − 1).
Alors, e´videmment, on a que
∆(Ak(α), X
e)
Θ(Ak(α), Xe)
=
n∏
j=1
Bj ou` Bj =
∏n
l=j+1(X
el −Xej)∏j
l=1(X
el − 1)
.
Si j < n, alors
Bj =
(Xe(j + 1)−Xej)(Xe(j+2) −Xej) · · · (Xen −Xej)
(Xe − 1)(X2e − 1) · · · (Xej − 1)
=
Xej(n−j) · (Xe − 1)(X2e − 1) · · · (Xe(n−j) − 1)
(Xe − 1)(X2e − 1) · · · (Xej − 1)
.
Si l’on pose cj = X
ej(n−j) et B′j = c
−1
j Bj , alors il est e´vident que B
′
jB
′
n−j = 1 si
1 ≤ j < n ; de plus, dans le cas ou` n est pair, on a que B′n/2 = 1. Par conse´quent,
n−1∏
i=1
Bj =
n−1∏
i=1
cjB
′
j =
n−1∏
i=1
cj .
D’autre part, on a que Bn = 1/
∏n
l=1(X
el − 1). La formule (13) s’e´crit donc
RE(X) =
n∏
h=1
(Xeh − 1) ·
n∏
i=1
Bj ·X
kn−e(n3−3n2+2n)/6
=
n∏
h=1
(Xeh − 1) ·
n−1∏
i=1
cj ·Bn ·X
kn−e(n3−3n2+2n)/6
=
n−1∏
i=1
cj ·X
kn−e(n3−3n2+2n)/6 = X
Pn−1
i=1 ej(n−j)+kn−e(n
3−3n2+2n)/6.
Il est facile de ve´rifier que
n−1∑
i=1
ej(n− j) = en
n−1∑
i=1
j − e
n−1∑
i=1
j2 =
e(n3 − n)
6
,
et donc RE(X) = X
kn+e(n2−n)/2. 
En particulier, on voit que b(ǫ⊗γke ) = kn+ e(n
2−n)/2. La le´ge`re ge´ne´ralisation
suivante est imme´diate :
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Corollaire 5.7. Soit n = (n0, . . . , nm) une suite d’entier positifs, et posons n =
n0+ · · ·+nm et G(e, 1,n) = G(e, 1, n0)×· · ·×G(e, 1, nm). Soit E la repre´sentation
ǫ⊗ γke de G(e, 1,n). Alors
b(E) = kn+
e
2
m∑
i=0
(n2i − ni).
Lemme 5.8. Soit α une partition de n, et soit α∗ = (0 ≤ α∗(0) ≤ · · · ≤ α∗(m)) sa
partition duale. Posons Sα∗ = Sα∗(0)×· · ·×Sα∗(m) et G(e, 1, α
∗) = G(e, 1, α∗(0))×
· · ·×G(e, 1, α∗(m)). Soit ǫ le caracte`re signe de Sα∗, conside´re´ comme caracte`re de
G(e, 1, α∗) via la projection naturelle G(e, 1, α∗)→ Sα∗ . Alors
j
G(e,1,n)
G(e,1,α∗)(ǫ⊗ γ
k
e ) = Eα ⊗ γ
k
e .
De´monstration. Rappelons les notations de la Section 3.1 : le groupe G(e, 1, n) =
(Z/eZ)n ⋊ Sn agit sur V =
⊕n
i=1 Cei. On a de´fini un ensemble de re´flexions
{t, s1, . . . , sn−1} qui engendre G(e, 1, n). Les si engendre le sous-groupeSn. D’autre
part, posons T = (Z/eZ)n. T est le plus petit sous-groupe distingue´ contenant la
re´flexion t.
Posons σh =
∑h
l=0 α
∗(l), ainsi que σ−1 = 0. Conside´rons les e´le´ments suivants de
l’alge`bre syme´trique sur V :
Ph =
∏
σh−1<i<j≤σh
(ei − ej) Qh =
∏
σh−1<i<j≤σh
e−1∏
l=1
(ei − ζ
l
eej)(14)
P =
m∏
h=0
Ph Q =
m∏
h=0
Qh
ainsi que
R = (e1 · · · en)
k.
Il est clair que Sα∗ agit sur C · P par le caracte`re signe, et que Q et R sont
Sα∗-invariants. D’autre part, le produit
PQ =
∏
0≤h≤m
σh−1<i<j≤σh
(eei − e
e
j)
est T -invariant, tandis que l’action de T sur C · R est donne´e par le caracte`re γke .
En re´sume´,
Sα∗ agit sur C · P par ǫ
G(e, 1, α∗) agit sur C · PQ par ǫ
G(e, 1, α∗) agit sur C · PQR par ǫ⊗ γke
.
Nous de´montrons maintenant que degPQR = b(ǫ⊗ γke ). Il s’ensuivra que, pour
calculer l’induction tronque´e de ǫ ⊗ γke , il suffit d’e´tudier explicitement l’action de
G(e, 1, n) sur PQR. Pour commencer, conside´rons Ph : son degre´ e´gale le nombre de
valeurs distinctes que prend le couple (i, j) dans la formule (14). Puisque σh−σh−1 =
α∗(h), on voit qu’il y a
(
α∗(h)
2
)
valeurs possibles de ce couple-la`. Donc
degPh =
(α∗(h))2 − α∗(h)
2
et degQh = (e− 1) ·
(α∗(h))2 − α∗(h)
2
.
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R est e´videmment de degre´ kn, et donc
degPQR = degR+
m∑
h=0
degPhQh = kn+ e
m∑
h=0
(α∗(h))2 − α∗(h)
2
.
Selon le Corollaire 5.7, il est bien le cas que degPQR = b(ǫ ⊗ γke ). En spe´cialisant
au cas ou` k = 0, on voit aussi que degPQ = b(ǫ), ou` ici on calcule b a` l’e´gard du
groupe G(e, 1, α∗).
On peut e´galement calculer b(ǫ) pour le groupe Sα∗ : dans ce cas, il est bien
connu que b(ǫ) =
∑
((α∗(h))2 − α∗(h))/2 = degP .
Les trois polynoˆmes P , PQ, et PQR ont donc les bons degre´s pour permettre
de calculer certaines induites tronque´es. Posons
F1 = j
Sn
Sα∗
ǫ ⊂ SdegP (V )
F2 = j
G(e,1,n)
G(e,1,α∗)ǫ ⊂ S
degPQ(V )
E = j
G(e,1,n)
G(e,1,α∗)(ǫ ⊗ γ
k
e ) ⊂ S
degPQR(V )
F1 est donc le plus petit Sn-sous-module de S
degP (V ) qui contient P , et ainsi de
suite. En particulier, PQ ∈ F2, et PQR ∈ E.
Il est bien connu que F1 n’est autre que Eα. Ensuite, on peut de´finir une ap-
plication Sn-e´quivariante φ : S
degP (V ) → SdegPQ(V ) par φ(f) = Qf . Il est clair
que φ(F1) est un sous-espace Sn-stable de F2. D’autre part, puisque PQ est T -
stable, il faut que T agisse trivialement sur F2, et par conse´quent, F2 est une
repre´sentation irre´ductible de G(e, 1, n)/T ≃ Sn. On conclut que φ(F1) = F2.
Puisque la repre´sentation de G(e, 1, n) sur F2 est isomorphe a` Eα, on voit que sa
repre´sentation sur E = R · F2 e´gale Eα ⊗ γ
k
e . 
Proposition 5.9. Toute repre´sentation irre´ductible de G(e, 1, n) est j-inductible.
De plus, pour toute α ∈ P(e, 1, n), on a que b(α) = bc(Λr,s
b
(α)).
De´monstration. Soit α = (α0, . . . ,αe−1) ∈ P(e, 1, n), et pour chaque i, soit ni la
somme de la partition αi. Posons n = (n0, . . . , ne−1).
Selon le Lemme 5.8, chaque repre´sentation Eαi ⊗ γ
i
e est une repre´sentation j-
inductible de G(e, 1, ni), et donc, par la Proposition 5.5, la repre´sentation
F = (Eα0 ⊗ γ
0
e)⊠ · · ·⊠ (Eαe−1 ⊗ γ
e−1
e )
de G(e, 1,n) est elle aussi j-inductible. Son induite tronque´e fait partie de son
induite ordinaire, mais d’autre part, on sait que son induite ordinaire est de´ja`
irre´ductible (c’est Eα). Il s’ensuit que Eα est l’induite tronque´e de F . Selon la
Proposition 5.2, la repre´sentation Eα est donc elle aussi j-inductible.
Il reste a` e´tablir la formule pour b(α). L’argument pre´ce´dent, combine´ au Lem-
me 5.8, montre que
Eα = j
G(e,1,n)
G(e,1,n)
(
e−1
⊠
i=0
j
G(e,1,ni)
G(e,1,α∗
i
)(ǫ⊗ γ
i
e)
)
.
Au vu de la Proposition 5.5 et de l’additivite´ de la fonction bc (voir les commentaires
qui suivent le Lemme 4.1), il suffit d’e´tablir la formule pour b(α) dans le cas ou`
Eα = ǫ⊗ γ
k
e . Dans ce cas, toutes les partitions αi sont nulles si i 6= k, tandis que
αk = (0 ≤ 1 ≤ · · · ≤ 1︸ ︷︷ ︸
n parties
).
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Posons Λ = r(Λr,0
d
(α)) (ou` r est un entier positif quelconque). Supposons, en plus,
que chaque ligne de Λ contienne n coefficients (nume´rote´s de 0 a` n−1). Si l’on pose
k′ =
{
k + 1 si 0 ≤ k < e− 1,
0 si k = e− 1,
alors on a que
bc(Λ)ij =
{
1 si j = k′,
0 sinon
et c(Λ)ij =
{
e(n− j − 1) + (i− 1)si i > 0,
e(n− j − 1) + (e − 1)si i = 0.
En particulier, on voit que
c(Λ)k′j = e(n− j − 1) + k.
La formule (10) donne donc que
bc(Λ) =
∑
(i,j)
c(Λ)ijb
c(Λ)ij =
n−1∑
j=0
c(Λ)k′j =
n−1∑
j=0
(e(n− j − 1) + k)
= e

n2 − n−1∑
j=0
j − n

+ kn = en2 − en(n− 1)
2
− en+ kn
= kn+ e(n2 − n)/2.
Il de´coule du Corollaire 5.7 que bc(Λ) = b(ǫ⊗ γke ). 
Remarque 5.10. La preuve de la proposition ci-dessus montre que toute repre´sen-
tation irre´ductible de G(e, 1, n) est de la forme
j
G(e,1,n)
G(e,1,α∗0)×···×G(e,1,α
∗
e−1)
(
(ǫ⊗ γ0e )⊗ · · · ⊗ (ǫ ⊗ γ
e−1
e )
)
,
ou`, pour chaque i ∈ {0, 1, . . . , e − 1}, on a note´ α∗i = (0 ≤ α
∗(0)
i ≤ · · · ≤ α
∗(m)
i )
la partition duale de la partition αi et ou` α = (α0, . . . ,αe−1) ∈ P(e, 1, n). Ceci
constitue une ge´ne´ralisation au groupe G(e, 1, n) du re´sultat connu pour les groupes
de Weyl de type Bn (voir [3, Proposition 11.4.2] ou [6]).
Proposition 5.11. Si α ∈ P(e, e, n) et Λr,0
d
(α) est distingue´, alors toutes les
repre´sentations Eα,l (1 ≤ l ≤ se(α)) sont j-inductibles.
De´monstration. Soit α ∈ P(e, e, n) une multipartition telle que les repre´sentations
Eα,l (1 ≤ l ≤ se(α)) soient spe´ciales. (Il est clair que la proprie´te´ d’eˆtre spe´cial ne
de´pend pas de l, puisque les fonctions a et b ne de´pendent que de α).
Si β ∈ P(e, 1, n), on sait que chaque Eα,l intervient dans la restriction de Eβ
a` G(e, e, n) si et seulement si β est une multipartition au-dessus de α (et dans ce
cas, Eα,l intervient dans Eβ avec multiplicite´ 1). En particulier, il s’ensuit que
b(α) = min{b(β) | β ∈ P(e, 1, n) est au-dessus de α}.
Soit α˜ ∈ P(e, 1, n) une multipartition au-dessus de α telle que b(α) = b(α˜). On voit
que Eα,l est j-inductible si et seulement si α˜ est l’unique multipartition au-dessus
de α en laquelle la valeur de la fonction b e´gale b(α).
Il est clair que les autres multipartitions au-dessus de α s’obtiennent a` partir de
α˜ par rotation. Donc nous voudrions de´montrer que
b(rk(α˜)) > b(α) si rk(α˜) 6= α˜.
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Posons Λ = Λr,0
d
(α) et Λ˜ = Λr,0
d
(α˜). Il est clair que
ac(Λ) = ac(Λ˜) = ac(r(Λ˜)).
D’une part, puisque Λ est distingue´, on sait que b(α) = a(α) = ac(Λ). D’autre part,
la Proposition 5.9 dit que b(α˜) = bc(r(Λ˜)). On conclut que ac(r(Λ˜)) = bc(r(Λ˜)), et
donc, selon le Lemme 4.1, que r(Λ˜) est distingue´.
S’il y avait une multipartition rk(α˜), diffe´rente de α˜, telle que b(rk(α˜)) = b(α),
alors on saurait que bc(rk+1(Λ˜)) = b(α) aussi. Pourtant, on sait que ac(rk+1(Λ˜)) =
ac(r(Λ˜)), et donc on voit que rk+1(Λ˜) devrait eˆtre distingue´. De plus, puisque α˜ 6=
rk(α˜), on sait que r(Λ˜) 6= rk+1(Λ˜). Mais il est e´vident qu’une r-orbite de symboles
de poids d posse`de au plus un membre distingue´.
Ainsi, α˜ est bien l’unique multipartition au-dessus de α telle que b(α˜) = b(α),
et donc Eα,l est j-inductible. 
Au cours de la preuve de la proposition pre´ce´dente, nous avons e´tabli le fait sui-
vant : si α ∈ P(e, e, n) est une multipartition telle que Λr,0
b
(α) est distingue´, et si
l’on de´finit α˜ ∈ P(e, 1, n) par l’e´quationEα˜ = j
G(e,1,n)
G(e,e,n)Eα,l, alors r(Λ
r,0
d
(α˜)) est dis-
tingue´. Les Propositions 4.3 et 4.4 impliquent alors que ac(Λr,r
b
(α˜)) = bc(Λr,r
b
(α˜)),
et donc que Λr,r
b
(α˜) est e´galement distingue´. Cette observation fait partie du corol-
laire suivant.
Corollaire 5.12. Soient α ∈ P(e, e, n) et α˜ ∈ P(e, 1, n). Les trois conditions
suivantes sont e´quivalentes :
(1) Λr,0
d
(α) est distingue´, et Eα˜ ≃ j
G(e,1,n)
G(e,e,n)Eα,l pour tout l, 1 ≤ l ≤ se(α).
(2) Λr,r
b
(α˜) est distingue´, et α˜ est au-dessus de α.
(3) r(Λr,0
d
(α˜)) est distingue´, et α˜ est au-dessus de α.
De´monstration. Il reste a` montrer que les conditions (2) et (3) sont e´quivalentes
et qu’elles impliquent la condition (1). Soit α˜ ∈ P(e, 1, n), et soit α son image
dans P(e, 1, n). Il de´coule des Propositions 4.3 et 4.4 que Λr,r
b
(α˜) est distingue´ si et
seulement si r(Λr,0
d
(α˜)) l’est. Supposons que ces deux conditions soient satisfaites.
On sait, par de´finition, que Λr,0
d
(α) est distingue´ (car r(Λr,0
d
(α˜)) l’est). Par suite,
la proposition pre´ce´dente nous dit que tous les Eα,l sont j-inductible. En effet, leur
induite tronque´e (commune) doit eˆtre Eα˜ : si l’on de´finit α˜
′ par Eα˜′ = j
G(e,1,n)
G(e,e,n)Eα,l,
alors on sait que α˜′ est au-dessus de α et donc est une rotation de α˜ ; mais on
sait aussi que r(Λr,0
d
(α˜′)) est distingue´. Ce dernier e´tant une rotation du symbole
distingue´ r(Λr,0
d
(α˜)), on voit que les deux doivent eˆtre e´gaux, et donc que α˜′ =
α˜. 
6. Symboles spe´tsiaux et induction tronque´e pour G(e, 1, n)
Les re´sultats principaux de cette section (les The´ore`mes 6.3 et 6.4) fournissent
un lien entre les symboles distingue´s, l’induction tronque´e, et les repre´sentations
spe´ciales. Nous aurons besoin de la proposition suivante, utile pour le calcul des
induites tronque´es.
Proposition 6.1. Soient β′ ∈ P(e, 1, n′) et β′′ ∈ P(e, 1, n′′), et posons α =
β
′ + β′′ ∈ P(e, 1, n′ + n′′). Alors
j
G(e,1,n′+n′′)
G(e,1,n′)×G(e,1,n′′)(Eβ′ ⊠ Eβ′′) = Eα.
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De´monstration. Si β′ = (β′0, . . . ,β
′
e−1) et β
′′ = (β′′0 , . . . ,β
′′
e−1), soit n
′
i (resp. n
′′
i ) la
somme de la partition β′i (resp. β
′′
i ), ou` 0 ≤ i < e. Posons aussi n
′ = (n′0, . . . , n
′
e−1)
et n′′ = (n′′0 , . . . , n
′′
e−1). Comme on a remarque´ au cours de la preuve de la Propo-
sition 5.9, on a que
Eβ′ = j
G(e,1,n′)
G(e,1,n′)(Eβ′0 ⊠ (Eβ′1 ⊗ γe)⊠ · · ·⊠ (Eβ′e−1 ⊗ γ
e−1
e )),
et de meˆme pour Eβ′′ .
Posons n = n′ + n′′, ni = n
′
i + n
′′
i , et n = n
′ + n′′. En utilisant les de´finitions de
Eβ′ et de Eβ′′ et la transitivite´ de l’induction tronque´e, on trouve que
j
G(e,1,n)
G(e,1,n′)×G(e,1,n′′)(Eβ′ ⊠ Eβ′′)
= j
G(e,1,n)
G(e,1,n′)×G(e,1,n′′)j
G(e,1,n′)×G(e,1,n′′)
G(e,1,n′)×G(e,1,n′′)
e−1
⊠
i=0
(Eβ′
i
⊗ γie)⊠
e−1
⊠
i=0
(Eβ′′
i
⊗ γie)
= j
G(e,1,n)
G(e,1,n)
e−1
⊠
i=0
j
G(e,1,ni)
G(e,1,n′i)×G(e,1,n
′′
i )
(Eβ′
i
⊗ γie)⊠ (Eβ′′i ⊗ γ
i
e).(15)
E´tudions maintenant les facteurs du grand produit tensoriel ci-dessus : selon le
Lemme 5.8, pour chaque i, on a
j
G(e,1,ni)
G(e,1,n′
i
)×G(e,1,n′′
i
)(Eβ′i⊗γ
i
e)⊠(Eβ′′i ⊗γ
i
e) = j
G(e,1,ni)
G(e,1,(β′
i
)∗)×G(e,1,(β′′
i
)∗(ǫ⊗γ
i
e)⊠(ǫ⊗γ
i
e)
Maintenant, on remarque que la re´union des parties de (β′i)
∗ et de (β′′i )
∗ n’est autre
que l’ensemble de parties de (β′i + β
′′
i )
∗. En particulier, on a que
G(e, 1, (β′i)
∗)×G(e, 1, (β′′i )
∗) ≃ G(e, 1, (βi)
∗).
Il est clair que, sous cet isomorphisme, la repre´sentation (ǫ⊗γie)⊠(ǫ⊗γ
i
e) s’identifie
avec la repre´sentation ǫ⊗ γie de G(e, 1, (βi)
∗).
La formule (15) devient donc :
j
G(e,1,n)
G(e,1,n′)×G(e,1,n′′)(Eβ′ ⊠ Eβ′′) = j
G(e,1,n)
G(e,1,n)
e−1
⊠
i=0
j
G(e,1,ni)
G(e,1,(βi)
∗)(ǫ ⊗ γ
i
e)
= j
G(e,1,n)
G(e,1,n)
e−1
⊠
i=0
(Eβi ⊗ γ
i
e) = Eβ.

Ensuite, la proposition suivante, qui permet de de´composer un symbole en somme
de deux symboles plus petits, sera indispensable.
Proposition 6.2. Soit α ∈ P(e, 1, n), et posons Λ = Λr,s
b
(α). Λ est distingue´ si et
seulement si, pour tous les entiers positifs r′, r′′, s′, s′′ tels que
(16)
0 ≤ s′ ≤ r′
0 ≤ s′′ ≤ r′′
et
r′ + r′′ = r
s′ + s′′ = s,
il existe des entiers n′, n′′ tels que n′+n′′ = n, et des multipartitions β′ ∈ P(e, 1, n′)
et β′′ ∈ P(e, 1, n′′) telles que
α = β′ + β′′ et Λr
′,s′
b
(β′) et Λr
′′,s′′
b
(β′′) sont distingue´s.
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De´monstration. Supposons d’abord qu’on a des entiers n′ et n′′ et des multipar-
titions β′ ∈ P(e, 1, n′) et β′′ ∈ P(e, 1, n′′) avec les proprie´te´s de´crites ci-dessus.
Posons Λ′ = Λr
′,s′
b
(β′) et Λ′′ = Λr
′′,s′′
b
(β′′). Choisissons des pre´symboles repre´sent-
ants pour Λ, Λ′, et Λ′′ de manie`re que tous les trois aient la 0-e`me ligne a` m + 1
coefficients, et toutes les autres lignes a` m coefficients. Posons aussi Φ = Φr,s(b),
Φ′ = Φr
′,s′(m), et Φ′′ = Φr
′′,s′′(m). D’apre`s la de´finition des protosymboles, il est
e´vident que Φ
(j)
i = Φ
′
i
(j) +Φ′′i
(j). Puisque α
(j)
i = β
′
i
(j) + β′′i
(j), on voit que
Λ
(j)
i = Λ
′
i
(j) + Λ′′i
(j).
Il en de´coule que ac(Λ)ij,kl = a
c(Λ′)ij,kl + a
c(Λ′′)ij,kl, et donc que
ac(Λ) = ac(Λ′) + ac(Λ′′).
D’autre part, on sait, d’apre`s la proposition pre´ce´dente, que
Eα = j
G(e,1,n)
G(e,1,n′)×G(e,1,n′′)Eβ′ ⊠ Eβ′′ ,
et donc que b(α) = b(Eβ′⊠Eβ′′) = b(β
′)+ b(β′′). Selon la Proposition 5.9, on peut
conclure que
bc(Λ) = bc(Λ′) + bc(Λ′′).
Puisque Λ′ et Λ′′ sont distingue´s, on voit que ac(Λ) = bc(Λ) (voir le Lemme 4.1),
et donc on de´duit que Λ est distingue´ aussi.
D’autre part, supposons maintenant que Λ est distingue´. Nous voulons trouver
n′, n′′, β′, et β′′ avec les proprie´te´s e´nonce´es dans la proposition. En fait, nous
allons d’abord de´crire leurs symboles Λ′ = Λr
′,s′
b
(β′) et Λ′′ = Λr
′′,s′′
b
(β′′), et puis
nous montrerons que ces symboles-la` proviennent en effet des multipartitions telles
que cherche´es.
Les deux fonctions suivantes nous seront utiles :
κ′ : {0, . . . , r − 1} → {0 . . . r′} κ′′ : {0, . . . , r − 1} → {0, . . . , r′′ − 1}
κ′(i) =


i si 0 ≤ i ≤ s′,
s′ si s′ ≤ i ≤ s,
i− s′′ si s ≤ i ≤ s′′ + r′,
r′ si s′′ + r′ ≤ i ≤ r − 1
κ′′(i) =


0 si 0 ≤ i ≤ s′,
i− s′ si s′ ≤ i ≤ s,
s′′ si s ≤ i ≤ s′′ + r′,
i− r′ si s′′ + r′ ≤ i ≤ r − 1
Il est clair que les fonctions κ′ et κ′′ sont toutes deux croissantes, et que
κ′(i) + κ′′(i) = i
pour tout i.
Pour chaque position (i, j), le coefficient Λ
(j)
i s’e´crit
Λ
(j)
i = ar + b ou` 0 ≤ b ≤ r − 1
de manie`re unique. De´finissons Λ′ et Λ′′ en posant
(Λ′)
(j)
i = ar
′ + κ′(b) et (Λ′′)
(j)
i = ar
′′ + κ′′(b)
et puis posons β′ = Λ′−Φr
′,s′(b) et β′′ = Λ′′−Φr
′′,s′′(b). Il faut ve´rifier que β′ et
β′′ sont bien des multipartitions, et que Λ′ et Λ′′ sont distingue´s.
Pour de´montrer que β′ est une multipartition, il suffit de montrer que, pour tout
i, β′i
(j−1) ≤ β′i
(j) si j > 0, et que β′i
(0) ≥ 0. Ces ine´galite´s e´quivalent aux suivantes :
(Λ′)i
(j−1) ≤ (Λ′)i
(j) − r′ et (Λ′)0
(0) ≥ 0, (Λ′)i
(0) ≥ s′ si i > 0.
REPRE´SENTATIONS DE SPRINGER 23
Il est e´vident que (Λ′)0
(0) ≥ 0, et il est tre`s facile d’e´tablir les autres ine´galite´s a`
partir des faits correspondants pour Λ :
Λ
(j−1)
i ≤ Λ
(j)
i et Λ
(0)
0 ≥ 0, Λ
(0)
i ≥ s si i > 0.
Si l’on e´crit Λ
(j−1)
i = a1r + b1 et Λ
(j)
i = a2r + b2, alors il faut que a2 ≥ a1 + 1, et,
dans le cas ou` a2 = a1 + 1, on sait que b2 ≥ b1. Dans le cas ou` a2 > a1 + 1, il est
clair que (Λ′)i
(j−1) ≤ (Λ′)i
(j)−r′ ; par contre, si a2 = a1+1, l’ine´galite´ cherche´e est
conse´quence du fait que κ′(b2) ≥ κ
′(b1). Ensuite, e´crivons Λ
(0)
i = ar + b. Si a > 0,
on voit que (Λ′)i
(0) = ar′ + κ′(b) ≥ r′ ≥ s′ ; par contre, si a = 0, alors on sait que
b ≥ s, et donc que κ′(b) ≥ s′. Donc β′ est bien une multipartition.
De´montrons maintenant que Λ′ est distingue´. Soient (i, j) et (k, l) deux positions
telles que (i, j) ≺ (k, l). E´crivons
Λ
(j)
i = a1r + b1 et Λ
(l)
k = a2r + b2.
On sait que a1r + b1 ≤ a2r + b2, ce qui implique que soit a1 < a2, soit a1 = a2 et
b1 ≤ b2. Dans tous les deux cas, on voit que a1r
′+κ′(b1) ≤ a2r
′+κ′(b2). Autrement
dit, (Λ′)
(j)
i ≤ (Λ
′)
(l)
k , et Λ
′ est distingue´.
Les preuves des faits que β′′ est une multipartition et que Λ′′ est distingue´ sont
analogues. 
Nous pouvons maintenant e´tablir les the´ore`mes suivants :
The´ore`me 6.3. Soit W = G(e, 1, n), et soient r et s deux entiers tels que 0 ≤ s ≤
r. Posons
S = {E = jWW ′(E
′) ∈ Irr(W ) | E′ est une repre´sentation spe´ciale de W ′}
ou` W ′ parcourt les sous-groupes de W de la forme
G(e, e, n1)× · · · ×G(e, e, ns)︸ ︷︷ ︸
s facteurs
×G(e, 1, ns+1)× · · · ×G(e, 1, nr)︸ ︷︷ ︸
r − s facteurs
avec n1 + · · ·+ nr = n. Alors
S = {Eα | Λ
r,s
b
(α) est distingue´}.
De´monstration. Selon le Corollaire 5.12, pour toute multipartition α ∈ P(e, 1, n),
Λ1,1
b
(α) est distingue´ si et seulement si Eα est l’induite tronque´e d’une repre´senta-
tion spe´ciale de G(e, e, n). D’autre part, on sait que Eα lui-meˆme est spe´cial si et
seulement si Λ1,0
b
(α) est distingue´. Donc S s’e´crit
S = {jWW ′(Eα1 ⊠ · · ·⊠ Eαr )},
ou` W ′ parcourt les sous-groupes de la forme
G(e, 1, n1)× · · · ×G(e, 1, nr), avec n1 + · · ·+ nr = n,
et les multipartitions α1, . . . ,αr sont telles que les symboles
Λ1,1
b
(α1), . . . ,Λ
1,1
b
(αs); Λ
1,0
b
(αs+1), . . . ,Λ
1,0
b
(αr)
sont tous distingue´s. Il s’ensuit de la Proposition 6.1 que S peut e´galement s’e´crire
S =
{
Eα
∣∣∣∣∣ α = α1 + · · ·+αr, ou` Λ
1,1
b
(α1), . . . ,Λ
1,1
b
(αs),
et Λ1,0
b
(αs+1), . . . ,Λ
1,0
b
(αr) sont distingue´s
}
.
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Enfin, un argument par re´currence utilisant la Proposition 6.2 montre que Eα ∈ S
si et seulement si Λr,s
b
(α) est distingue´. 
The´ore`me 6.4. Soit W = G(e, e, n), et soit r un entier positif. Posons
S = {E = jWW ′(E
′) ∈ Irr(W ) | E′ est une repre´sentation spe´ciale de W ′}
ou` W ′ parcourt les sous-groupes de W de la forme
G(e, e, n1)× · · · ×G(e, e, nr)
avec n1 + · · ·+ nr = n. Alors
S = {Eα,l | Λ
r,0
d
(α) est distingue´}.
De´monstration. Posons S˜ = {j
G(e,1,n)
G(e,e,n)Eα,l | Eα,l ∈ S}. Selon le The´ore`me 6.3,
Eα˜ ∈ S˜ si et seulement si Λ
r,r
b
(α˜) est distingue´. Ensuite, le Corollaire 5.12 nous
dit que Λr,r
b
(α˜) est distingue´ si et seulement si Eα˜ est l’induite tronque´e d’un
Eα,l ∈ Irr(G(e, e, n)) avec Λ
1,0
d
(α) distingue´. 
7. Sous-groupes paraboliques
Le but de cette section est d’e´tablir le re´sultat suivant :
Proposition 7.1. Soit W un groupe de re´flexions complexes spe´tsial imprimitif, et
soit W ′ ⊂ W un sous-groupe parabolique. Si E ∈ Irr(W ′) est spe´ciale, alors jWW ′E
l’est aussi.
Nous faisons d’abord le calcul de certaines induites tronque´es en termes de sym-
boles.
Proposition 7.2. Soit α = (α0, . . . ,αe−1) ∈ P(e, 1, n), ou`
αi = (α
(0)
i ≤ · · · ≤ α
mi
i ).
Soit f un entier strictement positif. L’induite tronque´e j
G(ef,1,n)
G(e,1,n) Eα est isomorphe
a` Eβ, ou` β = (β0, . . . ,βef−1) est donne´ par
βke+i = (0 ≤ · · · ≤ α
(mi−k−2f)
i ≤ α
(mi−k−f)
i ≤ α
(mi−k)
i ).
Exemple 7.3. Il est plus facile de comprendre la proposition pre´ce´dente en termes
des symboles de type (0, 0) et l’ordre ≺ : pour de´terminer β
(j)
i , on cherche l’unique
position (k, l) dans α telle que cij(Λ
0,0
b
(β)) = ckl(Λ
0,0
b
(α)), et on pose β
(j)
i = α
(l)
k .
Par exemple, si
α =
0
@
1 2 2 3
1 3 4
0 5 6
1
A,
alors j
G(6,1,27)
G(3,1,27)Eα ≃ Eβ , ou`
β =
0
BBBBB@
0 2 3
1 4
0 6
1 2
0 3
0 5
1
CCCCCA
.
Pour prouver la Proposition 7.2, nous aurons besoin du lemme suivant, qui traite
un cas particulier.
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Lemme 7.4. Supposons que f ≥ n. La repre´sentation j
G(ef,1,n)
G(e,1,n) (ǫ ⊗ γ
k
e ) est iso-
morphe a` Eβ, ou`
βj =
{
(1) si j ≡ k (mod e) et j < ne,
∅ sinon
Il est a` noter que ce lemme est bien en accord avec la proposition ci-dessus : la
multipartition de la repre´sentation ǫ⊗ γke est α = (α0, . . . ,αe−1), ou`
αj =
{
(1 ≤ · · · ≤ 1) si j = k,
∅ sinon.
De´monstration. Posons
P =
∏
1≤i<j≤n
(eei − e
e
j), Q =
n∏
i=2
e
(i−1)e
i , R = (e1 · · · en)
k.
Comme on l’a de´montre´ au cours de la preuve du Lemme 5.8, G(e, 1, n) agit sur
C · PR par la repre´sentation ǫ ⊗ γke de G(e, 1, n), et le degre´ de PR est juste pour
le calcul de son induite tronque´e.
D’autre part, Eβ s’obtient par induction tronque´e comme suit :
Eβ = j
G(ef,1,n)
G(ef,1,1)×···×G(ef,1,1)
(
n
⊠
h=1
(ǫ ⊗ γk+heef )
)
= j
G(ef,1,n)
G(ef,1,1)×···×G(ef,1,1)
(
n−1
⊠
h=0
γk+heef
)
.
(On peut supprimer les ǫ figurant dans le produit tensoriel car ils de´signent la
repre´sentation signe du groupe trivial S1). On renvoie le lecteur au Lemme 5.8
encore une fois pour ve´rifier que la repre´sentation⊠
n−1
h=0
γk+heef est re´alise´e par le
polynoˆme
ek1e
k+e
2 · · · e
k+(n−1)e
n = e
e
2e
2e
3 · · · e
(n−1)e
n · (e1 · · · en)
k = QR.
Pour de´montrer que j
G(ef,1,n)
G(e,1,n) ≃ Eβ, il suffit de de´montrer que le polynoˆme PR
appartient au G(ef, 1, n)-module engendre´ par QR. P est le produit de n(n− 1)/2
facteurs, et chaque terme eei figure dans n− 1 d’entre eux. Il est donc clair que PR
est de la forme
PR = R
∑
0≤h1,...,hn≤n−1
h1+···+hn=n(n−1)/2
Ch1,...,hne
h1e
1 e
h2e
2 · · · e
hne
n ,
ou` les Ch1,...,hn ∈ Z. Soit w ∈ Sn ⊂ G(e, 1, n) la permutation qui e´change i et j et
fixe tous les autres entiers. Alors l’action de w sur PR fixe les termes ou` hi = hj et
permute les autres termes. Mais on sait que G(e, 1, n) agit sur C · PR par ǫ ⊗ γke ,
et donc w · PR = −PR. On en de´duit que Ch1,...,hn = 0 si hi = hj .
Autrement dit, pour que Ch1,...,hn soit non nul, il faut que les hi soient des entiers
positifs distincts et infe´rieurs ou e´gaux a` n − 1. E´videmment, a` permutation pre`s,
la seule possibilite´ est (h1, . . . , hn) = (0, 1, . . . , n− 1). En particulier, Q est l’un des
termes figurant dans la somme ci-dessus, et les autres s’en obtiennent par l’action
de Sn ⊂ G(ef, 1, n). PR et donc bien dans le G(ef, 1, n)-module engendre´ par
QR. 
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Le corollaire suivant est maintenant imme´diat :
Corollaire 7.5. Supposons que f ≥ n, et soit α = (α0, . . . ,αe−1) ∈ P(e, 1, n),
ou` αi = (0 ≤ α
(0)
i ≤ · · · ≤ α
(mi)
i ). La repre´sentation j
G(ef,1,n)
G(e,1,n) Eα est isomorphe a`
Eβ, ou`
βj =
{
(α
(mi−k)
i ) si j = i+ ke et k ≤ mi,
∅ sinon.
De´monstration de la Proposition 7.2. Posons g = fn, et soit γ ∈ P(g, 1, n) la mul-
tipartition telle que j
G(g,1,n)
G(e,1,n)Eα = Eγ . Par transitivite´ de l’induction tronque´e, on
sait que j
G(g,1,n)
G(ef,1,n)Eβ ≃ Eγ aussi.
Le Corollaire 7.5 de´crit γ soit en termes de α, soit en termes de β.
Puisque toute repre´sentation irre´ductible de G(e, 1, n) s’obtient par induction
tronque´e d’un produit tensoriel externe de repre´sentations de la forme ǫ ⊗ γke , on
peut de´duire du lemme pre´ce´dent une formule pour γ en fonction de α. 
La proposition suivante de´coule imme´diatement de la Proposition 7.2.
Proposition 7.6. Soit β la multipartition de´finie par Eβ = j
G(e,1,n)
Sn
ǫ. Alors
Λ0,0
b
(β) est distingue´.
De´monstration de la Proposition 7.1. Les sous-groupes paraboliques de G(e, 1, n)
sont tous de la forme
W ′ = G(e, 1, n0)×Sn1 × · · · ×Snk ou` n0 + n1 + · · ·+ nk = n.
Soit E une repre´sentation spe´ciale de W ′ : donc
E = Eα ⊠ F1 ⊠ · · ·⊠ Fk,
ou` Λ1,0
b
(α) est distingue´, et Fi est une repre´sentation quelconque de Si (toutes
ses repre´sentations e´tant spe´ciales). Rappelons que toute repre´sentation du groupe
syme´trique est l’induite tronque´e de la repre´sentation signe d’un produit de groupes
syme´triques plus petits. Nous nous inte´ressons a` j
G(e,1,n)
W ′ E, et donc on peut sans
perte de ge´ne´ralite´ supposer que Fi = ǫ pour tout i.
Soit βi la multipartition de la repre´sentation j
G(e,1,ni)
Sni
ǫ. Selon la Proposition 7.6,
Λ0,0
b
(βi) est distingue´ pour tout i. Il s’ensuit que la multipartition
α+ β1 + · · ·+ βk,
qui correspond a` j
G(e,1,n)
W ′ E, a la proprie´te´ que son symbole de type (1, 0) est dis-
tingue´. Autrement dit, la repre´sentation j
G(e,1,n)
W ′ E est spe´ciale.
La preuve pour G(e, e, n) est presque la meˆme ; on utilise le Corollaire 5.12
pour e´tudier les multipartitions des j
G(e,e,ni)
Sni
ǫ. (Il est a` noter que cette dernie`re re-
pre´sentation n’est pas force´ment bien de´finie : il peut exister plusieurs exemplaires
non conjugue´s de Sni dans G(e, e, ni). Ne´anmoins les diverses repre´sentations ainsi
obtenues sont toutes associe´es a` la meˆme multipartition). 
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8. Repre´sentations de Springer
Soit W le groupe de Weyl d’un groupe alge´brique re´ductif. Une repre´sentation
irre´ductible de W est dit de Springer si elle correspond, via la correspondance de
Springer, au syste`me local trivial sur une classe unipotente. En particulier, l’en-
semble de repre´sentations de Springer est en bijection avec l’ensemble de classes
unipotentes.
Dans cette section, nous commenc¸ons par rappeler une caracte´risation bien
connue des repre´sentations de Springer (voir le The´ore`me 8.2) en termes des sous-
groupes pseudoparaboliques. Ensuite, on voudrait prendre l’e´nonce´ de ce the´ore`me
comme de´finition dans le cadre des groupes de re´flexions complexes, mais il fau-
dra le´ge`rement modifier la de´finition de “pseudoparabolique” pour que les re-
pre´sentations de Springer soient bien de´finies. Apre`s avoir trouve´ la bonne de´finition,
nous donnons la classification des sous-groupes pseudoparaboliques ainsi que celle
des repre´sentations de Springer.
Il est bien connu que les diverses conditions figurant dans la de´finition suivante
sont e´quivalentes.
De´finition 8.1. Soit W le groupe de Weyl d’un groupe alge´brique re´ductif G a`
tore maximal T . Soit G∗ le groupe dual de G, et soit T ∗ le tore maximal dual a`
T . Un sous-groupeW ′ ⊂W est pseudoparabolique (a` l’e´gard de G) s’il ve´rifie l’une
des conditions suivantes e´quivalentes :
(1) W ′ est le centralisateur d’un point de T ∗.
(2) W ′ est conjugue´ a` un sous-groupe engendre´ par les re´flexions correspondant
a` un sous-ensemble propre des nœuds du diagramme de Dynkin e´tendu de
G∗.
Dans le cas ou` G et G∗ sont de´finis sur C, on peut ajouter une troisie`me version :
soit T ∗0 une forme re´elle compacte de T
∗, et soit t∗0 son alge`bre de Lie. Soit L ⊂ t
∗
0
le re´seau radiciel associe´ a` G et T . On peut identifier T ∗0 avec t
∗
0/L, et donc W
′ est
pseudoparabolique si
(3) W ′ est le centralisateur d’un point de t∗0/L.
La deuxie`me condition ci-dessus est importante car elle rend e´vident le fait que
tout sous-groupe pseudoparabolique est engendre´ par des re´flexions ; pourtant, dans
le cadre des groupes de re´flexions complexes, ou` on ne dispose pas d’une the´orie
bien de´veloppe´e de diagrammes de Dynkin, c’est la troisie`me condition qui pourra
se ge´ne´raliser. La caracte´risation suivante des repre´sentations de Springer est bien
connue (voir par exemple [3, §12.6]).
The´ore`me 8.2. Soit W le groupe de Weyl d’un groupe alge´brique re´ductif G. Une
repre´sentation de W est de Springer si et seulement si elle est l’induite tronque´e
d’une repre´sentation spe´ciale d’un sous-groupe pseudoparabolique.
De´sormais, nous travaillons dans le contexte suivant : K de´signe un corps de
nombres abe´lien, V est un espace vectoriel de dimension finie sur K, W ⊂ GL(V )
est un groupe de re´flexions et V est muni d’une forme hermitienne qui est W -
invariante et non de´ge´ne´re´e. Enfin, soit ZK l’anneau des entiers alge´briques dans
K.
De´finition 8.3 (Nebe). Une racine pour W est un vecteur propre pour une
re´flexion dans W a` valeur propre non triviale.
28 PRAMOD N. ACHAR ET ANNE-MARIE AUBERT
Un re´seau radiciel primitif pour W est un ZK-sous-module de V qui est W -
invariant et engendre´ en tant que ZK [W ]-module par une seule racine.
Nebe a classifie´ dans [11] tous les re´seaux radiciels primitifs des groupes de
re´flexions complexes. Plus tard, nous rappellerons ses re´sultats pour les groupes
imprimitifs spe´tsiaux, mais d’abord, esquissons ce que nous voudrions faire :
(1) De´finir les sous-groupes pseudoparaboliques de W , a` l’e´gard d’un re´seau
radiciel L, comme e´tant les stabilisateurs des points de V/L.
(2) De´finir les repre´sentations de Springer de W a` l’e´gard de L comme e´tant
les induites tronque´es des repre´sentations spe´ciales des sous-groupes pseu-
doparaboliques.
(3) Espe´rer que tous les sous-groupes pseudoparaboliques aient la forme des
sous-groupes figurant dans les The´ore`mes 6.3 et 6.4, et puis de´duire que les
symboles distingue´s parame`trent les repre´sentations de Springer.
Malheureusement, ce projet e´choue a` la premie`re e´tape : les stabilisateurs des points
de V/L ne sont meˆme pas toujours des groupes de re´flexions, et si l’on se restreint
aux sous-groupes du stabilisateur engendre´s par des re´flexions, on peut obtenir des
groupes qui sont non spe´tsiaux ou non pleins (voir la De´finition 8.4).
Nous allons bien associer a` chaque point de V/L un sous-groupe deW (ou plutoˆt,
une classe de conjuaison de sous-groupes de W ) qui sera dit “pseudoparabolique”,
et puis nous effectuerons le reste de l’esquisse comme de´crite ci-dessus. Pourtant,
le besoin d’e´viter tous ces proble`mes complique beaucoup la construction.
Si L est un re´seau radiciel primitif pour W , soit W˜L le groupe engendre´ par W
et toute autre re´flexion qui pre´serve L et pour laquelle il y a une racine dans L.
Alors W˜L est un groupe de re´flexions contenant W (et e´ventuellement plus grand)
pour lequel L est un re´seau radiciel primitif.
Soit x ∈ V/L. Soit (W˜L)
x le stabilisateur dans W˜L de x. Ce groupe-ci n’est pas
force´ment engendre´ par des re´flexions, et donc on de´finit (W˜L)
x
re´fl comme e´tant le
groupe engendre´ par les re´flexions dans (W˜L)
x. Maintenant, il n’est pas force´ment
le cas que (W˜L)
x
re´fl ait la proprie´te´ suivante, laquelle sera essentielle pour les sous-
groupes pseudoparaboliques.
De´finition 8.4. Un sous-groupe de re´flexions W ′ ⊂W est plein si toute re´flexion
s ∈ W ve´rifie la proprie´te´ suivante : s’il y a un entier a tel que sa ∈ W ′ et sa 6= 1,
alors s ∈W ′.
Par un abus de notation, nous de´finissons (W˜L)
x
plein comme e´tant un sous-groupe
parabolique maximal de (W˜L)
x
re´fl qui est plein en tant que sous-groupe de W˜L. (C’est
un abus car (W˜L)
x
plein n’est unique qu’a` conjugaison pre`s). Enfin, (W˜L)
x
plein n’est
pas force´ment spe´tsial. On note (W˜L)
x
spets le plus grand sous-groupe spe´tsial plein
de (W˜L)
x
plein.
De´finition 8.5. Soit W un groupe de re´flexions sur V , et soit L un re´seau radiciel
primitif pour W . Un sous-groupe W ′ ⊂ W est un sous-groupe pseudoparabolique
associe´ a` x ∈ V/L si W ′ =W ∩ (W˜L)
x
spets pour un certain groupe (W˜L)
x
spets.
Une repre´sentation irre´ductible de W est dite de Springer si elle est l’induite
tronque´e d’une repre´sentation spe´ciale d’un sous-groupe pseudoparabolique.
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Nous allons de´terminer tous les sous-groupes pseudoparaboliques ainsi que les
repre´sentations de Springer pour tous les groupes de re´flexions complexes impri-
mitifs. Il faut traiter les groupes die´draux se´pare´ment car leurs corps de de´finition
sont de la forme Q(ζ + ζ−1) (ou` ζ est une racine de l’unite´) plutoˆt que Q(ζ), et
par conse´quent, la de´termination des groupes W˜L ainsi que celle des sous-groupes
pleins ou spe´tsiaux est diffe´rente.
8.1. Les groupes imprimitifs non die´draux. Soient e un entier positif et ζ
une racine e-e`me de l’unite´ primitive, et posons K = Q(ζ), V =
⊕n
i=1Kei (cf. la
Section 3.1), L1 =
⊕n
i=1 ZKei, et
L2 = {
∑
viei ∈ L1 |
∑
vi ∈ (1 − ζ)ZK}.
(Il est a` noter que si e n’est pas une puissance d’un nombre premier, alors 1 − ζ
est inversible dans ZK , et donc L1 = L2). On pose aussi Wn = G(e, 1, n) et W
′
n =
G(e, e, n).
The´ore`me 8.6 (Nebe). (1) Si e n’est pas une puissance d’un nombre premier,
alors L1 est l’unique re´seau radiciel primitif de Wn a` isomorphisme pre`s.
(2) Si e est une puissance d’un nombre premier, alors Wn admet deux classes
d’isomorphie de re´seaux radiciels primitifs, dont L1 et L2 sont des re-
pre´sentants.
(3) L2 est l’unique re´seau radiciel primitif de W
′
n a` isomorphisme pre`s si n ≥ 3.
A` la suite de ce the´ore`me et la classification des groupes de re´flexions complexes,
l’e´nonce´ suivant est e´vident.
Lemme 8.7. Pour tout groupe de re´flexions complexes imprimitif irre´ductible W
de´fini sur K, et tout re´seau radiciel primitif L pour W , on a que W˜L = G(e, 1, n).
Lemme 8.8. Soit v =
∑
viei ∈ V un point tel que vi ≡ vj (mod ZK) pour tout i,
j. Soit x l’image de v dans V/L, ou` L est un re´seau radiciel primitif. Si vi ∈ ZK
pour tout i, alors
(W˜L)
x
re´fl = (W˜L)
x
plein = (W˜L)
x
spets = G(e, 1, n).
Sinon, soit t le plus petit entier strictement positif tel que (1− ζt)v1 ∈ ZK (et donc
(1− ζt)vi ∈ ZK pour tout i). On a que
(W˜L1)
x
re´fl = G(e/t, 1, n),
(W˜L1)
x
plein = (W˜L1)
x
spets =
{
G(e, 1, n) si t = 1,
G(1, 1, n) si t > 1.
Si e est une puissance d’un nombre premier p, alors on a aussi
(W˜L2)
x
re´fl =
{
G(e/t, p, n) si t < e,
G(1, 1, n) si t = e,
(W˜L2)
x
plein =
{
G(e, p, n)
G(1, 1, n)
et (W˜L2)
x
spets =
{
G(e, e, n) si t = 1,
G(1, 1, n) si t > 1.
De´monstration. Le cas ou` les vi sont dans ZK est e´vident. Nous supposons de´sor-
mais que les vi /∈ ZK . Remarquons qu’une fois qu’on connait les (W˜L)
x
re´fl, les
(W˜L)
x
plein et les (W˜L)
x
spets s’en de´duisent tre`s facilement. Il suffit de de´terminer
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les (W˜L)
x
re´fl. Remarquons aussi que t divise e. En particulier, si e est une puissance
d’un nombre premier, alors t l’est aussi.
Soit s ∈ Sn ⊂ G(e, 1, n) la transposition qui e´change e1 et e2. Puisqu’on a
suppose´ que vi ≡ vj (mod ZK), on voit que
v − s · v = (v1 − v2)e1 + (v2 − v1)e2 ∈ L2 ⊂ L1.
On peut faire un calcul analogue pour toute transposition, et donc on sait que Sn
stabilise x. Ensuite, soit r ∈ G(e, 1, n) la re´flexion qui envoie e1 sur ζe1 et fixe les
autres ei. Alors
v − (r−tsrt)v = (v1 − ζ
−tv2)e1 + (v2 − ζ
tv1)e2
= ((v1 − v2)− ζ
−t(1− ζt)v2)e1 + ((v2 − v1) + (1− ζ
t)v1)e2 ∈ L1.
Soit n = v2 − v1 ∈ ZK . Alors la somme des coefficients de cette expression e´gale
−ζ−t(1− ζt)v2+(1− ζ
t)(v2−n) = −ζ
−t(1− ζt)(1− ζt)v2+(1− ζ
t)n ∈ (1− ζt)ZK .
On voit que v−(r−tsrt)v ∈ L2. En combinaison avecSn, l’e´le´ment r
−tsrt engendre
le groupe G(e/t, e/t, n). Donc G(e/t, e/t, n) ⊂ (W˜L)
x
re´fl et pour L = L1, et pour
L = L2.
Supposons maintenant que L = L1, et soit k un facteur de e. Il est clair que
v − rkv = (1 − ζk)v1e1
{
∈ L1 si k = t,
/∈ L1 si 1 ≤ k < t.
Donc rt ∈ (W˜L1)
x
re´fl, mais r
k /∈ (W˜L1)
x
re´fl si 1 ≤ k < t. On voit que G(e/t, 1, n) ⊂
(W˜L1)
x
re´fl ; de surcroˆıt, puisqu’on a de´ja` conside´re´ toutes les re´flexions dans W˜L1 (a`
conjugaison pre`s), on conclut que (W˜L1)
x
re´fl = G(e/t, 1, n).
Supposons maintenant que e est une puissance d’un nombre premier. Si t =
e, alors aucune puissance non triviale de r ne fixe x, et (W˜L2)
x
re´fl = G(1, 1, n).
Supposons de´sormais que t < e. Meˆme si k = t, il n’est pas vrai que v − rkv ∈ L2,
car (1 − ζt)v1 ∈ ZK mais (1 − ζ
t)v1 /∈ (1 − ζ)ZK . Rappelons que (1 − ζ
tp)ZK =
(1− ζt)pZK . Par conse´quent,
v − rtpv = (1− ζtp)v1e1 ∈ (1− ζ
t)pZKv1 ⊂ (1 − ζ
t)p−1ZKe1 ⊂ (1− ζ)
p−2L2.
(W˜L2)
x
re´fl est engendre´ par G(e/t, e/t, n) et r
tp, et donc on trouve que (W˜L2)
x
re´fl =
G(e/t, p, n). 
Enfin, nous pouvons de´montrer le the´ore`me principal.
The´ore`me 8.9. Soit W un groupe de re´flexions complexes imprimitif irre´ductible
spe´tsial non die´dral, et soit L un re´seau radiciel primitif pour W . L’ensemble des
sous-groupes pseudoparaboliques (a` conjugaison pre`s) de W a` l’e´gard de L est in-
dique´ ci-dessous.
Une repre´sentation de W est de Springer a` l’e´gard de L si et seulement si son
symbole de poids spe´tsial et d’un certain type (qui de´pend de W et de L) est dis-
tingue´. La table ci-dessous pre´cise le type convenable pour chaque groupe W et
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chaque re´seau L.
groupe ; sous-groupes type des
re´seau pseudoparaboliques symboles
G(e, 1, n), ou` e = pa, p premier
L1
∏p−1
i=0 G(e, 1, ni)×
∏k
i=1Smi (p, 0)
L2 G(e, 1, n0)×
∏p−1
i=1 G(e, e, ni)×
∏k
i=1Smi (p, p− 1)
G(e, 1, n), ou` e n’est pas une puissance d’un nombre premier
L1 = L2 G(e, 1, n0)×
∏k
i=1Smi (1, 0)
G(e, e, n), ou` e = pa, p premier, et n ≥ 3
L2
∏p−1
i=0 G(e, e, ni)×
∏k
i=1Smi (p, 0)
G(e, e, n), ou` e n’est pas une puissance d’un nombre premier, et n ≥ 3
L1 = L2 G(e, e, n0)×
∏k
i=1Smi (1, 0)
Ici, on a que k ≥ 0, et les ni et les mi sont des entiers tels ni ≥ 0, mi ≥ 1, et∑
ni +
∑
mi = n.
Remarque 8.10. Le parame´trage des repre´sentations de Springer fourni par ce
the´ore`me pour G(2, 1, n) et L1 (resp. G(2, 1, n) et L2, G(2, 2, n)) co¨ıncide avec
celui provenant des classes unipotentes et de la correspondance de Springer pour
un groupe alge´brique de type Bn (resp. Cn, Dn).
De´monstration. Remarquons d’abord il suffit de calculer les sous-groupes pseu-
doparaboliques dans chaque cas ; le type convenable des symboles se de´duit des
re´sultats des Sections 6 et 7. Soit x ∈ V/L, et soit v ∈ V un point dans l’image
re´ciproque de x. On peut e´videmment remplacer x et v par d’autres points dans
leurs G(e, 1, n)-orbites respectives sans changer la classe d’isomorphie du sous-
groupe pseudoparabolique associe´. On peut donc imposer l’hypothe`se suivante sur
v = (v1, . . . , vn) sans perte de ge´ne´ralite´ : les coordonne´es v1, . . . , vn se re´partissent
en “blocs”
v1, . . . , va1 ; va1+1, . . . , va2 ; . . . ; val−1+1, . . . , val (ou` al = n)
tel que
vi ≡ vj (mod ZK) si i et j appartiennent au meˆme bloc,
vi 6≡ ζ
kvj (mod ZK) pour tout k sinon.
Si e est une puissance d’un nombre premier, soit p ledit nombre premier ; sinon,
posons p = 1. Rappelons que 1− ζ engendre un ide´al maximal de ZK au-dessus de
(p) ⊂ Z si e est une puissance d’un nombre premier, et est inversible sinon. Dans
tous les deux cas, on a que ZK/(1−ζ)ZK ≃ (1−ζ)
−1ZK/ZK ≃ Z/pZ. E´videmment,
les entiers 0, 1, . . . , p − 1 de´crivent un ensemble de repre´sentants des e´lements de
ZK/(1−ζ)ZK ou de Z/pZ. De meˆme, les e´lements k/(1−ζ), ou` k ∈ {0, 1 . . . , p−1},
de´crivent un ensemble de repre´sentants de (1 − ζ)−1ZK/ZK . En particulier, il y a
au plus p blocs de v dont les membres appartiennent a` (1 − ζ)−1ZK . Supposons,
sans perte de ge´ne´ralite´, que ces blocs-la` soient les p premiers blocs, et que
vi ≡
k
1− ζ
(mod ZK) si k ∈ {0, 1, . . . , p− 1} et ak + 1 ≤ i ≤ ak+1.
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(On permet que ak−1 = ak, i.e., que certains blocs soient vides). Pour s’assurer
que les blocs ainsi de´finis sont bien distincts, il faut de´montrer que k/(1 − ζ) 6≡
ζlk′/(1− ζ) (mod ZK) pour tout l si k, k
′ ∈ {0, . . . , p− 1} et k 6= k′. Ceci est tre`s
facile :
k
1− ζ
−
ζlk′
1− ζ
=
k − k′
1− ζ
+
k′ − ζlk′
1− ζ
=
k − k′
1− ζ
+ (1 + ζ + · · ·+ ζl−1)k′
≡
k − k′
1− ζ
(mod ZK) 6≡ 0 (mod ZK).
On peut maintenant invoquer le Lemme 8.8 pour chaque bloc. Dans le premier
bloc, on a v1, . . . , va1 ∈ ZK , et le calcul du groupe (W˜m,L)
x
spets la`-bas donne le
premier facteur de chaque sous-groupe pseudoparabolique dans la table ci-dessus.
Ensuite, conside´rons un bloc vak+1, . . . , vak+1 ou` 1 ≤ k < p. Dans le cadre
du Lemme 8.8, on a t = 1, et on obtient ainsi p − 1 facteurs de type G(e, 1,m)
ou G(e, e,m), selon le re´seau, dans chaque sous-groupe pseudoparabolique. Enfin,
dans tous les bloc apre`s le p-e`me, on invoque ce lemme-la` avec t > 1 , et on trouve
que (W˜m,L)
x
spets est toujours un groupe syme´trique. 
8.2. Les groupes die´draux. On garde les notations de la section pre´ce´dente :
e est un entier positif, ζ est une e-e`me racine de l’unite´ primitive, K = Q(ζ) et
ZK = Z[ζ]. Soit V = Ke1 ⊕ Ke2. Nous conside´rons le groupe W = G(e, e, 2). Le
corps de de´finition deW est K0 = Q(ζ+ζ
−1), mais pour certains calculs ulte´rieurs,
il sera commode d’avoir de´fini W sur K.
Rappelons que tout sous-groupe de re´flexions de W est isomorphe a` G(d, d, 2),
ou` d | e. Posons
si =
[
0 ζi
ζ−i 0
]
,
et pour tout diviseur d de e (e compris), identifions G(d, d, 2) avec le sous-groupe
de GL(V ) engendre´ par s0 et se/d. Dans le cas ou` e/d est pair, on note G
′(d, d, 2) le
sous-groupe engendre´ par s1 et se/d+1. Ce dernier est isomorphe mais non conjugue´
a` G(d, d, 2). Tout sous-groupe de re´flexions de W est conjugue´ ou bien a` l’un des
G(d, d, 2) ou bien a` l’un des G′(d, d, 2).
Rappelons la classification des repre´sentations irre´ductibles des groupes die´draux.
Celles du groupe G(d, d, 2) seront note´es :
χ
(d)
0 , χ
(d)
1 , . . . , χ
(d)
⌊(d−1)/2⌋; χ
(d)
d ; et, si d est pair, χ
(d)
d/2, χ
(d)′
d/2 .
(Les indices en bas indiquent les valeurs de la fonction b). La repre´sentation triviale
(χ
(d)
0 ), la repre´sentation re´flexion (χ
(d)
1 ), et la repre´sentation signe (χ
(d)
d ) sont les
seules repre´sentations spe´ciales.
L’induite tronque´e de la repre´sentation triviale (resp. re´flexion) a` partir de n’im-
porte quel G(d, d, 2) ou G′(d, d, 2) a` G(e, e, 2) est encore la repre´sentation triviale
(resp. re´flexion). Par contre, on a :
j
G(e,e,2)
G(d,d,2)χ
(d)
d = χ
(e)
d et j
G(e,e,2)
G′(d,d,2)χ
(d)
d =
{
χ
(e)
d si d 6= e/2,
χ
(e)′
e/2 si d = e/2.
Enfin, nous avons besoin d’un re´seau radiciel pour W . Posons
V0 = {v1e1 + v2e2 ∈ V | v2 = −v¯1}.
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Il est facile de ve´rifier que V0 est un K0-sous-espace de V qui est stable sous
G(e, e, 2), et que V ≃ V0 ⊗K0 K. Ensuite, posons
L0 = {v1e1 − v¯1e2 ∈ V0 | v1 ∈ ZK}.
L0 est un ZK0-re´seau dans V0, stable sous G(e, e, 2) et engendre´ par la G(e, e, 2)-
orbite du vecteur e1− e2 ∈ V0. Ce dernier e´tant une racine pour s0, on voit que L0
est bien un re´seau radiciel primitif. Rappelons maintenant le re´sultat de Nebe sur
les re´seaux radiciels des groupes die´draux.
The´ore`me 8.11 (Nebe). L0 est un repre´sentant de l’unique genre de re´seaux ra-
diciels primitifs sauf si e est pair et e/2 est une puissance d’un nombre premier.
Dans ce dernier cas, il y deux genres de re´seaux radiciels primitifs, dont l’un est
repre´sente´ par L0, et l’autre par le re´seau engendre´ par la W -orbite d’une racine
pour s1.
Pourtant, dans le cas ou` e est pair et e/2 est une puissance d’un nombre premier,
l’automorphisme externe qui e´change les deux classes de conjugaison de re´flexions
e´change aussi les deux genres de re´seaux radiciels (cf. les re´seaux radiciels des
groupes de Weyl de type B2 = G(4, 4, 2) ou G2 = G(6, 6, 2)). Pour le calcul des
sous-groupes pseudoparaboliques, il suffit de conside´rer seulement le re´seau L0.
L’analogue du Lemme 8.8 est e´vident :
Lemme 8.12. Pour le groupe groupe die´dral W = G(e, e, 2), on a que W˜L0 =W .
The´ore`me 8.13. Le sous-groupe G(d, d, 2) de G(e, e, 2) est pseudoparabolique si et
seulement si d ve´rifie l’une des conditions suivantes :
– d = 1,
– d = e,
– d divise e et est une puissance d’un nombre premier.
Si e et pair, G′(d, d, 2) est pseudoparabolique si et seulement si e/d est un entier
pair et l’une des conditions suivantes est satisfaite :
– d = 1,
– d < e/2 et d est une puissance d’un nombre premier.
Si e > 2, l’ensemble de repre´sentations de Springer de G(e, e, 2) est :
{χ
(e)
0 , χ
(e)
1 , χ
(e)
e } ∪ {χ
(e)
d | d divise e et est une puissance d’un nombre premier}.
En particulier, si e est pair et supe´rieur a` 2, χ
(e)′
e/2 n’est pas de Springer.
Toute repre´sentation irre´ductible de G(2, 2, 2) est de Springer.
Exemple 8.14. Les sous-groupes pseudoparaboliques de G(6, 6, 2) = G2 sont de type
G(1, 1, 2) = A1, G(2, 2, 2) = A1 × A1, et G(3, 3, 2) = A2. Il y a aussi un deuxie`me
exemplaire de A1 = G
′(1, 1, 2), qui est lui aussi pseudoparabolique, ainsi que de
A2 = G
′(3, 3, 2), qui ne l’est pas. Les repre´sentations de Springer de G2 sont χ0,
χ1, χ2, χ3, et χ6 (cf. [3]).
De´monstration. Le cas du groupe G(2, 2, 2) est tre`s facile : ce groupe-la` est iso-
morphe a` S2 ×S2, dont toute repre´sentation est spe´ciale et donc de Springer. On
suppose de´sormais que e > 2.
La liste des repre´sentations de Springer se de´duit tre`s facilement de la liste des
sous-groupes pseudoparaboliques et des rappels ci-dessus sur l’induction tronque´e.
De plus, il est clair que tout groupe (W˜L0)
x
re´fl = W
x
re´fl, e´tant lui aussi un groupe
die´dral, est de´ja` plein et spe´tsial. Il suffit donc de trouver les W xre´fl.
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Soit v = v1e1− v¯1e2 ∈ V0, et soit x son image dans V0/L0. Pour qu’une re´flexion
si appartienne a` W
x
re´fl, il faut que v − siv soit dans L0. On a :
siv = −ζ
iv¯1e1 + ζ
−iv1e2,
v − siv = (v1 + ζ
iv¯1)e1 − (v¯1 + ζ
−iv1),
et donc on voit que si ∈ W
x
re´fl si et seulement si
(17) v1 + ζ
iv¯1 ∈ ZK .
De´montrons d’abord que pour que G(d, d, 2) ou G′(d, d, 2) soit pseudoparaboli-
que, il faut que d soit 1 ou une puissance d’un nombre premier. Si s0 et se/d (resp. s1
et se/d+1) appartiennent a` W
x
re´fl, alors
v1 + v¯1 ∈ ZK
v1 + ζ
e/dv¯1 ∈ ZK
resp.
v1 + ζv¯1 ∈ ZK
v1 + ζ
e/d+1v¯1 ∈ ZK
et donc
(18) (1− ζe/d)v¯1 ∈ ZK resp. ζ(1 − ζ
e/d)v¯1 ∈ ZK .
Si d n’est pas e´gal a` 1 ou une puissance d’un nombre premier, alors 1 − ζe/d est
inversible dans ZK (ζ
e/d e´tant une d-e`me racine de l’unite´ primitive), et donc on
voit que v¯1 ∈ ZK . Il s’ensuit que v ∈ L0 et que W
x
re´fl =W .
Avant de faire le prochain pas, rappelons que K = K0[ζ] est une extension de K0
de degre´ 2, et que ZK = ZK0 [ζ]. Tout e´le´ment de K s’e´crit α+βζ, ou` α, β ∈ K0, de
manie`re unique, et un tel e´le´ment appartient a` ZK si et seulement si α, β ∈ ZK0 .
Ensuite, de´montrons que G′(e/2, e/2, 2) n’est pas pseudoparabolique. Si x est
stable sous G′(e/2, e/2, 2), alors, selon (18), on a que (1− ζ2)v¯1 ∈ ZK . L’expression
pour (1− ζ2)v¯1 telle que de´crite au paragraphe pre´ce´dent est
(v1 + v¯1) + (−ζ
−1v1 − ζv¯1)ζ = (1− ζ
2)v¯1.
En particulier, on voit que v1 + v¯1 ∈ ZK0 ⊂ ZK . A` la suite de (17), on voit que
s0 ∈W
x
re´fl. Puisqu’on avait de´ja` suppose´ que s1 ∈W
x
re´fl, il s’ensuit que W
x
re´fl =W .
Enfin, si l’on n’est pas dans les deux cas pre´ce´dents, on peut construire explici-
tement un vecteur v tel que W xre´fl e´gale G(d, d, 2) (resp. G
′(d, d, 2)). Posons
v1 =
1
1− ζ−e/d
resp. v1 =
1 + ζ
1− ζ−e/d
et v = v1e1− v¯1e2. Pour montrer que G(d, d, 2) ⊂W
x
re´fl (resp. G
′(d, d, 2) ⊂W xre´fl), il
suffit de montrer que l’e´galite´ (18) est ve´rifie´e pour i = 0, e/d (resp. i = 1, e/d+1).
En effet, apre`s des calculs tre`s faciles, on trouve que
v1 + v¯1 = 1,
v1 + ζ
e/dv¯1 = 0
resp.
v1 + ζv¯1 = 1 + ζ,
v1 + ζ
e/d+1v¯1 = 0.
Par exemple, la premie`re e´galite´ ci-dessus se montre comme suit :
v1+ v¯1 =
1
1− ζ−e/d
+
1
1− ζe/d
=
(1− ζe/d) + (1− ζ−e/d)
(1− ζ−e/d)(1− ζe/d)
=
2− ζe/d − ζ−e/d
2− ζe/d − ζ−e/d
= 1.
Il reste de s’assurer que W xre´fl ne soit pas plus grand qu’on ait voulu. Si l’on avait
W xre´fl = G(f, f, 2) (resp. G
′(f, f, 2)) avec f > d, alors, selon (18), on aurait que
(1− ζe/f )v¯1 ∈ ZK , ou` e/f < e/d.
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Par contre, nous verrons maintenant que le plus petit entier strictement positif
t tel que (1 − ζt)v¯1 ∈ ZK est t = e/d. C’est clair dans le cas de G(d, d, 2), ou` on
a v¯1 = 1/(1 − ζ
e/d). Pour G′(d, d, 2), si e/2 n’est pas une puissance d’un nombre
premier, alors 1+ ζ−1 est inversible (car −ζ−1 est une racine de l’unite´ d’ordre soit
e, soit e/2), et encore une fois il est clair que t = e/d pour v¯1 = (1+ζ
−1)/(1−ζe/d).
Enfin, si e/2 est bien une puissance d’un nombre premier, alors d doit eˆtre une
puissance du meˆme nombre premier : e´crivons e = 2pa et d = pb, ou` b < a (puisqu’on
a suppose´ que d < e/2). Posons c = a− b ; alors on a que
v¯1 =
1 + ζ−1
1− ζ2pc
=
1 + ζ−1
(1 − ζpc)(1 + ζpc)
.
Supposons d’abord que p soit impair. Alors −ζ−1, ζp
c
, −ζp
c
sont des racines de
l’unite´ d’ordre pa, 2pb, pb, respectivement. Le module de v¯1 (c’est-a`-dire, le produit
de ses conjugue´s par Gal(K/Q)) est donc
|v¯1| =
|1 + ζ−1|
|1− ζpc | · |1 + ζpc |
=
p
1 · ppc
= p1−p
c
.
(Voir, par exemple, [17]). On voit ici la ne´cessite´ d’avoir suppose´ c > 0. Pour
que (1 − ζt)v¯1 soit dans ZK , il faut que |1 − ζ
t| ≥ pp
c−1. Le plus petit tel t est
t = 2pc = e/d, avec |1− ζt| = pp
c
.
Dans le cas ou` p = 2, le calcul est presque pareil : cette fois, les ordres de −ζ−1,
ζp
c
, −ζp
c
sont 2a+1, 2b+1, 2b+1, respectivement, et
|v¯1| =
|1 + ζ−1|
|1− ζpc | · |1 + ζpc |
=
2
22c−1 · 22c−1
= 21−2
c
.
Ensuite, le meˆme argument montre que t = e/d est le plus petit entier tel que
(1− ζt)v¯1 ∈ ZK . 
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