Power law cumulative number-size distributions are widely used to describe the scaling properties of data sets and to establish scale invariance. We derive the relationships between the scaling exponents of non-cumulative and cumulative number-size distributions for linearly binned and logarithmically binned data. Cumulative number-size distributions for data sets of many natural phenomena exhibit a "fall-off" from a power law at the largest object sizes. Previous work has often either ignored the fall-off region or described this region with a different function. We demonstrate that when a data set is abruptly truncated at large object size, fall-off from a power law is expected for the cumulative distribution. Functions to describe this fall-off are derived for both linearly and logarithmically binned data. These functions lead to a generalized function, the upper-truncated power law, that is independent of binning method. Fitting the upper-truncated power law to a cumulative number-size distribution determines the parameters of the power law, thus providing the scaling exponent of the data. Unlike previous approaches that employ alternate functions to describe the fall-off region, an upper-truncated power law describes the data set, including the fall-off, with a single function.
INTRODUCTION
Cumulative number-size distributions have been employed in a wide variety of applications including seismology, 1 forest fire area, 2 and fault lengths 3 and offsets. 4 When a cumulative number-size distribution of data follows a power law, the data set is often considered fractal since both power laws and fractals are scale-invariant. A number of factors should be considered when fitting a function to a cumulative number-size distribution, such as whether the data has been binned and, if binned, where to plot the binned values. Interpretation of the results takes further consideration, especially if there is a deviation from a power law (straight line on a log-log plot) at either the upper or lower limits of the data. [5] [6] [7] In Sec. 2, we present the continuous noncumulative and cumulative power law functions. In Sec. 3, we derive the functions that describe discrete power law distributions that have been linearly and logarithmically binned. We demonstrate that the scaling exponent of a cumulative number-size distribution of logarithmically binned data is equal to the scaling exponent of the non-cumulative numbersize distribution of the same data. In contrast, the scaling exponent of a cumulative number-size distribution of linearly binned data differs by one from the scaling exponent of the non-cumulative numbersize distribution for the same data. In Sec. 3, we also derive the functions for cumulative power law distributions that are abruptly truncated at large object size. In Sec. 4 , we present the function that describes the cumulative distribution independent of binning method, the upper-truncated power law. In Sec. 5, we discuss how to plot binned data as noncumulative number-size distributions. In Sec. 6, we apply the upper-truncated power law to a synthetic data set. In the final sections, we discuss the results and summarize our conclusions.
CONTINUOUS NUMBER-SIZE FUNCTIONS
Non-cumulative and cumulative number-size functions are the basis of all equations used in this work and are defined below. The terms power function and power law are used interchangeably and refer to continuous functions. The term distribution is used to describe a set of discrete objects. Objects are the items measured to construct a data set, such as earthquakes, faults and forest fires. Each measured object has a characteristic size such as earthquake magnitude, fault offset length, or forest fire area. Non-cumulative distributions include only the number of objects within each data bin. These distributions sometimes are referred to as density distributions and may be plotted as histograms. Cumulative distributions include the number of objects within each data bin plus all larger objects. Cumulative number-size distributions sometimes are plotted as rank-order distributions or Zipf plots. 8 
Non-Cumulative Number-Size Functions
For a set of data points where the number-size distribution follows a power law, the number of objects, n(r), with characteristic size r, is n(r) = cr −d .
On a log-log plot of n(r) vs. r, this equation is a straight line where −d equals the slope and c is a constant equal to the number of objects with size r = 1.
Cumulative Number-Size Functions
Cumulative number-size functions are commonly used in fractal analysis of data sets to find the fragmentation dimension. The number-size distribution for a large number of objects may be fractal if the cumulative number of objects, N (r), with characteristic size greater than or equal to r satisfies the power law relation
Equation (2) is a straight line on a log-log plot, where −D is the slope and C is a constant equal to the number of objects with size r ≥ 1. This cumulative relation applies when r is a continuous set of values. The term D is the scaling exponent of the power law. When r represents a one-dimensional quantity, such as height, D is the fractal dimension of the distribution. If r represents a two-dimensional or three-dimensional quantity, such as area or volume, the fractal dimension is 2D or 3D, respectively. Equations (1) and (2) are in a form consistent with the work of many authors. 9, 10 In Sec. 3, we examine relationships between these equations for linearly and logarithmically binned data and the effects of upper truncation.
ANALYZING DISCRETE DATA
Discrete data sets are comprised of individual, noncontinuous objects. To derive the cumulative distribution from the non-cumulative distribution for a discrete data set, we must consider the binning interval used to record the object size. We will consider two types of binning: linear and logarithmic. Unless otherwise noted, all bins contain data.
Linear Binning Interval
For linearly binned data, each bin has the same width, ∆r. This bin width may represent the width of a histogram bar. We will derive the equations that describe the non-cumulative and cumulative distributions of linearly binned data.
Linear binning interval with discrete data
If object sizes are sorted in rank order with r i the ith largest value, then for any object size r,
The objects in Eq. (3) are discrete, so the sum of the objects will not be equivalent to the continuous function N (r) in Eq. (2) . We call the sum of discrete objects that are binned linearly N DLIN (r). When the sum is taken from any object size, r, to the maximum object size in the data set, we call this sum N (max) DLIN (r). N (max) DLIN (r) is calculated for any object size, r, by summing all individual objects of size greater than or equal to r, thus
The term r max is the largest value of r in the data set (see Sec. 3.1.2). If we take the sum from any value of r to infinity, we call this sum N (∞) DLIN (r). Changing the upper limit of the sum in Eq. (4) to infinity and substituting Eq. (3) for r i into Eq. (4) gives
Equation (5) may be rewritten
If ∆r is small relative to the range of the values of r, then the sum in Eq. (6) may be approximated by the integral
For the sum in Eq. (7) to converge to a finite value, we must consider only the case where d > 1. The right-hand-side of Eq. (7) may be evaluated as c ∆r
Substituting the final term of Eq. (8) for the sum in Eq. (6), we have
Factoring the right-hand-side of Eq. (9), we obtain
If ∆r is small relative to r, then ( r ∆r ) is much greater than 1, and
The error introduced by this approximation will be demonstrated graphically in Sec. 3.1.3. Substituting the approximation from Eq. (11) into Eq. (10), and re-arranging, we have
With the above approximations, the sum of individual objects approaches the continuous function of Eq. (2) so N 
where
and
Equations (14) and (15) give the relationship between the constants and coefficients for the noncumulative and cumulative distributions of the same linearly binned data. The cumulative distribution scaling exponent, D, differs by 1 from the non-cumulative distribution scaling exponent, d.
3.1.2
Linear binning interval with discrete data truncated at large r When the cumulative power law is applied to individual, discrete objects, Eq. (2) predicts that an object size exists such that N (r) = 1. The object size for which the cumulative function equals 1, we call r N1 , so that Cr
When the largest object found in a data set, r max , is less than r N1 , we consider the data set to be upper-truncated.
We now consider a linearly binned uppertruncated data set. The function that describes the result of summing the discrete objects of Eq. (4) evaluated from r to r max , we call M DLIN (r). If in Eq. (8) we integrate from r to r max , we have
Equation (16) may be re-written as
Equation (17) is an approximation of the cumulative number of objects greater than or equal to size r, binned linearly, with a maximum observed value r max . Equation (17) is a good approximation to Eq. (4), N Substituting from Eqs. (14) and (15) into Eq. (17) yields
Equation (18) describes a linearly binned cumulative number-size distribution with a maximum observed value for r. It is useful to consider one bin larger than r max , which we call r T , so that r T = r max + ∆r. Replacing r max with r T − ∆r, when ∆r is small, Eq. (18) becomes
Equation (19) describes a linearly binned power law distribution that is upper-truncated. Notice that M DLIN (r T ) = 0. Thus, there are no objects of size r T or larger. Equation (19) represents the power law, Cr −D , with the objects of size r T and larger removed. Fitting Eq. (19) to a set of cumulative data points provides the coefficient, C, scaling exponent, D, and truncation term, r T . Since there will probably be a scatter of the data points about the best fit of Eq. (19), the determined value of r T may not be larger than the largest object size in the data set.
Graphical illustration for linear binning interval
We now graphically illustrate the functions derived in Sec. 3.1.2. Starting with a cumulative power function in the form of Eq. (2), we arbitrarily choose C = 120 and D = 0.4 so N (r) = 120r −0.4 (top line in Fig. 1 ). To simulate linear binning, we sample this function by selecting object sizes in the range 0.1 ≤ r ≤ 3 with ∆r = 0.1 [see Eq. (3)].
The solid boxes along the top line in Fig. 1 represent the number of objects greater than or equal to each selected object size. With our chosen cumulative parameters C and D, and binning interval ∆r, Eqs. (14) and (15) DLIN (r), is calculated for each value of r by adding together all objects of size greater than or equal to r in the chosen range 0.1 ≤ r ≤ 3. This process is the sum in Eq. (4) with a maximum object size, r max , equal to 3. This cumulative distribution, N This section demonstrates relationships between non-cumulative and cumulative linearly binned functions. Methods for applying these functions to discrete values in data sets will be presented in Sec. 5.
Logarithmic Binning Interval
Logarithmic binning means that bin width increases as the object size increases so that the ratio between successive bin widths is constant. Logarithmic binning is commonly used in many scientific disciplines, such as studies of earthquake magnitude 1 and sediment grain size. 11 DLIN (r) in the nearly straight portion of the graph will not yield the correct exponent for the power law.
Logarithmic binning interval with discrete data
To compute the cumulative distribution for object size r with a logarithmic binning interval, let
where there are j measured sizes, r j , greater than r, and where a is the log 10 of the ratio of successive bin widths. We will call the sum of discrete objects that are binned logarithmically N DLOG (r). When the sum is taken from any object size, r, to the maximum object size in the data set, we will call this sum N (max) DLOG (r). N (max) DLOG (r) is calculated for any object size, r, by summing all discrete objects of size greater than or equal to r as follows
As in the case of linear binning, r max is the largest value of r in the data set. If we take the sum from any value of r to infinity, we call this sum N 
The right-hand-side of Eq. (22) is a geometric series. Evaluating this series gives
The right sides of Eqs. (23) and (2) have the same form, so for logarithmically binned data, N
DLOG (r) = N (r) where
Note that N (r) is not the integral of n(r) for logarithmically binned data. The exponents of both the cumulative function N (r) and the non-cumulative function n(r) are the same, d = D.
Logarithmic binning with discrete data truncated at large r
Using an approach similar to that taken for linearly binned data (Sec. 3.1.2), we now consider a logarithmically binned data set, truncated at r max , where r max is less than r N1 . We wish to find the function that describes the result of summing the discrete objects of Eq. (21). We will call this function M DLOG (r). Equation (23) evaluated at r max is
Equation (26) represents the cumulative distribution from r max to infinity, exclusive of r max . The cumulative distribution evaluated from r to infinity, minus the cumulative distribution evaluated from r max to infinity, is obtained by subtracting Eq. (26) from Eq. (23). This difference excludes the value of n(r max ). Adding to this difference the value of n(r max ), where n(r max ) = cr −d max , produces the cumulative distribution from r to r max inclusive. Following these steps, we obtain
Re
Equation (28) describes a logarithmically binned cumulative number-size distribution with a maximum value for r. For logarithmic binning, r max = r T 10 −a , so Eq. (28) becomes
Equation (29) describes a logarithmically binned power law distribution that is upper-truncated with no objects of size r T or larger.
Graphical illustration for logarithmic binning interval
The equations derived above for logarithmically binned data will now be shown graphically. We start with the same cumulative power function we used for the linear binning example in Sec. 3. 
THE UPPER-TRUNCATED POWER LAW
When the bin width is small relative to the range of r, the cumulative distributions are the same for both linear binning [M DLIN (r), Eq. 
Equation (30) 
ANALYTICAL TECHNIQUES

Analysis of Synthetic Discrete Data
The points plotted on the cumulative and noncumulative lines in Figs. 1 and 2 were chosen to illustrate the effect of the binning interval. The distribution of these points is not like that of any real data points we have observed for naturally occurring power distributions. For example, as the object size becomes large, natural data sets tend to have fewer points than shown in Figs. 1 and 2 and sometimes there are empty data bins.
To demonstrate the method of fitting an uppertruncated power law to a distribution, we create a synthetic data set that replicates characteristics similar to those observed for real discrete cumulative data. Starting with a cumulative power law, we calculate a set of values for r such that for each successive r, the cumulative function decreases by one. We arbitrarily choose C = 20, D = 1.4, and truncate the data set at a maximum object size of r max = 3 [ Fig. 3(a) ]. To create a synthetic cumulative data set, we bin the r values linearly with ∆r = 0.1. To fit a power law to a cumulative data set, previous authors have fit a power function directly to some portion of the cumulative distribution. We call this approach the traditional method and show the results for the synthetic data in Fig. 3(a) . The traditional method over-estimates the value of D in the cumulative power function. A more accurate approach is to fit the cumulative distribution with an upper-truncated power law. The best fit of M (r) to the cumulative distribution is shown in Fig. 3(b) . Figure 3(c) compares the results of this fitting method to the results of the traditional method. Fitting the distribution with an upper-truncated power law accurately determines C and D of the power law.
Fitting the Upper-Truncated Power Law to a Data Set
To find the best fit of the upper-truncated power law [Eq. (30)] to a data set, we need to simultaneously solve for the parameters C, D, and r T . It is useful to plot a graph that is expected to yield a straight line so that least-squares fitting can be employed. There are two ways to do this. First, for each object size in the data set, the actual value of the cumulative number, N , is plotted against the cumulative number calculated from the uppertruncated power law, M (r) [ Fig. 4(a) ]. If the data set follows an upper-truncated power law and the parameters are chosen correctly, the resulting graph will be a straight line of slope 1 and intercept 0. Adjusting the parameters of the upper-truncated power law to give the best fit to this straight line will yield the appropriate values for C, D and r T . This procedure emphasizes the largest values of N , and therefore the smallest values of object size, when determining the three parameters. This technique may not place enough emphasis on the largest objects and thus may fail to represent the fall-off. A second method places more emphasis on the largest objects by re-writing the upper-truncated power law as r(N ), where
For each value of N in the data set, the actual object size, r, is plotted against the calculated value r(N ) [Fig. 4(b) ]. This procedure yields a straight line of slope 1 and intercept 0 if the distribution follows an upper truncated power law and if the parameters are correctly chosen. Alternating between these two procedures will converge on the parameters of C, D and r T that yield the best fit of the upper-truncated power law to all values in the data set.
Plotting Binned Data
The value of r chosen as the plotting location for binned data may significantly affect interpretation of the data. For cumulative distributions, each plotted point represents all values of the plotted size or larger. To correctly represent all the objects in the interval, the data should be plotted at the beginning (lower end) of the bin. In contrast, for non-cumulative linearly binned data, plotting the number of objects in a bin at the bin's center is a good approximation as long as the width of the bin is small relative to the object size (see Appendix A.1). For non-cumulative logarithmically binned data, the number of objects in a bin should be plotted at the beginning of the bin (see Appendix A.2). Failure to follow these plotting guidelines may lead to misinterpretation of the data.
COMPARISON TO OTHER METHODS
Several methods have been employed to analyze cumulative number-size distributions that exhibit a fall-off at large object size. Common approaches either ignore the fall-off and fit a power law to the entire distribution, 12 or exclude the largest event sizes where the fall-off is observed and fit a power law to the remaining smaller event sizes. 13, 14 If the fall-off is caused by upper truncation, these two methods over-estimate the fractal dimension of the distribution (see Sec. 5.1).
Methods that account for the fall-off include: fitting different functions to different portions of the same distribution; fitting multiple power laws to different sections of the same distribution; differentiating the cumulative distribution to determine a non-cumulative distribution that is then analyzed; 2,15 and estimating the number of large objects missing from the upper end of the data set. 6, 7 The first two methods suggest that different functions, or different forms of the same function, describe different portions of the distribution. If an upper-truncated power law is found to fit the entire distribution, then this single function provides a simpler interpretation than fitting multiple functions to the data set. The third method, 2,15 differentiating the cumulative distribution, has been shown to yield the same results as fitting an uppertruncated power law directly to the cumulative distribution for forest fire areas in the Australian Capital Territory. 16 To obtain each point in the noncumulative distribution, the cumulative distribution is differentiated over a chosen range of points. The resulting non-cumulative distribution depends on the choice of range. The chosen range sometimes must be adjusted to use fewer points where the data are sparse, such as at large object size. An upper-truncated power law is simpler to apply, as it is fit directly to all the data points in the cumulative distribution and does not require choosing and adjusting a range of points for differentiation. The fourth method 6,7 accounts for the fall-off by estimating the number of objects missing above the upper end of the data set, called the censoring correction, then adding the censoring correction to the cumulative number associated with each object size in the data set. This process is repeated until fall-off is no longer observed in the resulting corrected cumulative distribution. Fitting a power law to this corrected distribution yields a value for D. However, the value for D can be obtained directly by fitting an upper-truncated power law, M (r), to the uncorrected cumulative distribution. These two methods should produce the same results because the term Cr 
CONCLUSIONS
Many cumulative number-size distributions of natural data exhibit fall-off from a power law at large object size. These distributions may be described with a single function, the upper truncated power law [Eq. (30)]. Fitting the upper-truncated power law to a cumulative number-size distribution yields the values C and D of the power law, and thus provides the scaling exponent that describes the data. for linearly binned sizes found by counting to the largest object size in the data set N DLOG (r) cumulative number-size distribution of discrete, logarithmically binned object sizes function equal to the number of objects in the bin.
The proper plotting location we are seeking for linear binning we call r PLIN . We use the symbols r b and r e to represent the small end and large end of a linear bin so ∆r = r e −r b . The number of objects in a bin is the difference between the cumulative number at the beginning of the bin and the cumulative number at the end of the bin, or N (r b ) − N (r e ). We wish to find r PLIN such that n(r PLIN ) = N (r b ) − N (r e ) .
(A.1)
Substituting the appropriate power functions into Eq. (A.1) yields
From Eqs. (14) and (15) A synthetic data set is generated from a power law truncated at rmax = 3 and linearly binned with ∆r = 0.1. This yields the same cumulative distribution as shown in Fig. 3 . Dots on the line representing the cumulative power function, N(r), are located at the center of each occupied data bin (upper line). The spacing between these dots increases for large values of r, indicating that some bins contain no data. For this example, the cumulative number, N (max) DLIN (r), is determined from the power law, N(r) (see Sec. 5.1). For each data bin centered on rc, the cumulative number, N (max) DLIN (r), is plotted at the beginning of the bin. The non-cumulative number within each bin is plotted at the average of the r values in the bin. The parameters of n(r) are obtained by solving Eqs. (14) and (15) using the chosen parameters for N(r). Following these plotting guidelines, the non-cumulative distribution (solid diamonds) is well-represented by the function for n(r) (dashed line).
If the bin width and exponent of the cumulative power function are known, Eq. (A.4) gives the object size for which the non-cumulative function is equal to the number of objects in the bin.
If the cumulative power law is not known, the approximate value of r PLIN can still be found for small (but nonzero) bin width. If we call the center of the bin r c , then r b = r c − 
DLOG (r), is plotted at the beginning of the bin, not at rc. The non-cumulative number for each bin is also plotted at the beginning of each bin since it can be shown that, for logarithmic binning, the number of points within each bin is equal to the value of the associated non-cumulative function at the start of the bin (see Appendix A.2). The parameters of n(r) are obtained by solving Eqs. (24) and (25) using the chosen parameters for N(r). Following these plotting guidelines, the non-cumulative distribution (solid diamonds) is well-represented by the function for n(r) (dashed line).
or, for nonzero bin width (∆r = 0), r PLIN ≈ r c .
(A.7)
When plotting non-cumulative linearly binned data, plotting the number of objects in a bin at the bin's center is a good approximation as long as the width of the bin is small relative to the size of objects in the bin. This approximation is not valid for two cases. First, at small object sizes, the width of the bin may not be small relative to the object size being measured. In this case, the fractional change in object size within a bin may be significant, producing a significant concentration of objects toward the small end of the bin. Second, when there are only a few objects in a bin, their sizes may be scattered about within the bin range and not necessarily have an average size near the bin's center. This may occur for both the largest and smallest objects in the data set. For small objects, the data set may be incomplete. For large objects, there may be only a few objects in the bin (or one object, or none at all). The largest and smallest object sizes should not be considered when fitting a power law to a non-cumulative distribution of data points (see Fig. A.1) .
A.2 Plotting Non-Cumulative Logarithmically Binned Data
For logarithmically binned non-cumulative data, the choice of effective object size for each bin affects the coefficient of the function obtained when a power law is fit to the data. The proper object size to use for plotting logarithmically binned noncumulative data we call r PLOG . We use r c to represent the center of the bin in log space and the symbols r s and r f to represent the small end and large end of a bin. For logarithmic binning, r s = r c 10
and r f = r c 10
) , so we may write r f = r s 10 a . The number of objects in a bin is the difference between the cumulative number at the start of the bin and the cumulative number at the finish of the bin, or N (r s ) − N (r f ). We wish to find the value of r PLOG that makes the non-cumulative function evaluated at r PLOG equal to the number of objects in the bin, so n(r PLOG ) = N (r s ) − N (r f ) . For logarithmic binning, the number of objects in a bin equals the value of the non-cumulative function at the start of the bin (see Fig. A.2 ).
