where the ω j 's are nonzero scalars. Then (i) G j ⊂ G j−1 for all j > 0.
(ii) G j = {0} for some j ≤ N . October 11, 2007 7 
Making an IDR algorithm
The IDR theorem can be used to construct solution algorithms. This is done by constructing residuals r n ∈ G j .
According to the IDR theorem ultimately r n ∈ G M = {0}.
In order to generate residuals and corresponding solution approximations we first look at the basic recursions. October 11, 2007 8 
Krylov methods: basic recursion (1)
A Krylov-type solver produces iterates x n , for which the residuals r n = b − Ax n are in the Krylov spaces
The next residual r n+1 can be generated by
The parameters α, β j determine the specific method and must be such that x n+1 can be computed.
Krylov methods: basic recursion (2)
By using the difference vector
an explicit way to satisfy this requirement is r n+1 = r n − αAr n − b j j=1 γ j ∆r n−j , which leads to the following update for the x estimate: Residuals are computed that are forced to be in the subspaces G j , by application of the IDR-theorem.
The residual r n+1 is in G j+1 if
The main problem is to find v. 
Computation of a new residual (3)
The vector v is a combination of the residuals r l in G j .
Let the space S be the left null space of some N × s matrix P:
Since v is also in S = N (P H ), it must satisfy
Combining these two yields an s × j linear system for the coefficients γ j that (normally) is uniquely solvable if j = s. 
Computation of a new residual (4)
Hence with the residual r n , and a matrix ∆R consisting of the last s residual differences:
Assume r n and all columns of ∆R are in G j , and let r n+1 be calculated as
Now the next ∆R is made by repeating the calculations.
In this way we find s + 1 residuals in G j+1
A few details 1. The first s + 1 residuals, starting with r 0 can be constructed by any Krylov-based iteration, such as a local minimum residual method.
2. In our actual implementation, all steps are identical. However, in calculating the first residual in G j+1 , a new value ω j+1 may be chosen. We choose ω j+1 such that v − ω j+1 Av is minimal.
Basic IDR(s) algorithm.
while r n > T OL or n < M AXIT do for k = 0 to s do Solve c from P H dR n c = P H r n v = r n − dR n c; t = Av;
end if dr n = −dR n c − ωt; dx n = −dX n c + ωv; r n+1 = r n + dr n ; x n+1 = x n + dx n ; n = n + 1; dR n = (dr n−1 · · · dr n−s ); dX n = (dx n−1 · · · dx n−s ); end for end while 
Relation with other methods
Although the approach is different, IDR(s) is closely related to some Bi-CGSTAB methods:
• IDR (1) and Bi-CGSTAB yield the same residuals at the even steps.
• ML(k)BiCGSTAB (Yeung and Chan, 1999) seems closely related to IDR(s), BUT
• IDR(s) is MUCH simpler (both conceptually and its implementation)
• Other, more natural extensions are possible, e.g. to avoid breakdown. October 11, 2007 22
Performance of IDR(s)
The IDR theorem states that -it is possible to generate a sequence of nested subspace G j of shrinking dimension,
-but does not say how fast the dimension shrinks It can be proven that the dimension reduction is (normally) s, 
Numerical experiments
We will present two typical numerical examples
• A 2D Ocean Circulation Problem 
A 2D Ocean Circulation Problem
We compare IDR(s) with Full GMRES, restarted GMRES and Bi-CGSTAB.
This ocean example is representative for a wide class of CFD problems.
We will compare:
• Rate of convergence
• Stagnation level (of the true residual norm) Balance between bottom friction, wind stress and Coriolis force.
• ψ: streamfunction
• r: bottom friction parameter 
Some observations
• Required number of MATVECS decreases if s is increased.
IDR(4) and IDR(6) are close to the optimal convergence curve of full GMRES.
• Convergence curves of IDR (1) and Bi-CGSTAB coincide.
• Stagnation levels of IDR(s) comparable with Bi-CGSTAB.
Boundary conditions
Five of the walls are reflecting, modeled by ∂ p ∂n = 0 , and the remaining wall is sound absorbing,
