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ORBIT EQUIVALENCE OF HIGHER-RANK GRAPHS
TOKE MEIER CARLSEN AND JAMES ROUT
ABSTRACT. We study the notions of continuous orbit equivalence and eventual one-
sided conjugacy of finitely-aligned higher-rank graphs and two-sided conjugacy of row-
finite higher-rank graphs with finitely many vertices and no sinks or sources. We show
that there is a continuous orbit equivalence between two finitely-aligned higher-rank
graphs that preserves the periodicity of boundary paths if and only if the boundary
path groupoids are isomorphic, and characterise continuous orbit equivalence, eventual
one-sided conjugacy, and two-sided conjugacy of higher-rank graphs in terms of the
C∗-algebras and the Kumjian–Pask algebras of the higher-rank graphs.
1. INTRODUCTION
Matsumoto introduced and studied continuous orbit equivalence for irreducible one-
sided shifts of finite type in [16]. He showed that one-sided shifts XA and XB are contin-
uously orbit equivalent for finite irreducible {0,1}-matrices A and B that are not permu-
tations if and only if there is an isomorphism between the corresponding Cuntz–Krieger
algebras OA and OB that preserves the diagonal subalgebra. Brownlowe, Carlsen and
Whittaker extended continuous orbit equivalence to boundary path spaces of arbitrary
directed graphs in [5]. They used groupoid techniques to show that if arbitrary directed
graphs E and F are continuously orbit equivalent, then there is a diagonal-preserving
isomorphism between the corresponding graph C∗-algebras C∗(E) and C∗(F). More-
over, they showed that the converse holds provided that the graphs both satisfy condition
(L).
Arklint, Eilers and Ruiz in [3] and Carlsen and Winger in [11], independently and
using different methods, showed that arbitrary graphs E and F are continuously orbit
equivalent by an equivalence that maps eventually periodic points to eventually periodic
points if and only if there is a diagonal-preserving isomorphism between C∗(E) and
C∗(F). Continuous orbit equivalence has also been characterised in terms of diagonal-
preserving isomorphisms of Leavitt path algebras. This follows from the work of Brown,
Clark and an Huef for row-finite graphs [4] and Carlsen and Rout for arbitrary graphs
[8].
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Matsumoto proved in [17] that if A and B are finite irreducible {0,1}-matrices that
are not permutations matrices, then the one-sided shifts of finite type XA and XB are
eventually conjugate if and only if there is an isomorphism between the Cuntz–Krieger
algebras OA and OB that preserves the diagonal subalgebra and intertwines the gauge
actions of OA and OB. This result was generalised by Carlsen and Rout to arbitrary
graphs in [7], and an analogous result for Leavitt path algebras was proved in [8].
In [7] and [8], diagonal-preserving stable isomorphisms of graph graph C∗-algebras
and Leavitt path algebras was characterised in terms of stable isomorphisms of the cor-
responding boundary path groupoids and it was shown that the two-sided shifts of finite
type of two finite graphs with no sinks and no sources are conjugate if and only if there
is a diagonal-preserving gauge-invariant isomorphism between the stabilised graph C∗-
algebras, and if and only if there is a diagonal-preserving graded isomorphism between
the stabilised Leavitt path algebras.
Higher-rank graphs or k-graphs are combinatorial objects that generalise directed
graphs. These were introduced by Kumjian and Pask in [14] in order to model the
higher-rank Cuntz–Krieger algebras of Robertson and Steger [23]. Kumjian and Pask
originally associated a C∗-algebra C∗(Λ) to a row-finite k-graph Λ without sources.
Raeburn, Sims and Yeend then associated C∗-algebras to larger classes of k-graphs in
[20] and [21]. The largest class is that of finitely-aligned k-graphs. Farthing, Muhly
and Yeend showed that theC∗-algebra of a finitely-aligned k-graph can also be realised
as the groupoid C∗-algebra of the boundary path groupoid GΛ in [13]. The algebraic
analogues of k-graph C∗-algebras are the Kumjian–Pask algebras KP(Λ). These were
introduced for row-finite k-graphs Λ without sources by Aranda Pino, Clark, an Huef
and Raeburn in [2]. Clark and Pangalela recently associated Kumjian–Pask algebras to
finitely-aligned k-graphs in [12]. They showed that KP(Λ) can also be realised as the
Steinberg algebra of the boundary path groupoid GΛ.
The results of this paper. In this paper, we use groupoid methods to study continu-
ous orbit equivalence of finitely-aligned k-graphs (of possibly different rank) as well as
eventually one-sided conjugacy of finitely-aligned k-graphs (of the same rank) and two-
sided conjugacy of row-finite k-graphs (of the same rank) with finitely many vertices
and no sinks or sources.
In Section 3, we characterise continuous orbit equivalence between a finitely-aligned
k1-graph Λ1 and a finitely-aligned k2-graph Λ2 in terms of groupoid isomorphisms of
the boundary path groupoids GΛ1 and GΛ2 . To do this, we recall the periodicity group of
a boundary path and introduce a period-preserving condition for continuous orbit equiv-
alence. We show that Λ1 and Λ2 are continuously orbit equivalent by an equivalence that
is period-preserving if and only if the associated boundary path groupoids GΛ1 and GΛ2
are isomorphic (Proposition 3.8).
We combine this with results about groupoidC∗-algebras in [10] and Steinberg alge-
bras in [8] and [24] to see that Λ1 and Λ2 are continuously orbit equivalence by an equiv-
alence that is period-preserving if and only if C∗(Λ1) and C∗(Λ2) are isomorphic by a
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diagonal-preserving isomorphism if and only if the Kumjian–Pask algebras KP(Λ1) and
KP(Λ2) are isomorphic by a diagonal-preserving ring-isomorphism (Corollary 3.13).
We give examples of k-graphs of different rank that are continuously orbit equivalent
(Example 3.3), and we give an example of 2-graphs whose boundary path spaces are
homeomorphic but not continuously orbit equivalent (Remark 3.15).
In Theorem 4.2, we show that finitely-aligned k-graphs Λ1 and Λ2 are eventually
one-sided conjugate if and only if C∗(Λ1) and C∗(Λ2) are isomorphic by a diagonal-
preserving isomorphism that intertwines the gauge actions if and only if KP(Λ1) and
KP(Λ2) are isomorphic by a diagonal-preserving ring-isomorphism that preserves the
Z
k-grading.
We then use the results of [9] to characterise diagonal-preserving stable isomorphisms
of k-graph C∗-algebras and Kumjian–Pask algebras in terms of stable isomorphisms of
the corresponding boundary path groupoids (Corollary 5.4).
Finally, we show in Theorem 6.1 that the two-sided multi-dimensional shift spaces
associated to row-finite k-graphs Λ1 and Λ2 with finitely many vertices and no sinks
or sources are conjugate if and only if C∗(Λ1) and C∗(Λ2) are stably isomorphic by
a diagonal-preserving isomorphism that intertwines the gauge actions if and only if
KP(Λ1) and KP(Λ2) are stably isomorphic by a diagonal-preserving isomorphism that
preserves the Zk-grading.
2. PRELIMINARIES
For the benefit of the reader, we recall the definitions of higher-rank graphs, their
C∗-algebras and Kumjian–Pask algebras, their boundary path spaces and boundary path
groupoids.
LetN be the set of positive integers together with 0, and let k be a positive integer. We
regard Nk as a semigroup with identity 0. We write n ∈ Nk as n = (n1, . . . ,nk). We use
≤ for the partial order on Nk given by m≤ n if mi ≤ ni for all 1≤ i≤ k. For m,n ∈ Nk,
we write n∨m for their coordinate-wise maximum and n∧m for their coordinate-wise
minimum.
2.1. Higher-rank graphs and their C∗-algebras and Kumjian–Pask algebras. A
higher-rank graph or k-graph is a countable small category Λ := (obj(Λ),mor(Λ),r,s)
together with a functor d :Λ→Nk satisfying the factorisation property: for every λ ∈Λ
and m,n ∈ Nk with d(λ ) = m+ n, there are unique elements µ,ν ∈ Λ with d(µ) = m
and d(ν) = n such that λ = µν . We then write λ (0,m) := µ and λ (m,m+n) = ν .
Example 2.1 ([20, Example 2.2.(ii)]). For k ∈ N and m ∈ (N∪{∞})k, define Ωk,m :=
{(p,q) ∈ Nk ×Nk : p ≤ q ≤ m}. This is a k-graph with Ω0k,m = {p ∈ N
k : p ≤ m},
r(p,q) = p, s(p,q)= q, d(p,q) = q− p and composition defined by (p,q)(q,r)= (p,r).
We write Ωk,∞ for the k-graph Ωk,(∞,...,∞) introduced in [14, Example 1.7 (ii)].
For n ∈ Nk, we define Λn := {λ ∈ Λ : d(λ ) = n}. We regard the elements of Λn as
paths of length n, and the elements of Λ0 as vertices. The uniqueness of the factorisation
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property allows us to identify obj(Λ) with Λ0. For λ ∈ Λ, we refer to r(λ ) as the range
of λ and s(λ ) as the source of λ . For v ∈ Λ0 and E ⊆ Λ, we define vE := {λ ∈ E :
r(λ ) = v} and Ev := {λ ∈ E : s(λ ) = v}, and we define λE := {λ µ : µ ∈ s(λ )E} and
Eλ := {µλ : µ ∈ Er(λ )}. A vertex v ∈ Λ0 is called a source if vΛm = /0 for some
m ∈ Nk, and called a sink if Λmv= /0 for some m ∈ Nk. A k-graph Λ is called row-finite
if for each m ∈ Nk and v ∈ Λ0 the set vΛm is finite.
For λ ,µ ∈ Λ, we say that τ ∈ Λ is a minimal common extension of λ and µ if d(τ) =
d(λ )∨ d(µ) and τ(0,d(λ )) = λ and τ(0,d(µ)) = µ . We write MCE(λ ,µ) for the
collection of all minimal common extensions of λ and µ . We then define Λmin(λ ,µ) :=
{(ρ ,τ) ∈ Λ×Λ : λρ = µτ ∈MCE(λ ,µ)}. A k-graph Λ is called finitely-aligned if for
all λ ,µ ∈ Λ, the set Λmin(λ ,µ) is finite (possibly empty). A set E ⊆ vΛ is said to be
exhaustive if for every λ ∈ vΛ, there exists µ ∈ E such that Λmin(λ ,µ) 6= /0.
We recall the C∗-algebra associated to a finitely-aligned k-graph introduced by Rae-
burn, Sims and Yeend in [21].
Definition 2.2 ([21, Definition 2.5]). Let Λ be a finitely-aligned k-graph. A Cuntz–
Krieger Λ-family is a collection {Sλ : λ ∈ Λ} of partial isometries in a C
∗-algebra A
satisfying
(1) {Sv : v ∈ Λ0} is a collection of mutually orthogonal projections;
(2) SλSµ = Sλ µ whenever s(λ ) = r(µ);
(3) S∗λSµ = ∑(α,β )∈Λmin(λ ,µ) SαS
∗
β for all λ ,µ ∈ Λ; and
(4) ∏λ∈E(Sv−SλS
∗
λ ) = 0 for all v ∈ Λ
0 and finite exhaustive E ⊂ vΛ.
Given a finitely-aligned k-graph Λ, there is aC∗-algebraC∗(Λ) generated by a Cuntz–
Krieger Λ-family {sλ : λ ∈ Λ} which is universal in the following sense: for any
Cuntz–Kriger Λ-family {Sλ : λ ∈ Λ} in a C
∗-algebra A, there is a unique homomor-
phism piS : C∗(Λ) → A such that piS(sλ ) = Sλ for all λ ∈ Λ. By [21, Lemma 2.7],
C∗(Λ) = span{sλ s
∗
µ : λ ,µ ∈ Λ,s(λ ) = s(µ)}. The diagonal subalgebra of C
∗(Λ) is
given by D(Λ) := span{sµs∗µ : µ ∈ Λ}. In this paper, all isomorphisms of k-graph C
∗-
algebras are ∗-isomorphisms. For a finitely-aligned k1-graph Λ1 and a finitely-aligned
k2-graph Λ2, we say that an isomorphism φ :C∗(Λ1)→C∗(Λ2) is diagonal-preserving
if φ(D(Λ1)) = D(Λ2).
We recall the Kumjian–Pask algebra associated to a finitely-aligned k-graph Λ intro-
duced by Clark and Pangalela in [12]. For each λ ∈ Λ\Λ0, we define a ghost path by
a formal symbol λ ∗. For v ∈ Λ0, we define v∗ := v, and extend r and s to the collec-
tion of ghost paths by setting r(λ ∗) := s(λ ) and s(λ ) := r(λ ∗). Composition of ghost
paths is defined by λ ∗µ∗ := (µλ )∗. The factorisation property of Λ induces a similar
factorisation property on the collection of ghost paths.
Definition 2.3 ([12, Definition 3.1]). Let Λ be a finitely-aligned k-graph, and R a com-
mutative ring with unit. A Kumjian–Pask Λ-family {Sλ ,Sµ∗ : λ ,µ ∈ Λ} in an R-algebra
A consists of a function S : Λ∪{µ∗ : µ ∈ Λ\Λ0}→ A satisfying
(1) {Sv : v ∈ Λ0} is a collection of mutually orthogonal idempotents;
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(2) SλSµ = Sλ µ and Sµ∗Sλ ∗ = S(λ µ)∗ whenever s(λ ) = r(µ);
(3) Sλ ∗Sµ = ∑(α,β )∈Λmin(λ ,µ) SαSβ ∗ for all λ ,µ ∈ Λ; and
(4) ∏λ∈E(Sv−SλSλ ∗) = 0 for all v ∈ Λ
0 and finite exhaustive E ⊂ vΛ.
Given a finitely-aligned k-graph and a commutative ring R with unit, there is an R-
algebra KPR(Λ) generated by a Kumjian–Pask Λ-family {sλ ,sµ∗ : λ ,µ ∈ Λ} which is
universal in the following sense: for any Kumjian–PaskΛ-family {Sλ ,Sµ∗ : λ ,µ ∈Λ} in
an R-algebra A, there is a unique R-algebra homomorphism piS : KPR(Λ)→ A such that
piS(sλ ) = Sλ and piS(sµ∗) = Sµ∗ for all λ ,µ ∈ Λ (see [12, Theorem 3.7]). By [12, Propo-
sition 3.3], KPR(Λ) = spanR{sλ sµ∗ : λ ,µ ∈ Λ,s(λ ) = s(µ)}. The diagonal subalgebra
of KPR(Λ) is given by DR(Λ) := spanR{sµsµ∗ : µ ∈ Λ}. In this paper, we will con-
sider both ring-isomorphisms and ∗-algebra-isomorphisms of Kumjian–Pask algebras.
For a finitely-aligned k1-graph Λ1 and a finitely-aligned k2-graph Λ2, we say that an
isomorphism φ : KPR(Λ1)→KPR(Λ2) is diagonal-preserving if φ(DR(Λ1)) =DR(Λ2).
2.2. The boundary path groupoid of a higher-rank graph. A boundary path of a
k-graph Λ is a degree-preserving functor x : Ωk,m → Λ such that for every n ∈ Nk with
n ≤ m and every finite exhaustive subset E ⊂ x(n,n)Λ, there exists λ ∈ E such that
x(n,n+d(λ )) = λ (see [13, Definition 5.10]). We write ∂Λ for the set of all boundary
paths. This is called the boundary path space of Λ. We extend r and d to boundary
paths x : Ωk,m→Λ by setting r(x) := x(0,0) and d(x) :=m. Note that for v∈ Λ0, the set
v∂Λ := {x ∈ ∂Λ : r(x) = v} is nonempty (see [13, Lemma 5.15]). For m ∈ Nk, we let
∂Λ≥m := {x ∈ ∂Λ : d(x)≥m} and we let σmΛ : ∂Λ
≥m → ∂Λ be the shift map defined by
σmΛ (x)(p,q)= x(p+m,q+m) for p,q∈N
k with p≤ q≤ d(x)−m (see [28, Notation 5.1
and Lemma 5.13(1)]). We implicitly assume that x ∈ ∂Λ≥m whenever we write σmΛ (x).
For λ ∈ Λ and x ∈ s(λ )∂Λ, there exists λx ∈ ∂Λ such that x = σd(λ )Λ (λx) and λ =
(λx)(0,d(λ )) (see [26, Proposition 3.0.11]). Define λ∂Λ := {λx : x ∈ s(λ )∂Λ}. We
also write ZΛ(λ ) := λ∂Λ. For a finite nonexhaustive subset G⊆ s(λ )Λ, we define
ZΛ(λ \G) := ZΛ(λ )\
(⋃
ν∈G
ZΛ(λν)
)
.
The sets ZΛ(λ \G) form a basis for a locally compact Hausdorff topology on ∂Λ, and
each ZΛ(λ \G) is compact in this topology.
We recall the boundary path groupoid GΛ of a k-graph Λ as defined in [28, Defini-
tion 4.8] (see also [12, Example 5.2]).
The boundary path groupoid GΛ is given by
GΛ := {(x,m,y) ∈ ∂Λ×Z
k×∂Λ : there exist p,q ∈ Nk such that
p≤ d(x),q≤ d(y), p−q= m and σ pΛ(x) = σ
q
Λ(y)},
with partially-defined product (x1,m1,y1)(y1,m2,y2) 7→ (x1,m1+m2,y2), inverse opera-
tion (x,m,y) 7→ (y,−m,x), and range and source maps r(x,m,y) := x and s(x,m,y) := y.
We identify the boundary path space ∂Λ with the unit space G 0Λ via the map x→ (x,0,x).
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We describe a topology on GΛ making it a locally compact, Hausdorff and ample
groupoid (see [13, Proposition 6.5 and Proposition 6.8]). Write Λ ∗s Λ := {(λ ,µ) ∈
Λ×Λ : s(λ ) = s(µ)}. For (λ ,µ) ∈ Λ∗s Λ and a finite nonexhaustive subsetG⊆ s(λ )Λ,
we write
ZΛ(λ ∗s µ) := {(x,d(λ )−d(µ),y) ∈ GΛ : x ∈ ZΛ(λ ) and y ∈ ZΛ(µ)},
and
ZΛ(λ ∗s µ \G) := ZΛ(λ ∗s µ)\
(⋃
ν∈G
ZΛ(λν ∗s µν)
)
.
The sets ZΛ(λ ∗s µ \G) form a basis for a second-countable, Hausdorff topology on
GΛ, and each ZΛ(λ ∗s µ \G) is a compact open bisection. The relative topology on G 0Λ
agrees with the topology on ∂Λ.
The C∗-algebras of finitely-aligned k-graphs can be realised as the groupoid C∗-
algebras of the boundary path groupoid, and the Kumjian–Pask algebras as the Stein-
berg algebras of the boundary path groupoid. More specifically, if Λ is a finitely-aligned
k-graph, then by [13, Theorem 6.13], there is an isomorphism pi :C∗(Λ)→C∗(GΛ) sat-
isfying pi(sλ ) = 1ZΛ(λ∗ss(λ )) for all λ ∈ Λ. Similarly, if R is a commutative ring with
unit, then by [12, Proposition 5.4] there is an isomorphism piT : KPR(Λ) → AR(GΛ)
such that piT (sλ ) = 1ZΛ(λ∗ss(λ )) and piT (sλ ∗) = 1ZΛ(s(λ )∗sλ ) for λ ∈ Λ. The isomorphism
pi carries D(Λ) to C0(G 0Λ) viewed as a subalgebra of C
∗(GΛ), and likewise the isomor-
phism piT carries DR(Λ) to AR(G 0Λ) viewed as a subalgebra of AR(GΛ). It follows from
results about groupoid C∗-algebras in [10] that the diagonal-preserving isomorphisms
of k-graphC∗-algebras are characterised in terms of isomorphisms of the corresponding
boundary path groupoids. Similarly, it follows from results about Steinberg algebras in
[8] that the ring-isomorphisms and ∗-algebra-isomorphisms of Kumjian–Pask algebras
are also characterised in terms of isomorphisms of the corresponding boundary path
groupoids.
We now describe another basis for the topology on GΛ that will be useful in the proofs
of Lemma 2.5 and Theorem 4.2. For m,n ∈ Nk,U is an open subset of ∂Λ≥m such that
σmΛ is injective on U , and V is an open subset of ∂Λ
≥n such σnΛ is injective on V and
σmΛ (U) = σ
n
Λ(V ), we define
Z(U,m,n,V) := {(x,m−n,y) : x ∈U, y ∈V, σmΛ (x) = σ
n
Λ(y)}.
Lemma 2.4. Let Λ be a finitely-aligned k-graph. The sets Z(U,m,n,V) form a basis for
the topology of GΛ.
Proof. Suppose thatm,n∈Nk,U is an open subset of ∂Λ≥m such that σmΛ is injective on
U , andV is an open subset of ∂Λ≥n such that σnΛ is injective onV and σ
m
Λ (U) = σ
n
Λ(V ).
Define
A= {(λ ,µ,ν,G) :λ ∈ Λ, µ ∈ Λm, ν ∈ Λn, r(λ ) = s(µ) = s(ν),
G is a finite nonexhaustive subset of s(λ )Λ,
ZΛ(µλ ∗s νλ \G)⊆ Z(U,m,n,V)}
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We claim that Z(U,m,n,V) =
⋃
(λ ,µ,ν,G)∈AZΛ(µλ ∗s νλ \G), and is thus open in GΛ.
It is clear that
⋃
(λ ,µ,ν,G)∈AZΛ(µλ ∗s νλ \G) ⊆ Z(U,m,n,V). For the other direc-
tion, let (x,m− n,y) ∈ Z(U,m,n,V). Define µ := x(0,m) and ν = y(0,n), and choose
λ ∈ Λ and a finite nonexhaustive subset G ⊆ s(λ )Λ such that σmΛ (x) = σ
n
Λ(y) ∈ Z(λ \
G) ⊆ σmΛ (U) = σ
n
Λ(V ). Then (x,m−n,y) ∈ ZΛ(µλ ∗s νλ \G) ⊆ Z(U,m,n,V). Hence
Z(U,m,n,V)⊆
⋃
(λ ,µ,ν,G)∈AZΛ(µλ ∗s νλ \G), proving the claim.
Conversely, if (λ ,µ) ∈ Λ∗s Λ and G is a finite nonexhaustive subset of s(λ )Λ, then
ZΛ(λ ∗s µ \G) = Z(ZΛ(λ \G),d(λ ),d(µ),ZΛ(µ \G)), so the sets Z(U,m,n,V) form a
basis for the topology of GΛ. 
The following lemma will be useful for characterising continuous orbit equivalence
in the next section. Fix a total order  on Nk such that m ≤ n implies that m  n. For
example, we could let  be the lexicograpical order. Now, let Λ be a finitely-aligned
k-graph, and define lΛ : GΛ → Nk by
lΛ(x,n,y) =min{l ∈ N
k : l ≥ n and σ lΛ(x) = σ
l−n
Λ (y)},
where the minimum is taken with respect to .
Lemma 2.5. Let Λ be a finitely-aligned k-graph. Then lΛ : GΛ →Nk is continuous.
Proof. Suppose that (xi,ni,yi)i∈N→ (x,n,y) in GΛ. We will first show that l(xi,ni,yi)
l(x,n,y) for large i. Choose p≥ l(x,n,y), an open subsetU of ∂Λ≥p, and an open subset
V of ∂Λ≥p−n such that (x,n,y) ∈ Z(U, p, p−n,V). Then (xi,ni,yi) ∈ Z(U, p, p−n,V )
for large i. Let q= p− l(x,n,y). Then
σ
q
Λ(σ
l(x,n,y)
Λ (xi)) = σ
p
Λ(xi) = σ
p−n
Λ (yi) = σ
q
Λ(σ
l(x,n,y)−n
Λ (yi))
for large i. Since σqΛ is a local homeomorphism and
lim
i→∞
σ
l(x,n,y)
Λ (xi) = σ
l(x,n,y)
Λ (x) = σ
l(x,n,y)−n
Λ (y) = limi→∞
σ
l(x,n,y)−n
Λ (yi),
it follows that σ l(x,n,y)Λ (xi) = σ
l(x,n,y)−n
Λ (yi) for large i, so l(xi,ni,yi) l(x,n,y) for large
i. We now show that limi→∞ l(xi,ni,yi) = l(x,n,y). Since there are only finitely many
l ∈Nk for which l  l(x,n,y), it suffices to show that if l(xi,ni,yi) = l for infinitely many
i, then l(x,n,y) l. So suppose l(xi,ni,yi) = l for infinitely many i. Since limi→∞ni = n,
it follows that l ≥ n. Furthermore, since σ lΛ(xi) = σ
l−ni
Λ (yi) for infinitely many i, and
limi→∞ xi = x, limi→∞ni = n, and limi→∞ yi = y, we see that σ lΛ(x) = σ
l−n
Λ (y). Hence
l(x,n,y) l as desired. 
3. CONTINUOUS ORBIT EQUIVALENCE
In this section, we introduce the notion of continuous orbit equivalence of finitely-
aligned k-graphs, and characterise continuous orbit equivalence of k-graphs in terms
of isomorphisms of boundary path groupoids. We then use results of [8] and [10] to
characterise continuous orbit equivalence of k-graphs in terms of diagonal-preserving
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isomorphisms of k-graph C∗-algebras and also in terms of diagonal-preserving ring-
isomorphisms and ∗-algebra-isomorphisms of Kumjian–Pask algebras.
Definition 3.1. Let Λ be a finitely-aligned k-graph. The orbit of x ∈ ∂Λ is given by
orbΛ(x) :=
⋃
n∈Nk
⋃
m≤d(x)
(σnΛ)
−1({σmΛ (x)}).
Let k1,k2 ∈ N, and let Λ1 be a finitely-aligned k1-graph and Λ2 a finitely-aligned k2-
graph. An orbit equivalence between Λ1 and Λ2 is a homeomorphism h : ∂Λ1 → ∂Λ2
such that h(orbΛ1(x1)) = orbΛ2(h(x1)) for all x1 ∈ ∂Λ1.
Suppose that h : ∂Λ1 → ∂Λ2 is an orbit equivalence. For m1 ∈ Nk1 and x1 ∈ ∂Λ
≥m1
1 ,
we have that h(σm1Λ1 (x1)) ∈ orbΛ2(h(x1)), so there are fm1(x1), gm1(x1) ∈ N
k1 such that
σ
fm1(x1)
Λ2
(h(σm1Λ1 (x1))) = σ
gm1 (x1)
Λ2
(h(x1)). (3.1)
Similarly, for m2 ∈ Nk2 and x2 ∈ ∂Λ
≥m2
2 , we have that h
−1(σm2Λ2 (x2)) ∈ orbΛ1(h
−1(x2)),
so there are im2(x2), jm2(x2) ∈ N
k2 such that
σ
im2(x2)
Λ1
(h−1(σm2Λ2 (x2))) = σ
jm2 (x2)
Λ1
(h−1(x2)). (3.2)
Definition 3.2. If fm1(x1), gm1(x1), im2(x2), jm2(x2) can be chosen such that fm1, gm1 :
∂Λ≥m11 → N
k1 and im2, jm2 : ∂Λ
≥m2
2 → N
k2 are continuous for all m1 ∈ Nk1 and all
m2 ∈ N
k2 , and such that
gm1+n1(x1)− fm1+n1(x1) = gm1(x1)− fm1(x1)+gn1(σ
m1
Λ1
(x1))− fn1(σ
m1
Λ1
(x1)) (3.3)
for m1, n1 ∈ Nk1 and x1 ∈ ∂Λ
≥m1+n1
1 , and
jm2+n2(x2)− im2+n2(x2) = jm2(x2)− im2(x2)+ jn2(σ
m2
Λ2
(x2))− in2(σ
m2
Λ2
(x2)) (3.4)
for n1,n2 ∈Nk2 and x2 ∈ ∂Λ
≥n1+n2
2 , then we say that h is a continuous orbit equivalence,
that Λ1 and Λ2 are continuously orbit equivalent, and that the family
{ fm1, gm1 , im2, jm2 : m1 ∈ N
k1, m2 ∈ N
k2}
is a family of continuous cocycles for h.
Example 3.3. Let k1,k2 ∈ N and let Λ1 := Ωk1,∞ and Λ2 := Ωk2,∞. Note that the range
maps ri : ∂Λi → Nki are bijections for i = 1,2. If φ : Nk1 → Nk2 is a bijection, then
there is a homeomorphism h : ∂Λ1 → ∂Λ2 such that r2 ◦ h = φ ◦ r1. We claim that h is
a continuous orbit equivalence with family of continuous cocycles given by fm1(x1) :=
φ(r1(x1)) and gm1(x1) := φ(r1(x1)+m1) for m1 ∈ N
k1 and x1 ∈ ∂Λ
≥m1
1 , and im2(x2) :=
φ−1(r2(x2)) and jm2(x2) := φ
−1(r2(x2)+m2) for m2 ∈ Nk2 and x2 ∈ ∂Λ
≥m2
2 .
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To check the claim, first note that ri(σ
mi
Λi
(xi)) = ri(xi)+mi for i∈ {1,2},mi ∈Nki and
xi ∈ ∂Λ
≥mi
i . Using this at the first and fifth equalities, we calculate
r2(σ
φ(r1(x1)+m1)
Λ2
(h(x1))) = φ(r1(x1)+m1)+ r2(h(x1)) = φ(r1(x1)+m1)+φ(r1(x1))
= φ(r1(σ
m1
Λ1
(x1)))+φ(r1(x1)) = r2(h(σ
m1
Λ2
(x1)))+φ(r1(x1))
= r2(σ
φ(r1(x1))
Λ2
(h(σm1Λ1 (x1))),
so (3.1) is satisfied since r2 is bijective. A similar calculation shows that (3.2) is satis-
fied. Straightforward calculations show that (3.3) and (3.4) are also satisfied.
It follows from [14, Example 1.7 (ii)] that C∗(Ωki,∞)
∼= C∗(Ωk2,∞) and D(Ωk1,∞)
∼=
D(Ωk2,∞).
Since we aim to characterise continuous orbit equivalence for arbitrary finitely-aligned
higher-rank graphs, we need to consider the periodicity of boundary paths.
Definition 3.4. Let Λ be a finitely-aligned k-graph and let x ∈ ∂Λ. We define the peri-
odicity group Per(x) of x by
Per(x) := {m−n ∈ Zk : m,n ∈ Nk and σmΛ (x) = σ
n
Λ(x)}.
Similarly, we define the inner-peridocity group IP(x) of x by
IP(x) := {m−n ∈ Zk : m,n ∈ Nk and there is an open neighbourhoodU of x
such that σmΛ (y) = σ
n
Λ(y) for all y ∈U}.
Remark 3.5. We denote by Iso(GΛ) := {η ∈ GΛ : s(η) = r(η)} the isotropy groupoid
of GΛ and by Iso(GΛ)◦ its interior. It is not hard to check that Iso(GΛ) = {(x,n,x) : x ∈
∂Λ and n ∈ Per(x)} and Iso(GΛ)◦ = {(x,n,x) : x ∈ ∂Λ and n ∈ IP(x)}.
The following definition describes when a continuous orbit equivalence preserves the
periodicity of boundary paths. This definition will become clear in light of Lemma 3.10.
Definition 3.6. If h : ∂Λ1 → ∂Λ2 is a continuous orbit equivalence with a family of
continuous cocycles { fm1, gm1, im2, jm2 : m1 ∈ N
k1, m2 ∈ N
k2} satisfying
{gm1(x1)− fm1(x1)−gn1(x1)+ fn1(x1) : m1−n1 ∈ Per(x1)}= Per(h(x1)) (3.5)
for every x1 ∈ ∂Λ1, and
{ jm2(x2)− im2(x2)− jn2(x2)+ in2(x2) : m2−n2 ∈ Per(x2)}= Per(h
−1(x2)) (3.6)
for every x2 ∈ ∂Λ2, then we say that h is period-preserving.
We will see that the following type of continuous orbit equivalence is characterised by
diagonal-preserving graded isomorphisms of Kumjian–Pask algebras which motivates
the terminology.
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Definition 3.7. Let Γ be a discrete group and let η1 : Λ1 → Γ and η2 : Λ2 → Γ be
functors. We say that a continuous orbit equivalence h : ∂Λ1 → ∂Λ2 is Γ-graded if
there is a family of continuous cocycles { fm1, gm1, im2, jm2 : m1 ∈ N
k1, m2 ∈ N
k2} for
h such that
η1(x1(0,m1)) = η2(h(x1)(0,gm1(x1)))η2(h(σ
m1
Λ1
(x1))(0, fm1(x1)))
−1, (3.7)
for every m1 ∈ Nk1 and every x1 ∈ ∂Λ
≥m1
1 , and
η2(x2(0,m2)) = η1(h
−1(x2)(0, jm2(x2)))η1(h
−1(σm2Λ2 (x2))(0, im2(x2)))
−1, (3.8)
for every m2 ∈ Nk2 and every x2 ∈ ∂Λ
≥m2
2 .
We now state the main result of this section. If Γ is a discrete group and η : Λ → Γ
is a functor, then we denote by cη the continuous cocycle cη : GΛ → Γ defined by
cη(µx,d(µ)−d(ν),νx) = η(µ)η(ν)
−1.
Proposition 3.8. Let Γ be a discrete group, Λ1 a finitely-aligned k1-graph, Λ2 a finitely-
aligned k2-graph, η1 : Λ1 → Γ and η2 : Λ2→ Γ functors, and h : ∂Λ1 → ∂Λ2 a homeo-
morphism. The following are equivalent.
(1) There is an isomorphism φ : GΛ1 → GΛ2 such that cη2 ◦φ = cη1 and φ(x1,0,x1)=
(h(x1),0,h(x1)) for all x1 ∈ ∂Λ1.
(2) The homeomorphism h is a Γ-graded, period-preserving continuous orbit equiv-
alence.
(3) The homeomorphism h is a Γ-graded continuous orbit equivalence with a family
of continuous cocycles { fm1, gm1, im2, jm2 : m1 ∈ N
k1 , m2 ∈ N
k2} satisfying
{gm1(x1)− fm1(x1)−gm2(x1)+ fm2(x1) : m1−m2 ∈ IP(x1)}= IP(h(x1)) (3.9)
for every x1 ∈ ∂Λ1, and
{ jn1(x2)− in1(x2)− jn2(x2)+ in2(x2) : n1−n2 ∈ IP(x2)}= IP(h
−1(x2)) (3.10)
for every x2 ∈ ∂Λ2.
To prove Proposition 3.8 we need two lemmas but first we give a corollary. A finitely-
aligned k-graph is called aperiodic if for each v ∈ Λ0, there exists a boundary path x ∈
v∂Λ such that for all λ ,µ ∈ ∂Λv, λ 6= µ implies that λx 6= µx. By [12, Proposition 6.3],
Λ is aperiodic if and only if GΛ is topologically principal in the sense that the set of units
x ∈ G 0 such that {η ∈ Iso(GΛ) : s(η) = x}= {(x,0,x)} is dense in G 0.
Corollary 3.9. If Λ1 and Λ2 are aperiodic finitely-aligned higher-rank graphs, then any
continuous orbit equivalence h : ∂ Λ1 → ∂ Λ2 is period-preserving.
Proof. Let i ∈ {1,2} and xi ∈ ∂Λi. By Remark 3.5 we have {η ∈ Iso(GΛi)
◦ : s(η) =
xi} = {(xi,ni,xi) : ni ∈ IP(xi)}. Since GΛi is topologically principal it follows that
IP(xi) = {0}. So (3.9) and (3.10) are satisfied trivially. The result now follows from
(3) =⇒ (2) of Proposition 3.8 
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Lemma 3.10. Let Λ1 be a finitely-aligned k1-graph and Λ2 a finitely-aligned k2-graph,
and suppose h : ∂Λ1 → ∂Λ2 is a continuous orbit equivalence which has a family of
continuous cocycles { fm1, gm1, im2, jm2 : m1 ∈ N
k1 , m2 ∈ N
k2}. There is a continuous
groupoid homomorphism φ : GΛ1 → GΛ2 such that
φ(x1, l1,y1) = (h(x1),gm1(x1)− fm1(x1)−gn1(y1)+ fn1(y1),h(y1)) (3.11)
for m1,n1 ∈ N
k1 , m1−n1 = l1, x1 ∈ ∂Λ
≥m1
1 , y1 ∈ ∂Λ
≥n1
1 , and σ
m1
Λ1
(x1) = σ
n1
Λ1
(y1).
Proof. If m1,n1 ∈Nk1 , x1 ∈ ∂Λ
≥m1
1 , y1 ∈ ∂Λ
≥n1
1 , σ
m1
Λ1
(x1) = σ
n1
Λ1
(y1), then using (3.1) at
the first and third equalities, we calculate
σ
fn1(y1)+gm1(x1)
Λ2
(h(x1)) = σ
fn1(y1)+ fm1 (x1)
Λ2
(h(σm1Λ1 (x1))
= σ
fm1(x1)+ fn1 (y1)
Λ2
(h(σn1Λ1(y1))) = σ
fm1(x1)+gn1 (y1)
Λ2
(h(y1)).
Hence (h(x1),gm1(x1)− fm1(x1)−gn1(y1)+ fn1(y1),h(y1)) ∈ GΛ2 .
We claim that if x1,y1 ∈ ∂Λ1, m1,n1,m′1,n
′
1 ∈ N
k1 , σm1Λ1 (x1) = σ
n1
Λ1
(y1), σ
m′1
Λ1
(x1) =
σ
n′1
Λ1
(y1), and m1−n1 = m′1−n
′
1, then
gm1(x1)− fm1(x1)−gn1(y1)+ fn1(y1) = gm′1(x1)− fm
′
1
(x1)−gn′1(y1)+ fn
′
1
(y1).
To prove the claim, write pm := gm− fm for m ∈ Nk1 . By (3.3), we have that
pm1+n′1
(x1)− pn1+n′1(y1) = pm1(x1)+ pn
′
1
(σm1Λ1 (x1))− pn1(y1)− pn′1(σ
n1
Λ1
(y1))
= pm1(x1)− pn1(y1).
Similarly, pm′1+n1(x1)− pn′1+n1(y1) = pm′1(x1)− pn′1(y1), so
pm1(x1)− pn1(y1) = pm1+n′1(x1)− pn1+n
′
1
(y1)
= pm′1+n1(x1)− pn
′
1+n1
(y1) = pm′1(x1)− pn
′
1
(y1),
proving the claim. Thus, there is a well-defined map φ : GΛ1 → GΛ2 such that (3.11)
holds for m1,n1 ∈ Nk1 , m1−n1 = l1, x1 ∈ ∂Λ
≥m1
1 , y1 ∈ ∂Λ
≥n1
1 , σ
m1
Λ1
(x1) = σ
n1
Λ1
(y1). It is
straight-forward to check that φ is a continuous groupoid homomorphism. 
Lemma 3.11. Let Λ1 be a finitely-aligned k1-graph and Λ2 a finitely-aligned k2-graph,
and suppose h : ∂Λ1 → ∂Λ2 is a continuous orbit equivalence which has a family of
continuous cocycles { fm1, gm1, im2, jm2 : m1 ∈ N
k1, m2 ∈ N
k2}. For each x1 ∈ ∂Λ1,
there is a group homomorphism φPer(x1) : Per(x1)→ Per(h(x1)) such that
φPer(x1)(m1−n1) = gm1(x1)− fm1(x1)−gn1(x1)+ fn1(x1) (3.12)
for m1− n1 ∈ Per(x1). Moreover, φPer(x1) restricts to a group homomorphism φIP(x1) :
IP(x1)→ IP(h(x1)).
If (3.5) holds, then φPer(x1) is surjective, and if in addition (3.6) holds for x2 = h(x1),
then φPer(x1) is an isomorphism.
If (3.9) holds, then φIP(x1) is surjective, and if in addition (3.10) holds for x2 = h(x1),
then φIP(x1) is an isomorphism.
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Proof. Fix x1 ∈ ∂Λ1. Since Per(x1) = {n1 ∈ Zk1 : (x1,n1,x1) ∈ GΛ1} and Per(h(x1)) =
{n2 ∈ Z
k2 : (h(x1),n2,h(x1)) ∈ GΛ2}, it follows from Lemma 3.10 that there is a group
homomorphism φPer(x1) : Per(x1)→ Per(h(x1)) satisfying (3.12) for m1−n1 ∈ Per(x1).
Suppose m1−n1 ∈ IP(x1). Then there is an open neighbourhood U1 of x1 such that
σm1Λ1 (y1) = σ
n1
Λ1
(y1) for all y1 ∈U1. Choose an open neighbourhood U ′1 of x1 such that
U ′1⊆U1, fm1(y1)= fm1(x1), gm1(y1) = gm1(x1), fn1(y1) = fn1(x1), and gn1(y1) = gn1(x1)
for every y1 ∈U ′1. Choose l2 ∈ N
k2 such that m2 := gm1(x1)− fm1(x1)+ l2 ∈ N
k2 and
n2 := gn1(x1)− fn1(x1)+ l2 ∈ N
k2 . Then h(U ′1) is an open neighbourhood of h(x1) and
σm2Λ2 (x2) = σ
l2
Λ2
(h(σm1Λ1 (h
−1(x2)))) = σ
l2
Λ2
(h(σn1Λ1(h
−1(x2)))) = σ
n2
Λ2
(x2)
for every x2 ∈ h(U ′1). This shows that φPer(x1)(m1− n1) = m2− n2 ∈ IP(h(x1)). Thus,
φPer(x1) restricts to a group homomorphism φIP(x1) : IP(x1)→ IP(h(x1)).
It is clear that if (3.5) holds, then φPer(x1) is surjective. If in addition (3.6) holds for
x2 = h(x1), then we have a surjective group homomorphism φ ′Per(h(x1)) : Per(h(x1))→
Per(x1). It follows that the rank of Per(x1) is equal to the rank of Per(h(x1)). Since
Per(h(x1)) is a free abelian group, it follows that φPer(x1) : Per(x1)→ Per(h(x1)) is an
isomorphism.
It is clear that if (3.9) holds, then φIP(x1) is surjective. If in addition (3.10) holds for
x2 = h(x1), then a similar argument to the one in the previous paragraph shows that
φIP(x1) is an isomorphism. 
For a finitely-aligned k-graph Λ, we denote by cΛ the continuous cocycle cΛ : GΛ →
Z
k defined by cΛ(x,m,y) = m.
Proof of Proposition 3.8. (1) =⇒ (2) and (3): Suppose φ : GΛ1 → GΛ2 is an isomor-
phism such that cη2 ◦φ = cη1 and φ(x1,0,x1) = (h(x1),0,h(x1)) for all x1 ∈ ∂Λ1. Recall
the continuous function lΛ of Lemma 2.5. For m1 ∈ Nk1 , we define gm1 : ∂Λ
≥m1
1 → N
k1
by
gm1(x1) := lΛ2(φ(x1,m1,σ
m1
Λ1
(x1)))
and fm1 : ∂Λ
≥m1
1 →N
k1 by
fm1(x1) := lΛ2(φ(x1,m1,σ
m1
Λ1
(x1)))− cΛ2(φ(x1,m1,σ
m1
Λ1
(x1))).
It follows from the continuity of lΛ1 , φ and cΛ2 that fm1 and gm1 are continuous. Simi-
larly, for m2 ∈ Nk2 , we define jm2 : ∂Λ
≥m2
2 → N
k2 by
jm2(x2) := lΛ1(φ
−1(x2,m2,σ
m2
Λ2
(x2)))
and im2 : ∂Λ
≥m2
2 → N
k2 by
im2(x2) := lΛ1(φ
−1(x2,m2,σ
m2
Λ2
(x2)))− cΛ1(φ
−1(x2,m2,σ
m2
Λ2
(x2))).
It follows from the continuity of lΛ2 , φ
−1 and cΛ1 that im2 and jm2 are continuous.
We check that fm1(x1) and gm1(x1) satisfy (3.1) for m1 ∈ N
k and x1 ∈ ∂Λ
≥m1
1 . Write
l := lΛ2(φ(x1,m1,σ
m1
Λ1
(x1))) and c := cΛ2(φ(x1,m1,σ
m1
Λ1
(x1))). We have φ(x1,0,x1) =
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(h(x1),0,h(x1)), so it follows that (h(x1),c,h(σ
m1
Λ1
(x1))) = φ(x1,m1,σ
m1
Λ1
(x1))) ∈ GΛ2 .
Thus
σ
gm1 (x1)
Λ2
(h(x1)) = σ
l
Λ2
(h(x1)) = σ
l−c
Λ2
(h(σm1Λ1 (x1))) = σ
fm1(x1)
Λ2
(h(σm1Λ1 (x1))).
We check that (3.3) is satisfied for m1,n1 ∈ Nk and x1 ∈ ∂Λ
≥m1+n1
1 . We calculate
gm1+n1(x1)− fm1+n1(x1) = cΛ2(φ(x1,m1+n1,σ
m1+n1
Λ1
(x1)))
= cΛ2(φ(x1,m1,σ
m1
Λ1
(x1)))+ cΛ2(φ(σ
m1
Λ1
(x1),n1,σ
m1+n1
Λ1
(x1)))
= gm1(x1)− fm1(x1)+gn1(σ
m1
Λ1
(x1))− fn1(σ
m1
Λ1
(x1)).
We check that (3.5) is satisfied for x1 ∈ ∂Λ1. If m1−n1 ∈ Per(x1), then
gm1(x1)− fm1(x1)−gm1(x1)+ fn1(x1)
=cΛ2(φ(x1,m1,σ
m1
Λ1
(x1)))− cΛ2(φ(x1,n1,σ
n1
Λ1
(x1)))
=cΛ2(φ(x1,m1−n1,x1)).
Since φ(x1,0,x1)= (h(x1),0,h(x1)), it follows that cΛ2(φ(x1,m1−n1,x1))∈ Per(h(x1)).
For the other containment, suppose that m2− n2 ∈ Per(h(x1)). Since φ is an isomor-
phism with φ(x1,0,x1) = (h(x1),0,h(x1)), it follows that there exists m1−n1 ∈ Per(x1)
such that m2−n2 = cΛ2(φ(x1,m1−n1,x1)), so (3.5) holds. A similar argument shows
that (3.9) also holds.
We check that (3.7) is satisfied for x1 ∈ ∂Λ1 and m1 ∈ Nk. Let l and c be as in
the second paragraph. Using cη2 ◦ φ = cη1 and σ
l
Λ2
(h(x1)) = σ
l−c
Λ2
(h(σm1Λ1 (x1))) at the
second equality, we calculate
η1(x1(0,m1)) = cη1(x1,m1,σ
m1
Λ1
(x1))
= cη2(h(x1), l− (l− c),h(σ
m1
Λ1
(x1)))
= η2(h(x1)(0, l))η2(h(σ
m1
Λ1
(x1))(0, l− c))
−1
= η2(h(x1)(0,gm1(x1)))η2(h(σ
m1
Λ1
(x1))(0, fm1(x1)))
−1.
Similar calculations show that im2 and jm2 satisfy (3.2), (3.4), (3.6), (3.8), and (3.10).
(2) =⇒ (1): Suppose { fm,gm, in, jn : m ∈ Nk1 , n ∈ Nk2} is a family of continuous
cocycles for h such that (3.5), (3.6), (3.7), and (3.8) hold. By Lemma 3.10 there is a
continuous groupoid homomorphism φ : GΛ1 → GΛ2 such that
φ(x1, l1,y1) = (h(x1),gm1(x1)− fm1(x1)−gn1(y1)+ fn1(y1),h(y1)),
for m1,n1 ∈ Nk1 , x1 ∈ ∂Λ
≥m1
1 , y1 ∈ ∂Λ
≥n1
1 , σ
m1
Λ1
(x1) = σ
n1
Λ1
(y1), and m1− n1 = l1. We
will show that φ is bijective, and thus an isomorphism.
To see that φ is injective, fix (x1, l1,y1),(x′1, l
′
1,y
′
1) ∈ GΛ1 such that φ(x1, l1,y1) =
φ(x′1, l
′
1,y
′
1). Since h is a homeomorphism, it follows that x1 = x
′
1 and y1 = y
′
1. It remains
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to show that l1 = l′1. Observe that
φ(x1, l1− l
′
1,x1) = φ(x1, l1,y1)φ(x
′
1, l
′
1,y
′
1)
−1
= φ(x1, l1,y1)φ(x1, l1,y1)
−1 = (h(x1),0,h(x1)).
Let φPer(x1) be the group homomorphism from Per(x1) to Per(h(x1)) constructed in
Lemma 3.11. By the definitions of φ and φPer(x1), we have that
(h(x1),φPer(x1)(l1− l
′
1),h(x1)) = φ(x1, l1− l
′
1,x1) = (h(x1),0,h(x1)).
Since φPer(x1) is an isomorphism, we conclude that l1− l
′
1 = 0, and thus that (x1, l1,y1) =
(x′1, l
′
1,y
′
1), showing that φ is injective.
To see that φ is surjective, fix (x2, l2,y2)∈ GΛ2 . Denote by φ
′ the continuous groupoid
homomorphism obtained by applying Lemma 3.10 to h−1 : ∂Λ2 → ∂Λ1 and the family
{im2, jm2, fm1, gm1 : m2 ∈ N
k2 , m1 ∈ N
k1}. Then φ(φ ′(x2, l2,y2)) = (x2, l′2,y2) for some
l′2 ∈ Z
k2 . Let φPer(h−1(x2)) be the group homomorphism from Per(h
−1(x2)) to Per(x2)
constructed in Lemma 3.11. Since φPer(h−1(x2)) is an isomorphism, it follows that there
is an l1 ∈ Per(h−1(x2)) such that φPer(h−1(x2))(l1) = l2− l
′
2. We then have that
φ
(
(h−1(x2), l1,h
−1(x2))φ
′(x2, l2,y2)
)
= (x2,φPer(h−1(x2))(l1),x2)φ(φ
′(x2, l2,y2))
= (x2, l2− l
′
2,x2)(x2, l
′
2,y2) = (x2, l2,y2),
showing that φ is surjective.
Since φPer(x) is a group isomorphism, we have that φ(x,0,x) = (h(x),0,h(x)) for x ∈
∂Λ1. Finally, we check that cη2 ◦φ = cη1 . Fix (x, l,y) ∈ GΛ1 with l = m−n. Using the
factorisation property at the third equality and (3.7) at the fourth, we calculate
cη2(φ(x, l,y)) = cη2(h(x),gm(x)− fm(x)−gn(y)+ fn(y),h(y))
= η2(h(x)(0,gm(x)+ fm(x)))η2(h(y)(0,gn(y)+ fm(y)))
−1
= η2(h(x)(0,gm(x))h(x)(0, fn(x)))η2(h(y)(0,gn(y))h(y)(0, fm(y)))
−1
= η1(x(0,m))η1(y(0,n))
−1 = cη1(x, l,y).
(3) =⇒ (1): Suppose { fm,gm, in, jn : m ∈ Nk1 , n ∈ Nk2} is a family of continuous
cocycles for h such that (3.7), (3.8), (3.9), and (3.10) hold. Let φ : GΛ1 → GΛ2 be the
continuous groupoid homomorphism obtained by Lemma 3.10. We aim to show that φ
is bijective.
To see that φ is injective, fix (x1, l1,y1),(x′1, l
′
1,y
′
1) ∈ GΛ1 such that φ(x1, l1,y1) =
φ(x′1, l
′
1,y
′
1). Since h is a homeomorphism, it follows that x1 = x
′
1 and y1 = y
′
1. It re-
mains to show that l1 = l′1. We begin by noting that as in the proof of (2) =⇒ (1),
φ(x1, l1− l
′
1,x1) = (h(x1),0,h(x1)). Since GΛ2 is étale, its unit space G
0
Λ2
is open in
GΛ2 , and therefore contained in Iso(GΛ2)
◦, the interior of the isotropy groupoid. Since φ
is a continuous groupoid homomorphism and h is a homeomorphism, it follows that
φ−1(Iso(GΛ2)) ⊆ Iso(GΛ1) and φ
−1(Iso(GΛ2)
◦) ⊆ Iso(GΛ1)
◦. In particular, (x1, l1 −
l′1,x1) = φ
−1(h(x1),0,h(x1)) ∈ Iso(GΛ1)
◦, so l1− l′1 ∈ IP(x1) by Remark 3.5. Let φIP(x1)
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be the group homomorphism from IP(x1) to IP(h(x1)) constructed in Lemma 3.11. By
the definitions of φ and φIP(x1), we have that
(h(x1),φIP(x1)(l1− l
′
1),h(x1)) = φ(x1, l1− l
′
1,x1) = φ(h(x1),0,h(x1)).
Since φIP(x1) is an isomorphism, we conclude that l1 = l
′
1, showing that φ is injective.
To see that φ is surjective, fix (x2, l2,y2)∈ GΛ2 . Denote by φ
′ the continuous groupoid
homomorphism obtained by applying Lemma 3.10 to h−1 : ∂Λ2 → ∂Λ1 and the family
{im2, jm2, fm1, gm1 : m2 ∈ N
k2 , m1 ∈ N
k1}. Then φ(φ ′(x2, l2,y2)) = (x2, l′2,y2) for some
l′2 ∈Z
k2 , and φ(φ ′(x2, l2,y2))(y2,−l2,x2)= (x2, l′2−l2,x2)∈ Iso(GΛ2). Since (x2, l2,y2)∈
GΛ2 is fixed, we have that φ(φ
′(ζ ))ζ−1 ∈ Iso(GΛ2) for every ζ ∈ GΛ2 . Now, we claim
that (x2, l′2− l2,x2) ∈ Iso(GΛ2)
◦. Since GΛ2 is étale, it follows from the continuity of
φ and φ ′ that there is an open bisection A ⊆ GΛ2 that contains (x2, l2,y2) such that
φ(φ ′(ζ ))ζ−1 = (r(ζ ), l′2− l2,r(ζ )) for every ζ ∈ A. Since {φ(φ
′(ζ ))ζ−1 : ζ ∈ A} is
an open subset of Iso(GΛ2), it follows that (x2, l
′
2− l2,x2) ∈ Iso(GΛ2)
◦. Hence l′2− l2 ∈
IP(x2) by Remark 3.5. Let φIP(h−1(x2)) be the group homomorphism from IP(h
−1(x2)) to
IP(x2) constructed in Lemma 3.11. Since φIP(h−1(x2)) is an isomorphism, it follows that
there is an l1 ∈ IP(h−1(x2)) such that φIP(h−1(x2))(l1) = l2− l
′
2. We then have that
φ
(
(h−1(x2), l1,h
−1(x2))φ
′(x2, l2,y2)
)
= (x2,φIP(h−1(x2))(l1),x2)φ(φ
′(x2, l2,y2))
= (x2, l2− l
′
2,x2)(x2, l
′
2,y2) = (x2, l2,y2),
showing that φ is surjective.
As in the last paragraph of the proof of (2) =⇒ (1), φ(x,0,x) = (h(x),0,h(x)) for
x ∈ ∂Λ1 and cη2 ◦φ = cη1 . 
We now apply results about groupoid C∗-algebras [10] and Steinberg algebras [8] to
obtain the following two corollaries. For a discrete group Γ and a functor η : Λ → Γ,
we denote by δη : C∗(Λ)→ C∗(Λ)⊗C∗(Γ) the unique coaction satisfying δη(sλ ) =
sλ ⊗η(λ ) for λ ∈ Λ.
Corollary 3.12. Let Γ be a discrete group and let R be a reduced indecomposable
commutative ring with unit. Let Λ1 be a finitely-aligned k1-graph, Λ2 a finitely-aligned
k2-graph, and let η1 :Λ1→Γ and η2 :Λ2→Γ be functors. The following are equivalent.
(1) There is an isomorphism φ : GΛ1 → GΛ2 such that cη2 ◦φ = cη1 .
(2) There is a diagonal-preserving isomorphism ψ : C∗(Λ1)→ C∗(Λ2) such that
δη2(ψ(a)) = (ψ⊗ Id)(δη1(a)) for a ∈C
∗(Λ).
(3) There is a Γ-graded diagonal-preserving ring-isomorphism from KPR(Λ1) onto
KPR(Λ2).
(4) There is a Γ-graded diagonal-preserving ∗-algebra-isomorphism fromKPR(Λ1)
onto KPR(Λ2).
(5) There is a Γ-graded, period-preserving, continuous orbit equivalence h : ∂Λ1→
∂Λ2.
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Proof. The equivalence of (1) and (5) follows from Proposition 3.8. For i = 1,2 and
x∈ ∂Λi, the isotropy group (GΛi)
x
x is either trivial or isomorphic to Z
ki , so (1) and (2) are
equivalent by [10, Theorem 6.2], and (1), (3), and (4) are equivalent by [24, Proposition
2.1 and Theorem 5.7] and an argument similarly to the one used to prove [8, Theorem
3.1]. 
Corollary 3.13. Let R be a reduced indecomposable commutative ring with unit, let Λ1
be a finitely-aligned k1-graph, and let Λ2 a finitely-aligned k2-graph. The following are
equivalent.
(1) The topological groupoids GΛ1 and GΛ2 are isomorphic.
(2) There is a diagonal-preserving ∗-isomorphism from C∗(Λ1) onto C
∗(Λ2).
(3) There is a diagonal-preserving ring-isomorphism fromKPR(Λ1) onto KPR(Λ2).
(4) There is a diagonal-preserving ∗-algebra-isomorphism from KPR(Λ1) onto
KPR(Λ2).
(5) There is a period-preserving continuous orbit equivalence h : ∂Λ1→ ∂Λ2.
Proof. The result follows from Corollary 3.12 by letting Γ be the trivial group. 
We now show that there are 2-graphs whose boundary path spaces are homeomorphic
but not continuously orbit equivalent.
Lemma 3.14. If Λ1 and Λ2 are 2-graphs with the same skeleton, then ∂Λ1 ∼= ∂Λ2.
Proof. Fix a boundary path x1 : Ω2,m → Λ1 of degree m ∈ (N∪ {∞})2. Then x1 is
uniquely determined by a path in the skeleton of Ω2,m such that the edges alternate
between red and blue edges; this same path in the skeleton also uniquely determines
a boundary path x2 : Ω2,m → Λ2 of degree m. A path λ1 ∈ Λm1 is identified with a
path λ2 ∈ Λm2 in the same way. Thus there is a degree-preserving bijective map φ :
∂Λ1 ∪Λ1 → ∂Λ2 ∪Λ2 such that φ(λ1x) = φ(λ1)φ(x) for λ1 ∈ Λ1 and x ∈ Λ1 ∪ ∂Λ1
with s(λ1) = r(x). We check that φ is a homeomorphism. If λ1 ∈ Λ1 and x1,x2 ∈
Z(λ1), then (φ(x1))(0,d(λ1)) = (φ(x2))(0,d(λ1)), so there exists λ2 ∈ Λ
d(λ1)
2 such that
φ(ZΛ1(λ1)) ⊆ ZΛ2(λ2). If G1 ⊆ s(λ1)Λ1 is a finite subset, then there is a finite sub-
set G2 ⊆ s(λ2)Λ2 such that φ(∪ν∈G1ZΛ1(λ1ν1)) ⊆ ∪ν2∈G2ZΛ2(λ2ν2), so φ(ZΛ1(λ1 \
G1)) ⊆ ZΛ2(λ2 \G2). Suppose that G1 is nonexhaustive and choose α1 ∈ s(λ1)Λ1
such that Λmin1 (α1,β1) = /0 for every β1 ∈ G1. To show that G2 is nonexhaustive, sup-
pose for a contradiction that there exist β2 ∈ G2 and (ρ2,τ2) ∈ Λmin2 (φ(α1),β2). Then
(φ−1(ρ2),φ
−1(τ2)) ∈ Λ
min
1 (α1,β1), a contradiction. Finally, the same argument gives
that, if µ2 ∈ Λ2 and if G2 ⊆ s(λ2)Λ2 is a finite nonexhaustive subset, then there is a
µ1 ∈ Λ1 and a finite nonexhaustive subset G1 ⊆ s(λ1)Λ1 such that φ−1(ZΛ2(µ2 \G2))⊆
ZΛ1(µ1 \G1). 
Remark 3.15. In [14, Section 6] it is shown that there are 2-graphs described by the
same skeleton but different factorisation rules that are not isomorphic and whose C∗-
algebras are not isomorphic. In particular, [14, Example 6.1] presents 2-graphs Λ1 and
Λ2 described by the same skeleton such thatC∗(Λ1)∼=O2 6∼=O2⊗C(T)∼=C∗(Λ2). Thus
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there are 2-graphs whose boundary path spaces are homeomorphic by Lemma 3.14 but
are not continuously orbit equivalent by Corollary 3.13.
4. EVENTUAL ONE-SIDED CONJUGACY
In this section, we generalise the 1-graph result [7, Theorem 4.1] by showing that two
finitely-aligned k-graphs Λ1 and Λ2 are eventually one-sided conjugate if and only if the
boundary path groupoids GΛ1 and GΛ2 are isomorphic by a groupoid isomorphism that
preserves the standard cocycle.
Let Λ be a finitely-aligned k-graph and let R be a commutative ring with unit. There
is a Zk-grading of KPR(Λ) given by KPR(Λ)n = {sµs∗λ : µ,ν ∈ Λ, d(µ)− d(ν) = n},
for n ∈ Zk, there is a gauge action γΛ of Tk on C∗(Λ) given by γΛz (sλ ) = z
d(λ )sλ , for
z ∈ Tk and λ ∈ Λ, and there is a groupoid cocycle cΛ : GΛ → Zk given by cΛ(x,n,y) = n
for (x,n,y) ∈ GΛ.
Definition 4.1. Let Λ1 and Λ2 be finitely-aligned k-graphs. We say that ∂Λ1 and ∂Λ2
are eventually one-sided conjugate if there is a homeomorphism h : ∂Λ1→ ∂Λ2 and for
eachm∈Nk there are continuous maps fm : ∂Λ
≥m
1 →N
k and gm : ∂Λ
≥m
2 →N
k satisfying
σ
fm(x)
Λ2
(h(σmΛ1(x))) = σ
fm(x)+m
Λ2
(h(x))
for x ∈ ∂Λ≥m1 , and
σ
gm(y)
Λ1
(h−1(σmΛ2(y))) = σ
gm(y)+m
Λ1
(h−1(y)),
for y∈ ∂Λ≥m2 . We say that such a homeomorphism h is an eventual one-sided conjugacy.
In particular, if ∂Λ1 and ∂Λ2 are conjugate, in the sense that there is a homeomor-
phism h : ∂Λ1→ ∂Λ2 such that h◦σmΛ1 = σ
m
Λ2
◦h for allm∈Nk, then they are eventually
conjugate.
Theorem 4.2. Let Λ1 and Λ2 be finitely-aligned k-graphs and let R be a reduced inde-
composable commutative ring with unit. The following are equivalent.
(1) There is an isomorphism φ : GΛ1 → GΛ2 such that cΛ2 ◦φ = cΛ1 .
(2) There is a diagonal-preserving isomorphism ψ : C∗(Λ1)→ C∗(Λ2) such that
γΛ2z ◦ψ = ψ ◦ γ
Λ1
z for all z ∈ T
k.
(3) There is a Zk-graded diagonal-preserving isomorphism from KPR(Λ1) onto
KPR(Λ2).
(4) There is a Zk-graded diagonal-preserving ∗-isomorphism from KPR(Λ1) onto
KPR(Λ2).
(5) There is an eventual one-sided conjugacy h : ∂Λ1 → ∂Λ2.
Proof. By letting k1 = k = k2, Γ = Zk, and η1 = d = η2, we obtain the equivalence of
(1)-(4) from Corollary 3.12. We show that (1) and (5) are equivalent. Our proof follows
the proof of the 1-graph case in [7, Theorem 4.1].
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(5) =⇒ (1): Suppose h : ∂Λ1 → ∂Λ2 is an eventual one-sided conjugacy. For each
(x,m−n,y) ∈ GΛ1 , define φ(x,m−n,y) := (h(x),m−n,h(y)). To see that this gives a
well-defined map φ : GΛ1 → GΛ2 , observe that
σ
fm(x)+ f n(y)+m
Λ2
(h(x)) = σ
fm(x)+ f n(y)
Λ2
(h(σm(x)))
= σ
fm(x)+ f n(y)
Λ2
(h(σn(y))) = σ
fm(x)+ f n(y)+n
Λ2
(h(y)),
so (h(x),m− n,h(y)) ∈ GΛ2 . It is routine to check that φ is an isomorphism and it is
clear that cΛ2 ◦φ = cΛ1 .
(1) =⇒ (5): Suppose φ : GΛ1 → GΛ2 is an isomorphism such that cΛ2(φ(η)) =
cΛ1(η) for η ∈ GΛ1 . Then the restriction of φ to G
0
Λ1
is a homeomorphism onto G 0Λ2 .
Since the map x 7→ (x,0,x) is a homeomorphism from ∂Λ1 onto G 0Λ1 , and y 7→ (y,0,y)
is a homeomorphism from ∂Λ2 onto G 0Λ2 , it follows that there is a homeomorphism
h : ∂Λ1→ ∂Λ2 such that φ((x,0,x))= (h(x),0,h(x)) for all x∈ ∂Λ1. Since cΛ2(φ(η))=
cΛ2(η) for all η ∈ GΛ1 , it follows that φ((x,n,y)) = (h(x),n,h(y)) for all (x,n,y) ∈ GΛ1 .
Fixm∈Nk and λ ∈Λm1 . Then A := Z
(
ZΛ1(λ ),m,0,ZΛ1(s(λ ))
)
is a compact open subset
of c−1Λ1 (m), so φ(A) is a compact open subset of c
−1
Λ2
(m). It follows from Lemma 2.4,
that there exist an n ∈ N, mutually disjoint open subsets U1, . . . ,Un of ∂Λ2, mutually
disjoint open subsetsV1, . . . ,Vn of ∂Λ2, and f1, . . . , fn ∈ Nk such that
φ(A) =
n⋃
i=1
Z(Ui, fi+m, fi,Vi).
Define fλ : Z(λ ) → N
k by fλ (x) = fi for x ∈ h
−1(Ui). Then fλ is continuous and
σ
fλ (x)
Λ2
(h(σmΛ1(x))) = σ
fλ (x)+m
Λ2
(h(x)) for x ∈ Z(λ ). By repeating this construction for
each λ ∈ Λm1 , we get a continuous map fm : ∂Λ
≥m
1 →N
k such that σ fm(x)Λ2 (h(σ
m
Λ1
(x))) =
σ
fm(x)+m
Λ2
(h(x)) for all x ∈ ∂Λ≥m1 . Applying the same construction gives a continuous
map gm : ∂Λ
≥m
2 → N such that σ
gm(y)
Λ1
(h−1(σmΛ2(y))) = σ
gm(y)+m
Λ1
(h−1(y)) for all y ∈
∂Λ≥m2 . Hence h is an eventual one-sided conjugacy. 
5. STABLE ISOMORPHISM
In this section, we characterise stable isomorphism of theC∗-algebras and Kumjian–
Pask algebras of finitely-aligned k-graphs in terms of isomorphisms of boundary path
groupoids by applying results about groupoidC∗-algebras and Steinberg algebras [8, 9,
10]. We first study the stabilisation of k-graphs (see [25] for the 1-graph case).
Definition 5.1. Let Λ be a finitely-aligned k-graph. The stabilisation of Λ, denoted by
SΛ, is the k-graph obtained by attaching a copy of Ωk,∞ to each vertex. We identify each
v ∈ Λ0 with the vertex (0,0) in the copy of Ωk,∞ corresponding to v.
Denote by R the full countable equivalence relation R = N×N, regarded as a dis-
crete principal groupoid with unit space N. Similarly, for k ∈ N, denote by Rk the full
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countable equivalence relation Rk = Nk×Nk, regarded as a discrete principal groupoid
with unit space Nk.
Lemma 5.2. Let Λ be a finitely-aligned k-graph. Then GSΛ ∼= GΛ×R.
Proof. We first show that GSΛ ∼= GΛ ×Rk and then show that Rk ∼= R. Note that
for each n ∈ Nk, there is a unique µn ∈ Ωk,∞ such that r(µn) = (n,n) and s(µn) =
(0,0). For each v ∈ Λ0, write µn,v for µn in the copy of Ωk,∞ attached to v. Then
∂ (SΛ) = {µn,r(x)x : x ∈ ∂Λ,n ∈ N
k} and has a basis consisting of compact open sets
of the form ZSΛ(µn,r(λ )λ \G). The map φ : ∂Λ×N
k → ∂ (SΛ) defined by φ((x,n)) =
µn,r(x)x restricts to a continuous bijection of ZSΛ(µn,r(λ )λ \G) onto the compact open
set ZΛ(λ \G)×{n}, so φ is a homeomorphism. It is routine to check that
((x,m,y),(p,q)) 7→ (µp,r(x)x,m+ p−q,µq,r(y)y)
defines a groupoid isomorphism from GΛ×Rk to GSΛ. To see that Rk ∼= R, let φ be
any bijection from Nk to N. Then (m,n) 7→ (φ(m),φ(n)) is an isomorphism from Rk to
R. 
We denote by K the compact operators on ℓ2(N), and by C the maximal abelian
subalgebra of K consisting of diagonal operators. For a commutative ring R with unit,
we denote by M∞(R) the ring of finitely supported, countable infinite square matrices
over R, and by D∞(R) the abelian subring ofM∞(R) consisting of diagonal matrices.
Remark 5.3. Let Λ be a finitely-aligned k-graph and R a commutative ring with unit. It
follows from Lemma 5.2 thatC∗(SΛ)∼=C∗(Λ)⊗K and KPR(SΛ)∼=KPR(Λ)⊗M∞(R).
Hence the class of k-graph C∗-algebras and the class of Kumjian–Pask algebras are
closed under stabilisation.
We now apply results of [8, 9, 10]. We first recall some definitions. Let G be an ample
groupoid with unit space G 0. If X is a subset of G 0, then we let G |X := s−1(X)∩r−1(X),
and say that X is G -full (or just full) if r(s−1(X))= G 0. Two ample groupoids G1 and G2
are Kakutani equivalent if, for i= 1,2, there is a Gi-full clopen subset Xi ⊆ G 0i such that
G1|X1 and G2|X2 are isomorphic (see [9] and [18]). We say that G1 and G2 are groupoid
equivalent if there is a G1–G2 equivalence in the sense of [19, Definition 2.1].
For a finitely-aligned k1-graph and a finitely-aligned k2-graph, we say that an iso-
morphism φ :C∗(Λ1)⊗K →C∗(Λ2)⊗K is diagonal-preserving if φ(D(Λ1)⊗C ) =
D(Λ2)⊗C . Likewise, we say that an isomorphism φ : KPR(Λ1)⊗M∞(R)→KPR(Λ2)⊗
M∞(R) is diagonal-preserving if φ(DR(Λ1)⊗D∞(R)) = DR(Λ2)⊗D∞(R).
For a ring A, we denote by M(A) the multiplier ring of A (see for example [1]).
Corollary 5.4. Let R be a reduced indecomposable commutative ring with unit, let Λ1
be a finitely-aligned k1-graph, and let Λ2 a finitely-aligned k2-graph. The following are
equivalent.
(1) The groupoids GSΛ1 and GSΛ2 are isomorphic.
(2) The groupoids GΛ1×R and GΛ2×R are isomorphic.
(3) The groupoids GΛ1 and GΛ2 are Kakutani equivalent.
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(4) The groupoids GΛ1 and GΛ2 are groupoid equivalent.
(5) There is a diagonal-preserving isomorphism from C∗(SΛ1) onto C
∗(SΛ2).
(6) There is a diagonal-preserving ring-isomorphism fromKPR(SΛ1) ontoKPR(SΛ2).
(7) There is a diagonal-preserving ∗-algebra-isomorphism from KPR(SΛ1) onto
KPR(SΛ2).
(8) There is a period-preserving continuous orbit equivalence h : ∂ (SΛ1)→ ∂ (SΛ2).
(9) There is a diagonal-preserving ∗-isomorphism fromC∗(Λ1)⊗K ontoC
∗(Λ2)⊗
K.
(10) For i= 1,2, there is a projection pi ∈M(D(Λi)) such that pi is full inC∗(Λi) and
an isomorphism from ψ : p1C∗(Λ1)p1 → p2C∗(Λ2)p2 such that ψ(p1D(Λ1)) =
p2D(Λ2).
(11) There is a diagonal-preserving ring-isomorphism from KPR(Λ1)⊗M∞(R) onto
KPR(Λ2)⊗M∞(R).
(12) For i = 1,2, there is an idempotent pi ∈ M(DR(Λi)) such that pi is full in
KPR(Λi), and a ring-isomorphism from ψ : p1KPR(Λ1)p1 → p2KPR(Λ2)p2
such that ψ(p1DR(Λ1)) = p2DR(Λ2).
(13) There is a diagonal-preserving ∗-algebra-isomorphism from KPR(Λ1)⊗M∞(R)
onto KPR(Λ2)⊗M∞(R).
(14) For i= 1,2, there is a projection pi ∈M(DR(Λi)) such that pi is full in KPR(Λi)
and a ∗-algebra-isomorphism ψ : p1KPR(Λ1)p1→ p2KPR(Λ2)p2 such that
ψ(p1DR(Λ1)) = p2DR(Λ2).
Proof. The equivalence of (1) and (2) follows from Lemma 5.2. The equivalence of
(2)-(4) is an application of [9, Theorem 3.2]. The equivalence of (1) and (5)-(8) follows
from Corollary 3.13. For i = 1,2 and x ∈ ∂Λi, we have that (GΛi)
x
x is either trivial or
isomorphic to Zki , so the equivalence of (2)-(4) and (11)-(14) follows from [24, Propo-
sition 2.1 and Theorem 5.7] and an argument similarly to the one used to prove [8,
Corollary 3.12], and the equivalence of (2)-(4) and (9)-(10) is an application of [10,
Corollary 11.3]. 
6. TWO-SIDED CONJUGACY
In this section, we generalise the 1-graph result [7, Theorem 5.1] by showing that
the two-sided multi-dimensional shift spaces associated to row-finite k-graphs Λ1 and
Λ2 with finitely many vertices and no sinks or sources are conjugate if and only if
the boundary path groupoids GSΛ1 and GSΛ2 are isomorphic by a cocycle-preserving
isomorphism.
Let Λ be a finitely-aligned k-graph, let Γ be a discrete group, and let η : Λ → Γ be a
functor. If λ ∈ SΛ, then either λ ∈ Λ, or there is a unique λ1 ∈ Λ and a unique λ2 in
the copy of Ωk,∞ corresponding to the vertex r(λ1) such that λ = λ2λ1. We write ηΛ for
the functor from SΛ to Zk given by ηΛ(λ ) = d(λ ) for λ ∈ Λ, and ηΛ(λ ) = d(λ1) for
λ ∈ SΛ\Λ.
Let Ωk be the k-graph Ωk := {(m,n)∈Zk×Zk :m≤ n}with degree map d : Ωk→Nk
defined by d(m,n) = n−m, and range and source maps r,s defined by r(m,n) = (m,m)
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and s(m,n) = (n,n). If Λ is row-finite and has finitely many vertices and no sinks or
sources, then we write XΛ for the space of all k-graph morphisms from Ωk to Λ. We
equip XΛ with the topology generated by subsets of the form
Z((m,n),λ ) := {x ∈ XΛ : x(m,n) = λ}
where (m,n) ∈ Ωk and λ ∈ Λn−m. For m ∈ Zk, we denote by σ
m
Λ the homeomorphism
from XΛ to itself given by
σmΛ(x)(p,q) = x(p+m,q+m)
for x ∈ XΛ and (p,q) ∈Ωk.
If G is a groupoid, Γ is a discrete group, and c : G → Γ is a cocycle, then we write c¯
for the cocycle from G ×R to Γ given by c¯(ζ1,ζ2) = c(ζ1).
Theorem 6.1. Let Λ1 and Λ2 be finitely-aligned k-graphs and let R be a reduced inde-
composable commutative ring with unit. The following are equivalent.
(1) There is an isomorphism φ : GSΛ1 → GSΛ2 such that cηΛ2 ◦φ = cηΛ1 .
(2) There is an isomorphism φ : GΛ1×R → GΛ2×R such that c¯Λ2 ◦φ = c¯Λ1 .
(3) There is a diagonal-preserving ∗-isomorphism ψ :C∗(Λ1)⊗K →C∗(Λ2)⊗K
such that (γΛ2z ⊗ Id)◦ψ = ψ ◦ (γ
Λ1
z ⊗ Id) for all z ∈ Tk.
(4) There is a Zk-graded diagonal-preserving ring-isomorphism ψ : KPR(Λ1)⊗
M∞(R)→ KPR(Λ2)⊗M∞(R).
(5) There is aZk-graded diagonal-preserving ∗-algebra-isomorphismψ : KPR(Λ1)⊗
M∞(R)→ KPR(Λ2)⊗M∞(R).
Moreover, if Λ1 and Λ2 are row-finite and have finitely many vertices and no sinks or
sources, then (1)-(5) are equivalent to the following.
(6) There is a homeomorphism h : XΛ1 → XΛ2 such that σ
m
Λ2
(h(x)) = h(σmΛ1(x)) for
all m ∈ Nk and all x ∈ XΛ1 .
Proof. For i= 1,2, let κi : GSΛi → GΛi×R be the isomorphism of Lemma 5.2. We have
that c¯Λi((x,m,y),(p,q))=m= cηΛi (µp,r(x)x,m+ p−q,µq,r(y)y), so c¯Λi ◦κi= cηΛi . It fol-
lows that (1) and (2) are equivalent. The equivalence of (2), (4) and (5) follows from [24,
Proposition 2.1 and Theorem 5.7] and an argument similarly to the one used to prove
[8, Theorem 3.11]. The equivalence of (2) and (3) follows from [10, Corollary 11.3]. It
remains to show that (1) and (6) are equivalent when Λ1 and Λ2 are row-finite k-graphs
that have finitely many vertices and no sinks or sources. Our proof follows the proof
of the 1-graph case in [7, Theorem 5.1]. We identify ∂ (SΛ) with ∂Λ×Nk via the iso-
morphism used in the proof of Lemma 5.2 given by µr(x),nx→ (x,n), where x ∈ ∂Λ and
n ∈ Nk.
(1) =⇒ (6): Suppose Φ : GSΛ1 → GSΛ2 is an isomorphism satisfying cηΛ2 (Φ(γ)) =
cηΛ1
(γ) for γ ∈ GSΛ1 . For x ∈ Λ
∞
1 , we have (x,0) ∈ (SΛ1)
∞ and ((x,0),0,(x,0))∈ GSΛ1 .
Since Φ is cocycle-preserving, we have Φ((x,0),0,(x,0)) = ((y, p),0,(y, p)) for some
uniquely determined y ∈ Λ∞2 and p ∈ N
k. Define ψ : Λ∞1 → Λ
∞
2 by ψ(x) := y. Since Φ
is continuous, the map (x,0) 7→ (y, p) is continuous, so ψ is also continuous.
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Fix m ∈ Nk. We have ((x,0),m,(σmΛ1(x),0)) ∈ GSΛ1 for x ∈ Λ
∞
1 . Since Φ is cocycle-
preserving, there exist p,q ∈ Nk such that
Φ((x,0),m,(σmΛ1(x),0)) = ((ψ(x), p),m+ p−q,(ψ(σ
m
Λ1
(x)),q)) ∈ GSΛ1 .
Hence there exists l ∈ Nk such that σ l+mΛ2 (ψ(x)) = σ
l
Λ2
(ψ(σmΛ1(x))); let l(x) ∈ N
k be
such that l(x) ≤ l for all l ∈ Nk satisfying this identity. We check that l : Λ∞1 → N
k is
continuous. Suppose (xi)i∈N in Λ∞1 converges to x. Then Φ((x
i,0),m,(σmΛ1(x
i),0))→
Φ((x,0),m,(σmΛ1(x),0)) since Φ is continuous and ψ(x
i) → ψ(x) and ψ(σmΛ1(x
i))→
ψ(σE(x)) since ψ is continuous. It follows that there is an N ∈ N such that for i ≥ N,
we have that σ l(x)+mΛ2 (ψ(x
i)) = σ
l(x)
Λ2
(ψ(σΛ1(x
i))) and either l(x) = 0 or σ l(x)Λ2 (ψ(x
i)) 6=
σ
l(x)−1
Λ2
(ψ(σΛ1(x
i))). Hence l(xi) = l(x) for i≥ N.
Since Λ∞1 is compact, it follows that there is an L ∈ N
k such that σL+mΛ2 (ψ(x)) =
σLΛ2(ψ(σ
m
Λ1
(x))) for all x ∈ Λ∞1 . Define ϕ := σ
L
Λ2
◦ψ : Λ∞1 →Λ2
∞. Then ϕ is continuous
and satisfies ϕ ◦σmΛ1 = σ
m
Λ2
◦ϕ .
Now, define ϕ : XΛ1 → XΛ2 by (ϕ(x))(p,∞) = ϕ(x(p,∞)) for x ∈ XΛ1 and p ∈ Z
k.
Since ϕ ◦σmΛ1 = σ
m
Λ2
◦ϕ for all m ∈ Nk, it follows that ϕ is well-defined. It is routine to
check that ϕ is continuous and that ϕ ◦σmΛ1 = σ
m
Λ2
◦ϕ for all m ∈Nk. We will show that
ϕ is bijective. It will then follow that ϕ is a conjugacy and thus that XΛ1 and XΛ2 are
conjugate.
We first show that ϕ is injective. Take x,x′ ∈ Λ∞1 such that ϕ(x) = ϕ(x
′), and choose
p, p′ ∈Nk such thatΦ((x,0),0,(x,0))= ((ψ(x), p),0,(ψ(x), p)) and Φ((x′,0),0,(x′,0))=
((ψ(x′), p′),0,(ψ(x′), p′)). Since σLΛ2(ψ(x))=σ
L
Λ2
(ψ(x′)), it follows that ((ψ(x), p), p−
p′,(ψ(x′), p′)) ∈ GSΛ2 and thus that
((x,0),0,(x′,0)) = Φ−1(((ψ(x), p), p− p′,(ψ(x′), p′))) ∈ GSΛ1 .
It follows that there is an n ∈ Nk such that σnΛ1(x) = σ
n
Λ1
(x′). Let n((x,x′)) be such that
n((x,x′))≤ n for all n ∈ Nk such that σnΛ1(x) = σ
n
Λ1
(x′). An argument similar to the one
used to prove that l : Λ∞1 → N is continuous, shows that
n : {(x,x′) ∈ Λ∞1 ×Λ
∞
1 : ϕ(x) = ϕ(x
′)}→ Nk
is continuous. Since {(x,x′) ∈ Λ∞1 ×Λ
∞
1 : ϕ(x) = ϕ(x
′)} is closed in Λ∞1 ×Λ
∞
1 and thus
compact, there exists N ∈ N such that σNΛ1(x) = σ
N
Λ1
(x′) for all x,x′ ∈ Λ∞1 satisfying
ϕ(x) = ϕ(x′). The injectivity of ϕ follows.
Next, we show that ϕ is surjective. Suppose y ∈ Λ∞2 . Then
Φ−1((y,0),0,(y,0)) = ((x,n),0,(x,n))
for some x ∈ Λ∞1 and some n ∈ N
k. Choose p ∈ Nk such that
Φ((x,0),0,(x,0)) = ((ψ(x), p),0,(ψ(x), p)).
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Since ((x,0),−n,(x,n)) ∈ GSΛ1 and Φ((x,0),−n,(x,n)) = ((ψ(x),m),m,(y,0)), it fol-
lows that there exists j ∈ Nk such that σ jΛ2(ψ(x)) = σ
j
Λ2
(y). An argument similar to the
one used in the previous paragraph, then shows that there exists J ∈ Nk such that for
each y ∈ Λ∞2 there is an x ∈ Λ
∞
1 such that σ
J
Λ2
(ψ(x)) = σ JΛ2(y). The surjectivity of ϕ
follows.
(6) =⇒ (1): Suppose there is a conjugacy h : XΛ1 → XΛ2 . Then there is an l ∈
N such that if x,x′ ∈ XΛ1 satisfy x(0,n) = x
′(0,n) for all n ∈ Nk, then (h(x))(0,n) =
(h(x′))(0,n) for all n ∈ Nk, and if y,y′ ∈ XΛ2 satisfy y(0,n) = y
′(0,n) for all n ∈ Nk,
then (h−1(y))(0,n) = (h−1(y′))(0,n) for all n ≥ l. It follows that there is a continuous
map pi : Λ∞1 → Λ
∞
2 such that (pi(x(0,∞)))(0,n) = (h(x))(0,n) for x ∈ XΛ1 and n ∈ N
k.
Then pi is surjective, pi ◦σmΛ1 = σ
m
Λ2
◦pi for all m ∈Nk, and if pi(x) = pi(x′) for x,x′ ∈Λ∞1 ,
then σ lΛ1(x) = σ
l
Λ1
(x′).
It follows from the continuity of pi and the compactness of Λ∞1 that we can choose L≥
l such that if x(0,L) = x′(0,L), then (pi(x))(0, l) = (pi(x′))(0, l). Define an equivalence
relation ∼ on ΛL by λ ∼ µ if there are x ∈ Z(λ ) and x′ ∈ Z(µ) such that pi(x) = pi(x′)
(that ∼ is transitive follows from the fact that if λ ,µ,η ∈ ΛL1 , x,x
′ ∈ Λ∞1 , and pi(λx) =
pi(µx) and pi(µx′) = pi(ηx′), then pi(λx′) = pi(ηx′)). Then pi(x) = pi(x′) if and only if
x(0,L)∼ x′(0,L) and σ lΛ1(x) = σ
l
Λ1
(x′).
For each equivalence class B ∈ ΛL1/∼ choose a partition {Aλ : λ ∈ B} of N
k and bi-
jections fλ : Aλ →N
k. The map ψ : (x,n) 7→ (pi(x), f−1
x(0,L)(n)) is then a homeomorphism
from (SΛ1)∞ → (SΛ2)∞. It is routine to check that
Φ :
(
(x,n), p,(x′,n′)
)
7→
(
ψ(x,n), p+n′+ f−1
x(0,L)(n)−n− f
−1
x′(0,L)(n
′),ψ(x′,n′)
)
is a groupoid isomorphism from GSΛ1 to GSΛ2 satisfying cηΛ2 (Φ(γ)) = cηΛ1 (γ) for γ ∈
GSΛ1 . 
ACKNOWLEDGEMENTS
JR is grateful for financial support from R. Hazrat (WSU), D. Pask (UoW) and A.
Sims (UoW) via their jointly held ARC grant DP150101598, O. Shalit (Technion), the
Institute of Mathematics and its Applications at the University of Wollongong, and his
father Don. JR is grateful for the hospitality of the Carlsen family and G. Restorff while
visiting and attending a workshop at the Faroe Islands.
REFERENCES
[1] P. Ara and F. Perera, Multipliers of von Neumann regular rings, Comm. Algebra 28 (2000), 3359–
3385.
[2] G. Aranda Pino, J. Clark, A. an Huef and I. Raeburn, Kumjian–Pask algebras of higher-rank graphs,
Trans. Amer. Math. Soc. 365 (2013), 3613–3641.
[3] S. Arklint, S. Eilers, and E. Ruiz, A dynamical characterization of diagonal preserving ∗-
isomorphisms of graph C∗-algebras, Ergodic Theory Dynam. Systems 38 (2018), 2401–2421.
ORBIT EQUIVALENCE OF HIGHER-RANK GRAPHS 24
[4] J.H. Brown, L. Clark, and A. an Huef, Diagonal-preserving ring ∗-isomorphisms of Leavitt path
algebras, J. Pure Appl. Algebra 221 (2017), 2458–2481.
[5] N. Brownlowe, T.M. Carlsen, and M.F. Whittaker, Graph algebras and orbit equivalence, Ergodic
Theory Dynam. Systems 37 (2017), 389–417.
[6] T.M. Carlsen, S. Eilers, E. Ortega and G. Restroff, Flow equivalence and orbit equivalence for shifts
of finite type and isomorphism of their groupoids, J. Math. Anal. Appl. 469 (2019), 1088–1110.
[7] T.M. Carlsen and J. Rout, Diagonal-preserving gauge-invariant isomorphisms of graph C∗-algebras,
J. Funct. Anal. 273 (2017), 2981–2993.
[8] T.M. Carlsen and J. Rout, Diagonal-preserving graded isomorphisms of Steinberg algebras, Com-
mun. Contemp. Math. 20 (2018), 1750064-1–25.
[9] T.M. Carlsen, E. Ruiz, and A. Sims, Equivalence and stable isomorphism of groupoids, and diagonal-
preserving stable isomorphisms of graph C∗-algebras and Leavitt path algebras, Proc. Amer. Math.
Soc. 145 (2017), 1581–1592.
[10] T.M. Carlsen, E. Ruiz, A. Sims, and M. Tomforde, Reconstruction of groupoids and C∗-rigidity of
dynamical systems, arxiv:1711.01052, 44 pages.
[11] T.M Carlsen and M.L. Winger, Orbit equivalence of graphs and isomorphism of graph groupoids,
Math. Scand. 123 (2018), 239–248.
[12] L.O. Clark and Y.E.P. Pangalela, Kumjian-Pask algebras of finitely-aligned higher-rank graphs, J.
Algebra 482 (2017), 364–397.
[13] C. Farthing, P.S. Muhly, and T. Yeend, Higher-rank graph C∗-algebras: an inverse semigroup and
groupoid approach, Semigroup Forum 71 (2005), 159–187.
[14] A. Kumjian and D. Pask, Higher rank graph C∗-algebras, New York J. Math. 6 (2000), 1–20.
[15] K. Matsumoto,Classification of Cuntz-Krieger algebras by orbit equivalence of topologicalMarkov
shifts, Proc. Amer. Math. Soc. 141 (2013), 2329–2342.
[16] K. Matsumoto, Orbit equivalence of topological Markov shifts and Cuntz–Krieger algebras, Pacific
J. Math. 246 (2010), 199–225.
[17] K. Matsumoto, Continuous orbit equivalence, flow equivalence of Markov shifts and circle actions
on Cuntz–Krieger algebras, Math. Z. 285 (2017), 121-–141.
[18] H. Matui, Homology and topological full groups of étale groupoids on totally disconnected spaces,
Proc. London Math. Soc. 104 (2012), 27–56.
[19] P.S. Muhly, J.N. Renault and D.P. Williams, Equivalence and isomorphism for groupoid C∗-
algebras, J. Operator Theory 17 (1987), 3–22.
[20] I. Raeburn, A. Sims and T. Yeend, Higher-rank graphs and their C∗-algebras, Proc. Edinb. Math.
Soc. 46 (2003), 99–115
[21] I. Raeburn, A. Sims, and T. Yeend, TheC∗-algebras of finitely aligned higher-rank graphs, J. Funct.
Anal. 213 (2004), 206–240.
[22] J. Renault, A groupoid approach to C∗-algebras, Lecture Notes in Mathematics, vol. 793, Springer,
Berlin, 1980.
[23] G. Robertson and T. Steger, Affine buildings, tiling systems and higher-rank Cuntz-Krieger algebras,
J. Reine Angew. Math. 513 (1999), 115–144.
[24] B. Steinberg,Diagonal-preserving isomorphisms of étale groupoid algebras, J. Algebra 518 (2019),
412–439.
[25] M. Tomforde, Stability of C∗-algebras associated to graphs Proc. Amer. Math. Soc. 132 (2004),
1787–1795.
[26] S. Webster, Directed graphs and k-graphs: Topology of the path space and how it manifests in the
associated C∗-algebra, PhD thesis, Univ. of Wollongong, 2010.
[27] S. Webster, The path space of a directed graph, Proc. Amer. Math. Soc. 142 (2014), 213–225.
[28] T. Yeend, Groupoid models for the C∗-algebras of topological higher-rank graphs, J. Operator The-
ory 57 (2007) 95-–120.
ORBIT EQUIVALENCE OF HIGHER-RANK GRAPHS 25
DEPARTMENT OF SCIENCE AND TECHNOLOGY, UNIVERSITY OF THE FAROE ISLANDS, VESTARA
BRYGGJA 15, FO-100 TÓRSHAVN, FAROE ISLANDS
E-mail address: toke.carlsen@gmail.com
SCHOOL OF MATHEMATICS AND STATISTICS, UNIVERSITY OF NEW SOUTH WALES, KENSING-
TON, NSW 2052, AUSTRALIA
E-mail address: jdr749@uowmail.edu.au
