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1. Hermitian rank
The ordinary rank, rA, of an m n matrix A may be defined as the smallest
k such that A  XY T for some m k matrix X and some n k matrix Y . This
definition quickly yields the usual relations: rA  dimCol A  dimRow A.
Let Xi; Yi denote columns of X and Y , respectively, and let x, y also denote
column vectors. The outer-product expansion XY T Pki1 XiY Ti shows that
rA may also be defined as the smallest number of matrices of the form xyT
that sum to A. This alternate definition implies the subadditivity property:
rA B6 rA  rB for all m n matrices A and B.
Suppose now that A is an n n Hermitian matrix; that is, suppose that the
entries of A are real or complex and that A  A, where A denotes the complex
conjugate transpose of A. Following the pattern for ordinary rank, we define
the Hermitian rank, hA, of A to be the smallest k such that A  XY   YX  for
some n k complex matrices X and Y . Clearly, hA6 rA6 2hA and
hcA  hA for c 6 0. The expansion
A  XY   YX  
Xk
i1
XiY i  YiX i 1
shows that the Hermitian rank of A may also be defined as the minimum
number of Hermitian matrices of the form xy  yx that sum to A. This implies
the subadditivity property: hA B6 hA  hB for all n n Hermitian
matrices A and B. Consequently,
jhA B ÿ hAj6 hB 2
for all n n Hermitian matrices A and B.
For an n n Hermitian matrix A, let EA, EÿA and E0A denote, re-
spectively, the subspaces spanned by the eigenvectors associated with the
positive, negative and the zero eigenvalues of A and let nA, nÿA and n0A
denote the dimensions of these subspaces. The inertia of A is the triple
In A  nA; nÿA; n0A. As in [6, p. 220], two Hermitian matrices A and B
are called *congruent, Ac B, if B  PAP  for some invertible matrix P . Her-
mitian matrices are *congruent if and only if they have the same inertia: in-
deed, A is *congruent to each diagonal matrix with nA 1’s , nÿA ÿ1’s and
n0A 0’s on the diagonal [6, p. 223]. If A  XY   YX , then PAP   UV   VU 
where U  PX , V  PY . Consequently, *congruent matrices have the same
Hermitian rank and of course, the same rank. For example, in (3), the first two
matrices are *congruent because they have the same eigenvalues, and the
factorization shows that they have Hermitian rank 1.
1 0
0 ÿ1
 
c 0 1
1 0
 
 0
1
 
1 0   1
0
 
0 1 : 3
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Any nonzero Hermitian matrix whose nonzero entries may be covered by a
single matching row–column pair as in (3) has Hermitian rank 1. More gen-
erally, let the covering rank, bA, of a Hermitian matrix A be the minimum
number of pairs of corresponding rows and columns needed to cover the
nonzero entries of A. Then the subadditivity property implies that
hA6 bA: 4
Taking any *congruent f1;ÿ1; 0g diagonal form of A, it is easily seen that
rA  nA  nÿA  nÿ n0A. Also, grouping minfnA; nÿAg pairs
f1;ÿ1g in a diagonal form, it follows from (3) and the subadditivity property
that hA6 maxfnA; nÿAg. In fact, equality holds.
Proposition 1.1. If A is a Hermitian matrix, then hA  maxfnA; nÿAg.
In Proposition 1.1, it remains to prove that hAP maxfnA; nÿAg. This
follows from the definition of Hermitian rank and the inequality in Lemma 1.2.
The inequality in Lemma 1.2 appears as Lemma 7.4 in [10]. Note that X and Y
may be interchanged throughout the statement of the lemma. The expression
U  V denotes a direct sum of subspaces, possibly not orthogonal.
Lemma 1.2. Let A  XY   YX  where X ,Y are n k complex matrices. Then
k P maxfnA; nÿAg:
Moreover, k  nA (resp., k  nÿA) if and only if the columns of X are lin-
early independent and Col A  Col X  EÿA (resp., Col A  Col X  EA).
Proof. Clearly, Nul A  E0A and, as A is Hermitian, Col A  Nul A?
 EA  EÿA.
If x 2 Nul X , then xAx  0. Consequently, if x 2 E0A  EA as well,
then x 2 E0A. Therefore, Nul X  \ EA  E0A  E0A. Applying the
subspace relation U \ V ?  U?  V ? to this inclusion gives
Col X  EÿA  Col A:
Therefore,
k  nÿAP dimCol X   dimEÿA 5
P dimCol X  EÿA 6
P dimCol A  nA  nÿA: 7
Thus, k P nA. Equality holds in (5) if and only if k  dimCol X ; that is, if
and only if the columns of X are linearly independent, while equality holds in
(6) and (7) if and only if Col A  Col X  EÿA.
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Interchanging E; Eÿ and n; nÿ in the argument above gives the inequality
k P nÿA and the corresponding condition for equality. 
If A  XY   YX , then the inclusion Col A  Col X  Col Y must hold.
Thus, in the statement of Lemma 1.2, if k  maxfnA; nÿAg then the
conditions for equality there imply that Col A  Col X  Col Y or equiva-
lently, that Nul A  Nul X  \Nul Y .
Let A and B be Hermitian n n matrices and suppose that the eigenvalues
kkA of A and kkA B of A B are arranged in increasing order. Let p 
nB and q  nÿB. Then, as observed in [7, Corollary 3.1], kkA B
6 kkpA when 16 k6 nÿ p and kkA6 kkqA B when 16 k6 nÿ q.
These inequalities imply that the parameters n and nÿ are subadditive. A self-
contained proof of the subadditivity of n is given below, together with a
characterization of the condition needed for equality.
Theorem 1.3. Let A and B be n n Hermitian matrices. Then
nA B6 nA  nB
with equality holding if and only if
EA  EB  E0A B  EÿA B  Cn:
Proof. The equality
E0A  EÿA \ E0B  EÿB \ EA B  f0g 8
always holds. For if there were a nonzero vector x in each of the spaces in the
intersection, then xAx6 0, xBx6 0 and so xA Bx6 0. But x 2 EA B
and x 6 0 so xA Bx > 0, a contradiction. Taking orthogonal complements
in (8) gives EA  EB  EA B?  Cn. Thus,
nA  nB  dim EA  dim EB
P dimEA  EB 9
P nÿ dim EA B? 10
 dim EA B
 nA B:
Equality holds in (9) if and only if EA \ EB  f0g, while equality holds in
(10) if and only if EA  EB \ EA B?  f0g. The condition for
equality in the statement of the theorem now follows by noting that
EA B?  E0A B  EÿA B. 
The following corollary to Theorem 1.3 refines inequality (2).
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Corollary 1.4. If A and B are Hermitian n n matrices, then
(i) nA ÿ nÿB6 nA B6 nA  nB, and
(ii) nÿA ÿ nB6 nÿA B6 nÿA  nÿB.
Proof. Replacing A by Aÿ B in the inequality in Theorem 1.3, gives
nA6 nAÿ B  nB. Then replacing B by ÿB yields (i). Replacing A by
ÿA and B by ÿB in (i) then gives (ii). 
The next lemma is often helpful in determining Hermitian ranks. If A1 is
invertible, the matrix A2 ÿ BX in the final statement of the lemma is the Schur
complement, A2 ÿ BAÿ11 B, of A1 in A [6, p. 22].
Lemma 1.5. If
A  A1 B
B A2
 
;
where A1 and A2 are Hermitian matrices, then:
(i) nA16 nA6 nA1  nA2  rB;
(ii) nÿA16 nÿA6 nÿA1  nÿA2  rB;
(iii) hA16 hA6 hA1  hA2  rB;
(iv) hA6 hA1  s if A2 is an s s matrix.
Also, if there is a matrix X such that A1X  B, then In A  In A1  InA2ÿ BX .
In particular, if rA1  rA, then nA1  nA and nÿA1  nÿA.
Proof. The eigenvalues of the last matrix in
A  A1 O
O O
 
 O B
B A2
 
 A1 O
O A2
 
 O B
B O
 
11
are balanced: k is an eigenvalue if and only if ÿk is. Thus, the Hermitian rank
of the last matrix in (11) equals rB. The upper bounds on nA and nÿA in
(i) and (ii) now follow by applying Corollary 1.4 to the second sum in (11). The
lower bounds for nA and nÿA in (i) and (ii) are a consequence of the in-
terlacing eigenvalues theorem for bordered matrices [6, p. 185]. The bounds in
(i) and (ii) imply those in (iii). The upper bound on hA in (iii) also follows
directly from the subadditivity of Hermitian rank.
By inequality (4), the second matrix in the first sum of (11) has Hermitian
rank at most s. Inequality (iv) now follows by applying the subadditivity
property of Hermitian rank to the first sum in (11).
If A1X  B then
Ac I ÿX
O I
 
A1 B
B A2
 
I ÿX
O I
 
 A1 O
O A2 ÿ BX
 
:
Thus Ac A1  A2 ÿ BX  and so In A  In A1  InA2 ÿ BX . 
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2. Biclique decompositions
Let G be a simple graph with vertex set n  f1; . . . ; ng. A biclique of G is a
spanning subgraph of G whose edge set induces a complete bipartite graph. If R
and S are disjoint nonempty subsets of n, let KR; S denote the graph with
vertex set n and edge set fij j i 2 R; j 2 Sg. Clearly, a biclique of G is a
subgraph of G of the form KR; S for some R; S. The disjoint sets R and S are
called vertex parts. If jRj  r and jSj  s, we say that KR; S is a Kr;s. If R  fig
or S  fig, then KR; S is called a star centered at i.
A biclique decomposition of G is a collection of bicliques of G whose edge sets
partition the edge set of G. The biclique decomposition number, bG, is the
minimum number of bicliques needed in a biclique decomposition of G. For
further comments on this and similar decomposition and cover parameters,
see [8]. For a survey of decompositions and covers by cliques and bicliques,
see [9].
In the previous section, it was noted that the Hermitian rank, hA, of A may
be defined as the minimum number of Hermitian matrices of the form xy  yx
that sum to A and that hA  maxfnA; nÿAg. These observations give a
lower bound on the biclique decomposition number, bG. To obtain this
bound, recall first that A is the adjacency matrix of a graph G with vertex set n
if aij  1 whenever i is adjacent to j in G and aij  0 otherwise. Now, suppose
that KXi; Yi; 16 i6 b is a minimum biclique decomposition of G. If Xi; Yi are
regarded as f0; 1g-column n-vectors, then the adjacency matrix of KXi; Yi is
XiY Ti  YiX Ti . Therefore
A 
Xb
i1
XiY Ti  YiX Ti  XY T  YX T: 12
Consequently, by the definition of Hermitian rank, if G is a graph with adja-
cency matrix A, then bGP hA. Therefore, bGP maxfnA; nÿAg, a
bound attributed to H.S. Witsenhausen by Graham and Pollak [5, p. 2506].
As in [8], G is said to be eigensharp if bG  maxfnA; nÿAg. The
Graham–Pollak theorem [5] asserts that the complete graph, Kn, is eigensharp
with bKn  nÿ 1. In [8], several classes of graphs including trees, cycles Cn
with n 6 4k; k P 2 and some families formed from weak graph products are
shown to be eigensharp. Biclique decompositions of bipartite complements of
paths and of forests have been studied by Boyer in [2] where each complement
is taken in a Km;n. In this paper, the complement G of a graph G of order n is
always taken in the complete graph, Kn.
Applying Lemma 1.2 to the matrix form of a biclique decomposition in (12)
gives the theorem below. Throughout, Xi; Yi are regarded both as subsets of n
and as f0; 1g-column n-vectors. Also, a graph G and its adjacency matrix A are
used interchangeably. For example: hG  hA and Nul G  Nul A.
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Theorem 2.1. Suppose that KXi; Yi, 16 i6 bG is a minimum biclique de-
composition of a graph G. Then bGP hG. If equality holds (i.e. if G is
eigensharp), then the vertex parts Xi, 16 i6 bG are linearly independent and
orthogonal to Nul G, as are the vertex parts Yi, 16 i6 bG.
If A is the adjacency matrix of a graph G with vertex set n  f1; . . . ; ng and
x is an n 1 column vector, then Axi 
P
j aijxj for each i  1; . . . ; n. Thus, if
the entries of x are regarded as values on the vertices of G, then the ith entry of
Ax is obtained by summing the values on the (open) neighborhood of vertex i.
For example, if G has two nonadjacent vertices i and j with the same neighbors,
and x 2 Rn is the vector with xi  1, xj  ÿ1, and xk  0 otherwise, then Ax  0
and so x 2 Nul G. This observation and the nullspace constraint in Theorem
2.1 implies the following result of Boyer and Shader [3, Theorem 3].
Corollary 2.2. Suppose G is an eigensharp graph and KXk; Yk, 16 k6 bG is a
minimum biclique decomposition of G. Suppose also that i and j are nonadjacent
vertices of G with the same neighbor set. Then i 2 Zk if and only if j 2 Zk for each
vertex part Zk  Xk or Yk.
Using Corollary 2.2, Boyer and Shader [3, Corollary 4] observed that there
is a one-to-one correspondence between minimum biclique partitions of a
complete multipartite graph Kk1;k2;...;kt and minimum biclique partitions of the
complete graph Kt. Since hKk1;k2;...;kt  hKt, it follows that complete multi-
partite graphs are eigensharp with bKk1;k2;...;kt  bKt  t ÿ 1.
The upper bounds in the next lemma are helpful in induction arguments
because constructions can often be found where equality holds. In the lemma,Wk
i1 Gi  G1 _    _ Gk denotes the join [1, p. 58] of disjoint graphs Gi, and
Gÿ S denotes the induced subgraph of G obtained by deleting the vertices
in S.
Lemma 2.3. Let G, Gi be graphs and let S be a proper subset of the vertex set of
G. Then
(i) bGÿ S6 bG6 bGÿ S  jSj and hGÿ S6 hG6 hGÿ S  jSj.
Thus, if Gÿ S is eigensharp and hG  hGÿ S  jSj, then G is eigensharp.
(ii) bWki1 Gi6 Pki1 bGi  k ÿ 1 and hWki1 Gi6 Pki1 hGi  k ÿ 1.
Thus, if each Gi is eigensharp and equality holds in the second inequality, thenWk
i1 Gi is eigensharp.
Proof. Each nonempty restriction to Gÿ S of a biclique of G is a biclique of
Gÿ S. This implies the lower bound on bG in (i). The upper bound on bG in
(i) is obtained by taking a minimum biclique decomposition of Gÿ S along
with a biclique partition of the edges incident to S by stars centered at vertices
in S.
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The adjacency matrix A1 of the induced subgraph Gÿ S is obtained from
the adjacency matrix A of G by deleting rows and columns with indices
in S. Thus, it may be assumed that A is a partitioned matrix like that in
Lemma 1.5. The second set of inequalities in (i) now follows from Lemma
1.5(iii) (iv).
It is sucient to prove the inequalities in (ii) for the case k  2: the general
case follows directly by induction on k. Suppose then that G  G1 _ G2 and
that minimum biclique decompositions have been selected for G1 and G2.
Together, the bG1  bG2 bicliques in these decompositions account for all
of the edges in G except those in the biclique between the vertex sets of G1 and
G2. Thus, bG6 bG1  bG2  1. Also, by reordering the vertices if neces-
sary, the adjacency matrix of G may be assumed to be the matrix A of Lemma
1.5 where A1 and A2 are the adjacency matrices of G1 and G2 and B is an all-
ones matrix. Lemma 1.5(iii) now implies that hG1 _ G26 hG1  hG2  1.

The covering number, bG, of a graph G is usually defined as the number of
vertices in a minimum covering of the edge set of G [1, p. 101]. If A is the
adjacency matrix of G, then bG  bA where bA is the covering rank of A
defined in Section 1. Since the edge set of G may be partitioned by stars cen-
tered at vertices in a minimum covering, bG6 bG. It is well-known that
bG  nÿ aG where aG is the maximum number of pairwise nonadjacent
vertices in G [1, p. 101]. Thus, the following relations hold
1
2
rG6 hG6 bG6 bG  nÿ aG:
The graphs G for which bG  bG include all graphs with no 4-cycles.
Graphs for which hG  bG are eigensharp and include complete
graphs, forests [8,2], cycles Cn with n 6 4k; k P 2 [8], Kneser graphs [12],
complements of line graphs of complete graphs [13], and certain weak graph
products [8].
If nG  nÿG, then hG  1=2rG and results on ordinary rank may
be eectively employed to estimate bG [2]. It is interesting to note that if
nG  nÿG and n0G  0, then j detGj must be the square of an integer if
G is eigensharp because A  XY T  YX T  X jY P X jY T, where X jY  is a
square {0,1}-matrix and P is a permutation matrix. For example, if G is the line
graph of K5 (the complement of the Petersen graph) then G has eigenvalues
6; 1; 1; 1; 1;ÿ2;ÿ2;ÿ2;ÿ2;ÿ2 and so is not eigensharp. Bipartite graphs G
have nG  nÿG and are always eigensharp when n0G  0 because then
hG  n=2  bG.
When nG 6 nÿG, properties of Hermitian rank become helpful in es-
timating bG. As an illustration, complements of forests are examined in the
next proposition. A computer search isolates some interesting forests.
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Proposition 2.4. If F is a forest with n6 11 vertices, then F is eigensharp.
Proof. Of all the forests whose complements are not eigensharp, suppose that F
is one for which the number of vertices is smallest. Then bF  > hF  and
bF ÿ u  hF ÿ u for all vertices u in F since F ÿ u is a complement of a
forest with one less vertex. For each vertex u of F, hF   hF ÿ u, otherwise
F would be eigensharp by Lemma 2.3(i). Also, F could not have two nonad-
jacent vertices u; v with the same neighbor sets; otherwise, by Corollary 2.2,
deleting u would give bF   bF ÿ u  hF ÿ u  hF , a contradiction. A
computer search yields two forests on 11 vertices or less whose complements
satisfy the conditions above: the tree T10 and the forest F11 shown in Fig. 1.
It is easy to check that 1;ÿ1;ÿ1; 1; 1;ÿ1; 1; 1;ÿ1;ÿ1T is in Nul T 10 and
that 1; 1; 1; 1; 1; 1;ÿ2;ÿ2;ÿ1;ÿ1;ÿ1T is in Nul F 11. The graphs T 10 and F 11
are interesting because the nullspace constraint of Theorem 2.1 implies that if
they are eigensharp, no minimum biclique decomposition could include a star
since the two nullspace vectors have no zero entries. Fortunately, the constraint
leads to eigensharp biclique decompositions. For example, the hT 10  6 bi-
cliques
Kf1; 5; 6; 10g; f3; 7; 8; 9g Kf3; 8g; f7; 9g Kf1; 2g; f5; 6g
Kf2; 7g; f4; 9g Kf2; 4g; f8; 10g Kf1; 10g; f4; 6g
form a biclique decomposition of T 10 while the hF 11  8 bicliques
Kf1; 2; 7g; f3; 4; 9; 10g Kf5; 11g; f3; 4; 7g Kf1; 11g; f2; 5; 8g
Kf2; 10g; f5; 6; 8g Kf6; 9g; f4; 5; 8g Kf3; 10g; f4; 9g
Kf3; 11g; f6; 10g Kf1; 9g; f6; 11g
form a biclique decomposition of F 11. Consequently, complements of forests
on 11 or fewer vertices are eigensharp. 
The biclique decomposition of F 11 given above has an interesting connection
to some work of Schwenk and Zhang [11]. If vertices 7 and 8 are deleted from
the graph and the bicliques, then a minimum biclique decomposition of the
complete graph K9 is obtained in which none of the bicliques is a star. Schwenk
Fig. 1.
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and Zhang have shown that there are only three minimum biclique decom-
positions of K9 which have no stars, and that all three have one K2;4 and seven
K2;2’s [11, p. 44].
Some forests have complements that are not eigensharp. The smallest such
example is given by the forest F12 in Fig. 2. To prove that the forest comple-
ment F 12 is not eigensharp, first observe that 1; 1; 1; 1; 1; 1; 1; 1;ÿ2;ÿ2;
ÿ3;ÿ3T is in Nul F 12. Using the null space constraint of Theorem 2.1, it is
straightforward to check that if F 12 were eigensharp, then in a minimum bi-
clique decomposition no biclique could be a star and no biclique could contain
both vertex 11 and vertex 12. Also, the only type of biclique that could contain
vertex 11 would be a K4;6 covering all 6 of the edges incident to vertex 11, or a
K4;3 covering 3 of the edges incident to vertex 11, or a K7;3 covering 3 of the
edges incident to vertex 11. The same statements hold for vertex 12. It follows
that, in a minimum decomposition, at most 4 of the bicliques could contain
either vertex 11 or vertex 12 and these bicliques would have to cover at least 48
of the 57 edges of F 12. This would leave at most 9 edges to be covered by at
least hF 12 ÿ 4  5 bicliques. This is impossible because each biclique would
have to have at least 4 edges since no biclique could be a star.
3. Complements of paths and cycles
Let Pn be the path on the vertex set n with consecutive vertices adjacent and
let P n be the complement of Pn in Kn. The path P7 is shown in Fig. 3.
If A is the adjacency matrix of the complement, P 7, the values x in the first
row of Fig. 3 determine the values Ax in the third row. This observation will be
needed in the proof of the next lemma.
Lemma 3.1. If n  1 mod 3 and n P 4, then In P n1  In P n  0; 0; 1,
In P n2  In P n  1; 1; 0, and In P n3  In P n  1; 2; 0.
Proof. Let An denote the adjacency matrix of P n. Then
Fig. 2.
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Ank  An BBT Ak
 
; B 
1 1    1 1
: : : :
1 1    1 1
0 1    1 1
2664
3775:
As in Fig. 3, it is straightforward to check that Anu  1 1    1 0T when
u  1 ÿ1 0 1 ÿ1 0    1 ÿ1 0 1T. Also, Anv  1 1 1    1T when v 
a1 0 0 1 0 0    1 0 0 1T and a  3=nÿ 1. Therefore, AnX  B where X 
u v v    v if k > 1 and X  u if k  1. By Lemma 1.5, Ank c An  Nk, where
Nk  Ak ÿ BTX . Let s  1 a. Then, for k  1; 2; 3,
N1  0; N2  ÿ
0 1
1 s
 
c 1 0
0 ÿ1
 
;
N3  ÿ
0 1 0
1 s s
0 s s
264
375c 1 0 00 ÿ1 0
0 0 ÿ1
264
375:
Since In Ank  In An  In Nk, the result follows. 
Theorem 3.2. Complements of paths are eigensharp: for all n P 1,
bP n  nÿP n  b23 nÿ 1c.
Proof. For n  1; 2; 3; 4, it is easily checked that the above parameters agree
and equal 0; 0; 1; 2, respectively. Lemma 3.1 implies that nÿP n3  nÿP n  2
for all n P 4 and this implies the second equality. By Theorem 2.1, to prove the
first equality, it is sucient to show that bP n6 nÿP n for all n P 4. Because
of the recursion on nÿP n above, this will follow if bP n36 bP n  2.
To prove this inequality, note that deleting vertex n 1 of P n3 leaves P n
together with the pair of nonadjacent vertices n 2; n 3, each of which is
adjacent to every vertex in P n. Thus bP n36 bP n _ P 2  16 bP n  2 by
Lemma 2.3. 
Let Cn; n P 3; be the cycle on the vertex set n with cyclically consecutive
vertices adjacent; that is, with i adjacent to j in Cn if and only if
j  i 1 mod n. The eigenvalues of Cn, and a result on eigenvalues of
complements of regular graphs [4, p. 53,56] can be used to show that nÿCn 
2b1
3
nÿ 1c for all n P 3 and that nÿCnP nCn for n P 3, n 6 5. (These
Fig. 3. Here, A is the adjacency matrix of the complement of P7.
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facts can also be obtained by an argument like that in Lemma 1.5). Conse-
quently, if Cn is eigensharp and n 6 5, then bCn  nÿCn  2b13 nÿ 1c.
Theorem 3.2 can now be used to determine bCn within 1 of its exact value.
Corollary 3.3. Suppose n P 3. Then either bCn  nÿCn  2b13 nÿ 1c or
bCn  b13 2nÿ 1c. If n  1 mod 3 or n  5, then Cn is eigensharp.
Proof. Deleting a vertex of Cn yields P nÿ1. Thus bCn6 bP nÿ1  1 
b1
3
2nÿ 1c by Lemma 2.3(i) and Theorem 3.2. On the other hand, by Theorem
2.1, 2b1
3
nÿ 1c  nÿCn6 bCn. These two bounds on bCn dier by at
most 1 and are equal when n  1 mod 3. Also, bC5  bC5  3  nC5.
The statements in the theorem now follow. 
When n  0 mod 3, the following condition is necessary for Cn to be
eigensharp.
Lemma 3.4. Let n  0 mod 3. If Cn is eigensharp and Z is a vertex part of a
biclique in a minimum biclique decomposition, then the numbers of vertices of Z in
each of the three residue classes of f1; . . . ; ng mod 3 must be equal.
Proof. As in the example in Fig. 3, it is easy to check that the two vectors
1 ÿ1 0 1 ÿ1 0    1 ÿ1 0T and 0 1 ÿ1 0 1 ÿ1    0 1 ÿ1T are in
Nul Cn. If Cn is eigensharp, then Theorem 2.1 applies and the lemma follows
from the fact that each vertex part Z is orthogonal to these two vectors. 
Let n  0 mod 3, n P 6. If Cn is eigensharp, then by the comments pre-
ceeding Corollary 3.3, bCn  nÿCn  2b13 nÿ 1c  23 nÿ 2, Also, by
Lemma 3.4, the number of edges in each of the 2
3
nÿ 2 bicliques in a minimum
decomposition would have to be divisible by 9. Since Cn has only 12nnÿ 3
edges, it follows that Cn cannot be eigensharp when n  6; 9. A computer
search using the constraint of Lemma 3.4 shows that C12 is also not eigensharp
but that C15 is eigensharp. Determining the exact value of bCn for the cases
n  0; 2 mod 3 appears to be dicult. The table below shows bCn for
36 n6 13. The stars indicate graphs that are not eigensharp.
At this point, it is natural to consider complements of disconnected graphs
whose components are paths or cycles. Complements of disconnected graphs
may be regarded as joins of graphs and so Lemma 2.3(ii) gives an upper bound
on the biclique decomposition numbers of such graphs. Little is known beyond
this. However, Proposition 3.5 does provide a precise result for the join of a pair
of regular graphs. It may be used with Corollary 3.3 to show, for example, that
G1 _ G2 is eigensharp if G1 and G2 are cycles with lengths congruent to 1 mod 3.
n 3 4 5 6 7 8 9 10 11 12 13
bCn 0 2 3 3 4 5 5 6 6 7 8
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Proposition 3.5. Let G  G1 _ G2 where G1 is r-regular and G2 is s-regular.
Then nÿG  nÿG1  nÿG2  1. Consequently, if each Gi is eigensharp with
bGi  nÿGi, then G is eigensharp.
Proof. Suppose that G, G1, G2 have adjacency matrices A, A1, A2, of orders
n; n1; n2; respectively. It may be assumed that A is the matrix of Lemma 1.5
with B  J , the n1  n2 all-ones matrix.
Since G1 is r-regular, A1X  J when X  1=rJ and so, by Lemma 1.5,
Ac A1  N where N  A2 ÿ 1=rJ TJ  A2 ÿ n1=rJ2 and J2 is the n2  n2 all-
ones matrix. Thus nÿA  nÿA1  nÿN.
Since G2 is s-regular, A2J2  J2A2  sJ2. Because A2 and J2 commute, there is
an orthogonal basis of Rn whose members are eigenvectors of both A2 and J2.
The all-ones column n2-vector is a common eigenvector of A2 and J2. The ei-
genvalue of N corresponding to it is the negative number sÿ n1n2=r. Because
rJ2  1, the eigenvalues of J2 corresponding to all other common eigenvec-
tors equal 0. Thus, the remaining eigenvalues of N are the remaining n2 ÿ 1
eigenvalues of A2. Therefore, nÿN  nÿA2  1 and nÿA  nÿA1
nÿN  nÿA1  nÿA2  1. The comment on eigensharpness follows from
Lemma 2.3(ii). 
While some forests have complements that are not eigensharp, the results of
Section 3 can be extended to show that the complement of a forest must be
eigensharp when each of its components is a path [14]. Classifying the forests
that have eigensharp complements appears to be a very dicult problem,
however.
Note added in proof
The second author has recently found a tree on 14 vertices whose comple-
ment is not eigensharp [14].
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