In this paper, a new finite element Gaussian belief propagation (FGaBP) method is presented for time-domain applications. The unconditionally stable Newmark time-stepping scheme is combined with FGaBP for this purpose. As shown empirically, the method converges for increasing time step sizes without losing stability. The combined FGaBP-time stepping is able to retain the parallel scalability from FGaBP as in previous work. In addition, this paper also shows that lossy material properties can be easily supported by the method with minimal changes to its formulation.
I. INTRODUCTION
T HE finite element Gaussian belief propagation (FGaBP) method is an alternative recasting of the finite-element formulation, whose main virtue lies in providing a great deal of fine parallelism. In today's massive multicore architectures, this type of algorithm holds the promise to take advantage of the current hardware trend while maintaining similar resource utilization as classic formulations.
Up to now, the main limitation of FGaBP has centered around the fact that it is a recent algorithm that was originally formulated to solve electrostatic applications [1] . This paper addresses precisely this limitation, extending the FGaBP method to time-domain applications.
The remainder of this paper is organized as follows: Section II provides a review of time-domain methods and the current state of development of the FGaBP method; Section III introduces the new time-domain FGaBP method, focusing on its algorithmic and data structure details; Section IV describes a test case and the results obtained. Finally, this paper presents conclusion and future work.
This approach can be considered as a competitor to the discontinuous Galerkin time-domain (DGTD) method [5] , which solves the problem element-wise and the elements communicate with each other by passing numerical flux values. An important advantage of the proposed method over the DGTD is its unconditional stability.
II. OVERVIEW OF CURRENT TIME-DOMAIN AND FGABP METHODS

A. Time-Domain Methods
There are two major time-domain approaches for finiteelement methods (FEMs) in electromagnetics [2] . The first one involves solving the two Maxwell curl equations concurrently. In this case, two type of basis functions, namely, the face and edge bases, are required for spatial discretization of the electric field and magnetic field unknowns. Moreover, the leapfrog scheme is most often applied to the time-discretization step, 
where σ and J (t) represent conductivity and the timedependent impressed current source, respectively. In contrast to the other formulation, it requires only edge basis function represented by N , which gives
where
The unknown vector is represented by {e}. The matrix [R] is only assembled for elements filled with lossy materials.
The Newmark method with β = 1/4 is the most widelyused scheme for temporal discretization of (2), which yields
This guarantees second-order accuracy and unconditional stability of the formulation [4] . The majority of time-domain FEM solvers are developed based on the latter formulation, as the frequency-domain FEM codes are based upon the vector wave equation and it is less involved to convert them to a time-domain one. Hence, we focus on this formulation in this paper, although it is straightforward to extend the FGaBP to the other formulation as well using the approach introduced in this paper.
B. Finite Element Gaussian Belief Propagation
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See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. functional minimization approach as a maximization of a multivariate probability distribution, as shown arg min
where U is the vector of unknown degrees of freedom, F(U ) represents the classic FEM functional to minimize, and P(U ) is the multivariate probability distribution that FGaBP maximizes to compute the solution. In FGaBP, the multivariate Gaussian probability distribution has the form shown
Here, Z is a normalizing constant (omitted during the solving process) and ψ s (U s ) represents local factor functions in the factor graph. S represents the set of each s factor in the factor graph. The factor functions themselves are exponentials with an argument equal to the negative of the functional form the FEM formulation, shown next
From (5) and (6), it is apparent that, maximizing the probability distribution in (5) requires maximizing the individual multivariate probabilities ψ s (U s ) on each factor node in a factor graph in (6) . Moreover, because the argument of the exponentials in (6) is the negative of the FEM functional, it should also be apparent that maximizing this probability equates to minimizing the FEM functional [see (4) ]. The M s matrix and B s vector are derived from the FEM as explained in [5] and the references therein. These probability functions are defined based on a factor graph, a common graphic model used in inference problems. In FGaBP, the factor graph provides an efficient mechanism to represent the original problem as an inference problem as depicted in Fig. 1 (showing an example mesh and its corresponding factor graph), which may then be solved applying the belief propagation rules. As shown in Fig. 1(b) , there are two distinct nodes in the factor graph, variable nodes (VN, nodes of unknowns) represented by circles, and factor nodes (FNs) represented by squares.
The belief propagation algorithm is a message passing algorithm used to solve inference problems on graphic models.
The main steps applied in our FGaBP model are as follows.
1) The first step updates VN values associated with each FN. BP prescribes this operation as receiving messages (α and β) by the FNs, which then update the local α and β VN components.
2) In the second step, the FNs compute new beliefs for the unknowns associated with each FN. This requires solving two small systems of equations [see (7)].
3) Finally, step three updates VN values associated with each FN, which in BP is done sending a message to each associated/neighboring VN with the correction to sum on the VN to reach the new value [see (8)].
These steps are repeated until the change in α and β values reach certain threshold. The α and β values are parameters of defining the shape of the multivariate Gaussian distribution per finite element as explained in [5] 
Noteworthy, M, V, W, and K are small matrices corresponding to the local factors ψ a and t * represents the previous value
, N(i ) is the set of all VN associate to FN).
It is important to observe that FNs (where most of the computation is done) are only connected through variable nodes and that messages are only sent to local neighboring FNs. This is a key feature in BP applied on factor nodes that gives FGaBP great potential for parallel processing.
As mentioned in our previous work [5] , steps 1) and 2) are embarrassingly parallel; since the update on step 1) for α and β values can be done without any data dependence, and then in step 2), each FN will solve the two small linear systems independent of any other FN. Also, in our previous work we explain that step 3) can be made highly parallel with coloring algorithms. In this paper, we show how the new timedomain FGaBP method also preserves the same parallelism.
III. TIME-DOMAIN FGABP For the reformulation of the FGaBP method for time-domain applications, we chose to use the Newmark time scheme. The Newmark scheme is applied at the FN level as the argument of (6). This required slightly changing the datastructure and adding a few steps into the FGaBP algorithm described in Section II-B. These aspects are explained next.
A. Data Structure Changes
The new time-domain FGaBP method using the Newmark scheme requires the solution at the current and previous time steps to define the solution for the next time steps. Both the previous and current solution vectors need to be saved and operate on two constant matrices that must also be stored for the Newmark scheme. It is important to observe, that the constant matrices referred to will be combined in a way defined by the time stepping methodology chosen.
For a fixed time-step, the particular matrices operating on the current and previous solutions are fixed, thus the new formulation would be required to store the following pieces of data:
1) left-hand side matrix, as in FGaBP.
2) the current time-step solution, as in FGaBP.
3) the previous time-step solution, new here. 4) the right-hand side matrix associated with the previous time step, new here. 5) a composed excitation vector, different from the FGaBP method. In particular, the excitation vector can be generated on the fly or stored globally, but its size is quite small compared to the vector of unknowns, so it is not considered here as an additional storage requirement. Because the additional matrix required is sparse and relatively small, the order of the additional memory required is O(n), where n represents the number of unknowns per FN. The matrices accompanying the data of (a) and (d) can be identified in (3) as the LHS term accompanying the next time step (our unknown) and the RHS is represented by two vectors RHS-1 (vector associated with the current time step solution e t ) and RHS-2 (vector associated with the previous time step e t-1 ).
It is also relevant to observe that these requirements depend on the time-stepping scheme selected and they would imply similar memory additions in classic FEM formulations.
If one considers lossy materials, the FN matrix data structure does not vary; the matrix would simply contain an additional term, i.e., [R] matrix, when it is assembled to account for the lossy material property.
B. Description of the Time-Domain Algorithm
The time-domain FGaBP method adds three pre-processing steps to FGaBP and one post-processing step, which are depicted by Fig. 2 .
The three pre-processing steps are: 1) to compute the new excitation value for the current time step; 2) to update the right-hand side vector with the new excitation values; and 3) to store the previous solution vector. The solution step 4), calls the static FGaBP algorithm with the new data structure defined. Finally, the solution for the given time step is computed as u = β/α. This process is repeated for each time step (shown in the left panel in Fig. 2) .
From this description, it is clear that the pre-and postprocessing steps are embarrassingly parallel, making the new algorithm as parallel as the original FGaBP.
IV. RESULTS
The new method was tested using a high-frequency application consisting of a waveguide excited with a sinusoidal wave on the left boundary and containing a defect in the bottom middle of the waveguide, as shown in Fig. 3 .
The sinusoidal wave has a frequency of 3 GHz and the dimensions of the problem are mentioned in the figure. We assume the excitation to be far away from the defect, so the first-order absorbing boundary condition can show satisfactory performance. Here, the length of the waveguide is 40 cm in total.
The Newmark formulation is configured with β = 1/4, which produces an unconditionally stable vector wave equation. The initial mesh used is itself a square grid with length of h/8.
The tests were performed on an Intel Core i7-5960X CPU clocked at 3 GHz, with eight cores (totaling 16-threads) and 16 GB DDRAM3. The operating system installed was 64-b Ubuntu Linux 14.04.4 LTS (kernel 3.13.0-79), with GNU Compiler Collection compiler version 4.9.3. Also, the code was developed using the deal.II 8.2.1 library.
The first set of results presented is a proof of concept for the new method. The problem was initially solved for a non-lossy material defect with a very coarse mesh containing 43 008 elements and 43 745 unknowns. The solution obtained for the steady-state response of this problem is consistent with the expected behavior, as shown in Fig. 4 .
Next, we decided to test the parallel scalability properties of the algorithm. For this purpose, the grid was further refined to a medium size problem with 2 752 512 elements and 2 758 401 unknowns.
The results are again consistent to the ones in Fig. 4 , and with the current system setup we observed a speedup of more than five times with respect to one core, as shown by Fig. 5 .
As noted earlier, the new algorithm retains the parallel scalability of the original FGaBP, which is limited by the physical parallel resources available. The performance scales well up to four cores, experiencing some degradation up to eight cores. Further increase in the number of threads results in minimal or negative return in terms of performance, which is expected as more than 8-threads are not supported by physical cores, but rather by Intel's Hyperthreading technology.
Also, it was observed that for smaller problems the parallel scalability degraded much faster, from 10% to 15% of the one shown here. Again, this was also expected since there is not enough parallel work to overcome the parallel overhead.
In general, increasing the time-step size deteriorates the condition number of the LHS matrix and thus increases the number of iterations required for convergence by iterative solvers. Therefore, we studied the convergence performance of the solver by increasing the time-step size from 2% to 10% of the period of the source. Fig. 6 shows that although this increases the number of iterations, it still always converges. This figure also shows the 2-norm of the residual computed for the global result in each time step.
The last set of results shown in Fig. 7 is related to introducing a lossy material in the defect located in the middle of the waveguide. This was simply done by increasing the value of σ from 0 to 3.34 S/m in the Newmark scheme in (3).
The figure shows how the lossy material significantly attenuates the wave (see top response) compared to the original lossless response shown at the bottom of the figure. There is also a slight delay in the wave related to the loss. We achieved quite similar speedup compared to the lossless case.
V. CONCLUSION This paper presents a new time-domain FGaBP formulation that extends the applicability of the original electrostatic FGaBP formulation. The new method results from combining the original FGaBP formulation with the Newmark unconditionally stable time stepping scheme. The new method is empirically validated using a high-frequency parallel waveguide example, demonstrating the effectiveness of this approach.
A central observation from the results was that the parallel properties of the new method, which constitutes the main motivation to use FGaBP, are retained in the new time-domain version proposed here. The results presented here show that the algorithm scales gracefully up to the number of physical cores, and as expected, from there on the parallel efficiency drops. Our results show speedups of more than five times with respect to one CPU core. On the other hand, we also observed that increasing the size of the time-steps increases the required iterations for convergence, as expected, but with the method always converging. Finally, we also showed that supporting lossy materials in this new formulation is easily incorporated into the simulation, as shown in the results section.
Nonlinear FGaBP formulations have yet to be developed and represent the main hallmark for future work. Currently, an Message Passing Interface implementations is being developed for the classic electrostatic FGaBP formulation, which may then be applied to the time domain algorithm presented here. ACKNOWLEDGMENT This work was supported by the Natural Sciences and Engineering Research Council of Canada.
