Abstract. We study convolution and Fourier restriction estimates for some degenerate curves in R 2 .
Notational comment: This note concerns certain operators defined on functions on R 2 . Thus L p will stand for the L p space constructed using Lebesgue measure on R 2 and · p will denote the norm in L p . If E is a Borel subset of R 2 , then |E| will stand for the two-dimensional Lebesgue measure of E.
The two following theorems are well known and prototypical for many important results in harmonic analysis.
Theorem 1. Suppose a < b and write T f(x) = b a f x + (t, t
2 ) dt. Then there is a constant C (independent of a and b) such that T f 3 ≤ C f 3/2 . Also, the collection of points (
the "typeset" of
T , is the convex hull of the points (0, 0), (1, 1) , and ( 
It is natural to wonder what happens to Theorems 1 and 2 when the curve (t, t 2 ) is replaced by a general t, φ(t) . Since the curvature of the parabola is key to the proofs of Theorems 1 and 2, a reasonable starting point for generalization is the hypothesis φ ≥ δ > 0. Furthermore, it has been known for some time that this hypothesis is sufficient to ensure that the analogs of Theorems 1 and 2 hold. The next step is to investigate this situation when φ is allowed to vanish, and it is easy to see that one can no longer expect the exact analogs of Theorems 1 and 2 to hold. There are then two possibilities. The first is to "dampen" the measure dt by introducing a factor ω(t) which is small when φ (t) is small and then to attempt to obtain the exact analogs of Theorems 1 and 2 with dt replaced by ω(t) dt. The second is to keep the dt and to see how the conclusions of Theorems 1 and 2 change.
Concerning the first approach, there are the following results.
Theorem 1a ([3] ). Suppose φ > 0 and φ
Theorem 2a ([5] , [4] 
holds whenever φ is as in Theorem 1a.
Here are some comments on Theorems 1a and 2a: (a) The measure φ (t) 1/3 dt appearing in Theorems 1a and 2a is the so-called affine arclength measure. Its relevance to problems like these was advocated by Drury ([2] ). It is the optimal choice of a measure on the graph of φ for these convolution and restriction problems.
(b) The weakness of Theorem 1a is that the estimate it provides is not a strong type (3/2, 3) estimate like the one in Theorem 1, but is (equivalent to) a weak type (3/2, 3) estimate. Whether the strong type estimate always holds is, to my knowledge, an open problem.
(c) The most interesting feature of Theorems 1a and 2a is that the estimates they contain are uniform in the sense that they are independent both of φ (subject to the monotonicity hypotheses imposed on φ) and of the length of the interval (a, b).
The purpose of this note, however, is to explore the second-mentioned approach above (keep the dt) and, in particular, to prove Theorems 1b and 2b below. In what follows, dλ will refer to the measure on R 2 corresponding to dt on the graph γ of φ. We will be interested in estimates on λ of the form
to hold for all parallelograms P ⊂ R 2 and where 0 < α ≤ 1/3. 
φ(t)) dt and assume that (2) holds. Then the estimate
holds whenever
2−3α . If, on the other hand, (4) holds without the C(p) for some p and q satisfying
Here are some remarks on these results: (d) If an estimate (3) is to hold even for f = χ E , then the point (1/p, 1/q) must lie in the triangle T which is the closed convex hull of the points (0, 0), (1, 1), and (2/3, 1/3). This is basically a consequence of the fact that the dimension of the graph of φ is one. The point (1/p, 1/q) = (2α, (4) for all (1/p, 1/q) with 1/q = (1 − 1/p)/α with 1 ≤ p < (2 − 2α)/(2 − 3α). The first three of these equivalences can be viewed as a partial response to an old problem of Stein [6] , pp. 122-123: "characterize (if possible, in terms of the size of the measure dµ, whatever that means) the condition of f → f * dµ yielding a bounded operator from an L p space to an L r space". (e) Theorem 1b is sharp up to the fact that (3) is proven only for f = χ E . (f ) Although the relation 1/q = (1 − 1/p)/α in Theorem 2b is also sharp, the range 1 ≤ p < (2 − 2α)/(2 − 3α) is not best possible if α < 1/3 -see Theorem 1.3 in [1] .
The remainder of this note consists of the proofs of Theorems 1b and 2b.
Proof of Theorem 1b. Suppose that φ is a convex C
(1) function defined on (a, b) for which (2) holds and assume (for the moment) the following result.
Lemma. If (2) holds and A is a Borel subset of (a, b), then
We modify the proof from [3] :
Applying the lemma to the inside integral,
The fact that the Jacobian of the map
and it follows that
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The reverse implication of Theorem 1b follows easily by taking f = χ P +P in (3). Thus the proof of Theorem 1b will be complete after the proof of the lemma.
Proof of the lemma. Let I be an interval such that m 1 (I) = m 1 (A), s ∈ I ⊆ (a, b) ,
(To see that I exists, let J(t, s) be an interval with endpoints t and s, define , s) with the choice of + or − depending on whether t > s or t < s. Note that τ is a measure-preserving map of A onto some interval I containing s, and observe that |τ 
That is, recalling the definition of λ and then (2),
Proof of Theorem 2b. First assume that (2) holds. Then (7) is true as well, and, with (7), the proof of (4) is a simple adaptation of the proof of the theorem in [4] . Recalling that dλ is dt on the graph of φ. We will establish the estimate
and F ⊆ (a, b). Since r ≤ s, the Marcinkiewicz interpolation theorem and then a duality argument will yield Theorem 2b. If 1/d + 2/s = 1 or 1/d = 1 − 2α + 2α/r (which are equivalent given 1 − 1/r = 1/(αs)), we will actually show that
whenever F is a Borel subset of (a, b). Then it will follow that Thus (11) follows from (7), proving (8) and so (4) . If, on the other hand, (4) holds for p, q with 1/q = (1 − 1/p)/α, then (2) follows from the (easily verified) existence of f with χ P ≤ f and f p ≤ C(p) m 2 (P ) 1−1/p . This completes the proof of Theorem 2b.
