This paper presents a convergence analysis for the problem of consistent labelling using genetic search. The work builds on a recent empirical study of graph matching where we showed that a Bayesian consistency measure could be e$ciently optimised using a hybrid genetic search procedure which incorporated a hill-climbing step. In the present study we return to the algorithm and provide some theoretical justi"cation for its observed convergence behaviour. The novelty of the analysis is to demonstrate analytically that the hill-climbing step signi"cantly accelerates convergence, and that the convergence rate is polynomial in the size of the node-set of the graphs being matched.
Introduction
Con"gurational optimisation problems permeate all "elds of machine intelligence. Broadly speaking, they are concerned with assigning symbolic or discretely de"ned variables to sites organised on a regular or irregular network in such a way as to satisfy certain hard constraints governing the structure of the "nal solution. The problem has been studied for over three decades. Concrete examples include the travelling salesman [1] and N-queens problems [2] together with a variety of network labelling [3, 4] and graph matching [5] or graph colouring problems. The search for consistent solutions has been addressed using a number of computational techniques. Early examples from the arti"cial intelligence literature include Mackworth's constraint networks [3, 4] , Waltz's use of discrete relaxation to locate consistent interpretations of line drawings [6] , Shapiro and Haralick's use of forward-checking and backtracking to solve the consistent labelling problem [7] , together with a host of applications involving the AH algorithm [8, 9] . More recently, the quest for e!ective search strategies has widened to include algorithms which o!er improved global convergence properties. Examples include the use of simulated annealing [1, 10, 11] , mean-"eld annealing [12] , tabu-search [13}16] and most recently genetic search [17] .
Despite stimulating a large number of application studies in the machine intelligence literature, the convergence properties of these modern global optimisation methods are generally less well understood than their classical counterparts. For instance, in the case of genetic search, although there has been considerable e!ort directed at understanding the convergence for in"nite populations of linear chromosomes [18, 19] , little attention has been directed towards understanding the performance of the algorithm for discrete entities organised on a network structure. However, in a recent study, we have taken some "rst steps in the analysis of genetic algorithms for consistent labelling. There are two contributions of our earlier work which merit further discussion. First, we have provided a factor analysis of the signi"cance of the di!erent parameters required for convergence [20] . In a second study, we have performed an empirical investigation of genetic search for the graphmatching problem [21] .
Our motivation for embarking on this study of genetic algorithms for consistent labelling was previous work in which we had developed a Bayesian framework for gauging relational consistency [22] . We have not only used the new theory to show how the underlying consistency model accounts for a number of associative memory architectures [23, 24] , but have also developed some highly e!ective algorithms for inexact graph matching [25}27] and correcting structural errors in networks [27, 28] . Our initial aim was to consider how the Bayesian consistency measure [22] could be used to assess "tness and how the process of correcting graph errors via edit operations [27] could be mapped onto the architecture of genetic search [21] . The main conclusions of our study were threefold. First, the consistent labelling of graphs was only amenable to genetic search if a hillclimbing operator was incorporated. Second, the quality of the "nal solution was greatly improved if cross-over (or genetic recombination) was conducted by exchanging connected subgraphs. Finally, we found the optimisation process to be relatively insensitive to the choice of mutation rate.
Unfortunately, our analysis of the empirical results has hitherto been extremely limited and has been couched only in terms of a rather qualitative model of the pattern space in which con"gurational optimisation is performed [21] . This has meant that we have been unable either to predict the convergence behaviour or to account for the three interesting empirical properties listed above. The aim in this paper is to remedy this shortcoming by presenting a detailed analysis of algorithm behaviour. It is important to stress that although there have been several analyses of genetic search, these di!er from the study described here in three important ways. First, we are concerned speci"cally with the graph-matching problem. This means that we present an analysis that is more pertinent to the consistent labelling problem where there is network organisation rather than a linear chromosome. Second, we pose our analysis in terms of discrete assignment variables rather than continuous ones. Finally, we deal with the in"nite population size assumption in a critical manner.
Paper outline
Stated succinctly, the aim of this paper is to provide an analysis of the convergence of the genetic optimisation procedure when applied to the problem of graph matching [5,29}31] . We commence by investigating each of the genetic operators in turn. Once we have understood the behaviour of the operators in isolation, we turn our attention to predicting their collective behaviour. In order to demonstrate the validity of our theoretical predictions, we compare them with a Monte-Carlo study.
It is important at the outset to point out that the analysis presented in this paper commences from the same basic standpoint as the work of Qi and Palmieri [18, 19] . However, there are two principal di!erences between their analysis and the one presented here. First, their model of the genetic algorithm operates in a continuous space. While this renders the analysis algebraically tractable, it represents a simplistic model of discretely de"ned con"gurational optimisation which is unrealistic. Second, their analysis makes non-speci"c assumptions concerning the form of the "tness function. In consequence, it is of limited use in understanding the graph-matching or consistent labelling problem.
By contrast, we provide an analysis which is more speci"c to the Bayesian framework developed by Wilson and Hancock [26] for consistent labelling problems. It is the Bayesian consistency measure developed in the work that has been explored in an empirical manner in the evolutionary search procedure developed by Cross and Hancock [21] . The new analysis presented here not only allows us to develop quantitative predictions of overall population behaviour, it also allows us to attempt a realistic analysis of the algorithm time complexity. One of the main conclusions of our empirical study of genetic search [21] was that the addition of a hill-climbing operator can yield signi"cant improvements in both the convergence rate and solution quality. For this reason, we will supplement our analysis of the traditional operators with a study of the hybrid hill-climbing algorithm. This is one of the novel contributions of the paper.
While the results obtained for the mutation and crossover operators are relatively generic, the analysis of the selection and hill-climbing operators require a more detailed model of the problem at hand. It is here that our analysis becomes problem-speci"c to graph matching.
The paper outline is as follows. In Section 3, we brie#y review the "tness measure that underpins our graphmatching algorithm. Section 4 details the main stages of the genetic search procedure. These two sections are e!ectively a synopsis of our recent paper [21] which reports the details of the evolutionary graph-matching technique. In Section 5, we commence our modelling of the distribution of the Bayesian consistency measure which ful"ls the role of "tness in our graph-matching technique. Section 6 exploits this distribution-model to predict the evolution of "tness under each of the genetic operators, i.e. mutation, selection, cross-over and hillclimbing. In Section 7, we use the individual operator characteristics to understand the iterative behaviour of the combined hill-climbing genetic operator. This section also comments on the validity of our analysis. Section 8 provides some illustrative examples of the graphmatching method for real-world images. Finally, Section 9 o!ers some conclusions.
Relational graphs
Central to this paper is the aim of matching relational graphs represented in terms of con"gurations of symbolic labels. We represent such a graph by G"(<, E), where < is the symbolic label-set assigned to the set of nodes and E is the set of edges between the nodes. Formally, we represent the matching of the nodes in the data graph G "(< , E ) against those in the model graph G "(< , E ) by the function f : < P< . In other words, the current state of match is denoted by the set of Cartesian pairs constituting the function f.
In order to describe local interactions between the nodes at a manageable level, we will represent the graphs in terms of their clique structure. The clique associated with the node indexed j consists of those nodes that are connected by an edge of the graph, i.e. C H " j6+i3<
The labelling or mapping of this clique onto the nodes of the graph G is denoted by
Suppose that we have access to a set of patterns that represent feasible relational mappings between the cliques of graph G and those of graph G . Typically, these relational mappings would be con"gurations of consistent clique labellings which we want to recover from an initial inconsistent state of the matched graph G . Assume that there are Z H relational mappings for the clique C H which we denote by
, is a pattern index. According to this notation I G 3< is the match onto graph G assigned to the node i3< of graph G by the th relational mapping. The complete set of legal relational mappings for the clique C H are stored in a dictionary which we denote by H "+ I" "1, 2, 2 , Z H ,. The discrete relaxation procedure is based on maximising the joint probability of the matched label con"guration, i.e. P( H ). It is therefore necessary to "nd a way of enumerating P( H ) when the label con"guration is highly inconsistent. The approach is to adopt a Bayesian viewpoint in which it is assumed that only consistent labellings in the dictionary are legal and have uniform non-zero a priori probabilities of occurrence, i.e. P( I)"Z\ H . Other con"gurations do not occur a priori but are the corrupted realisations of the dictionary items. This idea is realised by applying the axiomatic property of joint probability to expand P( H ) over the space of consistent con"gurations
Further development of a useful objective function for discrete relaxation requires a model of the label corruption process, that is of the conditional probabilities of the potentially inconsistent con"gurations given each of the Z H feasible relational mappings P( H " I). We adopt a very simple viewpoint; matching errors are assumed to be memoryless and to occur with uniform probability.
The "rst consequence of the assumed absence of memory is that the errors are independent. As a result we can factorize the conditional probabilities over the individual nodes in the graph, i.e.
P( H
Our next step is to propose a model for the label corruption mechanism at each node in the graph. Again, taking recourse to the memoryless assumption, we take the probability of label errors on individual objects to be independent of the class of label. If P C is the label error probability, then the distribution function for the label confusion probabilities is
As a result of this distribution rule, the conditional matching probabilities depend on the Hamming distance H( H , I) between the matched con"guration H and the individual dictionary items I, i.e.
where the Hamming distance H( H , I) is de"ned using the Kronecker delta function to be H( H , I)"
. The model components given in Eqs. (2)}(4) naturally lead to the following expression for P( H ) in terms of the set of Hamming distances to the consistent labellings residing in the dictionary
where b"(1!P C )! H and k C "ln(1!P C )/P C . According to our simple model of label errors Hamming distance is the basic measure of consistency. Systematic softening of the constraints residing in the dictionary is controlled by the parameter P C . The con"gurational probability P( H ) is the basic ingredient of our genetic search procedure. It represents the probability of a particular matching con"guration evaluated over the state space of feasible possibilities (i.e. the dictionary). We use as our global measure of consistency the average of the clique con"gurational probabilities, i.e.
In the next section of this paper we will describe how this average consistency measure can be utilised as a "tness measure in the genetic search for relational matches.
Genetic search
In a recent paper [21] , we showed that a hill-climbing genetic search procedure provides a very natural way of locating the global optimum of the global consistency measure described in the previous section. In essence, the approach relies on generating a population of random initial matching con"gurations. These undergo crossover, mutation and selection to locate the match that optimises the Bayesian consistency measure de"ned in the previous section of this paper. The main stages of the algorithm are outlined below and more detailed discussion can be found in Ref. [21] .
Initial population generation
The idea underpinning genetic search is to maintain a population of alternative solution vectors and to re"ne this population using various evolutionary operators. To distinguish the di!erent solutions we use a population index . We let f ? (i) denote the match assigned to the node i in the data-graph by the th solution in the current population. The "tness associated with the solution indexed is denoted by P? % . In order to initialise the algorithm we randomly assign matches. In other words, our initial solution vectors are random con"gurations of labels drawn from the model graph.
Cross-over
Cross-over is the process which mixes the pool of solutions to produce new ones. If e!ectively controlled, the process can be used to combine pairs of suboptimal or partially consistent matches to produce one of improved global consistency. Typically, deterministic updating of the match will propagate constraints only over the distance of one neighbourhood with each iteration. Cross-over can accelerate this process by combining disconnected yet internally consistent subgraphs from the individual solutions in the pool.
The standard cross-over procedure involves selecting at random pairs of global matching con"gurations from the current population. Matches at the corresponding sites at randomly chosen locations in the two graphs are then interchanged with uniform probability . However, this uniform cross-over mechanism will not necessarily facilitate the merging of locally consistent subgraphs. Moreover, the process also ignores the underlying structure of the graphs. A better strategy is to combine the solutions by physically dividing the graphs into two disjoint subgraphs. In this way internally consistent portions of the individual solutions may be exchanged at the structural level.
Mutation
A further randomisation stage is applied to the individual matches to introduce new information into the population of global matches through a process of mutation. This is e!ected by randomly re-assigning the matches on individual sites. The probability of re-assignment is uniform across the sites. In other words, we randomly re-assign a "xed fraction, the matches in f ?(i), with random labels selected from the set < .
Hill-climbing
The aim in performing hill-climbing operations is to restore consistency to graphs modi"ed by the cross-over and mutation operations. Although this can be e!ected by stochastic means, this is time consuming. The hillclimbing stage involves iteratively recon"guring the graphs modi"ed by cross-over or mutation to maximise the value of P? % . Formally, this corresponds to a parallel iterative application of the following decision rule:
This application of the rule has the e!ect of locating the nearest local optima of the global consistency measure. It therefore redistributes the population of solutions to reside at the modes of this "tness measure. Suboptimal modes become increasingly unlikely as they are removed from the population by the stochastic selection operations. This process not only accelerates convergence, but also diminishes the requirement for a large population of graphs.
Selection
The "nal stochastic element of genetic search is the selection process. The aim here is to randomly admit the con"gurations re"ned by the hill-climbing process to the population on the basis of their "tness measure. The probability distribution de"ned in Eq. (5) lends itself naturally to the de"nition of a population membership probability. Suppose that P ? % denotes the global con"gurational probability for the th member of the pool (population) of graphs. By normalising the sum of clique con"guration probabilities over the population of matches, the probability for randomly admitting the th solution to the pool of graphs P is
Empirical xndings
Based on an empirical study of the resulting graph matching algorithm, we reached the following conclusions concerning its convergence behaviour:
E The method was relatively insensitive to mutation rate.
In fact, provided that the mutation probability did not exceed 0.600, then the number of iterations required for convergence was approximately constant. E The addition of the hill-climbing step considerably reduced the number of iterations required for convergence. E Once the population size exceeded a critical value, then the convergence rate was essentially independent of population size. E The number of iterations required for convergence was approximately polynomial in the number of graph nodes.
The aim in the remainder of this paper is to provide an analysis which supports these empirical "ndings.
Distribution analysis
We formulate our investigation of graph matching as a discrete-time process with the states de"ned over the state space of all possible correspondences between a pair of graphs. Our analysis of the population is a statistical one, in which we assume that the population is su$-ciently large that we can invoke the central limit theorem. For this reason we direct our attention to the modelling of the probability density function for the distribution of solution vectors.
Formal ingredients of the model
For the problem of graph matching, each solution vector f ? : < P< represents the labelling of the nodes of a data graph < with the nodes of a model graph < . In order to simplify the analysis, we will assume that the pair of graphs have an identical number of nodes, i.e. "<"""< """< ". To commence our modelling of the distribution of solution vectors, we focus our attention on the fraction of mappings that are in agreement with known ground truth. If the con"guration of ground-truth correspondence matches is denoted by fI , then the fraction of correctly assigned matches for the solution vector indexed is equal to
where is a population index of the solution vector, n is the iteration number and is the Kronecker delta function. A solution vector f ? in which each of the matches is correct would have F L ? "1. By contrast, a solution vector in which none of the correspondence matches are correct would have F L ? "0. In order to analyse how the genetic graph-matching process performs, we wish to evaluate the distribution of F L ? over the entire population of candidate solution vectors. At iteration n, we denote the distribution of fractional matching error by P L " (F" ). The overall goal of our analysis is to model how the distribution of the fraction of correct matches evolves with iteration number. For reasons of tractability, we largely con"ne our attention to understanding how the mean fraction of correct matches with iteration number. The quantity of interest is
Since the mutation and cross-over operators do not draw upon the "tness of the individuals in the population, it follows that we can model their e!ect on the distribution of correct matches without reference to the speci"c nature of our "tness measure. In contrast, the selection operator draws upon our measure of relational consistency in order to determine the probability that each individual belonging to the population survives into the next generation. For graph matching, it is clear that the "tness measure is not related in a monotonic manner to the fraction of correct matches. In other words, there is no one-to-one relationship between P % and F L ? . It is for this reason that we must turn to genetic search rather than hill-climbing gradient ascent as a means of optimisation. However, since the "tness measure draws on Hamming distance between the super-cliques as a means of gauging relational consistency via Eqs. (5) and (6), we would expect that P % becomes small when F L ? approaches zero. Conversely, P % will be large when F L ? approaches unity. In other words, extreme survival probabilities should correspond to the extremes of the distribution of correct matches.
Most attempts to analyse the convergence properties of genetic algorithms [18, 19] have relied on the assumption that the population size is in"nite. Although this assumption is made for reasons of computational tractability, it is rarely possible to realise it in practice. In fact, such an assumption corresponds to taking the case in which the entire search space is populated by candidate solutions. This is clearly at odds with the spirit of genetic search, where it is the role of the evolutionary operators to advantageously position a small number of distinct individuals. Moreover, if the whole sample space were "lled with solutions, then global optimisation could be trivially performed by exhaustive selection of the "ttest individual. However, while we criticise the in"nite population size assumption on the grounds of realism, we do not wish to detract from its importance in understanding the convergence properties of genetic search. One of the important features of our analysis is that even at relatively small population sizes, our results predict the convergence behaviour accurately. It is interesting to note that in their analysis Qi and Palmieri [18, 19] show that the "nite population density function approaches the in"nite population limit with a fractional error that is proportional to 1/("<".
We commence our analysis by assuming that the number of correct matches in the initial population follows a binomial distribution. If the initial population is chosen in a random fashion, then at the outset the expected fraction of correct matches is given by
Under the binomial assumption, the number of correct matches has mean F "<" and standard deviation ("<"F (1!F ). As a result the initial number of correct matches is distributed in the following manner:
Since we are interested in the fraction of correct matches, we turn our attention to the distribution of the random variable " /"<". By appealing to the central limit theorem under the assumption that the graphs have large numbers of nodes, we can replace the binomial distribution of the number of correct matches by a Gaussian distribution of the fraction of correct matches. In practice, we deal with graphs whose size exceeds 40 nodes, and so this approximation will be a faithful one. The probability distribution for the fraction of correct solutions in the population is therefore
. (13) Because the distribution is Gaussian, the mode is located at the position ""<"1F 2.
Genetic operators
In this section we will investigate the role that the three traditional genetic operators, i.e. mutation, cross-over and selection, play in the evolution of the average fraction of correct solutions in the genetic population. We will supplement this analysis with a discussion of the hill-climbing process. At this stage, our interest lies not with the prediction of the collective behaviour of the operators, but with the e!ect that each one has in isolation upon the population. Collective behaviour is the topic of Section 7.
The mutation operator
The goal of the mutation operator is to increase population diversity by performing a stochastic state swapping process. This is e!ected by randomly re-assigning on the individual node matches. The process is applied to each of the di!erent solutions that constitute the current population. This process proceeds independently for both the individual nodes and the individual solutions. This is in contrast with the cross-over which serves to exchange information between pairs of solutions in order to form new individuals that are admitted to the population on the basis of their "tness. The uniform probability of any match undergoing a random state swapping process is P K . For each individual solution vector, there are three possible transitions that can occur in the state of match. First, an individual mutation could increase the number of correct matches by one unit; in this case the increase in the fraction of correct matches is
The second possible outcome is a reduction in the number of correctly assigned matches by one unit; in this case the decrease in the fraction of correct matches is P K F L ? ( "<"!1)/"<". Finally, the mutation could leave the number of correct correspondences unchanged; in this case the fraction of correct matches remains unchanged at the value F L ? . For moderate mutation rates, the most likely change to the fraction of matches is due to the second transition. This corresponds to a disruption of the set of correctly assigned matches.
We are interested in the e!ect that the mutation operator has upon a solution vector in which the fraction of correct matches is F L ? at iteration n. In particular, we would like to compute the average value of the fraction of correct matches at iteration n#1. Based on the three assignment transitions outlined above, the new average fraction of correct matches is
After some straightforward algebra, we can re-write this recursion formula in terms of the fraction of matches correct at the outset, i.e. F ? . As a result, the average fraction of correct matches at iteration n is
This result depends on only the iteration number and the initial fraction of correct matches. We can make the exponential character of the formula clearer by rewriting it in terms of the natural exponential function. As a result
where
There are a number of interesting features of this formula that deserve further comment. First, the equation represents an exponential decay that tends towards a minimum value of 1/"<", i.e. the probability of randomly assigning a correct match. The Fig. 1 . A numerical simulation of the distribution of correct solutions in the population using only the mutation operator. rate of decay is determined by the logarithm of the probability that a mutation operation does not take place, i.e. 1!P K . In qualitative terms, the mutation process represents an exponential drift towards highly un"t solutions. The rate of drift is controlled by two factors. The "rst of these is the mutation rate P K . As the mutation probability increases, the disruptive e!ect of the operator becomes more pronounced. The second factor is the initial fraction of correct matches that were present prior to mutation. As this initial fraction of correct matches increases, then so does the disruptive e!ect of the mutation operator. The e!ect of this second drift process is to impose a higher rate of disruption on solutions in the population that are approaching a consistent state. Poor or highly inconsistent solutions, on the other hand, are not signi"cantly a!ected. This latter drift e!ect can be viewed as a natural mechanism for escaping from local optima that may be encountered when the global solution is approached in a complex "tness landscape.
After a very large number of mutation processes, the population will approach a completely random state. In this state the number of correct matches will be governed by a binomial distribution in which the expected value of the fraction of correct matches is 1/"<". In other words, we expect any initial distribution of solutions to drift towards a binomial one in an exponential fashion.
To verify the validity of the result, we have conducted a Monte-Carlo simulation. We set the mutation probability to a value of and plot the distribution P " as a function of iteration number. The resulting plot is given in Fig. 1 . We observe the predicted exponential decay. Speci"cally, the peak of the population distribution drifts towards the origin in the fashion predicted. Moreover, the width of the distribution becomes narrower as it approaches a binomial distribution at the origin. In order to quantify this process we plot the most probable fraction of correct matches in the population against iteration number. This plot is shown in Fig. 2 . We note that there is a good agreement between our prediction of exponential decay and what is observed experimentally.
An analysis of the selection operator
In contrast with the mutation operator which is a uniform random process, selection draws upon the "tness function to determine the probability that the di!erent solution vectors survive into the next population generation. Because of this task-speci"c nature of the "tness function, it is not possible to undertake a general analysis of the selection process. Moreover, in the case of graph matching the compound exponential structure of our "tness measure further complicates the analysis. To overcome this problem, we present an approximation to our Bayesian consistency measure which allows us to relate the survival probability to the fraction of correct matches. This approximate expression for the survival probability turns out to be polynomial in the fraction of correct matches.
We commence by writing the "tness using the expression for the super-clique matching probability given in Eq. (6) . To make the role of error probability more explicit, we re-write the matching probability in terms of Kronecker delta functions that express the compatibility between the current matching assignments and the consistent matches demanded by the con"guration residing in the dictionary. As a result
Our aim is to compute the average value of the global consistency measure, P? % . Because the consistency function averages the matching probability P( H ), the expected value of the global probability is equal to
We now note that the expected value of the exponential function under the product can be re-expressed in terms of the assignment probabilities in the following manner:
As a result, the expected value of the global matching probability, i.e. the probability of survival, is equal to
Unfortunately, this expression still contains reference to the dictionary of structure-preserving mappings. In order to further simplify matters, we observe that when the con"guration of assigned matches becomes consistent then, provided the error probability P C is small, we would expect the sum of exponentials appearing in Eq. (5) to be dominated by the single dictionary item that is fully congruent with the ground-truth match. The remaining dictionary items make a negligible contribution. Suppose that ( is the index of the correctly matching dictionary item, then we can write
We can now approximate the super-clique matching probability by considering only the dominant dictionary item. This allows us to remove the summation over dictionary items. Finally, we note that the average value of the probability of correspondence match, i.e. P( f (i)" I G ), is simply equal to the fraction of correct matches F L ?
. By assuming that all super-cliques are of approximately the same average cardinality, denoted by "C K ", we can approximate the global probability of match in the following manner:
In other words, our measure of relational consistency is polynomial in the fraction of correct matches. Moreover, the order of the polynomial is equal to the average node connectivity "C K ". As the average neighbourhood size or node connectivity in the graphs increases, the discriminating power of the cost function becomes more pronounced. The model developed in this section relates the Bayesian consistency measure to the fraction of correct matches in the population. In order to verify the model, we have conducted the following experiment. We have generated a large number of random graphs. For each graph in turn, we have generated a set of random selfcorrespondences with varying degrees of error. For each set of correspondences, we have computed the Bayesian consistency measure. We have then compared the measured and predicted values of P? % for each value of the known fraction of correct matches. This plot is shown in Fig. 3 for randomly generated graphs containing 40 nodes. The graphs used in this experiment are Delaunay triangulations generated from random point sets. For the Delaunay triangulation, the average clique size or node connectivity is "C K ""5.2. The predicted value agrees well with the true match probability P % as the fractional error increases. At lower values, the disparity between our prediction and the true functional becomes more pronounced, although the general form of the curve is still re#ected in the data.
Having derived an approximate relationship between the Bayesian measure of relational consistency and the fraction of correct matches, we recall that the survival probability for the solution vector indexed between generations n and n#1 under roulette wheel selection strategy [32] is given by
P?
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In order to model the selection process, we recast the roulette wheel probabilities in terms of the distribution of the fraction of correct matches. This involves taking the approximation for the matching probability and weighting according to the probability distribution for the fraction of correct matches. The expression for the selection probability becomes
The normalisation integral appearing in the denominator is not of prime interest to us since it depends only on iteration number and not upon the overall fraction of correct matches. Here we are concerned with the dependence on the fraction of correct matches. In order to proceed we observe that the normalisation factor serves only to guarantee that the total survival probability sums to unity. Stated alternatively, this means that the populations at generations n and n#1 are of the same size. Furthermore, if we con"ne our attention to the convergence properties of the mode of the distribution of the fraction of correct matches, we can neglect the normalization term and investigate the quantity
where B L is an iteration-dependent normalization constant that is not a function of the fraction of matches correct. The recursive application of this equation yields the distribution of the fraction of correct matches at any generation in terms of the initial fraction. The relationship is a power law of the form
Substituting for the approximate initial distribution given in Eq. (13) together with our approximation to the cost function from Eq. (22), we "nd
The required distribution is simply a Gaussian distribution that is modulated by a polynomial of order "C K "n. This demonstrates that the average fraction of correct matches in the population will tend to increase as the value of n increases. In other words, the iteration process improves the fraction of correct matches. By con"ning our attention to the solutions that occur most frequently in the population, we can track the iteration dependence of the mode or peak, F L K?V , of the distribution of correct matches. To locate the most frequently occurring solution in the population, we proceed as follows. First, we evaluate the derivative of the distribution function in Eq. (27) with respect to the fraction of correct mappings, i.e. . Next, we set the derivative equal to zero. By solving the resulting saddle-point equation for F L and after rejecting the non-physical values of that fall outside the interval [0, 1], we "nd that the maximum value P " is located at the position
where "
and
In Fig. 4 we plot the iteration dependence of the modal fraction of correct matches. The example shown in this plot has the label error probability set to P C "0.01, the graph size "<" is 40, and the average super-clique size "C K " is 5.5.
With this model of the iteration dependence of F L K?V under the selection operator to hand, we are in a position to compute the number of iterations required for algorithm convergence. Our convergence condition is that the modal fraction of correct matches is unity. We identify the value of the iteration index n that satis"es this condition by setting F L K?V "1 in Eq. (28) . Furthermore, we assume that the initial population is randomly chosen and as a result F "1/"<". Solving for n, we "nd the number of iterations required for convergence to be equal to
In other words, commencing from a simple model of the selection process that uses a number of domain-speci"c assumptions concerning our Bayesian consistency measure, we have shown that we would expect the number of iterations required for convergence to be polynomial with respect to the number of nodes in the graphs under match. A plot of the number of iterations required for convergence is shown in Fig. 5 . In order to provide some justi"cation for our modelling of the population mode, we have investigated how the selection operator modi"es the distribution of correct correspondences in the genetic population. To embark on this study, we use our simple simulation process to generate the distribution P L " under the selection operator as a function of the iteration number. The results are shown in Fig. 6 . The main point to note is that the width of the distribution remains narrow as the iterations proceed. This is because only the selection operator is used. It is important to stress that there is no diversi"cation process at play.
An analysis of the cross-over operator
The cross-over or recombination operator is responsible for exchanging the assigned matches at corresponding sites in pairs of solution vectors. This contrasts with the mutation and hill-climbing stages of the genetic search procedure, where the matches are re-assigned. In other words, cross-over mixes the matching con"gurations through an exchange process, while mutation and hill-climbing are responsible for recon"guration.
To proceed with our analysis of the cross-over operator, let us assume that we are exchanging the assigned matches between the candidate solutions indexed and . These two solutions are chosen at random from the population at iteration n. The fraction of matches correctly assigned in the solution indexed is F L ? , while for the solution indexed the fraction is F L @ . Suppose that the fraction of nodes exchanged from the solution indexed to the solution indexed is denoted by . Under these circumstances, we form two new solutions, indexed and which have the following fractions of correct matches
Since the recombination process involves only swaps and does not recon"gure the locations of the matches, it has no overall e!ect on the average number of correctly assigned node matches per solution in the population. It will however blur the distributions of both "tness and the fraction of correct solutions. Let us consider the e!ect of a large number of crossover operations. According to the central-limit theorem, if we consider the distribution of a random variable associated with the solutions in the population, then as the number of trials increases then so the distribution will approach a Gaussian. To provide an illustration of this e!ect, we construct an initial population in which each solution has half the matches correctly assigned, i.e. F L "0.5. After "ve cross-over iterations, the resulting population distributions are plotted in Fig. 7 .
This blurring process, while not directly e!ecting the algorithm convergence, plays an important role when combined with the selection operator. The blurring occurs symmetrically about the mode of the distribution. If this blurred distribution were subjected to a selection operation, then the high "tness tail would be selected in preference to the low-"tness tail. The resulting distribution would therefore become skewed towards the higher fractions of correct matches.
An analysis of the hill-climbing operator
Since the hill-climbing operator is only used to make local changes that increase P % , it is clear that it can only Fig. 7 . A demonstration of the blurring process e!ected by the genetic cross-over operator. Fig. 8 . Empirical results demonstrating how we expect gradient ascent to perform. The dotted curve represents the best "t that was found. Fig. 9 . A prediction of the number of iterations required to ensure convergence when using only the hill-climbing operator.
improve the quality of the match. In this section of our analysis, we aim to determine to what extent the hillclimbing operator e!ects the overall convergence rate of our algorithm. Modelling the behaviour of the gradient ascent step of the algorithm is clearly a di$cult problem since it is highly dependent on the local structure of the global landscape of the "tness measure. One way of simplifying the analysis is to adopt a semi-empirical approach. Here we aim to Monte-Carlo the gradient ascent process and extract a parameterisation of the iteration dependence of the required distribution parameters. Our starting point is to generate 1000 random graphs. Commencing from a controlled fraction of initially correct matches, we perform gradient ascent until the con"guration of matches stabilises and no more updates can be made. We plot the "nal fraction of correct matches against the fraction initially correct in Fig. 8 . The best "t to the data gives the following iteration dependence:
This result relates the fraction of correct matches at iterations n and n#1 resulting from the application of the hill-climbing operator. By expanding the recursion in iteration number, we can obtain the dependence on the initial fraction of correct matches. At iteration n, the fraction of correct matches is given by
We can use the empirical iteration dependence of the expected fraction of correct solutions to make a number of predictions about the convergence rate of populationbased hill-climbing. We commence by assuming that the initial set of matches is selected in a random manner. As before, this corresponds to the case F "1/"<". Our condition for convergence is that less than one of the matches per solution is in error, i.e. F L '("<"!1)/"<". By substituting this condition into Eq. (35) and solving for n, we "nd
So when the graphs are large nK0.36 "<" ln "<". The number of iterations required for convergence is plotted as a function of graph size in Fig. 9 . The convergence rate increases slowly with graph size. For modest numbers of nodes the increase is approximately linear.
It is interesting to contrast the dependence on graph size with that for the selection operator (see Fig. 9 ). Whereas hill-climbing has a slow dependence on graph size, in the case of selection there is a more rapid polynomial dependence. As a "gure of merit, for a graph of size 50 nodes, the number of iterations required by selection is a factor of 10 larger than that required by hillclimbing.
7. An analysis of the combined operators As we pointed our earlier, the overall goal in this paper is an analysis of the combined e!ect of the mutation, cross-over, selection and hill-climbing operators described in Section 3. This is not a straightforward task. Previous attempts have included the work of Qi and Palmieri [18, 19] . The distinguishing feature of this work was to use a general framework to derive a su$cient condition for monotonic increase of the average "tness under the processes of selection and mutation. Unfortunately, the framework assumes that the optimisation process operates in a continuous space rather than a discrete one. It is the discrete search space of the consistent labelling problem posed by graph matching which is the focus of attention in this paper.
Standard genetic search
Our aim is to extend the analysis of the individual operators presented in Section 6 by deriving a su$cient condition that ensures a monotonic increase of the expected fraction of correct solutions when composite operators are applied. To embark on this study, we must "rst consider the order in which the di!erent genetic operators are applied. As the population of candidate solutions enters the new iteration n#1 from the preceding iteration n, we "rst perform the cross-over operation. As we have discussed earlier, this process results in a post-cross-over population that is distributed according to a Gaussian distribution. As a result the mode of the distribution is located where the fraction of correct solutions is equal to F L , while we let the standard deviation of the distribution be equal to L . The mutation operator is applied after the cross-over process. The main e!ect is to shift the mode of the Gaussian distribution to a lower "tness value. To model the combined e!ect of the cross-over and mutation operators, we use Eq. (15) in order to compute the change in the fraction of correct solutions due to a mutation operation. The change is equal to
As expected, there is a decrease in the expected fraction of correct solutions. Immediately following the application of the mutation operator, we do not know the exact distribution of the fraction of correct matches. However, as demonstrated earlier, we know that for a large number of mutation operations, the distribution is binomial, which in turn can be approximated well by a Gaussian for large "<". As a result, the required distribution can be approximated in a Gaussian manner. The mode of the distribution is located at the position
If the mutation probability P K is relatively small, as is usually the case, after a single mutation operation, then we can assume that the standard deviation of the Gaussian, i.e. L , remains unchanged.
In order to determine how the peak or mode of this distribution is shifted by the selection operator we recall Eq. (28) . Our interest is now with the change fraction of correct matches that the peak of the distribution undergoes under the combined selection and mutation operators. This quantity is equal to the peak value o!set by the shift due to mutation, i.e.
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It is important to note that the distribution used as input to the selection operator is the result of the sequential application of the cross-over and mutation processes.
Computing the distribution shift after selection is straightforward, but algebraically tedious. For this reason we will not reproduce the details here. Given that we now have a prediction of how we expect the peak of the population distribution to evolve under the processes of cross-over, mutation and subsequent selection, we are in a position to construct a condition for monotonic convergence. Clearly, for the population to converge, the downward shift (i.e. "tness reduction) due to the mutation operator must be smaller than the upward shift (i.e. "tness increase) resulting from selection. In order to investigate this balance of operators, we consider the break-even point between mutation and selection which occurs where
Substituting from Eqs. (37) and (39), and solving for P K , the break-even condition is satis"ed when
It is important to note that this condition on the mutation probability is very similar to that derived by Qi and Palmieri [18, 19] . In fact, the maximum mutation rate is proportional to the ratio of the variance of the fraction of correct mappings in the population to the current expected fraction of matches correct. Moreover, the limiting value of the mutation is proportional to the total number of edges in the graphs, i.e. "<" ) "C K ". Finally, we note that as the fraction of correct matches increases, the mutation rate must be reduced in order to ensure convergence. It is important to emphasize that we have con"ned our attention to deriving the condition for monotonic convergence of the expected "tness value. This condition does not guarantee that the search procedure will converge to the global optimum. Neither does it make any attempt to capture the possibility of premature convergence to a local optimum. Fig. 10 . The maximum mutation rate that may be used to ensure monotonic convergence of a hybrid genetic hill-climbing optimisation scheme.
Hybrid hill-climbing
Having derived the monotonic convergence condition for the combined e!ect of the three standard genetic operators, we will now turn our attention to the hybrid hill-climbing algorithm used in our empirical study of graph matching [21] . As before, we compute the change in the fraction of correct matches that we would expect to result from the additional application of the hill-climbing operator. Since this step immediately follows mutation, the population shift is given by
For completeness, our analysis should next focus on the e!ect of the selection operator. However, as we demonstrated in Section 6.4, the rate of convergence for the selection operator is signi"cantly slower than that of the hill-climbing operator. This observation suggests that we can neglect the e!ects of selection when investigating the hybrid hill-climbing algorithm. In order to identify the monotonic convergence criterion for the hybrid hill-climbing algorithm, we focus on the interplay between opposing population shifts caused by mutation and hill-climbing. This analysis is entirely analogous to the case presented in the previous subsection where we consider the interplay between mutation and selection for the standard genetic algorithm. In the case of the hybrid hill-climbing algorithm, the break-even occurs when
Proceeding as before, the inequality yields the following relationship:
By collecting terms and solving for the mutation probability, we arrive at the following convergence condition:
To simplify the convergence condition further, we make the reasonable assumption that the size of the graphs is large, i.e. "<"<1. Under this assumption, the dependence on "<" cancels with the result
This limiting mutation rate is plotted in Fig. 10 as a function of F L . In practice, we must select the operating value of P K to fall within the envelope de"ned by the curve in Fig. 10 . As the fraction of correct matches approaches unity (i.e. the algorithm is close to convergence), then the mutation rate should be annealed towards zero. More interestingly, we can use the convergence condition to determine the largest value of the mutation rate for which convergence can be obtained. By taking the limit as the fraction of correct matches approaches zero, we "nd that lim
6430. This agrees well with the empirical "ndings reported in our previous work [21] .
Result validity
Before providing some illustration of the matching method, we return to the question of population size. The aim here is to use a Monte-Carlo study to assess how the theoretical predictions, made under the central limit assumption for large population size, degrade as the population size becomes relatively small.
To embark on this study, we use the simulation method outlined in Section 5.2. The problem studied involves a 20 node graph. In the "rst set of runs, we use only the three traditional genetic operators, i.e. mutation, cross-over and selection. In Fig. 11 , we plot F L as a function of iteration number for increasing population sizes. It is clear that beyond a population size of about 50 solutions, the convergence curves for the di!erent population sizes become increasingly similar.
We repeat this investigation, but supplement the standard operators with the hill-climbing operator. The results are shown in Fig. 12 . As expected, we "nd that agreement between curves, even for small population sizes, is extremely high. We would consequently expect our convergence predictions for the hybrid hill-climbing genetic algorithm to be valid for all population sizes that would be used in practice. 
Real images
This section furnishes two examples of the performance of the hybrid genetic algorithm on matching feature sets. The "rst task was matching corners extracted from an o$ce scene, as shown in panels (a) and (b) of Fig. 13 . These are low-quality images taken with an IndyCam. There is no calibration information: ground truth data were obtained by hand. The corners sets were Delaunay triangulated, as shown in panels (c) and (d). By considering the number of mappings in the ground truth data which were inconsistent with the triangulations, the amount of relational corruption was estimated at 15%. Each graph contains about 70 nodes. The graphs were matched using a hybrid genetic algorithm with a population size of 10. The cross-over and mutation rates were 1.0 and 0.4, respectively. The matching results are shown in panels (e) and (f ). The initial guess is random and contains no correct mappings. After only "ve iterations, the hybrid genetic algorithm has converged on a "nal match containing 99% correct mappings.
The second example is more di$cult. Panels (a) and (b) of Fig. 14 show the left and right images. This time, about 70 regions were segmented from each image using a simple thresholding procedure. As can be seen from the graphs in panels (c) and (d), there is considerable relational corruption. The ground truth suggested that there was as much as 50% relational corruption. The graphs were matched using the same algorithm as before. Again, the initial guess was poor. After 10 iterations, the algorithm had converged to a solution with about 67% correct mappings.
Conclusions
In this paper our aim has been to understand the role that the di!erent genetic operators play in the convergence of a genetic algorithm. In addition, our investigation has allowed us to make predictions about the number of iterations required for convergence under the processes of selection and hill-climbing. In particular, we have found that the selection process converges in a polynomial number of iterations as a function of graph size. The typical number of iterations required for convergence were in their thousands. Hill-climbing was found to converge in very nearly linear time complexity with logarithmic behaviour as the graph sizes became very small. The typical number of iterations required for convergence was less than 10.
The mutation operator was found to produce an exponential drift of the population distribution towards incorrect mappings. The drift rate was found to depend on both the mutation rate and the current fraction of correct correspondences. In other words, there is greater disruption when the population is dominated by a single consistent solution. In the case when the population contains a large number of dissimilar yet poor solutions, there is less disruptive drift. In contrast with the other operators, the role of the cross-over operator is to exchange information via recombination. The net e!ect is to blur the distribution of the fraction of correct solutions in a Gaussian manner. In other words, the mean fraction of correct solutions remains stationary, while the corresponding variance increases.
Based on this operator-by-operator analysis, we have analysed the conditions that are required in order to guarantee monotonic convergence of the most likely item in the population. In particular, we have obtained two interesting convergence conditions. First, we derived the convergence condition for the standard genetic algorithm, composed of cross-over, mutation and selection. This condition was found to have a similar structure to that reported by Qi and Palmieri [18, 19] . However, the condition for convergence makes the role of graph structure explicit in that the limiting value of the mutation probability is proportional to the total number of edges in the graphs being matched. The second result applies to the convergence of a hill-climbing genetic algorithm. The striking feature of the hybrid algorithm is that the limiting value of mutation probability is independent of the structure of the graphs being matched. This result accords well with our previous empirical "ndings.
In a "nal section we have investigated the validity of our results when generalized to problems with "nite population sizes. In particular, we have discussed the errors introduced by the simplifying approximations that have been made in order to derive our convergence conditions. One approximation that we have made throughout is that the population distribution can be assumed to be Gaussian. By the central-limit theorem, as the size of the graphs increase, then so the approximation becomes increasingly accurate. While deriving the convergence results for the selection operator we were required to make an approximation of our functional which simpli"es the dictionary model of consistency. Speci"cally, we assume that dominant contribution is from a single noise corrupted dictionary item. Of all the assumptions that have been made, this is the least satisfactory. When the fraction of correct matches is low, this approximation tends to underestimate the true value of the "tness functional. However, at higher values it yields accurate results. In other words, the approximation exaggerates the true discriminating power of our consistency measure. Consequently, we would expect to "nd that our theoretical convergence rates are underestimates. The "nal assumption has been to approximate the behaviour of the hill-climbing step using an empirical performance curve. In practice, the error resulting from the "tted polynomial approximation was never found to exceed 5%.
