eras that observe non-overlapping scenes. Multi-person trackcamera 1 camera 6 ing requires re-identification of a person when he/she leaves one field of view, and later appears at another. model in our approach consists of a Mixture of Gaussians. In L2 this paper we propose a distributed approach for learning this ground flor plAne first floor plane MoG, where every camera learns from both its own observations and communication with other cameras. We present the Fig. 1 . A map of sparsely distributed cameras in a wide area video Multi-Observations Newscast EM algorithm for this, which is tracking setting an adjusted version of the recently developed Newscast EM. The presented algorithm is tested on artificial generated data and on a collection of real-world observations gathered by a
In current systems, a single computer collects all observasystem of cameras in an office building.
tions from all cameras and learns a model which describes the Index Terms-Wide-area video surveillance, Data ascorrespondence between observations and persons. Problems sociation, Mixture of Gaussian, EM algorithm, Distributed with such a central system include: privacy issues, because all Computing observations are sent over a network and are centrally stored; network bottleneck, because all observations are sent to the same node; and the sheer risk of having one central system.
In this paper we present an alternative approach: a distributed system. such places relies on a network of sparsely distributed camThe local observations in combination with the exchanged eras. Every camera observes a scene which is (partly) disjoint data allow each camera toe lear its local model. In this from the scenes observed by other cameras, as indicated in paper we show that these local models converge quickly to figure (1 where 7rS is the mixing weight, ,us the mean and Es the co-The EM algorithm is an iterative procedure where for a numvariance matrix for person s. The mixture of Gaussians is ber of iterations, first the responsibility qk,s for each obsergiven byX ={Os}s=.
vation and each kernel is calculated. This is the E-step (1),
and it uses the current parameters { 7s, ,us, Ps }. Secondly for
One of the advantages of the gossip-based approach is that each kernel the parameters are optimized based on the current all nodes are running the same protocol in parallel, whereas responsibilities, the M-step (2-4).
in the other approach only one node at a time is carrying out computations. Next, we introduce Multi-Observations Newscast Averaging which is the underlying principle for Multi-Observations 2.3. Distributed EM Newscast EM. Thereafter we will describe the algorithm itself. The previous section described a method for learning the parameters of an MoG if all data are available. In the distributed 3.1. Multi-Observations Newscast Averaging setting, the data are distributed over a number of nodes. In our situation, a node corresponds to a camera in the system.
The Newscast Averaging algorithm [11] can be used for comThere are two kinds of solutions for distributed EM, the puting the mean of a set of observations that are distributed first relies on a fixed routing scheme along all nodes, the other over a network. We present Multi-Observations Newscast Avon gossip-based randomized communication.
eraging, which can handle any number of observations at a In both approaches the E-step of the EM algorithm is comnode. In Multi-Observations Newscast EM, the initialisation of the M-step and the E-step are completely local to each node.
1. Initialisation set the responsibilities %ik,5 (oi,k) ran-Also a stopping criterion, based on the parameters, could be domly or with K-Means implemented locally. This will require that each node knows its parameter estimate of the previous EM-iteration. Only the 2. M-Step initialise the local parameter estimates for each M-step update requires communication between the nodes. , which is the mean colour cessively assigns each observation to the closest cluster mean of three separate regions of the person. This results in a 9-and updates the cluster means according to the assigned ob-dimensional appearance vector. Instead of these colour feaservations. These steps are analogous to the E-step and M-tures also other appearance characteristics, like texture feastep of EM, only they use different parameters and update tures, could be used.
functions.
Evaluation The evaluation criteria should reflect two
In the E-step, for each observation k, assign rk,= 1 for aspects of proper clustering. It is desirable that (i) all obthe closest cluster s. In the M-step, for each cluster s, the servations within a single reconstructed cluster belong to a cluster mean is set to:
single sons, the number of cameras, and the distribution of the obiterations. They also show an enormous increase of the Flservations over the cameras. measure when the K-Means initialisation is used. The numThe real data is collected from seven disjoint locations at ber of EM-iterations is also lower, but the iterations of the the university building as in figure 1. In total we gathered 70 K-Means algorithm itself are not taken into account. Observations of 5 persons, with an equal number of observaIn Figure 3 we show the results of MON-EM when the tions per person. For this set the data association is manually number of cameras increases. The observations are randomly rare or bad. Therefore we set up an experiment with the stan- Figure 5 shows the performance of MON-EM and standard EM for different distribution values. The data distribution does not have an influence on the standard EM algorithm, distributed over the cameras according to a uniform distribubecause all data is gathered at a central site. The MON-EM tion. The performance is compared with standard EM, but for algorithm performs comparable to the standard EM algorithm this algorithm nothing changes. The number of observations for any distribution value. Also the number of EM-iterations was fixed at 100. The figure shows that the performance of is not influenced significantly. Therefore we can conclude MON-EM is independent of the number of cameras.
that Multi-Observations Newscast EM is not vulnerable for a rare or bad distribution of the observations over the cameras. In figure 4 we show the results of MON-EM and standard EM when more persons are monitored by the system. The total number of observations is 10 times the number of 4.2 Results on Real dat persons tracked by the system. Even though the number of observations per person is not fixed, but random according to The result of the experiment with real data collected from 7 a uniform distribution. The performance of both algorithms locations at the university building are shown in . In figure 6 the results of a typical clustering of the real Fig. 4 tering can be efficient and exact," SIGKDD Explor. The presented system does not take into account tempoNewsl., vol. 2, no. 2, pp. 34-38, 2000. ral and spatial constraints on tracks (e.g. minimum travel time between cameras). The probabilistic model could be en-
[10] David Kempe, Alin Dobra, and Johannes Gehrke, hanced with a transition model, using discrete features, like "Gossip-based computation of aggregate information,"
