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Fast Moving Horizon State Estimation for
Discrete-time Systems Using Single and Multi
Iteration Descent Methods
Angelo Alessandri, Mauro Gaggero
Abstract—Descent algorithms based on the gradient, conjugate
gradient, and Newton methods are investigated to perform
optimization in moving horizon state estimation for discrete-time
linear and nonlinear systems. Conditions that ensure the stability
of the estimation error are established for single and multi
iteration schemes with a least-squares cost function that takes
into account only a batch of most recent information. Simulation
results show the effectiveness of the proposed approaches also in
comparison with techniques based on the Kalman filter.
Index Terms—Moving horizon, State estimation, Gradient
method, Conjugate gradient method, Newton method.
I. INTRODUCTION
Moving horizon estimation (MHE) consists in using only a
batch of most recent information to estimate the state variables
of a dynamic system. At each time instant, the oldest measure
is removed from the information batch and replaced with the
new one; then, the estimate is obtained by minimizing a least-
squares cost function that accounts for the information batch
and a prediction about the past state. This paper deals with the
reduction of the computational effort by performing only an
imperfect optimization at each time instant with the gradient,
conjugate gradient, and Newton methods, while guaranteeing
the stability of the estimation error.
The first results on MHE date back to [1], where “limited
memory” estimation was proposed as an alternative to the
Kalman filter. Nowadays, a vast literature on MHE exists,
with a number of results for linear and nonlinear systems [2]–
[6], large-scale systems [7]–[9], switching systems [10], [11],
descriptor systems [12], and systems affected by uncertainties
[13]–[16]. The extent of the literature certifies the effectiveness
of the MHE methodology and still motivates the investigation
of further developments.
Since in general it is necessary to solve the MHE optimiza-
tion problem at each time instant, the question of completing
such a computation within the next time instant is crucial
and, when using the estimate in an output feedback loop,
even mandatory to apply the control action. However, the
reduction of the computational complexity should be pursued
without sacrificing stability. Thus, in this paper we address fast
moving horizon state estimation for noise-free, discrete-time
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systems by performing only a few number of descent steps
so as to complete the optimization in real time. Preliminary
results concerning the proposed approaches based only on
the gradient and Newton methods are reported in [17]. In
[18], local stability is proved under quite general, nonlinear
assumptions on the system equations for a Newton-based
moving horizon state estimator. The use of the Newton method
for MHE is explicitly considered in [19].
In the literature on MHE, various approaches are reported
on the use of fast techniques to perform the optimization on
line [20]–[23]. As compared to such methods, in this paper
we investigate the application of single and multi iteration
descent algorithms such as the gradient, conjugate gradient,
and Newton methods for MHE is presented, and rigorous
conditions to ensure the stability of the estimation error are
established for both linear and nonlinear systems. Simulation
results are presented to compare the proposed approaches,
the estimator based on the minimization of the cost function
by using a general-purpose optimization tool, and either the
Kalman filter (KF) or the extended Kalman filter (EKF) in the
linear or nonlinear case, respectively.
The paper is organized as follows. In Section II, the pro-
posed fast approaches to MHE are introduced together with the
basic assumptions on the system equations. Sections III, IV,
and V report the findings on the stability of the estimation error
for the three considered descent algorithms. In Section VI, the
stability conditions are compared and discussed. Simulation
results are reported in Section VII. Section VIII concludes the
paper and prospects future work.
We will adopt the following notation. The symbol (x, y),
where x and y are column vectors, stands for [x⊤, y⊤]⊤.
The minimum and maximum eigenvalues of a real, sym-
metric matrix P are denoted by λmin(P ) and λmax(P ),
respectively. Moreover, P > 0 (P ≥ 0) means that P
is positive definite (semidefinite). Given a generic matrix











cordingly, in the special case of a vector v, |v| := (v⊤v)1/2
denotes its Euclidean norm. Any smooth real function that
is differentiated at least n times and having a continuous
derivative of order n is said of class Cn. The gradient of
a smooth function f : Rn → Rm is a n × m matrix where
the i-th column is given by the gradient ∇fi(x) of the i-th
function, i.e.,
∇f(x) := [∇f1(x),∇f2(x), · · · ,∇fm(x)] .
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Given a smooth function g : Rn → R, its Hessian matrix is
denoted by ∇2g(x).
II. MOVING HORIZON STATE ESTIMATION
Consider the discrete-time dynamic system
xt+1 = f(xt, ut) (1a)
yt = h(xt, ut) (1b)
where t = 0, 1, . . . is the time instant, xt ∈ R
n is the state
vector, ut ∈ R
p is the control vector, and yt ∈ R
m is the
output vector.
An MHE strategy for (1) relies on the information obtained
in the recent past by computing a state estimate of xt at the
current time t, denoted by x̂t|t, based only on the information
given by yt−N , . . . , yt, ut−N , . . . , ut, where N is the length of
the window. In addition, we consider also a “prediction” x̄t−N
of the state xt−N at the beginning of the moving window.
Thus, let us consider a least-squares cost function





|yi − h(x̂i|t, ui)|
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(2)
where µ ≥ 0 and we denote the estimates of xt−N , . . . , xt−1
at time t by x̂t−N |t, . . . , x̂t−1|t, respectively.
At each time t, the cost (2) has to be minimized together
with the constraints
x̂i+1|t = f(x̂i|t, ui) , i = t−N, . . . , t− 1 . (3)
The estimate of xt−N at time t is the minimizer of (2), i.e.,
x̂t−N |t = argmin{Jt(x̂) , x̂ ∈ R
n subject to (3)} . (4)
The remaining estimates at time t descend from (3) by
propagating x̂t−N |t forward via the state equation as follows:
x̂t−N+i+1|t = f(x̂t−N+i|t, ut−N+i), i = 0, . . . , N − 1.
Moreover, we need to assign x̄t−N , for which various choices
can be made. In particular, we take the prediction that results
from the previous estimation step, i.e., we let x̄t−N =
f(x̂t−N−1|t−1, ut−N−1). As to the initialization, some a-priori
prediction of x0, denoted by x̄0, has to be chosen at the
beginning. Summing up, the three main steps of the proposed
MHE procedure are optimization, propagation, and prediction,
as pictorially shown in Fig. 1.
In line with preliminary results presented in [17], we deal
with MHE based on the gradient, conjugate gradient, and
Newton methods. More specifically, we renounce to perform
the “full” minimization as in (4) and, instead, we compute
the estimate of the state by applying only one or more
descent steps. Clearly, such an imperfect optimization entails a
reduced computational burden but, under suitable assumptions,
guarantees the stability of the estimation error, as will be
proved in the following.
First, we will investigate the use of the gradient method
with one descent step at time t = N,N + 1, . . . as follows:
x̂t−N |t = x̄t−N |t − α∇Jt(x̄t−N |t) , t = N,N + 1, . . . (5)

































Fig. 1. Pictorial description of the MHE approach.
The second approach we will consider is inspired1 by the
conjugate gradient method. It is composed of the following
two steps at time t = N,N + 1, . . .:
x̃t−N |t = x̄t−N |t − α∇Jt(x̄t−N |t) (6a)










where α > 0 is the step size. In the first step we get the
preliminary estimate x̃t−N |t using a gradient descent iteration.
In the case ∇Jt(x̄t−N |t) = 0, the final estimate x̂t−N |t is
chosen equal to x̃t−N |t. If ∇Jt(x̄t−N |t) 6= 0, we compute
another descent iteration along a conjugate direction using the
Fletcher-Reeves formula [25].
Finally, the application of one iteration step of the Newton
method at time t = N,N + 1, . . . provides the following:




∇Jt(x̄t−N |t) . (7)
Of course, the estimation procedures (5), (6), and (7) need to
be completed with propagation and prediction, as previously
pointed out. We will refer to (5), (6), and (7) as gradient, con-
jugate gradient, and Newton moving horizon state estimators
or GMHE, CGMHE, and NMHE for short, respectively.
The stability of the estimation errors for the proposed
schemes requires some common assumptions we will briefly
1The classical conjugate gradient method (see [24, p. 130]) requires to
perform a line search by selecting the optimal step size at each iteration,
whereas the step size of our approach is fixed.
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introduce in the following. Later on, in the next sections we
will show the stability properties of the GMHE, CGMHE,
and NMHE separately. Toward this end, let xt ∈ X ⊂ R
n
and ut ∈ U ⊂ R
p, where X and U are compact sets. Such
assumptions on X and U may be relaxed in the treatment of
the problem in the linear case, where X ≡ Rn and U ≡ Rp.
The application of the descent steps (5), (6), and (7) does
not ensure that the estimate x̂t|t resulting from the propagation
of x̂t−N |t belong to X . To enforce such a constraint, one may
apply a projection on X , i.e.,
x̂t|t = ProjX
(





where, from now on, to avoid burdening the notation we
will write fu(·) and hu(·) instead of f(·, u) and h(·, u),
respectively. In general, the projection is obtained by the
minimization of a distance cost function, which is just what
here is avoided by performing only one descent step instead of
a full optimization. However, simple forms of the set X such
as rectangles or polytopes require a much less computational
effort, which can be accomplished in quite a quick way. Of
course, the application of the projection provides “better”
estimates in terms of a lower norm of the estimation error,
thus the projected estimates will be simply dropped in the
proofs given later.
Owing to the projection (8), all the state estimates belong to
X . Moreover, we have to assume that any convex combination
of such estimates is inside X or, in other words, to deal with
the convex hull of X . Thus, to simplify the notation, from
now on we will refer still to X but intend its convex hull.
The single iteration methods (5), (6), and (7) can be easily
extended to a multi iteration setup. For the sake of brevity,
let us consider only the extension of the NMHE with M > 1
iterations as shown in Fig. 2. In particular, the descent steps
of the inner loop allow for an increase of the speed of
convergence, as will be clarified in Section VI. We will
refer to such an approach as NMHE-M , and call similarly
GMHE-M and CGMHE-M the GMHE and CGMHE with M
iterations, respectively. Finally, it is worth noting the relation
of the proposed approaches with the so-called inexact Newton
methods [26], [27].
Multi iteration MHE based on the Newton method
Input: x̄t−N |t, ∇Jt( · ), ∇
2Jt( · ), M
Output: x̂t|t
1: ξ̂t−N (1)← x̄t−N |t
2: for m from 1 to M do






4: x̂t−N |t ← ξ̂t−N (M + 1)
5: x̂t|t ← ProjX
(




Fig. 2. Sketch of a multi iteration MHE scheme.
For the sake of brevity, the analysis of stability of the
estimation error will be detailed only in the single iteration
case for GMHE, CGMHE, and NMHE. Toward this end, we
need to assume the following.
Assumption 1: The functions f and h are of class C2 with
Lipschitz continuous Hessian matrices. Specifically, f satisfies
the Lipschitz condition
|fu(x′)− fu(x′′)| ≤ kf |x
′ − x′′| , ∀x′, x′′ ∈ X
for some kf > 0 and independently of u ∈ U .
From now on, let ytt−N := (yt, yt−1, . . . , yt−N ),

















hut ◦ fut−1 ◦ fut−2 ◦ · · · ◦ fut−N (xt−N )
hut−1 ◦ fut−2 ◦ · · · ◦ fut−N (xt−N )
...









where q := (N +1)m and Sk denotes the Cartesian product of
k sets S. Thus, the cost (2) can be written as follows:














The gradient and the Hessian of the cost function (9) w.r.t.




























































where ytt−N =: ȳ ∈ Y
N+1, ȳi is the i-th component of ȳ, and
Y :=h(X,U).







∣ ≤ kJ |x
′ − x′′| , ∀x′, x′′ ∈ X
(11)
holds for all t and with kJ > 0 that does not depend on µ.
Now we consider the Hessian matrix (10) in more detail by
rewriting it as follows:
∇2Jt(x̂) = 2µI + 2R(x̂, ȳ, ū) (12)
where utt−N =: ū ∈ U
N+1 and R : X × Y N+1 × UN+1 →
Sn(R) :=
{
P ∈ Rn×n : P = P⊤
}
is defined as follows















∇Hi (x̂, ū) ∇Hi (x̂, ū)
⊤ .
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The definition above allows to formulate an assumption of
observability on (1) as follows (see [28] for details on the
various observability definitions and their connections).
Assumption 2: Let the system (1) be such that
δmin := min
x̂∈X,ȳ∈Y N+1,ū∈UN+1





λmax (R(x̂, ȳ, ū)) . (14)
Concerning the proofs of stability that will be discussed
in the next sections, it is worth noting that it is sufficient to
prove that the estimation error et−N := xt−N − x̂t−N |t is
exponentially stable since the inequality
|xt − x̂t|t| ≤ (kf )
N |et−N |
holds owing to Assumption 1. To avoid burdening the notation,
the stability proofs in the following will be presented by
referring to an autonomous system setting, i.e., we will use
f(·) instead of fu(·). The extension to the general case is
straightforward.
III. MHE BASED ON GRADIENT METHOD
In this section, first we will address the stability properties
of the estimation error given by the GMHE with a suitable
choice of the descent step size α in the general case for
a nonlinear system (1), and then with linear dynamic and
measurement equations.
Under the general system setting (1), we state the following.
Theorem 1: The estimation error for system (1) given by
the GMHE (5) with a constant step size α > 0 such that
max(|1− 2αδmin|, |1− 2αδmax|) kf < 1 (15)
is exponentially stable.
Proof. The estimate based on the GMHE at time t+ 1 is
x̂t−N+1|t+1 = x̄t−N+1|t+1 − α∇Jt+1(x̄t−N+1|t+1)
and hence we easily get
et−N+1 = xt−N+1 − x̂t−N+1|t+1 = f(xt−N )
− f(x̂t−N |t) + α∇Jt+1(x̄t−N+1|t+1) . (16)
Using a Taylor expansion centered in xt−N+1 with exact









































Using (17), (16) yields
et−N+1 =
(





















Based on (13) and (14), from (12) we obtain the matrix
inequalities






































≤ max(|1− 2αδmin|, |1− 2αδmax|) . (19)
Using (19) and Assumption 1, from (18) it follows that
|et−N+1| ≤
∣





















≤ max(|1 − 2αδmin|, |1− 2αδmax|) kf |xt−N − x̂t−N |t| .
If we apply the bound above at the first step and for t =
N,N + 1, . . ., we obtain
|et−N+1| ≤ (max(|1− 2αδmin|, |1− 2αδmax|) kf )
t−N+2
× |x0 − x̄0|
and therefore the exponential stability of the estimation error
is ensured if (15) holds.
Note that the stability requires to choose α independent of µ
since the gradient of the cost that corresponds to the prediction
has the first term null and thus it is not affected by µ.
Now, let us focus on the linear system setting given by
xt+1 = Axt +B ut (20a)
yt = C xt +Dut (20b)
where A ∈ Rn×n, B ∈ Rn×p, C ∈ Rm×n, and D ∈ Rm×p.
It is straightforward to show that (20) can replace (1) in the
proof of Theorem 1 without any conceptual difficulty. Thus,
we have the following.
Corollary 1: The estimation error for system (20) given by
the GMHE (5) with a constant step size α > 0 such that
max(|1− 2αδmin|, |1− 2αδmax|) |A| < 1
is exponentially stable.
Proof. It is in line with the proof of Theorem 1 with |A| instead
of kf .
IV. MHE BASED ON CONJUGATE GRADIENT METHOD
The stability of the estimation error provided by the
CGMHE in performing estimation for nonlinear dynamic
systems like (1) can be ensured under suitable conditions as
follows.
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Theorem 2: The estimation error for system (1) given by
the CGMHE (6) with a constant step size α > 0 and µ ≥ 0
is exponentially stable if
2 kf δmax max
{∣























2, if α ∈ [0, 1/(2µ
+δmin + δmax)],
(2α(µ+ δmax)− 1)
2, if α > 1/(2µ
+δmin + δmax) .
(22)
Proof. From (6), it follows that the estimation error given by
the CGMHE at time t+ 1 is





















Let focus on (23). Likewise in the proof of Theorem 1, we
use a Taylor expansion of ∇Jt+1(x̄t−N+1|t+1) centered in







































for some λ ∈ [0, 1]. Moreover, we use a Taylor expansion of
∇Jt+1(x̃t−N+1|t+1) centered in x̄t−N+1. Specifically, from




















































where the functional dependences of HJ1 , H
J
2 , and K on their
arguments are dropped from now on to avoid burdening the
notation. Again, we need to derive some matrix bounds to deal
with (27).
Since (12) yields
2(µ+ δmin)I ≤ H
J
i ≤ 2(µ+ δmax)I (28)
for i = 1, 2, we have




≤ −1/(2 δmin)I (29)
− 2α2(µ+ δmax)I ≤ −α





∣ ≤ 2 δmax . (31)




















In order to bound the r.h.s. of (32), from (28) we have
(1 − 2α (µ+ δmax))I ≤ I − αH
J





∣ ≤ max(|1− 2α (µ+ δmin)|, |1
− 2α (µ+ δmax)|) . (33)








where γ(α, µ) is defined in (22). Thus, we can write
−αγ(α, µ)I ≤ −αK ≤ 0. (34)
From (29), (30), and (34), it follows that
(
− 1/(2 δmax) + 2α− 2α







+ 2αI − α2 HJ2 − αK
≤
(






























Using (31), (35), and Assumption 1, (27) yields
|et−N+1| ≤ 2 kf δmax max
{∣
∣− 1/(2 δmax) + 2α− 2α
2(µ










and thus we get exponential stability if (21) holds.
Let us now move to the linear system setting (20). It is easy
to prove the following.
Corollary 2: The estimation error for system (20) given by
the GMHE (5) with a constant step size α > 0 and µ ≥ 0 is
exponentially stable if
2 |A| δmax max
{∣













V. MHE BASED ON NEWTON METHOD
As regards the NMHE with the general nonlinear system
setup given by (1), the following local stability result holds.
Theorem 3: The estimation error for system (1) given by
the NMHE (7) is exponentially stable if
α0 < 1 (36)
where
α0 :=
(kfkJ |x0 − x̄0|+ 2µ)kf
2(µ+ δmin)
. (37)
Proof. The NMHE estimate update at time t+ 1 is

















After using a Taylor expansion centered in xt−N+1 with exact
remainder term, we have











































































































From (12) and thanks to Assumption 2, we obtain






















































|xt−N − x̂t−N |t|
≤
(kJkf |et−N |+ 2µ)kf
2(µ+ δmin)
|et−N | = αt−N+1 |et−N |
also since λ ∈ [0, 1], where
αt−N+1 :=
(kJkf |et−N |+ 2µ) kf
2(µ+ δmin)
for t = N,N +1, . . .. However, notice that at the first step we
have
|e0| ≤ α0 |x0 − x̄0|
with α0 defined as in (37) and
α1 :=
(kJkf |e0|+ 2µ) kf
2(µ+ δmin)
≤ α0
thanks to (36). Thus, it follows that α1 < 1 and
|e1| ≤ α1 |e0| ≤ α0 |e0| ≤ α
2
0 |x0 − x̄0| .
If we proceed by induction, it is straightforward to get
|et−N+1| ≤ α
t−N+2
0 |x0 − x̄0| .
and then conclude about exponential stability.
The stability of the NMHE can be proved to be global
under linear assumptions. Toward this end, in the following
we analyze the NMHE for the linear system (20).
Corollary 3: The estimation error for system (20) given by










|x0 − x̄0| . (43)







with τ ≥ 0 and i ≥ 1 both integer. Second, we need to
compute the gradient and Hessian of the cost function, which
is given by
















for any integer i ≥ 1. Using (45) in (44), we obtain
































































Notice that Assumption 2 turns into a condition of full rank
on the observability matrix
(
C⊤, (CA)⊤, . . . , (CAN )⊤
)⊤
.















































Using (47), from (46) we obtain (43), thus concluding the
proof.
As compared to Theorem 3, it is worth noting that the
stability result in Corollary 3 is global with a suitable choice
of µ.
VI. STABILITY CONDITIONS AND CONVERGENCE RATES
In this section, the stability results reported so far for all the
proposed MHE single iteration approaches are discussed and
extended to multi iteration schemes, which ensure a higher
precision but require an increased computational effort.
First of all, note that Theorem 3 ensures only local stability
for the Newton-based MHE in the nonlinear case because of
a condition that depends on the initial estimation error. By
contrast, the stability of the GMHE and CGMHE in Theorems
1 and 2 is of global type, but it is ensured only for a small
value of kf . Such results turn out to be novel as compared
to the regional stability conditions based on the minimization
of the cost (2) at each time step that are presented in [5],
[6]. Concerning the NMHE approach, local results similar
to Theorem 3 are reported in the literature and involve the
Newton [19] and Gauss-Newton [18], [29] methods.
The results obtained in the linear case are somehow surpris-
ing. The stability conditions for the GMHE and the CGMHE
are ensured only for small values of |A|, which plays the same
role of kf in the nonlinear case (see Corollaries 1 and 2).
By contrast, the application of the Newton method provides
a condition for global stability that holds for any |A| via the
choice of a sufficiently small µ, as stated in Corollary 3. Note
that the NMHE performs as a deadbeat observer if µ is chosen
equal to zero.
The stability of the estimation error studied for the GMHE,
CGMHE, and NMHE approaches for both linear and nonlinear
systems may be easily extended also in case of multiple
iterations. For the sake of brevity, let us solely focus on the
NMHE for linear systems with M inner steps that are carried
out at each time instant instead of only one iteration. The rate
of decrease of the estimation error at each time t is much
higher. For instance, under the linear assumptions as in (20),
we have








instead of (43), and thus potentially convergent to zero with a
faster rate at the price of an increased computational effort.
VII. NUMERICAL RESULTS
The effectiveness of the proposed approaches was investi-
gated with linear and nonlinear examples. The results were
compared to those provided by the KF or the EKF as well
as to the optimal solution of problem (4) obtained through
a “full” optimization, denoted from now as OMHE (optimal
MHE). Moreover, in the nonlinear case we considered the
iterated EKF [30] for a fair comparison based on fixing
the computational time, as will be discussed later. All the
simulations were performed in Matlab on a PC equipped with
a 2.6 GHz Intel Xeon CPU and 64 GB of RAM. In more
detail, the optimization involved in the OMHE was done by
using the interior-point algorithm [24] of the routine fmincon
with default tolerance for the stopping criteria equal to 10−9.
For the purpose of performance evaluation, we used the root











, t = 0, 1, . . . ,K − 1
where elt is the estimation error of the l-th simulation run and
K is the simulation length in time steps. Furthermore, we used









where S is the backlog length. We considered also the mean








|elt|, l = 1, . . . , L.
To evaluate the computational burden, we accounted for the
mean time required to generate a state estimate in the l-th run,
denoted by T l.
A. Linear Example
































































, c1 = 1,
c2 = 1, c3 = 1, and sampling time ∆t = 0.01. Such a system
may be used to model, for instance, three interconnected
reservoirs, with state variables representing the amount of
liquid in each basin. Only the level of the last reservoir is
measured. In particular, the i-th basin, i = 1, 2, 3, has an
outflow proportional to x
(i)
t (through the coefficient ci) that
enters the (i+1)-th reservoir. Each basin has an external inflow
or outflow, represented by the input u
(i)
t , depending on whether
it is positive or negative. Since the state vector represents
the amount of liquid in the basins, it is constrained to be
non-negative. Moreover, we assume that a maximum capacity
exists for each reservoir, and that floodways are present to
avoid that the maximum value is exceeded. In more detail, we
constrained the state vector xt to lie in the range [0, 10]
3. As
regards the inputs ut, they were randomly generated according
to uniform distributions in the interval [−7,+7]3.
We performed L = 1000 simulation runs of length K =
500 time steps with different initial states randomly chosen
according to uniform distributions in the range [0, 10]3. For
each trial, the estimate x̄0 of x0 was randomly generated by
using a Gaussian distribution with mean equal to the real state
and three different values for the covariance, i.e., I , 10I , and
100I . We choose S = 50 to compute the ARMSE.
The parameter µ of the cost (2) was chosen equal to 0.01.
The descent step α of the GMHE and CGMHE was taken
equal to 0.1. The covariance matrices of the KF were chosen
via an experimental tuning. In particular, we fixed them to
10−4I , and 10−3 for the system and measurement noises,
respectively, whereas the covariance of the initial estimate
was taken equal to the true value. It is worth noting that
an analytic solution to the OMHE could be found since the
considered system is linear [4]. Instead, we performed the
optimization with the interior-point algorithm for the purpose
of a fair comparison with the other approaches and with the
nonlinear case described in the next section, for which an
analytic solution does not exist.
Table I shows the ARMSEs of the various estimation
methods together with the medians of e := (e1, . . . , eL) and
T := (T 1, . . . , TL) for different horizons N and covariances
used to randomly generate x̄0. Fig. 3 reports the boxplots
of the mean estimation error e together with the boxplots of
the mean time T required to generate a state estimate. Fig.
4 depicts the RMSEs, while Fig. 5 reports the boxplots of
the norms of the estimation errors et. Lastly, Fig. 6 shows a
randomly-extracted trajectory and the corresponding estimates.
In Figs. 5 and 6, the results of the CGMHE are omitted since
they are similar to the ones of the GMHE. Only the plots with
2 descent iterations are shown for the sake of brevity.
From the simulation results, it turns out that the OMHE
guarantees the best estimation accuracy, at the price of the
highest computational effort. This is not surprising, as many
descent iterations have to be performed in general rather than
only few ones as for the GMHE, CGMHE, and NMHE.
However, the performances of the NMHE are very similar to
the OMHE in terms of ARMSE and e, but with much lower
computational requirements, which make the NMHE method
preferable. The GMHE and CGMHE show about the same
estimation accuracy, which is however worse than the one
of the NMHE. The gap increases with cov(x̄0), i.e., if the
difference between x0 and x̄0 is large.
As regards the computational time, the KF is the best
performer. The GMHE outperforms both the CGMHE and
NMHE approaches, as the computations needed to obtain a
state estimate are much easier. Moreover, in general there is a
slight increase of accuracy if the estimation horizon N grows,
at the price of a small increase of the computational effort.
The KF provides the worst values of the ARMSE, as a
consequence of the saturation constraints (lower and upper
bounds on the state variables). The convergence of the GMHE
and CGMHE is quite slow as compared to the NMHE, whereas
the RMSEs of the OMHE and NMHE are almost coincident,
thus confirming that the NMHE allows for a convenient trade-
off between accuracy and computational burden. In general,
the larger is the number M of descent iterations the lower
is the estimation error, at the price of an increase of the
computational effort.
B. Nonlinear Example





















































where xt ∈ R
4, σ = 10, β = 8/3, and ∆t = 0.01. The
state variable x
(4)
t is an augmented state variable introduced
to estimate the third parameter of the classical Lorenz equation
that is supposed unknown [19].
As in the linear example, all the performance indexes were























































































































Fig. 3. Mean estimation errors and simulation times (in s) in the linear example with N = 5 for the MHE approaches.

































Fig. 4. RMSEs in the linear example with N = 5.

















































































Fig. 6. Trajectory (blue line) and corresponding estimates (red line) in the linear example with N = 5 for the MHE approaches.
time steps, and we choose S = 50 to compute the ARMSE.
For each run, we selected different initial states according





0 , and x
(3)
0 , and [0, 30] for x
(4)
0 . The estimates x̄0 of x0
were randomly generated by using Gaussian distributions with
means equal to the real states and three different values for
the covariance. In particular, we adopted a covariance equal
to I , 10I , and 100I for the first three state variables, whereas
the covariance for x
(4)
t was taken equal to 1 in all the cases.
As before, the parameter µ of the cost (2) was fixed to 0.01,
while the descent step α of the GMHE and CGMHE was taken
equal to 0.01. The covariance matrices of the EKF were chosen
again via an experimental tuning. In particular, we fixed them
to 10−4I and 0.1 for the system and measurement noises,
respectively, whereas the covariance for the initial estimate
was taken equal to the true one. Similarly to the MHE, in
the following we will use the notation EKF-M to denote the
iterated EKF with M iteration steps.
Table II reports the ARMSEs of the various estimation
methods together with the medians of e and T . Fig. 7 shows
the boxplots of e and T . Fig. 8 reports the RMSEs, while Fig.
9 contains the boxplots of the norms of the estimation errors
et. Finally, Fig. 10 shows a randomly-extracted trajectory and
the corresponding estimates. In Figs. 9 and 10, the results of
the CGMHE are omitted since they are almost the same of the
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TABLE I
SIMULATION RESULTS WITH THE LINEAR EXAMPLE FOR DIFFERENT ESTIMATION HORIZONS AND COVARIANCES OF THE INITIAL ESTIMATE.
cov(x̄0) 1 10 100 1 10 100 1 10 100
N ARMSE median e median T [s]
KF 0.59 0.58 0.58 0.52 0.73 1.00 1.93e−5 1.89e−5 1.91e−5
1
OMHE 0.02 0.04 0.08 0.21 0.55 1.06 7.32e−3 4.49e−3 4.60e−3
GMHE-1 0.04 0.11 0.19 0.26 0.68 1.33 1.96e−4 1.91e−4 1.98e−4
GMHE-2 0.04 0.11 0.19 0.26 0.68 1.32 3.51e−4 3.59e−4 3.55e−4
GMHE-3 0.04 0.11 0.19 0.26 0.68 1.32 5.04e−4 5.09e−4 5.34e−4
CGMHE-1 0.04 0.11 0.19 0.26 0.68 1.32 3.59e−4 3.64e−4 3.69e−4
CGMHE-2 0.04 0.11 0.19 0.26 0.68 1.32 5.18e−4 5.24e−4 5.44e−4
CGMHE-3 0.04 0.11 0.19 0.26 0.68 1.32 6.87e−4 6.72e−4 7.91e−4
NMHE-1 0.02 0.04 0.08 0.21 0.55 1.06 5.31e−4 3.06e−4 3.07e−4
NMHE-2 0.02 0.04 0.05 0.18 0.47 0.94 1.01e−3 5.79e−4 5.83e−4
NMHE-3 0.02 0.04 0.04 0.16 0.44 0.85 1.48e−3 1.23e−3 1.23e−3
3
OMHE 0.01 0.02 0.04 0.13 0.36 0.73 1.04e−2 1.23e−2 1.00e−2
GMHE-1 0.04 0.10 0.18 0.26 0.67 1.31 4.25e−4 4.15e−4 4.20e−4
GMHE-2 0.04 0.10 0.17 0.26 0.67 1.30 8.09e−4 8.14e−4 7.95e−4
GMHE-3 0.04 0.10 0.17 0.26 0.66 1.29 1.18e−3 1.16e−3 1.20e−3
CGMHE-1 0.04 0.10 0.17 0.26 0.67 1.30 8.11e−4 7.99e−4 8.19e−4
CGMHE-2 0.04 0.10 0.17 0.26 0.66 1.30 1.20e−3 1.19e−3 1.22e−3
CGMHE-3 0.03 0.10 0.17 0.26 0.66 1.29 1.59e−3 1.61e−3 1.57e−3
NMHE-1 0.01 0.02 0.04 0.13 0.36 0.73 6.03e−4 1.16e−3 1.14e−3
NMHE-2 0.01 0.02 0.04 0.12 0.34 0.70 1.17e−3 2.18e−3 1.17e−3
NMHE-3 0.01 0.02 0.04 0.12 0.33 0.69 2.51e−3 3.09e−3 1.73e−3
5
OMHE 0.01 0.02 0.03 0.12 0.32 0.67 2.08e−2 2.11e−2 2.46e−2
GMHE-1 0.03 0.09 0.16 0.25 0.66 1.28 7.23e−4 7.04e−4 7.12e−4
GMHE-2 0.03 0.09 0.15 0.25 0.64 1.26 1.38e−3 1.36e−3 1.40e−3
GMHE-3 0.03 0.08 0.14 0.24 0.63 1.24 2.04e−3 2.04e−3 2.05e−3
CGMHE-1 0.03 0.09 0.15 0.25 0.64 1.26 1.40e−3 1.40e−3 1.42e−3
CGMHE-2 0.03 0.08 0.14 0.24 0.63 1.23 2.07e−3 2.02e−3 2.08e−3
CGMHE-3 0.03 0.07 0.13 0.24 0.62 1.21 2.81e−3 2.73e−3 2.79e−3
NMHE-1 0.01 0.02 0.03 0.12 0.32 0.67 8.83e−4 1.77e−3 8.87e−4
NMHE-2 0.01 0.02 0.03 0.12 0.32 0.67 1.71e−3 1.73e−3 1.81e−3









































































































































Fig. 7. Mean estimation errors and simulation times (in s) in the nonlinear example with N = 5 for the MHE approaches.
GMHE. Only the results obtained with 2 descent iterations are
showcased due to space limitations.
From the simulation results, it turns out that the OMHE pro-
vides the best results in terms of RMSE and ARMSE, as in the
linear example. Unfortunately, it is the most computationally
demanding method since it involves the “full” minimization of
the cost (2). As compared to the OMHE, the proposed GMHE,
CGMHE, and NMHE approaches require much less effort at
the price of some decay of performance. Their estimation
accuracy increases with the number of descent iterations M ,
but of course also the computational burden grows with M .
If the initial estimate is chosen near the actual state, i.e.,
if cov(x̄0) is small, the NMHE performs better than the
GMHE and the CGMHE in terms of estimation error, but its
computational effort is higher due to the need of computing
the Hessian matrix of the cost function and its inverse. On
the contrary, if the difference between x0 and x̄0 grows,
the NMHE experiences a decay in the estimation accuracy,
and diverging behaviors occur (see the last three columns
in Table II). The divergent trajectories are dropped in Figs.
7-9 for clarity of exposition. This is confirmed also by the
large presence of outliers in the boxplots of the estimation
errors in Fig. 9 for the NMHE, whereas a lower number of
outliers may be observed for the other methods. This is also in
accordance with the local stability result proved for the NMHE
in the nonlinear case as claimed in Theorem 3. By contrast,
both the GMHE and CGMHE exhibit a convergent behavior
for all the initial states, thus confirming the global stability
properties proved in Theorems 1 and 2, respectively. These
results highly differ from those of the linear example, where
11

















































Fig. 8. RMSEs in the nonlinear example with N = 5.
TABLE II
SIMULATION RESULTS WITH THE NONLINEAR EXAMPLE FOR DIFFERENT ESTIMATION HORIZONS AND COVARIANCES OF THE INITIAL ESTIMATE.
cov(x̄0) 1 10 100 1 10 100 1 10 100 1 10 100
N ARMSE median e median T [s] num. of divergences
EKF-1 11.40 11.55 11.67 9.23 9.66 10.21 4.09e−5 4.10e−5 4.09e−5 0 0 0
EKF-2 10.61 10.62 10.63 8.76 8.97 9.30 6.18e−5 6.16e−5 6.19e−5 0 0 0
EKF-3 10.52 10.53 10.53 8.60 8.83 9.14 8.32e−5 8.28e−5 8.27e−5 0 0 0
1
OMHE 1.01 1.01 1.01 0.68 0.77 1.10 2.82e−3 4.67e−3 2.79e−3 0 0 0
GMHE-1 8.19 9.80 11.44 2.16 3.66 6.70 5.93e−5 3.53e−5 5.88e−5 0 0 0
GMHE-2 3.28 5.00 7.35 1.50 2.46 4.67 9.53e−5 5.84e−5 9.63e−5 0 0 0
GMHE-3 1.93 2.30 4.43 1.26 1.94 3.84 1.32e−4 7.98e−5 1.31e−4 0 0 0
CGMHE-1 3.35 5.20 7.47 1.52 2.48 4.72 1.08e−4 6.64e−5 1.07e−4 0 0 0
CGMHE-2 1.98 2.37 4.26 1.26 1.95 3.92 1.52e−4 9.40e−5 1.54e−4 0 0 0
CGMHE-3 1.50 1.87 2.34 1.15 1.72 3.44 1.96e−4 1.22e−4 2.34e−4 0 0 0
NMHE-1 1.01 1.01 1.01 0.68 0.77 1.10 8.86e−5 1.49e−4 1.27e−4 0 0 0
NMHE-2 0.99 0.99 0.99 0.68 0.76 1.14 1.51e−4 1.55e−4 2.34e−4 0 0 0
NMHE-3 0.99 0.99 0.99 0.67 0.77 1.17 3.30e−4 2.22e−4 3.34e−4 0 0 0
3
OMHE 0.27 0.31 0.52 0.24 0.40 1.00 3.58e−3 3.66e−3 5.99e−3 0 0 0
GMHE-1 2.20 3.27 4.60 1.32 2.14 4.03 1.04e−4 5.42e−5 5.49e−5 0 0 0
GMHE-2 1.29 1.30 1.30 1.01 1.44 2.70 1.71e−4 8.84e−5 8.97e−5 0 0 0
GMHE-3 1.21 1.22 1.20 0.90 1.21 2.25 2.42e−4 1.24e−4 1.23e−4 0 0 0
CGMHE-1 1.30 1.31 1.32 1.03 1.46 2.75 1.86e−4 1.01e−4 1.01e−4 0 0 0
CGMHE-2 1.22 1.22 1.20 0.91 1.23 2.28 2.68e−4 2.30e−4 1.44e−4 0 0 0
CGMHE-3 1.18 1.18 1.16 0.86 1.12 2.05 3.48e−4 2.95e−4 1.83e−4 0 0 0
NMHE-1 0.32 1.65 8.23 0.25 0.62 3.06 1.54e−4 1.58e−4 1.56e−4 0 0 12
NMHE-2 0.27 1.35 6.02 0.21 0.53 2.44 4.22e−4 2.90e−4 2.87e−4 0 0 15
NMHE-3 0.24 1.16 4.93 0.20 0.49 2.17 6.17e−4 4.23e−4 4.21e−4 0 0 11
5
OMHE 0.15 0.24 0.48 0.15 0.30 0.84 4.31e−2 3.63e−2 3.36e−2 0 0 0
GMHE-1 1.17 1.19 1.16 0.98 1.39 2.58 2.29e−3 1.60e−3 1.59e−3 0 0 0
GMHE-2 0.96 0.94 0.83 0.77 1.01 1.86 5.42e−3 3.13e−3 3.12e−3 0 0 0
GMHE-3 0.84 0.84 0.73 0.69 0.89 1.57 4.74e−3 4.71e−3 4.68e−3 0 0 0
CGMHE-1 0.97 0.95 0.84 0.78 1.02 1.89 5.39e−3 3.26e−3 3.22e−3 0 0 0
CGMHE-2 0.86 0.85 0.74 0.70 0.90 1.60 4.92e−3 4.89e−3 4.91e−3 0 0 0
CGMHE-3 0.78 0.78 0.69 0.66 0.83 1.46 9.24e−3 6.55e−3 6.55e−3 0 0 0
NMHE-1 0.27 2.05 3.29 0.18 0.62 2.09 3.63e−3 3.46e−3 3.46e−3 0 20 215
NMHE-2 0.17 0.79 1.73 0.16 0.53 1.77 1.08e−2 6.94e−3 6.96e−3 0 16 233
NMHE-3 0.12 0.65 1.35 0.15 0.48 1.62 1.18e−2 1.03e−2 1.03e−2 0 14 224
the NMHE always outperforms GMHE and CGMHE in terms
of estimation accuracy and shows no divergence (see Table I).
For the purpose of comparison, in Table II consider for
instance the columns corresponding to the simulation results
obtained for initial estimates having covariance equal to 10. It
is straightforward to check that EKF-3, CGMHE-2 with N =
1, and GMHE-2 with N = 3 exhibit quite close medians of
T , namely 8.28·10−5, 9.40·10−5, and 8.84·10−5, respectively.
Indeed, the performances in terms of both ARMSE and median
of e are very different: 10.53 and 8.83 for EKF-3; 2.37 and
1.95 for CGMHE-2 with N = 1; 1.30 and 1.44 for GMHE-
2 with N = 3. In other words, the computational effort to
apply EKF-3 is about the same of CGMHE-2 with N = 1
and GMHE-2 with N = 3 but with quite poor performances,
especially at steady state, with a difference of about 80%.
VIII. CONCLUSIONS
Three novel, numerically tractable approaches to fast mov-
ing horizon state estimation based on the gradient, conjugate
gradient, and Newton methods have been described, all pro-
vided with a rigorous stability analysis of the estimation error
both in the linear and nonlinear settings. The practicability
of such methods has been experimentally demonstrated with
simulations, also in comparison with the KF/EKF. The simu-
lation results show a behavior concordant with the theoretical
findings. The best performances in terms of tradeoff between
computational complexity and accuracy are achieved by the
Newton method in the linear example and by the gradient
or conjugate gradient methods in the nonlinear example.
However, the stability conditions required by the gradient and
conjugate gradient methods turn out to be quite conservative,
thus suggesting to investigate tighter bounds for deriving more
12

























































































Fig. 10. Trajectory (blue line) and corresponding estimates (red line) in the nonlinear example with N = 5 for the MHE approaches.
relaxed conditions. Other descent algorithms will be studied
as well, such as the inexact-Newton or other fast methods, to
understand the potential of their application to moving horizon
state estimation.
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