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1 U´vod
Cı´lem te´to pra´ce je na´vrh, implementace a vyhodnocenı´ ru˚zny´ch segmentacˇnı´ch
algoritmu˚. Vy´stupem segmentacˇnı´ch algoritmu˚ je informace, zda se na dane´ pozici vyskytuje
te´maticky´ prˇedeˇl, cˇi nikoliv. Z te´to formulace je mozˇne´ usoudit, zˇe je segmentace u´zce spjata s
veˇdnı´ disciplı´nou klasifikace.
V pra´ci jsou vyuzˇity prˇeva´zˇneˇ tradicˇnı´ metody typu SVMs. SVMs poda´vajı´ excelentnı´
vy´sledky prˇi klasifikaci textu, cozˇ je du˚vod, procˇ jsou zde tyto algoritmy aplikova´ny. Vy´jimku v
tradicˇnosti pak tvorˇı´ pouzˇitı´ modernı´ch rekurentnı´ch neuronovy´ch sı´tı´ typu LSTM (Hochreiter
et al. (1997)).
2 Rˇesˇenı´
Jelikozˇ mi bylo da´no k dispozici pomeˇrneˇ velke´ mnozˇstvı´ dat s prˇideˇleny´mi te´maty,
vytvorˇil jsem algoritmus, ktery´ vyuzˇı´va´ informaci o te´matu cˇla´nku˚ pro segmentaci textu.
Alternativnı´ prˇı´stupy (Georgescul et al. (2006)), ktere´ te´zˇ pouzˇı´vajı´ v procesu segmentace
klasifika´tor SVM, veˇtsˇinou pracujı´ pouze s informacı´ o te´maticky´ch hranicı´ch cˇla´nku˚, nikoliv
vsˇak s informacı´ o samotny´ch te´matech.
Vstupnı´mi daty jsou dva soubory (tre´novacı´ a testovacı´ data) s cˇesky´mi zpravodajsky´mi
cˇla´nky s prˇideˇleny´mi te´maty. V tre´novacı´m korpusu je 205128 cˇla´nku˚, v testovacı´m 43847
cˇla´nku˚.
Nejprve je nutne´ z tre´novacı´ch dat vyjmout tzv held out data (take´ neˇkdy oznacˇova´no
jako cross validation data). Tato data se pouzˇı´vajı´ pro optimalizaci hyperparametru˚ (parametr,
jenzˇ je nastaven prˇed samotny´m tre´nova´nı´m). V tomto prˇı´padeˇ jsem vyjmul 10 % dat, cozˇ je v
absolutnı´ch cˇı´slech 20513 cˇla´nku˚.
Takto zpracovana´ data jsem da´le vektorizoval. K tomuto u´konu jsem pouzˇil trˇı´du
TfidfVectorizer z knihovny scikit-learn. Na takto zpracovany´ch datech jsem da´le natre´noval
klasifika´tor SVM.
V te´to pra´ci jsem vyzkousˇel neˇkolik ru˚zny´ch prˇı´stupu˚.
Nejlepsˇı´m prˇı´stupem se uka´zalo by´t natre´nova´nı´ rekurentnı´ neuronove´ sı´teˇ typu LSTM na
te´maticky´ch predikcı´ch z klasifika´toru SVM. Neuronovou sı´t’ jsem implementoval v knihovneˇ
Keras. Sı´t’ sesta´va´ ze 2 vrstev. Prvnı´ vrstva obsahuje 32 neuronu˚ typu LSTM. V druhe´ vrstveˇ je
jeden neuron s aktivacˇnı´ funkcı´ sigmoid.
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3 Vy´sledky
V tabulce nı´zˇe jsou serˇazeny vy´sledky ru˚zny´ch segmentacˇnı´ch prˇı´stupu˚. WindowDiff (Pe-
vzner, Lev, Hearst, Marti (2002)) a Pk (Beeferman, Berger, Lafferty (1999)) metriky uda´vajı´
mı´ru chybovosti algoritmu, proto majı´ tyto metriky oproti F mı´rˇe inverznı´ charakter.
F1 Pk WindowDiff
Trivia´lnı´ algoritmus 0,216 0,479 0,836
Prahova´nı´ rozdı´lu od prˇedesˇly´ch vzda´lenostı´ 0,392 0,339 0,495
K-means 0,400 0,387 0,626
Bina´rnı´ SVM 0,444 0,376 0,660
Prahova´nı´ rozdı´lu od okolı´ 0,491 0,299 0,418
Prahova´nı´ euklidovske´ vzda´lenosti 0,507 0,337 0,404
Sekvencˇnı´ shlukovacı´ algoritmus 0,662 0,240 0,325
Prahova´nı´ kosinove´ vzda´lenosti 0,678 0,234 0,284
LSTM - nezpracovane´ predikce 0,854 0,105 0,133
Tabulka 1: Tabulka vy´sledku˚
Vidı´me, zˇe nejvysˇsˇı´ dosazˇena´ hodnota F mı´ry 0,854 je o 17,6 % lepsˇı´ nezˇ druhy´ nejle´pe
fungujı´cı´ prˇı´stup. Toto zjisˇteˇnı´ nenı´ prˇekvapujı´cı´, jelikozˇ data majı´ sekvencˇnı´ charakter, cˇehozˇ
je tento typ neuronove´ sı´teˇ schopen vyuzˇı´t.
4 Za´veˇr
V te´to pra´ci jsem zjistil, zˇe rekurentnı´ neuronove´ sı´teˇ poda´vajı´ dobre´ vy´sledky prˇi aplikaci
na proble´m segmentace textu.
Tento typ neuronovy´ch sı´tı´ by za´rovenˇ mohl by´t i cestou k dosazˇenı´ jesˇteˇ lepsˇı´ch
vy´sledku˚. Nevy´hodou modelu˚ hluboke´ho strojove´ho ucˇenı´ je, zˇe existuje velke´ mnozˇstvı´
hyperparametru˚, ktery´mi se da´ ovlivnit chova´nı´ modelu. Pocˇı´tacˇova´ optimalizace teˇchto
parametru˚ vyzˇaduje obrovsky´ vy´pocˇetnı´ vy´kon, proto jsou pro efektivnı´ nastavenı´ vyzˇadova´ny
expertnı´ znalosti. Z toho du˚vodu se da´ usoudit, zˇe nastavenı´ modelu pravdeˇpodobneˇ nenı´
optima´lnı´. Vy´hodou teˇchto modernı´ch prˇı´stupu˚ oproti tradicˇnı´m vsˇak je, zˇe prˇi volbeˇ dostatecˇneˇ
komplexnı´ struktury zveˇtsˇenı´ tre´novacı´ho datasetu te´meˇrˇ vzˇdy prˇinese zlepsˇenı´ prediktivnı´ch
schopnostı´ modelu. Proto je pravdeˇpodobne´, zˇe zveˇtsˇenı´ datasetu je cesta k dosazˇenı´ jesˇteˇ
lepsˇı´ch vy´sledku˚.
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