Abstract: This paper describes speech processing work in which articulator movements are used in conjunction with the acoustic speech signal and/or linguistic information. By ''articulator movements,'' we mean the changing positions of human speech articulators such as the tongue and lips, which may be recorded by electromagnetic articulography (EMA), amongst other articulography techniques. Specifically, we provide an overview of: i) inversion mapping techniques, where we estimate articulator movements from a given new speech waveform automatically; ii) statistical voice conversion and speech synthesis techniques which use articulator movements as part of the process to generate synthetic speech, and also make it intuitively controllable via articulation; and iii) automatic prediction (or synthesis) of articulator movements from any given new text input.
INTRODUCTION
Speech processing systems, for example speech recognition and synthesis, have traditionally been designed to deal with speech waveform signals that propagate through air and may be recorded via normal microphones. In recent years, though, it has also become feasible to measure and record signals and/or images related to speech production. For example, the movements of speech articulators (e.g. tongue and lips) may also be recorded relatively accurately while a subject is speaking. Although data acquisition technologies such as EMA [1] and real-time magnetic resonance imaging (MRI) [2] are relatively expensive and require specific knowledge and skill, they provide significantly different and useful information compared to the normal speech waveform signal alone. Hence, their development has made possible several new research fields and applications in both speech science and speech information technology.
It has now become possible to use speech production information within general corpus-based speech technologies, since we can now record the signals for a relatively long period (e.g. a few hours) and so can use sizeable amounts of data to train statistical models such as Gaussian mixture models or neural networks. This paper discusses several applications where articulator movements and the corresponding speech waveforms and/or linguistic information are used in combination. More specifically, we briefly overview inversion mapping techniques where we estimate the articulator movements from a given new speech waveform automatically, voice conversion and speech synthesis techniques that use both the articulatory movements and speech waveforms, and automatic predictions of articulatory movements from a given new text. For instance, by incorporating articulatory signals we can explicitly account for co-articulation in order to improve the quality of synthetic speech in the framework of unit selection. We can also introduce articulator movements into the statistical parametric speech synthesis (SPSS) framework to make speech synthesis ''articulatorily controllable,'' meaning that we can manipulate synthetic speech not only in the acoustic domain but also in the articulatory domain. By modelling the non-linear relationships between speech signals and articulators or between text and articulators, we gain the ability to automatically estimate movements of speech articulators from a given new speech signal or text input, so enabling new applications in e.g. speech therapy or second language training. Most of the work to which we have just alluded has been conducted using EMA signals, though other articulography techniques have also played a significant part.
This paper is organised as follows. In the second section, we briefly describe the leading methods available to acquire speech articulator movement data, as well as a few articulatory datasets that are publicly available. In the third section, we look at a range of approaches that have been developed to automatically estimate the movements of speech articulators from a given new speech signal, along with some of the applications which have been suggested to benefit from this. In the fourth section, we overview some of the work on statistical voice conversion and speech synthesis frameworks that uses speech articulator data. In the fifth section, techniques for automatically predicting the movements of speech articulators based on text input are described. Finally, we summarise our paper in the sixth section.
ARTICULATORY DATA SETS
We can broadly divide articulography techniques into three categories: i) imaging based; ii) point tracking-based; and iii) contact-based.
Imaging-based techniques rely on capturing a complete image of the articulators at regular time intervals. This may be as simple as video for the external articulators, such as the lips, but to observe articulator movements inside the vocal tract three imaging modalities borrowed from the medical domain have been used most: X-rays, MRI and ultrasound imaging. X-ray cineradiography [3] is effectively an X-ray ''movie''; an X-ray source shines from one side through the subject's vocal tract and onto a detector or X-ray sensitive film on the other. Reasonably good frame rates can be achieved with this method, though the dangers of exposure to X-ray radiation massively limit its use, and all tissues and bones in the articulators are superimposed onto each image. As a safer imaging modality, an MRI scanner can be used to acquire image 'slices' through a subject's head at regular instants during speech. These can be acquired with arbitrary orientations, and indeed multiple slices can be acquired to give 3D regions, though there is an unfortunate trade-off between the resolution and number of slices that can be captured and the overall frame rate that is possible. Midsagittal scan rates at 12 ms per frame have been recently reported, using specialist hardware and custom scanning protocols [4] . MRI scanners are however unfortunately very noisy, not all structures are visible (e.g. teeth) and the subject usually must lie down within the scanner. In addition, MRI scanner use is relatively costly. Ultrasound, however, is a third medical imaging technique that is far cheaper, and also assumed to be safe, which can be used for articulography [5] . With a standard b-mode scan with an ultrasound probe placed under the chin, the surface (and structure) of most of the tongue can be observed. Frame rates of up to 120 Hz have been reported in speech studies. One disadvantage of ultrasound is that image quality can be rather variable, and it is really only part of the tongue alone that is captured, since the ultrasound cannot 'see' beyond airspaces. For all imaging techniques, the image data typically has a very high dimensionality, and further elaborate processing is usually required to 'extract' the articulators from the image sequence.
Point tracking-based techniques typically involve small markers or sensors being affixed to the articulators. For example, motion capture markers can be glued to the externally visible articulators such as the lips, and their movements in 3D space can then captured using recordings from multiple calibrated camera views. In X-ray microbeam (XRMB) cinematography, small gold pellets may be attached to articulators inside and outside the mouth, usually in the midsagittal plane. The movements of these pellets may then be tracked by firing a small computercontrolled raster pattern of X-ray dots from one side of the speaker's head, with a detector located on the opposite side. The pellets will leave a shadow in the raster pattern blocks, from which their location may be derived. Compared with X-ray cineradiography, the advantage of XRMB is that the subject receives far lower total doses of radiation, as only short bursts of small patches of X-ray beam dots are used. Finally, probably the most widely used point-tracking based technique is EMA. In EMA, small coils of wire may be glued to the articulators, both internally and externally. An array of electromagnetic transmitters is then arranged around the speaker's head. These operate at different alternating frequencies, and so voltages are induced in each of the sensor coils in the magnetic field alternating at the same frequencies. From the strength of the signal induced, it is possible to estimate the distance and orientation of a sensor coil relative to each known transmitter coil position, and so triangulate the overall position and orientation of the sensor coil within the measurement field. Some of the downsides of pointtracking techniques are that the sensors may become detached (and replaced in a different position), the tracking methods typically have some measurement error associated with them, and the points may be mis-tracked at some times. These techniques also have strong advantages though. For example, they track fixed landmark locations on the articulators, and the data does not require further processing to extract the articulator locations, which is necessary for image-based articulography techniques.
Contact-based articulography techniques measure contact between two articulators. For example, in electropalatography (EPG), the subject wears a false palate with a matrix of small electrodes embedded in it. When the tongue raises to touch the roof of the mouth (e.g. to cause a closure in stop sounds like 't' or 'k'), the extent of contact can be recorded by the matrix of electrodes.
In terms of public availability, the number of articulatory data sets that have been released is unfortunately still rather small. However, here we indicate the most prominent databases that are publicly available. EMA is probably the point-based method which has been used most widely so far. The EMA databases that are most frequently used and cited are: the MOCHA EMA corpus [6, 7] , which comprises 2 speakers reading 460 British TIMIT utterances; the mngu0 corpus [8] , which consists of a collection of multiple sources of articulatory data acquired from a single British English speaker (EMA and audio data corresponding to 1,300 sentences as well as video, volumetric MRI scans, and 3D scans of dental impressions); and the TORGO database [9] , which contains a total of approximately 23 hours of English speech and EMA data from 8 speakers with cerebral palsy or amyotrophic lateral sclerosis and from 7 non-dysarthric speakers. To the best of our knowledge, the USC-TIMIT corpus [10] , which includes MRI and audio speech data from five male and five female speakers of American English reading the 460 TIMIT sentences, is the only large MRI dataset that is publicly available. The USC-TIMIT corpus also includes EMA data from four of the speakers. Finally, publicly available corpora based on X-ray techniques include the Wisconsin X-ray Microbeam Corpus [11] and the X-Ray Film Database [12] .
INVERSION MAPPING
We can discern two parts in how a human talker generates an acoustic speech signal: i) a source of audible sound energy is first required; ii) that energy is ''shaped'' to form recognisable and distinct speech sounds. Acoustic energy may be created, for example, by the vibration of the vocal folds as air is forced through them (''phonation''), or by forcing air through a constriction in the vocal tract (''frication''). To shape that sound, articulators such as the lips and tongue are moved to manipulate airspaces in the vocal tract, which has the effect of filtering the sound energy passing through. Manipulating articulators to produce an audible speech signal may be termed an articulatory-to-acoustic mapping. The opposite operation, taking an acoustic signal and estimating what sequence of articulator configurations might have produced it, is correspondingly termed an acoustic-to-articulatory mapping. This is also commonly known as the inversion mapping, since it seeks to invert the normal forward direction of speech production.
Motivation
Researchers have been motivated to study the inversion mapping problem for two main reasons. First, the problem has characteristics which make it theoretically interesting. Second, there are potential practical uses for a system that can estimate the articulator movements which underpin a given acoustic speech signal.
Theoretical interest
The inversion mapping is an interesting example of an ill-posed non-linear problem. That is to say, in addition to a clearly non-linear relationship, there is evidence that multiple configurations of the speech articulators can produce the same acoustic filtering effect (e.g. [13, 14] ; see [15] for further discussion). It is not yet clear to what extent this is evident in natural human connected speech for any given individual. One study contends this may affect around 5-10% of speech frames [16] , though that work only considered speech frames which feature multiple distinct modes in the distribution of articulatory configurations associated with a cluster of frames in acoustic space, rather than the articulatory ''fibers'' described by [13] . In other work, conditional entropy of articulator distributions has been used as a more sophisticated tool for providing a probabilistic estimate of the range of articulatory values associated with a given point in acoustic space over both multimodal clusters and continuous regions [17] . They identified multi-modal distributions even in articulators that are critical to the production of a given speech sound. If in principle multiple articulator configurations can have the same acoustic effect, it means there may be multiple articulator configurations to choose from when attempting to predict articulation from a given acoustic frame. This non-linear and ill-posed relationship between the acoustic and articulatory domains is of interest as a study problem for machine learning investigation, and for investigating the very nature of human speech production.
Practical applications
A significant body of work has demonstrated the promise of using articulatory data, but in many cases it would be preferable not to measure articulation directly. Articulography methods are still rather invasive and require bulky equipment, which means using them in a ''live'' setting is still impractical. Therefore, a robust and accurate method for performing the inversion mapping would find many practical uses. Some examples of those proposed include: Automatic speech recognition Numerous studies have demonstrated how estimated articulatory parameters or gestures may provide additional information to improve recognition performance [18, 19] . Speech synthesis Incorporating articulatory features into SPSS models has been shown both to improve acoustic generation performance and also offers the ability to modify the characteristics of the synthetic speech via articulatory controls [20] (see Sect. 4.2 for more detail). Speech therapy and language training 3D computer animation of the vocal tract offers useful support for learning appropriate articulator movements as part of a Computer Assisted Pronunciation Training system [21] . For example, researchers have demonstrated users exhibit ''tongue reading'' capabilities and are able to usefully interpret visualisation of tongue movements [22] . This can be exploited in speech therapy for children with speech sound disorders, for perception and production rehabilitation of hearing impaired children, and for pronunciation training for second language learners. An example of work on developing realtime visual feedback of a user's speech articulation to be used for speech therapy is [23] . Lip-syncing Detailed and accurate facial animation during speech is highly desirable both for animated movies and computer games. It is however very complex, and humans are acutely sensitive to facial movements, so achieving satisfactory facial animation for speech is difficult and costly. For big-budget animated films, it is possible to use motion capture technology to record a human actor's facial movements and transfer them to an animated character. This gives a good starting point for animators, though manual intervention may be needed to give fully satisfactory results. The same can be done for big-budget computer games, but the cost is prohibitive for use in all computer animation uses. Moreover, facial animation that has been carefully captured and handcrafted will not match the speech once the film has been dubbed into another language. It would be ideal for this, and other, uses to be able to derive new and plausible facial movements to match an acoustic signal [24, 25] . The traditional approach to animated lip-syncing is to identify phone boundaries and then map phones to visemes, a small inventory of distinct mouth shapes associated with different speech sounds. An animation sequence may then be generated by interpolating (''morphing'') between these canonical shapes. This results in only approximate synchronisation, at phone/viseme boundaries. In contrast, by mapping directly from frames of acoustic parameters to frames of articulatory parameters, an inversion mapping based approach offers more tightly coupled frame-level synchronisation. In principle, the nuances of coarticulation evident in the acoustic signal may also be reflected more faithfully in the animation sequence. For example, researchers have compared a phone-based hidden Markov model (HMM)-based system with a frame-based inversion mapping approach using a trajectory-mixture density neural network [26] . They reported the frame-based inversion mapping approach was superior to the HMMbased approach. Low bit-rate speech coding Human speech articulators move relatively slowly and smoothly, as they are subject to physical constraints. For the most part, articulator movements are subject to muscular control, and the bandwidth of these movements has been estimated to be around 10-20 Hz [27] . Researchers have proposed to exploit these properties as part of a very low bit-rate coding for speech based on an articulatory representation [28] .
Inversion Methods
A large number of approaches have been applied to the inversion mapping problem, over the course of several decades. Here, we look at different categories of these, along with selected examples. Unfortunately, it has frequently not been possible to directly compare the performance of different approaches reported in the literature, as the studies use different data sets and processing methods, and different ways of measuring and reporting performance. In the small number of cases where more direct comparison is possible, however, we include an indication of best performance achieved in the study described in terms of root mean square error in millimetres averaged over coils (av. RMSE). Articulatory-acoustic codebooks The common principle in this category is the creation of a set of acousticarticulatory vector pairs: the codebook. To invert an input acoustic signal, the codebook is searched to find the closest matching acoustic frames and the corresponding articulator vectors are used for output. Many variants of this approach are possible. For example, various metrics may be used to calculate acoustic distance, different numbers of candidate acoustic frames may be selected (e.g. 1, or a fixed or variable number), and dynamic programming algorithms can be used to select the most likely sequence of acousticarticulatory vector pairs to match the input acoustic sequence [29] (av. RMSE 1.8 mm; custom EMA data, 354 Japanese sentences read by 3 male speakers). The codebook itself may be created in different ways, for example by recording human articulators and audio in parallel [30] (av. RMSE for tongue 2 mm; custom EMA data, 90 vowel transitions), or by using an articulatory synthesis model. For the latter, the parameter space of the articulatory synthesis model may be sampled in a range of ways. For example, the simple approach is to sample uniformly [13] , but more elaborate hypercube approaches have been described [31] . In that method, local linearity between a given pair of points in the synthesis model parameter space is checked by interpolating at the midpoint between them and comparing that to the model output.
Where the articulatory-acoustic relationship deviates significantly from local linearity, a sample is taken at that point and added to the codebook, and recursive codebook construction then continues. Articulatory synthesiser ''mimics'' An example of this approach is Model Matching [32] , where the control parameters of an articulatory synthesis model are iteratively adjusted until the synthesised acoustic speech signal matches the target reference acoustic signal as closely as possible. This approach tends to be computationally expensive, though the search can be sped up by initialising the algorithm with an articulator parameter vector provided by some other inversion mapping method, which may then be refined by the analysis-by-synthesis algorithm. Hidden Markov models These have been used in a wide variety of ways. In the Self-Organising HMM [33] , states are packed within a geometrically defined topology space, with transitions only permitted between neighbouring states, and linear transforms are used to map from trajectories in the state space to articulator trajectories. In other work, distributions over articulator positions and linear articulatory-to-acoustic projections have been associated with each state in a phone-level HMM [34] (av. RMSE 1.73 mm; custom EMA data, 358 Japanese sentences). Maximum a posteriori (MAP) estimation then gives the most likely articulatory parameters for an input sequence of acoustic vectors. Yet others have used parallel articulatory-acoustic data to train a phone-based Trajectory HMM ( [35] ) with two streams: one with a standard Gaussian mixture model (GMM) for acoustic parameters, and one with a single Gaussian for the corresponding articulatory parameters [36] . For inversion, the acoustic stream is used to derive a state sequence, and the corresponding sequence of articulatory PDFs together with the maximum likelihood parameter generation (MLPG) algorithm [37] give smooth articulatory output trajectories (av. RMSE 1.7 mm, MOCHA EMA data). A similar approach, but using a much larger number of contextdependent quinphone-level models, has also been evaluated in detail [38] (av. RMSE 1.08 mm; mngu0 data). We can also include in the HMM category work where switching between piecewise linear mappings is governed by a phone-level hidden Markov process [39] . Gaussian mixture model regression A GMM can be used for inversion mapping regression by first using it to model the joint distribution of a corpus of parallel articulatory-acoustic vectors. Bayes' rule can then be used to calculate the distribution (also a GMM) over the articulatory parameters conditioned on a given acoustic vector. The MLPG algorithm was then used to generate smooth output trajectories in [40] (av. RMSE 1.39 mm; MOCHA data). In other work, global Kalman smoothing was used to derive smooth output trajectories [41] (av.
RMSE 1.40 mm; MOCHA data).
Kalman filtering A common use of this flexible formalism is to infer the most likely evolution of a hidden state to account for related noisy observations. For the inversion mapping, the hidden state can be articulator positions, with acoustic frames as observations. In addition, one function maps from articulator positions to acoustics (''observation function''), and another (''state update function'') models the expected evolution of the hidden state over time. In the standard Kalman filter, these are linear, though extensions allow the use of nonlinear ones. For example, the Extended Kalman filter has been used with a set of models (each roughly equivalent to a diphone unit) with a trained linear state update model and non-linear observation function [42] . Support vector regression (SVR) The -SVR extension of Support Vector Machine classifiers has also been employed in a handful of cases (e.g. [43] (av. RMSE 2.18 mm, 3 tongue coils; MOCHA fsew0 data)). Artificial neural networks (ANN) A wide variety of ANN models have been applied to the inversion mapping, trained using either recorded human articulatory-acoustic datasets, or datasets synthesised with an articulatory synthesis model. Multilayer Perceptrons (MLP) have been used in multiple studies (e.g. [14, 15] (latter av. RMSE 1.57 mm; MOCHA fsew0 data)). An MLP trained using the least-squares error criterion is in theory equivalent to performing unimodal Gaussian regression, with a fixed global variance [44] . Since the inversion mapping is to some degree ill-posed, and articulators may not conform to a unimodal Gaussian distribution, mixture density networks (MDN) have been found to be beneficial [15] . This has been taken further in the form of trajectory MDNs, where additional distributions for articulator velocity and acceleration are estimated at each frame. The sequence of these three distributions for an utterance can then be used with the MLPG algorithm to output trajectories [45] (av. RMSE 1.37 mm; MOCHA fsew0 data). Using the same method with a more consistent data set gave even better results [46] (av. RMSE 0.99 mm; mngu0 data). Recent renewed interest in deep ANNs has brought further improvements in inversion mapping performance. For example, deep MLPs and MDNs have been tested [47] (av. RMSE 0.89 mm; mngu0 data). Most recently, recurrent deep ANNs with Long Short-Term Memory (LSTM) blocks have demonstrated the best performance of which we are aware [48] (av. RMSE 0.82 mm; mngu0 data).
In addition to predicting articulatory movements from an audio signal alone, there has also been some work on incorporating visual features of the face, so giving an audiovisual-to-articulatory mapping (e.g. [39, 43] ). There have also been attempts to predict MR images from a given audio signal [49] .
Finally, it is worth mentioning two points relating to the evaluation of inversion mapping performance. First, though we may discern a general trend of improving performance over time, as already mentioned it is not easy to directly compare studies over the years, since they have often used different data and pre-processing. Thankfully, the public release of corpora such as MOCHA [6, 7] and mngu0 [8] are reducing that problem. Second, it has been suggested that standard error metrics (e.g. RMSE) might never be reduced to zero and/or are not fully informative about inversion performance. Instead, task-based evaluation, whereby performance is measured indirectly via the results of a task which uses inverted articulator data, can prove informative [50] .
INTEGRATING ARTICULATORY FEATURES INTO SPSS
Hidden Markov model (HMM) based SPSS has made significant progress and become a mainstream approach in recent years [51] . In this approach, spectral features, F0 and segment durations are modelled simultaneously within a unified HMM framework [52] . At synthesis time, these parameters are predicted by maximising their output probabilities from the HMM of the input sentence [37] . Finally, the predicted parameters are sent to a vocoder to generate the speech waveform. This method is able to synthesise highly intelligible and smooth speech sounds. In addition, the HMM's parameters can be adapted using a small amount of training data to diversify the characteristics of synthetic speech [53] [54] [55] . However, this approach still has some limitations. First, the accuracy of the acoustic modelling is not yet satisfactory, especially for spectral features. There is a muffled quality which degrades naturalness. Second, the structure of conventional HMMbased acoustic models is akin to a black box, without explicit correspondence to the speech production mechanism. Estimation and adaptation of model parameters rely on data-driven learning. It is difficult to integrate phonetic knowledge concerning the properties of speech into acoustic feature prediction directly. This limits the flexibility of this model-based speech synthesis approach.
Articulatory features offer an approach to solving these limitations. Articulation is an intermediate layer of the hierarchical speech production mechanism. Compared with acoustic features, articulatory features are physiologically meaningful and can provide a straightforward explanation for speech characteristics. In the past decade, methods for integrating articulatory features into SPSS have been studied with a view to improving the accuracy and flexibility of spectral modelling. Related research can be divided into two categories. The first centres on a statistical mapping from articulatory features to acoustic features [40, [56] [57] [58] , which can be concatenated with a text-driven articulatory predictor to achieve articulatory control over synthetic speech [56] . The second category is to build a unified model of acoustic and articulatory features for speech synthesis by describing the relationship between these two features in a context-dependent way [20, [59] [60] [61] . The research work of these two categories will be reviewed in this section.
Articulatory-to-Acoustic Mapping
In addition to the inversion mapping, the GMM regression method introduced in Sect. 3.2 has also been employed to create an articulatory-to-acoustic mapping [40] . The conditional distribution of acoustic features given articulatory observations was derived from a GMM that had been trained using parallel articulatory-acoustic data to model the joint distribution of these two features. Articulatory features may then be predicted from the conditional distribution under either a minimum mean square error (MMSE) criterion, or by maximum likelihood estimation (MLE) considering the constraints of dynamic features. Experiments with the MOCHA database [6] showed that inputting power and voicing information together with EMA features can improve the accuracy of spectral feature prediction and listening test ratings of synthetic speech. Furthermore, the MLE-based mapping worked better than the MMSE-based one, especially when dynamic features were used. Speech modification via manipulation of articulatory features was also introduced in [40] . The input EMA features were modified so that the positions of the lips, incisors, and velum were fixed when mapping EMA features to mel-cepstra. This modification successfully produced synthetic speech which simulated the pronunciation with a round or widely open mouth. In [56] , the effectiveness of using phonetic and temporal information for the GMM-based articulatory-to-acoustic mapping was studied, extending the GMM feature mapping model to context-dependent HMMs. Experimental results on MOCHA supported the effectiveness of the simultaneous use of phonetic and temporal information.
Some applications of a GMM-based articulatory-toacoustic mapping were presented in [57, 58] . In [57] , the GMM-based articulatory-to-acoustic mapping was combined with a GMM-based acoustic-to-articulatory inversion mapping and articulatory trajectory manipulation to achieve articulatory control over recorded natural speech. Experimental results using MOCHA showed that this method was able to successfully change vowel /E/ to /I/ and /ae/ by modifying the tongue tip's height, which is the most significant difference of articulation among these three vowels. In [58] , a GMM-based articulatory-toacoustic mapping was applied to accent conversion, which aimed at reducing the non-native accent of a second language learner. In this method, the measured articulatory gestures from a native speaker were first normalised towards the non-native speaker and then converted into speech using the GMM-based articulatory-to-acoustic mapping. Experiments were conducted using an acousticarticulatory database recorded from a native speaker of American English and a non-native speaker with Spanish as their first language [62] . Results showed that this method can achieve better performance than the direct mapping from the articulatory features of the non-native speaker.
Unified Modeling of Acoustic and Articulatory
Features A method for integrating articulatory features into HMM-based speech synthesis was proposed in [20] . First, a set of context-dependent HMMs for the joint distribution of acoustic and articulatory features was estimated using parallel acoustic and articulatory training data. The relationship between articulatory and acoustic features in each HMM state was modelled using a linear transform as shown in Fig. 1 . During synthesis, acoustic features were generated from the unified model. Articulatory features were used as intermediary variables to guide the generation of spectral features, meaning the characteristics of the synthetic speech may be controlled by manipulating the generated EMA trajectories as shown in Fig. 2 . Experimental results using the mngu0 data set [8] showed that this method can simulate a speaking style with more effort and manipulate the quality of specific vowels.
In the system depicted in Fig. 1 , the transform matrices between acoustic and articulatory features were trained for each HMM state and were further tied based on context features using a decision tree. This may be problematic when articulatory features are modified by significant amounts during synthesis because the transform matrix determined by context features may no longer be appropriate for the new articulator positions. Therefore, a feature-space transform tying method was proposed in [59] to solve this issue. In this method, a GMM was adopted to model the articulatory space and the transform matrices were estimated for each Gaussian component instead of for each HMM state. Therefore, the articulatoryto-acoustic transform was able to change when articulatory features were modified. The feature production model of this method is illustrated in Fig. 3 . Experimental results showed this method achieves better performance than the dependent-feature modelling of [20] in a vowel quality modification task.
Furthermore, a method of feature-space-switched multiple regression HMM (FSS-MRHMM) for articulatorycontrollable speech synthesis was proposed in [60] . In previous work [20, 59] , articulatory features were treated as HMM observations and were constrained to be generated from the unified HMMs. However, integrating phonetic knowledge into HMM-based articulatory movement prediction is somewhat inconvenient. In [60] articulatory features were instead treated as external explanatory variables for the production of acoustic features as shown in Fig. 4 . This made it possible to integrate other forms of articulatory prediction model which are easier to control than HMMs. This method has been integrated into MAGE [63] , a framework for realtime and interactive Fig. 1 Speech production model of a two-stream HMM with dependent-feature modelling. x t and y t are the acoustic and articulatory feature vectors respectively at frame t. More details about this model can be found in [20] . with feature-space transform tying. x t , y t , and m t are the acoustic features vectors, articulatory feature vectors, and Gaussian mixture index at frame t respectively. More details about this model can be found in [59] .
(reactive) parametric speech synthesis using HMMs. Such integration allows users to interactively and intuitively manipulate phones synthesised in real time, including transforming one phone into another, and controlling the configuration of the articulators in a visual display. This method has also been employed for task-based evaluation of inversion mapping performance [50] . By feeding estimated EMA trajectories into the FSS-MRHMM synthesiser and collecting listener ratings of the generated acoustic speech signals, very useful information was obtained to supplement the commonly used RMS error and correlation measures in the articulatory domain. Acquiring EMA data needs specialist equipment and expertise, and is a difficult and time-consuming process. Therefore, a method of formant-controllable HMM-based speech synthesis was studied in [61] . In this method, the articulatory features in Fig. 3 were substituted by formant features. Similar to articulatory features, formants are also physically meaningful and closely related to speech perception. Moreover, formant features can be extracted from acoustic speech signals directly. Experimental results showed this method can control the quality of synthetic vowels effectively by manipulating the central frequencies of the first and second formants without any degradation in synthesis quality. Furthermore, a hidden trajectory model (HTM)-based speech synthesis method was proposed in [64] . An HTM is a structured generative model with a hidden middle layer which represents the dynamic generation process of formant trajectories [65] . Experiments using the mngu0 corpus indicated this method can achieve higher naturalness of synthetic speech than the conventional HMM-based synthesis method, especially with limited training data. Furthermore, this method can achieve more effective formant control than the method using twostream HMMs [61] .
PREDICTING ARTICULATOR MOVEMENTS FROM TEXT
While speech synthesis converts input text into audible speech, a similar task of converting text to articulator movements has also been studied in recent years [38, [66] [67] [68] [69] [70] [71] . These methods have used HMMs or other generative models, and will be reviewed in this section.
HMM-based Prediction
The first work on HMM-based articulator movement prediction we shall look at was presented in [66] . The conventional framework of HMM-based speech synthesis was adopted, and acoustic observations were substituted with EMA features. Speaker adaptive training (SAT) was used to train a speaker-independent model together with speaker-adaptive matrices to predict articulator movements from text. Experimental results showed that interspeaker variability can be modelled better in the articulatory domain than in the spectral domain. There was no statistically significant difference between the performance of SAT training with a small number of matrices for each speaker and the performance of speaker-dependent modelling.
Several aspects of using an HMM-based method to predict articulator movements were systematically investigated in [38] . With text as the the sole input, articulator movements were generated from context-dependent HMMs using an MLPG algorithm [37] . Experimental results using mngu0 data showed that fully contextdependent models with rich context specifications outperformed quinphone models because of better prediction of HMM state durations. The average RMS error when predicting 12 EMA features was 1.948 mm. When the acoustic signal was also provided together with input text, a set of two-stream HMMs were estimated to model the joint and context-dependent distributions of acoustic and articulatory features. With supplementary acoustic input, the average RMSE of EMA prediction decreased from 1.948 mm to 0.900 mm because the input acoustic features yielded more accurate durations than those predicted from text input alone. If acoustic features are input without text, it becomes an inversion mapping problem. By introducing a phone recogniser to recover a phone sequence from acoustic signals, as discussed in Sect. 3.2, an average RMS error of 1.076 mm was achieved.
Furthermore, a minimum generation error (MGE) training criterion for HMM-based prediction of articulatory movements was proposed in [67] . This work dealt with the case of both text and audio inputs being available, and generation error was defined as the distance between the generated and natural EMA trajectories. Experimental results showed that this method can achieve a relative RMSE reduction of 8.8% on the test set.
Other Methods
One alternative method for predicting articulator movements from time-aligned phone strings was proposed in [68] . This method utilised Gaussian distribution models of More details about this model can be found in [60] .
articulator positions at phone midpoints together with an explicit coarticulation model. Experimental results using a data set of X-ray articulator trajectories indicated that using the explicit coarticulation model achieved better prediction accuracy than using the mean articulator positions alone. In [69] , kinematic triphone models were constructed on the basis of recorded EMA data. Each model was characterised by three kinematic features of a triphone and by the intervals between two successive phones in the triphone. Knowing the kinematic features of phones in a given sentence, articulator trajectories were determined by minimising the acceleration of each point on the articulator organs. The predicted articulator movements were also mapped back to the acoustic domain by codebook mapping for evaluation.
A model to predict articulator trajectories based on sequential target approximation was presented in [70] . Its aim was the detailed reproduction of recorded articulator movements in repeated consonant-vowel syllables, rather than predicting articulator movements from arbitrary text. Tenth-order linear systems were used to model articulator dynamics. Several hypotheses about invariant properties of articulatory commands were studied by comparing observed and model-generated trajectories.
A method using a target-filtering model to predict articulator movements for articulatory-controllable speech synthesis was proposed in [71] . The articulator trajectories were generated using a bidirectional filtering process operating on time-aligned articulation targets. Compared with HMM-based articulator movement prediction [38] , the target-filtering model contained far fewer parameters (i.e. phone-dependent articulation targets). Therefore, this model can be manipulated conveniently with the guidance of articulatory phonetics to control the generation of articulatory features. An articulatory-controllable speech synthesis system was constructed by combining this model with the MRHMM-based acoustic modelling introduced in [60] . Experimental results showed that this system can control the quality of synthetic vowels effectively.
CONCLUSION
This paper has introduced several applications where the movements and positions of speech articulators are used jointly with the corresponding speech waveforms and/or linguistic information. Such ''articulatory movements,'' for example of the tongue, lips and velum, may be recorded using a variety of articulography methods, including EMA, MRI or X-ray (both cineradiography and x-ray microbeam cinematography). We have described several inversion mapping techniques where articulator movements are estimated from a given new speech waveform automatically. We then looked at statistical voice conversion and speech synthesis techniques that use both the articulatory movements and speech waveforms to make synthetic speech intuitively controllable via articulation. Finally, we have also looked at automatic prediction of articulator movements from a given new text.
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