1. Introduction {#s1}
===============

Humans and non-human animals are naturally curious and spontaneously explore (Tolman, [@B88]; Berlyne et al., [@B7]; Loewenstein, [@B58]). A sophisticated set of inference and memory processes inform exploratory behaviors and allow an animal to identify when an observation is "novel" or "surprising" and, as a consequence, warrants exploration (Baillargeon et al., [@B5]; Ennaceur and Delacour, [@B29]; Eacott and Norman, [@B23]; Santos, [@B76]; Spelke and Kinzler, [@B81]). More formally, exploratory behavior can be understood as a statistical sampling procedure through which memory representations and inference processes are altered such that past observations are represented more efficiently and future observations become more predictable. Conceptualizing exploration as a statistical sampling procedure leads to the intuitive result that as past observations can be used to better predict future observations, relatively little new information is derived from exploration and exploratory behavior decays.

We identify and discuss two fundamental forms of exploratory activity. The first set of exploratory activities we discuss are experimentally observable behavioral dynamics. In these cases, exploration refers to a behavioral sampling procedure that an animal uses to investigate its environment. The second set of exploratory activities we discuss are representational dynamics that allow an animal to explore previous experience or the inferences available from previous experience. In these cases, exploration refers to a memory-based sampling procedure that an animal uses to investigate a single representation or switch between different representations.

Recent experimental findings suggest that each of these exploratory activities is dependent on the hippocampus and other areas in the medial temporal lobe. The hippocampus appears to support a set of memory processes that allows animals to intelligently and efficiently sample their environments and memory. We call this *directed information foraging*. Directed information foraging has two fundamental components---a process for predicting observations and a process for computing how much new information would be derived from a given observation. The first process is functionally similar to mental imagery (Hassabis et al., [@B42]; Schacter and Addis, [@B77]) while the second process process is functionally similar to the computations that contribute to memory consolidation (Squire and Alvarez, [@B82]; Nadel and Moscovitch, [@B67]; Tse et al., [@B89]). We hypothesize these processes represent fundamental functions of the hippocampus. In the following sections, we review recent findings from the rodent and place cell literatures that show animals engage in directed information foraging and maintain dynamic neural representations in the hippocampus that support exploration through a generative memory process similar to mental imagery.

2. Rodent exploratory behavior
==============================

Exploratory behaviors have been widely used to study the inferences supported by spatial (Morris et al., [@B64]; Eacott and Norman, [@B23]; Day et al., [@B18]) and non-spatial memory (Ennaceur and Delacour, [@B29]; Fortin et al., [@B32]) in rodents. Exploration is informed by specific stimulus information (*what*), spatial location (*where*), contextual information (*which*), observational recency and time of day (*when*) (Ennaceur and Delacour, [@B29]; Dix and Aggleton, [@B20]; Eacott and Norman, [@B23]; Zhou and Crystal, [@B101]). Within this literature, experimental paradigms that specifically focus on spontaneously initiated exploratory behavior provide a particularly intriguing approach to understanding exploration and its neural substrates. In the simplest version of the spontaneous exploration task (see Figure [1](#F1){ref-type="fig"}---*what* task), an animal is familiarized with two versions of a single object during a training session. After a delay, the animal is returned to an arena for a probe trial in which one of the two original objects is replaced with a novel object. Recognition memory can be measured by comparing the time spent exploring the novel object relative to the time spent exploring a previously presented object (Ennaceur and Delacour, [@B29]). Variations on this basic paradigm show that rodents can recognize an object/location pairs (see Figure [1](#F1){ref-type="fig"}---*what/where* task; Dix and Aggleton, [@B20]) and the position of an object within a particular context (see Figure [1](#F1){ref-type="fig"}---*what/where/which* task; Mumby et al., [@B66]; Eacott and Norman, [@B23]). Lesion and inactivation studies suggest that spontaneous exploratory behavior in these tasks depends on the medial temporal lobe. Spontaneous exploration on the *what* task requires perirhinal cortex (Bussey et al., [@B13]; Warburton and Aggleton, [@B94]; Winters et al., [@B97]; Winters and Bussey, [@B96] but see Ainge et al., [@B4]), while spontaneous exploration on more complex versions of the task requires the hippocampus (Mumby et al., [@B66]; Eacott and Norman, [@B23]).

![**Exploration-based recognition tasks.** Simple object recognition can be assessed using *what* tasks in which an animal is familiarized with an object during an initial training session. Recognition memory is then assessed by measuring the difference in exploratory behavior associated with a novel object (compared to a familiar control object) during the probe session. Associations between objects and spatial locations can be assessed using *what/where* tasks in which an animal is familiarized with a number of identical objects distributed throughout an arena during an initial training session. Recognition memory for the object-place associations is then assessed by measuring the difference in exploratory behavior associated with the object in a novel position (compared to an object in a familiar control position) during the probe session. More complex associations can be assessed using *what/where/which* tasks in which an animal is familiarized with two different contexts in which objects are distributed throughout the environment. These familiarization periods represent the training period. Recognition memory for these *what/where/which* associations is then assessed by measuring the difference in exploratory behavior associated with an out-of-place object in a particular context. The E-shaped maze version of the *what/where/which* task uses a series of pre-training sessions for acquisition of the *what/where/when* association and then a habituation session with one of the objects (object A in this example). Rats preferentially select the maze-arm with the non-habituated object (object B in the right arm in this example).](fnhum-06-00216-g0001){#F1}

More recent work using the spontaneous object exploration paradigm has begun to examine the specific memory processes that support exploration. The spontaneous recognition tasks described above cannot distinguish between the contributions of familiarity or recollection to exploratory behavior. Eacott et al. ([@B22]) developed a modified version of the *what/where/which* task to differentiate between the contributions of these memory processes. In the E-maze version of the *what/where/which* task, rats are presented with a spatial choice between a recently encountered object and a less recently encountered object; notably, neither object is observable from choice point (see Figure [1](#F1){ref-type="fig"}---E-version of the *what/where/which* task). Much like performance on the standard object recognition tasks, rats displayed a novelty preference and preferentially explored the less recently encountered object (Eacott et al., [@B22]). Preference for the less recently encountered object is impair with fornix lesions but did not impair performance when the object were made visible at the choice point (Easton et al., [@B26]). Eacott and Easton argue that unlike the standard *what/where/which* task, preferential exploratory behavior on the E-version of the *what/where/which* task cannot be the product of familiarity processes because the objects were not visible from the choice point. Instead, they argue that preferential exploratory behavior on the E-version of the *what/where/which* task must be the product of recollection processes.

Eacott and Easton\'s work highlights a fundamental difference between familiarity and recollection as sampling processes. Within the spontaneous exploration task, familiarity is a passive sampling process in which an animal simply decides *how long to explore* an object. Determining *how long to explore* requires a comparison of the actual observation and the expected observation. In contrast, recollection is an active sampling process in which an animal must decide *where to explore*. Selecting *where to explore* requires constructing expected observations that would arise from a specific sampling behavior, determining how informative these observations might be, and finally selecting a specific sampling behavior. The differences between familiarity-based and recollection-based sampling behavior can be further developed by a formal treatment of sampling behavior as information foraging.

3. Exploration as information foraging: information gain and expected sampling information
==========================================================================================

In statistical terms, exploratory behavior can be understood as a sampling procedure in which an agent acquires new information. Efficient exploration is equivalent to maximizing the information gained for each sample (Burns and Brock, [@B12]). Sampling procedures that obtain redundant information are inefficient. Efficient exploration should therefore obtain samples from information rich areas at high densities and information sparse areas at much lower densities. However, in order to know where to sample, the animal must be able to predict where these information rich regions lie. Theoretically, the expected sampling information across a sample space can be computed using the Kullback--Leibler (KL) divergence of a Bayesian prediction. The expected sampling information can then be used to identify the most informative sampling region within a sampling space. In simple terms, maximizing information gain means identifying where the most informative samples can be found.

To illustrate, let us consider a toy example in which a rat searches for a reward[^1^](#fn0001){ref-type="fn"} source along a wall (see Figure [2A](#F2){ref-type="fig"}). Let us suppose that through previous experience, the rat initially has three competing hypotheses regarding the location of the reward: *h*~1~: the reward source is on the left; *h*~2~: the reward is in the center; and *h*~3~: the reward is on the right. The rat has prior probabilities for each of these hypotheses *p*(*h*~*i*~\|*I*) where *h*~*i*~ represents the location of the reward reward source (left/center/right) and *I* denotes previous experience. In order to determine where it should search for the reward, the rat must maintain an observation function for each hypothesized reward location *p*(*y*\|*h,I*) that describes probability of observing reward *y* given the assumption that particular hypothesis *h* is true and previous experience *I* (see Figure [2](#F2){ref-type="fig"}).

![**Using expected sampling information to find an object in a one-dimensional space. (A)** The rat searches along a one-dimensional space (e.g., a wall) for an object. **(B)** The prior probabilities for the left, middle, and right locations. **(C)** The known observation functions for each of the three competing hypotheses for the location of the object. **(D)** The posterior distribution for each hypothesis given an observation of the object (*hit*) at a given location. **(E)** The posterior distribution for each hypothesis given a failure to observe the object (*miss*) at a given location. **(F)** The expected sample information for a hit (*solid gray*), a miss (*broken gray*), and the sum (*black*). The regions with the highest expected sample information across *x* are expected to yield the most informative samples. Here the prior probabilities for each hypothesis were *p*(*h*~1~) = 0.3, *p*(*h*~2~) = 0.2, and *p*(*h*~3~) = 0.5.](fnhum-06-00216-g0002){#F2}

Given the observation functions and the priors for each hypothesis, the rat can use Bayes\' rule to compute how a given observation (reward present/absent) at any location, *x*, along the wall would affect the probability of each potential reward source (left/center/right)[^2^](#fn0002){ref-type="fn"}. $$\left. p(h \middle| y\operatorname{,~}I) = \frac{\left. p(y \middle| h\operatorname{,~}I)\, p(h \middle| I) \right.}{\left. {\sum_{h^{\prime}}p}(y \middle| h^{\prime}\operatorname{,~}I)\, p(h^{\prime} \middle| I) \right.} \right.$$ The posterior distributions for each possible observation outcome are shown in Figure [2](#F2){ref-type="fig"}. If the observation comes from a particularly informative part of the sampling space, it will cause the hypothetical posterior distribution to diverge from the prior distribution. The divergence between the prior and hypothetical posterior distributions can be used to compute the information gain for each potential observation *y* across the sampling space. $$\left. Infogain(y) = {\sum\limits_{h}p}(h \middle| y\operatorname{,~}I)\log\frac{\left. p(h \middle| y\operatorname{,~}I) \right.}{\left. p(h \middle| I) \right.} \right.$$ The expected information gain for each potential observation can be computed across the sampling space by weighting the information gain from each possible observation by the probability of the observation. If the expected information gain is computed for each potential sampling location *x* across a sampling space, the expected sampling information is a function of the sample location. $$KL_{\text{sample info}}(x) = E_{y}\left\lbrack {\sum\limits_{h}p}(h \middle| x\operatorname{,~}I)\log\left( \frac{\left. p(h \middle| x\operatorname{,~}y\operatorname{,~}I) \right.}{\left. p(h \middle| x\operatorname{,~}I) \right.} \right) \right\rbrack$$ As a result, some sampling locations are expected to provide much richer information than others (see Figure [2F](#F2){ref-type="fig"}). In our toy example, we expect that more information can be gained from sampling at the center of one of reward source locations (left/center/right) than between them.

4. Information foraging and memory function
===========================================

The computations outlined above provide a set of formal distinctions between the processes that contribute to exploration behavior. The sample information (Equation 2) computes the information gain for a single observation. The sample information allows an animal to determine the extent to which a sampling location will continue to yield informative observations. In contrast, the expected sampling information computation (Equation 3) predicts where highly informative observations are expected. Computing the expected sample information allows an animal to direct its exploratory behavior toward information rich areas and sample efficiently. These computations support very different aspects of exploration behavior---sample information supports *undirected* information foraging and expected sampling information supports *directed* information foraging. The following discussion describes the specific behavioral implications of sample information computations and expected sample information computations with an emphasis on the memory and decision processes associated with each computation.

4.1. Information gain, undirected foraging, and familiarity
-----------------------------------------------------------

Sample information computes the degree of consistency between an observation and expectations. In our toy example, a "reward absent" observation is more probable than a "reward present" observation (see Figure [2](#F2){ref-type="fig"}). As a result, a "reward absent" observation provides less informative than a "reward present" observation because it matches expectations (see the dashed gray line panel F). Sample information (information gain) is an information theoretic variant of a prediction error signal that can be used as a learning signal (by gating encoding Hasselmo, [@B43]). If the sample information (information gain) for a given observation is large, the observation is inconsistent with expectations and learning processes should be initiated; if the information gain for a given observation is small, the observation is generally familiar and minimal learning should occur.

An information gain-based learning signal functionally acts as a familiarity index Yonelinas ([@B100]). Used as a familiarity index, it can be conditioned on variety of dimensions and provides a simple and flexible method for computing familiarity across a variety of representational substrates. For instance an observation can be judged as familiar or not familiar for object identity (*what*), location (*where*), and object identity and location in a given context (*what/where/when*), even time of day. Familiar observations suggest that little information can be gained from further sampling while unfamiliar observations suggest that more information can be gained from further sampling. Sampling unfamiliar observations repeatedly provides the basis for reshape expectations such that sample information decreases. Experimental observations from spontaneous object exploration tasks suggest this familiarization process occurs across the first two or three minutes of standard object recognition tasks (Dix and Aggleton, [@B20]; Mumby et al., [@B66]).

Although an information foraging treatment of recognition memory provides a standard set of predictions, it provides several important computational insights. First, sample information computations requires only an observation and expectations associated with the current observation. As a result, sample information operates like a filter for current observations and yields a scalar quantity indicating the information gain for the current sample observation. The properties of the filter are dictated by the statistics of previous experience. Experience-based filtering of current observations is consistent with much research sensory processing including mismatch, novelty, and recency responses observed in temporal cortex and the hippocampus (O\'Keefe and Nadel, [@B69]; Li et al., [@B57]; Rolls et al., [@B75]; Zhu et al., [@B102]; Xiang and Brown, [@B98]; Brown and Aggleton, [@B10]; Kumaran and Maguire, [@B55]) and ROC analysis of familiarity within recognition behaviors (Yonelinas, [@B100]; Fortin et al., [@B33]).

Second, the behavioral decision process associated with sample information-based foraging behavior is essentially a go/no-go choice. The animal simply determines *whether to continue* sampling the same stimulus/location/etc. The complexity of the representational substrate is irrelevant to the decision (e.g., *what* versus *what/where* versus *what/where/which*). Exploratory behavior based on this decision process and driven by sampling information is *undirected*: it utilizes only directly observable information and requires no planning. Undirected foraging is driven by a familiarization process in which an animal needs only to pause and attend to high information samples until the sample source is sufficiently familiar to move on to the next sample source.

Given that undirected foraging behavior is supported by sample information computations, a variety of signals should be present within the brain areas that support undirected exploratory behavior. Simple binary decisions such as go/no-go choices can be modeled using integration-to-threshold models (or diffusion-to-bound models; Gold and Shadlen, [@B35]; Mazurek et al., [@B60]). Within these models, evidence in support of a particular action accumulates across time until a threshold for action is reached and a specific action is initiated. In undirected information foraging, the two actions are *go---sampling from another location* or *no-go---continue sampling from the same location*. Neural activity associated with integration-to-threshold dynamics has been observed in the lateral intraparietal area and can be used to predict choice behavior and response times (Gold and Shadlen, [@B34], [@B36]; Shadlen and Newsome, [@B79]; Yang and Shadlen, [@B99]). Given that simple undirected object recognition is dependent on the perirhinal cortex (Bussey et al., [@B13]; Winters et al., [@B97]), we predict that that neurons within perirhinal cortex will display similar integration-to-threshold dynamics that predict go/no-go behavior in simple object recognition tasks. More specifically, the decision process embedded within undirected foraging predicts that a subpopulation of perirhinal neurons will display activity that accumulates (or dissipates) to a standard threshold; once neural activity reaches threshold, the animal will discontinue sampling the current stimulus and begin exploring other aspects of its environment.

4.2. Expected sampling information, directed foraging, and recollection
-----------------------------------------------------------------------

Directed foraging requires an animal to compute the expected sampling information across the sampling space. This computation allows an animal to construct an efficient sampling strategy in order to sample from the most informative regions of a sampling space and avoid less informative regions. As a result, the behavioral decision processes associated with directed information foraging is a *where to sample* choice.

Standard spontaneous exploration tasks conflate directed information foraging with undirected information foraging. An animal might spend more time exploring a novel object because it just stumbled across the object while randomly wandering through the environment---undirected information foraging. Or it might spend more time exploring a novel object because the animal identified the novel object as the most information rich part of the environment and chose to sample it over all other available options---directed information foraging. In order to disambiguate the contributions of undirected and directed information foraging, an experiment must meet two criteria. First, it must force the animal to choose between sampling options with differential expected sampling information. Second, it must prevent apparent exploration that is the product of randomly stumbling into the highly informative region of the sampling space[^3^](#fn0003){ref-type="fn"}.

The E-maze version of the *what/where/which* task meets each of the experimental criteria for assessing directed information foraging. The E-maze version of the *what/where/which* task has three phases (see Figure [1](#F1){ref-type="fig"} above). In the first phase, a rat receives a series of training sessions in which it learns the location of two objects within the E-maze. The training sessions are a critical component of the task because they allow the animal to form expectations about the observations available within each maze arm. In the second phase, the rat is given a habituation session with one of the two objects. This devalues the informativeness of the object and makes it "less novel." In the third phase, the rat is presented with a choice between maze arms leading toward the "less novel" and the "more novel" object. Rats typically display a novelty preference and choose the path toward the "more novel", non-habituated object. The effect persists even when the objects are not visible from the choice point. Because the objects are not visible from the choice point, the animals cannot use undirected information foraging and must make their choice according to the expected sampling information associated with each option.

The experimental observation that animals prefer to attend to or search out unexpected stimuli, even when these stimuli may not be directly observable, can be explained by directed information foraging. In Figure [3](#F3){ref-type="fig"} we return to our toy example of a rat searching for a reward source along a wall. The observation functions have been modified to reflect two highly probable reward source locations and a third highly improbable source location (see Figure [3B](#F3){ref-type="fig"}). The expected sampling information for each location is shown in Figure [3C](#F3){ref-type="fig"}. Because the expected sampling information is dependent on the priors, we can plot the expected sampling information at each feeder location (*left/right*) as a function of the prior probability for a given feeder location (see Figure [3D](#F3){ref-type="fig"}). Predictably, the expected sampling information decreases as the animal becomes more certain of the active feeder location (e.g., the prior probability for a given active feeder *p*(*h*~1~) → 1). However, an interesting aspect of the expected sampling information computation is that more information is expected from sampling at the feeder location that has the lower prior probability. This suggests that directed information foraging naturally produces a novelty preference.

![**Novelty preferences as information foraging. (A)** The prior probabilities for the left, middle, and right locations. **(B)** The known observation functions for each of the three competing hypotheses for the location of the object. **(C)** The expected information gain as calculated by the KL divergence for a hit (*solid gray*), a miss (*broken gray*), and the sum (*black*). **(D)** The expected information gain (bits) for sampling at the left location (site 1) and the right location (site 3) as a function of the prior probability associated with the left location (site 1). See panel **C** for left and right locations. Note that expected information gain is higher at the site opposite to the higher prior probability.](fnhum-06-00216-g0003){#F3}

Eacott and Easton contend that because an animal must make its choice on the E-maze version of the *what/where/which* task according to an *expected* observation, the animal must *generate* this observation from memory (Eacott et al., [@B22]). Although they argue this generative process entails recollection (Eacott et al., [@B22]; Easton and Eacott, [@B24]), the animal could simply access a set of stimuli associations rather than engaging in a true recollective process. The expected sampling information computation similarly requires generating the likelihood of potential observations across the sampling space---a computation that again can either be performed by generating the outcome on the spot or retrieving the probability of outcomes from a cache. Two experimental observations suggest that rat indeed generate observations according to a true recollective process. First, lesions of the hippocampus compromise novelty preference on the E-maze version of the *what/where/which* task (Eacott et al., [@B22]; Easton and Eacott, [@B25]). Second, ROC analysis of recognition memory shows that rats with hippocampal lesions display behavior that is consistent with a loss of recollective memory processes (Fortin et al., [@B33]; Eichenbaum et al., [@B28]). The deficits caused by hippocampal lesions in rats are also consistent with human patients with compromised episodic memory and suggest that recollective memory retrieval is governed by a binary successful generation of failed generation of an observation (Yonelinas, [@B100]).

### 4.2.1. The evolution of directed information foraging

The development of directed information foraging is the product of two distinct learning processes. The first learning process is associated with the development of observation functions. Observation functions indicate the conditional probability of making an observation (reward present/absent) at any sampling location *x* given a particular source location (the active feeder positioned on the *left/center/right*). The second learning process is a discriminative learning process associated with the differential development of priors associated with each source location (*left/center/right*).

In Figure [4](#F4){ref-type="fig"}, we show how directed information foraging develops as a function of evolving observation functions and differential development of priors. We model the development of observation functions as gaussian distributions contaminated by a uniform noise function (see Figure [2](#F2){ref-type="fig"}). As learning occurs, the signal-to-noise ratio---the ratio of the amplitude of the gaussian function to the amplitude of the uniform noise function---for each of the observation functions increases (Figure [4A](#F4){ref-type="fig"}). The development of the observation functions provides the basis for a transition from random sampling behavior to directed sampling behavior that is focused on the three source locations. Figure [4C](#F4){ref-type="fig"} shows the differential development of expected sampling information across the sampling space even when the priors associated with each of the three source locations are uniformly distributed. Differential development of the priors associated with each of the three source locations leads to differential expected sampling information at each of the source locations. If evidence accumulates in support of a single "winning" source location, expected sampling information decreases across all sampling locations and directed information foraging ceases[^4^](#fn0004){ref-type="fn"}. The evolution of observation function and priors leads to a specific sequence of foraging behavior during learning: (1) initial random foraging, (2) developing directed foraging, (3) cessation of directed foraging and a transition to exploiting reward-related information (if reward is present).

![**Development of information foraging with experience. (A)** Developing signal-to-noise ratio of the observation function as a function of time. **(B)** Developing prior probabilities as a function of time. **(C)** Expected information gain as a function of time (x-axis) and sample position (y-axis). Note the development of higher expected information coincides with the development of the signal-to-noise ratio of the observation functions. The uniform expected information gain suggests an initial period of non-directed or random foraging behavior. The non-uniform expected information gain allows the animal to transition into a period of directed foraging across the three feeder sites. Although the development of differential expected information gain is the result of the prior probabilities associated with each site, increasing the prior probability of a single site to near certainty produces decreased expected information gain across the entire sampling space. This produces a cessation of information foraging. A contingency switch produces a change in the prior probabilities (in this case between the blue and the red feeders) and leads to another bout of information foraging.](fnhum-06-00216-g0004){#F4}

An example of this kind of increasingly specific foraging behavior has been studied by Morris and colleagues using the paired-associated task (Day et al., [@B18]; Tse et al., [@B89]; Bethus et al., [@B8]). In the paired-associate task, rats learn that a specific flavor indicates the location of reward among a matrix of food locations. The flavor/location association is called a paired associate and different flavors indicate reward at different locations. Rats learn the initial set of paired-associates slowly over a series of daily training sessions spread across several weeks. However, acquisition of new paired-associates following initial learning requires as little as a single paired-associate presentation (Tse et al., [@B89]). Morris and colleagues explain single trial learning in terms of developing task schemas that facilitate learning and subsequent behavioral performance by focusing exploratory behavior.

This interpretation provided by Tse et al. ([@B89]) suggests that performance on the paired-associate task is governed by two distinct learning processes: schema learning in which the animal learns that flavors predict specific reward locations and discriminative associative learning in which the animal learns which flavor is associated with which reward location. These learning processes directly correspond to the two learning processes embedded within directed information foraging. In our toy example, schemas correspond to observation functions and discriminative associative learning corresponds to the beliefs mediated by the prior and the posterior distributions. Just as the development schemas facilitate learning by focus search behavior and learning more from a single observation, the development of observation functions directing search behavior toward highly informative observations and increase the impact of these observations.

### 4.2.2. Vicarious trial and error

The temporal development of directed information foraging is reminiscent of the development of vicarious trial and error (VTE) behavior on discrimination tasks described by Muenzinger ([@B65]) and Tolman ([@B86]). VTE behavior occurs when an animal pauses at a choice point and orients toward different possible spatial options before making a decision. Tolman ([@B86], [@B87]) argued that an animal vicariously samples the outcome of each option during VTE behavior. VTE is then a form if directed information foraging in which an animal samples memory rather than a physical space and VTE behavior is the observable residual of sampling from a memory.

Tolman ([@B86], [@B87]) described the development of VTE behavior in three phases. The first phase of behavior on tasks in which VTE behavior occurs is simple trial and error behavior characterized by random sampling of different choice options. VTE behavior is absent during this initial phase. The second phase of behavior is punctuated by high levels of VTE behavior at choice points and increasing performance on memory or discrimination tasks. During the third phase of behavior, memory or discrimination performance increases to ceiling and VTE behavior ceases.

VTE behavior occurs on a variety of choice tasks and can be induced by altering task contingencies (Tolman, [@B86]; Blumenthal et al., [@B9]). On tasks in which VTE behavior is induced through contingency changes, VTE behavior occurs at specific, highly informative task locations (Blumenthal et al., [@B9]) including the the choice point on the E-version of the *what/where/when* task (Alexander Easton, pers. comm.).

Directed information foraging can be used to simulate and predict VTE behavior that is induced by a change in task contingencies. In our toy example, we model a change in task contingency by modifying the prior beliefs regarding which feeder is active. If the priors associated with a food source at on the left and right switch (as indicated by the red and blue curves on the right side of Figure [4A](#F4){ref-type="fig"}), reflecting a contingency reversal, the expected sampling information increases and information foraging begins again. Learning higher order task contingencies allows foraging to be more precisely directed to highly informative sampling areas. We believe that VTE behavior reflects the use of learned higher order task contingencies to simulate or imagine the outcomes of different behavioral sampling. If true, VTE dependents on at least a rudimentary form of mental imagery.

And like recollection-based performance on the E-version of the *what/where/when* task, VTE behavior is dependent on the hippocampus (Hu and Amsel, [@B45]) and drives increased metabolic activity in the hippocampus (Hu et al., [@B46]). Moreover, the development of task schemas that support increasingly specific directed foraging are also hippocampus dependent (Tse et al., [@B89]). These converging experimental results highlight the various roles of the hippocampus in directed information foraging.

From its initial treatment by Tolman ([@B86]), VTE has encountered a variety of conceptual and experimental challenges. Guthrie ([@B39]), for instance, critiqued Tolman\'s description of the mechanisms that support VTE behavior, suggesting that his theory left rats "buried in thought" when confronted with a choice. This conceptual criticism continues to plague theoretical treatments of VTE. Experimentally, VTE presents a variety of challenges associated with defining orienting behavior at choice points and its frequently transient presence in most tasks. For these reasons, VTE has remained sparsely studied over the past seventy years.

Information foraging provides a conceptual framework for both developing a theory of VTE and future experimental investigations of VTE behavior. The dynamics of information foraging suggest a novel approach to analysis of the transient and often subtle sampling behavior observed in VTE behavior. The computational requirements of information foraging---recollection-like processes associated with generation of potential observations that are shaped by task schema---and its connection to reinforcement learning algorithms such as POMDP address Guthrie\'s long-standing conceptual critique. Converging evidence from hippocampal lesion studies on VTE behavior (Hu and Amsel, [@B45]), recollection (Easton et al., [@B26]), and schema development (Tse et al., [@B89]) provide an experimental path toward understanding the neural substrates of VTE behavior as well.

4.3. Conclusions: behavioral exploration
----------------------------------------

The previous discussion has shown how information foraging can be used to differentiate two major classes of exploratory behavior. Undirected information foraging is characterized by a *go/no-go* decision process based on the sample information (e.g., familiarity) and depends on extra-hippocampal areas, principally the perirhinal cortex. In contrast, directed information foraging is characterized by a *where to go* decision process based on expected sampling information and depends on the hippocampus. While the *where to go* decision process is most frequently a spatial question (O\'Keefe and Nadel, [@B69]), the key contribution of the hippocampus is generating potential observations using a constructive recollective memory process. This generative process utilizes hippocampus-dependent schemas in order to more precisely direct foraging behavior to highly informative samples (Tse et al., [@B89]).

Information foraging provides a formal approach that shows how hippocampal-dependent schemas and recollective processes interact. It provides a clear, quantitative approach that allows precise analysis of exploratory behavior, both in terms of its distribution of spatial sampling and in terms of its temporal evolution. Finally, it provides, for the first time, a comprehensive theory of vicarious trial and error behavior.

5. Exploring memory
===================

We now discuss the representational dynamics that allow an animal to explore memory. Memory-based information foraging allows an animal to obtain samples from its memory rather than its environment. Memory-based exploratory activity, much like behavioral exploratory activity, can be split into undirected and directed information foraging. Animals can stumble across informative memories---undirected foraging; or they can actively search for them---directed foraging. Directed information foraging applied to memory-based information foraging provides a formal approach to understanding how an animal locates particularly useful and informative memories within its memory (even when these aren\'t "strong" memories). The following discussion focuses on memory-based directed information foraging.

5.1. Hippocampal representational dynamics
------------------------------------------

We identify two major dynamics observed in hippocampal neural activity that support directed information foraging. The first hippocampal dynamic we discuss is hippocampal sweeps (Johnson and Redish, [@B51]; Gupta, [@B38]). Hippocampal sweep dynamics allow an animal to sample different spatial locations from memory. This VTE-like dynamic supports the "vicarious" sampling process embedded within vicarious trial and error behavior. The second hippocampal dynamic we discuss is hippocampal map-switching (Jackson and Redish, [@B49]; Fenton et al., [@B30]; Kelemen and Fenton, [@B54]). The map switching dynamic allow an animal to re-represent its current task with respect to different reference points. Each of these representational dynamics provide the animal with an opportunity to obtain maximally informative information from memory.

### 5.1.1. Hippocampal sweeps

Directed information foraging predicts that animals will sample from memory as VTE behavior occurs. We expect that VTE behavior and the representational dynamics that support VTE occur at points within a task where simple familiarity fails to provide adequate information and further retrieval is required to make an informed choice. This predicts the locations when sweep dynamics should occur within a task. We further expect that the information retrieved during VTE to reflect highly informative aspects of the task that will, in turn, contribute the animal\'s choice behavior. This predicts what or where sweep dynamics should represent within a particular task.

Johnson and Redish ([@B51]) trained rats on a sequential spatial decision task in which VTE is observed (Johnson and Redish, [@B51]; Blumenthal et al., [@B9]). Much like the findings from previous studies, hippocampal place cells usually display spiking activity as the animal runs through each cell\'s place field on this task. Such "within field" activity is consistent with the notion that the hippocampus represents the animal\'s current position as it moves through the maze. However, place cells also displayed "out of field" spiking activity at the high cost choice point on the maze. Johnson and Redish ([@B51]) found that "out of field" spiking at the choice point was coordinated across the ensemble; decoding the animal\'s position during epochs of high "out of field" spiking at the choice point predicted coherent position estimates that dynamically moved from the animal\'s current position at the choice point toward feeder locations (see Figure [5A](#F5){ref-type="fig"}). These hippocampal dynamics are consistent with memory retrieval processes embedded within VTE and the dynamics predicted by directed information foraging: they occur when the animal encounters a high cost choice and insufficient information is available from familiar environmental cues *and* they represent positions ahead of the animal that correspond to future potential trajectories.

![**Hippocampal dynamics associated with directed information foraging. (A)** VTE-like dynamics in the hippocampus are non-local representations that occur at choice points. While the animal pauses at the choice point (the bottom-center of the box), spatial representations in the hippocampus move ahead of the animal, following potential trajectories toward the different reward source locations. The spiking activity associated with these place cell dynamics is shown at right. **(B)** Map-switching is a representational dynamic in which place cell ensembles alternate between two maps. An initial map of place fields (left, top) can be divided into different maps (right) by identifying two or more sets of temporally non-overlapping ensemble spiking activity (left, bottom). These maps often reflect different task components.](fnhum-06-00216-g0005){#F5}

### 5.1.2. Map switching

Directed information foraging predicts that animals will dynamically shift between competing task representations and will utilize a task representation that best predicts environmental observations. In the two-frame avoidance task used by Kelemen and Fenton ([@B54]) rats must maintain representations of their current position two different reference frames in order to avoid a shock. One reference frame is based on stable room cues and predicts the location of an otherwise invisible shock zone. The second reference frame is based on local cues embedded within the navigation arena and predicts the location of another invisible shock zone. Avoidance behavior on this task is dependent on the hippocampus (Cimadevilla et al., [@B15]; Wesierska et al., [@B95]; Kelemen and Fenton, [@B54]). Place cell activity within the two-frame avoid task reflects both the room and arena reference frames: one set of place cells forms a stable map within room frame and a second set of place cells forms a stable map within the arena frame (see Figure [5B](#F5){ref-type="fig"} *right*). Place cell activity within each maps maintain an estimate of the animal\'s current location within that map. However, ensemble activity coherently switches between reference frames (see Figure [5B](#F5){ref-type="fig"} *left*). Kelemen and Fenton ([@B54]) showed that the hippocampal map that better predicts the proximal shock zone is consistently more active. When the shock zone associated with the room reference frame is closer to the animal, place cells that represent the animal\'s location in the room reference frame are more active; when the shock zone associated with the arena reference frame is closer to the animal, place cells that represent the animal\'s location in the arena reference frame are more active.

The hippocampal dynamics found on the two-reference frame avoidance task can be understood as directed information foraging from memory. At each moment, the hippocampus can represent the animal\'s current position in one of two competing maps. Within the two-reference frame avoidance task, the expected sampling information associated with each reference reference varies across time. The expected sampling information associated with each reference frame is a function of the animal\'s location within each reference frame and the observations the animal would expect as a result of its locations within the reference frame. Given a gradual accumulation of noise in the hippocampal estimate of the animal\'s location within each reference frame, directed information foraging allows the animal to most efficiently update its location across reference frames. More specifically, directed information foraging suggests that the animal should activate the map that will yield the richest and most task salient observations at a particular location so that discrepancies between the animal\'s current estimate of its location and its actual location (as indicated by available observations) can be found.

5.2. The temporal evolution of representational dynamics
--------------------------------------------------------

We propose that the temporal evolution of these hippocampal dynamics parallels the development of directed information foraging behavior outlined above (see Figure [4](#F4){ref-type="fig"}). Initially, these hippocampal representational dynamics are absent because observation functions and possible task schema have not been learned. As the animal learns the observation functions and possible task schema, these hippocampal representational dynamics develop and reach their peak frequency. Finally, if the animal learns the task well enough to predict task-related observations, hippocampal representational dynamics provide no additional information and, consequently, diminish in frequency. However, if the task-related observations remain difficult to predict, hippocampal representational dynamics continue to provide important task-related information and continue to occur at a high frequency.

The observed temporal evolution of VTE-like representational dynamics in the hippocampus is consistent with directed information foraging from memory. Johnson and Redish ([@B51]) showed that hippocampal sweeps increase in frequency during early behavior and diminish as animals are able to predict the outcomes of a simple spatial choice. However, the frequency of hippocampal sweeps did not appear to diminish on a cued version of the task in which the outcomes of a spatial choice were much more difficult to predict (Johnson and Redish, [@B51]). Similarly, map switching dynamics on the two-frame reference task (Kelemen and Fenton, [@B54]) and similarly complex tasks (Jackson and Redish, [@B49]) occur at high frequency but diminish in frequency on simple tasks (Jackson and Redish, [@B49]; Fenton et al., [@B30]).

5.3. Directed information foraging and memory consolidation
-----------------------------------------------------------

We believe that the temporal evolution of directed information foraging provides deep insights into memory consolidation. The representational dynamics that support directed information foraging from memory are based on generating/retrieving information that is not otherwise available from simple associative (familiarity-based) memory processes. Given that the function of directed information foraging is to provide a set of observations that will most greatly alter simple associative learning processes, directed information foraging diminishes when simple associative learning mechanisms can support behavioral performance. In these cases, directed information foraging is unnecessary and task performance is independent of the neural substrates that support directed information foraging. This is a functional description of memory consolidation.

A variety of memory tasks display a temporally limited dependence on the hippocampus (Zola-Morgan and Squire, [@B103]; Packard and McGaugh, [@B71]; Teng and Squire, [@B85]; Maviel et al., [@B59]; Morris, [@B63]; Tse et al., [@B89], [@B90]). In many of these tasks, behavior that is initially dependent on the hippocampus becomes dependent on frontal cortices as task information is consolidated to these non-hippocampal areas (Maviel et al., [@B59]; Tse et al., [@B90]). Although a variety of theories attempt to explain consolidation in terms of differential learning rates across different brain areas (medial temporal lobe encoding is fast and obligatory while neocortical encoding is slow and selective; Squire and Alvarez, [@B82]; Nadel and Moscovitch, [@B67]), recent findings by Morris and colleagues suggest that previous learning can facilitate consolidation (Tse et al., [@B89], [@B90]; Bethus et al., [@B8]). Tse et al. ([@B89]) showed that following the initial training period on the paired-associate task, hippocampus dependent single trial learning underwent consolidation within 48 h. Explaining these findings, Tse et al. ([@B89]) suggest that schema learning facilitated consolidation but leave open the specific mechanisms that facilitate consolidation.

Time varying consolidation can be understood in terms of information foraging. Sampling behavior during initial learning is based on random foraging and provides relatively uninformative samples that slowly reshape simple associative learning processes outside the hippocampus. Sampling behavior during later learning is based on directed information foraging and provides highly informative samples that quickly reshape simple associative learning processes outside the hippocampus. As a result, learning that occurs after the animal has learned relevant task schemas can utilize directed information foraging and train non-hippocampal learning processes more quickly, thereby making behavioral performance less dependent on the hippocampus more quickly.

Treatment of memory consolidation within the context of directed information foraging leads to the intriguing prediction that the consistency of place cell activity could be used to predict the hippocampal dependence of a task. In order to more thoroughly develop this prediction, consider how representational dynamics in the hippocampus lead to increased levels of apparent noise within place cell activity (see Figure [5](#F5){ref-type="fig"}; Johnson et al., [@B50])[^5^](#fn0005){ref-type="fn"}. Given our previous description of the task-dependent temporal evolution of directed information foraging and its associated hippocampal dynamics (see the previous subsection), we predict that on tasks where memory consolidation occurs, place cells will display high levels of apparent noise and instability followed by a reduction in apparent noise and increased place cell stability across task acquisition. In contrast, we predict that on tasks where memory consolidation does not occur, place cells will display high levels of apparent noise and instability across task acquisition. As a result, we predict that hippocampus independent behavioral performance in individual animals with low levels of apparent place cell noise after task acquisition[^6^](#fn0006){ref-type="fn"}.

5.4. Conclusions: memory exploration
------------------------------------

The previous discussion has shown how directed information foraging can be extended to generative memory dynamics in the hippocampus. Memory-based directed information foraging suggests that hippocampal sweep dynamics and map switching dynamics are based on an active search for information from hippocampal memory. Directed information foraging suggests when these dynamics should occur within a behavioral task and what information is represented by these transient dynamics. Both when generative memory dynamics occur and what information they represent is governed by developing task representations and schema.

The temporal evolution of hippocampal memory-based directed information foraging mirrors the temporal evolution of directed information foraging behavior. Memory-based directed information foraging comes to an end when simple associative memory processes predict all task relevant observations and, consequently, can support task performance. As a result, the cessation of memory-based directed information foraging signals the transition from recollective memory processes to simpler associative process and memory consolidation. Finally, because memory-based directed information foraging and the hippocampal dynamics that support it are associated with increased apparent noise in place cell activity, directed information foraging predicts that apparent noise can be used to gauge memory consolidation and the developing hippocampal independence of task performance.

6. Control processes in directed foraging
=========================================

Behaviorally observable and covert sampling behaviors are the product of decision processes. Our previous discussion suggests that the information available within the hippocampus is used to control both observable and covert sampling behavior. We hypothesize that medial prefrontal cortex (mPFC) plays a central role in the control of both overt behavioral sampling behavior and covert mnemonic sampling within hippocampal representations.

The mPFC has been widely implicated in the flexible control of behavior (Granon and Poucet, [@B37]; Balleine and Dickinson, [@B6]; Corbit and Balleine, [@B16]; Ostlund and Balleine, [@B70]; de Wit et al., [@B19]; Rich and Shapiro, [@B74]) and memory retrieval (Maviel et al., [@B59]; Churchwell et al., [@B14]; Tse et al., [@B90]). We hypothesize that the mPFC functions as a controller that utilizes hippocampus-based expected sampling information signals to direct behaviorally observable information foraging and retrieval processes that support covert information foraging. The control processes associated with directed information foraging within the mPFC are dependent on the development of hippocampal representations that allow the mPFC to select *where* to sample in order to maximize information gain. During initial learning when hippocampal representations are relatively poorly developed, mPFC utilizes expected information gain signals from the hippocampus to direct behavioral sampling. As task learning progresses and hippocampal representations are better developed, mPFC utilizes expected sampling information signals from the hippocampus to direct retrieval processes that support covert information foraging. Finally, as expected information signals from the hippocampus based on retrieval processes decay, memory consolidation occurs and renders retrieval processes hippocampus independent. As result, our proposal suggests that mPFC lesions will produce both behavioral deficits such as reduced VTE behavior and absence of hippocampal dynamics associated with directed information foraging.

Several recent studies support our proposal. Tse et al. ([@B90]) recently showed that paired associate learning activates both mPFC and hippocampus when previously learned schemas can contribute to learning, but learning only activates the hippocampus when no previously learned schemas can contribute. Moreover, temporary lesions of mPFC compromised retrieval on the paired-associate task. If mPFC lesions compromise hippocampus-based memory retrieval, we expect that hippocampal activity associated with retrieval processes will be reduced and consequently increase observed consistency within place cell activity. Consistent with this prediction, Kyd and Bilkey ([@B56]) showed that the information content of place cells increases following mPFC lesions.

If mPFC neurons support the control processes necessary for directed information foraging, we predict three classes of mPFC neural activity should emerge during directed information foraging. The first class of mPFC neurons codes the expected sampling information available within a task and provides the basis for directed foraging behavior. We predict that these neurons code specific sampling strategies and behavioral sequences. The second class of mPFC neurons code the expected sampling information available in memory and provides the basis for directed foraging from memory. These neurons control hippocampal retrieval dynamics such as hippocampal sweeps (Johnson and Redish, [@B51]). We predict that these neurons code specific memory sampling strategies and mnemonic sequences that dictate the extent of hippocampal retrieval. The third class of mPFC neurons code a statistically compact task representation. We predict that these neurons, in tandem with the second class of mPFC neurons, support memory consolidation. A statistically compact task representation is a representation for which expected sampling information is minimized and, as a result, the memory is stabilized. For example, we predict that as an animal makes different observations which provide redundant task information, this information will be represented categorically.

These predictions are consistent with a variety of recent findings from mPFC recording studies. mPFC neurons differentially code sampling strategies---even while the animal performs the same behavior---when strategies must be used to solve a strategy-based plus maze task (Rich and Shapiro, [@B73]). And a subset of prelimbic mPFC neurons increased firing rates following changes in task contingencies on the plus maze and returned to baseline firing rate as performance returned to asymptotic levels with subsequent learning. These observations are consistent with our prediction that neural activity within mPFC codes for the expected sampling information available within the task---a signal that can be used to inform overt directed information foraging behavior.

Although few studies have explicitly examined mPFC-mediated hippocampal retrieval in rodents, a number of studies have identified coordinated theta activity between the hippocampus and mPFC that may support information transfer between these areas (Jones and Wilson, [@B52]; Siapas et al., [@B80]; Adhikari et al., [@B2]). We predict that theta synchrony between the hippocampus and mPFC are associated with behavioral information foraging while transient reductions in theta coherence are associated memory retrieval processes associated and covert information foraging. Adhikari et al. ([@B2]) showed that the coherence theta oscillations in mPFC and ventral hippocampus decreases immediately before the animal enters the high anxiety arm of the elevated plus maze. During these periods, animals display behaviors very similar to VTE (Kaesermann, [@B53]) and the spiking activity of a subset of mPFC neurons represent the future position of the animal rather than the animal\'s current sensory cues (Adhikari et al., [@B3]). These observations are consistent with our prediction that that the presence of coordinated theta activity across the mPFC and hippocampus is associated with behaviorally observable directed information foraging while transient reductions in mPFC-hippocampal theta activity are associated with the retrieval processes that support covert information foraging from memory.

Finally, many studies suggest that mPFC neurons flexibly code salient sensory information, behavior, and goals (Hok et al., [@B44]; Hyman et al., [@B47], [@B48]; Cowen and McNaughton, [@B17]; Rich and Shapiro, [@B73]; Adhikari et al., [@B3]). Although ascertaining the extent to which mPFC neurons code compact task representation is currently experimentally challenging, Adhikari et al. ([@B3]) have shown that spiking activity in mPFC neurons on the elevated plus maze represent non-redundant task information. Future work is needed to determine how mPFC representations develop and support memory consolidation.

7. Connections with human memory research
=========================================

Our review has focused on recent developments within the rodent literature highlighting the contributions of the hippocampus and medial temporal lobe structures to exploratory activity. We used information foraging as a formal framework to examine the fundamental computations and mechanisms that support exploratory behavior in rodents. However, information foraging can also be applied to recent work on human exploratory behavior (Hartley et al., [@B40]; Voss et al., [@B92],[@B93]), the contribution of metacognition to individual study patterns (Dunlosky and Hertzog, [@B21]; Metcalfe, [@B61]), and constructive episodic memory (Buckner and Carroll, [@B11]; Hassabis et al., [@B42]; Schacter et al., [@B78]).

7.1. Human information foraging
-------------------------------

A particularly intriguing series of experiment by Voss and colleagues (Voss et al., [@B91],[@B92],[@B93]) explicitly investigated human information foraging. Subjects were asked to study a two-dimensional grid of images and commit each image and its location to memory. In the volitional control condition, subjects controlled the location of the viewing window and actively explored the objects in the environment in order to learn object/location pairs. In a passive viewing condition, subjects were presented with the views selected by the previous subject and were not able to actively explore the environment. From an information foraging perspective, the key difference between the two conditions is that subjects in the yoked-control condition were unable to engage in directed information foraging behaviors.

Subjects performed better on subsequent memory tests in the volitional control condition compared to the passive control condition. Furthermore, subjects in the volitional control condition reported higher levels of remembering, a process indicative of recollection, than subjects in the passive viewing condition. Subjects in the volitional control condition also spontaneously revisited previously viewed object/location pairs, an explicit information foraging behavior that resulted in increased subsequent memory performance even after controlling for viewing time. These results suggest that subjects in the volitional control condition engaged in directed information foraging and were able to obtain more informative viewing samples with respect to their specific schemas and memory content.

Subjects with damage to the hippocampus displayed little directed information foraging behavior in the volitional control condition and none of the memory gains associated with volitional control observed in hippocampal controls subjects. Volitional control activated a prefrontal-hippocampal-parietal network while specific information foraging behaviors (spontaneous revisitation) were associated with more specific activation of the left anterior hippocampus and left medial frontal gyrus.

The findings by Voss and colleagues (Voss et al., [@B91],[@B92],[@B93]) provide an important link between directed information foraging behaviors in rodents and humans. Spontaneous revisitation behavior is functionally equivalent to the novelty preference observed on the E-maze version of the *what/where/which* task: subjects in the volitional control condition must make a spatial choice between stimuli and prefer novel stimuli with respect to their current memory traces. Such behavior is based on an assessment of expected sampling information computation. Moreover, drawing insights from the rodent literature, we expect that eye-tracking in the volitional control condition would most likely reveal VTE-like glances across different spatial locations that allow a subject to assess memory strength and decide whether revisitation is necessary or beneficial.

7.2. Metacognition and information foraging
-------------------------------------------

In order to engage in information foraging, an individual must ascertain whether information can be gained by sampling. Directed information foraging further suggests that an individual must anticipate the relative information gain across a set of sampling behaviors in order to decide where to sample. Such evaluations are closely linked with metacognitive judgments that are used to determine how much an individual should study (Dunlosky and Hertzog, [@B21]; Metcalfe and Kornell, [@B62]). In fact, the information theoretic approach to directed information foraging outlined above provides a normative statistical basis for the region-of-proximal-learning framework (Metcalfe and Kornell, [@B62]; Metcalfe, [@B61]). This framework predicts that individuals will allocate study-time according the relative rate of information gain and that they will stop studying once the rate of information gain reaches zero. Although humans clearly compute these expected information gain evaluations across much more sophisticated representational content than do animals, the computations that underlie such information theoretic predictions are, in principle, identical[^7^](#fn0007){ref-type="fn"}.

7.3. Constructive episodic memory and information foraging
----------------------------------------------------------

Constructive episodic memory can be understood as covert information foraging within a memory space rather than an explicitly spatial foraging space as used by Voss et al. ([@B92],[@B93]). Constructive episodic memory prompts require more information than can be provided by associative processes within semantic memory (Addis et al., [@B1]; Hassabis et al., [@B42]). These prompts increase the expected sampling information associated with a given position in an episodic memory space. Sampling from memory space is analogous to episodic memory retrieval. As a result, episodic memory retrieval and directed information foraging should inform autobiographical search behaviors such as looking through a family album.

The control processes that regulate constructive episodic memory have only recently begun to be studied (Buckner and Carroll, [@B11]; Hassabis et al., [@B41]; Schacter et al., [@B78]; Summerfield et al., [@B84]). Guthrie\'s critique of vicarious trial and error, specifically that it leaves rats "buried in thought" (Guthrie, [@B39]), can be similarly asked of constructive episodic memory: how does an individual know when to stop searching through memory and respond to the prompt? Information foraging provides a formal approach that follows the basic intuition that retrieval processes embedded within constructive episodic memory cease when no further memory content can inform a response.

8. Conclusions {#s2}
==============

Information foraging represents an ever increasing part of daily life. Our formal treatment of exploration as information foraging highlights the specific processes that contribute to active, rather than passive, exploration and learning. We hypothesize that the hippocampus plays a critical role in active exploration through directed information foraging by supporting a set of processes that allow an individual to determine *where* to sample. The directed information foraging approach to hippocampal function is consonant with previous explanations of hippocampal function as fundamentally spatial (O\'Keefe and Nadel, [@B69]; Redish, [@B72]); however, our approach connects spatial conceptions of hippocampal function with more general memory-based approaches to hippocampal function (Eichenbaum et al., [@B27]; Squire et al., [@B83]). Directed information foraging provides a formal theoretical explanation for the common hippocampal substrates of constructive memory, recollection, schema-based facilitation of memory, and memory consolidation. We leave further elaboration of the directed information foraging framework to future research but note its utility in constructing specific behavioral predictions with respect to search behavior and analyzing transient hippocampal dynamics.
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^1^The example can be extended to any type of observation and to any sampling space (e.g., a physical set of locations, a set of actions, or a memory space).

^2^Technically, the sample space and the sampling procedure should be included in this calculation. That is, likelihood and prior should be conditioned on the sample space and sampling procedure. We neglect these for simplicity.

^3^This can be accomplished by preventing the animal from obtaining sample prior to making its choice.

^4^Note that if reward is embedded within the task, the animal may continue to exploit that knowledge.

^5^VTE-like representational dynamics increase apparent noise within place cell activity because place cells transiently represent non-local positions in the environment rather than the animal\'s current position in the environment. Map switching dynamics increase apparent noise within place cell activity because place cells that are active at a one spatial location on one map are not active at the same spatial location on another map.

^6^Apparent noise in place cells can be identified using measures like overdispersion (Fenton et al., [@B31], [@B30]; Jackson and Redish, [@B49]). Jackson and Redish ([@B49]) and Fenton et al. ([@B30]) have measured overdispersion on hippocampus dependent open field foraging tasks to be approximately 3.2--3.8. This value decreases to approximately 2.0 on hippocampus independent tasks such as the linear track.

^7^Studies on the contribution of metacognition to human study habits may benefit from the behavioral distinction we make between familiarity and recollection in the rodent object recognition literature.

Information gain computations: sampling across space
====================================================

In this section we formalize the basic set of Bayesian computations discussed in the main text. In this case, a rat makes a decision about where to sample *x* in order to identify an observation (reward) source *h* based on observations *y*. The animal is assumed to have an observation function *p*(*y*\|*h,x*) that generates expectations about the relative likelihood of a new observation *y* at a location *x* given an observation source *h*. The animal also maintains a prior for each observation source *p*(*h*\|*x,I*), that incorporates past experience from *T* observations *I* = {*o*~1~,...,*o*~*T*~}. The distribution across potential observation sources is updated according to Bayes\' rule: $$\left. p(h \middle| x\operatorname{,~}y\operatorname{,~}I) = \frac{\left. p(y \middle| h\operatorname{,~}x)p(h \middle| x\operatorname{,~}I) \right.}{\left. {\sum_{h}p}(y \middle| h\operatorname{,~}x)p(h \middle| x\operatorname{,~}I) \right.} \right.$$

Now the term in the denominator *p*(*y*\|*x,I*) = ∑*~h~p*(*y*\|*h, x*)*p*(*h*\|*x,I*) is a predictive distribution that describes how surprising a new observation is relative to previous experience. The entropy of this distribution is the sample surprise---it indicates how much diversity to expect in a new observation---and forms a baseline against which the informativeness of an observation can be assessed. $$\left. H_{\text{surprise}}(x) = {\sum\limits_{y}p}(y \middle| x\operatorname{,~}I)\log\left( p(y \middle| x\operatorname{,~}I) \right) \right.$$ If we are given an observation, we can evaluate the surprise for that sample using the surprise formula without the expectation. $\left. S_{\text{surprise}}(y \middle| x) = p(y \middle| x\operatorname{,~}I)\log\left( p(y \middle| x\operatorname{,~}I) \right) \right.$. This quantity can be used to assess how much we recognize the current sample as typical or familiar.

Now we can define the sample information in terms of how much the posterior distribution over observation (reward) sources is expected to change after obtaining another sample. $$KL_{\text{sample info}}(x) = E_{y}\left\lbrack {\sum\limits_{h}p}(h \middle| x\operatorname{,~}I)\log\left( \frac{\left. p(h \middle| x\operatorname{,~}y\operatorname{,~}I) \right.}{\left. p(h \middle| x\operatorname{,~}I) \right.} \right) \right\rbrack$$

Now this computation simplifies into the difference between two terms: $$\left. KL_{\text{sample info}}(x) = {\sum\limits_{y}{\sum\limits_{h}p}}(y \middle| h\operatorname{,~}x)p(h \middle| x\operatorname{,~}I) \times \log\left( \frac{\left. p(y \middle| h\operatorname{,~}x)p(h \middle| x\operatorname{,~}I)/p(y \middle| x\operatorname{,~}I) \right.}{\left. p(h \middle| x\operatorname{,~}I) \right.} \right) \right.$$ $$\left. = {\sum\limits_{y}{\sum\limits_{h}p}}(y \middle| h\operatorname{,~}x)p(h \middle| x\operatorname{,~}I) \times \left( \log(p(y \middle| h\operatorname{,~}x)) - \log(p(y \middle| x\operatorname{,~}I)) \right) \right.$$ $$\left. = \ H_{\text{surprise}}(x) - H(y \middle| h\operatorname{,~}x) \right.$$ This computation can be interpreted as the expected information in an observation given a specific set of observations sources *H*(*y*\|*h,x*) relative to the information we gain about observations when observation sources are averaged *H*~surprise~(*x*). In other words, sampling from a particular location is worthwhile only to the extent that the information derived from an observation provides more information about specific observation sources than if we simply ignored the different observation functions. This is, as a result, hierarchical rather than simple associative learning. When these computations are restricted to the animal\'s current position within an environment, we call it the sample information. When the computations are applied to new spatial locations, we call it the expected sample information.

Information gain computations: sampling across reference frames
===============================================================

In this case, a rat makes a decision about which reference frame *h* to sample from in order to identify its location within a task *x* based on observations *y*. The animal is assumed to have an observation function *p*(*y*\|*h,x*) that generates expectations about the relative likelihood of a new observation *y* at a location *x* given a reference frame *h*. The animal also maintains a spatial prior *p*(*x*\|*h,I*), that incorporates past experience from *T* observations *I* = {*o*~1~,...,*o*~*T*~}. An animal can infer its location *x* given a particular map *h* using Bayes\' rule: $$\left. p(x \middle| h\operatorname{,~}y\operatorname{,~}I) = \frac{\left. p(h \middle| y\operatorname{,~}x)p(y \middle| x\operatorname{,~}I) \right.}{\left. {\sum_{x^{\prime}}p}(h \middle| y\operatorname{,~}x^{\prime})p(y \middle| x^{\prime}\operatorname{,~}I) \right.} \right.$$

We now apply the same information gain computations to the inference across reference frames that we previously applied to inferences across space. The sample information is again a measure of of how much the posterior distribution changes following a sample; in this case the posterior is computed across space *x*. $$KL_{\text{sample info}}(h)\  = \ E_{y}\left\lbrack {\sum\limits_{x}p}(x \middle| y\operatorname{,~}I)\log\frac{\left. p(x \middle| h\operatorname{,~}y\operatorname{,~}I) \right.}{\left. p(x \middle| h\operatorname{,~}I) \right.} \right\rbrack$$ $$\left. = \ {\sum\limits_{y}{\sum\limits_{x}p}}(y \middle| h\operatorname{,~}x)p(x \middle| y\operatorname{,~}I)\log\frac{\left. p(x \middle| h\operatorname{,~}y\operatorname{,~}I) \right.}{\left. p(x \middle| h\operatorname{,~}I) \right.} \right.$$ $$\left. = \ H_{\text{surprise}}(h) - H(y \middle| h\operatorname{,~}x) \right.$$ The term *H*~surprise~(*h*) describes how surprising an observation is given a particular map, regardless of the animal\'s location. This computation allows an animal to determine which reference frame is likely to provide the most information about an animal\'s current location.

Notably, the only differences between the expected sampling information for reference frames and the expected sampling information for space is (1) the expectation across space, rather than conditioning on space, and (2) the comparison with a different baseline, *H*~surprise~(*h*) rather than *H*~surprise~(*x*). More generally, sampling across reference frames can be construed as an attempt to acquire an observation to make an inference about location---within either a simple physical or conceptual space---while sampling across spatial locations can be construed as an attempt to acquire an observation to make an inference about observation sources---within either a simple physical or conceptual space. The consistency of these computations and their support of directed information foraging across a range of representational substrates appears to be a hallmark of hippocampal processing.
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