We find sufficient conditions of the uniqueness of a solution for the inverse problem of determining two continuous minor coefficients in a semilinear time fractional telegraph equation under two integral overdetermination conditions.
1. Introduction and preliminaries. The equations with fractional derivatives and inverse problems for them arise in many branches of science and engineering. The telegraph fractional equations in the theory of thermal stresses were considered, for example, in [1] .
Some inverse problems to diffusion-wave equations with different unknown functions or parameters (source, order of partial derivative, elder or minor coefficient, boundary or initial data) were investigated, for example, in [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] . In particular, in papers [2, 4, 5, 7, 8, 9] the integral overdetermination conditions were used in the inverse source and coefficient problems for a time fractional diffusion equations.
In this paper, we find the conditions of the uniqueness of a classical solution (u, r, b) of the inverse problem
where Ω is a bounded domain in R n , n ∈ N (n ≥ 2) with the boundary ∂Ω of the class C 1+s , s ∈ (0, 1), α ∈ (1, 2), β ∈ (0, 1), F 0 , F 1 , F 2 , Φ j , φ j (j = 1, 2) are given continuous functions.
We note that inverse problems for semilinear parabolic and ultraparabolic equations with one unknown function were investigated, for example, in [14, 15] and for a semilinear time fractional telegraph equation in [7] .
We shall use the method of Green's functions [16] [17] [18] [19] [20] .
Main definitions and auxiliary results. Let
for λ > 0 and f λ (t) = f ′ 1+λ (t) for λ ≤ 0, where Γ(t) is the Gamma-function, θ(t) is the Heaviside function. Note that
and the regularized fractional derivative is defined as follows
) be the space of bounded continuous functions on Ω (Q, respectively) satisfying Hölder continuity condition (Hölder continuity condition with respect to space variables), C 2,α (Q) be the space of bounded continuous functions v(x, t) on Q together with the derivatives of the second order of the spatial variables and
satisfying equation (1) on Q and conditions (2)- (4) is called a solution of problem (1)-(4).
The following necessary agreement conditions follow from the definition
if under rather regular g 0 , g 1 , g 2 , the function
is the classical solution (in C 2,α (Q)) of problem (5)- (6).
It follows from [20] that a Green's vector-function of problem (5)- (6) exists, for bounded (5)- (6) exists, defined by
where
3. Uniqueness of the solution. We pass to the inverse problem (1)- (4). (1)- (4) is unique. (1)- (4) and substitute them into equation (1) .
Proof. Take two solutions
By Hadamard's lemma
with some known functions F 0j , j = 1, 2, which are continuous and bounded on Q. Then the previous equation gets the form
It follows from the conditions (2)- (4) that
Let G * 0 (x, t, y, τ ) be the main Green's function [17, 18, 20] of problem (2)- (3) to the equation
Then the function u(x, t) gets the form
It follows from the equation and overdetermination conditions that
From here and assumption (9) we find
(13) Substituting those expressions for r(t) and b(t) (by u, D
β t u) in (11) we obtain the equation
are the known functions. According to [17, 19] the function G * 0 (x, t, y, τ ) has the same kind of estimates as G 0 (x, t, y, τ ) has. Then it follows from [8, Lemma 1] , for example, that K * j (x, t, τ ) are continuous functions in x ∈ Ω and
Hereinafter C j , C * j , C j (j = 1, 2) are positive constants. In the case of linear equation (1) we have F 01 (z, τ ) = F 02 (z, τ ) = 0, (z, τ ) ∈ Q and equation (14) gets a form
It is the homogeneous linear Volterra integral equation of the second type with the continuous kernel which has the unique solution u(x, t) = 0, (x, t) ∈Q. Note that
for the function u(x, t) satisfying zero initial conditions. Then we have
and from (13) we obtain r(t)
Then assumption (10) implies that at least one of the following assumptions
holds. If F 02 (z, τ ) = 0, (z, τ ) ∈ Q then by the unique solvability of the linear homogeneous second type Volterra integral equation
with the integrable kernel we obtain u(x, t) = 0, (x, t) ∈ Q. As above, we find
In general case, denote
Then equation (14) gets a form
Denoting
Note that 
From (20) we obtain
that is ( w 1 (x, t) w 2 (x, t)
for finding u(x, t) and D β t u(x, t), (x, t) ∈Q. Its determinant is equal to
Then, taking the assumptions (10) and (18) into account we find solution (16) of system (23). In fact, this is obvious when F 02 (x, t) ̸ = 0, (x, t) ∈ Q. In the case F 02 (x, t) = 0 for some (x, t) ∈ Q, by (18) we have F 01 (x, t)φ 1 (x) + ∆φ 1 (x) ̸ = 0 or F 01 (x, t)φ 2 (x) + ∆φ 2 (x) ̸ = 0, that is µ 1 (x, t) ̸ = 0 or µ 2 (x, t) ̸ = 0 for such (x, t) ∈ Q, respectively, and system (23) implies u(x, t) = 0, (x, t) ∈ Q. Then, as in the previous case, we get (16) , and (13) implies r(t) = b(t) = 0, t ∈ [0, T ].
Remark. In the particular case F 0 = F 0 (x, t, u) the claim of the Theorem remains correct without condition (10) . This case was studied in the proof (F 02 (x, t) = 0, (x, t) ∈ Q).
