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Abstract
In this thesis, we mainly focus on case studies of user submitted answers. We assess the
performance and ranking quality of CEW-DTW and improve upon it by combining it with
Kullback-Leibler divergence.

Because the CEW-DTW and KL-CEW-DTW only consider frequency of keywords and noise
rather than the probability distributions, we are able to improve upon them by introducing a
measure known as General Entropy. Using this new measure, we attempt to find an objective
goal – called the Maximum General Entropy - which can be regarded as a standard by which
to assess user answers. Each answer can be compared against this value to determine the quality
of that answer with regards to probabilities of keywords and “noise” words. This methodology
is applied to a corpus of answers to Amazon questions.

We further develop this methodology to assess inner connections among keywords and noise.
The concept of General Entropy is extended to Transition Probability Entropy, which assesses
the probability of transitioning from one word to another in comparison to all other possible
transitions. This method also leads to a measure of the information contained within an answer.

Finally, we show the process of cleaning the Amazon data for the above analyses and use the
larger corpus to assess the strengths and weaknesses of each of the methodologies and whether
simpler methodologies can be used in place of the more complex ones.
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Chapter 1

1

Research Background

In our world, information is delivered and received through various data forms such as sound
tracks, video clips, texts, and so on. Among all the data forms, texts are traditional but efficient
way to deliver information accurately. As a result, a huge amount of texts usually contains crucial
information. For example, comments on Amazon, Ebay or TripAdviser are important references
for consumers’ or tourists’ decision-making and therefore are actually crucial for the websites to
study the consumers’ or tourists’ behavior. In response to these demands, data analysis methods
focusing on texts become more and more popular in the modern world.

Currently, many approaches for analyzing texts have been developed to extract information mainly
by classification, clustering and ranking. Though these research approaches analyze texts from
different viewpoints, the main purpose of these approaches is to extract available information so
as to make readers understand texts efficiently. Text mining mainly includes four research field:
Text Classification, Text Clustering, Text Pattern Recognition, and Text Ranking. Different
contents or topics are interested in these fields.

1.1 Text Classification
The most usual application of text classification is filtering spam for emails. As people do not want
to waste their time on reading less important emails, spam filtering techniques could help improve
their working efficiency. The major concern to spam filtering techniques is how to avoid
identifying true important emails as spams. In general, the classification error is always the most
important measure of performance for text classification methods. However, computational
efficiency is also important when developing an application in real-world scenarios.
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Many approaches have been developed to do text classification. Formally, one text can be
considered as a document 𝑲𝒊 , which belongs to a part of a set of documents Q. Since we have a
category pool {𝐶1 , 𝐶2 , 𝐶3 , … , 𝐶𝑛 }, the purpose of the text classification is to put a category tag to
this document (Ikonomakis et al. [1]). Onan and Koruko𝑔̌lu [2] develop an aggregation-based
feature selection model to extract key information from documents for classification. This
methodology applies K-nearest or Naive Bayes to be training models and has been proven to have
a higher accuracy than other individual methods. Liu et al. [3] develop a multi-task learning
framework. This model mitigates latent features to be the public or private pool to conflict each
other. This model applies long short-term memory and has been proven to be helpful to several
text classification tasks. Xuan et al. [4] explore a semi-supervised text classification approach to
classify bugs to improve the bug report quality. By combining Naive Bayes classifier and the
expectation-maximization together, this model can handle different kinds of bug reports and show
a high classification accuracy. Xu [5] combines the Naive Bayesian model with Multinomial,
Bernoulli and Gaussian models respectively to be three new models. By comparing these three
models, the author illustrates that the Naive Bayesian classifier with Bernoulli model shows an
equal classification effect with the Bayesian counterpart. Chen et al. [6] use the symmetric KLdivergence to develop a new model to a new methodology, which can measure centroid in text
classification. This model is based on the document distribution and the document centroid. It has
been proven to have a better classification quality than the Naive Bayes methodology. Garg et al.
[7] do research about counterfactual fairness. When they analyze texts, they focus on a special
question to classify. They use three methodologies to analyze texts: Hard ablation, Blindness and
Counterfactual Logit Pairing. These methodologies have been proven to increase the detection
quality of counterfactual fairness. Shu et al. [8] develop a model, Deep Open Classification, to
handle the open classification problem. This model is based on Convolutional Neural Network and
has shown a better performance than the state-of-the-art methods. Based on Long Short-Term
Memory, Yogatama et al. [9] analyze discriminative models and generative models respectively
in error rates. They conclude that the generative model shows a better performance than the
discriminative model when the data size is small. Ive et al. [10] mainly care about mental health
problems. They adapt a hierarchical Recurrent Neural Network (RNN) to classify mental health
posts. This model has shown a better performance than Convolutional Neural Network in terms of
the F-measure assessment. Li and Ye [11] firstly analyze a framework called “Reinforcement
2

Learning based Adversarial Networks for Semi-supervised learning” (RLANS). This framework
contains two parts: prediction and judgement, and they can be applied in the discrete data without
data generation. They develop a semi-supervised model for text classification. This model is
proven to perform better than some current semi-supervised models, such as LSTM, SeqSSL,
SeqSSL+VAT and so on. Liu et al. [12] develop two classification models to analyze concept
information: “the neural bag of words with direct mapping” (NBOW-DM) and “the neural bag of
words with gated mapping” (NBOW-GM). These two models are based on the neural
classification. The second model is proven to be better than the first one in performance. They are
all proven to be less time consuming than counterparts. Saha et al. [13] analyze the wrong comment
problem, including missing-item return comments, comment-mismatch and non-commentmismatch. They develop a methodology about labeling functions, which focuses on useful
information as well as noises. This methodology is proven to perform better than some Machine
Learning and Deep Learning models, such as Xgboost, Xgboost+filtering, BLSTM, and
BLSTM+noise-aware.

1.2 Text Clustering
Clustering is another important research field in data analysis, including text mining. The task of
text clustering is to separate an original data to several groups according to certain features. Texts
within a group should show no differences with respect to the selected features. Features are
usually defined by similarity functions. Text clustering could improve querying speed through
dividing text domains such as whole documents, paragraphs and even sentences into categories.

Currently, we can find many approaches to do text clustering. Abualigah et al. [14] apply the
particle swarm optimization algorithm to develop a feature selection methodology. This algorithm
is based on the term frequency-inverse document frequency. This model applies k-mean to find
features for clustering. It has been proven to improve clustering efficiency and decrease the model
implement time. Xu et al. [15] develop a methodology to find appropriate parameters when they
use one text clustering algorithm. They analyze cognitive psychology to find basic documents
3

categories. This methodology is proven to perform better than some clustering methodologies,
such as k-mean, single linkage clustering. A new hierarchical text clustering methodology, called
as FireflyClust, is developed by Mohammed et al. [16]. This methodology is based on Cosine
Similarity and relocates procedure to enhance clustering accuracy. It is proven to have a better
performance than Bisect K-means, hybrid Bisect K-means and PGSCM. Grieco et al. [17] apply
text clustering in natural language documents. They analyze industry process when Engineering
change happens. Their model is based on TF-IDF. It uses Self Organizing Map to cluster
Engineering Change Requests documents. Assessment results show that this methodology
enhances the efficiency of reusing or exploiting knowledge. Xu et al. [18] focus on the research
field of neural network. They develop a framework named Self-Taught Convolutional network to
study short texts. This framework can be applied to enhance performance of four dimensionality
reductions: Average Embedding, Latent Semantic Analysis, Laplacian Eigenmaps and Locality
Preserving Indexing. Dörpinghaus et al. [19] explore a graph-theoretical approach to cluster
documents. The approach, named as PS-Document Clustering, is developed from some similarity
methods, such as Tanimoto similarity or TF-IDF. This methodology transfer documents’ distances
to graph distances in order to separate documents. It has been proven to be extraordinary in
documents clustering. Matei et al. [20] use time series theory to cluster documents. The
methodology is based on Dynamic Time Warping (DTW) and K-Medoids. It regards TF-IDF and
Cosine Similarity as the baseline to cluster chapters of a document. This methodology has been
proven to be an efficient on when it is tested in the writing of Lev Nikolaevici Tolstoy and Feodor
Dostoevsky. Abualigah et al. [21] develop a model by applying feature weight scheme and
dynamic dimension reduction to select features. Then they apply k-mean to cluster documents
according to these features. They prove that this model performs better than some state-of-the-art
methods, such as GVSM-SFS, GVSM-HFS, BPSO, PM, FW-PSO-DDR, etc. Abualigah and
Khader. [22] explore a hybrid algorithm to cluster documents. This methodology is developed
from the hybrid PSO algorithm with the GOs. Compared with K-mean clustering methodology,
this methodology has a better performance.

4

1.3 Text Pattern Recognition
Text recognition can also be considered as text pattern recognition. It is to identify laws contained
in texts having similar characteristics in terms of some algorithms. For example, as someone is
acknowledged to author several books and articles, text recognition could help identify whether
an article having similar writing style with unknown author is written by this one or not. In artificial
intelligence, this technique could help robots to “chat” with real people by capturing patterns of
chats under certain scenarios.

There are many literatures about text recognition research. Lu et al. [23] develop a new framework
to extract texts from shadowed text images. They firstly transfer text images to binary images by
applying a local adaptive threshold method. Then, they use a projection-based denoising method
and a median filter method to remove noises to obtain clear image files. This framework is proven
to show a good Optical Character Recognition accuracy for Tesseract drops. In terms of Bayesian
theory, Tian et al. [24] develop a model to track, detect and recognize texts embedded in videos.
They use Hungarian algorithm to calculate similarities between trajectories and detection objects
so that they can track texts. This framework is proven to show a better performance when it is
compared with other general models. Yang et al. [25] develop an adaptive ensemble of deep neural
networks to recognize texts in a picture when this picture has a complicated background. This
model is based on a Bayesian Model. Assessment results illustrate that AdaDNNs shows a 10%
improvement in terms of the baseline DNNs. Shi et al. [26] explore a methodology named
Convolutional Recurrent Neural Network to consider sequence in the image. This methodology is
based on Deep Convolutional Neural Networks and Recurrent Neural Networks. According to
assessment results, CRNN show a better performance than other two methodologies: Capella Scan
and PhotoScore. Bušta et al. [27] develop a framework to locate and recognize text in images.
They use the YOLOv2 architecture to improve the image recognition accuracy. Also, they find the
Region Proposal Network is a good methodology to achieve region proposals. The bilinear
sampling method are applied to generate the object map for feature representation. Assessment
results show that this methodology has a better performance than other models in F-measure test.
Xie et al. [28] develop a multi-spatial-context fully convolutional recurrent network to recognize
Chinese handwritten online. This model analyzes signature path by applying spatial structure and
5

pen-tip trajectories information. It illustrates a better performance than some other models in
Chinese handwritten detection. Liu et al. [29] develop a model named SqueezedText to detect realtime scene text. This model uses a binary convolutional encoder-decoder neural network and a
backend bidirectional recurrent neural network to deal with text. It demonstrates a good
enhancement in run-time speed, memory usage and accuracy. Liao et al. [30] develop an end-toend trainable fast scene text methodology to detect text. This is an end-to-end fully convolutional
network and based on the loss function. It improves the text location speed in images. Compared
with other models, this model enhances the recognition accuracy as well as the implement speed.

1.4 Text Ranking
Text ranking is the basic task for many important applications such as developing search engines.
The task aims to rearrange objects such that objects of higher qualities could be found more easily
according to certain rules. For search engines, information that is more relevant to the keywords
should be assigned higher ranks. And the idea is the same for other text ranking tasks.

Many literatures have been published to discuss text ranking. Raifer et al. [31] take authors’ action
for analysis in order to improve the ranking quality of these authors’ documents. They use
theoretical methods and empirical methods to do their research. In theoretical methods, “repeated
game” and “minmax regret equilibrium” are applied to uphold goodness of publications. In
empirical methods, they try to make current documents ranking be similar to the previous ranking.
These methods are proven to demonstrate a high accuracy in documents ranking. Xiong et al. [32]
combine the query entity linking method and the entity-based document ranking method together.
They develop a joint model, which is called as JointSem. This model firstly makes three actions:
(1) to spot n-grams query in a dictionary; (2) to link entities with spotted surfaces; (3) to rank
linked entities. Then, this model generates an objective function about these three actions to be a
ranking function, which is applied to verify the document ranking quality. Assessment results
illustrate that JointSem perform better than other models, such as RankSVM. Pandey et al. [33]
explore a Linear feature extraction algorithm to rank documents. In their research, each document
6

can be regarded as a matrix. The key step is to transfer an original matrix to be a low-dimension
matrix by decreasing the dimension of document vectors. This model uses linear approach to
extract key information. This model is proven to perform better than GAS, FSMSVM and
LifeRank in terms of the normalized discounted cumulative gain (nDCG) evaluation rule. Wang
et al. [34] explore a graph-based methodology to rank documents. They use Topical Tripartite
Graph model to explore a ranking methodology. This model applies a random walk algorithm to
test distances of entities so as to find a good ranking. Based on Markov theory, Wei et al. [35]
develop a rank model named MDPRank. This model combines Monte-Carlo Stochastic algorithm
in the information retrieval method. By applying nDCG assessment, this model performs better
than other models, such as RankSVM, ListNet, AdaRank-MAP and so on. Xiong et al. [36] use
the ad-hoc retrieval method to develop an attention-based ranking model AttR-Duet. This model
lowers noise parts and apply the word-entity duet to rank texts. This model is based on the
Convolutional Neural Network. This model performs remarkable in TagMe Accuracy as well as
Attention Gain. Fang et al. [37] explore a word-sentence co-ranking model named CoRank to
obtain documents’ summarization automatically. This model analyzes the correlation of wordsentence and connects this correlation with the graph-based ranking model. Words and sentences
are assigned with different weights for analysis in this model. A redundancy elimination technique
is also applied in this model.

1.5 Data Description
Before we start comparison of methodologies, we introduce how to obtain data for our analysis.
We use an open dataset: Amazon data (http://jmcauley.ucsd.edu/data/amazon/qa/). These data are
constructed by Question and Answer (Wan and Julian [38], McAuley and Alex [39]). It is from
Amazon. The total data volume is approximately 1.4 million questions, which have been answered.
According to the description, this data includes Amazon product review data and is constructed by
matching ASINs in the Q/A dataset. The review also contains product metadata (product titles
etc.). We choose answers of “Baby” category in Amazon data as examples.
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When we obtain answer examples, we would like to clean and ontain original answers for analysis
(see Chapter 6 about how to deal with data).

1.6 Objects and Results
This research is a cross-disciplinary research between statistics and Artificial Intelligence. Since
artificial intelligence is to fit data in machine learning, we try to use our statistical methodologies
to explain data about what is going on from the viewpoint of artificial intelligence.

In this thesis, we mainly analyze contents of answers. We present the methodology CEW-DTW
and assess its performance about ranking quality in Chapter 2. Since we can regard a sentence as
a time series sequence, we develop CEW-DTW in terms of a time series methodology: Dynamic
Time Warping. When we want to assess the ranking quality of a group of answers, we design an
“ideal” answer as a standard to rank answers. We use the normalized discounted cumulative gain
to test the performance of CEW-DTW. This criterion illustrates that the performance of CEWDTW is better than previous methodologies, such as Dynamic Time Warping and Dynamic Time
Warping-Delta. Based on the CEW-DTW, we improve this methodology by combining Kullback8

Leibler divergence with CEW-DTW in Chapter 3, since Kullback-Leibler divergence can check
the difference of probability distributions in two sequences. The new methodology KL-CEWDTW is proven to perform better than CEW-DTW in ranking according to the criterion of the
normalized discounted cumulative gain . However, CEW-DTW and KL-CEW-DTW assess
answers in terms of the distance to an “ideal” answer. They do not analyze answers from the
viewpoint of probability. Therefore, in Chapter 4, we introduce a new methodology, the General
Entropy, to see how probabilities of noise and keywords affect qualities of answers. We mainly
give some properties of the general entropy. We firstly analyze the value range of the General
Entropy in different noise probability conditions. Also, we illustrate that the value of the general
entropy is always equal to 0, if the length of an answer is 1 (Note: the length of an answer
represents the number of words in this answer). From the view point of uniform distribution, we
give the definition of the global entropy, which can be applied to prevent fake answers. Since the
assessment of CEW-DTW and KL-CEW-DTW is based on the distance to an “ideal” answer, we
try to find an objective goal so as to judge actual answers with respect to this goal. Therefore, we
introduce the maximum general entropy. We try to use the general entropy methodology to find
an imaginary answer with the maximum general entropy from the mathematical viewpoint (though
this answer may not exist). This answer can also be regarded as an “ideal” answer. Here, we give
definitions of demotion and promotion about keywords. Thus, we can use demotion and promotion
to assess keywords in terms of the maximum general entropy answer. Then, we analyze the value
range of the global probability of noise. In such situation, the maximum general entropy
probability of noise is smaller than the global probability of noise. According to the range of the
global probability of the keyword, we analyze how the keyword is promoted or demoted. Here, we
find two value: 𝑄𝐿 and 𝑄𝐻 . We find that the keyword is promoted when the global probability of
the keyword is between 𝑄𝐿 and 𝑄𝐻 . Otherwise, the keyword is demoted. Then, we give the
definition about how to determine the optimum number of keywords. However, the optimum
number of keywords is usually smaller than the original number of keywords. So, we show the
formula of relative efficiency in terms of different numbers of selected keywords. In order to assess
the general entropy, we simulate some global probabilities and maximum general entropy answers
for comparison. We also adapt Amazon data to assess these presented formulas. Additionally, we
compare global probabilities and maximum general entropy answers to find their relationships.
We also apply these two kinds of probabilities in Amazon data to see how many keywords are
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enough for analysis. Additionally, we choose some answers with high or low CEW-DTW values
to see how probabilities of these answers are consistent with their maximum entropy probabilities.
Comparison results illustrate that the Low-CEW-DTW answer has the lower probability of noise
and higher probabilities of keywords than those of the High-CEW-DTW answer respectively.
Also, we find that the global entropy is between the general entropy of High-CEW-DTW answer
and the general entropy of Low-CEW-DTW answer. We also organize a small group of survey to
assess the general entropy. We also use comments of a real Amazon product to test the general
entropy, because we want to see whether we can apply this methodology in industry. Survey results
show that the General Entropy test is more reasonable than CEW-DTW. Though these developed
methodologies can analyze answer qualities, they do not consider the inner connections among
keywords and noise. In Chapter 5, we introduce the Markov Entropy in terms of the Markov
transition matrix. We firstly get transition probabilities of noise and keywords. We approach
another new entropy, the Transition Probability Entropy. We imitate propositions in Chapter 4 to
present similar propositions. Meanwhile, we still adapt Amazon dataset to compare maximum
transition entropy probabilities and global transition probabilities of noise and keywords
respectively. Also, we find two value: 𝑄𝑀𝐿 and 𝑄𝑀𝐻 , which can be used to see whether the
transition of two words is promoted or demoted. Similarly, we also use the same real Amazon
product to see whether we can apply this methodology in industry. In Chapter 6, we illustrate how
to obtain original answers. Then, we present how to remove stopping words and collinearity to get
answers for analysis. We compare our developed methodologies to see how these methodologies
are consistent. We also introduce Wald–Wolfowitz runs test and compare it with developed
methodologies to verify their relationships. Finally, we get conclusions about consistence of these
methodologies. In Chapter 7, we introduce some future research plans to extend our
methodologies.
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Chapter 2

2

CEW-DTW: A new time series model for text mining

The keyword information is usually applied to describe answers. In most of the previous studies,
researchers usually rank answers according to keyword retrieval, which fails to consider the
importance of the time sequence of keywords in answers. In this chapter, we propose CEW-DTW,
a new time series model for answer ranking. This model considers the importance of the time
sequence of keywords as well as the number of keywords. CEW-DTW is developed from a
carefully designed model, Dynamic Time Warping-Delta (DTW-D). We choose Amazon
question/answer data as our evaluation dataset. We apply Entropy to remove redundant noise in
answer vectors. In experiments, we apply normalized discounted cumulative gain (nDCG) as the
assess rule to test models. CEW-DTW is proven to have a better performance than Dynamic Time
Warping (DTW) and Dynamic Time Warping-Delta (DTW-D) in answer ranking. An extensive
set of evaluation results demonstrates the effectiveness of the CEW-DTW model for answer
ranking.

2.1 Introduction
Question-answering (QA) has acted as an important role in many research fields, such as advanced
web search (Etzioni [40], Sun et al. [41]). Instead of reading all answers, the users can save time
by reading those relevant answers directly. Therefore, it becomes an important task for researchers
to find the most relevant answers. Since each answer is combined with text and completed in a set
time, we can view an answer as a time sequence. Many researchers have applied the time series to
analyze answers (O'Connor et al. [42], Ishikawa [43]).

In this chapter, we develop a novel methodology to rank answers. To pursue this work, we base
our work on the public data. Amazon question/answer data is a kind of famous public data since it
has been applied in opinion-question answering systems research as well as developed in queries
about customer reviews (see Chapter 6 about details of data).
11

This chapter describes some new results by analyzing the answer data. We provide a novel time
series algorithm to rank answers explicitly. Given the information that is provided by Amazon
data, our model ranks answers by calculating the dynamic time warping between a given answer
and the ideal answer. In the experimental evaluation, we illustrate that the quality of this novel
rank is better than other chosen rank algorithms.

We initially choose interview data of oral history from Centre for Oral History and Digital
Storytelling (COHDS) for analysis. However, this data is private and cannot be reviewed by other
researchers at that moment. Therefore, we choose an open data for our analysis (see Chapter 6
about details of data)

2.2 Literature Review
Answer ranking has been regarded as an important assignment when we want to conduct research
in the field of information retrieval. Keywords are important factors in ranking research since the
extraction of keywords is currently considered an important application in many fields, such as
document topics (Ventura and Silva [44]). These words can be considered as key information to
describe documents. They illustrate that one can easily understand which documents can be read
and which cannot. Jurczyk and Agichtein [45] have tested user expertise by measuring link
analysis of answer graphs. They assume that answers, which are provided by authoritative users,
have high qualities. Zhou et al. [46] explore three kinds of user profile information for answer
ranking in Community-Based Question Answering. Jeon et al. [47] have anticipated the answer
quality by using non-textual features of the answers. Tu et al. [48] develop a method to find the
similarity between the set of best answers and their questions.

Yu et al. [49] illustrate that most previous studies in this area adapt IR-style ranking, which fails
to consider the importance of the query answers. Therefore, if we only apply keywords to rank
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text, we only obtain the information those specific keywords reveal, and we cannot determine the
relationship of one text to another. Thus, future research really needs to find novel methodology
to rank text in terms of not only the amount of keywords but also the context. Since different texts
are written or spoken in different durations, we find that Dynamic Time Warping (DTW) is an
appropriate way to measure the relationship between the different time lengths of texts. Therefore,
our methodology will be based on DTW.

2.3 Model Introduction
2.3.1

Dynamic Time Warping

In this thesis, the work is based on the time series model, Dynamic Time Warping. After Sakoe
and Chiba [50] preliminarily introduced the idea of Dynamic Time Warping, DTW is a widely
used algorithm for similarity measurement (Berndt and James [51]). Müller [52] applies DTW to
find the most favorable alignment between two dependent time series vectors. Since DTW is
applied in two sequences, which may be different in rate of change, we can regard this method to
be a dynamic calculation to some extent. The original DTW is designed to compare two time
sequences so as to find the warping between them. Tsinaslanidis et al. [53] find that the advantage
of DTW is to measure two series vectors when they have different dimensions. The smaller the
DTW value of two vectors, the greater similarity these vectors represent. The following formula
illustrates how DTW works. There are two time sequences: 𝑨 ≔ {𝑎1 , 𝑎2 , … , 𝑎𝑛 } and 𝑩 ≔
{𝑏1 , 𝑏2 , … , 𝑏𝑚 }, where 𝑛 > 0 and 𝑚 > 0. When a warping set, 𝑾 ≔ {𝑤1 , 𝑤2 , … , 𝑤𝐻 }, is designed
to map 𝑨 and 𝑩, this set should satisfy the following conditions:
•

𝑚𝑎𝑥𝑖𝑚𝑢𝑚{𝑚, 𝑛} ≤ 𝐻 ≤ 𝑛 + 𝑚 − 1;

•

Boundary Condition: 𝑤1 = (1, 1) 𝑎𝑛𝑑 𝑤𝐻 = (𝑚, 𝑛);

•

Continuity and Monotony: Suppose 𝑤𝑘−1 = (𝑐 ′ , 𝑑 ′ ) and 𝑤𝑘 = (𝑐, 𝑑), then 0 ≤ 𝑐 − 𝑐 ′ ≤
1 and 0 ≤ 𝑑 − 𝑑′ ≤ 1.

Therefore, an optimal warping path can be obtained by dynamic calculating as following:
𝜁(𝑟, 𝑠) = 𝑑(𝑎𝑟 , 𝑏𝑠 ) + min{𝜁(𝑟 − 1, 𝑠), 𝜁(𝑟 − 1, 𝑠 − 1), 𝜁(𝑟, 𝑠 − 1)} ,
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(2 − 1)

where, 𝑟 = 1,2, … , 𝑛 and 𝑠 = 1,2, … , 𝑚. According to the description of Bautista et al. [54], if we
have two feature vectors about sequences 𝑎𝑟 and 𝑏𝑠 , 𝑑(𝑎𝑟 , 𝑏𝑠 ) can be considered as a distance of
them. Since we are only interested in finding the final warping path, we can use (2-1) to calculate
DTW as following:
𝐻

1
√∑ 𝜁(𝑤𝑘 ) .
𝑫𝑻𝑾(𝐴, 𝐵) = min
𝐻
𝑘=1
{
}

2.3.2

(2 − 2)

Dynamic Time Warping-Delta

Though DTW can compare two time series vectors with different dimensions and calculate the
distance of two vectors, Chen et al. [55] find that DTW cannot reflect the metafeature. They
introduce another model called Dynamic Time Warping-Delta (DTW-D), which is developed from
DTW by combining DTW with Euclidean Distance. Since both DTW and DTW-D can be applied
to deal with unlabeled data by learning from partial labelled data, we say that DTW and DTW-D
are all in accordance with a semi-supervised learning framework. By applying (2-2), the formula
of DTW-D is as following:
𝑫𝑻𝑾(𝑋, 𝑌)
,
𝑬𝑫(𝑋, 𝑌) + 𝜀

𝐃𝐓𝐖 − 𝐃(𝑋, 𝑌) =

(2 − 3)

where 𝜀 is positive, and its value is very small so as to avoid the denominator to be zero (Chen et
al. [53]). 𝑬𝑫(𝑋, 𝑌 ) is Euclidean Distance, it is defined in this way: Suppose two vectors with the
same length, 𝑼 ≔ {𝑢1 , 𝑢2 , … , 𝑢𝑛 } and 𝑽 ≔ {𝑣1 , 𝑣2 , … , 𝑣𝑛 }, then the distance from 𝑼 to 𝑽 is:
𝑛

𝑬𝑫(𝑼, 𝑽) = √∑(𝑢𝑖 − 𝑣𝑖 )2 .
𝑖=1

In this chapter, if lengths of two vectors are not equal, we replenish zero at the end of the shorter
vector and make it to be equal to the longer vector.
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2.4 A New Time Series Model
2.4.1

Data Preparation

Since keywords are applied in the analysis of this chapter, when a keyword is selected, we will
find its synonyms in (http://www.thesaurus.com/). Then, we combine this keyword and its
synonyms to be a one-keyword group. In our research, we can not only choose one keyword to
form a one-keyword group but also several keywords to form a several-keyword group. Here, we
uniformly call them the keywords group. We match each word of a selected answer with the
keywords’ group. If one word is matched with the keywords’ group, it will be assigned to be value
1; otherwise, it is 0. Therefore, an answer will be transferred to be a zero/one vector. Here, we use
1 and 0 to represent the keyword and the noise respectively. Because we only care about useful
information and the number of noise will not affect a zero/one vector tendency or shape, we will
apply the entropy theory to reduce 0. Suppose the number of zero in the zero/one vector of an
answer is 𝑛 (𝑛 ≥ 2). We obtain 𝑚 = 𝑡ℎ𝑒 𝑖𝑛𝑡𝑒𝑔𝑒𝑟 𝑝𝑎𝑟𝑡 𝑜 𝑓 𝑙𝑜𝑔(𝑛), then we compress each 𝑚
zero to be one zero. If the final rest zero number is less than m, they will be compressed to one
zero.

2.4.2

An “ideal” answer

Russo [56] states that more information could help customers make decisions and it would not hurt
them. Thus, we hope customers’ answers contain keywords as many as possible. Blooma et al.
[57] clearly illustrate that the length of an answer is important to judge whether an answer is a
good answer. They also find that readers like long answers. Pande et al. [58] make it clear that
long answers have a great number of details, which can help customers understand more
information. Hambleton and Kanjee [59] find that examinees quickly selected the longest answer
in a translation test, since they consider the longest answer to be the correct one. It illustrates that
users have a great interest in the longest answer. Therefore, we design the length of the “ideal”
answer to be the maximum answer length in the test group. If there are m documents, Luo et al.
[60] suggest decomposing a document in a 𝑛-dimensional space for analysis. They also state that
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if this answer contains all keywords, the ideal answer should appear at the position of 𝑃𝑖𝑑𝑒𝑎𝑙 =
[1,1, … ,1]. Here, 𝑚 represents the dimensions of this answer. It also means Thus, we expect to
⏟
𝑚

find an ideal answer at this position. However, such an ideal answer usually does not exist in real
answers. Therefore, when we receive a group of answers, we can generate an “ideal” answer vector
in the following way: the length of this vector is the maximum length of the answer sentence in
the test group; each element of this vector is 1. It means each word of this “ideal” answer is the
keyword. Another reason for regarding a vector, whose elements are all 1, as an “ideal” vector is
that this vector has no zero elements. It means that the “ideal” answer does not contain any noise.
So, if we apply the entropy rule to remove noise information in an “ideal” vector, we will get the
same vector as the original. Thus, we can choose such a vector as an “ideal” vector. Long [61]
illustrates the quasi-standard concept, which requires users not to follow this standard absolutely.
Since the “ideal” answer may not exist in real documents and actual answers may contain several
keywords, we can regard this “ideal” answer as quasi-standard (Long [61]) and compare actual
answers to this standard.

2.4.3

CEW-DTW Model

Though DTW-D can rank answers, this method still has some weaknesses. Since we find that the
Euclidean Distance only compares two vectors from the viewpoint of value, it means DTW-D
cannot reflect the angle of two vectors accurately. For example, there are three vectors: 𝑨 ∶=
(2, 1), 𝑩 ∶= (0, 1), and 𝑪 ∶= (1, 1). When we apply the Euclidean Distance formula, though we
find 𝑬𝑫(𝐴, 𝐶) is equal to 𝑬𝑫(𝐵, 𝐶), these vectors reflect different trends since they have different
values. Therefore, we should think about vector trends so as to find similar vectors. Though the
Cosine Similarity can be applied to rank answers, it is not a first-rank option to rank time series
sequences.

We improve DTW-D (as shown in (2-3)) by combining the Cosine Similarity method in the
denominator. Since vector elements represent word frequencies, these elements are nonnegative.
It means the Cosine Similarity is also nonnegative and its value is between 0 and 1. The Cosine
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Similarity value of 1 illustrates two vectors with the same orientation. If the Cosine Similarity
value of two vectors is equal to 0, these two vectors are at 900 . The general formula of Cosine
Euclidean Warping-Dynamic Time Warping (CEW-DTW) is as following:
𝑘 2 𝑫𝑻𝑾(𝑋, 𝑌)

𝐂𝐄𝐖 − 𝐃𝐓𝐖(𝑋, 𝑌) =

,

(2 − 4)

2

𝑬𝑫(𝑋, 𝑌)√(1 − 𝑘 2 𝑪𝑺(𝑋, 𝑌)) + 𝜔
where we define 𝑘 as the number of involved methods. Since we apply three methods in the new
model: Cosine Similarity, Dynamic Time Warping and Euclidean Distance, we let 𝑘 = 3. CS(X,
Y) is the Cosine Similarity, the formula of cosine similarity is as following: Suppose two vectors,
𝑨 ≔ (𝑎1 , 𝑎2 , … , 𝑎𝑛 ) and 𝑩 ≔ (𝑏1 , 𝑏2 , … , 𝑏𝑛 ), then the Cosine Similarity (CS) of 𝑨 and 𝑩 is:
∑𝑛𝑖=1 𝑎𝑖 𝑏𝑖

𝑪𝑺(𝑨, 𝑩) =

.

2

2
√∑𝑛𝑖=1 𝑎𝑖2 √∑𝑛𝑖=1 𝑏𝑖2

According to the description of (Chen et al. [55]), 𝜔 is an extremely small positive quantity used
to avoid divide-by-zero error. In our experiments, we set 𝜔 = 0:000001. This formula can be
applied to describe the relationship of two vectors from the viewpoint of time series. Because
CS(X, Y) (Cosine Similarity) or ED(X, Y) (Euclidean Distance) is usually applied for two vectors
with the same length, if the length of two vectors is different, we have to replenish zeros in the
shorter vector so as to enable the length of these two vectors to be the same. In our research, since
an answer is considered as a time series sequence, we replenish zeros at the end of the shorter
vector. Because zeros are regarded as noises in this research, these replenished zeros will not
remove useful information when we calculate the Cosine Similarity or the Euclidean Distance. For
example, suppose two vectors: 𝐴 ≔ {0,0,1,0,1} and 𝑩 ≔ {0,1,0}, we generate the vector B to be
a new one as 𝑩 ≔ {0,1,0,0,0}. Ye [62] has demonstrated that the cosine value is zero when two
vectors are zero vectors. We define the cosine similarity of two zero vectors as zero.

Let 𝑌 ∶= 𝑡ℎ𝑒 “𝑖𝑑𝑒𝑎𝑙” 𝑎𝑛𝑠𝑤𝑒𝑟, (2-4) will be changed to the following:

17

𝑘 2 𝑫𝑻𝑾(𝑋𝑖 , 𝑌)

𝐂𝐄𝐖 − 𝐃𝐓𝐖(𝑋𝑖 , 𝑌) =

𝑬𝑫(𝑋𝑖 , 𝑌)√(1 −

𝑘 2 𝑪𝑺(𝑋𝑖 , 𝑌))

,
2

(2 − 5)

+𝜔

where 𝑋𝑖 , 𝑖 = 1, 2, 3, … , 𝑛 represents individual answers.

2.5 Evaluation
2.5.1

Evaluation Standard

When we develop a new methodology (as shown in (2-5)), we usually want to assess this
methodology so that we can check whether it is better or not than the previous ones. Wang et al.
[63] and Baltrunas et al. [64] used the rank assessment rule –normalized Discounted Cumulative
Gain. We adapt this assessment in this research. Let 𝑝1 , 𝑝2 , … , 𝑝𝑘 be a list of items. Let 𝑟𝑝𝑖 be the
true rating of the item 𝑝𝑖 . For example, if we want to rank CEW-DTW value, 𝑟𝑝𝑖 is 𝑪𝑬𝑾 −
𝑫𝑻𝑾(𝑋𝑖 , 𝑌). Therefore, according to Baltrunas et al. [64], the Discounted Cumulative Gain
(DCG) is defined as following:
𝑘

𝐷𝐶𝐺𝑘 = 𝑟𝑝1 + ∑
𝑖=2

𝑟𝑝𝑖
.
𝑙𝑜𝑔2 (𝑖)

(2 − 6)

By applying (2-6), the normalized DCG (nDCG) is defined as following:
𝑛𝐷𝐶𝐺𝑘 =

𝐷𝐶𝐺𝑘
,
𝐼𝐷𝐶𝐺𝑘

(2 − 7)

where, 𝐼𝐷𝐶𝐺𝑘 is the maximum possible gain value, when we optimally re-order the 𝑘 items in
𝑝1 , 𝑝2 , … , 𝑝𝑘 .
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Since we have obtained CEW-DTW rank, we will use it to calculate DCG. However, under the
simplest ideal condition, we usually believe that the best inquired answer is the one that contains
the greatest number of key phrases. Therefore, we rank zero/one vectors in terms of the number of
1 value in a vector. If one vector has more 1 value, it will be put forward in the rank. We also call
the ranked sequence as the original order statistics sequence. The definition of order statistics is as
follows:
𝑆𝑢𝑝𝑝𝑜𝑠𝑒 𝑥1 , 𝑥2 , … , 𝑥𝑘 𝑡𝑜 𝑏𝑒 𝑎 𝑠𝑒𝑞𝑢𝑒𝑛𝑐𝑒, 𝑡ℎ𝑒 𝑜𝑟𝑑𝑒𝑟 𝑠𝑡𝑎𝑡𝑖𝑠𝑡𝑖𝑐𝑠 𝑖𝑠 ∶ 𝑥(1) , 𝑥(2) , … , 𝑥(𝑘) ,
where, 𝑥(1) = min{𝑥1 , 𝑥2 , … , 𝑥𝑘 } is called smallest order statistic; 𝑥(𝑘) = max{𝑥1 , 𝑥2 , … , 𝑥𝑘 } is
called largest order statistic.

Ideal DCG (IDCG) does not mean DCG of ideal ranking. Jurgens and Klapaftis [65] show that
Ideal DCG (IDCG) is obtained by sorting the weight of DCG items. Tiun et al. [66] mention that
the keyword frequency indicates how frequent the particular concept is mentioned in the
document. They determine that the higher the frequency, the more important the concept is deemed
to be. So, we can let the word frequency represent the weight of sentences. The IDCG is usually
obtained by manually operating DCG rank to an “ideal” situation. However, if the dataset is very
huge, it is impossible to manually rank those sequences. It means we can consider a manualoperation sequence to be a hidden sequence, or we can call it an “ideal” ranking. Then, we can
verify how the actual ranking is closer to this “ideal” ranking by applying (2-7). Among other
choices, we try to use CEW-DTW to rank data. Here, we consider the keyword frequency to be
the weight. According to the common sense, if an answer contains more keywords, this answer
can express more useful information. Therefore, if the frequency of keywords is higher, the
sentence weight is higher.

2.5.2

Actual Case Evaluation

We use Amazon data to evaluate our model. We select some keywords as examples to compare
the ranking nDCG of CEW-DTW, DTW-D and DTW. We develop multiple-line charts to show
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evaluation results. In these charts, X axis represents different tests for keywords; Y axis represents
nDCG value. For example, if we choose following keywords:
{"metal","hole","holes","plastic","truck","installation","rear","model","item","car","vehicle","fac
tory","box","cars","Ford","site","Amazon","kit","product","price","vehicles","website","store","s
ystem","problem","problems","tire","tires","bumper","weight","bolts","bottom","trailer","mirror
","seat","key","paint","gas","oil","application","filter","wire","instructions","battery","power","
OEM","batteries","light","Honda","lights","tailgate","roof","engine","motor","valve","cap","fuel
","tank","sensor","Toyota","leather","chains"}. We provide some results in following, other
results are similar:
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Figure 1: Keyword: vehicle for DTW, DTW-D, and CEW-DTW
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Test No.

CEW-DTW

DTW-D

DTW

1

0.995

0.913

0.913

2

1.0

1.0

1.0

3

0.999

0.924

0.923

4

0.942

0.908

0.908

5

0.973

0.819

0.819

6

1.0

1.0

1.0

7

0.998

0.965

0.965

8

1.0

1.0

1.0

9

0.887

0.888

0.888

10

0.9

0.813

0.813

Table 1: nDCG Value of DTW, DTW-D and CEW-DTW--- Keyword: vehicle
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Figure 2: Keyword: vehicle, engine, power, plastic, factory for DTW, DTW-D, and CEWDTW
23

Test No.

CEW-DTW

DTW-D

DTW

1

0.932

0.905

0.905

2

0.854

0.731

0.731

3

1.0

1.0

1.0

4

0.991

0.816

0.816

5

0.914

0.813

0.813

6

0.931

0.907

0.907

7

0.894

0.812

0.812

8

0.997

0.971

0.971

9

0.929

0.781

0.781

10

0.88

0.809

0.809

Table 2: nDCG Value of DTW, DTW-D and CEW-DTW --- Keyword: vehicle, engine,
power, plastic, factory
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Figure 3: Keyword: vehicle, engine, power, plastic, factory, box, weight for DTW, DTW-D,
and CEW-DTW
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Test No.

CEW-DTW

DTW-D

DTW

1

0.968

0.972

0.972

2

0.969

0.89

0.89

3

0.893

0.866

0.866

4

0.999

0.959

0.959

5

0.932

0.904

0.904

6

0.711

0.838

0.838

7

0.925

0.813

0.813

8

0.876

0.811

0.811

9

0.958

0.906

0.906

10

0.991

0.959

0.959

Table 3: nDCG Value of DTW, DTW-D and CEW-DTW --- Keyword: vehicle, engine,
power, plastic, factory, box, weight

2.5.3

Discussion

Moturu and Liu [67] demonstrate that a high nDCG value represents the high accuracy. Lee et al.
[68] apply nDCG to test the performance of the thread ranking task. They demonstrate that the
high nDCG score represents a high-quality rank than a low-quality one. Lee et al. [69] demonstrate
that relevant documents show a higher nDCG evaluation score than nonrelevant documents.
Therefore, in our research, the higher the nDCG value, the better the ranking quality.
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In the above evaluation results figures (Figure. 1, Figure. 2, Figure. 3), we can clearly see that
almost all nDCG scores of CEW-DTW are higher than those of other models. These figures
demonstrate that the ranking quality of CEW-DTW is better than that of DTW-D and DTW
separately. nDCG value of DTW-D and DTW are almost the same. It means that these two models
cannot illustrate a clear difference in ranking. In Figure. 1, some points show that nDCG of CEWDTW, DTW-D and DTW are the same because all answers do not contain keywords and all answer
vectors are zero vectors. In Figure. 3, one nDCG value of CEW-DTW is worse than that of DTWD and DTW separately, it illustrates that the CEW-DTW ranking quality is worse than other
models’. Since the group nDCG mean value can reflect the overall situation of this group, we can
describe the performance of these groups by calculating the mean value of nDCG.

Keywords

CEW-DTW

DTW-D

DTW

vehicle

0.969

0.922

0.922

vehicle, engine, power, plastic, factory

0.932

0.854

0.854

vehicle, engine, power, plastic, factory, box, weight

0.922

0.892

0.892

Table 4: Average nDCG of CEW-DTW, DTW-D, DTW in different keywords
Overall, the Table 4 clearly demonstrates that the average ranking nDCG value of CEW-DTW is
better than that of DTW-D or DTW separately. Though one nDCG value of CEW-DTW in Table
4 is slightly worse than those of DTW-D or DTW in some keywords, it will not affect the average
CEW-DTW ranking performance.

2.6 Conclusion of this chapter
We investigate answer ranking research in Amazon answer dataset. We explore the problem of
time sequences relationship between actual answers and an “ideal” answer. We apply the Entropy
method to remove noise as many as possible to highlight useful information. We propose a new
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model CEW-DTW to rank answers. Additionally, the popular assessment rules: nDCG is applied
to verify the ranking quality. Compared with DTW and DTW-D, the new model CEW-DTW
shows an obvious improvement of the ranking quality.
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Chapter 3

3

A new Kullback-Leibler based model to analyze texts with at
least one keyword

Text ranking is a popular research field. Many researchers have developed methods to find answers
of high qualities. Qualities are represented by ranks of the answers according to a certain evaluation
standard. We have developed CEW-DTW model to rank answers based on their distances to the
“ideal” answer. The distances are determined by the frequencies of keywords. However, it lacks
the distance (divergence) information of distributions of noise and keywords to the "ideal" answer.
In this chapter, we develop a new model called KL-CEW-DTW by incorporating Kullback-Leibler
divergence into the distance. This model does not only consider the time series of noise and
keywords but also involves the distributions of noise and keywords. We use the standard of nDCG
to test our model. We conclude that KL-CEW-DTW has a better performance than other models.

3.1 Background Introduction of this Chapter
Kullback-Leibler divergence is considered as a statistics method, which plays an important role in
information analysis (Raiber and Kurland [70]) for text data analysis and machine learning.
Kullback-Leibler divergence mainly measures the difference of two distributions. It can assess
answers in terms of a weighted geometric mean.

Since people have different viewpoints about text qualities, keywords as an important feature are
usually employed in analysis of text qualities. Intuitively, a proper ranking method should be able
to assign higher ranks to answers containing more keywords. However, using only the number of
keywords is insufficient to reflect the difference between an answer and the “ideal” answer, which
may lead to the failure of reflecting text quality accurately. Therefore, a better ranking method
should also reflect the spread of keywords in answers, which could be characterized by keywords
distributions, particularly those with a well-defined probability density function. The method
combines the classical kinetic analysis and risk calculation method using probability density
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function (Oya [71]). In text ranking, the Kullback-Leibler divergence has been regarded as a
popular method to evaluate text quality from the viewpoint of probability density (Raiber and
Kurland [70]). Therefore, we would like to use this methodology to improve CEW-DTW.

3.2 Literature Review
Kullback–Leibler divergence has been discussed in recent publications. Ponti et al. [72] present a
decision cognizant Kullback–Leibler divergence model (DC-KL), which is proved to have a better
discriminating statistical properties in pattern recognition systems. Bušic and Meyn [73] present a
method to the problem pf MDPs. They choose a reward methodology to calculate the weight of
parameter in MDPs. Raiber and Kurland [70] use Kullback-Leibler divergence to develop a
language model for the assessment of the inverse document frequency. Some typical evaluations
have proved that Kullback-Leibler divergence performs efficiently when parameters are
alternative. Ha et al. [74] apply a Kullback-Leibler restraint to improve the estimate stability in the
research of spectrum estimation of x-ray. Their algorithm is proved to be an optimized way for the
analysis of x-ray CT images. Galas et al. [75] apply Kullback-Leibler divergence in analysis of
series of interacting variables in terms of the Möbius inversion duality. They develop a distance
model to illustrate a metric under some restricted conditions. Based on the Kullback-Leibler
divergence, Delpha et al. [76] present a method to find faults. They use data with Gamma
distribution to assess this method and find that this method has a high accuracy of fault detection.
Kullback-Leibler divergence is also used in the field of weather. Li et al. [77] present a KL
distance-based DRO model to find uncertainties in weather forecasting. Compared with the robust
optimization model, this model has less conservatism. Kullback-Leibler can also be applied in the
image research field. Maddux et al. [78] use Kullback-Leibler method to find the similarity in
different image data set. This method can help researchers to judge which category the new image
belongs to. This method can also forecast immunogenicity of image.
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3.3 Model
3.3.1

Kullback-Leibler divergence

According to the description of Johnson and Sinanovic [79], if we have two probability vectors,
P(x), Q(x), we can write Kullback-Leibler divergence definition in the following way:
𝑃(𝑥)

𝑲𝑳𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑷||𝑸) = ∫ 𝑃(𝑥) × log[𝑄(𝑥)]𝑑𝑥.
Kullback-Leibler divergence is not a symmetric distance because P(x) and Q(x) are in numerator
and denominator respectively. 𝐾𝐿𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑷||𝑸) can be intuitively understood as the distance
from P(x) to Q(x). In this formula, it is clearly that Q(x) cannot be zero.

When P(x) and Q(x) are discrete, we can define Kullback-Leibler divergence in another way.
Suppose 𝑷𝑿 (𝑥): {𝑃1𝑋 (𝑥), 𝑃2𝑋 (𝑥), … , 𝑃𝑛𝑋 (𝑥)} and 𝑸𝒀 (𝑦): {𝑄1𝑌 (𝑦), 𝑄2𝑌 (𝑦), … , 𝑄𝑛𝑌 (𝑦)} are two
discrete probability distributions, the Kullback-Leibler distance formula is as follows:
𝑃 𝑋 (𝑥)

𝑲𝑳(𝑷𝑿 , 𝑸𝒀 ) = ∑𝑛𝑖=1 𝑃𝑖𝑋 (𝑥) × log[𝑄𝑖𝑌(𝑦)],
𝑖

where, 𝑸𝒀 cannot be zero. When 𝑷𝑿 is zero, since we have
lim 𝑡 × log(𝑡) = 0,

𝑡→0+

we can get that
𝑃𝑖𝑋 (𝑥)
] = 0.
𝑄𝑖𝑌 (𝑦)

lim+ 𝑃𝑖𝑋 (𝑥) × log[

𝑥→0

Since we use R package (e.g. entropy) to calculate Kullback-Leibler divergence, we can use ln(.)
to replace log(.), the function will be transferred to the following way:
𝑃𝑖𝑋 (𝑥)
] = 0.
𝑄𝑖𝑌 (𝑦)

lim+ 𝑃𝑖𝑋 (𝑥) × ln[

𝑥→0
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For example, let’s give two probability density distributions, V and W, which are illustrated in the
following chart. The red bar in the chart represents the distribution of the probability density V.
The blue bar represents the distribution of the probability density W.

Figure 4: Density Distribution of Two Vectors.

No.

V

W

1

0.412

0.233

2

0.152

0.521

3

0.436

0.246

Table 5: Probability Densities of Two Vectors
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Then, the Kullback-Leibler divergence (KL) of V and W is obtained as follows:
3

𝑽(𝑖)
𝑲𝑳(𝑽, 𝑾) = ∑ 𝑽(𝑖) × ln [
]
𝑾(𝑖)
𝑖=1

0.412

0.152

0.436

= 0.412 × ln [0.233] + 0.152 × ln [0.521] + 0.436 × ln [0.246]
= 0.2348 − 0.1872 + 0.2495
= 0.2971

According to the description of KL.empirical function (Jean and Korbinian [80]), when we apply
Kullback-Leibler divergence in zero/one vectors. We transfer these zero/one vectors to be
probability density vectors firstly. Then, we will use KL.empirical function to calculate KullbackLeibler divergence. For example, there are two vectors:
𝐗: {1,1,1,1} 𝑎𝑛𝑑 𝐘: {0,1,0,1}.
For the vector X, the probability density of element 1 is equal to 1, and the probability density of
element 0 is 0. For the vector Y, the probability density of element 1 is 0.5 and the probability
density of element 0 is 0.5. Thus, we have probability density of 0 and 1 as
𝑷𝑿 : {0,1} 𝑎𝑛𝑑 𝑷𝒀 : {0.5,0.5}.
Therefore, the Kullback-Leibler divergence of X and Y is 0.6931 (Here, KL.empirical uses ln(.)
to replace log(.)). Similarly, if we have two vectors:
𝐗: {1,1,1,1} 𝑎𝑛𝑑 𝐘: {0,0,0,1},
the Kullback-Leibler divergence of X and Y is 1.3863.
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For another example of two equal vectors, where:
𝐗: {1,1,1,1} 𝑎𝑛𝑑 𝐘: {1,1,1,1}.
For the vector X, the probability density of element 1 is 1 and the probability density of element 0
is 0. For the vector Y, the probability density of element 1 is 1 and the probability density of
element 0 is 0. Thus, these two vectors have equal probability densities as follows:
𝑷𝑿 : {0,1} 𝑎𝑛𝑑 𝑷𝒀 : {0,1}.
Therefore, the Kullback-Leibler divergence of X and Y is 0. Since the theory of Kullback-Leibler
suggests that large value of Kullback-Leibler divergence means that these two vectors are far away
from each other, we would like to say that the above two vectors are the closest to each other.

3.3.2

KL-CEW-DTW

We combine Kullback-Leibler divergence and CEW-DTW together to be a new methodology:
Kullback Leibler-Cosine Eudiean Warping-Dynamic Time Warping (KL-CEW-DTW). Since
CEW-DTW analyze zero/one vectors, we also use these vectors in our new methodology. The
formula of the new methodology is as follows:
𝐊𝐋 − 𝐂𝐄𝐖 − 𝐃𝐓𝐖(X, Y)
= 𝐂𝐄𝐖 − 𝐃𝐓𝐖(X, Y) + 𝐊𝐋(X, Y),

(3 − 1)

where, X is a zero/one vector, referred as an individual vector; Y is an “ideal” vector, with each
element to be 1. 𝐊𝐋(X, Y) is the Kullback-Leibler divergence of X and Y. Suppose we have 𝑛
answer vectors, 𝑋𝑖 , 𝑖 = 1,2,3, … , 𝑛, then the formula will be rewritten to the following way:
𝐊𝐋 − 𝐂𝐄𝐖 − 𝐃𝐓𝐖(𝑋𝑖 , Y)
= 𝐂𝐄𝐖 − 𝐃𝐓𝐖(𝑋𝑖 , Y) + 𝐊𝐋(𝑋𝑖 , Y).
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(3 − 2)

3.4 Assessment
In this section, we use the same data in Chapter 2 for the assessment and want to see whether KLCEW-DTW is better than CEW-DTW. The rule of transferring answers to be zero/one vectors is
also the same to that in Chapter 2. That is, we match each word of a selected answer with the group
of keywords. If one word appears in the keywords group, it will be assigned to be value 1;
otherwise, it is 0. We begin by calculating the value of KL-CEW-DTW between the zero/one
vector of each answer and the vector of an “ideal” answer (see Chapter 2 about details of an “ideal”
answer), then rank these values. Also, we use nDCG to compare the performance of KL-CEWDTW and CEW-DTW. The results of comparison are as follows:
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Figure 5: Keyword: vehicle for KL-CEW-DTW and CEW-DTW
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Test No.

CEW-DTW

KL-CEW-DTW

1

0.881

0.919

2

0.698

0.729

3

0.938

0.961

4

0.840

0.851

5

0.946

0.969

6

0.779

0.817

7

0.415

0.454

8

0.991

0.994

9

0.873

0.924

10

0.927

0.943

Table 6: nDCG Value of CEW-DTW and KL-CEW-DTW--- Keyword: vehicle
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Figure 6: Keyword: vehicle, engine, power, plastic, factory for KL-CEW-DTW and CEWDTW
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Test No.

CEW-DTW

KL-CEW-DTW

1

0.848

0.897

2

0.841

0.902

3

0.640

0.670

4

0.726

0.807

5

0.908

0.925

6

0.960

0.966

7

0.917

0.924

8

0.956

0.972

9

0.903

0.937

10

0.931

0.949

Table 7: nDCG Value of CEW-DTW and KL-CEW-DTW--- Keyword: vehicle, engine,
power, plastic, factory
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Figure 7: Keyword: vehicle, engine, power, plastic, factory, box, weight for KL-CEW-DTW
and CEW-DTW
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Test No.

CEW-DTW

KL-CEW-DTW

1

0.969

0.979

2

0.968

0.973

3

0.743

0.834

4

0.882

0.922

5

0.677

0.716

6

0.919

0.945

7

0.899

0.919

8

0.813

0.848

9

0.845

0.862

10

0.758

0.823

Table 8: nDCG Value of CEW-DTW and KL-CEW-DTW--- Keyword: vehicle, engine,
power, plastic, factory, box, weight

3.4.1

Discussion

In the above Figures 5, 6, and 7, we can clearly see that almost all nDCG scores of KL-CEWDTW are higher than CEW-DTW. These charts demonstrate that the ranking quality of KL-CEWDTW is better than CEW-DTW. We can describe the performance of these groups by calculating
the mean value of nDCG.

Keywords

CEW-DTW
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KL-CEW-DTW

vehicle

0.829

0.856

vehicle, engine, power, plastic, factory

0.863

0.895

vehicle, engine, power, plastic, factory, box, weight

0.847

0.882

Table 9: Average nDCG of CEW-DTW and KL-CEW-DTW in different keywords
Overall, the Table 9 clearly demonstrates that the average ranking nDCG value of KL-CEW-DTW
is better than that of CEW- DTW.

3.5 Conclusion
Though CEW-DTW is a good model for text ranking, it does not put the distribution of keywords
into construction. In this chapter, we develop a new model KL-CEW-DTW. This model is based
on CEW-DTW and still use the “ideal” answer as the assessment standard. KL-CEW-DTW can
not only consider the time series of noise and keywords but also accounts for distributions of noise
and keywords. KL-CEW-DTW is still assessed by the standard of nDCG. Assessment results show
that KL-CEW-DTW performs better than CEW-DTW in ranking. KL-CEW-DTW can help people
to rank answers from the viewpoint of keywords distribution with a better ranking quality than
CEW-DTW. In practice, though KL-CEW-DTW cannot be applied in answers with all noise, it is
a better choice to rank answers with at least one keyword.
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Chapter 4

4

Probability Entropy

This chapter studies the answers retrieved from the Amazon questions discussed in earlier
chapters, which have been analyzed based on keywords. Keywords and noise are defined by the
frequency a word appears in a group of answers—those with high frequency are referred as
keyword while the ones with low frequency are regard as noise. While keywords represent a set
of single words, noise is a unique set that usually contains many words other than the keywords.
For example, we may choose words with top-𝑛 frequency ranks to be the keywords. In this chapter,
the elements of noise are considered as not distinguishable from each other, which will be
discussed in later sections of this chapter.

Text noise includes unknown words, errors, and poor grammatical words composition. Current
research directions, such as Information Retrieval/Extraction, Text classification/clustering, and
Text mining provide methods for the analysis of both crucial information and noise. As far as we
know, only a few of them consider using texts mining techniques to analyze both noise and
keywords. Most researches usually use the number of keywords to represent the quality of a text.
Generally, we consider that the more keywords an answer contains, the higher the quality this
answer has. However, since noise can also reflect the text quality, our research will identify text
quality using both keywords and noise.

4.1 Literature Review for this chapter
Information retrieval is a popular research topic with a large amount of literature. Mohan et al.
[81] use deep learning to develop a model to retrieve information from biomedical literatures.
Compared with NLP approaches, their model adapts word embedding approaches to select Delta
features. Zhai and Lafferty [82] develop a language model to smooth documents by reconstructing
the query-likelihood retrieval model. They combine some heuristics, such as TF-IDF and
document length normalization, with a general retrieval formula to be a new model. Their model
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shows a more sensitive performance in smoothing long documents than concise title documents.
Turtle and Croft [83] present a framework using conditional probability for the incorporation of
literature representations and strategies regarding the development of searching technology.
Berger and Lafferty [84] propose a probabilistic approach from statistical machine translation to
develop information retrieval methodologies. They present two methodologies to inquiry
documents in translation processes, which both perform better than standard baseline vector space
methodologies. Yoon et al. [85] adapt cosine similarity and pseudo-expansion to design a new
method to retrieve information from news corpus. Experiment results illustrate that the new
information retrieval method is helpful to create a corpus, which is close to news articles. Xu and
Croft [86] analyze performance of three automatic query expansion methods about corpus. They
illustrate that feedback and analysis from local documents perform more efficiently than those
from global documents.

Text noises have also been widely studied. Agarwal et al. [87] analyze noises to classify
documents. They implement experiments to analyze different kinds of noises to find noises effects
when they want to classify document. Apostolova and Kreek [88] illustrate a machine learning
model for text noises with metrics. They use noisy historical data to analyze different kinds of
noises. Their model also suggests that if we can artificially design text classification rules for
noises, the prediction quality of the model will be improved. Nguyen and Patrick [89] illustrate a
text mining model to analyze clinical data. They analyze noise types and develop a machinelearning-base system to handle frequent noises. This model efficiently identifies noises and
decreases mistakes that people make when they read clinical reports manually. Li et al. [90] present
a topic model CSTM to analyze short texts. This model uses common topics to collect background
text noises and to classify texts. Assessment results show that CSTM performs better than existing
topic models in traditional text classification tasks. Xiang et al. [91] develop a multi-ary
steganographic methodology in terms of additive noises. This model can improve security when
we use secret information. Patel and Diwanji [92] adapt page segmentation methods to extract
information and detect noises in web pages. They use text density algorithm to enhance accuracy
in noise detection. Also, their model reduces the mistakes of positive/negative value in URL
detection.
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4.2 Model
4.2.1

Data Preparation

Since our research mainly focus on digital data, we need to digitalize answers before analysis.
When we obtain a group of answers, we firstly clean these answers (see Chapter 6 about details of
data). These answers are called the original answers. We regard collection of all original answers
together as the global answer set. Each answer in the global answer set is referred as the
individual answer. In this chapter, we again use answers from Amazon as our objective answers.
For example, we use answers of “baby” category for our analysis (see Chapter 1 about data
description).

4.2.2

Digitalization of the Answers

Assume we have 𝑛 keywords tagged with {1, … , 𝑛} and every word in the set of noise tagged with
0. We match these keywords to individual words in each original answer. If one word in an original
answer matches tag 𝑖, 𝑖 = 0,1,2, … , 𝑛, the location of this word will be tagged with this number.
Thus, one answer can be transferred to be a numeric vector, each element of this vector is a number
tag.

4.2.3

Definition of Global Probability and Individual Probability

After digitalization, we can calculate probabilities of noise and keywords. For example, for the 𝑛
selected keywords, we define the probabilities of global answers as {𝑄0 , 𝑄1 , … , 𝑄𝑛 }, where 𝑄0
represents the global probability of noise; 𝑄𝑖 , 𝑖 = 1,2, … , 𝑛 represents the global probability of
corresponding keywords. For the global answer set, we can calculate the noise frequency and
keyword frequency across all of its answers. Let global word frequency of noise and each keyword
be {𝑁𝑢𝑚0𝐺 , 𝑁𝑢𝑚1𝐺 , … , 𝑁𝑢𝑚𝑛𝐺 } where 𝐺 is a label representing the global answer set. We can
define {𝑄0 , 𝑄1 , … , 𝑄𝑛 } as follows:
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𝑄0 =

𝑁𝑢𝑚0𝐺
,
𝑁𝑢𝑚0𝐺 + 𝑁𝑢𝑚1𝐺 + ⋯ + 𝑁𝑢𝑚𝑛𝐺

𝑄1 =

𝑁𝑢𝑚1𝐺
,
𝑁𝑢𝑚0𝐺 + 𝑁𝑢𝑚1𝐺 + ⋯ + 𝑁𝑢𝑚𝑛𝐺
……

𝑄𝑛 =

𝑁𝑢𝑚𝑛𝐺
,
𝑁𝑢𝑚0𝐺 + 𝑁𝑢𝑚1𝐺 + ⋯ + 𝑁𝑢𝑚𝑛𝐺

where ∑𝑛𝑖=0 𝑄𝑖 = 1 . In most cases, the noise probability is larger than any of the keyword
probabilities, hence in this chapter, our objective collection of documents satisfies 𝑄0 > 𝑄𝑖 , 𝑖 =
1,2, … , 𝑛. If the global probability of one word is 0, we do not regard this word as a keyword. In
this chapter, before we decide which words are keywords, we would like to rank the word
frequency of all words in the objective collection of documents. Then, we choose words with top
word frequency to be keywords. In these keywords, frequency of each word should be larger than
0. Thus, if we choose 𝑛 keywords, probabilities of noise and keywords are arranged to be: 𝑄0 >
𝑄1 > ⋯ > 𝑄𝑛 > 0, where 𝑄0 is the largest one in most cases and 𝑄0 < 1. Here, the volume of
answer data should be as large as possible. Thus, we can avoid the global probability of a keyword
to be 1. Because if the global probability of a keyword is equal to 1, it means answers only contain
one word, so there is no necessarily to analyze these answers. If probabilities of two keywords are
equal, we can use any order between two. Additionally, if the transition probability from one
keyword to another keyword is high, these two keywords may be regarded as only one keyword.
Chapter 5 discuss the merging of two keywords.

Analogously, we define the probabilities of an individual answer as {𝑃0 , 𝑃1 , … , 𝑃𝑛 }, where 𝑃0
represents the probability of noise in this answer; 𝑃𝑖 , 𝑖 = 1,2, … , 𝑛 represents the probability of
keywords. For an individual answer, we can also calculate the noise frequency and keyword
frequency. Let word frequency of noise and each keyword be {𝑁𝑢𝑚0𝐼 , 𝑁𝑢𝑚1𝐼 , … , 𝑁𝑢𝑚𝑛𝐼 }, where 𝐼
is a label representing this individual answer. We can define {𝑃0 , 𝑃1 , … , 𝑃𝑛 } as follows:
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𝑃0 =

𝑁𝑢𝑚0𝐼
,
𝑁𝑢𝑚0𝐼 + 𝑁𝑢𝑚1𝐼 + ⋯ + 𝑁𝑢𝑚𝑛𝐼

𝑃1 =

𝑁𝑢𝑚1𝐼
,
𝑁𝑢𝑚0𝐼 + 𝑁𝑢𝑚1𝐼 + ⋯ + 𝑁𝑢𝑚𝑛𝐼
……

𝑃𝑛 =

𝑁𝑢𝑚𝑛𝐼
.
𝑁𝑢𝑚0𝐼 + 𝑁𝑢𝑚1𝐼 + ⋯ + 𝑁𝑢𝑚𝑛𝐼

where ∑𝑛𝑖=0 𝑃𝑖 = 1. Notice that: some 𝑃𝑖 could be 0 and 𝑃0 > 𝑃1 > ⋯ > 𝑃𝑛 may not hold.

Here, we give an example about how to get 𝑃𝑖 and 𝑄𝑖 as following:
Example Keywords:

fit, seat

Answer 1

gate plus extension fit well inch opening concerned max fit well

Answer 2

wide base seat trying find booster fit between car-seats

Step 1.
•

Get words frequency of noise and keywords respectively

Total words frequency of noise and keywords respectively

Frequency
•

noises

keyword: “fit”

keyword: “seat”

16

3

1

Words frequency of noise and keywords respectively in each answer
keyword: “fit”

noises
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keyword: “seat”

Frequency

Step 2.

Answer 1

9

2

0

Answer 2

7

1

1

Get 𝑃𝑖 and 𝑄𝑖 respectively
𝑄0

𝑄1

𝑄2

0.8

0.15

0.05

𝑃0

𝑃1

𝑃2

Answer 1

0.818

0.182

0

Answer 2

0.778

0.111

0.111

4.3 Entropy
After digital data preparation, we can obtain probabilities of noise and keywords globally and for
individual answers. Hence, we could calculate the entropy based on these probabilities to assess
the qualities of these answers. In the field of statistics, entropy is a method for assessing the total
qualified information. More information means larger entropy. The entropy was defined by
Shannon [93]. Given 𝑘 states, suppose that the probability of an event 𝑖 is 𝑃𝑖 , where 𝑖 = 1,2, … , 𝑘.
The entropy of this event in these states can be defined as:
𝑘

𝐸 = − ∑ 𝑃𝑖 × 𝐿𝑜𝑔(𝑃𝑖 ),
𝑖=1

where, ∑𝑘𝑖=1 𝑃𝑖 = 1, 0 ≤ 𝑃𝑖 ≤ 1.
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4.3.1

Probability Model

We use weights of each event to improve the above entropy formula. Since we analyze a group of
answers in terms of keywords, we regard this group of answers as a whole group. We calculate the
total keyword probabilities in this group. We refer these probabilities as global probabilities and
regard them as weights in the new developed entropy methodology.

Entropy has been applied in existing literatures, but the research objectives of them are different
from ours. Zhao and Liu [94] combine DA-VMFS and SP-Kmeans algorithms with the maximum
entropy principle to analyze the clustering problem of texts. Btoush and Dawahdeh [95] apply
Entropy principle to compress text files, they test several algorithms, such as LZW, Huffman,
Fixed-length code (FLC), and Huffman after using Fixed-length code (HFLC), to see their
performance. Abualigah et al. [96] adapt Entropy to test clustering diversity of texts. In their
entropy methodology, they calculate the percentage of one document in a group of documents.
Abbas et al. [97] compare Entropy and Kullback–Leibler divergence to test their performance,
they apply the minimum-cross entropy method to calculate the maximum log-probability. In their
research, they do not consider noises in the information. They also illustrate that the performance
depends on available problems and information. He et al. [98] use linguistic operator and the
entropy weight method to find attribute weights when making decision for linguistic multiattribute groups. They use matrix of elements as parameters in entropy model. Revanasiddappa et
al. [99] use Intuitionistic Fuzzy Entropy to select text features when they want to categorize texts.
In their Entropy formula, they use match degree as the parameter. Zhang et al. [100] adapt the Knearest neighbor algorithm to develop a weighted entropy method about extreme value. This model
uses the percentage of sample data as the parameter of entropy. Zou [101] produce a maximum
entropy model to do text classification. In this model, the training data is considered as a weight.
Zhang et al. [102] develop an active learning method to classify texts with convolutional neural
networks. They adapt Shannon Entropy to be a measure to test uncertainty. Romero et al. [103]
adapt the derivational Entropy to study an Active Learning technology about how to choose
informative samples in terms of HTR scenario. They use ranges over all possible label sequences
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as input of entropy. Zheng et al. [104] apply Fuzzy C-Means and Information Entropy to develop
a new PageRank Algorithm. They use PageRank weight as the parameter of entropy. Namazi et
al. [105] use entropy to analyze the complex structure of Bulk Metallic Glasses. They apply
entropy to find properties of BMG’s compressive strength. Bierig and Chernov [106] approach a
convergence theory to find the maximum value of entropy. They apply the Multilevel Monte Carlo
method to estimate a sequence of moments to get the maximum value of entropy. Laleye et al.
[107] develop a new algorithm to analyze speech signals. This algorithm combines rényi entropy
with singularity exponents in each point of the signal. Kan and Gero [108] study the
characterization of designing processes and analyze the potential of design spaces in terms of the
information entropy value of empirical data. They use Shannon entropy to do this analysis and
apply the probability of occurrence of each symbol in Shannon Entropy. In these Entropy
literatures, they do not consider noise nor the application of it in the entropy model. Also, these
literatures do not discuss the derivation of maximum entropy probabilities from global
probabilities.

Suppose that we have selected 𝑛 keywords for a global answer set. We calculate global
probabilities of these keywords, {𝑄1 , 𝑄2 , … , 𝑄𝑛 } as well as the probability of the noise 𝑄0 .
Similarly, for each individual answer, we can calculate probabilities of 𝑛 keywords in this answer,
{𝑃1 , 𝑃2 , … , 𝑃𝑛 } and the probability of the noise, 𝑃0 . Thus, for each individual answer, we can define
the General Entropy as follows:
𝑛

𝐸𝑛 (𝑷) = − ∑ 𝑄𝑖 × 𝑃𝑖 × 𝐿𝑜𝑔(𝑃𝑖 ) .

(4 − 1)

𝑖=0

This general entropy represents entropy rates from individual probabilities with respect to the
global probability. High value of the general entropy indicates high information quality.
Intuitively, an answer should contain keywords as well as noise. So, we need to consider keywords
as well as noise when we want to assess answers. The general entropy contributes to assess answers
from the global and individual probabilities of keywords and noise.
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We can get the following propositions regarding the General Entropy:
Proposition 1: For any answers,
(1) if 0 < 𝑃0 < 1, then 𝐸𝑛 (𝑷) > 0;
(2) if 𝑃0 = 1，then 𝐸𝑛 (𝑷) = 0;
(3) if 𝑃0 = 0, 𝐸𝑛 (𝑷) ≥ 0.
(4) 𝐸𝑛 (𝑷) = 0 if and only if there exists 0 ≤ 𝑖 ≤ 𝑛, such that 𝑃𝑖 = 1, 𝑎𝑛𝑑 𝑃𝑗 = 0 𝑓𝑜𝑟 𝑗 =
0,1, … , 𝑛, 𝑗 ≠ 𝑖.
Proof:
(1) 𝐸𝑛 (𝑷) = − ∑𝑛𝑖=0 𝑄𝑖 × 𝑃𝑖 × 𝐿𝑜𝑔(𝑃𝑖 ) = −𝑄0 × 𝑃0 × 𝐿𝑜𝑔(𝑃0 ) − ∑𝑛𝑖=1 𝑄𝑖 × 𝑃𝑖 × 𝐿𝑜𝑔(𝑃𝑖 ) .
Since 𝑄0 > 0 and 0 < 𝑃0 < 1 , then −𝑄0 × 𝑃0 × 𝐿𝑜𝑔(𝑃0 ) > 0 . On the other hand,
− ∑𝑛𝑖=1 𝑄𝑖 × 𝑃𝑖 × 𝐿𝑜𝑔(𝑃𝑖 ) ≥ 0 , thus, 𝐸𝑛 (𝑷) = −𝑄0 × 𝑃0 × 𝐿𝑜𝑔(𝑃0 ) − ∑𝑛𝑖=1 𝑄𝑖 × 𝑃𝑖 ×
𝐿𝑜𝑔(𝑃𝑖 ) > 0.
(2) If 𝑃0 = 1, since ∑𝑛𝑖=0 𝑃𝑖 = 1, we have 𝑃1 = 𝑃2 = ⋯ = 𝑃𝑛 = 0, thus, 𝐸𝑛 (𝑷) = − ∑𝑛𝑖=0 𝑄𝑖 ×
𝑃𝑖 × 𝐿𝑜𝑔(𝑃𝑖 ) = 0.
(3) When 𝑃0 = 0, if the answer may contain different kinds of keywords but no noises, then
𝐸𝑛 (𝑷) ≥ 0; if the answer only has one kind of keyword but no noises, then 𝐸𝑛 (𝑷) = 0.
(4) When 𝐸𝑛 (𝑷) = − ∑𝑛𝑖=0 𝑄𝑖 × 𝑃𝑖 × 𝐿𝑜𝑔(𝑃𝑖 ) =0, we have −𝑄𝑖 × 𝑃𝑖 × 𝐿𝑜𝑔(𝑃𝑖 ) = 0 𝑓𝑜𝑟 𝑖 =
1,2, … , 𝑛 . Since 𝑄𝑖 > 0 , we get 𝑃𝑖 = 1 𝑓𝑜𝑟 𝑠𝑜𝑚𝑒 0 ≤ 𝑖 ≤ 𝑛 and 𝑎𝑛𝑑 𝑃𝑗 = 0 𝑓𝑜𝑟 𝑗 =
0,1, … , 𝑛, 𝑗 ≠ 𝑖 . On the other hand, if 𝑃𝑖 = 1 𝑓𝑜𝑟 𝑠𝑜𝑚𝑒 0 ≤ 𝑖 ≤ 𝑛 and 𝑎𝑛𝑑 𝑃𝑗 =
0 𝑓𝑜𝑟 𝑗 = 0,1, … , 𝑛, 𝑗 ≠ 𝑖 , we get −𝑄𝑖 × 𝑃𝑖 × 𝐿𝑜𝑔(𝑃𝑖 ) = 0 𝑓𝑜𝑟 𝑖 = 1,2, … , 𝑛 . Thus,
𝐸𝑛 (𝑷) = 0.
Here, we give some remarks to better explain this proposition:
(1) If the noise probability of an answer is between 0 and 1, i.e. 0 < 𝑃0 < 1, it means this
answer contains not only noise but also some keywords. For example,
(1-1)

If this answer only contains one keyword. Therefore, the probability of this
keyword is also between 0 and 1. The general entropy of this answer should be a
positive value. The entropy value also illustrates the quality information about
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keywords and noise. The explanation is similar if the number of keywords is larger
than one in an answer.
(1-2)

If an answer only contains noise without any keywords, the probability of noise is
1. So, the general entropy should be 0. It means that this answer contains the
minimum entropy.

(2) if 𝐸𝑛 (𝑷) > 0, 𝑃0 may be equal to 0. For example, the collection of digitalized answers is
{1,1,2}, {0,0,0}, where 0,1 and 2 represents noise, keyword 1 and keyword 2 respectively.
Global probabilities are 𝑄0 = 0.5, 𝑄1 = 0.333, and 𝑄2 = 0.167. 𝑄0 > 𝑄1 > 𝑄2 . 𝐸2 (𝑷)
of the first answer is 0.066 > 0, but 𝑃0 = 0.
(3) If 𝐸𝑛 (𝑷) = 0, 𝑃0 may not be 1. For example, the collection of digitalized answers is
{1,1,1}, {0,0,0,0}, where 0,1 represents noise, the keyword 1 respectively. Global
probabilities are 𝑄0 = 0.571, 𝑄1 = 0.429. 𝑄0 > 𝑄1 . 𝐸1 (𝑷) of the first answer is 0, but
𝑃0 = 0.

Some answers only have one word. We give a proposition about such kinds of answers as follows:
Proposition 2: For any answers, if the length of each answer is 1, then 𝐸𝑛 (𝑷) = 0.
Proof: If the length of an answer is 1, this answer only contains one word. This word is either the
noise or a keyword. If this word is the noise, then 𝑃0 = 1 and 𝑃1 = 𝑃2 = ⋯ = 𝑃𝑛 = 0, thus,
𝐸𝑛 (𝑷) = − ∑𝑛𝑖=0 𝑄𝑖 × 𝑃𝑖 × 𝐿𝑜𝑔(𝑃𝑖 ) = 0 . If this word is 𝑁𝑜. 𝑖 keyword, then 𝑃0 = 𝑃1 = ⋯ =
𝑃𝑖−1 = 𝑃𝑖+1 = ⋯ = 𝑃𝑛 = 0 and 𝑃𝑖 = 1 , thus, 𝐸𝑛 (𝑷) = − ∑𝑛𝑖=0 𝑄𝑖 × 𝑃𝑖 × 𝐿𝑜𝑔(𝑃𝑖 ) = 0 . So, we
get 𝐸𝑛 (𝑷) = 0.

When the length of an answer is 1, the general entropy of this answer is always 0. It means no
matter if the word is a noise or a keyword; the general entropy is always the minimum. We remove
answers with one word from the global answer set. Therefore, our candidate answers always
contain at least two words.
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For the special situation that individual probabilities of noise and keywords of an answer are equal
to its respective global probabilities, we refer the General Entropy as the global entropy. We
define it as follows:
Definition 1: Suppose the number of keywords to be 𝑛 and individual probabilities of noise and
keywords of an answer to be {𝑃0 , 𝑃1 , … , 𝑃𝑛 }. If 𝑄𝑖 = 𝑃𝑖 𝑓𝑜𝑟 𝑖 = 0,1,2, … , 𝑛, then
𝑛

𝑛

𝐸𝑛 (𝑸) = − ∑ 𝑄𝑖 × 𝑃𝑖 × 𝐿𝑜𝑔(𝑃𝑖 ) = − ∑ 𝑄𝑖 × 𝑄𝑖 × 𝐿𝑜𝑔(𝑄𝑖 ) ,
𝑖=0

(4 − 2)

𝑖=0

where 𝐸𝑛 (𝑸) is referred as the global entropy.
Global entropy does not actually show the high information quality, thus it can be used in fake
answers preventions (see the discussion in the following content).

4.3.2
4.3.2.1

Maximum General Entropy
Why should we need the Maximum General Entropy?

In the previous chapters, CEW-DTW assess answers in terms of the distance to an “ideal” answer.
Here, we also want to obtain an answer, which is similar to the “ideal” answer. We try to find an
objective goal so as to judge actual answers with respect to this goal. When we get a collection of
answers, we usually cannot find which answer is the best. From statistical viewpoint, we try to get
a goal, which we can find the imaginary answer to be the maximum entropy. We use the general
entropy 𝐸𝑛 (𝑷) to obtain an answer, which may never match any one answer in the collection of
answers. We can call this answer to be the Maximum General Entropy answer. We use
maximum general entropy probabilities to explain this answer from the viewpoint of statistics.

4.3.2.2

The Maximum General Entropy Answers

The Maximum General Entropy Probabilities is defined as follows:
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Definition 2: Given global probabilities {𝑄0 , 𝑄1 , … , 𝑄𝑛 }, the maximum general entropy answers
⃗ ≔ [𝐵0 , 𝐵1 , … , 𝐵𝑛 ]𝑇 with ∑𝑛𝑖=0 𝐵𝑖 = 1, are defined by
𝐵
⃗ = argmax 𝐸𝑛 (𝑷),
𝐵
𝑃⃗

where, 𝑃⃗ ≔ [𝑃0 , 𝑃1 , … , 𝑃𝑛 ]𝑇 with ∑𝑛𝑖=0 𝑃𝑖 = 1.
⃗.
Then, we have the following theorem for 𝐵
Theorem 1: Suppose the number of keywords 𝑛 ≥ 2, then, there exist a unique maximum general
𝜆0

⃗ ≔ [𝐵0 , 𝐵1 , … , 𝐵𝑛 ]𝑇 so that 𝐵
⃗ = argmax 𝐸𝑛 (𝑷) and 𝐵𝑖 = 𝑒 −1−𝑄𝑖 , 𝑖 =
entropy answers 𝐵
𝑃⃗

0,1, … , 𝑛, where 𝜆0 > 0 is a unique positive value and ∑𝑛𝑖=0 𝐵𝑖 = 1.
Proof: When {𝑄0 , 𝑄1 , 𝑄2 , … , 𝑄𝑛 } are given, in order to maximize 𝐸𝑛 (𝑷), we can get a function as
following:
𝑛

𝑓(𝑃0 , 𝑃1 , … , 𝑃𝑛 , 𝜆) = − ∑ 𝑄𝑖 × 𝑃𝑖 × 𝐿𝑜𝑔(𝑃𝑖 ) + 𝜆(1 − 𝑃0 − 𝑃1 −, … , −𝑃𝑛 ).
𝑖=0

If we want to make

𝜆

−1−
𝑄𝑖
= − ( 𝐿𝑜𝑔(𝑃𝑖 ) + 1)𝑄𝑖 − 𝜆=0, we can get 𝑃̂𝑖 = 𝑒
. We define 𝐵𝑖 : =

𝜕𝑓
𝜕𝑃𝑖

𝜆

−1−
𝑄𝑖
𝑃̂𝑖 , then 𝐵𝑖 = 𝑒
. Thus, we can use 𝐵𝑖 , 𝑖 = 0,1, … , 𝑛 to make 𝐸𝑛 (𝑷) to be maximum.

𝜆

𝜆

−1−
−1−
𝑄𝑖
𝑄𝑖
Since ∑𝑛𝑖=0 𝑃̂𝑖 = 1, we get ∑𝑛𝑖=0 𝑒
= 1, we can get a function 𝑔(𝜆) = ∑𝑛𝑖=0 𝑒
− 1, then
1

we get 𝑔′ (𝜆)= ∑𝑛𝑖=0 − 𝑄 𝑒
𝑖

−1−

𝜆
𝑄𝑖

< 0, 𝑓𝑜𝑟 𝜆 ≥ 0. On the other hand, it also means that 𝑔(𝜆) is

monotone decreasing for 𝜆 ≥ 0. Since 𝑔(∞) = −1 and 𝑔(0) =

𝑛+1
𝑒

− 1 > 0, 𝑓𝑜𝑟 𝑛 ≥ 2. Thus,

we can find a unique positive 𝜆0 to make 𝑔(𝜆0 ) = 0. It means we can get unique 𝐵𝑖 = 𝑒
0,1, … , 𝑛.
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𝜆
−1− 0
𝑄𝑖

,𝑖 =

From Theorem 1, when we obtain the maximum general entropy answers, we can imitate the
definition of “ideal” answer in Chapter 2 to define the maximum general entropy “ideal” answer
as follows:
Definition 3: An answer with the maximum general entropy is defined as the Maximum-Entropy“Ideal” answer.
This definition enables us to use the uniform standard to represent an answer with the maximum
general entropy in the following account.

Different values of 𝑄𝑖 may correspond to different values of 𝐵𝑖 . Some 𝐵𝑖 are larger than 𝑄𝑖 . Others
are not. For simplicity, we define the situation of 𝑄𝑖 > 𝐵𝑖 or 𝑄𝑖 < 𝐵𝑖 , 0 ≤ 𝑖 ≤ 𝑛, as follows:
Definition 4: Given 𝑄𝑖 and 𝐵𝑖 , 1 ≤ 𝑖 ≤ 𝑛. If 𝐵𝑖 < 𝑄𝑖 , then the keyword 𝑖 is called “demotion”. If
𝑄𝑖 < 𝐵𝑖 , then the keyword 𝑖 is called “promotion”. Also, if 𝑄0 < 𝐵0 , the noise is called
“promotion”. If 𝑄0 > 𝐵0, the noise is called “demotion”.
The reason to call a keyword promotion is from the viewpoint of maximum general entropy: the
frequency of the keyword should be higher than the global frequency of this keyword. On the other
hand, when 𝐵𝑖 < 𝑄𝑖 , the importance of keyword 𝑖 is less than the importance of global level with
respect to the maximum general entropy. Hence, this keyword can be dropped. This gives us a way
to select a proper number of keywords for a study. The details are shown in next definition.

The definition of the maximum general entropy probabilities shows the process about how to get
these probabilities. Definition 3 illustrates that the answer with such kinds of probability
distribution is called as the Maximum-Entropy-“Ideal” answer. In reality, the Maximum-Entropy“Ideal” answer may not really exist. However, it gives us a target that we can be guided to find
answers, which are used to compare with the Maximum-Entropy-“Ideal” answer. Here, if the
length of an answer is 1, it may not be available to use this theorem. Though this theorem requires
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the number of keywords is larger than or equal to two, it is not too much restricted to our analysis.
In many answers, the number of keywords is much more than two.

Since noises in an answer are usually more than keywords, we try to analyze the global probability
of the noise, 𝑄0 , and the maximum general entropy probability of the noise, 𝐵0, in the following
proposition.
Proposition 3: For the Maximum General Entropy answers {𝐵0 , 𝐵1 , 𝐵2 , … , 𝐵𝑛 }, if 𝑄0 > 𝑒 −1 and
𝜆0 > 0, then 𝑄0 > 𝐵0.
Proof: Suppose we have a function as following:
𝑓(𝜆0 ) = 𝑒
1

Because 𝑓 ′ (𝜆0 )= − 𝑄 𝑒

𝜆
−1− 0

𝑄0

0

𝜆
−1− 0
𝑄0

− 𝑄0 .

< 0, 𝑓𝑜𝑟𝜆0 ≥ 0, we can say 𝑓(𝜆0 ) is monotone decreasing. Then,

since 𝑄0 > 𝑒 −1 , we can get 𝑓(0) = 𝑒 −1 − 𝑄0 < 0 . Thus, we get 𝑓(𝜆0 ) < 0 . Since 𝑓(𝜆0 ) =
𝑒

𝜆
−1− 0

𝑄0

− 𝑄0 = 𝐵0 − 𝑄0 , it means 𝑄0 > 𝐵0.

In the general collection of answers, the global probability of noise, 𝑄0 , is usually larger than 0.368
(𝑒 −1 ). This proposition tells us that if an answer is or is close to the Maximum-Entropy-“Ideal”
answer, its noise should be demoted with respect to the component of the global probability of
noise. It also matches the objective intuition that a better-quality answer should be a less-noise
one. When we try to judge which answer has a high quality, we should choose answers with less
noises in terms of this proposition.

Now, since we know 𝐵𝑖 = 𝑒

𝜆
−1− 0
𝑄𝑖

, 𝑓𝑜𝑟 𝑖 = 0,1, … , 𝑛 𝑎𝑛𝑑 𝜆0 > 0, we try to compare 𝐵𝑖 and 𝑄𝑖 of

keywords in terms of 𝜆0 . We firstly define a function as following:
𝑔(𝑄) = (−𝑙𝑜𝑔𝑄 − 1)𝑄,
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(4 − 2)

where, 0 < 𝑄 < 1. When we choose a positive 𝜆0 , where 0 < 𝜆0 < max 𝑔(𝑄), we can plot 𝑔(𝑄)
0<𝑄<1

as follows:

Figure 8: Function plot and cut-off value
The red line represents 𝑔(𝑄) = 0. The blue line represents 𝜆0 . There must exist two points of
intersection: the first one point is 𝑄𝐿 ; the second one point is 𝑄𝐻 . Here, we give some remarks
about 𝐵𝑖 , 𝑄𝑖 , and 𝜆0 :
(1) If 𝑄𝐿 < 𝑄𝑖 < 𝑄𝐻 , then we get 𝜆0 < 𝑔(𝑄𝑖 ) = (−𝑙𝑜𝑔𝑄𝑖 − 1)𝑄𝑖 . We can deduce this
inequation in following way:
𝜆0 < (−𝑙𝑜𝑔𝑄𝑖 − 1)𝑄𝑖 ⇒

⇒ 𝑙𝑜𝑔𝑄𝑖 < −1 −

𝜆0
< (−𝑙𝑜𝑔𝑄𝑖 − 1)
𝑄𝑖

𝜆
𝜆0
−1− 0
𝑄𝑖 = 𝐵 .
⇒ 𝑄𝑖 < 𝑒
𝑖
𝑄𝑖
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(2) If 0 < 𝑄𝑖 < 𝑄𝐿 or 𝑄𝐻 < 𝑄𝑖 , then, we get (−𝑙𝑜𝑔𝑄𝑖 − 1)𝑄𝑖 = 𝑔(𝑄𝑖 ) < 𝜆0 . We can deduce
this inequation in following way:
(−𝑙𝑜𝑔𝑄𝑖 − 1)𝑄𝑖 < 𝜆0 ⇒ (−𝑙𝑜𝑔𝑄𝑖 − 1) <

⇒ −1 −

𝜆0
𝑄𝑖

𝜆
𝜆0
−1− 0
𝑄𝑖 < 𝑄 .
< 𝑙𝑜𝑔𝑄𝑖 ⇒ 𝐵𝑖 = 𝑒
𝑖
𝑄𝑖

Here, we hope the probability of a keyword is as high as possible. However, if 𝑄𝐻 < 𝑄𝑖 ,
the keyword is demoted. We consider such a situation to be unreasonable. Because, if a
keyword is repeated too many times, it may mislead readers to focus on this keyword and
ignore other keywords. So, the probability of this keyword should not be too large.
Generally, the situation of 𝑄𝐻 < 𝑄𝑖 usually happens if the sample size of data is too small.
So, our methodology is suggested to be applied in data with large sample size.
(3) Here, we give a table to show approximate value of 𝑄𝐿 and 𝑄𝐻 respectively with different
value of 𝜆0
𝜆0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

0.1

𝑄𝐿

0.002

0.005

0.008

0.012

0.016

0.021

0.027

0.033

0.041

0.05

𝑄𝐻

0.358

0.347

0.337

0.325

0.314

0.301

0.289

0.275

0.26

0.244

From above remarks, when the global probability of a keyword is between 𝑄𝐿 and 𝑄𝐻 , the
maximum general entropy answer of this keyword will be promoted from the global probability.
Otherwise, it will be demoted from the global probability. In practice, though global probabilities
of keywords are usually small, we can still find some keywords with global probabilities larger
than 𝑄𝐿 . Therefore, we can give a definition about the optimum number of keywords as follows:
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Definition 5: Among selected keywords from 1 to 𝑛, and a 0 < 𝜆0 < max 𝑔(𝑄𝑖 ) obtained in
1≤𝑖≤𝑛

Theorem 1, the optimum number of keywords is defined as 𝑘, such that, 𝑄𝐿 < 𝑄1 , 𝑄2 , … , 𝑄𝑘 <
𝑄𝐻 and 𝑄𝑘+1 , 𝑄𝑘+2 , … , 𝑄𝑛 < 𝑄𝐿
This definition also illustrates that, those keywords with global probabilities smaller than 𝑄𝐿
should be converted to noises. Therefore, 𝑘 can be considered as a cut-off number to determine
the optimum number of keywords. Though we initially use top 𝑛 keywords to digitalize answers,
these answers will be re-digitalized if we finally have determined that the top 𝑘 keywords are
included. When we use top 𝑛 keywords to digitalize answers, 𝑄0 , 𝑄1 , 𝑄2 , … , 𝑄𝑛 represent global
probabilities of the noise, the keyword 1, the keyword 2, …, and the keyword 𝑛 respectively. If
we convert the keyword 𝑘 + 1, the keyword 𝑘 + 2, …, and the keyword 𝑛 to be noises, global
̂0 , 𝑄
̂1 , 𝑄
̂2 , … , 𝑄
̂𝑘 respectively with ∑𝑘𝑖=0 𝑄̂𝑖 = 1. Also,
probabilities of the noise and keywords are 𝑄
̂0 = 𝑄0 + ∑𝑛𝑖=𝑘+1 𝑄𝑖 . Correspondingly, we can use 𝑄̂𝑖 , 𝑖 = 0,1,2, … , 𝑘
𝑄̂𝑖 = 𝑄𝑖 for 𝑖 = 1,2, … , 𝑘, 𝑄
̂𝑖 . Here, the value of 𝜆0 will change slightly. For simple notations, we can still
to calculate new 𝐵
̂0 , 𝑄
̂1 , 𝑄
̂2 , … , 𝑄
̂𝑘 respectively. Similarly, 𝐵0 , 𝐵1 , 𝐵2 , … , 𝐵𝑘 can
use 𝑄0 , 𝑄1 , 𝑄2 , … , 𝑄𝑘 to represent 𝑄
̂0 , 𝐵
̂1 , 𝐵
̂2 , … , 𝐵
̂𝑘 . Thus, we can regard 𝑘 to be the optimum number of
be used to represent 𝐵
keywords. Here, we can illustrate another remark about 𝐸𝑛 (𝑷) as follows:
Remark: Since 𝑄𝑖 , 𝑓𝑜𝑟 𝑖 = 1,2, … , 𝑘, does not change and 𝜆0 changes little, 𝐵𝑖 , 𝑓𝑜𝑟 𝑖 = 1,2, … , 𝑘,
also changes little. When the value of 𝑄𝑖 is small, the value of 𝐵𝑖 is also small. Therefore, if some
keywords with very small global probabilities are removed, the overall change of 𝐸𝑛 (𝑷) is
slightly.

The question of the optimal number of keywords has been considered as a topic in many literatures.
Dredze et al. [109] select nine keywords when they did keywords summary. They provide a short
summary if the number of keywords in a document is less than nine. Wartena et al. [110] also
illustrate the importance of the number of keywords. They think that a very small group of
keywords do not result in the best recommendation. Thus, the number of keywords will affect the
analysis quality of documents. Kommers et al. [111] illustrate that a limited number of keywords
can speed up the searching performance. From these literatures, we know that too many or few
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keywords are not good for us to analyze documents. So, we try to obtain the optimum number of
keywords. This maximum general entropy answer gives us a way to find a cut-off number of
optimum keywords. Maximum general entropy answers of top 𝑘 keywords are promoted from
their global probabilities respectively. We keep those keywords, maximum general entropy
answers of which are promoted. Also, we throw away keywords, maximum general entropy
answers of which are demoted. These keywords do not contribute too much to the information
quality. Therefore, we can throw away these keywords from the perspective of maximum general
entropy. We convert the keyword 𝑘 + 1, the keyword 𝑘 + 2, …, the keyword 𝑛 to noises and still
keep initial top 𝑘 keywords. For original maximum general entropy answer {𝐵𝑖 }, 𝑖 = 0,1, … , 𝑛,
when {𝐵𝑘+1 , 𝐵𝑘+2 , … , 𝐵𝑛 } are discarded, how much information are thrown away? In order to
calculate the ratio of information entropy, we procedure a definition as following:
Definition 6: If the number of keywords is reduced from 𝑛 to 𝑘 , the corresponding relative
efficiency of maximum general entropy answers, 𝑷𝒓𝒆 , can be defined to be:
𝑷𝒓𝒆 =

̂
∑𝑘0(−𝑙𝑜𝑔𝐵̂
𝑖,𝑘 )𝐵𝑖,𝑘
∑𝑛0(−𝑙𝑜𝑔𝐵𝑖,𝑛 )𝐵𝑖,𝑛

,

(4 − 3)

where, 𝐵̂
0,𝑘 is the maximum general entropy answer of noise when the number of keywords is
𝑘; 𝐵̂
𝑖,𝑘 , 0 ≤ 𝑖 ≤ 𝑘 is the maximum general entropy answer of the keyword 𝑖 when the number of
keywords is 𝑘 ; 𝐵0,𝑛 is the maximum general entropy answer of noise when the number of
keywords is 𝑛; 𝐵𝑖,𝑛 , 0 ≤ 𝑖 ≤ 𝑘 is the maximum general entropy answer of the keyword 𝑖 when the
number of keywords is 𝑛.

4.3.2.3

Relationship between the Maximum General Entropy Answer of
Noise (𝐵0 ) and the Global Probability of Noise (𝑄0 )

We can choose different 𝜆0 as examples (e.g. 𝜆0 = 0.00867277, 𝜆0 = 0.01867277, or 𝜆0 =
0.02867277) to analyze the relationship between 𝐵0 and 𝑄0 . If we choose 0.4 ≤ 𝑄0 ≤ 1.0 to be
examples, the relationship between 𝑄0 and 𝐵0 is as following:
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Figure 9: Relationship of Noise Probability
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In Figure 9, the value of 𝑄0 ranges between 0.4 and 1.0, the value of 𝐵0 is between 0.3 and 0.4.
Here, 𝑄0 > 𝑒 −1 = 0.368, thus, it is obviously that 𝑄0 > 𝐵0. Though the value of 𝜆0 changes from
0.00867277 to 0.02867277, the range of variation of 𝐵0 is almost similar when 𝑄0 is chosen
between 0.4 and 1.0.

4.3.2.4

Relationship between the Maximum General Entropy Answer of
Keywords (𝐵𝑖 ) and the Global Probability of Keywords (𝑄𝑖 )

Though we use many keywords for analysis, for simplicity, we choose two global keywords
probabilities as examples. We want to show how different 𝜆0 affect the promotion from 𝑄0 to 𝐵0.
Since 0.4 ≤ 𝑄0 < 1.0, let 0 ≤ 𝑄𝑖 ≤ 0.2, 𝑖 = 1,2 (e.g. 𝑄1 = 0.005, 𝑄2 = 0.015). When we choose
different 𝜆0 (e.g. 𝜆0 = 0.00867277 , 𝜆0 = 0.01867277 , or 𝜆0 = 0.02867277 ), we can find
relationship between 𝐵𝑖 and 𝑄𝑖 . The distribution between 𝑄𝑖 and 𝐵𝑖 is as follows:
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Figure 10: Relationship of Keywords Probability
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In Figure 10, we find that different 𝜆0 can bring different promotion to 𝐵𝑖 from 𝑄𝑖 in terms of
different 𝑄𝑖 . Larger 𝑄𝑖 gives more promotion of 𝐵𝑖 . If 𝑄𝑖 is very small, when 𝜆0 is high, 𝐵𝑖 will be
demoted from 𝑄𝑖 .

4.3.3

Application in Amazon data

In this chapter, we choose answers of “baby” category in Amazon data as an example. After digital
data preparation, we initially choose as many keywords as possible in terms of their word
frequencies. However, since the number of these keywords may be too many to analyze actual
answers, we try to determine a suitable number of keywords for our analysis. We initially choose
𝑛 words as keywords with global probabilities {𝑄1 , … , 𝑄𝑛 }, and we can calculate maximum
general entropy answers {𝐵1 , … , 𝐵𝑛 } in term of these global probabilities. We can decide the
number of keywords by comparing 𝑄𝑖 and 𝐵𝑖 , 𝑖 = 1,2, … , 𝑛. For example, we firstly select 100
words to be keywords with global probabilities {𝑄1 , … , 𝑄100 } and maximum general entropy
answers {𝐵1 , … , 𝐵100 }. Their relationship is as follows:
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Figure 11: Relationship of Top 100 Keywords Probability
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According to the formula of the maximum general entropy answer, when the global probability of
a keyword becomes small enough, there is no obvious promotion for the maximum general entropy
answer of this keyword. Thus, we can regard this keyword as noise. In this figure, the red line
represents global probabilities of keywords and the green line represents maximum general
entropy answers of keywords. We can use Definition 5 to find that the optimum number of
keywords is 19. Therefore, if the tag of the keyword is larger than 19, there is no promotion of this
keyword. If we choose these top 19 keywords, the relationship between global probabilities and
maximum general entropy answers is:
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Figure 12: Relationship of Top 19 Keywords Probability
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If we choose 21 words to be keywords, the relationship between global probabilities and maximum
general entropy answers is:
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Figure 13: Relationship of Top 21 Keywords Probability
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Figures 11, 12, and 13 clearly illustrate that though we initially select 100 keywords to analyze
answers, the optimum number of keywords is actually 19. Thus, when we use a 𝜆0 determined by
Theorem 1, we can calculate 𝑄𝐿 and 𝑄𝐻 in terms of (4-2). We plot them as follows:

Figure 14: The cut-off value for Amazon Data
From Figure 14, we find 𝑄𝐿 = 0.00411752 . Thus we throw away keywords with global
probabilities smaller than 𝑄𝐿 . Global probabilities of 100 keywords are plotted as follows:

70

Figure 15: Top Number of kept Keywords
From Figure 15, it clearly shows that global probabilities of top 19 keywords are larger than 𝑄𝐿 ,
hence they will be kept and the other 81 keywords are discarded. We use (4-3) to obtain the relative
efficiency of the kept keywords as follows:
𝑷𝒓𝒆
93.16%
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Though we throw away 81 keywords, we roughly throw away only 6.84% information from the
viewpoint of the maximum general entropy answers. These dropped keywords should not affect
the quality of the analysis.

Since we have known that 𝑄𝑖 < 𝐵𝑖 when 𝑄𝐿 < 𝑄𝑖 < 𝑄𝐻 , we can use the value of 𝜆0 in Figure 13
to show the relationship between 𝐵𝑖 and 𝑄𝑖 when 0.00411752 < 𝑄𝑖 < 0.348882:

Figure 16: The relationship between the global probability and the maximum general
entropy answer
Figure 16 clearly illustrates that there is a positive relationship between 𝑄𝑖 and 𝐵𝑖 . The rate of 𝐵𝑖
with respect to 𝑄𝑖 becomes small when 𝑄𝑖 is near 𝑄𝐻 .

To illustrate that the entropy of the best answer is better than the entropy of global answer, we plot
their values for number of keywords and noise range from 0 to 19. Here, when we obtain 𝑄𝑖 and
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𝐵𝑖 , 𝑖 = 0,1, … ,19, we try to compare contributions of (−𝐵𝑖 × 𝐿𝑜𝑔(𝐵𝑖 )) and (−𝑄𝑖 × 𝐿𝑜𝑔(𝑄𝑖 )) as
follows:

Figure 17: Relationships between the number of keywords and the contribution of the
entropy
From Figure 17, we find that −𝐵𝑖 × 𝐿𝑜𝑔(𝐵𝑖 ) > −𝑄𝑖 × 𝐿𝑜𝑔(𝑄𝑖 ), 𝑖 = 0,1,2, … ,19. It means that
contributions of −𝐵𝑖 × 𝐿𝑜𝑔(𝐵𝑖 ) are higher than contributions of −𝑄𝑖 × 𝐿𝑜𝑔(𝑄𝑖 ) . It is clearly that
−𝑄𝑖 × 𝐿𝑜𝑔(𝑄𝑖 ) and −𝐵𝑖 × 𝐿𝑜𝑔(𝐵𝑖 ) are all monotone increasing. However, −𝐵𝑖 × 𝐿𝑜𝑔(𝐵𝑖 ) is
close to −𝑄𝑖 × 𝐿𝑜𝑔(𝑄𝑖 ) when the value of 𝑄𝑖 decreases.

We have shown the relationship between 𝑄𝑖 and 𝐵𝑖 in terms of one value of 𝜆0 . Now, we discuss
relationships between 𝑄𝑖 and 𝐵𝑖 in terms of different value of 𝜆0 . We firstly discuss relationships
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between 𝑄0 and 𝐵0 in terms of different value of 𝜆0 . Since the Theorem 1 illustrates that the
keywords number should be larger than two, we can use this Amazon example to show how 𝐵0
variates in terms of different number of top keywords. For example, if the number of top keywords
changes from 2 to 100, 𝑄0 , 𝐵0 and 𝜆0 respectively illustrate following variation:
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Figure 18: Relationship Between the Global Probability of noise and the Maximum
General Entropy answer of noise in different parameters
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From Figure 18, we find that, with respect to the number of keywords, 𝜆0 does not demonstrate an
obvious change and 𝑄0 shows a clear change. Though 𝐵0 shows a lightly monotone increasing
when the number of top keywords is reduced, 𝐵0 does not show an obvious change. Furthermore,
when we choose different number of keywords, the noise content changes, which means that 𝑄0
may change. However, probabilities of top keywords do not change. Here, we do not discuss
relationships among global probabilities of keywords, maximum general entropy answers of
keywords and 𝜆0 .

Figure 18 shows relationships between 𝑄0 and 𝐵0 in terms of different 𝜆0 . For the keyword 𝑖, we
can also show 𝑄𝑖 and 𝐵𝑖 in terms of different numbers of top keywords. Here, we choose some
keywords from 19 keywords to analyze relationships among global probabilities, maximum
general entropy answers, and 𝜆0 . Relationships among 𝑄1 , 𝐵1 , and 𝜆0 of some examples in
answers are as follows:
Number of Top Keywords

𝑄1

𝐵1

𝜆0

5

0.015

0.169

0.012

7

0.015

0.141

0.015

11

0.015

0.122

0.017

13

0.015

0.119

0.017

15

0.015

0.116

0.018

18

0.015

0.113

0.018

From this table, we find that 𝑄1 does not change. Though 𝜆0 changes little, 𝐵1 changes
substantially. Similarly, global probabilities of other keywords do not change. Maximum general
entropy answers of other keywords also change little.
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When we select 19 keywords for analysis, we can plot the noise probability of each individual
answer {𝑃01 , 𝑃02 , … , 𝑃021405 } as following:

Figure 19: Histogram of Noise Probability
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Figure 20: Distribution of Noise Probability
In Figures 19 and 20, noise probability of individual answers are represented by dots. The red line
represents the global probability of noise: 𝑄0 = 0.859. The green line represents the maximum
general entropy of noise: 𝐵0 = 0.360. These two figures suggest that majority of an answer are
noises. The minimum noise probability is 0.0 because all words in those answers are keywords.
The maximum noise probability is 1.0 because all words in those answers are noises. Since we get
𝑄0 and 𝐵0, we obtain percentages of different answers as follows:
𝑷𝟎 < 𝑩𝟎

𝑩𝟎 < 𝑷𝟎 < 𝑸𝟎

𝑸𝟎 < 𝑷𝟎

1.94%

43.63%

54.43%

Table 10: Percentage of noise probability in different ranges
From Table 10, we find that roughly 54% of the answers are with 𝑄0 < 𝑃0 and 43% are between
𝐵0 and 𝑄0 . Only about 2% of the answers are with 𝑃0 < 𝐵0.
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Noise probabilities of individual answers reflect the quality of individual answers and probabilities
of keywords. After analyzing noise probabilities, we want to analyze 𝐸𝑛 (𝑷) for all these answers.
Before we plot 𝐸𝑛 (𝑷), we discuss some special situations:
(1) Sometimes, we may get a special answer, which contains equal numbers of keywords and
noise. We can refer it as the uniform entropy. For example, if an answer contains one noise
and one of each 19 different keywords, 𝐸𝑛 (𝑷) of this answer is 0.1497866
(2) One answer may contain two keywords and no noise (e.g. the keyword 1 and the keyword
2), the general entropy of this answer is 0.01026087. We can refer it as the two-keyword
entropy.
We also obtain the global entropy as 0.1182244. To compare the uniform entropy, the twokeyword entropy, and the global entropy, we plot them as follows:

Figure 21: Distribution of General Entropy
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In Figure 21, the general entropy of individual answers are represented by dots. The uniform
entropy, the two-keyword entropy, and the global entropy are correspondingly represented by the
blue, green, and red line. Summary of 𝐸𝑛 (𝑷) is as follows:
Minimum of 𝐸𝑛 (𝑷)

Median of 𝐸𝑛 (𝑷)

Mean of 𝐸𝑛 (𝑷)

Maximum of 𝐸𝑛 (𝑷)

0.0

0.092

0.106

0.331

As a result, we find that the uniform entropy and the global entropy are all between mean value
and maximum value of 𝐸𝑛 (𝑷). The two-keyword entropy is smaller than the median value of
𝐸𝑛 (𝑷). We introduce the uniform entropy and the two-keyword entropy because they can also be
used to check fake answers, as value of the uniform entropy and the two-keyword entropy are not
high value. If a fake answer is generated in terms of special chosen keywords, the value of entropy
is also not too high. It means that the quality of this fake answer is not good. Additionally, we plot
the histogram of 𝐸𝑛 (𝑷) for answers as follows:
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Figure 22: The histogram of the General Entropy
We can find two domains in this histogram figure. In one domain, 𝐸𝑛 (𝑷) is 0. In the other domain,
majority of 𝐸𝑛 (𝑷) is between 0.05 and 0.35. Figure 22 clearly illustrates that the number of
answers with 𝐸𝑛 (𝑷) equals 0 is more than other answers.

Since we have developed CEW-DTW, we want to investigate into the relationships between the
General Entropy and CEW-DTW. One answer may contain no keyword. The elements of such an
answer are all zero when it is digitalized. Thus, this answer cannot be used to calculate Kullback
Leibler distance with the ideal answer. Therefore, we select two answers with different CEWDTW values, in which the first one is smaller than the second. We refer the first answer to be the
Low-CEW-DTW answer and the second answer to be the High-CEW-DTW answer. When the 19
keywords are selected, we can calculate the global probability of noise 𝑄0 and global probabilities
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of keywords {𝑄1 , 𝑄2 , … , 𝑄19 }. Then, we can get the maximum general entropy answer of noise 𝐵0,
and maximum general entropy answers of keywords {𝐵1 , 𝐵2 , … , 𝐵19 }. We define the probability of
Low-CEW-DTW answer to be {𝑃0,𝐶𝐸𝑊−𝐷𝑇𝑊−𝐿 , 𝑃1,𝐶𝐸𝑊−𝐷𝑇𝑊−𝐿 , … , 𝑃19,𝐶𝐸𝑊−𝐷𝑇𝑊−𝐿 } , where,
𝑃0,𝐶𝐸𝑊−𝐷𝑇𝑊−𝐿 is the noise probability and 𝑃𝑖,𝐶𝐸𝑊−𝐷𝑇𝑊−𝐿 , 𝑖 = 1,2, … ,19 is the keyword
probability.

Similarly,

the

probability

of

High-CEW-DTW

answer

is

defined

as

{𝑃0,𝐶𝐸𝑊−𝐷𝑇𝑊−𝐻 , 𝑃1,𝐶𝐸𝑊−𝐷𝑇𝑊−𝐻 , … , 𝑃19,𝐶𝐸𝑊−𝐷𝑇𝑊−𝐻 } . We want to see whether the probability
distribution of Low-CEW-DTW answer is closer to the maximum general entropy distribution
than the probability distribution of High-CEW-DTW answer.
(1) Compare 𝑄0 , 𝐵0, 𝑃0,𝐶𝐸𝑊−𝐷𝑇𝑊−𝐿 , and 𝑃0,𝐶𝐸𝑊−𝐷𝑇𝑊−𝐻

Figure 23: Noise Probability for Low or High CEW-DTW answers
Figure 23 suggests that 𝑃0,𝐶𝐸𝑊−𝐷𝑇𝑊−𝐿 is smaller than 𝑃0,𝐶𝐸𝑊−𝐷𝑇𝑊−𝐻 . It means that the LowCEW-DTW answer has less noise than the High-CEW-DTW answer. 𝑃0,𝐶𝐸𝑊−𝐷𝑇𝑊−𝐿 is closer to
𝐵0 than 𝑃0,𝐶𝐸𝑊−𝐷𝑇𝑊−𝐻 .

(2) Compare 𝑄𝑖 , 𝐵𝑖 , 𝑃𝑖,𝐶𝐸𝑊−𝐷𝑇𝑊−𝐿 , and 𝑃𝑖,𝐶𝐸𝑊−𝐷𝑇𝑊−𝐻
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Keywords No.

𝑄𝑖

𝐵𝑖

𝑃𝑖,𝐶𝐸𝑊−𝐷𝑇𝑊−𝐻

𝑃𝑖,𝐶𝐸𝑊−𝐷𝑇𝑊−𝐿

1

0.01538

0.11271

0.0

0.0

2

0.01422

0.10237

0.0

0.16667

3

0.01018

0.06157

0.0

0.0

4

0.00949

0.05406

0.0

0.0

5

0.00871

0.04556

0.0

0.0

6

0.00864

0.04473

0.0

0.0

7

0.0086

0.04434

0.0

0.0

8

0.00798

0.03757

0.0

0.0

9

0.00667

0.02405

0.05455

0.0

10

0.00648

0.02217

0.0

0.0

11

0.00583

0.01621

0.0

0.0

12

0.00537

0.01239

0.0

0.0

13

0.00521

0.01118

0.0

0.0

14

0.00518

0.01099

0.0

0.0

15

0.00514

0.01069

0.0

0.0

16

0.00512

0.01051

0.0

0.0

17

0.00494

0.00928

0.0

0.0

18

0.00427

0.00521

0.03636

0.0

19

0.00412

0.00445

0.0

0.0

Table 11: Keywords Probabilities in Different Answers
According to Table 11, most probabilities of keywords in the Low-CEW-DTW answer and the
High-DTW answer are zero. Though some probabilities of keywords in the High-CEW-DTW
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answer are higher than those in the Low-CEW-DTW answer, they do not affect the comparison
result between the two types of answers.

Figure 24: Mean Value of Keywords Probability for High or Low CEW-DTW answers
We use the mean value to better explain that the probabilities of keywords in the Low-CEW-DTW
answer are closer to maximum general entropy answers than those in the High-CEW-DTW
answer. In Figure 24, for the 19 keywords, the average value of global probabilities, the average
value of maximum general entropy answers, the average value of probabilities in the Low-CEWDTW answer, and the average value of probabilities in the High-CEW-DTW answer are
respectively referred as 𝑄𝑀𝑒𝑎𝑛 , 𝐵𝑀𝑒𝑎𝑛 , 𝑃𝑀𝑒𝑎𝑛,𝐶𝐸𝑊−𝐷𝑇𝑊−𝐿 and 𝑃𝑀𝑒𝑎𝑛,𝐶𝐸𝑊−𝐷𝑇𝑊−𝐻 . The figure
suggests that the average value of probabilities of Low-CEW-DTW answer is higher than that of
the High-CEW-DTW answer, and is closer to 𝐵𝑀𝑒𝑎𝑛 than that of the High-CEW-DTW answer.
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If we analyze the sum of probabilities of keywords, we plot the analysis result as following:

Figure 25: Sum of Keywords Probability for High or Low CEW-DTW answers
In Figure 25, the sum of the four quantities discussed above are respectively represented by 𝑄𝑆𝑢𝑚 ,
𝐵𝑆𝑢𝑚 , 𝑃𝑆𝑢𝑚,𝐶𝐸𝑊−𝐷𝑇𝑊−𝐿 , and 𝑃𝑆𝑢𝑚,𝐶𝐸𝑊−𝐷𝑇𝑊−𝐻 . This figure shows that the sum of probabilities of
19 keywords in the Low-CEW-DTW answer is higher than that of High-CEW-DTW answer, and
is closer to the sum of maximum general entropy answers than that of High-CEW-DTW answer.

Since we define the global entropy, we can compare the global entropy, the general entropy of
High-CEW-DTW answer and the general entropy of Low-CEW-DTW answer. We illustrate their
difference as follows:
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Figure 26: Comparison of the global entropy, the general entropy of High-CEW-DTW
answer and the general entropy of Low-CEW-DTW answer
Figure 26 clearly illustrates that the global entropy is between the general entropy of High-CEWDTW answer and the general entropy of Low-CEW-DTW answer. The Low-CEW-DTW answer
has a higher general entropy than the High-CEW-DTW answer.

4.3.4

Apply the general entropy in a real Amazon product

Though we have used the general entropy to analyze Amazon answers, we want to see whether we
can apply this methodology in a real scenario. Since Amazon also rank customers’ comments for
their products, we want to compare the general entropy and Amazon ranking to analyze their
difference. We choose one product in Amazon (Note: Current link address is:
https://www.amazon.ca/Evenflo-Tribute-Convertible-SeatBennett/dp/B0781ZBKP7/ref=cm_cr_arp_d_product_top?ie=UTF8). Though the percentage of
comments with “5 stars” currently occupies 63%, comments with other stars are almost uniformly
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distributed, and we can use such comments as examples for analysis. Figure 26 shows Amazon
keywords of this product (Note: this picture in Figure 26 is a part of a webpage from the link
above).

Figure 27: Comments of the product

Figure 28: Conditions of Sorting and Filtering

The Figure 28 shows conditions of sorting and filtering to rank comments (Note: this picture is a
part of a webpage with current link: https://www.amazon.ca/Evenflo-Tribute-Convertible-SeatBennett/productreviews/B0781ZBKP7/ref=cm_cr_dp_d_show_all_btm?ie=UTF8&reviewerType=all_reviews).
When we obtain all ranked comments, we firstly remove stopping words. Then, we select
comments with at least two words. Now, the total number of comments is 92 (Note: the number
of comments may be adjusted if new customers make comments). In the next step, we calculate
word frequencies for all words and choose some top frequencies words as keywords (e.g. top 30
as keywords). Then, we calculate global probabilities of these keywords. Also, we derive
maximum entropy answers in terms of global probabilities. We plot these probabilities as follows:
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Figure 29: Relationship between Global probabilities and Maximum entropy answers
From Figure 29, we find that top 12 keywords are actually enough since maximum entropy
probabilities of these keywords are higher than global probabilities. The following table is to
compare keywords chosen by our methodology and Amazon keywords.

Top 12 Keywords

Amazon Keywords

quality, good, not, set, price, great, forks, like,

good quality, easy to clean, stainless steel,

nice, but, spoons, them

shipping is very fast, spoons but no knives,
quality for the price, nice 20 pieces, set is
very nice, forks and spoons, nice set, cutlery,
fork, value, elegant

Table 12: Comparison of Keywords
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From Table 12, we find that 8 keywords of our top 12 keywords (i.e. 66.67%) appear as Amazon
keywords.

Now, we use these top 12 keywords to calculate 𝐸𝑛 (𝑷) of comments and compare them with the
ranking of Amazon comments.

Figure 30: Comparison of the General Entropy and Ranking of Amazon comments
In Figure 30, the horizontal axis represents the ranking of top Amazon comments. The value 1 of
the axis is the top one comment. The vertical axis represents the general entropies of these
comments. The general entropies of comments have no too clear relationship with ranking of
Amazon comments. For example, the value of the general entropy of No.88 comment is quite
large, but this comment is not located at a better place in the queue of comments by Amazon
ranking. Similarly, the value of the general entropy of No.7 comment is the minimum value, but
this comment is located before No.88 comment (Note: Currently, the rank numbers of these
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comments are 88 and 7 respectively, but they may change in the future if new comments are
added). The contents of these comments are shown in the following table:
No.

Content of Comments

88

solid utensils great quality great value

7

initially shipped item defected seller send
replacement much better receive 5 stars receive
replacement item initial shipment one star
taken extra time spend get final perfect item

Table 13: Comments for Products in Amazon
When we use top 12 keywords to analyze comments, we find that three of the six words are
keywords in No.88 comment, hence this comment has a high value of 𝐸𝑛 (𝑷). On the other hand,
No.7 comment contains no keywords, so 𝐸𝑛 (𝑷) of this comment is small. Thus, if we use the
general entropy to rank comments, the No.88 comment should be located before the No.7
comment. The general entropy ranks comments in terms of probabilities of keywords and noises.
If a comment contains more keywords and less noise, the quality of this comment is good. The
general entropy does not judge the meaning of words. Another reason for the general entropy of
comments to be small is that some comments are written in French (e.g. No.22 comment). So, they
will be regarded as noises. However, though a comment may not contain any keyword, Amazon
may adapt other methodologies to prove the content of this comment to be a high-quality one.
Therefore, it is also reasonable to make such a comment rank high in Amazon comments. Though
the general entropy and Amazon ranking show certain differences in ranking, they elaborate
ranking from different viewpoints respectively. Therefore, we think these methodologies are both
reasonable.
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4.4 Survey
4.4.1

Purpose of Survey

The purpose of this survey is to assess which methodology is closer to the subjective judgment of
human by comparing CEW-DTW and the General Entropy.

4.4.2

How to design survey

Since readers cannot remember too many keywords when reading, we define five keywords for
this survey. The length of answers will also affect the accuracy of judgement. We pick up some
answers and let readers to use these keywords to judge qualities of these answers. Since CEWDTW and the General Entropy can be applied to assess qualities of answers, our purpose of this
survey is to see which methodology of them is closer to subjective assessment. However, these
two methodologies do not care about the actual meaning of keywords or sentences. Therefore, we
require readers to focus on keywords and sentences themselves. It is not necessary for readers to
care about the actual meaning of keywords and sentences. The survey example is as follows:
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Figure 31: The Survey Example
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We randomly select ten people on campus to do this survey. These people are provided six
answers and asked to use three labels (e.g. “High Text Quality”, “Medium Text Quality”, and
“Low Text Quality”) to assess these answers. Some survey results as follows:

Figure 32: Survey Examples

4.4.3
4.4.3.1

Analysis and Comparison
Analysis by CEW-DTW and the General Entropy

We firstly use these keywords to digitalize survey answers. Then, we generate an “ideal” answer,
with length equal to the maximum length of these answers. We use this “ideal” answer to calculate
CEW-DTW as follows:

Answer No

Answers

CEW-DTW

1

Plastic

4.773

2

As clear as I have seen Obviously

9.281

it adds gloss it looks similar to
clear bra when applied
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3

No for a rear Jeep seatmines on a

19.467

99 wranglerlove it
4

Installed weight on this system is

25.306

about 37 pounds Shipping is about
40 pounds
5

these are power adjusting manual

13.627

folding and heated
6

It should work with most power

11.68

wheels
Table 14: Value of CEW-DTW in Survey Examples
The rule of CEW-DTW is that if a vector is closer to the “ideal” vector, this vector has smaller
CEW-DTW value. This table illustrates that Answer 1 and Answer 2 are the most close to the
“ideal” answer than other answers. Answer 5 and Answer 6 are closer to the “ideal” answer than
Answer 3 and Answer 4. We can regard the group of Answer 1 and Answer 2 to be in the first
group since they have highest answer qualities. Similarly, the group of Answer 5 and Answer 6
are in the second group since they have medium answer qualities. The group of Answer 3 and
Answer 4 are in the third group since they have lowest answer qualities.

Answer No.

Answers

1

Plastic

2

As clear as I have seen Obviously

Rank By CEW-DTW
the first group

it adds gloss it looks similar to
clear bra when applied

94

3

No for a rear Jeep seatmines on a

the third group

99 wranglerlove it
4

Installed weight on this system is
about 37 pounds Shipping is
about 40 pounds

5

these are power adjusting manual

the second group

folding and heated
6

It should work with most power
wheels
Table 15: Group Categories of Survey Examples

However, the group of Answer 1 and Answer 2 have no keywords. Though, Answer 3, Answer 4,
Answer 5 and Answer 6 contain one keyword respectively, length of the group of Answer 6 and
Answer 5 are obviously shorter than others respectively. It means that the group of Answer 5 and
Answer 6 has higher keywords ratio than the group of Answer 3 and Answer 4. Thus, our goal is
presented that the group of Answer 5 and Answer 6 should be in the first group; the group of
Answer 3 and Answer 4 should be in the second group; the group of Answer 1 and Answer 2
should be in the third group.

When we want to calculate the general entropy of these answers, we firstly rank these keywords
and calculate their global probabilities. Then, we calculate individual probabilities of these
keywords in each individual answer. Results of the General Entropy are as follows:
Answer No
1

Answers
Plastic

𝐸𝑛 (𝑃)
0.0

95

2

As clear as I have seen Obviously

0.0

it adds gloss it looks similar to
clear bra when applied
3

No for a rear Jeep seatmines on a

0.087

99 wranglerlove it
4

Installed weight on this system is

0.069

about 37 pounds Shipping is about
40 pounds
5

these are power adjusting manual

0.117

folding and heated
6

It should work with most power

0.132

wheels
Table 16: The value of the General Entropy value in survey examples
Entropy reflects the information ratio of keywords in answers. If the entropy of one answer is high,
this answer is considered as to have a high quality.

4.4.3.2

Survey Conclusion

By comparing survey results with CEW-DTW and the general entropy, we find that the survey
result matches the result of general entropy more relatively than the result of CEW-DTW.
Therefore, we conclude that the general entropy test is more reasonable than CEW-DTW.

4.5 Conclusion
In this chapter, we develop the general entropy method to analyze answers, which combines the
noise probability and keywords probability together to test qualities of answers. We use the general
96

entropy to further derive the maximum entropy answer, which can be considered as an optional
goal to judge actual answers. Compared with the “ideal” answer in CEW-DTW, the maximum
entropy answer can find a group of answers, which can be considered to have high qualities. It
agrees with the actual practice that we cannot always regard an answer as the best one in a group
of answers. The maximum general entropy answer also gives us a way to find the number of
optimum keywords. In our real scenario analysis, the number of optimum keywords is
approximately equal to the number of keywords for real Amazon products. We also find that the
methodology of the general entropy approximately agrees with the methodology of CEW-DTW
for checking qualities of answers. By applying the general entropy to analyze comments of a real
Amazon product, we obtain the number of optimum keywords. Some of these keywords also
appear in the Amazon keywords. We organize a small survey to assess some answers. Compared
with the assessment results by CEW-DTW, we find that the survey results agree more with the
assessment results by the general entropy. It means, to some extent, the general entropy is more in
line with the reality than CEW-DTW.

The methodology of the general entropy can be applied in many ways. In addition to assess the
qualities of answers or comments and find the number of optimum keywords, we can use the
general entropy to filter documents (e.g. Curriculum Vitae). This methodology will help people to
find qualified documents in terms of keywords. Also, we can apply this methodology in marketing
research. It contributes to find market heats. Additionally, we can also apply this methodology to
verify qualities of voice with noise.
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Chapter 5

5

Background of Markov Entropy

The trend in keyword sense is a technique that is used to automatically judge the intended transition
between keywords in written documents. If a person makes a presentation about some topic
without the limitation of time, his or her speech will usually focus on some keywords in terms of
personal experience or knowledge base. Identifying the keywords in a person’s speech will allow
the reader to determine the main intuition of the speaker. Here, we define the keywords’ trend to
be the inner connection of keywords. We use the transition from one keyword to another to
describe such an inner connection. Most transitions happen between a keyword and noise or
between noise and noise, we also analyze these transitions. Currently, we analyze the inner
connection between two contiguous words. This analysis can be used to determine which word
connections are important in an answer.

Methodologies developed in Chapters 2 to 4 analyze texts based on the frequency and semantic
distance of individual keywords rather than the connections between words. In this chapter we
extend this idea by introducing a new methodology to incorporate the connections between
keywords. We achieve this with a Markov transition process that models the transition from each
word to the next.

5.1 Markov Transition Process
5.1.1

Literature Review

Markov approaches have been applied in many researches. Bennett and Hauser [112] use Markovbased approaches to develop an Artificial Intelligence simulation framework, which can be used
for automatic decision support in a clinical framework. Tiomkin and Tishby [113] also use Markov
technology to develop methodologies to model bi-directional interactions between organisms and
their environments, where the organisms maximize their rewards via Markov decision processes.
Pollock et al. [114] obtain a necessary and sufficient condition for a quantum process to be
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Markovian which is asymptotically equivalent to the classical limitation but provides additional
methods for determining non-Markovianity. Other references, e.g. Kang et al. [115], George et al.
[116] have used Markov chains for text mining, but their methods are mainly based on hidden
Markov models rather than keyword or noise transitions.

5.1.2

Transition Matrix

We begin by selecting some typical keywords then calculate transition probabilities from one
word to another. We can find a transition matrix C for transitions of all words as follows:
𝐶[0][0]
( ⋮
𝐶[𝑛][0]

⋯
⋱
⋯

𝐶[0][𝑛]
⋮ ),
𝐶[𝑛][𝑛]

where, 𝑖 = 0,1,2, … , 𝑛 and 𝑗 = 0,1,2, … , 𝑛 . 𝐶[𝑖][𝑗] represent the transition frequency from the
word 𝑖 to the word 𝑗 . ∑𝑛𝑗=0 𝐶[𝑖][𝑗] = 1, 𝑖 = 0,1,2,3, … , 𝑛 . 𝐶[0][0] represents the transition
frequency from noise to another noise; 𝐶[𝑖][0] represents the transition frequency from a keyword
to noise; 𝐶[0][𝑖] represents the transition frequency from noise to a keyword. We do not
distinguish between noise words; all noise words are treated as if they are the same and are indexed
by 0. We call this matrix as the Transition Matrix.

5.2 Markov Transition Probability Model
5.2.1

Introduction of Markov Transition Matrix

The transition matrix allows us to calculate the probability of any transition. When we select 𝑛
keywords from a group of answers, we can obtain a probability matrix of transitions for all
keywords and noise. We call this probability matrix to be the global transition probability
matrix, it is:
𝑄0,0
( ⋮
𝑄𝑛,0
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⋯ 𝑄0,𝑛
⋱
⋮ ),
⋯ 𝑄𝑛,𝑛

where, 𝑄0,0 is the global transition probability from one noise to another noise; 𝑄0,𝑖 , 𝑖 = 1,2, … , 𝑛.
is the global transition probability from noise to a keyword; 𝑄𝑖,0 , 𝑖 = 1,2, … , 𝑛. is the global
transition probability from a keyword to noise; 𝑄𝑖,𝑗 , 𝑖, 𝑗 = 1,2, … , 𝑛 is the transition probability
from one keyword to another keyword. ∑𝑛𝑗=0 𝑄𝑖,𝑗 = 1, 𝑖 = 0,1,2,3, … , 𝑛. The transition probability
for noise to keywords, noise to noise, and keyword to noise is usually larger than 0, but there are
some pairs of keywords with zero probability of transition. In the following, we only consider the
situation that each row has at least three non-zero transition probabilities. Similar to the global
probability matrix, we can also obtain the transition probability matrix for each answer rather than
for all answers. For an answer, the matrix is:
𝑃0,0
( ⋮
𝑃𝑛,0

⋯
⋱
⋯

𝑃0,𝑛
⋮ ),
𝑃𝑛,𝑛

where, 𝑃0,0 is the transition probability from one noise to another noise; 𝑃0,𝑖 , 𝑖 = 1,2, … , 𝑛. is the
transition probability from one noise to one keyword; 𝑃𝑖,0 , 𝑖 = 1,2, … , 𝑛.

is the transition

probability from one keyword to one noise; 𝑃𝑖,𝑗 , 𝑖, 𝑗 = 1,2, … , 𝑛 is the transition probability from
one keyword to another keyword. ∑𝑛𝑗=0 𝑃𝑖,𝑗 = 1, 𝑖 = 0,1,2,3, … , 𝑛. This matrix is also called the
individual transition probability matrix.

5.2.2

An example about Transition Probabilities

Using these rules for creating global and individual transition probabilities, we give an example
to show the process. When we get a sentence, we remove stopping words and collinearity
(described in detail in Chapter 6). For example, some keywords and a group of answers are:
Top Keywords:

seat, fit, baby, use

Answer 1

gate plus extension fit well inch opening concerned max fit well

Answer 2

wide base seat trying find booster fit between car-seats
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These keywords have been ranked in terms of their word frequency from high frequency to low
frequency, such that the first keyword has the highest word frequency. We can get a global
transition frequency matrix as follows:
noise

seat

fit

baby

use

noise

10

1

3

0

0

seat

1

0

0

0

0

fit

3

0

0

0

0

baby

0

0

0

0

0

use

0

0

0

0

0

Secondly, we calculate global transition probabilities. To find the transition probabilities, the
frequencies are divided by the sum of the values in that row. For example, we use different number
to represent noise and different keywords. We get global transition probabilities as following:
noise
noise

seat

𝑄0,0 =0.714 𝑄0,1 =0.071

fit

baby

use

𝑄0,2 =0.215

𝑄0,3 =0.0

𝑄0,4 =0.0

seat

𝑄1,0 =1.0

𝑄1,1 =0

𝑄1,2 =0.0

𝑄1,3 =0.0

𝑄1,4 =0.0

fit

𝑄2,0 =1.0

𝑄2,1 =0.0

𝑄2,2 =0.0

𝑄2,3 =0.0

𝑄2,4 =0.0

baby

𝑄3,0 =0.0

𝑄3,1 =0.0

𝑄3,2 =0.0

𝑄3,3 =0.0

𝑄3,4 =0.0

use

𝑄4,0 =0.0

𝑄4,1 =0.0

𝑄4,2 =0.0

𝑄4,3 =0.0

𝑄4,4 =0.0

Table 17: Global Transition Probabilities
Similarly, individual transition probabilities are:
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Answer 1
𝑃0,0 = 0.75

𝑃0,1 = 0.0

𝑃0,2 = 0.25

𝑃0,3 = 0.0

𝑃0,4 = 0.0

𝑃1,0 = 0.0

𝑃1,1 = 0.0

𝑃1,2 = 0.0

𝑃1,3 = 0.0

𝑃1,4 = 0.0

𝑃2,0 = 1.0

𝑃2,1 = 0.0

𝑃2,2 = 0.0

𝑃2,3 = 0.0

𝑃2,4 = 0.0

𝑃3,0 = 0.0

𝑃3,1 = 0.0

𝑃3,2 = 0.0

𝑃3,3 = 0.0

𝑃3,4 = 0.0

𝑃4,0 = 0.0

𝑃4,1 = 0.0

𝑃4,2 = 0.0

𝑃4,3 = 0.0

𝑃4,4 = 0.0

𝑃0,0 = 0.667

𝑃0,1 = 0.167

𝑃0,2 = 0.167

𝑃0,3 = 0.0

𝑃0,4 = 0.0

𝑃1,0 = 1.0

𝑃1,1 = 0.0

𝑃1,2 = 0.0

𝑃1,3 = 0.0

𝑃1,4 = 0.0

𝑃2,0 = 1.0

𝑃2,1 = 0.0

𝑃2,2 = 0.0

𝑃2,3 = 0.0

𝑃2,4 = 0.0

𝑃3,0 = 0.0

𝑃3,1 = 0.0

𝑃3,2 = 0.0

𝑃3,3 = 0.0

𝑃3,4 = 0.0

𝑃4,0 = 0.0

𝑃4,1 = 0.0

𝑃4,2 = 0.0

𝑃4,3 = 0.0

𝑃4,4 = 0.0

Answer 2

5.2.3

Model

When we get the global transition probability matrix and the individual transition probability
matrix, we derive a new entropy methodology in terms of these probabilities. For row 𝑖 , the
Transition Probability Entropy, 𝑀𝑛𝑖 (𝑷), is:
𝑛

𝑀𝑛𝑖 (𝑷)

= − ∑ 𝑄𝑖,𝑗 × 𝑃𝑖,𝑗 × 𝐿𝑜𝑔(𝑃𝑖,𝑗 ) ,
𝑗=0
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(5 − 1)

where, 𝑖 = 0,1, … , 𝑛. In the following, we will use row 0 to refer to the noise words and row 𝑖 to
refer to keywords (i.e. assume 𝑖 > 0 unless otherwise stated). The Total Transition Probability
Entropy is:
𝑛

𝑀𝑛 (𝑷) = ∑

𝑀𝑛𝑖 (𝑷) .

(5 − 2)

𝑖=0

The transition probability entropy for the row 𝑖 contributes to find the trend of the transition from
the keyword 𝑖 to other keywords. Different keywords will show different value of transition
probability entropy. Thus, we can use this methodology to check which keywords’ transition an
individual answer shows. The Markov transition probability entropy contributes to assess answers
from the global and individual transition probabilities of keywords and noise.

Since the Total Transition Probability Entropy is similar to the general entropy in Chapter 4,
we imitate work in Chapter 4 to show some propositions:
Proposition 4: For any answers,
(1) If 0 < 𝑃0,0 < 1, then 𝑀𝑛 (𝑷) > 0
(2) 𝑀𝑛 (𝑷) = 0 if and only if 𝑀𝑛𝑖 (𝑷) = 0, 𝑖 = 0,1, … , 𝑛. In addition, for some 𝑖, if 𝑀𝑛𝑖 (𝑷) = 0,
then
(2-1)
𝑃𝑖,𝑗 = 0 𝑓𝑜𝑟 𝑗 = 0,1, … , 𝑛.
or
(2-2)
there exists a 𝑗0 , such that 𝑃𝑖,𝑗0 = 1 𝑎𝑛𝑑 𝑃𝑖,𝑗 = 0, 𝑓𝑜𝑟 𝑗 = 0,1, … , 𝑛, 𝑗 ≠ 𝑗0 .
Proof:
(1) First
of
all, 𝑀𝑛 (𝑷) = ∑𝑛𝑖=0 𝑀𝑛𝑖 (𝑷) = −𝑄0,0 × 𝑃0,0 × 𝐿𝑜𝑔(𝑃0,0 ) − 𝑄0,𝑗 × 𝑃0,𝑗 ×
𝐿𝑜𝑔(𝑃0,𝑗 ) − 𝑄𝑖,0 × 𝑃𝑖,0 × 𝐿𝑜𝑔(𝑃𝑖,0 ) − ∑𝑛𝑖,𝑗=1 𝑄𝑖,𝑗 × 𝑃𝑖,𝑗 × 𝐿𝑜𝑔(𝑃𝑖,𝑗 ).
Secondly, since 𝑄0,0 > 0 and 0 < 𝑃0,0 < 1, then −𝑄0,0 × 𝑃0,0 × 𝐿𝑜𝑔(𝑃0,0 ) > 0. On the
other hand, other items in this formula is larger than or equal to 0. Thus, we get 𝑀𝑛 (𝑷) >
0.
(2) First of all, we know 𝑀𝑛 (𝑷) = ∑𝑛𝑖=0 𝑀𝑛𝑖 (𝑷) = − ∑𝑛𝑗=0 𝑄𝑖,𝑗 × 𝑃𝑖,𝑗 × 𝐿𝑜𝑔(𝑃𝑖,𝑗 ) ≥ 0 . If
𝑀𝑛 (𝑷) = 0 , then ∑𝑛𝑖=0 𝑀𝑛𝑖 (𝑷) = 0 . Thus, 𝑀𝑛𝑖 (𝑷) = 0, 𝑓𝑜𝑟 𝑖 = 0,1, … , 𝑛 . Secondly, if
𝑀𝑛𝑖 (𝑷) = 0, 𝑖 = 0,1, … , 𝑛, then 𝑀𝑛 (𝑷) = ∑𝑛𝑖=0 𝑀𝑛𝑖 (𝑷) = 0.
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In addition, if 𝑀𝑛𝑖 (𝑷) = − ∑𝑛𝑗=0 𝑄𝑖,𝑗 × 𝑃𝑖,𝑗 × 𝐿𝑜𝑔(𝑃𝑖,𝑗 ) = 0 , we get −𝑄𝑖,𝑗 × 𝑃𝑖,𝑗 ×
𝐿𝑜𝑔(𝑃𝑖,𝑗 ) = 0. Thus, there are two following situations:
(a) 𝑄𝑖,𝑗 = 0 𝑓𝑜𝑟 𝑗 = 0,1, … , 𝑛. It means 𝑃𝑖,𝑗 is equal to 0 for 𝑗 = 0,1, … , 𝑛.
(b) When 𝑄𝑖,𝑗 ≠ 0, we can make the following analysis:
𝑀𝑛𝑖 (𝑷) = − ∑𝑛𝑗=0 𝑄𝑖,𝑗 × 𝑃𝑖,𝑗 × 𝐿𝑜𝑔(𝑃𝑖,𝑗 ) = −𝑄𝑖,0 × 𝑃𝑖,0 × 𝐿𝑜𝑔(𝑃𝑖,0 ) − 𝑄𝑖,1 × 𝑃𝑖,1 ×
𝐿𝑜𝑔(𝑃𝑖,1 ), … , −𝑄𝑖,𝑗0 −1 × 𝑃𝑖,𝑗0 −1 × 𝐿𝑜𝑔(𝑃𝑖,𝑗0 −1 ) − 𝑄𝑖,𝑗0 +1 × 𝑃𝑖,𝑗0 +1 ×
𝐿𝑜𝑔(𝑃𝑖,𝑗0 +1 ), … , −𝑄𝑖,𝑛 × 𝑃𝑖,𝑛 × 𝐿𝑜𝑔(𝑃𝑖,𝑛 ) − 𝑄𝑖,𝑗0 × 𝑃𝑖,𝑗0 × 𝐿𝑜𝑔(𝑃𝑖,𝑗0 ) . If 𝑃𝑖,𝑗0 = 1 ,
we get −𝑄𝑖,𝑗0 × 𝑃𝑖,𝑗0 × 𝐿𝑜𝑔(𝑃𝑖,𝑗0 ) = 0. If 𝑃𝑖,𝑗 = 0, 𝑖, 𝑗 = 0,1, … , 𝑛, 𝑗 ≠ 𝑗0 , we have
−𝑄𝑖,𝑗 × 𝑃𝑖,𝑗 × 𝐿𝑜𝑔(𝑃𝑖,𝑗 ) = 0 .

Thus,

we

get

𝑀𝑛𝑖 (𝑷) = − ∑𝑛𝑗=0 𝑄𝑖,𝑗 × 𝑃𝑖,𝑗 ×

𝐿𝑜𝑔(𝑃𝑖,𝑗 ) = 0.

Sometimes, though an answer contains many keywords, 𝑀𝑛𝑖 (𝑷) of this answer is still equal to zero.
Here, we give some examples to show 𝑀𝑛𝑖 (𝑷) = 0 for the row 𝑖 in following remarks:
1) There is only one noise, other words are keywords, and one keyword does not appear twice.
For example, the digitalized answer vector is “1230456”.
2) There are no noise words and one keyword does not appear twice. For example, the
digitalized answer vector is “1234”.
3) There are no noises and the beginning and end locations are the same keyword. If there
are other keywords, they do not appear twice. For example, the digitalized answer vector
is “1231”.
4) The number of words in an answer is three and there is at least one word different to other
two words. If there are two words at the beginning, these two words are not the same
keyword. For example, the digitalized answer vector is “102, 011, 202”.
Additionally, for a keyword 𝑖, if 𝑃𝑖,𝑗 = 0, the probability of this keyword may not be zero. For
example, if there is only one word in an answer and this word is a keyword, the transition
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probability from this keyword to other words is zero. But, the individual probability of this
keyword in the answer is 1. The global probability of this keyword is not zero.

Analogously, when we obtain global transition probabilities from one word to another word, we
can imitate the Definition 2 and the Theorem 1 in Chapter 4 to present following definition and
theorem.
Definition 7: Given global transition probabilities: {𝑄0,0 , 𝑄0,1 , … 𝑄0,𝑛 , 𝑄1,0 , … , 𝑄𝑛,𝑛 } , the
maximum transition entropy probabilities matrix 𝐵𝑛𝑛 ≔ [ ⃗⃗⃗⃗
𝐵0 , ⃗⃗⃗⃗
𝐵1 , … , ⃗⃗⃗⃗
𝐵𝑛 ] , where ⃗⃗⃗
𝐵𝑖 ≔
[𝐵𝑖,0 , 𝐵𝑖,1 , … , 𝐵𝑖,𝑛 ]𝑇 with ∑𝑛𝑘=0 𝐵𝑖𝑘 = 1, ⃗⃗⃗
𝐵𝑖 is defined by
⃗⃗⃗
𝐵𝑖 = argmax 𝐸𝑖𝑛 (𝑷𝒊 ),
𝑷𝒊

where, 𝑷𝒊 ≔ [𝑃𝑖,0 , 𝑃𝑖,1 , … , 𝑃𝑖,𝑛 ]𝑇 with ∑𝑛𝑘=0 𝑃𝑖𝑘 = 1 , 𝐸𝑖𝑛 (𝑷𝒊 ) = − ∑𝑛𝑗=0 𝑄𝑖,𝑗 × 𝑃𝑖,𝑗 × 𝐿𝑜𝑔(𝑃𝑖,𝑗 ) .
Then, we have the following theorem for ⃗⃗⃗
𝐵𝑖 .
Theorem 2: Suppose the number of total different transitions 𝑛 + 1 ≥ 3, and for each row 𝑖,
{𝑄𝑖,0 , 𝑄𝑖,1 , … , 𝑄𝑖,𝑛 } contains at least three non-zero elements. Then, there exist the maximum
transition entropy probabilities ⃗⃗⃗
𝐵𝑖 ≔ [𝐵𝑖,0 , 𝐵𝑖,1 , … , 𝐵𝑖,𝑛 ]𝑇 , so that ⃗⃗⃗
𝐵𝑖 = argmax 𝐸𝑖𝑛 (𝑷𝒊 ) and 𝐵𝑖,𝑗 =
𝑷𝒊

𝑒

−1−

𝜆𝑖𝑗
𝑄𝑖,𝑗

, 𝑗 = 0,1, … , 𝑛, where 𝜆𝑗𝑖 > 0 is a unique positive value and ∑𝑛𝑗=0 𝐵𝑖,𝑗 = 1 and 𝐵𝑖,𝑗 = 0 if

𝑄𝑖,𝑗 = 0.
Proof: When {𝑄𝑖,0 , 𝑄𝑖,1 , … , 𝑄𝑖,𝑛 } are given, in order to maximize 𝐸𝑖𝑛 (𝑷𝒊 ), we define a function as
following:
𝑛

𝑓(𝑃𝑖,0 , 𝑃𝑖,1 , … , 𝑃𝑖,𝑛 , 𝜆𝑗𝑖 )

= − ∑ 𝑄𝑖,𝑗 × 𝑃𝑖,𝑗 × 𝐿𝑜𝑔(𝑃𝑖,𝑗 ) + 𝜆𝑗𝑖 (1 − 𝑃𝑖,0 − 𝑃𝑖,1 −, … , −𝑃𝑖,𝑛 ).
𝑖,𝑗=0
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𝜕𝑓

Without loss of generality, we assume 𝑄𝑖,𝑗 > 0 for 𝑗 from 0 to 𝑛. If we want to make 𝜕𝑃 =
𝑖,𝑗

−(log(𝑃𝑖,𝑗 ) + 1)𝑄𝑖,𝑗 − 𝜆𝑗𝑖 = 0 , we can get 𝑃̂
𝑖,𝑗 = 𝑒
𝑒

−1−

𝜆𝑖𝑗
𝑄𝑖,𝑗

−1−

𝜆𝑖𝑗
𝑄𝑖,𝑗

. We define 𝐵𝑖,𝑗 ≔ 𝑃̂
𝑖,𝑗 , then 𝐵𝑖,𝑗 =

. Thus, we can use 𝐵𝑖,𝑗 , 𝑗 = 0,1, … , 𝑛. to make 𝐸𝑖𝑛 (𝑷𝒊 ) to be maximum. Since ∑𝑛𝑗=0 𝑃̂
𝑖,𝑗 =

1, we get ∑𝑛𝑗=0 𝑒

−1−

1

𝜆𝑖𝑗
𝑄𝑖,𝑗

𝑔′ (𝜆𝑗𝑖 ) = ∑𝑛𝑗=0 − 𝑄 𝑒
𝑖,𝑗

= 1. We can define a function 𝑔(𝜆𝑗𝑖 ) = ∑𝑛𝑗=0 𝑒

−1−

𝜆𝑖𝑗
𝑄𝑖,𝑗

−1−

𝜆𝑖𝑗
𝑄𝑖,𝑗

− 1, then, we get

< 0, 𝑓𝑜𝑟 𝜆𝑗𝑖 ≥ 0. It means 𝑔(𝜆𝑗𝑖 ) is monotone decreasing for 𝜆𝑗𝑖 ≥ 0.

Since 𝑔(∞) = −1 and 𝑔(0) =

𝑛+1
𝑒

− 1 > 0, 𝑓𝑜𝑟 𝑛 ≥ 2. Therefore, we can find a unique positive
𝑖

𝜆𝑖0

to make

𝑔(𝜆𝑖0 )

= 0. It means we can get a unique 𝐵𝑖,𝑗 = 𝑒

𝜆
−1− 0

𝑄𝑖,𝑗

, 𝑗 = 0,1, … , 𝑛. That is a vector

⃗⃗⃗
𝐵𝑖 ≔ [𝐵𝑖,0 , 𝐵𝑖,1 , … , 𝐵𝑖,𝑛 ]𝑇 . Therefore, for 𝑖 = 0,1, … , 𝑛. we can define the matrix of the maximum
transition entropy probabilities 𝐵𝑛𝑛 ≔ [ ⃗⃗⃗⃗
𝐵0 , ⃗⃗⃗⃗
𝐵1 , … , ⃗⃗⃗⃗
𝐵𝑛 ].

When we get 𝐵𝑖,𝑗 and 𝑄𝑖,𝑗 , we can also imitate (4-2) to analyze them. For the row 𝑖, we have 𝐵𝑖,𝑗 =
𝑖

𝑒

𝜆
−1− 0

𝑄𝑖,𝑗

, 𝑓𝑜𝑟 0 ≤ 𝑗 ≤ 𝑛 and 𝜆𝑖0 > 0, we try to compare 𝐵𝑖,𝑗 and 𝑄𝑖,𝑗 in terms of 𝜆𝑖0 . For the row 𝑖,

we firstly design a function as following:
ℎ(𝑄𝑀 ) = (−𝑙𝑜𝑔𝑄𝑀 − 1)𝑄𝑀 ,
where, 0 < 𝑄𝑀 < 1. We plot (5-3) as following:
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(5 − 3)

The red line represents ℎ(𝑄𝑀 ) = 0. If we choose a 0 < 𝜆𝑖0 < max ℎ(𝑄𝑀 ), we can draw a blue
0<𝑄𝑀 <1

line in the figure to represent it. There are still two points of intersection, the first one point is 𝑄𝑀,𝐿 ;
the second one point is 𝑄𝑀,𝐻 . Here, we can also compare 𝑄𝑖,𝑗 and 𝐵𝑖,𝑗 in following remarks:
For the row 𝑖,
(1) if 𝑄𝑀,𝐿 < 𝑄𝑖,𝑗 < 𝑄𝑀,𝐻 , then 𝜆0 < ℎ(𝑄𝑖,𝑗 ) = (−𝑙𝑜𝑔𝑄𝑖,𝑗 − 1)𝑄𝑖,𝑗 . We can also deduce this
inequation in following way:
𝜆0 < (−𝑙𝑜𝑔𝑄𝑖,𝑗 − 1)𝑄𝑖,𝑗 ⇒

⇒ 𝑙𝑜𝑔𝑄𝑖,𝑗

𝜆0
< (−𝑙𝑜𝑔𝑄𝑖,𝑗 − 1)
𝑄𝑖,𝑗

𝜆
𝜆0
−1− 0
𝑄𝑖,𝑗
< −1 −
⇒ 𝑄𝑖,𝑗 < 𝑒
= 𝐵𝑖,𝑗 ,
𝑄𝑖,𝑗

(5 − 4)

(2) if 0 < 𝑄𝑖,𝑗 < 𝑄𝑀,𝐿 or 𝑄𝑀,𝐻 < 𝑄𝑖,𝑗 , then ℎ(𝑄𝑖,𝑗 ) = (−𝑙𝑜𝑔𝑄𝑖,𝑗 − 1)𝑄𝑖,𝑗 < 𝜆0 . We can also
deduce this inequation in following way:
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(−𝑙𝑜𝑔𝑄𝑖,𝑗 − 1)𝑄𝑖,𝑗 < 𝜆0 ⇒ (−𝑙𝑜𝑔𝑄𝑖,𝑗 − 1) <

𝜆0
𝑄𝑖,𝑗

𝜆
𝜆0
−1− 0
𝑄𝑖,𝑗
⇒ −1 −
< 𝑙𝑜𝑔𝑄𝑖,𝑗 ⇒ 𝐵𝑖,𝑗 = 𝑒
< 𝑄𝑖,𝑗 .
𝑄𝑖,𝑗

(5 − 5)

Similarly, we hope the transition probability is as high as possible. But, if 𝑄𝑀,𝐻 < 𝑄𝑖,𝑗 , the
transition is demoted. This situation may be reasonable. Because, if a transition is repeated too
many times, it will mislead readers to focus on this transition and ignore other transitions. It means
that the transition probability should not be too large. Actually, if the transition between two
keywords happen too many times, we can regard these two keywords as an integral whole. It means
these two keywords represent one keyword. Thus, to some extent, we can avoid the transition to
be demoted. In order to understand the meaning, an example will be given in the following
contents.

Here, we imitate the definition in Chapter 4 to give a definition about the demotion or promotion
of a transition, this definition can be used to describe the transition of words:
Definition 8: Given 𝑄𝑖,𝑗 and 𝐵𝑖,𝑗 , 0 ≤ 𝑖 ≤ 𝑛 and 0 ≤ 𝑗 ≤ 𝑛. If 𝐵𝑖,𝑗 < 𝑄𝑖,𝑗 , then the transition
from the keyword 𝑖 to the keyword 𝑗 is called “demotion” for the transition. If 𝐵𝑖,𝑗 > 𝑄𝑖,𝑗 , then the
transition from the keyword 𝑖 to the keyword 𝑗 is called “promotion” for the transition.

5.3 Amazon case study
We still use Amazon answers (see Chapter 6 for a description of the data) to analyze 𝑄𝑖,𝑗 . We adapt
19 keywords, which are determined in Chapter 4 to analyze answers. For a keyword 𝑖, 1 ≤ 𝑖 ≤ 19,
most 𝑄0,𝑖 and 𝑄𝑖,0 are large. Most 𝑄𝑖,𝑗 𝑓𝑜𝑟 𝑖, 𝑗 = 1,2, … ,19 are very small. However, there is a
special transition probability from the keyword 5 (“car”) to the keyword 1 (“seat”), 𝑄5,1, which is
distinct to other transition probabilities. In this section, we demonstrate our method by analyzing
this special case.
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5.3.1

How to judge two keywords as a pair?

We firstly use (5-3) to calculate the value of 𝑄𝑀,𝐿 and 𝑄𝑀,𝐻 respectively. Secondly, we plot (5-3),
𝑄𝑀,𝐿 , and 𝑄𝑀,𝐻 as following:

In above figure, 𝑄𝑀,𝐿 = 0.000850853 and 𝑄𝑀,𝐻 = 0.362678 . If we compare 𝑄5,𝑗 𝑓𝑜𝑟 𝑗 =
0,1,2, … ,19 and 𝑄𝑀,𝐻 , we can get relationships as following:
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From above figure, we find that 𝑄5,1 > 𝑄𝑀,𝐻 , then 𝐵5,1 < 𝑄5,1 in terms of (5-5). It means the
transition from the keyword 5 to 1 is a “demotion”. Correspondingly, the value of entropy is
reduced. We want to investigate why the value of entropy is reduced. Now, we calculate the
number of answers, which contain “car” and “car seat” respectively:
Total Number of Answers with “car”

Total Number of Answers with “car seat”

1193

658

In all answers with the keyword 5 (“car”), there are 55.16% answers which actually have the pair
of “car seat”. This percentage gives us a likelihood that we can regard these two keywords as a
pair in the process of our analysis. Therefore, we try to insert “seat” after “car” if there is no “seat”
after this “car” originally. Then, we re-digitalize answers by regarding “car” or “car seat” as the
same keyword. Here, the keyword “seat” will not be replaced. Also, we do not change other
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original keywords and their location in original rank sequence. But, when “car seat” appears, we
only calculate the transition probability from “car seat” to other words. We calculate 𝑄𝑀,𝐿 , 𝑄𝑀,𝐻
and plot global transition probabilities from the keyword “car seat” to other words:

Compared with the original 𝑄5,1, we find that the global transition probability from the keyword 5
(“car seat”) to the keyword 1 (“seat”) is less than 𝑄𝑀,𝐻 .

5.3.2

Compare the global transition probability and the maximum
transition entropy probability

Now, we have used the new keyword (“car seat”) to replace the original keyword “car”. We
analyze relationships between 𝑄𝑖,𝑗 and 𝐵𝑖,𝑗 :
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Figure 33: Relationship between global transition probability and maximum entropy
transition probability
Figure 33 shows relationships between 𝑄𝑖,𝑗 and 𝐵𝑖,𝑗 for all 19 keywords. These relationships
accord with the rules which are described in (5-4) and (5-5). We can see that higher transition
probabilities, 𝑄𝑖𝑗 , induce higher maximum transition entropy probabilities, 𝐵𝑖,𝑗 .

5.3.3

Applying the transition probability to a small number of comments
for a real Amazon product

We want to use a real Amazon product to check our methodology in order to demonstrate our
methodology in practice. The global transition probability can help us to judge the importance of
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a transition from one keyword to another keyword. Here, we still adapt the same Amazon product
in Chapter 4 (See 4.3.4). We also use the same keywords, which are selected by the general entropy
for this product. Some Amazon keywords of this product contain more than or equal to two
keywords. When we remove stopping words, these Amazon keywords can be considered as a
transition one keyword to another keyword. We can call these Amazon keywords as PairKeywords.

Our previous analysis of Amazon answers is based on the large amount of data. But, the number
of comments for this product is small. Since the number of keywords, which are selected by the
general entropy, is 12, we can calculate their transition global probabilities:
noise

keyword 1: quality

keyword 2: good

…

keyword 12: them

noise

0.827

0.011

0.023

…

0.011

keyword 1:

0.645

0.0

0.065

…

0.0

0.516

0.452

0.0

…

0.0

0.0

…

0.0

quality
keyword 2:
good
……
keyword 12:

0.889

0.0

them
Table 18: Global Transition Probabilities of an Amazon product
According to Table 18, when we obtain 𝑄𝑖,𝑗 , 0 ≤ 𝑖 ≤ 12, we can get 𝜆𝑖 for each row:
𝜆0 = 0.028

𝜆7 = 0.021

𝜆1 = 0.057

𝜆8 = 0.03
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𝜆2 = 0.009

𝜆9 = 0.039

𝜆3 = 0.006

𝜆10 = 0.071

𝜆4 = 0.009

𝜆11 = 0.012

𝜆5 = 0.055

𝜆12 = 7.451𝑒 − 05

𝜆6 = 0.073
Then, we can get 𝐵𝑖,𝑗 in terms of 𝜆𝑖 and 𝑄𝑖,𝑗 as following:
𝐵0,0 = 0.356

𝐵0,1 = 0.03

…

𝐵0,12 = 0.03

𝐵1,0 = 0.337

𝐵1,1 = 0.0

…

𝐵1,12 = 0.0

…

𝐵12,12 = 0.0

……
𝐵12,0 = 0.368

𝐵12,1 = 0.0

12
From above table, we find that ∑12
𝑗=0 𝐵𝑖,𝑗 = 1 for 0 ≤ 𝑖 ≤ 11. But, ∑𝑗=0 𝐵12,𝑗 < 1. The reason is

that, the keyword “them” only transfers to noises and to the keyword “not” in comments. Based
on our constraints, the keyword “them” should not be used to analyze transition probabilities. This
also illustrates that the data volume should be as large as possible so that each keyword can make
a variety of transitions.

Since some Amazon keywords are Pair-Keywords, we can compare transitions of Pair-Keywords
and transitions of keywords selected by the general entropy. Here, we only analyze transitions
between two keywords.
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For the row 𝑖, when 𝜆𝑖 is obtained, we can obtain 𝑄𝑀,𝐿 and 𝑄𝑀,𝐻 by the formula (5-3). Because if
𝑄𝑀,𝐿 < 𝑄𝑖,𝑗 < 𝑄𝑀,𝐻 , then 𝑄𝑖,𝑗 < 𝐵𝑖,𝑗 for the keyword 𝑖 and the keyword 𝑗. We decide to select two
keywords, the transition probability of which is between 𝑄𝑀,𝐿 and 𝑄𝑀,𝐻 (Note: we do not analyze
transitions between one keyword and noise). The following table demonstrates how the keywords
selected by the general entropy method agree with the pair-keywords suggested by Amazon:
Keyword Keyword
1

2

𝑸𝑴,𝑳

The transition

𝑸𝑴,𝑯

probability from

PairKeywords

keyword 1 to
keyword 2
quality

price

0.161

0.019

0.305

quality for
the price

set

nice

0.12

0.002

0.359

set is very
nice

forks

spoons

0.133

0.005

0.346

forks and
spoons

nice

set

0.167

0.011

0.326

nice set

spoons

but

0.083

0.002

0.356

spoons but
no knives

Transitions of these keywords can be seen to match Pair-Keywords. Though there are some other
transition probabilities of keywords between 𝑄𝑀,𝐿 and 𝑄𝑀,𝐻 , no Pair-Keywords are matched with
these keywords. We also analyze some other Amazon products and obtain similar outcomes. Here,
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a special case is that the transition probability from the keyword “good” to the keyword “quality”
is equal to 0.45161290322580644, which is larger than 𝑄𝑀,𝐻 . These two keywords can be merged
together to be one keyword. Based on above analysis, the transition probability of two keywords
can help us to find which keywords are frequently transferred from one to another. The last row of
the table is an interesting case. The pair-keywords selected by Amazon are “spoons but no knives,”
but our method picked “spoons” and “but.” Our method of selecting keywords is performed
algorithmically, which means that it does not always choose what would be logical to humans.

5.4 Conclusion
Different from the analysis in Chapter 4, this chapter mainly focuses on transition probabilities.
We extend methodologies in Chapter 4 to analyze answers with inner connection of keywords in
mind. We first introduce the Total Transition Probability Entropy and analyze its propositions.
Also, we propose a definition and theorem. For each keyword, we calculate 𝑄𝑀,𝐿 and 𝑄𝑀,𝐻 . Then,
we obtain similar conclusion as in Chapter 4. When 𝑄𝑀,𝐿 < 𝑄𝑖,𝑗 < 𝑄𝑀,𝐻 , the maximum transition
entropy, 𝐵𝑖,𝑗 , will be larger than 𝑄𝑖,𝑗 . Otherwise, the maximum transition entropy, 𝐵𝑖,𝑗 , will be
smaller than 𝑄𝑖,𝑗 .

The main contribution of the maximum transition entropy is that we can use it to judge which
information transition is important in speech. If the speech is found to transfer from one keyword
to another keyword with low repetition rates in an answer, we can believe that this information
transition is not important. However, if the speech is found to transfer from one keyword to another
keyword with high repetition rates in an answer, we can regard these two keywords as one keyword.
Our methodology provides two thresholds: 𝑄𝑀,𝐿 and 𝑄𝑀,𝐻 to check the importance of transition.
For keywords 𝑖 and 𝑗, if 𝑄𝑀,𝐿 < 𝑄𝑖,𝑗 < 𝑄𝑀,𝐻 , we can believe the transition from the keyword 𝑖 to
the keyword 𝑗 is important. There is an important constraint for our methodology: if we want to
calculate the maximum transition entropy, one word should be at least transferred to three different
keywords or noise.
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The methodology of the Total Transition Probability Entropy can be applied in many ways. Since
different people have different experiences, the methodology can be used to distinguish different
speakers according to their trends of speech. Also, it may help human resources specialists to find
proper interviewees in the job interview. In the future, we can analyze transitions between more
than two words. Thus, we can analyze propositions of speeches or documents more accurately.
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Chapter 6
Methodologies Comparison

6

In this chapter, we compare several developed methodologies to evaluate their performances and
differences. We also analyze the length distribution of answers to find the relationship between
answer length and developed methodologies. Random pattern is another feature of answers. It can
reflect the distribution of answers. Thus, we also compare Wald–Wolfowitz runs test with
developed methodologies.

6.1 Data Preparation
6.1.1

Data Cleaning

We adapt following steps to clean data.
Step 1.

Obtain Answers: we obtain original answers of “Baby” category in Amazon

dataset. We save it as text files.
Step 2.

Remove Unnecessary Words

We only use answers of Amazon data to be our analysis contents. However, these answers contain
punctuation marks and some unnecessary words, which may affect analysis results. For example,
some unnecessary words increase the quantity of noises and decrease percentages of keywords.
We call these punctuation marks or unnecessary words as stopping words. In order to reduce the
impact of stopping words, we remove them as many as possible. In this chapter, we regard
following words as stopping words and remove them:
1.
2.
3.
4.

All punctuation marks
Articles, Prepositions, Conjunctions
Special symbols and numbers
Other unnecessary words

Punctuation marks, Articles, Prepositions, Conjunctions do not take effect the meaning of a
sentence. If we remove them, we can still understand the meaning of a sentence. Thus, we can
remove them. In this chapter, special symbols and numbers also do not impact our analysis, we
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can remove them as well. When we find other unnecessary words, such as misspelling words, we
can also remove them.
Step 1.

Remove Collinearity of Words

Collinearity of words is that two different words may express the same meaning. In this thesis, if
two words represent the same meaning, we can use one of them to replace another word. For
example,

if

we

choose

answers

of

“baby”

category

for

analysis,

we

use

https://www.thesaurus.com/ to find all collinearities as following:
{“diminutive”, “dwarf”, “little”, “midget”, “mini”, “minute”, “petite”, “small”, “wee”, “babyish”,
“tiny”, “youthful”}
Then, we use the word “baby” to replace all synonyms.
Step 2.

Remove Empty Answers

When we finish Step 1, Step 2, Step 3, and Step 4, we check all answers again and remove empty
answers. We combine R and Java together to write program codes. We mainly use Java to complete
following work:
•

Obtain answers.

•

Remove stopping words in answers.

•

Remove collinearity in answers.

•

Calculate CEW-DTW, KL-CEW-DTW, the General Entropy, the Transition Probability
Entropy.

•

Any other computations, which are easily completed by Java.

We mainly use R to complete following work:
•

Analyze statistical properties.

•

Calculate Dynamic Time Warping and Kullback-Leibler divergence

•

Compare two methodologies about their statistical features.

•

Any other computations, which are easily completed by R.
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When we get answers, we calculate word frequency of all words. Then, we rank these words from
high word frequency to low word frequency. We choose some words with top word frequency as
keywords (e.g. top-𝑛).

6.1.2

Obtain answers with at least two words

Since 𝐸𝑛 (𝑷) and 𝑀𝑛 (𝑷) of one-word answer is always 0, the total number of one-word answer is
587, which only occupy 2.7% in original answers, we can remove these one-word answers.
Therefore, we decide to analyze answers, which have at least two words. The number of these
answers is 21405. We call these 21405 answers to be At-Least-Two-Words answers. The
distribution of length density of those answers is:

Figure 34: Length Distribution of answers
The boxplot of answers’ length is:
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Figure 35: Boxplot of At-Least-Two-Words answers
We find that length of most answers is less than 50 words. The summary of length of answers are:
Minimum

1st Quantile

Length
2

4

Median

Average

Length

Length

6

9.203

3rd Quantile

Maximum
Length

11

372

Table 19: Summary of At-Least-Two-Words answers

6.2 Comparison of the General Entropy, the Markov Transition
Probability Entropy, and CEW-DTW for each other
After introduction of data preparation, we begin to compare the General Entropy, the Markov
Transition Probability Entropy, and CEW-DTW for each other by applying At-Least-Two-Words
answers. We do not compare KL-CEW-DTW with other methodologies since KL-CEW-DTW
require an answer to contain at least one keyword. Though these three developed methodologies
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analyze answers in different ways, their computation processes are all complicated. Therefore, if
we can find some relationships between them, we may use one methodology to replace others to
some extent. In order to compare the relationship of these two methodologies, we adapt 19
keywords, which are used in Chapter 4.

6.2.1
6.2.1.1

Relationship between CEW-DTW and the General Entropy
Comparison of all answers

The relationship between CEW-DTW and 𝐸𝑛 (𝑷) is:

Figure 36: Relationship between CEW-DTW and the General Entropy
Figure 36 illustrates a roughly negative relationship between CEW-DTW and 𝐸𝑛 (𝑷), but the
structure of the relationship is not clear. For CEW-DTW, the high value of CEW-DTW for an
answer illustrates the lower quality of this answer. But, for the general entropy, the high value of
𝐸𝑛 (𝑷) for an answer shows the higher quality of this answer. Therefore, CEW-DTW and 𝐸𝑛 (𝑷)
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can be roughly replaced for each other to verify answers’ qualities to some extent. Sometimes, one
of these methodologies can be instead of another.

6.2.1.2

Comparison of Answers: the percentage of noise in these
answers is less than the percentage of the global noise

If an answer with 𝑃0 < 𝑄0 , it means the percentage of noise in this answer is less than the
percentage of the global noise. Thus, these answers contain more information. We try to analyze
the relationship between CEW-DTW and 𝐸𝑛 (𝑷) of these answers:

Figure 37: Relationship between CEW-DTW and the General Entropy
According to Figure 37, though these points are evidently divided into several groups, CEW-DTW
and 𝐸𝑛 (𝑷) of these answers still follow negative correlation. Therefore, they can be reciprocally
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replaced for each other to test answer qualities in some way. But, we cannot strictly say they can
be represented for each other to test answer qualities.

6.2.2

Relationship between CEW-DTW and the Markov Transition
Probability Entropy

The relationship between CEW-DTW and 𝑀𝑛 (𝑷) is:

Figure 38: Relationship between CEW-DTW and the Markov Transition Probability
Entropy
From Figure 38, CEW-DTW has a roughly negative relationship with 𝑀𝑛 (𝑷). But, the structure
of this negative relationship is not clear. But, the value of CEW-DTW and 𝑀𝑛 (𝑷) of some answers
are all very small. For the Markov Transition Probability Entropy, the high value of 𝑀𝑛 (𝑷) for an
answer also illustrates the higher quality of this answer. Therefore, sometimes, one of these
methodologies can be used instead of another.
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6.2.3

Relationship between the General Entropy and the Markov
Transition Probability Entropy

The relationship between 𝐸𝑛 (𝑷) and 𝑀𝑛 (𝑷) is:

Figure 39: Relationship between the General Entropy and the Markov Transition
Probability Entropy
From Figure 39, when 𝑀𝑛 (𝑷) increases, 𝐸𝑛 (𝑷) also increases. But, when 𝐸𝑛 (𝑷) increases,
𝑀𝑛 (𝑷) may not increase. So, they have one-way positive correlation. There are three distinct
groups in this chart. In the first group, 𝑀𝑛 (𝑷) is almost equal to zero. But, most 𝐸𝑛 (𝑷) are not
zero. 𝑀𝑛 (𝑷) of the second group is between 0.0 and 0.25. 𝑀𝑛 (𝑷) of the third group is larger than
0.3. The second group and the third group show a positive correlation between 𝑀𝑛 (𝑷) and 𝐸𝑛 (𝑷).
𝑀𝑛 (𝑷) in the third group are larger than those in the second group. We choose some digitalized
answers to analyze their features as following:
125

•

Answer examples in the first group

No.

Typical Answer

1

seat meet airline

Digitalized Vector
1,0,0,0

requirements
2

fit vista stroller

2,0,7

3

anyone know dimensions

6,15,0,0,0,0,0,0,0,0,0,0,0,0

cot folded down weight
trying avoid checking
gracowondering weightsize
travel ok
4

size sling extra large

14,0,0,0

When we get these digitalized vectors, we can use keywords to obtain matrixes about answers. For
example, the transition probability matrix of No. 2 answer can be described as following:
noise, fit, stroller
noise

0.0,

0.0, 1.0

fit

1.0,

0.0, 0.0

stroller 0.0,

0.0, 0.0

We compare 𝑀𝑛 (𝑷) and 𝐸𝑛 (𝑷) of answers as following:
No.

𝐸𝑛 (𝑷)

𝑀𝑛 (𝑷)

1

0.191

6.74e-14

2

0.187

6.74e-14
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3

0.323

7.03e-14

4

0.116

6.66e-14

In this group, we find that when 𝐸𝑛 (𝑷) is large, 𝑀𝑛 (𝑷) may not be large. Therefore, 𝐸𝑛 (𝑷) and
𝑀𝑛 (𝑷) have no obvious correlation in this group.

Similarly, we can analyze some answer examples in the second and the third groups to compare
their 𝑀𝑛 (𝑷) and 𝐸𝑛 (𝑷).
•

Answer examples in the second group
No.1

Answer Content

keep strong year old cabinets special needs feels
open cabinets dump whatever floor looking
something prevent get cabinetsnnnn keep strong
year old cabinets special needs feels open cabinets
dump whatever floor looking something prevent
himn nread morennn keep strong year old cabinets
special needs feels open cabinets dump whatever
floor looking something prevent get cabinetsn

No.2

No.3

𝐸𝑛 (𝑷)

0.076

𝑀𝑛 (𝑷)

0.087

Answer Content

locks cabinets love them work kitchen drawers

𝐸𝑛 (𝑷)

0.116

𝑀𝑛 (𝑷)

0.159

Answer Content

seat remove fit onto regular toilet
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•

𝐸𝑛 (𝑷)

0.241

𝑀𝑛 (𝑷)

0.241

Answer examples in the third group
No.1

Answer Content

anyone know naturepedic miniportable crib
mattress fits crib looking organic mattress fits crib

No.2

𝐸𝑛 (𝑷)

0.312

𝑀𝑛 (𝑷)

0.641

Answer Content

mon old use nautilus car seat ive been reading
reviews ppl stressing use car seat till child yrs old
child defiently fits weight limit height reqirements
know whats big deal mean year old likely weigh
see problem anyone else recomend hold car seat
till kid threennnn mon old use nautilus car seat ive
been reading reviews ppl stressing use car seat till
child yrs old child defiently fits nread morennn
mon old use nautilus car seat ive been reading
reviews ppl stressing use car seat till child yrs old
child defiently fits weight limit height reqirements
know whats big deal mean year old likely weigh
see problem anyone else recomend hold car seat
till kid threen

𝐸𝑛 (𝑷)

0.219

𝑀𝑛 (𝑷)

0.763
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In the second group and the third group, we find that when 𝐸𝑛 (𝑷) is large, 𝑀𝑛 (𝑷) is also large.
Therefore, 𝐸𝑛 (𝑷) and 𝑀𝑛 (𝑷) have correlation in this group. We choose three typical answers with
similar high 𝐸𝑛 (𝑷) but different 𝑀𝑛 (𝑷) from three groups as following:
Typical Answer

𝐸𝑛 (𝑷)

𝑀𝑛 (𝑷)

The

anyone know dimensions cot folded down

0.323

7.03e-14

First

weight trying avoid checking gracowondering

seat fit three across standard car seat like rxt

0.322

0.262

The

anyone know naturepedic miniportable crib

0.312

0.641

Third

mattress fits crib looking organic mattress fits

Group

The

weightsize travel ok

Second
Group

Group

crib

From above table, it is clear that answers in the second group or in the third group have more
keywords than the answer in the first group. Furthermore, there are many keywords in the answer
of the second group, keywords in the answer of the third group are separated by noises and
distributed in the different locations. Subjectively, answers in the second group and the third group
describes more details than the answer in the first group. In general, the answer in the third group
is more reasonable and enables readers to get information thoroughly than answers in other groups.

•

A Special Answer

We find a special point which high 𝑀𝑛 (𝑷) as well as high 𝐸𝑛 (𝑷). This answer is as following:
anyone use instead infant car seat first time mom like use advocate straight bir instead getting
infant carseat anyone done experience been mind moving baby seat car big moving baby plus
infant car seat heavy me advancennnn anyone use instead infant car seat first time mom like
use advocate straight bir instead getting infant carseat anyone done hasn nread morennn
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anyone use instead infant car seat first time mom like use advocate straight bir instead getting
infant carseat anyone done experience been mind moving baby seat car big moving baby plus
infant car seat heavy me advancen
The feature of this answer is that keywords frequently appear in this answer. These keywords are
usually separated by noises. Compared with answers in the first and the second group, keywords
in this answer are more related to each other.

By comparing three groups, we see that answers in the second group and the third group have more
keywords than those in the first group. Though 𝑀𝑛 (𝑷) of answers in the first group are almost
zero, these answers still contain keywords. Therefore, we cannot say answers contain no
information if 𝑀𝑛 (𝑷) of answers are equal to zero. However, relative to answers in other groups,
keywords information in answers of the first group is small. Thus, it demotes qualities of answers.
Answers in the first group do not contain many keywords, which explains the lack of correlation
between the two measurements. Keywords in answers in the second and third groups are separated
by noises. Answers in these two groups contain more information than those in the first group and
are more likely to be helpful answers. However, large values of 𝐸𝑛 (𝑷) do not have an analogue in
𝑀𝑛 (𝑷), therefore we cannot illustrate an obvious correlation between 𝑀𝑛 (𝑷) and 𝐸𝑛 (𝑷).

Though the relationship between 𝑀𝑛 (𝑷) and 𝐸𝑛 (𝑷) is not too clear, these methodologies can both
be useful in different situations. For example, we can use these two methodologies when we want
to judge the quality of interview answers. If we only check the key information of interview
answers, 𝐸𝑛 (𝑷), is the first choice since it mainly cares about keywords and noises. This situation
usually appears in the group interview. Interviewees are usually given several minutes or a very
short period. Thus, attendants usually narrate keywords to convey important information.
Interviewers usually use these keywords to judge answer qualities. However, if we want to check
not only key information but also the expression of language habit. 𝑀𝑛 (𝑷) is recommended, since
this model focuses on keywords as well as words’ transitions. This situation usually appears in the
one-by-one interview. In such kind of interview, the interviewer usually checks key information
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of interviewees’ answers and the expression format. Thus, the Markov Transition Probability
Entropy, 𝑀𝑛 (𝑷), is a good methodology to be used in this situation.

6.3 Wald–Wolfowitz runs test
Random patterns are important in statistics research. Since texts may contain keywords as well as
noises, we can also analyze random patterns of texts. Wald–Wolfowitz runs test is a nonparametric method that is usually used to test random patterns of a data sequence.

6.3.1

Literature Review

Many studies have applied Wald–Wolfowitz runs test to verify patterns. In the original paper,
Wald and Wolfowitz [117] develop a test method to verify the pattern of runs in terms of the total
number of successes. Based on the Multidimensional Wald-Wolfowitz (MWW) runs test and the
k-means clustering methodology, Leauhatong et al. [118] develop a new similarity methodology
to verify images. Magel and Sasmito [119] compare the efficiency of simulation of the WaldWolfowitz test and the Kolmogorov-Smirnov test, when these two methodologies are applied in
different situations. Mohanta et al. [120] develop a new scheme for shooting movies to assess the
subshots within a shot and then for each subshot, their scheme is based on the Wald-Wolfowitz
runs test. Song et al. [121] use the Wald–Wolfowitz runs test to verify the homogeneity of
structural populations. George and Routray [122] use Multivariate Wald–Wolfowitz runs test to
classify the data about eye movements. Kovačević et al. [123] adapt Wald–Wolfowitz run test to
analyze data in terms of different soil environments. Their test results illustrate that different soil
environment can be separated by the content of phenolic compounds. Chen et al. [124] use Wald–
Wolfowitz runs test to analyze random patterns of signal noise. In their research, they adapt the
median value of selected data to be a standard and use Wald–Wolfowitz runs test to analyze
patterns. Song et al. [125] adapt Wald–Wolfowitz runs test to find the similarity between trace
length and trace type. Wald–Wolfowitz runs test can also be used in non-normally-distribution
data. Linkowska et al. [126] use this test to analyze mtDNA data in nontumor tissues. Since data
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source are text data in our research, we can calculate the change rate between keywords and noises
of an answer in terms of Wald–Wolfowitz runs test.

6.3.2

Wald–Wolfowitz Run Test

Wald–Wolfowitz Run test can be used to find the pattern of change frequency between keywords
and noises. However, if the length of an answer is long, the value of the change frequency between
keywords and noises may be large. To address this, we use the change rate between keywords and
noises rather than the frequency to assess the pattern of an answer. Let 𝑹 be the number of runs in
this sequence and 𝑵 be the total number of words. We can get the change rate as following:
𝑹
𝑵
𝑹

In order to understand 𝑵, we illustrate it in an example as following. Given a 0/1 vector:
{0,0,1,0,1,0,0}
We can get 𝑵 = 7, since there are four changes in total. We obtain five parts in this vector: {0,0},
𝑹

{1}, {0}, {1}, and {0,0}. So, 𝑹=5. Therefore, we can get 𝑵 = 𝟓/𝟕. In this chapter, we use 1 to
𝑹

represent keywords and 0 to represent noises. When we get 𝑵, our purpose is to compare it with
CEW-DTW, 𝐸𝑛 (𝑷), and 𝑀𝑛 (𝑷) respectively to find their relationship. Here, we do not develop
𝑹

new methodology about 𝑵. We try to find whether the change of noise and keywords affect answer
𝑹

qualities by comparing 𝑵 with 𝐸𝑛 (𝑃), 𝑀𝑛 (𝑃), and CEW-DTW respectively. Since it is easy to
𝑹

𝑹

calculate 𝑵, we try to find relationships between 𝑵 and other methodologies. Thus, we can judge
𝑹

whether we can use 𝑵 to replace other methodologies to assess answers.
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6.3.3

Comparison between R and Length of answers, the General
Entropy, the Markov Transition Probability Entropy, and CEWDTW respectively

The number of runs, 𝑹, is used mainly to analyze answers from the viewpoint of patterns’
properties. It is easy to obtain the value of 𝑹, so, we try to compare 𝑹 with different methodologies
𝑹

before we compare 𝑵 and other methodologies:
•

Compare R and Length of answers

Figure 40: Relationship between R and Lengths of answers
From Figure 40, we find that 𝑹 has a roughly positive relationship with lengths of answers. It
clearly illustrates that the value of 𝑹 is larger when the length of an answer becomes longer.

•

Compare R and the General Entropy
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Figure 41: Relationship between R and the general entropy
The Figure 41 shows two groups. In the first group, most values of 𝑹 are less than 10. There is no
obvious relationship between 𝑹 and 𝐸𝑛 (𝑃) in this group. However, the second group shows a
positive relationship between 𝑹 and 𝐸𝑛 (𝑃). Thus, there is not a clear relationship between 𝑹 and
𝐸𝑛 (𝑃).

•

Compare R and the Markov Transition Probability Entropy
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Figure 42: Relationship between R and the Markov Transition Probability Entropy
In Figure 42, there are also two groups. In the first group, most values of 𝑹 are also less than 10.
Also, there is no obvious relationship between 𝑹 and 𝑀𝑛 (𝑃) in this group. However, the second
group also shows a positive relationship between 𝑹 and 𝑀𝑛 (𝑃). Therefore, we also cannot
conclude the relationship between 𝑹 and 𝑀𝑛 (𝑃).

•

Compare R and CEW-DTW
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Figure 43: Relationship between R and CEW-DTW
In Figure 43, there is no clear relationship between 𝑹 and CEW-DTW. The point with the largest
value of CEW-DTW is corresponding to the value of 𝑹, 11. Thus, there is also not a clear
relationship between 𝑹 and CEW-DTW to test the quality of answers.

From Figures 40, 41, 42, and 43, we find that though there is a relationship between 𝑹 and lengths
of answers, there are no obvious relationships between 𝑹 and 𝐸𝑛 (𝑃) , 𝑀𝑛 (𝑃) , CEW-DTW
respectively. Thus, we cannot use 𝑹 to roughly replace 𝐸𝑛 (𝑃), 𝑀𝑛 (𝑃), and CEW-DTW to test
qualities of answers.
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6.3.4

Comparison R/N and the General Entropy, the Markov Transition
Probability Entropy, and CEW-DTW respectively

𝑹

𝑹

Since 𝑵 can also be calculated easily, we try to compare 𝑵 with 𝐸𝑛 (𝑃), CEW-DTW, and 𝑀𝑛 (𝑃)
𝑹

respectively to see whether 𝑵 can replace these methodologies respectively. We firstly show the
𝑹

density distribution of 𝑵 for these answers:

Figure 44: Density distribution of R/N
𝑹

𝑹

From Figure 44, we can see that the distribution of 𝑵 is not normal. 𝑵 of most answers are between
𝑹

0.05 and 0.8. But there are still some answers, 𝑵 of which is equal to 1. Length of such an answer
is equal to runs of this answer. For example, if an answer contains two words, one word is the
𝑹

noise, another word is a keyword. 𝑵 of this answer is equal to 1.
•

Compare R/N and CEW-DTW
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Figure 45: Relationship between R/N and CEW-DTW
•

Compare R/N and the General Entropy

Figure 46: Relationship between R/N and the General Entropy
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•

Compare R/N and the Markov Transition Probability Entropy

Figure 47: Relationship between R/N and the Markov Transition Probability Entropy
From Figures 45, 46 and 47, we find that CEW-DTW shows a roughly negative relationship with
𝑹
𝑵

. It illustrates that when an answer has high random patterns, this answer is also close to the

“ideal” answer. In practice, if an answer contains many keywords, the quality of this answer is
𝑹

high. However, relationships between 𝑵 and 𝑀𝑛 (𝑃) or 𝐸𝑛 (𝑃) are not obviously positive. Mean
values of 𝑀𝑛 (𝑃), 𝐸𝑛 (𝑃), and CEW-DTW are represented by the red line in each figure. We find
that these mean values are close to 0. If an answer has a high value of random pattern, we cannot
𝑹

judge the range of value of 𝑀𝑛 (𝑃) or 𝐸𝑛 (𝑃). Therefore, 𝑵 has no obvious relationship with 𝑀𝑛 (𝑃)
𝑹

or 𝐸𝑛 (𝑃). Therefore, we conclude that 𝑵 can be applied to replace CEW-DTW to assess answers
𝑹

roughly. But, 𝑵 cannot be used to replace 𝑀𝑛 (𝑃) or 𝐸𝑛 (𝑃) to assess answers.
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6.4 Comparison Lengths of Answers with the General Entropy,
the Markov Transition Probability Entropy, and CEW-DTW
respectively
Length of an answer is another statistical property. We can also compare length of answers and
different methodologies so as to check whether length of answers can replace these methodologies
to assess answers.
•

Compare Length of answers and the Markov Transition Probability Entropy

Figure 48: Relationship between Lengths and the Markov Transition Probability Entropy
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•

Compare Length of answers and the General Entropy

Figure 49: Relationship between Lengths and the General Entropy
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•

Compare Length of answers and CEW-DTW

Figure 50: Relationship between Lengths and CEW-DTW
From Figures 48, 49 and 50, we find that each relationship can be separated to three groups.
Lengths of answers cannot give more information to judge 𝐸𝑛 (𝑷) or 𝑀𝑛 (𝑷). However, lengths of
answers show a penalized relationship with CEW-DTW. That is, we cannot conclude that answers
with long or short lengths have high or low value of CEW-DTW. If an answer has a median length,
the length has a positive relationship with CEW-DTW. Therefore, length of answers cannot be
adapted to replace 𝐸𝑛 (𝑷) or 𝑀𝑛 (𝑷) to assess answers in general. But length of answers can replace
CEW-DTW to assess answers if lengths of answers are not too long or short.

6.5 Conclusion
From above statements of comparison, we can make some conclusions. 𝐸𝑛 (𝑷), 𝑀𝑛 (𝑷), or CEWDTW can be applied in different situations. 𝐸𝑛 (𝑷) fit for long or short answers. 𝑀𝑛 (𝑷) fits for
long answers. CEW-DTW uses an “ideal” answer as a standard to rank answers. If we hope to care
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about keywords as well as time series sequence of keywords, we can use CEW-DTW to judge
answer qualities. If we use 𝐸𝑛 (𝑷) and 𝑀𝑛 (𝑷) as an assessment, we do not need a standard to judge
answer qualities. In real answers, noises are also necessary and cannot be discarded. If an answer
only has keywords without noises, it cannot easily to be considered as a good or bad answer. Thus,
if we hope to verify answers’ quality in terms of keywords and noises together, we can use 𝐸𝑛 (𝑷)
to assess answers. When we analyze answers, we are usually given multiple keywords for analysis.
If we hope to find inner-connection of keywords and noises, we can use 𝑀𝑛 (𝑷) to assess answers.
Therefore, 𝐸𝑛 (𝑷), 𝑀𝑛 (𝑷), or CEW-DTW can be applied in various situations.

R/N has a roughly negative relationship with CEW-DTW and less an obvious relationship with
𝐸𝑛 (𝑷) or 𝑀𝑛 (𝑷). Thus, we can sometimes use R/N to replace CEW-DTW, since R/N is easily to
be computed. In the future, we plan to develop some mew methodologies in terms of Wald–
Wolfowitz Run test. We can then try to verify answer qualities from the viewpoint of random
patterns.

Though length of answers has no necessary relationship with 𝐸𝑛 (𝑷) and 𝑀𝑛 (𝑷), it has penalized
relationship with CEW-DTW. Thus, if the length of an answer is not too long or short, the length
of an answer has a rough positive relationship with CEW-DTW. In the future, we plan to analyze
how long of an answer can be assessed by CEW-DTW.
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Chapter 7
Conclusion and Future Plan

7

7.1 Conclusion
Throughout the entire process of the thesis, we summarize main contributions in several parts.
Firstly, we develop CEW-DTW. This methodology gives us a standard—an “ideal” answer—to
rank answers. It has been proved to have a better ranking performance than Dynamic Time
Warping and Dynamic Time Warping-Delta. Secondly, we develop KL-CEW-DTW from CEWDTW. This methodology rank answers from the viewpoint of distributions of keywords and noise.
It is proven to be better than CEW-DTW in ranking performance. Thirdly, we develop the general
entropy, which use probabilities of noise and keywords to analyze answers. We develop an
imaginary answer with the maximum entropy probabilities from the global probabilities in terms
of the general entropy methodology. The maximum general entropy answer gives us a way to
judge which keywords are important. We also find a way to determine the optimum number of
keywords. According to this optimum number, we do not need to select too many keywords.
Fourthly, we study inner connections of noise and keywords by applying the Markov transition
matrix. This methodology contributes to judge which two keywords are usually connected. The
inner connections are helpful to find the trend of speech.

Another contribution is that we can regard CEW-DTW, KL-CEW-DTW, the General Entropy, and
the Transition Probability Entropy together as a simple development process of Artificial
Intelligence from Semi-Supervised Learning to Supervised Learning. For the large volume of
answers, our analysis process is from the simple analysis stage to the complicated analysis stage.
We begin by explaining Unsupervised Learning, Semi-Supervised Learning, and Supervised
Learning. According to the description of some literatures ([127], [128]), these three learnings can
be explained as follows:
•

Unsupervised Learning: the data set is unlabeled

•

Supervised Learning: the data set is labeled
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•

Semi-Supervised Learning: this learning is between Unsupervised Learning and
Supervised Learning. It means some data are labeled.

Therefore, if the set of answers is unlabeled, we can use unsupervised learning to analyze these
answers. Here, we consider unlabeled answers to be answers with no keywords. Similarly, if we
use different keywords to analyze answers, we can apply supervised learning to analyze them; if
we regard different keywords as the same keyword to analyze answers, we can apply semisupervised learning to analyze them. Semi-supervised learning can enhance efficiency of
assignments which are ever carried out by supervised learning, when the volume of labeled data
is very large ([129]). By applying unlabeled data, some supervised methodologies can be
transferred to semi-supervised methodologies ([130]). So, semi-supervised learning may perform
as well as supervised learning, but with some performance difference ([129]). When we use semisupervised and supervised learning to analyze data respectively, analysis results may roughly
similar. Since our analysis about answers are related to keywords and the noise, we can resolve
these analysis into fields of semi-supervised learning and supervised learning respectively.
Frthermore, different supervised learning methodologies may perform significant variability
across the problems, it means excellent methodologies sometimes show bad performances, and
poor efficient methodologies sometimes show wonderful performances ([131]).

For CEW-DTW and KL-CEW-DTW, we use the number 1 and 0 to represent the keyword and
the noise respectively in an answer. Since 1 and 0 represents any keyword and noise in these two
methodologies, CEW-DTW and KL-CEW-DTW can be regarded as two methodologies of semisupervised learning. For the general entropy and the transition probability entropy, we use
numbers: 0,1,2, … , 𝑛 to represent the noise, the keyword 1, the keyword 2, …, and the keyword 𝑛
respectively in an answer. Thus, these two methodologies belong to supervised learning, but not
strictly supervised. Since supervised learning is more complicated than semi-supervised learning,
our data analysis for answers starts from semi-supervised learning. Therefore, we firstly develop
CEW-DTW and KL-CEW-DTW, then we develop the general entropy and the transition
probability entropy. The comparison results in Chapter 6 illustrate that performances of some
methodologies are roughly similar indeed. On the other hand, though we consider both the general
145

entropy and the transition probability entropy to be methodologies about semi-supervised learning,
their performances indeed show some difference in ranking answers. Based on above analysis, we
believe that our research progress can be described as a simple development process of Artificial
Intelligence. Currently, our developed methodologies are not in consideration of grammar. These
methodologies are mainly based on qualities of keywords and the noise. Though there are some
methodologies or systems, which care about linguistic properties of texts ([132], [133]), these
methodologies or systems are required to be supported by powerful capabilities of computing. So,
our methodologies are not complete artificial intelligent methodologies. However, our
methodologies can be developed better to combine linguistic grammar in the future.

These methodologies can be applied in many fields. CEW-DTW or KL-DTW-CEW is developed
from DTW. Since DTW is also widely applied in image analysis. We can also adapt CEW-DTW
or KL-CEW-DTW to analyze images. We plan to use these methodologies to analyze features of
image edges. Therefore, we can do some researches about image classification or clustering. We
also try to introduce the General Entropy and the Markov Transition Probability Entropy to human
resource managers to help them assess the interview quality. These methodologies can be applied
in different situations. For example, if human resource managers hope to assess introduction
qualities of various interviewees, the Markov Transition Probability Entropy will be helpful. Since
introduction is usually long and the Markov Transition Probability Entropy can check the innerconnection of words, human resource managers can verify the logicality of introduction. If human
resource managers want to check answer qualities of different interviewees, the General Entropy
is helpful, since answers are usually verified in terms of key information as well as other useless
words.

7.2 Future Plan
First of all, we plan to continue analyzing the Markov transition probability entropy, we try to
analyze entropy of multiple transitions (e.g. more than two keywords). Secondly, since we
combine Java and R together to implement methodologies, we try to use these methodologies to
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deal with more large computation by applying distributed computational methodologies. Also, we
want to develop R packages to implement functions of Java codes in the future. For example, we
can develop the R package to calculate the transition matrix. Thus, the Markov Transition
Probability Entropy can be completely implemented by R. Furthermore, statistical methodologies
are hard to be explained clearly in practice. We plan to adapt J2EE technology to develop a
platform. On this platform, we can implement various dynamic data visualization to explain data.
It can help readers to understand our methodologies intuitively.
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Appendices
•

R Codes of DTW distance:

for(i in 1:"Total File number"){
d <- c()
s <- paste("the Zero/One file address",i,sep="")
s <- paste(s,".txt",sep="")
originaldat <- readLines(s)
dat <- unlist(strsplit(originaldat, ",", fixed = TRUE))
thelen = length(dat)
for(j in 1:thelen){d <- c(d,as.numeric(unlist(dat[j])))}
alignment <- dtw(the_Ideal_answer,d,keep=TRUE)
}
•

R Codes of 𝒈(𝑸):

Q_d <- c()
Q_originaldat <- readLines("the Address of Global Probability")
Q_dat <- unlist(strsplit(Q_originaldat, ",", fixed = TRUE))
Q_thelen = length(Q_dat)
for(j in 1:Q_thelen){Q_d <- c(Q_d,as.numeric(unlist(Q_dat[j])))}
q.f <- function(lambda){sum(exp(-1-(lambda/Q_d)))-1}
uniroot(q.f, c(-10000,10000))$root
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