Série de Poincaré et systèmes de paramètres pour les invariants des formes binaires by Dixmier, Jacques
Acta Set. Math., 45 (1983), 151—149 
Série de Poincaré et systèmes de paramètres 
pour les invariants des formes binaires 
J. DIXMIER 
Pour le 70-ième anniversaire du Professeur Béla Sz.-Nagy 
1. Introduction. Soient G un groupe, V un espace vectoriel complexe de 
dimension finie, C[F] l'algèbre des fonctions complexes polynomiales sur V, 
Q une représentation linéaire de G dans V, C[V]G la sous-algèbre de C[F] formée 
des éléments £>(G)-invariants. Soient C[V]G l'ensemble des éléments de C[V]G 
qui sont homogènes de degré n, et d„=d\m C[V]G. La série de Poincaré de l'algèbre 
graduée C[V]G est F(z) = 
N Ë O 
Supposons désormais que G soit un groupe algébrique réductif et que la 
représentation Q soit rationnelle. Soit (plt pr) un système de paramètres 
homogènes dans C[V]a (il en existe). Alors C[K]G, considéré comme module sur 
C[/71; ...,pr], admet une base (q1=], q2, qs, •••, q^) formée d'éléments hor^op^-s 
(cf. par exemple [7]). Si l'on pose degPi=di, deg qj=ei, on a donc 
„ zei + ze«+. .. + ze* F(z) = 
( l - z " i ) ( l - z d O . . . ( l - z d r ) • 
Réciproquement, supposons que F{z) se mette sous la forme 
zei +ze» + ... +ze< F(z) = 
( l - z r f i ) ( l - z ^ ) . . . ( l - z < ) 
où e[, ..., e't, d[, ..., d'T sont des entiers > 0 (r est nécessairement l'ordre du pôle 1). 
Existe-t-il un système de paramètres homogènes de degrés d[, ..., d'rl Un contre 
exemple a été obtenu par R . STANLEY [7], 3.8, dans lequel G est un groupe fini. 
Nous allons construire un contre-exemple dans lequel G = SL(2, C). 
Avec les notations ci-dessus, la borne inférieure de s pour tous les systèmes de 
paramètres homogènes de C[V]G a été appelée dans [2] la complexité de C[F]°; 
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ce nombre fournit une manière de mesurer la «distance» de C[V]G à une algèbre 
de polynômes. Dans le contre-exemple annoncé, nous calculerons cette complexité. 
Désormais, on prend G=SL(2, C). Soit Vt l'espace des formes binaires 
de degré d à coefficients complexes, dans lequel G opère canoniquement par une 
représentation irréductible Qd (on a dim Vd=d+1). Soit cd la complexité de 
C[FJ°. T. A. SPRINGER a obtenu [6] l'évaluation C J Ë A D - 9 ' 2 2 d où a est un nombre 
=-0 indépendant de d. La démonstration de Springer utilise des calculs assez 
délicats concernant la série de Poincaré; mais, concernant les degrés despj, Springer 
n'utilise que l'inégalité évidente degPj=2\ en conservant la méthode de Springer, 
mais en évaluant ces degrés de manière plus détaillée, nous prouverons que, si 
A est un nombre < 1/2, on a c ^ e x p (Ad log d) pour d assez grand. La démonstra-
tion utilise un théorème sur la répartition des nombres premiers. 
Première partie 
2. Soient V — © , Q=Qb®Qi- La décomposition V—V&®VX définit 
une bigraduation (C[K]° de C[Vf- Soit am„=dim C[F]«„. La série 
de Poincaré de l'algèbre bigraduée C[V]G est <P(z, z') = am„zmz'". Comme 
m, nmo 
C[F]c s'identifie à l'algèbre des covariants d'une forme binaire de degré 5, on trouve 
la valeur de z') dans [8], p. 224. 
Comme dans l'introduction, graduons maintenant C[V]G par le degré total. 
Sa série de Poincaré est F(z)=$(z, z). Utilisant [8], on trouve 
_ 1 ~ + + - 3z1 0+3z1 2- 5z14 - z16+z20 - z22 
( Z ) ~ (1 - z2) (1 - z4)2 (1 - z4)2 (1 - z8) 
Le numérateur est divisible par 1 — z2, d'où 
_ 1 + z6 + 6z8 + 3z10 + 6z12 + z1*+z20 
n z ) ( l - z 4 ) 2 ( l - z 6 ) 2 ( l - z 8 ) 
On vérifie facilement que l'écriture (1) est la forme irréductible de F(z). Comme 
tous les coefficients du numérateurs sont ^0 , cette forme de F(z) est du type 
considéré dans l'introduction. Comme elle est irréductible, c'est l'unique écriture 
minimale de F(z) au sens de [2]. 
3, Lemme. Soit cp—ax5+5bxiy+l0cx3y2+l0dx2y3+5exyi+fy5 une forme 
binaire de degré 5. Soit i¡/ le transvectant ((p, <p)4. On a 
(2) i-i/r = (ae—4bd+'ic2)x2+(af— 3be+2cd)xy+(bf— 4ce + 3 d2) y2. 
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Les conditions suivantes sont équivalentes: 
(i) cp a une racine d'ordre S 4 en x/y ; 
(ii) 0 = 0 . 
La formule (2) est très facile. Pour prouver (i)=>(ii), on peut, par action de 
SL (2, C), se ramener au cas où (p=ax&+5bxiy; alors \¡/=0 d'après (2). Supposons 
maintenant 0 = 0 , et prouvons (i), qui est d'ailleurs un casparticulier de P. G O R D A N , 
Vorlesungen über Invariantententheorie, 1885, p. 204. 
Par action de SL(2, C), on se ramène au cas où / = 0 . La condition 0 = 0 
se traduit alors par ae—4bd+3c2= —3be+2cd = —4ce+3d2=0. Si e=0, on 
trouve d—0, c=0, donc (i) est vérifié. Supposons e?±0. Par action de SL (2, C), 
on peut, sans perdre les conditions précédentes, supposer que d = 0 . Alors, on 
trouve c=0, 6=0, a=0 , donc (i) est encore vérifié. 
4. Soit (cp, (p')eVr,® V1=V, avec 
(p=axa+5bxiy+ 10CAT3>' Î+ \0dx*y3+5exyi+fy!', q>'=a'x+b'y. 
L'algèbre C[V]a s'identifie à l'algèbre des covariants de <p. On a donc en [4], 
p. 131, une table de générateurs de C[V]G. Posons 
•Ai = y(<7>. 9)^6:2,0, <p2 = y (<P> 4*3 = (<P, W i i ^ 3,O-
(La notation coÇ.Vi;Jtk signifiera que co est une forme homogène de degré i en 
x et y, dont les coefficients sont homogènes de degré j en a, b, . . . , / , et de degré 
k en a',b'.) Alors (i¡s2, ^2)2 est un scalaire qui dépend de cp, disons p^cp), où 
Px est une fonction polynomiale homogène de degré 4 de a,b,...,f. On a />i£C[Fs]®. 
Nous considérerons px comme une fonction polynomiale bihomogène sur V, 
de bidegré (4,0): 
Définissons de même />2ÇC[K]°0 et />3£C[K]f20 par 
P2 W) = OA2. We. P3 (<P) = («AI, Ç>2)io • 
Les fonctions pi,p2,p3 s'identifient à 3 invariants fondamentaux de <p de degrés 
4, 8, 12. Définissons encore />4€C[F]£5, p5£C[V]Gi2, A , € C [ K ] « 6 , p&C[¥]£„ par 
PÁ<P, <P') = (<P, <P'%, PÁ(P, <P') = (^2, <P'2)2, Pe = ("Ai, <P'\, Pi = ("As, <P'\ • 
5. Théorème, (i) Les éléments Pi,Pi, pt, p2+p6, P3+P7 de C[ V]a sont 
homogènes pour la graduation totale, de degrés 4, 4, 6, 8, 12. 
(ii) L'ensemble {/?1; p5, Pi, p2+pe, Pz+Pi) est un système de paramètres 
pour C[V]G. 
(iii) La complexité de C[V]G est 38. 
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(iv) Il n'existe pas de système de paramètres homogènes de C[V]° correspondant 
à l'écriture (1) de la série de Poincaré. 
(i) est évident. 
(ii) Supposons que p1} p6, Pi, Pî+Pt, Pz+Pi s'annulent pour (cp, <p'). On va 
prouver que (cp, <p') est instable. Comme le degré de transcendance de C[K]c 
sur C est 5, cela établira (ii). 
Supposons d'abord [¡/¡¡=0, donc p2=0. D'après le lemme 3, on se ramène 
au cas où cp=ax5+5bxiy. Alors 
fa = (ax3+3bx2y)-0-(bx?)2 = -b2x\ p6=-b2b'\ Pi = ab'5-5ba'b'\ 
Les conditions p^ip, (p')=(p2+p^(<p, <¡»0=0 donnent ab'5—5ba'b'i=b2b"s—0. 
Si b'=0, (cp, cp') est instable d'après le critère de Hilbert—Mumford. Supposons 
b'^O. Alors, 6=0, puis <2=0, donc (p=0 et il est clair que {<p,<p') est instable. 
Supposons désormais ij/^ 0. Puisque 0=py((p, cp')—1/^)2 > ^2 admet 
une racine double en x/y, et, par action de SL (2, C), on peut supposer que cette 
racine est 0. D'après le lemme 3, on a alors 
(3) ae—4bd+3c2 * 0, 
(4) af—3be + 2cd = 0, 
(5) bf—Ace + 3d2 = 0. 
Par ailleurs, 0=pi(q>, <p')=(ae—4bd+ 3c2)b'2 donc, compte tenu de (3), 
(6) b' = 0. 
Supposons d'abord a'=0. Alors pe et p7, qui sont de degrés >0 en (a',b'), 
s'annulent pour (cp, (p'). Donc 0=p1(<p)—p2((p)=p3,((p) de sorte que cp est instable 
dans Vb. Alors (cp, (p')=(cp, 0) est instable dans V. 
Supposons désormais a'^0. On a 0=pi(cp, (p')=((p, <p'5)5= —fa'" donc " 
(7) f= 0. 
Comme 1¡/\ est proportionnel à x10, la condition (7) entraîne que (1ç> 2 ) i 0 =0 , 
d'où p3((p, <p')=0. Alors, p7(<p, (p')—0, c'est-à-dire (1¡/3, <p'\=0. Comme 
(p'i=a'9xi, le seul terme de qui intervient dans le calcul de (t/^, (p'9\ est le 
terme en j>9. Il nous suffit donc de considérer les termes en xy* et y5 dans <p, 
en xy5 et y6 dans 1/̂ : 
cp = ... + 5exy4+fyi = ... + 5exy*, 
fa = (... + dy3)(... + 3exy2)-(... + 3dxy2+eys)2 = . . . - 3 edxyb-e2ys, 
fa = (... + e / ) (... - e 2 / ) - (... + 4exy3) [... - 1 edy4). 
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Le terme en y9 de \j/3 est donc —e3y9, d'où 0=(\j/3, <p'9)9=eV9. Comme aVO, 
on en déduit que 
(8) e = 0. 
Les conditions (5), (7), (8) donnent d—0. Comme b'=0, {<p, <p') est instable dans 
V d'après le critère de Hilbert—Mumford. 
(iii) et (iv). Soit (q1, q2, q3, qb) un système de paramètres homogènes 
de C[F]c. Soit ¿ ; =deg (e/,-). On peut supposer que ¿ ^ < / 2 = 4 = ^ = 4 - Montrons 
que 
(9) d . d M d , S 210 • 32. 
On a 
A(z) F(z) (1 - Z'i) (1 - zd*) (1 - z'a) (1 - zd4) (1 - zdi) 
où les coefficients du polynôme A(z) sont ^0 . Nous allons imiter le raisonnement 
de [2], §2. D'après la forme irréductible (1), F{z) admet — 1 comme pôle d'ordre 
5, ]/— 1 comme pôle d'ordre 3, (l + j/ —3)/2 comme pôle d'ordre 2. Donc les 
sont tous pairs, trois d'entre eux sont divisibles par 4, deux d'entre eux sont 
divisibles par 6. Le développement en série de F{z) commence par 1 +2z4 + 3z6. 
Comme les coefficients de A(z) sont ëO, on voit que les d¡ sont tous S4, et 
que, si l'on note a (resp. 0) le nombre de d¡ égaux à 4 (resp. 6), on a oc^2, 0 ^ 3 . 
Supposons a = 0 . Les ¿¡ sont ^ 6 . Trois d'entre eux sont divisibles par 4, 
donc trois d'entre eux sont ^ 8 . Donc /^¿¡ =83 • 6 2 =2 U • 32. Supposons a = l . 
Alors dx — 4. Les entiers ¿2 , d3, ¿4 , ¿5 sont = 6 et deux d'entre eux sont ë 8 , 
donc JJd^A-82 • 62,=210 • 32. Supposons a=2 . Alors dx—d2=4. Distinguons 
plusieurs cas. Supposons 0 = 0 . Alors ¿ 3 =8. Comme deux des d¡ sont divisibles 
par 6, deux des d¡ sont isl2, donc JJd¡^42 • 8 • 122=2U • 32. Supposons 0 = 1 . 
Alors î/3=6, ¿4=È8. Comme deux des d¡ sont divisibles par 6, on a ¿ 5 ^12, 
donc JJ^i—42• 6• 8 • 12=210-32. Supposons 0=3 . Alors ¿ 3 = ¿ 4 = ¿ 5 = 6 , ce qui 
est impossible puisque trois des d¡ sont divisibles par 4. 
Reste le cas 0=2 . Alors ¿ : )=¿4 = 6, ¿5 = 8. Comme trois des d¡ sont divisibles 
par 4, on a ¿¡€{8,12,16,...}. Si ¿5& 16, on a /7 '¿ is42-62- 16 = 210-32. On va 
enfin montrer que les cas ¿ 5 =8, ¿5 = 12 sont impossibles. Supposons ¿ 5 =8. 
On aurait donc un système de paramètres homogènes de degrés 4, 4, 6, 6, 8. Les 
conditions q^cp, 0) = q2((p, 0 )= ...=qs((p, 0) = 0 doivent entraîner l'instabilité de cp. 
Or C[V5]a ne contient que deux éléments homogènes algébriquement indépendants 
de degré ^ 8 , et l'annulation pour (p de deux tels invariants ne peut entraîner 
l'instabilité de <p puisque C[V5]° a pour degré de transcendance 3. Supposons 
d5= 12. On aurait donc un système de paramètres homogènes de degrés 4, 4, 6, 6, 12. 
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Considérons leurs restrictions à V5. Comme C[K5]g=0 et que dim C[VB]° = l, 
on obtient une contradiction comme dans le cas précédent. 
On a donc prouvé (9). Comme le produit 4S • 62 • 8=2® • 32 correspondant 
à l'écriture (1) de F(z) est <210 • 3*, on en déduit (iv). D'autre part, l'écriture de 
F(z) correspondant au système de paramètres trouvé en (ii) donne JJd— 
=42 • 6 • 8 • 12=210 • 3S, et fournit donc la valeur minimale de JJdt pour tous les 
systèmes de paramètres homogènes; dans cette écriture, le numérateur A(z) se 
déduit du numérateur de (1) en multipliant par 1 +z 8 ; la somme des coefficients de 
A(z) est alors 
2(1 + 1+6 + 3-1-6+1 + 1) = 38 
ce qui prouve (iii). 
6. Il reste à savoir si l'on peut obtenir un contre-exemple analogue à 5 (iv) quand 
on considère une représentation irréductible de SL (2, C). Cela est intéressant 
puisque les séries de Poincaré ont alors été calculées explicitement jusqu'à la 
dimension 17. 
7. Le système de paramètres construit en 5 (ii) n'est pas bihomogène. En fait, 
il résulte de [1] qu'il n'existe aucun système de paramètres bihomogènes de C[F]°. 
Deuxième partie 
8. Lemme. Soient n et p des entiers tels que p^n. On considère une 
forme binaire de degré n en x et y du type suivant: 
f(x,y) = a0xn-''yu+a1*,-u-pyu+p + a2xn-u-2pyu+2l'+... + asxa-u-"'yu+sp 
où a0, alt ..., On suppose f instable. Alors f(x,y) admet 0 ou <=° comme 
racine en x/y de multiplicité >n/2. 
Posons g{X,Y)=aQX,+aiX,-1Y+a2X°-2Y2+...+asY'. On a f(x, y) = 
=xn~u~spy"g(xp, yp). On considère les racines en X/Y de g(X, Y), à l'exclusion 
de 0 et oo; soient Oj, ..., œr ces racines, deux à deux distinctes; la somme de 
leurs multiplicités est Alors les racines en x/y de f(x, y), à l'exclusion de 0 
et sont 
« p , CUVpexp (2in/p), ..., (o)lp exp (2in(p — i)/p) ( j = 1, 2, ...,r). 
Comme coj ̂  0, oo pour tout j , chacune de ces racines est de multiplicité ^ s . 
Or u+sp^n, donc Comme / est instable, / admet une racine en 
x/y d'ordre >«/2. D'après ce qui précède, cette racine est O o u « . 
9. Lemme. Soient n,b des entiers S i . Soit p un nombre premier tel que 
n/(2b — l)>/7ën/(2è + l). Soit (P1, P2, ..., P„-2) un système de paramètres homo-
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gènes pour les formes binaires de degré n. Soit ôj = deg Pj. Alors p divise ôj pour 
au moins b indices j. 
Toute forme binaire de degré n s'écrit a0x"+a1xn~1y+...-\-any". Chaque 
P j est un polynôme en ot0, a1( ..., ct„. Nous supposerons que <51( ..., ôr sont 
divisibles par p et que <5r+1, ..., sont non divisibles par p. Il s'agit de prouver 
que r^b. Distinguons 4 cas suivant que n/(2b—l)^-p^n/2b, p=n/2b, n/2b>-p> 
>n/(2b+l),p=n/(2b+l), 
Dans le 1 er cas, on a 
(10) 0 < p < 2p < . . . < ( f e - l ) p < n/2 (b + l)p (2b-l)p^ n. 
Considérons une forme binaire du type suivant: 
/(*, y) = a0xn + 7.pxn-pyp+a2p x" " 2 V + • • • + oc(2i, - 1)p -<2i- -1»_1)p-
Supposons Pr+1(f)9i0. Alors P r + i contient, avec un coefficient non nul, un 
monôme de la forme 
„H ~Pp „Plp„»(.U> - l)p a 0 ap 2p (2fc— l)p • 
D'après [3], p. 32, on a 2(pfip+2pn2p+...+(2b-l)pp(_2b_1)p)=n8r+1. Comme 
p est premier et ne divise pas n, p divise <5r+1, ce qui est absurde. Donc, 
Pr+i(f)=0. De même, Pr+2(f)=...=Pn_2(f)=0. 
Dans PU...,P„ remplaçons ak par 0 toutes les fois que p ne divise pas k. 
On obtient des polynômes homogènes Qi,---,Qr en a0 , ap, ..., oc(2b_1)p. Les 
conditions 
(11) ô l (a 0 , ..., Z(zb-l)p) = Ô2(«0, •••> «(26-1 )p) =• • •= Qr(?0, •••> «(26-1)P) = 0 
entraînent que P1(f) = ...=Pr(f)=0. Par ailleurs, P r + 1 ( / ) = . . . = P n _ 2 ( / ) = 0 
comme on l'a vu. Donc f est instable. D'après (10) et le lemme 8, on a aQ=ap=... 
. . .=a(6_i)P=0, ou <xbp=aib+1)p=...=<x(2b_1)p=0. Ainsi, les équations (11) définis-
sent dans C2b un cône algébrique de codimension ^b. Donc r^b. 
Dans le 2ème cas, on a 
1 < p+1 < 2p+l (b-l)p+l < n/2 < bp+1 < 
(12) 
Considérons une forme binaire du type suivant : 
f(x, y) = cc1^~1y+ap+1x?'~p~1yp+1 + ...+a(2b_1-)p+1xn~i2b~1)p~1y<-2b~1)p+1. 
Si P r + 1 ( / ) ^ 0 , on voit comme dans le 1er cas qu'il existe des entiers ¡ij tels que 
2(fi1+(p+l)np+i+(2p+i)nip+1+ ...+((2b — i)p + i)piib-1yp+1) = nôr+1 = 2 bpôr+1, 
lil + flp+l + fi2p + l+ •••+H(2b~l)p + 1 ~ ^ r + l 
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d'où ppp+1+2pp2p_l.1+ ...+(2b-l)pp(2b_1)p+1=(bp-l)ôr+1. Donc p divise <5r+1, 
ce qui est absurde. Donc Pr+i(f)=Pr+2(f)=... = Pn-2(f). 
Dans Px, ...,Pr, remplaçons <xk par 0 toutes les fois que p+\,2p+\,... 
..., (26 —1)/J+1}. On obtient des polynômes Qlt ..., Qr dont l'annulation entraîne 
l'instabilité de / . D'après (12) et le lemme 8, on a r ^ b . 
Dans le 3ème cas, on a 
0 < p < 2 p <...< bp < H / 2 < ( b + l)p < (b + 2)p <...< 2 b p < n. 
On considère a0x"+apx"~pyp+...+a2bpxn~2bpy2bp et l'on raisonne comme dans le 
1 er cas. 
Dans le 4 ème cas, et si />> 2, on a 
1 < p+1 < 2p+l <...< bp+l < n/2 < (6 + l ) p + l < . . . < 26p + l < n. 
Raisonnant comme dans le 2 ème cas, on a cette fois 
2 (/'i +(P+1)/<P+1 + • • • + (2bp +1 ).u2bp+1) - (26 + l)p<5r+1, 
d'où 2(pi_ip+!+2pfi2p+1 + ...+2bpn2bp+1)=((2b +\)p-2)ôr+1. Comme p>2,p divise 
<5r+1 et l'on termine comme plus haut. Supposons p=2, donc «=2(26+1). On 
revient à la méthode du 1 er cas, en écrivant 
0 < 2 < 4 < . . . < 26 -< «/2 < 26+2 < . . . < 4 6 + 2 = n, 
f(x, y) = oc0xJ' + oi2x"-2y2 + a4x"-y+...+«„/•. 
Si Pr+i(f)^0, on a 2(2^2+4/I4+ . . .+«//„)=2(26+l)5 r + 1 donc 2 divise <5,+1, 
ce qui est absurde. On trouve même, dans ce cas, que p divise ôj pour au moins 
6 + 1 indices j. 
10. Théorème . Soit A un nombre <1/2. Alors c„^exp (An log n) pour 
n assez grand. 
Soit pi>p2>... la suite décroissante des nombres premiers Soit a=a„ 
le plus petit entier tel que n/(2a+1)<2. Définissons des entiers sx, s2, ..., sa par 
n >p2 = »13 
"/3 > PS1+1 > PS1+2 >•••> Psi = "15 
n/5 > p ï 2 + 1 > pS2+2 pS3 S n\l 
«/(2a —1) > P S a . l + 2 > • • •>&„ ^ "/(2a +1) 
(certaines lignes de ce tableau peuvent ne contenir aucun /?,). 
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Pour p=pSb i+1,pSb i+2, ...,pSb, pb divise <5I<52...<5„_2 (lemme 9). Par suite, 
¿i<>2 ••• «Va = PiP2 ••• PS1P\ + iPÎt+2 ••• P% ••• Pt-t+iPsa-i + z ••• 
ou 
<Ms ••• ¿n-2 = (PlP-2 ••• Psa)(Psl + lPs1 + 2 ••• PsJ ••• (Psa-i+lPsa-i + 2 ••• PsJ-
Soit & l'ensemble des nombres premiers. Pour x réel tendant vers 
on a log [J p~x ([5], th. 413 et 434). Choisissons des nombres A', A" tels que 
2A<Â'<A'Soit d=d„ le plus petit entier tel que 2d— 1^/j/ logn. On a, 
pour n assez grand, 
]J P — e x P (A'ri), ïï P^expU n P^expi/l'-îi-) pfâ> pe» v JJ \ ¿a — i/ i>e > P i  V - > ' p € i 
p ^ n p « n / 3 p c n / ( 2 d - l ) 
donc 
M 2 ... ¿„-2 ^ exp ( ¿ ' „ ( 1 + 1 + 1 + ... + _ ! _ ) ] . 
Quand on a d~n/2 log n, donc 
, 1 1 1 1 , n 1 , 
1+-T + T + ••• —T ~ "T l o8i ~ "T l 0 S" ' 3 5 2a — 1 2 log n 2 
Par suite, pour n assez grand, on a 
(13) ô1ô2 . . . <5„_2 S e x p ( l y i " « l o g « j . 
Si le système de paramètres (Plt ..., Pn_2) est choisi convenablement, on a 
(14) cJ(S1ô2...ô,1_2)^Bn-^ 
où B est une constante > 0 ([6], 3.4.12). Le théorème résulte de (13) et (14). 
11. R e m a r q u e . Il est probable qu'en fait la croissance de c„ est encore plus 
rapide. 
12. R e m a r q u e . En considérant dans le lemme 9 des puissances de nombres 
premiers, on peut améliorer légèrement la conclusion de ce lemme. Mais cela ne 
permet pas d'améliorer le théorème 10. 
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