In this paper, identification of a person is carried out using Discrete Cosine Transform (DCT) and Discrete Wavelet Transform (DWT) coefficients as palmprint features. Dimensionality reduction was carried out using Principal Component Analysis (PCA) and the reduced features were classified using Support Vector Machine (SVM). The segmented palmprint images used in this study are from the IITD palmprint database. Here, we describe the palmprint identification methodology, which can be summarized in a number of distinct steps: (1) preprocessing, (2) feature extraction, and (3) classification. Experiments were developed on a database of 100 images from 20 individuals. This study shows that DCT is better for palmprint identification with an accuracy of 99% compared to DWT which gives 96.66% accuracy.
INTRODUCTION
Biometric technology has the potential to deliver widespread automatic identification of individuals by measuring their biological or behavioral characteristics. Physiological characteristics are connected with the shape of the body. Examples: fingerprint, face recognition, DNA, palmprint, hand geometry. Behavioral characteristics are connected with the behavior of a person. Examples: typing rhythm, voice, gait. It has a number of current and potential applications relating to national security and law enforcement. There is growing interest in the use of biometrics for small-scale security of buildings and IT systems and for use in access/I.D. cards.
The areas where biometrics could be used include: timing and attendance, controlling access to restricted areas, Identifying known terrorists or criminals, gathering intelligence on people"s travel patterns, etc.,
Biometric Technologies
There are many biometric technologies to suit different types of applications: Fingerprints -A fingerprint looks at the patterns found on a fingertip. Hand geometry -This involves analyzing and measuring the shape of the hand. Retina -A retina-based biometric involves analyzing the layer of blood vessels situated at the back of the eye. Iris -An iris-based biometric involves analyzing features found in the colored ring of tissue that surrounds the pupil. Face -Face recognition analyses facial characteristics. Signature -Signature verification analyses the way user signs his name. Voice -Voice authentication is based on voice-to-print authentication, where complex technology transforms voice into text. Palmprint -A palmprint measures the features of the palm to identify the person.
Since the palm area is much larger, more distinctive features can be captured compared to fingerprints. This makes it more suitable in identification systems than fingerprints. Palmprint biometric system produces better accuracy than hand geometry system. This system has no privacy issue like face recognition system. The palmprint scanner cost is lesser than iris scanner. Moreover, palmprint also serves as a reliable human identifier because the print patterns are not found to be duplicated even in mono-zygotic twins. [1, 2] So, in this work, an attempt is made to authenticate a person using palmprint.
Palmprint
Palmprint is the region between wrist and fingers and has features like principle lines, wrinkles, ridges, minutiae points, singular points and texture pattern which can be considered as biometric characteristics. Palmprint features are shown in 
PREVIOUS WORK
During the past two decades, five different classes of extraction algorithms typically applied in palmprint recognition are subspace-based approach, texture-based coding, line-based feature extraction, multiple fusions and transform-based approach. [3, 4] Subspace-based approaches are also called appearance-based approaches in the literature of palmprint recognition. Principal component analysis (PCA), linear discriminant analysis (LDA), and independent component analysis (ICA) are used. [5, 6] Fisher discriminant analysis (FDA) [7] is used to reduce the feature size.
Competitive code method is used as local palmprint texture analysis with binary co-occurance vector. In line based approaches, phase congruency feature extraction method is used.
In transform based approaches, Discrete cosine transform (DCT), discrete fourier transform (DFT), scale invariant feature transform (SIFT), wavelet transform are used for feature extraction. [8, 9] Dual-tree complex wavelet transform has property of shift invariant.
PROPOSED METHOD
The block diagram of the proposed method is shown in Fig.2 .
Histogram equalization is applied to the segmented palmprint for preprocessing and then DCT and DWT transforms are applied to extract coefficients which are used as features for classification. Dimension reduction is done using PCA. Then reduced and normalized features are fed to SVM for classification. 
Preprocessing
The segmented palmprint images used for this work are from the IITD database. This touchless palmprint image database mainly consists of the hand images collected from the students and staff at IIT Delhi, India. This database has been acquired in the Biometrics Research Laboratory during January 2006 -July 2007 using a digital CMOS camera. The acquired images were saved in bitmap format.
This database contains left and right hand images from more than 230 subjects, using a very simple touchless imaging setup, and made available freely to the researchers. [10] These images are preprocessed using histogram equalization.
Histogram equalization is the technique by which the dynamic range of the histogram of an image is increased. Histogram equalization assigns the intensity values of pixels in the input image such that the output image contains a uniform distribution of intensities. It improves contrast, and the goal of histogram equalization is to obtain a uniform histogram.
Feature Extraction
The various step involved in feature extraction are as follows:
Wavelet Decomposition
Wavelet decomposition is the first step in feature extraction. This operation returns the wavelet decomposition of the image at predefined scale, using the wavelet, such as daubechies.
The decomposition vector consists of one approximation coefficient vector and three detail coefficients vector namely, horizontal detail coefficients, vertical detail coefficients and diagonal detail coefficients. In this work wavelet "db4" is used for the decomposition of the enhanced image. The wavelet decomposition shown in Fig.3 , starts with the original signal and fits the mother wavelet to it at the smallest scale. This produces what is called the first wavelet "detail" and a remainder called the "approximation". Then the time scale of the mother wavelet is doubled (called dilation/scale) and it is fit to the first approximation. This produces a second wavelet detail and the remainder is the second approximation and so the process continues until the mother wavelet has been dilated to such an extent that it covers the entire range of the signal.
[11]
3.2.1.1Coefficient extraction

Fig.3. Wavelet decomposition
The vectors are extracted from approximation coefficients, which have the low-frequency components and the detail coefficients are ignored, which have the high-frequency components.
Discrete Cosine Transform
The DCT transforms a signal from a spatial representation into a frequency representation which maps an n-dimensional vector to set of n coefficients. One-dimensional DCT is given by: 
Two-dimensional DCT is given by:
In an image, most of the energy will be concentrated in the lower frequencies, so if the image is transformed into its frequency components and the higher frequency coefficients are discarded, the amount of data needed to describe the image can be reduced. DCT"s energy compaction efficiency is so great that can reduce the amount of data needed to describe the image without sacrificing too much image quality.
[12] It can be seen from Table 1 and Table 2 that higher values of transform coefficients are concentrated on the top left corner.
In this paper, energy compaction property of discrete cosine transform and approximation coefficients of discrete wavelet transform are exploited to extract the palmprint features.
Feature Dimensionality Reduction
Principal component analysis (PCA) involves a mathematical procedure that transforms a number of (possibly) correlated variables into a (smaller) number of uncorrelated variables called principal components. The first principal component accounts for as much of the variability in the data as possible, and each succeeding component accounts for as much of the remaining variability as possible. The mathematical technique used in PCA is called eigen analysis: we solve for the eigen values and eigenvectors of a square symmetric matrix with sums of squares and cross products. The eigenvector associated with the largest eigen value has the same direction as the first principal component. The eigenvector associated with the second largest eigen value determines the direction of the second principal component. The sum of the eigen values equals the trace of the square matrix and the maximum number of eigenvectors equals the number of rows (or columns) of this matrix.
In this work PCA is applied to obtain the most relevant DCT coefficients from a large number of coefficients which are irrelevant and redundant. If q sample palm-print images of each palmprint images of each person are considered and a total of M dominant DCT coefficients are selected per image, the feature space per person would have a dimension of q x M. Implementation of PCA on the derived feature space could efficiently reduce the feature dimension without losing much information. Hence PCA is employed to reduce the dimension of the proposed feature space.
[13]
SVM Classification
SVMs are powerful machine learning techniques for classification and regression. They were developed by Vapnik [1998] , and are based on statistical learning theory. This gave rise to a new class of theoretically elegant learning machines that use a central concept of support vectors and kernels for a number of learning tasks. Kernal machines provide a modular framework that can be adapted to different tasks and domains by the choice of the kernel function and the base algorithm. They are replacing neural networks in a variety of fields. In the parlance of SVM literature, a predictor variable is called an attribute, and a transformed attribute that is used to define the hyperplane is called a feature. The task of choosing the most suitable representation is known as feature selection. A set of features that describes one case is called a vector. So the goal of SVM modeling is to find the optimal hyperplane that separates clusters of vector in such a way that cases with one category of the target variable are on one side of the plane and cases with the other category are on the other size of the plane. The vectors near the hyperplane are the support vectors. [14, 15] The Fig.4 and 5 . below presents an overview of the SVM process. 
PERFORMANCE MEASURES
Supervised Machine Learning (ML) has several ways of evaluating the performance of learning algorithms and the classifiers they produce. Measures of the quality of classification are built from a confusion matrix which records correctly and incorrectly recognized examples for each class. Table 3 presents a confusion matrix for binary classification, where tp stands for true positive, fp for false positive, fn for false negative, and tn for true negative counts. The various performance measures which are used to assess the classifiers performance are [16] 
EXPERIMENTAL RESULTS AND DISCUSSION
150 x 150 segmented palmprint images from IITD database is used in this work. The sample image is shown in Fig.6 . The database contains five different palm print of each palm of an individual . 100 such images of 20 individuals are used for training and testing.
Fig.6. Original image
To enhance the palmprint, histogram equalization is applied and the result is shown in the Fig.7 . 
DWT Experimental Results
Wavelet decomposition is then applied to the enhanced image and the approximation coefficients of levels three to five are extracted. In this work, wavelet "db4" is used. Extracted feature vectors are fed to the SVM classifier for identification of palm print. Level five gives a better accuracy of 96.66% as shown in Table 4 . 
DCT Experimental Results
Discrete cosine transform exploits interpixel redundancies to render excellent decorrelation for the palmprint. Thus, all transform coefficients can be encoded independently without compromising coding efficiency. In addition, the DCT packs energy in the low frequency region (i.e. Top left region), which is shown in the Fig.8 . Therefore, some of the high frequency content can be discarded without significant quality reduction. From the DCT image, 100 x 100 features and 50 x 50 features are fed into PCA. PCA produced 48 projected vectors for both the cases. Hence the performance was calculated using the reduced 48 features. Further we experimented with the first 30, 20 and 10 principal components and the best performance was obtained using 48 features. Summary of performance measures are given in Table 5 . energy packed region low frequency region region 
CONCLUSION
In this paper, DCT and DWT for feature extraction and SVM for identification of palmprints were investigated and analyzed. The work has shown that this method is very effective for the automatic identification of palmprints. The identification achieves the best performance of 96.66% with features extracted from level 5 in the case of DWT because principle lines and wrinkles of the palmprint are represented as low frequency information which are obtained in the lowest decomposition levels. However the study shows DCT outperforms DWT in palmprint identification with an accuracy of 99.00%. 
