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We consider a class of parabolic stochastic PDEs on bounded
domains D ⊆ Rd that includes the stochastic heat equation, but
with a fractional power γ of the Laplacian. Viewing the solution
as a process with values in a scale of fractional Sobolev spaces Hr,
with r < γ − d/2, we study its power variations in Hr along regu-
lar partitions of the time-axis. As the mesh size tends to zero, we
find a phase transition at r = −d/2: the solutions have a nontrivial
quadratic variation when r < −d/2 and a nontrivial pth order vari-
ation for p = 2γ/(γ − d/2− r) > 2 when r > −d/2. More generally,
suitably normalized power variations of any order satisfy a genuine
law of large numbers in the first case and a degenerate limit theorem
in the second case. When r <−d/2, the quadratic variation is given
explicitly via an expression that involves the spectral zeta function,
which reduces to the Riemann zeta function when d= 1 and D is an
interval.
1. Introduction. Let D be a bounded open subset of Rd (satisfying certain reg-
ularity conditions) and consider the following parabolic stochastic PDE on [0,∞)×D
with zero Dirichlet boundary conditions:
(1.1)

∂u
∂t (t, x) =−(−∆)γu(t, x) + σ(u(t, x))W˙ (t, x), (t, x) ∈ [0,∞)×D,
u(t, x) = 0, (t, x) ∈ [0,∞)× ∂D,
u(0, x) = 0, x ∈D.
Here, W˙ is a Gaussian space-time white noise on [0,∞)×D, σ : R→R is a Lipschitz
function, and (−∆)γ is a spectral power of−∆ (see Section 2 for details). The purpose of
this article is study the regularity of t 7→ u(t, ·) as a stochastic process taking values in a
scale of Sobolev spaces Hr =Hr(D) indexed by r ∈R (to be defined in Section 2). More
precisely, we are interested in the asymptotic behavior as n→∞ of the (normalized)
power variation of order p given by
(1.2) V n,rp (u, t) :=∆n
[t/∆n]∑
i=1
(‖u(i∆n, ·)− u((i− 1)∆n, ·)‖Hr
τn(r)
)p
, t ∈ [0,∞), n≥ 1.
In this paper, ∆n is a strictly positive sequence decreasing to 0 (e.g., ∆n =
1
n ), p > 0
is a fixed but arbitrary power, and τn(r) is a normalizing factor depending on r and n
(and γ), chosen if possible in such a way that V n,rp (u, t) converges to a limit V
r
p (u, t),
say, uniformly on compact sets in probability.
In order to describe the flavor of our results, let us specialize to the case where d= 1,
D = (0, π), γ = 1, and σ ≡ 1 (i.e., to the stochastic heat equation on an interval with
additive noise) in this introductory part. As Proposition 2.3 below shows, in order that
u(t, ·) ∈Hr for t > 0, the smoothness parameter r must be taken in the range (−∞, 12).
MSC 2020 subject classifications: Primary 60H15, 60G17, 60F25; secondary 46E35, 11M41.
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2Theorem A. Let u be the solution of (1.1) with d = 1, D = (0, π), γ = 1, and
σ ≡ 1. Assume r < 1
2
and define
(1.3) τn(r) :=

∆
1
2
n if r <−12 ,
(∆n|log∆n|) 12 if r=−12 ,
∆
1
4
− r
2
n if − 12 < r < 12 .
If p≥ 1 is an integer, then
(1.4) lim
n→∞
E
[
sup
t∈[0,T ]
∣∣∣V n,r2p (u, t)−K(r, p)t∣∣∣q
]
= 0
for every q, T ∈ (0,∞), where the constant K(r, p) is given by
(1.5) K(r, p) :=

2pBp
(
(1−1)!
2
ζ(−2 · 1 · r), . . . , (p−1)!
2
ζ(−2 · p · r)
)
if r <−1
2
,
2−p if r=−1
2
,(
Γ(r+ 1
2
)
2( 1
2
−r)
)p
if − 12 < r < 12 .
In the last formula, Bp is the complete Bell polynomial in p variables (see [39,
Definition 2.4.1]), ζ(z) :=
∑∞
k=1 k
−z, for z > 1, is the Riemann zeta function, and
Γ(z) :=
∫∞
0 y
z−1e−y dy is Euler’s gamma function.
The appearance of the Riemann zeta function in formula (1.5) is somewhat unex-
pected. It is related to the fact that in spatial dimension d= 1, the kth eigenvalue of the
Laplacian is proportional to k2 and the norm on Hr is defined using these eigenvalues
(see (2.1)). Somewhat surprisingly, for d≥ 1 and a wide class of bounded open sets D,
conclusions similar to those of Theorem A remain valid, after replacing the Riemann
zeta function by the so-called spectral zeta function (see Corollaries 2.6 and 2.9 and
Remarks 2.7 and 2.10).
As we can see from both the formula for the normalizing sequence in (1.3) and the
formula for the limiting constant in (1.5), the behavior of V n,rp (u, t) changes at the
critical value r =−12 . In fact, our analysis shows that for r <−12 , the terms in the sum
(1.2) become nearly independent and identically distributed as n gets large, so that the
convergence in (1.4) can be interpreted as a (weak) law of large numbers. By contrast,
for r ∈ [−12 , 12), they become deterministic as n→∞, so the law of large numbers is
degenerate in this case. The existence of a critical value of r for the limiting behavior
of V n,rp (u, t) persists if we consider the more general equation (1.1). In fact, Theorem A
is a special case of our main Theorems 2.4 and 2.8 and their Corollaries 2.6 and 2.9.
Various authors have previously studied the regularity of solutions to equations like
(1.1). For instance, the joint space-time Hölder regularity of the solution to the stochas-
tic heat equation on Rd was established in [43]. Hölder regularity of the solution as a
process in Hr (or related spaces) was investigated, for example, in [40, Theorem 11.8]
and [47]. When d = 1 and D is an interval or R, the power variations of t 7→ u(t, x),
for fixed x ∈ R, were analyzed in [5, 6, 13, 41, 46] for p ∈ {2,4} and in [11] for gen-
eral powers. In the same setting, for fixed t > 0, the power variations of x 7→ u(t, x)
were discussed in [13, 30, 41] for p = 2 and in [23] for γ ∈ ( 12 ,1] and p = 2/(2γ − 1).
In the context of one-parameter stochastic processes, power variations have been in-
vestigated for semimartingales [31], fractional Brownian motion and related processes
[14, 15, 36, 37, 38], and moving average processes [3, 4, 16], just to name a few.
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To our best knowledge, power variations in Sobolev-type spaces have not been con-
sidered in the literature before. Even the existence of an L2-continuous random field
solution to (1.1) seems not yet to have been considered (our Proposition 2.1), since
it relies on fairly strong estimates concerning series of eigenfunctions of the Laplacian
(see e.g. Lemma A.1). Also, as Theorem A or the more general Theorems 2.4 and 2.8
below reveal, power variations in Sobolev-type spaces already show a rich behavior in
first order. In particular, there is a phase transition in the law of large numbers that
is not present in, for example, the power variations of fractional Brownian motion (cf.
[3, 14, 16]) or the power variations of the stochastic heat equation in time at a fixed
spatial point (cf. [6, 11, 13, 46]).
In the remainder of this paper, we write A.B if there exists a finite constant C > 0
(that is independent of all quantities of interest) such that A≤CB. Moreover, we use
the notation N= {1,2, . . .} and N0 = {0,1, . . .}.
2. Definitions and results. We first recall some basic definitions. Let 0 < λ1 ≤
λ2 ≤ · · · and (φk)k∈N be the eigenvalues and corresponding normalized eigenfunctions
of −∆, where ∆ is the Dirichlet Laplacian on D with zero boundary conditions, such
that (φk)k∈N forms a complete orthonormal basis of L
2(D), and each φk is smooth [26,
Corollary 8.11] and bounded: see Lemma A.1 (ii). As in [51, Chapter IV, Example 3]),
let E0 be the set of f of the form f =
∑N
j=1 akφk and define, for r ∈R,
‖f‖Hr :=
(
∞∑
k=1
λrka
2
k
)1/2
.
Let Hr :=Hr(D) be the completion of E0 with respect to ‖ · ‖Hr . Then Hr is a Hilbert
space, the Sobolev space of order r, each element Φ of which can be identified with a
series of the form
(2.1) Φ =
∞∑
k=1
ak(Φ)φk, where ak(Φ)∈R and ‖Φ‖Hr :=
(
∞∑
k=1
λrkak(Φ)
2
)1/2
<∞.
As noted in [44, Remark 2.8], the series defining Φ converges in the topology of the
space of distributions on D and in the Hr-norm. The inner product on Hr is given by
(2.2) 〈Φ1,Φ2〉Hr :=
∞∑
k=1
λrkak(Φ)ak(Φ
′), Φ1,Φ2 ∈Hr.
Moreover, Hr ⊆Hs for s≤ r, H0 = L2(D) with ‖ · ‖0 = ‖ · ‖L2(D) by Parseval’s identity,
and the evaluation
〈Φ1,Φ2〉 :=
∞∑
k=1
ak(Φ1)ak(Φ2), Φ1 ∈H−r, Φ2 ∈Hr,
puts H−r and Hr in duality.
The spectral power of −∆ of order γ ∈ (0,∞) is now defined via
(2.3) (−∆)γ :
⋃
r∈R
Hr →
⋃
r∈R
Hr, (−∆)γΦ :=
∞∑
k=1
λγkak(Φ)φk.
It is standard to interpret the SPDE (1.1) using the notion of random field solution
(see e.g. [19, Chapter 4]), in which one gives a suitable meaning to the integral equation
(2.4) u(t, x) =
∫ t
0
∫
D
g(t− s;x, y)σ(u(s, y))W (ds,dy) a.s.,
4which should be satisfied for all (t, x)∈ [0,∞)×D, where the Dirichlet Green’s kernel
g takes the form
(2.5) g(t;x, y) :=
∞∑
k=1
φk(x)φk(y)e
−λγ
k
t
1t>0, (t, x, y)∈ [0,∞)×D2.
The existence and uniqueness of a mild solution to (1.1) can be established under
appropriate conditions on γ and D. The proof of the next Proposition is given in the
Appendix after Lemma A.1.
Proposition 2.1. Let D be a bounded open subset of Rd that satisfies the cone
property (see [1, Section 2]). Let σ be a globally Lipschitz function and let γ ∈ (d
2
,∞).
Then there is a predictable random field (t, x) 7→ u(t, x), called the random field solution
to (1.1) that satisfies (2.4) for all (t, x)∈ (0,∞)×D and is such that
(2.6) sup
(t,x)∈[0,T ]×D
E[|u(t, x)|p]<∞
for all p, T > 0. In addition, u is Lp(Ω)-continuous for all p > 0. Up to versions, u is
unique among all predictable random fields satisfying (2.6) for p= 2.
Remark 2.2. A hyperbolic analogue of (1.1) (with D = Rd and a spatially ho-
mogeneous noise) was considered by the second author together with M. Sanz-Solé in
[18].
In fact, our methods apply to a more general situation. Instead of studying (1.1)
with a nonlinearity of a specific functional form, we shall consider
(2.7)

∂u
∂t (t, x) =−(−∆)γu(t, x) + σ(t, x)W˙ (t, x), (t, x) ∈ [0,∞)×D,
u(t, x) = 0, (t, x) ∈ [0,∞)× ∂D,
u(0, x) = 0, x ∈D,
with a general predictable random field σ(t, x) satisfying mild regularity assumptions
(so that (1.1) is included as a special case). When γ > d2 , the random field solution to
(2.7) is given by
u(t, x) =
∫ t
0
∫
D
g(t− s;x, y)σ(s, y)W (ds,dy)
for t ∈ (0,∞) and x ∈D. By the stochastic Fubini theorem [51, Theorem 2.6], whose
assumption is satisfied by (A.3) because γ > d
2
,
(2.8) u(t, ·) =
∞∑
k=1
ak(t)φk with ak(t) :=
∫ t
0
∫
D
e−λ
γ
k
(t−s)φk(y)σ(s, y)W (ds,dy)
for k ∈N, where the series converges in L2(Ω).
Another advantage of studying (2.7) is that we can drop the condition γ > d2 (which
guarantees a random field solution and is needed for (1.1) in the case of multiplicative
noise) if we allow t 7→ u(t, ·) to be a distribution-valued process. Indeed, by a direct
calculation and Weyl’s law (see (A.1)), we obtain for t > 0 that
(2.9) E
[
∞∑
k=1
λrk(ak(t))
2
]
=
1
2
∞∑
k=1
λr−γk (1− e−2λ
γ
k
t)<∞ ⇐⇒ r < γ − d
2
.
Therefore, if r < γ − d
2
and σ satisfies (2.14) below with q = 2, then, for every t ≥ 0,
the series in (2.8) converges in Hr almost surely and hence defines a random variable
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u(t, ·) in Hr with E[‖u(t, ·)‖2Hr ]<∞. As shown in [51, Proposition 5.3], the Hr-valued
process t 7→ u(t, ·) obtained in this way is the weak solution to (2.7) in the sense of [51,
Equation (5.4)] (see also [19, Chapter 3]). Let us remark that if γ = 1 and σ ≡ 1, then
the weak solution to (2.7) is a dynamical analogue of the Gaussian free field considered,
for example, in [27, 44]. The restriction r < γ − d
2
cannot be removed as the following
result shows (see the Appendix for a proof):
Proposition 2.3. If σ ≡ 1, then for all t > 0, we have u(t, ·) ∈Hr a.s. if and only
if r < γ − d
2
.
It is therefore natural to consider power variations in the spaces Hr with r < γ− d2 . In
fact, more general functionals can be considered. Indeed, if r <−d2 , we shall investigate
the (normalized) F -variations of the solution u to (2.7), that is,
(2.10) V n,rF (u, t) := ∆n
[t/∆n]∑
i=1
F
(
u(i∆n, ·)− u((i− 1)∆n, ·)
τn(r)
)
, t ∈ [0,∞), n≥ 1,
where F : Hr → R is a continuous functional on Hr satisfying certain regularity prop-
erties and the τn(r) are normalizing constants that we will define later in (2.24).
If −d
2
≤ r < γ − d
2
, we consider
(2.11)
V n,rf (u, t) :=∆n
[t/∆n]∑
i=1
f
(‖u(i∆n, ·)− u((i− 1)∆n, ·)‖Hr
τn(r)
)
, t ∈ [0,∞), n≥ 1,
where f : [0,∞)→ R is a continuous function satisfying certain regularity properties.
For the reasons given in Remarks 3.15 and 3.16, we do not consider functionals as
general as (2.10) when −d2 ≤ r < γ − d2 .
For the case where r < −d2 , we recall some facts about Gaussian measures on
Hilbert spaces. Let L+,sym1 (Hr) be the space of all bounded linear operators Hr →Hr
that are symmetric, nonnegative (meaning “nonnegative definite”) and of finite trace
(see [42, Appendix B]). By [42, Theorem 2.1.2], for every Q ∈ L+,sym1 (Hr), there is a
Gaussian measure Nr(0,Q) on Hr with mean zero and covariance operator Q (i.e.,
if H ∼ Nr(0,Q), then for every h ∈ Hr, the real-valued random variable 〈H,h〉Hr is
normally distributed with mean 0 and variance 〈Qh,h〉Hr).
In the following, given a functional F : Hr →R and some Q ∈ L+,sym1 (Hr), we write
µF (Q) = E[F (H)], where H ∼Nr(0,Q), whenever this expectation exists. Still for r <
−d
2
, with a slight abuse of notation, given a nonnegative function w ∈ L∞(D) (or a
nonnegative random field w with uniformly bounded expectation on D), we shall use
the abbreviation µr,F (w) = µF (Qr(w)) where the operator Qr(w) : Hr →Hr is defined,
for h ∈Hr, by
(2.12) Qr(w)h :=
∞∑
k=1
φk
∞∑
ℓ=1
λrℓaℓ(h)
∫
D
φk(y)φℓ(y)w(y) dy,
or, equivalently, for h1 ∈Hr and h2 ∈H−r, by
(2.13) (Qr(w)h1)(h2) :=
∞∑
k,ℓ=1
λrℓak(h2)aℓ(h1)
∫
D
φk(y)φℓ(y)w(y) dy.
One easily checks that Qr(w) ∈L+,sym1 (Hr) since r <−d2 . A more tractable formula for
the law Nr(0,Qr(w)) is given in Lemma 3.2.
6We first formulate our main result for r < −d
2
. Given processes (Xn(t))t≥0 and
(X(t))t≥0, we write X
n L
q
=⇒ X (or Xn(t) Lq=⇒ X(t)) if supt∈[0,T ] |Xn(t) − X(t)| L
q−→ 0
for all T > 0 as n→∞.
Theorem 2.4. Let D be a bounded open subset of Rd with the cone property (see
[1, Section 2]) and γ ∈ (0,∞). Let u be the solution to (2.7) given by (2.8). Suppose
that r <−d2 and let τn(r) =
√
∆n. Assume that F : Hr→R is continuous with at most
polynomial growth (i.e., there is p > 0 such that |F (h)|. 1 + ‖h‖pHr for all h ∈Hr). If
σ is a predictable random field that is continuous in probability and satisfies
(2.14) sup
(t,x)∈[0,T ]×D
E[|σ(t, x)|q]<∞ for all q > 0 and T > 0,
then for every q > 0, as n→∞, V rF (u, t) := Lq- limn→∞ V n,rF (u, t) exists,
(2.15) V n,rF (u, t)
Lq
=⇒ V rF (u, t) and V rF (u, t) =
∫ t
0
µr,F
(
σ2(s, ·)
)
ds.
Theorem 2.4 is proved in Section 3.1.
Remark 2.5. By well-known results on uniform integrability (combine Proposi-
tion 4.12 with the discussion before Lemma 4.10 in [33]), if σ is continuous in proba-
bility and satisfies (2.14), then it is automatically Lp(Ω)-continuous for every p≥ 1. In
particular, for every p≥ 1 and T > 0,
(2.16) wp(ε;T ) := sup
{
(E[|σ(t, x)− σ(s, y)|p]) 1p : |t− s|+ |x− y|< ε, s, t ∈ [0, T ]
}
→ 0
as ε→ 0.
Let us apply Theorem 2.4 to the power variations in (1.2) of even order, which
correspond to the functionals F2p(h) = ‖h‖2pHr for some p ∈N. In this case, µF2p can be
determined explicitly. To this end, we introduce for a symmetric matrix A ∈Rp×p, its
α-permanent (see [48]), defined as
(2.17) perα(A) :=
∑
Σ∈Symp
α#Σ
p∏
i=1
AiΣ(i), α ∈R,
where Symp is the symmetric group of all permutations Σ on {1, . . . , p} and #Σ is the
number of cycles in Σ. If α= 1, this is the ordinary permanent of A, while for α=−1,
this is (−1)n times the determinant of A. For α= 1
2
, this matrix function has an impor-
tant connection to moments of Gaussian random variables, see [35, Equation (3.23)]: If
X1, . . . ,Xp are jointly Gaussian with mean 0 and covariance matrix C, then
(2.18) E[X21 · · ·X2p ] = 2pper 1
2
(C).
In the following, we will apply the permanent function to matrices of the form
Dr(y1, . . . , yp) :=
〈δy1, δy1〉Hr . . . 〈δy1, δyp〉Hr... . . . ...
〈δyp, δy1〉Hr . . . 〈δyp , δyp〉Hr

and define
(2.19) per(r)α (y1, . . . , yp) := perα(Dr(y1, . . . , yp)),
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where r <−d
2
, y1, . . . , yp ∈D are given spatial points and δy is the Dirac delta function
at y. Notice that by (A.3), δy ∈Hr for r <−d2 , and
〈δyi, δyj〉Hr =
∞∑
k=1
λrkφk(yi)φk(yj).
Corollary 2.6. Assume the hypotheses of Theorem 2.4 (in particular, r <−d
2
).
(i) The process t 7→ u(t, ·) has a locally finite quadratic variation in Hr: for any
q > 0,
(2.20)
V n,r2 (u, t) =
[t/∆n]∑
i=1
‖u(i∆n, ·)− u((i− 1)∆n, ·)‖2Hr
Lq
=⇒ V r2 (u, t) =
∫ t
0
∫
D
σ2(s, y)‖δy‖2Hr dy ds.
(ii) More generally, if p ∈N, then for any q > 0, V n,r2p (u, t) L
q
=⇒ V r2p(u, t), where
V n,r2p (u, t) =∆
1−p
n
[t/∆n]∑
i=1
‖u(i∆n, ·)− u((i− 1)∆n, ·)‖2pHr
and
V r2p(u, t) =
∫ t
0
∑
Σ∈Symp
2p−#Σ
∫
D
· · ·
∫
D
〈δy1, δyΣ−1(1)〉Hr · · · 〈δyp, δyΣ−1(p)〉Hr
× σ2(s, y1) · · ·σ2(s, yp) dy1 · · · dyp ds
= 2p
∫ t
0
∫
D
· · ·
∫
D
per
(r)
1
2
(y1, . . . , yp)σ
2(s, y1) · · ·σ2(s, yp) dy1 · · · dyp ds.
(2.21)
(iii) In particular, in the case of additive noise where σ(s, y)≡ σ for some σ ∈ R,
we have
(2.22) V r2p(u, t) = σ
2p2pBp(x1, . . . , xp)t,
where Bp is the complete Bell polynomial in p variables (see [39, Definition 2.4.1]),
(2.23) xℓ :=
(ℓ− 1)!
2
ζD(−ℓr), ℓ= 1, . . . , p,
and ζD(z) :=
∑∞
k=1 λ
−z
k . In particular, for p= 1, the quadratic variation in Hr of t 7→
u(t, ·) is V r2 (u, t) = σ2ζD(−r)t.
Corollary 2.6 is proved at the end of Section 3.1.
Remark 2.7. The function ζD(z) :=
∑∞
k=1 λ
−z
k is known as the spectral zeta func-
tion or as theMinakshisundaram–Pleijel zeta function in the mathematical physics liter-
ature (see [22, 28, 49, 50]). ByWeyl’s law (see (A.1)), ζD(z) well defined when Re(z)>
d
2
.
In the special case where d = 1 and D = [0, π], then λk = k
2 and ζD(z) = ζ(2z),
where ζ(·) is the classical Riemann zeta function. When σ(s, y) ≡ σ, the formula
V r2 (u, t) = σ
2ζD(−r)t shows that knowing the quadratic variation of u in Hr for r <−d2
yields, via the function ζD, information about the eigenvalues (λk)k∈N and hence about
the domain D.
8Next, in the case where −d
2
≤ r < γ − d
2
, we shall only consider functionals of the
form F (h) = f(‖h‖Hr) with a real-valued function f : [0,∞)→R; see (2.11).
Theorem 2.8. Let γ ∈ (0,∞) and D be a bounded connected open subset of Rd
with a piecewise smooth boundary in the sense of [29, Definition 1.17] and the cone
property (see [1, Section 2]). Suppose that −d2 ≤ r < γ − d2 and let
(2.24) τn(r) :=
∆
1
2γ
(γ− d
2
−r)
n if − d2 < r < γ − d2 ,
(∆n|log∆n|) 12 if r =−d2 .
Assume that f : [0,∞)→R is continuous with at most polynomial growth (i.e., there is
p > 0 such that |f(x)|. 1 + xp for all x≥ 0).
Let u be the solution to (2.7) given by (2.8), and assume that σ is a predictable
random field that is continuous in probability and satisfies (2.14). Then, as n→∞,
V rf (u, t) := L
q- limn→∞ V
n,r
f (u, t) exists,
(2.25) V n,rf (u, t)
Lq
=⇒ V rf (u, t) and V rf (u, t) =
∫ t
0
f
(√
Kr
|D|
∫
D
σ2(s, y) dy
)
ds
for all q > 0, where
(2.26) Kr :=

|D|
(4π)d/2Γ( d
2
)(γ− d
2
−r)
Γ
(
1
γ (r+
d
2 )
)
if − d2 < r < γ − d2 ,
|D|
γ(4π)d/2Γ( d
2
)
if r =−d2 ,
and where |D| denotes the Lebesgue measure of the set D.
Theorem 2.8 is proved in Section 3.3. Using the functions f(x) = xp, p > 0, we
immediately get the following corollary.
Corollary 2.9. Assume the hypotheses of Theorem 2.8 and let −d
2
< r < γ − d
2
.
(i) The process t 7→ u(t, ·) has a locally finite 2γ
γ−d/2−r
-variation in Hr. More pre-
cisely, for any q > 0,
(2.27)
V n,r2γ
γ−d/2−r
(u, t) =
[t/∆n]∑
i=1
‖u(i∆n, ·)− u((i− 1)∆n, ·)‖
2γ
γ−d/2−r
Hr
Lq
=⇒ V r 2γ
γ−d/2−r
(u, t) =
(
Kr
|D|
) γ
γ−d/2−r
∫ t
0
(∫
D
σ2(s, y) dy
) γ
γ−d/2−r
ds.
(ii) More generally, for any p > 0,
(2.28)
V n,rp (u, t) = ∆
1− p
2γ
(γ− d
2
−r)
n
[t/∆n]∑
i=1
‖u(i∆n, ·)− u((i− 1)∆n, ·)‖pHr
Lq
=⇒ V rp (u, t) =
(
Kr
|D|
) p
2
∫ t
0
(∫
D
σ2(s, y) dy
)p
2
ds.
(iii) In particular, in the case of additive noise where σ(s, y)≡ σ for some σ ∈ R,
we have
(2.29) V rp (u, t) = |σ|pK
p
2
r t.
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(iv) Part (ii) and part (iii) remain valid for r =−d
2
when we replace the first line
in (2.28) by
(2.30) V n,rp (u, t) =
∆
1− p
2
n
|log∆n| p2
[t/∆n]∑
i=1
‖u(i∆n, ·)− u((i− 1)∆n, ·)‖pHr .
Remark 2.10. Contrary to the case r <−d2 , in the case where −d2 ≤ r < γ− d2 , the
quadratic variation of u is infinite and the 2γγ−d/2−r -variation, which is finite, contains
very little information about the domain D, other than its volume |D|, via the constant
Kr.
Our proofs also yield the optimal Hölder regularity of the sample paths of u (as
a process with values in Hr); cf. also [40, Theorem 11.8] and [47]. Similar results in
the hyperbolic case (with D = Rd) were obtained in [18]. The proof of the following
Corollary 2.11 is given at the end of Section 3.4.
Corollary 2.11. Let r < γ − d2 and assume the hypotheses of Theorem 2.4 (if
r < −d2 ) or Theorem 2.8 (if r ≥−d2 ). Then t 7→ u(t, ·), viewed as a stochastic process
with values in Hr has a version that is almost surely locally α-Hölder continuous for
all α < α(r), where α(r) := 12 if r ≤−d2 and α(r) := 12γ (γ − d2 − r) if −d2 < r < γ − d2 .
Moreover, if σ ≡ 1 and α > α(r), then t 7→ u(t, ·) does not have a version that is almost
surely locally α-Hölder continuous.
The next section contains the proofs of all the results that we have stated above.
In Section 3.5, we also explain in Remarks 3.15 and 3.16 why in Theorem 2.8 (where
−d2 ≤ r < γ− d2 ), we did not study functionals as general as in Theorem 2.4 (where r <
−d
2
). In the Appendix, we gather several important properties and estimates concerning
eigenvalues and eigenfunctions of the Laplacian on D, which are used in these proofs.
3. Proofs. We first show that if σ ≡ 1, then the Hr-norm of an increment
u(i∆n, ·)−u((i− 1)∆n, ·) is typically of order τn(r) as defined in Theorem 2.4 or (2.24)
(depending on the value of r).
Lemma 3.1. Let
(3.1) Kr :=
∞∑
k=1
λrk = ζD(−r), if r <−
d
2
,
and let Kr be defined as in (2.26) if −d2 ≤ r < γ − d2 . If u is the solution to (2.7) with
σ ≡ 1, then for every ε > 0,
(3.2) lim
n→∞
sup
i : i∆n≥ε
∣∣∣∣∣E[‖u(i∆n, ·)− u((i− 1)∆n, ·)‖2Hr ]τn(r)2 −Kr
∣∣∣∣∣= 0.
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Proof. By standard calculations, and using the notation
∫∫ b
a =
∫ b
a
∫
D,
(3.3)
E[‖u(i∆n, ·)− u((i− 1)∆n, ·)‖2Hr ]
=
∞∑
k=1
λrkE[(ak(i∆n)− ak((i− 1)∆n))2]
=
∞∑
k=1
λrk
(∫∫ i∆n
0
e−2λ
γ
k
(i∆n−s)φk(y)
2 dsdy+
∫∫ (i−1)∆n
0
e−2λ
γ
k
((i−1)∆n−s)φk(y)
2 dsdy
− 2
∫∫ (i−1)∆n
0
e−λ
γ
k
(i∆n−s)−λ
γ
k
((i−1)∆n−s)φk(y)
2 dsdy
)
=
∞∑
k=1
λrk
(∫ i∆n
0
e−2λ
γ
k
s ds− 2
∫ (i−1)∆n
0
e−λ
γ
k
(s+∆n)−λ
γ
k
s ds+
∫ (i−1)∆n
0
e−2λ
γ
k
s ds
)
=
∞∑
k=1
λrk
1− e−2λγki∆n − 2e−λγk∆n + 2e−λγk∆ne−2λγk(i−1)∆n + 1− e−2λγk(i−1)∆n
2λγk
=
∞∑
k=1
λr−γk (1− e−λ
γ
k
∆n)− 1
2
∞∑
k=1
λr−γk e
−2λγ
k
i∆n(eλ
γ
k
∆n − 1)2.
Let us denote the first and the second series by An,1r and A
n,i,2
r , respectively. By domi-
nated convergence, we have
(3.4)
lim sup
n→∞
sup
i : i∆n≥ε
∆−2n A
n,i,2
r ≤ limn→∞
∞∑
k=1
λr−γk
2
e−2λ
γ
k
ε
(
eλ
γ
k
∆n − 1
∆n
)2
=
∞∑
k=1
λr+γk
2
e−2λ
γ
k
ε <∞,
which shows that the contribution of An,i,2r is negligible for the limit taken in (3.2).
ConcerningAn,1r , if r <−d2 , then we immediately deduce from dominated convergence
that
(3.5) lim
n→∞
∆−1n A
n,1
r =
∞∑
k=1
λrk =Kr,
which implies (3.2). If −d2 ≤ r < γ − d2 , then Lemma A.2 (i) shows τ(n)−2An,1r =Hn→
Kr.
3.1. Proof of Theorem 2.4 and Corollary 2.6 (r <−d2 ).
Proof of Theorem 2.4. We only show (2.15) for q = 1. By [33, Proposition 4.12]
and the discussion before Lemma 4.10 in [33], the statement for all larger values of q
follows easily from the hypothesis that F has polynomial growth and the fact that u has
locally uniformly bounded moments of all orders, by using the fact that convergence in
probability together with bounded Lq+ε-moments implies convergence in Lq.
Since V n,rF and V
r
F in (2.15) are linear in F , by decomposing F into its positive and
negative parts, we may further assume without loss of generality that F is nonnegative.
In this case, both V n,rF (u, t) and V
r
F (u, t) are nonnegative and increasing in t, so uniform
convergence on compacts is equivalent to pointwise convergence in t (see [32, Chapter
VI, Theorem 2.15 c)]). Hence, in the following, we consider a fixed time point t > 0.
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Furthermore, for brevity, we use the notation
(3.6)
∆ni u := u(i∆n, ·)− u((i− 1)∆n, ·), ∆ni ak := ak(i∆n)− ak((i− 1)∆n),
∆ni g(s;x, y) := g(i∆n− s;x, y)− g((i− 1)∆n− s;x, y)1[0,(i−1)∆n](s),
∆ni ek(s) := e
−λγ
k
(i∆n−s)1[0,i∆n](s)− e−λ
γ
k
((i−1)∆n−s)1[0,(i−1)∆n](s).
Recall from (2.8) that the coefficients ak(t) of u(t, ·) are in fact Ornstein–Uhlenbeck-
type processes, that is, for every k ∈N, ak satisfies the stochastic differential equation
(3.7) dak(t) =−λγkak(t) dt+dXk(t), ak(0) = 0,
where
(3.8) Xk(t) :=
∫ t
0
∫
D
φk(y)σ(s, y)W (ds,dy).
As a first step, we will show that the drift part is asymptotically negligible, leading us
to approximate u(t, ·) by u′(t, ·), where
(3.9) u′(t, ·) :=
∞∑
k=1
φkXk(t), t ∈ [0,∞),
and the limit in (3.9) is taken in Hr.
As a second step, we locally freeze the coefficient σ, leading us to approximate
V n,rF (u
′, t) by
∆n
[t/∆n]∑
i=1
F
(
hni√
∆n
)
,
where, for n ∈N and i= 1, . . . , [t/∆n], hni is the Hr-valued random variable
(3.10) hni :=
∞∑
k=1
φk
∫∫ i∆n
(i−1)∆n
φk(y)σ((i− 1)∆n, y)W (ds,dy).
With this notation, we will prove that (2.15) holds by writing
(3.11) V n,rF (u, t)−
∫ t
0
µF (σ
2(s, ·)) ds= In,1 + · · ·+ In,4,
where
In,1 := V
n,r
F (u, t)− V n,rF (u′, t), In,2 := V n,rF (u′, t)−∆n
[t/∆n]∑
i=1
F
(
hni√
∆n
)
,
In,3 := ∆n
[t/∆n]∑
i=1
F
(
hni√
∆n
)
−∆n
[t/∆n]∑
i=1
µF (Q
n,i
r ),
In,4 := ∆n
[t/∆n]∑
i=1
µF (Q
n,i
r )−
∫ t
0
µF (σ
2(s, ·)) ds,
and the operator Qn,ir is defined in (3.31) below. The terms In,1 and In,2 are ex-
actly the errors incurred by the two approximations described above. Their conver-
gence to 0 in L1(Ω) will be proved in Lemmas 3.3 and 3.5, respectively, based on a
tightness argument (see Lemma 3.4). Next, we establish the law of large numbers for
12
∆n
∑[t/∆n]
i=1 F (h
n
i /
√
∆n) in Lemma 3.6, which, together with a calculation of the con-
ditional expectation that appears there (see Lemma 3.7), shows that E[|In,3|]→ 0 as
n→∞. Finally, Lemma 3.9 shows that the discrete sum that we obtain from the pre-
vious step approximates V rF (u, t) =
∫ t
0 µF (σ
2(s, ·)) ds in L1(Ω), that is, E[|In,4|]→ 0. To
summarize, once Lemmas 3.3–3.9 are proved, the proof of Theorem 2.4 will be com-
plete.
Lemma 3.2. Let r < −d
2
. If H is a random vector with values in Hr and law
Nr(0,Qr(w)), where Qr(w) is defined in (2.12) and (2.13), then H has the same law
as
∑∞
k=1Xk λ
−r/2
k φk, where the Xk are jointly Gaussian centered random variables with
covariances
(3.12) Cov(Xk,Xℓ) = λ
r
2
k λ
r
2
ℓ
∫
D
φk(y)φℓ(y)w(y) dy.
Proof. Consider the orthonormal basis of Hr given by
(3.13)
(
bk := λ
− r
2
k φk : k ∈N
)
and note that H =
∑∞
k=1 ak(H)λ
r/2
k bk. Define Xk = λ
r/2
k ak(H). Since ak(bℓ) = λ
−r/2
k δk,ℓ,
we have Xk = 〈H, bk〉Hr , and by [42, Theorem 2.1.2],
Cov(Xk,Xℓ) = E[〈H, bk〉Hr 〈H, bℓ〉Hr ] = 〈Qr(w)bk, bℓ〉Hr .
By (2.12),
Qr(w)bk =
∞∑
k1=1
φk1 λ
r
kak(bk)
∫
D
φk1(y)φk(y)w(y) dy
=
∞∑
k1=1
bk1 λ
r
2
k1
λ
r
2
k
∫
D
φk1(y)φk(y)w(y) dy.
Therefore,
〈Qr(w)bk, bℓ〉Hr = λ
r
2
ℓ λ
r
2
k
∫
D
φℓ(y)φk(y)w(y) dy.
This completes the proof.
Proof of Corollary 2.6. We first prove part (ii). The 2p-variation obviously
corresponds to the functional F : Hr → R given by F (h) = ‖h‖2pHr , which satisfies the
hypotheses of Theorem 2.4. For a deterministic function w ∈ L2(D), let H be a random
vector in Hr with law Nr(0,Qr(w)). By definition and Lemma 3.2,
(3.14) µr,F (w) = E[F (H)] = E[‖H‖2pHr ] = E
[(
∞∑
k=1
X2k
)p]
=
∞∑
k1,...,kp=1
E
[
X2k1 · · ·X2kp
]
,
where (Xk)k∈N is a sequence of jointly Gaussian centered random variables with co-
variances given by (3.12). Using (2.18) to evaluate the expectations in the last line of
(3.14), we obtain
µr,F (w) = 2
p
∞∑
k1,...,kp=1
per 1
2
(
Cov(Xki ,Xkj )
p
i,j=1
)
=
∑
Σ∈Symp
2p−#Σ
∫
D
· · ·
∫
D
∞∑
k1,...,kp=1
λ
r
2
k1
λ
r
2
kΣ(1)
· · ·λ
r
2
kp
λ
r
2
kΣ(p)
× φk1(y1)φkΣ(1)(y1) · · ·φkp(yp)φkΣ(p)(yp)w(y1) · · ·w(yp) dy1 · · · dyp.
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Since Σ is one-to-one, each factor λ
r/2
ki
, for i= 1, . . . , p, appears exactly twice, and the
same holds for the function φki , but once with argument yi and once with argument
yΣ−1(i). Thus,
(3.15)
µr,F (σ
2(s, ·)) =
∑
Σ∈Symp
2p−#Σ
∫
D
· · ·
∫
D
∞∑
k1=1
λrk1φk1(y1)φk1(yΣ−1(1))
× · · · ×
∞∑
kp=1
λrkpφkp(yp)φkp(yΣ−1(p))σ
2(s, y1) · · ·σ2(s, yp) dy1 · · · dyp
=
∑
Σ∈Symp
2p−#Σ
∫
D
· · ·
∫
D
〈δy1, δyΣ−1(1)〉Hr · · · 〈δyp , δyΣ−1(p)〉Hr
× σ2(s, y1) · · ·σ2(s, yp) dy1 · · · dyp,
and part (ii) of Corollary 2.6 follows from Theorem 2.4.
The other two parts of the corollary are special cases of the result that we have just
proved. Indeed, for p= 1, the permanent of a number A ∈ R is simply perα(A) = αA.
And because Dr(y) = ‖δy‖2Hr , part (i) follows.
Regarding part (iii), if σ(s, y)≡ σ, then (3.15) becomes
(3.16)
µr,F (σ
2) = σ2p
∑
Σ∈Symp
2p−#Σ
∫
D
dy1 · · ·
∫
D
dyp
[
∞∑
k1=1
λrk1φk1(y1)φk1(yΣ−1(1))
]
× · · · ×
[
∞∑
kp=1
λrkpφkp(yp)φkp(yΣ−1(p))
]
= σ2p
∑
Σ∈Symp
2p−#Σ
∞∑
k1=1
· · ·
∞∑
kp=1
λrk1 · · ·λrkp
∫
D
dy1 · · ·
∫
D
dyp φk1(y1)φk1(yΣ−1(1))
× · · · × φkp(yp)φkp(yΣ−1(p)).
Suppose that #Σ= ℓ and these ℓ cycles have respective lengths q1, . . . , qℓ, with q1 +
· · · + qℓ = p. From the orthogonality property of the functions φki , we see that the
integral in (3.16) will vanish unless
k1 = kΣ(1) = kΣ(Σ(1)) = · · · ,
that is, the indices ki in each cycle of Σ coincide.
The term in (3.16) corresponding to such a Σ is
(3.17) 2p−ℓ
[
∞∑
i1=1
λrq1i1
]
· · ·
[
∞∑
iℓ=1
λrqℓiℓ
]
.
We would like to determine the number of permutations Σ in Symp which consist of
ℓ cycles with respective lengths q1, . . . , qℓ. In order to obtain such a permutation of
{1, . . . , p}, we first build, using the notation of [39, Section 2.1], a partition of {1, . . . , p}
with ri blocks of size i for every i= 1, . . . , p, where r1, . . . , rp ∈ N0 are such that 1r1 +
2r2 + · · ·+ prp = p. According to [39, (2.3.8)], the number of such partitions is[
p
r1, . . . , rp
]
:=
p!
(1!)r1 r1! (2!)r2 r2! · · · (p!)rp rp! .
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For each of the ri blocks of size i, there are (i − 1)! possible cycles formed with the
elements of this block. For each choice of these cycles, we obtain a permutation Σ ∈
Symp consisting of r1 cycles of length 1, . . . , rp cycles of length p. For this permutation,
the term (3.17) is equal to
2p−(r1+···+rp)
[
∞∑
i1=1
λr·1i1
]r1[ ∞∑
i2=1
λr·2i2
]r2
· · ·
[
∞∑
ip=1
λr·pip
]rp
= 2p
[
1
2
ζD(−r · 1)
]r1[
1
2
ζD(−r · 2)
]r2 · · · [ 1
2
ζD(−r · p)
]rp
.
Therefore, with the sums below taken over nonnegative integers r1, . . . , rp such that
1r1 + 2r2 + · · ·+ prp = p,
µr,F (σ
2) = σ2p2p
∑[ p
r1, . . . , rp
]
[(1− 1)!]r1[(2− 1)!]r2 · · · [(p− 1)!]rp
p∏
ℓ=1
[1
2
ζD(−rℓ)]rℓ
= σ2p2p
∑[ p
r1, . . . , rp
]
p∏
ℓ=1
[
(ℓ− 1)!
2
ζD(−rℓ)
]rℓ
= σ2p2pBp(x1, . . . , xp),
where Bp is the complete Bell polynomial in p variables and xℓ is defined in (2.23).
3.2. Lemmas used in the proof of Theorem 2.4, and their proofs. We now prove the
lemmas that were quoted in the proof of Theorem 2.4.
Lemma 3.3. Let r < −d2 and the assumptions of Theorem 2.4 hold. Let u′(t, ·) be
defined in (3.9), where Xk is given by (3.8). Then
V n,rF (u, t)− V n,rF (u′, t) L
1−→ 0 as n→∞.
For the proof of Lemma 3.3, we need an auxiliary result.
Lemma 3.4. The family
(3.18) U :=
{
∆ni u√
∆n
,
∆ni u
′
√
∆n
: n ∈N, i= 1, . . . , [T/∆n]
}
of random elements in Hr is tight.
Proof. We use the tightness criterion given in [45, Theorem 1] and consider the
orthonormal basis in Hr given by (3.13). Then we have for any 1≤m1 ≤m2 ≤∞,
m2∑
k=m1
〈∆ni u, bk〉2Hr =
m2∑
k=m1
(
∞∑
ℓ=1
λrℓaℓ(∆
n
i u)aℓ(bk)
)2
=
m2∑
k=m1
λrk [ak(∆
n
i u)]
2
=
m2∑
k=m1
λrk
(∫∫ i∆n
0
∆ni ek(s)φk(y)σ(s, y)W (ds,dy)
)2
,
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and therefore by (2.14) and calculations similar to those in (3.3),
E
[
m2∑
k=m1
〈∆ni u, bk〉2Hr
]
=
m2∑
k=m1
λrk
∫∫ i∆n
0
(∆ni ek(s))
2φk(y)
2
E[σ2(s, y)] dsdy
.
m2∑
k=m1
λrk
∫ i∆n
0
(∆ni ek(s))
2 ds
=
m2∑
k=m1
λr−γk (1− e−λ
γ
k
∆n)− 1
2
m2∑
k=m1
λr−γk e
−2λγ
k
i∆n(eλ
γ
k
∆n − 1)2
≤∆n
m2∑
k=m1
λrk.
(3.19)
Hence, we obtain
(3.20) E
[
m2∑
k=m1
〈
∆ni u√
∆n
, bk
〉2
Hr
]
.
m2∑
k=m1
λrk.
The same estimate holds true when ∆ni u is replaced by ∆
n
i u
′ as the reader may quickly
verify. We obtain on the one hand, for any m≥ 1,
lim
M→∞
sup
h∈U
P
(
m∑
k=1
〈h, bk〉2Hr >M
)
. lim
M→∞
1
M
m∑
k=1
λrk = 0,
and on the other hand, as a consequence of Lemma A.1 (i), for any δ > 0,
lim
m→∞
sup
h∈U
P
(
∞∑
k=m
〈h, bk〉2Hr > δ
)
. lim
m→∞
1
δ
∞∑
k=m
λrk = 0.
Hence, the claim follows from [45, Theorem 1].
Proof of Lemma 3.3. By Lemma 3.4, we can find for every θ > 0, a compact
subset Kθ of Hr such that
(3.21) sup
n∈N
sup
i=1,...,[t/∆n]
{
P
(
∆ni u√
∆n
/∈Kθ
)
+ P
(
∆ni u
′
√
∆n
/∈Kθ
)}
< θ.
Moreover, for all θ > 0, since F is uniformly continuous on Kθ by the Heine–Cantor
theorem, there exist for given δ > 0, numbers εθ(δ)> 0 with the property εθ(δ)→ 0 as
δ→ 0, such that
(3.22) h,h′ ∈Kθ, ‖h− h′‖Hr ≤ δ =⇒ |F (h)− F (h′)| ≤ εθ(δ).
If we further let M (θ) = suph∈Kθ |F (h)|, which is finite for all θ > 0, and recall that|F (h)|. 1 + |h|p for some p≥ 2, we derive
(3.23) |F (h)− F (h′)|. εθ(δ) +M (θ)‖h− h
′‖Hr
δ
+ 1{h or h′ /∈Kθ}(1 + ‖h‖pHr + ‖h′‖pHr).
Suppose now that we can show the following:
lim
n→∞
sup
i=1,...,[t/∆n]
E[‖∆ni u−∆ni u′‖Hr ]√
∆n
= 0,(3.24)
lim sup
n→∞
sup
i=1,...,[t/∆n]
(E[‖∆ni u‖2pHr ])1/2 + (E[‖∆ni u′‖2pHr ])1/2
∆
p/2
n
<∞.(3.25)
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Then using (3.23) and applying the Cauchy–Schwarz inequality to the third term results
in
E[|V n,rF (u, t)− V n,rF (u′, t)|]
≤∆n [t/∆n] sup
i=1,...,[t/∆n]
E
[∣∣∣∣F( ∆ni u√∆n
)
− F
(
∆ni u
′
√
∆n
)∣∣∣∣
]
. εθ(δ) +M (θ) sup
i=1,...,[t/∆n]
E[‖∆ni u−∆ni u′‖Hr ]
δ
√
∆n
+ P
(
∆ni u√
∆n
or
∆ni u
′
√
∆n
/∈Kθ
)1/2
× sup
i=1,...,[t/∆n]
(
1 +
(E[‖∆ni u‖2pHr ])1/2
∆
p/2
n
+
(E[‖∆ni u′‖2pHr ])1/2
∆
p/2
n
)
.
Hence, (3.21), (3.24), and (3.25) imply
lim sup
n→∞
E[|V n,rF (u, t)− V n,rF (u′, t)|]. εθ(δ) + θ
1
2 .
Letting δ→ 0 and then θ→ 0 yields the assertion of the lemma.
Therefore, it remains to verify (3.24) and (3.25). For (3.25), by the Minkowski and
the Burkholder–Davis–Gundy inequalities and calculations that are similar to (3.19),
we have
(E[‖∆ni u‖2pHr ])
1
p =
(
E
[(
∞∑
k=1
λrk(∆
n
i ak)
2
)p])1/p
≤
∞∑
k=1
λrk
(
E[|∆ni ak|2p]
) 1
p
≤
∞∑
k=1
λrk
∫∫ i∆n
0
(∆ni ek(s))
2φk(y)
2(E[|σ(s, y)|2p]) 1p dsdy .∆n,(3.26)
from which the desired bound for ∆ni u follows. The arguments for ∆
n
i u
′ are completely
analogous. This proves (3.25).
For (3.24), we first compute the variance of an increment of the drift process in (3.7).
By standard stochastic calculus and straightforward manipulations, we have
E[|∆ni ak −∆niXk|2]
= 2λ2γk
∫ i∆n
(i−1)∆n
∫ s
(i−1)∆n
E[ak(s)ak(r)] drds
= 2λ2γk
∫ i∆n
(i−1)∆n
∫ s
(i−1)∆n
∫∫ r
0
e−λ
γ
k
(s−v)−λγ
k
(r−v)φk(y)
2
E[σ2(v, y)] dvdy drds
. 2λ2γk
∫ i∆n
(i−1)∆n
e−λ
γ
k
s
∫ s
(i−1)∆n
e−λ
γ
k
r
∫ r
0
e2λ
γ
k
v dv drds
= λγk
∫ i∆n
(i−1)∆n
e−λ
γ
k
s
∫ s
(i−1)∆n
(eλ
γ
k
r − e−λγkr) drds
= λγk
∫ i∆n
(i−1)∆n
e−λ
γ
k
(s−(i−1)∆n)
∫ s
(i−1)∆n
e−λ
γ
k
(i−1)∆n)(eλ
γ
k
r − e−λγkr) drds
= λγk
∫ i∆n
(i−1)∆n
e−λ
γ
k
(s−(i−1)∆n)
∫ s−(i−1)∆n
0
(eλ
γ
k
r − e−2λγk(i−1)∆n)e−λγkr) drds
= λγk
∫ ∆n
0
e−λ
γ
k
s
∫ s
0
(eλ
γ
k
r − e−2λγk(i−1)∆n)e−λγkr) drds
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=
∫ ∆n
0
(1− e−λγks) ds− e−2λγk(i−1)∆n
∫ ∆n
0
e−λ
γ
k
s(1− e−λγks) ds
≤
∫ ∆n
0
(1− e−λγks) ds.
Now let us choose a small ρ ∈ (0,1) such that r+γρ <−d2 . Then, with the estimate 1−
e−λ
γ
k
s ≤ (λγks)ρ(1− e−λ
γ
k
s)1−ρ ≤ (λγk∆n)ρ for all s≤∆n, we obtain E[|∆ni ak−∆niXk|2].
∆1+ρn λ
γρ
k , and therefore,
E[‖∆ni u−∆ni u′‖2Hr ] =
∞∑
k=1
λrkE[|∆ni ak −∆niXk|2].∆1+ρn
∞∑
k=1
λr+γρk .
By Lemma A.1 (i), the series converges with our choice of ρ, which proves (3.24).
Due to the martingale property of Xk, the increments of u
′ are uncorrelated to each
other. However, we would like them to be more, namely, conditionally independent
given each other. For this purpose, we have to discretize the random field σ.
Lemma 3.5. Let hni be as defined in (3.10). As n→∞,
V n,rF (u
′, t)−∆n
[t/∆n]∑
i=1
F
(
hni√
∆n
)
L1−→ 0.
Proof. The proof follows the same scheme as the proof of Lemma 3.3. The main
tool is the estimate (3.23), this time applied to ∆ni u
′ and hni (note that U in (3.18)
remains tight if we include also the vectors hni /
√
∆n). Therefore, the lemma is proved
once we can show an analogue of (3.24) and (3.25). We shall only give the details for
the modified version of (3.24). Notice that, with the notation of (2.16),
E[‖∆ni u′ − hni ‖2Hr ] =
∞∑
k=1
λrk
∫∫ i∆n
(i−1)∆n
φk(y)
2
E[|σ(s, y)− σ((i− 1)∆n, y)|2] dsdy
≤∆nw2(∆n; t)2
∞∑
k=1
λrk.
Since w2(∆n; t)→ 0 as n→∞, the statement corresponding to (3.24) follows.
The law of large numbers for hni can now be shown via covariance analysis.
Lemma 3.6. We have
(3.27) lim
n→∞
E
[∣∣∣∣∣∆n
[t/∆n]∑
i=1
{
F
(
hni√
∆n
)
−E
[
F
(
hni√
∆n
) ∣∣∣∣F(i−1)∆n]
}∣∣∣∣∣
2]
= 0.
Proof. By construction, if j > i, then hni and h
n
j are conditionally independent
given F(j−1)∆n . Moreover, since F has at most polynomial growth, the variance of
F (hni /
√
∆n) can be bounded independently of n and i, cf. (3.25). Therefore, the second
moment on the left-hand side of (3.27) is bounded by a constant times ∆2n [t/∆n]≤ t∆n,
which converges to 0 as n→∞.
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The next step is to compute the conditional expectation in (3.27). To this end, we
need to recall and prove some results concerning Gaussian measures on Hilbert spaces.
By [42, Theorem 2.1.2], the second moment of a mean-zero Gaussian random vector on
Hr with covariance operator Q is given by the trace-class norm of Q:
(3.28) ‖Q‖1 :=
∞∑
k=1
〈Qbk, bk〉Hr ,
where (bk)k≥1 is an arbitrary orthonormal basis of Hr. Another norm on L+,sym1 (Hr) is
given by the Hilbert–Schmidt norm
(3.29) ‖Q‖2 :=
(
∞∑
k=1
‖Qbk‖2Hr
)1/2
.
By [42, Remark B.0.4 and B.0.6], neither ‖Q‖1 nor ‖Q‖2 depends on the choice of
(bk)k≥1. We introduce a third metric on L+,sym1 (Hr) by setting
(3.30) dr(Q,Q
′) := ‖Q−Q′‖L(Hr) + |‖Q‖1 − ‖Q′‖1|, Q,Q′ ∈ L+,sym1 (Hr),
where ‖ · ‖L(Hr) is the usual operator norm for bounded linear operators Hr →Hr.
Lemma 3.7. We have
E
[
F
(
hni√
∆n
) ∣∣∣∣F(i−1)∆n
]
= µF (Q
n,i
r ),
where Qn,ir : Hr →Hr is given by
(3.31) (Qn,ir h)(h
′) :=
∞∑
k,ℓ=1
λrℓak(h
′)aℓ(h)
∫
D
φk(y)φℓ(y)σ
2((i− 1)∆n, y) dy
for h ∈Hr and h′ ∈H−r.
Proof. For any h ∈Hr, we have
〈hni , h〉Hr =
∞∑
k=1
λrkak(h
n
i )ak(h) =
∞∑
k=1
λrkak(h)
∫∫ i∆n
(i−1)∆n
φk(y)σ((i− 1)∆n, y)W (ds,dy),
which is, conditionally on F(i−1)∆n , normally distributed with mean 0 and variance
(3.32) vni (h) :=∆n
∞∑
k,ℓ=1
λrkλ
r
ℓak(h)aℓ(h)c
n,i
k,ℓ,
where cn,ik,ℓ is the integral in (3.31). Hence, by [42, Definition 2.1.1], h
n
i /
√
∆n is condi-
tionally Gaussian given F(i−1)∆n with zero mean. It remains to show that its conditional
covariance operator is given by Qn,ir . But this follows immediately from (3.31) because
(3.33) ak(Q
n,i
r h) = (Q
n,i
r h)(φk) =
∞∑
ℓ=1
λrℓaℓ(h)c
n,i
k,ℓ
and consequently,
(3.34) 〈Qn,ir h,h〉Hr =
∞∑
k=1
λrkak(Q
n,i
r h)ak(h) =
1
∆n
vni (h).
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Lemma 3.8. If F : Hr →R is continuous with |F (h)|. 1 + ‖h‖pHr for some p > 0,
then µF is continuous on L+,sym1 (Hr) with respect to dr, and |µF (Q)|. 1 + ‖Q‖p/21 .
Proof. Since ‖Q‖1 is precisely the second moment of Nr(0,Q), the bound on µF (Q)
follows immediately from the growth assumption on F and [34, Corollary 3.2]. For the
continuity of µF , let Qn and Q be elements of L+,sym1 (Hr) such that dr(Qn,Q)→ 0.
Then, the assumptions of [10, Example 3.8.15] are satisfied, and we have Nr(0,Qn)
w−→
Nr(0,Q) as n→∞, where w−→ denotes weak convergence of measures. Since F is of
polynomial growth and the moments of any order of Nr(0,Qn) are uniformly bounded
in n (as the first part of the proof has shown), we obtain µF (Qn)→ µF (Q) from [10,
Lemma 3.8.7].
The next lemma is the final ingredient in the proof of Theorem 2.4 for r <−d
2
.
Lemma 3.9. We have
(3.35) ∆n
[t/∆n]∑
i=1
µF (Q
n,i
r )−
∫ t
0
µF (σ
2(s, ·)) ds L1−→ 0 as n→∞.
Proof. Let Qr(v) (resp., ck,ℓ(v)) be defined in the same way as Qn,ir in (3.31) (resp.,
the integral in (3.31)), but with (i− 1)∆n replaced by v. By definition (see (2.12)), we
have µF (Qr(v)) = µr,F (σ
2(v, ·)) and Qn,ir =Qr((i− 1)∆n). Therefore, we can write the
difference in (3.35) as Cn1 +C
n
2 where
Cn1 :=
∫ t
0
{[t/∆n]∑
i=1
(
µF (Qr((i− 1)∆n))− µF (Qr(v))
)
1((i−1)∆n,i∆n](v)
}
dv,
Cn2 :=−
∫ t
[t/∆n]∆n
µF (Qr(v)) dv.
Suppose we show that
(3.36) sup
v,w∈[0,t]: |v−w|≤∆n
E[dr(Qr(v),Qr(w))
2].w2(∆n; t)
2.
Then, together with the L2(Ω)-continuity of σ and the continuity of Q 7→ µF (Q) (see
Lemma 3.8), this will imply that for every v ∈ [0, t], the integrand in the definition of
Cn1 converges to 0 in probability as n→∞. In fact, this convergence also takes place
in L1(Ω) by uniform integrability: indeed, by Lemma 3.8, (2.14) and equations (3.28),
(3.32), and (3.34),
(3.37)
E[µF (Qr(v))
2]. 1 + E[‖Qr(v)‖p1]≤ 1 + E
[(
∞∑
k=1
λrkck,k(v)
)p]
≤ 1 +
(
∞∑
k=1
λrkE[|ck,k(v)|p]
1
p
)p
. 1 +
(
∞∑
k=1
λrk
)p
,
which is finite and independent of v. Therefore, for v ∈ [0, t],
E
[([t/∆n]∑
i=1
(
µF (Qr((i− 1)∆n)− µF (Qr(v))
)
1((i−1)∆n,i∆n](v)
)2]
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= E
[[t/∆n]∑
i=1
(
µF (Qr((i− 1)∆n)− µF (Qr(v))
)2
1((i−1)∆n,i∆n](v)
]
. 2
[t/∆n]∑
i=1
(
1 +
(
∞∑
k=1
λrk
)p)
1((i−1)∆n,i∆n](v)≤ 2
(
1 +
(
∞∑
k=1
λrk
)p)
<∞.
This establishes the uniform integrability of the integrand in the definition of Cn1 .
Applying dominated convergence to the dv-integral, we obtain E[|Cn1 |]→ 0. The same
estimate (3.37) also shows E[|Cn2 |]→ 0.
Hence, it remains to prove (3.36), and we shall consider the two parts defining the
metric dr in (3.30) separately. Using [42, Remark B.0.6(ii)], we obtain
(3.38) ‖Qr(v)−Qr(w)‖2L(Hr) ≤ ‖Qr(v)−Qr(w)‖22 =
∞∑
k=1
‖Qr(v)bk −Qr(w)bk‖2Hr .
Recalling the formula for bk from (3.13),
〈Qr(v)bk,Qr(w)bk〉Hr =
∞∑
j=1
λrjaj(Qr(v)bk)aj(Qr(w)bk) = λ
r
k
∞∑
j=1
λrjcj,k(v)cj,k(w)
by (3.33), so expanding the square in the last term in (3.38) yields for v,w ∈ [0,1] with
|v −w| ≤∆n,
E[‖Qr(v)−Qr(w)‖2L(Hr)]≤
∞∑
k=1
λrk
∞∑
j=1
λrjE[(cj,k(v)− cj,k(w))2]. w2(∆n; t)2
where the last inequality uses the Cauchy-Schwartz inequality and the fact that σ has
bounded moments by (2.14), as well as Lemma A.1 (i) and the fact that r <−d2 . For
the second part of the metric dr, observe from (3.32) and (3.34) that
‖Qr(v)‖1 − ‖Qr(w)‖1 =
∞∑
k=1
(
〈Qr(v)bk, bk〉Hr − 〈Qr(w)bk, bk〉Hr
)
=
∞∑
k=1
λrk
(
ck,k(v)− ck,k(w)
)
.
This in turn gives
E
[∣∣∣‖Qr(v)‖1− ‖Qr(w)‖1∣∣∣2]≤
(
∞∑
k=1
λrkE[(ck,k(v)− ck,k(w))2]
1
2
)2
.w2(∆n; t)
2,
which completes the proof of (3.36).
3.3. Proof of Theorem 2.8 (−d2 ≤ r < γ − d2 ).
Proof of Theorem 2.8. As in the proof of Theorem 2.4, we will approximate
‖∆ni u‖Hr by simpler expressions: For ε > 0, i= 1, . . . , [t/∆n], k ≥ 1, and −d2 ≤ r < γ− d2 ,
we consider, in a first truncation step,
(3.39)
an,i,εk :=
∫∫ i∆n
(i∆n−ε)∨0
∆ni ek(s)φk(y)σ(s, y)W (ds,dy), h
n,i,ε
r :=
(
∞∑
k=1
λrk(a
n,i,ε
k )
2
)1/2
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as approximations for ∆ni ak (as defined in (3.6)) and ‖∆ni u‖Hr , respectively. In a second
step, we discretize the random field σ by introducing the variables
a˜n,i,εk :=
∫∫ i∆n
(i∆n−ε)∨0
∆ni ek(s)φk(y)σ(i∆n− ε, y)W (ds,dy),
h˜n,i,εr :=
(
∞∑
k=1
λrk(a˜
n,i,ε
k )
2
)1/2
,
(3.40)
where σ is extended to R×D by setting σ(s, y) := σ(0, y) for all s < 0 and y ∈D.
In this set-up, we consider the decomposition
V n,rf (u, t)− V rf (u, t) = Jεn,1 + Jεn,2 + Jεn,3,
where
Jεn,1 := V
n,r
f (u, t)−∆n
[t/∆n]∑
i=1
f
(
hn,i,εr
τn(r)
)
,
Jεn,2 := ∆n
[t/∆n]∑
i=1
f
(
hn,i,εr
τn(r)
)
−∆n
[t/∆n]∑
i=1
f
(
h˜n,i,εr
τn(r)
)
,
Jεn,3 := ∆n
[t/∆n]∑
i=1
f
(
h˜n,i,εr
τn(r)
)
− V rf (u, t)
and prove (2.25) by showing
lim
ε→0
lim sup
n→∞
E[|Jεn,1|+ |Jεn,2|+ |Jεn,3|] = 0
in Lemmas 3.10, 3.11, and 3.14 below. Indeed, as mentioned at the beginning of Section
3.1, having E[|V n,rf (u, t) − V rf (u, t)|]→ 0 for all t ∈ [0, T ] is sufficient to obtain the
uniform convergence to 0 on [0, T ] in Lq(Ω) that is claimed in (2.25). This establishes
Theorem 2.8.
While Lemmas 3.10 and 3.11 (needed for the proof of Theorem 2.4) have similar
proofs to Lemmas 3.3 and 3.5 (needed for the proof of Theorem 2.8), both the assertion
and the proof of Lemma 3.14 are significantly different from what we saw in Lemma 3.6.
In fact, the main step in proving Lemma 3.14 is Lemma 3.13, where we show that, in the
case −d
2
≤ r < γ− d
2
, not only the average but actually each of the variables h˜n,i,εr /τn(r)
converges in L2(Ω); cf. Remark 3.16 (ii).
3.4. Lemmas used in the proof of Theorem 2.8, and their proofs.
Lemma 3.10. Let −d
2
≤ r < γ − d
2
and consider the variables hn,i,εr from (3.39).
Then
(3.41) lim
ε→0
lim sup
n→∞
E
[∣∣∣∣V n,rf (u, t)−∆n [t/∆n]∑
i=1
f
(
hn,i,εr
τn(r)
)∣∣∣∣
]
= 0.
Proof. The difference in (3.41) is
Dn,εr := ∆n
[t/∆n]∑
i=1
{
f
(‖∆ni u‖Hr
τn(r)
)
− f
(
hn,i,εr
τn(r)
)}
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(note that for i = 1, . . . , [ε/∆n], the terms in this sum vanish). Since f is continuous
with polynomial growth, we can find p≥ 2 such that |f(x)|/xp→ 0 as x→∞. Hence,
similarly to [31, Equation (3.4.16)], we have
(3.42) |f(x+ y)− f(x)| ≤C
(
Φ′A(δ) + Φ(A)
|y|
δ
+Φ′′(A)(xp+ yp)
)
, x, y ≥ 0,
where C > 0 only depends on p, and Φ(A), Φ′A(δ), and Φ
′′(A) are finite numbers sat-
isfying Φ′A(δ)→ 0 as δ→ 0 for given A> 0 and Φ′′(A)→ 0 as A→∞. If we can show
that
lim
n→∞
sup
i=1,...,[t/∆n]
E[|‖∆ni u‖Hr − hn,i,εr |]
τn(r)
= 0,(3.43)
lim sup
ε→0
lim sup
n→∞
sup
i=1,...,[t/∆n]
E[‖∆ni u‖pHr ] + E[(hn,i,εr )p]
τn(r)p
<∞,(3.44)
then (3.42) implies
lim sup
n→∞
E[|Dn,εr |]≤ lim sup
n→∞
∆n [t/∆n] sup
i=1,...,[t/∆n]
E
[∣∣∣∣f(‖∆ni u‖Hrτn(r)
)
− f
(
hn,i,εr
τn(r)
)∣∣∣∣
]
.Φ′A(δ) + Φ
′′(A),
which goes to 0 if we first let δ→ 0 and then A→∞. This establishes (3.41).
So it remains to show (3.43) and (3.44). For (3.44), we note that
E[‖∆ni u‖pHr ] = E
[(
∞∑
k=1
λrk(∆
n
i ak)
2
)p/2]
=
∥∥∥∥∥
∞∑
k=1
λrk(∆
n
i ak)
2
∥∥∥∥∥
p/2
Lp/2(Ω)
≤
(
∞∑
k=1
λrk‖∆ni ak‖2Lp(Ω)
)p/2
by Minkowski’s inequality. Now we apply the Burkholder–Davis–Gundy inequality, and
again the Minkowski’s inequality and hypothesis (2.14) to see, as in the (3.3), that
‖∆ni ak‖2Lp(Ω) ≤
∥∥∥∥∥
∫∫ i∆n
0
(∆ni ek(s))
2φk(y)
2σ2(s, y) dsdy
∥∥∥∥∥
Lp/2(Ω)
≤
∫∫ i∆n
0
(∆ni ek(s))
2φk(y)
2(E[|σ(s, y)|p]) 2p dsdy . 1− e
−λγ
k
∆n
λγk
,
so E[‖∆ni u‖pHr ]. (An,1r )p/2, where An,1r /τn(r)2→Kr as seen in the proof of Lemma 3.1.
This show (3.44) for the first term. The proof for the second term is similar and is left
to the reader.
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We now prove (3.43). To this end, we use the reverse triangle inequality to deduce
for i∆n ≥ ε,
(3.45)
E[(‖∆ni u‖Hr − hn,i,εr )2]≤
∞∑
k=1
λrkE[(∆
n
i ak − an,i,εk )2]
=
∞∑
k=1
λrk
∫∫ i∆n−ε
0
(∆ni ek(s))
2φk(y)
2
E[σ2(s, y)] dsdy
.
∞∑
k=1
λrk
∫ i∆n−ε
0
(e−λ
γ
k(i∆n−s) − e−λγk((i−1)∆n−s))2 ds
=
1
2
∞∑
k=1
λr−γk (1− eλ
γ
k
∆n)2(e−2λ
γ
k
ε − e−2λγki∆n)
≤ 1
2
∞∑
k=1
λr−γk (1− eλ
γ
k
∆n)2e−2λ
γ
k
ε.
Due to the presence of the exponential term e−2λ
γ
k
ε, the right-hand side converges to
a finite limit after dividing by ∆2n, which shows (3.43) by Jensen’s inequality because
∆n/τn(r)→ 0.
Lemma 3.11. With the variables hn,i,εr and h˜
n,i,ε
r from (3.39) and (3.40), we have,
as n→∞, that
(3.46) lim
ε→0
lim sup
n→∞
∆n
[t/∆n]∑
i=1
E
[∣∣∣∣f(hn,i,εrτn(r)
)
− f
(
h˜n,i,εr
τn(r)
)∣∣∣∣
]
= 0.
Proof. As in the proof of Lemma 3.10, it suffices to show (3.43) and (3.44) with
‖∆ni u‖Hr replaced by h˜n,i,εr . We shall only show the modified version of (3.43). With
the same calculations as in (3.45), we obtain for all i≥ 1,
E[(hn,i,εr − h˜n,i,εr )2]
≤
∞∑
k=1
λrk
∫∫ i∆n
(i∆n−ε)∨0
(∆ni ek(s))
2φk(y)
2
E[(σ(s, y)− σ(i∆n− ε, y))2] dsdy
.w2(ε; t)
2
∞∑
k=1
λrk
(∫ i∆n
0
e−2λ
γ
k
s ds+
∫ (i−1)∆n
0
e−2λ
γ
k
s ds
)
.w2(ε; t)
2
∞∑
k=1
λr−γk ,
so the L2(Ω)-continuity of σ completes the proof since r− γ <−d
2
.
Lemma 3.12. For n ∈N and −d2 ≤ r < γ − d2 , consider the measure on [0,∞)×D
defined by
(3.47) Πnr,γ(ds,dy) :=
1
τn(r)2
∞∑
k=1
λrk(e
−λγ
k
s − e−λγk(s−∆n)1s≥∆n)2φk(y)2 dsdy.
Then, as n→∞,
(3.48) Πnr,γ
w−→ Kr|D| δ0(ds)1D(y) dy,
where Kr is the number from (2.26).
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Proof. Clearly, (3.48) is equivalent to showing
lim
n→∞
Πnr,γ([0, t]×Dz)
= lim
n→∞
∫ t
0
∫
Dz
1
τn(r)2
∞∑
k=1
λrk(e
−λγ
k
s − e−λγk(s−∆n)1s≥∆n)2φk(y)2 dsdy
=Kr
|Dz|
|D| =
Kr
|D|
∫∫
1[0,t]×Dz(s, y) δ0(ds) dy
(3.49)
for all t > 0 and z ∈Rd, where Dz = {y ∈D : yi ≤ zi for all i= 1, . . . , d}.
Consider the double integral in the first line of (3.49). With similar calculations as
in (3.3), if we first integrate with respect to s, it is equal to
(3.50)
1
τn(r)2
∫
Dz
∞∑
k=1
λr−γk
(
(1− e−λγk∆n)− e
−2λγ
k
t
2
(eλ
γ
k
∆n − 1)2
)
φk(y)
2 dy.
Thus, (3.49) is equivalent to the convergence of the previous line to Kr|D|
∫
Dz
1dy for all
t > 0 and z ∈ Rd. If z is such that Dz =D, then (3.50) is exactly the last line in (3.3)
(with i∆n replaced by t) divided by τn(r)
2, which, as seen in the proof of Lemma 3.1,
converges to Kr. As a result, by Scheffé’s theorem (see [7, Theorem 16.12]), the lemma
is proved if we can show that
1
τn(r)2
∞∑
k=1
λr−γk
(
(1− e−λγk∆n)− e
−2λγ
k
t
2
(eλ
γ
k
∆n − 1)2
)
φk(y)
2→ Kr|D|
as n→∞, pointwise for all y ∈ D. But this follows from Lemma A.2 because the
second term inside the parentheses is negligible as the calculations for An,i,2r in (3.4)
demonstrate.
The next lemma is the main step in the proof of Theorem 2.8.
Lemma 3.13. For n ∈N, k ∈N, ε > 0, −d2 ≤ r < γ − d2 , and v ≥ ε, define
(3.51)
a˜n,εk (v) :=
∫∫ v
v−ε
(e−λ
γ
k
(v−s) − e−λγk(v−∆n−s)1s≤v−∆n)φk(y)σ(v− ε, y)W (ds,dy),
h˜n,εr (v) :=
(
∞∑
k=1
λrk(a˜
n,ε
k (v))
2
)1/2
.
Then, for any q > 0,
(3.52) sup
v∈[ε,t]
E
[∣∣∣∣∣ h˜n,εr (v)τn(r) −
(
Kr
|D|
∫
D
σ2(v− ε, y) dy
)1/2∣∣∣∣∣
q]
→ 0 as n→∞.
Proof. For simplicity, we adopt the notation Ev−ε[·] = E[· |Fv−ε], and similarly
Varv−ε and Covv−ε. As the moments of any order of h˜
n,ε
r (v)/τn(r) are uniformly
bounded in n and v (cf. (3.44)) and σ2(v − ε, y) has uniformly bounded moments
of all orders by (2.14), it suffices to prove the statement for q = 1. Therefore, the result
will follow from Lemma A.4 (with G =Fv−ε) if we can show that, as n→∞,
sup
v∈[ε,t]
E
[∣∣∣∣τn(r)−2Ev−ε[(h˜n,εr (v))2]− Kr|D|
∫
D
σ2(v− ε, y) dy
∣∣∣∣
]
→ 0,(3.53)
sup
v∈[ε,t]
E
[
τn(r)
−4Varv−ε[(h˜
n,ε
r (v))
2]
]
→ 0.(3.54)
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Given a large number L > 0, consider a partition D =
⋃L
ℓ=1D
L
ℓ of D into pairwise
disjoint measurable sets DLl such that
lim
L→∞
sup
ℓ=1,...,L
sup
x,y∈DL
ℓ
|x− y|= 0,
where | · | is an arbitrary norm on Rd. Picking an arbitrary point yLℓ from each DLℓ , we
can then decompose the difference in (3.53) into En,ε,L,1r (v) + E
n,ε,L,2
r (v) + E
ε,L,3
r (v),
where
(3.55)
En,ε,L,1r (v) :=
∫∫ v
0
L∑
ℓ=1
(σ2(v− ε, y)− σ2(v− ε, yLℓ ))1DLℓ (y)1s<εΠ
n
r,γ(ds,dy),
En,ε,L,2r (v) :=
L∑
ℓ=1
σ2(v− ε, yLℓ )(Πnr,γ([0, ε]×DLℓ )− Kr|D| |DLℓ |),
Eε,L,3r (v) :=
Kr
|D|
L∑
ℓ=1
∫
D
(σ2(v− ε, yLℓ )− σ2(v− ε, y))1DL
ℓ
(y) dy.
By (2.14) and Lemma 3.12, we have supv∈[ε,t]E[|En,ε,L,2r (v)|]→ 0 as n→∞. Using the
L2(Ω)-continuity of σ, one can further show that
sup
v∈[ε,t]
E[|Eε,L,3r (v)|]→ 0 and lim sup
n→∞
sup
v∈[ε,t]
E[|En,ε,L,1r (v)|]→ 0
as L→∞, proving (3.53).
Next, we turn to (3.54). Using the notation ∆nek(s) = e
−λγ
k
s− e−λγk(s−∆n)1s≥∆n , and
the formula Cov(X2, Y 2) = 2Cov(X,Y )2 for mean-zero bivariate Gaussian variables X
and Y (which follows, for example, from (2.18)), we derive
(3.56)
1
τn(r)4
Varv−ε[(h˜
n,ε
r (v))
2] =
1
τn(r)4
∞∑
k,m=1
λrkλ
r
mCovv−ε
(
a˜n,εk (v)
2, a˜n,εm (v)
2
)
=
2
τn(r)4
∞∑
k,m=1
λrkλ
r
m
(∫∫ ε
0
∆nek(s)∆
nem(s)
× φk(y)φm(y)σ2(v− ε, y) dsdy
)2
.
As D is a bounded open set, we know from the Vitali covering theorem (see [10,
Theorem 5.5.2]) that for small δ > 0, there are L(δ) ∈ N and pairwise disjoint open
balls (Bδℓ )ℓ=1,...,L(δ) of radius ≤ δ such that Bδℓ ⊆ D and dist(Bδℓ , ∂D) > δ for every i
and such that |D \⋃L(δ)ℓ=1 Bδℓ | ↓ 0 as δ ↓ 0. Denoting the center of Bδℓ by zδℓ and using the
elementary estimate (x1+ x2+ x3)
2 ≤ 3(x21+ x22+ x23), we bound the terms in (3.56) by
3
∑3
i=1F
n,ε,δ,i
r (v), where
Fn,ε,δ,1r (v) :=
2
τn(r)4
∞∑
k,m=1
λrkλ
r
m
(∫ ε
0
∆nek(s)∆
nem(s) ds
×
∫
D
φk(y)φm(y)
L(δ)∑
ℓ=1
1Bδ
ℓ
(y)
(
σ2(v− ε, y)− σ2(v− ε, zδℓ )
)
dy
)2
,
Fn,ε,δ,2r (v) :=
2
τn(r)4
∞∑
k,m=1
λrkλ
r
m
(∫ ε
0
∆nek(s)∆
nem(s) ds
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×
L(δ)∑
ℓ=1
σ2(v− ε, zδℓ )
∫
Bδ
ℓ
φk(y)φm(y) dy
)2
,
Fn,ε,δ,3r (v) :=
2
τn(r)4
∞∑
k,m=1
λrkλ
r
m
(∫ ε
0
∆nek(s)∆
nem(s) ds
×
∫
D\
⋃L(δ)
ℓ=1
Bδ
ℓ
φk(y)φm(y)σ
2(v− ε, y) dy
)2
.
Because σ has uniformly bounded moments of all orders,
sup
t∈[0,T ]
sup
ℓ=1,...,L(δ)
sup
y∈Bδ
ℓ
E[|σ2(t, y)− σ2(t, zδi )|2]
1
2 .w4(δ;T )
with the notation from (2.16). So following the calculations in the proof of Lemma 3.1,
we deduce that for every t ∈ [0, T ],
lim
δ→0
lim sup
n→∞
sup
v∈[ε,t]
E[|Fn,ε,δ,1r (v)|] = 0.
By a similar argument and the Cauchy–Schwarz inequality,
lim sup
n→∞
sup
v∈[ε,t]
E[|Fn,ε,δ,3r (v)|]
. lim sup
n→∞
(
1
τn(r)2
∞∑
k=1
λrk
∫ ε
0
(∆nek(s))
2 ds
∫
D\
⋃L(δ)
ℓ=1
Bδ
ℓ
φk(y)
2 dy
)2
. lim sup
n→∞
(
1
τn(r)2
∞∑
k=1
λr−γk (1− e−λ
γ
k
∆n)
∫
D\
⋃L(δ)
ℓ=1
Bδ
ℓ
φk(y)
2 dy
)2
.
By Lemma A.2 (ii), this is . |D \⋃L(δ)ℓ=1 Bδℓ |2, which converges to 0 as δ→ 0.
For Fn,ε,δ,2r (v), with small δ > 0 fixed, we consider the terms where k =m and the
terms where k 6=m separately. By (2.14) and (3.3), the sum of the terms where k =m
has a first moment that is bounded by
(3.57)
2
τn(r)4
∞∑
k=1
λ2rk
(∫ ε
0
∆nek(s)
2 ds
)2
≤ 2
τn(r)4
∞∑
k=1
λ2r−2γk
(
1− e−λγk∆n − 1
2
e−2λ
γ
k
ε(eλ
γ
k
∆n − 1)2
)2
.
As in the proof of Lemma 3.1, the second part is of order τn(r)
−4∆4n, which goes to 0
as n→∞. Regarding the first part, we have
(3.58)
1
τn(r)4
∞∑
k=1
λ2r−2γk (1− e−λ
γ
k
∆n)2 ≤
(
sup
k∈N
λr−γk (1− e−λ
γ
k∆n)
τn(r)2
)
1
τn(r)2
∞∑
k=1
λr−γk (1− e−λ
γ
k
∆n).
The term after the supremum converges to Kr by Lemma A.2 (i). At the same time, if
r 6=−d
2
, then 0< 1
γ
(γ − d
2
− r)< 1. So choosing ε > 0 small enough, we obtain
sup
k∈N
λr−γk (1− e−λ
γ
k
∆n)
τn(r)2
≤ sup
k∈N
λr−γk (λ
γ
k∆n)
(γ−d/2−r+ε)/γ
∆
(γ−d/2−r)/γ
n
=∆
ε
γ
n sup
k∈N
λ
− d
2
+ε
k = λ
− d
2
+ε
1 ∆
ε
γ
n → 0
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as n→∞. Similarly, if r =−d
2
,
sup
k∈N
λ
− d
2
−γ
k (1− e−λ
γ
k
∆n)
τn(−d2 )2
≤ sup
k∈N
λ
− d
2
−γ
k λ
γ
k∆n
∆n|log∆n| =
1
|log∆n| supk∈N λ
− d
2
k = λ
− d
2
1
1
|log∆n| → 0.
We conclude that the right-hand side of (3.58) converges to 0 as n→∞.
Finally, let us discuss the terms in Fn,ε,δ,2r (v) when k 6=m. Applying the Cauchy–
Schwarz inequality to the ds-integral and realizing that, as before, the asymptotically
relevant contribution of
∫ ε
0 (∆
nej(s))
2 ds is λ−γj (1− e−λ
γ
j∆n), where j ∈ {k,m}, we only
have to analyze further the following expression:
4
τn(r)4
∞∑
k=1
∞∑
m=k+1
λr−γk λ
r−γ
m (1− e−λ
γ
k
∆n)(1− e−λγm∆n)
×
(L(δ)∑
ℓ=1
σ2(v− ε, zδℓ )
∫
Bδ
ℓ
φk(y)φm(y) dy
)2
.
For any given K ∈N, we can further neglect all terms where k ≤K. Indeed, their sum
is bounded in L1(Ω) by a constant times
∆n
τn(r)4
K∑
k=1
∞∑
m=k+1
λrkλ
r−γ
m (1− e−λ
γ
m∆n)≤ ∆n
τn(r)2
K∑
k=1
λrk ·
1
τn(r)2
∞∑
m=1
λr−γm (1− e−λ
γ
m∆n).
We have ∆n/τn(r)
2 → 0 and the second factor tends to Kr by Lemma A.2 (i). Thus,
the previous display converges to 0 as n→∞, uniformly in v ∈ [ε, t]. As a consequence,
only
(3.59)
F
n,ε,δ
r (v) :=
4
τn(r)4
∞∑
k=K+1
∑
m=k+1
λr−γk λ
r−γ
m (1− e−λ
γ
k∆n)(1− e−λγm∆n)
×
(L(δ)∑
ℓ=1
σ2(v− ε, zδℓ )
∫
Bδ
ℓ
φk(y)φm(y) dy
)2
remains to be considered, where K will be chosen shortly.
If r > −d2 , we decompose F
n,ε,δ
r (v) into F
n,ε,δ,θ,1
r (v) + F
n,ε,δ,θ,2
r (v), where the first
(resp., second) term comprises the indices (k,m) satisfying K < k <m≤ (1+θ)k (resp.,
k > K and m> (1 + θ)k) and where θ ∈ (0,1) is some fixed number for the moment.
We can bound the dy-integral of φkφm over B
δ
ℓ in the previous display either by 1
(using the Cauchy–Schwarz inequality) or by the estimate in Lemma A.3 (recall that δ
and the Bδℓ are fixed). Therefore, letting ρ ∈ [0,1] be another parameter that we choose
later, we obtain
sup
v∈[ε,t]
E[|Fn,ε,δ,θ,2r (v)|]
≤Cδ 4
τn(r)4
∞∑
k=K+1
∑
m>(1+θ)k
λr−γk λ
r−γ
m (1− e−λ
γ
k
∆n)(1− e−λγm∆n) λ
ρ
mλ
1
4
ρ
k
(λm − λk)2ρ
for some constant Cδ that is independent of n. Thanks to (A.1), we can write λk =
CD(1+ ηk)k
2/d for all k ∈N with a sequence (ηk)k∈N that converges to 0. In particular,
if m> (1 + θ)k, then
λm ≥ 1 + ηm
1 + ηk
(1 + θ)
2
dλk, therefore λm − λk ≥K(m,k, θ)λk,
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where
K(m,k, θ) :=
1+ ηm
1 + ηk
(1 + θ)
2
d − 1 = 1+ ηm
1 + ηk
([
(1 + θ)
2
d − 1
]
+ 1− 1 + ηk
1 + ηm
)
.
Since (1 + θ)
2
d − 1 ≥ 2θ
d
, we have K(m,k, θ)≥ θ
2d
, for m > k ≥ K =K(θ) ∈ N, where
K(θ) is large enough so that
1 + ηm
1 + ηk
≥ 1
2
, 1− 1 + ηk
1 + ηm
≥−θ
d
.
Therefore,
sup
v∈[ε,t]
E[|Fn,ε,δ,θ,2r (v)|]
.
1
τn(r)4
∞∑
k=K+1
∑
m>(1+θ)k
λr−γk λ
r−γ
m (1− e−λ
γ
k
∆n)(1− e−λγm∆n)λρmλ
1
4
ρ
k λ
−2ρ
k
.
1
τn(r)4
∞∑
k=1
λ
r− 7
4
ρ−γ
k (1− e−λ
γ
k
∆n)
∞∑
m=1
λr−γ+ρm (1− e−λ
γ
m∆n).
Let ρ > 0 be small enough such that r1 = r − 74ρ >−d2 and r2 = r + ρ < γ − d2 . Then,
by Lemma A.2 (i), the sum over k is of order τn(r1)
2, while the sum over m is of order
τn(r2)
2. As a consequence, the formula (2.24) for τn(r) shows
(3.60) lim
n→∞
sup
v∈[ε,t]
E[|Fn,ε,δ,θ,2r (v)|]. limn→∞
τn(r1)
2τn(r2)
2
τn(r)4
= lim
n→∞
∆
1
γ
( 7
4
ρ−ρ)
n = 0.
Next, we consider F
n,ε,δ,θ,1
r (v). Bounding the second moment of the sum in paren-
theses in (3.59) by a constant and using 1− e−x ≤ x 1γ (γ− d2−r), we obtain
(3.61)
sup
v∈[ε,t]
E[|Fn,ε,δ,θ,1r (v)|].
1
τn(r)4
∞∑
k=1
∑
k<m≤(1+θ)k
λr−γk λ
r−γ
m (1− e−λ
γ
k
∆n)(1− e−λγm∆n)
.
1
τn(r)2
∞∑
k=1
λr−γk (1− e−λ
γ
k∆n)
∑
k<m≤(1+θ)k
m−1
≤ 1
τn(r)2
∞∑
k=1
λr−γk (1− e−λ
γ
k
∆n)(log((1 + θ)k)− logk)
= log(1 + θ)
1
τn(r)2
∞∑
k=1
λr−γk (1− e−λ
γ
k
∆n)
→Kr log(1 + θ)
by Lemma A.2 (i). As a consequence,
lim
θ→0
lim sup
n→∞
sup
v∈[ε,t]
E[|Fn,ε,δ,θ,1r (v)|] = 0,
which completes the proof of (3.54) for r >−d2 .
If r = −d
2
, we go back to (3.59) and let F
n,ε,δ,θ,1
−d/2 (v) (resp., F
n,ε,δ,θ,2
−d/2 (v)) contain
the indices (k,m) with K < k < m≤ kθ (resp., k > K and m> kθ), where θ > 1 and
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K =K(θ)> 0 is chosen such that |ηk| ≤ 12 for all k >K andm
2
d ≥ 6m 2dθ for all m>Kθ.
Then k >K and m> kθ imply
λm − λk = CD(1 + ηm)m 2d −CD(1 + ηk)k 2d ≥ 12CDm
2
d − 3
2
CDm
2
dθ ≥ 1
4
CDm
2
d{
& λm,
≥ 1
4
CDk
2
d
θ & λθk.
So arguing as above (with ρ= 1) and bounding (λm − λk)2 & λmλθk, we derive
sup
v∈[ε,t]
E[|Fn,ε,δ,θ,2−d/2 (v)|]
.
1
τn(−d2 )4
∞∑
k=K+1
∑
m>kθ
λ
− d
2
−γ
k λ
− d
2
−γ
m (1− e−λγk∆n)(1− e−λγm∆n)λ
1
4
−θ
k
.
1
τn(−d2 )4
∞∑
k=1
λ
− d
2
+ 1
4
−θ−γ
k (1− e−λ
γ
k
∆n)
∞∑
m=1
λ
− d
2
−γ
m (1− e−λγm∆n).
By Lemma A.2, the sum over m is O(τn(−d2)2), whereas, as seen in the proof of Lemma
3.1, the sum over k is O(τn(−d2 + 14 − θ)) =O(∆n). Therefore,
lim
n→∞
sup
v∈[ε,t]
E[|Fn,ε,δ,θ,2−d/2 (v)|]. limn→∞
∆n
τn(−d2 )2
= lim
n→∞
1
|log∆n| = 0.
Analogously to (3.61), we further have
sup
v∈[ε,t]
E[|Fn,ε,δ,θ,1−d/2 (v)|]
.
θ− 1
τn(−d2)2|log∆n|
∞∑
k=1
λ
− d
2
−γ
k (1− e−λ
γ
k
∆n) logk
.
θ− 1
|log∆n|2
[∆
−d/(2γ)
n ]∑
k=1
k−1 logk+
θ− 1
∆n|log∆n|2
∞∑
k=[∆
−d/(2γ)
n ]+1
k−1−
2
d
γ logk.
Bounding k−
2
d
γ ≤ (1 + [∆−d/(2γ)n ])− 2d γ ≤∆n, we conclude that
lim sup
n→∞
sup
v∈[ε,t]
E[|Fn,ε,δ,θ,1−d/2 (v)|]≤ limn→∞
2(θ− 1)
|log∆n|2 log∆
− d
2γ
n (1 + log∆
− d
2γ
n ). θ− 1.
The proof of (3.54) when r=−d
2
is completed by sending θ ↓ 1.
Lemma 3.14. For every t > 0,
lim
ε→0
lim sup
n→∞
E
[∣∣∣∣∣∆n
[t/∆n]∑
i=1
f
(
h˜n,i,εr
τn(r)
)
− V rf (u, t)
∣∣∣∣∣
]
= 0.
Proof. We write the difference in the previous line as a sum of four terms:
Gn,ε,1r := ∆n
[t/∆n]∑
i=[ε/∆n]+1
{
f
(
h˜n,i,εr
τn(r)
)
− f
(√
Kr
|D|
∫
D
σ2(i∆n− ε, y) dy
)}
,
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Gn,ε,2r :=
∫ ∆n[t/∆n]
∆n[ε/∆n]
[t/∆n]∑
i=[ε/∆n]+1
{
f
(√
Kr
|D|
∫
D
σ2(i∆n− ε, y) dy
)
− f
(√
Kr
|D|
∫
D
σ2(v− ε, y) dy
)}
1[(i−1)∆n,i∆n)(v) dv,
Gn,ε,3r :=
∫ ∆n[t/∆n]
∆n[ε/∆n]
{
f
(√
Kr
|D|
∫
D
σ2(v− ε, y) dy
)
− f
(√
Kr
|D|
∫
D
σ2(v, y) dy
)}
dv,
Gn,ε,4r := ∆n
[ε/∆n]∑
i=1
f
(
h˜n,i,εr
τn(r)
)
−
∫ ∆n[ε/∆n]
0
f
(√
Kr
|D|
∫
D
σ2(v, y) dy
)
dv
−
∫ t
∆n[t/∆n]
f
(√
Kr
|D|
∫
D
σ2(v, y) dy
)
dv.
Employing the estimate (3.42) and Lemma 3.13 and arguing as in the beginning of the
proof of Lemma 3.11 to get (3.43) for h˜n,i,εr , we can show that E[|Gn,ε,1r |]→ 0 as n→∞.
Using the L2(Ω)-continuity of σ in addition (see Remark 2.5), it follows similarly to
the proof of Lemma 3.11, that E[|Gn,ε,2r |]→ 0 as n→∞ and lim supn→∞E[|Gn,ε,3r |]→ 0
as ε→ 0. Furthermore, as the reader may easily verify by using (3.44) for h˜n,i,εr and
(2.14), also limε→0 lim supn→∞E[|Gn,ε,4r |] = 0.
Proof of Corollary 2.11. With the same arguments as for (3.25) and (3.44),
one can show that for all p, T > 0, there is a constant C = C(p, r, γ, σ, T )> 0 such that
for all s, t ∈ [0, T ]
E[‖u(t, ·)− u(s, ·)‖pHr ]
1
p ≤C|t− s|α(r)
(≤C|t−s|α(r)−ε when r=−d
2
, where ε can be taken arbitrarily small). So the first part
of the corollary follows from Kolmogorov’s continuity theorem (see [20, Theorem 3.3]).
For the second part, if σ ≡ 1, observe from Lemma 3.1 that for all 0 < T1 < T2 <∞,
there is C ′ =C ′(r, γ, T1, T2) such that for all s, t∈ [T1, T2],
E[‖u(t, ·)− u(s, ·)‖2Hr ]≥C ′|t− s|2α(r).
Hence, the second assertion can be obtained with the same arguments as in [18, Theo-
rem 4].
3.5. Comparison between Theorem 2.4 and Theorem 2.8. We conclude this paper
by comparing Theorem 2.4 (where r <−d2 ) and Theorem 2.8 (where −d2 ≤ r < γ − d2 )
in two remarks.
Remark 3.15. Let us explain why in Theorem 2.8, we did not study functionals
as general as in Theorem 2.4. As Lemma 3.4 shows, the family
U ′ :=
{
u(i∆n, ·)− u((i− 1)∆n, ·)
τn(r)
: n ∈N, i= 1, . . . , [T/∆n]
}
is tight for r <−d
2
and τn(r) =
√
∆n, which makes it possible to prove Lemma 3.3.
By contrast, if −d
2
≤ r < γ − d
2
and σ is, say, identically 1, then there is no normal-
izing sequence τn(r) such that U ′ becomes tight in Hr without all limit points being
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zero. Indeed, it follows from Lemma 3.1 that for −d
2
≤ r < γ − d
2
, the normalization
τn(r) must be chosen as in (2.24) (or at least, of the same order) to avoid degenerate
limits. Since U ′ is a collection of centered Gaussian vectors on Hr, we know from [10,
Example 3.8.13 (iv)] that if U ′ were tight, then the series ∑∞k=1E[〈∆ni u/τn(r), bk〉2Hr ]
would converge uniformly in n and i, where bk are the orthonormal basis functions from
(3.13) and ∆ni u= u(i∆n, ·)− u((i− 1)∆n, ·). In other words, we would have
(3.62) lim
m→∞
sup
n∈N
sup
i=1,...,[T/∆n]
∞∑
k=m
E
[〈
∆ni u
τn(r)
, bk
〉2
Hr
]
= 0.
But this is not true because from the calculations in (3.19), we deduce that
∞∑
k=m
E
[〈
∆ni u
τn(r)
, bk
〉2
Hr
]
=
1
τn(r)2
(
∞∑
k=m
λr−γk (1− e−λ
γ
k
∆n)− 1
2
∞∑
k=m
λr−γk e
−2λγ
k
i∆n(eλ
γ
k
∆n − 1)2
)
.
The expression within the parentheses is exactly the last line of (3.3), except that
summation starts at k =m. By (3.4), if i∆n ≥ ε for some ε > 0, then the second part,
divided by τn(r)
2, vanishes as n→∞. In the notation of the proof of Lemma 3.1, the
first part equals
(3.63)
1
τn(r)2
An,1r −
1
τn(r)2
m−1∑
k=1
λr−γk (1− e−λ
γ
k
∆n).
For any fixed value of m ∈ N, the second term is bounded by (∑m−1k=1 λrk)∆n/τn(r)2,
which converges to 0 as n→∞. At the same time, the first term converges to the
constant Kr of (2.26), as seen in the proof of the lemma. This is a nonzero limit that
is independent of the value of m, so (3.62) must be false and therefore U ′ cannot be
tight.
Remark 3.16. There are further important differences between Theorem 2.4 and
Theorem 2.8. Let us take σ ≡ 1 and consider quadratic variations (i.e., p= 2 in (1.2),
so f(x) = x2) in the following to simplify the discussion.
(i) If r < −d2 , Theorem 2.4 gives a genuine law of large numbers in the fol-
lowing sense: As n tends to infinity, most of the squared normalized increments
‖∆ni u‖2Hr/τn(r)2 (where “most” means that i∆n ≥ ε for some fixed but arbitrary ε > 0)
have equal mean (namely Kr by Lemma 3.1) and bounded variance (see (3.25)). More-
over, they are only weakly correlated to each other, so a classical L2(Ω)-argument gives
the law of large numbers; cf. Lemma 3.6.
(ii) By contrast, if −d
2
≤ r < γ − d
2
, Theorem 2.8 is a degenerate law of large num-
bers. Here, not only do we have E[‖∆ni u‖2Hr ]/τn(r)2→Kr (i.e., convergence of means)
for most values of i, but we actually have E[|‖∆ni u‖2Hr/τn(r)2 −Kr|] (i.e., convergence
in mean); cf. Lemma 3.13. In the case r <−d2 , only the sum ∆n
∑[t/∆n]
i=1 ‖∆ni u‖2Hr/τn(r)2
converges in mean, not the individual summands. In particular, no averaging or can-
cellation argument as in Lemma 3.6, which would be typical of a genuine law of large
numbers, is needed for −d
2
≤ r < γ− d
2
. This also explains why if we compare (2.22) and
(2.29), then only in (2.22) is there a factor (namely 2pBp(x1, . . . , xp)) that is related to
moment formulas.
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APPENDIX
We start with some analytic preliminaries needed for the proof of Proposition 2.1.
Lemma A.1. Let D be an open bounded subset of Rd. Then the eigenvalues and
eigenfunctions of −∆ have the following properties:
(i) The eigenvalues (λn)n∈N satisfy Weyl’s law, that is,
(A.1) lim
n→∞
λn
n2/d
= CD :=
4πΓ(1+ d
2
)2/d
|D|2/d .
(ii) For all n ∈N,
(A.2) ‖φn‖L∞(D) ≤
(
2eλn
πd
)d/4
.
(iii) For every x ∈D, the following asymptotics are valid as λ→∞ (where f(x)∼
g(x) means f(x)/g(x)→ 1):
• for r <−d2 ,
(A.3)
∑
k:λk>λ
λrk|φk(x)|2 ∼−
1
(4π)d/2Γ(1 + d
2
)(1 + 2
d
r)
λ
d
2
+r;
• for r >−d2 ,
(A.4)
∑
k:λk≤λ
λrk|φk(x)|2 ∼
1
(4π)d/2Γ(1 + d2 )(1 +
2
dr)
λ
d
2
+r;
• for r =−d
2
,
(A.5)
∑
k:λk≤λ
λrk|φk(x)|2 ∼
1
(4π)d/2Γ(d2)
logλ.
(iv) If D additionally has the cone property, then, for any r < −d
2
, there is ε > 0
such that
(A.6) sup
x∈D
∞∑
k=1
λrk|φk(x)|2+ε <∞.
Proof. Part (i) is well known; see [9, Theorem 1.11] or [25]. Part (ii) is shown in
[21, Lemma 3.1]. For (iii), we use [24, Equation (0.7)], which shows, for every x ∈D,
that
V (t) := V (t;x) :=
∑
1≤k≤t
|φk(x)|2 ∼ t|D|
as t→∞. Therefore, by Abel’s summation formula (see [2, Theorem 4.2]),
∑
1≤k≤t
k
2
d
r|φk(x)|2 = t 2d rV (t)− 2
d
r
∫ t
1
s
2
d
r−1V (s) ds∼ t
2
d
r+1
|D| −
2r
d|D|
∫ t
1
s
2
d
r ds
∼

1
( 2
d
r+1)|D|
t
2
d
r+1 if r >−d2 ,
1
|D|
log t if r =−d
2
.
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As λk ∼CDk2/d by (A.1), we derive
∑
k:λk≤λ
λrk|φk(x)|2 ∼CrD
∑
1≤k≤C
−d/2
D λ
d/2
k
2
d
r|φk(x)|2 ∼

C
−d/2
D
( 2
d
r+1)|D|
λr+
d
2 if r >−d2 ,
dC
−d/2
D
2|D|
logλ if r =−d
2
,
as λ→∞, which becomes (A.4) and (A.5) after simplifying the constants. If r <−d
2
,
we obtain, with similar arguments,
∑
k:k>t
k
2
d
r|φk(x)|2 = lim
K→∞
(
K
2
d
rV (K)− t 2d rV (t)− 2
d
r
∫ K
t
s
2
d
r−1V (s) ds
)
=−t 2d rV (t)− 2
d
r
∫ ∞
t
s
2
d
r−1V (s) ds
∼− t
2
d
r+1
|D| −
2r
d|D|
∫ ∞
t
s
2
d
r ds=− 1
( 2dr+ 1)|D|
t
2
d
r+1
and consequently,
∑
λk>λ
λrk|φk(x)|2 ∼CrD
∑
k>C
−d/2
D
λd/2
k
2
d
r|φk(x)|2 ∼− C
−d/2
D
( 2dr+ 1)|D|
λr+
d
2 ,
which is (A.3).
For (iv), we use (ii), [1, Theorem 8.2], and the hypothesis r <−d
2
to deduce
∑
λk≥λ
λrk|φk(x)|2+ε =
∞∑
k=0
∑
λk∈[2nλ,2n+1λ)
λrk|φk(x)|2+ε .
∞∑
n=0
∑
λk∈[2nλ,2n+1λ)
λ
r+ d
4
ε
k φk(x)
2
. λr+
d
4
ε
∞∑
n=0
2nr
∑
λk≤2n+1λ
φk(x)
2 . λr+
d
4
ε
∞∑
n=0
2nr(2n+1λ)
d
2 . λ
d
2
+r+ d
4
ε,
which converges to 0 as λ→∞, uniformly in x ∈D, if ε is small enough. This proves
(A.6).
Proof of Proposition 2.1. The existence of a jointly measurable and adapted
solution of (1.1) will be a consequence of Theorem 4.2.1 in [19] once we show that
(A.7)
∫ t
0
ds sup
x∈Rd
∫
D
dy g2(s;x, y)<∞.
According to [1, Theorem 8.2], because D satisfies the cone property, there is a finite
constant C > 0 such that for all x ∈D and all t≥ 0,
(A.8) V˜ (t, x) :=
∑
k:λk≤t
|φk(x)|2 ≤Ctd/2.
Using the orthonormal property of (φk)k∈N, we see that∫
D
g(s;x, y)2 dy =
∞∑
k=1
φk(x)
2e−2λ
γ
k
s =
∫ +∞
λ1−
e−2u
γs V˜ (du,x).
By Abel’s summation formula (see [2, Theorem 4.2]), this is equal to
−
∫ +∞
λ1
V˜ (u,x)(−2γuγ−1s)e−2uγs du≤ 2γC
∫ +∞
λ1
u
d
2
+γ−1se2u
γs du.
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Therefore, ∫ t
0
ds sup
x∈Rd
∫
D
dy g2(s;x, y)≤ 2γC
∫ +∞
λ1
duu
d
2
+γ−1
∫ t
0
ds s e2u
γs.
Since
∫∞
0 se
−asds= a−2 (a > 0), this is bounded above by
2γC
∫ +∞
λ1−
u
d
2
+γ−1(2uγ)−2 du= γC2
∫ +∞
λ1−
u
d
2
−γ−1 du <∞
because d2 − γ < 0. This implies (A.7).
In order to establish the Lp-continuity of u, according to [19, Section 4.2.2], it suffices
to show that
lim
(τ,h)→0
∫ t
0
∫
D
(g(t+ τ − s;x+ h, y)− g(t− s;x, y))2 dy ds= 0,(A.9)
lim
τ↓0
∫ t+τ
t
∫
D
g2(t+ τ − s;x, y) dyds= 0,(A.10)
for all t > 0 and x ∈D. Once L2-continuity is established, predictability follows imme-
diately [17, Proposition 2].
In order to establish (A.9), because
∫ t
0 (e
−λγ
k
(s+τ) − e−λγks)2 ds = (1 − e−λγkτ )2(1 −
e−2λ
γ
k
t)/(2λγk), one easily checks that the integral in (A.9) is bounded by
2
∫ t
0
∫
D
(g(s+ τ ;x+ h, y)− g(s;x+ h, y))2 dy ds
+ 2
∫ t
0
∫
D
(g(s;x+ h, y)− g(s;x, y))2 dy ds
≤
∞∑
k=1
(1− e−λγkτ )2
λγk
φk(x+ h)
2 +
∞∑
k=1
(φk(x+ h)− φk(x))2
λγk
.
As (τ, h)→ 0, the terms within both sums converge to 0 for each k ∈ N. Moreover,∑∞
k=1 λ
−γ
k δk is a finite measure on N by Lemma A.1 (i) and the hypothesis γ >
d
2 . So
by Proposition 4.12 and the discussion before Lemma 4.10 in [33], (A.9) is implied by
supx∈D
∑∞
k=1(2λ
γ
k)
−1|φk(x)|2+ε <∞, which was shown in (A.6) for some small ε > 0.
Concerning (A.10), the same arguments show that∫ t+τ
t
∫
D
g2(t+ τ − s;x, y) dyds=
∫ τ
0
∫
D
g2(s;x, y) dyds=
∞∑
k=1
1− e−λγkτ
2λγk
φk(x)
2→ 0
as τ ↓ 0.
Proof of Proposition 2.3. Observe from (2.8) and the orthogonality of (φk)k∈N
that (ak(t))k∈N is a sequence of independent centered Gaussian random variables. Thus,
by [33, Theorem 4.17] and [7, Theorem 22.7], the almost-sure finiteness of ‖u(t, ·)‖2Hr =∑∞
k=1 λ
r
k(ak(t))
2 is equivalent to the convergence in probability of
∑n
k=1 λ
r/2
k ak(t) as
n→∞. By Gaussianity, this is in turn equivalent to the summability of the variances,
that is, to r < γ − d
2
by (2.9).
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Lemma A.2. Suppose that D ⊆ Rd is open and bounded and that −d
2
≤ r < γ − d
2
.
Let
Hn :=
1
τn(r)2
∞∑
k=1
λr−γk (1− e−λ
γ
k
∆n),
Hn(y) :=
1
τn(r)2
∞∑
k=1
λr−γk (1− e−λ
γ
k
∆n)φk(y)
2, y ∈D,
with τn(r) from (2.24). Further recall the definition of Kr from (2.26).
(i) As n→∞, we have Hn→Kr and Hn(y)→Kr/|D| for every y ∈D.
(ii) If D additionally satisfies the cone property and D0 is a measurable subset of
D, then
(A.11) lim sup
n→∞
∫
D0
Hn(y) dy ≤C|D0|
with a constant C ∈ (0,∞) that does not depend on D0.
Proof. Consider (i) first. We only show the claim for Hn(y); the assertion for Hn
follows analogously once we replace φk(y)
2 by 1 in the subsequent arguments (in this
case, there would be an additional factor |D| in (A.13), which explains that the limit
of Hn differs from the limit of Hn(y) also by a factor of |D|). If r 6=−d2 , we fix y ∈D
and let
U(λ) := U(λ; y) :=
∑
k:λk≤λ
φk(y)
2, λ > 0,
k(z) := zγ−r(1− e−z−γ), z > 0,
M (z) :=M (z; y) :=
∫ ∞
0
k(z/λ) dU(λ) = zγ−r
∞∑
k=1
λr−γk (1− e−λ
γ
k
/zγ)φk(y)
2, z > 0.
so that M (z) is the Mellin–Stieltjes transform of U [8, (4.0.3)]. Then
(A.12) Hn(y) =∆
− 1
γ
(γ− d
2
−r)
n
∞∑
k=1
λr−γk (1− e−λ
γ
k
∆n)φk(y)
2 =∆
d
2γ
n M (∆
− 1
γ
n ).
We use an Abelian theorem from [8] to determine the behavior of M (z) as z→∞.
To this end, observe from [24, Equation (0.7)] and (A.1) that
(A.13) U(λ)∼
∑
1≤k≤C
−d/2
D λ
d/2
φk(y)
2 ∼ (2π)−d π
d
2
Γ(1 + d2 )
λ
d
2 , λ→∞.
Moreover, since λ1 > 0, U(λ) is identically 0 for 0< λ< λ1. Next, pick α,β > 0 such that
(−r)∨ 0< α< d2 < β < γ− r, which is possible because −d2 < r < γ− d2 by assumption.
Because z 7→ k(z) is continuous on (0,∞), increasing at 0 and eventually decreasing for
large z, there is n0 ∈N such that∑
n∈Z
(e−αn ∨ e−βn) sup
en≤z≤en+1
k(z)
≤
−n0−1∑
n=−∞
e−βne(n+1)(γ−r) +
n0∑
n=−n0
(e−αn ∨ e−βn) sup
z∈(0,∞)
k(z) +
∞∑
n=n0+1
e−αne−nr
<∞.
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We conclude from [8, Theorem 4.4.2] that
M (z)∼ d
2
(2π)−d
π
d
2
Γ(1 + d2 )
kˇ(d2 )z
d
2 , z→∞,
where, by a substitution zγ 7→ y and integration by parts,
kˇ(d2) :=
∫ ∞
0
z
d
2
−1k(z−1) dz =
∫ ∞
0
z
d
2
−1zr−γ(1− e−zγ) dz = 1
γ
∫ ∞
0
y
r
γ
−2+ d
2γ (1− e−y) dy
=
−1
r− γ + d
2
∫ ∞
0
y
r
γ
−1+ d
2γ e−y dy =
−1
r− γ + d
2
Γ( r
γ
+ d
2γ
).
Recalling the formula for Kr from (2.26), we obtain
M (z)∼ d
2
(2π)−d
π
d
2
Γ(1 + d
2
)
1
γ − d
2
− rΓ(
r
γ
+ d
2γ
)z
d
2 =
Kr
|D|z
d
2 , z→∞.
Inserting this into (A.12) yields the desired result.
If r =−d2 , we split Hn(y) into Hn,1(y) +Hn,2(y) +Hn,3(y), where
Hn,1(y) :=
1
|log∆n|
∑
λk≤∆
−1/γ
n
λ
− d
2
k φk(y)
2,
Hn,2(y) :=
1
∆n|log∆n|
∑
λk≤∆
−1/γ
n
λ
− d
2
−γ
k (1− e−λ
γ
k
∆n − λγk∆n)φk(y)2,
Hn,3(y) :=
1
∆n|log∆n|
∑
λk>∆
−1/γ
n
λ
− d
2
−γ
k (1− e−λ
γ
k
∆n)φk(y)
2.
Because |1− e−x − x| ≤ x22 for all x≥ 0, we have from (A.4),
Hn,2(y).
∆n
|log∆n|
∑
λk≤∆
−1/γ
n
λ
γ− d
2
k φk(y)
2 .
1
|log∆n| → 0
as n→∞. Similarly, using (A.3) and the simple bound 1− e−x ≤ 1, we obtain
Hn,3(y).
1
∆n|log∆n|
∑
λk>∆
−1/γ
n
λ
− d
2
−γ
k φk(y)
2 .
1
|log∆n| → 0.
Finally, (A.5) and (2.26) show Hn,1(y)→ (γ(4π) d2Γ(d2 ))−1 = KrD , which completes the
proof of (i).
For (ii), let V˜ (t, x) be defined in (A.8), so that
Hn(y) =
1
τn(r)2
∫ ∞
λ1−
tr−γ(1− e−tγ∆n)) V˜ (dt, y).
By Abel summation (see [2, Theorem 4.2]), we have
Hn(y) =
1
τn(r)2
lim
t→∞
[
V˜ (t, y)tr−γ(1− e−tγ∆n)
]
− 1
τn(r)2
∫ ∞
λ1
V˜ (t, y)
(
tr−γ(1− e−tγ∆n)
)′
dt
.
1
τn(r)2
∫ ∞
λ1
(fn,1(t) + fn,2(t)) dt,
where
fn,1(t) := (γ − r) t d2+r−γ−1(1− e−tγ∆n), fn,2(t) :=−γ t d2+r−1 e−tγ∆n ,
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and we have used (A.8). The right-hand side no longer depends on y, so the integral
over D0 contributes a factor |D0|. Using the change of variables u= tγ∆n, we see that
for i= 1,2,
lim
n→∞
1
τn(r)2
∫ ∞
λ1
fn,i(t) dt
exists and is finite. This completes the proof of (ii).
Lemma A.3. (i) Fix d≥ 2. Let D ⊆ Rd be a bounded connected open set with
a piecewise smooth boundary (in the sense of [29, Definition 1.17]) and let D0 be an
open set with a smooth boundary satisfying D0 ⊆ D. Then there is C ∈ (0,∞), only
depending on D and D0, such that for all k > ℓ,∣∣∣∣∣
∫
D0
φk(x)φℓ(x) dx
∣∣∣∣∣≤C λ
1
2
k λ
1
8
ℓ
λk − λℓ .
(ii) Let d= 1 and let D ⊆R be an interval and let D0 be a subinterval of D. Then
there is C ∈ (0,∞), only depending on D and D0, such that for all k > ℓ,∣∣∣∣∣
∫
D0
φk(x)φℓ(x) dx
∣∣∣∣∣≤C λ
1
2
k
λk − λℓ .
Proof. For (i), we can use the eigenfunction properties of φk and φℓ and Green’s
second identity to get
(λk − λℓ)
∫
D0
φk(x)φℓ(x) dx=
∫
D0
(φk(x)∆φℓ(x)− φℓ(x)∆φk(x)) dx
=
∫
∂D0
(φk(x)∂νφℓ(x)− φℓ(x)∂νφk(x))S(dx),
where S is the surface measure and ∂ν is the derivative in direction of the outward point-
ing unit normal field of the boundary ∂D0. Applying the Cauchy–Schwarz inequality,
we obtain
(λk − λℓ)
∣∣∣∣∣
∫
D0
φk(x)φℓ(x) dx
∣∣∣∣∣≤
(∫
∂D0
φk(x)
2S(dx)
) 1
2
(∫
∂D0
(∂νφℓ(x))
2S(dx)
) 1
2
+
(∫
∂D0
φℓ(x)
2 S(dx)
) 1
2
(∫
∂D0
(∂νφk(x))
2S(dx)
) 1
2
.
Since d≥ 2, by [29, Corollary 1.8] and [12, Theorem 1.1], it follows that
(λk − λℓ)
∣∣∣∣∣
∫
D0
φk(x)φℓ(x) dx
∣∣∣∣∣. λ 18k λ 12ℓ + λ 18ℓ λ 12k . λ 18ℓ λ 12k ,
which implies the assertion of statement (i).
In the case of (ii), since d= 1, we may as well assume that D = (0, π). In this case,
λk = k
2 and φk(x) = sin(kx). Assuming that D0 = (y1, y2), we consider∫ y2
y1
sin(kx) sin(ℓx) dx.
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By additivity of v 7→ ∫ v0 · · · , it suffices to consider y1 =w1 = 0. The estimate∣∣∣∣∣
∫ y2
0
sin(ky) sin(ℓy) dy
∣∣∣∣∣=
∣∣∣∣∣k sin(ℓy2) cos(ky2)− ℓ sin(ky2) cos(my2)k2− ℓ2
∣∣∣∣∣≤ 2λ
1
2
k
λk − λℓ
completes the proof of the lemma.
Lemma A.4. Let G be a sub-σ-field of F , I be an index set, and for v ∈ I, let
(Yn(v))n∈N and Z(v) be nonnegative random variables such that
(A.14) sup
v∈I
sup
n∈N
E[Yn(v)
6]<∞ and sup
v∈I
E[Z(v)6]<∞.
Suppose that
(A.15)
lim
n→∞
sup
v∈I
E
[∣∣∣E[Yn(v)2 | G]−Z(v)∣∣∣]= 0 and lim
n→∞
sup
v∈I
E
[
Var(Yn(v)
2 | G)
]
= 0.
Then
(A.16) lim
n→∞
sup
v∈I
E
[∣∣∣Yn(v)−√Z(v)∣∣∣]= 0.
Proof. Recalling that
E
[
Var(Yn(v)
2 | G)
]
= E
[(
Yn(v)
2 −E[Yn(v)2 | G]
)2]
,
we deduce from (A.15) that
(A.17) lim
n→∞
sup
v∈I
‖Yn(v)2 −E[Yn(v)2 | G]‖L2(Ω) = 0.
By (A.15),
lim
n→∞
sup
v∈I
‖E[Yn(v)2 | G]−Z(v)‖L1(Ω) = 0.
Because of the bounded moments assumption (A.14), we get
(A.18) lim
n→∞
sup
v∈I
‖E[Yn(v)2 | G]−Z(v)‖L2(Ω) = 0.
From (A.17) and (A.18), we see that
(A.19) lim
n→∞
sup
v∈I
‖Yn(v)2 −Z(v)‖L2(Ω) = 0.
Since Yn(v) and Z(v) are nonnegative,
E
[∣∣∣Yn(v)−√Z(v)∣∣∣1{Yn(v)+√Z(v)≤ε}
]
≤ ε.
Therefore,
E
[∣∣∣Yn(v)−√Z(v)∣∣∣]≤ E[∣∣∣Yn(v)−√Z(v)∣∣∣1{Yn(v)+√Z(v)>ε}
]
+ ε
≤ E
[∣∣∣Yn(v)−√Z(v)∣∣∣Yn(v) +√Z(v)
ε
1
{Yn(v)+
√
Z(v)>ε}
]
+ ε
≤ 1
ε
E
[∣∣∣Yn(v)2 −Z(v)∣∣∣]+ ε.
From this bound and (A.19), we immediately deduce (A.16).
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