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1. Despite the ubiquity, Gaussian kernels are not always helpful. It is the worst
thing to happenwhen the purpose is to deconvolute the errors because it leads
to logarithmic recovery rate.
2. An obvious contraction rate might be misleading. The Laplace mixtures are
of 1-Hölder continuity, suggesting the 𝑛−1/3-rate. However a better rate 𝑛−3/8
can be achieved.
3. A simple but consistent estimate for the accumulative advantage of a certain
rank is the ratio between the number of actors above the rank and the number
of actors sharing the same rank.
4. The maximum likelihood estimator in a sub-linear parametric family for the
preferential attachment function is asymptotically normal. This can be ex-
ploited for statistical inference on preferential attachment network.
5. Anything can be a network or part of a network.
6. Network science emerged as an independent and prominent discipline upon
the marriage of random graph theory to complex systems.
7. What distinguishes statisticians from computer/data scientists is not estima-
tion. Anyone may propose estimators and sometimes they are good, but only
statisticians can do inference.
8. Statisticians and probabilists both embrace randomness. The difference be-
tween the two is that probabilists like developing beautiful and sophisticated
theories essentially only under statisticians’ null hypotheses.
9. A simple lemma, whose proof is less than seven lines, can be the foundation
stone of three papers.
10. It is easier to solve a problem than to propose a problem worth studying, and
the latter is in general a difficult skill to acquire.
