Abstract -Reservoir engineers aim to build reservoir models to investigate fluid flows within hydrocarbon reservoirs. These models consist of three-dimensional grids populated by petrophysical properties. In this paper, we focus on permeability that is known to significantly influence fluid flow. Reservoir models usually encompass a very large number of fine grid blocks to better represent heterogeneities. However, performing fluid flow simulations for such fine models is extensively CPU-time consuming. A common practice consists in converting the fine models into coarse models with less grid blocks: this is the upscaling process. Many upscaling methods have been proposed in the literature that all lead to distinct coarse models. The problem is how to choose the appropriate upscaling method. Various criteria have been established to evaluate the information loss due to upscaling, but none of them investigate connectivity. In this paper, we propose to first perform a connectivity analysis for the fine and candidate coarse models. This makes it possible to identify shortest paths connecting wells. Then, we introduce two indicators to quantify the length and trajectory mismatch between the paths for the fine and the coarse models. The upscaling technique to be recommended is the one that provides the coarse model for which the shortest paths are the closest to the shortest paths determined for the fine model, both in terms of length and trajectory. Last, the potential of this methodology is investigated from two test cases. We show that the two indicators help select suitable upscaling techniques as long as gravity is not a prominent factor that drives fluid flows.
INTRODUCTION
Reservoir models are commonly built to represent hydrocarbon reservoirs. They consist of grids with petrophysical properties assigned to every cells. They can be given as inputs to flow simulators in order to predict fluid displacements and hydrocarbon production. A necessary condition to ensure the reliability of the simulated flow responses is that the reservoir models closely replicate the true spatial distribution of petrophysical properties. These models are usually finely gridded in order to properly capture heterogeneity occurring also at the fine scale. Therefore, they encompass a very significant number of grid blocks, which contribute to strongly increase the computational overburden. A possibility to circumvent this drawback is upscaling: the fine geological models are converted into coarser reservoir models. This results in a decrease in the number of grid blocks and makes flow simulation feasible in a reasonable amount of time. Clearly, the coarse reservoir models do not reproduce exactly the dynamic behavior of the fine geological models as upscaling induces a loss of information. Many upscaling techniques have been described in the literature and some of them may be more appropriate depending on the case studied. The interested reader can refer to [1] for a thorough review. However, selecting the most suitable technique is far from straightforward. To date, distinct criteria [2] [3] [4] [5] [6] have been proposed to quantify the information loss due to upscaling so that the quality of an upscaled model can be estimated without performing any fluid flow simulation. For instance, it was recommended to define the information loss from the ratio of the number of fine cells to the number of coarse cells or from the comparison of the histograms of the studied property at the fine and coarse scales. However, a few methods only have focused on connectivity, which is known to have a strong impact on fluid flow. A recent comprehensive review of the influence of connectivity on fluid flow is available in [7] . There are several works in the literature, which use streamlines for upscaling and its evaluation [8] [9] [10] . Even though faster than classical volume finite simulation, streamline simulation still calls for the solution of a transport equation. In this paper, we aim to develop an alternative method to streamline simulation based on reservoir connectivity analysis, which does not solve any transport equation. This method can also be used with any transmissibility considered. It is beyond the scope of this paper to perform any statistical analysis of the upscaled properties. However the reader interested in this topic can refer to [11] . We consider hereafter that the permeability field is known and far above the percolation threshold [12] . We introduce two new quality indicators based upon reservoir connectivity. First, we determine the shortest paths between injectors and producers. These shortest paths are assumed to approximate the main flow paths. Then, we focus on the lengths and trajectories of these paths. The idea behind this connectivity analysis is to identify the main flow paths without performing any full fluid flow simulation. Such tools can help identify the most appropriate upscaling technique because we aim to build coarse models that preserve the same level of connectivity between wells as the fine models. The potential of such criteria to evaluate the suitability of upscaled reservoir models is investigated from two numerical experiments inspired by the SPE10 case. We apply different upscaling methods to build coarse reservoir models from a given fine reservoir model. As the upscaling techniques are not equivalent, the resulting coarse models are different. Then, we compute the connectivitybased indicators for each of them. This helps select the most suitable upscaled models for the field case studied. Last, we verify the soundness of this approach by inputting the coarse reservoir models into a fluid flow simulator.
DEFINITION OF A CONNECTIVITY-BASED CRITERION

Connectivity Analysis
A reservoir model is defined as a grid with porosity and permeability values assigned to grid blocks. Following graph theory, the centers of the grid blocks are considered as nodes connected by weighted links. The value of the weight characterizing the link between two nodes provides the distance between these two nodes or the cost to move from one node to the other one. Reservoir models are usually based on simple Cartesian grids or Corner Point Grids (CPG). In this case, the maximal number of nodes connected to one node is known and small: for a two-dimensional grid, it is at most 4 ( Fig. 1) . Within the context of reservoir modeling, the distance between two nodes i and j can be considered as the ratio of the pore volume to transmissibility T iMj [13] . The suitability of such a definition is questionable as it involves only static properties. To incorporate a flavor of dynamic information without performing the costly full two or three phase flow simulation, we suggest a model using a simplified pressure field. This is obtained by solving the steady state single phase conservation equation. Therefore we just solve this equation and use the resulting pressures. The distance we use comes from the calculation of discrete times of flight. Indeed, one possible way to compute these times consists in solving numerically the following system of equations:
where v is Darcy velocity, U the porosity, k t the total mobility, k the permeability and P the pressure. The total mobility k t is equal to Kr l where Kr stands for the relative permeability and l for the viscosity. As boundary conditions, we assume that the time of flight is equal to 0 in all perforated cells crossed by an injector well. System (1) can be solved by means of a classical finite volume scheme [14] . For each grid cell i, the first equation of (1) is discretized as follows:
where NðiÞ stands for the set of all neighbouring cells of i and PðiÞ for the set of the perforations of cell i, if any. Let us consider more precisely the fluxes between two cells. In Equation (2) , s iMj represents a discrete upwind time of flight for the face i M j which is given by:
In the right hand side, V p i corresponds to the pore volume of the grid block i. For Cartesian grids, the flux v i?j oriented from cell i to cell j can be computed by using a two point flux approximation:
where T iMj is the transmissivity and the term
is upwinded as previously according to the sign of (P i À P j ). The discrete system (2) corresponds to a linear system that should be inverted in order to obtain the discrete times of flight s i in all cells i. Instead of solving this linear system, we chose in this work to resort to a graph search algorithm solving the single-source shortest path problem for a graph with nonnegative face path costs. The costs that should be defined on each face i M j have been defined based on the following remarks. By dividing Equation (2) by V p i we can observe that the term in factor to the time of flight s iMj is equal to:
which corresponds to the inverse of the discrete time needed to move from cell i to cell j. Conversely,
represents the inverse of the discrete time needed to move from cell j to cell i. Since two different pore volumes appear in both previous expressions, we can take a geometric mean of the two and leave out the mobility term which can only be known if at least a two-phase model has been previously solved. This led us to define the following surface rate on each interface i M j:
d i?j is a rate considered hereafter as a distance or a surface between two connected nodes i and j and moving from node i to node j (in m 2 /s). Fluid flow being driven by pressure, d i?j is positive when P i > P j ; otherwise, the link is removed (the fluid can flow only from high to low pressures). Once we know the distances between the connected nodes, we can determine the shortest paths between injectors and producers using Dijkstra's algorithm [15] . Its complexity is in O n 2 ð Þ, but a variant of it can be used in the case studied. Representation of a reservoir model as a weighted graph.
The algorithm developed by Fredman and Tarjan [16] is appropriate when the number of links per node is small. Its complexity reduces to O n ln n ð Þ ð Þ . In such conditions, identifying the shortest paths is very fast. An example stressing why it is important to account for pressure, even approximately, is depicted in Figure 2 . We consider a permeability field with 220 grid blocks along the X axis and 60 along the Y axis. For simplicity, we assume that the reservoir is initially saturated with oil and that production is based upon water injection. There are two wells: the injector in grid block (1, 1) and the producer in the opposite corner. Figure 2a , shows the shortest path derived from static information only [13] while Figure 2b shows the shortest path derived from Equation (3) with pressure information. For comparison purposes only, we performed the full fluid flow simulation. The resulting water saturation is reported at the bottom for the whole field at breakthrough time. The two shortest paths are visibly distinct. We verify that the shortest path that accounts for pressure is much more consistent with the main flow path derived from the full fluid flow simulation.
Connectivity-Based Indicators
We now propose to refer to the shortest paths defined as explained above to assess the ability of a coarse reservoir model to reproduce the dynamic behavior of a fine reservoir model. In a nutshell, we consider that the connectivity properties of a "good" coarse model must be quite similar to the ones of the fine model. We focus hereafter on the determination of the shortest paths connecting injectors to producers. Keeping this goal in mind, we introduce two connectivity-based indicators to measure the closeness of the shortest paths determined for both the coarse and fine models. If we consider E the set of cells included in a shortest path connecting an injector to a producer in a grid G, the length of the shortest path is computed as follows:
First Indicator: Length of the Shortest Path
We consider a path connecting an injector to a producer. The first indicator compares the length of the shortest path identified for the coarse model to the length of the shortest path for the fine model:
This indicator tends to 0 when the lengths of the two shortest paths tend to the same value. As a result, an appropriate coarse model must be characterized by an I L indicator as small as possible. Our purpose is not to exactly reproduce the length of the shortest path. Differences between the shortest path for the fine and the coarse models are expected. Instead, we aim at ranking the upscaled models by considering the paths. The idea is to identify the upscaled model for which the shortest path is the closest to the one obtained for the fine model. Let us consider a simple two dimensional reservoir model with 2 layers only (Fig. 3a) . This model is then upscaled so as to get a single layer (Fig. 3b) . Theoretically, in such conditions, the arithmetic average is the most appropriate upscaling method. The volume and porosity are assumed to be identical for all grid cells. Thus, we obtain:
Each well works at constant bottom hole pressure ( Fig. 3c ) and we have a linear pressure gradient. So,
To compare the paths, we can also consider:
For this simple case, we want to compare:
The results for the shortest path length indicator are given in Table 1 . They make it possible to check that the best upscaled model is the one derived from the arithmetic average, as expected (and the 2D isotropic Bound Combination (BC), which comes down to the arithmetic method in this simple test case).
Second Indicator: Trajectory of the Shortest Path
The comparison of the lengths of the shortest paths is not enough as two paths may be different while having the same length. We therefore introduce a second indicator to compare also their trajectories. We notex i k À Á k¼1:::m i the coordinates Figure 3 Simple example a) fine grid with 2 layers, b) coarse grid with one layer, c) pressure gradient (same for fine and coarse grids). i is the coordinates of a cell K that belongs to the corresponding path at the coarse scale. Superscript i indicates that the path under consideration is the one connecting the injector i to producer p. The measure of difference between the fine and the coarse paths is given as (Fig. 4) :
The measure M is the sum of the minimum distances calculated between each coarse cell and the cells on the fine grid path. That minimum distance is measured using the Euclidean distance between the centers of coarse and fine grid cells. Examples are represented in green in Figure 4 . It has to be noticed that the measure between a coarse grid block and a fine one is set to zero when the fine grid block is included into the coarse one: in this case we get the resolution limit. These fine grid blocks are in yellow in Figure 4 .
UPSCALING TECHNIQUES
As already mentionned, we focus on the upscaling of the absolute permeability. In the more general case of multiphase flow, the upscaling of the relative permeabilities has also to be considered. However, in many cases, it is possible to build reasonably accurate coarse models with only the permeability (and porosity) upscaled. Renormalization is the most effective upscaling technique as far as connectivity through scales is considered as a concern [17, 18] . However, this technique is not common in commercial upscaling software. This is the reason why it is not studied here. In addition, in [18] , the authors explain that this method gives results very close to the geometric mean which is one of the methods considered hereafter. This section recaps the basics of the upscaling techniques we applied to build coarse reservoir models. The idea is to refer to local or intrinsic techniques that do not require full or even simplified fluid flow simulations over the whole reservoir model. The "local" and "intrinsic" terms mean that the equivalent property attributed to a given coarse cell depends only on the properties on the fine cells included in the coarse one [19, 20] . We note V and v the volumes of the coarse and fine cells, K and k the permeabilities of the coarse and fine cells and J the set of fine cells included in the coarse cell: -Arithmetic mean. When referring to the arithmetic mean, the permeability of coarse cell i is derived from:
-Harmonic mean. The harmonic mean is given by:
As is well-known, the arithmetic and harmonic means provide upper and lower bounds for the coarse permeability: -Geometric mean. The geometric mean is given by:
l stands for mean while subscripts a, h and g indicate whether the mean is arithmetic, harmonic or geometric.
-2D isotropic BC method. Referring to the same idea according to which the coarse permeability can be derived from the averaging of some bounds, one possibility consists in defining bounds closer than the arithmetic and harmonic means and in averaging them. As the interval between the bounds gets narrower, the error in the coarse permeability is expected to decrease. Considering a uniform flow in a given direction, Cardwell and Parsons [21] showed that an upper bound K 1 for the coarse permeability is derived from the harmonic mean of the arithmetic means of the fine permeabilities, calculated over each slice of cells perpendicular to the flow direction:
A lower bound K 2 is estimated the same way considering slices parallel to the flow direction. K 2 is then given by the arithmetic mean of the harmonic means of the fine permeabilities:
Then, Le Loch' [22] approximated the coarse permeability using the geometric average of these two bounds:
-3D isotropic BC method. The above method was extended to the case of three dimensions by Lemouzy [23] . This entails the introduction of K 3 and K 4 :
In this case, the coarse permeability is given by:
-3D anisotropic BC method. The BC method was refined later on in order to account for anisotropy [24, 25] , thus resulting in:
The h exponents are used to describe anisotropy. -Numerical local method. The numerical local method is a flow-based method: the fine pressure equation is solved for every coarse grid blocks [26] [27] [28] . It accounts for the spatial distribution of permeabilities at the fine scale and is usually considered as more accurate than the simple algebraic means presented above. However, a significant issue is the choice of the boundary conditions to be imposed [29] . No-flow boundary conditions are considered hereafter. Other very interesting methods based on transmissibility upscaling exist, but they are not used in this paper [30] .
NUMERICAL EXPERIMENT
Two types of numerical experiments are performed to verify whether the proposed connectivity-based indicators can help identify the best coarse reservoir models.
First SPE10 Case
The case studied in this first numerical experiment is the one developed within the framework of the Tenth SPE Comparative Solution [31] . It is a two-phase (oil and gas) reservoir with a simple 2D vertical cross-sectional geometry and no dipping or faults (Fig. 4) . The reservoir is 762 m long, 7.62 m wide and 15.24 m thick. The fine grid used for the fine geological model encompasses 100 9 1 9 20 grid blocks, all with identical dimensions. The top of the model is at 0.0 m and the initial pressure at this level is 6.89 bar (100 psia). Initially, the field is fully saturated with oil, meaning that there is no mobile water. For simplicity, porosity is assumed to be 20% over the entire reservoir. On the other hand, the spatial distribution of permeability is characterized by an anisotropic variogram with the main range along the horizontal axis. In addition, fluids are assumed to be incompressible and immiscible. Their viscosities and densities are reported in Table 2 . The relative permeabilities are given in [31] . Last, we consider that capillary pressures are negligible. The reservoir is produced from two wells, a vertical injector on the left and a vertical producer on the right (Fig. 5) . Both of them have an internal diameter of 0.3048 m (1.0 ft) and are perforated over the entire reservoir. The injection rate is set to 6.97 m 3 /day with a bottom pressure limit of 47.55 bar (690 psia). The producer is submitted to a constant bottom pressure limit of 6.55 bar (95 psia). Two injection schemes are investigated in the following subsections: gas injection and water injection. The coarse reservoir grid consists of 25 9 1 9 5 grid blocks. In other words, a coarse grid block includes 4 9 4 fine grid blocks. The coarse grid is then populated with coarse permeability values derived from the 5 following upscaling techniques: arithmetic mean, harmonic mean, geometric mean, 2D isotropic BC method and numerical local method. In this specific case, the 2D and 3D isotropic BC methods are equivalent as the permeability field is a two-dimensional section. The following step consists in identifying the shortest path between the injector and the producer for the fine and the 5 coarse models. It is worth mentioning that the distance between two grid blocks (Eq. 3) belonging to the same well is set to 0 when performing the connectivity analysis. This implies that there is a zero distance between two points of the same well. This yields a correct path between two perforated cells. At this stage, there is no need to perform any full fluid flow simulation, but a single pressure solve.
First Indicator: Length of the Shortest Path
The shortest path determined for the coarse model built from the arithmetic mean is the one whose length is closer to the length of the shortest path at the fine scale. The values calculated for the length indicator are listed in Table 3 .
Second Indicator: Trajectory of the Shortest Path
The shortest paths determined for the 5 upscaling methods are displayed in Figure 6 . They are compared to the shortest path defined for the fine model. The corresponding D distances (Eq. 10) are provided in Table 4 . As can be seen in Figure 6 , the coarse models yielding the shortest path the closest to the one obtained at the fine scale is derived from the 2D isotropic BC methods. In this case, the superimposition is perfect. Otherwise, there is more or less the same discrepancy when using the arithmetic mean or the numerical local method. This discrepancy gets stronger with the geometric and harmonic means. According to the first length indicator, the upscaling technique to be used in the case studied is the arithmetic mean. On the other hand, the trajectory indicator pleads in favor of the isotropic BC approximation. These results show that the two indicators must be jointly considered to find a good upscaling technique. In view of these indicators both together, the recommended upscaling techniques could be either the bound combination, the numerical local methods or the arithmetic mean. For sure, the harmonic and geometric means have to be rejected.
Validation
We now run the full fluid flow simulations for the fine and the 5 coarse models, the objective being to compare the simulated production responses. We focus first on gas injection, second on water injection.
Gas Injection
The simulated bottom-hole pressure and gas injection rate at surface condition are displayed in Figure 7 for the injector. Clearly, the bottom hole pressure is drastically overestimated for the coarse model derived from the harmonic mean. In addition, the injection rate for this coarse model does not respect the required constraint of 6.97 m 3 /day. A first conclusion, given the fine and coarse simulation results, is that the harmonic average is not appropriate in this first example for building the coarse reservoir model. This is actually consistent with the analysis based upon the shortest path length and trajectory indicators (Tab. 3 and 4). On the other hand, the bottom-hole pressure computed for the coarse model derived from the geometric mean is also overvalued. This is again in agreement with the two length and trajectory indicators. Tables 3 and 4 visibly indicate that this upscaling technique is not suitable for the case studied. Therefore, we focus hereafter on the other upscaling techniques. The oil rate simulated for the producer is now shown in Figure 8 . We observe that the responses simulated for the coarse models constructed from the bound combination and the numerical local methods are pretty close, but less good than the ones obtained for the arithmetic-based coarse model. Thus, considering the results reported in Figures 7  and 8 , we conclude that the best upscaling method to be used here is the arithmetic mean. This yields a coarse model reproducing the dynamic behavior simulated for the fine model. Besides, the analysis of the shortest path length indicator (Tab. 3) points out that the most suitable upscaling First SPE test case: permeability field. technique is the arithmetic mean, closely followed by the numerical local and BC methods. Therefore, the flow simulation results seem to validate the information content provided by this length indicator. However, the analysis of Table 4 leads to different conclusions. The shortest path trajectory indicator recommends the use of the BC method that provides better results than the numerical local method and arithmetic mean. These apparently puzzling results can be explained by the nature of the fluid injected. Gas being lighter than oil, it tends to move upward in the reservoir. However, we do not account for gravity when computing the distance (Eq. 3) between two adjacent grid blocks. The shortest path identified for the fine model goes Figure 6 Comparison of the shortest path determined for the fine model (red cells) to the shortest paths determined for the 5 upscaled models (blue cells). The 5 upscaled models are built from the arithmetic mean, the geometric mean, the numerical local method, the harmonic mean, and, the isotropic BC method.
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Figure 7
Gas rate a) and bottom hole pressure b) at the injector simulated for the fine first SPE tenth case model and the corresponding coarse models in the case of gas injection. down: it is not capable of capturing the gravity effect. Therefore, it departs from the main flow path (Fig. 9) . This is the same for the shortest paths computed for the coarse models. The reason why the arithmetic mean is more suitable in this specific case is just pure coincidence.
Water Injection
In order to verify our previous conclusions and get rid of the prominent effect of gravity, we now consider the same case, but with water injection (Tab. 2) instead of gas injection. The bottom-hole pressure and water rate simulated for the injector are displayed in Figure 10 . Again, the harmonic and geometric means provide coarse models that overestimate bottom-hole pressure. It is better to avoid these upscaling techniques as suggested by the length and trajectory indicator values (Tab. 3 and 4). When focusing on the oil rate at the producer (Fig. 11) , we verify that the studied upscaling methods, the harmonic and geometric means being disregarded, finally yield coarse models that behave more or less the same way. This is now consistent with the conclusions derived from the analysis of the length and trajectory indicators. Therefore, provided gravity is not prominent, the proposed length and trajectory indicators can be used to make recommendations about the upscaling techniques to apply or not.
Second SPE10 Case
A second numerical experiment is considered to investigate the interest of the proposed connectivity indicators. The case studied in this section is the second one developed within the framework of the Tenth SPE Comparative Solution [31] . It is characterized by a very simple geometry, with no top structure or faults. The fine geological model (Fig. 12) is constructed on a regular Cartesian grid with dimensions 1200 9 2200 9 170 ft 3 . It describes part of a Brent sequence with the Tarbert formation on the top and the Upper Ness Shortest path (gray) superposed to the gas saturation map at the fine scale. a) b) Figure 10 Water rate a) and bottom hole pressure b) at the injector simulated for the fine first SPE tenth case model and the corresponding coarse models in the case of water injection. Figure 8 Oil rate at surface conditions simulated for the fine first SPE tenth case model and the corresponding coarse models in the case of gas injection.
one at the bottom. The Tarbert formation represents a prograding near-shore environment: it is 70 ft thick and includes 35 layers. The bottom 100 ft, that is the Upper Ness formation, is fluvial and encompasses 50 layers. The dimension of a grid block is 20 9 10 9 2 ft 3 at this fine scale. The fine grid consists of 60 9 220 9 85 cells, that is 1.122 million cells.
Flow Model
The flow model is briefly described below. The interested reader can refer to [31] for more details. The formation volume factor, compressibility, viscosity and density for water are 1.01 bbl/bbl, 3 9 10 À6 psi À1 , 0.3 cp and 1025 kg/m 3 (64 lb/ft 3 ), respectively. The oil properties are characterized by the PVT table reported in Table 5 . Oil density is assumed to be 849 kg/m 3 (53 lb/ft 3 ). The coarse grid built from the fine grid contains 30 9 110 9 17 cells (56 100 cells). In such conditions, the modeling of the top formation involves 7 layers and the bottom one 10 layers. The upscaling methods used to populate the coarse grid with coarse permeability values are the arithmetic, harmonic and geometric means, the 2D and 3D isotropic bound combination, the 3D anisotropic bound combination and numerical local methods. Porosity being additive, coarse values are computed using the arithmetic mean. The reservoir is Production well P1 0 0
Production well P2 1200 0
Production well P3 1200 2200
Production well P4 0 2200 Oil rate at surface conditions simulated for the fine first SPE tenth case model and the corresponding coarse models in the case of water injection.
Figure 12
Second tenth SPE case: permeability field.
produced from 4 producers located in the 4 corners of the model (Tab. 6), each producing at 275.7 bar (4000 psi) bottom-hole pressure. There is also a central water injection with a injection rate of 795.9 m 3 /day (5000 bbl/day) and a maximum pressure of 689 bar (10 000 psi). All wells are vertical and completed throughout the entire formation.
Length and Trajectory Indicators
The single-source shortest path problem was separately solved for the two units of the second tenth SPE case. This choice was preferred due to the very distinct geological features of these two units. Thus, we identified the 4 shortest paths connecting the injector to the producers for the fine model and the 7 coarse ones, first for the top unit and second for the bottom unit. We then calculated the shortest paths length and trajectory indicators for all coarse models. The length indicator is reported in Tables 7 and 8 for the top and bottom units, respectively. The trajectory indicator is also provided for the two units in Tables 9 and 10 . Given the length indicator, we conclude that the coarse models derived from the harmonic and geometric means are not able to duplicate the lengths of the shortest paths determined for the fine model. As such, they can be considered as unsuitable. Otherwise, the arithmetic mean, the 2D and 3D isotropic bound combination, 3D anisotropic bound combination and numerical local method yield coarse models for which the lengths of the shortest paths are close to the ones obtained for the fine model. This conclusion holds whatever the unit considered. At this stage, we focus on the trajectory indicator. The harmonic and geometric means are no longer considered as disqualified by the length indicator. In the case of the top unit (Tab. 9), all results seem to be more or less equivalent. This can be explained by the fact that the coarse models in this case are all very smooth. They do not exhibit any special kind of contrast or connectivity. None of the candidate upscaling methods turns out to be better than the others. The analysis for the bottom unit is different (Tab. 10). The high values of the trajectory indicator calculated for the coarse arithmetic mean-based model suggest that the arithmetic mean has to be avoided. Finally, in this case, the recommendation would be to apply either the 2D or 3D isotropic BC method, the 3D anisotropic BC method or the numerical method.
Validation
Again, to validate the above analysis, we performed the full flow simulation for the fine model and the 7 corresponding coarse models. The bottom-hole pressures and water injection rates simulated for the injector at surface condition are reported in Figure 13 . As indicated by the shortest path study previously performed, the harmonic mean turns out to be undesired. It leads to an overestimated pressure and an injection rate significantly below the required constraint of 794.93 m 3 /day (5000 bbl/day). The same criticism can be formulated when considering the oil rates: they are underestimated for the four producers (Fig. 14: the oscillations shown here result from the difficulty to converge. It could be removed by adjusting the time step. However, for comparison purposes, we decide to use the same time step for all simulations). This definitely excludes the harmonic Oil rates at surface conditions simulated at producers for the fine second SPE tenth case model and the corresponding coarse models.
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Figure 13
Bottom-hole pressure b) and water rate a) simulated at the injector for the fine second SPE tenth case model and corresponding coarse models.
mean. Another obvious result is that the bottom-hole pressure simulated for the injector when considering the coarse model derived from the geometric mean is very different from the expected one (Fig. 13) . Therefore, we also eliminate this upscaling technique. Let us now focus on the arithmetic mean. Figure 13 shows that the pressure is also underestimated in this case. In addition, it does not properly reproduce the oil rates computed for the fine model. This again suggests that the arithmetic mean has to be rejected. Finally, just as suggested by the analysis of the two length and trajectory indicators, the recommended upscaling techniques in this studied case are the 2D or 3D isotropic BC method, the 3D anisotropic BC method or the numerical method.
CONCLUSION
In this paper, we presented a novel methodology based upon connectivity analysis that can be seen as a first-pass to evaluate how appropriate an upscaling technique is for a given study case. It actually relies on the definition of two indicators that are easy and fast to estimate as they do not require any full fluid flow simulation. The leading idea is to determine the shortest paths between injectors and producers, these paths being considered as approximations of the main flow paths. The two indicators make it possible to compare the lengths and trajectories of the shortest paths defined for the fine model and the coarse model under consideration. Two numerical experiments were presented to investigate the potential of the proposed methodology. The first one was the first tenth SPE case. In the case of gas injection, we noted that the conclusions derived from the indicator study were not consistent with the results of the flow simulations. This was related to the fact that the definition of the shortest paths does not account for gravity. Therefore, the indicators can not properly capture the flow behavior. The same case were run with water injection instead of gas injection. We then verified the consistency between the flow simulation results and the study of the shortest path length and trajectory indicators. The second example considered was the second tenth SPE case. Again, it stressed the validity of the proposed method. The analysis of the two indicators made it possible to disqualify the arithmetic, harmonic and geometric means while it showed the suitability of the 2D and 3D isotropic BC method, the 3D anisotropic method and the numerical local method. An important future step to prove the soundness of this methodology will consist in studying more complex field cases with more wells. Moreover, the shortest paths as defined in this paper do not account for gravity. This is actually the subject of ongoing research, the idea being to be able to extend the definition of our connectivity criteria to the case of gas injection. It is also worthwhile emphasizing the interest in entending the above analysis to a stochastic context.
