for a relativistic (spinless) quantum particle(s). The movement of a relativistic quantum particle is described by Markov processes of pure-jumps ( Y(t) , t E [a, b] Nagasawa (1996 Nagasawa ( , 1997 . Nagasawa-Tanaka (1998 , 1999 [a, b] , P } with the fractional power generator where A = 1 2 0 3 A 3 ( 0 3 C 3 0 3 C 3 T ) i j ( x ) 2 x ĩ x j + bi(x)~ ~xi, (2.1) which does not depend on time. In fact, we apply the subordination of Bochner (1949) to the semi-group Pt of the temporally homogeneous diffusion process (X(t), t > 0, P} with the generator A in (2.1), i.e., we set Yr = X(Z(t)), t E [0, °°), (2.2) where ( Z(t), t E [0, oo), P} is the subordinator of Sato ( 1990) , which is independent of the diffusion process X(t) (cf. also Vershik-Yor (1995) 
(2.5)
The key point in equation (2.5 Yt0,x(t) = x + t0 + Z(t -t0)03C3(t0 + Z-1(s -t0),X(s))dB(s)
To avoid notational complexity, let us set to = 0, and denote Y(t) = X(Z(t)), where X(t) is a solution of equation (2.5) with to = 0, that is,
Putting Z -1(s) = u formally, we obtain a stochastic differential equation for Y(t)
which, however, does not give the right expression, but a more careful treatment of jumps of the subordinator Z(t) will prove that X (Z(t)) satisfies 
that was discussed in Nagasawa-Tanaka ( 1998) Lemma 3.1. Let Z(t) be given in (3.1), and define Z -1(t) by (2.4). Then 
Repeating the same argument, we have, for sn ~ t sn + 1 ,
which yields equation (3.2) in the special case of no accumulation point, and also J 0
(ii) In the general case, we set
for E > 0. Then ZE(t) satisfies the condition of the first case, and hence 
where B (t) is the continuous part of the Lévy process B (Z(t)), which is equal to law.
Proof. We can and will proceed as in the proof of Lemma 3. 
Hence, defining
we have, for 0 ~ t s1,
(3.7)
L e t t ~ 0 a n d s 1 ~ s 1 _ t s 2 . T h e n Z ( s 1
t, and
where, in view of equation (3.7), the first integral is equal to s10f(u,g(Z(u)))d0(u),
and to the second integral we have applied that Z ~1(s)
In the third integral on the right-hand side of (3.8), we have Z -1(s) = si + (s -Z(sl))/~ , and hence it is equal to
where we set, for s1 ~ u ~ s2,
~s. ~o)
We can verify equation ( from which we get the right-hand side of equation (3.9) in view of (3.10). Thus we have,
we have, for si + t s2,
Applying the same argument, we have, for s2 _ t s3 , ,
where we set Repeating this procedure we obtain equation (3.6).
(ii) For the case of v((0, oo)) = oo. . Let N(dtd8) be a Poison random measure which is independent of B(t), with the mean measure where we may take ~ = 1/n and "=~" denotes the uniform convergence on each finite (3.18) where is defined by (3.13) with in place of Z(t). We notice that B~(t) and B(t) Xt0,x(t0 + Z(t -t0)) = x + t 0 + Z ( t -t 0 ) t 0 03C3(t0 + Z-1(u -t 0 ) , X t 0 , x ( u ) ) , X t 0 , x ( u ) ) d B ( u ) + t 0 + Z ( t -t 0 ) t 0 b ( t 0 + Z -1 ( u -t 0 ) , X t 0 , x ( u ) ) d u .
(4.3)
We first consider the case t0 = 0, to avoid notational complexity. Let X(t) be the unique solution of equation We rewrite equation ( In general, for the case that v((0, ~)) = ~, let Z(t) and Z~(t) be defined by (3.14). 
where (u) is def ined by (3.13) and equal to 03B2B(u) in law. Yr, x( t ) -Ys, Yr, x ~S)(t)' r ~ S ~ t.
(ii) Denote the functional M(s, t) as M(s x, t, l~). Then
The proof of the lemma is routine and omitted.
For fixed s we define a semi-group t >_ 0, by We now compute the second summation on the right-hand side of (5.9) with FE and .
We first notice that we have, by T'heorem 4. Then, by Ito (1951) and Kunita-Watanabe (1967) Combining equations (5.9), (5.14) and (5.15), we have = P f J 0 This generalizes the results on stochastic differential equations of pure-jumps in NagasawaTanaka ( 1 998, 1999) respectively, where A is the Laplace-Beltrami operator 0394 = 1 0 3 C 3 2 ( x ) x i ( 0 3 C 3 2 ( x ) ( 0 3 C 3 0 3 C 3 T ( x ) ) i j~ ~xj), with a positive definite diffusion matrix 6 6 T (x ), where we denote 6 2 ( t, x ) = det (66T (x)). To adopt the operators As and Af in (6.1) and (6.2), respectively, we need to replace the drift coefficient b(t, x) in the preceding sections by x) = x) + ba(t, x), with a correction term b03C3(x)j = 1 2 1 0 3 C 3 2 ( x )~ ~xi (03C32(x) (03C303C3T(x)ij). With the triplet (qc(s, x ; t, d y ) , a ( x ) , 0 3 C 6 b ( x ) } we define a probability measure Q by the Schr6dinger representation (cf. Nagasawa (1993 Nagasawa ( ,1997 Nagasawa (1997) (or Theorem 3.6 of Nagasawa (1993) ).
