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ON QUASINORMAL MODES OF ASYMPTOTICALLY ANTI-DE
SITTER BLACK HOLES
CLAUDE M. WARNICK
Abstract. We consider the problem of quasinormal modes (QNM) for strongly hyper-
bolic systems on stationary, asymptotically anti-de Sitter black holes, with very general
boundary conditions at infinity. We argue that for a time slicing regular at the horizon
the QNM should be identified with certain Hk eigenvalues of the infinitesimal generator
A of the solution semigroup. Using this definition we are able to prove directly that the
quasinormal frequencies form a discrete, countable subset of C which in the globally sta-
tionary case accumulates only at infinity. We avoid any need for meromorphic extension,
and the quasinormal modes are honest eigenfunctions of an operator on a Hilbert space.
Our results apply to any of the linear fields usually considered (Klein-Gordon, Maxwell,
Dirac etc.) on a stationary black hole background, and do not rely on any separability
or analyticity properties of the metric. Our methods and results largely extend to the
locally stationary case. We provide a counter-example to the conjecture that quasinormal
modes are complete. We relate our approach directly to the approach via meromorphic
continuation.
ALBERTA THY 3-13
Contents
1. Introduction 2
2. Preliminaries 17
3. The hyperbolic problem 24
4. Properties of the quasinormal spectrum 43
5. Locally stationary black holes 53
6. An example; (In)completeness of the quasinormal modes 57
7. Relation to resonances 62
Appendix A. Purely oscillatory QNM of hermitian operators 72
Appendix B. Supplementary proofs 72
Appendix C. Glossary of symbols 78
References 79
warnick@ualberta.ca
Department of Physics, 4-181 CCIS, University of Alberta, Edmonton AB T6G 2E1, Canada
c.warnick@warwick.ac.uk
Mathematics Institute, Zeeman Building, University of Warwick, Coventry CV4 7AL, UK.
ar
X
iv
:1
30
6.
57
60
v3
  [
gr
-q
c] 
 28
 Ju
l 2
01
4
2 CLAUDE M. WARNICK
1. Introduction
A hugely important tool in the physical sciences is the idea of spectral analysis. Many
physical systems respond to stimuli by emitting radiation at certain precise characteristic
frequencies, the simplest example being the normal modes of a guitar string. Understanding
the characteristic frequencies is a significant step in analysing a system.
In the context of black holes, the appropriate notion of ‘characteristic frequencies’ that
one should study are the quasinormal frequencies (QNF) [1, 2, 3] and their corresponding
quasinormal modes (QNM). Unlike the modes of a guitar string, these represent behaviour
which is both oscillatory and decaying. Accordingly, the frequencies are necessarily com-
plex. The theory of quasinormal modes is significantly complicated by the fact that they,
unlike normal modes, are not usually understood as eigenfunctions of some operator. One
aim of this paper is to remedy this situation by showing that the quasinormal modes can,
and indeed should, be understood as honest eigenfunctions of a operator on a Hilbert space.
Much recent progress in understanding the behaviour of linear fields on black hole back-
grounds has come from an improved understanding of behaviour near the horizon. In
particular the combination of a regular choice of time slicing with the redshift effect has
paid dividends in understanding the decay of fields outside many stationary or ultimately
stationary black holes (see for example [4] and references therein). The price one pays
for this approach is that energies are typically no longer conserved, but instead decay in
time. As a result, time evolution is not ‘unitary’, i.e. cannot be viewed as a group action
preserving a norm on the Hilbert space of states.
In this paper our basic philosophy is to take the view that a regular slicing is the natural
setting in which to consider fields outside a black hole. In this setting, rather than unitary
evolution, the time evolution should instead be thought of as the action of a (contraction)
semigroup. This is very natural, since energy and information can and will fall into the
black hole. Associated to such a semigroup is a operator which generates infinitesimal time
translations. We shall simply define the quasinormal modes to be certain eigenmodes of
this operator. A second branch of our philosophy is the primacy of the hyperbolic problem.
Although the operator whose eigenvalues we seek is (degenerate) elliptic, we make heavy
use of estimates for the hyperbolic problem to derive the estimates we require for the elliptic
problem.
The precise Hilbert space on which the semigroup acts will be seen to be of considerable
importance. In particular, the more rapidly decaying a quasinormal mode, the higher the
regularity of the Hilbert space one should consider in order to identify the mode. This has
a natural interpretation, since for rough initial data one may construct slowly decaying
solutions by placing a suitable lump of energy on the horizon. The higher the regularity of
the initial data, the smoother such a lump must be and the more rapidly it will decay.
We will focus our attention on asymptotically anti-de Sitter (AdS) black holes. The
quasinormal modes of such black holes are of great interest in the context of the putative
AdS/CFT correspondence (for example, see [5]). Classical gravity in asymptotically AdS
backgrounds has also recently attracted attention, owing to a conjectured instability [6, 7]
of the anti-de Sitter spacetime for which numerical evidence has recently been provided [8].
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One feature of asymptotically AdS black holes is that there is a large zoology of spacetimes,
and a variety of linear systems which are considered in these backgrounds. Our methods
allow us to treat such problems in full generality.
With our definition in terms of the semigroup associated to a regular slicing, we are
able to prove discreteness of the quasinormal frequencies of strongly hyperbolic operators
on globally stationary asymptotically AdS black holes. The class of operators we consider
allows us to treat the Klein-Gordon, Dirac and Maxwell equations as well as many others
that often arise. Our definition does not require any separability of the equations under
consideration, nor any real analyticity of the metric. We can show the same result holds
for locally stationary black holes provided we restrict to solutions consisting of a finite
number of angular modes. It can be readily extended to the asymptotically de Sitter case,
where it is closely related to the approach of Vasy in [9] (see the discussion below). A final
advantage of our approach is that it easily permits consideration of perturbations which do
not vanish on the horizon. We are able to relate the results back to the standard definition
of quasinormal modes as resonances in the meromorphic continuation of a resolvent.
1.1. Relation to previous works. Quasinormal modes of black holes have a long history
of study in the physics literature, and we would not be able to do justice to the whole body
of work in the space available here. We instead refer the reader to the review articles
[1, 2, 3] for a survey of the many results in this area. This work typically focusses on
explicit metrics and systems for which variables may be separated. Of particular relevance
to us are approaches which use regularity on the horizon as a boundary condition. For an
example of this, see [10]. For other early work on quasinormal modes in asymptotically
anti-de Sitter spacetimes, see [11, 12, 13, 14, 15].
More mathematical study of quasinormal modes was initiated by Bachelot [16, 17] for
the asymptotically flat Schwarzschild black hole. More recently, very impressive results
for asymptotically de Sitter spacetimes have been obtained. Quasinormal modes for the
Schwarzschild-de Sitter spacetime were defined in [18] by making use of the results of [19]
on the meromorphic continuation of the Laplace resolvent for asymptotically hyperbolic
manifolds. The high frequency limit was studied in [20, 21], where an exponential decay
rate was proven, together with an expansion in terms of quasinormal modes. This was then
extended to slowly rotating Kerr-de Sitter by Dyatlov, who used separation of variables
to define the quasinormal modes in [22]. The high frequency limit was studied in [23, 24,
25, 26]. More recently, Dyatlov has extended these results to spacetimes close to Kerr-de
Sitter [27], using methods developed in [9] for more general stationary asymptotically de
Sitter spacetimes.
The seminal paper of Vasy [9] is of particular importance in this story. In this paper, the
quasinormal modes are defined for a large class of spacetimes, which includes the Kerr-de
Sitter case (but not including asymptotically anti-de Sitter spacetimes). The methods used
are primarily those of microlocal analysis (as is the case for several of the papers mentioned
in the previous paragraph). The current paper can be viewed as a parallel development
of some of the results of Vasy, using physical space methods in place of microlocal ar-
guments. In particular, this approach allows us to make use of the renormalised energy
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spaces introduced in [28] in order to incorporate general boundary conditions for the fields
at conformal infinity. The two key effects which we exploit in this paper, the redshift esti-
mate and the enhanced redshift effect, have a loose analogue in the radial points estimate
and the elliptic estimate of Vasy. The methods we use, however, are significantly different.
Vasy goes further than our results, in obtaining high frequency results and non-trapping
estimates, as well as being able to treat spacetimes containing an ergoregion, provided a
certain non-trapping assumption holds.
In the anti-de Sitter case, quasinormal modes for the Klein-Gordon equation with Dirich-
let boundary conditions on the Schwarzschild-AdS black hole have been studied by Gannot
[29]. Gannot uses a ‘black-box’ approach to define the quasinormal modes after separation
of variables and furthermore finds a sequence of quasinormal frequencies which approach
the imaginary axis exponentially rapidly. The work of Holzegel and Smulevici [30, 31] in the
Kerr-AdS case is closely related, although they do not directly construct the quasinormal
modes.
A note on frequency conventions. Because we make heavy use of the Laplace trans-
form, it is convenient to work with a definition of quasinormal frequencies in which the time
dependence of a quasinormal mode with frequency s is est. As a result, decaying QNM
have frequencies which reside in the left half-plane. The quasinormal frequency is more
often defined to be ω = is, so that the time dependence of a mode is e−iωt and decaying
modes inhabit the lower half plane. All of our results may be easily restated with this
convention.
1.2. The traditional approach. Before discussing our results in more detail, we give
here a brief summary of the usual approach to quasinormal modes for asymptotically
AdS black holes as considered in the physics literature. See for example [1, 3] for a more
detailed exposition. In the simplest case of a conformally coupled Klein-Gordon field (which
permits us to ignore complications at infinity), analysis of the Klein-Gordon equation may
be reduced to that of the (1 + 1)-dimensional wave equation with potential:
(1.1) ψττ − ψxx + V (x)ψ = 0,
where 0 ≤ x < ∞. We require boundary conditions at x = 0, which for concreteness we
assume to be Dirichlet. x = 0 corresponds to the conformal infinity of the black hole and
x =∞ to the horizon. To solve this equation for τ ≥ 0, we may Laplace transform in the
time variable1, to deduce that
(1.2) − ψˆxx + (V (x) + s2)ψˆ = f, f(x) = sψ(0, x) + ψτ (0, x).
In order to construct ψ(τ, x), we need to solve (1.2) for ψˆ(s, x) ∈ L2(R) where s lies in
the half-plane <(s) > c0 for some c0. Then we can invert the Laplace transform with the
1The Fourier transform is also often used, however in the context of an initial value problem, the Laplace
transform is more natural. Of course, for complex values of the spectral parameter, the two are essentially
the same.
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Bromwich integral [34]:
(1.3) ψ(τ, x) = lim
T→∞
1
2pii
∫ c+iT
c−iT
esτ ψˆ(s, x)ds, c > c0.
For simplicity2, we’ll assume that the smooth potential V (x) has support in [0,K]. We
denote by u0(s, x) the unique smooth solution of
(1.4) − uxx + (V (x) + s2)u = 0,
with u0(s, 0) = 0, u0x(s, 0) = 1 and by u
∞(s, x) the unique smooth solution equal to e−sx
for x > K. Suppose for some s with <(s) > 0 that these two solutions are not independent,
then u0(s, x) = λu∞(s, x) = u is smooth and decays exponentially for large x. Multiplying
(1.4) by su, integrating over x and taking the real part, we deduce that
<(s)
∫ ∞
0
|ux|2 + (V (x) + |s|2) |u|2 dx = 0,
which if |s|2 > −minr V (r) implies u ≡ 0, a contradiction. Thus there exists a c0 ≥ 0 such
that <(s) > c0 implies that u0(s, x) and u∞(s, x) are linearly independent. We may form
the Wronskian of the two functions and find
W (s) =
∣∣∣∣ u∞(s, x0) u0(s, x0)u∞x (s, x0) u0x(s, x0)
∣∣∣∣ , W (s) 6= 0,
where W (s) is independent of the point x0 at which the Wronskian is evaluated. We define
the Green’s function for the operator (1.4) by
G(s;x, ξ) :=
{
u0(s,x)u∞(s,ξ)
W (s) , x < ξ,
u∞(s,x)u0(s,ξ)
W (s) , x > ξ.
We then have that the solution of (1.2) is given by:
(1.5) ψˆ(s, x) =
∫ ∞
0
G(s;x, ξ)f(ξ)dξ.
Now, the Green’s function is in fact holomorphic3 in s provided that <(s) > c0. Thus
we may consider the analytic extension to <(s) ≤ c0. The functions u∞(s, x) and u0(s, x)
are perfectly well behaved for any complex value of s, so the Green’s function can only fail
to be holomorphic if W (s) vanishes for some s. Since W (s) is holomorphic, it can have
only isolated zeros, and these occur exactly at the values of s where u∞ and u0 are linearly
dependent. These values of s are known as quasinormal frequencies and the corresponding
2The potentials arising in the black hole context typically have V vanishing exponentially rapidly for
large r, but the analysis is not significantly different.
3more precisely, the family of operators mapping f to ψˆ given by (1.5) is a holomorphic family of
bounded operators L2(R)→ L2(R) which admits a meromorphic extension as operators L2c(R)→ L2loc.(R)
for <(s) ≤ c0.
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function u = u∞ ∝ u0 is a quasinormal mode. Quasinormal modes may be characterised
as non-trivial solutions of (1.4) satisfying
(1.6) u = 0 at x = 0, u = e−sx, for x > K.
Given a QNM, we may construct a solution of (1.1):
(1.7) ψ(τ, x) = esτu(s, x).
If <(s) > 0 is a QNF, then u(s, x) ∈ L2(R), and u is simply a growing mode of (1.1) with
finite energy. If, however, <(s) ≤ 0 then u(s, x) 6∈ L2(R). For any fixed value of x, (1.7)
will decay in time with rate −<(s), while oscillating with a frequency =(s). Note that for
large x we have
ψ(τ, x) = es(τ−x), r > K,
so that for x large and positive, ψ(τ, x) is a right moving wave. This is often taken to
implement the physical condition that nothing is ‘coming in from infinity’. These are
usually referred to as ‘ingoing’ boundary conditions4.
One may hope to deform the contour of integration in (1.3) to pick up contributions
from the poles at the quasinormal frequencies si, so that a generic solution to (1.1), for
late times, takes the form
(1.8) ψ(τ, x) ∼
∑
si
aie
siτui(si, x), as τ →∞,
with constants ai determined from the initial data. Whether this can be done depends
on the large |s| behaviour of the Green’s function. In certain specific cases, this can be
demonstrated explicitly [20, 22, 32].
This discussion may be extended to the case of potentials which are not compactly
supported. In this case the boundary conditions required for large r are modified slightly.
The Green’s function may also develop branch cuts in the complex plane if the potential
V does not decay sufficiently rapidly, as occurs in the asymptotically flat case which we do
not consider here.
1.3. Observations on the traditional approach. While the traditional approach to
QNM is undoubtedly mathematically sound, and can be extended to cases where the
relevant equations do not separate, there are several criticisms that one may level, some
aesthetic and some practical. We shall list here some objections, not all of which are
independent.
1. The ingoing boundary conditions, implying that no information is ‘coming in from
the horizon’ are rather unnatural. The general solution of the one-dimensional wave
equation,
ψ(τ, x) = ψ+(τ + x) + ψ−(τ − x),
has components which ‘come in from infinity’ in both directions, but it is not physically
reasonable to require that these vanish. The quasinormal modes are thus subject to
4Recall that the horizon is at x =∞, so this is a wave travelling towards the black hole
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different boundary conditions to the original problem. We shall see in §6, 7 that the in-
going boundary conditions can actually be too restrictive, as they arise from considering
initial data supported away from the horizon.
2. The ingoing boundary conditions (1.6) near the horizon imply that decay in time cor-
responds to an exponential growth in the x coordinate.
3. The QNM with <(s) < 0 do not belong to any obvious Hilbert space (as a result of the
exponential growth near infinity), so are not eigenfunctions in the usual sense.
4. Any sum of quasinormal modes cannot hope to approximate the solution for all x, only
within an arbitrarily chosen range x < x0 (see for example the results of [32]). In other
words the error term implicit in (1.8) cannot be uniform in x.
5. The construction of quasinormal modes in terms of a meromorphic extension through
the continuous spectrum obscures their physical meaning. It also seems rather arbitrary
that the growing modes and the decaying modes should be treated differently.
6. As a matter of practical calculation, the boundary conditions are hard to implement
when no analytic solution is available. This is because one wishes to set to zero the
coefficient of an exponentially decaying term, which is hard to pick out numerically
against the background of an exponentially growing term. It should be noted that
methods have been developed which successfully overcome these problems, for example
the method of complex scaling (also known as the Perfectly Matched Layer method
[33]).
7. The definition of QNM as poles in the meromorphic extension of the scattering resolvent
can be extended to cases where the wave equation does not separate, but the meaning
of the boundary conditions becomes even less clear.
8. The definition requires the presence of a bifurcate Killing horizon in the spacetime. This
is an unphysical requirement, since black-holes arising as the endpoint of a gravitational
collapse will not contain such a structure.
It should be stressed that these issues have been overcome in the mathematical literature
on the subject of QNM. For Schwarzschild-de Sitter, [18, 21] address these questions. For
more general spacetimes, the work of Vasy [9] addresses all of these points. Our goal
is to establish that these issues may be resolved in a relatively straightforward way by
considering a different slicing of the spacetime which is regular on the horizon.
1.4. The regular slicing approach. If one reflects on the problems listed above, it
appears that the source of many of them is the fact that energy is conserved for (1.1). We
can avoid this issue by changing to a new set of coordinates which are motivated by black
hole coordinates which are regular on the horizon. Let us return to equation (1.1), and
introduce new coordinates ρ, t by:
ρ = 1− tanhx,
t = τ − x+ tanhx.
We have that 0 < ρ ≤ 1, with ρ→ 0 corresponding to x→∞, so that the horizon is now
at ρ = 0 while the AdS conformal boundary has been mapped to ρ = 1. After dividing
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through by a factor ρ(2− ρ), the equation (1.1) becomes:
0 = (1 + (1− ρ)2)∂
2φ
∂t2
− ∂
∂ρ
(
ρ(2− ρ)∂φ
∂ρ
)
− (1− ρ)2 ∂
2φ
∂ρ∂t
− ∂
∂ρ
(
(1− ρ)2∂φ
∂t
)
+
V˜
ρ(2− ρ)φ.(1.9)
Here φ(t, ρ) = ψ(τ(t, ρ), x(t, ρ)) and V˜ (ρ) = V (tanh−1(1−ρ)). Notice that since V vanishes
for large x, the combination ρ−1V˜ is smooth up to ρ = 0. Now let us Laplace transform
this equation in the time variable, t. We will denote this Laplace transform by φˆ(s, ρ).
Note that φˆ is related to ψˆ of §1.2, but not by the na¨ıve change of coordinates x→ ρ. We
find that φˆ obeys:
g = Lˆsφˆ := − ∂
∂ρ
(
ρ(2− ρ)∂φˆ
∂ρ
)
− s(1− ρ)2∂φˆ
∂ρ
− s ∂
∂ρ
(
(1− ρ)2φˆ
)
+
[
V˜
ρ(2− ρ) + s
2(1 + (1− ρ)2)
]
φˆ(1.10)
here g is a function constructed from initial data, and we have introduced the degenerate
elliptic operator Lˆs. In order to construct φ(t, ρ) by the inverse Laplace transform, we need
to be able to invert Lˆs. The key result is the following Lemma:
Lemma 1.1. Let I = [0, 1] be the closed unit interval. Suppose that g ∈ Hk−1(I), then for
s belonging to the half-plane <(s) > (12 − k) either:
i) The equation (1.10) admits a unique solution φˆ(s, ·) ∈ Hk(I)∩Hk+1loc. (I) which vanishes
at ρ = 1 for any g,
or:
ii) There exists w(s, ·) ∈ C∞(I), vanishing at ρ = 1, which solves the homogeneous
problem, i.e. a solution of Lˆsw = 0.
Moreover, possibility ii) can only occur for isolated values of s.
Proof. We will very briefly sketch a proof of this result, with an emphasis on showing how
to derive the relevant estimates. Let us first take k = 1, and for convenience we’ll assume
V ≥ 0.
1. Let γ > 1 be a constant which we will fix later. Multiplying Lˆsu+ γu by su, taking the
real part and integrating by parts we find∫ 1
0
<
[
su(Lˆsu+ γu)
]
dρ− |s|2 |u(0)|
= <(s)
∫ 1
0
{
ρ(2− ρ) |∂ρu|2 +
(
V˜
ρ(2− ρ) + |s|
2 (1 + (1− ρ)2) + γ
)
|u|2
}
dρ.
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From here we readily deduce that if <(s) > 0
(1.11) E(u) :=
∫ 1
0
{
ρ |∂ρu|2 + γ |u|2
}
dρ ≤ 
∣∣∣∣∣∣(Lˆs + γ)u)∣∣∣∣∣∣2
L2
+
C
(1)
s

||u||2L2 ,
for any  > 0, holds for some constant C
(1)
s , independent of γ and . Notice that the
weight in front of the |∂ρu|2 term in this estimate degenerates at ρ = 0.
2. Next, we multiply Lˆsu + γu by (−∂ρu), take the real part and integrate by parts to
obtain:
−
∫ 1
0
<
[
∂ρu(Lˆsu+ γu)
]
dρ− 1
2
|∂ρu(1)|2 − γ
2
|u(0)|2
=
∫ 1
0
[
(1− ρ) + 2<(s)(1− ρ)2] |∂ρu|2 dρ
−
∫ 1
0
<
{(
V˜
ρ(2− ρ) + s
2(1 + (1− ρ)2) + 2s(1− ρ)
)
(∂ρu)u
}
dρ.
Notice that the term involving an integral over |∂ρu|2 does not have a degenerate weight
at ρ = 0 and moreover is positive provided <(s) > −12 . Adding a multiple of E(u) to
both sides of this equation, we deduce that for <(s) > −12 we have:
(1.12) ||u||H1 + γ ||u||2L2 ≤ C(2)s
[∣∣∣∣∣∣(Lˆs + γ)u)∣∣∣∣∣∣2
L2
+ E(u)
]
holds for some constant C
(2)
s , independent of γ.
3. Now let us return to (1.11). Notice that Lˆs1 − Lˆs2 is a first order differential operator.
Let us therefore apply (1.11) with  sufficiently small to deduce that if <(s) > −12 we
have that:
E(u) ≤ 
∣∣∣∣∣∣(Lˆs+ 1
2
+ γ)u)
∣∣∣∣∣∣2
L2
+
C
(1)
s+ 1
2

||u||2L2
≤ δ ||u||2H1 + C(3)s,δ
(∣∣∣∣∣∣(Lˆs + γ)u)∣∣∣∣∣∣2
L2
+ ||u||2L2
)
holds for any δ > 0 for some constant C
(3)
s,δ . Taking δ small enough and inserting this
into (1.12) we have:
||u||2H1 + γ ||u||2L2 ≤ C(4)s
[∣∣∣∣∣∣(Lˆs + γ)u)∣∣∣∣∣∣2
L2
+ ||u||2L2
]
for C
(4)
s independent of γ. Finally then, we take γ large enough to absorb the L2 term
on the right hand side and we conclude that
(1.13) ||u||2H1 ≤ C
∣∣∣∣∣∣(Lˆs + γ)u)∣∣∣∣∣∣2
L2
,
provided <(s) > −12 .
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4. The estimate (1.13) shows that Lˆs+γ is injective for γ large enough provided <(s) > −12 .
By considering an adjoint problem it is possible to show that Lˆs+γ is in fact surjective.
Thus (Lˆs + γ)
−1 exists and moreover is a compact operator by virtue of the Rellich-
Kondrachov theorem, since it is a bounded map L2 → H1. An application of the analytic
Fredholm theorem establishes the result.
5. To increase k we differentiate the original equation. Rather than show this in detail, we
look at the structure of the equation near ρ = 0:
(1.14) g = − ∂
∂ρ
(
ρ
∂u
∂ρ
)
− 2s∂u
∂ρ
+ . . .
where we drop terms which are subleading near ρ = 0. Differentiating this equation, we
observe that (1.14) is equivalent to a system of equations for (u, uρ) which near ρ = 0
have the structure:
g = − ∂
∂ρ
(
ρ
∂u
∂ρ
)
− 2(s+ 1)∂u
∂ρ
+ 2uρ + . . .
∂ρg = − ∂
∂ρ
(
ρ
∂uρ
∂ρ
)
− 2(s+ 1)∂uρ
∂ρ
+ . . .
where uρ = ∂ρu. We have used this fact to modify the first equation by adding and
subtracting the same term. The structure of this system near ρ = 0 is the same as that
of (1.14), but with s → s + 1. We also find that uρ inherits a boundary condition at
ρ = 1. As a result we can repeat all of the estimates above, but now for a system of
equations, and we will conclude that
||u||2H2 ≤ C ′
∣∣∣∣∣∣(Lˆs + γ′)u)∣∣∣∣∣∣2
H1
holds for some C ′, γ′, provided <(s+ 1) > −12 . Repeatedly differentiating we obtain the
result for any k.

There are three key ingredients in this proof which have interpretations in terms of the
geometry of the black hole:
• The estimate (1.11) is related to the Killing energy estimate associated to the
stationary Killing vector. It is well known that this degenerates on the horizon.
• The estimate (1.12) is related to the redshift estimate for the black hole horizon
[4]. This makes crucial use of the positivity of the surface gravity.
• The fact that commuting the equation makes the structure at the horizon more
favourable is due to the enhanced redshift effect [4].
These three properties are robust, in the sense that they are present for any non-extremal
black hole, and it is this fact which we shall exploit when studying general black hole
spacetimes.
We have in fact shown that for given g ∈ Hk−1(I), the solution φˆ(s) to (1.10) is mero-
morphic on <(s) > (12 − k). We can thus give a new definition of quasinormal frequencies
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to be the locations, si, of the poles in this half-plane, with quasinormal modes given by
the corresponding solutions wi(si, ·) of the homogeneous problem. By taking k progres-
sively larger, we can define the quasinormal frequencies throughout the complex plane in
this fashion. Where confusion is likely to arise, we shall refer to the QNF defined in this
fashion as ‘regularity’ quasinormal frequencies, and the QNF defined in the sense of §1.2
as ‘ingoing’ quasinormal frequencies.
The advantage of the ‘regularity’ definition over the ‘ingoing’ one is that the associated
quasinormal modes naturally live in Hk(I). We can easily translate the problem of finding
quasinormal modes in this context to an honest eigenvalue problem by writing φˆ = φ1 and
introducing an auxiliary function φ2. Then φˆ solves the homogeneous problem if and only
if the vector φ = (φ1, φ2) ∈ Hk(I)×Hk−1(I) solves
(A− s)φ = 0,
where
Aφ =
(
0 1
−P2 −P1
)(
φ1
φ2
)
,
with
P2φ = − ∂
∂ρ
(
ρ(2− ρ)∂φ
∂ρ
)
+
V˜
ρ(2− ρ)φ,
P1φ = −(1− ρ)2∂φ
∂ρ
− ∂
∂ρ
(
(1− ρ)2φ) .
The operator A has a natural interpretation arising from the equation (1.9). This
equation naturally defines a semigroup S(t), which maps initial data (φ0, φ′0) ∈ Hk(I) ×
Hk−1(I) to the solution (φ(t, ·), φt(t, ·)) ∈ Hk(I)×Hk−1(I) of (1.9) at time t. The operator
A is the infinitesimal generator of this solution semigroup. This discussion suggests how
we can extend the definition to more general set-up. Before we do so, we briefly relate our
new definition of quasinormal modes to the previous one.
Let us note that si is a ‘regularity’ quasinormal frequency if and only if there exists a
corresponding solution of the equation (1.9) which is smooth up to ρ = 0 of the form:
φ(t, ρ) = esitw(si, ρ).
Recall that in §1.2 we saw that at each ingoing quasinormal frequency, we found a solution
of (1.1) which for large x has the form
ψ(τ, x) = esi(τ−x), x > K
Transforming to (τ, ρ) coordinates, we see that for ρ close to 0 this solution maps to:
ψ(τ(t, ρ), x(t, ρ)) = esi(t+ρ−1),
which certainly extends to a smooth function at ρ = 0. Thus any ‘ingoing’ quasinormal
frequency is a ‘regularity’ quasinormal frequency. The converse is not true. There may be
extra ‘regularity’ quasinormal frequencies at points s ∈ −N which do not correspond to
quasinormal modes in the sense of §1.2. See §7 for a general discussion of this issue.
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H−
I
I
r = 0
r = 0 ι
+
ι+
ι− ι−
T
Σ′0
H+
Figure 1. Static slicing
of AdS-Schwarzschild
H+
H−
I
I
r = 0
r = 0 ι
+
ι+
ι− ι−
T
Σ0
Figure 2. Regular slic-
ing of AdS-Schwarzschild
1.5. The general case. As suggested by our simple example above, in the black hole
case we wish to define the quasinormal modes in terms of the generator of the solution
semigroup with respect to a regular slicing. In Figure 1 we show the standard static slicing
of AdS-Schwarzschild, corresponding to the (τ, x) coordinates above. The problems with
the original definition of the QNM are all issues with the region where x is large and τ
is finite, i.e. in the neighbourhood of the bifurcation sphere of the horizon5. In Figure 2
we show a regular slicing of the horizon (which would correspond to the (t, ρ) coordinates
above). In this slicing, the energy is no longer conserved, but instead is bounded by its
initial value. In fact, from the redshift argument [4, 38], we essentially have6
(1.15) ||ψ||2Hk(Σt) + ||Tψ||2Hk−1(Σt) ≤ C
(
||ψ||2Hk(Σ0) + ||Tψ||2Hk−1(Σ0)
)
,
where T is the timelike Killing field. This implies that the solution operator for the wave
equation is in fact a C0-semigroup acting on Hk(Σ) = Hk(Σ)×Hk−1(Σ). A consequence of
the Hille-Yoshida theorem (strictly, its converse) is that the generator of this semigroup7,
A : Dk(A) → Hk(Σ), is a closed, unbounded, linear operator acting on a dense subspace
of Hk(Σ). As such, the spectrum of A is well defined.
We propose the following definition for quasinormal modes, see Appendix C for the
definition of various terms:
5x is not the usual Schwarzschild radial coordinate, but is rather a tortoise coordinate
6We shall need to be more precise about the definition of the Sobolev spaces later to capture the boundary
conditions at infinity, but we elide this subtlety for the purpose of the introduction.
7we abuse notation by using the same letter to refer to the generator regardless of which of the Hk
spaces it is acting in.
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Definition 3.19. Let L be a strongly hyperbolic operator on a globally stationary black
hole R. Let (Dk(A),A) be the infinitesimal generator of the solution semigroup on Hk(Σ)
corresponding to a regular slicing of the black hole. We say that s ∈ C belongs to the
Hk-quasinormal spectrum (denoted ΛkQNM ) of L if:
i) <(s) > 12wL + (12 − k)κ,
ii) s belongs to the spectrum of (Dk(A),A).
Here κ is the surface gravity and wL is a real number associated to L, defined in Definition
3.7. If s is an eigenvalue of (Dk(A),A), we say s is an Hk-quasinormal frequency. The
corresponding eigenfunctions are the Hk-quasinormal modes.
The reason that we have to include the term wL is that by adding a first order term to
the wave operator one can essentially shift the whole spectral plane to the left or right.
The term wL takes account of this fact. For practical purposes one can assume wL = 0.
This is in particular the case for the Klein-Gordon operator.
The justification for this definition will be one of the main theorems of the paper, the
analogue of Lemma 1.1 for the general case:
Theorem 4.1. Let L be a strongly hyperbolic operator on a globally stationary black hole
R, with boundary conditions fixed at infinity. Let (Dk(A),A) be the infinitesimal generator
of the solution semigroup on Hk(Σ) corresponding to a regular slicing of the black hole.
Then for s in the half-plane <(s) > 12wL + (12 − k)κ, either:
i) s belongs to the resolvent set of (Dk(A),A),
or:
ii) s is an eigenvalue of (Dk(A),A) with finite multiplicity.
Possibility ii) holds only for isolated values of s. The resolvent is meromorphic on the
half-plane <(s) > 12wL + (12 − k)κ, with poles of finite rank at points satisfying ii). The
residues at the poles are finite rank operators.
Furthermore, if k1 ≥ k2, the eigenvalues and eigenfunctions of (Dk1(A),A), (Dk2(A),A)
agree for s in the half-plane <(s) > 12wL + (12 − k2)κ.
In particular, this implies that the set of all quasinormal modes
ΛQNF =
∞⋃
k=1
ΛkQNF ,
is a countable subset of C, which accumulates only at infinity.
What does this mean in practice? We shall see later that for a globally stationary
black hole, the Klein-Gordon equation, after multiplication by a suitable function, may be
decomposed as
P2ψ + P1Tψ + TTψ = 0,
where Pi are differential operators on Σ of order i. The H
k-quasinormal frequencies are
simply those values of s with <(s) > (12 − k)κ for which
(1.16) P2u+ sP1u+ s
2u = 0,
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admits a non-trivial solution u ∈ Hk(Σ), obeying the boundary conditions at I . This
definition has been used implicitly in many calculations of QNMs (e.g. [10]), however we
believe the relation to semigroup theory for a regular slicing is novel.
In the case of the massless wave equation, the operator appearing in (1.16) is essentially
the stationary d’Alembert-Beltrami operator. It should be noted, however, that this de-
pends on the spatial slicing chosen. In the Schwarzschild-AdS case the operator in (1.16)
is not the same as the operator one would obtain by Laplace (or Fourier) transforming
the d’Alembert-Beltrami operator written in the usual Schwarzschild coordinates8. This
is where the choice of a regular slicing makes itself known. Contrast for example, (1.2),
(1.10).
Our operator is elliptic away from the horizon, however the ellipticity degenerates on
the horizon. The majority of the technical content of this paper consists of handling this
degeneracy. The key observation is that the redshift estimates used to establish (1.15)
can be ‘recycled’ into elliptic estimates. We require both the ‘enhanced’ redshift effect
which comes from commuting with the redshift vector field as well as the standard redshift
argument which makes use of the redshift vector field as a multiplier.
1.6. Advantages of the regularity approach. We discuss now how the regularity ap-
proach has advantages over the traditional approach, and in particular deals with our
previous criticisms. As previously mentioned, this is not the only approach which can
handle these issues [9, 18, 21].
1., 2. The condition that QNM have a certain degree of regularity at the horizon is a very
natural one. We can also deal with initial data which may not vanish on the horizon
more easily with a regular slicing.
3. The QNM now belong to the Hilbert space Hk, and are honest eigenfunctions of a closed
operator in this Hilbert space
4. The QNM, multiplied by esit represent genuine solutions of the equation, perfectly well
behaved on the full extent of the spatial slice and as t → ∞. As a result, a finite sum
of such terms makes sense everywhere for t ≥ 0, and we may hope to approximate the
solution for late times, uniformly on Σ, in this way.
5. There is no meromorphic extension through the continuous spectrum required. In some
sense, we are constructing the meromorphic extension directly as we increase k.
6. Since we seek eigenvalues of a (non-self adjoint) operator on a Hilbert space, there are
many methods for explicit calculation, for example spectral approaches. These methods
have been used implicitly in finding QNM for aAdS black holes [10].
7. There is no assumption of separability of the wave equation required in defining the
QNM in this way, and the boundary conditions are natural.
8. The definition requires only a future Killing black hole horizon. This is more physically
reasonable than requiring a bifurcate horizon.
8This operator is the one used for example in [22, 29].
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A final advantage of the regularity approach is that we have access to standard results in
semigroup theory which may be immediately applied. We give here two examples, adapted
from the results of [35, 36].
Corollary 1.2 (adapted from [35] Theorem 1.1). Suppose that solutions of the Klein-
Gordon equation, with boundary conditions fixed, on some asymptotically AdS black hole
are bounded in H1 × L2. Furthermore suppose that there exists no quasinormal frequency
on the imaginary axis (i.e. a purely oscillatory QNM). Then for any solution ψ of the
Klein-Gordon equation with initial data in D1(A), we have
||ψ||H1(Σt) + ||Tψ||L2(Σt) → 0, as t→∞.
Note that we do not get an explicit rate for this decay. An explicit rate can be obtained
from a resolvent estimate on the imaginary axis, but this carries slightly more information
than the quasinormal spectrum9. Note also that we require the data to be in D1(A) in
order to obtain decay in H1(Σ). If this result were to hold for data in H1(Σ), that would
imply that the decay is in fact exponential.
In Lemma A.1 we shall show that for the Klein-Gordon equation there can be no quasi-
normal frequencies on the imaginary axis, except possibly at the origin. If the Klein-Gordon
mass is non-zero then there can be no QNF at the origin either. Combining this with the
result above and Theorems 1.2, 1.3 of [37] we are able to ‘upgrade’ the boundedness results
of that paper to local energy decay, albeit without a quantitative rate:
Corollary 1.3. Let ψ solve the Klein-Gordon equation with non-zero mass:
gψ + µψ = 0, µ 6= 0
on the Schwarzschild-AdS exterior. Suppose further that ψ satisfies homogeneous Dirichlet
or Neumann boundary conditions at I . Then ψ has locally decaying energy in the sense
that:
||ψ||H1(Σt∗ ) + ||Tψ||L2(Σt∗ ) → 0, as t→∞,
for t∗ the usual time coordinate which is regular on H + (see for example [38]). In the case
µ = 0, ψ decays to a constant solution.
The same holds for Kerr-AdS backgrounds satisfying the Hawking-Reall bound r2+ > |a| l
and for l−1 |a| sufficiently small. In the Dirichlet case only |a| < l is necessary.
Note that for the Dirichlet case, the results of Holzegel and Smulevici [30] give local
energy decay with a sharp asymptotic rate of 1/ log t∗. The step from qualitative decay to
sharp quantitative decay is not trivial, and requires a detailed understanding of trapping
in the spacetime.
We finally state an estimate for the ‘best possible’ rate in terms of properties of ΛQNF :
Corollary 1.4 (adapted from [36] Propositions 3.3, 3.7). Suppose that solutions of the
Klein-Gordon equation, with boundary conditions fixed, on some asymptotically AdS black
9The quasinormal spectrum permits us to estimate the spectral radius of (A− s)−1, whereas we require
the operator norm. Since A is not self-adjoint, the two need not be related
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hole, are bounded in H1 × L2. Furthermore suppose that there exists a sequence sn of
quasinormal frequencies of the Klein-Gordon equation with |=(sn)| → ∞ as n → ∞ and
such that for some C
−C |=(sn)|−
1
α < <(sn) ≤ 0.
Then for any  > 0, no bound of the form
||(ψ, Tψ)||L2(Σt)×H1(Σt) ≤
C
tα+
||A(ψ, Tψ)||L2(Σ0)×H1(Σ0) ,
can hold for all solutions ψ of the Klein-Gordon equation with initial data in D1(A), with
C independent of ψ.
In other words, the more rapidly the QNFs approach the imaginary axis, the slower the
decay one may obtain. This is in fact the case for the Schwarzschild-AdS black hole, as
recent work has shown [29, 30, 31]. In this case the QNFs approach the imaginary axis faster
than any polynomial, and the best asymptotic rate that one may obtain is 1/ log t∗. See
also [39, 40, 41] for results in the physics literature concerning the asymptotic distribution
of quasinormal modes in asymptotically AdS spacetimes.
1.7. Outline of the paper. In §2, we set up the problem, in particular introducing the
globally stationary asymptotically AdS black holes, together with the strongly hyperbolic
operators we shall study on these backgrounds. In §3 we prove some estimates for the
full time-dependent problem. In particular we give a new account of the redshift effect
which simplifies some previous approaches. We finish this section with the proof that the
solution operators for the strongly hyperbolic operators generate a C0-semigroup, and use
this to define the quasinormal spectrum. In §4 we prove Theorem 4.1, making considerable
use of the estimates from §3. In §5 we generalise the results to the case of black holes
which are merely locally stationary. In this case we recover the same results restricted,
however, to irreducible representations of the axial symmetry group. In §6 we develop a
simple example which directly shows how our approach may be applied. It furthermore
provides an example where the quasinormal modes are manifestly not ‘complete’ in any
sense, and shows that QNM with ‘ingoing’ boundary conditions are insufficient to describe
the late time behaviour of solutions whose initial data is non-trivial on the horizon. In §7
we make explicit the connection to the usual definition of QNM in terms of resonances.
In particular, we show how our result implies the meromorphicity of the resolvent for the
Schwarzschild-AdS black hole. We also show how our results may be applied to prove the
meromorphicity of the resolvent of the Laplacian for asymptotically hyperbolic manifolds.
In Appendix A we prove that for hermitian operators (such as the Klein-Gordon operator)
there can be no purely oscillatory quasinormal modes, a result necessary for Corollary 1.2.
In Appendix B we prove some results that, while not central to our presentation here, do
not appear in a suitable form in previous work. In Appendix C we provide a glossary of
symbols defined throughout the paper.
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2. Preliminaries
2.1. Asymptotically AdS spacetimes; well posedness for the IBVP. We first define
what we mean by an ‘asymptotically anti-de Sitter Spacetime’.
Definition 2.1. Let M be a (d+ 1)-dimensional manifold with boundary10 ∂M , and g be
a smooth Lorentzian11 metric on M˚ . We say that a connected component I of ∂M is an
asymptotically anti-de Sitter end of (M˚ , g) with radius l if:
i) There exists a smooth function r such that r−1 is a boundary defining function for I .
ii) For r sufficiently large, we can choose xα, coordinates on the slices r = const. so that
locally
grr =
l2
r2
+O
(
1
r4
)
, grα = O
(
1
r2
)
, gαβ = r
2gαβ +O (1) ,
where gαβdx
αdxβ is a Lorentzian metric12 on I .
iii) r−2g extends as a smooth metric on a neighbourhood of I .
We say that r is an asymptotic radial coordinate and I is the conformal infinity of this
end. We denote by X(M ) the space of smooth vector fields on M . If Σ is any submanifold
of M , then XΣ(M ) consists of those smooth vector fields on M tangent to Σ. Finally,
X∗(M ) is the space of smooth one-form fields on M .
2.1.1. Well Posedness. We shall require a slightly more general well-posedness theorem
than that proven in [28]. In particular we will work with a multi-component complex
scalar field. The proof of [28] readily extends to this case. It is possible to consider linear
fields defined on more complicated bundles, such as Ω2(M ) in the case of the Maxwell field
or Spin(M ) for the Dirac field by choosing a set of reference sections with respect to which
a general section may be written as a linear sum. The coefficients of this linear sum are
then scalar quantities.
We will be interested in equations of the form13
(2.1) gψ +K[ψ] + V ψ = 0,
where ψ takes values in CN . Here V is a C∞-smooth matrix valued potential, which near
infinity has an expansion:
(2.2) V IJ =
1
l2
(
κ2I −
d2
4
)
δIJ +O
(
r−2
)
, [no sum over I].
We assume that 0 < κ1 ≤ κ2 ≤ . . . ≤ κN are real, and we define
(2.3) κ = diag(κ1, . . . , κN ).
10We take the convention that M includes ∂M as a point set, and M˚ =M \ ∂M
11Throughout we take the mostly plus signature convention
12with signature (−+ + + . . .). In particular the induced metric on I is not Riemannian.
13Our convention is that g = −gµν∇µ∇ν
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K is a C∞-smooth matrix valued vector field, given locally by:
K[φ]I =
N∑
J=1
(Kµ)IJ∇µφJ ,
and near infinity we have, in the coordinates of Definition 2.1:
(2.4) (Kr)IJ = O
(
r−1
)
, (Kα)IJ = O
(
r−2
)
.
This is equivalent to the statement that r2K belongs to XI (M ).
Now, let us define a matrix version of the twisted derivatives of [28, 37]. We define the
twisting matrix by:
(2.5) f := exp
[(
−d
2
ι+ κ
)
log r
]
,
where ι is the N ×N identity matrix. Then the twisted derivatives are defined to be
(2.6) ∇˜µφ := f∇µ
(
f−1φ
)
, ∇˜†µφ := −f−1∇µ (fφ) ,
where we understand f, f−1 to act by matrix multiplication. If W ∈ X(M ) is any vector
field, we define
W˜ = Wµ∇˜µ.
Definition 2.2. Let (M˚ d+1, g) be a time oriented Lorentzian manifold with an asymptot-
ically AdS end, with asymptotic radial coordinate r which we assume extends as a smooth
positive function throughout M˚ d+1. Let Σ be a spacelike surface which extends to the con-
formal infinity of the asymptotically AdS end, I , which for convenience we assume meets
I orthogonally with respect to the conformal metric r−2g. Let nΣ be the future directed
unit normal of Σ and define
nˆΣ = rnΣ,
to be the rescaled normal. We define D+(Σ) to be the set of points p ∈ M˚ such that every
past directed inextensible timelike curve either intersects Σ or else approaches a point on
I ∩ I+(Σ).
Let f be as in (2.5) and let φ : Σ→ CN , where CN is equipped with the usual sesquilinear
product. We define the norms
||φ||2L2(Σ) =
∫
Σ
|φ|2
r
dSΣ,
||φ||2H1(Σ,κ) =
∫
Σ
(
|∇˜φ|2 + |φ|
2
r2
)
rdSΣ ,
where the twisted derivative is defined as in (2.6) and we use the induced metric on Σ,
together with the norm on CN to define |∇˜φ|2 and dSΣ. The derivatives here are understood
in a weak sense. If D ⊂ {1, . . . , N}, we denote by H1D(Σ, κ) the completion in the H1(Σ, κ)
norm of the space of smooth functions φ : Σ → CN where φI is supported away from I
for I ∈ D.
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Given a C1 function φ : X˚ → CN , we say that the Ith component obeys Dirichlet or
Robin boundary conditions if the following hold
i) Dirichlet:
r
d
2
−κIφI → 0, as r →∞.
ii) Robin14: 0 < κI < 1 and
r
d+2
2
+κI ∇˜rφI + lβIr d2−κIφI → 0, as r →∞,
where βI ∈ C∞(I ).
A choice of homogeneous boundary conditions for φ is a subset D ⊂ {1, . . . , N} together
with a choice of βI ∈ C∞(I ), for I ∈ {1, . . . , N} \ D. We require that the Ith component
of φ obeys Dirichlet boundary conditions for I ∈ D and Robin boundary conditions with
Robin function βI for I 6∈ D.
Given a choice of homogeneous boundary conditions, we denote by C∞bc (R;CN ) the set
of functions of the form φ = e(−
d
2
+κ) log rφ+ + e
(− d
2
−κ) log rφ− where φ± ∈ C∞(R;CN ), with
φI+ = 0 if I ∈ D and 2κIφI− − βIφI+ = 0 on I if I 6∈ D.
Note that Robin boundary conditions may only be imposed for those components with
0 < κI < 1. This is an extension of a similar restriction for a single real scalar field, where
it is known that Neumann or Robin boundary conditions may only be chosen for a certain
range of masses, see [42, 28].
Theorem 2.3 (Well Posedness). Fix a choice of homogeneous boundary conditions for ψ.
Let ψ ∈ H1D(Σ, κ), ψ′ ∈ L2(Σ). Then there exists a unique ψ : D+(Σ)→ CN which solves
gψ +K[ψ] + V ψ = 0, ψ|Σ = ψ, nˆΣψ|Σ = ψ′,
and satisfies the boundary conditions on I . Here both the equation and boundary conditions
are to be understood in a weak sense15. If Σ′ is any spacelike surface in D+(Σ) then
ψ|Σ′ ∈ H1D(Σ′, κ), nˆΣ′ψ|Σ′ ∈ L2(Σ′) and we have a continuity estimate:
||ψ|Σ′ ||H1(Σ′,κ) + ||nˆΣ′ψ|Σ′ ||L2(Σ′) ≤ C(Σ′, g,K, V )
(
||ψ||H1(Σ,κ) +
∣∣∣∣ψ′∣∣∣∣
L2(Σ)
)
.
If the initial conditions satisfy stronger regularity and asymptotic conditions, then in fact
ψ|Σ′ ∈ Hkloc.(Σ′), nˆΣ′ψ|Σ′ ∈ Hk−1loc. (Σ′) for any integer k ≥ 2. Furthermore, the boundary
conditions hold in the sense of traces16. For sufficiently regular initial data we obtain a
classical solution to the initial boundary value problem.
We will also require a twisted version of the energy momentum tensor which extends the
definition of [37] to allow for a multi-component field.
14This includes the Neumann boundary conditions where βI = 0.
15For full details of the weak formulation of the equation and boundary conditions, see [28].
16in fact, for Dirichlet components we get a stronger result that ψI ∼ r− d2−κI if 0 < κI < 1, and∣∣ψI ∣∣ . r− d2−1+ for any  > 0 if κI ≥ 1.
20 CLAUDE M. WARNICK
Definition 2.4. We define the twisted energy-momentum tensor associated to (2.1) to be
the symmetric 2−tensor
(2.7) T˜µν [φ] = ∇˜(µφ · ∇˜ν)φ−
1
2
gµν
(
∇˜σφ · ∇˜σφ+ φ · Fφ
)
,
where the matrix valued function F :M →Mn×n is given by
F =
1
2
(V + V ∗)− f−1∇µ∇µf.
where V ∗ is the hermitian conjugate of V . From the definition of f and the asymptotics of
V , we have r2F ∈ C∞(M ).
The twisted energy momentum enjoys the following important property:
Lemma 2.5 (Divergence of T˜µν). For a sufficiently regular φ, we have
(2.8) ∇µT˜µν [φ] = −<
[
∇˜νφ ·
(
gφ+
1
2
(V + V ∗)φ
)]
+ S˜ν [φ],
where
2S˜ν [φ] = <
{
φ ·
[
∇˜†ν(Ff)f−1φ
]
+ (∇˜σφ) ·
[
f−1(∇˜†νf)(∇˜σφ)
]}
.
Proof. The proof follows by a straightforward calculation, which we include in §B.1. 
2.2. Asymptotically AdS Black Holes. We now define what we mean by a stationary
aAdS black hole:
Definition 2.6. We say that (R,H +,I ,Σ, g, r, T ) is a globally stationary, asymptotically
anti-de Sitter, black hole space time with AdS radius l if the following holds
i) R is a (d+ 1)-dimensional manifold with stratified boundary H + ∪Σ∪I , where Σ is
a compact manifold whose boundary has two components: H + ∩ Σ and Σ ∩I which
are compact, connected, manifolds.
ii) g is a smooth Lorentzian metric on R \I .
iii) I is an asymptotically AdS end of (R˚, g) of AdS radius l, asymptotic radial coordinate
r and such that
R = D+(Σ).
We assume r extends to a smooth positive function throughout R˚.
iv) Σ is everywhere spacelike with respect to g, whereas H + is null.
v) T is a Killing field of g which is normal to H +, transverse to Σ and timelike in a
punctured neighbourhood of H +, thus H + is a Killing horizon generated by T , which
we assume to be a non-extremal black hole horizon, i.e. it should have constant surface
gravity κ.
vi) T ∈ XI (R), as a result, w.l.o.g. we may assume17 LT r = 0.
vii) If ϕt is the one-parameter family of diffeomorphisms generated by T , then R is smoothly
foliated by ϕt(Σ) := Σt, t ≥ 0.
17By this we mean that we may always choose an asymptotic radial coordinate r which satisfies LT r = 0
by fixing such an r on Σ and defining r elsewhere by LT r = 0.
QUASINORMAL MODES 21
H +
I
R
Σt
Σ
T
Figure 3. A schematic Penrose diagram for a stationary, asymptotically
anti-de Sitter, black hole spacetime.
viii) T is timelike on R \H +.
Figure 3 shows a schematic Penrose diagram of the black hole exterior region, R.
Remarks: we note that the assumption that there is exactly one Killing horizon and
one asymptotically anti-de Sitter end is not necessary for our results. In particular, we
can assume that R is bounded by Σ and one or two non-extremal Killing horizons. In
this way, our results may be readily extended to asymptotically de Sitter spacetimes. The
compactness of Σ is, however, an important feature which cannot be easily relaxed, so our
results do not extend to the asymptotically flat case in an obvious fashion.
The assumption in v) that T is timelike in a neighbourhood ofH + is superfluous, given
viii). It is convenient to have the definition stated in this way so that when we later relax
assumption viii) to consider black holes which are merely locally stationary in §5 we only
have to make minimal changes. As a matter of terminology, prior to §5 we may refer to
globally stationary black holes as simply stationary.
Now, as in [37], we define some geometrical objects associated to the stationary slicing
defined by Σt. Firstly, we denote
(2.9) σ := −g(T, T ), A := − 1
g−1(dt, dt)
.
The asymptotic conditions imply that σ,A ∼ r2 near I . The definition also implies that
A > 0 on R, while σ ≥ 0, with σ vanishing precisely on H +. The condition that H + is
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a non-extremal black hole horizon generated by T implies that on the horizon18
(2.10) ∇σ = 2κT,
for some κ > 0, constant on the horizon. We refer to κ as the surface gravity. We consider
the constancy of κ to be part of our definition, however this follows automatically in the
case when (R, g) satisfies Einstein’s equations with matter obeying the dominant energy
condition [43, §12.5]. We believe that a modified version of our results will persist for
non-constant κ, provided that we have bounds 0 < κ ≤ κ ≤ κ < ∞ for constants κ,κ.
Since the physically relevant case has constant κ, we shall not pursue this further.
Rather than make use of equation (2.1) as it stands, it’s convenient to consider the oper-
ator obtained after multiplying by A, so that the TTφ term appears with unit coefficient.
Thus we define
Definition 2.7. We say that an operator L acting on functions φ ∈ C2(R˚;CN ) is a
strongly hyperbolic operator on R if it takes the form:
(2.11) Lφ := A(gφ+ V φ) +W [φ],
where V satisfies the assumptions of §2.1.1 and W is a matrix-valued vector field which
belongs to XI (R). It is further assumed that LTV = 0, LTW = 0.
We define the adjoint operator to L to be
(2.12) L†φ := A(gφ+ V ∗φ)−W ∗[φ]−Adivg
(
W ∗
A
)
φ.
L† is itself a strongly hyperbolic operator on R.
We will also consider L acting on larger spaces of functions, with the derivatives under-
stood to act in a weak sense. After dividing by A the equation Lφ = 0 is equivalent to an
equation of the form (2.1), so the well posedness results of §2 apply.
2.2.1. AdS-Schwarzschild. To justify the definitions we have given in this section, we will
show that they apply in particular to the well known AdS-Schwarzshild black hole. We
first define the manifold with stratified boundary to be:
R = [0,∞)t × [0, 1]ρ × S2ω,
and identify the boundary components as:
Σ = {0} × [0, 1]× S2,
H + = [0,∞)× {0} × S2,
I = [0,∞)× {1} × S2.
Clearly Σ is compact, as are Σ ∩H + ' Σ ∩I ' S2.
Now, let r+ be the largest root of the cubic
x− 2m+ x
3
l2
= 0,
18For a function u, the gradient ∇u is a vector field defined by ∇u[f ] = g−1(du, df).
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and define the function r : R \I by:
r(t, ρ, ω) =
1
1− ρ + r+ − 1.
We may take (t, r, ω) ∈ [0,∞)t× [r+,∞)r×S2ω as coordinates19 on R \I , and with respect
to these coordinates we define the metric
(2.13) g = −
(
1− 2m
r
+
r2
l2
)
dt2 +
4m
r
1
1 + r
2
l2
drdt+
1 + 2mr +
r2
l2(
1 + r
2
l2
)2 dr2 + r2dΩ22,
where dΩ22 is the canonical metric on the unit 2-sphere and m, l are constants. Taking
T = ∂∂t in these coordinates, we clearly see that T ∈ XI (R), T is timelike away from H +
and becomes null on H +. We can conclude:
Lemma 2.8. The AdS-Schwarzschild black hole (R,H +,I ,Σ, g, r, T ) is a globally sta-
tionary, asymptotically anti-de Sitter, black hole space time with AdS radius l, and surface
gravity
κ =
2m
r3+
3m− r+
1 +
r2+
l2
 .
We have included the AdS-Schwarzschild example as it is straightforward to state the
metric. However, our definition of globally stationary, asymptotically anti-de Sitter, black
hole space times also includes the slowly rotating Kerr-AdS black hole, see [37, §5] for a
definition.
With the problems that we have in mind, an important result is:
Lemma 2.9. A sufficiently smooth function ψ obeys the Klein-Gordon equation in the
AdS-Scwarzschild background
gψ +
a
l2
ψ = 0,
if and only if it satisfies the equation
Lψ = 0,
for a strongly hyperbolic operator on R with W = 0, V = a
l2
. The condition under which
Neumann or Robin boundary conditions may be imposed, 0 < κ < 1, translates to the
Breitenlohner-Freedman condition −94 < a < −54 .
19of course we will require two coordinate patches to cover the sphere, but for clarity we will ignore this
issue.
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3. The hyperbolic problem
We will now discuss the regular wave semigroup approach to quasinormal modes for
the equation (2.1). We first derive some estimates which hold for any suitably smooth
functions on R, a stationary asymptotically anti-de Sitter black hole. From these we shall
deduce that the solution operator of (2.1) is a C0 semigroup on a family of Hilbert spaces.
Our approach to deriving this fact may appear to be somewhat indirect, however, in the
process we derive some estimates which will be extremely useful later on.
3.1. Hyperbolic estimates. All of our estimates are obtained by the vector field method.
The vector field method usually consists of applying the divergence theorem to suitably
chosen vector fields, known as energy currents, integrated over a spacetime slab. For
our purposes, it will be useful to work with a form of the divergence theorem where the
integration is performed only over a spacelike slice.
Lemma 3.1 (Local-in-time divergence theorem). Suppose K is a vector field on R, an
aAdS black hole spacetime. Then for sufficiently regular K the following relation holds
(3.1)
d
dt
∫
Σt
Kµnµ dS −
∫
I∩Σt
Kµmµ
√
AdK = −
∫
H +∩Σt
KµTµ dσ −
∫
Σt
∇µKµ
√
AdS.
Here dS is the induced volume form and n the future directed unit normal on Σt; dσ the
induced volume form on H + ∩ Σt and T the future directed Killing generator of H +
normalised by dt(T ) = 1. We understand the integral over I ∩Σt to be defined as follows
(3.2)
∫
I∩Σt
Kµmµ
√
AdK = lim
r→∞
∫
{r=const.}∩Σt
Kµmµ
√
AdK,
where dK is the induced volume element on {r = const.}∩Σt and m is the outward normal
unit vector tangent to Σt.
Proof. This can be shown either directly from the formula for the divergence of a vector
field in local coordinates, or else by differentiating with respect to time the usual divergence
theorem as applied to the region bounded by Σt, Σ0, H + and I . 
Before we begin to derive estimates for the equation, we first derive an adjointness
relation between L and L† that justifies our choice of notation.
Corollary 3.2 (Adjointness relation). Let L be a strongly hyperbolic operator on a black
hole background R. Define an inner product on the spacelike slice Σt by
〈φ1, φ2〉Σt =
∫
Σt
φ1 · φ2 1√
A
dS.
This gives rise to a norm equivalent to the L2(Σt) norm. Furthermore, defining
Kµ = φ1 · (∇˜µφ2)− (∇˜µφ1) · φ2 − 1
A
φ1 ·Wµφ2,
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we have that for φ1, φ2 ∈ C2(R˚;CN ):
〈φ1, Lφ2〉Σt − 〈L†φ1, φ2〉Σt =
d
dt
∫
Σt
Kµnµ dS −
∫
I∩Σt
Kµmµ
√
AdK +
∫
H +∩Σt
KµTµ dσ.
Proof. We simply apply Lemma 3.1 to the vector field Kµ, which gives the result after a
brief calculation. 
3.1.1. The Killing estimate. The first estimate we shall derive from (3.1) will control the
rate of growth of the energy associated to the vector field T . Since T becomes null on the
horizon this will only give us control of L2 norms of the field and its derivatives tangential
to the horizon, i.e. we do not control a transverse derivative at the horizon. We will later
correct this oversight with a second estimate, the redshift estimate, which will control the
full H1 norm at the horizon.
Definition 3.3. Fix homogeneous boundary conditions for the strongly hyperbolic operator
L, as in Definition 2.2, and assume that the Robin functions are stationary, i.e. LTβI = 0.
For a function φ ∈ C∞bc (R;CN ), we define:
(J˜Tγ )µ[φ] = T νT˜νµ[φ]−
1
2A
γ |φ|2 Tµ.
Here γ is a constant which we will fix later. We also define the Killing energy on Σt to be
Eγ(t)[φ] =
∫
Σt
(J˜Tγ )µ[φ]nµ dS +
1
2
∑
I∈{1,...,N}\D
∫
I∩Σt
φ
I
φIβIr
−2κI√AdK.
The powers of r are such that the second integral, defined in the same fashion as (3.2), is
finite.
Theorem 3.4 (The Killing estimate). For φ ∈ C∞bc (R;CN ), we have:
i) Given γ ≥ 0, there exists c > 0 independent of γ such that
Eγ(t)[φ] ≤ c
(
||φ||2H1(Σt,κ) + ||Tφ||
2
L2(Σt)
+ γ ||φ||2L2(Σt)
)
,
for all φ.
ii) There exists γ0 such that for any γ > γ0 and for any X ∈ XH +(R) we can find
CX,γ0 > 0 independent of γ such that∣∣∣∣∣∣X˜φ∣∣∣∣∣∣2
L2(Σt)
+ (γ − γ0) ||φ||2L2(Σt) ≤ CX,γ0Eγ(t)[φ],
for all φ.
iii) There exists a constant C, independent of γ, such that for any  > 0 the following
estimate holds:
(3.3)
d
dt
Eγ(t)[φ] ≤ 
(
||φ||2H1(Σt,κ) + ||(L+ γ)φ||
2
L2(Σt)
)
+
C

||Tφ||2L2(Σt) .
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iv) If φ is additionally assumed to vanish on the horizon, there exists a constant C inde-
pendent of γ such that for any  > 0 the following estimate holds,
(3.4) − d
dt
Eγ(t)[φ] ≤ 
(
||φ||2H1(Σt,κ) + ||(L+ γ)φ||
2
L2(Σt)
)
+
C

||Tφ||2L2(Σt) .
Proof. 1. The fact that tangential (but not transverse) derivatives are controlled by the
Killing energy at the horizon for γ sufficiently large can be confirmed by a calculation
in local coordinates. The requirement that γ be sufficiently large comes from the fact
that we do not require V to be positive, so we have to add a multiple of the L2-norm
of φ to ensure that the energy as defined is coercive. Given this, the only barrier to
establishing i) and ii) is to deal with the surface term in the definition of Eγ . To do
this, we note that a twisted Sobolev trace identity (see Lemma B.1 in the appendix)
implies that if I ∈ {1, . . . , N} \ D then for any δ > 0, there exists Cδ such that
(3.5)
∫
I∩Σt
|φI |2 r−2κI
√
AdK ≤ δ ||χφ||2H1(Σt,κ) + Cδ ||χφ||
2
L2(Σt)
,
where χ is some smooth function equal to 1 near I and vanishing outside a neighbour-
hood of I . With this in hand, the algebraic properties of the twisted energy-momentum
tensor together with an analysis of the behaviour near infinity give the required inequal-
ities.
2. To establish iii) we apply Lemma 3.1 with the vector field K = J˜Tγ . We take the terms
one at a time. The first term in (3.1) may be left alone as it will simply give rise to the
time derivative of the first term in the definition of the energy.
3. Consider now the second term. Since LT r = 0 we have that g(T,m) = 0 and so∫
I∩Σt
(J˜Tγ )µmµ
√
AdK = lim
r→∞
∑
I
∫
{r=const.}∩Σt
Tµmµ∇˜(µφI∇˜ν)φI
√
AdK,
= lim
r→∞
∑
I
∫
{r=const.}∩Σt
rl−1<(∇˜tφI∇˜rφI)
√
AdK.
Now, if I ∈ D, then the Dirichlet boundary condition implies that this limit vanishes.
If I ∈ {1, . . . , N} \D then we use the Robin boundary condition, together with the fact
that ∇˜t = ∇t to deduce that∫
I∩Σt
(J˜Tγ )µmµ
√
AdK = −1
2
d
dt
∑
I∈{1,...,N}\D
∫
I∩Σt
φ
I
φIβIr
−2κI√AdK.
Thus the two terms on the left hand side of (3.1) combine to give dEγ/dt.
4. Now consider the surface term in (3.1) evaluated on the horizon. We have
−
∫
H +∩Σt
(J˜Tγ )µTµ dσ = −
∫
H +∩Σt
|Tφ|2 dσ ≤ 0.
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5. Finally we consider the divergence term for which we make use of Lemma 2.5. Since
LT r = 0 and LTV = 0, we have that TµS˜µ = 0. We deduce that:
∇µ(J˜Tγ )µ = −<
[
Tφ ·
(
gφ+
1
2
(V + V ∗)φ+
γ
A
φ
)]
= −<
[
1
A
Tφ · (Lφ+ γφ)
]
+ <
[
1
A
Tφ ·Wφ
]
−<
[
1
2
Tφ · (V − V ∗)φ
]
,
with W ∈ XI (R). Recalling that A ∼ r2 and (V − V ∗) ∼ r−2 near I , and applying
the Cauchy-Schwarz inequality, we deduce that we can find a C, independent of γ, such
that for any  > 0∣∣∣∣∫
Σt
∇µKµ
√
AdS
∣∣∣∣ ≤ (||φ||2H1(Σt,κ) + ||(L+ γ)φ||2L2(Σt))+ C ||Tφ||2L2(Σt) .
Taking 2.-5. together we conclude that iii) holds.
6. Statement iv), follows in exactly the same way as iii), however since φ is assumed to
vanish on the horizon we do not need to consider the surface term on H + and can
simply estimate the divergence term on the right.

It may seem somewhat strange that we have separated the Tφ term from the rest of the
derivative terms in our estimates. The reason for this will become apparent later when
we consider the degenerate elliptic problem we obtain by Laplace transforming in t. Then
Tφ → sφ and we can absorb this term on the left hand side by taking γ large enough. It
may also seem surprising that we consider the case where the function φ is constrained to
vanish on the horizon. This is because when we come to the elliptic problem we will make
use of the fact that the existence problem for a closed, densely defined, linear operator
on a Hilbert space is related to the uniqueness problem for its dual operator. Loosely
speaking, the dual problem to the forward evolution problem in the exterior of a horizon
is the backwards evolution problem with Dirichlet conditions on the horizon. We will be
more concrete about the dual problem later when we come to the elliptic problem proper,
but the estimates we have derived will be of use.
We will now briefly note a corollary for the scalar Klein-Gordon equation, which follows
from the proof of the main theorem using an approximation argument to weaken the
smoothness assumptions.
Corollary 3.5. Suppose ψ ∈ L2(R+, H1(Σ, κ)) with Tψ ∈ L2(R+, L2(Σ)) is a weak solu-
tion of the equation
(3.6) (g + V )ψ = 0, in R,
where V is an hermitian matrix valued potential obeying the conditions of §2.1.1, and ψ is
subject to compatible homogeneous stationary boundary conditions at I , and to the initial
conditions:
ψ|Σ0 = ψ, Tψ|Σ0 = ψ′,
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for ψ ∈ H1D(Σ, κ), ψ′ ∈ L2(Σ). Suppose further that Theorem 3.4 ii) holds with γ0 < 0.
Then in fact E0(t)[ψ] ∈ C0(R+) with the estimate:
sup
t≥0
(E0(t)[ψ]) ≤ E0(0)[ψ] ≤ C
(
||ψ||2H1(Σ,κ) +
∣∣∣∣ψ′∣∣∣∣2
L2(Σ)
)
.
Remark: In the paper [37], we gave conditions under which γ0 may be taken to be
negative in terms of the eigenvalue of a certain degenerate elliptic operator. Our proof was
for a one-component field, but can be extended.
3.1.2. The redshift estimate. We now consider an estimate based on a stationary multiplier
vector field which remains timelike at the horizon. In fact, we can choose essentially any
such vector field: the slightly delicate construction of [4] is not actually necessary in order
to gain control over the transverse derivatives. The key consideration is the following:
Lemma 3.6. Let K ∈ XI (R) be stationary. Then we have
(3.7) LKg = −2κK[ ⊗s dt+ r2ω0 ⊗s dt+ r2
∑
a
aωa ⊗s ωa,
for some finite collection of one forms ωi ∈ X∗(R) such that ωi(T ) = 0 on the horizon and
a = ±1.
Proof. First we note that the condition that K ∈ XI (R), together with the asymptotic
behaviour of g, implies that r−2LKg extends smoothly to R. Next we note the redshift
identity, which states that
d [g(T, T )] = −2κT [,
on the horizon20. From here, we deduce that for any stationary vector field K, i.e. one
satisfying LTK = −LKT = 0, we have
(LKg)(T, T ) = LK [g(T, T )]− 2g(LKT, T ) = −2κg(K,T ).
The result follows from simple linear algebra considerations at the horizon, together with
a partition of unity argument away from the horizon. 
We may now move on to discuss the redshift estimate.
Definition 3.7. Fix homogeneous boundary conditions for the strongly hyperbolic operator
L, as in Definition 2.2, and assume that the Robin functions are stationary, i.e. LTβI = 0.
Fix also any smooth timelike stationary vector field N which agrees with nΣt near H
+ and
with T near I . For a function φ ∈ C∞bc (R;CN ), we define:
(J˜Nγ )µ[φ] = NνT˜νµ[φ]−
1
2A
γ |φ|2Nµ.
We also define the redshift energy on Σt to be
Eγ(t)[φ] =
∫
Σt
(J˜Nγ )ν [φ]nν dS +
1
2
∑
I∈{1,...,N}\D
∫
I∩Σt
φ
I
φIβIr
−2κI√AdK.
20T [ = Tµdx
µ is the one form obtained by ‘lowering an index’ on T using the metric g
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Finally, recalling that Lφ = A(gφ + V ) + W [φ] for W ∈ XI (R) a stationary matrix
valued vector field, we define
wL = sup
Σt∩H +
{
1
A
g(T,<[ξ ·Wξ]) | ξ ∈ CN , |ξ| = 1
}
,
w∗L = inf
Σt∩H +
{
1
A
g(T,<[ξ ·Wξ]) | ξ ∈ CN , |ξ| = 1
}
.
Note that these are finite as a result of the compactness of spatial sections of the horizon
and furthermore
wL† = −w∗L, w∗L† = −wL.
We then have the following result:
Theorem 3.8 (Redshift estimate). i) There exist constants C, c > 0 independent of γ
such that for any sufficiently large γ we have
cEγ(t)[φ] ≤
(
||φ||2H1(Σt;κ) + ||Tφ||
2
L2(Σt)
+ γ ||φ||2L2(Σt)
)
≤ CEγ(t)[φ],
for all φ ∈ C∞bc (R;CN ).
ii) For sufficiently large γ, for any  > 0 there exists C independent of γ such that
(3.8)
d
dt
Eγ(t)[φ] ≤ (wL − κ + )Eγ(t)[φ] + C
(
||(L+ γ)φ||2L2(Σt) + Eγ(t)[φ]
)
,
for all φ ∈ C∞bc (R;CN ).
iii) If additionally φ vanishes on H +, then for sufficiently large γ, for any  > 0 there
exists C independent of γ such that
(3.9) − d
dt
Eγ(t)[φ] ≤ (−w∗L + κ + )Eγ(t)[φ] + C
(
||(L+ γ)φ||2L2(Σt) + Eγ(t)[φ]
)
.
In all three cases, “sufficiently large γ” may be taken to mean both γ > 2γ0 and γ ≥ 0
hold.
Proof. The thing to bear in mind when proving this theorem is that of the type of terms
we will encounter, the only terms we don’t already control by the Killing energy are those
involving transverse derivatives at the horizon, i.e. terms like N˜φ. Quadratic terms involv-
ing N˜φ occur when the W˜φ term in L is multiplied by N˜φ as well as from the deformation
tensor term, as a result of Lemma 3.6. These give rise to the presence of wL and −κ
respectively in the final estimate. Terms of the form N˜φK˜φ for K tangent to the horizon
can be dealt with using the Cauchy-Schwarz inequality, and give rise to the loss of Eγ . All
other derivative terms may be estimated by Eγ . In more detail, we have:
1. Note that in (3.5), we may assume that χ is supported in the region where N = T .
A very similar argument to the case of the Killing energy then shows that if γ > γ0,
Eγ(t)[φ] is positive. Since N is everywhere timelike, Eγ(t)[φ] controls all derivatives,
including those transverse to the horizon. Thus i) holds
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2. We now apply (3.1) with the vector field K = J˜Nγ . The surface term on I can be dealt
with exactly as in the proof of Theorem 3.4, so the terms on the left hand side of (3.1)
combine to give dE/dt.
3. Note that γ > 2γ0, γ ≥ 0 implies γ > γ0. This implies that −J˜Nγ is timelike and future
directed everywhere. As a result, we conclude that
−
∫
H +∩Σt
(J˜Nγ )µTµdσ ≤ 0,
so the term on the horizon has a good sign.
4. We now need to estimate the divergence term. For this, we need the results of Lemma
2.5. We deduce
∇µ(J˜Nγ )µ = −<
[
N˜φ ·
(
gφ+
1
2
(V + V ∗)φ+
γ
A
φ
)]
+NµS˜ν [φ] + ΠNµνT˜µν(3.10)
− 1
2A
γ |φ|2 (∇µNµ)− γ
A
(Nµ(∇µf)f−1)φ) · φ+ γN(A)
2A2
∣∣φ2∣∣ .
where
ΠN =
1
2
LNg
is the deformation tensor of N . We take the terms in (3.10) one by one.
5. We have:
<
[
N˜φ ·
(
gφ+
1
2
(V + V ∗)φ+
γ
A
φ
)]
= <
[
1
A
N˜φ · (Lφ+ γφ)
]
−<
[
1
A
N˜φ · W˜φ
]
+
+
1
2
<[N˜φ · (V − V ∗)φ].
We may write W = −f√AN + W ′, where W ′ is tangent to H + and f is a smooth
matrix valued function supported near the horizon, with w∗L |ξ|2 ≤ <[ξ∗ · fξ] ≤ wL |ξ|2.
Recall γ > γ0. As a result, Eγ(t)[φ] controls all derivatives tangent to the horizon, as
well as the L2 norm of φ with a constant that can be chosen independent of γ (since γ
is bounded away from γ0). Making use of this, we deduce that for any δ, there exists
Cδ independent of γ such that∫
Σt
<
[
N˜φ ·
(
gφ+
1
2
(V + V ∗)φ+
γ
A
φ
)]√
AdS
≤ (wL + δ)Eγ(t)[φ] + Cδ
(
||(L+ γ)φ||2L2(Σt) + Eγ(t)[φ]
)
.
6. Recall that the correction term arising from the use of twisted derivatives, S˜ν is given
by
2S˜ν [φ] = <
{
φ ·
[
∇˜†ν(Ff)f−1φ
]
+ (∇˜σφ) ·
[
f−1(∇˜†νf)(∇˜σφ)
]}
.
Now, using the fact that g−1 = N ⊗s K0 +
∑
aKa ⊗Ka, for Ki stationary and tangent
to H +, together with the fact that N [f ] = N [F ] = 0 near I , we deduce that for any
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δ > 0, there exists Cδ independent of γ such that∣∣∣∣∫
Σt
NµS˜ν [φ]
√
AdS
∣∣∣∣ ≤ δEγ(t)[φ] + CδEγ(t)[φ].
7. Now consider the remaining terms in (3.10), those proportional to γ. These can clearly
be dominated by
R1 := γCN,f,A ||φ||2L2(Σt) ,
with CN,f,A independent of γ. We know that
(3.11) (γ − γ0) ||φ||2L2(Σt) ≤ Eγ(t)[φ].
Making use of the fact that γ < 2(γ − γ0), we deduce that
R1 ≤ 2CN,f,AEγ(t)[φ],
with CN,f,A independent of γ.
8. Now, making use of Lemma 3.6 with K = N , we have that for any δ, there exists Cδ
such that
−
∫
Σt
ΠNµνT˜µν
√
AdS ≤ (−κ + δ)Eγ(t)[φ] + CδEγ(t)[φ].
Taking all the estimates in 2.-8. together, and making δ sufficiently small, we arrive at
(3.8).
9. For part iii), we make essentially the same estimates, but using −N as a multiplier.
The only place where we have to modify the argument is to check that the surface term
on the horizon vanishes since φ is assumed to vanish there.

The first corollary of this theorem follows from a simple application of Gronwall’s
Lemma:
Corollary 3.9. i) Suppose ψ ∈ L2(R+, H1(Σ, κ)) with Tψ ∈ L2(R+, L2(Σ)) is a weak
solution of the equation
(3.12) Lψ = 0, in R,
where L is as above and ψ is subject to compatible homogeneous stationary boundary
conditions at I , and to the initial conditions:
ψ|Σ0 = ψ, Tψ|Σ0 = ψ′,
for ψ ∈ H1D(Σ, κ), ψ′ ∈ L2(Σ). Then in fact ψ ∈ C0(R+, H1(Σ, κ)) with Tψ ∈
C0(R+, L
2(Σ)), with the estimate
(3.13) sup
t≥0
(
||ψ||2H1(Σt,κ) + ||Tψ||
2
L2(Σt)
)
≤ CeMt
(
||ψ||2H1(Σ,κ) +
∣∣∣∣ψ′∣∣∣∣2
L2(Σ)
)
.
for some constants C,M depending on g,W, V .
ii) Suppose further that W = 0 and that Theorem 3.4 ii) holds with γ0 < 0. Then (3.13)
holds with M = 0.
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Proof. Suppose ψ, ψ′ are in C∞bc (R;CN ) and launch a smooth solution of (3.6). Fix a
sufficiently large γ. The right hand side of (3.8) is controlled by MEγ(t)[ψ], after making
use of Lψ = 0. An application of Gronwall’s Lemma immediately produces the estimate
(3.13). An approximation argument allows us to relax the condition that the initial data
launch a smooth solution.
Suppose now W = 0 and we may assume γ0 < 0. Again consider initial data launching a
smooth solution. By Corollary 3.5 we have that E0(t)[ψ] ≤ E0(0)[ψ]. We have E0(t)[ψ] ∼(
||ψ||2H1(Σt) + ||Tψ||
2
L2(Σt)
)
and for any  > 0 we have:
d
dt
E0(t)[ψ] ≤ −(κ − )E0(t)[ψ] + CE0(t)[ψ].
Taking  < κ, an application of Gronwall’s Lemma immediately produces the estimate
(3.13) with M = 0. By approximation we can again relax the assumption that the initial
data are smooth. 
The presence of the wL term in the estimates (3.8) is certainly necessary. Suppose for
simplicity that a single component ψ obeys
(g + V )ψ = 0,
with, say, Dirichlet conditions at infinity and for V such that Eγ(t)[ψ] remains bounded by
the above result. Consider now the function Ψ = ektψ, k > 0, which obeys
gΨ + 2k(dt)][Ψ] + (V − k2g−1(dt, dt))Ψ = 0.
Obviously any sharp bound for Eγ(t)[Ψ] will be e2kt worse than for Eγ(t)[ψ], so clearly the
presence of the W˜ term has an effect on the decay one can obtain, and this is reflected in
our estimates.
Corollary 3.9, ii) is the now-classical redshift result for an asymptotically AdS black
hole. The key point is that the positivity of the surface gravity allows us to ‘upgrade’ an
estimate for the Killing energy into an estimate for the full H1 norm at the horizon. There
was nothing special about our choice of normal vector field to use as a multiplier – any
vector field which is future directed, stationary, timelike, and transverse to the horizon
will work equally well, but it’s somewhat convenient to assume it is normal to the spatial
slice. In [4] a redshift vector field is constructed such that the deformation term controls
all derivatives on the horizon. By contrast, we note that any future directed, transverse,
stationary vector field gives rise to a deformation tensor which has a good sign for the
transverse derivatives and we make use of the Killing energy to control the tangential
derivatives. Our argument does not rely on the asymptotic AdS structure for these facts
(in fact this rather complicates matters) so this approach can be applied to simplify any
redshift argument of this form.
3.1.3. Commuting the equation. The last major result that we shall require for the full
time-dependent problem is a commutation with vector fields tangent to I . We may state
it as follows:
QUASINORMAL MODES 33
Theorem 3.10. Fix stationary homogeneous boundary conditions on I . Suppose φ ∈
C∞bc (R;CN ). We define f by
(3.14) Lφ = f.
i) There exists a finite set of vector fields Ka, a = 1, . . . ,M which span
21 XI (R), such
that if we define Φ = (φ,K1φ, . . . ,KMφ), then Φ obeys an equation
(3.15) L′Φ = f ′.
Here L′ is a strongly hyperbolic operator constructed from L, which acts on vectors in
CN ′, N ′ = N(M + 1), and f ′ is defined by
(3.16) f ′0 = f, f
′
a = Kaf −
KaA
A
f.
Each component of Φ separately obeys the same boundary conditions as φ, so Φ inherits
stationary homogeneous boundary conditions. We also have:
(3.17) wL′ = wL − 2κ.
ii) Conversely, suppose that some Φ ∈ C∞bc′(R;CN
′
) where bc′ are the inherited boundary
conditions, and furthermore suppose Φ satisfies (3.15) where f ′ has the form (3.16)
for some f . Then, defining φ := Φ0 and δΦ := (Φa −Kaφ)a=1,...,M , we have that δΦ
satisfies:
L′′δΦ = 0,
for a strongly hyperbolic operator L′′ acting on vectors of dimension MN such that
wL′′ = wL′. If the initial conditions imply that δΦ ≡ 0, then φ solves (3.14).
The relation (3.17) is very important, as we shall see later that it is this fact which
permits us to successively define the quasinormal modes on a larger and larger subset
of the plane of complex frequencies. This property is (a generalisation of) the enhanced
redshift effect of Dafermos and Rodnianski [4].
We will first prove a technical Lemma, which allows us to construct a suitable set of
Ka’s. Theorem 3.10 will then follow by commuting the original equation with these vector
fields.
Lemma 3.11. There exists a finite collection of vector fields Ka, a = 1, . . . ,M with the
following properties:
i) Ka are stationary elements of X(R).
ii) K1 agrees with N near H + and vanishes near I .
iii) K2 agrees with r
−1dr] near I and vanishes near H +.
iv) Ka are tangent to H + and satisfy dr(Ka) = 0 near I for a = 3, . . .M .
21In the sense that any element of XI (R) may be written (not necessarily uniquely) as a linear combi-
nation of Ka’s with smooth coefficients.
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v) If X ∈ XI (R) is any stationary vector field tangent to I , then there exist (not
necessarily unique) functions xa ∈ C∞(R) such that
X =
∑
a
xaKa.
vi) We have r2∇ [r−2g(Ka,Kb)] ∈ XI (R) and
KaΠ = r−2
∑
b,c
f bca K
[
b ⊗s K[c,
for stationary functions f bca = f
cb
a ∈ C∞(R) such that ∇f bca ∈ XI (R) and
(3.18)
r−2f111 =
κ√
A
,
r−2f11a = 0, a 6= 1,
on H +.
vii) Finally, we have
AKaV ,
KaA
A
∈ C∞(R), [Ka,W ] ∈ XI (R),
where V , W obey the assumptions of §2.1.1.
Proof. First let us pick any stationary K1,K2 as in ii), iii). By modifying Σ near I if nec-
essary, let us assume that Σt is normal to I , and in particular g−1(dt, dr) = O
(
r−2
)
. We
note that any coordinate chart (U, Ψ) on Σ can be pushed forward to a tubular coordinate
patch on R by the map
R+ × U → R,
(t, x) 7→ ϕt ◦ Ψ(x).
In such a coordinate chart the metric functions are independent of t. Now pick any point
p on Σ. There are three possibilities:
1. p ∈ Σ˚. Then we can pick a coordinate chart (U, Ψ) such that p ∈ Ψ(U), Ψ(U) b Σ˚. Now
pick a cut-off function χ which is the identity in a neighbourhood of p and is supported
inside U . We define vector fields on the tubular coordinate patch R+×U by X(p)µ = χ∂µ,
where ∂µ are the coordinate vector fields ∂0 = ∂t, ∂i = ∂xi . Since the coordinate chart
is stationary, these are stationary vector fields. They are also clearly elements of X(R)
tangent to H + and I , and furthermore X
(p)
µ Π vanishes near H + and I .
2. p ∈ Σ ∩ I . In this case we may choose a tubular coordinate patch containing p such
that the metric is independent of t and takes the form22
g =
dρ2 + gαβ(x
i)dxαdxβ +O (ρ2)
ρ2
,
22We say a tensor is O (ρ) if the components with respect to the coordinate basis are O (ρ).
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where ρ = r−1, xα = (t, xl), l = 1, d − 1. Now note that K2 = −ρ∂ρ + O
(
ρ3
)
in this
chart. We calculate
K2Π =
gαβ(x
i)dxαdxβ +O (ρ2)
ρ2
.
Choose cut-off functions χ1(ρ), χ2(x
l) such that χ1(ρ) = 1 for ρ close to 0 and
χ1(ρ)χ2(x
l) = 1 in a neighbourhood of p. Then define X
(p)
α = χ1(ρ)χ2(x
l)∂α. We
note that dρ(X
(p)
α ) = 0 near I and we calculate:
X
(p)
γ Π =
pi
(γ)
αβ (x
i)dxαdxβ +O (ρ2)
ρ2
,
near I , where pi(γ) is the deformation tensor of X
(p)
γ |I with respect to the metric g on
I .
3. p ∈ Σ∩H +. We can pick a chart (U, Ψ) on Σ such that Ψ(U) contains p, H + is given
locally by x1 = 0 and ∂x1 is normal to H
+. We pick a cut-off function χ which is the
identity near p and has support in U . In the tubular neighbourhood in R generated by
U , we define X
(p)
0 = χ∂t, X
(p)
1 = χx1∂x1 , X
(p)
l = χ∂xl for l = 2, . . . , d. These vectors are
all smooth and tangent to H + and I .
Thus for each point p ∈ Σ we have constructed a tubular neighbourhood V(p) and a set of
vector fields {X(p)µ ∈ X(R)} which are stationary and tangent to H +, I . Furthermore,
if K ∈ X(R) is a stationary vector field tangent to H +, I supported in V(p) then there
exist stationary kµ ∈ C∞(R) such that
K = kµX(p)µ .
By compactness of Σ, we may choose a finite set {pi ∈ Σ} such that V(pi) cover R. Taking
{Ka}a=3,...,M to be the union of {X(pi)µ }, we thus have a finite set of vectors Ka, a =
1, . . . ,M such that for any X ∈ C∞(R) tangent to I , there exist (not necessarily unique)
functions xa ∈ C∞(R) such that
X =
∑
a
xaKa.
The collection of vector fields so constructed agrees with i)−v) above. Now, recall Lemma
3.6. Since KΠ = 12LKg and dt = − 1√AN [, the conditions on the deformation tensors on
the horizon (3.18) follow immediately. The calculations of 2. above allow us to control the
deformation tensors near I , so that we can verify that vi) holds. Finally, vii) follows from
a calculation in local coordinates. 
We will also require the following Lemma, which permits us to commute the wave op-
erator with a vector field. It can be proven straightforwardly with a calculation in local
coordinates:
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Lemma 3.12. Let K ∈ X(R), with deformation tensor KΠ. Then for any sufficiently
smooth φ we have
Kgφ = gKφ+ 2∇µ
(
KΠµν∇νφ
)−∇ν(KΠµµ)∇νφ.
We may now prove the main theorem of this section.
Proof of Theorem 3.10. The proof of part i) of the theorem proceeds by commuting the
equation Lφ = f with the full set of vector fields Ka constructed in the previous Lemma.
This naturally gives rise to a system of equations for the field
(3.19) Φ = (Φi)i=0,...,M = (φ,K1φ, . . . ,KMφ).
This procedure enlarges the dimension of the target space for the scalar field from N to
N(M + 1), and as a consequence we have NM first order differential constraints of the
form KaΦ0 − Φa = 0.
The first thing we must verify is that the enlarged system is a strongly hyperbolic system
in the sense we have previously defined. This primarily requires us to verify the fall-off
of various coefficients near infinity. We then wish to arrange that for the new system of
equations the condition wL′ = wL − 2κ holds. For this we make use of the freedom we
have to modify the commuted system of equations near the horizon by adding multiples of
the constraints. The commuted equations modified in such a way will still be satisfied for
solutions of the original equation Lφ = f . Using this freedom together with the behaviour
of the deformation tensors of Ka at the horizon we can indeed arrange that wL′ = wL−2κ.
Finally, for part ii) of the equation we must verify that the constraints are propagated by
the equation, so that if they are satisfied on the initial data then they are satisfied through-
out. The process by which we constructed the enlarged system essentially guarantees that
this will be the case.
We now proceed to verify these steps in detail:
1. We start with the equation
Lφ = A(gφ+ V φ) +Wφ = f,
and commute with the vector fields Ka constructed in Lemma 3.11. Using Lemma 3.12
we have
Kaf − KaA
A
f = A(gKaφ+ V Kaφ) +WKaφ
+ 2A∇µ
(
KaΠµν∇νφ
)
−A∇ν(KaΠµµ)∇νφ+ [Ka,W ]φ− KaA
A
Wφ(3.20)
+A(KaV )φ.
2. Consider the second line of (3.20). We have, making use of (3.18):
∇µ
(
KaΠµν∇νφ
)
= ∇µ
(
r−2f bca (Kb)
µKcφ
)
= Kb
(
r−2f bca
)
Kcφ+ r
−2f bca (div Kb)Kcφ+ r
−2f bca KbKcφ.
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Here we understand repeated indices b, c to be summed over 1, . . . ,M . Now, since
f bca ∈ C∞(R) and Kb is tangent to I , we deduce that Kb
(
r−2f bca
) ∈ C∞(R) and
moreover, this function is O (r−2) as we approach I . Thus AKb (r−2f bca ) ∈ C∞(R).
Now, consider the second term. Taking the trace of (3.18) we have
KaΠµ
µ = div Ka = r
−2f bca g(Kb,Kc).
Since r−2g extends to I as a smooth metric, we deduce that div Ka ∈ C∞(R) and
thus Ar−2f bca (div Kb) ∈ C∞(R). We also deduce from this calculation and part vi) of
Lemma 3.11 that A∇(div Ka) ∈ XI (R). Thus we can re-write (3.20) as:
Kaf − KaA
A
f = A(gKaφ+ V Kaφ) +WabKbφ(3.21)
+Waφ+AVaφ.
Here Wa
b ∈ XI (R) is given by
Wa
b = δa
bW + 2Ar−2f cba Kc,
Wa ∈ XI (R) is given by
Wa = 2A
[
Kb
(
r−2f bca
)
+ r−2f bca (div Kb)
]
Kc
−A∇(div Ka) + [Ka,W ]− KaA
A
W,
and Va ∈ C∞(R) with Va = O
(
r−2
)
is given by:
Va = KaV.
This verifies that the various coefficients have the correct behaviour near I to ensure
that the enlarged system (after replacing Kaφ → Φa) will be of strongly hyperbolic
form.
3. Next we need to check that we can arrange that the enlarged system has wL′ = wL−2κ,
which is a condition on the first order derivative terms at the horizon. Let us look at
the term involving Wa
b. We have, adding and subtracting the term 2κ
√
AK1Kaφ:
Wa
bKbφ = (W + 2ικ
√
AK1)Kaφ
+2Ar−2f bca KbKcφ− 2κ
√
AK1Kaφ.
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Here, we recall that ι is the N × N identity matrix. Now consider the terms on the
second line. We add a multiple of a commutator identity to this term to get:
Ar−2f bca KbKcφ− κ
√
AK1Kaφ = A
(
r−2f bca −
κ√
A
δb1δ
c
a
)
KbKcφ
+Aαba(KbK1φ−K1Kbφ+ [K1,Kb]φ)
= A
(
r−2f bca −
κ√
A
δb1δ
c
a + α
b
aδ
c
1 − δb1αca
)
KbKcφ
+Aαba [K1,Kb]φ.
Let us take αba to be vanishing near I and such that onH
+ they take the values α1a = 0
and αba = r
−2f1ba − κA−
1
2 δba for b 6= 1. Then defining
Wbca =
(
r−2f bca −
κ√
A
δb1δ
c
a + α
b
aδ
c
1 − δb1αca
)
,
we deduce that W1ba vanishes on H
+. Next, notice that since Ka span XI (R) we may
write
Wa + 2Aα
b
a [K1,Kb]φ = AVa
bKbφ.
for some Va
b ∈ C∞(R), which are O (r−2) near I .
We return to (3.21) and re-write it as:
Kaf − KaA
A
f = A(gKaφ+ (V δab + Vab)Kbφ+ Vaφ)(3.22)
+ (δa
b(W + 2ικ
√
AK1) + 2ιW
cb
a Kc)Kbφ.
4. Introducing Φi as in (3.19) we may write (3.22) as
Kaf − KaA
A
f = A(gΦa + V ′ajΦj) +W ′ajΦj ,
where summation over j = 0, . . . ,M is implied and we have defined:
W ′a
b = W + 2ικ
√
AK1 + 2ιW
cb
a Kc, W
′
a
0 = 0,
as well as
V ′a
b = V δa
b + Va
b, Va
0 = Va.
This gives us good equations for Φa. We need to supplement these with an equation for
Φ0 = φ. For this, we recall the equation for φ:
f = A(gφ+ V φ) +Wφ
= A(gΦ0 + V Φ0) + (W + 2ιηκ
√
AK1)Φ0 − 2κη
√
AΦ1,
for η a cut-off function equal to the identity on H + and vanishing on I . Here we have
added a multiple of the constraint K1Φ0 − Φ1 = 0. We therefore take
W ′0
i = (W + 2ηικ
√
AK1)δ0
i,
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and
V ′0
i = V δ0
i − 2ηικ
√
Aδ1
i.
5. We finally have that, defining f ′0 = f , f ′a = Kaf − KaAA f :
f ′i = A(gΦi + V ′i jΦa) +W ′i jΦj =: (L′Φ)i,
with W ′i
j and V ′i
j satisfying the conditions at infinity, so that L′ is a strongly hyper-
bolic operator. Since φ is only differentiated in directions tangent to I , each Φa will
inherit the same boundary conditions as φ. Moreover we may verify that on H +, as a
consequence of W 1ba vanishing there we have:
g(T,W ′i
j) = (g(T,W )− 2Aκι)δij ,
so that wL′ = wL − 2κ. This completes the proof of part i) of the theorem.
6. To prove part ii) of the theorem, we consider solutions of the extended system of equa-
tions, and we wish to show that the constraints are propagated. Define δΦa = KaΦ0−Φa.
We note that the 0th component of (3.15) is given by
LΦ0 + 2ηκ
√
A ιδΦ1 = f
′
0.
Commuting this with Ka, we can repeat precisely the process of parts 1.) − 4.) above
to deduce that if the generalised system of equations holds, we have:
Kaf
′
0 −
KaA
A
f ′0 = A(g(KaΦ0) + V ′ab(KbΦ0)) +W ′abKbΦ0 +W ′a0Φ0 +AV ′a0Φ0
+ 2Ka(ηκ
√
AδΦ1)− 2KaA
A
(ηκ
√
AδΦ1).
Now, suppose that the constraint holds for the source term:
0 = Kaf
′
0 −
KaA
A
f ′0 − f ′a.
Inserting the result above, and the equations for f ′a, we deduce that
0 = A(g(δΦa) + V ′ab(δΦa)) +W ′abδΦb
+ 2Ka(ηκ
√
AδΦ1)− 2KaA
A
(ηκ
√
AδΦ1).
Clearly then, this can be written as
(L′′δΦ)a := A(g(δΦa) + V ′′a b(δΦa)) +W ′′a bδΦb = 0,
where L′′ is a strongly hyperbolic operator. We can check that
g(T,W ′′a
b) = g(T,Wa
b)− 2Aκιδa1δb1
= (g(T,W )− 2Aκι)δij − 2Aκιδa1δb1,
so that wL′′ = wL′ . As a consequence the constraints are propagated. If initially δΦ = 0
and f ′ satisfies the constraints then δΦ remains zero and we can reduce the system back
to the uncommuted equation.

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A consequence of this theorem is that a result similar to Corollary 3.9 holds, but with
higher regularity Sobolev spaces replacing H1, L2. Before we can state this corollary, we
must first define the higher regularity Sobolev spaces. This is a slightly technical process,
because the spaces must encode the ‘compatibility’ conditions at I . We achieve this by
making use of the fact that the equation Lψ = 0 permits us to determine all the derivatives
of ψ transverse to Σt given only the restrictions of ψ and Tψ to Σt, provided they are
sufficiently regular.
Definition 3.13. Suppose L is a strongly hyperbolic operator on an aAdS black hole re-
gion R, and let us fix compatible stationary homogeneous boundary conditions. Suppose
(ψ,ψ′) ∈ Hkloc.(Σ,CN )×Hk−1loc. (Σ,CN ). There exists a unique k-jet Ψ defined on Σ0 deter-
mined by
Ψ|Σ0 = ψ, TΨ|Σ0 = ψ′, T iLΨ
∣∣
Σ0
= 0, 0 ≤ i ≤ k − 2.
This satisfies T iΨ
∣∣
Σ0
∈ Hk−iloc. (Σ). Pick a set of vector fields Ka, a = 1, . . . ,M satisfying
the conditions of Lemma 3.11. We say that (ψ,ψ′) ∈ Hk(Σ) if
KAΨ|Σ0 ∈ H1D(Σ, κ), |A| ≤ k − 1,
KAΨ|Σ0 ∈ L2(Σ), |A| = k,
where A is a multi-index. We define a norm on Hk(Σ) by∣∣∣∣(ψ,ψ′)∣∣∣∣2
Hk(Σ)
=
∑
|A|≤k−1
∣∣∣∣KAΨ|Σ0∣∣∣∣2H1(Σ,κ) + ∑
|A|=k
∣∣∣∣KAΨ|Σ0∣∣∣∣2L2(Σ) .
A different choice of Ka gives rise to an equivalent norm. We note that the definitions
depend on both L and the choice of boundary conditions.
With this definition, we have:
Corollary 3.14. Fix stationary, homogeneous, boundary conditions for L, a strongly hy-
perbolic operator on an asymptotically AdS black hole R. Suppose ψ ∈ L2(R+, H1(Σ, κ))
with Tψ ∈ L2(R+, L2(Σ)) is a weak solution of the equation
(3.23) Lψ = 0, in R,
with the initial conditions:
ψ|Σ0 = ψ, Tψ|Σ0 = ψ′,
for (ψ,ψ′) ∈ Hk(Σ). Then in fact (ψ, Tψ) ∈ C0(R+,Hk(Σ)), with the estimate
(3.24) sup
t≥0
∣∣∣∣(ψ, Tψ)|Σt∣∣∣∣2Hk(Σ) ≤ CeMt ∣∣∣∣(ψ,ψ′)∣∣∣∣2Hk(Σ) .
for some constants C,M depending on g,W, V, k.
Proof. This follows from commuting the equation with the vector fields Ka an appropriate
number of times and applying Corollary 3.9 i) to the resulting system. 
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In fact, we may choose M to be independent of k. This can be shown by repeatedly
commuting the equation with T and making use of elliptic estimates, see [4, §3.3.4] for the
case of a single component function obeying the wave equation outside a Schwarzschild
black hole. Crucial to this result is the fact that commuting decreases wL by 2κ. We shall
not repeat this argument in detail.
3.2. The solution operator semigroup. Let us now define the solution operator for
a strongly hyperbolic equation on an asymptotically AdS black hole background. It is
essentially the operator which maps the state of the field at time 0 to the state of the field
we find at time t by evolving with the equation Lψ = 0.
Definition 3.15. Fix stationary, homogeneous, boundary conditions for L, a strongly hy-
perbolic operator on an asymptotically AdS black hole R. Let (ψ,ψ′) ∈ H1(Σ), and let ψ
be the unique weak solution of
(3.25) Lψ = 0 in R, ψ|Σ0 = ψ, Tψ|Σ0 = ψ′,
subject to the boundary conditions at I . We define the solution operator S(t) associated
to the hyperbolic problem (3.25) to be
S(t) : H1(Σ) → H1(Σ),
(ψ,ψ′) 7→ (ψ, Tψ)|Σt .
This definition makes sense as a result of Corollary 3.9.
The primary reason for considering the solution operator S(t) is that it has the structure
of a semigroup. See for example [44, §7.4] or [45] for the definition of a C0 semigroup. We
state this as:
Theorem 3.16. The family of operators S(t) define a C0-semigroup on Hk(Σ).
Proof. First we note that Corollary 3.14 implies that S(t) maps Hk(Σ) (thought of as a
subspace of H1(Σ)) to itself. To show that S(t) defines a C0 semigroup, we must check
three conditions:
1. S(0) = I, the identity on Hk(Σ). This follows immediately from the definition of S(0)
and the well-posedness theorem for problem (3.25).
2. We have S(t+ t′) = S(t)S(t′) for all t, t′ ≥ 0. This is a consequence of the stationarity
of R. The problem (3.25) is invariant under t→ t+ t′, t′ ≥ 0, so solving the equation on
the interval [t′, t+ t′] is equivalent to solving on [0, t]. Noting that to solve the equation
on [0, t+ t′] we can first solve on [0, t′] then on [t′, t+ t′] we are done.
3. S(t) is continuous in the strong operator topology. This follows from Corollary 3.14,
since it is the statement that for each x ∈ Hk(Σ), the map t 7→ S(t)x is a C0 curve in
Hk(Σ).
Thus S(t) verifies the conditions to be a C0-semigroup on Hk(Σ). 
A standard result concerning C0-semigroups is that associated with each semigroup is a
closed operator, in general unbounded, called the infinitesimal generator of the semigroup.
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Definition 3.17. We define
Dk(A) :=
{
ψ ∈Hk(Σ) : lim
t→0+
S(t)ψ −ψ
t
exists in Hk(Σ)
}
,
and
Aψ := lim
t→0+
S(t)ψ −ψ
t
, for ψ ∈ Dk(A).
We call the unbounded operator (Dk(A),A) the infinitesimal generator of the semigroup
S(t) on Hk(Σ). Here Dk(A) is the domain of A.
We note that (Dk−1(A),A) extends (Dk(A),A), i.e. Dk(A) ⊂ Dk−1(A) and the opera-
tors agree where they are both defined. The main property of the generators that we shall
require is [44, §7.4: Theorem 2], [45, Theorem 11.6.1]:
Theorem 3.18. i) The domain Dk(A) is dense in Hk(Σ).
ii) (Dk(A),A) is a closed operator.
iii) The resolvent (A− s)−1 exists and is a bounded linear transformation of Hk(Σ) onto
Dk(A) for s in the half-plane <(s) > M , where M is the exponent in Corollary 3.14.
It will be useful to have an expression for A in terms of the operator L. To obtain this,
we note that we can write:
Lφ = P2φ+ P1Tφ+ TTφ,
where Pi are matrix differential operators of order i on Σ. P2 is elliptic, degenerating on the
horizon. For more details of this decomposition, see [37, §4] (note that in the notation of
that paper P2 = L and P1 = B). Recalling that the semigroup evolves the pair (ψ, Tψ)|Σt ,
we re-write the equation Lψ = 0 as a first order equation:
T
(
ψ
ψ′
)
=
(
0 1
−P2 −P1
)(
ψ
ψ′
)
.
From here we deduce
(3.26) A
(
ψ
ψ′
)
=
(
0 1
−P2 −P1
)(
ψ
ψ′
)
.
Note the operators for different k differ only in their domain of definition.
3.2.1. Definition of the quasinormal frequencies and modes. We are now in a situation to
be able to define the quasinormal modes. We note that since (Dk(A),A) is a closed, densely
defined operator, it makes sense to consider its spectrum σk(A). We know from Theorem
3.18 that σk(A) ⊂ {<(s) ≤ M}. We would like to identify the eigenvalues of (Dk(A),A)
with the quasinormal frequencies. Unfortunately not all of the spectrum corresponds to
what we would like to identify as QNFs. In particular, by considering specific examples
one expects that every point in the half plane {<(s) < ck} is an eigenvalue of (Dk(A),A)
for an appropriate ck. We accordingly define the quasinormal frequencies and modes as
follows:
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Definition 3.19. Let L be a strongly hyperbolic operator on a stationary black hole R.
Let (Dk(A),A) be the infinitesimal generator of the solution semigroup on Hk(Σ). We say
that s ∈ C belongs to the Hk-quasinormal spectrum of L if:
i) <(s) > 12wL + (12 − k)κ,
ii) s belongs to the spectrum of (Dk(A),A).
Here wL is defined as in Definition 3.7 and κ is the surface gravity. If s is an eigenvalue of
(Dk(A),A), we say s is an Hk-quasinormal frequency. The corresponding eigenfunctions
are the Hk-quasinormal modes.
We note that for each k we restrict ourselves to eigenvalues in a right half-plane, however
as k increases the boundary of the half-plane moves further and further to the left. In other
words the more rapidly decaying a quasinormal mode is, the higher the regularity we require
in order to identify it. We can make sense of this in a heuristic fashion as follows. The
horizon can be thought of as an unstable trapping surface. In the ray optics approximation,
a photon which begins on the horizon and moves towards infinity will simply sit there for
all time. Of course the ray optics approximation assumes an ideal ‘infinitely localised’
wave packet. The higher the regularity we assume for our initial data, the further we
are forced to depart from this idealisation. Crudely, one can estimate from dimensional
considerations that a highly localised wave packet on the horizon with finite norm in Hk
will decay23 roughly like e−kκ. As a result, any quasinormal mode with <(s) −kκ will
never be observable in the late time behaviour of the field if we consider data in Hk. We
need more regular data to identify the more rapidly decaying quasinormal modes.
4. Properties of the quasinormal spectrum
We are now ready to state the main theorem of the paper.
Theorem 4.1. Let L be a strongly hyperbolic operator on a stationary black hole R, with
boundary conditions fixed at infinity. Let (Dk(A),A) be the infinitesimal generator of the
solution semigroup on Hk(Σ). Then for s in the half-plane <(s) > 12wL+(12 −k)κ, either:
i) s belongs to the resolvent set of (Dk(A),A),
or:
ii) s is an eigenvalue of (Dk(A),A) with finite multiplicity.
Possibility ii) holds only for isolated values of s. The resolvent is meromorphic on the
half-plane <(s) > 12wL + (12 − k)κ, with poles of finite rank at points satisfying ii). The
residues at the poles are finite rank operators.
Furthermore, if k1 ≥ k2, the eigenvalues and eigenfunctions of (Dk1(A),A), (Dk2(A),A)
agree for s in the half-plane <(s) > 12wL + (12 − k2)κ.
In particular, this implies that the quasinormal spectrum of L consists of at most a count-
able discrete set of quasinormal frequencies, and each quasinormal frequency corresponds
to a finite number of quasinormal modes.
23we refer here to decay of the wave packet itself at the horizon, imagining that we can somehow separate
this from the rest of the field
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We give here a brief overview of the proof of Theorem 4.1. The first step is to relate
the invertibility of (A− s) to that of a simpler operator, Lˆs, which is obtained by formally
Laplace transforming the operator L. The advantage of considering Lˆs is that for suffi-
ciently large γ, the hyperbolic estimates of §3 enable us to show that for s in the half-plane
<(s) > 12wL + (12 − k)κ, we can find γ such that (Lˆs + γ)−1 exists and can be shown to
be compact. Crudely speaking, the compactness arises since it is a bounded operator from
L2 into H1. The appropriate Sobolev spaces here are of course twisted Sobolev spaces,
so we have to call on a twisted version of the Rellich-Kondrachov theorem proven in [37]
to establish compactness. Although (Lˆs + γ)
−1 depends on s in a less direct way than
(A − s)−1, it is nevertheless holomorphic in s. An application of the analytic Fredholm
theorem establishes a Fredholm alternative style theorem for Lˆs from which the result
follows.
4.1. The Laplace transformed operator. When trying to construct the spectrum of
(Dk(A),A), an important issue to confront is that A is not uniformly elliptic. In fact, it
degenerates at the horizon as a result of T becoming null. This is a problem in applying
the usual approach to elliptic eigenvalue problems based on G˚arding’s inequality, since the
‘obvious’ G˚arding estimate fails to control the full H1 norm at the horizon. In order to
derive useful estimates for A, we need to make use of the fact that A degenerates in a very
particular way. In the time dependent problem studied above, we were able to get good
control in spite of the degeneration by using the redshift vector field. It turns out that for
the resolvent (A−s)−1 we can make use of precisely the same approach, however wherever
the vector field T acts in the time dependent problem, we instead multiply by s. Since T
is a Killing field all of the calculations may be repeated as before.
We can in fact directly recycle the estimates above. In order to do this, we first observe
that any function u : Σ→ CN , may be lifted uniquely to a function υ : R → CN satisfying
υ|Σ0 = u, Tυ = 0.
It’s convenient to define some new functions spaces at this point. Recall that in §3.1.3 we
constructed a set of vector fields Ka. We say that u ∈ H1,kD (Σ, κ), resp. u ∈ L2,k(Σ) if
KAυ|Σ0 ∈ H1D(Σ, κ),
KAυ|Σ0 ∈ L2(Σ),
}
|A| ≤ k,
where A is a multi-index and Ka are as in Lemma 3.11.
We now define a second order operator, the Laplace transform of L. On C∞bc (Σ;CN ) we
define:
(4.1) Lˆsu = P2u+ sP1u+ s
2u.
We fix a family of domains for Lˆs by requiring D
k(Lˆs) for k = 1, 2, . . . to be the closure
of C∞bc (Σ;CN ) with respect to the graph norm ||u||2L2,k−1(Σ) + ||Lˆsu||2L2,k−1(Σ). On each
domain, Lˆs defines a closed, densely defined operator.
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For any value of t, we may express Lˆs in terms of L as follows:
(4.2) Lˆsu = e
−stL
(
estυ
)∣∣
Σt
.
The justification for considering Lˆs is the following Lemma:
Lemma 4.2. The resolvent (A − s)−1 exists and is a bounded linear transformation of
Hk(Σ) onto Dk(A) if and only if Lˆ−1s : L2,k−1(Σ)→ Dk(Lˆs) exists as a bounded operator
with Dk(Lˆs) ⊂ H1,k−1D (Σ, κ). Furthermore, we have
(4.3) (A− s)−1 =
( −1 0
−s 1
)(
Lˆ−1s 0
0 1
)(
P1 + s 1
1 0
)
.
Proof. By direct calculation, we may show that
(A− s) =
(
0 1
1 −(P1 + s)
)(
Lˆs 0
0 1
)( −1 0
−s 1
)
.
The first and last operators on the right may be easily inverted, so that formally at least
(4.3) holds. Checking the domains of definition of the various operators, one sees that if
Lˆ−1s : L
2,k−1(Σ)→ Dk(Lˆs) exists:
(A− s)−1 ◦ (A− s) = idDk(A), (A− s) ◦ (A− s)−1 = idHk(Σ).
It is straightforward to check that the right hand side of (4.3) defines a bounded operator on
Hk(Σ) provided Lˆ−1s is a bounded operator from L
2,k−1(Σ) to H1,k−1D (Σ, κ). The converse
follows in a similar fashion since we can re-write (4.3) as an equation for Lˆ−1s . 
As a result of this Lemma, we can focus our attention on the invertibility of Lˆs. Since
Lˆ−1s improves the regularity, it will turn out that by considering Lˆs rather than (A − s)
we gain some compactness, which allows us to derive a result similar to the Fredholm
alternative for A, even though (A− s)−1 is not compact.
We now derive some estimates for Lˆs, first with domain D
1(Lˆs), but later for the higher
regularity domains.
Theorem 4.3. Let L be a strongly hyperbolic operator on an asymptotically AdS black hole
R, and fix stationary homogeneous boundary conditions at I . Fix Ω ⊂ {s ∈ C : <(s) >
1
2wL − 12κ} a compact domain. Then there exists γ1 depending on Ω, L such that Lˆs + γ
is injective for any γ > γ1 and D
1(Lˆs) ⊂ H1(Σ, κ) for any s in Ω. Furthermore, we have
the estimate:
(4.4) ||u||2H1(Σ,κ) ≤ C
∣∣∣∣∣∣(Lˆs + γ)u∣∣∣∣∣∣2
L2(Σ)
,
for any u ∈ D1(Lˆs), where C depends only on Ω, L, γ.
Proof. Obviously it suffices to prove estimate (4.4) for u ∈ C∞bc (Σ;CN ). The rest of the
conclusions then follow by the density of this set in D1(Lˆs). We now establish that estimate:
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1) Recall that υ is the stationary lift of u to a function on R. We first apply the estimate
(3.3) from part ii) of Theorem 3.4 to the function e(s+c)tυ for some c to be determined.
We assume γ > γ0. We calculate:
2<[c+ s]Eγ(t)[estυ] ≤ 
(∣∣∣∣estυ∣∣∣∣2
H1(Σ,κ)
+
∣∣∣∣(L+ γ)estυ + (cP1 + 2c+ c2)estυ∣∣∣∣2L2(Σ))
+
C |c+ s|2

∣∣∣∣estυ∣∣∣∣
L2(Σ)
.
Choosing c such that <(c + s) > 0 on Ω and expanding the second term on the right
hand side, making use of the fact that P1 is a bounded map from H
1(Σ, κ) to L2(Σ),
and noting that the term involving P1 is multiplied by , we deduce that given δ > 0,
there exists a constant Cδ depending on Ω but independent of γ such that for any s ∈ Ω:
(4.5) Eγ(t)[e
stυ] ≤ δ
(∣∣∣∣estυ∣∣∣∣2
H1(Σ,κ)
+
∣∣∣∣(L+ γ)estυ∣∣∣∣2
L2(Σ)
)
+ Cδ
∣∣∣∣estυ∣∣∣∣
L2(Σ)
.
2) Now let us look at the redshift estimate (3.8) from part ii) of Theorem 3.8, and this
time we apply it to the function estυ. We deduce
(2<(s)− wL + κ − ) Eγ(t)[estυ] ≤ C
(∣∣∣∣(L+ γ)estυ∣∣∣∣2
L2(Σ)
+ Eγ(t)[e
stυ]
)
.
Now we use (4.5) to control the term CEγ(t)[e
stυ], and we choose δ sufficiently small
that we have
δC
∣∣∣∣estυ∣∣∣∣2
H1(Σ,κ)
≤ Eγ(t)[estυ].
This can be done independently of γ by part i) of Theorem 3.8. Picking  sufficiently
small that (2<(s)− wL + κ − 2) > 0 on Ω, we deduce that
(4.6) Eγ(t)[estυ] ≤ C1
(∣∣∣∣(L+ γ)estυ∣∣∣∣2
L2(Σ)
+
∣∣∣∣estυ∣∣∣∣2
L2(Σ)
)
,
for C1 independent of γ.
3) Now, note that Eγ(t)[φ] = Eγ′(t)[φ]+(γ−γ′) ||φ||2L2(Σ). Let us pick γ such that γ−C1 >
γ′. Then we can absorb the last term on the right of (4.5) to obtain:
(4.7) Eγ′(t)[estυ] ≤ C
∣∣∣∣(L+ γ)estυ∣∣∣∣2
L2(Σ)
,
for some γ′ > γ0. Multiplying by e−2<(s)t, both sides of the inequality become indepen-
dent of time. Making use of part i) of Theorem 3.8, we can deduce that:
||u||2H1(Σ,κ) ≤ Ce−2<(s)tEγ′(t)[estυ],
so that together with (4.2) we conclude that
||u||2H1(Σ,κ) ≤ C
∣∣∣∣∣∣(Lˆs + γ)u∣∣∣∣∣∣2
L2(Σ)
,
holds for some C, γ which depends on Ω, L and for any s ∈ Ω.

Remark: Note that a consequence of the estimate (4.4) together with the fact that
(D1(Lˆs), Lˆs) is closed is the fact that Lˆs + γ has closed range in L
2(Σ).
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4.1.1. The adjoint of Lˆs. The previous section establishes injectivity of Lˆs + γ : D
1(Lˆs)→
L2(Σ), for suitable s. To prove that this operator is invertible we need to supplement
this with a statement of surjectivity. Since Lˆs + γ is a closed, densely defined operator
on a Hilbert space with a closed range, surjectivity follows from injectivity of the adjoint
operator. We give a brief proof of this fact here for completeness:
Lemma 4.4. Let A be a closed, densely defined operator on a Hilbert space H with closed
range. Then A is surjective if and only if the adjoint24 A∗ is injective.
Proof. Pick v ∈ Ran(A)⊥. For any u ∈ D(A) we have
(v,Au) = 0,
from whence it follows that v ∈ D(A∗). We deduce that for any u ∈ D(A)
(A∗v, u) = 0.
Since A is densely defined, this implies that A∗v = 0. Conversely, if A∗v = 0 then (v,Au) =
0 for any u ∈ D(A). Thus Ran(A)⊥ = Ker(A∗). Now since Ran(A) is a closed subspace of
H, Ran(A) = Ran(A) = Ran(A)⊥⊥, whence Ran(A) = Ker(A∗)⊥ and the result follows.

Now, let us define the adjoint operator. We first define the adjoint on C∞bc∗(Σ;CN ) which
consists of functions in C∞bc (Σ;CN ) vanishing near the horizon. Suppose u ∈ C∞bc∗(Σ;CN ),
and again denote its stationary lift to R by υ. Acting on C∞bc∗(Σ;CN ), we define Lˆ
†
s by
(4.8) Lˆ†su = e
stL†(e−stυ)
∣∣∣
Σt
.
We fix the domain of Lˆ†s, D(Lˆ†s) to be the closure of C∞bc∗(Σ;CN ) with respect to the
graph norm ||u||2L2(Σ) + ||Lˆ†su||2L2(Σ). With this domain, Lˆ
†
s defines a closed, densely defined
operator.
Lemma 4.5. The operator Lˆ†s is the adjoint of Lˆs with respect to the inner product:(
u′, u
)
L2(Σ)
=
∫
Σ
u′ · u 1√
A
dS,
i.e. we have Lˆ∗s = Lˆ
†
s.
Proof. It will in fact be easier for us to establish (Lˆ†s)∗ = Lˆs, which is equivalent to
the required result since Lˆs, Lˆ
†
s are closed operators. From the definition of the adjoint,
u ∈ D((Lˆ†s)∗) if there exists f ∈ L2(Σ) such that
(4.9)
(
Lˆ†su
′, u
)
L2(Σ)
=
(
u′, f
)
L2(Σ)
, ∀ u′ ∈ C∞bc∗(Σ;CN ).
and for such u, we then define (Lˆ†s)∗u := f .
24for the purposes of this section, ∗ will denote the Hilbert space adjoint.
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Now suppose u ∈ C∞bc (Σ;CN ), u′ ∈ C∞bc∗(Σ;CN ) and denote their lifts to R by υ, υ′.
Recall Corollary 3.2. Setting φ1 = e
−stυ′, φ2 = estυ we deduce:
(4.10)
(
Lˆ†su
′, u
)
L2(Σ)
=
(
u′, Lˆsu
)
L2(Σ)
.
Here we use the fact that Kµ is independent of time by construction, vanishes near H +
since φ1 does and furthermore vanishes at I by the boundary conditions. Since Lˆs, Lˆ
†
s
are closed, the result holds for u ∈ D1(Lˆs), u′ ∈ D(Lˆ†s). We immediately deduce that
Lˆs ⊂ (Lˆ†s)∗. To establish the result, it will suffice to show that any element of (Lˆ†s)∗ can
be approximated in the norm ||u||2L2(Σ) + ||Lˆsu||2L2(Σ) by elements of C∞bc (Σ;CN ).
Now from (4.9), (4.10) we deduce that if u ∈ D((Lˆ†s)∗) then Lˆsu exists in a weak sense
and belongs to L2(Σ). As a result, a standard elliptic estimate implies that u ∈ H2loc.(Σ).
Let Σc be a compact subset of Σ which is a neighbourhood of I , has a smooth boundary,
and remains a non-zero distance from H +. Let χ : Σ → [0, 1] be a cut-off function such
that χ ≡ 1 in a neighbourhood of I and supp(dχ) b Σc. We deduce that Lˆs(χu) := g ∈
L2(Σ). Now let us define Lˆ†s|Σc to be the closure of the operator Lˆ†s acting on functions
in C∞bc (Σc;CN ) which vanish on the inner boundary of Σc. Applying (4.10) with χu′ as a
test function, we deduce that χu ∈ D((Lˆ†s|Σc)∗). Since Lˆ†s is uniformly elliptic on Σc, it is
a straightforward matter to show that D((Lˆ†s|Σc)∗) = D(Lˆ†s|Σc) and (Lˆ†s|Σc)∗ = Lˆs|Σc . As a
result, for any  > 0 we can approximate χu with an element, u1 of C
∞
bc∗(Σ;CN ) such that
||χu− u1||L2(Σ) +
∣∣∣∣∣∣Lˆs(χu− u1)∣∣∣∣∣∣
L2(Σ)
< .
Now consider (1− χ)u. This vanishes near I , so given  > 0, with a simple mollification
we can find a u2 which is smooth on Σ and vanishes near infinity such that
||(1− χ)u− u2||L2(Σ) +
∣∣∣∣∣∣Lˆs((1− χ)u− u2)∣∣∣∣∣∣
L2(Σ)
< .
Taking these together, the result follows. 
Having identified the adjoint of Lˆs, we next show that for s belonging to a subset of the
complex plane, Lˆ†s + γ is indeed injective.
Theorem 4.6. Let L be a strongly hyperbolic operator on an asymptotically AdS black hole
R, and fix stationary homogeneous boundary conditions at I . Fix Ω ⊂ {s ∈ C : <(s) >
1
2wL +
1
2κ} a compact domain. Then there exists γ1 depending on Ω, L such that Lˆ†s + γ
is injective for γ > γ1 and D(Lˆ
†
s) ⊂ H1(Σ, κ) for any s in Ω. Furthermore, we have the
estimate:
(4.11) ||u||2H1(Σ,κ) ≤ C
∣∣∣∣∣∣(Lˆ†s + γ)u∣∣∣∣∣∣2
L2(Σ)
,
for any u ∈ D(Lˆ†s), where C depends only on Ω, L.
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Proof. The proof follows in precisely the same way as for Theorem 4.3, however we use
the estimates previously derived for functions on R vanishing on the horizon. Once again
it suffices to prove estimate (4.11) for u ∈ C∞bc∗(Σ;CN ). The rest of the conclusions then
follow by the density of this set in D(Lˆ†s). We now establish that estimate:
1) Recall that υ is the stationary lift of u to a function on R. We first apply the estimate
(3.4) from part ii) of Theorem 3.4 to the function e(−s−c)tυ for some c to be determined,
and where this time we use L† in place of L. We assume γ > γ0. We calculate:
2<[c+ s]Eγ(t)[e−stυ] ≤ 
(∣∣∣∣e−stυ∣∣∣∣2
H1(Σ,κ)
+
∣∣∣∣∣∣(L† + γ)e−stυ + (cP ′1 + 2c+ c2)e−stυ∣∣∣∣∣∣2
L2(Σ)
)
+
C |c+ s|2

∣∣∣∣e−stυ∣∣∣∣
L2(Σ)
.
Choosing c such that <(c + s) > 0 on Ω and expanding the second term on the right
hand side, making use of the fact that P ′1 is a bounded map from H
1(Σ, κ) to L2(Σ),
and noting that the term involving P ′1υ is multiplied by , we deduce that given δ > 0,
there exists a constant Cδ depending on Ω but independent of γ such that for any s ∈ Ω:
(4.12) Eγ(t)[e
−stυ] ≤ δ
(∣∣∣∣e−stυ∣∣∣∣2
H1(Σ,κ)
+
∣∣∣∣∣∣(L† + γ)e−stυ∣∣∣∣∣∣2
L2(Σ)
)
+ Cδ
∣∣∣∣e−stυ∣∣∣∣
L2(Σ)
.
2) Now let us look at the redshift estimate (3.9) from part ii) of Theorem 3.8, and this
time we apply it to the function e−stυ, again with L replaced by L†. We pick some
λ > λ0, recall that w
∗
L† = −wL, and deduce
(2<(s)− wL − κ − ) Eγ(t)[e−stυ] ≤ C
(∣∣∣∣∣∣(L† + γ)e−stυ∣∣∣∣∣∣2
L2(Σ)
+ Eγ(t)[e
−stυ]
)
.
Now we use (4.12) to control the term CEγ(t)[e
−stυ], and we choose δ sufficiently small
that we have
δC
∣∣∣∣e−stυ∣∣∣∣2
H1(Σ,κ)
≤ Eγ(t)[e−stυ].
This can be done independently of γ by part i) of Theorem 3.8. Picking  sufficiently
small that (2<(s)− wL − κ − 2) > 0 on Ω, we deduce that
(4.13) Eγ(t)[e−stυ] ≤ C1
(∣∣∣∣∣∣(L† + γ)e−stυ∣∣∣∣∣∣2
L2(Σ)
+
∣∣∣∣e−stυ∣∣∣∣2
L2(Σ)
)
,
for C1 independent of γ.
3) Now, note that Eγ(t)[φ] = Eγ′(t)[φ]+(γ−γ′) ||φ||2L2(Σ). Let us pick γ such that γ−C1 >
γ′. Then we can absorb the last term on the right of (4.12) to obtain:
(4.14) Eγ′(t)[e−stυ] ≤ C
∣∣∣∣∣∣(L† + γ)e−stυ∣∣∣∣∣∣2
L2(Σ)
,
for some γ′ > γ0. Multiplying by e2<(s)t, both sides of the inequality become indepen-
dent of time. Making use of part i) of Theorem 3.8, we can deduce that:
||u||2H1(Σ,κ) ≤ Ce2<(s)tEγ′(t)[e−stυ],
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so that together with (4.8) we conclude that
||u||2H1(Σ,κ) ≤ C
∣∣∣∣∣∣(Lˆ†s + γ)u∣∣∣∣∣∣2
L2(Σ)
,
holds for some C, γ which depends on Ω, L and for any s ∈ Ω.

Remarks: Note that we don’t claim that Lˆ†s+γ for sufficiently large γ fails to be injective
outside the half-plane <(s) > 12wL + 12κ. In fact, we shall later show that injectivity holds
at least for <(s) > 12wL − 12κ, which is the range in which we previously established that
Lˆs is injective. For <(s) < 12wL + 12κ it is no longer the case that D(Lˆ†s) ⊂ H1(Σ, κ), so it
becomes more difficult to establish injectivity with energy estimates.
Theorem 4.7. Let L be a strongly hyperbolic operator on an asymptotically AdS black
hole R, and fix stationary homogeneous boundary conditions at I . Fix Ω ⊂ {s ∈ C :
<(s) > 12wL + 12κ} a compact domain. Then there exists γ1 depending on Ω, L such that
Lˆs+γ : D
1(Lˆs)→ L2(Σ) is invertible for γ > γ1 and (Lˆs+γ)−1 maps L2(Σ) into H1(Σ, κ).
Furthermore, we have the estimate:
(4.15)
∣∣∣∣∣∣(Lˆs + γ)−1f ∣∣∣∣∣∣2
H1(Σ,κ)
≤ C ||f ||2L2(Σ) ,
for any f ∈ L2(Σ), where C depends only on Ω, L, γ.
Proof. By Theorem 4.6 and Lemma 4.4, we know that for γ large enough, (Lˆs + γ) :
D1(Lˆs) → L2(Σ) is surjective. By Theorem 4.3, (Lˆs + γ) is injective, after increasing γ
if necessary. Thus (Lˆs + γ)
−1 exists. The estimate (4.15) is simply (4.4) from Theorem
4.3. 
4.1.2. Commuting the operator. Recall that in §3.1.3 we constructed a set of vector fields
Ka such that commuting the equation Lu = f with Ka we once recovered an equation of
the form L′u = f ′ for a strongly hyperbolic operator L′ which acted on a higher dimensional
space of scalar functions. In this way we were able to establish that higher regularity norms
are propagated by the equation Lu = 0. In this section we will make use of a ‘Laplace
transformed’ version of this argument to show that we can uniquely solve the equation
(Lˆs + γ)u = f for s in a larger set, provided that we assume f belongs to a more regular
function space.
Theorem 4.8. Let L be a strongly hyperbolic operator on an asymptotically AdS black
hole R, and fix stationary homogeneous boundary conditions at I . Let k ≥ 0 be an integer
and fix Ω ⊂ {s ∈ C : <(s) > 12wL −
(
k + 12
)
κ} a compact domain. Then there exists γk
depending on Ω, L, k such for γ > γk the equation
(4.16) (Lˆs + γ)u = f,
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admits a unique solution u for any f ∈ L2,k(Σ). Furthermore u ∈ H1,k(Σ, κ) with the
estimate:
(4.17) ||u||2H1,k(Σ,κ) ≤ C ||f ||2L2,k(Σ) ,
where C depends only on Ω, L, γ.
Proof. Let us define the Laplace transformed commutators Kˆa by
Kˆau = e
−stKaestυ
∣∣
Σt
.
The right hand side here is independent of t. These operators mapH1,kD (Σ, κ) toH
1,k−1
D (Σ, κ)
and L2,k(Σ) to L2,k−1(Σ). We will prove the theorem by inductively commuting with Kˆa.
Unfortunately, we can initially only invert (Lˆs +γ) when s belongs to Ω ⊂ {s ∈ C : <(s) >
1
2wL −
(
k − 12
)
κ}. To improve this to the full range we make use of an approximation
argument after commuting.
1. We first establish that the theorem holds when Ω ⊂ {s ∈ C : <(s) > 12wL −
(
k − 12
)
κ}.
The k = 0 case is then simply Theorem 4.7.
2. Fix k > 0, Ω ⊂ {s ∈ C : <(s) > 12wL −
(
k − 12
)
κ} a compact subset and assume that
the theorem holds for k − 1 with Ω ⊂ {s ∈ C : <(s) > 12wL −
(
k − 32
)
κ}. We assume
that f is smooth in the interior of Σ for the time being.
3. Commuting (4.16) with the operators Kˆa and applying Theorem 3.10, we deduce that
if a solution to (4.16) exists, the vector u′ = (u, Kˆau) must satisfy the equation
(4.18) (Lˆ′s + γ)u
′ = f ′,
for a new strongly hyperbolic operator L′, with wL′ = wL − 2κ.
4. Now Ω ⊂ {s ∈ C : <(s) > 12wL′ −
(
k − 32
)
κ}, and f ′ ∈ L2,k−1(Σ), so by the induction
assumption, for sufficiently large γ, there exists a unique solution u′ = (u, ua) to (4.18).
From standard elliptic estimates, we know that u′ will in fact be smooth in the interior
of Σ. Making use of the second part of Theorem 3.10 we can show that w = (ua− Kˆau)
solves (Lˆ′′s + γ)w = 0 which forces w = 0 provided γ is sufficiently large. From this we
further deduce that in fact u solves (4.16).
5. From the definitions of the norms, the estimate∣∣∣∣u′∣∣∣∣2
H1,k−1(Σ,κ) ≤ C
∣∣∣∣f ′∣∣∣∣2
L2,k−1(Σ) ,
which follows from the induction assumption implies (4.17). A continuity argument
allows us to relax the assumption that f is smooth to an assumption that f ∈ L2,k(Σ).
6. Now consider the case k = 0 once again. If we assume that f ∈ L2,1(Σ), then by the
above we know that for sufficiently large γ, (4.16) admits a solution in H1,1(Σ, κ) when
s ∈ Ω ⊂ {s ∈ C : <(s) > 12wL− 12κ}. Now by Theorem 4.3 this solution is in fact unique
in H1(Σ, κ), and satisfies
||u||2H1(Σ,κ) ≤ C ||f ||2L2(Σ) .
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Since L2,1(Σ) is dense in L2(Σ), we deduce that for any f ∈ L2(Σ), (4.16) admits a
unique solution for s ∈ Ω. This proves the theorem for k = 0. Repeating the induction
argument above, but using this as our starting point, we deduce the result.

We are now ready to prove a version of the Fredholm alternative for Lˆs. This, together
with Lemma 4.2 immediately implies Theorem 4.1.
Theorem 4.9. Let L be a strongly hyperbolic operator on a asymptotically AdS black hole
(R, g) and fix boundary conditions on I for L. Then for any integer k ≥ 0 and any s with
<(s) > 12wL − (k + 12)κ one of the following holds:
Either:
1. Lˆ−1s exists as a bounded map from L
2,k(Σ) to H1,k(Σ),
or:
2. There exists a finite-dimensional family of solutions to
Lˆsu = 0.
Possibility 2. obtains only when s ∈ ΛkQNF , where ΛkQNF is a discrete set of points
which accumulates only at infinity. The solutions u in fact belong to C∞bc (Σ;CN ), so that
ΛkQNF ⊂ Λk+1QNF . The function s 7→ Lˆs is meromorphic on {s : <(s) > 12wL − (k + 12)κ},
with poles at ΛkQNF . The residues at the poles are finite rank operators. If s ∈ ΛkQNF then
the equation
Lˆsu = f,
has a solution if and only if f ∈ coKer(Lˆs)⊥ where coKer(Lˆs) is a finite dimensional
subspace of L2,k(Σ) with dimension equal to that of Ker(Lˆs).
Proof. Fix a compact connected subset Ω ⊂ {s : <(s) > 12wL − (k + 12)κ}. By Theorem
4.8, there exists λ such that the operator
B(s) := λ(Lˆs + λ)
−1,
exists as a bounded operator everywhere on Ω. Furthermore B(s) maps L2,k(Σ) into
H1,k(Σ, κ), so by the twisted version of the Rellich-Konrachov theorem (Theorem 4.1 of
[37]) B(s) is a compact operator. Finally the map s 7→ B(s) may be verified to be analytic
on Ω with
lim
s′→s
B(s′)−B(s)
s′ − s = λ(Lˆs + λ)
−1(P1 + 2s)(Lˆs + λ)−1,
which is a bounded operator on L2,k(Σ). B(s) thus satisfies the conditions for the analytic
Fredholm theorem [46, Theorem 7.92]. Note that
Lˆsu = f ⇐⇒ [1−B(s)]u = (Lˆs + λ)−1f,
so (1−B(s))−1 exists if and only if Lˆ−1s exists. Recall that by Theorem 3.18, we can always
guarantee that Lˆs exists for some s ∈ Ω after enlarging Ω if necessary. The theorem then
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follows immediately from the analytic Fredholm theorem applied to B(s), together with
an elliptic regularity argument to justify that solutions of Lˆsu = 0 are in fact smooth. To
deduce that the dimension of the kernel and cokernel agree, we use the fact that (1−B(s))
is a compact perturbation of the identity and hence is Fredholm of index 0. 
Before we consider black holes which are merely locally stationary, we’ll note a Lemma
which will be of use when we relate our method to the approach based on resonances.
Lemma 4.10. Suppose that f ∈Hk(Σ) has support only within a set W b Σ\H +. Then
if <(s) > 12wL − (k − 12)κ and s 6∈ ΛQNF , we have that (A − s)−1f ∈ Hk+1(Σ), with the
estimate ∣∣∣∣(A− s)−1f ∣∣∣∣
Hk+1(Σ)
≤ CW,s ||f ||Hk(Σ) .
Proof. From above, we know that (A − s)−1f ∈ Hk(Σ). An elliptic estimate shows that
if f ∈ L2,k−1(Σ) is supported away from H + then (Lˆs)−1f ∈ H1,k(Σ), which suffices to
prove the result. 
We note that the restriction to functions supported away from the horizon is necessary.
If Lemma 4.10 were to hold for any f ∈ Hk(Σ), then A would have compact resolvent,
which is certainly not the case.
5. Locally stationary black holes
In the previous section, we established that the quasinormal spectrum of a globally
stationary asymptotically anti-de Sitter black hole is well defined via the regular semigroup
approach, and furthermore it consists only of isolated quasinormal frequencies associated
to smooth quasinormal modes. We noted that our proof readily extends to the case of
an asymptotically de Sitter spacetime. Unfortunately the condition of global stationarity
excludes many interesting examples of black holes, both de Sitter and anti-de Sitter. In
this section we shall relax this condition to local stationarity.
Consider the Kerr-AdS black hole (see [30, 37, 38] for a detailed treatment of the Klein-
Gordon equation in this spacetime). When the rotation parameter is below the Hawking-
Reall bound, the Kerr-AdS black hole is globally stationary. For a sufficiently rapidly
rotating black hole, however, the Killing generator of the horizon, T , ceases to be every-
where timelike. There is necessarily an ergoregion in the spacetime. The spacetime is,
however, locally stationary in the sense that for any point there exists a Killing field which
is stationary in a neighbourhood of that point. Put another way, at every point, p the
subspace of TpR spanned by vectors tangent to a Killing field is timelike (if p is not on
the horizon) or null (if p is on the horizon). In order to capture the stationarity of a black
hole containing an ergoregion, we must necessarily incorporate in our prescription some
additional symmetries.
Definition 5.1. We say that (R,H +,I ,Σ, g, r, T ) is a locally stationary, asymptotically
anti-de Sitter, black hole space time with AdS radius l if i) − vii) of Definition 2.6 hold,
together with
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viii)’ (R, g) admits a faithful action by isometries of a compact Lie group G, the axial sym-
metry group, which commutes with ϕt and preserves Σ. Furthermore if {Φa ∈ XI (R)}
is a finite collection of Killing fields which generates the G action, then span{T,Φa}
is timelike at all points in R \H + and null for points on H +.
The definition of a strongly hyperbolic operator remains unchanged in this case.
With this definition, we can essentially prove a similar result regarding the existence of
a semigroup as for the globally stationary black hole, i.e. a strongly hyperbolic equation
on this background generates a C0−semigroup acting on Hk(Σ). In order to define the
quasinormal spectrum, we note that the semigroup acts separately on each irreducible
representation of G. The QNF corresponding to any finite sum of representations are
isolated and have finite multiplicity, as in the globally stationary case. We would ideally
like to show that the set of all QNF consists of isolated points (i.e. QNF corresponding
to different irreducible representations of G cannot accumulate) however, we are currently
unable to show this.
Our results should be contrasted to the results of Vasy [9] which show discreteness of
the QNF spectrum in the rotating case, under mild non-trapping assumptions, without the
assumption of symmetry and without restricting to a finite number of angular modes.
It is perhaps rather surprising that we are able to prove any such result since the gen-
erator A of the semigroup now fails badly to be elliptic at the boundary of the ergoregion.
We are able to circumvent this by restricting our attention to functions which belong to a
finite sum of irreducible representations of G. This restriction recovers enough ellipticity
for the results to hold.
In order to avoid the issues of representation theory that arise in considering a general
compact group G, we shall instead prove the result under the assumption that G = U(1),
which is the situation that usually occurs in practice (see, for example [47] for a proof that
this occurs in the neighbourhood of a bifurcate horizon for stationary vacuum Einstein
manifolds). There appears to be no obstacle to extending our proof to a general compact
group.
We note that our definition is sufficiently general to include the most interesting case,
that of the Kerr-AdS black hole:
Lemma 5.2. The Kerr-AdS black hole (see [37, §5] for a definition) with |a/l| < 1 is a
locally stationary, asymptotically AdS black hole with G = U(1). For |a| l < r2+ it is in fact
globally stationary.
5.1. Generalising the globally stationary Quasinormal Spectrum. Rather than
repeat in detail all of the arguments of §3, 4, we shall instead briefly sketch how the proofs
from the globally stationary case need to be modified in light of the fact that T is no
longer assumed to be everywhere timelike. The only place where the timelike nature of T
is made use of in §3 is in the Killing estimates of Theorem 3.4. Recall that R admits a
U(1) action, generated by Φ such that span{T,Φ} is timelike. An immediate consequence
of this together with the compactness of Σ is:
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Lemma 5.3. There exists a function χ ∈ C∞(R), such that Tχ = Φχ = 0 everywhere, χ
vanishes near H +, and finally
T = T + χΦ,
belongs to XI (R) and is timelike on R \H +. The deformation tensor of T is given by
T Π = dχ⊗s Φ[,
and satisfies T Πµµ = 0.
Once we have made a choice of T , we can define
Definition 5.4. Fix homogeneous boundary conditions for the strongly hyperbolic operator
L, as in Definition 2.2, and assume that the Robin functions are stationary and axismmet-
ric, i.e. LTβI = LΦβI = 0. For a function φ ∈ C∞bc (R;CN ), we define:
(J˜Tγ )µ[φ] = T νT˜νµ[φ]−
1
2A
γ |φ|2 T µ.
We also define the Killing energy on Σt to be
Eγ(t)[φ] =
∫
Σt
(J˜Tγ )µ[φ]nµ dS +
1
2
∑
I∈{1,...,N}\D
∫
I∩Σt
φ
I
φIβIr
−2κI√AdK.
With this definition, we can prove a modified version of Theorem 3.4
Theorem 5.5 (The Killing estimate). For φ ∈ C∞bc (R;CN ), we have:
i) Given γ ≥ 0, there exists c > 0 independent of γ such that
Eγ(t)[φ] ≤ c
(
||φ||2H1(Σt,κ) + ||Tφ||
2
L2(Σt)
+ γ ||φ||2L2(Σt)
)
,
for all φ.
ii) There exists γ0 such that for any γ > γ0 and for any X ∈ XH +(R) we can find
CX,γ0 > 0 independent of γ such that∣∣∣∣∣∣X˜φ∣∣∣∣∣∣2
L2(Σt)
+ (γ − γ0) ||φ||2L2(Σt) ≤ CX,γ0Eγ(t)[φ],
for all φ.
iii) There exists a constant C independent of γ such that for any  > 0 the following
estimate holds:
(5.1)
d
dt
Eγ(t)[φ] ≤ 
(
||φ||2H1(Σt,κ) + ||(L+ γ)φ||
2
L2(Σt)
)
+
C

(
||Tφ||2L2(Σt) + ||Φφ||
2
L2(Σt)
)
.
iv) If φ is additionally assumed to vanish on the horizon, there exists a constant C inde-
pendent of γ such that for any  > 0 the following estimate holds,
(5.2)
− d
dt
Eγ(t)[φ] ≤ 
(
||φ||2H1(Σt,κ) + ||(L+ γ)φ||
2
L2(Σt)
)
+
C

(
||Tφ||2L2(Σt) + ||Φφ||
2
L2(Σt)
)
.
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Proof. The first two parts are consequences of the fact that T is timelike, and becomes null
on the horizon. For part iii), we again make use of the local in term divergence theorem
applied to J˜Tγ . The only term which cannot be dealt with precisely as in the proof of
Theorem 3.4 is T ΠµνT˜µν . This, by Lemma 5.3, can be controlled by∣∣∣∣∫
Σt
T ΠµνT˜µν
√
AdS
∣∣∣∣ ≤  ||φ||2H1(Σ,κ) + C ||Φφ||L2(Σ) ,
whence we are done. 
Now Theorem 3.8 holds as stated for the locally stationary case with stationary axisym-
metric boundary conditions, provided we understand N to be a timelike vector field which
agrees with nΣt near H
+ and T near I . Thus Corollary 3.9 part i) holds. The com-
mutation argument of Theorem 3.10 goes through unchanged, so in particular Corollary
3.14 again holds in the locally stationary case. As a result, the definition of the solution
semigroup in Definition 3.15 and Theorem 3.16 is valid.
At this stage, it will be useful to decompose the space Hk(Σ) into irreducible represen-
tations of the axial U(1) symmetry group. We define linear subspaces
Hkm(Σ) =
{
ψ ∈Hk(Σ) : (Φ− im)ψ = 0
}
.
This is a closed subspace, provided we understand the equation to hold in a weak fashion.
It is straightforward to show that
Hk(Σ) =
∞⊕
m=−∞
Hkm(Σ),
i.e. any ψ may be written
ψ =
∞∑
m=−∞
ψm, ψm ∈Hkm(Σ),
where the sum converges in the Hk(Σ) norm and the projections ψm are determined
uniquely. The spaces Hkm(Σ) with different m are orthogonal to one another. The reason
to introduce this splitting is that the solution semigroup for a strongly hyperbolic operator
with stationary axisymmetric boundary conditions respects the splitting:
Lemma 5.6. If L is a strongly hyperbolic operator on a locally stationary black hole R
with stationary axisymmetric boundary conditions, then the family of solution operators
S(t) defines a C0-semigroup on Hkm(Σ).
Proof. By Theorem 3.16, S(t) define a C0−semigroup on Hk(Σ). It remains to show that
Hkm(Σ) is an invariant subspace. Since Φ is a Killing vector, if ψ(t) = S(t)ψ0 is smooth
then
(Φ− im)ψ(t) = S(t)(Φ− im)ψ0.
Thus if initially ψ0 ∈Hkm(Σ), ψ(t) ∈Hkm(Σ) for all t. By approximation we may drop the
requirement that ψ be smooth. 
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As in definition 3.17, we define the unbounded operator (Dk≤M (A), A) to be the infini-
tesimal generator of the C0-semigroup S(t) defined on
Hk≤M (Σ) :=
M⊕
m=−M
Hkm(Σ).
We have the following result
Theorem 5.7. If L is a strongly hyperbolic operator on a locally stationary asymptotically
AdS black hole R, with stationary axisymmetric boundary conditions, then Theorem 4.1
holds as stated for (Dk≤M (A), A) the infinitesimal generator of the solution semigroup on
Hk≤M (Σ).
Proof. The proof follows in the same way as for Theorem 4.1, however we use the Killing
estimates of Theorem 5.5 in place of those of Theorem 3.4. Since for u ∈ Dkm(A) we have
Φu = imu, we are able to convert the ||Φu||2L2(Σ) terms in our estimates into terms of the
form M2 ||u||L2(Σ), which can be absorbed by taking γ large enough in a similar fashion to
how we handled terms of the form ||Tu||2L2(Σ) in the proof of Theorem 4.1. 
We would like to be able to show that this holds with M =∞, which would correspond
to being able to choose γ uniformly in M . This would mean that the quasinormal modes
for all m cannot accumulate. Unfortunately with the assumptions we have made so far
this appears not to be possible. It will not surprise those familiar with rotating black holes
that the problem is in the ‘superradiant modes’, i.e. those with large m for fixed s. If these
can be shown to be non-trapping there may be some hope of a result for all M .
6. An example; (In)completeness of the quasinormal modes
In this section, we shall treat a simple (1 + 1)-dimensional asymptotically AdS black
hole in considerable detail. The motivation for this is twofold. Firstly, it permits us
to give a concrete application of the methods developed in the preceding sections. In
particular, the relationship between regularity of data at the horizon and the quasinormal
modes is somewhat more clearly shown. Secondly, our simple example provides a direct
counterexample to any conjecture that the quasinormal modes are complete. In particular,
we can exhibit solutions which remain arbitrarily far from the vacuum solution for an
arbitrarily long time but whose projection onto the quasinormal modes vanishes.
Let us take R to be the manifold R = [0, 1] × [0,∞) with coordinates (ρ, t), 0 ≤ ρ ≤
1, 0 ≤ t < ∞. We identify the components of its boundary as I = {1} × [0,∞), H + =
{0} × [0,∞), Σ = [0, 1]× {0}. We endow R with the metric
(6.1) g =
1
(1− ρ)2
[−(1− (1− ρ)2)dt2 + 2(1− ρ)2dtdρ+ (1 + (1− ρ)2)dρ2] .
We note that T = ∂t is a Killing vector, and we introduce r = (1 − ρ)−1. With these
definitions, it is straightforward to show that
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Lemma 6.1. (R,H +,I ,Σ, g, r, T ) is a globally stationary, asymptotically anti-de Sitter,
black hole space time with AdS radius l = 1 and surface gravity κ = 1. The black hole is
foliated by spacelike surfaces Σt = [0, 1]× {t}.
This metric in fact has constant curvature, so may be identified with a region of the
global anti-de Sitter spacetime in (1 + 1)-dimensions. Most of what we shall say does not
depend on the details of the metric, however this is a convenient choice since the null curves
of this metric are straightforward to find. In fact, if we define
u = t+ ρ− 1, v = t+ 2 tanh−1(1− ρ) + ρ− 1,
then the metric takes the form
(6.2) g = −sech2
(
v − u
2
)
dudv.
Thus R is conformally related to a region of (compactified) Minkowsi space, with H +
mapped onto future null infinity and I mapped onto the line x = 0.
We shall consider solutions of the massless Klein-Gordon equation with Dirichlet bound-
ary conditions:
(6.3) gψ = 0, ψ(·, 0) = ψ0, ψt(·, 0) = ψ1, ψ(1, t) = 0.
For convenience we assume that ψ is complex. In (1 + 1)-dimensions, the massless Klein-
Gordon equation corresponds to κ = 12 , for which value the twisted Sobolev spaceH
1(Σ, κ) =
H1(Σ), which simplifies matters. Furthermore, in this dimension the Klein-Gordon opera-
tor is conformally invariant, so we can readily write down the solutions of (6.3) by making
use of (6.2):
Lemma 6.2. The solution of (6.3) is given by
ψ(ρ, t) = Ψ[t+ ρ− 1]−Ψ[t+ 2 tanh−1(1− ρ) + ρ− 1],
for a continuous function Ψ : [−1,∞)→ C. For x ≥ 0, Ψ is given by
Ψ(x) = −
∫ P (x)
0
[
1 + (1− y)2
2
(ψ0ρ(y)−ψ1(y))
]
dy,
where P (x) is the unique solution of
x = 2 tanh−1(1− P (x)) + (P (x)− 1),
with 0 ≤ P (x) ≤ 1. For −1 ≤ x < 0, Ψ is given by
Ψ(x) = −
∫ 1
0
[
1 + (1− y)2
2
(ψ0ρ(y)−ψ1(y))
]
dy−
∫ 1
1+x
[
ψ1(y) +
1− (1− y)2
2
(ψ0ρ(y)−ψ1(y))
]
dy.
Proof. It is immediate that a general solution of gψ = 0 is given by ψL(u) + ψR(v).
Imposing the boundary conditions enables us to relate ψL to ψR and reduce dependence
to a single function, which can be determined from the initial conditions. 
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We’re primarily interested in the behaviour of ψ for late times. The late time behaviour
is controlled by Ψ(x) for x large, which corresponds to P (x) approaching zero. In other
words, the late time behaviour is governed by ψ0ρ−ψ1 in the neighbourhood of H +. This
makes sense, because this is the right moving part of the initial wave. The longest surviving
piece of the initial wave is that which starts just outside the horizon and moves away from
the horizon.
We’ll now analyse Ψ(x) for x large. It’s convenient to introduce
f(y) = −1 + (1− y)
2
2
(ψ0ρ(y)−ψ1(y)),
so that Ψ(x) =
∫ P (x)
0 f(y)dy. Let us first assume that the initial data belong to H
1(Σ) =
H1(Σ)× L2(Σ). Then f(y) ∈ L2(Σ) and we have the estimate
|Ψ(x)| ≤ Cψ,ψ′
√
P (x),
which follows easily from the Cauchy-Schwartz inequality. This estimate is essentially
sharp: we can find initial data in H1(Σ) such that Ψ(x) = P (x)
1
2
+ for any  > 0. Now,
we note that there exists c such that
P (x) ≤ ce−x.
We then immediately have that there exists C, depending on the initial data, and t0 such
that:
sup
ρ∈Σ
|ψ(ρ, t)| ≤ Ce− 12 t, for all t > t0.
Thus for initial data in H1(Σ), the optimal decay we can expect is e−
1
2
t. Furthermore,
this rate of decay is clearly determined by properties of the initial data at the horizon.
Let us now assume that the initial data belongs to Hk(Σ). This implies that f ∈
Hk−1(Σ) ⊂ Ck−2, 12 (Σ). As a result, we have an expansion:
f(y) = f1 + 2f2y + . . .+ (k − 1)fk−1yk−2 + Fk(y),
where
sup
y∈[0,1]
Fk(y)y
2−k− 1
2 <∞.
Integrating, we deduce
Ψ(x) = f1P (x) + f2P (x)
2 + . . .+ fk−1P (x)k−1 +Rk(P (x)),
where
Rk(y) ≤ Cyk−
1
2 .
Now let us note that P (x) =
∑∞
n=1 Pne
−nx, with the sum converging uniformly for x > X.
As a result, we deduce:
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Lemma 6.3. Suppose ψ is a solution of (6.3), where (ψ0,ψ1) ∈Hk(Σ). Then there exist
constants f ′i depending on the initial data such that
ψ(ρ, t) =
k−1∑
n=1
f ′ne
−ntun(ρ) + ψk(ρ, t),
where
(6.4) un(ρ) = e
−nρ
[
1−
(
ρ
2− ρ
)n]
,
and furthermore there exists C, depending on the initial data, such that:
(6.5) sup
ρ∈Σ
|ψk(ρ, t)| ≤ Ce−(k−
1
2)t.
Again, we can show that the estimate (6.5) is essentially sharp by choosing f(y) = yk−
3
2
+
for any  > 0. There is no reason in general that C should decrease as k increases, so the
expansion of Lemma 6.3 is at best an asymptotic expansion.
We note here that our intuition from the remarks following Definition 3.19 appears to
be sound. For data in Hk(Σ) there is an optimal decay rate of roughly e−kκt that can
possibly be achieved. The barrier to improved decay is trapping at the horizon. By Laplace
transforming, we have the following corollary:
Corollary 6.4. Let ψˆ(ρ, s) be the Laplace transform of ψ(ρ, t):
ψˆ(ρ, s) =
∫ ∞
0
ψ(ρ, t)e−stdt.
Then ψˆ(ρ, s) has a meromorphic extension to the half-plane <(s) > −(k − 12), with poles
at s = −1,−2, . . . ,−(k − 1). The residue at the pole at s = −n is
Res(ψˆ(·, s),−n) = f ′nun.
This result is closely related to that of Theorem 4.1, since for a semigroup S(t), the
resolvent acting on u, i.e. (A− s)−1u is given by the Laplace transform of S(t)u for <(s)
sufficiently large. We know that (A− s)−1 is meromorphic on <(s) > −(k − 12), so by the
uniqueness of the meromorphic extension, (A−s)−1 has poles at s = −1,−2, . . . ,−(k−1).
We may directly verify that un(ρ) are the quasinormal modes of the strongly hyperbolic
operator L = Ag, and that the quasinormal frequencies, as we’ve defined them, are indeed
s = −n. We can easily find Lˆs to be
Lˆsu =
−1
1 + (1− ρ)2
[
∂
∂ρ
(
ρ(2− ρ)∂u
∂ρ
)
+ s(1− ρ)2∂u
∂ρ
+ s
∂
∂ρ
(
(1− ρ)2u)]+ s2u.
This is an ordinary differential operator on [0, 1], with a regular singular point at ρ = 0
whose indicial equation has roots 0,−s. If we seek a solution of Lˆsu = 0 in Hk(Σ), then
regularity at the origin permits us to discard the solution behaving like ρ−s provided that
<(s) > −(k − 12), and that −s 6∈ N. For <(s) < −(k − 12) both branches belong to Hk(Σ).
At ρ = 1, we have a Dirichlet boundary condition. Our previous results imply that there
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. . .
Figure 4. The spectrum of (Dk(A),A)
exist at most a countable number of isolated points s with <(s) > −(k − 12) such that an
Hk(Σ) solution to the equation Lˆsu = 0 satisfying the boundary conditions exists.
In fact, a general solution of Lˆsu = 0, for s 6= 0 is given by a linear combination of the
functions
w1(ρ) = e
sρ, w2(ρ) = e
sρ
[
1−
(
2− ρ
ρ
)s]
.
These are always linearly independent. Clearly w2 is the unique solution, up to a constant
multiple, which satisfies the Dirichlet condition at ρ = 1. This solution belongs to Hk(Σ) if
either <(s) < −(k− 12) or if s = −1− 2, . . . ,−(k− 1). The point spectrum25 of (Dk(A),A)
can be seen to be the union of these two sets. In fact, a little more work shows the line
<(s) = −(k− 12) belongs to the continuous spectrum. With our definition the quasinormal
spectrum is simply
ΛkQNF = {−1− 2, . . . ,−(k − 1)}, ΛQNF = −N.
As advertised above, each quasinormal frequency corresponds to a smooth quasinormal
mode, given by (6.4). The spectrum is shown schematically in Figure 4.
6.1. Completeness of the quasinormal mode spectrum. We have now shown how our
previous results apply to a concrete example for which calculations are relatively straight-
forward. We will conclude this section by discussing the completeness of the quasinormal
modes. By analogy with the case of modes in a finite domain, it is sometimes supposed
that the quasinormal modes are in some sense complete. In other words, that an arbitrary
25The case s = 0 can be dealt with separately, and does not yield an eigenvalue.
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solution of a strongly hyperbolic equation may be expanded as
ψ
?
=
∞∑
n=1
fne
sntun,
where ΛQNF = {sn : n = 1, . . .} with corresponding quasinormal modes un, where the sum
should converge in some appropriate space. From the preceding discussion, we can deduce
this that this is emphatically not the case. It is clear that by taking initial data of compact
support we can construct a solution whose quasinormal expansion is identically zero, but
which remains arbitrarily large for an arbitrarily long time. The best we can achieve is an
asymptotic expansion for large times. By restricting the data such that Ψ is real analytic
on [−1,∞] and equal to its expansion around ∞, we could produce solutions which are
equal to their QNM expansions, however real analyticity is a very strong condition and is
not consistent with Lorentzian causality.
The incompleteness is also apparent from the fact that A is not self-adjoint (or even
normal), so we have no right to expect its spectrum to be complete. We conjecture that
this is a general feature of quasinormal modes, i.e. the quasinormal spectrum is never
complete.
7. Relation to resonances
In this section we shall relate our definition of the quasinormal modes back to the
standard language of resonances. We need to first adjust our definition of asymptotically
AdS black holes. In order to define the unitary resolvent, whose meromorphic extension
we wish to construct, we need to consider our black hole region R as embedded in a larger
manifold, the extended black hole region, which includes a bifurcation surface. We do not
need to consider a region with the full bifurcate horizon, but in practical examples, one
would expect a white hole horizon to be present.
Having defined the extended black hole region Re, we are then able to define the uni-
tary resolvent and show directly from our previous results that it admits a meromorphic
extension.
7.1. The extended black hole region. Let us now define the extended black hole region.
Definition 7.1. We say that (Re,H ,I ,Σ′,Σ, g, r, T ) is an extended globally stationary,
asymptotically anti-de Sitter, black hole space time with AdS radius l if the following holds
i) Re is a (d+ 1)-dimensional manifold with stratified boundary H ∪ Σ′ ∪I , where Σ′
is a compact manifold whose boundary has two components: S :=H ∩Σ′ and Σ′ ∩I
which are compact, connected, manifolds. We denote by H + the surface H \ S.
ii) g is a smooth Lorentzian metric on Re \I .
iii) I is an asymptotically AdS end of (R˚e, g) of AdS radius l, asymptotic radial coordinate
r and such that
Re = D+(Σ′).
We assume r extends to a smooth positive function throughout Re.
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iv) Σ′ is everywhere spacelike with respect to g, whereas H is null. Σ is an everywhere
spacelike surface to the future of Σ′, intersecting H + and I , such that every future
directed timelike curve which does not end on H or I eventually enters D+(Σ) =: R.
v) T is a Killing field of g which vanishes on S, is normal to H +, transverse to Σ′ \ S
and timelike in a neighbourhood of H +, thus H + is a Killing horizon generated by
T , which we assume to be a non-extremal black hole horizon.
vi) T ∈ XI (R), as a result, w.l.o.g. we may assume LT r = 0.
vii) If ϕt is the one-parameter family of diffeomorphisms generated by T , then Re \H
is smoothly foliated by ϕτ (Σ
′) := Σ′τ , τ ≥ 0. R is smoothly foliated by ϕt(Σ) := Σt,
t ≥ 0, and t extends to a time coordinate on Re satisfying t|Σ0 = 0, T (t) = 1.
viii) T is timelike on Re \H .
We can extend this to a definition for locally stationary black holes by replacing as-
sumption viii) with assumption viii)′ of Definition 5.1. We will refer to the slicing by Σ′τ
as the unitary slicing, since for this slicing the T−energy is conserved for solutions of the
Klein-Gordon equation. This is a consequence of the fact that all the Σ′τ slices have a
common boundary, S. We refer to the slicing by Σt as the regular slicing, since it is regular
on H +. Figures 5, 6 show these two slicings, together with the region they foliate.
7.1.1. AdS-Schwarzschild. Consider the region of the plane
∆ = {(U, V ) ∈ R2 : U ≥ 0, V ≥ U,UV ≤ 1}.
We define a manifold with stratified boundary:
Re = ∆U,V × S2ω,
where ∆ carries the canonical differential structure inherited from R2, and we identify the
boundary components as:
H = {(U, V ) ∈ ∆, U = 0} × S2,
I = {(U, V ) ∈ ∆, UV = 1} × S2,
Σ′ = {(U, V ) ∈ ∆, V = U} × S2,
S = {(0, 0) ∈ ∆} × S2.
We take r+ to be the largest positive root of the function
f(x) = 1− 2m
x
+
x2
l2
.
We note that λ := f ′(r+) > 0 so we may define a diffeomorphism R : (0, 1) → (r+,∞) by
the implicit condition
−λ
∫ ∞
R(x)
ds
f(s)
= log x, for all x ∈ (0, 1).
Since f(s) has a simple zero at s = r+, and for large s we have f(x) = l
−2s2 + O (1), we
may easily show that
R(x) = r+ + x+O
(
x2
)
as x→ 0,
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and
1
R(x)
=
1− x
l2λ2
+O ((1− x)2) as x→ 1.
so we may take as asymptotic radial coordinate the function r : Re \I → [r+,∞) defined
by:
r(U, V, ω) = R(UV )
It is straightforward to verify that r−1 is a boundary defining function for I = {UV = 1}.
We define the metric on R \I to be
g =
4
λ2
f(r)
UV
dUdV + r2dΩ22.
We see that since (R(x) − r+) has a simple zero at x = 0, this metric is regular at H . g
admits a Killing vector, given by:
T =
λ
2
(
V
∂
∂V
− U ∂
∂U
)
.
A simple calculation shows that g(T, T ) = −f(r), so that T is timelike in Re \H , tangent
to I and null on H +. Moreover T vanishes on the sphere S = {U = V = 0}.
Let us define further the function
t(U, V ) =
2
λ
log V − l arctan R(UV )
l
.
We leave it as an exercise for the interested reader to show that taking (t, r, ω) as coor-
dinates on the region {V > 0}, the metric has the form (2.13) previously given for the
Schwarzschild-AdS metric. Thus we may take Σ = {t = 0}. Finally then we have
Lemma 7.2. (Re,H ,I ,Σ′,Σ, g, r, T ) as defined above constitute an extended globally sta-
tionary, asymptotically anti-de Sitter black hole spacetime. The AdS-Schwarzschild black
hole defined in §2.2.1 may be identified with the region D+(Σ) within this extended space-
time.
7.2. The unitary resolvent. We’ll consider again the initial-boundary value problem for
a strongly hyperbolic operator L, defined as in previous sections. After fixing stationary
homogeneous boundary conditions at infinity, we consider solutions of
(7.1) Lψ = 0 in Re, ψ|Σ′0 = ψ, Tψ|Σ′0 = ψ
′,
We want to think of the evolution in τ of this system as a semigroup on a Hilbert space, as
in previous sections. To do this, we note that ψ ∈ H1loc.(Σ′) and ψ′ ∈ L2loc.(Σ′) determine
a unique 1-jet, Ψ defined on Σ′0 such that
Ψ|Σ0 = ψ, TΨ|Σ0 = ψ′.
We then define the H1(Σ′) norm to be∣∣∣∣(ψ,ψ′)∣∣∣∣2
H1(Σ′) = ||Ψ||2H1(Σ′0,κ) +
∣∣∣∣∣∣nˆΣ′0Ψ∣∣∣∣∣∣2L2(Σ′0) ,
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H
S
Σ′τ1
Σ′τ2
I
Σ′0
Re
Figure 5. Schematic
Penrose diagram showing
the unitary slicing of Re
R
I
Σ′0
H
S
Σ0
Σt
Figure 6. Schematic
Penrose diagram showing
the regular slicing of R
where we recall that nˆΣ′0 = rnΣ′0 is the rescaled normal of Σ
′. It’s also useful to introduce
the norms on the marginal spaces26 H
1
(Σ′, κ), L2(Σ′) by
||ψ||
H
1
(Σ′,κ) = ||(ψ, 0)||H1(Σ′) , ||ψ||L2(Σ′) = ||(0, ψ)||H1(Σ′) .
By Theorem 2.3, we know that a unique solution of (7.1) exists for (ψ,ψ′) ∈ H1(Σ′).
Constructing a vector field which agrees with nΣ′τ near S and T near I to use as a
multiplier for the energy-momentum tensor, it is straightforward to show that:
(7.2)
∣∣∣∣∣∣(ψ, Tψ)|Σ′τ ∣∣∣∣∣∣2H1(Σ′) ≤ CeMτ ∣∣∣∣(ψ,ψ′)∣∣∣∣2H1(Σ′) .
Notice here that these are not the spaces associated with the T -energy on Σ′τ , which is
degenerate on the bifurcation surface S. Since we are going to be constructing a meromor-
phic extension by restricting to functions vanishing near the horizon, this is not especially
important.
An immediate consequence of this is the following:
Lemma 7.3. Let S(τ)(ψ,ψ′) = (ψ, Tψ)|Σ′τ , where ψ solves (7.1). Then S(τ) is a C0-
semigroup on H1(Σ′). The infinitesimal generator of this semigroup, (D(A),A) is a closed,
unbounded, operator such that the resolvent (A − s)−1 is holomorphic in the half-plane
Re(s) > M .
26We apologise for the proliferation of different function spaces. In this case they are made necessary
by the fact that T vanishes on S.
66 CLAUDE M. WARNICK
We will refer to S(τ) as the unitary semigroup and (A− s)−1 as the unitary resolvent.
The reason for this is that the backward evolution problem for this slicing is well-posed,
i.e. we can extend the definition of S(τ) to −∞ < τ <∞ such that:
S(τ1)S(τ2) = S(τ1 + τ2), for all −∞ < τi <∞,
In other words, S(τ) can be viewed as a representation of the group (R,+) as operators on
H1(Σ). This captures the notion that ‘information is not lost’ when evolving with S(τ),
whereas it inevitably is when evolving on the regular slicing with S(t). To justify the use of
the nomenclature unitary, consider an element u of H1(Σ′τ ). Our usual approach is to use
the isometry Σ′τ ∼= Σ′0, together with the embedding map ι : Σ′ → Σ′0 to induce an isometry
H1(Σ′τ ) ∼= H1(Σ′). We could instead identify u ∈ H1(Σ′τ ) with (S(−τ)u) ◦ ι ∈ H1(Σ).
With respect to this identification of H1(Σ′τ ) ∼= H1(Σ′), the semigroup S(τ) is represented
by unitary operators (in fact, the identity).
More usefully, for suitable L (such as the Klein-Gordon operator with positive mass), the
T−energy is conserved and positive definite, so S(τ) is represented by unitary operators
on the Hilbert space derived from the T−energy. For general L this need not be the case.
We can express A in terms of the operator L as follows. First we note that L may be
decomposed as
Lψ = Ω2
(
P 2ψ + TP 1ψ + TTψ
)
,
where P i are differential operators on Σ
′ of order i and Ω is defined to be
Ω2 :=
g−1(dτ, dτ)
g−1(dt, dt)
.
Ω is smooth and bounded on any compact subset of Σ′ which avoids S. In terms of the
operators P i, we may write
(7.3) A
(
ψ
ψ′
)
=
(
0 1
−P 2 −P 1
)(
ψ
ψ′
)
.
It will be useful to define the (rescaled) Laplace transform of L with respect to the time
function τ by
Lsu := Ω
−2e−sτLesτυ
∣∣
Σ′τ
= P 2u+ sP 1u+ s
2u.
This operator acts on functions defined on Σ′ and we again denote by υ the lift of the
function u which satisfies υ|Σ′0 = u, Tυ = 0. As for the case of the regular slicing, we have:
Lemma 7.4. The resolvent (A − s)−1 exists and is a bounded linear transformation of
H1(Σ′) onto D(A) if and only if L−1s : L2(Σ) → D(Ls) exists as a bounded operator and
furthermore D(Ls) ⊂ H1(Σ, κ). Furthermore, we have
(7.4) (A− s)−1 =
( −1 0
−s 1
)(
(Ls)
−1 0
0 1
)(
P 1 + s 1
1 0
)
.
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It is the resolvent (Ls)
−1 whose meromorphic extension is usually used to define the
quasinormal modes. We will take the liberty of also referring to this as the unitary resolvent,
since it is so closely related to (A− s)−1. We note that often Ls is a self-adjoint operator
with respect to an appropriate L2 inner product for functions on Σ′.
7.3. The meromorphic extension. An immediate consequence of Lemmas 7.3, 7.4 is
that (Ls)
−1 : L2(Σ′) → H1(Σ′, κ) exists as a bounded operator, holomorphic in s for
<(s) > M . Now, unlike in the case of (Lˆs)−1, we cannot improve the range on which
(Ls)
−1 exists by considering Ls as an operator on a more regular subspace of L
2
(Σ′). This
approach fails because of the unsuitability of the Σ′τ slicing for capturing behaviour atH +.
We instead seek a meromorphic extension of (Ls)
−1 : L2c(Σ′) → L2loc.(Σ′). Here L2c(Σ′)
denotes the space of functions in L
2
(Σ′) whose essential support is contained in a compact
set away from S and L
2
loc.(Σ
′) is the space of functions u on Σ′ such that χu ∈ L2(Σ′), where
χ is a cut-off function vanishing near S. To do this, let us first introduce the following map
which takes functions defined a.e. on Σ′ \H to functions defined a.e. on Σ \H . Suppose
u : Σ′ \H → CN is a function defined a.e. on Σ′ \H . We define the operator Qs by:
Qs : u 7→ esτυ|Σ0 .
We will require the following properties of Qs:
Lemma 7.5. The map Qs is invertible, with (Qs)
−1 taking functions defined a.e. on Σ\H
to functions defined a.e. on Σ′ \H . Let χ : Σ′ → R be any smooth cut-off function which
is equal to zero near S. Then Qs ◦ χ : L2(Σ′)→ L2(Σ) is a holomorphic family of bounded
operators, as is χ ◦ (Qs)−1 : L2(Σ)→ L2(Σ′). Furthermore
Ω2Ls = (Qs)
−1 ◦ Lˆs ◦Qs.
At this stage, we need to prove a meromorphic extension result for the resolvent on Σ.
This is a straightforward consequence of the resolvent identity, together with the results
we have previously established.
Lemma 7.6. The resolvent (A − s)−1 : H1c (Σ) → H1(Σ), which is meromorphic on
{<(s) > −12κ}, admits a meromorphic extension, R(s,A), to C with poles of finite order,
whose residues are finite rank operators. The poles may only occur at points of ΛQNF , but
there may be points of ΛQNF at which the meromorphic extension of R(s,A) is regular.
Proof. First note that Theorem 4.1 immediately gives us that R(s,A) is meromorphic on
{<(s) > −12κ}. Fix a set W b Σ \H +, and assume u ∈ H2(Σ) is supported in W .
Suppose now that −32κ < <(s) ≤ 12κ and that s 6∈ ΛQNF . We know from Theorem 4.1
that R(s,A)u exists and belongs to H2(Σ). Pick some s′ ∈ {<(s) > −12κ, s 6∈ ΛQNF }. We
know from Lemma 4.10 that R(s′,A)u exists and furthermore∣∣∣∣R(s′,A)u∣∣∣∣
H2(Σ)
≤ CW,s′ ||u||H1(Σ) .
Consider now the resolvent identity
(7.5) R(s;A) = R(s′;A) + (s− s′)R(s;A)R(s′;A).
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From here we deduce that
||R(s;A)u||H2(Σ) ≤ CW,s′ ||R(s;A)||H2(Σ)→H2(Σ) ||u||H1(Σ) .
Thus by continuity we can define R(s;A) : H1c (Σ)→H1(Σ) in {<(s) > −32κ, s 6∈ ΛQNF },
and furthermore by (7.5), R(s;A) is holomorphic in this domain. If R(s;A) : H2(Σ) →
H2(Σ) has a pole of order k at some point s ∈ {<(s) > −32κ, s ∈ ΛQNF }, then the
meromorphic extension R(s;A) : H1c (Σ) → H1(Σ) has a pole of order ≤ k at s. As
a result, the set of poles of the meromorphic extension is a subset of ΛQNF . Working
inductively, we may extend this proof to C. 
Now, since R(s;A) and Lˆ−1s are closely related, an equivalent statement holds for Lˆ−1s .
Putting this together with Lemma 7.5, we have the following theorem
Theorem 7.7. The unitary resolvent (Ls)
−1 : L2(Σ′)→ H1(Σ′, κ), defined for <(s) > M
admits a meromorphic extension to C as an operator27 (Ls)−1 : L
2
c(Σ
′) → L2loc.(Σ′). The
set of poles of this operator is a subset of ΛQNF , the poles have finite order and the residues
at the poles are finite rank operators. To each pole is associated a finite dimensional space
of smooth solutions satisfying the boundary conditions at I to the equation:
Lsu = 0, such that e
sτu is regular at H +.
Note that some QNF may not appear as poles of the resolvent (Ls)
−1. This in fact occurs
in the example of §6. The QNF we found previously are are not poles of this meromorphic
extension of (Ls)
−1. Our analysis of that problem shows that they nevertheless deserve to
be considered ‘honest’ quasinormal frequencies. The reason that we can lose some QNM
in using the resolvent approach is that to meromorphically extend the resolvent, we have
to restrict to functions supported away from the horizon. At a particular QNF, s, It may
happen that such functions are all in the range of (A− s), even though the range is not all
of the space Hk(Σ). In order to characterise more precisely which of the QNF appear as
poles of the resolvent, we introduce the idea of ‘ingoing’ boundary conditions.
7.4. Ingoing boundary conditions. The ‘ingoing’ boundary conditions may be intro-
duced as follows. Let X be the set of initial data on Σ which vanish near the horizon and
launch a smooth solution of the Klein-Gordon equation on R. We define Y = {S(t)ψ :
ψ ∈ X, t ≥ 0}. Clearly Y is a linear subspace of Hk(Σ), which is preserved by S(t). We
define Hkin.(Σ) to be the closure of Y with respect to the norm H
k(Σ), and (Dkin.(A),A)
to be the closure of (Y,A) as an unbounded operator on Hkin.(Σ). We can think of Hkin.(Σ)
as the smallest closed subspace of Hk(Σ) containing Hkc (Σ) which is preserved by S(t).
As a result of Hkin.(Σ) being preserved by S(t), we can define a restricted resolvent
(A− s)−1 : Hkin.(Σ)→ Dkin.(A). We state without proof the following result:
Lemma 7.8. The restricted resolvent (A − s)−1 : Hkin.(Σ) → Dkin.(A) is meromorphic
for <(s) > −(k − 12)κ. The restricted resolvent has poles only at the location of the
27i.e. χ1(Ls)
−1χ2 : L2(Σ)→ L2(Σ) is a meromorphic operator for any cut-off cuntions χi vanishing near
the horizon
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poles of the unrestricted resolvent (A− s)−1 : Hk(Σ) → Dk(A), but they may be of lower
order. In particular the restricted resolvent may be holomorphic at some of the quasinormal
frequencies. Denoting by ΛkQNF,in. the locations of the poles of the restricted resolvent, we
have
ΛkQNF,in. ⊂ ΛkQNF .
Furthermore, to each pole of the restricted resolvent is associated a finite dimensional space
of smooth solutions to
(A− s)u = 0,
with u ∈Hkin.(Σ) for all k. We refer to such u as ingoing quasinormal modes.
We say a smooth solution u to Lsu = 0 is ‘ingoing with order k at the horizon’ if
(esτu, sesτu)|Σ0 ∈ Hkin.(Σ). In the Schwarzschild-AdS case, a function is ingoing at the
horizon to all orders iff:
emr∗
(
∂u
∂r∗
− su
)
→ 0, as r∗ → −∞, for any m.
Here r∗ is the Regge-Wheeler tortoise coordinate which tends to minus infinity on H +
(see [38], §2.1). An analogous definition can be constructed for other black holes.
We may relate this back to the meromorphic extension of (Ls)
−1 : L2c(Σ′)→ L2loc.(Σ′) as
follows:
Lemma 7.9. The meromorphic extension of the resolvent (Ls)
−1 : L2c(Σ′) → L2loc.(Σ′).
Has poles at precisely those points s ∈ ΛQNF,in.. To each such pole is associated a finite
number of smooth solutions to
Lsu = 0,
where u is ingoing at the horizon to all orders and satisfies the boundary conditions at I .
Such solutions are in one-to-one correspondence with the ingoing quasinormal modes.
Proof. Suppose s ∈ ΛQNF,in. but s is not a pole of (Ls)−1 : L2c(Σ′) → L2loc.(Σ′). This,
making use of Qs, implies that there exists a proper subspace of H
k
in.(Σ) which contains
Y and is preserved by S(t). By the construction of Hkin.(Σ) this is absurd. 
Thus by using the restricted resolvent we recover completely the traditional definition
of quasinormal modes as ‘ingoing’ solutions to Lsu = 0. The price we pay however is that
we must consider solutions of the Klein-Gordon equation which arise from perturbations
which vanish on the horizon. This is a fairly strong (and unphysical) restriction, which is
readily seen to be unnecessary with our more general definition of quasinormal modes.
7.5. Asymptotically hyperbolic manifolds. In this subsection we shall briefly sketch
how our results may be applied to show the meromorphicity of the resolvent for asymptot-
ically hyperbolic manifolds. This is a classic result of Melrose and Mazzeo [19], see also the
refinement of this result due to Guillarmou [48]. Our approach exploits a close relationship
between static Killing horizons and asymptotically hyperbolic manifolds [49].
We will show how to recover the results for even manifolds (in a sense we shall define).
We note that the results of [48] which obtain meromorphicity in a half-plane requiring only
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even expansions up to a certain order should also be obtainable with our method, since so
long as we work only to a finite order in our Sobolev spaces, the full smoothness of the
metric is not required. As we have proven our results everywhere assuming smooth metrics
we will not pursue this possibility.
Let X be a (n + 1)−dimensional compact manifold with boundary, and let x be a
boundary defining function for ∂X. Let h be a smooth Riemannian metric on X˚. We say
that (X,h) is an asymptotically hyperbolic manifold if x2h extends smoothly to ∂X and
furthermore all the sectional curvatures of h approach −1 near the boundary. We say that
(X,h) is even if there exist local coordinates yi on the surfaces x = const. such that we
have
h =
dx2 + hij(y, x
2)dyidyj
x2
,
for some smooth functions hij .
Let us define M := [0,∞)τ × X˚ and consider the following Lorentzian metric, defined
on M :
g˜ = −dτ2 + h.
On this background we will consider the Klein-Gordon equation:
g˜φ− n
2
4
φ =
∂2φ
∂τ2
+ ∆hφ− n
2
4
φ = 0.
Laplace transforming in τ , we see that the resolvent we should study for this problem is
(7.6)
(
∆h + s
2 − n
2
4
)−1
= (∆h − λ(n− λ))−1 ,
where we have made the trivial shift in the spectral parameter λ = s + n2 . This is the
object studied in [48].
In order to relate the problem on (M , g˜) to a black hole problem, we perform a conformal
transformation. Let us introduce the metric g, defined on M by
g = x2g˜ = −x2dτ2 + x2h
Near ∂X we have:
g = −x2dτ2 + dx2 + hij(y, x2)dyidyj .
Making the change of variables near [0,∞)τ × ∂X given by u(x, t) = xe−τ , v(x, t) = xeτ ,
we have
g = dudv + hij(y
i, uv)dyidyj .
Now, let us define a manifold with stratified boundary by glueing the limit points u → 0
to M as a boundary: Re := M ∪ {u = 0}. We extend the differentiable structure of M
to Re by defining the smooth functions on Re to be those which extend to {u = 0} as
smooth functions of u, v, yi. It is here that the evenness condition is required: if hij were
permitted to depend on odd powers of x we would have terms in the expansion of g near
the boundary of the form un+
1
2 .
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On Re we have a Killing field given by
T = v
∂
∂v
− u ∂
∂v
,
which is null on H + = {u = 0, v > 0}, vanishes on S = {u = 0, v = 0} and is timelike
everywhere else. The surface Σ′ = {τ = 0} is everywhere timelike, and by extending the
surface given near the boundary by {v − u = 1} we can construct a surface Σ which is
timelike and everywhere to the future of Σ′. We define H := {u = 0, v ≥ 0} =H + ∪ S
As a consequence, (Re,H ,Σ,Σ′, g, T ) fits our definition of extended asymptotically anti-
de Sitter black holes, if we take the trivial choices r = 1 and I = ∅. This is a considerable
abuse of notation, since this manifold is really asymptotically de Sitter and contains no
anti-de Sitter end, but our results nevertheless apply.
We can verify that[
g˜ − n
2
4
]
(φ) = ρ1+
n
4
[
g +
n
4(n+ 1)
V
](
ρ−
n
4 φ
)
,
where
V = Rg − Rg˜ + n(n+ 1)
x2
.
Since the sectional curvatures of h approach −1 to O (x2) near ∂X we have that V is
smooth on Re. We can thus apply our results to study solutions of(
g +
n
4(n+ 1)
V
)
ψ = 0.
In particular, the unitary resolvent associated to this equation will be meromorphic. Since
we restrict to functions vanishing near the horizon, this can be seen to imply the meromor-
phicity of (7.6) as an operator L2c(X)→ L2loc.(X).
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Appendix A. Purely oscillatory QNM of hermitian operators
In this brief appendix we shall prove that for hermitian strongly hyperbolic operators
satisfying a fairly weak condition on the horizon, quasinormal modes cannot be purely
oscillatory. In particular, this will allow us to ‘upgrade’ the boundedness proofs of [37] to
establish decay of solutions, albeit without a quantitative decay rate. The result may be
seen as a generalisation of Theorem 1.2 of [30] to more general black holes and operators.
As usual, we consider a strongly hyperbolic operator, L, on a globally stationary asymp-
totically anti-de Sitter background with stationary, homogeneous, boundary conditions
prescribed at infinity. We say that L is hermitian if L is formally self-adjoint, i.e. if for any
function φ ∈ C∞bc (R˚,CN ), we have Lφ = L†φ. Note that L is not self-adjoint, since the
operator and its adjoint have different domains. In particular the operator L associated
with the scalar Klein-Gordon equation is hermitian.
Lemma A.1. Let L be a hermitian strongly hyperbolic operator on an asymptotically AdS
black hole R. Suppose furthermore that TµWµ = 0 on H +, where W is the vector field
part of the operator L, as in Definition 2.7. Then L has no non-zero, purely imaginary,
quasinormal frequencies.
Proof. Suppose L has a purely imaginary quasinormal frequency s 6= 0, with corresponding
smooth quasinormal mode u. If υ is the stationary lift of u to R, we have Lestυ = 0. Now
apply Corollary 3.2 with φ1 = φ2 = e
stυ. Both Lφ1 and L
†φ2 = Lφ2 vanish. Since
s is purely imaginary, the current K is stationary, and the boundary conditions imply
Kµmµ = 0 on I . Thus the adjointness relation reduces to the simple statement:
=(s)
∫
H +
|u|2 dσ = 0,
whence u vanishes on the horizon.
Repeatedly differentiating the equation Lˆsu = 0, we can show that this implies that u
vanishes to all orders onH +. Restricting attention to a coordinate patch near the horizon,
Lˆs is a Fuchsian type operator of the kind considered in [50] (of the form of Example (1)).
Invoking the unique continuation result proven in that paper28, we can conclude that
u = 0 in a neighbourhood of the horizon. Since Lˆs is elliptic away from the horizon, the
Caldero´n uniqueness theorem [51] for the Cauchy problem for elliptic operators implies
that u ≡ 0. 
Appendix B. Supplementary proofs
B.1. Proof of Lemma 2.5. For convenience we re-state the lemma:
Lemma (Lemma 2.5). For a sufficiently regular φ, we have
(B.1) ∇µT˜µν [φ] = −<
[
∇˜νφ ·
(
gφ+
1
2
(V + V ∗)φ
)]
+ S˜ν [φ],
28The result in [50] applies to scalar equations, however our assumptions are such that the principle
part of the operator is scalar, and so the microlocal factorisation approach in this paper can be extended
to our situation.
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where
2S˜ν [φ] = <
{
φ ·
[
∇˜†ν(Ff)f−1φ
]
+ (∇˜σφ) ·
[
f−1(∇˜†νf)(∇˜σφ)
]}
.
Proof. First let us note that, by expanding with Leibniz rule and using the diagonal form
of f , we have:
∇˜†µ∇˜νφ = −f−1∇µ
[
f2∇ν
(
f−1φ
)]
= −∇µ∇νφ+
(
f−1∇µ∇νf
)
φ+ f−1∇νf∇µφ− f−1∇µf∇νφ,(B.2)
so that
∇˜†µ∇˜µ = g +
(
f−1∇µ∇µf
)
.
Now let us consider each term in ∇µT˜µν in turn. Firstly we have, using that f is real and
diagonal:
∇µ
[
∇˜(µφ · ∇˜ν)φ
]
=
1
2
∇µ
[
(f∇˜µφ)∗f−2(f∇˜νφ) + (f∇˜νφ)∗f−2(f∇˜µφ)
]
=
1
2
[
(∇µf∇˜µφ)∗f−2(f∇˜νφ) + (f∇˜µφ)∗f−2(∇µf∇˜νφ)
+(∇µf∇˜νφ)∗f−2(f∇˜µφ) + (f∇˜νφ)∗f−2(∇µf∇˜µφ)
+(f∇˜µφ)∗(∇µf−2)(f∇˜νφ) + (f∇˜νφ)∗(∇µf−2)(f∇˜µφ)
]
= <
[
(f∇˜νφ)∗f−2(∇µf∇˜µφ) + (f∇˜µφ)∗f−2(∇µf∇˜νφ)
+(f∇˜µφ)∗(∇µf−2)(f∇˜νφ)
]
= <
[
−(∇˜νφ)∗(∇˜†µ∇˜µφ)− (∇˜µφ)∗(∇˜†µ∇˜νφ) + (f∇˜µφ)∗(∇µf−2)(f∇˜νφ)
]
.
Now, let us consider:
∇µ
[
gµν∇˜σφ · ∇˜σφ
]
= ∇ν
[
(f∇˜σφ)∗f−2(f∇˜σφ)
]
= (∇νf∇˜σφ)∗f−2(f∇˜σφ) + (f∇˜σφ)∗f−2(∇νf∇˜σφ)
+(f∇˜σφ)∗(∇νf−2)(f∇˜σφ)
= <
[
2(f∇˜σφ)∗f−2(∇νf∇˜σφ) + (f∇˜σφ)∗(∇νf−2)(f∇˜σφ)
]
= <
[
−2(∇˜µφ)∗(∇˜†ν∇˜µφ) + (f∇˜σφ)∗(∇νf−2)(f∇˜σφ)
]
.
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Putting these two calculations together, and using (B.2) we find:
∇µ
[
∇˜(µφ · ∇˜ν)φ−
1
2
gµν∇˜σφ · ∇˜σφ
]
= <
[
− (∇˜νφ)∗(∇˜†µ∇˜µφ)
−(∇˜µφ)∗(∇˜†µ∇˜νφ) + (∇˜µφ)∗(∇˜†ν∇˜µφ)
+(f∇˜µφ)∗(∇µf−2)(f∇˜νφ)
−1
2
(f∇˜µφ)∗(∇νf−2)(f∇˜µφ)
]
= −<
[
∇˜νφ ·
(
gφ+
(
f−1∇µ∇µf
)
φ
)]
+2<
[
(∇˜µφ)∗(f−1∇µf)∇˜νφ− (∇˜µφ)∗(f−1∇νf)(∇˜µφ)
]
+2<
[
− (∇˜µφ)∗(f−1∇µf)(∇˜νφ)
+
1
2
(∇˜µφ)∗(f−1∇νf)(∇˜µφ)
]
= −<
[
∇˜νφ ·
(
gφ+
(
f−1∇µ∇µf
))
φ
]
−<
[
(∇˜µφ) ·
[
(f−1∇νf)(∇˜µφ)
]]
.
Now, finally we consider the last term in ∇µT˜µν . We have:
∇µ [gµνφ · Fφ] = ∇ν [(f−1φ)∗(fFf)(f−1φ)]
=
[
(∇νf−1φ)∗(fFf)(f−1φ) + (f−1φ)∗(fFf)(∇νf−1φ)
+(f−1φ)∗(∇νfFf)(f−1φ)
]
= 2<
[
(∇˜νφ)∗Fφ
]
− φ∗
[
∇˜†ν(Ff)f−1
]
φ.
Taking everything together, we have
∇µT˜µν = −<
[
∇˜νφ ·
(
gφ+
(
f−1∇µ∇µf
)
+ F
)
φ
]
+<
[
1
2
φ ·
[
∇˜†ν(Ff)f−1
]
φ− (∇˜µφ) ·
[
(f−1∇νf)(∇˜µφ)
]]
.
Writing (f−1∇νf) = −12(f−1∇˜†νf), and recalling
F =
1
2
(V + V ∗)− f−1∇µ∇µf,
and
2S˜ν [φ] = <
{
φ ·
[
∇˜†ν(Ff)f−1φ
]
+ (∇˜σφ) ·
[
f−1(∇˜†νf)(∇˜σφ)
]}
.
We finally have:
∇µT˜µν [φ] = −<
[
∇˜νφ ·
(
gφ+
1
2
(V + V ∗)φ
)]
+ S˜ν [φ],
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and we’re done. 
B.2. Proof of the twisted trace identity. For completeness we include the twisted
trace identity, which was stated as part of Lemma 4.2.1 of [28] but not explicitly proven
there.
We assume (M˚ d+1, g) to be a time oriented Lorentzian manifold with an asymptotically
AdS end, with asymptotic radial coordinate r which we assume extends as a smooth positive
function throughout M˚ d+1. We take Σ to be a spacelike surface which extends to the
conformal infinity of the asymptotically AdS end, I , and meets I orthogonally with
respect to the conformal metric r−2g. We finally assume that I ∩ Σ is compact. We will
show:
Lemma B.1. Suppose that φ ∈ H1D(Σ, κ) and let I ∈ {1, . . . , N} \D. Then for any δ > 0,
there exists Cδ such that
(B.3)
∫
I∩Σ
|φI |2 r−2κI
√
AdK ≤ δ ||χφ||2H1(Σ,κ) + Cδ ||χφ||2L2(Σ)
Where χ is some smooth function equal to 1 near I and vanishing outside a neighbourhood
of I .
Proof. We first note that it will suffice to prove the result for φ ∈ C∞D (Σ;CN ), defined to
be the set of φ such that
φ = e(−
d
2
ι+κ) log rφ+ + e
(− d
2
ι−κ) log rφ−,
φ± ∈ C∞(Σ;CN ), φI+ = 0 for I ∈ D,
||φ||H1(Σ,κ) <∞,
as such functions are dense in H1D(Σ, κ).
From the definition of the asymptotically flat end and the compactness assumption,
we can cover a neighbourhood of I ∩ Σ with a finite number of coordinate patches with
coordinates (ρ, xα), with r = ρ−1, such that if h is the metric induced from g on Σ we have
hρρ =
l2
ρ2
+O (1) , hρα = O (1) , hαβ = hαβ
ρ2
+O (1) ,
as ρ → 0, where h is a Riemannian metric. Without loss of generality, we may assume
that ρ ∈ [0, ) and xα take values in the unit (d − 1)-ball, B1. By considering a partition
of unity, we may assume that φ is supported in one such coordinate chart.
A brief calculation shows that in these coordinates the measure induced on a surface
{ρ = const.} ∩ Σ satisfies
dK =
√
hρ−d+1dx
so that √
AdK = νρ−ddx
where ν is a smooth positive function such that ν, 1/ν are both bounded. Similarly, we
have that
dSΣ = ν
′ρ−ddxdρ
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for some other smooth positive function ν ′ such that ν ′, 1/ν ′ are both bounded.
Now let us fix I ∈ {1, . . . , N} \ D, so that 0 < κI < 1, and consider the quantity
η(ρ)2 =
∫
B1
|ρκIφI(ρ, x)|2 ρ−ddx.
We note that for φ ∈ C∞D (Σ;CN ) this expression extends to a smooth and bounded function
on [0, ) and that moreover ∫
I∩Σ
|φI |2 r−2κI
√
AdK ≤ Cη(0)2.
for some constant depending only on g,Σ, κ. A short calculation, making use of the Cauchy-
Schwarz inequality, allows us to estimate:∣∣η′(ρ)∣∣ = ∣∣∣∣ 1η(ρ)<
∫
B1
∂ρ
(
ρκI−
d
2φI
)(
ρκI−
d
2φIdx
)∣∣∣∣
≤
(∫
B1
∣∣∣∂ρ (ρκI− d2φI)∣∣∣2 dx) 12 .
Next we calculate
|η(0)− η(ρ)| =
∣∣∣∣∫ ρ
0
η′(s)ds
∣∣∣∣ ≤ ∫ ρ
0
∣∣η′(s)∣∣ ds
≤
∫ ρ
0
(∫
B1
∣∣∣∂s (sκI− d2φI(s, x))∣∣∣2 dx) 12 ds
≤
(∫ ρ
0
∫
B1
∣∣∣s d2−κI∂s (sκI− d2φI(s, x))∣∣∣2 s−d+1dxds · ∫ ρ
0
s2κI−1ds
) 1
2
≤ CρκI ||φ||H1(Σ,κ) ,
for some constant C depending only on g,Σ, κ. From here we can estimate
η(0)2 ≤ 2C2ρ2κI ||φ||2H1(Σ,κ) + 2η(ρ)2.
Now, multiplying by ρ1−2κI and integrating in ρ over [0, δ] for some δ < , we have∫ δ
0
η(0)2ρ1−2κIdρ = η(0)2
δ2−2κI
2− 2κI ,
and ∫ δ
0
ρ2κI ||φ||2H1(Σ,κ) ρ1−2κIdρ =
1
2
δ2 ||φ||2H1(Σ,κ) .
Finally ∫ δ
0
η(ρ)2ρ1−2κIdρ =
∫ δ
0
∫
B1
|φI(ρ, x)|2 ρ−d+1dx ≤ C ′ ||φ||2L2(Σ)
Putting these estimates together, we have
η(0)2 ≤ C
(
δ2κI ||φ||2H1(Σ,κ) + δ2κI−2 ||φ||2L2(Σ)
)
QUASINORMAL MODES 77
for some constant C depending only on g,Σ, κ. By taking δ small, we can make the
coefficient in front of the H1 norm arbitrarily small. Combining this estimate with a
partition of unity we are done. 
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Appendix C. Glossary of symbols
A The lapse function of the stationary metric, (2.9), p21
A The generator of the wave semi-group, Def. 3.17, p42
βI The Robin functions, Def. 2.2, p18
C A constant, which may vary from line to line.
C∞bc (Σ;CN ) Smooth functions obeying boundary conditions at I , Def. 2.2, p18
d+ 1 The dimension of the spacetime manifold, Def. 2.1, p17
Dk(A) The domain of A : Dk(A)→ Hk(Σ), Def. 3.17, p42
D+(Σ) The future domain of dependence of Σ, Def. 2.2, p18
D The set of components obeying Dirichlet conditions, Def. 2.2, p18
Eγ(t)[φ] The Killing energy, Def. 3.3, p25
Eγ(t)[φ] The redshift energy, Def. 3.7, p28
f The twisting matrix, (2.5), p18
G The axial symmetry group of a locally stationary BH, Def. 5.1, p53
H1(Σ, κ), The twisted Sobolev space, Def. 2.2, p18
H
1
(Σ′, κ), The twisted Sobolev space for the unitary slicing, §7.2, p64
H1,k(Σ, κ), A higher twisted Sobolev space, §4.1, p44
H1D(Σ, κ) The twisted Sobolev space, with Dirichlet conditions
for the D components Def. 2.2, p18
Hk(Σ) The higher regularity Sobolev spaces, Def. 3.13, p40
H + The black hole horizon, Def. 2.6, p20
I The conformal infinity of an aAdS spacetime, Def. 2.1, p17
J˜Tγ [φ] The Killing energy current, Def. 3.3, p25
J˜Nγ [φ] The redshift energy current, Def. 3.7, p28
κ The matrix of asymptotic exponents, (2.3), p17
κ The surface gravity, (2.10), p22
l The AdS radius, Def. 2.1, p17
L, L† A strongly hyperbolic operator and its adjoint, Def. 2.7, p22
Lˆs, Lˆ
†
s The Laplace transform of L, L
†, §4.1, p44
L2(Σ) The renormalised L2 space, Def. 2.2, p18
L
2
(Σ′) The renormalised L2 space for the unitary slicing, §7.2, p64
L2,k(Σ) A higher twisted Sobolev space, §4.1, p44
∇˜µ, ∇˜†µ The twisted derivative and its adjoint, (2.6), p18
Φ An axial killing field of a locally stationary BH, Def. 5.1, p53
r The asymptotic radial coordinate of an aAdS spacetime, Def. 2.1, p17
R A stationary black hole region, Def. 2.6, p20 (see also Def. 5.1, p53)
Re An extended stationary black hole region, Def. 7.1, p62
S The bifurcation surface of an extended black hole region, Def. 7.1, p62
S(t) The solution operator, Def. 3.15, p41
σ The norm of the Killing field T , (2.9), p21
Σ A (typically spacelike) hypersurface
Σt A family of spacelike surfaces foliating a black hole, Def. 2.6, p20
Σ′τ The unitary slicing of an extended black hole region, Def. 7.1, p62
T The Killing generator of the black hole horizon, Def. 2.6, p20
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T˜µν [φ] The twisted energy-momentum tensor of φ, Def. 2.4, p20
wL, w
∗
L Bounds on the cross-term, Def. 3.7, p28
X(M ) The smooth vector fields on M , Def. 2.1, p17
XΣ(M ) The smooth vector fields on M tangent to Σ, Def. 2.1, p17
X∗(M ) The smooth one-form fields on M , Def. 2.1, p17
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