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Re´sume´
On s’inte´resse au proble`me de localisation et d’estimation de sources
dans des conditions difficiles, a` savoir lorsque les sources sont
corre´le´es et proches dans l’espace, et les e´chantillons courts. L’al-
gorithme propose´ est base´ sur une approximation tensorielle de rang
faible sous des contraintes originales garantissant son existence. Il
ne´cessite une antenne forme´e de plusieurs sous-antennes identiques
se de´duisant les unes des autres par translation. Les bornes de perfor-
mances sont calcule´es en pre´sence de bruit additif gaussien complexe
non circulaire.
Abstract
The subject is localization and estimation of sources in difficult condi-
tions, namely when the sources are correlated and closely located in
space, and samples are short. The proposed algorithm is based on a
low-rank tensor approximation under original constraints ensuring its
existence. It requires an antenna array formed of identical subarrays
shifted in space. Performance bounds are computed in the presence of
additive complex noncircular Gaussian noise.




Contexte. La localisation de sources en champ lointain (estimation des directions
d’arrive´e) est un tre`s vieux proble`me en traitement d’antenne, notamment Radar, Sonar
ou te´le´communications [14]. Les me´thodes les plus anciennes, comme la formation de
voies, sont non parame´triques, et recourrent a` la transforme´e de Fourier spatiale.
Les approches haute-re´solution (HR) traditionnelles sont base´es sur une approxi-
mation de rang faible de la matrice de covariance spatiale, ce qui revient a` travailler
dans un “sous-espace signal” [2]. L’algorithme MUSIC (multiple signal classification),
aussi connu sous le nom de “goniome`tre”, de´tecte les points de ce sous espsce signal
situe´s a` distance minimale de la varie´te´ d’antenne [2] [23] [32]. Ces approches HR
supposent que (i) les mesures sont stationnaires au sens large sur une observation suf-
fisamment longue, (ii) le nombre de sources est infe´rieur au nombre de capteurs, et
(iii) la re´ponse spatiale et la position exacte de tous les capteurs sont connues. Plus
re´cemment, des me´thodes base´es sur des approximations parcimonieuses ont e´te´ pro-
pose´es, et sont conside´re´es comme semi-parame´triques [26] [22].
Une autre famille de me´thodes de type sous-espace est celle initie´e dans [21] sous le
nom de ESPRIT (estimation of signal parameters via rotational invariance techniques).
La technique propose´e est applicable si le re´seau d’antenne utilise´ est compose´ de deux
sous-antennes se de´duisant l’une de l’autre par translation. Dans cet article original,
cette translation est connue mais les positions exactes des capteurs au sein de chaque
sous-antenne n’ont pas besoin d’eˆtre connues (mais les deux sous-antennes doivent
eˆtre strictement identiques). Une extension d’ESPRIT a` plus de deux sous-antennes
a e´te´ propose´e peu apre`s dans [28], avec des translations coline´aires. Dans [20], une
extension de l’algorithme root-MUSIC a e´te´ propose´e et s’applique a` des sous-antennes
rectilignes paralle`les.
Dans le pre´sent article, on conside`re un nombre arbitraire de sous-antennes, se
de´duisant les unes des autres par des translations arbitraires, ce qui est l’hypothe`se
faite aussi dans [24]. Dans cette dernie`re contribution, l’approche est de´terministe, ce
qui permet de fonctionner avec des horizons tre`s courts (et donc avec des sources po-
tentiellement non stationnaires). Il est aussi possible de localiser et d’estimer plus de
sources que de capteurs pre´sents dans chaque sous-antenne. Le principe est similaire
a` celui utilise´ dans ESPRIT, mais peut faire face a` des translations toutes diffe´rentes.
Graˆce a` l’invariance de translation, le proble`me se rame`ne a` la de´composition d’un
tenseur d’ordre trois en somme de tenseurs de rang 1 ; cette de´composition est souvent
qualifie´e de ”Canonique polyadique” (CP). Contrairement au cas matriciel, une telle
de´composition est unique si le rang est infe´rieur a` une borne connue. Cependant, la
meilleure approximation de rang faible n’existe pas toujours [15], et exige certaines
pre´cautions.
Contributions. Nous revisitons l’approche inte´ressante de [24], dans laquelle
l’e´ventualite´ d’inexistence de la meilleure approximation de rang faible a e´te´ ne´glige´e.
Nous proposons une implantation des contraintes suffisantes de´crites dans [15], sous la
forme de pe´nalite´s dans la fonction objectif. Ces contraintes impliquent les cohe´rences
des facteurs matriciels, reveˆtent une signification physique, et garantissent l’existence
de la meilleure approximation de rang faible. Nous calculons ensuite les bornes de
Crame´r-Rao (CR) relatives a` la localisation des sources, et a` l’estimation de leur forme
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d’onde, en traitant les translations entre sous-antennes comme parame`tres de nuisance.
Nous traitons aussi le cas de bruit additif gaussien complexe non circulaire, et n’utili-
sons pas la contrainte inutile supple´mentaire impose´e dans [16]. En outre, nous prenons
en compte explicitement le fait qu’un des facteurs matriciels est parame´tre´ par les di-
rections d’arrive´e (DoA), ce qui n’avait pas e´te´ fait dans [16]. Notons que les bornes
de CR ont e´te´ calcule´es pour des tenseurs d’ordre quelconque dans [29], mais dans le
cas re´el et sans parame´trage par les DoA.
Organisation. Nous introduisons d’abord le mode`le d’observation et les notations
dans la section 2. Les conditions suffisantes d’existence et d’unicite´ sont e´tablies dans
la section 3. Nous de´crivons ensuite l’algorithme d’optimisation dans la section 4, et
les bornes de CR dans la section 5. Les performances sont enfin e´value´es a` travers des
simulations informatiques dans la derniere section.
2 Vision du proble`me comme de´composition tensorielle
Supposons que R sources rayonnantes a` bande e´troite e´clairent sur un re´seau de
capteurs, forme´ de L sous-antennes de K capteurs chacune, avec une ge´ome´trie ar-
bitraire. Nous faisons l’hypothe`se de champ lointain, c.-a`-d., nous supposons que les
sources sont situe´es suffisamment loin de l’antenne par rapport aux dimensions de cette
dernie`re, de sorte que les ondes peuvent eˆtre conside´re´es comme planes.
2.1 Hypothe`ses
L’hypothe`se cle´ utilise´e dans [21, 24, 15] est que, en prenant une sous-antenne
comme re´fe´rence, la `ie`me sous-antenne peut eˆtre de´duite de celle de re´fe´rence par une
translation dans l’espace, de´finie par un vecteur δ` ofR3, 1 ≤ ` ≤ L, δ1 def= 0. Dans cet
article, nous supposons que cette translation est inconnue. Bien qu’elle ne figure pas
parmi les parame`tres recherche´s, elle devra eˆtre estime´e, de sorte qu’elle sera traite´e
comme un parame`tre de nuisance dans notre proble`me.
L’hypothe`se que la translation est inconnue est pertinente dans un certain nombre
d’applications, meˆme si elle n’a pas e´te´ conside´re´e dans [27, 19]. Par exemple,
conside´rons un re´seau de L boue´es flottant sur la surface de la mer, chacune e´quipe´e
d’une antenne rigide de K hydrophones oriente´e vers le Nord. La forme et l’orien-
tation de chaque antenne est connue, mais la forme du re´seau ne l’est pas. Un autre
exemple est celui des expe´rimentations effectue´es a` partir de grandes antennes dont la
position exacte de capteurs e´loigne´s est mal connue. C’est le cas notamment des en-
registrements effectue´s sur les glaciers dans des conditions difficiles : l’altitude exacte
des capteurs est mal connue. Le calcul des bornes effectue´ dans [27, 19] suppose que la
position exacte de tous les capteurs est parfaitement connue, ce que nous n’allons pas
supposer ici.
2.2 Notations
On convient de noter les vecteurs en minuscules grasses, e.g. d, alors que les ma-
trices ou les tableaux a` plus de deux indices seront note´s avec des capitales grasses, e.g.
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S ou Z. En outre, ar repre´sentera la rie`me colonne de la matrice A.
Notons ςr(t) le signal transmis par la rie`me source, ψr sa direction d’arrive´e (DoA)
vue de l’antenne, dr ∈ R3 son vecteur directionnel (norme´) associe´, et z(y, t) le si-
gnal mesure´ en un point de l’espace de´fini par ses coordonne´es y (on conside`re les









ou` ω est la pulsation centrale des ondes a` bande e´troite, c la ce´le´rite´ de l’onde et  =√−1. Puisque les ondes sont planes et a` bande e´troite, le signal mesure´ a` un autre point
y + τ , de´duit de y par une translation τ prend la forme :
z(y, τ , t) =
R∑
r=1





En d’autres termes, la fonction z(y, τ , t) se de´compose en une somme de R fonctions
e´le´mentaires (plus simples) dont les variables sont se´parables.
Maintenant, si nous discre´tisons l’espace R3 avec les sous-antennes de´finies plus
haut, et prenons M e´chantillons de temps, nous nous retrouvons avec une relation
multi-line´aire 1 dans des espaces de dimension finie. En effet, soit pk le vecteur de coor-
donne´es du ke`me capteur de la sous-antenne de re´fe´rence, et δ` la translation de´finissant
l’emplacement de la `e`me sous-antenne, 1 < ` ≤ L. Alors le signal (2) peut eˆtre stocke´
dans un tableau a` trois dimensions de taille K ×L×M , qui suit le mode`le ci-dessous,




λr Akr B`r Smr (3)












, Smr = ςr(tm)/‖ςr‖, et
λr =
√
KL‖ςr‖. On notera que ar, br et sr sont donc des vecteurs unitaires selon la
norme L2.
Le mode`le (3) est lie´ a` la de´composition Canonique Polyadique (CP) 2, qui consiste
a` de´composer un tenseur Z en une somme de tenseurs de´composables. Pour simplifier




λr ar  br  sr (4)
ou`  de´signe le produit de Kronecker 3, et z = vec{Z} est un vecteur colonne de
dimension KLM contenant les e´le´ments du tenseur Z, qui est d’ordre 3.
1. Voir e.g. [6] pour une de´finition de la multi-line´arite´.
2. aussi appele´e parfois Candecomp/Parafac en Psychome´trie ou Chimiome´trie [13].
3. Cette notation est choisie pour faire la distinction entre les produits tensoriels et de Kronecker, qui
sont parfois confondus [6].
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3 Existence et unicite´
Le but de cette section est d’identifier les directions d’arrive´e ψr desR ondes planes
incidentes et d’estimer les signaux sources transmis correspondants ςr(tm) a` un facteur
d’e´chelle pre`s, a` partir du tenseur Z. Pour y parvenir, nous devons identifier tous les
parame`tres du membre de droite dans l’e´quation (4).
3.1 Approximation de rang faible
En pratique, les observations sont corrompues par du bruit, de sorte que (3-4) ne
sont ve´rifie´es que approximativement. Une ide´e naturelle consiste alors a` ajuster le









ou` A = [a1, . . . ,aR], B = [b1, . . . ,bR], S = [s1, . . . , sR], λ = [λ1, . . . , λR]T et
‖ · ‖ repre´sente la norme L2. Minimiser l’erreur (5) signifie trouver la meilleure ap-
proximation de rang R de Z et sa de´composition CP. Toutefois, l’infimum de Υ peut
ne pas eˆtre atteint ; cf. par exemple [5, 15] et les re´fe´rences qui y figurent. La raison est
que l’ensemble des tenseurs de rang R n’est pas ferme´ pour R > 1. L’ide´e que nous
promouvons ici est d’imposer une contrainte qui garantira l’existence d’un minimum,
tel qu’e´tabli dans la section suivante. En outre, d’un point de vue physique, on peut
faire les observations suivantes :
— les sources totalement corre´le´s ne doivent eˆtre localise´es se´pare´ment que si
elles sont suffisamment bien se´pare´es angulairement. Dans ce cas, elles cor-
respondent a` des multi-trajets de la meˆme source rayonnante.
— les sources se trouvant dans la meˆme direction ne doivent eˆtre estime´es
se´pare´ment que si elles sont suffisamment de´corre´le´es. Dans ce dernier cas,
elles correspondent a` des sources diffe´rentes.
— sinon, les sources fortement corre´le´s et arrivant en provenance de directions
proches peuvent eˆtre assimile´es a` une source e´tendue unique dans l’espace.
L’objectif de cette section est de formaliser ces contraintes.
3.2 Cohe´rences
Nous de´finissons la cohe´rence d’un ensemble de vecteurs norme´s comme la plus




si les ak sont les colonnes norme´es de la matrice A. Les cohe´rences des matrices B et
S sont de´finies de la meˆme fac¸on, et repre´sente´es par µB and µS , respectivement. Soit









Alors pour des matrices A, B and S donne´es, la valeur optimale λo minimisant l’erreur
Υ est obtenue en annulant la gradient de (5) par rapport a` λ, ce qui conduit au syste`me
line´aire :
Gλo = f , (7)








kr, 1 ≤ r ≤
R. L’e´quation (7) montre que les cohe´rences jouent un roˆle dans conditionnement du
proble`me de minimisation, et que seul leur produit importe.
3.3 Existence
Il a e´te´ montre´ dans [15] que si µAµBµS < 1/(R − 1), alors l’infimum de (5) est
atteint. En pratique, il est ne´cessaire d’avoir une ine´galite´ large, de sorte qu’on restreint




Cela se produit parce que l’erreur (5) devient coercive de`s que (8) est satisfaite, et doit
donc atteindre son minimum puisqu’elle est continue.
La condition (8) peut eˆtre interpre´te´e comme suit [15]. Une petite valeur d’une
coherence, e.g. µA, signifie une se´paration angulaire suffisante entre les colonnes de la
matrice A. Par exemple, si A contient les vecteurs directionnels ar, alors les sources
ne se trouvent pas dans la meˆme direction physique dans l’espace ; si elle contient des
signaux temporels, alors les sources ne sont pas comple`tement corre´le´es.
Exemple 1 : si µA = µB = µC = 0.6, et R = 3, alors µAµBµC = 0.216
est plus petit que 1/2. La condition (8) est donc satisfaite pour ν = 1. C’est le cas
de la simulation 1, ou` des matrices ale´atoires sont ge´ne´re´es avec des cohe´rences dans
l’intervalle [0.2, 0.6].
Exemple 2 : si µA = 0.997, µB = 0.999, µC = 0.99999 et R = 3, alors
µAµBµC = 0.9960, qui est plus grand que 1/2. C’est le cas de la simulation 2.
Remarque 1 La condition (8) garantit l’existence de la meilleure approximation de
rang R de n’importe quel tenseur. Elle est suffisante dans le sens ou` il pourrait exis-
ter un tenseur qui ne satisfait pas (8) mais qui admettrait quand meˆme une meilleure
approximation de rang R.
La contrainte (8) me´rite attention parce qu’elle comporte des ope´rateurs max qui
ne sont pas diffe´rentiables. Pour cette raison, nous proposons d’utiliser le fait que la
norme L∞ de tout vecteur v peut eˆtre majore´e par des normes L2ρ, et approche´e pour
des grandes valeurs de ρ :
||v||∞ = max
k





, ∀ρ ≥ 1
pour vk ∈ R+. L’application de cette ine´galite´ a` vk ≡ |aHpaq| permet de majorer
les cohe´rences par une quantite´ diffe´rentiable, de telle sorte qu’une autre condition
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suffisante (un peu plus restreinte) peut eˆtre obtenue. Plus pre´cise´ment :





Notons par souci de concision x = vec{[AT,BT,ST]}. On appelle par la suite
Cρ(x) la contrainte obtenue en remplac¸ant les ope´rateurs max par les normes L2ρ dans
la condition (8) :
Cρ(x) def= (1−R)/ν + µ(A, ρ)−1µ(B, ρ)−1µ(S, ρ)−1 ≥ 0 (9)
Il est clair que si (9) est satisfaite, alors (8) l’est aussi. Il s’agit donc d’une condition
suffisante.
3.4 Unicite´
Il existe des conditions suffisantes garantissant que la solution de (4) est unique,
qui font intervenir les cohe´rences [15]. Toutefois, la condition ci-dessous est beaucoup
moins contraignante [9, p.13] :
R ≤M et R(R− 1) ≤ K(K − 1)L(L− 1)
2
(10)
et garantit qu’il existe presque suˆrement une solution unique. D’autres conditions suf-
fisantes d’unicite´ ge´ne´rique existent [3, 1], mais peuvent eˆtre moins inte´ressantes lors-
qu’une dimension, i.e. M , est grande.
4 Estimation conjointe des DoA et des signaux sources
4.1 Optimisation
L’optimisation avec contrainte est effectue´e a` l’aide d’algorithmes de type descente
de gradient. De´finissons la fonction objectif :
Fρ(x;λ) = Υ(x;λ) + η exp(−γ Cρ(x)) (11)
ou` η est le poids de la pe´nalite´, γ est introduit pour controˆler la raideur de la pe´nalite´
Cρ(x), et λ est de´fini dans (7) et de´pend de x et z. Cela conduit a` l’algorithme ci-
dessous
ALGORITHME
1. Choisir R satisfaisant (10).
2. Initialiser (A(0),B(0),S(0)) par des matrices de colonnes norme´es satisfaisant
Cρ(x) > 0.
3. Calculer G(0) et f(0), et re´soudre G(0)λ(0) = f(0) en λ en utilisant (7)
4. Pour k = 1; k := k + 1 jusqu’a` ce que le crite`re d’arreˆt soit atteint, faire :
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(a) Calculer la direction de descente de´finie par le gradient selon x :
d(k) = −∇Fρ(x(k − 1);λ(k − 1))
(b) Calculer un pas `(k)
(c) Mettre a` jour x(k) = x(k − 1) + `(k) d(k)
(d) Extraire les 3 blocs a` partir de x(k) : A(k), B(k) and S(k)
(e) Normaliser les colonnes de A(k), B(k) and S(k)
(f) Calculer G(k) et f(k), et re´soudre G(k)λ(k) = f(k) en λ, en utilisant (7).
5. Sortir (A,B,S;λ) = (A(k),B(k),S(k);λ(k))
6. Calculer les DoAs a` partir de A comme de´taille´ dans la section 4.2
Dans l’algorithme, η est diminue´ lorsque l’erreur Υ(x;λ) diminue, alors que γ est
maintenu fixe. La taille du pas est de´termine´e de fac¸on standard, en suivant les condi-
tions de Wolf ; voir e.g. [18] pour plus de de´tails.
On donne maintenant quelques expressions de gradients 4 ne´cessaires pour
de´terminer la direction de descente d(k) lorsque Fρ est utilise´e :
∂Υ
∂A












































= |aHq ap|2ρ−2. Il faut garder a` l’esprit que les expressions ci-dessus sont vraies
parce que les colonnes de A sont normalise´es. Les expressions sont semblables pour
les matrices B et S, qui posse`dent aussi des colonnes norme´es.
4.2 Localisation des sources
Puisque dans notre algorithme, la matrice A a e´te´ calcule´e sans forcer aucune struc-
ture, il est ne´cessaire d’extraire les DoAs a` partir des e´le´ments de A. Cette approche
est sous-optimale, mais permet de re´duire conside´rablement la complexite´ de calcul.
Dans le cadre de ce travail, on conside`re des sous-antennes identiques avec des
formes ge´ome´triques arbitraires. Chaque sous-antenne est conc¸ue de fac¸on a` ce que la
4. Les de´rive´es matricielles sont calcule´es suivant les conventions de´crites dans [4, 12].
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distance entre deux capteurs successifs (k et k + 1) soit infe´rieure ou e´gale a` la demie









(pk,2 sinψr + pk,3 cosψr)
}
(12)
ou` ψr est la DoA de la rie`me source comme illustre´ sur la Figure 1. Pour exploiter
cette proprie´te´ et e´viter l’implantation du de´roulement de phase, on forme le quotient


























ou` M = [p¯22:K − p¯21:K−1, p¯32:K − p¯31:K−1], vr = − cω ln (A2:K,r A1:K−1,r), le
symbole  repre´sente la division e´le´ment par e´le´ment, et p¯i de´signe les colonnes de la
matrice de dimension K × 3 contenant les coordonne´es des capteurs :
P = [p1,p2, . . . ,pK ]
T = [p¯1, p¯2, p¯3].
Si la solution aux moindres carre´s de (14) admet une solution dont la norme est rai-
sonnablement proche de 1 (nous avons fixe´ l’intervalle a` [0.8, 1.2] dans la suite), alors






‖wr‖ , wr = M
†vr (15)
ou` † repre´sente la pseudo-inverse de Moore-Penrose. Une valeur unique de ψr est alors
donne´e dans l’intervalle [0, 360◦]. En revanche, si la norme de w n’appartient pas
a` l’intervalle [0.8, 1.2], on proce`de par approximation directe de (12) en utilisant une
recherche exhaustive sur ψr. En effet, il s’est ave´re´ que dans ce dernier cas la proce´dure
rapide (15) n’est pas assez pre´cise.
4.3 Estimation des sources
La localisation des sources ne´cessitait un traitement supple´mentaire pour obtenir
les DoAs. En revanche, les colonnes de la matrice S fournissent directement les signaux
sources estime´s. Les inde´terminations sur les facteurs d’e´chelle complexes dans les
matrices A et B sont fixe´es graˆce au fait que leur premie`re ligne ne contient que des
uns. Plus pre´cise´ment, la transformation suivante







br, λrA1rB1r sr; 1
)
(16)
fixe toutes les inde´terminations d’e´chelle. Par conse´quent, les estime´s des signaux










FIGURE 1 – Une source (R = 1) e´clairant une antenne comportant L = 3 sous-
antennes.
5 Bornes de Crame´r-Rao complexes
Lorsque les parame`tres sont complexes, les expressions des bornes de CR
de´pendent de la de´finition de la de´rivation complexe. Comme une fonction re´elle
de la variable complexe n’est jamais holomorphe sauf si elle est constante [4], cette
de´finition est ne´cessaire. Ceci a e´te´ neeglige´ dans [31] mais pas dans [16] par exemple.
A l’origine, la de´rive´e d’une fonction re´elle h(θ) ∈ Rp par rapport a` la variable











Meˆme si les re´sultats finaux (notamment l’efficacite´ des estimateurs) ne de´pend
e´videmment pas de la de´finition adopte´e pourvu qu’elle soit cohe´rente, nous allons
adopter celle introduite plus tard inde´pendamment dans [12], pour des raisons de com-














Dans cette de´finition, on a par exemple ∂α/∂θ = 12I, et ∂β/∂θ = − 2I, alors qu’avec
les conventions de [4] on aurait ∂α/∂θ = I, et ∂β/∂θ = I). Supposons qu’on
veuille estimer le parame`tre θ a` partir d’une observation z, de distribution de probabi-











Ceci est une conse´quence directe du fait que E{u} = 0. Soit maintenant θˆ(z) un
estimateur non biaise´ de θ. Alors, en suivant le meˆme raisonnement que dans [4], on
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peut montrer que E{θˆ uT} = E{(θˆ − θ) uT} = I et que E{θˆ uH} = 0. Puis en
de´veloppant l’expression de la matrice de covariance de (θˆ − θ)− F−1u∗, on obtient
finalement :




= E{(θˆ − θ)(θˆ − θ)H} and F def= E{u∗ uT} (21)
On remarquera que cette de´finition de la matrice d’information de Fisher est la
conjugue´e complexe de [4], a` cause d’une de´finition diffe´rente de la de´rive´e complexe
(et donc de la fonction score). Evidemment, ce n’est qu’une question de convention, et
les re´sultats qualitatifs restent les meˆmes. Les expressions (21) sont celles qu’on trouve
dans [12] et qui sont maintenant largement utilise´es en traitement du signal.
6 Calcul des bornes de Crame´r-Rao en pre´sence de
bruit non circulaire
Le facteur d’e´chelle λ avait e´te´ introduit en (7) pour des raisons nume´riques. Dans
cette section, nous allons utiliser le mode`le tensoriel avec les facteurs matriciels sans




ar  br  sr, (22)
Cependant, il y a toujours (K +L+M − 2)R parame`tres libres a` estimer, la premie`re
ligne des matrices A et B e´tant compose´e de 1. Autrement dit, le mode`le (22) peut eˆtre
obtenu a` partir de (4) par la transformation (16).
6.1 Vraisemblance
On suppose que le bruit n = nx + ny suit une loi normale complexe de moyenne
nulle. La vraisemblance de z, de´finie en (4), vaut :
L(z, z∗) def= pi−KLM (det(Σ) det(Q))−1/2 · exp{−(z− µ)H(Q−1)∗(z− µ)+
Re
(
(z− µ)TRT(Q−1)∗(z− µ))} (23)
ou` µ de´signe la partie non bruite´e de z, Σ est la covariance de z, C =
E
{
(z− µ)(z− µ)T} est la covariance non circulaire (quelquefois appele´e matrice
de relation), et
Q = Σ∗ −CHΣ−1C, R = CHΣ−1 (24)
Dans les simulations qui vont suivre, on conside`rera un bruit de forme ge´ne´rale,
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Notons le vecteur de parame`tres recherche´s
θ = [ψ1, . . . , ψR︸ ︷︷ ︸
ψ















= [B2,r, . . . , BL,r]
T. La vraisemblance L est par de´finition fonction de z et z∗,
et pas de ||z−µ|| seulement, en particulier lorsque le bruit n’est pas circulaire (C 6= 0).
6.2 Information de Fisher
Comme nous l’avons dit plus haut, il n’est pas ne´cessaire de faire des hypothe`ses
supple´mentaires sur S pour calculer les bornes de CR, contrairement a` ce qui a e´te´ fait
dans [16]. Le fait que la premie`re ligne de A et B est e´gale a` [1, . . . , 1] suffit a` re´duire















On obtient imme´diatement la fonction score :
uT =
1

















ou` n = z−µ. Puis en substituant u par son expression, on obtient la matrice de Fisher :
F =
1






















Comme les parame`tres angulaires ψ sont re´els et ceux de ξ sont complexes, on peut


























































avec (i, j) ∈ {1, 2} × {1, 2}, θ1 = ψ et θ2 = ξ.
Dans le cas d’un bruit circulaire (CCG), on remarquera que la matrice de Fisher











L’introduction de la variable ξ∗ dans le vecteur de parame`tres est alors inutile.
6.3 De´rive´es de µ par rapport a` ψ et ξ
Il nous reste maintenant a` donner l’expression des de´rive´es apparaissant dans (31).












et la re`gle de de´rivation par rapport a` la variable complexe, et on obtient facilement :
∂µ
∂aTf
= IK  bf  sf ∈ CKLM×K , 1 ≤ f ≤ R. (36)









2 − sinψf p¯3)  af (37)
ou` p¯2 et p¯3 de´signent respectivement la deuxie`me et troisie`me colonne de la matrice










= [φψ1 , . . . ,φψR ] ∈ CKLM×R (38)
Voyons maintenant la de´rive´e par rapport a` ξ. Les deerive´es partielles de µ par





= (af  ILM )(IL  sf )JL def= φb¯f ∈ CKLM×(L−1) (39)
∂µ(θ)
∂sTf
= af  bf  IM def= φsf ∈ CKLM×M (40)
ou` JL = [0(L−1),1 IL−1]T ∈ CL×(L−1) est une matrice de se´lection. Pour re´sumer :
∂µ
∂ξ
= [φb¯1 , . . . ,φb¯R ,φs1 , . . . ,φsR ] ∈ CKLM×R(L+M−1) (41)
La borne de CR relative aux DoA seules est obtenue en prenant le premier bloc
diagonal R × R de la matrice F−1, dont l’inverse est de´finie en (32). Cette proce´dure
traite les translations comme parame`tres de nuisance, ce qui est inte´ressant dans un
certain nombre d’applications comme nous l’avons pre´cise´ dans la section 2.1.
7 Simulations nume´riques
Cette section a deux objectifs. Premie`rement, nous montrons le roˆle de la pe´nalite´
Cρ(x), soit le long de la trajectoire lorsque le point limite recherche´ (la vraie solu-
tion) re´side dans la re´gion admissible, ou lorsque la contrainte est active au point limite
recherche´. Ce roˆle est montre´ par des comparaisons avec un algorithme de meˆme na-
ture, mais sans pe´nalite´. Deuxie`mement, on compare la RMSE (Root Mean Square Er-
ror) totale aux bornes infe´rieures de CR. On e´value e´galement l’ame´lioration apporte´e
par une troisie`me sous-antenne, lorsque l’on compare notre algorithme avec ESPRIT
(e´videmment, les re´sultats coı¨ncident avec ESPRIT quand deux sous-antennes seule-
ment sont utilise´es).
Dans toutes les simulations, l’antenne est forme´e de trois sous-antennes identiques
de´cale´es, de quatre capteurs chacune, comme repre´sente´ sur la Figure 1. La matrice de




 0 0 0 00 0 0.9428 0.2814
0 1 1.3333 2.0833

Par la suite, on prend ρ = 10, γ = 5 et ν = 1 ; ces choix heuristiques ont e´te´ satisfai-
sants dans toutes nos simulations.
7.1 Comparaison avec d’autres algorithmes d’optimisation
Pour montrer l’inte´reˆt de l’algorithme propose´, on le compare a` deux autres algo-
rithmes de CPD : i) son homologue sans contrainte et sans calcul de la valeur optimale
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de λ de´finie dans (7), ii) l’algorithme de descente de gradient de Levenberg-Marquardt
(NLS-LM) [17, 8]. Les performances sont e´value´es selon deux crite`res, l’erreur sur les
facteurs matriciels estime´s et la meilleure somme des “congruences” [30] ; ce dernier
crite`re n’est rien d’autre que le cosinus du premier angle principal [7]. Il est de´fini entre









ou` 〈·, ·〉 de´signe le produit scalaire associe´ a` la norme de Frobenius.
Pour comparer deux tenseurs de rang R > 1, la meilleure somme des congruences












Il sont compare´s dans deux cas diffe´rents : 1) des sources gaussiennes non corre´le´es
avec des DoAs bien se´pare´es, i.e. la contrainte n’est pas active (Cρ ≥ 0) a` la conver-
gence, et 2) des sources corre´le´es avec des DoAs proches, i.e. la contrainte est ac-
tive (Cρ < 0) a` la convergence. Afin de produire des re´sultats comparables, les trois
me´thodes sont initialise´es avec les meˆmes points initiaux, et partagent les meˆmes
crite`res d’arreˆt. Ceux-ci sont :





— la tole´rance sur la norme de Frobenius du gradient divise´e par le nombre
d’e´le´ments dans le gradient est fixe´e a` 10−8,
— le nombre maximal d’ite´rations est fixe´ a` 103.
• Simulation 1: Dans cette expe´rience, 1000 essais inde´pendants sont exe´cute´s
avec trois DoAs ale´atoires bien se´pare´es dans l’intervalle [0◦, 360◦[, et six e´chantillons
ge´ne´re´s ale´atoirement sont simule´es. Les tenseurs sont alors de taille 4 × 3 × 6. Les
points initiaux pour les trois me´thodes (propose´e, sans contrainte et NLS-LM) sont
ge´ne´re´s en utilisant la HOSVD (higher-order singular value decomposition) suivie
par cinq ite´rations de ALS (alternating least squares). Comme il a e´te´ mentionne´
dans la Section 4, on fait varier η au cours des ite´rations. Plus pre´cise´ment dans cette
expe´rience, η est initialise´ a` 0.1, et est divise´ par 100 quand Υ(x;λ) diminue de moins
de 10−4. Si la meilleure somme des congruences (43) est au-dessus d’un seuil de 0.97,
alors l’estimation est conside´re´e comme correcte [25].
La Figure 2 pre´sente le nombre d’ite´rations effectue´es dans chaque essai, ou` les
cohe´rences appartiennent toujours a` l’intervalle [.2, .6], i.e, Cρ > 0. On peut donc
observer que l’algorithme propose´ converge plus rapidement que celui sans contrainte.
Une inspection plus approfondie re´ve`le e´galement que la me´thode propose´e donne 99%
d’estimations correctes alors que l’algorithme sans contrainte et NLS-LM donnent 97%
et 97.5% respectivement.
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La Figure 3 pre´sente une comparaison des trois algorithmes en terme de pre´cision






pour chaque essai. On peut remarquer que l’algorithme propose´ et plus pre´cis que les
deux autres algorithmes. •
Iterations





















FIGURE 2 – Nombre d’ite´rations
exe´cute´es durant 1000 re´alisations
inde´pendantes.
Log10(DoA error)





















FIGURE 3 – Erreur d’estimation sur les
DoAs pour 1000 tenseurs.
• Simulation 2: Cette simulation vise a` montrer l’efficacite´ de l’algorithme propose´
dans des conditions tre`s difficiles, lorsque la contrainte est active au point limite re-
cherche´ : les sources s2 et s3 sont fortement corre´le´es et proches angulairement. Plus
pre´cise´ment, nous travaillons toujours avec la meˆme antenne, mais seulement M = 6
e´chantillons de temps sont utilise´s. La taille du tenseur est alors 4 × 3 × 6, et R = 3
sources incidentes, localise´es dans les directions ψ1 = 40◦, ψ2 = 83◦ et ψ3 = 85◦ res-
pectivement. Les sources sont ge´ne´re´es comme suit. Une re´alisation de trois vecteurs
ale´atoires inde´pendants de dimension 6 avec des e´le´ments i.i.d. a e´te´ effectue´e, donnant
les vecteurs c1, c2 and c3. Les sources sont ensuite construites comme suit : s1 = c1,
s2 = c2/, et s3 = c2/+c3, avec  = 0.005. En utilisant ces re´glages, les cohe´rences
sont alors e´gales a` µA = 0.99, µB = 0.99, µS ≈ 1 a` une pre´cision de 10−5 pre`s, et
Cρ = −0.99. Dans cette expe´rience, η est initialise´ a` 0.1, et est divise´ par 10 quand
la fonction objectif diminue de moins de 10−4 entre deux iterations conse´cutives, avec
cependant une valeur minimale de ηmin = 10−5.
La Figure 4 pre´sente les re´sultats obtenus dans le cas sans bruit, avec 100 diffe´rents
points initiaux. On peut remarquer qu’avec les meˆmes initialisations, l’algorithme pro-
pose´ est capable de localiser approximativement les trois sources, alors que les deux
autres algorithmes ne de´tectent meˆme pas la source a` 40◦. Le meilleure somme des
congruences, moyenne´e sur le nombre de sources, est trace´e sur la figure 4(b) ; cet in-
dice montre, dans ce cas, les mauvaises performances des algorithmes NLS-LM et sans
contrainte.
La Figure 5 montre la robustesse de l’algorithme propose´ en pre´sence de faible
bruit. On peut observer que les sources a` ψ2 = 83◦ et ψ3 = 85◦ sont bien de´tecte´es,
mais avec un biais directionnel similaire. Toutefois, l’activation de la contrainte en-
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traıˆne ge´ne´ralement une augmentation du biais. •






















(a) Histogram of estimated DoAs














FIGURE 4 – Scenario sans bruit avec sources proches et corre´le´es, ψ = [40, 83, 85].
µA = 0.99, µB = 0.99, µS ≈ 1 a` 10−5 pre`s, et Cρ = −0.99 ; re´sultats obtenus avec
100 initialisations ale´atoires.






















(a) Histogram of estimated DoAs















FIGURE 5 – Scenario bruite´ avec sources proches et corre´le´es, ψ = [40, 83, 85]. µA =
0.99, µB = 0.99, µS ≈ 1 a` 10−5 pre`s, Cρ = −0.99 and SNR= 20 dB ; re´sultats
obtenus avec 100 initialisations ale´atoires.
7.2 Simulations de Monte Carlo
Pour e´valuer l’efficacite´ de la me´thode propose´e, nous comparons ses performances
a` deux autres algorithmes, ESPRIT et MUSIC [27, 19]. Le crite`re utilise´ est l’erreur-






n=1(ψˆr,n − ψr)2 ou` ψˆr,n est la DoA estime´e dans le ne`me essai de
Monte-Carlo et N est le nombre total d’essais. Les bornes infe´rieures de´terministes
de CR donnent la re´fe´rence d’efficacite´. Le sce´nario sur lequel l’algorithme propose´
est teste´ peut eˆtre inte´ressant dans nombre d’applications, ou` les translations δ` sont
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inconnues, comme cela a e´te´ signale´ dans la Section 2.1. Pour montrer l’influence des
diffe´rents parame`tres du proble`me sur les re´sultats d’estimation, nous avons choisi trois
exemples a` e´tudier, dont les parame`tres sont pre´sente´s dans le tableau ci-dessous, ou`
δ2 = [0, 25λ, 0]
T, δ3 = [0, 37.5λ, 5λ]T.
Sous-antennes Bruit DoA
Simul. 3 L = 2, (δ2) CCG 40◦, 65◦, 83◦
Simul. 4 L = 3, (δ2, δ3) CCG 40◦, 65◦, 83◦
Simul. 5 L = 3, (δ2, δ3) NCCG 40◦, 65◦, 83◦
Dans ces simulations, l’antenne est toujours celle repre´sente´e sur la Figure 1, les
signaux sources ont la meˆme puissance, M = 200 e´chantillons de temps sont utilise´s,
et 200 essais de Monte-Carlo sont exe´cute´s pour chaque niveau de SNR (signal to noise
ratio). La valeur de η est la meˆme que dans la simulation 1. Les Figures 6(a), 6(b) et
7(a)-(b) pre´sentent les RMSE totales des DoAs obtenues dans les simulations 3, 4 et 5,
respectivement.
• Simulation 3: Les re´sultats rapporte´s sur la Figure 6(a) montrent que : (i) l’algo-
rithme de de´composition CP propose´ pre´sente les meˆme performances que ESPRIT,
ce qui est logique, (ii) MUSIC fournit de meilleures estimations, mais exploite plus
d’information, a` savoir la connaissance exacte des positions des capteurs, alors que
re´ellement cette information n’est pas disponible dans le sce´nario actuel. MUSIC sert
simplement de re´fe´rence. •
• Simulation 4: La Figure 6(b) montre que l’algorithme propose´ donne de meilleurs
re´sultats par rapport a` ESPRIT. La raison est que ESPRIT utilise au plus deux sous-
antennes, alors que l’algorithme propose´ les utilise toutes. Encore une fois, MUSIC est
pre´sente´ a` titre de re´fe´rence. •





















(a) L = 2 sous-antennes





















(b) L = 3 sous-antennes
FIGURE 6 – Erreur totale sur les DoA en fonction du niveau de bruit, ψ =
[40◦, 65◦, 83◦]. (a) L = 2, (b) L = 3 sous-antennes
• Simulation 5: Cette simulation montre que l’influence de la non circularite´ du
bruit sur les performances est relativement faible, du moins dans l’intervalle ε ∈
[0, 0.5], comme en te´moigne la figure 7. Les parame`tres de simulation sont les meˆmes
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que dans la simulation 4, mis a` part ε. L’agorithme propose´ fonctionne donc aussi bien
lorsque le bruit gaussien devient non circulaire. •


























































FIGURE 7 – Erreur totale sur les DoA (a, b) et les sources (c, d) en fonction du niveau
de bruit, avec L = 3 sous-antennes, ψ = [40◦, 65◦, 83◦]. (a) ε = 0, (b) ε = 0.5, (c)
ε = 0, (d) ε = 0.5.
8 Conclusion
L’algorithme propose´ est adapte´ au proble`me de localisation de sources en champ
lointain. Il permet en outre d’estimer les signaux e´mis par les sources. Pour fonction-
ner, il ne´cessite une “diversite´” supple´mentaire, en plus du temps et de l’espace. Dans
cet article, cette diversite´ est obtenue graˆce a` la proprie´te´ d’invariance par translation
dans l’espace, dont jouissent certaines antennes forme´es de sous-antennes identiques.
Nous avons montre´ qu’il est possible de localiser et d’estimer des sources dont le co-
efficient de corre´lation peut atteindre 0.99999 et se´pare´es angulairement de 2 degre´s,
et ce, avec tre`s peu d’e´chantillons temporels. Toutefois, un biais apparait lorsque les
sources se rapprochent, mais ceci ne compromet pas la de´tection d’apre`s les simula-
tions effectue´es.
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