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ABSTRACT 
Vapour pressure is an important property in the chemical and engineering industries. There are 
therefore many models available for the modelling of vapour pressure and some of the popular 
approaches are reviewed in this work. Most of the more accurate methods require critical property 
data and most if not all require vapour pressure data in order to regress the model parameters. It is 
for this reason that the objective of this work was to develop a model whose parameters can be 
predicted from the molecular structure (via group contribution) or are simple to acquire via 
measurement or estimation (which in this case is the normal boiling point). 
The model developed is an extension of the original method that was developed by Nannoolal et al. 
The method is based on the extensive Dortmund Data Bank (DDB), which contains over 180 000 
vapour pressure points (for both solid and liquid vapour pressure as of 2007). The group 
parameters were calculated using a training set of 113 888 data points for 2332 compounds. 
Structural groups were defined to be as general as possible and fragmentation of the molecular 
structures was performed by an automatic procedure to eliminate any arbitrary assumptions. As 
with the method of Nannoolal the model only requires knowledge about the molecular structure and 
the normal boiling point in order to generate a vapour pressure curve. In the absence of 
experimental data it is possible to predict the normal boiling point, for example, by a method 
developed by Nannoolal et al. 
The relative mean deviation (RMD) in vapour pressure was found to be 5.0 % (2332 compounds 
and 113 888 data points) which compares very well with the method of Nannoolal et al. (6.6 % for 
2207 compounds and 111 757 data points). To ensure the model was not simply fitted to the 
training set a test set of liquid vapour pressure, heat of vaporization and solid vapour pressure data 
was used to evaluate its performance. The percentage error for the test set was 7.1 % for 2979 
data points (157 compounds). This error is artificially high as the test data contained a fair amount 
of less reliable data. For the heat of vaporization at 298.15 K (which is related to vapour pressure 
via the Clausius-Clapeyron equation) the RMD was 3.5 % for 718 compounds and in the case of 
solid vapour pressures the RMD error was 21.1 % for 4080 data points (152 compounds). Thus the 
method was shown to be applicable to data that was not contained in the training set. 
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Vapour pressure has for a long time been an important property in chemical and engineering 
applications. It is useful in the design of distillation columns, storage and transport of materials and 
for determining cavitation in pumps to name a few examples. It is also important for predicting the 
fate of chemicals in the environment due to its predominant effect on the distribution coefficient 
between air and various other compartments (e.g. air and water). Daubert1 ranked vapour pressure 
second, behind critical properties, in the list of the most important thermophysical properties 
(ranking is based on required accuracy and uses). 
Many fitted (i.e. fitted directly to data) and predictive methods are available for the representation of 
the vapour pressure curve. Correlated (or fitted) methods are usually good over the range of data 
fitted but some extrapolate very poorly if not fitted to a wide enough data range (some of these 
methods will be discussed in the following chapters). A drawback of fitted models is that their 
parameters require experimental data which in many cases are not available. This means that a 
suitable quantity of the chemical (if not readily available) must be synthesized and vapour pressure 
measurements undertaken. 
Even though the Dortmund Data Bank (DDB2) contains over 180 000 data points for more than 
6000 compounds, it is only a fraction of the more than 100 000 (according to the environmental 
news network3) chemicals that are reported to be in use today. This coupled with the fact that new 
chemicals are continually being discovered (Bowen et al.4 estimate 200 to 1000 chemicals per 
annum) means that measurement is not only very expensive but also impractical (even though 
there is such a large amount of chemicals being discovered per annum many of these chemicals 
have vapour pressure which is too low to be of practical concern). For this reason accurate 
prediction methods have become increasingly popular. 
A popular approach for the prediction of thermophysical properties is group contribution methods. 
The component is broken down into structural groups (e.g. CH3, OH etc.). Their contributions are 
combined to describe the behaviour of the whole molecule. The methods are especially popular for 
properties like boiling point and critical properties, but surprisingly few exist (or are published) for 
vapour pressure prediction. 
In the preceding work of Rarey et al.5 and Nannoolal et al.678, group contribution estimation 
methods for the normal boiling point, critical data and vapour pressure of organic non-electrolyte 
compounds were presented. The objective of this work is to extend and improve the method for 
1 
vapour pressure estimation. This was achieved by addition of more data to the training set, further 
critical examination of the training set data and extended utilization of low pressure data for higher 
molecular weight components. Structural and functional groups were defined in such a way as to 
make the method as widely applicable as possible. Due to the importance of vapour pressure data 
the predictions should be reasonably accurate (usually within 5%) and have a low probability of total 
failure (i.e. errors in excess of 15%). 
2 
2 THEORY AND LITERATURE REVIEW 
2.1 Introduction 
By adding or removing heat from a pure substance or changing the system pressure, one can 
change the phase of the substance. Some of the common phase transitions are as follows: 
S o | j d sublimation > Q g g deposition > g0 | j c | 
Solid melllng > Liquid fre9Zing > Solid 
G a s conden..llon > L j q u | d vaporization > Qgg 
These phase transitions are often represented on a diagram known as a phase diagram. Figure 2.1 
shows a phase diagram for water, the solid lines are the phase boundaries or the lines of 
equilibrium between the phases. In addition to the phases shown there are often different phases in 
the solid region. If the type of solid phase changes along the sublimation curve, a discontinuity in 
the slope of the coexistence curve is observed. 
1 E+07 , 
100 200 300 400 500 
Temperature (K) 
600 700 800 
Figure 2.1 Phase diagram for water (semi log plot) - The solid liquid equilibrium (SLE) data points are only 
illustrative and not experimental data. 
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The lines of equilibrium show where 2 phases coexist, and the triple point is where 
solid/liquid/vapour all coexist. Consider a liquid in a sealed container with a vapour space above the 
liquid; the molecules in the vapour phase will eventually reach a state of dynamic equilibrium, with 
the rate of vaporization being equal to the rate of condensation. The vapour space is then said to be 
saturated and the resulting pressure in the container is called the saturated vapour pressure. 
The boiling point of a substance is defined as the temperature at which the saturated vapour 
pressure is equal to the ambient pressure. The most common vapour pressure point is the normal 
boiling point, it is the temperature at which the saturated vapour pressure is 1 atm (this is known as 
the standard atmospheric pressure and is defined to be 101.325 kPa). 
Due to its importance in process simulation (specifically distillation), vapour pressure is regarded as 
one of the most important thermophysical properties. Daubert1 ranks vapour pressure as the 
second most important thermophysical property, whereby his ranking system is based on the use of 
the property on its own, its input into other equations and the accuracy to which the property should 
be known. Unsurprisingly critical properties were ranked number one mainly due to the large 
number of corresponding states methods and correlations that are based on this reference point 
(many of the more accurate vapour pressure correlations also use critical data). 
Many equations have been developed to describe the vapour pressure from the triple point to the 
critical point. The Wagner9 equation has been shown to be able to reproduce the curve but it 
requires knowledge of the critical point and accurate data. Therefore an equation is required which 
gives the correct behaviour where only few data are available. Many of the vapour pressure 
equations that are used in industry today have their roots in the Clausius-Clapeyron equation. 
2.2 Vapour pressure models 
2.2.1 Classical thermodynamics 
A thermodynamic treatment of the pure component phase equilibrium described above was 
presented by Gibbs and further refined by other researchers (esp. Riedel, Ambrose). Gibbs 
introduced a quantity known as the chemical potential. The chemical potential of a species i, is 
given by the change in the total Gibbs free energy of a system if one mole (or molecule) of this 
species is removed or added. This process must not alter the state of the system, therefore the 







At a particular temperature and pressure the phase which has the lower chemical potential will be 
the more stable phase. Taking the example of the container used above, if the temperature of the 
liquid is suddenly raised the following will result (see Appendix G): 
jU <jU (2-2) 
This means that there will be transfer of mass from the liquid to the vapour phase until the chemical 
potentials in both phases are equal. Therefore for all points on the equilibrium curve the following 
holds (a and (3 represent the 2 phases on the curve): 
M" =Mfi (2-3) 
Since for a pure substance the chemical potential is only a function of and 2 of the 3 (there is no 
composition) state variables, we chose T and P (since we want an expression for vapour pressure) 













The differential form of the Gibbs function is (G,S and V are all molar properties) 
dG = -SdT + VdP (2-5) 










Substituting Eq. (2-6) and Eq. (2-7) into Eq. (2-4) yields: 
-SadT + V"dP = -S/'dT + V/'dP (2-8) 
This can be rewritten as: 
^ = ^ (2-9) 
dT V -V" 
Since the two phases are in equilibrium, Eq. (2-10) holds and substituting this into Eq. (2-9) yields 
Eq.(2-11): 
ua _U0 
Sa-S"=- — (2-10) 
dP H°-H> AH ( M 1 ) 
dT T(Va-V) TAV 
Eq. (2-11) is the well known Clausius-Clapeyron equation and it is valid for all points along the lines 
of coexistence. As stated above, it is frequently used as the starting point for vapour pressure 
correlations. A popular form of Eq. (2-11) is obtained by substituting the compressibility factor for 
the molar volume, and tidying up the differential on the left hand side: 
dlnP AH 
,, 1) RAZ 
As shown is Figures 2.2 and 2.3 both AHvap and AZvap are similar functions of temperature. For this 
reason the simplest assumption that can be made is that the LHS of Eq. (2-12) is a constant, for the 
sake of simplicity, called B. Integration of Eq. (2-12) is then trivial: 
\n-^— = A-— (2-13) 
1/cPa T 
This expression can be surprisingly accurate for small enough temperature ranges (typically <20 K, 
however for certain parts of the temperature range can be as large as 60 K - see Figure 2.4) but for 
larger temperature ranges it is woefully inaccurate. For this reason various modifications have 
6 
been made to increase the accuracy of the predictions. The two most well known of the semi-
empirical (Clausius-Clapeyron) type equations are those of Antoine10 and Riedel11. These two 
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Figure 2.2 Heat of vaporization of benzene as a function of temperature (• - data from the DDB , — Watson 
equation [Eq. (2-36) with m = 0.391]) 
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Figure 2.4 AHwap/AZvap of benzene as a function of reduced temperature (T, = T7TC) (calculated from the Watson and 
the SRK EOS using the Twu alpha function (Twu et a\")) 
Figure 2.4 shows why the assumption of B being a constant is a poor one (except 0.76 < Tr < 0.86), 
however is quite evident that the curve is more or less linear below the boiling point (Tr • 0.63). 
2.2.1.1 The Antoine equation 
The main problem with Eq. (2-13) is that it is based on assumptions which do not hold. Thus further 
corrections had to be developed to make the equation more widely applicable. Antoine10 proposed 
a new form of Eq. (2-13) as: 
log 
1/(Pa 
= A + - B 
T-C 
(2-14) 
The introduction of the C parameter meant that the equation could now account for the slight 
bowing of the vapour pressure curve. This equation has since become known as the Antoine 
equation and has become very popular due to its simplicity and accuracy. The Antoine equation can 
suffer from poor extrapolation (as with most other fitted models) as shown in Figure 2.5. The 
equation which was fitted over the full range (270 K - 560 K) of data shows good correlation, even 
the fairly narrow mid-range data (350 K - 380 K) shows fairly good extrapolation either way. The 
problem is that when the equation is regressed against either low or high pressure data the 
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Figure 2.5 ln(P*/101.3 kPa) vs. 1/T for benzene showing Antoine plots fitted to different temperature ranges (>. - data 
taken from the DDB 270 K to 560 K, - - - 270 K to 300 K, — 350 K to 380 K, 380 K to 410 K ) 
Table 2.1 shows how the Antoine constants differ depending on the temperature range used. It is 
interesting that the C parameter exhibits the greatest instability and for the final two ranges the C 
gets very small and the Antoine equation approximates Eq.(2-13). 
Table 2.1 Antoine constants for various temperature ranges 
Range (K) B(K) C(K) 
270 - 560 
350 - 380 














Figure 2.6 shows AHrap//(RAZrap) as predicted from the Antoine equation together with the data for 
benzene. The plot shows the inability of the Antoine equation to predict AH /(/?AZrap) at high 
temperatures. Nevertheless the prediction is still fairly accurate for a reasonable temperature above 
the boiling point. Table 2.2 shows percentage errors of the Antoine equation for various 
compounds. The Antoine equation compares quite well to more complex methods (in the sections 
following). For discussion on the errors for this and the other methods presented see Appendix H. 
9 
Table 2.2 Relative mean deviations (RMD) for vapour pressures of selected compounds - Antoine equation 
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Figure 2.6 Antoine prediction of AHvap/(RAZVap) (• - calculated from SRK and the Watson equation for benzene, 
Antoine prediction - Eq. (D-1)) 
2.2.1.2 The Cox equation and Cox charts 
The approach taken by Cox13 was to rewrite Eq. (2-13) as follows: 
log 
f ps \ 
patm 
\~ J 
A ,, B (2-15) 
This means that at the normal boiling point the logarithm will fall away and thereforeB = -A'Tb, 
which when substituted back into (2-15) yields: 
10 
I O 9 ( £ ) - 4 - T ) (2"16) 
He then assumed that A' was not a constant, but rather a function of temperature: 
log/\' = log/\c+£(1-r r)(F-r f) (2-17) 
Where Ac is A' at the critical point and E and F are empirical constants. For hydrocarbons with more 
than two carbon atoms F = 0.85. If the critical properties of the substance are not known, a simple 
power series can be used to approximate A' (the more accuracy required the more terms in the 
series). For many years the Cox equation was considered to be one of the best equations for 
vapour pressure for application from the triple point to the boiling point. 
Another successful development of Cox14 was the so called Cox chart. Cox charts are constructed 
so that, for some reference fluid, the scale of the abscissa is adjusted so that the pressure (log-
scale) versus the temperature is a straight line. When other compounds from the same homologous 
series are plotted the lines are usually found to also be nearly linear. An interesting feature of these 
plots is that all the lines for a homologous series tend to converge at a point known as the infinite 
point. Thus for a new compound in the homologous series one only needs a single vapour pressure 
point to generate an approximate vapour pressure curve. Calingaert and Davis15 showed that the 
Cox chart closely represents the Antoine equation. Figure 2.7 shows how the Cox equation 
provides a more realistic shape of the AHrap/(RAZrap) curve. Even though the shape looks more 
realistic the error is still comparable to that of the Antoine plot. As can be seen from Table 2.3 the 
percentage errors are similar to those for the Antoine equation in almost every case. 
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Figure 2.7 Cox prediction of AHvap/(RAZvap) (• - calculated from SRK and the Watson equation for benzene, 
prediction - Eq. (D-2)) 
Cox 
2.2.1.3 The Riedel equation 
An approach used by many people is to approximate B (=AHvap/RAZVap) with a power series: 
e = xe,r (2-18) 
Integrating Eq. (2-12) using Eq. (2-18) for B gives the following: 
In-
B, r 6 W r 
1/<Pa 
/\ + -2- + S1lnr + ^ ^
l T (2-19) 
The widely respected DIPPR16 group uses a form of Eq. (2-19) known as the DIPPR 101 equation: 
l n - ^ — = A + - + C\nT + DTE 
\kPa J 
(2-20) 




s =A + — + C\nTr+DT? (2-21) 
Based on the Principle of Corresponding States, a criterion known as the Riedel criterion was 
derived. The Riedel criterion is deduced from plots of a vs. Tr, where a is defined as: 
a = d-^l (2-22) 
cf(ln7r) 
It states that ^a/jj = 0 when Tr = 1 (i.e. at the critical point). Using ac (which is the value of alpha 
at the critical point) one can then estimate the values of the Riedel parameters (A,B,C&D). Riedel 
developed a set of further criteria, which needed to be met in order to obtain a physically realistic 
vapour pressure equation, (see Appendix C). Figure 2.8 illustrates that the Riedel equation shows a 
much better reproduction of the experimental shape of the vapour pressure equation than the 
Antoine equation. The reason that the curve is slightly removed from the data points is that the 
Riedel equation parameters are calculated from set criteria so as to make the fit physically realistic. 
Also shown on the plot is the fitted Riedel equation, this was found by using the calculated Riedel 
parameters as a starting point and regressing the parameters. The resulting curve shows a near 
perfect representation of the curve up to about 530 K (which is 30 K below the critical temperature). 
The percentage error for the selected compounds is actually worse than the methods of Antoine 
and Cox on most occasions. This is not due to the model itself but just the way the parameters are 
calculated (they are calculated solely from the Riedel criterion and are not fitted to the data). 
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Figure 2.8 Riedel prediction of AHvap/(RAZVap) (• - data from SRK and the Watson equation for benzene, 
prediction - Eq. (D-3), - - - Riedel direct fit - Eq. (D-3)) 
Riedel 
2.2.1.4 The Myrdal & Yalkowsky equation 
The method of Mydral & Yalkowsky17 is a modification of the work of Mishra & Yalkowsky18. The 
method is only valid for temperatures below the normal boiling point (the lower the better) since in 
the model it is assumed that the change in compressibility factor upon vaporization (AZvap) is unity. 
The form of the Clausius-Clapeyron equation then takes the following form: 
In-
Jf— 1/cPa JRT 
(2-23) 
The change in enthalpy is then described in terms of the vaporization of a solid (assuming that the 
heat of vaporization is a linear function of temperature): 
AH = AHm + AHb + (C« -C;)(Tm - 7 ) + (Cp -Cp
9)(Tb -T) (2-24) 
Then assuming that the heat capacities are constant with respect to temperature (which is a 
reasonable assumption); integrating Eq. (2-23) and introducing the entropy of melting 


















[Note: the derivation shown above is for sublimation, therefore if only vapour and liquid are present 
the first 2 terms of Eq. (2-25) fall away.] The assumption that is made is that the 4 unknown 
parameters in Eq. (2-25) can be approximated. The difference between the method of Mydral & 
Yalkowsky and that of Mishra & Yalkowsky is in the definition of these approximations. Mydral & 
Yalkowsky introduce some new structural properties like hydrogen bonding number and torsional 
bond number to more accurately describe the various parameters and make the model more widely 
applicable. This model has been quite popular in applications involving environmental science. A 
recent review by Clegg19 showed that it was comparable to other predictive models such as that of 
Nannoolal et al.8. Eq. (2-25) can be rewritten in the following form: 
l n - ^ - = /4 + - + Clnr (2-26) 
M<Pa T 
where the constants A,B and C are groupings of the parameters in Eq. (2-25). This is to be 
expected since the heat of vaporization was assumed to be a linear function of temperature (Eq. 
(2-24)). Therefore the best performance of this model can be calculated by fitting the new equation 
parameters to data (below the boiling point since that is what the model was designed for). Figure 
2.9 shows the best possible Mydral & Yalkowsky prediction for benzene. The parameters were 
fitted to data below 40 kPa to give the best possible fit. As was expected the fit is good up to 
approximately the boiling point but diverges greatly thereafter. The method is very simple to 
implement and provides acceptable errors (Table 2.5) for the selected compounds (only data below 
the boiling point were used). 
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Figure 2.9 Best possible Mydral & Yalkowsky prediction of AHv,p/(RAZ„ap) (• - data from SRK and the Watson 
equation for benzene, Mydral & Yalkowsky prediction - Eq. (D-4)) 
2.2.1.5 The Tu group contribution method 
20 
A group contribution method for the estimation of vapour pressures was developed by Tu 
Assuming a quadratic temperature dependence of the B parameter the following vapour pressure 
equation results (from the integration of the Clausius-Clapeyron): 
l n - ^ — = A + --C\nT-DT 
\kPa T 
(2-27) 
Then by the usual assumption that the total group contribution is simply the sum of the individual 




£W, \A, +=!--Cl\r\T-DlT (2-28) 
It was found, however that this model did not follow the group contribution scheme and therefore 




1 kPa g I mol 
YNAa.+Z—cAnT'-dT + Q (2-29) 
Where 7 ' = 7/100 , M is the molar mass, ai, b,, c> and d| are the group contributions for group i; and 
Q is a compound specific correction which is given as: 
Q«£ta (2-30) 
The terms § and q; have different functions depending on the value of the index, for / = 1 they are 
structural corrections and for / = 2 they are functional group corrections. For alkylbenzenes £ is 
given by Eq. (2-31) and for all other compounds § = 1. 
4i=s0 + s,Ncs+s2Nbs+s3Ne (2-31) 
The N terms are affected by the number and nature of the alkyl substituents. The expressions for q, 
for ring and non-ring compounds respectively are: 
q^^+^-rjnr-v" (2-32) 
q 1 = « l n + | ^ - 7 1 n l n 7 ' - < 5 l n 7 ' (2-33) 
The functional group terms are given as: 
£ =f +fN +f. A/3 +f N 
b2 ' o T ' r o n t , 2 / , o n T V , i 
i f A / I 
cm (2-34) 
Q2 =a2+—i-y2 In 7 ' - £ , 7 ' (2-35) 
The term Ncm is the total number of carbon atoms in the compound and all the other symbols which 
have not been explained are simply constants which vary depending on the group of compounds to 
which they belong. This results in a total of 135 correction parameters and 216 group parameters 
which means that the total number of model parameters is 351. 
17 
The method is claimed to have an average deviation of 5% when tested with 336 organic 
compounds with 5287 data points. The model parameters were generated by using a set containing 
342 compounds with 5359 data points. The high number of model parameters makes this model 
highly susceptible to over-fitting. Also since many of the parameters are "group-specific" the method 
becomes less generally applicable. As with the model of Mydral & Yalkowsky the model of Tu was 
tested by directly fitting Eq. (2-27) to the data and the resulting plot is shown in Figure 2.10. The 
quadratic approximation increases the capability of the equation up to and just beyond the boiling 
point but the model still falls off when nearing the critical point. The method of Tu is quite complex 
to implement by hand and provides very poor prediction for some of the selected compounds. 
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Figure 2.10 Best possible Tu prediction of AHvap/(RAZvap) (• - data from SRK and the Watson equation for benzene, 
Tu prediction - Eq. (D-5)) 
18 
2.2.1.6 The modified Watson equation 
The Watson equation (Eq. (2-36)) is a popular equation for representing the heat of vaporization as 
a function of temperature. Figure 2.2 shows an example of how accurate the representation can be. 
AH, = AH, LzL 
T-T„ 
(2-36) 
Lyman et al21 assumed that Tc * 1.5Tb. The Watson equation then simplifies to 
AHv*AHJ3-2Tb)> (2-37) 
where Tpb =TITb and m = 0.19. Then combining Eq. (2-37) and Eq. (2-23) (as with Mydral & 
Yalkowsky this method is only valid for low pressures) integrating twice by parts and dropping the 







1 lnr ' pb 
•pb 
(2-38) 
The AZb term is assumed to always have a value of 0.97, and the following approximation of 
Fishtine22 is used to calculate AHvb/Tb (where R = 1.973 cal/mol.K - as in Eq. (2-38)): 
AH„, 
K,(8.75 + Rln7"b) (2-39) 
where Kf is dependant on the dipole moment and is tabulated for various compound classes 
(Lyman et al21 and Voutsas et al.23). As with Mydral & Yalkowsky the advantage of such a method is 
that only the boiling point is needed to make predictions of the vapour pressure (at low pressures). 
Figure 2.11 shows how the Watson equation represents the AHvgp/(RAZvap)curve. The reason for 
the rather poor fit is due to the simplifying assumptions that were made in the formulation of the 
model. Above the boiling point the model falls away drastically and this is due to the fact that an 
ideal vapour phase (i.e. AZ = 1) was assumed. For the results in Table 2.7 only data below the 
boiling point were used. The errors are fair, however accurate data for Kf is needed and this is 
difficult for more "exotic" compounds - for example the relatively large error for perfluorohexane. 
19 
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Figure 2.11 Best possible "modified Watson" prediction of AHvop/(RAZvllp) (• - data from SRK and the Watson 
equation for benzene, "Modified Watson" prediction - Eq. (D-6)) 
2.2.2 Kinetic theory of vaporization 
According to kinetic theory, a gas is composed of a large number of molecules which when 
compared to the distance between them are usually rather small. The molecules are in a constant 
state of random motion and frequently collide with other molecules and any surrounding objects (i.e. 
a container wall). The molecules are assumed to have standard physical properties (e.g. mass). 
The average kinetic energy of the molecules (viz velocity) is a measure of the temperature of the 
gas. Since the particles have mass the collisions with the gas and a surrounding container impart a 
certain momentum on the container and gives rise to a pressure. 
20 
Abrams et al developed a vapour pressure equation based on the theoretical treatment of 
,25 
Moelwyn-Hughes , which uses a multiple-oscillator model for the liquid phase, to take into account 
for the form of the molecules (using a cubic approximation for B - see Eq. (2-13)): 
In - ^ - = /\ + - + Cln7 + D7 + Er2 
\kPa T 
(2-40) 
The five parameters in the above equation are calculated directly from kinetic theory and so the 
model has only two adjustable parameters. The first adjustable parameter is s, which is the number 
of loosely coupled harmonic oscillators in each molecule (this is a model assumption). The second 
parameter is the characteristic energy E0 which, together with temperature, is used to measure the 
rate of molecules escaping into the vapour phase. The expressions for the five parameters are 
given as follows (T(s) is the gamma function where r(s) = (s-1)!): 
A = \{\ 
R_' 




C = 1.5-s (2-43) 
D 







Figure 2.12 shows that this model describes A/-/rap/(RAZrap) fairly well. The model parameters given 
by Abrams et al24 were inaccurate and therefore new values of E0 and s were fitted. The model was 
only fitted to data below 200 kPa since that is the upper limit of the application of the model. Table 
2.8 shows that the model performs very well for the test set of data with most predictions being in 
the region of 2%. The power of this model is that it has all the benefits of a 5-parameter model 
(good fit to data) and very few of the downfalls (i.e. stable fits to the data since there are only 2 
adjustable parameters - see paragraph 4.1) 
21 
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Figure 2.12 Abrams et al. prediction of AHv,p/(RAZuap) (• - data from SRK and the Watson equation for benzene, 
Abrams et al.24 prediction - Eq. (D-7)) 
2.2.3 Equations of state 
2.2.3.1 Alpha functions 
Equations of state are used to relate the macroscopically measurable properties in a system. These 
properties are usually; temperature, pressure, volume and mass. For a perfect (or ideal) gas the 
well known Ideal gas law is used. This is the simplest assumption and is only suitable at low 
pressures and high temperatures. The first cubic equation of state that was applicable to a real gas 
and the liquid phase was proposed by van der Waals: 
22 
v2 
{Vm-b) = RT (2-46) 
Where Vm is the molar volume, a is the attraction parameter and b is the repulsion parameter. 
These parameters are usually calculated from critical temperature and pressure. As cubic equations 
of state (CEOS) predict identical behaviour for all fluid relative to their Tc and Pc, they are said to 
employ the 2 parameter corresponding states principle. Since the equation of van der Waals many 
CEOS have been developed for both pure components and mixtures in the vapour and liquid 
phase. The most common type of EOS is the cubic EOS, cubic refers to the fact that if expanded 
the equation would be at most a third order polynomial. 
Many of the early equations of state had the downfall that they could not correlate the phase 
equilibria of mixtures. Soave recognised that the performance for VLE (vapour-liquid-equilibria) was 
not only dependant on the mixing rule (used to relate pure component parameters to mixture 
parameters) but also on the performance with respect to pure component vapour pressures. This is 
accounted for by use of the alpha function in the EOS, an example of such an EOS is the Soave-
Redlich-Kwong (SRK) EOS: 
RT aa(Tr,co) 
V -b V (V +b) 
As stated above the alpha function that enabled better vapour pressure representation (for non-
polar fluids) was suggested by Soave26 (there were other alpha-type functions that were developed 
prior to this but they did not provide good enough vapour pressure representation): 
a = [1 + m(1-rf
05)]2 (2-48) 
The parameter m is a function of acentric factor as follows (there are 2 versions of this equation): 
m = 0.480 + 1.574«-0.175co2 (2-49) 
The Pitzer acentric factor for a pure compound is defined with reference to its vapour pressure. It 
was noted that \ogPr against MTr plots for simple fluids (Ar, Kr, Xe) lay on the same line and 
passed through the point logPr =-1.0 atTr =0.7. The deviation of the non-simple fluids from this 
point was defined as the acentric factor (Eq. (2-50)), which is sometimes thought of as a measure of 
the non-sphericity of the molecule (with co = 0 being perfectly spherical). Equations using the 
23 
parameter co in addition to the Tc and Pc are said to employ the 3 parameter corresponding states 
principle. 
o> = -1.0- log(P f )^0 7 (2-50) 
Soave's alpha function was able reproduce vapour pressure at high reduced temperatures well but 
diverged for low reduced temperature data (i.e. for the heavy hydrocarbons which have large critical 
temperatures). There are many different forms of the alpha function that have been proposed since 
Soave's but, as noted by Coquelet et al.27, they should satisfy the following criterion: 
• They must be finite and positive at all temperatures 
• They must be assume a value of 1 at the critical point 
• The limit as temperature tends to infinity must be zero 
• They must be continuous for T>0 as should their first and second derivatives 
An example of a further developed alpha function is the 3-parameter Mathias-Copeman28 
formulation (notice when c2 = c3 = 0 it has the same form as Eq. (2-48)): 
a{T,co) = 1+c, (1 - JTr)+c2 (1 - Vr7)
2 + c3 (1 - 4rr)' (2-51) 
The constants (ci-c3) can either be given as values or in the form of generalised equations similar to 
Eq. (2-49). More recently a very successful alpha function was developed by Twu et al.12 (Eq. 
(2-52)). In order to find reliable alpha function parameters that are also valid at very low pressure 
the regression should include ideal gas and liquid heat capacity at low temperature. 
a(T) = rf
N(M'1) exp[L(l - Tr
NM)] (2-52) 
Vapour pressures can be found from the EOS by using the fact that 01 = </>" (since the phases are 
in equilibrium) and solving the resulting equations for pressure (which will be the vapour pressure). 
In the absence of a solver there is an iterative routine presented by Reid et al.29. Table 2.9 shows 
how the Soave EOS performs for the test set. The relatively high error for propanol is due to the fact 
that this EOS is meant for non-polar molecules. The SRK plot for AHvgp / (RAZ^) is shown in Figure 
2.13 the prediction is remarkably good below the stationary point as apart from the critical 
properties and the acentric factor no other data is needed. (The prediction of heat of vaporization is 
24 
shown in Appendix F, similar to the method of Eubank et al.30,31). 
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Figure 2.13 SRK prediction of AHvap/(RAZvl,p) (• - data from SRK and the Watson equation for benzene, 
prediction - Appendix F) 
SRK 
2.2.3.2 Lee-Kesler method 
An alternative to the analytic approach of the cubic EOS is the 3 parameter corresponding states 
method of Pitzer32, which employs very precise data for two reference fluids. The linear interpolation 
of Z with respect to 2 reference fluids as a function of the acentric factor is as follows: 
Z = Zm(Tr,Pr)+vZ"(Tr,Pr) (2-53) 
25 
The Z(0) term is for simple fluids and the Z<1) term is the departure function for a fluid with co = 1. The 
governing assumption is that fluids with the same acentric factor will have the same compressibility 
factor. Once the compressibility factor is known it can be related to the state variables by its 
definition: 
PV 
Z = -!-— (2-54) 
nRT 
The determination of the vapour pressure equation is similar to that of the compressibility factor, 




The functions f*0) and f° ' have are expressed by Lee and Kesler33,29 as follows (they have the same 
form as the Riedel equation): 
f{0) = 5.92714- 6 0 9 6 4 8 -I.28862ln7f +0.1693477;
6 (2-56) 
f (1)= 15.2518 -1 5 '6 8 7 5~13.4721ln7; +0.435777,6 (2-57) 
As with the alpha functions these equations are popular in the petroleum industry but are limited to 
fluids for which critical data are available. The Lee-Kesler method was simple to implement and was 
quite accurate for the set of test data (Table 2.10). 
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Figure 2.14 Lee-Kesler prediction of AHv,p/(RAZvap) (• - data from SRK and the Watson equation for benzene, 
Lee-Kesler prediction - Eq. (D-8)) 
2.2.4 Empirical models 
The very first vapour pressure equation was an empirical correlation suggested by Dalton34 (Eq. 
(2-58)), however as more accurate vapour measurements were made available his prediction was 




Since then many empirical models have been developed for the prediction of the vapour pressure. 
Another early empirical model is the one developed by Bose34: 
P b d e 
In = a — + —7 + ^ r 
^kPa T T2 T3 
(2-59) 
The empirical models that have gained a large amount of respect (and use) are not the ones that 
are fitted to vapour pressure data indiscriminately but rather those which are subject to certain 
constraints to make the curve physically realistic. 
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2.2.4.1 The Wagner equation 
Arguably the most popular and widely used empirical method is that proposed by Wagner' 
Originally the method was developed with very high precision data that was available (i.e. water, 
nitrogen etc), however since then it has been applied to lower accuracy data. A common form of the 
Wagner equation is as shown (sometimes referred to as the 1-1.5-3-6 Wagner or just the 3-6 
Wagner equation): 
1-r 
with the reversed temperaturer = (1-7" f). Fitting of the parameters of the Wagner equation is not 
simply done by a least squared fit but rather by a more statistical approach where the equation is 
subject to the following three constraints (as outlined by Chase36): 
• The resulting AHvap/AZvap vs. T curve has a minimum within a specified range of reduced 
temperature values (this is referred to as Waring's37 criterion) 
• At low reduced temperatures the value of AHvap/AZvap should approximate AHvap (This is 
because at low reduced temperatures AZvap —> 1) 
• The term ln(P/P')T og6 must fall within a specified range, InP' is the straight line joining the 
points Tr=0.7 and Tr=1 on a InP vs 1/T plot (This is known as the Ambrose criterion) 
The Wagner equation is widely used in industry for the purpose of simulation since it is one of the 
few equations that can accurately represent the vapour pressure curve from the triple to the critical 
point. As with the equations of state it can only be applied to compounds for which critical data are 
available. As previously the validity of the model was analysed by plotting data for AHvap/(RAZvap) 
against the values predicted from the Wagner equation. The parameters for the Wagner equation 
were obtained from Reid et al.29. As can be seen in Figure 2.15, the Wagner equation is both 
accurate and physically realistic. This has a lot to do with the way in which the parameters are fitted 
(as discussed above). The reason that the curve seems to deviate slightly from the data could be 
because the Wagner parameters were obtained from an external source and could therefore have 
been fitted to some lower quality data. Nevertheless it is still quite clear that the Wagner equation 
provides a physically realistic shape. Even though the Wagner equation has in most cases the 
lowest error for the test data (Table 2.11), it is still comparable to the other methods that have been 
presented. 
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Table 2.11 Relative mean deviations (RMD) for vapour pressure of selected compounds - Wagner (* - parameters 
fitted by author) 
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Figure 2.15 Wagner prediction of AHv^RAZvap) (• - data from SRK and the Watson equation for benzene, 
Wagner prediction - Eq. (D-9)) 
2.2.4.2 Quantitative structure property relationship 
Popular methods for property estimation in the environmental and pharmaceutical sciences are 
quantitative structure property relationships (QSPR). These methods try to relate chemical 
properties (like vapour pressure and boiling point) to compound specific descriptors like topological 
indices and polarizabilities. The advantage of using these descriptors is that they can be calculated 
without any knowledge of the properties of the compound. However as noted by Liang et al.38, 
some of these methods still rely on some empirical data for example boiling points. Determination of 
the vapour pressure seems, for the most part, to be restricted to sub-boiling temperatures and in 
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some cases to a single fixed temperature (usually 25°C). 
A correlation that is proposed by Liang et al.38, relies only on the polarizability and polar functional 
group counts: 
log—^— = -0.432a -1.382( OH) - 0.482(C = O) - 0.416(NH) -a1/cPa (2-61) 
2.197(COOH)-1.383(/VO2)-1.101(C = /V) + 4.610 
Where a is the polarizability and the bracketed terms refer to the number of the corresponding 
functional group. The advantage of such an approach is that the vapour pressure can be calculated 
from knowledge of the chemical structure (since the polarizability can be calculated using quantum 
mechanical calculations). It is evident from the form of the equation that the vapour pressure is only 
applicable to a single temperature (25°C in this case). 
Another such model is proposed by Paul . The parameters in his equation are the solubility 
parameter (SP), molar refractivity (MolRef), molecular weight (MW) and number of hydrogen 
bonding acceptors (HBA). Both the solubility parameter and the molar refractivity can be calculated 
from quantum mechanical calculations. The equation is again for 25°C and has the following form: 
log—— = 8.81 + 0.2HBA - 5 x ̂ -5(MW)( SP)2 a1/cPa V ' (2-62) 
-0.05/Wo/Rer~-0.08SP 
2.2.4.3 Interpolation polynomials 
With the advent of computers, more complex mathematical approaches can be used for the 
determination of the vapour pressure curve. One of the approaches that are used is to approximate 
the vapour pressure curve with a very large polynomial series. This is useful because depending on 
the accuracy needed; terms can be kept or dropped from the series. However this type of approach 
is quite unstable as one further term can affect all the previously calculated values. Using 
Chebyshev polynomials can make the equation more stable, this type of approach was outlined by 
Ambrose40. 
A novel approach that was found is the use of Interpolation polynomials, where the interpolation 
polynomial is fixed at certain points and a residual term accounts for any error in the resulting 
expression. In the equation presented by Ledanois et al.41 O represents the interpolation polynomial 
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The general form of the interpolation polynomial (in the Newton form) and the residue are: 








^ IV J 
Zc,r; (2-65) 
The indices n and m in the above equations refer to the number of 'anchor points' and the number 
of parameters used in the residue function respectively. An approach of this type is useful 
especially if there are good data available over the full vapour pressure range. It is most often 
employed together with multi-parameter equations of state, where the solution of the iso-fugacity 
criterion is numerically difficult. Instead the solutions for the vapour pressure curve are then 
provided as Chebyshev polynomials for convenience. 
2.3 Solvation theory 
A method which has gained increasing popularity in recent times is predicting properties from 
solvation theory. The great advantage of these methods is that they have the potential to be able to 
produce results for any compound. The exact details of the quantum mechanical calculations are 
beyond the scope of this work but the general procedure is to calculate the salvation free energy 
(AG*so1) and relate this to the property of interest. Ben-Nairn42 defines solvation as "The process of 
transferring one molecule from a fixed position in an ideal gas phase to a fixed position in the fluid 
phase at constant temperature and pressure". An example of such a model is the one presented by 
Lin et al.43 where they determine the solvation free energy as follows: 
AG,7f = &GJ° + AG^' (2-66) 
Where the vdw solvation free energy is in effect the non-polar (or van der Waals) contribution to the 
salvation free energy and the el solvation free energy is made up of the polar and the hydrogen 
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bonding contributions. Lin et al.43 report a percentage error of 76% for vapour pressures at the 
normal boiling point which shows that, while promising, these methods still have a long way to go to 
compete with the current methods available. 
2.4 Solid vapour pressures 
Many high boiling organic compounds are solid at room temperature (and above). These 
compounds exert a certain vapour pressure which is of particular interest to environmental 
scientists who use it to determine the fate of compounds (there are many other uses). Solid vapour 
pressure data can be converted to a sub cooled liquid vapour pressure which can be represented 
using the models above. The conversion from solid to sub-cooled liquid data is shown in Figure 
2.16. Since the difference between the gradients of the sub-cooled liquid line and the sublimation 
line is known the conversion is a simple matter. The mathematical representation of this relationship 
is given by: 
P P 
l n - 3 - = ln-1/cPa M<Pa 
AH 2 1_ 
T 7" 
(2-67) 
Eq. (2-67) assumes that there are no further transition points (change from one solid phase to 
another) and that the heat of melting is independent of the temperature which is often an 
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Figure 2.16 ln(P*/101.3kPa) vs. 1/T for benzene, with solid vapour pressure data ( x - liquid data taken from the DDB2 
solid data taken from the DDB2 — solid vapour pressure, • • sub cooled liquid vapour pressure) 
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3 COMPUTATION AND DATABASE TOOLS 
3.1 Database 
The single factor which is most important for the development of a reliable model is the availability 
of large amounts of accurate data. For this project the Dortmund Data Base (DDB) was utilized. The 
DDB contains over 180 000 vapour pressure data points (both solid and liquid vapour pressures) for 
some 6000 compounds. 
All data were stored in a Microsoft Access database and Visual Basic for Applications (VBA) in 
Excel was used to communicate with the database. VBA has many different means to communicate 
with databases; a popular method is the use of ActiveX Data Objects (ADO). The basic steps that 
VBA must use when accessing data via ADO are: 
• Use ADO to establish a connection to the database 
• Create a data storage variable (known as a record set) 
• Populate the record set (e.g. via a structured query language (SQL) query) 
• Analyse or manipulate the data and save any changes 
• Close the record set and terminate the connection 
3.2 Data validation 
In order to make the model as generally applicable as possible the data that were used for 
parameter regression needed to be accurate and free of outliers. Due to the massive amount of 
data it was simply impractical to plot all the data manually and therefore a GUI (graphical user 
interface) was developed in VBA in order to streamline the whole process. Plotting data is a very 
good way of removing any obvious outliers, however due to the logarithmic scale high pressure 
outliers were more difficult to notice. While plotting of the data is a very practical and fast way of 
detecting outliers there is sometimes simply no way to determine the accuracy of the data. The 
reason for this is that if there is only data from one source, the data may be smooth and therefore 
seem accurate but may in fact have been measured incorrectly. (Screenshots of the data validation 
GUI and the model testing GUI are shown in Appendix E) 
Consider the following two typical examples of data found in the DDB. Figure 3.1 shows the plot of 
the data for amyl formate. In the absence of any accurate boiling point data one may consider the 
upper group of data to be the more accurate (as it contains the majority of the data points). 
Fortunately in this example, the quality assessment in the DDB has marked the above data as 
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questionable and therefore they were removed from the training set. Typically this type of error 
could be resolved by either the internal quality assessment of the DDB or the availability of accurate 
boiling point data. Figure 3.2 shows the plot of the data for n-eicosane (C-20 alkane). There is a 
large amount of scatter in the data with no real way to distinguish between good and poor data 
(apart from some of the obvious outliers). For cases such as these data was either removed (for 
use in the test dataset) or if the scatter was not too severe and the compound was "fairly exotic" 
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Figure 3.1 Experimental data from the DDB2 for amyl formate 
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Figure 3.2 Experimental data from the DDB for n-eicosane 
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3.3 Regression 
Since this project essentially entails model development, it is obvious that there is a certain amount 
of "curve-fitting" required. The regression techniques described in the sections following are by no 
means the only solution to parameter evaluation but are the ones that were thought to be most 
suitable to the task. Both the linear and the non-linear routines were taken from the book by Press 
et al.44 (only the algorithms and not the code). 
3.3.1 Linear regression 
The simplest case of regression is linear regression, whereby the model must be linear in the 
parameters to be regressed as follows: 
y(x) = £a,X,(x) (3-1) 
The model does not have to be linear in x, since X(x) can be any function of x, for example the 
following expression could result: 
y{x) = a0 + — + a2lnx (3-2) 
The next step is to define an objective function (sometimes called a merit function, F) which is a 








The term <T, is the standard deviation of the i data point. From this point onwards it will be 
disregarded (a,=1) since it was not used in this work. 
We then define an N x M matrix A, and a vector b of length N as follows (N is number of data points 




The "best-fit" occurs when the derivative of the objective function, with respect to the regression 





= 0 (3-6) 
Interchanging the order of the summations, simplifying and rearranging yields: 
IXa , -A (3-7) 
where the expressions for a and p\ in matrix form, are as follows: 
[a]= AT A (3-8) 
{/?} = AT-b (3-9) 
Rewriting Eq. (3-7) in matrix form we get, 
[a]a = {J3} (3-10) 
which can be solved for a by, for example, Gauss-Jordan elimination 
a = [«r1{/?} 
3.3.2 Non-linear regression 
(3-11; 
For systems where the model is non-linear with respect to its parameters the method of linear least 
squares does not apply, and more complex algorithms must be used. Unlike the linear least 
squared routine there can be (and very often are) multiple minima for the objective function, and 
therefore the solution which the routine converges upon may only be a local minimum as 
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opposed to the global minimum. Many such algorithms exist but there is no one algorithm which 
has been shown to be completely suitable in all circumstances. One of the most popular non-linear 
routines is the one developed by Levenberg and Marquardt. The routine is widely reputed to be 
robust and globally convergent. Globally convergent refers to the fact that the algorithm can 
converge on a minimum from anywhere on the domain (it unfortunately does not mean that it 
converges on the global minimum). 
Since the model to be fitted is non-linear in its parameters the objective is defined in general form 
as: 
F(a) = X[y,-y(^,;a)]2 O-12) 
When a is close enough it is expected that the objective function will be well approximated by the 
following quadratic ( D is M x M and d has M elements): 
F ( a ) ^ - d a + - a D a (3-13) 
As with all "Newton-type" methods the solution is found by taking a step down the path of steepest 
decent, which can be written as: 
<5a = D ,x[-VF(acu f)] (3-14) 
When the quadratic approximation is good then the function will converge in one step. D is known 
as the Hessian matrix and can be found from the second derivative of the objective function. The 
first derivative of the objective function (which must disappear at the minimum) is given as: 
| ^ = - 2 i [ y , - y ( x , ; a ) ]M^ 1 * - t 2 M (3-15) 
oak ,•»., oak 




dy(x,;a)5y(x;a) r , ,-,3
2y(x,;a) 
[y, ~y(x,;a)j- -dak da, daldai 
(3-16) 
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This equation can become very expensive (in terms of computing time) when the function is 
complex and the number of variables is high. For this reason the second derivative term is dropped. 
Some authors45 suggest that it makes it more robust however, for this work, no advantage was 
found. As can be seen from Eq. (3-14) the effect of the Hessian is to determine the step size and 
therefore dropping the double derivative term will only affect the path taken and not the final 
solution. To make the routine as general as possible (to enable the testing of multiple models) a 
numerical approximation was used for the partial derivatives of the model. A simple "backwards 
difference" approximation Eq. (3-17) was made for the first derivative since this results in the fewest 




To avoid the rather clumsy derivative notation 2 parameters a and p are defined (not the same as 
those defined above): 
(3-18) " w ; 
A 





The modification of Levenberg-Marquardt was the introduction of the procedure of damping and 
boosting the step size of the minimum search. This is done by altering a by defining a new term a' 
as (other boosting and damping schemes are presented by Lampton46): 
a' sa . (1 + A) 
' * (3-20) 
a]k = ajk U * k) 
The steepest decent formula Eq. (3-14) may then be written in terms of a' and p as: 
Sa = [aV{fl) (3-21) 
The general procedure for the Levenberg-Marquardt routine is as follows: 
1. Chose an initial value for X (for example X = 0.00001) 
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2. Set meaningful starting values for the parameters in a 
3. Calculate the value of the objective function 
4. Evaluate 8a byEq. (3-21) and calculate F[a + 8a) 
5. If F(a + 8a)> F(a) then increase X by some factor (10 is popular) and return to step 3 
6. If F[a + Sa)< F(a) then decrease I by some factor (again 10 is popular) 
7. Set a = a + Sa and check some convergence criterion (e.g. Ja ->0 ) if the solution has 
adequately converged terminate the loop otherwise return to step 3 
3.3.3 Inside-Outside regression 
In some cases there are a large number of model parameters which are linear and only a few which 
are not. This then means that a slow (compared to linear regression) non-linear regression must be 
used to evaluate all the parameters. One way to circumvent this problem is to use a combination of 
the two algorithms in a so called "Inside-Outside" type regression. The term refers to the fact that 
there are 2 (or more) nested loops in the procedure with the outside loop only running once the 
inside loop(s) has converged. A flow diagram of the general procedure is shown in Figure 3.3. This 
procedure can shorten the regression time from a matter of hours (in some cases even days) to a 
matter of minutes. The reason for this is that the (expensive) LM regression is only used for the few 
non-linear parameters while the fast linear least squares is used for the rest. 
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Collect the data from the DDB 
via an SQL query 
Guess the linear 
parameters B' - Eq. (4-2) 
Guess the non-linear parameters (these 
are the parameters of C(Tb) - (see Eq. 
(4-3)), they are needed for the starting 
point of the LM regression) 
Solve for the non-linear 
parameters using LM 
Check if the non-linear 
parameters have converged 
within a certain tolerance 
Store the results 
Set the initial C(Tb) parameters 
equal to the old C(Tb) ones 
Solve for the linear parameters 
(linear least squares) 
Figure 3.3 Flow diagram for the "Inside-Outside" regression technique 
3.3.4 Implementation 
Both the non-linear and linear least squared fits were coded in Compaq Visual Fortran (CVF), since 
Fortran is well known to be able to handle computations very efficiently. CVF did not provide a 
simple way to access databases so since all the other data processing was done in VBA, the 
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regression vectors and matrices were formed in VBA and passed to a Fortran dll (a dynamic link 
library). Since there are huge amounts of data being passed to the dll many of the arrays used 
needed to be allocatable (only allocate memory when needed). 
3.3.5 Fragmentation 
Group contribution is based on the assumption that molecules can be broken down into groups 
which can be used to describe the behaviour of the molecule. Therefore in order to develop a group 
contribution method for any reasonable number of groups, automatic fragmentation software is 
required. DDBST47 had developed a software package which can carry out the fragmentation into 
functional groups. The number and type of groups can be manipulated by changing an "ink-file" 
(called this because of the German word inkrement). When changing the ink-file two considerations 
should be made; firstly the priority of the group and secondly the group definition. The group priority 
determines which group is fragmented first, for example a COOH group would be fragmented 
before an OH or a ketone group otherwise the program will never find any COOH groups. The 
group definition is also very important and must follow a strict format as shown for the example of 










Aliphatic Carboxylic Acid §COOH§ 
4 3 53 53 
C 3 2 K 0 Ja 
0 1 1 KO Ja 
0 1 1 KOJa 
C 4 1 N 0 Nein 
1 22 K 
1 3 1 K 
1 4 1 K 




O H 3 
Figure 3.4 The group definition and structure of the aliphatic carboxylic acid group 
Line 2: General description of the group, the first number is the number of atoms in the group, 
second number is the number of bonds, the third and fourth are the group number (always the 
same for this method but different, for example, in the case of UNIFAC which employs sub and 
main groups) 
Line 3 - 6 : Description of the group atoms, first character is the atom symbol; second is the 
maximum number of substituents; third is the minimum number of substituents; forth is the type of 
atom K,N,R or A are used to represent chain, non-aromatic, ring or aromatic respectively (a * is 
used when the type of atom is inconsequential); fifth is the charge which is 0 for all groups in this 
method and sixth is Ja(yes) or Ate/n(no) to determine whether to include the atom in the group or 
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not (in this example the fourth atom is not included since it is not part of the group but still important 
for the correct definition of the group) 
Line 7 - 9 : Description of the bonds in the group, the first 2 numbers are the atom numbers 
between which the bond occurs; the third number is the number of bonds (i.e. single, double etc); 
the last character is the type of bond (A, R or K used - same meaning as previously). 
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4 DEVELOPMENT OF THE METHOD 
4.1 Model development 
It is fairly intuitive that the accuracy of the regression should be increased with the number of model 
parameters. However the more parameters there are the more difficult it becomes to accurately fit 
the model parameters. The reason for this is that very often the parameters are intercorrelated, i.e. 
they contribute to the same effect in some way. This means that there are some parameter values 
that produce very good fits but are physically very unrealistic. This became very apparent when 
fitting the equations in Section 2.2; consider the example of the model given by Eq. (2-27). Figure 
4.1 and Figure 4.2 show the marked difference in the plots forAHrap/(RAZrap), however the vapour 
pressure plots look remarkably similar. Even though the vapour pressure fit in Figure 4.1 is slightly 
better than that of Figure 4.2 it shows that seemingly correct parameters can be very wrong. This 


















Temperature (K) Temperature (K) 
Figure 4.1 A proper fit for the Eq. (2-27) 
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Temperature (K) Temperature {Kl 
Figure 4.2 A physically unrealistic fit for Eq. (2-27) 
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It is for this reason that the objective of this work was to develop an equation with as few 
parameters as possible. From all the equations presented above the one which stands out for both 
its simplicity and accuracy is the Antoine equation. At very low temperatures (in the vicinity of T=C) 
the Antoine equation diverges, however since C is typically in the range of 40K to 70K this is 
outside the range of practical interest (but may still cause problems, e.g. in simulation iterations). 
The problem of intercorrelated parameters is still a weakness, and therefore the Antoine equation 
needed to be modified. An obvious choice would be to use the normal boiling point instead of the 
parameter A since there are a large number of normal boiling point data available in literature. This 
is done by using the normal boiling point as a datum point, this results in the following equation: 
In 
( p N 
P 
V aim J 
B B -B T-Th 
T-C TL-C Tb^C T-
(4-1) 
This new model however still suffers from the fact that the model parameters B and C need to be 
regressed to data (and since B and C are intercorrelated no meaningful group contribution method 
can be developed). It has been observed by Thomson34 that the C parameter correlates with the 
normal boiling point and the equation can be written in the following form: 
In 
p 




While the value of C was simply assumed to be Tb/8 in the model of Nannoolal et al. , the 
following function was found to give better representation of both large and small molecules as well 






The advantage of this C-parameter correlation is that it not only provides a better representation of 
the data but also improves the group contribution estimation of B'. As with the model of Nannoolal 
et al.8, Eq. (4-2) cannot model the aliphatic alcohols and carboxylic acids correctly and for this 












The effect of this correction term is very significant and therefore the predictions of the aliphatic 
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Figure 4.4 AHvap/(RAZvap) for 1-butanol (• - data from SRK using the MC
28 alpha function and the Watson equation 
(Eq. (2-36) with m = 0.473), prediction with the logarithm term, prediction without the logarithm term) 
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Consider the example of 1-butanol; Figure 4.3 shows the improved vapour pressure fit (the error is 
reduced from 7.5% to 2.8%). This improvement is not so visible from the vapour pressure plot but 
the plot of AHvgp/[RAZvap) quite clearly shows the substantial improvement that the logarithmic term 
makes to the physical realism of the model parameters (It is interesting to note that even a direct fit 
of all three Antoine parameters does not give an adequate description of the AHrap/(RAZrap) curve 
and therefore a logarithmic correction term is also needed; in this form it is known as the modified 
Antoine.). Both B' and D' in Eq. (4-4) are calculated from group contribution. Due to significant 
intercorrelation simultaneous regression of B' and the group increments for D' was required. 
In an attempt to make the model more widely applicable an effort was made to correlate the model 
parameters with properties which can be predicted ab initio. One such property is the polarizability, 
which is basically the tendency of a molecule to be polarized by an external electric field. The 
polarizability data was taken from ab initio DFT calculations using the hybrid functional B3LYP and 
the electron representation 663B in the program Gaussian 2003. As shown in Figure 4.5 the 
correlation is very good for the n-alkanes, however when the data for the hydrocarbons is plotted 
(Figure 4.6) it is clear that one can not draw any meaningful correlations from the data. There was a 
fairly good correlation between the boiling point and polarizability for the hydrocarbons as shown in 
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Figure 4.7 Tb vs. polarizability for hydrocarbons 
Beside the advantage of having the parameters predicted with no experimental data, an approach 
like this also would enable the model to be split into different part for different effects (non-polar, 
polar and hydrogen bonding). The advantage of this is that the parameters then become physically 
meaningful and could be used, for example, to predict the Hansen solubility parameters. 
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4.2 The group contribution concept 
The group contribution concept is based on the idea that all molecules can be broken down into 
functional groups and these functional groups affect certain properties of a molecule in an additive 
manner independent of the other groups present in the molecule. B' for example is represented in 
this work as follows: 
B' = /\ + £v,c/B,. (4-5) 
where v, is the frequency (or number of occurrences) of group i and dBj is its contribution. As shown 
in the sections following not all groups conform to this general scheme and suitable modifications 
had to be made. For D' the optimum contribution scheme was found to depend on the number of 
heavy atoms n,: 
dE: 
tl ' n 
(4-6) 
4.3 The group interaction concept 
The group contribution concept can sometimes be inadequate to describe the properties of multi 
functional compounds as the assumption of group additivity does not always hold. For this reason 
the idea of group interaction was developed (Nannoolal et al.6). For non-additive groups (typically 
hydrogen bonding groups) the value of B' is calculated in the following way (where Glj.j is the 
interaction between group i andj.): 
m 4 n n 
;=1 ^ /.1 /.1 
(4-7) 
whereby the interaction of a group with itself is set to zero (the group contribution accounts for this) 
and GIH=Glj_j. Consider the following example of a compound with two OH (the numbers is 
superscript are to differentiate between them) and one NH2 group. The double summation term in 
Eq. (4-7)results in 2*GIOH-NH2 + 1*GIOH-OH-














4.4 New group contribution approach 
The correct definition of structural groups plays an important role in the development of a 
successful group contribution method. The groups should be simple to allow broad applicability but 
at the same time capture all significant effects on the property to be predicted. Along with the 
different groups, structural correction groups differentiate between isomers or capture further effects 
that are not limited to individual groups. Great care must be taken to ensure that there actually is a 
need to include a correction, as excess groups, while slightly improving the property correlation for 
the training set, in most cases lead to poor or even very erroneous prediction results outside this 
set. 
In order to reduce the number of structural groups, unnecessarily bulky groups were in several 
cases split into separate groups. This means that only half the number of different groups is 
required to represent the larger groups of the Nannoolal method. In addition, it also allows for more 
compounds to be fragmented and reduces the need for more specific groups. In the case of a 
double bonded carbon (alkene) the previous approach employed six different groups to represent 
all the possible combinations while the new approach only needs three (see Figure 4.8). An 
additional advantage is that the new groups are now each backed up by more experimental data as 
they are present in a larger variety of molecules. 
"X 
H 
Method of Nannoolal et al. This work 
Figure 4.8 Comparison of the group contribution approaches for the non-cyclic alkene groups 
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5 RESULTS AND DISCUSSION 
5.1 Hydrocarbon compounds 
As mentioned earlier the new C-parameter employed in this work leads to a better representation of 
data for molecules of different sizes, as illustrated in Figure 5.1 to Figure 5.4. These figures show 
the performance of the vapour pressure equation (B' was regressed to the experimental data) using 
the C-parameter correlation of Nannoolal et al. compared to the new C-correlation (Eq.(4-3)). While 
both models perform adequately in the case of octadecane, only the new correlation is at the same 
time sufficiently suitable for propane. 
Analysis of the hydrocarbon vapour pressure regressions revealed that data for some of the more 
complex compounds were not very well represented by the groups that were already in use and 
therefore the more specific structural groups, shown in Table 5.1, had to be added to account for 
several structural effects. 
Table 5.1 New hydrocarbon structural groups (Ink No - fragmentation group number, Ref No - reference number is 
used to arrange like groups (e.g. halogen groups etc) since the ink no's have no real structure) 
Ink 
No 
Description Example Ref 
No 
- „ - CH connecting two rings bonded to a carbon also 
connecting these rings 
. , . Ring carbon attached to 3 other ring carbons and a 
sidechain carbon 
137 Ring carbon attached to 4 other ring carbons 





132 Aromatic carbon bonded to an aromatic carbon in a ring 













Aromatic carbon connected to an aromatic carbon 
in a ring 
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Figure 5.1 ln(Ps/101.3kPa) vs. 1/T for propane (x - data taken from the DDB2, data regressed using the C-







£ 2 500 
















| ' i ' I 
50 100 150 200 250 
Temperature (K) 
300 350 400 
Figure 5.2 P* vs. T for propane (x - data taken from the DDB2, data regressed using the C-parameter correlation 
of Nannoolal et al.*, data regressed using the improved C-parameter correlation) 
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Figure 5.3 ln(P7101.3kPa) vs. 1/T for octadecane (x - data taken from the DDB2, data regressed using the C-





Figure 5.4 P" vs. T for octadecane (x - data taken from the DDB2, data regressed using the C-parameter 
correlation of Nannoolal et al.8, data regressed using the improved C-parameter correlation) 
One of the problems sometimes encountered by group contribution methods is the inability to 
distinguish between isomers. With the hydrocarbons the difference between indistinguishable 
isomers (insofar as this method is concerned) is not very great. This difference is not very 
noticeable in either the boiling points or the B' parameter that was fitted, as an example consider 
the case of anthracene and phenanthrene: 
Anthracene 
Tb = 613.2 K 
B' = 9.538 
\ /r\ / 
Phenanthrene 
Tb = 610.7 K 
B' = 9.454 
Figure 5.5 Comparison of the properties of anthracene and phenanthrene. 
Hydrocarbons provide the "backbone" for all of the other organic compounds. Special attention was 
paid to representing the behaviour of hydrocarbon compounds because any shortcomings would 
negatively affect the results for many other components. It became apparent during parameter 
regression that both small and large alkene and alkyne molecules exhibited larger than expected 
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deviation from group contribution prediction. Further analysis revealed that the B' values for these 
components were dependant on the number of atoms present in the molecule (Figure 5.6 & Figure 
5.7). 
The dB, values were calculated by taking the difference between the fitted B' values for the n-
alkenes (resp. n-alkynes) and the n-alkanes. The reason for this is that there is a large amount of 
reliable data for these species; also it is important to compare like with like in order to draw any 
meaningful conclusions from the data. In order to account for the size dependence a new group 
(with a frequency of 1) was added to all alkene and alkyne compounds and the following size 
dependant contribution scheme was used: 
dB = 2>,d6, + n.EtyfB, + %dBk (5-1) 
The subscript i covers all normal (size independent) groups, the subscript j covers all size 
dependant (e.g. alkene) groups and subscript k is for the size dependant group constants and 
therefore does not have a frequency term. For example if a molecule has 3 alkene and 2 alkyne 
groups there will be only be two size dependant groups, one for the alkene groups and one for the 












Figure 5.6 dBi vs. number of atoms for different alkynes (• - dB, data for each compound, — a linear least squares 
fit) 
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Figure 5.7 dBj vs. number of atoms for different alkenes (• - dB, data for each compound, 
fit) 
a linear least squares 
An average percentage error of 4.1% for the vapour pressure was obtained for the hydrocarbons 
which is a significant improvement compared to 5.4% obtained by Nannoolal et al.8. The mean 
relative deviations for various types of hydrocarbons and both methods are given in Table 5.2 & 
Table 5.3 for the different pressure regions. 
Table 5.2 Relative mean deviation [%] in vapour pressure estimation for different types of hydrocarbons (this work). 
The number in superscript is the number of data points used; the main number is the average percentage error of 
each data point. NC - Number of compounds; ELP - Extremely low pressure P < 10 Pa; LP - Low pressure 10 Pa < P 
< 10 kPa; M P - Medium pressure 10 kPa < P < 500 kPa; H P - High pressure P> 500 kPa; AVE-Average error. 
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Table 5.3 Relative mean deviation [%] in vapour pressure estimation for different types of hydrocarbons (Nannoolal 
et al.). The number in superscript is the number of data points used; the main number is the average percentage 
error of each data point. NC - Number of compounds; ELP - Extremely low pressure P < 10 Pa; LP - Low pressure 
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The greatest improvement was found for the aliphatic hydrocarbons, where the error at ELP 
(extremely low pressure < 10 Pa) is significantly improved from the method of Nannoolal et al.8. The 
errors at high pressures are slightly worse than the previous method, this is to be expected because 
as shown in paragraph 2.2.1.1 the Antoine equation is deficient at high pressures and therefore 
there must be a trade-off between the high and the low pressure errors. This slight decrease in the 
error is compensated for with the large improvement of the low pressure errors. 
5.2 Oxygen compounds 
Oxygen compounds exhibited the largest deviation in case of both the component specific and 
group specific regressions. The largest deviations were observed for aliphatic alcohols and 
carboxylic acids. For this reason a logarithmic correction term (Eq.(4-4)) was added to properly 
model the data. Figure 5.8 & Figure 5.9 show the difference between results with and without this 
modification in case of 1-nonanol. A similar kind of deviation was observed for carboxylic acids and 
is shown for palmitic acid in Figure 5.10 & Figure 5.11. As mentioned above (see paragraph 4.1) 
this logarithmic correction term not only provides a better representation of the vapour pressure 
curve but also makes the model more physically realistic. 
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0.0034 
Figure 5.8 ln(P"/101.3kPa) vs. 1/T for 1-nonanol (x - data taken from the DDB2, data regressed using the method 
of Nannoolal et al.8, data regressed using the new logarithmic correction) 
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Figure 5.9 P5 vs. T for 1 -nonanol (x - data taken from the DDB2, data regressed using the method of Nannoolal 
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Figure 5.10 ln(Ps/101.3kPa) vs. 1/T for palmitic acid (x - data taken from the DDB2, data regressed using the 
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Figure 5.11 Ps vs. T for palmitic (x - data taken from the DDB2, data regressed using the method of Nannoolal 
et al.8, data regressed using the new logarithmic correction) 
As in case of the hydrocarbon group contributions, several types of oxygen containing components 
could not be represented by a size independent contribution (Eq. (4-5)) alone. Figure 5.12 & 
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Figure 5.13 show the effect of molecular size on dB; (calculated in a similar way as in case of 
alkenes and alkynes before). 
For aliphatic carboxylic acids and aliphatic alcohols there was a total change in the behaviour of dB, 
when going from small to large molecules. This effect was accounted for by two separate groups for 
large and small molecules and both followed a similar scheme as for alkenes and alkynes (i.e. size 
dependant groups). The graphical representations of the dB; values as function of molecular size 
are shown in Figure 5.14 & Figure 5.15. The quite noticeable deviation of the aliphatic alcohols and 
aliphatic carboxylic acids is more than likely due to hydrogen bonding, however it is unclear why the 
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Figure 5.14 dBi vs. number of atoms for different aliphatic alcohols (• - dBi data for each compound, — lines to 
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Figure 5.15 dB( vs. number of atoms for different aliphatic carboxylic acids ( * -dBi data for each compound, — 
lines to show the trends) 
The largest errors were observed for multifunctional aliphatic alcohols (diols, triols etc.). Closer 
analysis showed that the group interactions were dependant on the size of the molecule in a similar 
way as the contribution of the OH group. The OH-OH group interaction contributions calculated 












number of atoms 
Figure 5.16 Glj vs. number of atoms for different diols ( • - dB, data for each compound, — a linear least squares fit) 
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The relative mean deviation for all oxygen containing compounds was 6.5 % (36701 data points for 
638 compounds). This compares well with the 8.5 % (36450 data points for 618 compounds) 
achieved by Nannoolal et al.8. There was a considerable improvement for the aliphatic alcohols, 
aliphatic carboxylic acids and ketones. As with the hydrocarbons the bulk of this improvement is 
found for the low pressure data. For some species (anhydrides and for some aromatic alcohols) 
there is actually a decrease in the performance. This is because while the new C-parameter is 
better for most compounds there are a few where it is a bit worse. This is however unavoidable and, 
considering the large improvement for the many other species, inconsequential. Overall the oxygen 
compounds show considerable improvement in the LP and ELP regions with reasonable 
improvement in the MP and HP regions. 
Table 5.4 Relative mean deviation [%] in vapour pressure estimation for different types of oxygen containing 
compounds (this work). The number in superscript is the number of data points used; the main number is the 
average percentage error of each data point. N C - Number of compounds; ELP- Extremely low pressure P < 10 Pa; 
LP - Low pressure 10 Pa < P< 10kPa; MP-Medium pressure 10 kPa < P < 500 kPa; H P - High pressure P> 500 
kPa; AVE - Average error. 
Group 
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Table 5.5 Relative mean deviation [%] in vapour pressure estimation for different types of oxygen containing 
compounds (Nannoolal et al.8). The number in superscript is the number of data points used; the main number is 
the average percentage error of each data point. NC - Number of compounds; ELP- Extremely low pressure P< 10 
Pa; LP - Low pressure 10 Pa < P<10kPa; MP-Medium pressure 10 kPa < P < 500 kPa; HP-High pressure P> 500 
kPa; AVE - Average error. 
Group 
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5.3 Nitrogen compounds 
Most nitrogen compounds did not show significant deviation from the model predictions. Only in the 
case of primary aliphatic amines, nitriles and aliphatic isocyanates similar extensions as in the case 
of some of the oxygenated compounds were required. Figure 5.17 to Figure 5.19 show the dBj 
contributions for these compound classes as function of molecular size. 
Differentiation had to be made between aliphatic and aromatic isocyanates. Groups were also 
added for cyclic tertiary amines and the hydrazine group (in accordance with the new group 
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Figure 5.17 dB, vs. number of atoms for different primary aliphatic amines (• - dBi data for each compound, — a 
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Figure 5.19 dB, vs. number of atoms for different aliphatic isocyanates (• - dBi data for each compound, 
least squares fit) 
a linear 
The relative mean deviation for all nitrogen containing compounds was 5.3% (10410 data points for 
260 compounds) compared to 6.5% (10318 data points for 252 compounds) for the method of 
Nannoolal et al.8. It is fairly interesting to note that even with the special attention that was paid to 
the nitrile compounds there is actually a decrease in the performance of the model. As before the 
reason for this is that the C-parameter causes the nitriles to deviate quite significantly from group 
contribution. Even the two sets of size dependant groups could not properly account for this effect 
and therefore nitrile predictions should be used with a fair bit of caution when using temperatures 
far removed from the boiling point. The nitrogen compounds show a good improvement for all four 
pressure ranges with some compounds exhibiting considerable improvement (e.g. the nitrates) 
65 
Table 5.6 Relative mean deviation [%] in vapour pressure estimation for different types of nitrogen containing 
compounds (this work). The number in superscript is the number of data points used; the main number is the 
average percentage error of each data point. NC - Number of compounds; ELP - Extremely low pressure P < 10 Pa; 
LP - Low pressure 10 Pa < P< 10kPa; MP-Medium pressure 10kPa < P< 500 kPa; HP-High pressure P> 500 
kPa; AVE - Average error. 
Group 
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Table 5.7 Relative mean deviation [%] in vapour pressure estimation for different types of nitrogen containing 
compounds (Nannoolal et al."). The number in superscript is the number of data points used; the main number is 
the average percentage error of each data point. NC - Number of compounds; ELP - Extremely low pressure P < 10 
Pa; LP - Low pressure 10 Pa < P< 10 kPa; MP-Medium pressure 10 kPa < P< 500 kPa; HP-High pressure P> 500 
kPa; AVE - Average error. 
Group 
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5.4 Sulfur compounds 
Sulfur containing compounds showed no significant deviation in both single compound and group 
contribution regressions. The average error for all sulfur containing compounds was 3.5% (3386 
data points for 104 compounds) compared to 11.1% (3378 data points for 103 compounds) 
obtained with the method of Nannoolal et al.8. This huge improvement in the overall error is 
misleading since the massive error for the sulfoxides significantly offsets this error. When the 
sulfoxides are removed from the error calculation, the error is slightly over 4% which is comparable 
to the current method. This shows that the sulfur compounds follow the principle of group 
contribution very well (a very good example of this is the mercaptans - sometimes known as thiols 
- where the overall percentage error for 37 different compounds is only 2.2% for both methods) 
Table 5.8 Relative mean deviation [%] in vapour pressure estimation for different types of sulfur containing 
compounds (this work). The number in superscript is the number of data points used; the main number is the 
average percentage error of each data point. NC - Number of compounds; ELP - Extremely low pressure P < 10 Pa; 
LP - Low pressure 10 Pa < P< 10kPa; MP-Medium pressure 10kPa< P < 500 kPa; HP-High pressure P > 500 
kPa; AVE - Average error. 
Group 
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Table 5.9 Relative mean deviation [%] in vapour pressure estimation for different types of sulfur containing 
compounds (Nannoolal et al.8). The number in superscript is the number of data points used; the main number is 
the average percentage error of each data point. NC - Number of compounds; ELP - Extremely low pressure P < 10 
Pa; L P - Low pressure 10 Pa < P< 10 kPa; MP-Medium pressure 10 kPa < P< 500 kPa; HP-High pressure P> 500 
kPa; AVE - Average error. 
Group 
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5.5 Halogen compounds 
Halogen compounds are unique in that there are many multifunctional compounds which in this 
case were not treated like the other multifunctional species. Instead of a group interaction term 
there are groups which account for compounds with 1, 2 or 3 halogen atoms attached to the same 
carbon and in that way do provide some sort of group interaction. No specific problems were 
observed with modelling and predicting the vapour pressure curves of these components. 
For fluoro, chloro and bromo compounds sufficient data were available to regress all the group 
contributions. Only in the case of iodo compounds was a single group was used due to the lack of 
data. Therefore results for compounds containing iodine should be used with caution. The relative 
mean deviation for all halogen containing compounds is 3.3% (19465 data points for 317 
compounds) which is similar to the 4.1% obtained by the method of Nannoolal et al.8 (19344 data 
points for 300 compounds). The greatest improvement is found for ELP's where the error for the 
current work is half the error obtained by the method of Nannoolal et al.8. This is due to the addition 
of a couple more halogen groups (see groups 42 and 117 in Table A.1 for examples) and the new 
C-parameter. 
Table 5.10 Relative mean deviation [%] in vapour pressure estimation for different types of halogen containing 
compounds (this work). The number in superscript is the number of data points used; the main number is the 
average percentage error of each data point. NC - Number of compounds; ELP - Extremely low pressure P < 10 Pa; 
LP - Low pressure 10 Pa < P< 10kPa; MP-Medium pressure 10kPa<P< 500 kPa; HP-High pressure P> 500 
kPa; AVE - Average error. 
Group 
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Table 5.11 Relative mean deviation [%] in vapour pressure estimation for different types of halogen containing 
compounds (Nannoolal et al.8). The number in superscript is the number of data points used; the main number is 
the average percentage error of each data point. NC - Number of compounds; ELP - Extremely low pressure P < 10 
Pa; LP - Low pressure 10 Pa < P< 10 kPa; MP-Medium pressure 10 kPa < P < 500 kPa; HP-High pressure P > 500 
kPa; AVE - Average error. 
Group 
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5.6 Other compounds 
This category of species is very broad and has the highest potential for large errors due to the fact 
that only few data were available for each group. This is especially true for the organometallics 
where there was very limited data available and therefore predicted results should only be used as 
a rough guide. Some attention was paid to the silicon containing compounds and the silicon groups 
were expanded in a similar fashion to the carbon compounds. There are however much fewer 
silicon groups as there are no cyclic silicon chains and much less data were available to back up 
very differentiated groups. Four groups for halogen-substituted silicon were added. The relative 
mean deviations are given in the following tables: 
Table 5.12 Relative mean deviation [%] in vapour pressure estimation for various other compounds. The number in 
superscript is the number of data points used; the main number is the average percentage error of each data point. 
N C - Number of compounds; ELP- Extremely low pressure P < 10 Pa; L P - Low pressure 10 Pa < P < 10 kPa; M P -
Medium pressure 10 kPa < P < 500 kPa; HP - High pressure P > 500 kPa; AVE - Average error. 
Group NC ELP LP MP HP AVE 
Phosphorous compounds 9 10 .1 7 10.745 4 .6 4 9 7.7101 
Metals 18 - 6.0109 2.7278 1.214 3.6401 
Other compounds 13 - 7.515t) 4.419° - 5.8 34° 
Silicon compounds 68 - 9.7383 2.5746 2.8138 4.71267 
Table 5.13 Relative mean deviation [%] in vapour pressure estimation for various other compounds (Nannoolal et 
al."). The number in superscript is the number of data points used; the main number is the average percentage error 
of each data point. N C - Number of compounds; ELP- Extremely low pressure P < 10 Pa; L P - Low pressure 10 Pa 




































g 3 1267 
5.7 Testing the method 
In the preceding paragraphs (5.1-5.6) the percentage errors were shown for all data that was 
contained in the model training set. Therefore in order to be sure that the model is not simply well 
fitted to the training set an external test set of data was used to test the validity of the model. The 
test-set contained a wide range of data so as to provide a realistic measure of the model 
performance. The overall percentage error for the test set was 7.1 % for 2879 data points (160 
compounds), this error is somewhat inflated because there was quite a large scatter present in the 
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test set data (as discussed in paragraph 3.2) 
The test-set revealed that the model is somewhat deficient in predicting the vapour pressures of 
alcohol and carboxylic acid (both aliphatic) compounds that contain a large amount of halogen 
compounds. The reason for this is that the logarithmic correction term makes B' dependant on the 
number of atoms (since D' is dependant on the number of atoms and B' and D' are strongly 
intercorrelated); this change in B' cannot be properly predicted by group contribution. The reason 
for this is that adding a halogen atom to a molecule does not have the same effect as a carbon (or 
any other non-metal atom). Table 5.14 shows the percentage errors for the test set data, the 
percentage errors of the current method and the method of Nannoolal et al.8 are shown. All 
compounds seem to exhibit fairly similar percentage errors, with the sulfur compounds having the 
lowest overall error. 
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5.8 Solid vapour pressures 
The average error for the solid vapour pressure points was 21.1 % (152 compounds 4080 data 
points). This percentage is deceptive in that a higher percentage for low pressure data is still a fairly 
low absolute deviation. This coupled with the fact that there is a large scatter among solid vapour 
pressure data and considering that many of the compounds were not part of the training set makes 
the 21% error acceptable. A good example of a "blind prediction" (compound not part of the training 
set) for the solid vapour pressure data is given in Figure 5.20 (even for this fairly good prediction 
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Figure 5.20 ln(P*/101.3kPa) vs. 1/T for thymol (x - solid data taken from the DDB2, — vapour pressure curve) 
The disadvantage with using a method such as this to predict the solid vapour pressures is that the 
normal boiling point, melting point and heat of melting is required in order to make predictions. If 
there is no experimental normal boiling point it can be estimated (Rarey et al.5 and Nannoolal et 
al.6) and melting point data is quite widely available and simple to measure, however the heat of 
melting is rather more complex to measure and therefore a possible application could be the 
prediction of the heat of melting (or fusion) from experimental data. This would be a simple fit since 
the model is linear with respect to the heat of melting. 
5.9 Heat of vaporization 
The heat of vaporization is quite simply related to vapour pressure by the Clausius-Clapeyron 
equation (Eq. (2-12)). The heat of vaporization prediction for this model can therefore be given by 






The problem with this equation is that it requires a value for AZ which is difficult to compute 
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accurately (especially at high temperatures). However if only low temperatures are considered it 
can be assumed that AZvap is unity. This is a reasonable assumption since at lower temperatures 
(and therefore pressures) the gas and the liquid phases approximate ideal behaviour (i.e. Zv —> 1 
and Z1 -» 0). To test this assumption Eq. (5-2) was used to predict the heats of vaporization at 
298.15 K. This test not only shows the validity of Eq. (5-2) but also serves as a good test of the 
physical realism of the model parameters (as discussed above). 


































The overall percentage error was found to be 3.48 %, Table 5.15 shows the percentage errors for 
each compound class. The prediction is very good for the hydrocarbon, halogen, nitrogen and sulfur 
compounds but is a bit poorer for the rest. The percentage error is very acceptable as the model 
was in no way fitted to heat of vaporization data and many of the compounds that were predicted 
were not in the training set for the vapour pressure model determination. This also shows that the 
model parameters must have some physical realism and therefore there should be no problem 
when predicting vapour pressures of compounds not contained in the training set. 
5.10 Solubility parameters 
A fairly novel (and indirect) application of vapour pressure data is the prediction of solubility. The 
relationship is not directly related but rather to heat of vaporization (paragraph 5.9). This 
relationship is given by calculating the cohesive energy unit per volume of a liquid as follows: 
-U AU AHvap-RT 
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This cohesive energy is an indication of how easy or difficult it is for molecules to escape the liquid. 
This is where the relationship between vaporization and solubility comes in, as in both cases 
molecules have to escape from one phase to another. Hildebrand (shown by Barton48) suggested 
that the square root of the cohesive energy be used to describe solvency behaviour of compounds. 
The Hildebrand solubility parameter (5) for this model can be given as (Vm [=] cm
3/mol): 
RT A2„. V(C(7-»)-7»)V 
{T-C(Tb)Y 
+ 1 (5-4) 
As with the heat of vaporization, if a low enough temperature is used the change in compressibility 
factor can be assumed to be unity. Since there are no solubility parameters stored in the DDB2 a 
sample set of compounds were used to show the accuracy of Eq. (5-4) (Table 5.16). For all the 
compounds used in the table there is good agreement between the predicted and the literature 
values of the Hildebrandt solubility parameters. Since the heat of vaporisation can be fairly well 
predicted for most species (see Table 5.15) it seems like there should be no real problem in 
predicting the Hildebrandt solubility parameters of these species. 









































5.11 Advantage of group contribution 
When experimental data are available for the component of interest, a regression of these data will 
always represent the experimental findings better than the group contribution estimation. However, 
the inherent advantage of group contribution is that it can help to identify unreliable data and in 
case of several differing data sets help to identify the more probable values. The reason for this is 
that the group contributions were regressed to a larger amount of data for a variety of components. 
This point is very well illustrated by the following example which was encountered during the 
development of the model. Figure 5.21 shows the vapour pressure plot for diethylmalonate. 
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Judging from the regression curve there is a significant scatter in the data. However the predicted 
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Figure 5.21 ln(P*/101.3kPa) vs. 1/T for diethyl malonate (x - data taken from the DDB2, — predicted, fitted) 
5.12 General results and discussion 
The vapour pressure percentage error for all compounds was found to be 5.0% (2332 compounds 
113 888 data points) which compares very favourably to the method of Nannoolal which has an 
error of 6.6 % (2207 compounds 111 757 data points). As can be seen from Table 5.17 the greatest 
improvement is for pressures below 10 kPa (LP & ELP) where the percentage error is much lower 
than it was previously. For pressures above 10 kPa there is still an improvement but not nearly as 
noticeable as for the lower pressures. As the normal boiling temperature is supplied as a 
parameter, huge deviations in B' are required to produce larger errors in vapour pressure in the 
vicinity of atmospheric pressure. Therefore the improvement in case of low pressure data far away 
from the reference point is a sensible measure of model performance. 
Table 5.17 Relative mean deviation [%] in vapour pressure estimation for the new method and the method of 
Nannoolal et al. The number in superscript is the number of data points used; the main number is the average 
percentage error of each data point. NC - Number of compounds; ELP - Extremely low pressure P < 10 Pa; LP -
Low pressure 10 Pa < P< 10kPa; MP-Medium pressure 10kPa< P < 500 kPa; HP-High pressure P> 500 kPa; 
AVE - Average error. 
Group NC ELP LP MP HP AVE 
All compounds (this work) 2332 25.7 ' 






c j 14310 r, R 111757 
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In the sections preceding there has been very little mention of the chance of failure of the model 
(i.e. compounds with an unacceptably high vapour pressure - e.g. > 20% RMD). The reason for this 
is that there were only very few compounds which failed. Figure 5.22 shows that the vast majority of 
the data (85%) lies under the 10% RMD mark. The compounds with a RMD above 10% (or more 
specifically 1 0 - 2 0 %) are almost all there due to slightly lower quality data. Many compounds 
which are above the 20% RMD (4% of the total data) are a combination of suspect data (many have 
<10 data points from only one source) and genuine failure of the method. The best example of 
failure is with glycols (e.g. triethylene glycol). Even with the special attention that has been given to 
the alcohols, the glycols are still very difficult to predict accurately. Similarly, diols with other non -
hydrocarbon groups (e.g. ethylene nitrate - 40% RMD) are also quite difficult to accurately predict 
(some attention was given to this in paragraph 5.7). While any error greater than 20% is not great it 
can still be useful if a rough vapour pressure estimate is needed, and it is useful to note that there 
were no errors exceeding 60% RMD. 
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Figure 5.22 Histogram of the vapour pressure relative mean deviation for the compounds in the training set 
A total of 212 groups were used to describe the data (both group interaction and group contribution 
groups), however some groups have only been regressed against 1 or 2 compounds and therefore 
should only be used as a guide when applied. The group contribution and interaction tables are 
given in Appendix A. Since there is such a large improvement in the low pressure predictions the 
model could be used to extrapolate to the normal boiling temperature from low pressure data. 
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This would be quite a logical application as there are a number of low pressure data available for 
compounds which do not have a measured boiling point. The drawback of a method such as this is 
that the extrapolation would only be as good as the data it was extrapolated from, and since low 
pressure data often has a large amount of scatter this could prove problematic. It is therefore 
recommended that any boiling point extrapolations be used in conjunction with some of the more 
conventional boiling point estimation methods available (Rarey et al.5 and Nannoolal et al.6). 
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6 CONCLUSIONS 
An improved group contribution method has been developed for the prediction of vapour pressures. 
The group contribution scheme employed by Nannoolal et al. was modified to account for the size 
dependence of some groups that were found in the development of the model. This allows for the 
improved prediction of these groups (most noticeable were the aliphatic alcohols, aliphatic 
carboxylic acids and ketones). The C-parameter used by Nannoolal et al.8 was also modified in 
order to account for a wider range of molecule sizes and to increase the prediction of the vapour 
pressure model at low pressures. A large improvement in the predictions of the aliphatic alcohol 
and aliphatic carboxylic acid groups was made by adding in a logarithmic correction term which 
provides a more physically realistic shape of the curve. 
A training set of 2332 compounds (113 888 data points) was used in the development of the model 
and an average percentage error of 5.0% was found. This compares favourably with the method of 
Nannoolal et al.8 was for 2207 compounds and 111 757 data points had an average percentage 
error of 6.6 %. The largest improvement was at low pressures (<10 kPa) where the error is almost 
half of that obtained by the method of Nannoolal et al.8. This large improvement is a sensible 
measure of the performance of the model since the low pressure data are very far from the datum 
point (which is the normal boiling point). 
In order to test the performance of the model (to make sure it was not simply well trained to the data 
used in the model development) a test set of data, heat of vaporization data at 298 K and solid 
vapour pressure data were used. The average percentage error for each vapour pressure point in 
the test set was found to be 7.1 %, which was a bit inflated due to the large amount of scatter that 
was observed in the test data. The average percentage error for the heat of vaporization data at 
298 K was 3.5% which shows that the model parameters are both accurate and physically realistic. 
For the solid vapour pressure data the average percentage error for each data point was found to 




This work is a continuation of an ongoing project for the prediction of thermophysical properties 
using group contribution. The properties that have so far been successfully predicted with much 
acclaim are (all for non-electrolytic organic compounds): 
• The normal boiling point 
• The critical temperature, pressure and volume 
• Viscosity 
• Vapour pressure (which was improved in this work) 
There are still are a huge amount of properties which could be predicted, and with the continual 
improvement of the software and group definition (through works such as this and Nannoolal et al.) 
the methods should continue to improve. Some thermophysical properties which could be of 
interest are: 
• Solvent solubility 
• Surface tension 
• Thermal conductivity 
• Melting temperature 
The power of group contribution methods is that the model parameters can be predicted from the 
molecular structure. In this method, for example, it is preferable to have experimental boiling point 
data but if there is none available it can be predicted from methods currently available56. This will 
obviously affect the accuracy of the prediction but it does mean that a vapour pressure curve can 
be generated by only knowing the molecular structure. 
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APPENDICES 
GROUP CONTRIBUTION AND INTERACTION TABLES 
Table A.1 Group contribution and group Interaction values and descriptions 
Ink 
No 
Name Description clB, Example Prty Size Dep 
Ref 
No 
The constant term A 9.42208 





















1 3 g C(r)_3C(r)_ 
en 
Methyl group attached to a non-aromatic 
non-electronegative atom 
CH2 in a chain 
CH in a chain 
C in a chain 
Methyl group attached to a non-aromatic 
electronegative atom 
CH2 in a chain attached to an 
electronegative atom 
CH in a chain attached to an 
electronegative atom 
C in a chain attached to an 
electronegative atom 
Methyl group attached to a ring carbon 
CH2 in a ring 
CH in a ring 
C in a ring 
CH in a ring bonded to a carbon in a 
different ring 
Ring carbon attached to 3 other ring 
carbons and a chain carbon 
Ring carbon attached to 4 other ring 
carbons 
CH2 in a ring attached to an 
electronegative carbon 
CH in a ring attached to an 
electronegative atom 
C in a ring attached to an electronegative 
atom 
Ring carbon bonded to 3 other ring 
carbons and an en atom 
-0.00227 2,2-Dimethylbutane 135 No 101 
0.07545 n-Butane 141 No 102 
0.07099 3-Ethylpentane 144 No 103 
-0.04707 2,2,4-Trimethylpentane 146 No 104 
0.13491 N-Methylaniline 132 No 105 
0.11758 Ethylenediamine 136 No 106 
0.08955 5-Ethyl-2-nonanol 137 No 107 
-0.08960 tert-Butanol 138 No 108 
-0.07834 Methylcyclohexane 122 No 109 
-0.01350 Cyclohexane 143 No 110 
0.06029 Methylcyclohexane 145 No 111 
0.10842 1,1-Dimethylcyclopentane 147 No 112 
0.01296 EJS" . 110 No 113 
Decahydronaphthalene 
0.00823 1,3-Dimethyladamantane 108 No 114 
0.17344 Spiro[4.5]decane 109 No 115 
0.08201 1,4-Dioxane 142 No 116 
0.10344 Cyclopentanol 139 No 117 
-0.12395 Perfluorocyclopentane 140 No 118 
































































































Double bonded carbon at the end of a 
chain/ring 
Double bonded carbon in a chain with only 
1 carbon neighbour 
Double bonded carbon in a chain with 2 
carbon neighbours 
>C=C=C< C=C=C; cumulated double bonds 
C=C-C=C (chain); conjugated double 
bonds (chain) 
Double bond between carbons in a ring 
Double bonded carbon in a ring with 2 
carbon neighbours 
C=C-C=C (ring); conjugated double bonds 
(ring) 
Carbon in a ring double bonded to a 
carbon outside the chain 
Carbon triple bonded to another carbon at 
the end of a chain 
Triple bond between 2 carbons in a chain 
C#C-C#C; conjugated triple bonds 










Methyl group attached to an aromatic 
atom 
CH in an aromatic ring 
C in an aromatic ring 
Aromatic carbon attached to three 
aromatic neighbours 
Aromatic carbon bonded to a carbon in a 
ring 
2 Aromatic carbons chain bonded 
Aromatic carbon bonded to an aromatic 
carbon in a ring 
Aromatic carbon attached to a double 
bonded carbon 



















































Fluorine attached to non-aromatic carbon 0.06101 1-Fluoropentane 
Fluorine attached to a carbon with one 
other halogen atom 0.10540 Perfluorocyclopentane 
92 No 301 










































Fluorine attached to a carbon with two 
other halogen atoms 
Fluorine attached to double bonded 
carbon 
Fluorine attached to a double bonded 
carbon with one other halogen atom 
Fluorine attached to aromatic carbon 











Chlorine attached to non-aromatic carbon 
Chlorine attached to a carbon with one 
other halogen atom 
Chlorine attached to a carbon with two 
other halogen atoms 
Chlorine attached to double bonded 
carbon 
Chlorine attached to a double bonded 
carbon with one other halogen atom 
Chlorine attached to aromatic carbon 













































45 Br- Bromine attached to non-aromatic carbon -0.01712 




46 Br-C(a) Bromine attached to aromatic carbon 
118 Br-Si< Bromine attached to a silicon atom 
other halogen atom 
Bromine attached to a carbon with two 
other halogen atom 


































47 I- Iodine attached to carbon 
119 l-Si< Iodine attached to a silicon atom 
0.02257 Ethyl iodide 
1.30968** Triiodomethylsilane 
61 No 601 


























































COOH Group attached to a small 
molecule (n =< 9) 
COOH Group attached to a large 
molecule (n > 9) 
Aromatic COOH 
OH Group attached to a small molecule (n 
=<4) 





Ester in a chain 
Formic acid ester 
Ester in a ring (lactones) 
Ketone bonded to aromatic ring 
Ketone 
Aldehyde in chain 
Aldehyde attached to an aromatic ring 
Carbonate diester 
Anhydrides 




Carbonates 0 - C = 0 & - 0 




































acid dimethyl ester 
























































































No Name Description 



























143 N-N C 
Amide with no substituents 
Amide with one substituent attached to the 
nitrogen 
Amide with two substituents attached to 
the nitrogen 
Isocyanate 
IsoCyanate attached to an aromatic 
carbon 
Oxime 
Nitro group attached to a non-aromatic 
carbon 





Primary amine attached to non-aromatic 
carbon/silicon 
Primary amine attached to aromatic 
carbon 
Secondary amines (chain) attached to 
carbons/silicons 
Secondary amines (chain) attached to one 
carbons/silicons via double bond 
Secondary amines (ring) attached to 
carbons/silicons 
secondary amines attached to aromatic 
carbons/silicons 
Tertiary amine attached to 
carbons/silicons 
tertiary amines attached to aromatic 
carbon 
Nitrogen attached to four carbons 
Cyclic tertiary amines 
Azene N=N 
A hydrazine functional group 





























Isocyanic acid methyl 
ester 
Phenyl isocyanate 













































































































Hydrazine with 2 carbon neighbours -0.13598 
Aromatic nitrogen in a five-membered ring 0.73669 
Aromatic nitrogen in a six-membered ring 0.24836 
CN Group attached to a small molecule (n „ n.~~a 
=< 12) -0.04339 







47 No 824 
100 No 825 
99 No 826 

















Sulfon amides, attached to N and to S 
with 2 double bond O 
Sulfoxide 
Isothiocyanat 
































































8 No 1001 
46 No 1002 
45 No 1003 
METAL GROUPS 
108 >Se< Selenium 0.48339** 
109 AsCI2- Arsenic dichloride attached to a carbon 0.36903 
110 >Sn< Stannane with four carbon neighbours 0.07688 




Boric acid trimethyl ester 
52 No 1101 
17 No 1102 
62 No 1103 
16 No 1104 
Ink 
No Name Description dB, 




114 GeCI3- GeCI3 attached to carbon 
115 >Ge< Germane with four carbon neighbors 
0.27066 Tnchlorosilyl(trichlorogerm N o 
yljmethane 












Primary silicon group 
Secondary silicon group 
Tertiary silicon group 
Silane group attached to an 
electromagnetic atom 
SiH2 attached to electronegative atoms 
SiH attached to electronegative atoms 
Silicon atom bonded to electromagnetic 
atoms 

















































No hydrogen atoms 
















Alkenes group constant 
Alkynes group constant 
Ketone group constant 
Epoxy group constant 
Isocyanate group constant 
Short OH group constant (n=<4) 
Long OH group constant (n>4) 



















No Name Description 







Short CN group constant (n=<12) 0.61103 
Long CN group constant (n>12) -1.05206 
Short COOH group constant (n=<9) -2.54299 



























Alcohol - Alcohol Interaction 
Alcohol -1 Amine Interaction 
Alcohol - 2 Amine Interaction 
Alcohol - Thiol Interaction 
Alcohol - Ether Interaction 
Alcohol - Ester Interaction 
Alcohol - Ketone Interaction 
Alcohol - Cyan Interaction 
1 Amine -1 Amine Interaction 
1 Amine - 2 Amine Interaction 
1 Amine - Ether Interaction 
1 Amine - Ester Interaction 
1 Amine - Aromatic O Interaction 
1 Amine - Alcohol (a) Interaction 
1 Amine - Nitro(a) Interaction 
2 Amine - 2 Amine Interaction 
2 Amine - Ether Interaction 
Thiol - Thiol Interaction 
Thiol - Alcohol (a) Interaction 
Carboxy - Carboxy Interaction 







































































Ether - Ether Interaction 
Ether - Epox Interaction 
Ether - Ester Interaction 
Ether - Ketone Interaction 
Ether - ThioEther Interaction 
Ether - Cyan Interaction 
Ether - Alcohol (a) Interaction 
Ether - Aldehyde Interaction 
Ether - Nitro(a) Interaction 
Ether - Iso Cyan(a) Interaction 
Epox - Epox Interaction 
Ester - Ester Interaction 
Ester - Ketone Interaction 
Ester - Cyan Interaction 
Ester - Aromatic O Interaction 
Ester - 6 N Ring Interaction 
Ester - Alcohol (a) Interaction 
Ester - Aldehyde Interaction 
Ketone - Ketone Interaction 
Ketone - Cyan Interaction 
ThioEther - ThioEther Interaction 
Cyan - Cyan Interaction 
Cyan - 6 N Ring Interaction 
Aromatic O - Aldehyde Interaction 
Aromatic O - 5 N Ring Interaction 





































































6 N Ring - Alcohol (a) Interaction -0.81562* 
Alcohol (a) - Alcohol (a) Interaction -0.04719 
Aldehyde - Aldehyde Interaction 0.56723* 
Iso Cyan - Iso Cyan Interaction -4.23062* 
Aromatic S - 5 N Ring Interaction -0.13058** 
5 N Ring - 5 N Ring Interaction -0.80379* 
Nitro(a) - Nitro(a) Interaction -0.27452 









Ink No. - The number with is used by the fragmentation program to identify the group 
Ref No. - Reference number, used to order the groups since ink no's are very mixed 
Size Dep - Groups with yes need to be multiplied by the number of atoms (not incl. hydrogen) in the molecule 
Size Dep Group constants - Always have a frequency of 1 
Prty - Group Priority - The order in which groups are fragmented - a lower priority is fragmented first 
* - group only fitted to data for one compound 
** - group only fitted to data for 2 compounds 
Table A.2 Group contribution values for the logarithmic correction term 
Name Description Value 
Aliphatic Alcohols 
D Constant term with a frequency of 1 
dEj The aliphatic alcohol group 




Aliphatic Carboxylic Acids 
D Constant term with a frequency of 1 




B SAMPLE CALCULATIONS 
Table B.1 and Table B.2 show sample calculations for two different components. The two examples 
cover the usage of size dependant groups, group interactions and the logarithmic correction term. 
Table B.1 Calculation for the vapour pressure of 1-hexen-3-ol at 389K 
7 
OH 
T = 389.0 K 








































































B' = A + dB 
B' = 9.42208 + 5.07303 
B' = 14.4951 
exp 
exp 
B' b +D'ln 
T-C(Tb) 
Tb = 408.2 K 
C(Tb) = 53.173 K 









Ps = 53.28/cPa 
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Table B.2 Calculation for the vapour pressure of 2-mercapto ethanol at 364.8 K 
2-Mercapto ethanol 
T = 364.8 K 






























Total Sum (dB) 5.16971 
Group Interactions 
203 1,4 
Total Sum (Gl) 


















B' = A + dB+GI 
B' = 9.42208 + 5.16871 -1.13734 
B'= 13.45345 
Ps = exp B' T Tb +D' ln 




Tb = 422.97 K 
C(Tb) = 56.200 K 
P5eXp= 13.27 kPa 
x101.325/(Pa 
i| 3 6 4 ' 6 H 
422.97 
12.68/<Pa 
C RIEDEL CALCULATION EXAMPLE 
The following example is for the calculation of the Riedel model parameters for benzene (as 
outlined by Reid et al.29). Benzene has the following properties (obtained from the DDB2): 
Tc = 562.1K Pc = 4894 kPa Tb = 353.3 K 
Riedel defined the parameters in the model (Eq. (2-21)) in terms of the parameter ac (which is 
a (Eq. (2-22)) at the critical point) as follows: 
A = -35Q B = 36Q C = 42Q + ac D =-Q (C-1) 
The variable Q was found to have the following dependence on ac: 
Q = 0.0838(3.758 -ae) (C-2) 
Since a is quite a complex differential the simplest method to calculate^ is to substitute Eq. (C-1), 
(C-2) and the normal boiling point (i.e. P = '\atm, T = Tb) in to Eq. (2-21) and solve the resulting 
expression for ac, which results in the following 2 expressions: 
« c = 0-315^+ lnPc (C-3) 
c 0.0838^-lnT r 
Wb = -35 + ™ + 42 In Trc-T* (C-4) 
where 7^ =Tb/Tc. So for benzeneTr =0.629, then by substituting this into the above equations 
the following values for the parameters are found: 
A = 8.939 B = -9.1944 C =-3.9208 D = 0.2554 
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EQUATIONS FOR AH/RAZ 
Table D.1 Forms of the equations for AH/RAZ for the various equations used in this dissertation 









d(MT) ^_c (D-1] 
Cox 
dlnP 









7 3+(1 + F) 
7 2 > i_Zk| . 
\ 
X = exp(ln10 x log Ac + In10 x E(1 - 7r )(F - Tr)) 
(D-2) 
Riedel J»nf-=BTe-cT-*%r (D-3) 
Myrdal & Yalkowsky 
dlnP 
d(1 /7 ) e-c7 (D-4) 
Tu 
d l n P - B + C7 + D72 
d(1 /7 ) (D-5) 
— - = A\o-r>\ 
d(MT) L /J 
Watson o- = 2m7 
27 
(m-1) 3-£ 2 I | n ^ + 1 
7". 7-
(D-6) 
7 = 7 ; 
v 7"by 
1 + 2 m — ( 3 - 2 1 
M 
Abrams et al. 
dlnP 




- 7 r = -(6.09648 + o-15.6875)7r + (1.28862 + »13.4721)7 
d ( 1 / 7 ) v / c \ i 
--^-(0.169347 + &>0.43577)77 
(D-8) 
Wagner 
-(a + 1.5/5r°'5-0.5br1 
dlnP _ 7 
d ( 1 / 7 ) " 7 c ( 1 - r )
2 



























































































x - tolerance 0.00002 1/K -
y - tolerance ° - 0 S o o n e T 
Flag Duplicates 
Method/Property 
My Method Na Method 


























































np/min er ror : 
Phase/State : 
Use Duplicate Data 
Boling Point Da ta 
Boiling Point [ K ] : 
Reliability : 
F i t ted da ta [ K ] : 
max error : 
Liquid/Solid/Vapour ^ 
? Yes -
3 9 ( M 1 Regress Tb 
GOOD 
Store 
Original Pressure Deviat ions 
h P D e v l a t i o n : 3.511811810< [ n / a ] 
P Dev ia t i on : 3.251010099< [ % ] 
Watson Method 
T c : 




Goto Comp Number: 
Nex t Plot 
Non-linear Parameters 
Use Case N u m b e r : 
-2.650212 
0 







Group Frequency di 
0 4 0 
Ni Itteration Number : 




Group : NH2 - NH2 
NH2 
All Amines 
Only GI Components 
Mole Weight: 60.099 g/moJ 
By Group : 
dC Correction Values 
Old devalue: 
New dC Value: 
Use dC Correction 

















Keep Old Use New 
Regression 
Itteration Number : " 
InP Deviation: ° 
P Deviation: 
Use Mod. Watson 
Use C correction 








F CALCULATION OF AHVAP FROM EQUATIONS OF STATE 
As stated in paragraph 2.2.1 the condition for equilibrium between 2 phases is that the chemical 
potentials in both phases are equal (Eq. (2-3)). Therefore if we assume a fixed value of temperature 
(dT = 0) and combine Eq. (2-3) and Eq. (2-5) for the transition from a vapour to a liquid (this is 
possible because for a pure substance G = y.) the following results: 
rPVdP = 0 (F-1) 
Jliq 
Then by using some simple differentiating and rearranging the following expression can be found: 
VdP = d{PV)-PdV (F-2) 
Combining Eq. (F-1) and Eq. (F-2): 
PS{V9-V')= ['PdV (F-3) 
Which is equivalent to: 
r,(P-P')dV = 0 (F-4) 
This is the mathematical expression for the so called Maxwell Equal Area Rule (MEAR). The MEAR 
is illustrated graphically by Figure F.1 (the van der Waals EOS was purely used for illustrative 
purposes), and states that for vapour-liquid equilibrium to occur the absolute value of area A, must 
equal the absolute are of area A2 (this can be easily shown by splitting Eq. (F-4) into 2 separate 
integrals - by using the additivity of integral intervals). This fact can therefore be used to work out 
the vapour pressure of a pure substance. Eubank and Wang30 differentiated Eq. (F-3) using 
Leibnitz's rule (which is simply an application of the fundamental theorem of calculus): 
ps(dvi dvi_V , _ /dPO=ps(«£\_ps(dyi) *(OP^) {dv) 
(dT dT) * » >\dT) (dT j (dT) k( dT ) v
[ ,T 
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Which simplifies to: 
rdPs\ rf(dPE0S^ 
dT (
V'-V')a^-C^r «n (F-6) 
The expression on the left hand side of Eq. (F-6) can be replaced by Eq. (2-11) resulting in the 
following expression of the heat of vaporization: 
K dP EOS \ 
^=Tl:{^r)mT (F-7) 
Therefore with a pressure explicit EOS such as the SRK (Eq. (F-8)) the heat of vaporization can be 
given by Eq. (F-9). 
P = 
RT 
V-b V(V + b) 
(F-8) 
RT 
V:-b) da 1 . 
+ In {V;-b) dT bR (v;+b)v: 
(F-9) 
0 0.1 0.2 0.3 0.4 0.5 0.6 
V (dm3/mol) 
Figure F.1 P vs. V for water at 560 K as given by the van der Waals EOS 
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Eq. (F-9) is a generalised expression and depending on the alpha function that is used c/a / dT will 







Eubank and Wang suggest using the Racket equation (Eq. (F-11)) for the saturated liquid volume 
and the virial equation of state truncated to the third term (Eq. (F-12)) for the saturated liquid 
volume. 
v; °'c TW-T,) (F-11) 
psv; _ B_ c_ 
RT Vs + Vs 
(F-12) 
However this introduces more variables and makes the equation less widely applicable (while data 
(and correlations) for the 2nd virial coefficient is widely available in the literature, data (and 
correlations) for the 3rd virial coefficient are more scarce). Therefore if it is assumed that the SRK 
EOS provides a good estimate of the vapour pressure (which in the case of benzene it does) we 
can rearrange Eq. (F-10) in terms of the compressibility factor of the liquid and the vapour and get 






0.086647r7 J UZ<+B)Z< 
(F-13) 
' J 
As shown in Figure F.2, this equation can provide a moderately good prediction of the heat of 
vaporization, however when showing the behaviour of AHrap/(RAZrap) (Figure 2.13) it falls away 
quite noticeably. The reason for this is that even though Figure F.2 seems like a good 
representation, closer inspection reveals that above 500 K (Tr « 0.9) the SRK prediction is an 
underestimate of the data and this is consistent with what is observed in Figure 2.13. A superior 
representation of the heat of vaporization can be found by using the alpha function of Twu et al.12. 
Figure F.3 shows how the Twu alpha function gives a better-quality fit up to Tr * 0.97 and then it 
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250 300 350 400 450 500 
Temperature (K) 
550 600 
Figure F.2 Heat of vaporization of benzene as a function of temperature (• - data from the DDB2, — SRK prediction 
Eq. (F-13)) 
da 1 (0.42748 
61 bR 10.08664 
(NT™-"'* exp(l-7r
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250 300 350 400 450 
Temperature (K) 
500 550 600 
Figure F.3 Heat of vaporization of benzene as a function of temperature (• - data from the DDB2, — Twu SRK 
prediction Eq.(F-14) and Eq. (F-9) in the form of Eq. (F-13)) 
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G CHANGE IN THE CHEMICAL POTENTIAL 
Consider the vaporization/condensation of substance A (the +/- A refer to the fact that vaporization 
of A is endothermic and condensation of A is exothermic): 
The vaporization can be expressed in terms of the change in Gibbs free energy as follows: 
AG = / 4 - / 4 (G-1) 
The change in Gibbs free energy can also be written in terms equilibrium constant (K): 
AG = -RT\nK (G-2) 
The temperature dependence of the equilibrium constant is given by Eq. (G-3) and is known as the 
van't Hoff equation. 
dlnK AH ,_ _, 
ir=Rr (G"3) 
Therefore for the vaporization of A, AH = AHvap and since vaporization is endothermic AHvap will 
always be a positive number. This means that an increase of temperature will cause an increase in 
the equilibrium constant (Eq. (G-3)) this in turn will cause AG to be negative (Eq. (G-2)) which 
therefore results in Eq. (2-2). 
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H FURTHER NOTES ON DATA VALIDATION AND DATA USED 
As mentioned in paragraph 3.2 the data was validated by plotting the data on the inverse 
temperature log pressure axes and removing any outliers. The main reason why such a method 
was chosen is that it provides a (relatively) quick method of fairly accurately screening the data. 
Unfortunately the problem with this method is that there is no real way to distinguish between good 
and poor (this is not to say that the data is very inaccurate but that it is slightly less accurate than 
some of the high precision data available in the database) data where there is a slight scatter. [For 
examples of this type of scatter see Figure 2.16 and Figure 5.1 - while it is clear that the data is 
good there is still a small scatter which is very difficult to rectify] 
Data could be screened on the basis of the journal which it comes from, however this may not 
always be fair, since experimental errors are not limited to one journal and not another, similarly 
with the authors. Another possibility is to produce deviation plots; however this rests on the premise 
that there is some basis from which to take the deviation. No doubt for some of the more common 
compounds in the database (benzene, hexane etc.) such a basis does exist (e.g. using accurate 
Wagner parameters to generate a curve) and could be used fairly successfully, however these 
compounds are in the minority and are then subject to external factors (the accuracy of the 
parameters). Another approach that was tried was to take the deviation of the data relative to the 
line joining the highest and the lowest value. This approach made it very difficult to gauge if the 
proper shape of the curve was being maintained. Also for some compounds the endpoints of the 
dataset were erroneous which lead to garbage being produced. For this reason the only viable 
option which presented itself was to use the 1/T vs. InP method that was used. 
It is for this reason that the errors in section 2.2 may seem a little more inflated that they should be. 
For example one would expect the Wagner equation to be able to reproduce the benzene or 
hexane curves to within a fraction of a percent. Indeed, which a set of highly accurate data, it can. 
However since all the errors reported for this work and the work of Nannoolal were taken relative to 
the data that is contained in the database, these same data were used to provide a fairer, more 
useful comparison. 
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