In this paper, we study the problem of data gathering in multi-hop wireless sensor networks. 
Introduction
Wireless sensor networks(WSNs) are expected to be used in a wide range of applications, such as habitat sensing, healthcare monitoring, target tracking, etc.. An important task for such scenarios is data gathering, where each sensor must periodically report its sensed data to the central node, or base station(BS). For many applications, the sensed data from different locations is expected to be transported to the BS with high reliability and low latency.
The advances in low cost and low power RF communication have enabled the deployment of large-scale sensor networks. Due to the low transmission power, the distance between a sensor node and the BS may exceed its transmission range. Relaying packets by intermediate nodes needs to be performed and data gathering must be operated in a multi-hop fashion. During data gathering, the large burst of data packets generated within a very short time will lead to high degree of channel contention and high probability of packet collision. The situation is further exacerbated by the fact that packet is delivered over multi-hop routes. Consequently, the packet loss rate is very serious in data gathering. For example, in [9] , the authors observed that around 50% packets are lost for most events in Lites with the default radio stack of TinyOS.
To improve packet delivery reliability, the RTS/CTS handshake is employed in IEEE802.11 Distributed Coordination Function(DCF) to counter the packet loss. However, RTS/CTS handshake can improve system performance only when large data frames are considered. But in most data gathering WSNs, the packet generated by the sensor is usually small, for example, the message generated by sensors deployed for monitoring the environment temperature may only contain several bits data besides the header. Therefore, the short control frames may further increase the channel contention and cause more data loss. To avoid packet collision, efficient scheduling algorithms have also been proposed for data delivery in WSNs [2] [6] . However, due to the large scale of WSNs, finding optimal collision-free schedules for packet transmission is not easy.
Random access scheme is seen as better solution to bursty packet networks due to its simplicity and low delay (under light load) for bursty traffic [8] . It is well known that the random access channel throughput increases initially with increasing aggregate traffic generation rate [5] . Moreover, in most random access schemes, no additional control frames are used for channel reservation. Therefore, the channel utilization may be greatly improved.
In our work, we study the data gathering problem under random channel access model. We introduce a novel mathematical model for data gathering which considers both packet delivery reliability and latency. In our model, each node v i simply determines to transmit a packet with probability α i and decides to receives a packet with probability 1 − α i at any time slot during data gathering, where α i is called attempt probability [4] for node v i . We do not insist that all the sensors use the same attempt probability first because maintaining the same attempt probability at every sensor is difficult. More importantly, different sensors may need different values of α i to counter the local inhomogeneities in nodes deployment.
To perform data gathering task, tree structure -a multiple-source single-sink communication paradigm -is always employed. In [1] , a hop-tree is constructed to gather sensor data. In [10] , an algorithm for constructing a data gathering tree which can provide good trade-offs between reliability and latency was proposed. In this paper, we assume that the tree for data gathering has already been constructed. Our goal is to compute the optimal attempt probability for each sensor node so that the data gathering duration can be minimized on condition that each link in the tree can provide guaranteed hop-by-hop delivery reliability. We formulate this problem as an optimization problem and propose a distributed heuristic algorithm to solve it.
The remainder of this paper is organized as follows. Section 2 reviews some related work. In section 3, we describe our model and formulate the problem as an optimization problem. Section 4 gives the distributed heuristic algorithm. Section 5 provides the simulation results and analysis. Finally, we conclude in Section 6.
Related Works
The most relevant works include [7, 9, 10] . In [4] , a generalized gradient ascent algorithm was proposed to self-learn the optimal attempt probability to maximize the throughput for each node. Two iterative, decentralized algorithms were presented in [7] to compute the global optimal rates for the problem of max-min fair rate allocation in ALOHA networks. In [3] , the author views the problem of optimizing the node attempt probability as a non-cooperative game and shows the existence of a Nash equilibrium giving an optimal channel access rate for each node. However, all these approaches only consider the performance for each single node, such as maximizing the throughput or obtaining fairness. In data gathering, each sensor node is not independent, and all the sensors must work in a cooperative manner since the quality of a link depends on the attempt probabilities of several nodes. Therefore, the approaches mentioned above are not suitable to solve our problem.
To the best of our knowledge, this is the first paper that addresses the attempt probability tuning problem for data gathering in random access wireless sensor networks. Since different applications of WSNs may have different requirements for reliability and latency, it is desired to propose a model in which reliability and latency tradeoffs can be tuned by the user. In our model, the tradeoff can be obtained by simply adjusting the per-hop packet delivery reliability.
Problem Formulation
In our model, we make the following assumptions about the wireless sensor networks.
• All sensors are equipped with the same radio transceiver and can transmit/receive on a common carrier frequency using omni-directional antennas. Each sensor node is assumed to be static and distinguishable by a unique identifier.
• Time is slotted and nodes are synchronized on time slots. The length of each time slot is equal to the duration of transmitting a packet. At each time slot, a node can be in two states: active and sleep. If node v i is in active state, it decides to transmit a packet with probability α i and decides to receive with probability
• Collisions occur if a node simultaneously receives transmissions from two or more of its neighbors. Although it is possible that the receiver may correctly decode the packet from the transmitter if the signal to interference ratio(SIR) exceeds a given threshold, in our model, we assume that all colliding packets will be lost.
We model the network as a directed graph G = (V, E),
is the set of sensor nodes, and E is the set of wireless links. Let (i, j) denote the link from v i to v j . If v i can receive packets from v j , we also assume that v j can receive packets from v i . Let N 1 (i) and N 2 (i) be the set of one hop and two hop neighbors of node v i respectively. In addition, we assume that there is only one BS in the network, and all the data generated by the sensor nodes should be reported to the BS during data gathering.
All sensor nodes should operate in a cooperative manner to perform the data collection task. Therefore, each node in the network should optimally attempt a transmission, which means that a node should neither be too aggressive in attempting a transmission(thereby risking a collision) nor be too conservative so as to miss the chance of successful transmission. To address the problem in detail, we first give some definitions. Definition 1: At time slot t, P (i, j) is defined as the probability that a packet issued by node v i can be successfully delivered to node v j .
It is obvious that node v j can successfully receive a packet from v i in time slot t if and only if node v i is in transmit state, while node v j and all its one hop neighbors except v i are in non-transmit states at this time slot. Let S i,j denote the number of time slots allocated to v i for delivering its packet to v j . B i,j denotes the number of collision-free time slots among S i,j time slots. Since the states at different time slots are independent, B i,j can be modeled as a binomial random variable:
is the function for computing the probability that v j can receive at least one packet from v i in the S i,j time slots.
Let (V, T ) be the data gathering tree constructed from G, where T is the set of directed links in the tree. Let L(i) be the latency for node v i to deliver a packet to the BS along the path in the tree. In our model, we assume that the packet generated by the sensor is small and each intermediate node can encapsulate the data it generates or receives into one packet. Since the time for data encapsulation is small and we ignore it when calculating the packet delivery latency. Denote by L the minimal duration for data gathering, therefore, L = max vi∈V L(i). Our goal is to compute the optimal attempt probability for each node that can minimize the duration of data gathering while providing guaranteed PHDR. Hence, we aim to solve the following optimization problem.
Where τ (k, j) is the user specified threshold for P (k, j, S k,j ). We refer this problem as attempt probability tuning problem(APTP).
Distributed algorithm for APTP
Let F (i) be the father node of v i , and C(i) be the set of children of v i . Each node v i maintains a label T s(i), which denotes the maximum time slots for the descendants of v i to transport a packet to v i . Therefore, T s(i) can be defined as T s(i) = max
Let v 1 be the BS. Obviously, T s(1) = max i∈V L(i), therefore, Problem 5 can be rewritten as
Denote by α the vector of α i , α = (α 1 , α 2 , ..., α n ). From Eq.4, the objective function in Problem 7 is a nonlinear function of α. Therefore, APTP is indeed a nonlinear optimization problem. It is well known that nonlinear models can be extremely difficult to optimize, and finding global optimum for this kind of problem still remains as an open problem. We propose a distributed heuristic algorithm to tune the attempt probability for each node in tree networks, which relies on only two hop local information.
In the following, we first describe the local data structure maintained at each node, the message communication between the nodes and the attempt probability update procedure performed at each node. Then, we present the distributed heuristic attempt probability tuning algorithm. Local Data Structure: For each node in G, there may be multiple paths to deliver its packets to the BS. However, only the directed links in T are useful for data gathering.
Lemma 1 For tree networks, α i will only influence
Proof: From Eq.4, S k,j only depends on α m , m ∈ {j} N 1 (j). Therefore, α i will only influence S n,l where i ∈ {l} N 1 (l). In the data gathering tree T , i ∈ N 1 (F (i)) {i} N 1 (C(i)). Hence, the lemma is proved.
From Lemma 1, all links that α i influences are within two hop neighborhood of node v i . In our algorithm, each node v i in data gathering tree maintains a simple data structure <PNtab>, which records the attempt probability for v j , j ∈ {i} N 1 (i) N 2 (i). Communication: To maintain this table, at each time slot, if a node is in transmit state, it simply broadcasts <PNtab> to its neighbors. Otherwise, if node v i is in receive state and successfully receives a <PNtab> message from its neighbor v j , it only updates α k , k ∈ {j} N 1 (j)\{i} with the corresponding value in the received <PNtab>. Computation: During attempt probability computation, each node should adjust its attempt probability to minimize the data gathering duration L.
Lemma 2 Let T s
* (i) be the value of T s(i) when each node v i has obtained the the optimal attempt probability α * i , then node has been assigned with the optimal attempt probability. Without loss of generality, suppose T s
, it is a strict increasing function with respect to α k since v k acts as sender for link (k, F (k)). While for all other S m,n that α k influences, S m,n is strict decreasing function with respect to α k since v k must be in non-transmit state for these links. Because
when α k is assigned with a smaller value than α * k , which implies that α * is not optimal. Hence, the lemma is proved.
Theorem 1 Let α *
i be the optimal attempt probability for node v i , then
Proof: If i=1, v 1 is the BS. During data gathering period, the BS needn't to transmit any packet and all the time slots should to be used to receive packets from other nodes. Hence, α *
∅, then according to Lemma 2 and Eq.10, we can get
(F (i)), and T s(F (i)) = S i,F (i) . It is easy to prove that T s(F (i)) is minimized only when
Hence, the theorem is proved.
For the other nodes, we design a heuristic distributed algorithm to compute the attempt probability. The algorithm includes two phase: Self-stabilization and Latency Balance.
We call the path from D(D(i)) to F (i) the critical path for node v i . Then we define f (α i ) as the function for calculating the latency that a packet is delivered along the critical path.
. From Eq.(10), the critical path has an important impact on the data gathering duration L. At the Self-Stabilization phase, each intermediate node tries to adjust its attempt to minimize the packet delivery latency along its critical path. Since f (α i ) is a strict concave function with respect to α i , there is an optimal α i at each iteration that can minimize f (α i ), where α i satisfies ∂f (αi)) ∂αi | α i = 0. Therefore, once a node v i receives a <PNtab> message from its neighbors, it simply updates α i with α i .
According to Lemma 2, we use the latency balance phase to further reduce the data gathering duration L. Given node v i , each node v j ∈ C(i)\D(i) decreases α j step by step as long as T s(j) + S j,i is not larger than T s( that f (α D(i) ) is minimized. The whole algorithm is given as follows. Update α m , m ∈ {v} N 1 (v)\{u}; Case Self-Stabilization:
α u = α u , where
else α u =α u + Δ; 15:
If (u=F(v)) then 16:
Update Ts(u) and D(u);
Simulation Results

Algorithm Convergence
We simulated the algorithm with a tree network consists of 10 sensor nodes(see Figure 1 ). All links in T were assigned with the same PHDR. Therefore, the attempt probability for each node is independent on PHDR. Table 1 gives the attempt probability computed by the algorithm for each node, and Table 2 shows T s(i) for each non-leaf node under different PHDR.
In our algorithm, each node v i uses a fixed attempt probabilityᾱ i when computing its attempt probability. This is because the attempt probability computed by the algorithm only considers the performance of the links that are useful for data gathering. However, during the attempt probability computation period, each node needs to broadcast the <PNtab> to its neighbors, and all the links are expected to have fair throughput to fasten the convergence speed of the algorithm. In [10] , we considered the attempt probability computation problem for one hop networks on the assumption that each node has the same attempt probability. We proved that the S j,i is minimized only when α = Figure 2 shows the convergence speed of the Selfstabilization phase when each link in T is guaranteed with 90% PHDR. Due the the reason of random access, it is difficult to give a theoretical upper bound on the number of iterations. Figure 2 gives three runs, and it clearly indicates that the Self-stabilization phase has a fast convergence speed. Figure 3 shows the convergence speed of the Balance phase with different . When = 0.001, the data gathering latency decreases stably but the convergence speed is slow. While = 0.01, the convergence speed is a little faster but there are many surges in the convergence curve.
From Figure 2 and Figure 3 , it can be observed that the data gathering latency only decreases about 10 time slots by latency balance phase. However, the time spent by latency balance phase is several times of the Self-stabilization phase. Therefore, in real applications, the time allocated to balance latency can be reduced. We also did experiments on several tree networks in which all the leaf nodes have the same hops from the BS. Interestingly, we found that each leaf node nearly has the same data delivery latency after self-stabilization phase. To save energy, the balance phase for such networks can be ignored. 
Performance of the model
We first evaluate the data gathering reliability of our model by tuning PHDR. Since our model is based on random channel access model, we use average packet delivery ratio(APDR) as the evaluation metric for data gathering reliability. APDR is defined as the average percentage of received packets (n succ ) compared with the total number of nodes n, and it can be computed by the following equation.
Where N is the number of runs. In this simulation, we simply used the same PHDR for each link, and we compare the results with the theoretical average delivery reliability(TADR) computed by Eq. 12.
where γ is the value for PHDR and h(i) is the number of hops from node v i to the BS. We perform the simulation on a data gathering tree composed of 88 sensors, which is constructed by the algorithm proposed in [10] . The results were obtained by 5000 runs with the same configuration. Figure  4 gives the comparison of APDR and TADR by increasing PHDR step by step. It is clear that APDR is higher than TADR especially when PHDR is small. When PHDR=0.6, the APDR has increased more than 40%. The reason for this case is obvious. Because each immediate node can fuse its data in the packet it receives, the probability that an immediate node's data being delivered to sink by packet issued by its descendants becomes higher with the increase of PHDR. Thus, the data gathering reliability will be greatly improved. Figure 4 , the tradeoff between reliability and latency is clear, and different applications can select different tradeoff between them. For example, the improvement of APDR is only 4.7% when we change PHDR from 0.95 to 0.99, but the average latency and max latency have been prolonged by 63 and 116 time slots respectively. For some applications that require both high packet delivery reliability and low latency, fixing PHDR with 0.95 may be more suitable. 
Conclusion
In this paper, we study the problem of tuning attempt probability for data gathering in random access wireless sensor networks. We introduce a model for data gathering which considers both packet delivery reliability and latency. In our model, each node has its own attempt probability to counter the local inhomogeneities in node placement. We formulate the attempt probability computation problem as an optimization problem and propose a distributed heuristic algorithm to solve it for tree networks. Simulation results show that our algorithm is efficient and has low computational complexity and our model can provide a good tradeoff between reliability and latency for data gathering.
