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We consider a generalised diffusion equation in two dimensions for modeling diffusion on a comb-
like structures. We analyse the probability distribution functions and we derive the mean squared
displacement in x and y directions. Different forms of the memory kernels (Dirac delta, power-law,
and distributed order) are considered. It is shown that anomalous diffusion may occur along both
x and y directions. Ultraslow diffusion and some more general diffusive processes are observed
as well. We give the corresponding continuous time random walk model for the considered two
dimensional diffusion-like equation on a comb, and we derive the probability distribution functions
which subordinate the process governed by this equation to the Wiener process.
PACS numbers: 87.19.L-, 05.40.Fb, 82.40.-g
I. INTRODUCTION
Anomalous diffusion is typically characterized by the power-law time dependence
〈x2(t)〉 ≃ Kαtα (1)
of the mean squared displacement (MSD) [1–3]. Here Kα denotes the generalized diffusion coefficient. Based on the
value of the anomalous diffusion exponent α we distinguish subdiffusion (0 < α < 1) and superdiffusion (α > 1) .
The special value α = 1 describes normal diffusion, while ballistic, completely directed motion, corresponds to α = 2.
Subdiffusion, for instance, is routinely measured for the charge carrier motion in amorphous semiconductors [4], in
the cytoplasm of living biological cells [5, 6], or in artificially crowded liquids [7, 8]. Superdiffusion is also observed in
live cells due to active motion [9, 10]. Large scale simulations in three [11, 12] and two dimensional systems [13, 14]
also exhibit (transient) anomalous diffusion. In what follows we will also consider an ultraslow, logarithmic growth
〈x2(t)〉 ≃ logγ t (2)
of the MSD, on which we comment further below.
Anomalous diffusive transport has been investigated in low dimensional percolation clusters and comb-like structures
by introducing comb models [15–19]. The corresponding dynamic equation for the description of the continuous comb
has been introduced in Ref. [19] and extensively studied [20–25]. In this approach the effective comb model equation
reads
∂
∂t
P (x, y, t) = Dxδ(y) ∂
2
∂x2
P (x, y, t) +Dy ∂
2
∂y2
P (x, y, t), (3)
where the initial condition is
P (x, y, 0) = δ(x)δ(y), (4)
and the boundary conditions for P (x, y, t) and ∂∂qP (x, y, t), q = {x, y} are set to zero at infinity, x = ±∞, y = ±∞.
Here P (x, y, t) is the probability density function (PDF) to find the test particle at position (x, y) at time t. Here,
x measures the direction along the backbone of the comb, while y is the distance along the teeth away from the
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2backbone. This analytical form of the model is suggested by heuristic arguments on inhomogeneous two-dimensional
diffusion, where the diagonal components of a diffusion tensor, Dxδ(y) and Dy are the diffusion coefficients in the x
and y directions, correspondingly. In this effective formulation of the comb model the individual teeth of the comb
are considered smeared out and averaged along the x direction.
The comb model can be described in the framework of the continuous time random walk (CTRW) theory [2], where
the particle moving along the backbone can be trapped by diffusion along the teeth during a waiting time. The
waiting time PDF for this process in the Laplace space is given by ψ(s) = 1
1+s1/2
, where ψ(s) = L [ψ(t)] is the Laplace
transform of ψ(t), meaning that the waiting time PDF in the long time limit is of power-law form ψ(t) ≃ t−3/2. The
distribution of jump lengths λ(x) is of Gaussian form with variance σ2, λ(k) ≃ 1 − 12σ2k2, where λ(k) = F [λ(x)] is
the Fourier transform of λ(x) (see Section 2). Thus, the MSD along the backbone is of the form
〈
x2(t)
〉 ≃ t1/2. This
can be concluded following the procedure in Section 2 (see also [22]). From this approach one also finds that the PDF
p1(x, t) =
∫∞
−∞ dyP (x, y, t) satisfies the following time fractional diffusion equation
∂1/2
∂t1/2
p1(x, t) =
Dx
2
√Dy
∂2
∂x2
p1(x, t), (5)
where
∂α
∂tα
f(t) =
1
Γ(1− α)
∫ t
0
dt′
d
dt′ f(t
′)
(t− t′)α (6)
is the Caputo fractional derivative [26] and 0 < α < 1. The diffusion along the teeth is normal which can be
directly concluded by integration of Eq.(3) over x, i.e., p2(y, t) =
∫∞
−∞ dxP (x, y, t), and taking the boundary condi-
tions P (±∞, y, t) = 0 and ∂∂xP (±∞, y, t) = 0. Thus, one obtains the diffusion equation for Brownian motion, i.e.,
∂
∂tp2(y, t) = Dy ∂
2
∂y2 p2(y, t).
There exist different generalizations of the comb model (3). For example, Mendez and Iomin [27, 28] recently
considered the following fractional comb model:
∂α
∂tα
P (x, y, t) = Dxδ(y)tI1−α0+
∂2
∂x2
P (x, y, t) +Dy ∂
2
∂y2
P (x, y, t), (7)
where
RLI
α
t f(t) =
1
Γ(α)
∫ t
0
dt′(t− t′)α−1f(t′), (8)
is the Riemann-Liouville (R-L) fractional integral. A comb-like model of the form (7)was used to describe anomalous
diffusion in spiny dendrites, where the MSD along the x direction has the power-law dependence
〈
x2(t)
〉 ≃ t1−α2
on time [27, 28]. Similar comb-like models were used in different contexts for describing subdiffusion on a fractal
comb [29], the mechanism of superdiffusion of ultra-cold atoms in a one dimensional polarization optical lattice
[30], to describe diffusion processes on a backbone structure in presence of a drift term [31], to model anomalous
transport in low-dimensional composites [32] and electron transport in disordered nanostructured semiconductors
[33], or developing an effective comb-shaped configuration of antennas [34]. A comb model approach to study and
simulate flows in cardiovascular and ventilatory systems, especially for multiscale biomathematical models related to
virtual physiology is given in [35]. Furthermore, different random walk models were used to describe diffusion on a
comb, to mention [16, 17, 20, 36–38] but a few. Here we note that, as shown in [39], a generalization of the comb
model with correlations in the y direction affects the diffusive behavior in the x direction in a non-trivial fashion,
resulting in a quite rich diffusive scenario of anomalous transport in the x direction. Recently, it was shown [40] that
if we consider discrete model with a finite number of backbones, which means that the diffusion along the x direction
may occur on many backbones, located at y = lj , j = 1, 2, . . . , N , 0 < l1 < l2 < · · · < lN , the transport exponent does
not change, i.e., it is equal to 1/2. Contrary to this, in case of infinite number of backbones, which are at positions y
which belong to the fractal set Sν with fractal dimension 0 < ν < 1, the transport exponent depends on the fractal
dimension ν. We stop to mention that the diffusion on a comb in the x direction effectively is of the continuous time
random walk class and thus weakly non-ergodic and ageing [41, 42], while the random motion on a fractal such as a
critical percolation cluster is ergodic [43, 44].
This paper is organized as follows. In Section II we introduce our generalized comb-like model (9) that has two
different memory kernels. The PDF and MSD are derived and we find the corresponding CTRW models. In Section
III we analyze the subordination of a process governed by Eq.(9) to the Wiener process. The conditions that should
be satisfied by the memory kernels in order that the PDFs are non-negative functions are discussed. Analytical results
for different forms of the memory kernels are given in Section IV. It is shown that anomalous and ultraslow diffusion
may occur in both directions, x and y. A summary is provided in Section V.
3II. GENERALIZED COMB MODEL
Here we introduce and analyze the following generalized comb-like model∫ t
0
dt′ γ(t− t′) ∂
∂t′
P (x, y, t′) = Dxδ(y)
∫ t
0
dt′ η(t− t′) ∂
2
∂x2
P (x, y, t′) + Dy ∂
2
∂y2
P (x, y, t), (9)
with the same initial and boundary conditions as in Eq.(3). In what follows we use dimensionless variables without
loss of generality. Thus, we set Dx = Dy = 1. Here γ(t) and η(t) are integrable non-negative memory kernels which
approach zero in the long time limit (see next section for more details). The memory kernel γ(t) represents the
memory effects of the system, which means that the particles moving along the y direction, i.e., along the teeth, may
also be trapped, thus the diffusion along the y direction may also be anomalous [45]. This can be directly concluded
by integration of Eq.(9) over x, and taking the boundary conditions which are of the form P (±∞, y, t) = 0 and
∂
∂xP (±∞, y, t) = 0, from where we obtain the generalized diffusion equation recently considered in [45]∫ t
0
dt′ γ(t− t′) ∂
∂t′
p2(y, t
′) =
∂2
∂y2
p2(y, t), (10)
where p2(y, t) =
∫∞
−∞ dxP (x, y, t). It is shown that this model represents a useful tool to describe anomalous diffusion,
in particular, ultraslow logarithmic diffusion, and that it corresponds to a CTRW model with a Gaussian type jump
length PDF λ(y), and waiting time PDF given in the Laplace space by ψ(s) = 11+sγ(s) . Going back to Eq.(9), the case
γ(t) = η(t) = δ(t) yields the diffusion equation (3). The memory kernel η(t) was introduced in [27] to compensate
the anomalous transport in the backbone. Thus, here, we call the memory kernel η(t) as a generalized compensate
kernel.
A. Solution in Fourier-Laplace space
In order to solve Eq.(9) we use the Laplace
L [f(t)] =
∫ ∞
0
dtf(t)e−st = F (s), (11)
and Fourier transform,
F [f(x)] =
∫ ∞
−∞
dxf(x)eıkx = F (k), (12)
and consequently the inverse Laplace L−1 [F (s)] = f(t), and Fourier transform F−1 [F (k)] = 12pi
∫∞
−∞ dkF (k)e
−ıkx =
f(x). In what follows the transformed quantities are denoted by explicit dependence on the respective variables. By
Laplace transform we find
γ(s) [sP (x, y, s)− P (x, y, t = 0)] = δ(y)η(s) ∂
2
∂x2
P (x, y, s) +
∂2
∂y2
P (x, y, s), (13)
where P (k, y, t = 0) is the initial condition to be specified below. By Fourier transform with respect to both space
variables x and y it follows that
γ(s) [sP (kx, ky, s)− P (kx, ky, t = 0)] = −k2xη(s)P (kx, y = 0, s)− k2yP (kx, ky, s). (14)
Therefore, PDF in the Fourier-Laplace space is given by
P (kx, ky, s) =
γ(s)P (kx, ky, t = 0)− k2xη(s)P (kx, y = 0, s)
sγ(s) + k2y
. (15)
The initial condition is given by (4), thus by inverse Fourier transform in respect to ky we find
P (kx, y, s) =
1
s
√
sγ(s)
4
e−
√
sγ(s)|y| − 1
s
√
sγ(s)
4
η(s)k2x
γ(s)
P (kx, y = 0, s)e
−
√
sγ(s)|y|. (16)
4If we substitute y = 0 we obtain
P (kx, y = 0, s) =
1
s
√
sγ(s)
4
1 + 1s
√
sγ(s)
4
η(s)
γ(s)k
2
x
, (17)
from where it follows
P (kx, y, s) =
1
s
√
sγ(s)
4
1 + 1s
√
sγ(s)
4
η(s)
γ(s)k
2
x
e−
√
sγ(s)|y|, (18)
and
P (kx, ky, s) =
sγ(s)ξ(s)(
sγ(s) + k2y
) (
sξ(s) + 12k
2
x
) , (19)
where
ξ(s) =
1
η(s)
√
γ(s)
s
. (20)
Relation (19) for ky = 0 yields
P (kx, ky = 0, s) =
ξ(s)
sξ(s) + 12k
2
x
, (21)
and for kx = 0
P (kx = 0, ky, s) =
γ(s)
sγ(s) + k2y
, (22)
corresponding to the spatial averages in y and x directions, respectively.
B. PDF and MSD in the x direction
Let us now analyze the PDF p1(x, t) =
∫∞
−∞ dyP (x, y, t). Its Fourier-Laplace transform reads p1(kx, s) = P (kx, ky =
0, s), i.e. following Eq.(21),
p1(kx, s) =
ξ(s)
sξ(s) + 12k
2
x
. (23)
From the results given in [45] we conclude that the PDF p1(kx, s) corresponds to the one obtained from the CTRW
theory for a process with Gaussian jump length PDF and waiting time PDF whose Laplace transform is ψ1(s) =
1
1+sξ(s) . The normalization condition requires lims→0 sξ(s) = limt→∞ ξ(t) = 0. Thus, the memory kernel (20) is of
the form that should satisfy lims→0
√
sγ(s)
η(s) = 0. From Eq.(23) it follows that
ξ(s) [sp1(kx, s)− 1] = −1
2
k2xp1(kx, s), (24)
from where one finds [45] that the PDF p1(x, t) satisfies the following generalized diffusion equation∫ t
0
dt′ ξ(t− t′) ∂
∂t′
p1(x, t
′) =
1
2
∂2
∂x2
p1(x, t), (25)
with initial condition p1(x, 0) = δ(x).
The MSD therefore yields in the form [45]
〈
x2(t)
〉
= L−1
[
− ∂
2
∂k2x
p1(kx, s)
]∣∣∣∣
kx=0
= L−1
[
1
s2ξ(s)
]
= L−1
[
1
s
η(s)√
sγ(s)
]
. (26)
From this relation we directly obtain the MSD for the simple comb-like model (3).
5C. PDF and MSD in the y direction
Next we analyze the PDF p2(y, t) =
∫∞
−∞ dxP (x, y, t), for which we find that p2(ky, s) = P (kx = 0, ky, s), i.e,
following Eq.(22)
p2(ky, s) =
γ(s)
sγ(s) + k2y
. (27)
According to the results given in [45], the PDF p2(y, t) corresponds to the one obtained from the CTRW theory for a
process with Gaussian type jump length PDF and waiting time PDF given by its Laplace trasnform as ψ2(s) =
1
1+sγ(s) .
The normalization condition requires lim→0 sγ(s) = limt→∞ γ(t) = 0 as well. We rewrite (27) as
γ(s) [sp2(ky , s)− 1] = −k2yp2(ky , s), (28)
from where by inverse Fourier-Laplace transform it is obtained that the PDF p2(x, t) satisfies the following generalized
diffusion equation ∫ t
0
dt′ γ(t− t′) ∂
∂t′
p2(y, t
′) =
∂2
∂y2
p2(y, t), (29)
with initial condition p2(y, 0) = δ(y).
Thus, for the MSD along y direction one finds [45]
〈
y2(t)
〉
= L−1
[
− ∂
2
∂k2y
p2(ky, s)
]∣∣∣∣
ky=0
= 2L−1
[
1
s2γ(s)
]
, (30)
i.e., the MSD along the y direction depends only on the memory kernel γ(t).
III. SUBORDINATION TO THE WIENER PROCESS
Let us now find the corresponding PDFs which subordinate the diffusion processes, governed by equations (23) and
(27), from time scale t (physical time) to the Wiener processes on a time scale u (operational time). In such a scheme
the PDF P (x, t) of a given random process x(t) can be represented as [46–48]
P (x, t) =
∫ ∞
0
P0(x, u)h(u, t)du (31)
where
P0(x, u) =
1√
4piu
exp
(
−x
2
4u
)
, (32)
is the famed Gaussian PDF, i.e., the PDF of the Wiener process, and h(u, t) is a PDF subordinating the random
process x(t) to the Wiener process. Note that here we use that diffusion coefficient is equal to one (D = 1).
Relations (23) and (27) can be rewritten to
p1(kx, s) =
∫ ∞
0
du e−u
1
2
k2xh1(u, s), (33)
where
h1(u, s) = ξ(s)e
−usξ(s) = − ∂
∂u
1
s
L1(s, u), (34)
L1(s, u) = e
−usξ(s), (35)
and
p2(ky, s) =
∫ ∞
0
du e−uk
2
yh2(u, s), (36)
6where
h2(u, s) = γ(s)e
−usγ(s) = − ∂
∂u
1
s
L2(s, u), (37)
L2(s, u) = e
−usγ(s), (38)
respectively. By inverse Fourier-Laplace transform of (33) and (36) one finds
p1(x, t) =
∫ ∞
0
du
1√
2piu
e−
x2
2u h1(u, t), (39)
p2(y, t) =
∫ ∞
0
du
1√
4piu
e−
y2
4u h2(u, t), (40)
which means that the PDFs h1(u, t) and h2(u, t) provide subordination of the random processes governed by equations
(23) and (27), respectively, to the Wiener process by using the operational time u. Here we note that the functions
h1(u, t) and h2(u, t) are normalized in respect to u. This can be shown as follows. From Eq.(34) we find∫ ∞
0
du h1(u, t) = L−1s
[∫ ∞
0
du ξ(s)e−usξ(s)
]
= L−1s
[
1
s
]
= 1. (41)
Same procedure can be applied for h2(u, t).
By using the subordination approach one can see that the PDFs p1(x, t) and p2(y, t) are non-negative if respectively,
h1(u, t) and h2(u, t) are non-negative, therefore, it is sufficient to show that their Laplace transforms h1(u, s) and
h2(u, s) are completely monotone functions in respect to s (see Appendix A for definitions). In order h1(u, s), Eq.(34),
to be a completely monotone function, both functions ξ(s) = 1η(s)
√
γ(s)
s and e
−usξ(s) should be completely monotone.
The function e−usξ(s) is a completely monotone if sξ(s) = 1η(s)
√
sγ(s) is a Bernstein function [45]. Similarly, in
order the function h2(u, s), Eq.(37), to be a completely monotone function, the function γ(s) should be completely
monotone and sγ(s) is a Bernstein function. These conditions give restrictions on the possible choice of the kernels
γ(t) and η(t) in Eq.(9).
IV. DIFFERENT DIFFUSION REGIMES
Here we consider different forms of the memory kernels γ(t) and η(t), namely, Dirac δ memory kernel, power-law
memory kernel, two power-law memory kernels, distributed order memory kernels, as well as their combinations.
A. Cases with η(t) = δ(t)
Firstly we consider cases with η(t) = δ(t). For the classical comb model (3), η(t) = γ(t) = δ(t), i.e., η(s) = γ(s) = 1,
and ξ(s) = s−1/2. Since ξ(s) = s−1/2 is completely monotone, and sξ(s) = s1/2 is a Bernstein function, then p1(x, t)
is a non-negative function. From the other side, since γ(s) = 1 is completely monotone, and sγ(s) = s is a Bernstein
function, it follows that p2(y, t) is non-negative function. The solution of Eq.(3) reads
p1(x, t) = F−1
[
E1/2
(
−1
2
k2xt
1/2
)]
=
1
2|x|H
1,0
1,1

 |x|(
t1/2/2
)1/2
∣∣∣∣∣
(
1,
1
4
)
(1, 1)

 , (42)
and the PDF along the y direction has Gaussian form. For these memory kernels it follows from Eqs.(30) and (26)
that the diffusion along the y direction is normal
〈
y2(t)
〉
= 2t, and anomalous subdiffusion is in the x direction〈
x2(t)
〉
= 2 t
1/2
Γ(1/2) .
Next we use power-law memory kernel γ(t) = t
−α
Γ(1−α) , i.e., γ(s) = s
α−1, where 0 < α < 1. Since γ(s) = sα−1 is
completely monotone for 0 < α < 1, and sγ(s) = sα−1/2 is a Bernstein function for 0 < α/2 < 1, then it follows that
7p1(x, t) is a non-negative function for 0 < α < 1. Thus, the PDF along the x direction, by using relations (B1), (B2)
and (B6), becomes
p1(x, t) = F−1
[
Eα/2
(
−1
2
k2xt
α/2
)]
=
1
2|x|H
1,0
1,1
[
|x|(
1
2 t
α/2
)1/2
∣∣∣∣∣
(
1,
α
4
)
(1, 1)
]
, (43)
and the MSD, by employing the relation (B7) grows subdiffusively,
〈
x2(t)
〉
=
tα/2
Γ (1 + α/2)
. (44)
For the y direction, in the same way, we find
p2(y, t) = F−1
[
Eα
(−k2ytα)] = 12|x|H1,01,1
[
|y|
tα/2
∣∣∣∣ (1,
α
2
)
(1, 1)
]
, (45)
and
〈
y2(t)
〉
= 2
tα
Γ (1 + α)
, (46)
i.e. subdiffusion along y direction is faster than the subdiffusion along x direction. Note that in the same way as
in case of one fractional exponent, one can show that p1(x, t) is non-negative in case of the memory kernel with two
fractional exponents, which we consider below.
Thus, for memory kernel of the form γ(t) = C1
t−α1
Γ(1−α1) +C2
t−α2
Γ(1−α2) , C1, C2 > 0, C1 +C2 = 1, 0 < α1 < α2 < 1, for
the MSD in the x direction we find
〈
x2(t)
〉
=
1√
C2
L−1

 s−α1/2−1(
sα2−α1 + C1C2
)1/2

 = 1√
C2
tα2/2E
1/2
α2−α1,α2/2+1
(
−C1
C2
tα2−α1
)
. (47)
From here we conclude that decelerating subdiffusion appears along the x direction since for the short time limit
the MSD behaves as
〈
x2(t)
〉 ≃ 1√
C2
tα2/2
Γ(1+α2/2)
, where we use the definition (B1), and in the long time limit as〈
x2(t)
〉 ≃ √
C1
tα1/2
Γ(1+α1/2)
, where we apply asymptotic expansion formula (B3). Along the y direction it follows
〈
y2(t)
〉
=
2
C2
L1
[
s−α1−1
sα2−α1 + C1C2
]
=
2
C2
tα2Eα2−α1,α2+1
(
−C1
C2
tα2−α1
)
, (48)
i.e., decelerating subdiffusion as well, since the MSD turns from
〈
x2(t)
〉 ≃ 2C2 tα2Γ(1+α2) in the short time limit to〈
x2(t)
〉 ≃ 2C2 tα1Γ(1+α1) in the long time limit.
Next we introduce kernels of distributed order. Thus, firstly we consider the following kernel [49–53]
γ(t) =
∫ 1
0
dα
t−α
Γ(1− α) , (49)
i.e., γ(s) = s−1s log(s) , and η(t) = δ(t). Thus, ξ(s) =
1
s
√
s−1
log(s) . Such memory kernel was used in [49] in the theory
of evolution equations with distributed order derivative, and in [54] as a friction kernel in the generalized Langevin
equation. The distributed order diffusion equations are introduced by Chechkin et al. [50, 51] and they show that the
corresponding MSD shows accelerating, decelerating and ultraslow diffusive behaviors. If we substitute (49) in the
relations for MSDs (26) and (30), we obtain the following generalized ultraslow diffusive behaviors in the long time
limit, 〈
x2(t)
〉 ≃ log1/2 t, (50)
〈
y2(t)
〉
= 2
[
γ + log t+ etE1(t)
] ≃ 2 log t, (51)
8where γ = 0.577216 is the Euler-Mascheroni (or Euler’s) constant, and E1(t) is the exponential integral function [55],
E1(t) = −Ei(−t) =
∫ ∞
t
dx
e−x
x
. (52)
Here we note that for calculation of MSD (50) along the x direction we apply the Tauberian theorem for slowly
varying functions (see Appendix C). Thus, ultraslow diffusion occurs along both x and y directions.
More general distributed order memory kernel is [51]
γ(t) =
∫ 1
0
dα ναν−1
t−α
Γ(1− α) , (53)
where ν > 0, and we use η(t) = δ(t). In the long time limit γ(s) ≃ Γ(1+ν)
s logν 1s
, and for the MSDs we obtain
〈
x2(t)
〉 ≃ logν/2 t√
Γ(1 + ν)
, (54)
and
〈
y2(t)
〉 ≃ 2 logν t
Γ(1 + ν)
, (55)
where we use the Tauberian theorem for slowly varying functions (see Appendix C). This is an ultraslow diffusion
again. A prominent example of an ultraslow diffusion is the Sinai diffusion, where the MSD behaves as log4 t [56, 57].
Logarithmically slow diffusion also occurs in granular gases with constant restitution coefficient [58], for single file
diffusion in disordered environments [59], or in dynamic maps [60]. Stochastic models leading to logarithmically
growing MSDs include continuous time random walks with superheavy waiting time densities [57], strongly localized
heterogeneous diffusion coefficients [61], ageing continuous time random walks [62], and ultraslow scaled Brownian
motion [63].
B. Cases with η(t) = t
−α
Γ(1−α)
For power-law memory kernel η(t) = t
−α
Γ(1−α) (η(s) = s
α−1) and γ(t) = δ(t) it follows that ξ(s) = s−α+1/2. Since
η(t) is non-negative integrable function for 0 < α < 1, while ξ(s) is completely monotone for −α + 1/2 < 0, and
sξ(s) = s−α+3/2 is Bernstein function for 0 < −α+ 3/2 < 1, it follows that 1/2 < α < 1 should be satisfied in order
p1(x, t) to be non-negative function. By using relation (23), Laplace transform formula (B2) yields
p1(kx, t) = E3/2−α
(
−1
2
k2xt
3/2−α
)
, (56)
from where by the Fourier transform formula (B6), we find that the PDF p1(x, t) in terms of the Fox H-function (see
definition (B4)) reads
p1(x, t) =
1
2|x|H
1,0
1,1
[
|x|(
1
2 t
3/2−α)1/2
∣∣∣∣∣ (1, 3/4− α/2)(1, 1)
]
. (57)
For the MSD, relation (B7) yields
〈
x2(t)
〉
=
t3/2−α
Γ (5/2− α) , (58)
i.e. subdiffusive behavior for 1/2 < α < 1. The case α = 1/2 yields normal diffusion. From the asymptotic behavior
of the Fox H-function [64], we find that the PDF p1(x, t) has a stretched Gaussian form
p1(x, t) ≃ 1√
2pi(1 + 2α)
|x| 1−2α1+2α(
1
2 t
3/2−α) 11+2α exp

−1 + 2α
4
(
3− 2α
4
) 3−2α
1+2α |x| 41+2α(
1
2 t
3/2−α) 21+2α

 . (59)
9Note that the case α = 1/2 yields Gaussian form of PDF. For the y direction, since γ(t) = δ(t), the diffusion is normal,
i.e.,
〈
y2(t)
〉
= 2t.
In the case where γ(t) = η(t) = t
−α
Γ(1−α) , 0 < α < 1 (note that γ(t) and η(t) is non-negative integrable function), we
recover Eq.(7), for which the PDF along the x direction is given by
p1(x, t) = F−1
[
E1−α/2
(
−1
2
k2xt
1−α/2
)]
=
1
2|x|H
1,0
1,1
[
|x|(
1
2 t
1−α/2)1/2
∣∣∣∣∣ (1, 1/2− α/4)(1, 1)
]
, (60)
and the MSD becomes
〈
x2(t)
〉
=
t1−α/2
Γ (2− α/2) . (61)
For the y direction the results correspond to (45) and (46). The non-negativity of p1(x, t) follows from the fact that
ξ(s) = s−α/2 is completely monotone, and sξ(s) = s−α/2+1 is a Bernstein function for 0 < α < 1.
Two power-law memory function γ(t) = C1
t−α1
Γ(1−α1) + C2
t−α2
Γ(1−α2) , 0 < α1 < α2 < 1, and power-law memory kernel
η(t) = t
−α
Γ(1−α) , 0 < α < 1, the MSD along the x direction becomes
〈
x2(t)
〉
=
1√
C2
t1+α2/2−αE1/2α2−α1,2+α2/2−α
(
−C1
C2
tα2−α1
)
, (62)
which in the short time limit behaves as
〈
x2(t)
〉 ≃ 1√
C2
t1+α2/2−α
Γ(2+α2/2−α) , and in the long time limit as
〈
x2(t)
〉 ≃
1√
C1
t1+α1/2−α
Γ(2+α1/2−α) , i.e., decelerating anomalous subdiffusion. Here we note that in order PDF p1(x, t) to be non-
negative, the following restrictions should be satisfied 0 < α1/2 < α2/2 < α < 1. This can be shown from the fact
that ξ(s) =
(
C1s
α1−2α + C2sα2−2α
)1/2
is a completely monotone function if C1s
α1−2α and C2sα2−2α are completely
monotone functions. This is satisfied if α1,2 − 2α < 0. Along the y direction the MSD is given by (48) since the
memory kernel γ(t) is the same in both cases.
For the power-law memory kernel η(t) = t
−α
Γ(1−α) , 0 < α < 1, and uniformly distributed order γ(t) (49) the MSD in
the long time limit reads
〈
x2(t)
〉 ≃ t1−α
Γ(2− α) log
−1/2 t. (63)
This result is obtained with the use of Tauberian theorem (see Appendix C). The MSD along y direction is the same
as in Eq.(51) since the same memory kernel γ(t) is used.
C. Cases with η(t) = C1
t−α1
Γ(1−α1)
+ C2
t−α2
Γ(1−α2)
Furthermore, we consider kernel with two fractional exponents α1 < α2, i.e., η(t) = C1
t−α1
Γ(1−α1) + C2
t−α2
Γ(1−α2) ,
C1, C2 > 0, C1 + C2 = 1, where 1/2 ≤ α1 < α2 < 1. This condition should be satisfied in order the corresponding
PDF p1(x, t) to be non-negative and η(t) to be non-negative integrable function. Let us show this. Since η(t)
should be non-negative integrable function then 0 < α1,2 < 1. From the kernels γ(t) and η(t) it follows that
ξ(s) = 1
C1sα1−1/2+C2sα2−1/2
. From Appendix A, property 4, ξ(s) is completely monotone if C1s
α1−1/2 + C2sα2−1/2 is
complete Bernstein function. Thus, 0 < α1,2 − 1/2 < 1, i.e., 1/2 < α1,2 < 3/2. From here we obtain the restrictions
on parameters α1,2, i.e., 1/2 ≤ α1 < α2 < 1. The PDF p1(x, t) is then obtained in terms of infinite series in the Fox
H-functions,
p1(x, t) =
∞∑
n=0
(−1)n
n!
(
C1
C2
)n
× 1
2|x|H
2,1
3,3
[
|x|(
1
2C2t
3/2−α2
)1/2
∣∣∣∣∣ (1 − n, 1/2), ((α2 − α1)n+ 1, 3− α2/2), (1, 1/2)(1, 1), (1, 1/2), (1, 1/2)
]
, (64)
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from where we find the MSD
〈
x2(t)
〉
= C1
t3/2−α1
Γ (5/2− α1) + C2
t3/2−α2
Γ (5/2− α2) . (65)
Therefore, for short time limit we obtain
〈
x2(t)
〉 ≃ C2 t3/2−α2Γ(5/2−α2) , whereas for long time limit 〈x2(t)〉 ≃ C1 t3/2−α1Γ(5/2−α1) ,
i.e. accelerating anomalous diffusion. Generalization to the case of a kernel with many fractional exponents αi,
i = 1, 2, . . . , N , is obvious. The diffusion along the y direction is normal since γ(t) = δ(t).
In case of a power-law memory kernel γ(t) = t
−α
Γ(1−α) , such that 0 < α/2 < α1 < α2 < 1 (these restrictions follow
from the conditions (i) ξ(s) = 1C2
sα/2−α1
sα2−α1+
C1
C2
to be completely monotone, and (ii) sξ(s) to be the Bernstein function),
for the MSD we find
〈
x2(t)
〉
= C1
t1+α/2−α1
Γ(2 + α/2− α1) + C2
t1+α/2−α2
Γ(2 + α/2− α2) , (66)
from where for the short time limit MSD behaves as
〈
x2(t)
〉
= C2
t1+α/2−α2
Γ(2+α/2−α2) , and in the long time limit as
〈
x2(t)
〉
=
C1
t1+α/2−α1
Γ(2+α/2−α1) . In the y direction
〈
y2(t)
〉
= 2 t
α
Γ(1+α) .
In case where both memory kernels are combinations of two power-law functions γ(t) = η(t) = C1
t−α1
Γ(1−α1) +
C2
t−α2
Γ(1−α2) , 0 < α1 < α2 < 1, it follows ξ(s) =
√
1
C2
s−α1/2
(
sα2−α1+
C1
C2
)1/2 . Thus, for the MSD along the x direction we find
〈
x2(t)
〉
= C
1/2
2 L−1

 sα1−2(
sα2−α1 + C1C2
)−1/2

 = C1/22 t1−α2/2E−1/2α2−α1,2−α2/2
(
−C1
C2
tα2−α1
)
, (67)
from where the short time limit yields
〈
x2(t)
〉 ≃ C1/22 t1−α2/2Γ(2−α2/2) , and in the long time limit 〈x2(t)〉 ≃ C1/21 t1−α1/2Γ(2−α1/2) .
The MSD in y direction is given by Eq.(48).
A more complicated combination follows if γ(t) is uniformly distributed memory kernel (49), for which ξ(s) =
1
C2
s−α1
√
s−1
log s
sα2−α1+
C1
C2
. For the MSD in x direction, by using Tauberian theorem (see Appendix C), we derive
〈
x2(t)
〉 ≃ C1 t1−α1
Γ(2− α1) log
−1/2 t+ C2
t1−α2
Γ(2− α2) log
−1/2 t. (68)
From here the previously obtained result (63) follows directly. In y direction the MSD is given by Eq.(51).
D. Cases with distributed order kernel η(t)
The case where γ(t) = δ(t) and η(t) is a uniformly distributed order memory kernel, i.e., its Laplace transform
is given by η(s) = s−1s log s , can not be considered within our framework, since ξ(s) ∼ s
1/2 log s
s−1 is not a completely
monotone function.
Similar situation appears for power-law memory kernel γ(t) (and two-power law memory kernels γ(t)) and uniformly
distributed memory kernel η(t), for which ξ(s) ∼ sα/2 log ss−1 is not a completely monotone function.
For the case where both kernels are of distributed order, i.e., γ(t) = η(t) =
∫ 1
0
dα t
−α
Γ(1−α) , we find in the long time
limit with the use of Tauberian theorem (see Appendix C),
〈
x2(t)
〉 ≃ t log−1/2 t. (69)
The MSD along y direction is the same as in Eq.(51).
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V. SUMMARY
In this paper we studied anomalous diffusion in a generalized two-dimensional comb-like model governed by diffusion-
like equation with two memory kernels. We solved this equation in the Fourier-Laplace space and gave general
expressions for the PDFs and MSDs in x and y directions. The CTRW model, which corresponds to the considered
diffusion-like equation on a comb-like structure was presented. We showed that the waiting time PDF which is
responsible for the appearance of different diffusive behavior along the backbone (x direction) depends on both
memory kernels γ(t) and η(t), whereas the waiting time PDF along y direction depends only on the memory kernel
γ(t). We found the PDFs which subordinate the random diffusion processes on the comb-like structure considered to
the Wiener process. We investigated the role of different forms of γ(t) and η(t), such as Dirac delta, power-law, and
distributed order. The results obtained for the PDFs and MSDs are represented by using the Mittag-Leffler and Fox
H-functions, from where different diffusive regimes can be observed. It is shown that the considered model may be
used to describe anomalous diffusive processes, including decelerating and accelerating anomalous subdiffusion, and
ultraslow diffusion as well. The results for the MSDs in x and y directions are summarized in Tables I and II.
TABLE I: MSD
〈
x2(t)
〉
along x direction. It depends on both memory kernels γ(t) and η(t). The MSDs in case of distributed
order memory kernels are calculated in the long time limit by using Tauberian theorem.
η(t) \ γ(t) δ(t) t
−α
Γ(1−α)
C1
t−α1
Γ(1−α1)
+ C2
t−α2
Γ(1−α2)
∫ 1
0
dα t
−α
Γ(1−α)
δ(t) ∼ t1/2 ∼ tα/2 ∼ tα2/2E
1/2
α2−α1,α2/2+1
(
−C1
C2
tα2−α1
)
∼ log1/2 t
t−α
Γ(1−α)
∼ t3/2−α ∼ t1−α/2 ∼ t1+α2/2−αE
1/2
α2−α1,2+α2/2−α
(
−C1
C2
tα2−α1
)
∼ t1−α log−1/2 t
C1
t−α1
Γ(1−α1)
+C2
t−α2
Γ(1−α2)
∼ C1
t3/2−α1
Γ(5/2−α1)
+C2
t3/2−α2
Γ(5/2−α2)
∼ C1
t1+α/2−α1
Γ(2+α/2−α1)
+C2
t1+α/2−α2
Γ(2+α/2−α2)
∼ t1−α2/2E
−1/2
α2−α1,2−α2/2
(
−C1
C2
tα2−α1
) ∼ C1 t1−α1Γ(2−α1) log−1/2 t
+C2
t1−α2
Γ(2−α2)
log−1/2 t∫ 1
0
dα t
−α
Γ(1−α)
− − − ∼ t log−1/2 t
TABLE II: MSD
〈
y2(t)
〉
along y direction. It depends only on the memory kernel γ(t).
γ(t) δ(t) t
−α
Γ(1−α)
C1
t−α1
Γ(1−α1)
+ C2
t−α2
Γ(1−α2)
∫ 1
0
dα t
−α
Γ(1−α)〈
y2(t)
〉
∼ t ∼ tα ∼ tα2Eα2−α1,α2+1
(
−C1
C2
tα2−α1
)
∼ γ + log t+ etE1(t)
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Appendix A: Completely monotone and Bernstein functions
Here we give definitions and some properties of completely monotone and Bernstein functions [65].
1. The function g(s) is a completely monotone if (−1)ng(n)(s) ≥ 0 for all n ≥ 0 and s > 0. Product of completely
monotone functions is completely monotone function too. An example of completely monotone function is sα,
where α < 0.
2. The Bernstein characterization theorem states that if the Laplace transform g(s) = L [G(t)] of given function
G(t) is completely monotone function, then the function G(t) is non-negative.
3. The function e−usξ(s) is a completely monotone if sξ(s) is a complete Bernstein function. A given function f(s)
is a Bernstein function if (−1)n−1f (n)(s) ≥ 0 for all n ∈ N and s > 0. An example of Bernstein function is sα,
where 0 < α < 1.
4. It can be shown that if f(s) is a complete Bernstein function, then g(s) = 1/f(s) is a completely monotonic
function [66].
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5. Another important property of complete Bernstein function is the one which states that f(s) is a complete
Bernstein function if and only if the function s/f(s) is complete Bernstein function.
In order h1(u, s) (34) to be completely monotone function, both functions ξ(s) =
1
η(s)
√
γ(s)
s and e
−usξ(s) should be
completely monotone [65]. The function e−usξ(s) is a completely monotone if sξ(s) = 1η(s)
√
sγ(s) is a Bernstein
function. Similarly, in order the PDF h2(u, s) to be completely monotone function, the function γ(s) should be
completely monotone and sγ(s) is a Bernstein function.
Appendix B: Mittag-Leffler and Fox H-functions
To calculate the PDFs we use the three parameter Mittag-Leffler (M-L) function [67]
Eδα,β(z) =
∞∑
k=0
(δ)k
Γ(αk + β)
zk
k!
, (B1)
where (δ)k = Γ(δ + k)/Γ(δ) is the Pochhammer symbol, which Laplace transform is given by [67]
L [tβ−1Eδα,β(±atα)] (s) = sαδ−β
(sα ∓ a)δ
, ℜ(s) > |a|1/α. (B2)
The case δ = 1 yields the two parameter M-L function Eα,β(z), and the case β = δ = 1 - one parameter M-L
function Eα(z). For the three parameter M-L function the following formula holds [54, 68, 69] (see also [70, 71] for
two parameter M-L function)
Eδα,β(−z) =
z−δ
Γ(δ)
∞∑
n=0
Γ(δ + n)
Γ(β − α(δ + n))
(−z)−n
n!
, |z| > 1, (B3)
in order to analyze the asymptotic behaviors. Thus, the asymptotic expansion formula for three parameter M-L
function is given by Eδα,β(−z) ≃ z
−δ
Γ(β−αδ) for z →∞.
The Fox H-function (or simply H-function) is defined by the following Mellin-Barnes integral [64]
Hm,np,q
[
z
∣∣∣∣∣ (a1, A1), ..., (ap, Ap)(b1, B1), ..., (bq, Bq)
]
= Hm,np,q
[
z
∣∣∣∣∣ (ap, Ap)(bq, Bq)
]
=
1
2piı
∫
Ω
θ(s)zsds, (B4)
where θ(s) =
∏m
j=1 Γ(bj−Bjs)
∏n
j=1 Γ(1−aj+Ajs)∏q
j=m+1 Γ(1−bj+Bjs)
∏p
j=n+1 Γ(aj−Ajs) , 0 ≤ n ≤ p, 1 ≤ m ≤ q, ai, bj ∈ C, Ai, Bj ∈ R
+, i = 1, ..., p,
j = 1, ..., q. The contour Ω starting at c− i∞ and ending at c+ i∞ separates the poles of the function Γ(bj + Bjs),
j = 1, ...,m from those of the function Γ(1− ai −Ais), i = 1, ..., n.
The connection between three parameter M-L function and Fox H-function is given by [64]
Eδα,β(−z) =
1
Γ(δ)
H1,11,2
[
z
∣∣∣∣∣ (1− δ, 1)(0, 1), (1− β, α)
]
. (B5)
The Fourier transform formula for Fox H-function is [64]∫ ∞
0
dk kρ−1 cos(kx)Hm,np,q
[
akδ
∣∣∣∣∣ (ap, Ap)(bq, Bq)
]
=
pi
xρ
Hn+1,mq+1,p+2
[
xδ
a
∣∣∣∣∣ (1− bq, Bq), (
1+ρ
2 ,
δ
2 )
(ρ, δ), (1 − ap, Ap), (1+ρ2 , δ2 )
]
,
(B6)
where ℜ
(
ρ+ δmin1≤j≤m
(
bj
Bj
))
> 1, xδ > 0, ℜ
(
ρ+ δmax1≤j≤n
(
aj−1
Aj
))
< 32 , | arg(a)| < piθ/2, θ > 0, θ =∑n
j=1 Aj −
∑p
j=n+1 Aj +
∑m
j=1 Bj −
∑q
j=m+1 Bj .
The Mellin transform of the H-function is given by [64]
∫∞
0 x
ξ−1Hm,np,q
[
ax
∣∣∣∣∣ (ap, Ap)(bq, Bq)
]
dx = a−ξθ(−ξ),
(B7)
where θ(−ξ) is defined in Eq.(B4).
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Appendix C: Tauberian theorem for slowly varying functions [72]
If some function r(t), t ≥ 0, has the Laplace transform r(s) whose asymptotics behaves as
r(s) ≃ s−ρL
(
1
s
)
, s→ 0, ρ ≥ 0, (C1)
then
r(t) = L−1 [r(s)] ≃ 1
Γ(ρ)
tρ−1L(t), t→∞. (C2)
Here L(t) is a slowly varying function at infinity, i.e., limt→∞
L(at)
L(t) = 1, for any a > 0.
[1] J.-P. Bouchaud and A. Georges. Anomalous diffusion in disordered media: statistical mechanisms, models and physical
applications. Phys. Rep., 195 (1990) 127–293.
[2] R. Metzler and J. Klafter. The random walk’s guide to anomalous diffusion: a fractional dynamics approach. Phys. Rep.,
339 (2000), 1–77. The restaurant at the end of the random walk: recent developments in the description of anomalous
transport by fractional dynamics. J. Phys. A: Math. Gen., 37 (2004), R161–R208.
[3] R. Metzler, J.-H. Jeon, A. G. Cherstvy, and E. Barkai. Anomalous diffusion models and their properties: non-stationarity,
non-ergodicity, and ageing at the centenary of single particle tracking. Phys. Chem. Chem. Phys., 16 (2014), 24128–24164.
[4] H. Scher and E. W. Montroll. Anomalous transit-time dispersion in amorphous solids. Phys. Rev. B, 12 (1975), 2455.
[5] J.-H. Jeon, V. Tejedor, S. Burov, E. Barkai, C. Selhuber-Unkel, K. Berg-Sørensen, L. Oddershede, and R. Metzler. In vivo
anomalous diffusion and weak ergodicity breaking of lipid granules. Phys. Rev. Lett., 106 (2011), 048103.
[6] I. Golding and E. C. Cox. Physical Nature of Bacterial Cytoplasm. Phys. Rev. Lett., 96 (2006), 098102.
[7] J. Szymanski and M. Weiss. Elucidating the origin of anomalous diffusion in crowded fluids. Phys. Rev. Lett., 103 (2009),
038102.
[8] J.-H. Jeon, N. Leijnse, L. B. Oddershede, and R. Metzler. Anomalous diffusion and power-law relaxation of the time
averaged mean squared displacement in worm-like micellar solutions. New J. Phys., 15 (2013), 045011.
[9] J. F. Reverey, J.-H. Jeon, H. Bao, M. Leippe, R. Metzler, and C. Selhuber-Unkel. Superdiffusion dominates intracellular
particle motion in the supercrowded cytoplasm of pathogenic Acanthamoeba castellanii. Sci. Rep., 5 (2015), 11690.
[10] A. Caspi, R. Granek, and M. Elbaum. Enhanced diffusion in active intracellular transport. Phys. Rev. Lett., 85 (2000),
5655.
[11] A. Godec, M. Bauer, and R. Metzler. Collective dynamics effect transient subdiffusion of inert tracers in gel networks, New
J. Phys., 16 (2014), 092002.
[12] F. Trovato and V. Tozzini. Diffusion within the cytoplasm: a mesoscale model of interacting macromolecules. Biophys. J.,
107 (2014), 2579–2591.
[13] G. R. Kneller, K. Baczynski, and M. Pasenkiewicz-Gierula. Molecular dynamics simulation and exact results. J. Chem.
Phys., 135 (2011), 141105.
[14] J.-H. Jeon, H. M. Monne, M. Javanainen, and R. Metzler. Anomalous diffusion of phospholipids and cholesterols in a lipid
bilayer and its origins. Phys. Rev. Lett., 109 (2012), 188103.
[15] S.R. White and M. Barma, Field-induced drift and trapping in percolation networks. J. Phys. A: Math. Gen., 17 (1984),
2995.
[16] G.H. Weiss and S. Havlin, Some properties of a random walk on a comb structure. Physica A, 134 (1986), 474–482.
[17] S. Havlin, J.E. Kiefer, and G.H. Weiss. Anomalous diffusion on a random comblike structure. Phys. Rev. A, 36 (1987),
1403–1408.
[18] O. Matan, S. Havlin, and D. Staufler. Scaling properties of diffusion on comb-like structures. J. Phys. A: Math. Gen., 22
(1989), 2867.
[19] V.E. Arkhincheev and E.M. Baskin. Anomalous diffusion and drift in a comb model of percolation clusters. Sov. Phys.
JETP, 73 (1991), 161–165.
[20] I.A. Lubashevski and A.A. Zemlyanov. Continuum description of anomalous diffusion on a comb structure. J. Exper.
Theor. Phys., 87 (1998), 700–713.
[21] V.E. Arkhincheev. Anomalous diffusion and charge relaxation on comb model: exact solutions. Physica A, 280 (2000),
304–314; Diffusion on random comb structure: effective medium approximation. Physica A, 307 (2002), 131–141; Unified
continuum description for sub-diffusion random walks on multi-dimensional comb model. Physica A, 389 (2010), 1–6.
[22] E. Baskin and A. Iomin. Superdiffusion on a comb structure. Phys. Rev. Lett., 93 (2004), 120603.
[23] A. Iomin and E. Baskin. Negative superdiffusion due to inhomogeneous convection. Phys. Rev. E, 71 (2005), 061101.
[24] L.R. da Silva, A.A. Tateishi, M.K. Lenzi, E.K. Lenzi, and P.C. da Silva. Green function for a non-Markovian Fokker-Planck
equation: comb-model and anomalous diffusion, Brazilian J. Phys., 39 (2009), 483–487.
[25] O.A. Dvoretskaya and P.S. Kondratenko. Anomalous transport regimes and asymptotic concentration distributions in the
presence of advection and diffusion on a comb structure. Phys. Rev. E 79 (2009), 041128.
14
[26] I. Podlubny. Fractional Differential Equations. Acad. Press, San Diego etc., 1999.
[27] V. Mendez and A. Iomin. Comb-like models for transport along spiny dendrites. Chaos Solitons Fractals, 53 (2013), 46–51.
[28] A. Iomin and V. Mendez. Reaction-subdiffusion front propagation in a comblike model of spiny dendrites. Phys. Rev. E, 88
(2013), 012706.
[29] A. Iomin. Subdiffusion on a fractal comb. Phys. Rev. E, 83 (2011), 052106.
[30] A. Iomin. Superdiffusive comb: Application to experimental observation of anomalous diffusion in one dimension. Phys.
Rev. E, 86 (2012), 032101.
[31] E.K. Lenzi, L.R. da Silva, A.A. Tateishi, M.K. Lenzi, and H.V. Ribeiro. Diffusive process on a backbone structure with
drift terms. Phys. Rev. E, 87 (2013), 012121.
[32] D. Shamiryan, M.R. Baklanov, P. Lyons, S. Beckx, W. Boullart, and K. Maex. Diffusion of solvents in thin porous films.
Colloids and Surfaces A: Physicochem. Eng. Aspects, 300 (2007), 111–116.
[33] R.T. Sibatov and E.V. Morozova. Multiple trapping on a comb structure as a model of electron transport in disordered
nanostructured semiconductors. J. Exper. Theor. Phys., 120 (2015), 860–870.
[34] L.C.Y. Chu, D. Guha and Y.M.M. Antar. Comb-shaped circularly polarised dielectric resonator antenna. IEEE Electron.
Lett., 42 (2006), 785–787.
[35] M. Thiriet. Tissue Functioning and Remodeling in the Circulatory and Ventilatory Systems. Springer, New York, 2013.
[36] D. Ben-Avraham and S. Havlin. Diffusion and Reactions in Fractals and Disordered System. Cambridge University Press,
Cambridge, 2000.
[37] A. Rebenshtok and E. Barkai. Occupation times on a comb with ramified teeth. Phys. Rev. E, 88 (2013), 052126.
[38] V.Yu. Zaburdaev, P.V. Popov, A.S. Romanov, and K.V. Chukbar. Stochastic transport through complex comb structures.
J. Exper. Theor. Phys, 106 (2008), 999–1005.
[39] H.V. Ribeiro, A.A. Tateishi, L.G.A. Alves, R.S. Zola, and E.K. Lenzi. Investigating the interplay between mechanisms of
anomalous diffusion via fractional Brownian walks on a comb-like structure. New J. Phys., 16 (2014), 093050.
[40] T. Sandev, A. Iomin, and H. Kantz. Fractional diffusion on a fractal grid comb. Phys. Rev. E, 91 (2015), 032108.
[41] Y. He, S. Burov, R. Metzler, and E. Barkai. Random time-scale invariant diffusion and transport coefficients. Phys. Rev.
Lett., 101 (2008), 058101.
[42] J. H. P. Schulz, E. Barkai, and R. Metzler. Aging effects and population splitting in single-particle trajectory averages.
Phys. Rev. Lett., 110 (2013), 020602.
[43] Y. Meroz, I. M. Sokolov, and J. Klafter. Subdiffusion of mixed origins: When ergodicity and nonergodicity coexist. Phys.
Rev. E, 81 (2010), 010101(R).
[44] Y. Mardoukhi, J.-H. Jeon, and R. Metzler. Geometry controlled anomalous diffusion in random fractal geometries: looking
beyond the infinite cluster. Phys. Chem. Chem. Phys., 17 (2015), 30134.
[45] T. Sandev, A. Chechkin, H. Kantz, and R. Metzler. Diffusion and Fokker-Planck-Smoluchowski equations with generalized
memory kernel. Fract. Calc. Appl. Anal. 18 (2015), 1006–1038.
[46] A.V. Chechkin, M. Hofmann, and I.M. Sokolov. Continuous-time random walk with correlated waiting times. Phys. Rev.
E, 80 (2009), 031112.
[47] E. Barkai. Fractional Fokker-Planck equation, solution, and application. Phys. Rev. E, 63 (2001), 046118.
[48] M.M. Meerschaert and P. Straka. Inverse stable subordinators. Math. Model. Nat. Phenom., 8 (2013), 1–16.
[49] A.N. Kochubei. General fractional calculus, evolution equations, and renewal processes. Integr. Equ. Oper. Theory, 71
(2011), 583–600.
[50] A.V. Chechkin, R. Gorenflo, abd I.M. Sokolov. Retarding subdiffusion and accelerating superdiffusion governed by
distributed-order fractional diffusion equations. Phys. Rev. E, 66 (2002), 046129.
[51] A.V. Chechkin, J. Klafter, I.M. Sokolov. Fractional Fokker-Planck equation for ultraslow kinetics. EPL, 63 (2003), 326.
[52] A. Chechkin, I.M. Sokolov and J. Klafter. Natural and Modified Forms of Distributed Order Fractional Diffusion Equations,
in Fractional Dynamics: Recent Advances, Eds. J. Klafter, S.C. Lim and R. Metzler. World Scientific Publishing Company,
Singapore, 2011.
[53] F. Mainardi. Fractional Calculus and Waves in Linear Viscoelesticity: An introduction to Mathematical Models. Imperial
College Press, London, 2010.
[54] T. Sandev and Zˇ. Tomovski. Langevin equation for a free particle driven by power law type of noises. Phys. Lett. A, 378
(2014), 1–9.
[55] A. Erdelyi, W. Magnus, F. Oberhettinger and F.G. Tricomi. Higher Transcedential Functions. Vol. 3, McGraw-Hill, New
York, 1955.
[56] Y.G. Sinai. The limiting behavior of a one-dimensional random walk in a random medium. Theor. Probab. Appl., 27 (1982),
256–268.
[57] A. Godec, A. V. Chechkin, E. Barkai, H. Kantz, and R. Metzler. Localization and universal fluctuations in ultraslow
diffusion processes. J. Phys. A: Math. Theor., 47 (2014), 492002.
[58] A. Bodrova, A. V. Chechkin, A. G. Cherstvy, and R. Metzler. Quantifying non-ergodic dynamics of force-free granular
gases. Phys. Chem. Chem. Phys., 17 (2015), 21791–21798.
[59] L. P. Sanders, M. A. Lomholt, L. Lizana, K. Fogelmark, R. Metzler, and T. Ambjo¨rnsson. Severe slowing-down and
universality of the dynamics in disordered interacting many-body systems: ageing and ultraslow diffusion. New J. Phys., 16
(2014), 113050.
[60] J. Dra¨ger and J. Klafter. Strong anomaly in diffusion generated by iterated maps. Phys. Rev. Lett., 84 (2000), 5998.
[61] A. G. Cherstvy and R. Metzler. Population splitting, trapping, and non-ergodicity in heterogeneous diffusion processes.
Phys. Chem. Chem. Phys., 15 (2013), 20220–20235.
15
[62] M.A. Lomholt, L. Lizana, R. Metzler, and T. Ambjo¨rnsson, Microscopic origin of the logarithmic time evolution of aging
processes in complex systems. Phys. Rev. Lett., 110 (2013), 208301.
[63] A. Bodrova, A. V. Chechkin, A. G. Cherstvy, and R. Metzler. Ultraslow scaled Brownian motion. New J. Phys., 17 (2015),
063038.
[64] A.M. Mathai, R.K. Saxena and H.J. Haubold. The H-function: Theory and Applications. New York Dordrecht Heidelberg
London, Springer, 2010.
[65] R. Schilling, R. Song and Z. Vondracek. Bernstein Functions. De Gruyter, Berlin, 2010.
[66] C. Berg and G. Forst. Potential Theory on Locally Compact Abelian Groups. Berlin, Springer, 1975.
[67] T.R. Prabhakar. A singular integral equation with a generalized Mittag-Leffler function in the kernel. Yokohama Math. J.,
19 (1971), 7–15.
[68] R.K. Saxena, A.M. Mathai and H.J. Haubold, Unified fractional kinetic equation and a fractional diffusion equation.
Astrophys. Space Sci., 209 (2004), 299–310.
[69] T. Sandev, R. Metzler and Z. Tomovski. Correlation functions for the fractional generalized Langevin equation in the
presence of internal and external noise. J. Math. Phys., 55 (2014), 023301.
[70] H. Seybold and R.Hilfer. Numerical algorithm for calculating the generalized Mittag-Leffler function. SIAM J. Numer.
Anal., 47 (2008), 69–88.
[71] Z.L. Huang, X.L. Jin, C.W. Lim and Y. Wang. Statistical analysis for stochastic systems including fractional derivatives.
Nonlin. Dyn., 59 (2010), 339–349.
[72] W. Feller. An Introduction to Probability Theory and Its Applications. Vol. II, Wiley, New York, 1968.
