Let A be a unital, commutative and finitely generated ring. We prove that if n ≥ 4, then the group G = EL n (A) has a fixed point property for affine isometric actions on B. Here B stands for any L p space or any Banach space isomorphic to a Hilbert space. We also verify that the comparison map G, B) from bounded to ordinary cohomology is injective, where G and B are as in above. For our proof, we establish a certain implication from Kazhdan's property (T) to a fixed point property on uniformly convex Banach spaces.
Introduction and main results
Throughout this paper, we assume all rings are associative, all representations of a topological group are strongly continuous, and all subgroups of a topological group are closed. We also assume all discrete groups are countable. We let Γ, G and N be topological groups, B be a Banach space, C be a class of Banach spaces, and H be an arbitrary Hilbert space. For a Banach space B, we define S(B) as the unit sphere, B(B) as the Banach algebra of all bounded linear operators on B, and ·, · as the duality B ×B * → C. In particular, we write L p and C H to express respectively the class of all L p -spaces for any σ-finite measure and the class of all Banach spaces isomorphic to Hilbert spaces. In this paper, we shall define the following properties in terms of B: Relative (T B ), (T B ); relative (F B ), (F B ); the Shalom property for (F B ); relative (F F B ), (F F B ); and the Shalom property for (F F B ). If we let (P B ) represent any of these properties, then we define the property (P C ) in terms of C as follows: Having (P C ) stands for having (P B ) for all B ∈ C.
Kazhdan's property (T), which was first introduced in [14] , is initially defined in terms of unitary representations. A representation ρ of a group Γ on a Banach space The author is supported by JSPS Research Fellowships for Young Scientists No.20-8313. 1 B is said to admit almost invariant vectors if for any compact set F ⊂ Γ and any ε > 0, there exists x ∈ S(B) such that sup s∈F ρ(s)x − x ≤ ε holds. A group Γ is defined to have property (T ) if any unitary representation (π, H) of Γ does not admit almost invariant vectors in H ⊥ π(Γ) . Here H ⊥ π(Γ) means the orthogonal complement of the subspace of all π(Γ)-invariant vectors. P. Delorme [8] and A. Guichardet [12] have shown that for any locally compact and second countable group Γ, property (T) is equivalent to Serre's property (F H): A group Γ is said to have (FH) if any affine isometric action on a Hilbert space has a global fixed point. Property (T) represents certain forms of rigidity of a group. We refer to [3] for details on property (T).
In 2007, Bader-Furman-Gelander-Monod [2] investigated similar properties in the broader framework of superreflexive Banach spaces. They named the Kazhdan type property and the fixed point property respectively (T B ) and (F B ). They proved the following theorem and revealed that (F B ) is stronger than (T B ) in general. We note that the latter assertion of (iii) in the theorem is due to Y. Shalom (in his unpublished work). (ii ) Property (T) is equivalent to property (T L p ), where p ∈ (1, ∞). It is also equivalent to property (F L p ), where p ∈ (1, 2] .
where k i are local fields and G i (k i ) are k ipoints of Zariski connected simple k i -algebraic groups. If each simple factor G i (k i ) has k i -rank ≥ 2, then G and the lattices in G have property (F L p ) for 1 < p < ∞ and property (F C H ).
They also mentioned that both of the properties "(F L p ) for all 2 < p < ∞" and (F C H ) are stronger than (T ). Indeed, G. Yu [24] has proved that any hyperbolic group, including one with (T), admits a proper affine isometric action on some ℓ p space. Existence of a proper affine action represents opposite nature to rigidity of a group. Hence higher rank algebraic groups and lattices have stronger rigidity than hyperbolic (T) groups do. The author does not know whether there exists an infinite hyperbolic group with (F C H ) (or (T C H )). We note Y. Shalom has announced that Sp(n, 1) fails to have (T C H ).
From the backgrounds above, it seems to be a significant problem to establish (F L p ) (1 < p < ∞) and (F C H ) for certain groups. However as far as the author knows, the only known examples were the groups in (iii) of Theorem 1.1. One of the main results of the paper is to provide a new example. The group SL n (Z[X 1 , . . . , X k ]) is called the universal lattice by Y. Shalom [18] . Theorem 1.2. Let k ≥ 0 be an integer. Then for n ≥ 4, the universal lattice SL n (Z[X 1 , . . . , X k ]) has property (F C ). Here C stands for either the class L p (1 < p < ∞) or the class C H .
We note that this theorem particularly implies property (T C H ) of universal lattices with n ≥ 4. It follows from (i) of Theorem 1.1.
For our proof of Theorem 1.2, we need to deduce (F B ) from (T B ). There are the following two well known cases in which the direction above is true: First, the case that B = H is due to P. Delorme [8] with the aid of conditionally negative definite functions. Second, the case of a higher rank algebraic group is treated in [2, §5] .
In this case, the Howe-Moore property of simple algebraic groups is the key. By making use of the relative versions of (T B ) and (F B ), we have shown the following new implication:
To prove Theorem 1.2, we combine Theorem 1.3 with the following relative (T B ),
Shalom's argument in [20] , and Vaserstein's bounded generation.
Theorem 1.4. With the same notation as one in Theorem 1.3,
Here for a unital ring A, EL n (A) denotes the subgroup of M n (A) generated by all elementary matrices. Suslin's result [22] states that if n ≥ 3, then EL n (Z[X 1 , . . . , X k ]) coincides with SL n (Z[X 1 , . . . , X k ]).
Our next goal is to analyze the second bounded cohomology of the universal lattice. We investigate a certain property stronger than (F B ) and name it property 
is injective, for any B ∈ C and any isometric representation ρ on B. Here B is not necessarily separable.
We note that property (F B ) and property (FF B ) pass through quotient groups.
Hence the conclusions of Theorem 1.2, Theorem 1.5, and Corollary 1.6 remain true even in the case SL n (Z[X 1 , . . . , X k ]) is replaced with EL n (A). Here A stands for a unital, commutative and finitely generated ring. holds. In the case that k = 0,
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• The space B is said to be uniformly smooth (or us) if lim τ →0 r · (τ )/τ = 0 holds.
Here for τ > 0, we define
• The space B is said to be ucus if B is uc and us.
• The space B is said to be superreflexive if it is isomorphic to some ucus Banach space.
We call d and r the modulus of convexity and smoothness respectively.
We refer to [4, §A] for details on ucus Banach spaces. x → x * is uniformly continuous. We call this map x → x * the duality mapping. 
Hence one can regard
Here ρ is an isometric representation and c(g) ∈ B. We sometimes simply write α = ρ + c. We call ρ and c respectively the linear part and the transition part of α. Because α is an action, the transition part c satisfies the following condition, called the cocycle identity:
We also call c the cocycle part of α. Definition 2.7. For an isometric representation ρ on B, we call a map c : Γ → B a ρ-cocycle if it satisfies the cocycle identity. We say c to be inner if there exists x ∈ B such that c(g) = x − ρ(g)x for all g ∈ Γ. We let Z 1 (Γ, ρ) and B 1 (Γ, ρ) denote respectively the spaces of all ρ-cocycles and all inner ρ-cocycles. We define the first cohomology of Γ with ρ-coefficient as the additive group
The space Z 1 (Γ, ρ) is a Fréchet space with respect to its natural topology. Namely, the uniform convergence topology on compact subsets of Γ. However the coboundary
is not closed in general. We shall examine details in Section 5. 
For a general decomposition y = y 0 +y 1 , one has y 1 ≤ y + y 0 ≤ 2 y by applying Proposition 2.5. Hence the inequality 2δ
The following lemma and its corollary are also important. 2.4. Unit elementary matrices. Let A be a unital ring and n ≥ 2. Let i, j be indices with 1 ≤ i ≤ n, 1 ≤ j ≤ n, and i = j. For a ∈ A, we let E i,j (a) denote the matrix in M n (A) whose all diagonal entries are 1, (i, j)-th entry is a and the other entries are 0.
We also identify N with the additive group of all column vector v. Here we abbreviate (I, v) ∈ N ⊂ G by omitting I(= I n ).
In the case A = A k =Z[X 1 , . . . , X k ], we define the elementary unit matrices as the matrices of the form
Here we set X 0 = 1. We also consider the ase that G = EL n (A k ) ⋉ A n k ⊲A n k = N. In the case above, we define the finite generating set F as follows: With the above identification G ⊂ EL n+1 (A k ), we let F be the set of all unit elementary matrices in G. We also let F 1 =F ∪ N and F 2 = F \ F 1 .
Proof of Theorem 1.3
We keep the same notation and identifications as in Subsection 2.4 (with n = 3).
We let N 1 be the subgroup of N(⊂ SL 4 (A k )) of all elements whose (2, 4)-th and One can deduce the following observations from the equality above and the cocycle identity for c 1 :
• The cocycle c 0 vanishes on N.
• If c 1 (N 1 ) is bounded, then c 1 (N) is bounded.
Proof. (Theorem 1.3 ) Thanks to the two observations above and Corollary 2.11, it suffices to verify the boundedness of c 1 (N 1 ). We define a finite subset F 0 and two subgroups G 1 , G 2 of G as the following expressions respectively:
Here in the first definition, the expression means that for each element in F 0 , only one of the above * 's is ±X i (0 ≤ i ≤ k) and the others are 0. In the second and the third expressions, R ′ moves all elements in EL 2 (A k ) and v ′ moves all elements in A 2 k . We let D = sup s∈F 0 c 1 (s) . We set N 2 (⊳G 2 ) as the group of all elements in G 2 with R ′ = I and L (⊳G 1 ) as the group of all elements in G 1 with R ′ = I. A crucial point is that N 1 commutes with F 0 . Therefore for any h ∈ N 1 and any s ∈ F 0 , we have the following inequality:
We set a number K as the minimum of the two numbers K( x − z ≤ 4K −1 D. We note that [N 2 , L] > N 1 . For any h ∈ N, there exist h 1 ∈ N 1 , h 2 ∈ N 2 , h ′ ∈ N 2 , and l ∈ L such that h = h 1 h 2 and h 1 = h ′ lh ′ −1 l −1 . Hence for any
x ∈ c 1 (N 1 ) and h ∈ N, the following inequality holds:
Now suppose that c 1 (N 1 ) is not bounded. We note that the upper bound of the inequality above is independent of the choices of x ∈ c 1 (N 1 ) and h ∈ N. Therefore one can choose x ∈ c 1 (N 1 ) such that ρ(h)x − x < x holds for all h ∈ N.
Then by applying Lemma 2.10, there must exist a non-zero ρ(N)-invariant vector in B 1 =B ′ ρ(N ) , but it is a contradiction.
Proof of Theorem 1.4
We would like to concentrate on investigation for the case of relative (T C H ): The case of relative (T L p ) directly follows from the original relative property (T) proved by Y. Shalom [18] and the relative version of (ii) in Theorem 1.1. We keep the same notation and identifications as in Subsection 2.4 (with n = 2). We refer to the Appendix for details and a certain quantitative treatment.
Reduced cohomology, ultralimit, and Shalom's machinery
Throughout this section, we let Γ be a discrete and finitely generated group and F be a finite generating subset of Γ. Y. Shalom [19] has defined the following property: In [19, Theorem 6.1], Y. Shalom has shown the following theorem: Suppose G be a compactly generated topological group. If G fails to have (FH), then there exists a unitary representation (π, H) with H 1 (G, π) = 0. At least in the case of discrete groups, one can extend this theorem to more general situations. One extension was essentially found by M. Gromov [11] , and his idea is to take a scaling limit.
An ultralimit means a unital, positive and multiplicative * -homomorphism ωlim : ℓ ∞ (N) → C such that for any (x n ) ∞ n=0 converging to some element, ωlim (x n ) = lim n→∞ x n holds. Choose any ultralimit ω-lim. Then one can define the ultralimit of Banach spaces (B ω , · ω , z ω ) for any sequence (B n , · n , z n ) n of Banach spaces, norms and base points. Moreover, let (α n , B n ) n be a sequence of affine isometric actions of Γ. If the condition sup s∈F sup n α n (s)z n − z n < +∞ holds, then we can naturally define the ultralimit of actions α ω on B ω . We refer to Silberman's website [21] for details of above and for a proof of the following proposition. (1 ) The group Γ is generated by H 1 and H 2 together.
(2 ) The subgroup G normalizes H 1 and H 2 .
(3 ) The group Γ is boundedly generated by G, H 1 , and H 2 , namely, there exists l ∈ N such that Γ = H i(1) · · · H i(l) G, where every i(1), . . . , i(l) ∈ {1, 2}.
(4 ) For both i ∈ {1, 2}, H i < Γ has relative (F B ). Now we shall introduce Shalom's machinery. We refer to [20, §4] for the original idea for the case that C = H. Proof. Suppose the contrary. Then from Corollary 5.3, there must exist an affine isometric action α 0 on some B 0 ∈ C such that α 0 is uniform. For simplicity, we may assume that B 0 is uc. Fix a finite generating set F of Γ. We set A as the class of all pairs (α, E) of an affine isometric action and a uc Banach space with the following two conditions: First, for any x ∈ E, sup s∈F α(s)x − x E ≥ 1 holds. Second, for all 0 < ε < 2, the value of the modulus of convexity of E at ε is not less than that of B 0 .
(We refer to Definition 2.1.) We note that this class A is non-empty. Furthermore, thanks to [1, §2, Theorem 4.4], A is stable under ultralimits.
Next we define a number D as inf{ x 1 − x 2 : (α, E) ∈ A}. Here for i ∈ {1, 2},
x i moves through all α(H i )-fixed point in E. We observe that the definition above makes sense with the aid of condition (4). By taking an ultralimit, one can show that D is actually a minimum. Let x 1 ∞ and x 2 ∞ be vectors which attain the minimum D.
And let (α ∞ , E ∞ ) ∈ A be the associated affine action. Then from the strict convexity of E ∞ and the finite abelianization of Γ, one can conclude that the α ∞ (G)-orbit of each x i ∞ , i ∈ {1, 2} is bounded. Hence in particular, α ∞ (Γ)-orbit of x 1 ∞ must be bounded with the use of condition (3) . However it contradicts the definition of A.
Proof. (Theorem 1.2 
Here in Γ we realize G as the ((1-(n − 1) ) × (1-(n − 1)))-th parts, realize H 1 as the ((1-(n − 1)) × n)-th parts, and realize H 2 as the (n × (1-(n − 1)))-th parts. We claim that (G, H 1 , H 2 ) has the Shalom property for (F C ). Indeed, condition (1) and (2) are confirmed directly, and condition (4) follows from Theorem 1.3 and Theorem (3) is also ascertained from a deep result by L. Vaserstein [23] .
Condition
Thanks to Theorem 5.5, it suffices to verify that C is stable under ultralimits. In the case that C = L p , it follows from Theorem 2.9 in [1, §2] (we also refer to [15, §15, Theorem 3] ). In the case that C = C H , it is not stable. However for any M ≥ 1, the following class B M is stable under ultralimits: We define B M as the class of all elements B in C H which have compatible Hilbert norms with the norm ratio ≤ M.
By noticing that C H = M ≥1 B M , one can accomplish the conclusion.
The author does not know whether the assertion of Theorem 1.2 is satisfied for the noncommutative universal lattice EL n (Z X 1 , X 2 , · · · , X k ) (n ≥ 3). In the case above, although most of the ingredients are still available, the bounded generation property fails. We note that M. Ershov and A. J.-Zapirain [10] have proved property (T) of noncommutative universal lattices.
Bounded cohomology and property (FF B )
We would like to refer to Monod's book [16] for details on bounded cohomology.
Throughout this section, we let Γ be a discrete group. In the definitions below, We In generel, the comparison map is neither injective nor surjective. However, from an argument similar to one in [16, Proposition 13.2.5] , one can show the following sufficient condition of the injectivity in degree 2: The comparison map in degree 2
is injective for any isometric representation ρ on B if Γ has the following property (FF B ). We mention that the original terminology in [16] for (FF H ) is property (T T ). We use the terminology (FF B ) because this property is more related to (F B ) than to (T B ). We define the following property to prove Theorem 1.5. Proof. For simplicity, we assume that B is ucus. Let ρ be an arbitrary isometric representation of Γ on B and b be an arbitrary almost ρ-cocycle. We de-
From Remark 6.3 and the finite abelianization of Γ, it suffices to verify that b 1 (Γ) is bounded. We set 
Let S be any finite subset of Γ. From the inequality above and condition (1), First, we discuss the case that k = 0. We take the following well known decomposition ofN = T 2 ∼ = We consider the natural SL 2 (Z)-action on T 2 defined as follows: For any g ∈ SL 2 (Z), the action mapĝ of g : t →ĝt is the left multiplication of the matrixg = ( t g) −1 .
This action naturally induces the SL 2 (Z)-action on C(T 2 ) asĝf (t)= f (ĝt). Then one can check the following equality: For any g ∈ SL(2, Z) and any f ∈ C(T 2 ), σ(ĝf ) = T ρ(g)T −1 σ(f )T ρ(g −1 )T −1 . With some calculation, one can also obtain the following two estimations:
• The inequality µ + (D 0 ) ≤ 4M 7 ε 2 holds.
• For any Borel subset Z ⊂ T 2 and any g ∈ F 2 (⊂ SL 2 (Z)), the inequality |µ + (ĝZ) − µ + (Z)| ≤ 5M 6 ε holds.
Thanks to these two estimations, one can verify µ + (D i ) < 5M 6 ε + 2M 7 ε 2 for 1 ≤ For the general case, let us recall Kassabov's argument in [13] . We identify A k with the set of all formal power series of variables X −1
Here the pairing is defined as aX i 1 1 · · · X i k k |φX −j 1 1 · · · X −j k k = φ(a)δ i 1 ,j 1 · · · δ i k ,j k .
We define the valuation v on A k as the minimum of the total degrees of all terms.
Here we naturally define v(0) = +∞. We decomposeN \ {0}= A k 2 \ {0} as follows:
Then from an argument similar to one in [13] , we have the following inequalities: Hence ε must be more than (15k + 100) −1 M −6 .
