Abstract. Environmental exposure effects on human development can be small and difficult to detect due to the nature of observational data. In the Seychelles Child Development Study, researchers examined the effect of prenatal methylmercury exposure using a battery of tests measuring aspects of child development [18, 20] . We build a multiple outcomes model similar to that of the previous analyses (see [18, 20] ); however, our multiple outcomes model makes no assumptions of relationships between the testing outcomes. Instead, the nesting of outcomes into domains is a clustering problem we address with a Dirichlet process mixture model implemented through a Bayesian MCMC approach [12] . This model provides inference for the methylmercury exposure effect as well as greater insight into the similarities and differences across the outcomes.
Introduction
Analyzing data on multiple outcomes for a single mechanism of interest arises across various disciplines. Within biomedical research alone, clinical trials untilize multiple endpoints to assess treatment efficacy [13] , developmental toxicity studies on laboratory animals to determine exposure effects can include the analysis of multiple ordinal, continuous and binary responses [19] , the development of accurate diagnostic measures of birth defects required the consideration of multiple quantitative and subjective measures [2] , and epidemiological studies on exposure effects necessitated the analysis of multiple outcome measures [18] .
The statistical analysis of such data is often complex, with various methods proposed in the literature exhibiting utility in the aforementioned areas. The more traditional techniques that have been used are Hotelling's T 2 statistic, multiple testing adjustments, two-stage factor analysis, generalized estimating equations [9] , and the multivariate analysis of variance. However, these methods lack the ability to comprehensively describe the data in an efficient manner [15] . As such, it has often been the aim of the multiple outcomes models to test for global or overall covariate effects. The use of a single model affords efficiency gains and broader insight into outcomes through the use of outcome-specific effects, while also flexibly capitalizing on similarities across subsets of outcomes by introducing a grouping scheme within the overall model. Identifying subgroups of similar outcomes, which are thought of as manifestations of underlying domains or outcome classes, has typically been made a priori. The construction of domains facilitates the borrowing of information across similar measures. As such, our methodology utilizes the information within the data to inform the nesting of outcomes.
When analyzing environmental exposure effects, which are often small and difficult to detect given the observational nature of the data, multiple outcomes models with relatively few assumptions offer the opportunity for improved inference. Our motivation is the Seychelles Child Development Study (SCDS), a longitudinal study aimed at exploring the effect of prenatal methylmercury (MeHg) exposure from maternal fish consumption on the functioning of the central nervous system. Specifically, we analyze 20 testing outcomes evaluated on the cohort of 9-year-old children in the SCDS by fitting a linear mixed model (LMM) that relaxes assumptions made in previous analyses (see [11, 18, 20] ). Methylmercury is recognized as a neurotoxin having destructive effects on brain and nervous tissue. Previous analyses explored the effect of MeHg based on the testing outcomes, which were considered as manifestations of four domains of child development: cognitive, memory, motor and behavioral functioning [18, 20] . However, we posit that the complexity of the outcomes may offer the opportunity for model-based clustering techniques that do not place any restrictions on the size and number of clusters to effectively identify and group outcomes into domains. We further believe that such rearrangements will improve model fit diagnostics and estimates of the effects of interest. This work is outlined as follows: Section 2 describes the SCDS, Section 3 details our methodology, and Section 4 presents the results, concluding with a discussion in Section 5.
Seychelles childhood development study
The Seychelles Childhood Development Study, which began enrollment in 1989, is an international research collaboration between the Ministries of Health and Education in Seychelles, the University of Ulster in Northern Ireland, and the University of Rochester in New York, USA. Motivated by previous findings that prenatal exposure to MeHg within seed grain in Iraq harmfully affected child development (see [3] ), the SCDS aimed at investigating whether the MeHg within fish had similar adverse effects on a child's neurodeveloment. Fish consumption is the main source of human exposure to MeHg; however, fish constitutes a healthy source of protein rich in nutrients known to be beneficial to brain development despite MeHg's recognition as a neurotoxin [5] . The Seychelles is a group of small islands off the east coast of Africa where the population's fish consumption greatly exceeds that of the United States and many other countries. Widespread accessibility to quality health care and education in the Seychelles reduces the confounding that could occur due to these factors. Hence, the Seychelles offers an ideal center for the observational study.
Beginning in 1989, the first cohort of pregnant mothers was enrolled with the intention of studying their unborn childrens' neurodevelopment. Hair samples were used to measure levels of MeHg in the childbearing women as a surrogate for the prenatal exposure. This cohort of children was evaluated at multiple timepoints; however, we focus on the testing at nine years of age. With the aim of fully encompassing a child's neurodevelopment, the battery of tests consisted of multiple widely recognized tests in the neuropsychological literature that are aimed at comparing individuals to the norms dictated by the population as a whole [16] . Myers et al. first analyzed the effect of prenatal MeHg exposure on the outcomes of the tests using separate multivariate regression models, controlling for relevant covariates [11] . Out of the 21 outcomes, only two demonstrated significant associations with MeHg; however, one of the two showed a beneficial effect and the other an adverse effect. Thurston et al. re-analyzed 20 of the outcomes within a single multiple outcomes model to allow for estimation of an overall MeHg effect by nesting outcomes into four broad domains: cognition, memory, motor and behavior [18] . We analyze these same 20 outcomes, summarized in Table 1 ; however, we use Bayesian clustering techniques to allow the data to inform the optimal nesting of outcomes into a potentially new set of domains. Based on the original multiple outcomes model in [18] , we log-transformed six outcomes and subsequently centered and scaled all outcomes to better satisfy the regression assumptions. Seven outcomes were negated to allow positive values to indicate better performance. Furthermore, there were 533 subjects with complete covariate data, and of those, for the 142 subjects missing one or more of the outcome variables, we perform multiple imputation using standard data augmentation methods [17] . In addition to the MeHg exposure, we control for six covariates, selected based on significance in at least two of the separate regressions on each of the outcomes. These covariates are child's sex and testing age, maternal age and K-BIT (a measure of IQ), HOME score (a measure of stimulation in the home environment), and Hollingshead socioeconomic status, summarized in Table 1 . We treat these covariates as domain-specific effects because it is likely the effects are not uniform across domains. In contrast, MeHg is treated as an overall effect with domain-and outcome-specific deviations to provide a means to estimate an overall MeHg effect, while also allowing for the borrowing of strength across domains and outcomes as all tests aim at measuring brain functioning in some capacity. 
Methods
Let y j,dj = (y j,dj ,1 , . . . , y j,dj ,n ) T be the vector of centered and scaled observations for all n subjects on the j th testing outcome, assigned to the d j th domain. The same model formulation applies for all outcomes, j = 1, . . . , J within domains, d j ∈ {1, . . . , D}. Thurston et al. [18] proposed the following model:
where the matrices, S F , S DF , S D , and S O , represent the model covariates included in the overall and domain-specific fixed effects, and in the domain-and outcome-specific random effects, respectively. Furthermore, r, r D,dj , and j denote the overall and domain-specific random subject effects, and the residual error, respectively. Interest lies in both the overall exposure effect, β F , and the total outcome-specific exposure effects, (
, which is the slope of the MeHg exposure variable for each outcome j in domain d j .
In Thurston et al., the d j represented an a priori nesting of the j th outcome into the d j th domain for d j ∈ {1, . . . , D} where D = 4 is fixed at the total number of domains, defined by the cognition, memory, motor and behavioral functions the tests are intended to measure. We form our model identical to Eq. (3.1) except that the d j are now treated as random. To that end, we incorporate a Dirichlet process mixture model on the d j , which fits seamlessly within a Bayesian model framework.
Dirichlet process mixture models (DPMM) were first seen in Antoniak [1] and Ferguson [7] , with the developments by Escobar and West [6] , MacEachern and Müller [10] , and others making these practical approaches to data analysis. Neal presented several sampling methods, some of which we utilize here, that further expanded the ease of implementing these models in a standard MCMC [12] . The DPMM is a common modeling choice when dealing with mixture models with an unknown number of components. The mixture is defined as an infinite mixture without any restrictions on the number of components. It has been shown, however, that the total number will grow rather slowly at a rate of log(n) where n is the total number of items to be clustered, ensuring reasonably sparse results. 
where F (φ d ) is the likelihood of the outcomes conditional on their domain assignment, d, and F φ0 is the base distribution for the Dirichlet process. In our case, we assume F (φ d ) is a normal distribution with mean equal to Eq. (3.1) with d j = d and variance σ 2 ,j I n×n , and that F φ0 has prior density given by
Hyperparameters values for β DF 0 , Σ DF 0 , A rD , and B rD are discussed in the following section on priors.
Considerations in using a Dirichlet process mixture model
Outcomes are assigned to pre-existing domains or a new domain according to the conditional probabilities computed by
where n −j,d is the number of outcomes in domain d when removing outcome j from consideration, and b is the appropriate normalizing constant to make the probabilities sum to one. While the denominator J − 1 + α will remain constant and can be absorbed into b, it is useful to see the weighting scheme that applies to each posterior probability. For example in the case of α = 1, the "weights" reduce to the proportion of outcomes in each domain when outcome j is placed in its own domain (i.e., n −j,d /J for the pre-existing domains, and 1/J for the supposed singleton consisting of only the j th outcome). The likelihood component, F (y j , φ d ), represents a measure of closeness for the j th outcome to the d th domain based on the domain's current parameter values, φ d , which depend largely on its current composition of outcomes. Larger likelihood values indicate greater similarity to the outcomes currently associated with that particular domain. In cases where outcome j does not fit well with any of the current outcome arrangements, the likelihood values will be small for all d, and there may be greater probability of forming a new domain. When considering a new domain, we must formulate a similar measure of closeness to a supposed new set of parameter values. Integrating the posterior over all possible parameter values, as seen in F (y j , φ)dF φ0 (φ), delivers this measure of closeness.
The probabilities in Eq. (3.2) can be computed explicitly in the case of conditional conjugacy. In our model, this requires a simplifying assumption that σ 2 rD,d is constant across all the domains in order to explicitly compute F (y j , φ)dF φ0 (φ). This is a fairly strong assumption; hence, doing so led to poor model performance. Therefore, we chose to keep the nonconjugate model formulation. Sampling for such cases requires special consideration. Neal presented the "no gaps" algorithm of MacEachern and Müller, which uses a Monte Carlo approximation of the integral [12] to provide straightforward sampling.
Using the probabilities in Eq. (3.2) to directly update the domain assignments in either conjugate or nonconjugate cases leads to incremental updates. Thus, we update one domain assignment at a time as we traverse the sequence of outcomes; however, each potential reassignment will leave the φ d unaltered, yet the "weights" will reflect the rearrangement. This can lead to poor model performance as outcomes can become "stuck" in regions of low posterior probability. To circumvent this issue, we implemented a split-merge procedure as proposed in Jain and Neal, which allowed groups of outcomes to be rearranged in one move with appropriately proposed φ d to accompany a potentially updated d. These split-merge proposals were accepted based on a Metropolis Hasting probability [8] .
Model Assumptions and Priors
Completing the Bayesian specification of our model, we assume that the random effects,
, are independent of one another and of β F , β DF ,d , j for all domains, d, and all outcomes, j. Furthermore, we assume For parameters which are not domain-specific, we select conditionally conjugate priors, setting A rD , B rD ) , which appear conditionally conjugate but are not in the case of the DP prior (as previously mentioned). In matching several of our priors to [18] , we also set the hyperparameter values to β 0 = 0, σ
.00005 and B = 0.0005. These values represent weakly informative prior specifications. Our model requires further specification of the DP prior hyperparameter, α, which we set equal to 1.
Results
We initiated four MCMC chains from different initial clusterings for our outcomes: all outcomes in separate domains, outcomes assigned to the original a priori nesting in [18] , and outcomes assigned sequentially to 8 and then 12 domains. MCMC samplers run for 10,000 iterations, from each of these starting points generated identical posterior inference for the final nesting of outcomes into domains. The final cluster assignments were determined based on the least squares clustering method proposed in Dahl [4] . Inference for the remaining parameters of interest was generated from an MCMC sampler using Eq. (3.1) with d j fixed at the posterior nesting choice. A sample of 1,000 draws was generated from a chain run for 200,000 iterations, thinned to every 80 and excluding a burnin of 1,500. Raftery-Lewis convergence diagnostics [14] indicated sufficient draws for estimating the 0.025 th quantile for all parameters of interest within ±0.0125 with 95% probability. Figure 1 summarizes the performance of the infinite mixture model in the MCMC sampler used to determine the clustering. There is strong evidence for 7 domains in the plot on the left, while the plot on the right displays strong support for the final clustering selected using the least squares method (the arrangement was visited over 35% of the time in our sampler). Table 3 reveals that the resulting 7-domain posterior clustering retains a grouping similar to the a priori nesting in that only domains 3 and 4 contain outcomes from more than one of the a priori domains. Domain 1 contains only the previously defined cognition outcomes, suggesting agreement with the a priori nesting, and several other domains contain only those outcomes from the same battery of tests (e.g. CVLT test, paired motor tests, and the CBCL tests). Moreover, domains 3 and 4, the only two domains containing outcomes from more than one battery of tests (besides domain 1 which was grouped that way a priori), were also the most unstable domains in the posterior nesting in the sense that their outcomes saw the most movement in the clustering procedure. The estimates of other model parameters suggest that these domains are likely formed due to similarities in the outcome-specific MeHg effect (see Figure 2 ) and in the fixed covariate effects. The fixed covariate effects proved to be stronger than the MeHg exposure, demonstrating significance across sevaral domains; however, we do not depict them here as our interest was the overall effect of prenatal MeHg exposure. Figure 2 . The plot depicts our estimated overall outcome-specific MeHg effects and 95% posterior intervals. We see that most estimated effects show slightly beneficial, albeit nonsignificant, effects of prenatal MeHg exposure.
Discussion
We extended the multiple outcomes model of [18] , finding a middle ground between the fixed nesting and the partial nesting proposed in [20] with application to the same SCDS data. Our Bayesian model framework incorporates a clustering procedure aimed at nesting outcomes into domains based on similarities in the MeHg exposure effect, the six fixed covariate effects, and random subject-specific effects. The domain-specific parameters provided the information necessary to group the 20 testing outcomes into seven domains, as opposed to the original four domains. Not surprisingly, several of the domains were comprised solely of outcomes from the same battery of tests. Domains containing outcomes for multiple batteries of tests saw the most variability. Despite the instability of two such domains, our model yields noteworthy improvements in model fit diagnostics. The nesting of outcomes into domains within multiple outcomes models is intended to allow further borrowing of strength across outcomes within a domain. With fixed a priori nesting of outcomes, we introduce the possibility of missing important relationships in the data. By allowing the data to inform the clustering of outcomes into domains, as we did here, we further improve our estimates of the parameters of interest while also learning more about the relationships between the outcomes.
