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Att räkna på stenar och annat smått - en populärve-
tenskaplig presentation
En grundpelare i fysiken är Newtons rörelseekvationer. Dessa ekvationer är lagar som
bestämmer hur saker och ting rör på sig. Tänk dig att du kastar en sten. Du vet pre-
cis hur hårt du kastar den, vad den väger och hur mycket det blåser. Då kan du med
Newtons hjälp räkna ut var den kommer att landa och hur lång tid den är i luften. Om
du istället kastar en väldigt liten sten, tusen miljarder gånger mindre än ett sandkorn,
kan du då göra samma förutsägelse?
Svaret är nej. När saker blir tillräckligt små slutar Newtons lagar att gälla. Du kommer
inte kunna säga var stenen kommer att landa förrän den faktiskt gjort det. Om du ser
efter var den till slut landar kan du inte ens vara säker på att den ligger kvar precis
där nästa gång du tittar på den. Det man kan ta reda på är dock sannolikheten för att
stenen landar i en viss punkt och hur stor sannolikheten är att den ligger kvar just där
den landat. Detta kan man räkna ut med hjälp av den så kallade Schrödingerekvationen.
Denna ekvation har två former, en tidsberoende och en tidsoberoende. Är ministe-
nen i luften kan du med hjälp av den tidsberoende ekvationen räkna ut var den kan
befinna sig ett ögonblick senare och var den troligen kommer att landa till slut. Med
den tidsoberoende ekvationen kan du räkna ut sannolikheten att du hittar stenen på
en specifik plats efter att den landat.
I vårt projekt räknar vi inte på någon småsten, utan på en elektron. Vår elektron
kastas inte, utan befinner sig i en atom och är så liten att man måste räkna på den
med Schrödingerekvationen. Använder man den tidsberoende ekvationen räknar man
fram hur elektronen i viss mening rör sig runt atomens kärna. Med den tidsoberoende
fås istället sannolikheten att elektronen befinner sig i olika punkter kring atomkärnan.
Att räkna på, eller att lösa, ekvationer är inte alltid det lättaste. I många fall är det
omöjligt att hitta ett exakt svar. Dock går det ofta att hitta en lösning som är nästan
rätt, men att göra det för hand är tidskrävande. Därför använder vi datorer. De är bra
på att göra många beräkningar fort, så till att börja med delas problem upp i flera
enklare bitar.
Det är på detta vis vi går tillväga i vårt arbete. Atomen kan ses som en låda, som
elektronen är inuti. Denna låda delas upp i många mindre bitar. Därefter tas det för
varje bit fram en ekvation som är väldigt lik Schrödingerekvationen just där, men lät-
tare att lösa. En dator löser sedan de lättare ekvationerna var för sig. Till slut lappas




Rapporten beskriver ett projekt som utförts på Chalmers tekniska högskola och
Göteborgs universitet med uppgift att lösa Schrödingerekvationen i programvaran
FEniCS som använder sig av finita elementmetoden. Schrödingerekvationen är en
kvantmekanisk differentialekvation som beskriver små fysikaliska system som inte
går att lösa inom den klassiska fysikens ramar. Det fysikaliska system som valts
att betrakta är en väteatom. Förutom projektets utförande och resultat beskrivs
även den finita elementmetoden i rapporten. De numeriska resultat som beräknats
med FEniCS har jämförts med analytiska sådana och egenvärdeskonvergenser har
studerats. För rimliga resultat krävs långa beräkningstider och datorkraft utöver
en persondators, vilket göra att finita elementmetoden kanske inte är den mest
optimala metoden för att lösa Schrödingerekvationen, även om rimliga resultat
kan erhållas.
Abstract
This report describes a project carried out at Chalmers University of Technology
and the University of Gothenburg with the task of solving the Schrödinger equa-
tion with the software FEniCS using the finite element method. The Schrödinger
equation is a quantum mechanical differential equation describing small physical
systems which can not be solved within the framework of classical physics. In
this project, the physical system of a hydrogen atom is studied. The execution of
the project and the results in this report are accompanied by a description of the
finite element method. The numerical results computed by FEniCS have been
compared with their analytical equivalents and eigenvalue convergences have been
studied. To obtain reasonable results, a lot of computation time and computing
power beyond that of a personal computer is required. Hence the finite element
method may not be an optimal method for solving the Schrödinger equation,




I gruppen har en loggbok förts över medlemmarnas bidrag till projektet. Även en tids-
logg har förts där vad som gjorts vilken tid har dokumenteras.
Arbetets tillvägagångsätt
Gruppen bestämde tidigt hur arbetet skulle skötas och ett gruppkontrakt utformades
utifrån överenskommelser. Bestämmelserna handlade i stora drag om att självständigt
arbete skulle utföras med de projektdelar som delats ut till vardera person. Kontinuerli-
ga möten fördes vilka behandlade såväl framsteg som motgångar. Problem diskuterades
med handledaren. Koden har främst skrivits av Petter Rosander och Nicklas Österbac-
ka. Större delen av resultaten har genererats av Nicklas Österbacka via Matematiska
vetenskapers beräkningsserver ozzy. Teorin och litteraturstudierna har främst skrivits
och utförts av Anna Samuelsson.
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Schrödingerekvationen är en partiell differentialekvation som beskriver kvantmekanis-
ka system och har tekniska tillämpningar inom bland annat nanoteknologi och ma-
terialfysik [1]. I många fall saknar ekvationen analytiska lösningar varför numeriska
lösningsmetoder tillämpas [2]. En av dessa metoder är den finita elementmetoden, vil-
ken utgör den teoretiska grunden för programpaketet FEniCS. Detta arbete beskriver
några finita elementmetoder i allmänhet och hur programvaran FEniCS tillämpar des-
sa metoder för att lösa Schrödingerekvationen. I denna rapport visas hur både den
tidsoberoende Schrödingerekvationen, vilken är ett egenvärdesproblem, och den tidsbe-
roende Schrödingerekvationen löses i FEniCS. Att lösa Schrödingerekvationen i FEniCS
och analysera lösningens noggrannhet kan bidra till programvarans utveckling eftersom
detta skulle utöka FEniCS’ demo-paket, vilket för tillfället inte omfattar Schrödinge-
rekvationen.
Inom kvantmekaniken beskrivs partiklars läge av sannolikhetsdistributioner, vilka kan
räknas ut med hjälp av Schrödingersekvationens lösning [3, 4]. Ekvationens exakta form
beror på det system som partikeln i fråga ingår i. I detta projekt har Schrödingerekva-
tionen valts att appliceras på elektronen i en väteatom. Väteatomens elektron utgör en
naturlig utgångspunkt för våra beräkningar, eftersom Schrödingerekvationen för syste-
met är analytiskt lösbar.
1.1 Anknytning till samtida forskning
Schrödingerekvationen spelar en nyckelroll inom kvantfysiken. Forskning förs på nu-
meriska metoder för att lösa ekvationen [5, 6, 7, 8]. Bland annat undersöks den finita
elementmetoden cG(p), i det tidsberoende fallet kombinerad med Eulers stegmetod (el-
ler den snarlika Crank-Nicolson-metoden)[9, 10], vilket även detta projekt ägnas åt.
Precis som Schrödingerekvationen och den finita elementmetoden är även FEniCS’ ett
ämne för samtida forskning. Programvarans effektivitet och noggrannhet studeras för
matematiskt och fysikaliskt fundamentala partiella differentialekvationer [11, 12, 13].
1.2 Syfte
Projektets syfte är att lösa Schrödingerekvationen med hjälp av FEniCS. Lösningar
har beräknats för fallet med tre rumsdimensioner för både den tidsberoende och den
tidsoberoende formen. Huvudfokus har legat på väteatomens elektron. Dessutom har





Bland flera finita elementmetoder har den kontinuerliga Galerkinmetoden av grad ett,
förkortad cG(1), tillämpats i rumsdimensionen. I det tidsberoende fallet har cG(1) kom-
binerats med Eulers stegmetod. De system som har studerats är väteatomens tillstånd
i tre rumsdimensioner inklusive och exklusive tidsdimensionen. Inga andra kvantmeka-
niska system än väteatomen har undersökts.
2 Teori
Finita elementmetoden löser differentialekvationer numeriskt. Först trianguleras funk-
tionens definitionsmängd i ett antal simplex1. Sedan beräknas en approximativ lösning
som en summa av styckvisa polynom, vilka är nollskiljda i en och endast en av triangu-
leringens noder samt på de simplex som gränsar till denna nod. Beroende på fysikaliska
och matematiska omständigheter kan valet av polynom variera, men det grundläggan-
de i teorin och metoden förblir oförändrat. Nedan förklaras den finita elementmetoden
cG(p) och hur metoden i det tidsberoende fallet kombineras med Eulers stegmetod,
vilket syftar till att beskriva FEniCS’ lösningsalgoritm. Därefter introduceras Schrö-
dingerekvationen, vilken cG(1) och Eulers stegmetod slutligen appliceras på.
2.1 Finita elementmetoden cG(p)
Finita elementmetoden löser differentialekvationer genom att approximera den efter-
sökta funktionen som en summa av styckvisa polynom. Metodens första steg är att
multiplicera den ursprungliga ekvationen, vilken tillsammans med sina rand- och be-
gynnelsevillkor kallas problemets starka formulering, med en så kallad testfunktion.
Ett lämpligt val av testfunktion ger efter partiell integrering och vissa omskrivningar
problemets svaga formulering. Utifrån den svaga formuleringen presenteras problemets
diskreta formulering, i vilken lösningen antas vara en summa av styckvisa polynom.
Slutligen uttrycks den diskreta formuleringen som ett linjärt ekvationssystem vars lös-
ning ger den approximerade funktionen.
För djupare förklaring formuleras
1Ett simplex är en k-dimensionell motsvarighet till en triangel, alltså ett element i en triangulering.
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Gauss’ sats [14]: Om u ∈ C1 är definierad i en kompakt2mängd Ω så gäller∫
Ω




där n är yttre normal till ∂Ω och s ∈ ∂Ω.
Eftersom integraler inte är definierade i punkter är integralen över en sluten mängd
densamma som integralen över mängdens öppna motsvarighet. Således är ett tillräckligt
villkor för Gauss’ sats att definitionsmängden Ω är begränsad. Observera att Gauss’ sats
ger ∫
Ω
∇ · (∇uv)dx =
∫
∂Ω
n · ∇uvds (1)
och att produktregeln ger∫
Ω






∇u · ∇vdx. (2)










n · ∇uvds. (3)
För vidare förklaring av finita elementmetoden definieras Sobolevrummen
Hm(Ω) = {v : v,D1v, ...Dmv ∈ L2(Ω)},
Hmg (Ω) = {v : v,D1v, ...Dmv ∈ L2(Ω), v|∂Ω = g},
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· · · ∂fm
∂xn
 .
Eftersom lösningen till en differentialekvation av m:te ordningen med definitionsmängd
Ω tillhör Hm(Ω), tillhör den således även Hm−1(Ω). Genom att multiplicera den ur-
sprungliga ekvationen med en så kallad testfunktion v ∈ Hm−1g (Ω), göra ett lämpligt val
av randvillkoret g för v, integrera över Ω och använda ekvation (3) fås en ekvation i form
av en integrodifferentialekvation3 av ordning m−1 eller mindre. I ursprungsproblemets
svaga formuleringen söks en funktion i Hm−1(Ω) som löser integrodifferentialekvationen
2En mängd är kompakt om den är sluten och begränsad.
3Integrodifferentialekvationer innehåller både integraler och derivator.
3
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för samtliga v ∈ Hm−1g (Ω). Samtliga svaga formuleringar kan uttryckas som [15]:
Finn u ∈ Hm−1(Ω) så att
a(u, v) = L(v), ∀ v ∈ Hm−1g
för en bilinjär form 4 a och en linjär form L.
Vidare definieras en triangulering
Th = {Ki : ∪si=1Ki = Ω}
med s simplex och n inre noder Ni. Vidare definieras funktionsrummen
Vh = {v : v ∈ C(Ω), v ∈ Pp(Ki),∀ Ki ∈ Th}5,
V gh = {v : v ∈ C(Ω), v ∈ Pp(Ki),∀ Ki ∈ Th, v|∂Ω = Ipng},
där Ipng är en nodinterpolant av g av polynomgrad p. I problemets diskreta formule-
ring söks en funktion i Vh som löser samma integrodifferentialekvation som i den svaga
formuleringen ∀ v ∈ V gh .
För att slutligen formulera ett linjärt ekvationssystem av problemet observeras att
varje funktion i Vh är en linjärkombination av styckvisa polynom ϕi(x), 1 ≤ i ≤ n, av
grad p sådana att
ϕj(Ni) =
1, j = i,0, j 6= i.
Eftersom den diskreta formuleringens ekvation gäller för samtliga testfunktioner v ∈ V 0h ,
gäller den speciellt för v = ϕi(x), 1 ≤ i ≤ n. Dessa val av testfunktioner ger upphov till
n olika ekvationer vilka enligt den diskreta formuleringen samtliga skall stämma för den
sökta funktionen. Observera att även den sökta funktionen uh är en linjärkombination
av ϕi(x), 1 ≤ i ≤ n, eftersom funktionen antas tillhöra Vh. Av den anledningen skrivs
den sökta funktionen på formen uh(x) =
n∑
j=1
ξjϕj(x), ξj ∈ C. Den här formuleringen av
den sökta funktionen ger, tillsammans med de n ekvationerna som valet av testfunk-
tioner gav upphov till, ett linjärt ekvationssystem med linjärt oberoende kolumner,
vilket innebär att systemet alltid är lösbart. Ekvationssystemets lösning ξ = [ξ1, ..., ξn]
används slutligen för att formulera
n∑
j=1
ξjϕj(x), vilket är den approximerade lösningen.
Vidare definieras hmax som den maximala sidlängden av Th:s simplex för att finna och
formulera de numeriska egenvärdenas förhållande till trianguleringens finhet.
4en bilinjär form är en avbildning i två variabler som är linjär i varje respektive variabel för sig.
5En funktion är av klass C1(Ω) om dess förstaderivata existerar och är kontinuerlig på Ω. Mängden
Pp(Ω) består av alla polynom av grad p på Ω.
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2.1.1 Eulers implicita stegmetod
För att lösa en differentialekvation som beror av både tid och rum diskretiseras dess
tidsintervall genom 0 = t0 < t1 < . . . < tm = T , där tl−tl−1 = kl ∀ l ∈ {1, ...,m}. Vidare
kan tidsderivatan approximeras med en differenskvot. Här används Eulers implicita








vilket är ekvivalent med
ul = f(tl, ul)kl + ul−1,
där ul är den analytiska lösningen av u vid tiden tl. Ovanstående uppskattning gör att
varje tidsberoende differentialekvation kan approximeras i termer av m tidsoberoende
differentialekvationer i vilka ul söks och uttrycks i termer av ul−1 och kl. Om u0 är
känd kan alltså ul approximeras rekursivt för samtliga l genom finita elementmetoden
för en tidsoberoende differentialekvation. När samtliga ul uppskattats approximeras den





1, t ∈ (tl−1, tl],0, t /∈ (tl−1, tl].
Eulers implicita stegmetod är en så kallad A-stabil metod [17], vilket innebär att den
funktion som approximeras går mot noll när tiden går mot oändligheten på grund av
felackumulation [18].
2.1.2 Andra finita elementmetoder
I samtliga finita elementmetoder trianguleras definitionsmängden. Dessutom approx-
imeras den sökta funktionen som en summa av polynom, vilka är nollskiljda på en
och endast en nod samt de simplex som gränsar till denna nod, vilket ger ett linjärt
ekvationssystem. Dock kan valet av funktionsrum skifta, vilket förgrenar den finita ele-
mentmetoden i ett flertal mer specifika metoder. Inom hållfasthetsläran, till exempel,
saknar ofta testfunktionerna kravet på kontinuitet, vilket ger den så kallade Morleys
elementmetod [19]. Vid strömningsmekaniska problemställningar vidgas kontinuitets-
kravet hos testfunktionerna till att endast gälla i respektive simplexs mittpunkt, vilket




En partikels läge kan inom kvantmekaniken beskrivas av en komplexvärd vågfunktion
ψ, som löser Schrödingerekvationen. Till skillnad från i den klassiska mekaniken kan
en partikels läge inte bestämmas precist inom kvantmekaniken. Vågfunktionen är där-
för svårtolkad. Istället brukar en normering av |ψ|2 betraktas. Denna funktion är en
sannolikhetsfördelning som beskriver partikelns läge genom sannolikheten att finna den
kring en viss punkt. Om partikelns sannolikhetsfördelning är konstant i tiden kan den
tidsoberoende Schrödingerekvationen [2],
Hˆψ(x) = Eψ(x),
tillämpas. Här betecknar x ∈ Rd partikelns läge i rummet, E partikelns energi och Hˆ
Hamiltonoperatorn. För en partikel lyder Hamiltonoperatorn [21]
Hˆ = Kˆ + Pˆ ,
där Kˆ betecknar partikelns kinetiska energi och Pˆ dess potentiella energi. Den tidso-
beroende Schrödingerekvationen ger upphov till ett egenvärdesproblem vars lösning-
ar, egenfunktionerna ψ, kallas partikelns tillstånd [22]. Egenfunktionernas egenvärden
motsvarar respektive tillstånds energi [22]. Det tillstånd som har lägst energi kallas
grundtillstånd. De tillstånd som har högre energi kallas exciterade.




ψ(x, t) = Hˆψ(x, t),
beskriver vågfunktionens tidsutveckling. Här är i den imaginära enheten, ~ Plancks
reducerade konstant, x partikelns läge i rummet och t tid. Tillämpas den på en våg-
funktion som löser den tidsoberoende Schrödingerekvationen så kommer ψ:s real- och
imaginärdel att oscillera med konstant amplitud runt ett jämviktsläge [22].
2.2.1 Väteatomen
Väteatomen, vilken betraktas i detta projekt, består av en proton och en elektron.
Väteelektronens kinetiska energi är [21]




där me är elektronmassan och ∆ är Laplaceoperatorn. Dess potentiella energi, om gra-
vitationen försummas, ges av interaktionen med protonen enligt [21]






där q är elementarladdningen, 0 är vakuumpermittiviteten och r är elektronens avstånd























I appendix A visas hur ekvationerna kan formuleras i så kallade atomenheter. I detta

















I kapitlen som följer betraktas ekvationerna i atomenheter.
I appendix B återges en härledning av den tidsoberoende Schrödingerekvationens ana-
lytiska lösning för vätelektronen. Dessa lösningar är på formen

























Här är Rn,l en funktion vars värde endast beror på avståndet från origo och Yl,m en
funktion med endast ett vinkelberoende. Funktionerna L2l+1n−l−1 och Pml beskrivs i ap-
pendix B. n, l och m är så kallade kvanttal och kan endast anta en diskret uppsättning
värden. De är relaterade enligt
n = 1, 2, ...,
l = 0, 1, 2, ..., n− 1,
m = −l,−l + 1, ..., l − 1, l.
Dessa tals värden påverkar lösningens utseende. Huvudkvanttalet n är relaterat till lös-
ningens utsträckning, det azimutala kvanttalet l lösningens form och det magnetiska
kvanttalet m lösningens orientering i rymden[23]. Observera att ψn,l,m är komplexvärd,
eftersom Yl,m är det. Till följd av att den tidsoberoende Schrödingerekvationen är linjär
löses den också av linjärkombinationer av ψn,l,m. En delmängd av dessa är reellvärda.
Beteckningen ψwn,l införs för dessa funktioner, där w väljs enligt konvention [23] och be-
tecknar en specifik linjärkombination ψn,l,m ± ψn,l,−m. Dessa linjärkombinationer finns
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samlade i appendix C.
Vågfunktionerna ψn,l,m och ψwn,l löser den tidsoberoende Schrödingerekvationen med
egenvärde enligt ekvation (20), i atomenheter,
En ≈ − 12n2 ,
där n är huvudkvanttalet. För väteatomen har alltså alla vågfunktioner med ett visst
n samma egenvärde.
2.3 Svag och diskret formulering av den tidsoberoende Schrö-
dingerekvationen
För att uttrycka den tidsoberoende Schrödingerekvationens svaga och diskreta formu-
lering definieras mängden
Ω := {x ∈ Rn : |x| = r < R}
som är det inre av området som betraktas, där R är områdets radie. I fallet för en
atom betecknar alltså r elektronens avstånd från atomkärnan. Ett rimligt fysikaliskt
antagande är att om R är tillräckligt stort går sannolikheten |ψ|2 och därmed även
ekvationens lösning ψ mot noll då x går mot ∂Ω. Antagandet implicerar i sin tur att
∇ψ = 0 på ∂Ω. Eftersom Schrödingerekvationen är en differentialekvation av andra
ordningen definieras dessutom rummen
H1(Ω) = {v : v,D1v ∈ L2(Ω)},
Vh = {v : v ∈ C(Ω), v ∈ Pp(Ki),∀ Ki ∈ Th},
där Th är en triangulering av Ω. Eftersom fallet p = 1 betraktas i detta projekt fås
Vh = {v; v kontinuerlig och styckvist linjär på Ω}.
Problemets starka formulering i atomenheter lyder:
Finn ψ ∈ C2(Ω) så att. {
Hˆψ(x) = Eψ(x), x ∈ Ω,
∇ψ(x) = 0, x ∈ ∂Ω, (4)







Genom att multiplicera båda leden i ekvation (4) med en testfunktion v ∈ H1(Ω) och
























Observera att antagandet att ∇ψ = 0 på ∂Ω, för ett tillräckligt stort värde på R,
implicerar att ∫
∂Ω
n · ∇ψvds = 0,
varför den svaga formuleringen av ekvation (4) lyder:













ψvdx, ∀ v ∈ H1(Ω). (5)
En diskret formulering av ekvation (5) lyder:













ψhvdx, ∀ v ∈ Vh. (6)
Observera att Vh = Span{ϕ1, ..., ϕn}, där ϕj är en linjär funktion så att
ϕj(Ni) =
1, j = i,0, j 6= i.
Eftersom ekvation (6) gäller för alla v ∈ Vh, gäller det speciellt för
v = ϕi(x), i ∈ {1, ..., n}. (7)





för några konstanter ξj. Vid testfunktionsvalet (7) kan ekvation (6) uttryckas som:
























vilket är ekvivalent med ekvationssystemet
Aξ = EMξ, (8)

















och ξ = [ξ1, ..., ξn]T .
Ekvation (8) är alltså ett linjärt kvadratiskt ekvationssystem med oberoende kolum-
ner, vilket innebär att en lösning ξ, och således även en approximation av ψ i ekvation
(4), alltid existerar.
2.4 Svag och diskret formulering av den tidsberoende Schrö-
dingerekvationen
För att lösa den tidsberoende Schrödingerekvationen,








ψ(x, 0) = ψ0(x)
(9)
med den finita elementmetoden diskretiseras det betraktade tidsintervallet genom par-
titionen 0 = t0 < t1 < . . . < tm = T , där tl − tl−1 = kl, ∀ l ∈ {1, ...,m}. Vidare nyttjas
Eulers stegmetod genom vilken uppskattningen
∂ψ
∂t
≈ ψl − ψl−1
kl
,
där ψl och ψl−1 är numeriska approximationer av den analytiska vågfunktionen ψ på





















vilket implicerar att så länge ψ0 är känd kan samtliga ψl approximeras rekursivt. Ge-
nom att multiplicera ekvation (11) med en testfunktion v ∈ H1(Ω) och integrera över
Ω fås med hjälp av Gauss sats, produktregeln och antagandet att ∇ψ = 0 på ∂Ω (för
en tillräckligt stor definitionsmängd Ω) den svaga formuleringen av den tidsberoende
och tidsdiskretiserade Schrödingerekvationen:











iψl−1vdx, ∀v ∈ H1(Ω). (12)
För att lösa den komplexvärda, tidsberoende Schrödingerekvationen görs separationerna
ψl = Re(ψl) + iIm(ψl), vilket genom multiplikation med i gör ekvation (12) ekvivalent
med:
























Re(ψl−1)vdx, ∀ v ∈ H1(Ω).
Då den tidsberoende Schrödingerekvationen antas ha samma lösning som sin tidsobe-
roende motsvarighet vid t0 approximeras ψ0 genom problemet:



























vilket är ekvivalent med det diskretiserade problemet för den tidsoberoende Schrö-
dingerekvationen. Således kan ψ0 approximeras med den finita elementmetoden för ett
tidsoberoende problem. Det diskreta problemet formuleras som ekvation (12) för re-
spektive l, vilket löses rekursivt med finita elementmetoden för tidsoberoende problem.
Alltså antas att v ∈ Vh(Ω) och att ψh,l ∈ Vh(Ω) vilket gör att ψl, l > 0, kan approxi-
meras genom den diskreta formuleringen:
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Re(ψh,l−1)vdx, ∀ v ∈ Vh(Ω).
(14b)
Eftersom v ∈ Vh(Ω) gäller ekvationerna (14) speciellt för
v(x) = ϕi(x), i ∈ {1, ..., n}.









vilket gör ekvationerna (14) ekvivalent med problemet:





































Re(ψl−1)ϕidx, 1 ≤ j ≤ n,
(15b)
där p = n. Ekvationerna (15) ger upphov till det linjära ekvationssystemet
Aξl = b, (16)
där ξl = [ξl1, ..., ξl2n]T , A är en 2n× 2n-matris och b är en 2n× 1-vektor. Observera att
(16) är ett kvadratiskt ekvationssystem med oberoende kolumner, varför systemet är
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ϕn+jϕi − kl2∇ϕn+j · ∇ϕidx,






















ξliϕi(x). För att hitta den






1, t ∈ (tl−1, tl],0, t /∈ (tl−1, tl].
3 Metod och material
FEniCS är ett programpaket som löser differentialekvationer med hjälp av finita ele-
mentmetoden. I detta projekt har FEniCS använts för att lösa Schrödingerekvationen
numeriskt. Programpaketet kan tolka kod skriven i både Python och C++. I detta
projekt används Python. För att bekanta sig med hur FEniCS och dess implementering
fungerar studerades dess dokumentation samt färdiga exempel från utvecklarna. Studi-
erna gav en introduktion till hur kodstruktur och funktionsnamn samt hur argument till
dessa skrivs. Litteraturstudier gav den matematiska bakgrunden för att kunna härleda
den svaga formuleringen samt definiera de funktionsrum som behövdes vid implemen-
tering. För att kunna visualisera analytiska och numeriska resultat används ParaView
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och MATLAB. Vidare har resultat för olika fina trianguleringar jämförts för att un-
dersöka egenvärdeskonvergensen för den tidsoberoende Schrödingerekvationen, vilken
är ett egenvärdesproblem. Beräkningar har utförts på Chalmers tekniska högskolas be-
räkningsserver ozzy.
3.1 Implementering i FEniCS
För att lösa en differentialekvation med FEniCS krävs i stora drag följande implemen-
tering [24]:
Definiera en geometri Ω→ Definiera en triangulering Th av Ω→ Ange det approxime-
rade polynomets grad p → Definiera ekvationens randvillkor → Definiera ekvationens
finita elementformulering → Lös problemet.
Figur 1 visar ett exempel på ett nät. Vidare visar Figur 2 ett exempel på ett gröv-
re nät.
Figur 1: Triangulering med nätargu-
ment 20
Figur 2: Triangulering med nätargu-
ment 10
Tag till exempel definitionsmängden Ω := [0, 1]× [0, 1] och ekvationen{ −∆u = 0, x ∈ Ω,
u = 0, x ∈ ∂Ω,
vars svaga formulering är:
Finn u ∈ H10 (Ω) så att ∫
Ω
∇u · ∇vdx = 0, ∀ v ∈ H10 (Ω), (17)
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vilket är ekvivalent med:
Finn u ∈ H10 (Ω) så att








Nedan visas ett exempel på Pythonkod för att lösa ekvation (17) i FEniCS.
1 from dolfin import *
2
3 # Definiera geometri och triangulering
4 mesh = UnitSquareMesh (15, 15)
5
6 # Ange det approximerade polynomets grad p
7 V = FunctionSpace(mesh , "CG", p)
8
9 # Definiera rand
10 def boundary(x, on_boundary):
11 return on_boundary
12
13 # Definiera randvillkor
14 bc = DirichletBC(V, 0, boundary)
15
16 # Definiera ekvationens svaga formulering
17 u = TrialFunction(V)
18 v = TestFunction(V)
19 a = inner(grad(u), grad(v))*dx
20 L = 0*v*dx
21
22 # Lös variationsformuleringen
23 u = Function(V)
24 solve(a == L, u, bc)
3.2 Lösning av egenvärdesekvationer
För generering av nät valdes en geometri i form av ett sfäriskt skal6, då en klotformad
geometri leder till ofysikaliska lösningar. Även en kubisk geometri testades, men FEniCS
egenvärdeslösare avbröt beräkningen då en nod låg i origo, vilket sker om udda argument
implementeras.
1 # Skapar ett nät med finhet m, vars geometri har finhet n
2 ibound = 0.01 # Definierar inre radie
3 obound = 2.2 # Definierar yttre radie
6Ett sfäriskt skal är en geometri i form av ett klot med ett klotformat hål runt sin mittpunkt.
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4 origo = Point (0.0 ,0.0 ,0.0) # Definierar origo
5 sphere_outer = Sphere(origo ,obound ,n) # Skapar yttre skal
6 sphere_inner = Sphere(origo ,ibound ,n) # Skapar inre skal
7 sphere = sphere_outer - sphere_inner # Skapar sfäriskt skal
8 sphere_mesh = generate_mesh(sphere ,m) # Skapar nätet
För att lösa ett egenvärdsproblem i FEniCS måste matriserna skapas utifrån den svaga
formuleringen:
1 # Här är A ett godtyckligt vänsterled
2 A = PETScMatrix ()
3 assemble(a, tensor = A) # Skapar matrisen
4 bc.apply(A) # Applicerar randvillkor pa A
Egenvärdeslösaren har olika funktioner. De som definieras nedan är de som varit vä-
sentliga för projektet:
1 # Skapa egenvärdeslösare
2 s = SLEPcEigenSolver(A,M) # Kallar pa egenvärdeslösare
3 s.parameters[’spectrum ’] = ’smallest real’ # Minsta reella egenvärdet
4 s.parameters[’tolerance ’] = g # Egenvärdeslösarens tolerans
5 s.parameters[’maximum_iterations ’] = c # Maximalt antal iterationer
6
7 # Löser egenvärden upp till n
8 s.solve(n)
9 # Löser alla egenvärden
10 s.solve()
|ψ|2 är en sannolikhetsfördelning, så ||ψ||L2(Ω) = 1 bör gälla. Detta uppnås genom att
lösningen normeras:
1 psinorm = norm(psi ,’l2’) # Räknar ut L2-normen av lösningen u
2 psi = project(psi/psinorm , V) # Projicerar den normerade lösningen pa V
3.2.1 Implementerade parametrar
I nedanstående tabell visas vilka parametrar som gavs till egenvärdeslösaren i appendix
E.1 för respektive resultat när isoytor simulerades.
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Tolerans Inre radie Yttre radie Nätarg. Geometriarg. Figur
|ψ1,0,0|2 5e− 16 0, 1 10 48 20 3
|ψ2,0,0|2 5e− 16 0, 1 15 48 20 55e− 16 0, 01 10 72 20 7
|ψw2,1|2 5e− 16 1 30 72 20 85e− 16 1 30 72 20 9
|ψw3,1|2
5e− 16 1 30 72 20 12
5e− 16 1 30 72 20 13
1e− 15 1 30 80 20 16
|ψz23,2|2 5e− 16 1 30 72 20 17
|ψw3,2|2 5e− 16 1 30 72 20 195e− 16 1 30 72 20 20
Tabell 1: FEniCS-parametrar använda för att ta fram figurerna.
3.2.2 Undersökning av egenvärdeskonvergens
Vid undersökning av egenvärdeskonvergens önskas data om egenvärdet som funktion
av hmax samlas in. Detta görs genom att sätta egenvärdeslösaren i en for-loop där
beräkningsdomänens triangulering förfinas i varje iteration.
1 for msh in range(start , slut , steglängd):
2 generate_mesh(geometri , msh)
3 [ ... ]
3.3 Tidsberoende ekvationer i FEniCS
Variationsformuleringen av den tidsberoende Schrödingerekvationen lyder:

























Re(ψh,l−1)vdx, ∀v ∈ Vh(Ω).
(18b)
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Eftersom ekvationerna (18) är två kopplade ekvationer måste ett produktrum mellan
funktioners real- respektive imaginärdel definieras:
1 V = FunctionSpace(mesh , ’CG’, p) # Definierar funktionsrummet
2 W = V*V # Definierar produktrummet
3
4 # Definiera testfunktion och försöksfunktion
5 (psi_r , psi_i) = TrialFunction(W)
6 (vr, vi) = TestFunction(W)
Implementering av tidsberoende ekvationer i FEniCS sker genom att först definiera
tidsstegningen:
1 dt = 1 # Definierar ändring av tid
2 t = dt
3 T = 9 # Definierar sluttiden.
Därefter görs en loop som stegar i tiden och kallar på en lösare för variationsfomule-
ringen. När problemet lösts i ett tidssteg sparas dess lösning i u1 innan t uppdateras:
1 while (t <= T): # Loopar i tiden
2 solve(b = = L, u, bc) # Löser b = L samt tillämpar randvillkoret bc
3 u1.assign(u) # Sparar lösningen i u1 för varje tidssteg
4 t += dt # Uppdaterar till nästa tidssteg
Oscillationsfrekvensen räknades ut för hand genom att ta antalet oscillationer och di-
videra med tidsintervallet.
3.3.1 Implementerade parametrar
Här följer vilka parametervärden som användes i koden, som finnes i appendix E.2 vid
lösning av det tidsberoende problemet.
Tolerans Inre radie Yttre radie Tidssteg Nät Geometri Figur
|ψ1,0,0|2 1e− 15 0, 1 6 0, 05 16 24 27, 281e− 15 0, 1 6 0, 005 16 24 29, 30




Detta kapitel inleds med en presentation av numeriska och analytiska lösningar till
den tidsoberoende Schrödingerekvationen. Därefter undersöks hur egenvärdet för några
lösningar beror på den största sidlängden, hmax, av trianguleringens simplex. Sist un-
dersöks om steglängden i tid påverkar lösningar till den tidsberoende ekvationen.
Imaginärdelen av beräkningsresultaten från den tidsoberoende Schrödingerekvationen
är identiskt noll. Därför är de reellvärda vågfunktionerna ψwn,l analytiska lösningar till
denna ekvation. Dessa funktioner presenteras i appendix C.
4.1 Tidsoberoende Schrödingerekvationen
De endimensionella diagrammen nedan visar sannolikhetsdistributioner i en dimension.
De är framtagna genom att ta data från punkter liggandes utefter en axel. Sannolik-
hetsdistributioner för vågfunktioner med l = 0 är sfäriskt symmetriska, vilket visas i
appendix C, varför denna axel är godtycklig.
Radien på det sfäriska skalets hål betecknas inre radie. Det sfäriska skalets maximala
avstånd till hålets mittpunkt kallas yttre radie. Värden på dessa parametrar står i fi-
gurtexterna, i atomenheter.
Isoytorna7 nedan visar sannolikhetsdistributionernas tredimensionella geometri. De är
framtagna genom att visningsprogrammet ParaViews parametrar ställs in så att viktiga
geometriska detaljer tydligt framträder hos den analytiska lösningen, som exempelvis
ringen i figur 17. Därefter ställs parametrar in så att motsvarande numeriska lösnings
volym så nära som möjligt matchar den analytiska lösningens.
4.1.1 Vågfunktionen med n=1, l=0
Figur 3 och Figur 4 visar numeriskt respektive analytiskt beräknade |ψ1,0,0|2. Vågfunk-
tionen är sfäriskt symmetrisk, varför endast en dimension visas.
7Volym av domänen som har funktionsvärden mellan två givna parametrar.
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Figur 3: Numeriskt beräknad
|ψ1,0,0|2 då beräkningsdomänens inre
radie är 0,1 och beräkningsdomänens
yttre radie är 10.
Egenvärdet till denna lösning är
−0, 4918.
Figur 4: Analytiskt beräknad
|ψ1,0,0|2.
Egenvärdet till motsvarande egen-
funktion är −0, 5.
4.1.2 Vågfunktionen med n=2, l=0
Figur 5 och Figur 7 visar numeriskt beräknade |ψ2,0,0|2. Figur 6 visar dess analytiskt
beräknade motsvarighet. Vågfunktionen är sfäriskt symmetrisk, varför endast en di-
mension visas. Observera att beräkningen i Figur 7 ej normerats, varför amplituden ej
är direkt jämförbar med lösningarna i Figur 5 och 6.
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Figur 5: Numeriskt beräknad
|ψ2,0,0|2 då beräkningsdomänens inre
radie är 0,1 och beräkningsdomänens
yttre radie är 15.
Egenvärdet till denna lösning är
−0, 1339.
Figur 6: Analytiskt beräknad
|ψ2,0,0|2.
Egenvärdet till motsvarande egen-
funktion är −0, 125.
Figur 7: Numeriskt beräknad
|ψ2,0,0|2 då beräkningsdomänens inre
radie är 0,01 och beräkningsdomä-
nens yttre radie är 10.
Egenvärdet till denna lösning är
−0, 2504.
4.1.3 Vågfunktioner med n=2, l=1
Figur 8 och Figur 10 visar numeriskt respektive analytiskt beräknade isoytor för |ψw2,1|2,
där w = x i Figur 10. I Figur 8 är w x, y eller z. Sannolikhetsdistributionerna |ψx2,1|2,
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|ψy2,1|2 och |ψz2,1|2 har identiska geometrier, men är orienterade längs med tre ortogonala
axlar. För de analytiska lösningarna sammanfaller dessa med x-, y- och z-axlarna, men
de numeriska lösningarna orienterar sig efter tre godtyckliga ortogonala axlar. Därför
går det ej att fastställa vilket tillstånds sannolikhetsfördelning som avbildas i Figur 8.
Figur 9 visar sannolikhetsdistributionens amplitud i Figur 8:s mitt längs med den utri-
tade axeln. Figur 11 visar sannolikhetsdistributionens amplitud i Figur 10:s mitt längs
med den utritade axeln.
Figur 8: Numeriskt beräknad isoy-
ta för |ψw2,1|2, där w är x, y eller z,
då beräkningsdomänens inre radie är
1 och beräkningsdomänens yttre radie
är 30.
Egenvärdet till denna lösning är
−0, 1207.
Figur 9: Numeriskt beräknad |ψw2,1|2
längs med axeln utritad i Figur 8, där
w är x, y eller z, då beräkningsdomä-
nens inre radie är 1 och beräknings-
domänens yttre radie är 30.
22
4 Resultat
Figur 10: Analytiskt beräknad isoyta
för |ψx2,1|2.
Egenvärdet till motsvarande egen-
funktion är −0, 125.
Figur 11: Analytiskt beräknad |ψx2,1|2
längs med axeln utritad i Figur 10.
4.1.4 Vågfunktioner med n=3, l=1
Figur 12 och Figur 14 visar numeriskt respektive analytiskt beräknade isoytor för |ψw2,1|2,
där w = x i Figur 14. I Figur 12 är w x, y eller z. Sannolikhetsdistributionerna |ψx3,1|2,
|ψy3,1|2 och |ψz3,1|2 har identiska geometrier, men är orienterade längs med tre ortogonala
axlar. För de analytiska lösningarna sammanfaller dessa med x-, y- och z-axlarna, men
de numeriska lösningarna orienterar sig efter tre godtyckliga ortogonala axlar. Därför
går det ej att fastställa vilket tillstånds sannolikhetsfördelning som avbildas i Figur 12.
Figur 13 visar sannolikhetsdistributionens amplitud i Figur 12:s mitt längs med den
utritade axeln. Figur 15 visar sannolikhetsdistributionens amplitud i Figur 14:s mitt
längs med den utritade axeln.
Figur 16 visar resultatet från en numerisk beräkning på ett finare nät än Figur 12:s.
Toleranssparatetern till egenvärdeslösaren i Figur 16:s beräkning var högre än i Figur
12:s. Notera kroppens assymetri.
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Figur 12: Numeriskt beräknad isoy-
ta för |ψw3,1|2, där w är x, y eller z,
då beräkningsdomänens inre radie är
1 och beräkningsdomänens yttre radie
är 30.
Egenvärdet till denna lösning är
−0, 054.
Figur 13: Numeriskt beräknad
|ψw3,1|2 längs med axeln utritad i
Figur 12, där w är x, y eller z, då
beräkningsdomänens inre radie är 1
och beräkningsdomänens yttre radie
är 30.
Figur 14: Analytiskt beräknad isoyta
för |ψz3,1|2.
Egenvärdet till motsvarande egen-
funktion är −0, 03125.
Figur 15: Analytiskt beräknad |ψz3,1|2
längs med axeln utritad i figur 14.
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Figur 16: Numeriskt beräknad
|ψw3,1|2, där w är x, y eller z, då
beräkningsdomänens inre radie är 1
och beräkningsdomänens yttre radie
30. För denna beräkning implemen-
terades en större tolerans i FEniCS
funktion eigensolver jämfört med
övriga beräkningar.
Egenvärdet till denna lösning är
−0, 0542.
4.1.5 Vågfunktioner med n=3, l=2
Figur 17 och Figur 18 visar numeriskt respektive analytiskt beräknad |ψz23,2|2. Till skill-
nad från de andra sannolikhetsdistributionerna |ψw3,2|2 kan den som avbildas i Figur
17 identifieras med hjälp av dess geometri. Notera assymetrin i Figur 17 jämfört med
Figur 18.
Figur 19 och Figur 21 visar numeriskt respektive analytiskt beräknad |ψw3,2|2, där
w = x2 − y2 för Figur 21 och antingen xy, yz, zx eller x2 − y2 för Figur 19. Sanno-
likhetsfördelningarna |ψxy3,2|2, |ψyz3,2|2, |ψzx3,2|2 och |ψx
2−y2
3,2 |2 har likadana geometrier, men
lägger sig utefter varsin axel. Då dessa axlar orienteras godtyckligt för den numeriska
lösningen går det ej att bestämma vilken sannolikhetsdistribution som avbildas i Figur
19.
Figur 20 visar sannolikhetsdistributionens amplitud längs med de utritade axlarna i
Figur 19. Den röda grafen i Figur 20 visar sannolikhetsdistributionen i Figur 19:s mitt
längs med axeln markerad med röd linje. Den blå grafen visar sannolikhetsdistribu-




Figur 22 visar sannolikhetsdistributionens amplitud längs med de utritade axlarna i
Figur 21. Notera att dessa sammanfaller.
Figur 17: Numeriskt beräknad isoy-
ta för |ψz23,2|2, då beräkningsdomänens
inre radie är 1 och beräkningsdomä-
nens yttre radie 30.
Egenvärdet för denna lösning är
−0, 055.
Figur 18: Analytiskt beräknad isoyta
för |ψz23,2|2.
Egenvärdet till motsvarande egen-
funktion är −0, 03125.
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Figur 19: Numeriskt beräknad isoy-
ta för |ψw3,2|2, där w är xy, yz, zx el-
ler x2 − y2, då beräkningsdomänens
inre radie är 1 och beräkningsdomä-
nens yttre radie är 30.
Egenvärdet till denna lösning är
−0, 055.
Figur 20: Numeriskt beräknad
|ψw3,2|2, där w är xy, yz, zx eller
x2 − y2, då beräkningsdomänens inre
radie är 0,01 och beräkningsdomä-
nens yttre radie är 10. Den blå linjen
visar en axel liggandes längs med den
lila linjen i Figur 19, den röda genom
axeln längs med den röda linjen.
Figur 21: Analytiskt beräknad isoyta
för |ψx2−y23,2 |2.
Egenvärdet till motsvarande egen-
funktion är −0, 03125.
Figur 22: Analytiskt beräknad





Resultatet av egenvärdeskonvergensen presenteras i diagram över egenvärden som funk-
tion av hmax samt det numeriska felet |Eh − E| mot hmax i form av ett polynom, som
finns i figurtexten. Här är Eh det numeriskt beräknade egenvärdet och E det analytiskt
framtagna. I varje figur är det analytiska egenvärdet inlagt som en röd streckad linje.
Figur 23 och Figur 24 visar egenvärdet som funktion av hmax för ψ1,0,0 för två olika
värden på nätets inre radie. Figur 25 visar egenvärdet som funktion av hmax för ψ2,0,0.
Figur 26 visar egenvärdet som funktion av hmax för vågfunktionerna ψp2,1, där p är x, y
eller z. Figur 26 inkluderar data från alla dessa tre lösningar.
Figur 23: Blå markeringar visar nu-
meriskt beräknade egenvärden i för-
hållande till hmax för ψ1,0,0 då be-
räkningsdomänens inre radie är 0,1.
Den röda linjen visar samma funk-
tions analytiska egenvärde. Felupp-
skattning: |Eh − E| ≈ 0.5271h2max −
0.6258hmax + 0.1801
Figur 24: Blå markeringar vi-
sar numeriskt beräknade egenvär-
den i förhållande till hmax för
ψ1,0,0, då beräkningsdomänens in-
re radie är 0,01. Den röda lin-
jen visar samma funktions analytis-
ka egenvärde. Feluppskattning: |Eh −




Figur 25: Blå markeringar vi-
sar numeriskt beräknade egenvär-
den i förhållande till hmax för
ψ2,0,0 då beräkningsdomänens inre
radie är 0,1. Den röda linjen vi-
sar samma funktions analytiska egen-
värde.Feluppskattning: |Eh − E| ≈
−0.0067h2max + 0.0363hmax − 0.0098
Figur 26: Blå markeringar visar nu-
meriskt beräknade egenvärden i för-
hållande till hmax för ψp2,1, där p är
x, y eller z, då beräkningsdomänens
inre radie är 0,1. Den röda linjen vi-
sar samma funktions analytiska egen-
värde. Feluppskattning: |Eh − E| ≈
0.0010h2max − 0.0040hmax + 0.0113
4.3 Tidsberoende Schrödingerekvationen
Vågfunktionen ψ1,0,0:s tidsutveckling visas i figurerna nedan. Real- och imaginärdelar är
inritade i blått respektive rött. Tidssteget i Figur 27 och Figur 28 är 0,005. Tidssteget i
Figur 29 och Figur 30 är 0,05. Olika trianguleringar på beräkningsdomänen, genererade
med samma parametrar, användes för beräkningarna av resultaten som visas i Figur 27
och Figur 29. För beräkning av resultaten som visas i Figur 28 och Figur 30 användes
samma triangulering.Alla punker oscillerar på samma sätt men med olika amplitud.
Därför väljs en enda punkt som representerar alla, varför amplitudaxeln utelämnas
i figurerna. Vågfunktionerna i Figur 27 och Figur 29 oscillerar med olika frekvens.
Vågfunktionen i Figur 28 och Figur 30 oscillerar med samma frekvens.
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Figur 27: Tidsutvecklingen av ψ1,0,0
där blå graf visar Re(ψ1,0,0), röd graf
visar Im(ψ1,0,0) och tidssteget k =
0,005t.e. då beräkningsdomänen ej är
samma, men genererats med identis-
ka parametrar som den i Figur 29.
Frekvens: 0,263 l.e./t.e. .
Figur 28: Tidsutvecklingen av ψ1,0,0
där blå graf visar Re(ψ1,0,0), röd graf
visar Im(ψ1,0,0) och tidssteget k =
0,005t.e. då beräkningsdomänen är
samma som den i Figur 30.
Frekvens: 0,260 l.e./t.e. .
Figur 29: Tidsutvecklingen av ψ1,0,0
där blå graf visar Re(ψ1,0,0), röd
graf visar Im(ψ1,0,0) och tidssteget k
= 0,05t.e. då beräkningsdomänen ej
är ekvivalent samma, men genererats
med identiska parametrar som den i
Figur 27.
Frekvens: 0,322 l.e./t.e. .
Figur 30: Tidsutvecklingen av ψ1,0,0
där blå graf visar Re(ψ1,0,0), röd
graf visar Im(ψ1,0,0) och tidssteget k
= 0,05t.e. då beräkningsdomänen är





Nedan jämförs en beräkningsdomän med geometri i form av ett sfäriskt skal, vilket
använts i detta projekt, med ett kubiskt alternativ. Vidare följer en diskussion av egen-
värdeskonvergenser, vilken grundar sig i de numeriska lösningar som beräknats från den
tidsoberoende ekvationen. Även en jämförelse mellan de numeriska och de analytiska
sannolikhetsfördelningarna görs. Slutligen diskuteras vilka beräkningsparametrar som
är av vikt för den tidsberoende Schrödingerekvationen.
5.1 Metod
För att lösa Schrödingerekvationen för en elektron med finita elementmetoden krävs
ovanligt stor noggrannhet vid trianguleringen samt ovanligt snäva toleranser för egen-
värdeslösaren jämfört med andra tillämpningar [25], vilket är en nackdel gentemot al-
ternativa metoder. |ψw3,1|2 i Figur 16 är assymetrisk och överrensstämmer dåligt med det
analytiska resultatet i Figur 14; |ψw3,1|2 i Figur 12 stämmer bättre överrens. Skillnaderna
i parameterinställningar för beräkningarna i Figur 12 och Figur 16 var lösarens tolerans
och nätets finhet. Toleransen var mycket snävare vid beräkningen i Figur 12. Nätet var
betydligt finare vid beräkningen i Figur 16. Alltså verkar lösarens tolerans spela större
roll än nätets finhet för att få relevanta resultat. I vissa delar av detta projekt kräv-
des uppemot en veckas beräkningstid på beräkningsservern ozzy. För undersökning av
egenvärdeskonvergensen är det problematiskt att flera tillstånd har samma energinivå
eftersom det gör det omöjligt att utan kvantfysisk kunskap bestämma kvanttalen l och
m för vågfunktioner med samma huvudkvanttal n. Detta problem löses genom jämfö-
relse med analytiska resultat.
I detta projekt har lösningen approximerats som en summa av linjära polynom i rummet
och konstanta polynom i tiden. Observera att samtliga lösningar av den tidsoberoende
Schrödingerekvationen innehåller exponentialtermer, se appendix B, vars Taylorutveck-
ling består av en oändlig polynomsumma. Av denna anledning approximeras den tidso-
beroende Schrödingerekvationen bäst som en summa av polynom av högsta möjliga
grad. Alltså skulle en uppskattning av lösningen som en summa av polynom med högre
grad än ett i rummet ge en bättre noggrannhet i det tidsoberoende fallet, men beräk-
ningstiden skulle öka vid beräkningar med samma nätfinhet. Även en uppskattning av
den tidsberoende Schrödingerekvationens som en summa av polynom med högre grad




En kubisk beräkningsdomän har fördelen att en omgivning till origo inte behöver ute-
slutas så länge dess argument är udda. Dock kan vågfunktionens sfäriska symmetri inte
nyttjas i en kubisk geometri. Dessutom krävs en större volym och därmed fler simplex
för att generera en kubisk geometri med samma radie som en sfärisk motsvarighet, vil-
ket skulle kunna kräva längre beräkningstid.
En omgivning till origo har uteslutits ur definitionsmängden vid beräkningar på grund
av potentialfunktionens singularitet i denna punkt. De tillstånd vars sannolikhetsfördel-
ningar är koncentrerade kring origo, till exempel ψ2,0,0, borde påverkas mest av nämnd
domänförenkling. Figur 5 och Figur 7 visar båda ψ2,0,0, men med inre radie 0, 1 i först-
nämnda figur och inre radie 0, 01 i sistnämnda. Skillnaden i inre radie ledde till stora
skillnader på lösningens art. Lösningen som beräknats på domänen med störst inre radie
gav en lösningsfunktion och egenvärde som stämmer bättre överens med den analytiska
lösningen, vilket innebär att domänförenklingen antagligen ger noggrannare lösningar.
Dock överensstämmer en beräkningsdomän med alltför stor inre radie mycket dåligt
med verkligheten. Således bör den inre radien varken vara för stor eller för liten.
5.3 Egenvärdeskonvergens
Trots hålet i beräkningsdomänen konvergerar egenvärdena för ψ1,0,0 i Figur 23 mot det
analytiska värdet med endast ett litet fel vid en inre radie på 0,1. Minskas hålradien
till 0,01 som i Figur 24 konvergerar egenvärdet långsammare och det är oklart om egen-
värdet ens konvergerar mot dess analytiska värde. Detta tyder på att ψ1,0,0:s egenvärde
är känsligt för hålstorleken på så sätt att en för liten inre radie ger långsam egenvär-
deskonvergens, om den ens konvergerar mot det analytiska egenvärdet.
Egenvärdena till ψ2,0,0 i Figur 25 konvergerar ej lika fort som de till ψ1,0,0 i Figur
23. Ett relativt fel i egenvärdet på mer än 0,1 kvarstår vid ett hmax på mindre än 0,5
när hålet i det sfäriska skalet har radien 0,1. Det krävs därför finare triangulering för
att uppnå en god approximation av ψ2,0,0:s egenvärde. Det kan ha sin förklaring i att
ψ2,0,0 har större utbredning i rummet än ψ1,0,0.
Egenvärdena till ψp2,1 i Figur 26 konvergerar fortast mot sitt analytiska egenvärde av
de betraktade lösningarna, men ett statiskt fel kvarstår även vid fina trianguleringar.
I Figur 8 har en ännu finare triangulering än vid konvergensanalysen använts. Även då
kvarstår ett fel; det är möjligt att vår metod helt enkelt ger ett statiskt fel för denna




Tidsutvecklingen för ψ1,0,0 beräknas rekursivt, vilket ger en felackumulation. Felacku-
mulationen gör att lösningen med tiden går mot noll eftersom eulers implicita stegmetod
är A-stabil, trots att den i teorin bör oscillera med konstant amplitud [26]. För att mins-
ka felackumulation och få en realistisk lösning krävs därför att tiden diskretiseras med
mycket små steg. Vidare fås olika frekvenser om samma kod körs, men en ny beräk-
ningsdomän genereras trots att sistnämnda har samma nät- och geometriargument, se
Figur 29 och Figur 30. Vid beräkningarna som visas i Figur 27 och Figur 28 användes
samma triangulering. Dessa tidsutvecklingar har samma frekvens.
6 Slutsats
Att lösa Schrödingerekvationen med finita elementmetoden är möjligt, men kräver en
mycket fin uppdelning av både rum och tid för relevanta resultat. Dessutom spelar tole-
ransen i FEniCS funktion eigensolver en stor roll, se Figur 16 där toleransen var större
än i övriga beräkningar. På grund av den fina rums- och tidsuppdelningen kräver FE-
niCS mycket beräkningstid och beräkningskraft, varför alternativa numeriska metoder
ibland föredras.
6.1 Förslag på vidare studier
I projektet har linjära polynom använts för att approximera lösningen. Ett polynom
av högre grad skulle kräva mer beräkningstid och beräkningskraft per simplex, men å
andra sidan behöva färre simplex för ett resultat likvärdigt detta projekts i det tidso-
beroende fallet eftersom dess lösnings noggrannhet ökar med antalet polynomgrader i
approximationen. Detta skulle även kunna gälla i fallet med den tidsberoende Schrö-
dingerekvationen. Av den här anledningen skulle det vara intressant att undersöka vilka
som är de optimala polynomgradsvalen för just Schrödingerekvationen i det tidsbero-
ende respektive tidsoberoende fallet i FEniCS.
Vidare skulle ett adaptivt nät möjligen kunna effektiverisera beräkningstiden. Ett ad-
aptivt nät skapar finare trianguleringar i områden där sannolikhetsfördelningen är kon-
centrerad. Eftersom Schrödingerekvationens funktionsvärden på större delen av beräk-
ningsdomänen ligger nära noll skulle ett adaptivt nät var effektivt. Dock skulle detta
tvinga FEniCS att generera ett nytt nät för varje egenvärde.
Eftersom en för liten inre radie på beräkningsdomänen med geometri i form av ett
sfäriskt skal ger lösningar som inte överensstämmer med sina analytiska motsvarighe-
ter och en för stor inre radie inte överensstämmer med verkligheten vore det intressant
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att undersöka vilken inre radie som är optimal.
I diskussionen nämndes det faktum att egenvärden till ψp2,1 konvergerar snabbare än
de till ψ2,0,0. Huruvida detta beror på att sistnämnda vågfunktion har hög amplitud i
en omgivning till origo, vilken i detta projekt uteslutits ur beräkningsdomänen, eller ej
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A Härledning av Schrödingerekvationen i atomen-
heter
Eftersom Schrödingerekvationen beskriver väldigt små system blir dess rumsvariabel
mycket liten mätt i SI-enheter. En så liten variabel riskerar att approximeras till noll
i numeriska metoder, varför Schrödingerekvationen ofta formuleras i så kallade ato-
menheter. Omformuleringen beskriver det ursprungliga systemet, men med omskalade
variabler.
I övriga kapitel utelämnas tildet över tecknen då det, om inte något annat nämns,
är ekvationerna i atomenheter som betraktas. Ett alternativt sätt att landa i nedan-
stående ekvationer är att utnyttja värdet på vissa fysikaliska konstanter i enheterna; i
atomenheter är ~ = 1, me = 1, q = 1 och 0 = 1/4pi. Sätts dessa värden in i Schröding-
erekvationen formulerad som i ekvation (2.2.1) erhålls ekvationen i atomenheter.
A.1 Det tidsoberoende fallet










































Konstanterna fås genom att normalisera koefficienterna enligt
meq2r0










A Härledning av Schrödingerekvationen i atomenheter
Sätts dessa in erhålls Schrödingerekvationen i atomenheter, som lyder{
E˜ψ = (−12∆˜− 1r˜ )ψ˜,
Ω˜ = x ∈ Rn : |x| ≤ r˜.
r0 är en Bohrradie och E0 är en Hartree, vars värden är{
r0 ≈ 5.29 ∗ 10−11 m,
E0 ≈ 13.6 ∗ 2 eV.
För väteelektronen lyder det analytiska uttrycket för dess egenvärden




Genom substitutionen En = E0E˜n kan detta uttryckas i atomenheter som
E˜n = − 12n2 . (20)















skrivs om genom samma procedur som den tidsoberoende. Först sätts{
r = r0r˜,
t = t0t˜,
⇒ ∆ = ∆˜
r20
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Konstanterna fås genom att normalisera koefficienterna enligt
meq2r0
























B Analytisk lösning av den tidsoberoende Schrödingerekvationen för väteelektronen
B Analytisk lösning av den tidsoberoende Schrö-
dingerekvationen för väteelektronen
I de fall en analytisk lösning existerar är det intressant att jämföra denna med dess
numeriska motsvarighet. Den tidsoberoende Schrödingerekvationen saknar analytisk
lösning i många fall, men inte i fallet för väteatomens elektron. Lösningen till Schrö-
dingerekvationen för väteelektronen kan härledas med hjälp av variabelseparation. Till




























ψ(r, θ, φ) = R(r)Y (θ, φ) (22)




























































Observera att ekvation (24) består av ett uttryck som endast beror på r och ett uttryck
som beror på θ och φ. Eftersom ekvation (24) gäller för samtliga r, φ och θ måste de
två uttrycken vara lika med samma konstant med skillnad på tecknet. Väljs konstanten













[P − E] = l(l + 1), (25a)
1







Y (θ, φ) + 1
Y (θ, φ) sin2(θ)
∂2
∂φ2
Y (θ, φ) = −l(l + 1), (25b)












Φ(φ)Θ(θ) + l(l + 1)Θ(θ)Φ(φ) = 0.
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där m betecknar det magnetiska kvanttalet [30].
Lösningen till Φ(φ) lyder [31]
Φm(φ) = A sin(mφ) +B cos(mφ).
Av fysikaliska skäl ansätts A = i och B = 1, vilket ger [32]
Φ(φ) = eimφ.






+ (l + 1)l sin2(θ)Θ(θ)−m2Θ(θ) = 0.








+ (l + 1)l sin2(θ)Θ(θ)−m2Θ(θ) = 0.






Θˆ(x) + l(l + 1)Θ(θ)− m
2
(1− x2)Θˆ(x) = 0,







dθ2 = − cos(θ) ddx + (1− x2) d
2
dx2 .
För att formulera en lösning till B definieras [33] de associerade Legendrepolynomen










Med hjälp av ovanstående definition fås [34]
Θl,m(θ) = Pml (cos(θ)).
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Ω Y˜l,m(θ, φ)Y˜ ∗l,m(θ, φ) dθ dφ
.
Det normerade uttrycket lyder [34]
Yl,m(θ, φ) = (−1)m




där faktorn (−1)m ger Yl,m(θ, φ) positivt tecken, eftersom Pml (x) är negativt för udda
m [34].
För att lösa variabelseparationens r-beroende del, ekvation (25a), multipliceras den-








2r2P (r) + 2r2E − l(l + 1)
)
R(r) = 0.







+ 2E − l(l + 1)
r2
)
y(r) = 0. (27)
Variabelsubstitutionen x = r, där  = 2~






− l(l + 1)
x2
]
y(x) = 0. (28)
Ekvation (28) har lösningen [30]












k = 2l + 1, (29a)
j = n− l − 1 (29b)
och n betecknar huvudkvanttalet [35]. Väteelektronens egenenergier är relaterade till
huvudkvanttalet enligt [36]
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där r0 är Bohrradien, vilken är definierad i appendix A. Substitutionen x = r och
ekvation (30) implicerar att x = 2r
nr0
































)3 (n− l − 1)!
2n [(n+ l)!]3
är en normaliseringskonstant [37].
Således gäller 

























där n, l och m betecknar huvudkvanttalet, det azimutala kvanttalet respektive det
magnetiska kvanttalet.
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C Analytiska uttryck för vågfunktioner
Den tidsoberoende Schrödingerekvationen har en uppsättning lösningar på formen ψn,l,m =
Rn,lYl,m. Ekvationen är dock linjär, vilket innebär att även en linjärkombination av
ψn,l,m löser den. En särskild uppsättning sådana är av särskilt intresse för detta pro-
jekt, varför deras form redovisas nedan.
I sambanden nedan utnyttjas att Yl,−m = (−1)mY l,m [38]. En reellvärd vågfunktion
ψwn,l konstrueras genom att multiplicera en radiell funktion Rn,l med en vinkelfunktion
Y wl , där w väljs enligt konvention[23]. Y wl är en reellvärd vinkelfunktion konstruerad
genom linjärkombination av lämpliga komplexvärda vinkelfunktioner Yl,m.
Notera att alla ψn,0,0 är sfäriskt symetriska eftersom Rn,0 saknar vinkelberoende och
Y0,0 är en konstant.
C.1 Radiella funktioner
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C.2 Vinkelfunktioner










































































D Härledning av vågfunktionen för väteatomens grundtillstånd
D Härledning av vågfunktionen för väteatomens grund-
tillstånd
För att jämföra FEniCS numeriska lösning med dess analytiska motsvarighet kan våg-
funktionerna för respektive lösning analyseras. För att hitta den analytiska lösningens
vågfunktion i väteatomens grundtillstånd insätts passande kvanttal i den analytiska
lösningen av Schrödingerekvationen för en väteatom, se appendix B. I väteatomens
grundtillstånd gäller att huvudkvantalet n = 1 [39], att det magnetiska momentet
m = 0 och att det azimutala kvanttalet l = 0 [40], vilket ger{
k = 2l + 1 = 1,
j = n− l − 1 = 0.
Således definieras ψ i grundtillståndet enligt
ψ(r, φ, θ)1,0,0 =
e
−r








P 00 (cos(θ)) = P0(cos(θ)) = 1,
vilket ger






ekvation (31) är en funktion som endast beror på r och beskriver systemets vågfunktion
i grundtillståndet.
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E Källkod för körfiler
Följande kod används för att ta fram de resultat som sammanställts.
E.1 Källkod, egenvärdesekvationen
1 from dolfin import *
2 from mshr import *
3
4 # Inre och yttre radie av sfäriskt skal
5 ibound = 0.1
6 obound = 20
7
8 # Skapar geometrin
9 gmt = 20
10 sphere_outer = Sphere(Point (0.0, 0.0, 0.0), obound , gmt)
11 sphere_midpoint = Sphere(Point (0.0, 0.0, 0.0), ibound , gmt)
12 sphere_geometry = sphere_outer - sphere_midpoint
13
14 # Skapar nätet
15 msh = 16
16 sphere_mesh = generate_mesh(sphere_geometry , msh)
17
18 # Skapar funktionsrummet V
19 V = FunctionSpace(sphere_mesh ,’Lagrange ’, 1)
20
21 # Tilldelar u som försöksfunktion och v som testfunktion
22 u = TrialFunction(V)
23 v = TestFunction(V)
24
25 # Potentialfunktionen




29 a = (0.5* inner(grad(u), grad(v)) - Pot*u*v)*dx
30 A = PETScMatrix ()
31 assemble(a, tensor = A)
32
33 # Massmatris
34 m = u*v*dx
35 M = PETScMatrix ()
36 assemble(m, tensor = M)
37
38 # Skapar egenvärdeslösaren
39 eigensolver = SLEPcEigenSolver(A,M)
40 eigensolver.parameters[’spectrum ’] = ’smallest real’
41 eigensolver.parameters[’solver ’] = ’krylov -schur’
42
43 # Löser ut egenvärdena
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44 print ’Löser egenvärden’
45 eigensolver.solve()
46 u = Function(V)
47
48 # hittar maximum och minimum simplexdiameter
49 hmax = sphere_mesh.hmax()
50 hmin = sphere_mesh.hmin()
51
52 # Plockar ut n lägsta egenvärden
53 for i in range(0,n):
54 print ’Egenvärde: ’, str(i)
55 # Hittar egenvärdena
56 r, c, rx, cx = eigensolver.get_eigenpair(i)
57 print gmt , msh , r, c
58
59 # Sparar lösningen i en vektor
60 u.vector ()[:] = rx + cx
61
62 # Normerar lösningen
63 un = norm(u)
64 u = project(u*u/un**2, V, set_log_active(False))
65
66 # Spara lösningen i en fil
67 name1 = File("solution.pvd")
68 name1 << u
E.2 Källkod, tidsberoende ekvation
Denna kod läggs på egenvärdeslösaren för att få fram tidsutvecklingen
1 # Skapar produktrum
2 W = V*V
3
4 # Tilldelar egenfunktionerna som initialvillkor
5 u0_r.vector ()[:] = rx
6 u0_i.vector ()[:] = cx
7
8 # Definerar tidsstegningen
9 dt = 0.005; t = dt; T = 25
10
11 # Initialvillkor
12 psi0_i = project(u0_i/un , V, set_log_active(False))
13 psi0_r = project(u0_r/un , V, set_log_active(False))
14
15 # Tilldelar psi_r och psi_i som försökfunktioner till produktrummet
16 (psi_r , psi_i) = TrialFunction(W)
17 # Tilldelar vr och vi som testfunktioner till produktrummet
18 (vr, vi) = TestFunction(W)
19
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20 # Definierar lösningen som en del av produktrummet
21 psi1 = Function(W)
22 psi0 = Function(W)
23
24 print ’Löser tidsutveckling för tillsta nd: ’, str(i)
25 while (t <= T):
26 # Va gfunktionens högerled , reelldel
27 b_r = (-psi_i*vr + Pot*psi_r*vr*dt - 0.5*dt*inner(grad(psi_r),grad(vr
)))*dx
28 # Va gfunktionens högerled , imaginäradel
29 b_i = (psi_r*vi + Pot*psi_i*vi*dt - 0.5*dt*inner(grad(psi_i),grad(vi)
))*dx
30 b = b_i + b_r # Summerar till variationsformuleringens bilinjä
raform
31 #Va gfunktionens vänsterled , reelldel
32 L_r = -psi0_i*vr*dx
33 # Va gfunktionens vänsterled , imaginäradel
34 L_i = psi0_r*vi*dx
35 L = L_r + L_i # Summerar till variationsformuleringens linjäraform
36
37 # Löser variationsformuleringen
38 solve(b == L, psi1 , set_log_active(False))
39
40 # Splittar upplösningen i realdel och imaginärdel
41 (psi0_r , psi0_i) = psi1.split()
42 # Spara lösningen
43 f = File("REtid.xmdf")
44 k = File("IMtid.xmdf")
45 f << psi0_r
46 k << psi0_i
47
48 # Uppdaterar till nästa tidssteg
49 t += float(dt)
E.3 Källkod, egenvärdeskonvergens
1 from dolfin import *
2 from mshr import *
3
4 # Inre och yttre radie av sfäriskt skal
5 ibound = 0.1
6 obound = 20
7
8 # Skapar geometrin
9 gmt = 20
10 sphere_outer = Sphere(Point (0.0, 0.0, 0.0), obound , gmt)
11 sphere_midpoint = Sphere(Point (0.0, 0.0, 0.0), ibound , gmt)
12 sphere_geometry = sphere_outer - sphere_midpoint
13
14 # Loopar över olika parametrar
15 for msh in range (8,24,4):
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16 sphere_mesh = generate_mesh(sphere_geometry , msh)
17
18 # Skapar funktionsrummet V
19 V = FunctionSpace(sphere_mesh ,’Lagrange ’, 1)
20
21 # Tilldelar u som försöksfunktion och v som testfunktion
22 u = TrialFunction(V)
23 v = TestFunction(V)
24
25 # Potentialfunktionen




29 a = (0.5* inner(grad(u), grad(v)) - Pot*u*v)*dx
30 A = PETScMatrix ()
31 assemble(a, tensor = A)
32
33 # Massmatris
34 m = u*v*dx
35 M = PETScMatrix ()
36 assemble(m, tensor = M)
37
38 # Skapar egenvärdeslösaren
39 solv = ’krylov -schur’
40 eigensolver = SLEPcEigenSolver(A,M)
41 eigensolver.parameters[’solver ’] = solv
42 eigensolver.parameters[’spectrum ’] = ’smallest real’
43 eigensolver.parameters[’maximum_iterations ’] = 15000
44
45 # Löser ut egenvärdena
46 eigensolver.solve()
47 u = Function(V)
48
49 # Hittar maximum och minimum simplex diameter
50 hmax = sphere_mesh.hmax()




55 for i in range (0,1):
56 # Hittar egenvärdena
57 print ’Egenvärde: ’, str(i)
58 r, c, rx, cx = eigensolver.get_eigenpair(i)
59
60 # Spara lösningen i en vektor
61 u.vector ()[:] = rx*rx + cx*cx
62
63 # saves solution vectors , with useful data in file name
64 name1 = File("solution.pvd")
65 name1 << u
50
