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Abstract—We consider a lossy source coding problem where
the description of a source is going to be used by two decoders,
each having access to information correlated with the source. This
side-information is also present at the encoder. We give inner
and outer bounds to the set of achievable rate and distortion
triples. For the special case of Gaussian sources with degraded
side-information and squared error distortions, the two bounds
coincide and we obtain the true rate-distortion region. As a
further specialization, we obtain the rate-distortion region of the
Gaussian version of a problem previously solved by Kaspi for
discrete memoryless sources. Using this result, we quantify how
much revealing the side-information to the encoder helps in such
a Gaussian setup.
I. INTRODUCTION
Consider a scenario depicted in Figure 1 where a (discrete
memoryless) source Xn needs to be conveyed to two decoders
which have access to sequences Y n and Zn correlated to
the source. This scenario can for instance occur in a ﬁle-
distribution system, where two clients have different versions
of the same ﬁle and a server tries to communicate a third ver-
sion of the ﬁle to both clients by sending only one message. If
the reconstruction is to be lossless, then by a binning strategy
as done in [6] (which does not use encoder side-information) it
is enough to send at a rate of max{H(X|Y ),H(X|Z)} [5].
Note that encoder side-information cannot improve this rate
since we need at least the conditional entropy of the source.
In fact for the case of multiple decoders, it is unclear how
to use the knowledge of the side-information at the encoder.
When we need only approximate reconstructions, the situation
might be different in that encoder side-information could make
a difference in compression rate. This question is the focus of
the investigation in this paper.
In [3], Kaspi studied a related question where one of the
side-information sources was absent. His question was moti-
vated by coding for a case where the encoder does not know
whether the decoder has access to the side-information or not.
For this case, a complete characterization of the rate-distortion
function was found in [3] for discrete memoryless sources. In
related work, Heegard and Berger studied the same problem as
Kaspi when the encoder was uninformed and established the
rate-distortion function [2]. This work built upon the seminal
work of Wyner and Ziv [7] who had established the rate-
distortion function when there is an uninformed encoder and
a single decoder with side-information.
In investigating the question illustrated by Figure 1, we
pose two questions: (i) how can we use the knowledge of
side-information at the encoder? (ii) how much does it help
in terms of compression rate? Our ﬁrst contribution is to
provide an achievable rate and therefore an upper bound to
the rate-distortion function, as well as a trivial lower bound.
The upper bound reduces to the rate-distortion function of
the known result by Kaspi [3]. Our achievability result par-
tially answers the questions posed above, by giving a coding
scheme that utilizes encoder side-information which improves
the compression rate over the uninformed case. Further, we
explicitly ﬁnd the optimal coding strategy for the Kaspi setup
when there is a Gaussian source and a jointly Gaussian side-
information with the squared-error distortion measure. This
explicit characterization allows us to quantify the beneﬁt of
encoder side-information for this case. This is in contrast to
the Gaussian Wyner-Ziv setup where encoder side-information
does not help in terms of compression rate [7]. In addition, this
Gaussian Kaspi result is used to show that our achievable rate-
distortion region is optimal in a more general special case of
the original setup, namely the case of jointly Gaussian sources
with squared-error distortion measure and physically degraded
side-information.
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Fig. 1. Problem setup studied in the paper.
This paper is organized as follows. In Section II we formally
deﬁne the problem and establish the notation. In Section III,
we state and prove the achievability result. Section IV contains
a trivial outer bound on the region of achievable rate-distortion
triples. As a prelude to the Gaussian case with degraded side-
information, to be treated in Section VI, Section V devel-ops explicit closed-form expressions for the Gaussian Kaspi
scenario and provides an example that illustrates the beneﬁt
of encoder side-information. Using the results of Section V,
Section VI gives inner and outer bounds for the Gaussian case
with degraded side-information and shows that these bounds
match. Finally we conclude with a brief discussion in Section
VII.
II. NOTATION AND PROBLEM STATEMENT
We consider a discrete memoryless setup where the source
sequence X1,X2,..., and the two side-information sources
Y1,Y2,... and Z1,Z2,... form an i.i.d. sequence of triples
{(Xi,Yi,Zi) : i ≥ 1} taking values in the ﬁnite set X × Y ×
Z with distribution pXY Z. We are also given two distortion
functions to measure the ﬁdelity of the reconstructions by the
two decoders: d1 : X × ˆ X1  → [0,∞) and d2 : X × ˆ X2  →
[0,∞), where ˆ Xj is the reconstruction alphabet of decoder j.
The distortion between two sequences is computed additively;
if x = (x1,...,xn) ∈ X n and ˆ x = (ˆ x1,..., ˆ xn) ∈ ˆ X n
j , we
deﬁne dj(x, ˆ x) =
P
i dj(xi, ˆ xi).
Deﬁnition 1: An (n,R,D1,D2) rate distortion (RD) code
for source X with side-information (Y,Z) consists of an
encoding function f : X n × Yn × Zn  → {1,...,⌊2nR⌋}
and two decoding functions g1 : {1,...,⌊2nR⌋}×Yn  → ˆ X n
1 ,
and g2 : {1,...,⌊2nR⌋} × Zn  → ˆ X n
2 , such that
nD1 ≥ Ed1
¡
Xn,g1(f(Xn,Y n,Zn),Y n)
¢
,
nD2 ≥ Ed2
¡
Xn,g2(f(Xn,Y n,Zn),Zn)
¢
.
Deﬁnition 2: A triple (R,D1,D2) is said to be achievable
if for every ǫ > 0 there exists an (n,R + ǫ,D1 + ǫ,D2 + ǫ)
rate distortion code. We denote the set of all achievable triples
by R.
In [3] it has been shown that if Zn were absent, then
(R,D1,D2) is achievable if and only if there exists random
variables U and W taking values in U and W, jointly dis-
tributed with X,Y , and two functions φ′
1 : U ×W ×Y  → ˆ X1,
and φ′
2 : W  → ˆ X2 such that
R ≥ I(X,Y ;W) + I(X;U|W,Y ), (1a)
D1 ≥ Ed1
¡
X,φ′
1(U,W,Y )
¢
, (1b)
D2 ≥ Ed2
¡
X,φ′
2(W)
¢
. (1c)
III. ACHIEVABILITY
For any random variables U,V,W taking values in U, V
and W respectively jointly distributed with X,Y,Z and any
two functions φ1 : U ×W ×Y  → ˆ X1 and φ2 : V ×W ×Z  →
ˆ X2 deﬁne ˜ R(U,V,W,φ1,φ2) as the set of triples (R,D1,D2)
satisfying
R ≥ I(X,Y,Z;W) − min{I(Y ;W),I(Z;W)}
+ I(X;U|W,Y ) + I(X;V |W,Z), (2a)
D1 ≥ Ed1
¡
X,φ1(U,W,Y )
¢
, (2b)
D2 ≥ Ed2
¡
X,φ2(V,W,Z)
¢
. (2c)
Theorem 1: All triples in ˜ R(U,V,W,φ1,φ2) are achiev-
able; equivalently
˜ R ,
[
U,V,W,
φ1,φ2
˜ R(U,V,W,φ1,φ2) ⊂ R.
The region ˜ R is convex. Furthermore, the union above can be
restricted to those U,V,W triples for which |W| ≤ |X ×Y ×
Z|+3, |U| ≤ |X ×Y ×W|+1 and |V| ≤ |X ×Z ×W|+1.
Proof: The basic idea of the coding strategy is as
follows. Since the decoders do not know each others’ side-
information, we cannot generate codebooks conditioned on
the pair of side-information sources. Therefore, we establish
a connection between the two decoders by designing an
auxiliary sequence Wn which is decodable by both the de-
coders. Having established the ‘common’ auxiliary sequence,
we now use conditional codebooks to give additional private
information to each of the decoders in order to satisfy the
individual distortion constraints.
For an arbitrary random variable S, we denote by Tn
δ (S),
the sequences of length n that are strongly δ-typical with
respect to the distribution of S.
Codebook generation: Given a distribution pXY ZUV W,
and non-negative numbers A,B,C (to be determined later)
draw 2nA sequences w(1),...,w(2nA), independently with
w(k) ∼ pn
W, where pn
W is the n-fold product distribu-
tion. Further, for each w(k) and y ∈ Tn
δ (Y ) draw 2nB
sequences u(1,k,y),...,u(2nB,k,y), independently from
pn
U|WY ( |w(k),y). Analoguously, for every w(k) and z ∈
Tn
δ (Z), generate 2nC sequences v(1,k,z),...,v(2nC,k,z)
independently from pn
V |WZ( |w(k),z).
Encoder: Given a triple of n-length sequences (x,y,z),
ﬁnd k such that (w(k),x,y,z) ∈ Tn
δ (W,X,Y,Z). If there
is no such k, then the encoding has failed. Now ﬁnd i so that
(u(i,k,y),x,y,w(k)) ∈ Tn
δ (U,X,Y,W). Again, if no such
i can be found, the encoding has failed. Similarly, ﬁnd j so
that (v(j,k,z),x,z,w(k)) ∈ Tn
δ (V,X,Z,W). The message
sent by the decoder consists of the triple (k mod 2nR0,i,j)
that can be described in nR = n(R0+B+C) bits. (Note that
the encoder “bins” the index k by the modulo operation).
Decoders: We will only describe Decoder 1, i.e., the de-
coder with side-information y, and Decoder 2 is deﬁned
analogously. From the ﬁrst part of the message the decoder
knows k mod 2nR0. Among the 2n(A−R0) values of k′ that
are consistent with this information, the decoder ﬁnds a k′
such that (w(k′),y) ∈ Tn
δ (W,Y ). If there are several such
sequences, then the decoding fails. From the second part of
the message, the decoder ﬁnds u(i,k′,y) and constructs ˆ x1
by applying the function φ1 component-wise to the triple
(u(i,k′,y),w(k′),y).
Analysis: Standard typicality arguments show that as long
as A > I(X,Y,Z;W) the encoder will succeed in ﬁnding a k
with high probability, further, as long as B > I(U;X|W,Y )
it will ﬁnd an i with high probability and as long as C >
I(V ;X|W,Z) it will ﬁnd a j with high probability. On the side
of Decoder 1, the index k′ will equal k with high probability aslong as A−R0 < I(W;Y ), similarly, Decoder 2 will ﬁnd the
index k correctly with high probability if A−R0 < I(W;Z).
Note that since the encoder has ensured joint typicality of
(w(k),x,y,z) by using knowledge of the side-information,
we do not need the Markov condition (or lemma) as done
in [7]. Consequently, provided that R > I(X,Y,Z;W) −
min{I(W;Y ),I(W;Z)} + I(U;X|W,Y ) + I(V ;X|W,Z)
numbers A,B,C,R0 can be found that satisfy all these
inequalities and thus the encoder and the decoders will operate
without failure with high probability.
But it is clear that whenever (x,y,z) is typical and no en-
coding or decoding failures occur, then the sequences (x, ˆ x1)
and (x, ˆ x2) are typical and thus
d1(x, ˆ x1) ≤ n(E[d1(X,φ1(W,U,Y ))] + δ)
d2(x, ˆ x2) ≤ n(E[d2(X,φ2(W,V,Z))] + δ).
That ˜ R is convex is not difﬁcult to establish, and we omit
the proof here. The bounds on the cardinality on the alphabets
of W, U and V are proved via the usual techniques, see e.g. [1,
pp. 310].
In the proof above we generate enough w sequences so as
to guarantee that the encoder will ﬁnd (with high probability)
one for which (w,x,y,z) is typical. The reader may have
observed that since the side-information sources are separately
present at the decoders, this joint typicality of the quadruple is
not required: it sufﬁces to guarantee instead that both (w,x,y)
and (w,x,z) are typical. This suggests that one can enlarge
the achievability region by generating fewer w sequences to
only make sure that the encoder ﬁnds with high probability
one that satisﬁes this weaker requirement. Indeed we have the
following
Lemma 1: The size of the set
An
δ =
©
(x,y,z) : (x,y) ∈ Tδ(X,Y ),
(x,z) ∈ Tδ(X,Z),(y,z) ∈ Tδ(Y,Z)
ª
satisﬁes
lim
n→∞
1
n
log|An
δ| = maxH( ˜ X,Y,Z) (3)
where the maximization is taken over all ˜ X jointly distributed
with (Y,Z) such that ( ˜ X,Y ) ∼ (X,Y ) and ( ˜ X,Z) ∼ (X,Z).
(The notation A ∼ B means that A and B have the same
probability distribution.)
Using the lemma with W in place of X, (X,Y ) in place of
Y and (X,Z) in place of Z, we see that we can replace the
requirement A > I(W;X,Y,Z) in the proof of Theorem 1
with A > I0(W;X,Y,Z), where
I0(W;X,Y,Z) = min
˜ W
I( ˜ W;X,Y,Z) (4)
and the minimization is over all ˜ W jointly distributed
with X,Y,Z such that ( ˜ W,X,Y ) ∼ (W,X,Y ) and
( ˜ W,X,Z) ∼ (W,X,Z), and prove the achievability of the re-
gion ˜ R0(U,V,W,φ1,φ2) that differs from ˜ R(U,V,W,φ1,φ2)
in only changing I(W;X,Y,Z) to I0(W;X,Y,Z) in (2a).
Since I0 ≤ I, R0(U,V,W,φ1,φ2) ⊃ R(U,V,W,φ1,φ2).
Unfortunately, this enlargement does not improve the union
region ˜ R because
˜ R0(U,V,W,φ1,φ2) = ˜ R(U,V,W∗,φ1,φ2)
where W∗ is the minimizer of (4). The reason for this equality
is that replacing a given W by W∗ in ˜ R(U,V,W,φ1,φ2) does
not change any of the terms except for the ﬁrst one, which
becomes I0(X,Y,Z;W).
Note that if we consider a super source (x,y,z) and
deﬁne appropriate distortion measures, our problem reduces
to the general question with uninformed encoder and decoders
with side-information y and z respectively. Therefore, this
means that having encoder side-information is a special case
of the general problem studied in [2]. However, since that
general problem is unsolved, this observation does not help
us solve our problem. Note that even if we had degraded side-
information, i.e., X − − ◦ Y − − ◦ Z, the super-source construction
implies that the new source with uninformed encoder would
not have such a structure. The super-source argument also
provides an alternate proof of Theorem 1.
IV. OUTER BOUND
Assume that the side-information sequence Zn is not only
available at the encoder and at Decoder 2, but also at Decoder
1. The rate-distortion region of this setup obviously contains
R. One can think of this problem as having new sources ˜ X, ˜ Y
with distribution pXY |Z, where ˜ X is the source of interest and
˜ Y is side-information at Decoder 1 (and at the encoder). In this
new setup, Decoder 2 has no side-information, and the rate-
distortion region is the Kaspi region given in equations (1),
applied to the new sources ˜ X, ˜ Y .
More precisely, for any random variables U,W taking
values in U,W, jointly distributed with X,Y,Z, and any two
functions φ′
1 : U ×W ×Y ×Z  → ˆ X1, and φ′
2 : W ×Z  → ˆ X2,
deﬁne ˘ R(U,W,φ′
1,φ′
2) as the set of triples (R,D1,D2) that
satisfy
R ≥ I(X,Y ;W|Z) + I(X;U|W,Y,Z), (5a)
D1 ≥ Ed1
¡
X,φ′
1(U,W,Y,Z)
¢
, (5b)
D2 ≥ Ed2
¡
X,φ′
2(W,Z)
¢
. (5c)
We have that
˘ R ,
[
U,W,
φ
′
1,φ
′
2
˘ R(U,W,φ′
1,φ′
2) ⊃ R.
V. THE GAUSSIAN KASPI PROBLEM
As discussed in Section II, in [3], Kaspi gave a complete
solution for a special case of our problem where only one of
the decoders has access to side-information, i.e., the case when
Z is constant. Kaspi’s region is described in equations (1).
Observe that by setting V = constant in equations (2) we
recover Kaspi’s equations, showing that in this setting the
region ˜ R is tight.
It turns out that one does not shrink ˜ R by taking ˆ X1 =
φ′
1(U,W,Y ) = U, ˆ X2 = φ′
2(W) = W, showing that ratedistortion region is given by the union over ˆ X1, ˆ X2 of regions
satisfying
R ≥ I(XY ; ˆ X2) + I(X; ˆ X1| ˆ X2Y ),
D1 ≥ E[d1(X, ˆ X1)], D2 ≥ E[d2(X, ˆ X2)].
In this section we give an explicit characterization of Kaspi’s
rate-distortion function when we have a jointly Gaussian
source and side-information. This will allow us to quantify the
beneﬁt of encoder side-information in terms of compression
rate. We will consider X ∼ N(0,σ2
X) which is jointly
Gaussian with side-information Y = X + N, where N ∼
N(0,σ2
N) and independent of X. The distortion measure is
the squared error distortion di(X, ˆ Xi) = (X − ˆ Xi)2, for
i ∈ {1,2}. The main result of this section is the following
explicit characterization of the rate-distortion function.
Theorem 2: For given distortion requirements D1 and D2,
the smallest achievable rate for the above Gaussian setup is as
follows:
1) if σ2
X ≤ D2 and
σ
2
Xσ
2
N
σ2
X+σ2
N
≤ D1, then R(D1,D2) = 0.
2) if σ2
X > D2 but
D2σ
2
N
D2+σ2
N
≤ D1 (includes the case
σ
2
Xσ
2
N
σ2
X+σ2
N
≤ D1), R(D1,D2) = 1
2 log
σ
2
X
D2 .
3) if
σ
2
Xσ
2
N
σ2
X+σ2
N
> D1 and D1 +
σ
4
X
σ2
X+σ2
N
≤ D2, then
R(D1,D2) = 1
2 log
σ
2
Xσ
2
N
D1(σ2
X+σ2
N).
4) if σ2
X > D2,
σ
2
ND2
σ2
N+D2 > D1 and D1 +
σ
4
X
σ2
X+σ2
N
> D2,
then
R(D1,D2) =
1
2
log
σ2
X
D2(1 − ρ2
0)
,
where ρ0 = σXD1
σN(σ2
X−D1)D2A and
A =
q
D2(σ2
X − D2) −
s
(σ2
X
D2
D1
(σ2
N − D1) − σ2
ND2)(
D2
D1
− 1).
The regions given by the above regimes are shown in Figure
2.
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Fig. 2. Graphical representation of the different cases of Theorem 2.
Sketch of Proof: We only give an intuitive interpretation
of the different strategies of Theorem 2. These explanations
are at the same time a sketch of the proof. A more detailed
proof can be found in [4].
In regime 1), clearly, if Var(X) ≤ D2 and Var(X|Y ) ≤
D1, we need rate 0.
The regime 2) correponds to when given a description ˆ X2
to Decoder 2, Decoder 1, along with its side-information Y
is able to reconstruct ˆ X1 within the required ﬁdelity, i.e.,
D1 ≥ Var(X|Y ˆ X2) =
D2σ
2
N
D2+σ2
N
. Clearly in this case, a rate
of 1
2 log
σ
2
X
D2 is adequate.
Regime 3) corresponds to a conditional rate-distortion for
Decoder 1. Conditional rate-distortion compression can be
interpreted as describing a new source, F = E[X|Y ]−X, i.e.,
the innovation sequence, within distortion D1. If, by receiving
ˆ F, the approximation to the innovation sequence, Decoder 2
is able to reconstruct ˆ X2 within distortion D2, then clearly the
conditional rate-distortion rate is adequate. We can show that
this can happen if D2 ≥ Var(X| ˆ F) = D1 +
σ
4
X
σ2
X+σ2
N
, and this
resolves regime 3).
Regime 4) is perhaps the most interesting case, since it
requires more than a single-terminal rate as is the case in the
other regimes. The encoder starts by describing X in a single-
terminal fashion for Decoder 2. Then, to add information
useful to Decoder 1, we correlate ˆ X2 with the side-information
Y as shown below. The representation ˆ X2 can be expressed
using the forward test channel
ˆ X2 = αX + Ψ,
where α =
σ
2
X−D2
σ2
X
and Ψ ∼ N(0,αD2) is independent of
X. In order to correlate ˆ X2 with Y we correlate Ψ with
N. This does not affect the performance of Decoder 2 in
terms of distortion. However, the rate I(X; ˆ X2) increases by
I(Y ; ˆ X2|X) to I(XY ; ˆ X2). The best correlation factor ρ0 is
negative and its absolute value is just large enough to make
Var(X| ˆ X2Y ) = D1. One can show that the rate achieved by
this strategy is optimal under the conditions given in Theorem
2.
It is remarkable that in all four strategies of Theorem 2, a
single message is produced by the encoder, even though the
achievability given in [3] suggests two messages.
Given this explicit characterization of the Gaussian Kaspi
rate-distortion function, we will use it to quantify the ad-
vantage of encoder side-information in terms of compression
rate. We do so by comparing it to the rate-distortion function
for the uninformed encoder computed in [2]. Note that in
the Gaussian single-decoder case, Wyner and Ziv [7] have
shown that encoder side-information is useless in terms of rate-
distortion. In Figure 3 we have plotted the rate from Theorem
2 along with the Heegard-Berger rate for a Gaussian source
with σ2
X = 3 and distortion requirements D2 = 2 and D1 = 1.
We plot the optimal rate as a function of the variance of the
side-information noise. We see that encoder side-information
can improve the rate-distortion function as compared to the
uninformed case.0 2 4 6 8 10
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Fig. 3. The rate in nats as a function of σ2
N for informed (dashed line) and
uninformed (solid line) encoder.
VI. THE GAUSSIAN CASE WITH DEGRADED
SIDE-INFORMATION
In this section, we present a special case of the problem
stated in Section II for which the inner and the outher bound
match. The sources considered here take real values. Let X ∼
N(0,σ2
X), and let the side-information sources be Y = X +
N1 and Z = X+N1+N2, where the variables N1 and N2 are
jointly distributed with X, Gaussian, zero-mean, independent
of X and of each other, and they have respective variances
σ2
1 and σ2
2. Note that the side-information Y,Z is physically
degraded.
First, consider the achievable region given in (2). Let U
and V be constants. The rate-distortion function given by (2)
is then
˜ R(D1,D2) = min
£
I(X,Y,Z;W)
− min
©
I(Y ;W),I(Z;W)
ª¤
,
where the outer minimization is taken over all Gaussian
random variables W, jointly distributed with X,Y,Z and such
that
D1 ≥ Var(X|W,Y )
D2 ≥ Var(X|W,Z).
This yields an upper bound on R(D1,D2).
Now, consider the outer bound provided in (5). We deﬁne
˜ X, ˜ Y to be as deﬁned in Section IV, but normalize ˜ X to have
zero mean, i.e.,
˜ X ∼ N
µ
0,
σ2
X(σ2
1 + σ2
2)
σ2
X + σ2
1 + σ2
2
¶
.
Similarly, we scale and normalize ˜ Y to be of the form ˜ Y =
˜ X + ˜ N, where
˜ N ∼ N
µ
0,
σ2
1
σ2
2
(σ2
1 + σ2
2)
¶
.
Note that scaling by or subtracting a constant does not affect
mutual informations and conditional variances, that are the
only mathematical objects involved in the outer bound. The
source pair ˜ X, ˜ Y is now of the same form as the pair of
Gaussian sources in the Kaspi setup of Section V. Hence, the
result of Theorem 2, applied to ˜ X, ˜ Y , yields a lower bound
˘ R(D1,D2) on the rate-distortion function.
Theorem 3: In the Gaussian setup with physically degraded
side-information,
˜ R(D1,D2) = ˘ R(D1,D2) = R(D1,D2).
Sketch of Proof: To prove this theorem, we evaluate
˘ R(D1,D2) for the sources ˜ X, ˜ Y . This yields a lower bound
on R(D1,D2), given by different expressions for the four
different regimes of Theorem 2. For each of these regimes,
we then exhibit a random variable W for which the achievable
rate ˜ R(D1,D2) equals ˘ R(D1,D2). A more detailed proof will
be available in a longer paper.
Observe that in the achievability of this Gaussian setup, only
the auxiliary variable W, destined for both decoders, remains.
The private messages U and V in (2) disappear. The same is
the case in the Gaussian Kaspi setup of Theorem 2.
VII. DISCUSSION
The main challenge appears to be in understanding how to
make use of side-information at the encoder. Since the side-
information sources are separately available to the decoders,
we need to use the encoder knowledge in a non-trivial manner.
The rate-distortion functions given in the two Gaussian cases
reveal that the description to a decoder shall be designed to
maximally beneﬁt the other decoder as well. This idea of
establishing a connection between the two decoders through
a common auxiliary sequence is the crux of our achievability.
The result established by Kaspi in [3] shows that additional
private auxiliary sequences are necessary. The content of this
paper is work in progress. Some of us believe that the region
˜ R is optimal and we are hoping to ﬁnd a converse proof for
discrete sources.
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