ABSTRACT. In this article, as always we will start by deliberating at our project's historical general view and then we will try to construct a new Poisson bracket on our simplest example sl2 and then we will try to give a universal construction based on our universal variables and then will try to construct lattice W2 algebras which will play a key role in our other constructions on lattice W3 algebras and finally we will try to find the only non trivial dependent generator of our lattice W4 algebras and so on for lattice Wn algebras. And in the late of this article we will have appendix A, which will contain some parts of the Mathematica coding which we have used and have made for to find our algebra structures.
INTRODUCTION
This is an old project which has been considered and introduced by Boris Feigin in 1992. It has born in its new formulation on quantum GelfandKirillov conjecture in a public conference at RIMS in 1992 based on the nilpotent part of U q (g) i.e. U q (n) for g a simple Lie algebra. Now, this problem is known as "Feigin's Conjecture". In the mentioned talk, Feigin proposed the existence of a certain family of homomorphisms on quantized enveloping algebra U q (g) to the ring of skew-polynomials which will led us to a deffinition of lattice W −algebras. These "homomorphisms" has been turned to a very useful tool for to study the fraction field of quantized enveloping algebras. [6] There been many attempt for to construct lattice W − algebras in Feigin's sence, which ensures the simplicity of the construction process of lattice W −algebra; for example the best known articles in the subject has been written by Kazuhiro Hikami and Rei Inoue who tried to obtain the algebra structure by using lax operators and generalized R matrices. [7] [8] Or Alexander Belov and Alexander Antonov and Karen Chaltikian, who first tried to follow Feigin's construction but finaly they also solved part of the conjecture by getting help of lax operators, and it made very difficult to follow their publication. [9] [10] But here in this article we will proceed and will introduce the most simplest way of constructing such kind of algebras by just employing Feigin's homomorphisms and screening operators by defining a Poisson bracket on our variables just based on our Cartan matrix. [1] [2] In [2] , Yaroslav Pugai has constructed lattice W 3 algebras already, but here we will introduce its weaker version based on a Poisson bracket as mentioned before, constructed on just Cartan matrix A n , which will make our job more easier and more elegant. For to do this, let us set C an arbitrary symmetrizable Cartan matrix of rank r and let n = n + be the standard maximal nilpotent sub-algebra of the KacMoody algebra associated with C. So n is generated by elements E 1 , · · · , E r which are satisfying in Serre relations. [11] Where r stands by rank(C).
In [1] , we proved that screening operators S X and for < α i , α j >= a ij the ij's components of our Cartan matrix C; are satisfying in quantum Serre relations ad q (X i ) 1−a ij (X j ) for adjoint action ad q (X i )(X j ) = X i X j − q a ij X j X i and X i ∈ (U q ) α , X j ∈ (U q ) β . [5] Where (U q ) α = {u ∈ U q (g)|q h uq −h = q α(h) u for all h ∈ ∨ P } and U q (g) = ∨ P will be called dual weight lattice and the Cartan subalgebra. And IF will stand for our ground field. [5] Here for our Cartan matrix C, the quantum Serre relation will be ad q (X i ) 1−(−1) (X j ) = ad
Where [2] q stands for quantum number [n] q = q n −q −n q−q −1 in general. And again as what we had in [1] , we can define U q (n) := S X 
WEAK FADDEEV-TAKHTAJAN-VOLKOV ALGEBRAS
As it has been mentioned already in [1] , the main tools which we use are difference equations, screening operators, Feigin's homomorphisms and adjoint actions and partial differential equations and Cartan matrices and ... We know that from an abstract view g = sl m+1 is an algebra related to the Cartan matrix (a ij ), where
Now suppose that we have an infinite number of points in a definite discrete space such that we can assign them a proper coloring as follows So by letting
be the Cartan matrix of sl m+1 for n ∈ {1, 2, · · · , m − 1}, and so for sl 2 it will consist of just one row and one column, i.e. we have A 1 = (2) and denote by C[X] the skew polynomial ring on generators X i labeled by i ∈ {−∞, · · · − 1, 0, 1, · · · , +∞} and defining q−commutation relations (2.1)
Definition 2.1. Let's define our Poisson bracket as follows in the case of sl 2 :
The main problem is to find solutions of the system of difference equations from infinite number of non-commutative variables in quantum case and commutative variables in classical case. It is significant that commutation relations (2.1) depend on the sign of the difference (i − j) only and is based on our Cartan matrix. We should try to find all solutions of the system: will be specified later. Equation (2.4) means that the generators have to satisfy in quantum Serre relations and the first equation (2.5) means that they should have zero degree. Here in this paper we just will work on g = sl n and will use τ (n) i instead of τ i . Where (n) sits for n in sl n .
2.1. Lattice W 2 algebra. Let us first consider the sl 2 case for to open out the concepts of (2.2) and (2.4). And also for to simplifying out notations, let us consider our set of variables as
And as it has shown in [1] , it is enough just to work with S X ji i =:
X i , because the other parts for i > 3 and i < 1 will tend to zero.
By setting q = e −h , for the Planck constant h, we will try to find generators of our lattice W 2 -algebra, in the case of sl 2 .
First step:
First let us try to find D (2) X . For to do this and for simplicity, we will set
And as it has been defined already, we have D
Now for to understand what is (2.6), we note that partial D X i = {X i , τ 1 } and also note that our function
is a polynomial function consist of powers of X i . What I mean is that, it is enough to find
Where according to rules which has been showed out in [1] , we have
Where by setting q = e −h and letting h = 1 at the end, we will have:
First case: j > 1;
Now the goal is to find such
which satisfies in our system of equations (2.10).
The second equation ensures that the solution has degree 0 and also the partial differentials will fix us a multi-variable function dependent on just
The system of PDEs (2.10) can be solved using the procedure described in Chapter V, Sec IV of [3] . And for more details please check out appendix A. And after all it became clear that the system (2.10) has only one functional dependent nontrivial solution: (2.11)
And again as before, (2) goes back to 2 in Sl 2 and 1 is a default index which will be used later it for to employ shifting operator. According to the number of variables, we will have two shifts and then everything will be in a loop. So here in sl 2 case we have three solutions for our system of linear equations (2.10) which belong to the fraction ring of polynomial functions.
And as it already has mentioned we go to define our non-commutative Poisson algebra according to definition of Poisson brackets given by Poisson himself [4] with this difference that here we work on q−commutative
, based on the generators which are the solutions of PDEs system (2.10). For to do this we will use the following bracket based on
So we have to define our Poisson brackets as what comes in follow:
Where {X i , X j } is our previously defined Poisson bracket on our set of variables.
For instance in the case of sl 2 we have
And it is enough to find our brackets on just first generator, because then we are able to find other brackets based on the other generators, so for τ
we have in a same process as follows F
3 } = ∂τ
We have to note that we almost are done with our Poisson algebra in sl 2 case, but for our further plan i.e. to find our Volterra system, the differentialdifference chain of non-linear equations
Where Γ i stands for
. Which means that we have to write down the brackets {τ 1 , τ i } in terms of their decompositions to τ j 's for 1 ≤ j ≤ i. So we need to write it as decomposition of our generators and it will be done by using the Mathematica coding which we have produced in Appendix C. And the result will be as follows (2.17)
This result are weaker than Faddeev-Takhtajan-Volkov algebra which has mentioned in [2] and if we continue this for sl 3 , then we will have again a weak version of what that has mentioned in [2] .
2.2. Lattice W 3 algebra. In this case we will use the following defined Poisson bracket based on Cartan matrix
But for to do this according to our previous ordering and list of variables, let us for simplicity set our variables as follows Set X
Definition 2.3. Let's define our Poisson bracket as follows in the case of sl 3 :
As it comes out, here our set of variables will be as follows:
And instead of (2.1) we will have the following q−commutation relations
And we will get the following equations in a same manner as in sl 2 :
First case: i < j;
According to (2.20) we will try to find H
X as what comes in follow {X
1 .
Now let us as usual suppose i > j and then we will define the following same quantities Here we have for X i s:
And the same will be for Y i s. And for the different quantities X i and Y j s we have:
First case: for i > j;
According to what has just mentioned we have
. And
And in a same way we can find the desired results for
And then we will have
And finally we get
And after all these, let us define
. And finally let us define D
Next step:
Now let us try to find D 
. For i > 3 we have 0. Let us again have the following definitions
Now let us define
And now as before we have
. And in a same way we are able to define for
Then we will have
So we will have
And therefore as in (2.10) we will have the following system of P DEs
And according to appendix A we have the following functional dependent nontrivial solution for the whole system of P DEs (2.23)
And again as before, (3) goes back to 3 in the Sl 3 and 1 is a default index which later we will use it for to employ our shifting operators. According to the number of variables, we will have 6 shifts and then after that it will be in a loop. So here in sl 3 case we have six solutions which belong to the fraction ring of polynomial functions.
Where τ
Again by setting X i s, because of algebra structure and it will be done by using Mathematica coding in appendix A.
2 )(τ
3 )(τ
2 );
2.3. Lattice W 4 algebra; main generator. In this case we will use the following defined Poisson bracket based on Cartan matrix
But for to do this according to our previous ordering and list of variables, and the same as what we din in sl 3 case, let us for simplicity set our set of variables as follows: Set X 
As it comes out that, here our set of variables will be as follows:
And instead of (2.1) we will have the following q−commutation relations for j ∈ {1, 2, 3} and as always i ∈ {1, 2, 3}:
And by using the same approach as what we did for sl 2 and sl 3 , it became clear that the equations D 
(2.31) 
And the functional dependent nontrivial solutions for the whole system of first order partial differential equation is as follows:
And again as before, (4) goes back to 4 in the Sl 4 and 1 is a default index which later we will use it for to employ our shifting operators. According to the number of variables, we will have 9 shifts and then after that it will be in a loop. So here in sl 4 case we have nine solutions:
2 := τ
3 := τ
4 := τ
5 := τ
6 := τ
7 := τ
8 := τ
9 := τ
which belong to the fraction ring of polynomial functions.
2.4. Lattice W 5 algebra; main generator. In this case we will use the following defined Poisson bracket based on Cartan matrix
But for to do this according to our previous ordering and list of variables, and the same as what we din in sl 4 case, let us for simplicity set our set of variables as follows: Set X 
And by using the same approach as what we did for sl 2 and sl 3 and sl 4 , it became clear that the equations D 
(2.38)
(2.40)
And again as before, (5) goes back to 5 in the Sl 5 and 1 is a default index which later we will use it for to employ our shifting operators. According to the number of variables, we will have 12 shifts and then after that it will be in a loop. So here in sl 5 case we have twelve solutions just as what we did in sl 4 , and here skip to write them down.
2.5. Lattice W n algebra; main generator. Here for sl n , we skip to write down all steps which we have done in previous sections and just will write down our main generator of the lattice W n algebra. The functional dependent nontrivial solution for the whole system of first order partial differential equations will be as what comes in follow:
We should notice that x This section has been completed by getting help from professor Brendan B. Godfrey from Institute for Research in Electronics and Applied Physics (The University of Maryland), in a direct communications and discutions through email and also through a series of questions and discutions in mathematica stackexchange. And I have to say that without his great Mathematica skills, it nearly was impossible to get such an interesting results! In this appendix you will be able to see some parts of Mathematica coddings which we have used for to obtain our algebra structures. And we believe that what is written in this appendix can open a new approach in solving the following system of q−linear homogeneous equations in one unknown f . + · · · + a nq ∂f ∂xn = 0 Where the coefficients a ik are functions of n independent variables x 1 , · · · , x n and do not contain the unknown function f . [3] And we have to mention that, to reach to this point was impossible without using Mathematica! 3.1. Lattice W 3 algebra. . As you see DSolve returns un-evaluated i.e. it means that it is not able to solve our system of first order partial differential equations. The second list of functions can be simplified by
5 ( * {v3 w2, (w2 (1 + w2 + w3))/w3, (v2 w2)/(1 + w2)} * )
Now the next step is to combine the previous two expressions for g for to obtain a single expression, presumably as a function of two variables.
The system of PDEs above can be solved using the procedure described in Chapter V, Sec IV of Goursat's Differential Equations [3] . The first step is to find the complete, non-commutative group of differential operators that includes equ5 and equ6. which by inspection is independent of equ5 and equ6. On the other hand, comm[equ5, equ7] and comm[equ6, equ7] do not yield independent equations, again by inspection. Thus {equ5, equ6, equ7} is a complete group of three operators in four independent variables. From this information alone, we know that g is an arbitrary function of precisely one first integral. This first integral can be obtained by systematically eliminating variables and equations, one pair at a time, until a single equation of two variable remains. We start by solving any one of the equations. which are independent of the first three operators, increasing the size of the group to five. comm[equ4, equ6] vanishes identically and so does not add an operator. On the other hand, the seven additional commutators involving equ7 and equ8 yield expressions that are linear combinations of {equ4, equ5, equ6, equ7, equ8}. Thus, these five operators comprise the entire group. From this information alone, we know that g is an arbitrary function of precisely one first integral. This first integral can be obtained by systematically eliminating variables and equations, one pair at a time, until a single equation y2 z2 + x1 (y2 z2 + y1 (z1 + z2) )) (x3 y3 z3 + 2 x2 (y3 z3 + y2 (z2 + z3))) ) /( 3 x2 y2 z2 (x3 y3 z3 + x2 (y3 z3 + y2 (z2 + z3)) + 4 x1 (y3 z3 + y2 (z2 + z3) + y1 (z1 + z2 + z3))) ) ) ] 3.3. Expressing a fractional multivariate polynomials to its low-order polynomial decomposition. Suppose we have given the following question.
Question:
Let f 2 be fractional multivariate polynomial as follows LISTING 36. Example code 1 f2 = −((2 x1 x2 x3 x4 y1 y2ˆ2 y3 (x2 y1 + (x3 + x4) (y1 + y2) + x4 y3) (x3 y3 + x2 (y2 + y3) + x1 (y1 + y2 + y3))) /(( x2 y2 + x1 (y1 + y2))ˆ2 (x2 y1 + x3 (y1 + y2)) (x3 y3 + x2 (y2 + y3)) (x3 y2 + x4 (y2 + y3))ˆ2) ) ;
and also let k1 and k2 be given as follows LISTING 37. Example code then express f 2 as a low -order polynomial in k1 and k2. 2 ( * c3 + c7 t1 + c11 t1ˆ2 + c15 t1ˆ3 + c4 t2 + c8 t1 t2 + c12 t1ˆ2 t2 + 3 c16 t1ˆ3 t2 + c5 t2ˆ2 + c9 t1 t2ˆ2 + c13 t1ˆ2 t2ˆ2 + c17 t1ˆ3 t2ˆ2 + 4 c6 t2ˆ3 + c10 t1 t2ˆ3 + c14 t1ˆ2 t2ˆ3 + c18 t1ˆ3 t2ˆ3 * ) and then use SolveAlways. After about twenty seconds we will gwt result LISTING 39. Example code Also here we have much faster alternative: Because SolveAlways determines the coefficients c for any {x1, x2, x3, x4, y1, y2, y3}, Solve must be able to obtain the same values for the coefficients c for specific values of {x1, x2, x3, x4, y1, y2, y3}, and much faster. As before we do have f 2 and k1 and k2.
LISTING 42. Example code 1 f2 = −((2 x1 x2 x3 x4 y1 y2ˆ2 y3 (x2 y1 + (x3 + x4) (y1 + y2) + x4 y3) (x3 y3 + x2 (y2 + y3) + x1 (y1 + y2 + y3))) /(( x2 y2 + x1 (y1 + y2))ˆ2 (x2 y1 + x3 (y1 + y2)) (x3 y3 + x2 (y2 + y3)) (x3 y2 + x4 (y2 + y3))ˆ2) ) ;
LISTING 43. Example code 1 k1 = (x2 y2 (x3 y3 + x2 (y2 + y3) + x1 (y1 + y2 + y3))) /(( x2 y2 + x1 (y1 + y2)) (x3 y3 + x2 (y2 + y3))) ; 2 k2 = (x3 y2 (x2 y1 + (x3 + x4) (y1 + y2) + x4 y3)) /(( x2 y1 + x3 (y1 + y2)) (x3 y2 + x4 ( y2 + y3))) ; 2 ( * c3 + c7 t1 + c11 t1ˆ2 + c15 t1ˆ3 + c4 t2 + c8 t1 t2 + c12 t1ˆ2 t2 + c16 t1ˆ3 t2 + c5 t2ˆ2 + c9 t1 t2ˆ2 + c13 t1ˆ2 t2ˆ2 + c17 t1ˆ3 t2ˆ2 + c6 t2ˆ3 + c10 t1 t2ˆ3 + c14 t1 2 t2ˆ3 + c18 t1ˆ3 t2ˆ3 * ) Question: Let f 6 be fractional multivariate polynomial as follows 1 f6 = (2 x1 x2 x5 x6 y2 (x2 y1 + x3 (y1 + y2)) y3ˆ2 y4 (x5 y5 + x4 (y4 + y5))) /(( x2 y2 + x1 (y1 + y2)) (x3 y3 + x2 (y2 + y3))ˆ2 (x4 y3 + x5 (y3 + y4))ˆ2 (x5 y4 + x6 (y4 + y5))) ;
and also let k1, k2, k3, k4, k5 and k6 be given as follows LISTING 50. Example code 1 k1 = (( x2 y2 + x1 (y1 + y2)) (x3 y3 + x2 (y2 + y3))) /( x2 y2 (x3 y3 + x2 (y2 + y3) + x1 ( y1 + y2 + y3))) ; 2 k2 = (( x2 y1 + x3 (y1 + y2)) (x3 y2 + x4 (y2 + y3))) /( x3 y2 (x2 y1 + (x3 + x4) (y1 + y2 ) + x4 y3)) ; 3 k3 = (( x3 y3 + x2 (y2 + y3)) (x4 y4 + x3 (y3 + y4))) /( x3 y3 (x4 y4 + x3 (y3 + y4) + x2 (y2 + y3 + y4))) ; 4 k4 = (( x3 y2 + x4 (y2 + y3)) (x4 y3 + x5 (y3 + y4))) /( x4 y3 (x3 y2 + (x4 + x5) (y2 + y3) + x5 y4)) ; 5 k5 = (( x4 y4 + x3 (y3 + y4)) (x5 y5 + x4 (y4 + y5))) /( x4 y4 (x5 y5 + x4 (y4 + y5) + x3 ( y3 + y4 + y5))) ; 6 k6 = (( x4 y3 + x5 (y3 + y4)) (x5 y4 + x6 (y4 + y5))) /( x5 y4 (x4 y3 + (x5 + x6) (y3 + y4) + x6 y5)) ; then express f 6 as a low -order polynomial in k1, k2, k3, k4, k5 and k6. Which is the desired result. And as before for completeness we have LISTING 55. Example code By using Groebner Basis: Also there is another way for to reach to the solution by using Groebner Basis. But this approach is very slow! LISTING 56. Example code 1 poly = (2 x1 x2 x5 x6 y2 (x2 y1 + x3 (y1 + y2)) y3ˆ2 y4 (x5 y5 + x4 (y4 + y5))) /(( x2 y2 + x1 (y1 + y2)) (x3 y3 + x2 (y2 + y3))ˆ2 (x4 y3 + x5 (y3 + y4))ˆ2 (x5 y4 + x6 (y4 + y5))) ;
LISTING 57. Example code 1 k1 = (( x1 y1 z1 + x2 y2 z2 + x1 (y1 + y2) z2) (x2 y2 z2 + x3 y3 z3 + x2 (y2 + y3) z3))
