The spin-boson model is solved within the framework of quantum-classical dynamics using our recently-developed surface-hopping scheme. The quantum-classical equation of motion is expressed in an adiabatic basis and its solution is constructed from an ensemble of trajectories which undergo nonadiabatic transitions and evolve coherently on the adiabatic surfaces. Details of the algorithm for the simulation of the dynamics are presented and the method of simple Monte Carlo sampling used to evaluate the expectation values of observables is discussed. The simulation method is applied to a spin-boson system with a harmonic bath composed of ten oscillators with an Ohmic spectral density. For the spin-boson model the present implementation of quantum-classical dynamics is exact and the results of our surface-hopping simulations are in accord with previous numerically exact results for this model.
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I. INTRODUCTION
Quantum-classical dynamics describes systems composed of a quantum subsystem coupled to a classical environment and provides a means to study the dynamics of many-body systems that are not amenable to investigation using full quantum dynamics. 1, 2 In the quantum-classical approach we use, the isolated quantum subsystem and bath obey quantum mechanics and classical mechanics, respectively, but their coupled evolution is given by quantumclassical equations of motion where a simple Newtonian description of the environmental degrees of freedom no longer exists. [3] [4] [5] [6] [7] [8] [9] The solution of the evolution equation may be written in terms of an ensemble of surface-hopping trajectories in place of the single Newtonian trajectory of a classical system. 9, 10 Other exploratory work along similar lines on a number of simple models has also appeared in the literature. 11, 12 In this article we consider the application of quantum-classical dynamics to the spin-boson model.
The spin-boson system, which consists of a two-level system bilinearly coupled to a bath of harmonic oscillators, has been widely used as a simple model of an open quantum system in order to study the effects of an environment on a quantum subsystem. [13] [14] [15] [16] This model has provided a great deal of insight into how decoherence and dissipation occur in the quantum subsystem as a result of coupling to the harmonic bath. It has also served as a testing ground for computational descriptions of many-body quantum dynamics. It is in this connection that we explore the dynamics of this system.
In an earlier paper 9 we wrote the solution of the quantum-classical evolution equation, expressed in an adiabatic basis, as an integral equation. This integral equation was solved by iteration to yield a series whose terms were ordered by the number of nonadiabatic transitions. A hybrid Molecular Dynamics ͑MD͒-Monte Carlo ͑MC͒ scheme was constructed to solve the integral equation. In this scheme, quantum transitions and the times at which they occur are sampled using Monte Carlo methods. The evolution between such quantum transition events is carried out using classical molecular dynamics, either on a single adiabatic surface, if the evolution for that time segment involves a diagonal element of the density matrix, or on the mean of two coherently coupled adiabatic surfaces, if evolution involves an offdiagonal element of the density matrix. This surface-hopping method is a formally exact solution of the quantum-classical equations of motion and differs from other surface-hopping methods that have been developed recently. [17] [18] [19] Implementation of our formally exact surface-hopping scheme entails a finite-difference approximation to a momentum derivative operator that is responsible for momentum changes in the bath induced by quantum transitions. A ''momentum-jump'' approximation may be made which reduces the action of this term to bath momentum translations. Thus far, this method of solution, in its exact and approximate momentum-jump forms, has been applied to model systems where the ''bath'' consists of a single classical harmonic or anharmonic oscillator.
First we apply the hybrid MD-MC scheme to the spin-boson system and demonstrate the utility of the method for the study of systems with many-body baths. Since the present quantum-classical and full quantum dynamics are equivalent for the spin-boson model, we may compare the results of our quantum-classical simulation method with known results for this system obtained using other quantum mechanical simulation techniques. Second, our calculations on the spin-boson model are used to demonstrate the feasibility of the hybrid MD-MC scheme and assess its convergence properties. Finally, we investigate the validity of the momentum-jump approximation for nonadiabatic transitions and momentum exchanges with the bath. We show that for the spin-boson system this approximation is very accurate. We also show that the momentum-jump approximation can be generalized so that the exact operator responsible for nonadiabatic transitions can be written as a sum of momentum-jump operators. Since this approximation considerably simplifies the dynamics such tests are important for future applications.
The outline of the paper is as follows: In Sec. II we present the quantum-classical evolution equations and the algorithm for their solution. In particular, we describe how the operator that is responsible for nonadiabatic transitions can be implemented and how simple Monte Carlo sampling can be carried out to evaluate the time and phase space integrals that enter the solution. Section III defines the spinboson model and gives the simulation details needed for its solution by the surface-hopping algorithm. In this section we also show that the present quantum-classical equations of motion are exact for the spin-boson model. The numerical results of the study are presented in Sec. IV. We solve the quantum-classical evolution equation for the spin-boson model with an Ohmic spectral density using a surfacehopping scheme and compare our results with existing numerically exact solutions of this model. 20, 21 The conclusions are given in Sec. V.
II. QUANTUM-CLASSICAL DYNAMICS
The starting point for the calculations presented in this paper is the quantum-classical Liouville equation, [3] [4] [5] [6] [7] [8] [9] 
which describes the evolution of the density matrix W (R, P,t) for a quantum subsystem composed of particles with mass m coupled to a classical bath of particles with mass M. The subscript W derives from the fact that this equation was obtained by taking the partial Wigner transform 22 over the bath degrees of freedom and expanding the evolution operator in powers of (m/M ) 1/2 . Reference 9 should be consulted for a derivation of Eq. ͑1͒ and a discussion of its solution by surface-hopping methods. Quantities such as the density matrix or Hamiltonian Ĥ W ϭĤ W (R, P) depend on the classical phase space coordinates of the N-particle bath (R, P)ϭ(R 1 ,R 2 , . . . ,R N , P 1 , P 2 , . . . ,P N ), while a hat is used to denote the fact that they are abstract operators in the Hilbert space of the quantum subsystem. More explicitly, the Hamiltonian is defined by
with p and r the momentum and position operators for the quantum subsystem, while the potential energy operator V W (r ,R) may be decomposed into quantum subsystem, classical bath and coupling contributions,
The 
The matrix elements of the quantum-classical Liouville operator can be found in Refs. 9 and 10 and are given by 
where
R͘ is the nonadiabatic coupling matrix element which determines the nonadiabaticity of the system and can be considered to be a small expansion parameter.
Henceforth, we choose a real adiabatic basis so that d ␣␣ ϭ0 and J s j s k is off-diagonal. Moreover, when the first term on the right hand side of Eq. ͑7͒ is nonzero, the second term is zero, and vice versa. Specifically, the first term is nonzero for values of s j and s k such that s j Ϫs k ϭϮlN, while the second term is nonzero only if s j Ϫs k ϭϮl, where 1рl ϽN. These two conditions restrict the sequences of transitions that can occur and so determine the structure of the nonadiabatic transition matrix J, which we may now write as
͑8͒
where J s j s k ͑ϭ0,1͒, correspond, respectively, to the first and second terms in Eq. ͑7͒ multiplying the delta functions. 
͑9͒
To compute the action of the elements of J, we must consider how to evaluate the effect of differential operators like (1ϩ
) on functions of the classical phase space coordinates. The most straightforward way to compute the momentum derivative is by finite differences but this may be subject to numerical instabilities. Alternatively, one may make the momentum-jump approximation 9 and write this operator as
which simply induces a shift in the bath momentum. Both of these schemes were used in our earlier studies of a two-level system coupled to a single classical oscillator. 10 It is possible to generalize the momentum-jump approximation to the operator J. In particular, 1ϩz may be written as
These formulas can be extended to higher order at the price of introducing complex arguments. The general formula is
and r(l,k)ϭe 2il/k are the kth roots of unity. This result can be established by Taylor expanding the right-hand side of Eq. ͑13͒, identifying the coefficients of powers of z and using known algebraic properties of the roots of unity. Although difficult to apply beyond second order, this formula provides a systematic way to apply the momentum jump approximation to any order and determine the accuracy of low-order approximations.
We may now construct a sequence of approximations to (1ϩ
The action of this operator on any phase space function f (R, P) using the first approximation in Eq. ͑11͒ is given by
This is just the momentum jump approximation introduced earlier. 9 The second approximation obtained using Eq. ͑12͒ is
and will be termed the second order jump approximation. In realizations of quantum-classical dynamics involving n nonadiabatic transitions, the first order jump approximation yields a single trajectory with momentum jumps. In second ͑and higher͒ order a branching tree of trajectories is spawned. For instance, using the second order approximation 3 n trajectories will be produced in each realization of the evolution.
Making use of the Dyson equation and the fact that the first term in the quantum-classical Liouville operator is diagonal, the evolution Eq. ͑4͒ may be written in integral form as 9,10
We may simplify this equation by defining
where the time-reversed phase point under the classical evolution operator L s k is denoted by
Using this notation and iterating the integral equation to obtain its solution we find
where t 0 ϭt. This recursive formula allows one to compute the terms in the integral equation solution in a systematic fashion.
In order to complete the calculation of the nth order term in Eq. ͑20͒ we must decide how to carry out the sums over the discrete s k indices and how to perform the multiple time integrals. For the first problem, not all the sequences ͕s 0 , . . . ,s n ͖ contribute since only a subset S of the sequences is physically permissible. From the discussion of J above the allowed sequences have s k Ϫs kϩ1 ϭϮlN or s k Ϫs kϩ1 ϭϮl for 1рlϽN. One can either count all the elements of S contributing to Eq. ͑20͒, or if there are too many elements, one may approximate the sum through a Monte Carlo sampling of the summand over S.
For the second problem, Monte Carlo techniques must be used, the simplest involving uniform sampling to evaluate the time integrals. The time integrals that must be computed are of the type,
When the integrand is invariant under permutations of its arguments, it is a simple matter to reduce such an integral to an integral over a hypercube; however, the reduction is more generally valid since the change of variables u l ϭ(t l /t lϪ1 ) nϪlϩ1 , where u l ͓0,1͔ for 1рlрn, with the jacobian J(u 1 , . . . ,u n ;t 0 )ϭt 0 n /n!, independent of the integration variables, reduces this integral to
͑22͒
The integral ͑22͒ can be estimated by a simple uniform Monte Carlo sampling. One way to generate uniformly distributed random numbers is through a standard pseudorandom number generator. However, for finite sequences, clustering of numbers is known to occur. Another way to produce the desired time sequences is through quasirandom numbers, also called least discrepancy sequences. 23 Such sequences do not exhibit the clustering of random numbers and when used to evaluate multi-dimensional integrals typically converge far more quickly. We have used this method to obtain the results in this paper.
There is one final issue to consider. Most often one is not interested in the computation of the density matrix itself but in expectation values of observables. In this case we must compute
where TrЈ denotes a trace over the quantum subsystem. In the second line of Eq. ͑23͒ we moved the time evolution operator from the density matrix to the observable. Given that the formal solution for the time evolution of an observable is
its solution as series may be found by carrying out an analysis like that leading to Eq. ͑20͒. The result is
with t 0 ϭt and where
and the classical evolution operator exp(iL s k (t k Ϫt kϩ1 )) now evolves phase points forward in time,
The phase space integrals in Eq. ͑23͒ were computed using importance sampling based on W (R, P,0). We have made use of this formulation to obtain the results given below.
III. SPIN-BOSON MODEL AND SIMULATION DETAILS
The spin-boson Hamiltonian, which describes a twolevel system, with states ͕͉↑Ͼ,͉↓Ͼ͖, bilinearly coupled to a harmonic bath of N oscillators with masses M j and frequencies j , may be written as
Here 2ប⍀ is the energy gap of the isolated two-state system and This choice corresponds to the most efficient way to represent an infinite bath with Ohmic spectral density by a finite number of oscillators. The spectral density is characterized by the Kondo parameter and frequency c . The parameter max is a cutoff frequency. Although we are not specifically concerned here with the physics of the dynamics of a quantum subsystem coupled to a thermal bath, we use this set of parameters since it provides us with a convenient means to compare our surface-hopping results with the exact numerical results of Makri and Thompson on the N-oscillator spin-boson model.
Taking the partial Wigner transform 22 over the bath degrees of freedom, the Hamiltonian becomes
which depends on the classical phase space coordinates (R, P) and the spin degrees of freedom. The second line of Eq. ͑32͒ defines the subsystem Hamiltonian ĥ s ϭϪប⍀ x , the bath Hamiltonian
and the coupling potential energy V c (R)ϭϪ͚ jϭ1 N c j R j z ϵ␥(R) z . We now establish that the approximate quantumclassical evolution is exact for this Hamiltonian, i.e., it is identical with the full quantum evolution. The quantum mechanical density matrix satisfies the von Neumann equation,
and its partial Wigner transform is
where ⌳ϭٌ
One may easily verify that only the first order terms in the expansion of the exponential operator, e ប⌳/2i ϭ1ϩប⌳/2i, contribute to the right-hand side of Eq. ͑34͒ in view of the fact that H b (R, P) is a simple phase space function of its arguments depending quadratically on R and P and the coupling term is linear in R. In this case Eq. ͑34͒ reduces to the quantum-classical Liouville equation and thus, as stated, for the spin-boson model the evolution is given exactly by Eq. ͑1͒.
In the calculations presented below we shall use dimensionless variables defined by
The Hamiltonian then takes the form,
͑37͒
Below we shall also require the dimensionless temperature parameter ␤Јϭប c ␤ϭប c /(k B T) and the dimensionless time tЈϭt c . Henceforth, when there is no ambiguity, we shall drop the primes but dimensionless variables are to be understood. The solution of the integral equation for the density matrix elements in the adiabatic basis in Eq. ͑20͒ involves the adiabatic energies E ␣ (R), ͑␣ϭ0,1͒, which are the eigenvalues of ĥ W (R)ϭĥ s ϩV b (R)ϩV c (R) and are given by
The corresponding eigenvectors are
The classical Liouville operator iL s k and J s j s k involve the diagonal and off-diagonal Hellmann-Feynman forces which, for the spin-boson model, can be computed easily from the quantities given above.
In the calculations presented below we have assumed an initially uncorrelated density matrix where the subsystem is in state ͉↑͘ and bath is in thermal equilibrium, so that the initial density matrix has the form,
where Z b is the bath partition function. The partial Wigner transform of this initial density operator is
where, in dimensionless variables,
In order to compare our results with those in the literature we focus our attention on the computation of the expectation value of the observable
whose average is the population difference in the quantum subsystem.
IV. RESULTS
For the spin-boson model the Feynman-Vernon influence functional technique 24 provides an elegant starting point for investigations of the dynamics. Various treatments based on this approach have appeared in the literature. [13] [14] [15] [16] In this study we used the exact numerical results on a spin-boson system with a finite number of oscillators 21 obtained by employing an iterative path integral methodology developed by Makri and co-workers 20 as a basis for comparison with the results of our surface-hopping scheme.
The dynamics of the spin-boson model with Ohmic spectral density is characterized by the dimensionless parameters ⍀, max and . The statistical behavior of this model stems from the form chosen for the initial-time density matrix in Eq. ͑42͒ which depends on the additional parameter ␤. The system parameters used in this study were ⍀ϭ1/3 and max ϭ3, while the Kondo parameter and reduced temperature took the two sets of values ͑ϭ0.007, ␤ϭ0.3͒ and ͑ϭ0.1, ␤ϭ3.0͒. The harmonic bath consisted of ten oscillators. While Makri and Thompson 21 have shown that ten harmonic oscillators can mimic an infinite dimensional bath and used this discrete model to study the dynamics of the thermalization of the two-level quantum subsystem, we employed this number of oscillators and their parameterization in our calculations simply to compare with their exact results. Consequently, we have explored a range of coupling strengths for which a significant degree of nonadiabaticity is present, without studying the full range of physically relevant values of the friction.
Before presenting the comparison of the influence functional and surface-hopping results, we examine various possible choices for the numerical implementation of the nonadiabatic transition operator J s j s k . As discussed in Sec. II, the action of J s j s k may be computed using either a finite-difference scheme or various orders of the jump approximation. For this purpose we have checked the precision with which we can perform the dynamical evolution by examining the phase space observable Ō (t) ϵTrЈ͐dRdPÔ W (R, P,t) s (0) bW (R, P). In Fig. 1 we plot Ō (t) versus time and show that the finite difference and first and second order jump approximations are in accord for the entire simulation time. This agreement is model dependent and for other models larger differences have been observed. 10 We have also examined how well the computed evolution satisfies the conservation laws of the model. In particular, we have verified that the norm of the initial density operator and the expectation value of the Hamiltonian Ĥ W are well conserved. As examples, in Fig. 2 we show H W (R, P,t)ϭTrЈ Ĥ W (R, P,t) s (0) versus time for a given phase space point (R, P) as well as its phase space average H (t). One can see that both quantities are conserved to a high degree of accuracy.
We now compare our surface-hopping results with the known numerically exact results for this model. Since the first order jump approximation was shown to be accurate we have used this expression to evaluate J s j s k . Figure 3 is a plot of Ō (t) versus time computed using the surface-hopping algorithm including up to four (nϭ4) nonadiabatic transitions along with the influence functional results for a Kondo parameter of ϭ0.007. One can see that for the time interval shown our results for nϭ4 are in complete accord with those of Makri and Thompson. 21 It is instructive to examine the individual adiabatic and nonadiabatic contributions to the surface-hopping solution as a function of time. These results are shown in Fig. 4 . While the coupling to the bath is quite weak and adiabatic dynamics dominates the structure for this value of the Kondo parameter, the dynamics has nonnegligible nonadiabatic components. The convergence of the surface-hopping results may also be gauged from an examination of this figure: the third and fourth order contributions are small over the entire time interval studied. Fig. 6 and shows that substantial nonadiabatic effects exist and adiabatic dynamics is poor approximation to the true dynamics. In the figure we can also see that the nϭ5 and nϭ6 nonadiabatic contributions are small up to approximately tϭ5 and are significant for times greater than tϭ7, indicating that for longer times nonadiabatic contributions with nϾ6 must be included to achieve convergence.
The time scale for the decay of the observable Ō (t) depends on the magnitude of the Kondo parameter. Our calculations explored weak to moderate values of this coupling parameter and intermediate times. For fairly weak coupling ͑ϭ0.007͒ decay occurs over several oscillation periods, while for moderate coupling strengths ͑ϭ0.1͒ the decay is much faster. Our results are restricted to roughly one period, for the period of the oscillation considered in the simulation.
V. CONCLUSION
The results presented in this paper demonstrated that quantum-classical equations of motion can be solved accurately using a surface-hopping algorithm for a quantum subsystem interacting with a many-body bath. In addition to confirming the ability of the method to correctly describe the dynamics of the spin-boson model by comparison with numerically accurate results for this system, a number of additional features have been incorporated into the surfacehopping algorithm. The operator J plays an important role in quantum-classical dynamics since it accounts for nonadiabatic transitions and momentum transfer to and from the bath. We have presented a systematic way to evaluate this operator in a numerically stable fashion by a hierarchy of momentum-jump approximations involving only momentum translation operators, instead of a less stable finite difference approximation to the momentum derivatives appearing in this operator.
One of the principal motivations for developing a quantum-classical description is to be able to treat the dynamics of a many-body environment interacting with a quantum subsystem in a detailed fashion. Even for the extensively-studied spin-boson model, interesting informa- tion on the dynamics of the bath and its equilibrium time correlation functions remains to be extracted. Since our solution method provides a dynamical description of the bath in terms of an ensemble of coherently evolving surfacehopping trajectories, both quantum subsystem and bath dynamical correlation functions can be computed directly using this ensemble. The transport properties of the system expressed in terms of equilibrium time correlation functions allow one to explore the validity of quantum-classical dynamics as well as the utility of the simulation algorithm for the dynamics. 25 The present results provide the background for applications of quantum-classical methods to the calculation of statistical mechanical averages and dynamical properties of realistic systems of chemical and physical interest. Since our surface-hopping scheme uses classical bath trajectories, in principle, the extension to complex molecular condensed phase baths does not introduce difficulties. The computational penalty simply stems from the heavier CPU load needed to integrate the classical trajectory segments. The current formulation of the method is restricted to systems where relatively few nonadiabatic transitions are necessary to describe the phenomena. This limitation arises from the fact that the number of points needed to evaluate the time integrals by Monte Carlo sampling is large and the integrands tend to oscillate. This difficulty can be overcome partially by using more sophisticated Monte Carlo sampling that goes beyond the simple sampling scheme used here. Another way to extend the calculations to higher orders is to implement some form of decoherence into the scheme so that multidimensional time integrals of high order do not contribute. Both of these methods are under investigation. In its current form, our simulation method should be directly applicable to the study of rapidly decaying correlation functions in real many-body systems.
