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Master thesis involves the development of quality measurement issues and performance 
parameters in data networks. It describes the main technologies as they affect the quality and 
performance parameters and the effect of these parameters for voice, video and data services. 
Next are listed some methods for measuring parameters of the data network.In the practical 
part is selected one method of measuring network parameters and properties of this method 
are demonstrated by illustrative examples. 
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V dnešnej dobe, keď sa v telekomunikačnom prostredí vo veľkom nasadzujú riešenia 
konvergovaných sietí zlučujúcich dáta, hlas, video do jedného logického paketového celku, je 
nutné sa zamyslieť nad kvalitatívnymi a výkonnostnými požiadavkami týchto jednotlivých 
zložiek. Z týchto dôvodov je nutné zabezpečiť požadovanú kvalitu služieb v cez celú trasu od 
odosielateľa ku príjemcovi. V prípade vzniku situácie na sieti, ktorá napríklad spôsobí rapídne 
zníženie prenosovej rýchlosti na jednom sieťovom prvku, toto zníženie rýchlosti sa prejaví na 
zostatku trasy smerujúcej k príjemcovi aj keď zvyšok trasy je v poriadku.   
Cieľom mojej práce je vymenovať metódy akými je možne merať parametre dátových sietí.  
Vymenovať tieto parametre a ako vplývajú na služby, ktoré využívajú užívatelia sietí. Tieto 
služby sú hlavne prenos hlasu, prenos videa a prenos bližšie neurčených dát. Spolu so 
službami vymenujem potrebné požiadavky týchto služieb na dátové siete. V ďalšej časti 
vymenujem metódy merania a diagnostiky sietí vlastnosti jednotlivých metód. V praktickej 





























2 Služby v telekomunikácii 
 
Definovať telekomunikačnú službu môžeme takto: Telekomunikačnou službou je 
chápaný prenos informácií v podobe signálov, nesúce zvukové, textové, či obrazové 
vyjadrenie, telekomunikačným systémom. Tieto služby môžeme kategorizovať podľa 
niekoľkých hľadísk napríklad: rozdelenie podľa spracovania informácie, podľa vývoja potrieb 
užívateľa, podľa súčasne komunikujúcich užívateľov atď. 
Základné rozdelenie pre túto prácu je delené nasledovne: 
Služby prenášajúce hlas 
Služby prenášajúce video 
Služby prenášajúce dáta rôzne od hlasu a videa 
 
 
2.1 Služba VoIP a jeho požiadavky na prenosovú sústavu 
  
Kvalitné spracovanie služby VoIP si kladie v súčasnosti najväčšie nároky na 
prenosovú sieť. Samotné VoIP  je možné rozdeliť na dva dátové prenosy: 
Prenos samotného hlasu 
Prenos signalizačnej komunikácie 
Obyčajne VoIP je spracovávané najprv z celkového dátového toku. Požiadavky na sieť 
pre VoIP sú: 
- Straty by nemali presiahnuť 1% z celkového počtu prenesených paketov 
- Oneskorenie v jenom smere by nemalo presiahnuť 150 ms. 
Maximálne doporučené oneskorenie podľa ITU G.114 
 0 – 150 ms - akceptovateľné pre bežné hovorové užívateľské aplikácie 
 150 – 400 ms - akceptovateľné pre medzinárodné hovory 
 nad 400 ms obecne nie je možné  tolerovať 
Avšak vždy ako u všetkých parametrov do hry vstupuje ľudský faktor 
a subjektívne hodnotenie latencie prenosu.  
- Kolísanie oneskorenia (jitter) by malo byť pod 30ms [1].  
- Garantovaná šírka pásma pre jeden hovor je v rozmedzí 21 – 320 kb/s 
Požiadavky na šírku pásma pri prenose hovoru cez dátovú sieť sú dané  typom použitého 
kodeku, objemom režijných informácií a protokolmi, ktoré sú použité na prenos hlasu. 
Kvalita hovoru je priamo závislá na všetkých troch faktoroch QoS: stratovosť, oneskorenie 
a jitter. 
Stratovosť zapríčiňuje trhanie hovoru a preskakovanie. Pri predpoklade 20ms 
paketizačného intervalu, strata dvoch a viacej po sebe idúcich paketov prichádza 
k pozorovateľnej degradácii kvality hlasu. Preto sú VoIP siete vytvárane s prísnymi nárokmi 
na stratovosť. V priemere pri 20 ms paketizačnom intervale stratovosť 1% v hlasovom toku 
vedie k strate, ktorá by mohla byť ukrytá (vykompenzovaná) každé tri minúty. Priemernú 
0,25% stratovosť je možné vykompenzovať raz za 53 sekúnd[1].    
Na zlepšenie kvality hlasu pri stratovosti sa používa technika PLC (Packet Loss Concealment) 
kedy sa chybné pakety nahrádzajú a využívajú sa tieto techniky: 
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 Nahradzovanie chybných hlasových vzoriek nulou 
 Rekonštrukcia z predchádzajúcich vzoriek 
 
Oneskorenie taktiež značne degraduje kvalitu hovoru. Pri návrhu sietí podporujúce VoIP 
sa riadi štandardom ITU G.114. Tu by sa oneskorenie malo pohybovať v rozmedzí 0 > 
150ms. Počas cesty hlasového toku jednotlivé časti siete pridávajú určitú hodnotu 
oneskorenia. Od cieľa ku zdroju sú to: 
 Kódovanie spracovanie vlasu v kodéri (závisí na type kodeku) 
 Čas strávený vo frontoch sieťových prvkov (závisí na vyťažení siete) 
o LAN siete 
o WAN siete (tu sa počíta 6,3µs/km) 
 Čas strávený v jitter buffery.  
 
Jitter sa používa na zmenu asynchrónneho príchodu paketov na synchrónny tok. Mení 
rozdielne oneskorenie, ktoré vzniká pri prechode sieťou na stále oneskorenie. Jitter sa taktiež 
podieľa na celkovom oneskorení a započítava sa do hodnoty, ktorá musí byť do 150ms. Musí 
sa vybrať správna hodnota jitter zásobníka. Pri veľkej hodnote zásobníka ostáva menej času 
na oneskorenie spôsobené samotnou sieťou. Pri malej hodnote zásobníka nastáva situácia 
kedy je vo fronte malý počet paketov na to aby sa riadne spracovali, alebo dokonca pakety 
nemusia ani do jitter zásobníka doraziť. Jitter zásobník je možné nastaviť staticky alebo 
dynamicky kedy sa adaptívne podľa potreby mení veľkosť zásobníka. 
 
Pre zaistenie požadovanej kvality hlasového hovoru je dôležité garantovať potrebnú šírku 











G.711 20 ms 160 50 80 kb/s 
G.711 30 ms 240 33 74 kb/s 
G.729A 20 ms 20 50 24 kb/s 
G.729A 30 ms 30 33 19 kb/s 
Obrázok číslo 1. Zobrazenie potrebnej šírky pásma pre VoIP [1] 
 
Presnejšie hodnoty šírky pásma zobrazuje obrázok kedy je do šírky pásma započítaná aj 
veľkosť, ktorá sa pridáva k hlavičke druhej vrstvy kedy sa využívajú aj iné technológie na 





























27 kb/s 21 kb/s 22 kb/s 21 kb/s 28 kb/s 
Obrázok číslo 2. Potrebná šírka pásma pre WAN spoje [1] 
   
Pre VoIP signalizáciu je taktiež potrebné zaistiť šírku pásma 150b/s na hovor. Signalizácia 




2.2 Služba video prenosov a jeho požiadavky na prenosovú sústavu 
 
 Video prenosy môžeme rozlíšiť na dva typy aplikácií a to interaktívne video 
a streamované video kde nároky na prenosovú sieť sa líšia.  
Pre interaktívne video alebo aj videokonferencia sú kladené tieto požiadavky[1]:  
 
- Stále parametre prenosu. Teda rovnaká miera strát, rovnaké oneskorenie atd.  
- Straty by nemali presiahnuť 1% z celkového počtu prenesených paketov 
- Oneskorenie v jenom smere by nemalo presiahnuť 150 ms. 
- Kolísanie oneskorenia (jitter) by malo byť pod 30ms.  
 
Rýchlosť potrebná na prenos interaktívneho videa je udávaná na 384 kb/s, ale obyčajne a na 
prenos rezervuje 460 kb/s. Je to dané premenlivou jednak premenlivým objemom dát a hlavne 
kolísavým nárastom riadiacich dát, či video a lebo audio zložky, ktorých objem môže narásť 
až na 20% celkového objemu prenesených dát[1].  
 
Pre video hovory sa používa najmä H.261 a H.263 
H.261 – je štandard kódovania videa pôvodne určený pre prenos cez ISDN, na ktorých sú 
prenosové rýchlosti  násobkami 64 kbps. Rýchlosť prenosu dát z kódovacieho algoritmu bol 
navrhnutý tak  aby kodek mohol pracovať v rozmedzí rýchlostí 40kbps až 2Mbps. Tento 
štandard podporuje rámcové veľkosti CIF a QCIF [10]. 





Streamované video má oproti interaktívnemu videu miernejšie požiadavky na prnos 
- Straty by nemali presiahnuť 5% z celkového počtu prenesených paketov 
- Oneskorenie by nemalo presiahnuť 4 – 5 sekúnd 
- Streamované video nemá výrazné požiadavky na jitter 
- Šírka pásma je závislá od použitého kodeku a rýchlosti streamovaného videa 
- Dátový prenos streamovaného videa obyčajne ide jedným smerom tak požiadavky na 
prenos je len jedným smerom a to k užívateľovi. 
 
Táto služba nie je citlivá na oneskorenie a tak na strane prijímača môže byť nastavená väčšia 
vyrovnávacia pamäť na vyrovnanie kolísania dátovej prevádzky.  
 
Určitým podtypom streamovaného videa je IPTV. Je to systém kde sa služby digitálnej 
televízie šíria prostredníctvom IP protokolu. IPTV, ktorá sa poskytuje užívateľom spolu VoIP 
a prístupom k internetu sa volá Triple Play. Celkovo pre využívanie služieb Triple Play sú 
minimálne požiadavky na šírku pásma 13Mb/s [24]. Na zníženie potrebnej šírky pásma sa 
využívajú kompresné mechanizmy ako sú MPEG 2, MPEG 4, H.264.   
 
2.3 QoS pre dátové prenosy 
 
 Táto kategória patrí medzi najväčšiu a najrozmanitejšiu skupinu sieťových aplikácií. 
Charakter ich komunikácie, objem prenášaných dát a tak aj požiadavky na sieťové prostriedky 




 Toto je základná skupina kde sa zaraďuje všetok dátový prenos. Len ak aplikácia 
vyžaduje iné požiadavky je presunutá do inej skupiny. Tento prenos obyčajne pokrýva 25% 
šírky pásma[1].  
 
Bulk dáta 
Tu patria aplikácie, ktoré nie sú interaktívne dokážu eliminovať straty a ich prenos má 
dlho trvajúci charakter. Typickým predstaviteľom je služba FTP, zálohovanie atď. Správanie 
týchto aplikácií zaradených v tejto skupine je taký, že môžu dynamicky zaberať šírku pásma 
podľa intenzity prevádzky[1].  
 
Transakčné a interaktívne dáta 
 Trieda transakčných a interaktívnych služieb zahrňuje dva podobné typy aplikácií, 
transakčné aplikácie typu klient/server napríklad SAP, Oracle, atď. a interaktívne 
komunikačné služby typu, ICQ, Netmeeting, atď. Rozdiel medzi klasickými a transakčnými 
službami typu klient/server je predovšetkým v obmedzení na oneskorenie. U týchto služieb 
obyčajne prebieha komunikácia medzi človekom a strojom, kde pohodlná obsluha vyžaduje 




Užívateľsko-špecificky kritické služby 
Toto predstavuje dáta a služby, ktoré sú kľúčové pre chod danej organizácie. Ide 
obyčajne o transakčné a interaktívne dáta, ktoré majú byť ešte viacej uprednostňované. Typ 
dát a služieb sa líši od organizácie. Očakáva sa, že v tejto skupine je zaradených len málo 
takýchto aplikácií. 
 
Medzi služby, ktoré je možné zaradiť do tejto kategórie sú služby, ktoré riadia samotnú sieť. 
Sú to: 
 IP smerovanie – tieto dáta slúžia na aktualizáciu smerovačov pri poruche alebo zmene 
v sieti a na správne smerovanie prevádzky.  
 Spravovanie siete (manažment) – tieto služby slúžia na monitorovanie stavu siete 





















3 Prvky podieľajúce sa na sprostredkovaní dátovej komunikácie 
 
Prepojovacie prvky siete môžeme rozdeliť na: 
 spojovacie – zaisťujú komunikáciu medzi jednotlivými sieťami, alebo ich časťami 
(mosty, prepojovacie média, pakovače, rozbočovače) 
 rozdeľovacie – tieto zvyšujú funkčnosť siete, zvyšujú bezpečnosť. Tu patria 
smerovače a prepínače 
 
3.1 Prepojovanie médiá 
 
Médiá využívajúce v sieti Ethernet sú zobrazené na obrázku číslo 1:  
rýchlosť 
siete 
























10GBase-SR, 10GBase-SW, 10GBase-LX4, 10GBase-LR, 10GBase-LW, 10GBase-ER, 
10GBase-EW  
Obrázok číslo 3. Tabuľka štandardov Ethernet [24] 
 
Pokiaľ sú splnené požiadavky na kvalitu materiálu a prevedenia sieťových spojov tak 
rýchlosti stanovené v štandardoch sú dosiahnuteľné.  
Sieťové spoje je možné rozdeliť na: 
 metalické – u metalických spojov kvalita signálu podlieha pravidlám prenosu 
elektrického signálu po metalickom vedení. Sú to najmä elektromagnetická 
interferencia, znižovanie výkonu signálu úmerne dĺžkou odpor materiálu atď. 
 optické – u optických vedení je situácia podobná. Výhodou optických vedení je 
absencia elektromagnetických interferencií. 
 
Média sa podieľajú na znižovaní kvality dátových sietí hlavne chybami spôsobené počas 
prenosu a to sa prejavuje opakovaným posielaním signálu a tým aj zaťažovaním prenosovej 
cesty pridávaním dodatočnej (opakovanej) prevádzky. Tieto média sami o sebe nevyvolávajú 
opakované prenosy. Tie sú vyžiadané koncovými stanicami pri príchode chybných dát alebo 




3.2 Opakovače a mosty 
 
Opakovače (Repeaters) pracujú na prvej teda fyzickej vrste OSI modelu. Ako narastá 
dĺžka trasy tak je potrebné vkladať do cesty takzvané  opakovače. Tieto zariadenia majú za 
úlohu obnoviť signál a poprípade sú schopné opraviť chybné časti signálov na pôvodnú 
hodnotu.  Opakovače  sa určitou mierou taktiež podieľajú na určitom oneskorení v sieti. 
Mosty rozdeľujú podobne prepínače sieť na kolízne domény a je ho možné nazvať 
predchodcom prepínača. Obyčaje mosty bývajú s dvomi portami. Pomocou mostov je možné 
prepájať siete s odlišnými štandardami.  
3.3 Prepínače 
 
Prepínače sú prvky, ktoré pracujú na druhej vrstve  OSI modelu. Slúžia k prepojeniu  
častí siete, ktoré majú vlastný prenosový kanál.  
Ich hlavnou funkciou je prepínanie rámcov, na základe fyzických adries MAC a portov 
prepínača odosielateľa a prijímateľa, ktoré sú uložené v hlavičkách rámcov. Na základe MAC 
adries si prepínač buduje  prepínaciu tabuľku, podľa ktorej potom následne predáva budúce 
rámce.  
Podľa činnosti prepínača sa rozlyšuje niekoľko typov[26]: 
1. Cut-through – preínač načíta cieľovú fyzickú adresu a hneď posiela rámce 
k adresátovi. Toto je najrýchlejší spôsob prenosu rámcov. Nevýhoda tohto spôsobu je, 
že preínač prepína rámce bez kontroly teda posiela aj neúplné a chybné a tak tým 
zaťaže sieť. 
2. S kontrolou minimálnej dĺžky. Prepínač počká kým sa príjme minimálna dĺžka rámca 
(512 bitov) a až potom ak je dlhší tak začne s posielaním rámca. 
3. Store and Forward. Tu prepínač najprv načíta celý rámec, skontroluje chybovosť 
rámca a až potom rámec odošle k cieľu.  
Prepínače sú vybavené vyrovnávajúcou pamäťou, ktorá slúži na vyrovnávanie prenosových 
rýchlostí jednotlivých portov na zvládnutie krátkodobého zahltenia. Pri dlhodobom zahltení 
prepínače majú implementované algoritmy na zníženie toku rámcov.  
Podobne sa na zvyšovanie kvality služieb používa prioritizácia toku dát.  
Vplyv prepínačov na parametre siete: 
Vkladajú do prenosu určité oneskorenie spôsobené spracovaním rámcov a tým sú: 
 Čakanie vo frontoch portov 
 Kontrola chybovosti (ak je povolená)  
Vďaka vše smerovej prevádzke zahlcujú sieť a znižujú užitočnú veľkosť šírky pásma.    
 
3.4 Smerovače 
Smerovače sú sieťové prvky zahrnujúce vrstvy fyzickú, linkovú a sieťovú. Ich hlavnou 
úlohou je smerovanie paketov medzi jednotlivými sieťami. Používajú sa na prepájanie 
jednotlivých sietí LAN a ďalšie pripojenie k WAN sieti. Ďalšou úlohou smerovačov je 
filtrovanie vše smerovej prevádzky kedy táto prevádzka primárne nie je smerovaná mimo 
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siete LAN. Vďaka tomu, že smerovače pracujú na tretej vrstve OSI modelu, sú schopné na 
základe analýzy hlavičky paketov ďalej filtrovať prevádzku a zabezpečiť tak sieť (firewally).  
Pre zabezpečenie bezkolíznej prevádzky sú smerovače preojené redundantne. Teda existuje 
viac ako jedna cesta od zdroja k cielu. Údaje o cestách medzi smerovačmi sú ukladané 
v smerovacích tabuľkách. Tieto tabuľky sú udržované staticky alebo dynamicky.  
O dynamicky upravované  smerovacie tabuľky sa starajú protokoly, ktoré najpoužívanejšie 
v sieťach TCP/IP sú: 
 RIP – Routing Information Protocol 
 OSPF – Open Shortest Path  First 
 BRG – Border Gate Protocol 
 
Taktiež ako u prepínačov tak u smerovačov sú vynakladané nároky na spracovanie 
jednotlivých paketov. Tu môže dochádzať k stanoveniu zlej smerovacej cesty z dôvodu 
chybného nastavenia smerovacích protokolov.  




Sú to zariadenia umiestnené na hraniciach LAN kedy zabezpečujú bezpečnostnú 
funkciu a filtrujú prevádzku v sieti. Je niekoľko druhov firewallov. Firewally sú [27]:  
Paketové filtre – podstatou tohto filtra je, že pravidla presne udávajú, z akej adresy a portu na 
akú adresu a port môže byť paket doručený. Kontrola sa vykonáva na tretej a štvrtej vrstve 
ISO modelu. Výhodou je vysoká rýchlosť spracovania. Nevýhodou je nízka uroveň kontroly 
oproti ostatným typom. 
Aplikačné brány – alebo tzv. Proxy firewally. Celá komunikácia prebieha formou dvoch 
spojení. Iniciátor spojenia sa pripojí na aplikačnú bránu, ta prichádzajúce spojenie spracuje 
a na základe požiadavky klienta otvorí nové spojenie k serveru, kde klientom je aplikačná 
brána. Nevýhodu tohto firewallu je vysoká náročnosť na HW  kde sú schopné spracovať 
oveľa nižší počet spojení ako pri paketovom filtre (narastá latencia) 
Stavové paketové filtre – tieto filtre robia kontrolu tak ako filtre paketové, ale k tomu ešte 
rozlišujú smer komunikácie a stav teda či komunikácia už prebieha alebo sa začína nové 
spojenie. Tento typ filtra je kompromisom medzi ostatnými dvomi filtrami.  
Firewally a ich výber taktiež ovplyvňuje kvalitu služieb.  Tieto služby nastavením firewallov 
môžu byť zhoršené alebo dokonca aj služby môžu byť odmietnuté. Pri spracovávaní paketov 
taktiež dochádza k nárastu oneskorenia. Na druhú stranu firewally zabraňujú nežiaducemu 
dátovému toku ktorý by zaťažoval sieť. Takýmto druhom dátového toku je tzv. DoS (Denial 
of service) kedy je vytvorený nežiaduci dátový tok jednej služby tak veľký, že je daná služba 






3.6 Koncové stanice 
 
Koncové stanice je možno rozdeliť na dva typy: 
Stanice poskytujúce službu – z väčšej časti to bývajú serverové stanice. Servery jednoducho 
vystupujú ako poskytovatelia služieb. Ich parametre priamo vplývajú na kvalitu služieb.  Platí 
priama úmera kedy lepšie HW parametre sú priamo úmerné kvalite poskytovanej služby. Tu 
je server limitovaný počtom vykonaných požiadaviek za čas. 
Stanice využívajúce poskytovanú službu – Koncové užívateľské stanice. Do tejto kategórie 
patria všetky prístroje potrebné na využívanie požadovanej služby. Táto kategória zahŕňa od 





































4 Parametre dátových sietí  
 
Na parametre dátových sietí je možné nahliadať z dvoch strán. Prvým z nich je 
meranie a vyhodnocovanie parametrov z pohľadu QoS kedy sa merania zameriavajú priamo 
na  parametre a kvalitu služieb. Napríklad kvalita zvuku pri prenose hovorov pomocou VoIP. 
 V druhom prípade je možný zber a analýza parametrov z kde sa nekladie hlavný dôraz 
na služby ale jednotlivo sa získavajú parametre ako sú stratovosť, oneskorenie, jitter, 
priepustnosť atď. Potom sa z nazbieraných parametrov vyhodnocujú možnosti a kapacita 
danej siete.  
4.1 Oneskorenie (latency) 
  
Oneskorenie je čas, ktorý uplynie od odoslania správy daným uzlom po prijatí na 
cieľovom uzle. Je potrebné rozlíšiť oneskorenie jednosmerné (čas medzi odoslaním paketu 
zdrojom a jeho prijatím cieľovou stanicou) a oneskorením obojsmerným tzv. round-trip 
latency, ktorý zahŕňa cestu paketu tam aj späť plus čas jeho spracovania cieľom. Toto 
oneskorenie (inak nazvané round-trip time RTT) sa najčastejšie používa k meraniu, lebo je ho 
možné merať z jednej stanice [3].     
 Je to jeden z najdôležitejších QoS parametrov. Tento parameter má najväčší vplyv na 
služby pracujúce v reálnom čase. Oneskorenie úzko súvisí so všetkými parametrami kvality 
prenosu dát. Obyčajne medzi kvalitou a oneskorením býva priama úmera. Celkove 
oneskorenie môžeme brať ako súčet týchto časov: 
 Doba zostavenia aplikačného rámca  
 Oneskorenie spôsobené zostavením paketu 
 Oneskorenie spôsobené prekladaním 
 Oneskorenie spôsobené zabezpečovaním informácií 
 Doba šírením médiom 
 Doba spôsobená čakaním paketu vo fronte vytváranej v sieťových uzloch  
 Oneskorenie spôsobené tvarovaním prevádzky 
 Oneskorenie spôsobené vyrovnávaním kolísania oneskorenia 
 
Doba zostavenia aplikačného rámca vychádza zo sekvenčného spracovania dát a je 
spôsobená zdrojovým kódovaním tak že musí spracovať určitý úsek signálu. 
 
   
  
  
  [3] 
- tf – dĺžka trvania rámca 
- ns – počet vzorkov v rámci 
- fs – vzorkovacia frekvencia 
 
Doba zostavenia aplikačného rámca  
 
Oneskorenie spôsobené zostavením paketu je spôsobené čakaním na dostatočné 
množstvo dát a to je oplyvnené veľkosťou paketu a potom vytváraním hlavičky[3].  
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  [3] 
 
- N – veľkosť poľa payload ppaketu alebo bunky [bity] 
- vp - prenosová rýchlosť [kb/s]  
 
 
Oneskorenie spôsobené prekladaním. Prekladanie odstraňuje prípadné zhluky chýb 
spôsobené prenosom[3].  
   
(    ) 
 
  [3] 
 
- n – počet prekladaných rámcov 
- m – počet vzoriek v rámci  
- m – počet bitov v jednej vzorke 
- r – bitová rýchlosť kodeku 
 
Oneskorenie spôsobené zabezpečovaním sekvencie je závislé na požitej 
zabezpečovacej metóde a tým na algoritme akú ta metóda využíva. Obyčajne platí pravidlo 
čím vyššie zabezpečenie dát tým je potrebné viac času na zašifrovanie a potom následné 
dešifrovanie.  
 Oneskorenie spôsobené dobou šírením signálu médiom. Toto oneskorenie je 





  [3] 
- l – dĺžka trasy 
- c – rýchlosť šírenia svetla v vákuu 
Na presnejší odhad je potrebné uvažovať aj vplyv materiálu, z ktorého je médium vytvorené. 
 Doba spôsobená čakaním paketu vo fronte je spôsobená aktívnymi prvkami 
prenosovej siete. Detailnejším riešením oneskorenia a jeho optimalizácie sa zaoberá teória 
front.  
Oneskorenie spôsobené vyrovnávaním kolísania oneskorenia. Jitter alebo kolísanie 
oneskorenia zásadne ovplyvňujú tzv. „real time“ služby ako je prenos hlasu a videa. Pre 
zníženie kolísania oneskorenia, prichádzajúce pakety na prijímacom konci sú časovo 
vyrovnávané v tzv. jitter vyrovnávacej pamäti, z ktorej vystupujú s konštantou rýchlosťou 
a tým aj oneskorením. Obyčajne toto oneskorenie v buffery pre vyrovnanie jeho kolísania 
dosahuje hodnotu okolo 60ms[3].  
 
4.1.1 Meranie oneskorenia  
 
Prv než začneme detekovať oneskorenie je potrebné stanoviť maximálnu priepustnosť 
linky. Najlepšia metóda merania pre oneskorenie je aktívna metóda kedy je pod kontrolou 
vysielanie prevádzky. V prvom rade je najdôležitejšie synchronizovať čas medzi prijímačom 
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a vysielačom. Potom vybaviť každý paket časovou značkou aby sa oneskorenie mohlo 
odčítať. Existuje niekoľko metód synchronizácie:  
 - Pomocou GPS lokalizácie 
 - Network Time Protocol (RFC1305, 1992) 
 
Synchronizácia pomocou GPS je presnejšia a dosahuje presnosti niekoľko mikrosekúnd, ale 
táto metóda je výrazne nákladnejšia keďže každé zariadenie je potrebné vybaviť GPS 
prijímačom a zabezpečiť priamu viditeľnosť so satelitmi GPS. Pri dosiahnutí optimálnych 
parametrov je možné dosiahnuť presnosť s odchýlkou niekoľko sto nanosekúnd[4].  
Druhá metóda spočíva v získavaní synchronizácie pomocou NTP serverov. Táto metóda je 
menej presnejšia, lebo synchronizácia závisí na ceste po ktorej idú synchronizačné správy 
a vzdialenosti NTP serverov od cieľa a zdroja vysielaných paketov. Presnosť tejto metódy sa 
pohybuje v niekoľkých milisekundách [4]. 
Servery zaručujúce synchronizáciu sú vrstvovo rozmiestnené. Tieto vrstvy sa nazývajú 
stratumy. Najvyššia vrstva sa označuje hodnotou 0 a pokračuje až po hodnotu 15. Najviac 
serverov je so stratumom 3. Vrstva stratum 0 obsahuje zdroj synchronizovaného času. 
Obyčajne sú to veľmi presné atómové hodiny, GPS hodiny alebo rádiové hodiny. Vrstva 0 
obyčajne nie je pripojená priamo do siete, ale je spojená s vrstvou 1  lokálne napríklad 
pomocou RS 232 prepojenia. Servery na nižších úrovniach získavajú časové údaje od 
hierarchicky vyšších serverov ale aj od serverov na rovnakej úrovni. To je z dôvodu že nie je 
na 100% zaručené že server z vyššej vrstvy je synchronizovaný [4,5].     
4.2 Priepustnosť  
 
Priepustnosť siete sa vzťahuje k objemu údajov, ktoré môžu prechádzať 
prostredníctvom siete. Priepustnosť je definovaná ako maximálna rýchlosť prenosu rámcov 
pri, ktorom ešte nedochádza k ich zahadzovaniu. Priepustnosť siete je ovplyvnená rôznymi 
faktormi, ako sú používané protokoly, možnosti smerovačov a prepínačov, typ kabeláže, ako 
je Ethernet alebo optické vlákna, ktoré sa používajú na vytvorenie siete[6].  
Oneskorenie spôsobené tvarovaním prevádzky. Toto oneskorenie sa aktívne podpisuje 
pri riadení priepustnosti. Kľúčom pri riadení priepustnosti je aby nedošlo k zahlteniu 
sieťových prvkov. Preto boli vyvinuté rôzne algoritmy, ktoré majú predpovedať a následne 
eliminovať takéto zahltenie. V globálnom meradle môžeme paketovú prenosovú sieť 
považovať za sieť front. Všetky sieťové prvky sú vybavené pamäťou kde sa ukladajú rámce 
alebo pakety, ktoré nemôže systém aktuálne spracovať. V prípade ak rámce (pakety) 
prichádzajú rýchlejšie než je možné ich spracovať dochádza k zaplneniu pamäte aktívneho 
prvku a tým aj k nárastu oneskorenia a konečnom prípade aj strate rámca (paketu).  





Graf č.4 graf priepustnosti [6] 
 
Ako je vidieť pri nízkom zaťažení priepustnosť a vyťaženosť narastá so zvyšujúcim 
zaťažením. Po dosiahnutí bodu A už nárast priepustnosti nebude priamo úmerná zaťaženiu. 
Po tomto bode sa sieť dostáva do stavu mierneho stavu zahltenia. Ďalším nárastom záťaže 
narastajú fronty v uzloch a sieť sa rýchlo dostáva do stavu silného zahltenia kde už dochádza 
aj k zahadzovaniu paketov. Druhý graf ukazuje exponenciálny nárast oneskorenia [6].  
Pri riadení priepustnosti je kladený dôraz na riadení priepustnosti pri zahltení tj. Efektívne 
využívanie siete pri väčšom zaťažení. Z toho vyplývajú ďalšie požiadavky ako sú: 
- Spravodlivosť – rovnaký dopad na každý dátový tok 
- Zaistenie kvality služieb – riadená diferencializácia spracovania prevádzky 
- Rezervácia sieťových zdrojov – dohľad nad prichádzajúcou prevádzkou 
Algoritmy, ktoré zabraňujú zahlteniu sú: 
- Backpresure (spätný tlak) 
- Chocke paket (tlmiaci paket) 
- Implicitná signalizácia zahltenia 
- Explicitná signalizácia zahltenia  
 
 
4.2.1 Riadenie priepustnosti u protokolu TCP  
  
U protokolu TCP sa riadenie priepustnosti spravuje pomocou techniky posuvného 
okna. To umožňuje prijímaču podľa potreby krokovať vysielač v posielaní rámcov. To sa deje 
na základe spätnej väzby kedy prijímač odošle potvrdenie o príjme spolu ostatými 
informáciami, ktoré pomáhajú vysielaču analyzovať sieť a tak prispôsobiť svoje odosielanie.  
Vďaka tejto komunikácii môže protokol dynamicky meniť svoju prenosovú rýchlosť. Od 
zavedenia protokolu TCP bola navrhnutá a implementovaná  celá rada mechanizmov riadenia 
priepustnosti pre TCP. Najbežnejšie mechanizmy sú: 














- Exponential RTO Backoff (exponenciálne predlžovanie doby časovača opakovaného 
vysielania) 
- Karn’s algorithm (Karnov algoritmus) 
- Slow Start (pomalý štart) 
- Dynamic Window Sizing on Congestion (dynamické nastavenie veľkosti okna 
v prípade zahltenia) 
- Fast Retransmit (rychly opakovaný prenos) 




 Stratovosť je ďalší parameter, ktorý sa výrazne podpisuje pod kvalitu prenosu 
v dátových sieťach. Jedná sa počet stratených a chybných paketov verzus počet riadne 
prijatých paketov.  
V digitálnej technike sú dôležité pojmy bitová a paketová chybovosť BER (bit error rate) PER 
(packet error rate). Jedná sa o pomer chybných bitov (paketov) k celkovému počtu prijatých 
bitov (paketov)[24]. 
    
                    




   
                      
                                  
 
 
Chybnými paketmi sa rozumie[ 24]:  
 prijatý paket obsahoval chyby 
 paket nedorazil do stanoveného cieľa 
 prijatie chybného paketu 
 násobné prijatie paketu  
     
Stratovosťou sa zaoberá riadenie chybových stavov a ma na starosti riešenie straty alebo 
poškodenia dátovej jednotky počas prenosu od odosielateľa k príjemcovi. Obyčajne sú 
implementované algoritmy na detekciu chýb s využitím kontrolného súčtu Frame check 
Sequence – FCS na druhej vrstve OSI modelu a opakované vysielanie dátovej jednotky.  
 Väčšinou mechanizmy riadenia toku dát a riadenia chybových stavov sú 
implementované do jedného spoločného mechanizmu, ktorý reguluje tok dátových jednotiek 
a rozhoduje o opakovanom vysielaní.  
Existujú tri mechanizmy, ktoré sa bežne využívajú: 
- Stop-and-wait (stoj a čakaj) 
- Go-back-N (návrat o N) 




Na druhej vrstve OSI modelu sa operuje so stratovosťou rámcov. Stratovosť rámcov sa 
rozumie ako počet rámcov, ktoré nie sú prenesené testovacím zariadením pri konštantnej 
záťaži. Obyčajne sa vyjadruje v percentách. Výslednú stratovosť môžeme odvodiť podľa 
vzorca: 
(                                              )
                       
      
 
 
4.4 Parametre siete z pohľadu QoS  
 
Kvalita služieb sa zaoberá popisom vlastností siete z pohľadu užívateľa. Kvalita 
služby je všeobecne definovaná ako celkový efekt výkonnosti služby, ktorý určuje stupeň 
uspokojenia užívateľa služby. K stanovaniu kvality služieb slúži rada vlastností vzťahujúcich 
sa k výkonnosti podpory služby, výkonnosti služby, bezpečnosti služby a iným faktorom 
vzťahujúcej sa k danej službe.  
 
Výkonnosť siete sa zaoberá popisom vlastností siete z pohľadu prevádzkovateľa siete. 
Výkonnosť siete je definovaná ako schopnosť siete alebo jej časti poskytnúť funkcie 
vzťahujúce sa ku komunikácii medzi užívateľmi. Výkonnosť siete sa využíva pri plánovaní, 
vývoji a údržbe siete[25].  
 
 
kvalita služieb výkonnosť siete  
užívateľsky orientovaná orientovaná na pozorovateľa siete 
vlastnosť služby vlastnosť prvkov spojenia 
zameraná na efekty pozorované 
užívateľom zameraná na plánovanie, vývoj, prevádzku 
medzi pristupovými body služby 
úsek sieťového spojenia alebo cele 
spojenie 
Obrázok číslo 5. Rozdiel kvality služieb s výkonnosťou siete [25] 
 
Na obrázku je znázornený rozdiel medzi kvalitou služieb a výkonnosťou siete. Užívateľsky 
orientované parametre kvality služieb poskytujú poznatky pre vývoj siete, ale nie sú nutné pri 
špecifikácii výkonnostných požiadaviek a naopak.  
 
Trendom dnešnej doby je  tzv. multiservice sieť, ktorá je schopná prenášať všetky typy 
komunikácie - hlas, dáta a video pomocou paketovej architektúry. Požiadavka po stále väčšej 
šírke pásma je neutíchajúca a v poslednej dobe ešte zrýchľuje. Avšak zvýšená požiadavka po 
šírke pásma môže spôsobiť problémy s kvalitou. 
QoS sa odkazuje na schopnosť siete poskytovať lepšie služby pre vybraný typ sieťovej 
prevádzky nad rozličnými podliehajúcimi prenosovými technológiami, zahrňujúc IP 
smerované siete, Frame Relay, ATM, Ethernet a 802.1 alebo Synchrónne optické siete 
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(SONET/SDH). Vo všeobecnosti, QoS funkcie poskytujú lepšie a viac predvídateľné sieťové 
služby tak, že [10,1]: 
 Zlepšujú charakteristiky stratovosti 
 Zabraňujú a riadia sieťové zahltenie 
 Tvarujú sieťovú prevádzku 
 Nastavujú prioritu sieťovej prevádzky naprieč sieťou 
 
QoS môže zvýšiť šírku pásma pre časovo citlivé dáta a aplikácie, obmedziť šírku pásma pre 
nekritický sieťový prenos a poskytnúť konzistentnú sieťovú odozvu 
Bez týchto QoS mechanizmov by mohli nepodstatné aplikácie veľmi rýchlo vyčerpať sieťové 
zdroje na úkor dôležitejších alebo priam kritických aplikácií, čo by obmedzilo 
firemné/nefiremné procesy a tým aj produktivitu. 
IP siete sú koncipované ako best-effort siete. Lenže aplikácie pracujúce cez IP siete kladú 
rôzne nároky na kvalitu prenosu. Tak od začiatku komerčného využívania IP sietí sa začínalo 
zo štandardizáciou týchto poskytovaných služieb. Poskytovaním a zaisťovaním kvality 
služieb QoS sa zaoberá séria protokolov, ktoré sa delia na dve hlavné skupiny.  
    
 IntServ pracuje na princípe, rezervácie prostriedkov pre dátové toky. Tento 
signalizačný protokol garantuje, že pred príchodom paketu  na ďalší uzol bude mať 
pripravené adekvátne sieťové prostriedky na cestu  sieťou k ďalšiemu uzlu. Takáto 
správa bola poskytovaná pre celý tok paketov [1,10].  
 QoS model podľa DiffServ bol vytvorený IETF a je špecifikovaný v RFC 2474. 
DifServ oproti IntServ označuje každý paket a takto spravuje každý paket samostatne. 
To ponúka možnosť, že nebude garantovaná žiadna šírka pásma pre jeden konkrétny 
tok ako to je u IntServ služieb [1,10]. 
 
  Pri meraní parametrov sa musí brať veľký ohľad na typ aplikácie, ktorá 
vyžaduje prístup sieti a jej následné využívanie. Je rozdiel akú kvalitu potrebuje aplikácia 
ktorá prenáša dáta (text, komprimovaný súbor) alebo takzvané real-time applicatoins (hlas 
alebo internetovú televíziu). Preto sa služby vo všeobecnosti delia na tri skupiny a to služby 
VoIP, služby obrazového charakteru, a dátové služby[10].   
 
 Šírka pásma (bandwidth) je množstvo bitov prenesených za jednotku času zo zdroja 
do cieľa [RFC3148]. 
 Strata paketov (packet loss) je počet poslaných paketov, ktoré neboli prijaté v cieli 
alebo boli prijaté s chybou [RFC2680]. 
 Jednosmerné oneskorenie (one-way delay) je čas potrebný k odoslaniu paketu a jeho 
prijatiu v cieli [RFC2330]. Skladá sa z dvoch častí: 
 času potrebného na prenesenie paketu cez fyzické médium, čo je funkcia prenosovej 
rýchlosti linky a 
 času, ktorý predstavuje oneskorenie spôsobené radením do front, spracovaním v 
sieťových zariadeniach a preťažením liniek. 
24 
 
 Kolísanie oneskorenia (delay variation, jitter) je definované pre dva pakety ako 
rozdiel medzi jednosmerným oneskorením jedného paketu a jednosmerným 
oneskorením druhého paketu [RFC3393]. 
 Spiatočné oneskorenie (round trip time, RTT) je čas potrebný k odoslaniu paketu 
zo zdroja, jeho prijatiu v cieli, okamžitému odoslaniu naspäť k zdroju a jeho prijatiu v 
zdroji [RFC2681]. 





DiffServ QoS Metódy[10]: 
 
Klasifikácia – väčšina QoS mechanizmov podporuje viacero tried. Existuje niekoľko 
klasifikačných nástrojov pre rôzne QoS mechanizmy (napríklad Access listy, smerovacie 
mapy alebo mapy tried). Každý triedovo-orientovaný QoS mechanizmus musí podporovať 
niektorý typ klasifikácie.  
Metering – niektoré mechanizmy merajú množstvo sieťovej prevádzky na sieti a podľa týchto 
informácií sa potom zvolí adekvátna akcia (napríklad obmedzenie priepustnosti, shaping 
alebo scheduling).  
Dropping – niektoré mechanizmy sa používajú na zahadzovanie paketov. Vyberie sa nejaká 
schéma pre zahadzovanie paketov rozdielna oproti bežnému tail-dropu pri preplnení fronty. 
Jedným z takýchto mechanizmov je WRED (Random early detection).  
Policing – niektoré mechanizmy sú používané na limitovanie sieťovej prevádzky na základe 
údajov z meteringu tak, že pakety ktoré sú nad rámec stanoveného limitu sa zahodia. 
(napríklad CAR – Commited Access Rate) 
Shaping - niektoré mechanizmy sú používané na limitovanie sieťovej prevádzky na základe 
údajov z meteringu tak, že pakety ktoré sú nad rámec stanoveného limitu sa oneskoria. 
(napríklad GTS) 
Marking – niektoré mechanizmy majú schopnosť značkovať pakety na základe klasifikácie 
alebo meteringu. (napríklad CAR alebo class-based marking, pomocou IP precedencie alebo 
DSCP).  
Queuing – niektoré mechanizmy sú používané pre radenie do frontov na výstupných 
rozhraniach. (napríklad CQ, PQ, WFQ, CBWFQ alebo IP RTP Priority) 
Forwarding – existuje niekoľko podporovaných forwarding mechanizmov. (Process 







4.4.1 Meranie kvality služieb metódou MOS 
 
Mean Opinion Score (MOS) sa bežne používa pre ohodnotenie kvalitu telefónneho 
rozhovoru vyjadrenú na stupnici od 1 do 5, kde 5 je najlepšia kvalita [9]. Hodnotenie číslom 4 
sa vo všeobecnosti považuje za kvalitu známu z dnešných PSTN/TDM sietí. MOS je funkcia 
mnohých faktorov, zahrňujúcich typ siete, použitý kodek, kabeláž a vybavenie a dokonca aj 
vstupné zariadenia, ktoré sa používajú (headsety) [9 , 10].  
MOS bol pôvodne určený na subjektívne sluchové testovanie, kde sa skupina 
trénovaných expertov pokúšala hlasovej vzorke priradiť nejakú priemernú hodnotu. 
Testovacie vybavenie dnes vypočítava MOS použitím sofistikovaných algoritmov, ktoré sú 
navrhnuté aby veľmi presne aproximovali výsledky subjektívnych sluchových testov. MOS je 
celkové ohodnotenie hlasovej kvality, zahrňujúc tucty faktorov do jedného výsledného skóre. 
Pretože je to ale všeobecná mierka odzrkadľujúca mnoho faktorov, nemalo by sa MOS 
používať ako výhradné hodnotenie hlasovej kvality. Niektoré faktory ako echo, oneskorenie 
alebo sila hovoru by pri istých algoritmoch MOS skóre výrazne neznížili avšak subjektívny 
pocit z hovoru by sa zhoršil výrazne. Najlepšie hodnotenie kvality preto pozostáva 
z monitorovania jednotlivých faktorov hlasu ako je šum, oneskorenie, jitter a strata paketov 
spolu s hodnotením MOS pri použití viacerých algoritmov[9].  
Existuje niekoľko štandardizovaných MOS algoritmov, každý pôvodne navrhnutý pre 
konkrétne použitie. Niektoré algoritmy spracúvajú iba štatistiky založené na paketovom 
prenose (IP), kde iné zahŕňajú aj analógové merania ako je šum, hlasitosť, echo a skreslenie 
aby sa zvýšila presnosť a opakovateľnosť. Pretože ucho je analógové zariadenie a zvuk je 
analógový signál, je dôležité zahrnúť do výsledkov aj túto analýzu. MOS ohodnotené 
použitím IP aj analógových meraní omnoho presnejšie vystihuje subjektívny pocit z hovoru 
[10]. 
Metódy merania MOS:PESQ ITU T P.862,P.563 Listening MOS,VQES Algoritmus, RTCP & 



















5 Metódy merania parametrov  
 
Meranie parametrov v dátových sieťach môže prechádzať cez všetky vrstvy OSI 
modelu. Veľa inteligentných sieťových zariadení dokáže už monitorovať chybovosť 
prevádzky na prvej vrstve OSI modelu, kde sa kontroluje bitová postupnosť pomocou CRC 
mechanizmu, aktivita linky, chyby rámcov.  
Na vrstvách 2 a 3 sa nástroje na monitorovanie prevádzky volajú aj ako protokolové 
analyzátory, pretože tieto vrstvy závisia od protokolov, ktoré sa používajú na týchto vrstvách 
pri prenášaní dát [14].  
Na vyšších vrstvách je monitorovanie prevádzky a zbieranie údajov je závislé na špeciálnych 
aplikáciách. Tieto aplikácie sa môžu využívať jednak na analýzu potenciálnych 
bezpečnostných hrozieb, alebo len na hrubý zber dát. Tieto aplikácie majú široký záber 
možnosti využitia. 
Pri meraní parametrov je dôležité aké zariadenie je požité na zaznamenávanie dát. To 
môžeme rozdeliť na dve skupiny.  Meranie je spracovávané špecializovaným zariadením tzv. 
analyzátormi dátovej prevádzky. Tieto zariadenia bývajú obyčajne dosť nákladné. Oproti 
tomu meranie ktoré je spracovávané softwarovo. Jedná sa o aplikáciu, ktorá obyčajne je 
spustená na niektorej stanici v meranej sieti. Táto stanica je mierne upravená na odchytávanie 
paketovej prevádzky. Takéto softwarové nástroje sú oveľa lacnejšie, ale vyrovnajú sa výkonu 
a funkciám hardwarových zariadení na meranie prevádzky. 
Metódy merania parametrov sietí je možne rozdeliť na dva hlavné prúdy. A to aktívne 
monitorovanie a pasívne meranie.  
Existujú tri hlavné dôvody prečo je dôležitá oblasť správy a merania parametrov dátových 
sietí[1].  
 Riešenie sieťových problémov (troubleshooting).  V sieti vznikajú rôzne situácie kedy 
je narušená funkčnosť dátovej siete. Môže sa jednať o chybné zariadenie,  nesprávna 
cieľová adresa, bezpečnostné útoky atď. V takýchto situáciách podrobná analýza 
nameraných hodnôt  dokáže lokalizovať problém a zjednodušiť jeho odstránenie.  
 Vylaďovanie protokolov. Vývojári často chcú otestovať nové verzie aplikácií alebo 
protokolov a systém správy a merania sietí dokáže poskytnúť adekvátnu spätnú väzbu 
vývojárom aký má daná aplikácia vplyv na sieťovú prevádzku a jej správanie. 
 Meranie výkonnosti. To slúži na určenie ako dobre stávajúci protokol alebo aplikácia 
pracuje v sieti. Detailná analýza pomáha určiť výkonnostné prekážky. Tak sa aj správa 
sieti podieľa na vývoji nových protokolov a aplikácií.  
 
 
5.1 Sieťová administrácia  
 
Obecne povedané sieťová administrácia sa týka aktivít týkajúcich sa chodu aktivít 
siete a s tým aj technologická podpora týchto aktivít. Veľká časť riadenia siete pozostáva zo 
sledovania a porozumenia chodu siete.  
Sieťová administrácia zahŕňa niekoľko činností a to sú sledovanie, údržba, administrácia 
a v každej z nich sa pracuje s parametrami siete či už výkonnostnými alebo kvalitatívnymi.  
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Cieľom získavania a spracovávania týchto parametrov je udržiavanie stálosti parametrov 
a následné zvyšovanie kvality služieb poskytovaných užívateľom sietí. Ďalšia funkcia 
sieťovej administrácie je, ako už bolo spomenuté, zaznamenávanie parametrov siete 
a vyhodnocovanie a predpovedanie krízových situácii a následné zamedzenie vzniku takýchto 
situácií.  
Kvalitne nastavená sieťová administrácia umožňuje v budúcnosti implementáciu nových 
technológií a služieb. 
 
Nástroje na monitorovanie sietí môžeme rozdeliť na niekoľko častí. Toto delenie je 
organizované podľa typu a objemu dát, ktoré z týchto nástrojov získame. Vo väčšine prípadov 
jedná o aplikácie.  
Prvý z nich sú takzvané craft terminals. Obyčajne ukazujú grafické zobrazenie skutočného 
zariadenia , ktoré sa zobrazí po vzdialenom pripojení väčšinou fungujúce cez webový 
prehliadač. Ako je vidno z obrázka zobrazuje základné parametre ako je stav zariadenia, stav 
jednotlivých portov[1].  
 
Obrázok číslo 6. zobrazenie craft terminála 
 
Sieťové analyzátory, ktoré monitorujú aktuálnu prevádzku v sieti, jej chovanie. To je dôležité 
na riešenie problémov vznikajúcou počas prevádzky. Sieťové analyzátory odchytávajú pakety 
na portoch zariadení alebo na koncových staniach a predávajú hodnoty paketu na ďalšiu 
analýzu.    
Správa komponentov je nástroj, ktorý je tak povediac nadstavbou craft terminálov. Tu je 
možnosť nastaviť parametre jednotlivých zariadení zálohovanie týchto parametrov. 
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Kolektory a sondy sú nástroje na získavanie hodnôt parametrov z dátových sietí. Jedným 
zástupcom je Netflow vyvinutým spoločnosťou Cisco. Tento protokol zaznamenáva 
prevádzku siete zo smerovačov.   
 
Sondy fungujú na podobnom princípe ako kolektory len s tým rozdielom, že pracujú aktívne. 
Teda v určitých okamžikoch spúšťajú rôzne akcie na sieti a následne získava odozvu od 
takýchto udalostí. 
Systémy analýzy výkonnosti umožňujú užívateľom analyzovať prevádzku a stanoviť tak 
možné chovanie siete pri budúcich udalostiach. Tieto systémy spracovávajú veľké množstvá 
dát a následne ich spracovávajú dáta do formy, ktoré sú použiteľné na ďalšie spracovanie 
užívateľom [1].   
 
 
5.2 Aktívne meranie 
 
Pri aktívnom meraní sa posiela do siete určitý počet testovacích paketov. Tieto pakety 
sa na inom mieste siete zozbierajú a zanalyzujú. Takto je možné merať oneskorenie, 
priepustnosť alebo aj stratovosť paketov. Nevýhodou takéhoto merania je pridaná záťaž do 
siete a takéto meranie môže ovplyvniť prevádzku ostatných užívateľov na sieti. Napríklad je 
dosť ťažké merať aktívne stratovosť paketov v sieti, keďže je silno závislá na objeme 
dynamike prevádzky. Aktívne merania predpovedajú, akým spôsobom by mohla byť 
upravená prevádzka v pozorovaných častiach siete [7,14].  
 
Jedným zo spôsobov aktívnych meraní je simulovať činnosť aplikácie alebo lepšie 
prestavať reálnu aplikáciu tak, aby mala schopnosti merať určité aspekty činnosti. To môže 
byť napr. webovský prehliadač, ktorý by bol schopný vypočítať čas potrebný pre “stiahnutie” 
určitej webovskej stránky. Iný spôsob získania údajov o činnosti pomocou aktívnych 
testovacích metód je použitie úplne umelej prevádzky. To by zahŕňalo napr. meranie klient-
server aplikácie, ktoré sú inštalované na požadovaných hostiteľoch a vysielajú a prijímajú 
špeciálne sondovacie pakety. Z týchto sondovacích paketov sú vypočítané parametre 
prevádzky siete[7, 14]. 
Ak sú použité špeciálne meracie servery, môžu byť vo všeobecnosti uplatnené dva 
prístupy. Tieto servery môžu pracovať buď ako "zrkadlo" paketov, pričom posielajú niektoré 
pakety naspäť k vysielaču bez vykonania výpočtov alebo si vypočítajú parametre činnosti na 
základe prijatých špeciálne pripravených sondovacích paketov. 
Aktívne meranie slúži na získanie informácii ohľadom: 
• paket delay (oneskorenie) 
• paket loss (stratovosť) 
• paket jitter 




Základné diagnostické nástroje akými sú ping a traceroute sú typickými príkladmi aktívneho 
merania parametrov s dátových sieťach. Obidva nástroje posielajú ICMP pakety danému 
hosťovi a čakajú na odpoveď. Z nej sa potom vyhodnotia výsledky. 
Na trhu existujú rôzne nástroje na simulovanie dátového toku od jednoduchých aplikácií 
nekomerčného pôvodu až po sofistikované licencované nástroje s podporou.  
 




Obrázok číslo 7. Princíp pasívneho merania 
 
Princíp merania u pasívneho merania je vidno na obrázku číslo 1. Tento základný 
diagram zobrazuje tri základné časti sústavy merania pasívneho merania. Časť jedna a tri 
môžu zastupovať jednu stanicu ale aj celé siete. Tretia časť nazvaná monitor je hlavná časť 
meracej sústavy. Monitor kontroluje celú prevádzku a podľa daných parametrov zozbiera dáta 
a analyzuje aktuálnu prevádzku. Druhá možnosť je ako využiť pasívne monitorovanie je 
zaznamenávanie celej prevádzky, jej ukladanie a potom následná celková analýza prevádzky 
v čase[7 14].  
Meranie parametrov v reálnom čase najviac vyhovuje vysokorýchlostným sieťam. U takýchto 
sietí je objem a rýchlosť prevádzky taká, že výkonnostné kapacity pasívnych analyzátorov ne 
stačia na taký objem prevádzky. Aj kvôli tomuto sa pasívne monitorovanie používa pri 
meraní, ktoré zaznamenáva tok vo väčších časových úsekoch (týždne, mesiace)[7].  
Informácie, ktoré analyzátory potrebujú na vyhodnotenie údajov sú umiestnené v hlavičkách 
paketov.  
 U pasívnej metódy merania sa do siete neposielajú testovacie pakety, ale sa vyhodnocujú 
časové a objemové charakteristiky prevádzky. Pri tejto metóde sa nezasahuje do prevádzky a 
tak je možné zistiť parametre, ktoré nie je možné získať pri aktívnom meraní. Napríklad aký 
je objem a dynamika voľnej kapacity v sieti., ktoré aplikácie sú náročné na kapacitu, atď. 
Aktívne monitorovanie si môžeme predstaviť ako testovaciu sondu poslanú jednorazovo do 
siete. Zatiaľ čo pri pasívnom monitorovaní sa jedná o dlho bežiaci proces. Pri pasívnom 
meraní sa využívajú protokoly, ktorých vlastnosti a možnosti umožňujú zber informácií 
potrebných pre zhodnotenie výsledku. Medzi tieto protokoly patria[7]: 
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• IPFIX Internet Protocol Flow Information Export bol vytvorený kvôli potrebe pre spoločný 
a univerzálny štandard pre export o informácii IP toku zo sieťových uzlov ako sú 
smerovače , prepínače a iných zariadení, ktoré monitorujú prevádzku. IPFIX definuje 
ako má byť tento tok formátovaný a posielaný zo sond ku kolektoru. Tento protokol 
nadväzuje na Netflow vyvinutý Cisco spoločnosťou kde Netflow verzia 9 bol 
základom pre IPFIX. 
   Podrobný popis IPFIX je v štandarde RFC 5103.   
• SNMP – Simple Network Management Protocol   
• RMON – Remote network Monitoring 
• CMIP Common management information protocol je OSI model, ktorý definuje ako 
vytvoriť spoločný systém riadenia siete. Tak ako SNMP aj CMIP definuje štandardy 
riadenia. SNMP je internetový protokol špeciálne navrhnutý pre TCP/IP siete 
a používa sa hlavne pre podnikové siete. CMIP je komplexnejší a kvôli tomu ho 
využívajú len niektorí poskytovatelia siete.  
CMIP je rozdelené na tieto funkcie: 
 Využitie pre účtovanie služieb  
 Konfiguračný manažment  
 Riadenie porúch  




Aby sa parametre mohli získať a dôkladne analyzovať sieť, v praxi a často používa 
kombinovaná metóda. Teda využite aktívneho a aj pasívneho merania.  
U monitorovaní pasívnou metódou sú dôležitým zdrojom meraných paketov, teda 
paketov z ktorých sa vyhodnocujú informácie o parametroch siete, prevažne smerovače 
a konkrétne ich pamäť kde sa prechádzajú hlavičky prichádzajúcich paketov a zaraďujú sa do 
prislúchajúcich tokov a odchádzajúcich front. Ukladanie týchto dát v smerovačoch je dosť 
nákladné a taktiež nazbierané dáta sa musia odoslať do centrálneho zariadenia na analýzu 
a stým súvisí značná záťaž pre danú sieť, keďže je pridaná dodatočná prevádzka k stávajúcej. 
Z tohto dôvodu sa implementujú spôsoby ako znížiť objem týchto meraných paketov[7]. Sú 
to: 
Filtrovanie. Dáta sa podľa určitých pravidiel filtrujú, vylučujú nechcené alebo pre testovanie 
irelevantné dáta.  
Vzorkovanie. Dátové toky sa vzorkujú a to obyčajne nastavením čítačky. Čítačka môže byť 
nastavená ako pseudonáhodným kódom alebo podľa pevne daného vzorca kde 
najjednoduchším vzorcom je in=nN + i0 kde N>0. Je možné aj kombinovať tieto metódy pri 
zbieraní paketov z tokov.   
Ďalší spôsob získavania parametrov pasívnou metódou je priame odchytávanie paketov 






5.3.1 Paketové sniffery 
 
Analýza paketov, ktorá sa označuje ako aj sledovanie paketov (packet sniffing) alebo 
analýza protokolov, popisuje proces zachytávania a interpretácie aktuálnych dát prenášaných 
po sieti. Vďaka tomu je možné porozumieť fungovaniu siete. K analýze paketov sa obyčajne 
používa paketový sniffer, ktorý umožňuje zachytávať neformátované dáta pri prenose. 
Analýza paketov poskytuje nasledujúce možnosti: 
 Zoznámením sa s vlastnosťami siete 
 Zistenie užívateľov siete 
 Zistenie, kto alebo čo spotrebúva šírku pásma 
 Identifikácia časov špičkového využitia siete 
 Identifikácia možných útokov alebo škodlivé aktivity 
 Vyhľadávanie nezabezpečených a neefektívnych aplikácií 
Predpokladom efektívnej analýzy paketov je rozhodnutie o tom, kam umiestniť paketový 
sniffer, tak aby bol najúčinnejší. Problém zapojenia snifferu je v tom, že k prepojení zariadení 
používa veľa zariadení(prepínače, smerovače, rozbočovače). Tieto prepojovacie zariadenia sa 
vzájomne líšia v tom aké informácie sú získané pomocou snifferu keď je umiestnený 
v rôznych častiach siete. Preto je dôležité poznať fyzické rozloženie siete na to, aby boli 
získané požadované dáta. 
Sledovanie paketov vyžaduje sieťovú kartu, ktorá umožňuje prechod do promiskuitného 
režimu. Vďaka tomu môže sieťová karta sledovať pakety prechádzajúce sieťou. 
Sledovanie paketov na rozbočovači.  
Ak chceme sledovať prevádzku na rozbočovači, stačí ak paketový sniffer pripojíme 
k voľnému portu rozbočovača. Môžeme tak sledovať kompletnú prichádzajúcu 
a odchádzajúcu komunikáciu všetkých zariadení, ktoré sú pripojené k danému 
rozbočovaču[18]. 
 
5.3.1.1 Sledovanie prevádzky na prepínačoch.  
Ak pripojíme sniffer k prepínaču môžeme sledovať len vše smerovú a svoju vlastnú 
prevádzku. Ak chceme zachytávať prevádzku z cieľového zariadenia v prepínanej sieti 
môžeme použiť jednu zo štyroch hlavných metód[18]. 
 
 Zrkadlenie portu 
 Rozbočovanie 
 Použitie odpočúvania 
 Znehodnotenie medzipamäte ARP 
 
Zrkadlenie portu 
Tento spôsob predstavuje asi najjednoduchší spôsob ako zachytávať komunikáciu na 
cieľovom zariadení v prepínanej sieti. Pri tejto možnosti je nutné aby daný prepínač 
podporoval zrkadlenie portov. Potom je len potrebné zadať príkaz prepínaču aby kopíroval 
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všetku prevádzku daného portu na nami zvolený port. Niektorí výrobcovia prepínačov 
umožňujú zrkadliť viacero portov na jeden.  
Rozbočovanie 
Tento postup je založený na umiestnení cieľového zariadenia a analyzátora do rovnakého 
sieťového segmentu. To sa docieli tak, že obidve zariadenia pripojíme priamo do 
rozbočovača.  
Použitie odpočúvania 
Sieťové odpočúvanie je zariadenie, ktoré môžeme umiestniť medzi dva body v kabeláži ak 
chceme zachytávať pakety medzi nimi. K dispozícii sú dva typy sieťových odpočúvaní a to. 
Agregované odpočúvanie má len tri porty a inštalácia je jednoduchšia. Jeden z troch portov je 
určený k sledovaniu obojsmernej komunikácie [18].  
 
Obrázok číslo 8. Zobrazenie agregovaného odpočúvania [18] 
 
Neagregované odpočúvanie má štyri porty a miesto jedného odpočúvacieho portu má dva. 




Obrázok číslo9. Zobrazenie neagregovaného odpočúvania [18] 
 
Znehodnotenie medzipamäti ARP 
Znehodnotenie medzipamäti ARP alebo nazývané ako falšovanie ARP je založené na 
odosielaní špeciálnych správ ARP ethernetovému prepínaču alebo smerovaču. Tieto správy 
majú pritom podvrhnutú MAC adresu, aby bolo možné zachytávať prevádzku iného počítača. 
 
5.3.1.2 Sledovanie prevádzky v smerovanom prostredí 
Všetky metódy na odpočúvanie linky v sieti s prepínačmi sú dostupné aj v sieti so 
smerovačmi. V smerovanom prostredí je potrebné brať ohľad na umiestnenie snifferu, ktoré je 
obzvlášť dôležité pri riešení týkajúcich sa viacerých sieťových segmentov. V prípadoch kedy 
dáta prechádzajú cez viacero smerovačov, je dôležité analyzovať prevádzku na obidvoch 
stranách smerovača [18]. 
 
5.5 Kombinovaná metóda merania 
 
Táto metóda využíva oba typy merania. A využíva najlepšie aspekty obidvoch meraní. 
Je niekoľko kombinačných metód. Watching Resources from the Edge of the Network 





Pri vysokej prevádzke alebo vysokom zaťažení sa využívajú metódy pasívneho 
merania a naopak pri nízkej prevádzke sa používa aktívne monitorovanie. Monitorovanie sa 
deje jednak u zdroja tak aj u cieľa a tak sa získajú presnejšie hodnoty. Pre zistenie možnej 
šírky pásma WREN využíva pakety aplikácií, ktoré sa podieľajú na prevádzke.  
WREN je rozdelený na dva stupne Kernel packet trace facility (KPTF)  a user level trace 
analyzer (ULTA) [8, 14]. 
KPTF je zodpovedný za získavanie informácii od prichádzajúcich a odchádzajúcich paketov. 
Ďalej je zodpovedný za koordináciu merania medzi rôznymi stanicami. Nastavuje aké pakety 
má cieľová stanica sledovať. KPTF nie je zodpovedný za zber a analýzu paketu. To má na 
starosť druhá vrstva ULTA. Táto vrstva zbiera a analyzuje dáta.  





Taktiež táto metóda využíva aktívne aj pasívne meranie. Získavanie parametrov sa 
deje na tretej vrstve z výstupov a vstupov smerovačov a iných významných uzlov v sieti. 
CMNM pozostáva zo softwarových tak aj hardwarových súčastí[8].  
Hardwarová časť je inštalovaná na kritických častiach siete aby mohla pasívne získavať 
informácie z hlavičiek paketov. Softwarové komponenty sú umiestnené na koncových bodoch 
siete. Softwarová časť je zodpovedná za spúšťanie paketov, ktoré inicializujú meranie. Na 
základe informácií, ktoré sú v aktivačnom pakete je nastavený filter, ktorý je umiestnený 
v koncovom bode. Potom sú zbierané hlavičky paketov sieťovej a transportnej vrstvy, 
a následne celé pakety.  
Ak nastane neobyčajná situácia pri pasívnom monitorovaní, prevádzka môže spustiť aktívne 


















6 Protokoly podieľajúce sa  na monitorovaní siete 
6.1 Netflow 
 
Netflow bol pôvodne vyvinutý ako doplnková služba k Cisco smerovačom Je to 
sieťový protokol vyvinutý spoločnosťou Cisco Systems . Jeho  účelom je monitorovanie 
sieťovej prevádzky na základe IP tokov. Takto sieťový administrátori majú prehľad nad 
sieťovou prevádzkou v reálnom čase. Pomocou Netflow je možné odhaľovať  možné 
incidenty v sieti, dominantné zdroje prevádzky, sledovanie komunikácie a aké protokoly sa 
pri komunikácii využívajú[11].  
Prepínače a smerovače, u ktorých je možná podpora Netflow protokolov zaznamenávajú IP 
prevádzku ktorá prechádza cez dané zariadenie a exportuje tieto dáta do externého zariadenia 
na ďalšiu analýzu. Netflow architektúra sa obyčajne skladá z niekoľkých Netflow exportérov 
a jedného kolektora. Exportér je pripojený k monitorovacej linke a analyzuje prechádzajúce 
pakety. Na základe týchto dát vytvára štatistiky a tie odosiela na Netflow kolektor. Netflow 
kolektor je databáza na ukladanie štatistických údajov. S touto databázou môžu pracovať 
rôzne aplikácie, ktoré dokážu nazbierané dáta spracovať do užívateľsky prístupných foriem 
(graf, tabuľka...). 
Netflow architektúry je možné rozdeliť na dve.  
Tradičná architektúra je že smerovače a prepínače spracúvajú Netflow štatistiky. Nevýhoda 
tohto zapojenia je vysoká cena takýchto smerovačov a prepínačom. Tradičná architektúra je 
zobrazená na obr.7 [11]. 
 




Moderná architektúra oproti tomuto odstraňuje nevýhodu ceny kde sa zaraďuje takzvaná 
pasívna Netflow sonda. Sú to zariadenia špecializované na monitorovanie a export Netflow 
štatistík. Výhodou týchto sond je, že je ich možné nasadiť kdekoľvek v sieti. Sondy len 
monitorujú a nijako nezasahujú do toku paketov – preto pasívne sondy. Potom spracované 
dáta sú odoslané dedikovanou linkou ku kolektoru. Zapojenie týchto sond je vidno na 
obrázku.  
Podpora Netflow je hlavne u smerovačov a prepínačov spoločnosti Cisco. Kde u smerovačov 
podpora Netflow je od rady 800, zatiaľ čo u prepínačov podpora tohto protokolu je od 
modelov rady catalyst 4500. 
U voľno dostupných nástrojov pre Netflow je dosť rozšírený NFdump, ktorý funguje 
z príkazovej riadky. Taktiež je možné doň vkladať vlastné skripty. Na NFdump exituje 
grafická nadstavba NfSen. 
Aby sme mohli získať relevantné dáta z Netflow je potrebný kvalitný analyzátor. Od 
spoločnosti Cisco sa jedná o CiscoMARS alebo od Fluke netvorks Netflow Tracker [11]. 
 
 
Obrázok číslo 11. Zobrazenie Netflow zapojenia modernej architektúry[11] 
 
 
6.1.1 Netflow paket 
 
NetFlow používa veľmi jednoduchý protokol, ktorý funguje cez UDP. Kvôli 
jednoduchému jednosmernému charakter protokolu, by malo byť relatívne jednoduché pridať 








čas od štartu( uptime) 




Obrázok číslo 12. hlavička Netflow paketu [11 
 
Verzia – 16 bitov verzia protokolu 
Počet – 16 bitov súčet možností 
Čas od štartu – 32 bitov udáva sa v milisekundách a značí čas od naštartovania zariadenia  
Časová známka – 32 bitov udáva čas kedy paket opustí zariadenie 
Sekvenčné číslo – 32 bitová hodnota. Je to inkrementálny čítač kde pomocou ktorého kolektor 
kontroluje či v sekvencii paketov poslaných z exportéru nechýbajú pakety. 
Zdrojové ID – 32 bitov.  
 
6.1.2 IP tok 
 
Tok IP je základom Newflow protokolu a je definovaný ako tok sekvencie paketov kde 
majú všetky pakety spoločných päť hodnôt [11].  
1. Zdrojová IP adresa 
2. Cieľová IP adresa 
3. Transportný protokol 
4. Zdrojový port pre UDP alebo TCP , 0 pre iné protokoly  
5. Cieľový port pre UDP alebo TCP , 0 pre iné protokoly 
 
Netflow existuje niekoľko verzií, ale od verzie 5 sa začal masovo používať. Teraz aktuálna je 
verzia 9. Prenos Netflow záznamov do kolektoru sa deje pomocou protokolu UDP alebo 
SCTP (Stream Control Transmission Protokol). Po prenose je daný záznam exportéra 
zahodený. To je dôvod prečo je možné stratiť tieto dáta ak pri prenose nastala chyba.  
Netflow verzie 5 obsahuje tieto položky[11]: 
 Číslo verzie 
 Sekvenční číslo 
 SNMP index vstupného a výstupného rozhraní (umožňuje sledovať vyťaženie 
jednotlivých sieťových rozhraní, vyžaduje zoznam rozhraní prístupný pomocou 
SNMP) 
 Čas začiatku a konce IP toku (tzn. výskyt prvého a posledného paketu tohto toku) 
 Počet bajtov a paketov v toku 
 Údaje z L3 hlavičky:  
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o Zdrojové a cieľové IP adresy 
o Zdrojové a cieľové porty 
o IP protokol 
o  Type of Service (ToS) 
 U TCP tokov obsahuje množinu tvorenou zjednoteným všetkých TCP flagov, ktoré sa 
v toku vyskytli. 
 Smerovacie informácie:  
o IP adresa ďalšieho skoku (dôležité pre analýzu smerovacícj postupov) 
o Maska cieľovej a zdrojové IP adresy (dĺžky prefixov podľa CIDR notácie) 
 
6.2 Syslog 
Syslog definovaný v RFC 5424 vznikol v roku 1980 ako súčasť projektu Sendmail 
a potom bol štandardizovaný IETF. Syslog je štandard na preposielanie správ z logov po sieti. 
Slúži k tomu aby sme koncentrovali logy z rôznych zariadení a aplikácií na jedno miesto 
a mohli sme na tieto správy adekvátne reagovať.  Tento štandard funguje na princípe klient – 
server. Na strane klienta je potrebná aplikácia, ktorá odosiela správy z logu pomocou 
protokolu Syslog. Ďalej je potrebný Syslog server, ktorý tieto správy spracováva. Syslog  
správy používajú k transportu UDP protokol a sú prijímané na porte 514. Syslog správa býva 
obyčajne nie väčšia ako 1024 bytov [9,10].  
 
6.2.1 Formát syslog paketu.  
 
Paket sa skladá z troch častí. PRI, hlavičky a MSG. 
PRI je skratka od Priority (priorita). Je to číslo uzatvorené v hranatých zátvorkách. Je to 
osembitové číslo. Prvé tri znaky reprezentujú závažnosť správy. Tri bity dávajú osem 
stupňov[9,10].  
 
číslený kód závažnosť 
0 systém je nepoužiteľný 
1 hneď musia byť vykonané kroky 
2 kritické podmienky 
3 chybová podmienka 
4 výstražná podmienka 
5 normálna ale vážna podmienka 
6 informačná správa 
7 debugovacia správa  










Ďalších 5 bitov udáva typ aplikácie ktorá vyvolala správu [10]. 
číslený kód závažnosť 
0 kernel messages  
1  user-level messages 
2 mail system  
3  system deamons 
4  security/authorization messages 
5 messages generated intrnaly by syslog 
6  line printer 
7  network news susbystem 
8 UUCP subsystem 
9 clock deamon 
10 security/authorization messages 
11 FTP deanom 
12 NTP subsystem 
13 log audit 
14 log alert 
15 cock deamon 
16 local use 0 
17 local use 1 
18 local use 2 
19 local use 3 
20 local use 4 
21 local use 5 
22 local use 6 
23 local use 7 




 Časovú značku. Tu je zaznačený čas vytvorenia správy. Treba si pamätať, že ak je 
systémový čas na zariadení nastavený zle tak aj v hlavičke tento čas bude zlý. 
 Meno hosťa s jeho IP adresou.  
MSG 
Táto časť vyplní zvyšok paketu. Toto obsahuje ďalšie informácie o vytvorení správy. MSG 
časť má dve polia: 
 Pole tag 
 Obsah poľa 
Hodnota v poli TAG bude názov programu alebo procesu, ktorý vygeneroval správu. OBSAH 
obsahuje podrobné informácie o správe. 
Okolo tohto protokolu sa vytvoril rad implementácií a z nich jedna sa volá syslog-ng. Keďže 
na sieti býva značná prevádzka a zápisov v logoch je veľké množstvo Syslog umožňuje 




6.3 SNMP (Simple Network Management Protocol) 
 
SNMP je jednoduchý protokol umožňujúci monitorovanie a správu v sieti. SNMP je 
časť protokolovej sady TCP/IP.  Operuje na siedmej vrstve OSI modelu a používa pre 







SNMP správa  CRC 
Obrázok číslo15.  Rámec SNMP  [16] 
 
Architektúra SNMP rozpoznáva minimálne dva komponenty:  
- spravovaný objekt 
- spravovacia stanica 
 
SNMP datagram sa skladá z hlavičky ktorá obsahuje verziu SNMP protokolu, identifikačné 
číslo datagramu (pre priradenie odpovede), informáciu o chybe (nastavenú v SNMP Response 
datagrame), autentifikačnú informáciu a typ PDU (SNMP Get Request, SNMP Get Response 
a pod). PDU (Protocol Data Unit) obsahuje zoznam OID ktoré identifikujú čítané alebo 
nastavované premenné a tiež ich hodnoty (v prípade SNMP Get datagramov prázdnu hodnotu 
- ASN NULL) [13]. 
SNMP využíva dva hlavné typy komunikácie. Jeden typ je smerom od manažéra k agentovi. 
Napríklad ak manažér potrebuje zistiť aktuálne informácie o zariadení. Hodnoty datagramu na 











error ID OID hodnota 
Obrázok číslo16. Hodnoty datagramu dotazu na odpoveď [16] 
 
Druhý typ správ sú takzvané trapy kedy agent vysiela správu nie na výzvu od manažéra, od 
udalosti, ktorá sa vyskytla v sieti a agent má zadané, že pri tejto konkrétnej udalosti odošle 














 objekt 1 
hodnota 1 
... 
Obrázok číslo 17. Hodnoty datagramu dotazu na trapy [16] 
 
Verzie protokolu SNMP 
 SNMPv1 - Prvá verzia SNMP protokolu bola definovaná v roku 1988 (RFC 1065-
1067). Autentifikácia klienta (spravovaného) bola riešená pomocou tzv. „community 
string“, ktorý bol prenášaný ako čistý reťazec. Najmä preto sa protokol ďalej vyvíjal. 
Väčšina riadiacich činností sa deje na základe výziev, ktoré sú periodicky opakované. 
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 SNMPv2 - Verzia 2 sa snažila odstrániť nedostatky SNMPv1. Vzniklo mnoho jej 
odnoží ktoré riešili bezpečnosť a rozšírenia protokolu. Nakoniec sa stala prakticky 
štandardom SNMP v2, ale autentifikácia ostala na úrovni SNMPv1. 
 SNMPv3 - Verzia SNMPv3 tak konečne štandardizovala nové autentifikačné 
mechanizmy 




6.3.1 Management Information Base (MIB) 
 
Pri spracovávaní údajov z dátových sietí vystupujú zariadenia ako zariadenia ktoré 
sledujú sieť a sa nazývajú manažéri (client) a zariadenia, ktoré sú sledované a tie sa volajú 
agenti. Princíp je znázornený na obrázku kde zariadenie, ktoré sleduje stav je označované ako 
klient a zariadenie, ktoré je sledované je značené ako server. Ale v prípade sledovania siete je 
stav taký, že malé množstvo manažérov sleduje veľké množstvo agentov kde v situácii klient 
server je to opačne.  
Dôležitou časťou manažéra je takzvaný riadiaci agent (Management Agent). Táto aplikácia  
má na starosti samostatnú komunikáciu medzi riadiacou jednotkou (manažér) a agentom, 
ukladá a spracúva dáta. Skladá sa z troch častí riadiace rozhranie, riadiaca informačná 
základňa (Management Information Base MIB) a  (Core Agent Logic CAL) [1].  
 
 




Riadiace rozhranie – zabezpečuje riadiacu komunikáciu 
riadiaca informačná základňa  (MIB) - úložisko dát, ktoré obsahujú dáta riadeného zariadenia  
Jadro logiky agenta (CAL) – sprostredkováva komunikáciu medzi zariadením a MIB 
 
Riadiaci agent je súčasťou smerovačov a prepínačov. Riadiace systémy alebo systémy na 
získavanie parametrov zo siete môžeme zaradiť do riadiacej siete (management network MN). 
Táto riadiaca sieť môže bežať na rovnakých fyzických cestách ako užívateľská sieť alebo 
môže byť vystavaná paralelná sieť, ktorá slúži len na správu užívateľskej časti. Na rozdiel od 
užívateľskej prevádzky riadiaca prevádzka má priamy vplyv na spravovaný objekt, kde oproti 
tomu užívateľská prevádzka len prechádza cez jednotlivé prvky k svojmu cieľu bez nejakej 
zmeny daného zariadenia [1].  
Pri získavaní požadovaných informácií o sieti je potrebné sa pripojiť na dané zariadenie na 
ktorom beží systémový agent. Môžeme sa pripojiť tromi spôsobmi.  
Priamo cez sériový port. U tohto spojenia je potrebná fyzická prítomnosť u daného 
zariadenia. 
Druhá možnosť je prepojiť zariadenia s terminálovým serverom pomocou sériového 
rozhrania. Každé sériové pripojenie je označené číslom portu na rozlíšenie pripojeného 
zariadenia. Ďalej je terminálový server pripojený k sieti Ethernet obyčajne pomocou Fast 
Ethenetoveho portu. Terminálový server má obyčajne pridelenú IP adresu.  
Tretia možnosť je pripojenia sa na dané zariadenie NE  pomocou Ethernetového portu. NE 
má svoju IP adresu a tak po zadaní IP adresy požadovaného zariadenia dané zariadenie 
pracuje ako host teda koncové zariadenie.  Tu môže byť port vyhradený len nariadiacu sieť  
(managemant network) alebo riadiaca sieť je prevádzkovaná na užívateľskej sieti kde je 
riadiaca sieť paralelne v prevádzke spolu s užívateľskou sieťou.  
Po pripojení sa pracuje cez manager agenta pomocou CLI (Command Line 
Interface).Pomocou CLI je možné  získať potrebné údaje alebo dokonca meniť nastavenie 
zariadenia.  
Pri meraní parametrov je dôležité ako je daná sieť vytvorená. Tak ako bolo spomínané je 
možné riadiacu sieť prevádzkovať spolu s užívateľkou sieťou na tých rovnakých kábloch. 
Schéma zapojenia je na Obr.7. Alebo mať riadiacu sieť oddelenú od užívateľskej siete tieto 




Obrázok číslo 19. Zobrazenie paralelné prepojenie riadiacej siete a užívateľskej siete [1] 
 
Obrázok číslo 20. Zobrazenie oddelenia riadiacej siete a užívateľskej siete [1] 
 
Každá z týchto variant má svoje výhody na nevýhody z hľadiska ďalších možností využitia. 
Pri pohľade na získavanie parametrov siete či už sa jedná o kvalitu alebo výkon variant 
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s oddelenými sieťami je efektívnejší z dôvodu menšieho vplyvu  riadiacej prevádzky na 





Remote network Monitoring. Teda je to vzdialené monitorovanie. Pri tomto štandarde 
dochádza k významnej zmene komunikácie medzi daným zariadením a zariadením, ktoré 
spravuje nazbierané dáta. Dochádza k zvýšeniu možnosti správy zo strany správcu na agenta a 
tým je aj zredukovaná komunikácia medzi nimi.  
Oproti SNMP agentovi dokáže RMON agent uchovávať nazbierané informácie a 
následne podľa potreby je možné tieto informácie o danej sieti presunúť do správcovskej 
konzoly pri nízkom dátovom toku.  
Vďaka tomu je možné aj monitorovanie vzdialených segmentov aj cez pomalé WAN 
spoje.  RMON MIB štandard umožňuje vzdialené monitorovanie Ethernet aj Token ring 
segmentov a to využitím už zavedeného protokolu SNMP. Tak ako aj SNMP model sa 
RMON model skladá z dvoch častí. Prvou časťou je agent, ktorý sa nachádza na 
monitorovanej časti siete. Druhou časťou je manažér, teda aplikácia, ktorá na starosti analýzu 
zozbieraných údajov z agentov. Pomocou manažéra je aj agent nastavovaný aké údaje a kedy 
majú byť zasielané [20].  
Verzie: RMON1 (RFC 2819) sa hlavne zamerala na získavanie informácií o fyzickej 
a linkovej vrstve. Pozostáva z desiatich skupín. 
Statistics – uchováva súhrnné údaje o prevádzke. 
History – poskytuje historické údaje o štatistických dátach. 
Alarms – definujú sa tu udalosti pre správy typu trap. 
Hosts – umožňuje zaznamenávať udalosti na základe MAC adresy. 
HostTopN – rozširuje skupinu Hosts o vyberanie jednotlivých zaznamenaných údajov. 
Matrix – poskytuje informácie o vzájomnej komunikácii medzi dvomi uzlami. 
Filter – definuje pravidla, podľa ktorých filtruje nazbierané dáta. 
Capture -  zbiera a predáva pakety zodpovedajúcej filtru. 
Events – posiela hlásenia pre skupinu Alarms. 
 
 RMON2 (RFC 4502) rozšírila štandard o analýzu sieťovej a aplikačnej vrstvy. Bol rozšírený 
o desať skupín[20].  
Protocol Directory – zoznam protokolov vyšších vrstiev, ktoré je možné monitorovať. 
Protocol Distribution – štatistiky prenosov podľa jednotlivých protokolov. 
Address Map – udržuje tabuľku väzieb medzi fyzickými a sieťovými adresami. 
Network-Layer Host – štatistiky prenosov podľa jednotlivých sieťových adries. 
Nework-Layer Matrix – poskytuje informácie o vzájomnej komunikácii medzi dvojicami 
sieťových adries 




Application-Layer Matrix – poskytuje informácie o vzájomnej komunikácii medzi dvojicami 
sieťových adries na úrovni jednotlivých aplikačných protokolov. 
User History – umožňuje zaznamenávať hodnoty v pravidelných vzorkovacích intervaloch. 
Probe Configuration – konfigurácia parametrov zariadení pre správu. 
RMON Conformance – požiadavky na zhodu so štandardom RMON2 MIB 
 
 
6.5 ICMP (Internet control Message Protocol ) 
 
Internet Control Message Protocol je obslužný protokol pre TCP/IP, ktorý poskytuje 
informácie o dostupnosti zariadenia, služieb alebo tras v sieti TCP/IP. Väčšina metód 
a nástrojov na riešenie problémov vsieti je založený na bežných typoch správ protokolu 




6.5.1 Hlavička ICMP 
 
Protokol ICMP je podmnožinou protokolu IP a pri prenose správ spolieha na protokol 
IP.  
Jeho hlavným účelom je posielanie chybových správ v sieti naspäť ku zdroju. Podrobný popis 
je uložený v dokumentácii RFC 792. Hlavným cieľom ICMP je získavať informácie o danej 
sieti a chybách, ktoré vzniki keďže IP siete sú navrhnuté ako best efford siete. Teda nemajú 
sami o sebe žiadnu záruku o bezchybnom doručovaní paketov [16]. 
ICMP generuje niekoľko správ a z nich najdôležitejšie sú:  
Destination Unreachable,  
Echo Request a Echo Reply  
Time Exceeded 
Timestamp request a reply 
  
Správa Destination Ungeachable je obyčajne posielaná smerovačom a dôvod je ten, že 
nemôže predať paket ďalej.  
Echo Rquest je správa, ktorý odošle zdrojový stroj a očakáva od cieľa správu Echo Replay.  
Správa Time Exceeded je odoslaná smerovačom vtedy ak čítač TTL dorazí k nule.   
Typy hodnôt, ktoré ICMP priradí k jednotlivým správam sú:  
- Echo Reply : Type 0 
- Destination unreachable : Type 3 
- Echo Request : Type 8 
- Time exceeded : Type 11 
- Timestamp request : Type 13 





ICMP používa hlavičku, ktorej veľkosť sa mení v závislosti na účelu správ. Na obrázku 11 




bitový posun 0 - 15  16 -31  
0 Type Code Checksum 
32 Variable 
Obrázok číslo 21. Hlavička ICMP [16] 
 
Type (Typ) – typ alebo klasifikácia správy ICMP 
Code (Cód) – čiastkové klasifikácie správy ICMP 
Checksum (Kontrolný súčet) – po doručení paketu overuje, či neprišlo k narušeniu obsahu 
hlavičky ani dát. 




























7 Aplikácie a utility na monitorovanie dátových sietí 
 
Na monitorovanie administráciu dátových sietí existuje veľké množstvo aplikácií 
a utilít, ktoré sú ponúkané. Na internete je možné nájsť veľa voľne šíriteľných aplikácií, ktoré 
dokážu poskytnúť požadované funkcie.     
 
7.1 Aplikácia Ping 
 
Ping je jednoduchý testovací mechanizmus vytvorený na testovanie dostupnosti uzla. 
Ide o kombináciu správ protokolu ICMP typu 0 a 8, tzv. Echo Request a Echo Reply. Ak stroj 
príjme Echo request, odpovie naň s Echo reply, kde doplní v pakete Echo request dáta v poli 
Echo reply.  Tento program odošle sériu paketov s požiadavkou Echo request na cieľovú 
adresu a čaká na spätnú odpoveď Echo reply.  
Sekvenčné číslo týchto paketov začína vždy 0. Z tohto dôvodu stroj, ktorý čaká na odpoveď 
dokáže podľa sekvenčných čísel zistiť čí všetky odoslané Echo request pakety prišli naspäť.   
Aplikácia Ping umiestňuje do každého paketu časovú značku (timestamp). Vďaka tomuto je 
možné ľahko vypočítať round-trip time. Čas, ktorý je potrebný pre paket aby dorazil zo zdroja 
k cieľu sa volá oneskorenie (latencia, ang. latency) [19].  
 
Niektoré nastavenie programu Ping: 
 ping –t ..... robí test v cyklu pokiaľ nie je prerušený 
 ping –a ..... urobí prepis  adresy na meno 
 ping –n počet  ..... urobí príslušný počet pokusov o odpoveď 
 ping –l veľkosť ..... veľkosť vyrovnávajúcej pamäte k odoslaní  
 ping –f ..... nastavuje príznak nefragmentovať (don´t fragment) 
 ping –i TTL ..... nastavuje TTL (Time To Live - maximálný počet priechodov cez 
smerovač) 
 ping –w timeout ..... zaisťuje predĺženie doby vypršania čakania na odpoveď 
(timeout); parametrom je číslo v milisekundách 
 
 
Príklad výpisu oneskorenia pomocou programu ping: 
C:\>ping cs.wikipedia.org 
 
Příkaz PING na rr.knams.wikimedia.org [91.198.174.2] s délkou 32 bajtů: 
 
Odpověď od 91.198.174.2: bajty=32 čas=19ms TTL=60 
Odpověď od 91.198.174.2: bajty=32 čas=19ms TTL=60 
Odpověď od 91.198.174.2: bajty=32 čas=19ms TTL=60 
Odpověď od 91.198.174.2: bajty=32 čas=19ms TTL=60 
 
Statistika ping pro 91.198.174.2: 
Pakety: Odeslané = 4, Přijaté = 4, Ztracené = 0 (ztráta 0%), 
Přibližná doba do přijetí odezvy v milisekundách: 
    Minimum = 19ms, Maximum = 19ms, Průměr = 19ms 
 
Na konci výpisu sú zhrnuté všetky informácie ako sú stratené pakety, minimálna latencia, 




Obrázok znázorňuje prechod ping paketu sieťou. Podľa zadanej cieľovej adresy IP sieť 
dokáže paket doručiť do cieľa. Cieľová stanica ICMP správu Echo Request spracuje. A to tak 
že odošle správu Echo Replay s upravenou hlavičkou pôvodného paketu.    
 
 
Obrázok číslo 22. Zobrazenie príjmu a odoslania Echo správ [19] 
 
7.2 Aplikácia Traceroute 
 
 Je to aplikácia na zisťovanie cesty kadiaľ sa k zadanému cieľu dostanem, čiže cez 
ktoré uzly v sieti prechádza komunikácia. Vďaka získaným informáciám je možné zistiť 
problémové miesta v sieti, ktoré spomaľujú komunikáciu v sieti. Aplikácia pracuje 
s parametrom TTL (Time To Live ). Testovacie pakety sa odošlú z určitou hodnotou TTL 
a každým minutým uzlom sa táto hodnota zníži až kým nedorazí z cieľovému uzlu (pokiaľ má 
nastavenú dostatočne veľkú hodnotu TTL) alebo keď hodnota TTL je rovná nule daný uzol, 
ktorý nie je cieľový odošle ICMP správu time exceeded.  
Niektoré nastaviteľné parametre programu tracert: 
 -h maximum_hops ….. max. počet preskokov (hops) k dosiahnutia cieľa 
 -w timeout ….. zaisťuje predĺženiedoby vypršaniaí čakania na odpoveď z každého 
uzlu (timeout); parametrom je číslo v milisekundách 
 -j host-list ….. smerovánie podľa zoznamov uzlov v ceste (source routing)  
Funkcia Traceroute aplikácie je následná. Cieľ vyšle paket s hodnotou TTL nastavenou na 1. 
Keď ten paket dorazí k smerovaču ten odčíta hodnotu TTL o jedna. Ako náhle po odčítaní 
TTL smerovač zistí, že hodnota  je 0 odošle zdroju ICMP správu,  že datagram nedorazil do 
cieľa z dôvodu jeho vypršania. Spolu s touto správou odošle aj informácie o sebe. Teda meno, 
adresu atď. Ak cieľ dostane túto správu zapíše si hodnoty do tabuľky a vyšle ďalší paket 
s hodnotou TTL 2. Teraz paket skončí u druhého smerovača a ten zasa pošle správu 
o ukončení cesty tohto paketu. Zdrojová stanica takto bude pokračovať kým paket nedorazí 





      
Obrázok číslo 23. Príklad výsledku Traceroute spolu s prejdenou cestou [19]. 
 
7.3 Aplikácia Pathping 
  
Táto aplikácia kombinuje funkcie príkazov ping a tracert. Určitú dobu opakovane 
zasiela všetkým smerovačom medzi zdrojom a cieľom správy s požiadavkou na odozvu a na 
základe vracajúcich paketov od jednotlivých smerovačov získava výsledky. Keďže pathping 
zobrazuje úroveň straty paketov na všetkých uzloch môže určiť kde v sieti vzikajú problémy   
Je nástroj na získavanie parametrov dátových liniek ako sú šírka pásma, oneskorenie a.i. 
Hodnoty sa získavajú pomocou parametrov RTT(Round Trip Time). 
Zásadný rozdiel medzi Pathchar a Traceroute je ten, že Pathchar analyzuje výsledné hodnoty 
aspoň minimálne z dvoch poslaných paketov. Podstatou merania parametrov Pathcharom je 
ten, že Pathchar mení parametre odosielaných paketov. Zmenou jeho veľkosti a hodôt TTL 
môže merať šírku pásma, oneskorenie a oneskorenie front tejto linky.   
 
Výpočet RTT  
Na výpočet RTT je dôležité popísať akou cestou ide paket. Na obrázku je ukázaný princíp 
výpočtu RTT medzi dvomi smerovačmi.   
 
Traceroute to wi3x46.informatik.uni-wuerzburg.de (132.187.106.46), 64 hops max, 40 byte packets 
1   19.10.10.254 (19.10.10.254)   0.248ms   0.254ms   0.254ms
2   19.8.240.1    (19.8.240.1)      0.562ms    0.599ms   0.598ms 
3    19.8.1.1        (19.8.1.1)         0.96ms    0.98ms  1ms















Obrázok číslo 24. Zobrazenie výpočtu RTT [19] 
 
Tu je znázornené akým spôsobom sa vypočíta RTT pre uzol n. Ak  sa paket dostane do uzla 
n-1 vyčká určitý čas q1, ktorý je rovný dobe vyčkávania v odchádzajúcej fronte. Čas 
odosielania je čas, kedy ostane paket na linke. Keď paket dorazí do uzla n zaradí sa do fronty 
q2. Smerovač zistí hodnotu TTL, ktorou je 0, a odošle paket do fronty q3. Potom je odoslaný 
naspäť do uzla n-1. 
 
Vzorec na výpočet RTT je [19]:  
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Túto rovnicu je možné zjednodušiť podľa pravidiel: 
- Predanie paketu je tak malé že ho môžeme pokladať  rovný nule. 
- Čas strávený vo radoch q je tak malý, že ho môžeme pokladať rovný nule.  
- Veľkosť správy je tak malá, že ju môžeme veľkosťou porovnať s veľkosťou paketu 
 
Výsledná rovnica má tvar podľa, ktorej Pathchar meria RTT [19]:  
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Výpočet šírky pásma a oneskorenia sa vypočíta podľa vyššie uvedenej rovnice kde sa mení 




Je konzolový program pracujúci na operačnom systéme Linux schopný vytvárať 
štatistické prehľady, ktoré vie logovať a podporuje všetky dôležité protokoly. Aplikácia sa 
využíva na serverových staniciach kedy je možné monitorovať sieťovú prevádzku na 
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jednotlivých sieťových portoch. Podporuje protokoly: TCP, UDP, ICMP, IGMP, IGP, IGRP, 




Program Wireshark je open-source nástroj na sieťovú analýzu fungujúca ako paketový 
sniffer, ktorý je schopný zachytávať analyzovať zachytené pakety, ktoré sú potom 
zobrazované. 
Je to software rozumejúci štruktúre rôznych protokolov. Vďaka tomu je možné zobraziť 
zapuzdrenie. Wireshark používa na zachytávanie paketov knižnicu pcap . Možnosti programu 
sú [18]: 
 Dáta môžu byť zachytávané priamo z drôtu živej siete. 
 Zachytávanie je možné z niekoľkých typov siete ako je Ethernet, IEEE 802.11, PPP, 
a loopback. 
 Zachytené dáta sú zobrazované v GUI alebo v terminálovej verzii. 
 Zobrazenie je možné upraviť pomocou filtrov 
 Vďaka open-source je možné vytvárať nové pluginy nových protokolov. 
  
Výstupný formát zaznamenanej komunikácie programu je libcap a WinPcap a preto je možné 
vymieňať si záznamy s podobnými aplikáciami využívajúce rovnaký formát (tcpdump, CA 
NetMaster). Taktiež dokáže čítať záznamy iných sieťových analyzátorov napríklad Microsoft 





Obrázok číslo 25.  Hlavné okno programu Wireshark 
 
Hlavné okno programu je rozdelené na tri časti. 
Packet List – horné podokno obsahujúce tabuľku so všetkými zachytenými paketmi 
a aktuálnom zachytenom súbore. V jednotlivých stĺpcoch sú uvedené čísla paketov, relatívne 
časy, ich zachytenia, ich zdroj, cieľ, príslušné protokoly a niektoré všeobecné informácie. 
Packet Details – stredné podokno hierarchicky zobrazuje informácie o jedinom vybranom 
pakete.   
Packet Bytes – dolné podokno ukazuje obsah paketu v jeho nespracovanej podobe. Zobrazuje 
tak paket ako vyzerá pri prenose po sieti. 
 
7.6 Cisco Prime LAN Management Solution (LMS) 
 
Je to silný sieťový nástroj na monitorovanie, konfiguráciu, riešenie problémov 
a administráciu v Cisco sieťach. LMS poskytuje podporu a riešenie v týchto oblastiach: 
 Monitorovanie, zisťovanie problémov a ich riešenie. To zahrňuje včasnú detekciu 
kritických situácií. 
 Riadenie konfigurácie. Podporuje centralizovanú konfiguráciu sieťových prvkov. 
 Komplexné reportovanie. 
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Prostredie LMS je spustiteľné cez webové rozhranie. Pracuje s protokolmi SNMP podporujúc 
všetky verzie. Prijíma Syslog správy z aktívnych zariadení v sieti ale nepodporuje analýzu 
Netflow dát. LMS podporuje pasívne ale aj aktívne monitorovanie siete. Pre správnu funkciu 
musí zariadenie podporované. Zoznam podporovaných zariadení je možné nájsť na stránkach 
www.cisco.com alebo https://supportforums.cisco.com/docs/DOC-14507.  
 Na pasívne meranie parametrov siete sa používajú jednak SNMP správy ale aj Syslog 
správy. Tieto protokoly podporuje nezávisle. Zariadenia musia podporovať odosielanie 
a týchto správ. Obyčajne prvky siete ako sú prepínače a smerovače tieto funkcie implicitne 
nie sú povolené [23,15].  
 Aktívne meranie je možné pomocou modulu IP SLA. Kedy je možné využiť všetky 








7.6.1 Požiadavky pre LMS a základné nastavenia 
 
Parametre servera:  Cisco LMS podporuje tieto operačné systémy[23]: 
 Solaris 
– Solaris 10 (11/06, 08/07, 05/08, 10/08, 05/09, and 10/09 releases) 
 Windows 
– Windows 2003 Standard Edition (Service Pack 2) 
– Windows 2003 Enterprise Edition (Service Pack 2) 
– Windows 2003 Standard Edition R2 (Service Pack 2) 
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– Windows 2003 Enterprise Edition R2 (Service Pack 2) 
– Windows 2008 Server Standard a Enterprise Edition (Service Pack 1,2) 
 
Taktiež podporuje 32 bitovú a aj 64 bitovú verziu.  
Minimálne požiadavky na server sú:  1 CPU s dual core alebo 2 CPU s jedným jadrom,  4 GB RAM a 8 GB 
swapovacieho miesta, 60 GB voľného miesta na HDD, 32 alebo 
64   bitový OS. 
 
 
Pri globálnom nastavení je potrebné aby zariadenia mali nastavené správne vlan (virtuálne 
siete).  Alebo aby bolo zabezpečené smerovanie do správnej vlan, tak aby LMS server a jeho 
port bol priradený k správnej vlan a mal k zariadeniam prístup.  
Na prepínačoch je potrebné nastaviť  pre SNMP: 
Switch(config)# snmp-server community heslo_pre_pristup RO 
Nastavenie pre Read Only 
Switch(config)# snmp-server community heslo_pre_pristup RW 
Nastavenie pre Read Write 
Ďalej povoliť SNMP na zariadeniach. Implicitne táto funkcia je u zariadení vypnutá. 
Switch(config)# snmp-server enable 
Switch(config)# snmp-server host  IP_adresa_servera informs version 2c heslo_pre_pristup 
Príkaz na posielanie SNMP informatívnych správ. 
Switch(config)# snmp-server host  IP_adresa_servera traps version 2c heslo_pre_pristup 
Príkaz na posielanie SNMP trap správ. 
Tieto príkazy boli použité v  sieti, ktorá je zobrazená na obrázku číslo 18. Toto je minimálne 
nastavenie zariadenia, aby mohlo zaznamenávať a posielať informácie.  V tomto prípade bol 
použitý SNMP verzie 2c. LMS však podporuje aj verziu 3, ktorá obsahuje vyšší stupeň 
autentizácie.  
Nastavenie pre Syslog: 
Switch(config)#logging on 
Switch(config)#logging IP_adresa 
Switch(config)#logging trap nastavenie_aké_správy_ sa_budú_zasielať 
Toto je minimálne nastavenie na to aby zariadenie mohlo odosielať syslog správy na server 
[23]. 
 
Dáta sú prístupné cez webové rozhranie. Je potrebné mať nainštalované:  
 Java verziu 1.6.0_19 alebo vyššiu 
 Internet Explorer 7.0 okrem  Windows 7.0 OS 
 Internet Explorer 8.0 
 Adobe flash player 9.0 
 
Nastavenia poverení sa nastavuje v menu ktorého cesta je:  
Admin -  network – device credential settings – default cretential setts 
V tomto menu je potrebné vytvoriť práva pre prístup k zariadeniam. Je tu možnosť nastaviť si 
viacero opravnení . Sú to prístup cez telnet, získavanie informácií cez snmp, prístup cez http, 
atď. Pre túto siet sa zadávali len prístupové poverenia len cez SNMP a to pre verzie do 2c. 
55 
 
Po pridaní overení je potrebné pridať zariadenia.  
Existujú tri možnosti ako pridať zariadenia do databáze LMS. Názov databáze kde sú uložené 
informácie o zariadeniach sa volá DCR (Device Credential Repository). 
 Automatické vyhľadávanie zariadení.  
 Manuálne pridávanie do databázy. Pri manuálnom  zadávaní je potrebné opakovane 
zadávať potreb né poverenia 
 Iportovanie databázy (napríklad zo staršej verzie) 
Vyhľadávanie zariadení podporuje vyhľadávanie na vrstvách L2 a L3 z OSI vrstiev a taktiež 
vyhľadávanie pomocou PING [23,15]. 
7.6.2 IP SLA 
 
Cisco Prime LMS, ktorého  súčasťou je  Cisco IP SLA. Tento nástoj využíva podstatu 
aktívneho monitorovania siete kedy na zariadeniach vytvára požadovaný testovací tok 
a vysiela na daný cieľ. Používa UDP aj TCP toky zo smerovačov a prepínačov v sieti na 
testovanie, oneskorenia, jitteru, a stratovosti, ktoré môžu mať dopad na prenos videa a hlasu. 
Toto sa môže použiť na analýzu sietí. Cisco IP SLA sa môže používať aj ako nástroj na 
riešenie poruchových situácií. Tu sa obstarávajú výkonnostné štatistiky zo zariadení, ktoré sú 
napríklad súčasťou poruchovej linky. Takýmto spôsobom je možné vysledovať úzke hrdlo 
v sieti. IP SLA dokáže merať tieto parametre sietí[22]: 
 Oneskorenie (jednosmerné aj obojsmerné) 
 Jitter (smerový) 
 Stratu paketov (smerový) 
 Sekventizáciu paketov (poradie paketov) 
 Cesta (presná cesta dát ) 
 Pripojenie (smerové)  
  
Na meranie výkonnostných parametrov, zdrojové zariadenie (smerovač) posiela jeden alebo 
viacej paketov k cieľovému zariadeniu.  Cisco IP SLA využíva časové značky (time stamps)  
na výpočet výkonnostných hodnôt ako sú jitter, oneskorenie, strata paketov a MOS kvalitu. 
Cieľové zariadenie, na ktorom beží cisco IOS môže byť nastavené ako responder . Tento 
responder môže byť buď prepínač alebo smerovač alebo iné zariadenie v sieti[22].  
Smerovačom a prepínačom môže trvať aj niekoľko desiatok milisekúnd kým spracuje 
prichádzajúce testovacie pakety. To je spôsobené tvarovaním prevádzky a prioritizáciou 
paketov. V tomto prípade čas, ktorý je nameraný nemusí presne odpovedať skutočným 
hodnotám a to kvôli času, ktorý je navýšený o čas strávený vo fronte zariadenia. IP SLA 
minimalizuje tieto časy oneskorenia u testovacích zariadení a dokáže vypočítať správnu 
hodnotu oneskorenia – priameho alebo aj spätného(RTT). Toto umožňujú časové značky 
(time stamps). Pomocou týchto značiek v hlavičkách paketov Cisco zariadenia dokážu 
vypočítať skutočné časové hodnoty[22]. 
  Ak testovací paket dorazí do respondéra (zariadenia, ktoré je nastavené ako respondér) 





Obrázok číslo 27. Výpočet RTT u respondéra [22] 
 
Na obrázku 19 je znázornené ako sú značené časové značky na výpočet RTT. U cieľového 
zariadenia sa časová značka T2 odčíta od T3. Výsledok je rovný času, ktorý je potrebný na 
spracovanie paketu. Táto suma je odčítaná od celkového RTT času. Tento princíp sa uplatňuje 
taktiež u zdrojového zariadenia. 
 Na väčšie spresnenie merania je vhodné umiestniť zariadenie na synchronizáciu času 
NTP (Network Time Protocol)  v zariadeniach na, ktorých prebieha meranie. To je dôležité na 
meranie jednosmerného merania, kedy absencia synchronizácie vedie k nepresnostiam.  
IP SLA taktiež ponúka aktívne ohlasovanie situácií, ktoré sú pre testovanie nejako dôležité 
pomocou SNMP trapov. Každé meranie môže byť porovnávané oproti nastaveným 
parametrom. A ak sú tieto parametre prekročené Je zaslaná SNMP správa so správou 
o prekročení.   
IP SLA taktiež poskytuje mechanizmus na monitorovanie parametrov pre rôzne triedy 
prevádzky v jednej sieti používajúc IP Precedence alebo DSCP a testovanie integrity QoS. 
Napríklad pri vytváraní testovacej prevádzky je možné simulovať VoIP tok spolu s rôznymi 
kodekmi a testovať chovanie siete a konkrétnej prevádzky a porovnávať v rámci QoS a MOS. 
Tak je možné určiť pripravenosť danej siete na implementáciu danej služby.  
Pri aktívnom testovaní pomocou IP SLA je možné nastaviť kritické hranice, kedy pri ich 
prekročení dochádza k vytvoreniu SNMP strap správy. Týmto spôsobom je možné získať 
okamžité informácie o napríklad prekročení nastavenej hranice pre jitter.  
 
Nastavenia zariadení a vytvorenie testovacieho toku 
1. Vytvorenie respondéra. 
Inventory – Device Admnistration – IP SLA Devices 
V tomto okne sa vyberie zariadenie a potvrdí sa tlačidlom Enable IP SLA Responder 
(responder musí mať povolené SNMP RO a SNMP RW). 
Na monitorovanie sa môže použiť aj koncové zariadenie Adhoc Target (server, VoIP telefón, 
atď). Nepodporuje toľko funkcií ako zariadenie, ktoré pracuje na Cisco IOS operačnom 
systéme, ale je možné testovať celú cestu dátových tokov.   
 
2. Vytvorenie IP SLA operácií. 
Toto slúži na vytvorenie testovacích paketov na meranie parametrov.  
Monitor – Performance Settings – IP SLA – Operations. V tomto menu je možné vybrať si 
predefinované testovacie toky, ale je možné si vytvoriť vlastné toky so špecifickými 
parametrami. Ďalej je možné si stanoviť hraničné hodnoty pre SNMP trapy, naplánovanie 




3. Nastavenie respondéra na testovanom zariadení: 
Switch(config)#ip sla responder tcp-connect  ipaddress ip_adresa port číslo_portu 
Switch(config)#ip sla responder udp-echo ipaddress ip_adresa port číslo_portu 
 
4. V menu Reports > Performance > IP SLA Detailed je možné namerané hodnoty 
vyniesť do prehľadných grafov. 
 
7.6.3 Analýza siete pomocou Cisco Prime LMS  
 
Sieť na, ktorej prebieha monitoring pozostáva z deviatich prepínačov Cisco Catalist 
3560. Topológia siete je zobrazená na obrázku číslo 18.  
 
 
Obrázok číslo 28. Topológia monitorovanej siete 
 
Pripojenie k sieti internet bolo sprístupnené rýchlosťou veľkosti 30Mb/s.  
Meraná sieť pozostáva z 347 klientskych staníc.  
Na meranie parametrov bol vybraný prepínač číslo 1 z dôvodu predpokladanej najväčšej 
záťaži a prevádzky v sieti, ktorú musí spracovať.  
Ku prepínaču nazvanom Core sw sú postupne prepínače pripojené v tomto poradí: 
Cisco sw1 : G0/01 <-> cisco ASA1 
      G0/02 <-> cisco sw1 G0/2 
       G0/03 <-> cisco sw3 G0/1 
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       G0/04 <-> cisco sw2  G0/1  
       G0/05 <-> cisco sw7 G0/1 
       G0/06 <-> cisco sw4 G0/1 
       G0/07 <-> cisco sw5 G0/1 
       G0/08 <-> cisco sw6 G0/1 
       G0/09 <-> cisco sw8 G0/1 
       G0/10 <-> cisco sw9 G0/1 
       G0/11 <-> Domain controller 1 
       G0/12 <-> Domain controller 2 
 
Ďalej ako záloha pre pripojenie k sieti internet bol použitý prepínač s názvom Access sw1. 
Pripojenie k ASA2 bol použitý port G0/1.  
 
Obrázky 29 a 30 zobrazujú tabuľku parametrov portov na prepínačoch ktoré boli pripojené 
k zariadeniam ASA1 a ASA2.  
 
 
Port Port Description Type AdminStatus OperStatus isLink 
Gi0/1 connect BKB SW2 10/100/1000Base up up FALSE 
 
isTrunk Speed Duplex Mode Protocol Enabled Protocol Seen VLAN L2L3 
FALSE 100M half-duplex N/A N/A imc Switched 
 
JumboFrame Trunk Encapsulation TrunkMode isChannel 
N/A N/A N/A FALSE 
 
                   Obrázok číslo 29. Tabuľka  nastavenia portu G0/1 prepínača access sw 1 
 
 
Port Port Description Type AdminStatus OperStatus isLink 
 Gi0/1  Uplink ASA1 10/100/1000Base up up FALSE 
 
isTrunk Speed Duplex Mode Protocol Enabled Protocol Seen VLAN L2L3 
FALSE 100M half-duplex N/A N/A imc Switched 
 
JumboFrame Trunk Encapsulation TrunkMode isChannel 
N/A N/A N/A FALSE 
 
Obrázok číslo 30. Tabuľka nastavenia portu G0/1 prepínača core sw 1. 
 
Ako je vidno tak pri nastavení Duplex mode je port nastavený ako half duplex. To znamená, 
že dáta nemôžu byť súčasne vysielané a aj prijímané. Rýchlosť portu je nastavená na 
100Mb/s. Aj keď port na prepínači umožňuje teoreticky rýchlosť 1Gb/s a taktiež port na ASA 




Obrázok číslo 31. Graf zobrazujúci rýchlosti prenosu na porte Gi0/1 zariadenia Core sw 
 
 









Obrázok číslo 34. Graf zobrazujúci rýchlosti prenosu na porte Gi0/2 zariadenia Core sw 
 
Na obrázku je vidno využitie portu G0/1 na prepínači core sw1. Aj keď tento port je 
primárne nastavený ako hlavné pripojenie k sieti internet tento port je vyťažený minimálne. 
Priemerná prevádzka sa pohybuje na úrovni 75kb/s. Oproti tomu port  G0/2 na Core sw1 je 
vyťažený na 2,5% čo odpovedá rýchlosti 25Mb/s. To znamená že prevádzka, ktorá by mala 
smerovať do G0/1 smeruje do prepínača Access sw1. A ako je vidno cez port tohto prepínača 
smeruje po redundantnej linke do Cisco ASA2.    
Po opätovnom spustení zariadenia ASA1 do prevádzky je z grafov vidno, že opäť prevádzka 
smerujúca do externej siete smeruje cez port Gi0/1 prepínača Core sw.  
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Ďalej je vidno z grafov využitia že stávajúce pripojenie sa blíži svojím hraniciam a preto je 
vhodné do budúcnosti navýšiť pripojenie do siete internet pre plynulú prevádzku tejto siete 
a ostatných sietí, ktoré zdieľajú toto pripojenie k sieti internet.  
 
 
Obrázok číslo 35. Vyťaženie procesorov prepínačov Core sw a Access sw  
 
Obrázok zobrazuje využitie CPU procesorov dvoch prepínačov v priebehu týždňa. Ako je 
vidno tak procesory v prepínačoch sú v priemere využité na 25%. Prepínače postačujú svojou 






















8 Testovanie parametrov WIFI siete pomocou programu iperf 
 
Na testovanie sa použil program iperf. Program simuluje prenos dát TCP a UDP 
protokolmi. Je to klient – server aplikácia umožňujúca pripojenie jedného a viac klientov 
a podporuje paralelné dátové toky z jedného klienta. V nastaveniach je možné meniť veľkosť 
paketov . to umožňuje merať dostupnosť siete pre VoIP hovory, a testovať  optimálne 
nastavenia pre prenos súborov (CSP, FTP, SMB, ...).  Iperf meria celkovú šírku pásma medzi 
klientom a serverom. Meria veľkosť pásma buď jednosmerne a to buď v smere od servera ku 
klientovi, od klienta k serveru alebo obojsmerne.  
 
Nastavenie servera: 
V príkazovom riadku sa prejde do zložky s programom iperf a zadá sa:  
iperf.exe –s  
Spustí sa server na prijímanie TCP toku.  Pri nezadaných parametroch sa spojenie nastaví ako: 
TCP spojenie 
Veľkosť okna 64 KB 
Výstup z príkazovej riadky: 
------------------------------------------------------------ 
Server listening on TCP port 5001 
TCP window size: 64.0 KByte (default) 
------------------------------------------------------------ 
Na klientskej stanici sa do príkazovej riadky napíše: 
Iperf.exe –c  ip_adresa_servera  
 
Výstup z príkazovej riadky: 
------------------------------------------------------------ 
Client connecting  to ip_adresa_servera  TCP port 5001 
TCP window size: 64.0 KByte (default) 
------------------------------------------------------------ 
 



















2500 B 0 - 10 sec 1,25 MB 1,05 Mb/s 3,046 ms 0 892 
2500 B 0 - 10 sec 1,25 MB 1,07 Mb/s 4,047 ms 0 892 



















250 B 0 - 10 sec 850 KB 656 Kb/s 3,611 ms 1759 5342 
250 B 0 - 10 sec 1,23 MB 1,03 Mb/s 2,123 ms 90 5241 




velkost okna interval prenesené dáta 
širka 
pásma 
64 KB 10 sec 2,25 MB 1,68 Mb/s 
64 KB 10 sec 2,88 MB 2,11 Mb/s 




Ako je vidno testovaná sieť je nízkej kvality  kedy šírka pásma sa pohybuje v rozmedzí 1 






















9 Laboratórna úloha  
 
Meranie parametrov siete pomocou Cisco Prime LMS. 
 
Úlohy: 
1. Meranie hodnôt jitter pre VoIP 
2. Meranie hodnôt jitter pre video tok. 
3. Meranie hodnôt určené vyučujúcim 
4. Zobrazenie výsledkov 
 
Obrázok číslo 1. Topológia meranej siete 
Návod 
 
Nastavenie zariadení cez CLI. 
Povolenie SNMP protokolu.  
Switch(config)# snmp-server enable 
Switch(config)# snmp-server community heslo_pre_pristup RO 
Switch(config)# snmp-server community heslo_pre_pristup RW 
Switch(config)# snmp-server host  IP_adresa_servera informs version 2c heslo_pre_pristup 
Switch(config)# snmp-server host  IP_adresa_servera traps version 2c heslo_pre_pristup 
  
Nastavenie synchronizácie času s NTP serverom: 
ntp server 10.4.48.17 
clock timezone PST -8 
clock summer-time PDTrecurring  
service timestamps debug datetime msec localtime 
service timestamps log datetime msec localtime 
 
Nastavenia oprávnení na prístup k SNMP dátam: 
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Admin >  Network > Device Credential Settings > Default Cretential Setts. V tomto 
okne sa vytvoria vlastné poverenia. Zadá sa názov. Pre túto úlohu je potrebné vyplniť len 
SNMP Credentials community string RO a RW. 
 
Pridanie zariadení do DCR: 
Admin - Device – Add/Edit/Manage Devices. V tomto menu sa manuálne pridajú zariadenia. 
Vyplní sa meno, IP adresa a vyberú sa poverenia (credentials), ktoré boli vytvorené. Potom sa 
stlačí pridať zariadenie.  
 
Nastavenie respondéra v Prime LMS:  
V menu Inventory > Device Administration > IP SLA Devices sa vyberú a zaškrtnú 
pridané zariadenia a povolíme ich ako respondér tlačidlom Enable IP SLA Responder. 
 
Vytvorenie toku na meranie jitter pre VoIP.  
V menu Monitor > Performance Settings > IP SLA > Operations sa vyberie požadované 
meranie (Prime LMS obsahuje základné testovacie toky, ale je možné si vytvoriť vlastné 
testovacie toky pre špecifické potreby) Default160ByteVoiceorDefault60ByteVoice. Je 
možné zobraziť si parametre testovaného toku pomocou tlačidla View. Potom stlačíme 
tlačidlo Create. V ďalšom okne vyplníme meno a všetky potrebné parametre. (parametre sa 
spresnia)Podobne sa postupuje aj u ďalších meraní. 
 
Nastavenie kolektorov.  
Po nastavení testovacích tokov je potrebné vytvoriť kolektory a naplánovať testovanie. 
V menu Monitor > Performance Settings > IP SLA > Collectors postupne vyberieme 
zdroj testovaného toku v ľavom menu nazvanom Source devices. V prostrednom Target 
devices vyberieme cieľové zariadenia. (v tomto menu je možné vybrať aj viacej zariadení). 
V poslednom okne sa vyberú vytvorené testovacie toky a stlačí sa Next. V ďalšom okne (2-4) 
sa potvrdia vybrané testy a stlačí sa znova Next. V ďalšom okne (3-4) sa nastaví spôsob 
spustenia a čas do kedy má test bežať a vzorkovaciu periódu. Potvrdíme tlačidlom Finish. Tu 
je možné skontrolovať funkčnosť testovaného toku stlačením tlačidla Monitor. Otvorí sa okno 
a po čase, ktorý sa nastavil ako polling interval (3-4) zobrazia sa namerané hodnoty.  
 
Získanie nameraných hodnôt. 
V menu Reports > Performance > IP SLA Detailed je možné získať nazbierané dáta 
a analyzovať ich. V menu sa vyberú požadované merania. Tie sa zobrazujú v ďalšom okne. 












 Cieľom tejto práce bolo porovnať jednotlivé typy služieb, ktoré sa využívajú 
v dátových sieťach a aké majú nároky na požiadavky siete. Služby je možné rozdeliť na 
služby pre prenos audio a v dnešnej dobe je to hlavne technológia VoIP, prenos videa, a pre 
prenos všeobecných dát. Tu boli popísané nároky a požiadavky pre dátovú sieť. Ďalej boli 
popísané vlastnosti jednotlivých častí dátovej siete a ich vplyv na prenášané dáta.  
 V ďalšej časti práca bola sústredená pasívne a aktívne  merania parametrov dátových 
sietí. Boli popísané vlastnosti jednotlivých metód merania a vymenované jednotlivé protokoly 
vyvinuté na meranie a testovanie sietí. Medzi protokolmi sa najviac využíva protokol SNMP 
z dôvodu jednoduchej implementácie a všeobecnej podpory jednotlivých komponentov 
dátových sietí. Ďalej boli popísané niektoré aplikácie slúžiace na testovanie, monitoring 
dátových sietí od voľne šíriteľných, ako je napríklad Wireshark alebo aplikácie 
implementované do operačných systémov (ping, traceroute) , až po produkty, na ktoré sú 
potrebné licencie. Medzi nich patrí aj produkt spoločnosti Cisco a tým je Cisco Prime Lan 
Management využívajúci protokolu SNMP.  
 Praktická časť obsahovala monitoring podnikovej siete pomocou Cisco Prime Lan 
Management kedy sa pomocou tejto aplikácie zistilo, že stávajúce pripojenie k sieti internet sa 
blíži svojej hranici a pri monitoringu bolo zistené, že prevádzka do a zo siete internet 
prebiehala po záložnej linke. Druhá časť praktickej časti obsahuje laboratórnu prácu kde sa 
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