In dimension one it is proved that the solution to a total variation-regularized least-squares problem is always a function which is "constant almost everywhere", provided that the data are in a certain sense outside the range of the operator to be inverted. A similar, but weaker result is derived in dimension two.
Introduction
Since the work by Rudin, Osher and Fatemi [15] published in 1992, regularization by total variation functionals has received considerable attention in image and signal processing. See the articles of Chambolle and Lions [3] , Acar and Vogel [1] , Dobson and Santosa [6] , Vogel and Oman [17] , Chavent and Kunisch [4] , Ito and Kunisch [11] , Dobson and Scherzer [5] , Nashed and Scherzer [13] and the references cited therein.
In this paper, we consider the least-squares problem We first consider a one-dimensional problem of type (1.1). Here K is an integral operator of the first kind,
The plot on the left hand side in Figure 1 shows exact data z 0 together with noise-corrupted data z. The solution to (1.1) and the exact solution u 0 with Ku 0 = z 0 are plotted on the right hand side as solid and dashed lines respectively. It is apparent, that the solution u to (1.1) is constant over large subintervals and that there are jump discontinuities at a number of points. Similar effects can be observed in dimension two. . In this case, the solution is the union of disjoint patches where on each patch the gradient of the solution is pointing parallel to one of the coordinate axes. In this paper, we give some theoretical explanations for this behavior. In dimension one, we can characterize the structure of the solution in presence of data noise quite thoroughly. In this situation, we prove that the derivative of the solution is zero almost everywhere. In dimension two, we do not obtain such a strong result but we can derive some structural properties of solutions which correspond to the above mentioned observation. Specifically, if we use the most simple (anisotropic) definition of the norm on BV (Ω), we can prove that generically the gradient of the solution is parallel to one of the coordinate directions. In both one-and two-dimensional situations, we focus our attention on two important special cases: the problem of denoising noise-corrupted data and, the problem of deblurring data which are blurred by some smoothing filter. We also mention that similar results were derived recently by M. Nikolova [14] for finite dimensional approximations of the functional (1.1) using quite different methods.
In Section 2 we introduce the spaces BV (Ω) and M n (Ω) and we recall some structural properties of functions of bounded variation and of Radon measures. Here we use mainly the Lebesgue decomposition of a measure into its absolutely continuous and singular parts. In Section 3, we formulate the variational problem and its functional analytic setting, we prove existence of a solution, and we derive an optimality system for (1.1). In Sections 4 and 5 we study structural properties of solutions to (1.1) in dimensions one and two respectively. 
The spaces BV (Ω) and M n (Ω)
Let Ω be a bounded, open, simply connected domain in R n with n ≥ 1. We consider the space
where ∂ ∂xi denotes the distributional derivative with respect to x i and M(Ω) is the vector space of all Radon measures on Ω, i.e., the dual of C 0 (Ω) (see Th. 6.19, p. 130 in [16] ). BV (Ω) is a Banach space if we define the norm on BV (Ω) by
where ∂f ∂xi (Ω) denotes the total variation of the measure ∂f ∂xi . We shall write (2.2) in the short form
The term |∇f |(Ω) can alternatively be written as 
Thus, the Sobolev space
is not dense in BV (Ω) in the norm topology, we can approximate functions in BV (Ω) even by C ∞ -functions if we use a slightly weaker topology (see [8] : p. 172 ff).
We have the following properties.
There exists a constant 6) where the constant functionũ is defined byũ
For proofs of the above described properties we refer to [4, 10, 18] .
We consider the space
where |µ i |(Ω) denotes the total variation of the measure µ i and
Remark 3. We can equivalently define the norm on M n (Ω) by
For u ∈ BV (Ω) we have ∇u ∈ M n (Ω) and definition (2.8) coincides with (2.4).
Let µ ∈ M(Ω).
Then, by Lebesgue's decomposition theorem (see Th. 6.10, p. 121 in [16] ) it is possible to write µ in a unique way as
with µ a being absolutely continuous with respect to the Lebesgue measure, and µ s being concentrated on a set of Lebesgue measure 0. For µ ∈ M n (Ω), we have the Lebesgue decomposition
S i which is also of Lebesgue measure 0. Thus µ s is a vector-valued singular measure. Moreover, µ s and µ a provide the unique decomposition of µ with this property.
Lemma 1. We have
where µ = µ a + µ s is the Lebesgue decomposition of µ ∈ M n (Ω) into its absolutely continuous and singular parts, as given in (2.10).
Proof. We first prove the result for dimension n = 1. Obviously we have |µ|(Ω) ≤ |µ a |(Ω) + |µ s |(Ω) by the triangle inequality on M(Ω).
To prove the converse inequality, suppose we are given two partitions
of Ω, i.e. two countable collections of measurable sets with
Since µ a and µ s are mutually singular, there exist two measurable sets A and B with A ∩ B = ∅ and
is a partition of Ω. If we take the supremum over all partitions
The result for dimension n > 1 follows immediately from the definition of |µ|(Ω) and from the one-dimensional case.
Remark 4. We can isometrically identify absolutely continuous measures with L
1 -functions. Hence we can write (2.9) in the form µ = f + µ s with some f ∈ L 1 (Ω). This yields the following decomposition of
where P = {µ s ∈ M(Ω) : µ s is singular with respect to the Lebesgue measure on Ω}. The decomposition for the vector-valued case reads as
We consider the operator
Obviously, ∇ is a bounded linear operator on BV (Ω). We define the dual operator:
(2.14)
Here and for the rest of the paper " * " denotes the dual for both operators and spaces.
Problem formulation, solvability and optimality systems
Let Ω ⊂ R n be as in Section 2, p ∈ [1,
We consider the following unconstrained optimization problem
with given z ∈ Y . With p < n n−1 , and Ω bounded, we have BV (Ω) continuously embedded in L p (Ω) due to Proposition 1.3. Hence, the minimization over BV (Ω) in (P) is well defined.
Solvability of problem (P) has been considered in a slightly less general framework in [3] . We present the following solvability result for (P).
Proposition 2. Suppose K and Y are given as above with ker K containing no constant, non-zero function. Then, for every z ∈ Y there exists a solution u ∈ BV (Ω) to problem (P). If K is injective and the norm on Y is strictly convex then the solution is unique.
Proof. Suppose {u j } ∞ j=1 is a minimizing sequence for problem (P). We prove that {u j } is bounded in BV (Ω). From the Sobolev Inequality (2.6) we conclude that
is also bounded. Suppose otherwise that we haveũ j = r j χ Ω with
we find that {Ku j } must be unbounded in Y , contradicting the assumption that {Ku j } is a minimizing sequence for(P). Therefore,
Using Proposition 1.2, there exists a subsequence, again denoted by {u j }, satisfying u j → u in L p (Ω) with u ∈ BV (Ω). From the continuity of K and Proposition 1.1 we conclude
which proves that u is a solution to (P).
To prove uniqueness of the minimizer, it is sufficient to show that the cost functional in (P) is strictly convex. This, however, is an immediate consequence of the injectivity of K and the strict convexity of · We shall now give a characterization of the solution u to Problem (P) by an appropriate optimality system. In this context we shall use the following notations. Let (∇u) a = {( 
Proof. The proof proceeds in two steps. We first derive optimality conditions using techniques from convex analysis. In the second step we consider the absolute continuous and the singular parts of ∇u separately and we show that the Lagrange multiplier λ found in the first step can be replaced by a smoother functionλ. We consider the cost functional
with F 1 (u) = . Therefore, using the arguments in Prop. 12, p. 119 of [7] , we find that 
for all µ ∈ M n (Ω). Here and in the following we denote the duality pairing of a space X and its dual X * by angle-brackets ·, · X,X * . The necessary optimality condition (3.1) therefore reads as: u ∈ BV (Ω) is a solution to (P) if and only if there exists λ ∈ M * n (Ω) satisfying (3.3) such that
We now reformulate the optimality system (3.3) and (3.4), to get a more convenient characterization of the solution u from which we can derive structural properties of u. We first consider (3.3). Setting µ = 0 and µ = 2∇u in (3.3) we obtain
Inserting this back into (3.3) we obtain
for all µ ∈ M n (Ω). We claim that equality holds in (3.5) not only for µ = ∇u, but also for µ = (∇u) a and µ = (∇u) s . Suppose otherwise that strict inequality holds in at least one relation. Then using Lemma 1 we have:
Thus, we cannot have a strict inequality in either case. We obtain:
We now show that we can replace the multiplier λ ∈ M n (Ω) * by a smoother functionλ. Here we closely follow Th. 2.4 of [4] . We consider the restriction of the functional µ → λ,
and, by (3.6) and (3.5):
(Recall that we use the anisotropic norm (2.2) on BV (Ω).) From (3.11) we conclude that |λ i (x)| ≤ 1 almost everywhere on Ω. Consequently (3.10) implies that
We now come back to the optimality condition (3.4). Since the right hand side of (
We shall now calculate the distributional divergence divλ ofλ and we shall show that it coincides with Div λ. Let D(Ω) denote the space of all infinitely differentiable function with compact support in Ω and let D (Ω) denote its dual. Let D n (Ω) and D n (Ω) denote the corresponding spaces for functions with values in
The last equality holds because Div λ ∈ L q (Ω). Since ϕ was arbitrary in D(Ω) and since
Inserting this into (3.4) completes the proof.
4.
The one-dimensional case
, and suppose that the assumptions of Propositions 2 and 3 hold. Suppose moreover that the data z ∈ Y are given such that, for every measurable set E ⊂ (a, b) with meas(E) > 0, the equation
does not have a solution u ∈ BV (a, b). Let u denote the solution to (P). Then we have
Hence, u = (u ) s ∈ P, and u = 0 almost everywhere on (a, b).
Proof. We use the optimality condition (O 1 ). In the one-dimensional case, we haveλ ∈ W 1,q (a, b) and
Suppose that the absolutely continuous part (u ) a in the Lebesgue decomposition u = (u ) a + (u ) s of u does not vanish. Let us assume without loss of generality that (u ) a > 0 on some measurable set E with meas(E) > 0. Then, by (O 2 ) we haveλ(x) = 1 on E and henceλ (x) = 0 almost everywhere on E (see Lem. 7.7, p. 145 in [9] ). If we insert this into (4.2), we see that u solves (4.1) on some set of positive Lebesgue measure in contradiction to our assumption. Hence (u ) a = 0 and thus u = (u ) s ∈ P.
Remark 5. Theorem 1 states that under certain conditions on the data z, the measure u is concentrated on a subset of (a, b) which is of Lebesgue measure 0. In this sense, we can say that u = 0 almost everywhere on (a, b), and thus "u is constant almost everywhere".
Remark 6.
It is a common situation for inverse problems that the data z are given by some noisy measurement of "ideal" data z 0 ∈ K (BV (a, b) ). Typically K (BV (a, b) ) is dense in Y but does not coincide with Y and the perturbed data z are outside this range. Therefore the optimization problem
does not have a solution, and consequently the optimality condition
does not have a solution u ∈ BV (a, b). Condition (4.1) can therefore be seen as a generalization of z ∈ K(BV (a, b)).
We now investigate more closely two special situations which are important in practical applications. In the first case K = id, which corresponds to the problem of noise removal from a noise-corrupted signal. In the second case K is some smoothing integral operator, which corresponds to the problem of deblurring a blurred signal. BV (a, b) . This is the condition formulated in the Proposition.
Proposition 4 (Denoising
In the deblurring case, we find that u is a singular measure, under even weaker assumptions on the data z.
Proposition 5 (Deblurring
with k analytic, and k(x) = k(−x). Suppose also that K is injective. Assume moreover that
Let u denote the solution to (P). Then we have (u ) a = 0 and hence u = (u ) s ∈ P.
Proof. Under the above assumptions it is easy to see that K is selfadjoint on L 2 (a, b), and as in Proposition 4 J = id. Condition (4.1) then reads as: for any E ⊂ (a, b) of positive measure, the problem
does not have a solution u ∈ BV (a, b). Suppose this condition was not satisfied, i.e., there exists u ∈ BV (a, b) such that K(Ku − z) = 0 on E for some set E of positive measure. Since k is analytic, we find that K(Ku − z) is an analytic function which is 0 on some set of positive measure. This, however, means K(Ku − z) ≡ 0 on (a, b), and by the injectivity of K we obtain Ku − z ≡ 0 on (a, b), i.e., z ∈ K (BV (a, b) ) in contradiction to our assumption.
The two-dimensional case
In dimension one, an important point in the proof of Theorem 1 is the fact that we haveλ ∈ L q , hencê λ ∈ W 1,q , and we can use Lemma 7.7 in [9] to conclude that the distributional derivative ofλ is zero almost everywhere on the set whereλ is constant. In dimension two or higher, we only have divλ ∈ L q (Ω) by (O 1 ), which is weaker thanλ ∈ W 1,q 2 (Ω). We therefore cannot use the same argument, and a closer inspection shows that the reasoning in [9] cannot easily be adapted to the present situation. In the two-dimensional situation we therefore get only a weaker result, claiming that the gradient ∇u of the solution cannot have two non-zero components on any open subset of Ω. This corresponds to the observation in the introductory section that, at each point, the gradient of the solution is parallel to one of the coordinate directions. 
Remark 7.
The following conjecture is the analogue to Lemma 7.7 in [9] for vectorfields with divergence in L q (Ω). If the conjecture holds we are able to prove a stronger result.
(Ω), with div λ ∈ L q (Ω) for some 1 < q < ∞. Suppose that λ is constant on some measurable set E ⊂ Ω. Then div λ = 0 almost everywhere on E.
We consider again the solution u to problem (P). If we suppose that the data z ∈ Y are given such that, for every measurable set E ⊂ Ω with meas(E) > 0, the equation which is only true for the anisotropic norm on BV (Ω) chosen in (2.4). For any other choice of the norm, this structural result does not hold in the above form. This is different from the situation in dimension one, where we have a unique vector norm.
As in dimension one, we consider the denoising and deblurring problem in more detail. The proofs are completely analogous to the proofs of Propositions 4 and 5 and are therefore omitted. 
Remark 9.
It is obvious how the two-dimensional results can be generalized to n > 2 dimensions. As for n = 2 we cannot have that all components of the gradient are not zero on any open subset of Ω.
