Abstract: This study considers the distributed fault-tolerant consensus problem for uncertain multi-agent systems using adaptive protocol. A more general time-varying actuator fault model is given, which includes loss of effectiveness, stuck, bias and outage fault. A new distributed adaptive control scheme is developed to compensate the effect of fault, multiple delayed state perturbations, mismatched parameter uncertainties and external disturbances on leader-follower multiagent systems. Based on the local state information of neighbouring agents, the adaptive updating protocol gains are adjusted online, which remove the assumption that the upper bounds of unknown uncertainty, delayed state perturbation and external disturbances should be known. Moreover, the consensus errors of leader-follower systems can asymptotically converge to zero. Finally, a simulation example is given to show the effectiveness of the theoretical analysis.
Introduction
Distributed consensus of multi-agents systems has been an active research field over the last few decades due to its broad applications in cooperative unmanned air vehicles, satellite formation flying, scheduling of automated highway systems and air traffic control [1] . Therefore, many profound results have been established to deal with consensus problem of multi-agent systems (MASs) [2] [3] [4] [5] . Generally, the existing consensus algorithms can be roughly categorised into leaderless consensus and leader-following consensus.
In some practical applications, there might exist an active leader in the agent networks. Thus, various types of effective approaches have been developed to deal with consensus problem in the leader-follower framework [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] . Since in some practical circumstances the agents dynamics may be subject to uncertainties or external disturbances, the assumption that the considered model precisely represents the actual system and is exactly known in [12] [13] [14] is restrictive to some extent. In [15] , a new model reference cooperative tracking controller is proposed based on neuro-adaptive method for uncertain MASs with matching uncertainties. Furthermore, by introducing non-linear function relied on relative local state information, a novel distributed adaptive protocol has been investigated for uncertain MASs with heterogeneous matching uncertainties in [16] . Unlike that the matched uncertainty in the input channel, it is more challenging to design distributed protocol to deal with mismatched uncertainty for MASs.
In addition, actuators play a crucial role in control systems if it undergoes certain failures, which can cause unsatisfactory performances or even system instability leading to catastrophic accidents. Therefore, many scholars have researched actuator failure/fault accommodation to increase demands for safety and reliability of linear or non-linear systems in [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] . Since the agents of multi-agent systems are connected with a communication network, the fault effect of any faulty agent may spread over the whole system. Moreover, different agents may have faults at different levels, which may cause additional difficulties to recover. For fault-tolerant control problem of MASs, only the neighbourhood information in communication network can be used to design consensus protocol, so the above-mentioned centralised fault-tolerant control (FTC) approaches are not applicable anymore. Generally, faults can be classified into additive faults and multiplicative faults. For additive faults, the cooperative fault-tolerant fuzzy tracking control problem and fault-tolerant output synchronisation control for a class of non-linear MASs are investigated in [28, 29] , respectively. More recently, for a kind of multiplicative fault (i.e. time-invariant loss of effectiveness fault), Zuo et al. [30] and Chen et al. [31] have studied the adaptive fault-tolerant consensus tracking problem of MASs using different methods. For more general fault model including both addictive fault and multiplicative fault, the adaptive fault-tolerant consensus tracking problem of linear multi-agent systems has been discussed in [32] , where the multiplicative factor of fault is assumed to be time invariant.
In this paper, we investigate the distributed adaptive fault-tolerant consensus tracking control problem for MASs with mismatched uncertainties, multiple delayed state perturbations, external disturbances and actuator faults simultaneously. The communication graph of network is undirected and connected. The main contributions of the this work are as follows: (i) A more general actuator fault model is considered, which includes time-varying additive and time-varying multiplicative factors. It can describe loss of effectiveness, stuck, bias and outage fault. In the previous literature, no fault-tolerant protocols have been designed for MASs with the general time-varying actuator fault. (ii) A novel active distributed fault-tolerant control scheme is proposed without fault diagnosis mechanism. Based on the relative agents information, a set of distributed adaptive laws are designed to construct the fault-tolerant protocol to compensate the effects of actuator faults, delayed state perturbations, disturbance and uncertainties automatically, whose upper bounds are unknown. (iii) The tracking error between leader and follower can converge asymptotically to zero, while the corresponding results in [28, 29] are cooperative, uniform, ultimate bounded. Moreover, in this paper the upper bound of the leader input is not required to be known.
The rest of this paper is organised as follows. Some preliminaries and the problem statements are described in Section 2. Then in Section 3, the distributed adaptive fault-tolerant protocol design is presented. Some simulation results are given to verify the effectiveness of the theoretical results in Section 4. Section 5 concludes this paper.
Notation: R n denotes the n-dimensional Euclidean space, let R n×n be the set of n × n real matrices and · represents Euclidean norm of vectors or matrices. X T means the transposition of real matrix X . I represents the identity matrix of dimension n. diag(A 1 , . . . , A n ) represents a block-diagonal matrix with matrices A i , i = 1, . . . , n, on its diagonal. The matrix P > 0 (respectively P ≥ 0) means that P is symmetric positive definite (respectively symmetric positive semi-definite). A ⊗ B denotes the Kronecker product of matrices A and B.
2
Preliminaries and problem statement 
Preliminaries
The set of neighbours of node v i is denoted by
where g i > 0 if and only if the node ϑ i has access to the leader information. Otherwise
Lemma 1 [15] : Suppose the network G is undirected and connected, and at least one agent has access to the state of the leader node. Then L + G is positive definite.
Problem statement
Consider a class of multi-agent systems that consist of N + 1 agents. The dynamics of the leader can be described bẏ
where x 0 (t) ∈ R n represents state variable of leader. r 0 (t) ∈ R n is the leader's control input, satisfying |r 0 (t) ≤r 0 , wherer 0 is a unknown positive constant. The dynamics of the ith follower is given bẏ
where 
Remark 1:
It is noted that in this paper, mismatched uncertainty, multiple delayed state perturbations and disturbances are simultaneously considered in the follower nodes. While the results in [12] [13] [14] [15] [16] , matched parameter uncertainty or no parameter uncertainty have been dealt within the follower dynamics.
Here, we consider actuator faults are time varying, which include loss of effectiveness, bias, outage and stuck in the follower nodes. For node i (i ∈ {1, 2, . . . , N }), let u i,j (t) represent the input signal of the ith follower's jth actuator and u hF i,j (t) represent the output signal from the jth actuator of the ith follower that has failed in the hth faulty mode. A general actuator fault model is described as follows
where the index h denotes the hth faulty mode and q is the number of total faulty modes. ρ h i,j (t) are the unknown time-varying actuator efficiency factors, α h i,j = 0 or 1. u si,j (t) is the unparameterisable bounded time-varying stuck fault in the ith actuator. Following the practical case, we have 0 (3) implies the following five cases:
Since the dynamics of every agents are identical, ρ h i,j
and ρ h i,j are same. Hence, define the two sets ρ h and α h as follows
Similar to [32] , for all possible faulty modes q, the uniform actuator fault model is formulated by
where
T , then the dynamics of system (2) with actuator faults (5) is written by the following forṁ
Remark 2: Recently, there are few papers considering actuator faults for multi-agent systems [28] [29] [30] [31] [32] . However, most of them only considered constant fault [30, 31] and the corresponding results cannot easily extend to time-varying faults. The cooperative fault-tolerant fuzzy tracking control and fault-tolerant output synchronisation problems have been studied in [28, 29] , for a kind of additive actuator fault, i.e. time-varying bias fault, respectively. Recently in [32] , a new consensus protocol has been proposed for linear multi-agent system for time-varying stuck fault, but the considered multiplicative fault factor is constant. In this paper, the more general time-varying fault model (5) is given, which includes both time-varying additive fault and time-varying multiplicative fault. It may result in a wide field of practical applications and bring more challenge to consensus control.
To achieve the fault-tolerant control objective, we introduce the following standard assumptions.
Assumption 1:
The unparameterisable stuck-actuator fault and external disturbance are piecewise continuous bounded functions, that is, there exist unknown positive constantsω i andū s such that
Assumption 3: In the presence of up to any m − s (1 ≤ s ≤ m − 1) actuators undergo stuck or outage fault, the remaining actuators can still be used to implement control signals to achieve a desired control objective.
Remark 3: Assumptions 1 and 2 are necessary in the robust fault-tolerant control literature to completely compensating the stuck-actuator faults and disturbances, which has been studied in [24] [25] [26] 32] . Assumption 3 is a basic assumption to ensure the controllability of the plant and the existence of a nominal solution for the actuator failure compensation problem [22] [23] [24] [25] [26] .
Distributed adaptive fault-tolerant protocol design
In this section, a novel distributed adaptive fault-tolerant protocol will be designed based on local state information of neighbouring agents. The tracking error between leader and followers asymptotically converge to zero, i.e. lim t→∞ x i (t) − x 0 (t) = 0 for all i = 1, . . . , N even if actuator faults, mismatched parameter uncertainty, delayed state perturbations and disturbances exist simultaneously.
For each follower, we design the following protocol
represents the state error with neighbourhood agent for ith node.d i (t) is the adaptive gain associated with the ith agent. The fixed feedback gain matrix K 1 = −B T P can be obtained by solving the following inequality with P is a symmetric positive-definite matrix
where ε is a positive constant and k is the number of multiple delayed state perturbations. The time-varying auxiliary control function K i2 (t) will be designed later. Consequently, applying (7), the overall closed-loop system can be written aṡ
where θ * 0 , θ * m and l are the unknown upper bounds of (t), D m (t) and the leader's state x 0 (t), respectively. Based on Assumption 1 and r 0 (t) is bounded, there exists unknown positive constant k i3 satisfying
Denote η as a positive constant satisfying η > ε/λ min , where ε is given in (8) and λ min is the smallest non-zero eigenvalue of L + G. The auxiliary control functions K i2 (t) can be designed as follows (12) wherek ij are the estimation values of unknown parameters of k ij , j = 2, . . . , 6. σ i (t) ∈ R is a positive uniform continuous and bounded function such that lim t→∞
and ν i2 (t) are switching signal functions, and satisfy the following equation
where ξ i = H T Pe i 2 − B T Pe i 2 is the error estimate between mismatched parameter matrix H and input matrix B. ε 1 , ε 2 and τ are arbitrarily small positive constants. ς i,j , j = 1, 2, satisfy
Here,k ij (t) are the estimations of k ij , j = 2, . . . , 6.k ij (t) and the coupling consensus protocol gaind i (t) are updated according to the following adaptive lawṡ
where ψ i , γ ji , j = 2, . . . , 6, are the arbitrary constants, andd i (t 0 ), k i,j (t 0 ), j = 2, . . . , 6, are the bounded constants.
. . , N , which represents the state tracking error between ith follower and leader. The global tracking error system can be described by (see (15) )
Then, the main result of this paper is given in the following theorem.
Theorem 1:
Suppose that Assumptions 1-3 hold, and the distributed adaptive fault-tolerant controller is designed as (7) with adaptive laws (14) . Then, the adaptive parameters δ(t), d i (t) andk ij (t) (j = 2, . . . , 6) are uniformly bounded. Moreover, the consensus tracking error δ i (t) = x i (t) − x 0 (t) (i = 1, 2, . . . , N ) of the system (15) converges asymptotically to zero.
Proof:
Choose the following Lyapunov-Krasovskii function candidate as (see (16)) It is obvious that V (t) is positive definite. Then the time derivative of V (t) along (15) is (see (17) ) Similar to Lemma 1 in [26] , it is easy to prove that for the diagonal matrix ρ i (t), there exists a positive constant μ i satisfying the following inequality:
Furthermore, from the (17) and (18), it follows that (see (19) )
Then, it is easy to get that (see (22)) According to Lemma 1, L + G is a positive-definite matrix. Thus, there exists an orthogonal matrix
Combining the distributed adaptive control law (14) and letting ξ = (U ⊗ I n )δ, since η > ε λ min the following inequality can be obtained (see (23)) From (8) with K 1 = −B T P and βλ min ≥ 1 2 , it follows that
where λ min and λ(Q) are the minimum eigenvalues of the matrices of L + G and Q, and
Integrating from t 0 to t on both sides of (24), we can obtain that j = 2, . . . , 6 ) are uniformly bounded. Furthermore, (25) 
Since {δ(t),k ij (t),d i (t)} are uniform bounded, it follows thatδ(t) is uniformly bounded, which implies that δ(t) are uniformly continuous. Thus, λ min λ(Q) δ(t) 2 is also uniform continuous. Applying the Barbala's Lemma yields that
Remark 4: Unlike [32] , the coupling consensus protocol gain c, which is dependent on all the eigenvalues of Laplacian matrix of the communication graph, should be used to design fault-tolerant control for constant fault. While for time-varying fault, motivated by Li et al. [16] , in this paper the coupling gaind i (t) is updated online by (14) . However due to the existence of time -varying norm bounded uncertainties A and R m (t), the gain η should be chosen to satisfy η > ε/λ min . We can adjust ε sufficiently small to satisfy (8) , and choose η sufficiently large to make η > ε/λ min hold.
If mismatched disturbance is considered in the dynamics of the ith followers, that iṡ
is the mismatched exogenous disturbance and z i (t) ∈ R p is the regulated output. The other parameters are the same with those in (2) . Then, the following corollary can be obtained directly from Theorem 1.
Corollary 1:
Consider the leader system (1) and the follower system (6), if Assumptions 1-3 hold and the distributed adaptive fault-tolerant controller is designed as (7) with adaptive laws (14) and K 1 = −B T Q −1 by solving the following linear matrix inequality (LMI) ⎡
where γ > 0 is a given constant. Then, the adaptive parameters δ(t),d i (t) andk ij (t) (j = 2, . . . , 6) are uniformly bounded.
Moreover, the corresponding tracking error system is asymptotically stable with a given adaptive H ∞ performance index γ [21] , that is 1, 2, . . . , N ) converges asymptotically to zero.
Proof:
The proof procedure is similar to that of Theorem 1, so we omit it here.
Simulation example
In this section, a network of five aircrafts with communication topology shown in Fig. 1 is considered. Each agent is assumed to be a linearised reduced-order aircraft model from [33] . Here the state variables are side-slip angle, roll rate and yaw rate. The inputs are differential tail deflection, aileron deflection, rudder deflection, roll thrust vector deflection and yaw thrust vector deflection. When angle of attack is equal to 29.73 • , Mach=0.2, altitude=10,000 ft, the dynamics of the ith (i = 1, . . . , 4) aircraft can be written in the form of (1) and (2) 
where n (1) 
The parameters of the controller are given as follows:
Without loss of generality, we consider Agents 1 and 3 have actuator fault at t = 20 and 40 s, respectively. The faulty actuators are described as follows (see equation at the bottom of the page)
Figs. 2-4 are the corresponding state trajectories and tracking error of Agent i, respectively. It can been seen that the proposed distributed adaptive faulty-tolerant controller can ensure the tracking errors asymptotically converging to zero in the case that both the efficiency fault factor and the stuck value are time varying. The updating parameters of controller parametersk i,j (t) andd i (t), i = 1, . . . , 4, j = 1, . . . , 6, are shown in Fig. 5 . It can be shown that all parameters are convergent and all signals are uniformly bounded.
Furthermore, compared with the distrusted protocol in [16] without considering time-varying actuator fault, Fig. 6 shows that the a b tracking error curves cannot converge to zero. On the other hand from Fig. 7 , it can be seen that the tracking errors using the method in [32] also cannot asymptotically converge to zero since both multiple delayed state perturbations and time-varying fault efficiency factors cannot be dealt with in that paper. These figures illustrates that the distributed adaptive faultytolerant consensus tracking controller in this paper is effective even if time-varying actuator fault, mismatched uncertainty, multiple delayed state perturbations and disturbances exist simultaneously.
Conclusion
This paper has addressed the distributed adaptive consensus protocol for multi-agent systems with time-varying actuator fault and uncertainty. The considered actuator fault models are more general, which can describes loss of effectiveness, stuck, bias and outage. Without fault diagnosis mechanism, a novel fault-tolerant tracking controller can be implemented based on direct adaptive method. It has been shown that the global consensus errors are ultimately bounded and asymptotically converging to zero even if multiple delayed state perturbations, mismatched parameter uncertainties, external disturbances, and actuator faults exist. In the future, an interesting topic is to investigate fault-tolerant consensus problem for multi-agents systems with general directed and switching communication graphs. In addition, this method is to extend to a more general case where multiple leaders exist and only the output information is available.
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