[1] Magnetospheric ultra-low-frequency (ULF) waves (f = 1 mHz to 1 Hz) exhibit highly time-dependent characteristics due to the dynamic properties of these waves and, for observations in space, the spacecraft motion. These time-dependent features may not be properly resolved by conventional Fourier techniques. In this study we examine how the Wigner-Ville distribution (WVD) can be used to analyze ULF waves. We find that this approach has unique advantages over the conventional Fourier spectrograms and wavelet scalograms. In particular, for Pc1 wave packets, field line/cavity mode resonances in the Pc 3-4 band, and Pi2 pulsations, the start and end times of each wave packet can be well identified and the frequency better defined. In addition, we demonstrate that the Wigner-Ville distribution can be used to calculate the polarization of wave signals in triaxial magnetic field data in a way analogous to Fourier analysis. Motivated by the large amount of ULF wave observations, we have also developed a WVD-based algorithm to identify ULF waves as a way to facilitate the rapid processing of the data collected by satellite missions and the vast network of ground magnetometers.
Introduction
[2] The ultra-low-frequency (ULF) waves (f = 1 mHz to 1 Hz) in the magnetosphere are intimately related to many magnetospheric processes, ranging from the interaction of particles, the normal-mode resonances of magnetospheric field lines, to the onset of substorms [see, e.g., . One of the fundamental characteristics of the ULF waves, as clearly indicated by the classification into the subgroups of continuous pulsations (Pc) and irregular pulsations (Pi) [Jacobs et al., 1964] , is that the wave frequency and phase can be quite changeable, creating complications and challenges in wave analysis. For satellite observations the motion of the spacecraft can also introduce an artificial phase drift that produces frequency shifts.
[3] Fourier analysis has been the dominant spectral technique in ULF research, as its formulation closely matches those used in wave physics. A few other techniques have also been used in ULF analysis. For example, complex demodulation was occasionally used due to its power in distinguishing time-dependent changes in wave phase [Beamish et al., 1979] . Since the 1990s, as the wavelet technique became popular, there has gradually been more use of wavelet in ULF research [e.g., Rees et al., 2003] . A pertinent question then is, Are the existing techniques sufficient for a thorough investigation of ULF waves or can any other techniques not presently in our arsenal provide advantages in analyzing ULF waves? [4] In this study we demonstrate that the use of the Wigner-Ville distribution (WVD) in time-frequency analysis can better characterize the time-frequency properties of some types of ULF waves than Fourier spectrograms and wavelet scalograms. In addition, the WVD can be used to calculate the polarization of wave signals in triaxial magnetic field data in a way analogous to Fourier analysis. Also motivated by the formidable task of investigating the enormous amount of ULF wave events collected by satellites, we have developed an algorithm based on the WVD together with statistical tests to automatically identify ULF waves. This procedure can significantly facilitate statistical studies of ULF waves as many future multisatellite missions will dramatically increase the amount of data that can be analyzed.
[5] In the following we start with a brief description of the WVD and its use in time-frequency analysis, followed by the examples of several often-studied classes of ULF waves, including Pc 1 wave packets, Pi 2 pulsations, and the field line/cavity mode resonances in the Pc 3 -4 band. Section 4 lays out the procedure of the automatic identification of wave events based on WVD, and section 5 describes how to use WVD in polarization analysis. Dis-cussed at the end are some considerations of the choice of time-frequency methods.
Wigner-Ville Distribution
[6] The Wigner-Ville distribution W s of a time series signal s(t) is defined as
[7] This distribution was first introduced by Eugene Wigner in his calculation of the quantum corrections of classical statistical mechanics [Wigner, 1932] . It was independently derived again by J. Ville in 1948 as a quadratic representation of the local time-frequency energy of a signal. The time series function s(t) in equation (1) can be either real or complex. The only type of complex signal considered in this paper is the analytic signal, which is defined as (s(t) + iH[s(t)]) where H denotes the Hilbert transform [e.g., Cohen, 1994] . The analytic signal has the same spectrum (or, to be precise, the spectrum multiplied by two) as that of the original real signal at positive frequencies but keeps the spectrum at negative frequencies zero.
[8] A significant characteristic of WVD, which essentially correlates the signal with a time-and frequency-translated version of itself, is that it does not contain a windowing function as those in the Fourier and wavelet frameworks. This unique feature frees WVD from the smearing effect due to the windowing function, and, as a result, the WVD provides the representation that has the highest possible resolution in the time-frequency plane. For example, if a wave packet is nonzero only for t 2 (t 1 , t 2 ), it can be shown that the corresponding W s has to be 0 for t outside this exact time interval.
[9] There is, however, a well-known disadvantage of using WVD. When there are multiple components in a signal, the WVD can become difficult to interpret. Suppose that the signal s(t) is composed by the sum of two signals, s 1 (t) and s 2 (t), the WVD becomes
in which W s 1 ,s 2 (t, w)
2 ) e Àiwt dt is called the ''cross'' Wigner-Ville function. Representing the ''interference'' between the two signals, the term 2<W s 1 ,s 2 (t, w) has significant nonzero values located between the auto terms in the time-frequency plane. This cross-term interference makes it difficult at times to interpret signal properties from WVD.
[10] One of the special properties of the interference term is that it is highly oscillatory in the time-frequency plane compared to the auto terms that represent the true signals [e.g., Cohen, 1994] . This property inspired the idea that a smoothing function, or a ''kernel,'' can be used to suppress the interference pattern without much of an effect on the desired signal. In this approach, the kernel is placed in the Wigner-Ville function as
in which f(t, w) is a two-dimensional (2-D) low-pass filter that can suppress the cross-term interference in the timefrequency plane. In the last 2 decades, significant progress has been made in understanding the properties of the smoothed version of the WVD. There are also a wide range of kernels constructed, each carrying its special advantages in suppressing the interference term. In this study we use the popular kernel, ''Choi-William function,'' that has proven capable of suppressing the interference effectively [Choi and Williams, 1989] .
[11] In this study we also converted real-valued signals to analytic signals before calculating the WVD. The reason is that real-valued signals have spectral power at negative frequencies, which can create significant cross-term interference in the vicinity of w = 0. Because the analytic signal is a halfband function, the resulting WVD effectively avoids all cross-term interference associated with the negative frequency components [Qian, 2002] .
[12] An example of the comparison among the WignerVille distribution, the short-time Fourier transform (STFT), and the wavelet scalogram is demonstrated in Figure 1 . The sample time series consists of a wave packet with a constant frequency, a sharp pulse, and a wave packet with decreasing frequency (Figure 1a ). Figures 1b, 1c , and 1d show the corresponding STFT, wavelet scalogram (where the Morlet wavelet is used as the basis), and the magnitude of WVD. For the STFT, there is a well-known tradeoff between time and frequency resolution. A Fourier window that can properly address low-frequency waves will smear the representation for sharp pulses. The wavelet scalogram has smarter architecture in which the window size is inversely proportional to the wave frequency of interest. Nevertheless, the wavelet representation still smears the sharp pulse in the time domain due to the wavelet basis involved. In contrast, the WVD has a better defined representation of both wave packets and a very narrow line for the sharp pulse. The tradeoff is the interference that cannot be removed completely even when the smoothing function is used.
Time-Frequency Analysis of ULF Waves
[13] In the following, we examine the Wigner-Ville representations for three classes of ULF waves and compare them with the conventional Fourier spectrograms and wavelet scalograms. Each class of these ULF waves has been a well-recognized research subject because of its specific implications in magnetospheric physics. The detailed time-dependent characteristics of these waves, however, may not have been studied extensively or still await definitive physical explanation.
Pc 1 Wave Packets
[14] The Pc 1 waves (f = 0.5 -2 Hz) are essentially generated by the ion cyclotron instability in the magnetosphere. One major objective of Pc 1 research is the wave's interaction with ring current particles and its impact on ring current decay. These waves may occur in the form of separate bursts, gradually developing into a series of pulsations that appear as ''pearls'' in time series plots. They may also occur in the form of consecutive groups of pulsations with varying frequency. A review of Pc 1 waves can be found, for example, in the paper by Fraser et al. [2006] .
[15] Figure 2a shows an example of Pc 1 waves observed by the Polar satellite. Three wave packets, each containing fine structure, can be seen in the 3-min interval presented. The magnetosphere was in the recovery phase of a magnetic storm that started 3 d earlier, and Polar was located at L ' 3.5 and 'À15°magnetic latitude, traveling approximately along the field line and toward the equator. The corresponding STFT, wavelet scalogram, and WVD (Figures 2b-2d ) all identify the three wave packets. A hint of frequency splitting in the third wave packet is seen in the wavelet scalogram but is more clearly evident in the STFT and WVD plots. We have experimented with several different Fourier windows for STFT and with the numbers of analyzed frequencies for wavelets, but, as demonstrated by comparing Figures 2b-2d , WVD provides the best definition of the detailed time-frequency structures of these wave packets.
[16] The basic properties of these waves are consistent with the generation via the ion cyclotron instability in the equatorial region. The carrier frequency of all the wave packets is 1.8 Hz, which was below the equatorial value of f He +, 3.9 Hz, and implied the possibility of O + participating in the process. The relatively steady wave frequency is a clear indication that the wave source was far from the observation location because the ambient field measured by the satellite fell off by 12% during the 3 min of observation. Instead, the steady frequency is consistent with the field mapped to the equator that was almost unchanged. Additional interesting features of this Pc 1 event reside in the periodicity of wave packets, the drift of the carrier frequency, and frequency splitting. The repetitive wave packets have a periodicity of approximately one minute, but Polar did not observe any other concurrent perturbations at a similar periodicity, which is a possible mechanism of wave modulation [e.g., Coroniti and Kennel, 1970; Rasinkangas and Mursula, 1998 ]. Also mysterious is the slight frequency drift, increasing from 1.62 Hz to 1.68 Hz, in the second wave packet and the frequency splitting in the third wave packet. Because the Polar satellite essentially stayed on the same field line during the Pc 1 event, these detailed characteristics are more likely associated with the wave source at the equator. In summary, this Pc 1 example suggests that the source of EMIC waves in the equatorial region can be bursty, and the WVD is a powerful tool to pinpoint the detailed evolution of time-frequency features of Pc 1 wave packets.
Irregular Pulsation Pi 2
[17] Pi 2 pulsations are associated with the onset of magnetospheric substorms or the bursty bulk flows in the magnetotail (see an overview by Olson [1999] and the references therein). They are excited by the movement of plasma due to reconnection, and the signal can propagate via the MHD waves. The signatures of Pi 2 pulsations are mostly seen in the records of ground magnetometers located in the nightside, but occasionally they can be found in the dayside as well [e.g., Sutcliffe and Yumoto, 1991] . Although the detailed dynamics of these waves are being actively studied, the frequency of Pi 2 could be the consequence of several different processes, such as surface waves at the plasmaspheric boundary [Lester and Orr, 1983] , field line resonance [Takahashi et al., 1988] , cavity mode resonance [e.g., Sutcliffe and Yumoto, 1991] , and the periodicity of bursty bulk flows [Kepko et al., 2001] . These waves attract substantial interest because they are associated with the explosive phenomena in the nightside magnetosphere, and their timing and other properties may reveal the properties of substorms and the magnetotail.
[18] The Pi 2, the second type of impulsive pulsations, was so designated because of its broadband and shortduration nature. Its small number of cycles imposes difficulty on traditional Fourier analysis as it is not capable of identifying the time-dependent features within a short period of time. Beamish et al. [1979] have attempted to circumvent this problem by performing complex demodulation analysis on the instantaneous values of amplitude and phase of Pi 2. This technique, however, assumes that the signal is confined in a narrow frequency band and can focus on only the amplitude modulation but not the possible frequency drift.
[19] To assess if WVD is useful for analyzing the timefrequency relation in Pi 2 pulsations, we compare the three techniques using the Pi 2 event observed by several ground magnetometer stations in North America at 0850 UT on 28 January 2003. This Pi 2 event occurred at the onset of a substorm, after which the AL index dropped to a minimum of À300 nT at approximately 0920 UT. The magnetic field in the H-component observed at Cambridge, MN (CAM, L = 3.20), and Island Lake (ISLL, L = 5.23), are shown in Figures 3a and 3e . The trend in B H for Pi 2 pulsations is often in a form that is more complicated than the first-order and second-order polynomial fits, causing a further complication in spectral analysis. To alleviate this problem, we use the first difference of B H , which preserves the frequency content of the signal as
Àiwt , for suppressing the low-frequency modulations without affecting the time-dependent frequency of Pi 2. Both STFT spectrogram (Figures 3b and 3f ) and wavelet scalogram (Figures 3c and 3g) show that a dominant Pi 2 frequency at '14.5 mHz was seen at both stations. The wavelet scalogram shows a lower frequency at 5.7 mHz, which is not seen in other time-frequency representations and could be related to the duration of the wave packet. Both STFT and WVD plots show the slightly dropping tone in the Pi 2 wave packet, and the WVD provides the best frequency determination.
[20] The WVD results of this Pi 2 event demonstrate the similarities and differences in frequency observed by the two stations. Both stations saw an identical frequency at 14.5 mHz initially, and then the higher-latitude station ISLL experienced a stronger decline in frequency to 9.7 mHz, compared to the end frequency 11.9 mHz at CAM. It should be noted that the two stations were located on different sides of the plasmapause, evidenced by the opposite polarization presented in the time series plots (Figures 3a and 3e) . The initial frequency at 15 mHz could be dictated by the surface waves on the plasmaspheric boundary, but the wave period was then modified by the local field line resonance after 2 -3 cycles when the wave energy had sufficient time to bounce between the two ionospheres. At the lower-latitude station CAM, on the other hand, a cavity resonance could be excited and result in the weak oscillations seen after t = 600 s. It is clear that, to study the detailed evolution of Pi 2 frequency, one needs to address the change in wave period from one cycle to the next, and the WVD is a powerful tool for such time-frequency analysis.
Pc 3 -5 Waves: Field Line Resonance and Phase Skipping
[21] Evidenced by the success of the field line resonance observations in the last 3 decades, the traditional Fourier method is sufficient in handling most analysis need. There are additional benefits, however, that WVD could bring in through its superior resolution in both time and frequency. Figure 4 presents the first derivative of the azimuthal magnetic field (B f ), the corresponding STFT, wavelet scalogram, and WVD plot for a Pc 3-4 event observed by the ISEE-1 satellite on 24 November 1977. This event is identical to one of the examples shown by Kivelson et al.
[1997] for demonstrating the observational evidence of the putative cavity mode resonance. The ISEE-1 satellite was located at '5°magnetic latitude in the morning sector, traveling inbound from 10.5 R E to 8.6 R E in the distance to the Earth. Shown in all the three time-frequency plots (Figures 4b -4d) are the intermittent wave activities at frequencies between 7 and 41 mHz recorded during the 80-min interval. The wave power was confined in several field line resonance harmonics, exhibiting a trend of increasing frequency as the satellite was moving closer to the Earth.
[22] Although the STFT, wavelet scalogram, and WVD show consistent results with regard to the frequencies of field-line and cavity-mode resonances, it is evident that the WVD best preserves the narrow peaks of the wave spectrum. Not only can this improved precision provided by WVD help compare with the modeling of cavity mode resonance, it also means a better determination of the plasma mass density inferred from the satellite and ground observations of field line resonance harmonics [Denton et al., 2004; Chi et al., 2000 Chi et al., , 2005 . The WVD plot also reveals many broadband (i.e., vertical) power enhancements that are not found in either STFT or wavelet scalogram. These broadband structures are associated with large values in dB f /dt or, equivalently, sudden changes in wave phases. A consequence of impulsive energy input, phase skipping is a common feature of dayside Pc 3 -4 waves [Chi and Russell, 1998 ] but not suited for Fourier or wavelet analysis. Figure 4 demonstrates that without the need of any windowing function, the WVD has a unique advantage to properly exhibit phase skips rather than broaden the spectral peaks for neighboring wave cycles.
Wave Identification
[23] After decades of operation, satellites and ground magnetometers have generated a vast amount of data. However, these data have not been fully explored for ULF analysis. Identifying the ULF events in a few years of data recorded by a single satellite can already be a formidable task if it is done without a computer algorithm for wave detection. This issue will likely be more serious when more multisatellite missions are in operation and the amount of data increase dramatically. The need to investigate a greater amount of data more efficiently motivated us to develop a WVD-based algorithm to identify wave events automatically.
[24] We propose that the selection of wave events in the WVD can be performed in a very similar way to the selection in Fourier and wavelet spectrum. For Fourierbased analysis, one popular selection approach is based on the comparison with background noise, which can be modeled as either white noise or red noise. Because the Fourier spectrum follows the chi-square distribution, we can calculate the level of background noise for any assigned confidence interval (such as 99%). Any spectral peak above such confidence interval can be considered as a wave event since the probability that it is generated by noise is extremely small. Torrence and Compo [1998] show that wavelet-based analysis can follow the same procedure, but no study to our knowledge has demonstrated whether the same approach is still valid for WVD-based analysis. In fact, the WVD has an important frequency marginal condition that
where S(w) denotes the Fourier transform of the signal s(t).
Further integration with respect to the frequency,
, yields the total energy of the signal. In other words, the WVD can be considered as the signal's time frequency density function. When the interval of time integration is long enough to cover the wave packets of interest, we can use the finite integral R DT 0 W s (t, w)dt to approximate the spectrum as shown in equation (4). We have also confirmed, through Monte Carlo analysis, that the time-integrated WVD follows the chi-square distribution, and the details are presented in Appendix A.
[25] To illustrate an example of wave detection, we applied the above method to the Pc 1 wave packets in the same event presented in section 3.1. For ion cyclotron waves in triaxial records, the wave power of interest is the polarized power that is defined as the total power multiplied by the degree of polarization [e.g., Means, 1972] . More details on the wave polarization expressed by WVD are described in the next section and Appendix B. Figure 5a shows the WVD representation of polarized power and the selected wave events, based on a confidence interval at 99%, that are denoted by black contour lines. All three wave packets visualized in Figure 2 , including the frequency splitting in the third wave packet, are successfully selected.
Polarization Analysis
[26] For any spectral analysis method, it is desirable to establish a formulation for polarization analysis to examine the wave properties from multichannel data, such as the triaxial magnetometer data recorded by satellites. The Fourier-based algorithm for polarization analysis has been widely used for 4 decades [e.g., Fowler et al., 1967; Means, 1972] , and it is especially useful for studying the polarization properties of the Pc 1 waves. The polarization analysis can also be based on wavelets, and such approach has been applied to the studies of seismic waves [e.g., Lilly and Park, 1995] .
[27] Here we demonstrate for the first time that the Wigner-Ville distribution can be used to calculate the polarization properties of waves. The polarization is often expressed by the coherence matrix: 
it can be shown that, for a monochromatic wave, J W can be an alternative coherence matrix to calculate polarization parameters. A simple proof for the two-dimensional case is provided in Appendix B.
[28] Using the same Pc 1 example, Figures 5b and 5c show the details of the propagation angle (to the background B) and the ellipticity for the same event. It is shown that all three Pc 1 wave packets propagated in directions roughly parallel or antiparallel to the background magnetic field. The ellipticity for the first two wave packets is basically linear. The third wave packet, however, is more left-handed polarized. Although it is difficult to provide a definitive explanation from single-spacecraft measurements, the difference in ellipticity for the third wavelet is consistent with the conventional model of ion cyclotron waves in a plasma with multiple ion species [Perraut et al., 1984] : When a wave generated near the equator propagates to higher latitudes, all the critical frequencies increase due to the increasing magnetic field, and the originally left-handed polarized wave becomes linearly polarized when the wave frequency matches the crossover frequency. In this Pc 1 event, the position of the Polar satellite could be in the region where the wave frequency was close to the crossover frequency, and the satellite moved closer to the equator where the wave was more left-handed.
Concluding Remarks
[29] In this study we present how the Wigner-Ville distribution can be used to study ULF waves. We have demonstrated that the method can either better determine the time dependence of wave frequency or reveal previously little explored properties of ULF signals. Compared to STFT and wavelets, the WVD is most powerful when it is applied to the types of pulsations that contain rapid variations in signal amplitude or phase, such as Pi 2, Pc 1 packets, and the phase skips in Pc 3 -4 waves. The WVD still satisfies the Heisenberg-Gabor uncertainty principle, but it is free from any reduction in resolution due to the use of a windowing function. For completeness, we also provided the formulation for wave detection and polarization analysis based on the WVD.
[30] One caution in using the WVD is that the WVD is more susceptible to trends than STFT or wavelets. The WVD results can be seriously affected if the trend is not properly removed beforehand. In most cases, the often-used approaches in trend estimation such as a linear fit or a loworder polynomial fit are sufficient. For some types of ULF waves, such as Pi 2 pulsations, the trend can be the fast varying magnetic field related to substorm onsets. In order to maintain the consistency with the Wigner-Ville method, it is preferable not to remove the trend by Fourier-based filtering. One possibility is to decompose the time series into multiple subsets, each at a different timescale, through the empirical mode decomposition (EMD) [e.g., Huang et al., 1998] , and then calculate the WVD for the subsets associated with Pi 2 timescales. Although EMD is an appealing method and does not rely on any functional basis, there has been no theoretical foundation for it to interpret the meaning of each subset. In this study we have demonstrated that differencing the time series is a useful technique in preparing Pi 2 events for WVD analysis, and it also provides an additional benefit to better reveal the phase skipping in the Pc 3 -4 waves.
[31] Another technical issue with using the WVD technique is its higher computation costs. Our tests show that, for a 512-point time series, the STFT and WVD calculations take 0.075 s and 1.5 s on a PC with a 2.0 GHz CPU. Although WVD needs a computation time 20 times longer, it is still an affordable method for wave detection even on personal computers.
[32] Last, we would like to address an often asked question: ''What is the best time frequency/timescale method to use?'' As seen in our presentations, each of STFT, wavelet, and WVD has its own strengths and weaknesses, and one should not expect that any of these methods can clearly express all the features in a wave signal. For analyzing waves with known properties, the question is often reduced to Figure 5 . WVD representation of (a) polarized wave power, (b) angle of propagation, and (c) ellipticity. Contour lines in black or white denote the wave events selected for a confidence interval at 99%.
identifying the simplest but sufficient method. For time series with unknown characteristics, we argue that one should generate all the three, and possibly other, time frequency/timescale representations to make the best possible interpretation of wave signals. This is a feasible approach now considering that the needed computer algorithms and fast CPUs are readily available. We hope that this study can be a start of such practice for the analysis of ULF waves and other types of wave signals.
Appendix A: Relationship Between WVD and Chi-Square Distribution
[33] A commonly used method to identify wave events is through the comparison between the wave spectrum and the background noise. If a spectral peak is much stronger than the background noise, it can be considered as a true wave event because the probability for such hypothesis to be false is minuscule. One necessary piece of knowledge to make such a comparison is the probability distribution of spectrum. It is known that the Fourier spectrum of a time series follows the chi-square distribution [Jenkins and Watts, 1968] , and the wavelet spectrum also has the same property [Torrence and Compo, 1998 ]. This Section demonstrates that the time-integrated Wigner-Ville distribution also follows the chi-square distribution.
[34] The background noise can be modeled as white noise
where z n follows the Gaussian distribution N (0, s 2 ), or as red noise that follows the first-order autoregressive process, or AR(1),
[35] When a = 0, the equation is reduced to white noise. The spectral density function for the AR(1) process is known to be
[36] Because of the frequency marginal condition of the Wigner-Ville distribution (see equation (4)), the integration of W(t, w) with respect to time is expected to follow the same spectrum and the associated significance levels. To verify this argument, we performed a Monte Carlo analysis on 10,000 Wigner-Ville distributions derived from time series that follow equations (7) and (8). Owing to the use of analytic signals, the WVD values were divided by two for comparison. The mean spectrum and the confidence intervals at 80%, 90%, and 95%, for both the time-integrated WVD the chi-square distribution, are shown in Figure A1 . The comparison confirms that the Wigner-Ville spectrum closely follow the chi-square distribution. . The coherence matrix in this coordinate system can be obtained through the similarity transformation
which R is the rotation matrix that connects the original coordinates (x,ŷ,ẑ) and the new coordinates (x 0 ,ŷ 0 ,ẑ 0 ). If and the ellipticity is
For right-handed waves,k ÁB > 0 and this quantity remains the same. For left-handed waves, however,k ÁB < 0 and the ellipticity is multiplied by À1.
