Machine learning approaches have been promising in constructing high-dimensional potential energy surfaces (PESs) for molecules and materials. Neural networks (NNs) are one of the most popular such tools because of its simplicity and efficiency. The training algorithm for NNs becomes essential to achieve a fast and accurate fit with numerous data. The Levenberg-Marquardt (LM) algorithm has been recognized as one of the fastest and robust algorithms to train medium sized NNs and widely applied in recent NN based high quality PESs. However, when the number of ab initio data becomes large, the efficiency of LM is limited, making the training time consuming. Extreme learning machine (ELM) is a recently proposed algorithm which determines the weights and biases of a single hidden layer NN by a linear solution and is thus extremely fast. It, however, does not produce sufficiently small fitting error because of its random nature. Taking advantages of both algorithms, we report a generalized hybrid algorithm in training multilayer NNs. Tests on H+H 2 and CH 4 +Ni(111) systems demonstrate the much higher efficiency of this hybrid algorithm (ELM-LM) over the original LM. We expect that ELM-LM will find its widespread applications in building up high-dimensional NN based PESs.
I. INTRODUCTION
As a natural consequence of the Born-Oppenheimer approximation, the adiabatic potential energy surfaces (PES) represents a function of nuclear coordinates and governs the nuclear motion and associated molecular spectroscopy and reaction dynamics [1] . With advances in electronic structure theory, it now becomes straightforward to compute electronic energies via density function theory or even higher level molecular wavefunction theory spanning a wide range of molecular configurations using sophisticated quantum chemistry packages [2, 3] . The effort of PES construction therefore focuses on finding a mathematical representation to the large data set of ab initio points with a multidimensional analytical function [4] . This offers enormous opportunity to apply machine learning techniques [5] , which are designed for extracting patterns from numerous data, to bridge the relationship between the coordinates and potential energies. Indeed, machine learning based approaches have been used in many fields in physics and chemistry [6] [7] [8] [9] , and their applications in developing high-dimensional PESs have recently gained † Part of the special issue for "the Chinese Chemical Society's 15th National Chemical Dynamics Symposium".
* Author to whom correspondence should be addressed. E-mail: bjiangch@ustc.edu.cn rapid growth and been continuously active [10, 11] . Among various machine learning methods, neural networks (NNs) are one of the most popular tools because of its simplicity and efficiency. Since the first application in 1995 [12] , the NN based potentials have achieved great successes in the last decade, representing such like gas phase reactions [13] [14] [15] [16] [17] [18] , molecule-surface interactions [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] , as well as materials in condensed phase [29] [30] [31] [32] . A variety of studies have been concentrated on addressing specific issues related to chemical systems, e.g. symmetry adaption [33] [34] [35] , data sampling [36, 37] , as well as developing more efficient NN structures for high dimensional problems [31, [38] [39] [40] . In any cases, NNs are essentially a set of chained nonlinear analytical functions termed as "neurons" with a number of parameters termed as "weights" and "biases", offering high flexibility to approximate an arbitrary function [41] . These parameters were optimized to reproduce as accurately as possible the ab initio energies. This optimization process is termed as "training" or "learning" in the language of artificial intelligence, which is essential for realizing a fast and accurate fit, especially with a large number of data as in the cases of high-dimensional PESs. As a result, it is understandable that the standard backpropagation (BP) algorithm [42] , which converges slowly and easily gets stuck in a local minimum, has seldom been used in training the NN potentials. Alternatively, other improved gradient descent methods, e.g., resilient backpropagation (Rprop) [43] and conju-gate gradient (CG) [44] , and second order learning algorithms, e.g., Levenberg Marquardt (LM) [44] and the global extended Kalman filter (GEKF) [45] are more useful. While a comprehensive comparison among these methods is rarely available, LM algorithm has been found to work much better than gradient descent based methods [44] and recognized as one of the most efficient and accurate training algorithms for small and medium sized patterns. However, LM algorithm becomes less efficient when training hundreds of thousand data, which is yet necessary, e.g. for chemical systems with many degrees of freedom (DOFs) [20, 25, 28] .
Recently, Huang and coworkers proposed a new learning scheme called extreme learning machine (ELM) [46] , which is designed for single hidden layer feedforward neural networks (SLFNs). With initially randomized weights, in the ELM framework, training the SLFNs becomes simply equivalent to solve a generalized linear least square problem, thus is extremely fast and applicable to big data. However, ELM does not yield small enough fitting errors and requires many more neurons, as it produces the weights all once and does not further optimize the weights in the input layer [47] . Chen and Jin later suggested combining the LM and ELM method for training the SLFNs, i.e. using ELM and LM to obtain the weights linking input and hidden layers and those linking hidden and output layers, respectively [48] . It was found that this hybrid algorithm can be more efficient than LM alone for model systems in regression and classification using SLFNs with only dozens of weights. It is yet not clear that how it performs in training a large size of data and multilayer NNs with thousands of parameters. In the present work, we generalize this hybrid algorithm to the multilayer feedforward neural networks (MFNNs) and carefully check its performance in fitting multidimensional PESs with up to two hundred thousands of ab initio data having several thousands of weights and biases to be determined. Our results demonstrate that this novel algorithm can be very useful to accelerate the training process in developing NN based PESs.
II. THEORY

A. Permutation invariant polynomial neural networks
As depicted in FIG. 1 , a typical feed-forward NN relates a set of input parameters to a scalar output via one or more hidden layers of interconnecting neurons. The interconnecting neurons are expressed as nonlinear activation functions which provide the flexibility of NNs to approximate any function. Supposing the NN has N k neurons at the kth layer, the ith neuron at the (k+1) layer is is the biases of ith neuron in (k+1)th layer. f k+1 (x) is the activation function of the (k+1)th layer.
For our purpose here, the input layer often consists of molecular coordinates while the output is the potential energy. For a specific chemical system of interest, one has to incorporate the intrinsic permutation symmetry (i.e. the equivalence of these geometries with identical atoms exchanged) in the NN potentials, which is essential to accurately describe nuclear dynamics. To this end, we recently developed a simple and rigorous permutation invariant polynomial neural network (PIP-NN) approach [4, 34, 49, 50] , in which the input layer is made of the polynomials of functions of internuclear distances that satisfy the permutation symmetry [51] . Since our focus here is on the training algorithm which is universal and independent of the input vector, details of the construction of PIPs will not be given here and can be found in Ref. [4] .
B. Levenberg-Marquardt algorithm
Levenberg-Marquardt algorithm is a powerful approach for solving general non-linear least squares problems [52, 53] . It balances the second order GaussNewton and the simple steepest descent via a variable factor, thus taking advantages of both methods, i.e. stable convergence of the former and high efficiency of the latter.
The goal of training NNs is to minimize the performance function, i.e. the root mean square error (RMSE) of the target potential energy and the NN out- 
where t i and E i are the target and output for the ith data and N t is the total number of data points. For this nonlinear least square problem, the Newton's method to minimize D(x) with respect to the parameter vector x can be expressed as [44] ,
where x is a collection of all weights and biases which is updated after each iteration by x=x+∆x. The dimension of x can be calculated by
where N i is the number of neuron in the ith hidden layer (i=0 corresponds to the input layer) and m is the number of hidden layers. The Hessian matrix ∇ 2 D(x) and the gradient ∇D(x) can be written in the form,
with J(x) being the Jacobian matrix
While Gauss-Newton algorithm further assumes S(x) to be zero, in the LM algorithm, S(x) is assigned to µI, where I is a unit matrix. The updating step length of parameter x become [44] ,
where µ is a dynamically changing factor that controls the training procedure. Whenever the last step leads to an increase D(x), µ is multiplied by the factor α. Otherwise µ is divided by the α, where α is often set to 10. It is immediately seen that LM algorithm becomes the steepest descent algorithm when µ is large, while reduces to the Gauss-Newton algorithm when µ approaches zero.
C. Extreme learning machine
ELM is an emerging learning algorithm for the generalized single hidden layer feed-forward neural networks [46] . Unlike the gradient based learning algorithms, parameters in NNs are not tuned iteratively but determined by solving a generalized linear equation. Supposing that the output layer activated function is a linear one, the SFLNs can be mathematically rewritten as linear equations, i.e.,
The task of minimizing the deviation between the target and NN output, i.e., min
, is then converted to a linear least square problem supposing the parameters connecting the input and hidden layers are already known. In other words, one needs to solve the generalized linear equations like this,
where H is called the hidden layer output matrix (N t ×N 1 ) whose ith column is the ith hidden neuron's output vector, i.e., 
. . .
A least-squares solution β + can be found by,
where H + is the Moore-Penrose generalized inverse of H. Huang et al. have proved in theory that the SLFNs with randomly assigned hidden neurons with output weights determined in this linear way maintains the universal function approximation capability provided there are sufficiently more neurons [46] . It is particularly useful in some model problems in classification and regression with extremely fast learning rate. However, it may be far from optimal due to its random nature especially when the target function is complicated.
D. Hybrid algorithm
Given the advantages and disadvantages of both algorithms, Chen and Jin suggested combining the LM and 
The idea is to use ELM to train the NNs forward yielding parameters between the hidden and output layers and LM backward to finely tune parameters between the input and hidden layers [48] . Although ELM is designed for a SLFNs, it is in principle applicable to MFNNs provided that one just needs to adjust the parameters connecting the last hidden and output layers. To this end, our generalized ELM-LM algorithm is schemed in FIG. 2 . Starting with all randomly assigned weights and biases, those of which linking the last hidden and output layers are immediately obtained by ELM. With these parameters fixed, LM optimization is then done to update weights and biases between the input and the last hidden layers only. One goes back to the next cycle of ELM and LM iteratively until the RMSE reaches a certain criterion. This gives us the universal ELM-LM hybrid algorithm.
III. RESULTS AND DISCUSSION
To compare the efficiency of ELM-LM with LM algorithm, we select to fit PIP-NN PESs using both algorithms for two representative systems, i.e. H+H 2 reaction in gas phase and the CH 4 dissociative chemisorption on a rigid Ni(111) surface. The former is the simplest chemical reaction containing three DOFs only, while the later is one of the most extensively studied gas-surface reactions in the past two decades including fifteen DOFs. These two systems thus correspond to the trivial and nontrivial cases for our test, respectively. Since the purpose here is to validate our new training algorithm, no additional ab initio calculations were performed. Instead, ab initio based BoothroydKeogh-Martin-Peterson (BKMP2) [54] PES was used to generate data for H+H 2 reaction and density functional theory based data computed in our recent work were used for CH 4 +Ni(111) system [55] . In the NN training, Nguyen-Widrow initialization scheme [56] was used for both two algorithms and the initial value of factor µ was kept at 10 −2 . The commonly used twohidden layer NNs were for both systems, although our algorithm is not limited to the number of hidden layers. The hidden layer activated function is hyperbolic tangent, i.e. f (x)=tanh(x), while the output is linked to the last hidden layer with a linear function. The data were divided randomly into a training (90%) set and a validating (10%) set, and only data in the training set were used to update the weights and biases, while the validating data serve as a signature to impose early stopping when the RMSE of the validating set keeps increasing in six iterations. Otherwise, the training is terminated when the desired RMSE is achieved, e.g. 1 meV. Fifty fits with different random initializations were done for each system and the total time was used for comparing the efficiency. But only the best PESs   FIG. 2 The protocol of the ELM-LM hybrid algorithm. with the smallest overall RMSEs (for both training and validating sets) were taken in the following numerical analysis. This is consistent with the general procedure in NN fits because of its nonlinear nature.
A. H+H2 reactive system
For the H+H 2 reaction, following our previous work [34] , the reactant channel were sampled in a cubic box defined by R H1H2 in [0. . In order to avoid unphysical behaviors in regions that are not dynamically relevant, a few hundred points with high energy spanning a large configuration space were added into the dataset. Approximately 1300 points were finally collected for the H+H 2 . For this simple system, three PIPs sufficiently preserve the symmetry, and two hidden layers with 20 neurons in each, yielding the 3-20-20-1 MFNNs architecture.
As shown in the Table I , both ELM-LM and LM algorithms produce a similar RMSE with ∼2 meV. The energy error distributions, as shown in FIG. 3(a) , are also similarly narrow with a maximum error of ∼30 meV. In addition , FIG. 4 shows two-dimensional (2D) contour plots of the collinear H+H 2 exchange reaction with the energy differences between the fitted PES and the original BKMP2 projected on top of them. Again, these two plots for ELM-LM and LM PESs are quite similar, and the former shows a slightly more uniform error distribution in the entire configuration space. In order to further validate the NN based PESs, quantum dynamics J=0 total reaction probabilities of H+H 2 (v=0,j=0)→H+H 2 calculated by a timedependent wave packet method are compared in FIG.  5(a) . The computational details have been given elsewhere [34] . The reaction probabilities on the PESs fitted by the two algorithms are almost indistinguishable from that on the BKMP2 PES as a function of collision energy up to 2.0 eV. It is clear that both algorithms are able to provide a faithful representation of the original data in this simple reactive system. Let us now discuss the efficiency of the two algorithms. It is found that the ELM-LM algorithm is much more efficient than LM, as listed in Table I , where the former only takes less than 1/3 training time compared to the later to reach a similar level of accuracy. Here the training time is given in hours computed in parallel by OpenMP with two Intel Xeon E5-2680 v3 processors including 24 cores. Interestingly, FIG. 6(a) displays the reduction of overall RMSE as a function of the iterative step (epoch in NN's language), suggesting a twofold effect for this increase of efficiency. In the beginning, ELM-LM gives a rise to a much lower initial RMSE since the first ELM step performs like a more advanced initialization for the weights between the second hidden layer and output. On the other hand, the ELM-LM terminates much earlier than LM, as it quickly reaches the local minimum in the error space and triggers early stopping. Note that FIG. 6(a) is plotted in the logarithm scale and the decrease of both the initial fitting error and the number of training steps induced by ELM is remarkable.
B. CH4 dissociative chemisorption on Ni(111)
Recent advances in electronic structure calculations enable one to compute up to hundreds of thousands single energy points in the PES construction. For example, a chemically accurate PES in describing the methane dissociative chemisorption on the frozen Ni(111) has been developed in our group by PIP-NN fit with nearly two hundred thousand points [55] . These points were collected initially from ab initio molecular dynamics (AIMD) trajectories, followed by continuously adding more data points by running quasi-classical trajectory (QCT) calculations with the iteratively improved PES. A geometric criterion based on the Euclidean distance between two points and energy criterion based on the energy difference of three fits were employed to make sure the additional points are not close to any existing datum and not collected in the regions that are already well described [4] .
In the present work, these data were used to test the performance of ELM-LM and LM algorithms for CH 4 +Ni(111) system as a complex example. A number of 323 PIPs was adopted to guarantee the system dependent surface periodicity and the permutation symmetry in the molecule [2] , and the two hidden layer NNs can be denoted as 323-12-40-1. As listed in Table I , overall RMSEs of the NN PESs for this complicated system are quite similar using both algorithms, but generally larger than those in H+H 2 reaction. On one hand, this is expected for a much more complicated system, on the other hand, density functional theory calculations for molecule-metal interaction are more difficultly converged. Both algorithms yield similar and uniform fitting error distributions as well, as shown in FIG. 3(b) . The fitting quality is further compared in FIG. 7 , where the 2D contour plots as a function of the height of the CH 4 center of mass (Z com ) and the distance of dissociative C−H bond (r CH ) at bridge site. The two PESs match with each other very well. We finally compare the dissociation probability of CH 4 in its ground state on Ni(111) computed by QCT with the heavily modified VENUS program [57] on ELM-LM and LM PESs, and the results are presented in FIG. 5(b) . It is encouraging that the dissociation probabilities on these two PESs agree extremely well with each other in a wide range of translational energy, suggesting both ELM-LM and LM algorithms can fit the large number of data equivalently well.
We next discuss the acceleration of the ELM-LM algorithm. For this complex system, the training process is very time-consuming and the pure LM algorithm requires about half a month to finish the 50 fits. It is found in Table I that ELM-LM is ∼9.5 times faster than LM reducing the time cost to less than two days. Again, it is seen from FIG. 6(b) that the ELM-LM algorithm starts with a much more decent initial guess with the assistance of ELM, followed by a similar decreasing rate of the RMSE as the pure LM. More importantly, the ELM-LM algorithm iterates with much fewer steps (506), roughly one ninth of 4829 steps in LM. This leads to the incredible efficiency of ELM-LM hybridization given the negligible time cost of ELM itself compared to LM. An improved accelerating rate from the simple H+H 2 to more complex CH 4 +Ni(111) system, indicate that ELM-LM is capable of handling the difficulty of fitting a very large number of data.
IV. CONCLUDING REMARKS
To summarize, we report in this work a novel hybrid algorithm for training MLNNs aiming to fit a highdimensional PES with numerous data. This so-called ELM-LM algorithm combines the ELM algorithm linearly determining the weights linking the last hidden layer and output, and the LM algorithm refining the weights elsewhere in the MLNNs. By taking advantages of both, ELM-LM is able to train MLNNs for complicated data with both high efficiency and accuracy. Our tests on the H+H 2 and CH 4 +Ni(111) systems demonstrate that ELM-LM can be nearly ten times faster than LM but at the same level of accuracy. The remarkable increase of efficiency is due largely to the better initialization by the first ELM step and faster approaching a local minimum in the error space. The computational cost in each epoch remains unchanged compared to the original LM, since ELM takes a negligible amount of time. We anticipate that its efficiency can be further boosted when using GPU to speed up at present the most costly step, i.e. the inverse of Jacobian matrix. It is expected that this hybrid method will be helpful in the construction of more complicated high-dimensional PESs.
