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"Where is the Life we have lost in living?
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Abstract
Nowadays a great number of financial decisions arrive from watching
the information stream, selecting relevant data, analysing it and acting
accordingly. With the increasing global competition, the need for swift
data analysis, high accuracy and quality becomes a must.
For the majority of financial analysts, the main source for information
is in the form of structured data. Such data can be easily processed and
acted upon. However, there are vast amounts of knowledge that still
can not be easily digested by computers, but have a great importance
in our everyday life. For instance, (i) news are describing events and
changes to the state of the world, (ii) columnists’ opinions are providing
arguments that are shaping our thoughts or (iii) experts’ conclusions are
influencing people decisions.
This thesis main objective is to employ unstructured data in the finan-
cial decision-making process, with the support of ontologies as the main
backbone for knowledge representation. The whole financial-making
process is contextualised in the scope of the Spanish market, where the
main source of data is news and company disclosures published in the
Spanish language.
The main contribution of this thesis is the creation of the Decision
Support System (DSS) that follows a novel approach to incorporate un-
structured data and domain (financial) ontologies into the automated
financial decision-making process. Our approach employs Natural Lan-
guage Processing (NLP) as means for extracting relevant information
from unstructured sources. Moreover, semantics is applied thoroughly,
not only in the process of information extraction but also in the knowl-
edge modelling and the decision support.

Resumen
Hoy en día un gran número de decisiones financieras son tomadas
analizando el flujo de información, seleccionando los datos pertinentes,
y finalmente actuando dependiendo del resultado de dicho análisis. Con
el crecimiento de la competencia global, un análisis de datos rápido y
con alta precisión y calidad se convierte en una necesidad. Para la may-
oría de los analistas financieros, la fuente principal de información está
formado por datos estructurados, tales datos se pueden ser procesados
y gestionados fácilmente. Sin embargo, estos datos contienen grandes
cantidades de conocimiento que todavía no pueden ser fácilmente di-
geridos por los ordenadores y tienen una gran importancia para los
analistas, por ejemplo (i) las noticias, que describen eventos y cambios
en el mundo, (ii) las opiniones de los columnistas, que proporcionan
argumentos que están moldeando nuestros pensamientos o (iii) las con-
clusiones de los expertos, que influyen en las decisiones de las personas.
El objetivo principal de la tesis es emplear datos no estructurados en
el proceso de toma de decisiones financieras, con el apoyo de las on-
tologías como la principal columna vertebral para la representación del
conocimiento. Todo el proceso de toma de decisiones financieras se con-
textualiza en el ámbito del mercado español, donde la principal fuente
de datos son las noticias y divulgaciones publicadas en la lengua es-
pañola. La principal contribución de esta tesis es la creación del Sistema
de Soporte a la Decisión (DSS) que sigue un novedoso enfoque para in-
corporar datos no estructurados y ontologías de dominio (financiero) en
un proceso automatizado de toma de decisiones financieras. El proceso
emplea procesamiento de lenguaje natural (PLN) como medio para ex-
traer información relevante de fuentes no estructuradas. Por otra parte,
8la semántica se aplica a fondo, no sólo en el proceso de extracción de
información, sino también en el modelado del conocimiento y el apoyo
a la toma de decisión.
Contents
1 Introduction 17
1.1Data-drivenﬁnancialanalysis 18
1.2Unstructureddataintheﬁeldofﬁnanceandeconomics —a
bigelephantintheroom 19
1.3Towardsinteroperableﬁnancialknowledgebase 23
1.4Objectiveofthisthesis 24
1.5Thesisorganisation 27
2 State-of-the-Art 29
2.1InformationExtraction 30
2.2Semanticmodeling 36
2.3Textanalyticsfordecisionsupportinﬁnance 51
2.4Conclusions 58
3 Researchhypotheses&methodologicalevaluationapproach
61
3.1Hypotheses 62
3.2Investigationprocess 62
10
4 Dataacquisitionfortheanalyticalpipeline 67
4.1Datasourceselection 68
4.2Dataacquisition 69
4.3Datapre-processing 72
4.3.1 Metadataextraction 72
4.3.2 Boilerplateremoval 73
4.3.3 Noiseremovalandnormalisationsteps 76
4.4Corpusevaluation 78
4.5Conclusions 80
5 Semanticmodelingofhigh-levelfeatures 83
5.1Foundationsofthesemanticmodeldevelopment 84
5.2Relevantﬁnancialevents 87
5.3Commonsemanticeventmodel 92
5.4Taxonomies 97
5.4.1 Roletaxonomy 98
5.4.2 Eventtypetaxonomy 100
5.5Eventrepresentationexample 100
5.6Noteonthemodelingapproach 103
5.7Conclusions 105
6 Financialeventsextraction 107
6.1Featureanalysisandcorpusannotation 108
6.2Thebootstrappingtechnique 111
6.3Informationextractionpipelinefortheknowledgebasepopu-
lation 113
11
6.4Wordrepresentationinsemanticvectorspace 115
6.5EventsclassiﬁcationwithConvolutionalNeuralNetworks
127
6.6Comparingclassicalmachinelearningandneuralnetworkap-
proach 129
6.6.1 Classicalmachinelearningapproachsetup 130
6.6.2 "Deep"NeuralNetworkapproach 130
6.6.3 HyperparametersandtrainingdetailsofCNNclassiﬁers 131
6.6.4 Classiﬁcationresults 132
6.7Conclusions 133
7 Decision-makingbasedonunstructureddata 135
7.1ArchitecturefortheDecisionSupportSystem 136
7.2Modelfordecisionsupport 139
7.3Conclusions 141
8 Evaluation 143
8.1Backtestingevaluationcontext 144
8.2DSSmodeltraining 146
8.3DSSmodelevaluationscenarios 149
8.4Evaluationresults 151
8.5ValidityofALFREDOrecommendations 155
8.6Conclusions 156
9 Conclusionsandfuturework 159
9.1Conclusions 160
12
9.2Hypothesesvalidationsummary 162
9.3Thesiscontributions 163
9.4Futureresearch 165
Bibliography 167
Appendices 191
A Listofﬁnancialnewssources 193
B Corpusstatistics 197
C Ontologydescription 201
C.1Eventclasstaxonomy 201
C.2Roletaxonomy 209
D Detailedevaluationresults 229
ListofFigures
1.1RapidgrowthoftheDigitalUniverse 20
1.2Amountofdatathatisusefulafterbeingprocessed 21
2.1Thethreemainpilarofthisthesis 29
2.2ArchitectureofuimaFIRpipeline. 34
2.3Anexampleofinterconnectedtriplesformingagraph 38
2.4NeOnmethodologyforbuildingontologiesandontologynetworks 42
2.5AfragmentoftheLinkedOpenDataclouddiagram 43
2.6TheLinkedDataLifecycle,asdeﬁnedintheprojectLOD2 46
2.7CompleteimportgraphofMUSINGontology. 48
2.8Unstructureddatausedonadailybasisinﬁnancialdecision-making
process 54
3.1Stagesoftheinvestigationprocess 63
4.1Volumeofacquiredrawnewsdocuments 70
4.2Typicalwebpageboilerplateelements 75
4.3Identifyingrelevantcontentvs.theboilerplatetext. 76
4.4BoilerplateHTMLcodeandextractedcleantext. 77
4.5Spotingcorpusanomalies 78
5.1Extendingtheeventmodel 95
5.2Twoapproachestorolemodeling 98
5.3Taxonomyofevents 101
5.4Semanticrepresentationofevents 103
6.1Supervisedtrainingandclassiﬁcation 108
14
6.2Manualsentenceannotationforrelationextractiontask 109
6.3Sentencewithnamedentitiesannotated. 111
6.4Overviewoftheextractionprocess. 115
6.5Overviewofthemachinelearningtechniques. 117
6.6Continuousbag-of-wordsmodel 120
6.7Projectionofwordsvectorsintoaspaceoftwo-dimensions 123
6.8Projectionsofwordvectorsofsetsforgenderanalogy 124
6.9ThearchitectureoftheCNNclassiﬁerforeventclassiﬁcation. 128
6.10TrainingtheCNN-EmbandCNN-Semclassiﬁers. 132
7.1Overviewofthenewsanalyticsfordecisionmaking 136
7.2ArchitectureoftheALFREDOsystem 137
7.3Hierarchcalmodelfordecisionsupport 140
8.1Backtestingperiod 145
8.2Eventstudyparameters 147
8.3PerformancecomparisonofALFREDOT−1evaluation 154
8.4QQ-plotforALFREDObacktestresults 157
B.1Volumeofacquirednewsdocumentspernewssiteasapercentage
ofthewholecorpus 198
ListofTables
4.1Overviewofthenewsandcompanydisclosuresdatasets 71
4.2Corpusevaluationresults 79
5.1Classiﬁcationofmainﬁnancialevents 88
5.2Eventmodelmappings 97
5.3Ontologyimports 97
6.1Bootstrapseedexamples 112
6.2Wordanalogyexamples 125
6.3Resultsofdiferentclassiﬁcationscenariosforsinglebinaryrelation
extraction. 133
8.1PerformanceresultsforALFREDODSS 152
8.2Summaryofevaluationscenarios 153
B.1Totalnumberofacquiredwebdocumentspernewssite. 199
C.1Eventtaxonomyclassdescription. 201
C.2Roletaxonomyclassdescription-top-levelproperties 210
C.3Roletaxonomyclassdescription-unaryrelations 210
C.4Roletaxonomyclassdescription-binaryrelations 224

1 Introduction
The aim if this chapter is to introduce the context of this thesis, and
provide the reader with a convincing explanation of the motivation be-
hind this work. Most importantly, we answer the question of why the
matter at hand is relevant and how does it drive the purpose of this
thesis.
The next three sections provide the context in a form of three emerging
issues: (i) the necessity of including new data sources in the process of
financial analysis, (ii) the growing body of available unstructured data
and (iii) the difficulty in unleashing the potential of unstructured data
due to the lack of interoperability and computational form.
As in the old saying: necessity is the mother of invention, we use the
problem statement to drive the definition of the main objectives of this
work. We introduce the principal contribution of this thesis and present
how we plan to address the aforementioned issues.
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1.1 Data-drivenﬁnancialanalysis
Nowadaysagreatnumberofﬁnancialdecisionsarrivefromwatching
theinformationstream,selectingrelevantdata,analysingitandacting
accordingly. Withtheincreasingglobalcompetition,theneedforswift
dataanalysis,highaccuracyandqualitybecomesamust.
Forthemajorityofﬁnancialanalysts,themainsourceforinformation
isintheformofstructureddata.Fromreﬂectiveandaccounting–based
analysestoprospective,ﬁnance-basedforecasts,fromratio-basedfunda-
mentalanalysestotimeseriestechnicalanalyses,theyarealbasedon
tables,numbers,andstructuredinformation,comingfromvariouskinds
ofﬁnancialdisclosures,marketdata,analyses,andmore.Structuredﬁ-
nancialdatagivesmanyadvantages,suchasinteroperabilitythrough
domain-speciﬁcstandardsandcommondataformats,fosterstheuseof
computationaltoolsandautomaticdataprocessing.
Traditionalyﬁnancialaccountingdata,beitBalanceSheet,Statement
ofIncome,CashFloworothercorporatedisclosures,folowthebasic
assumptionsoftheAccountingModel.Oneofsuchclassicalandestab-
lishedaccountingassumptionistheTransactionApproach.Itstatesthat
alreportsinﬁnancialaccountingrecordonlyeventsthat(a)afectthe
ﬁnancialpositionand(b)canbequantiﬁedinmonetaryterms(Gibson,
2012).However,manyeventsthatinﬂuencethefutureofthebusiness
entityarenotnecessarilyreﬂectedinanyquantiﬁableform. Assuch
eventsdonotfalunderthetransactionapproachtheywilnotbecap-
turedbythestructureddatareports.Forexample,anannouncementof
aninnovativeproductmightincreasethevalueofthecompany,while
theinformationofanunexpecteddeathoftheCEOcouldmakeinvestors
loseconﬁdence,andinefectcouldworsenfutureprospectsofthecom-
pany.
Thisleadsustotheﬁrstproblem:notaltherelevantinformationin
accountingandﬁnanceisstructurednorcanbeeasilytransformedinto
astructuredform.
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1.2 Unstructureddataintheﬁeldofﬁnanceandeconomics —a
bigelephantintheroom
Thelatesttrendsinﬁnancialreportinghavethecommonprinciple
objectiveofimprovingtheefﬁciencyofdataexchangebetweenbusi-
nessunits,regulatorsandinvestors.Forexample,theXBRLstandard
forbusinessandﬁnancialreportingproposesastructured,XML-based
schemaforpublishingandinterchangingﬁnancialreports(Bergeron,
2003).TheXBRLasawayforpublishingperiodicﬁnancialstatements
ofpubliccompaniesisalreadyadoptedintheUSandisbeingintro-
ducedinEuropeaswel(PinskerandLi,2008).Thetrendofgivingthe
datastructuredformopensnewhorizonsforinteroperabilitybetween
applications,andshiftstheeforttowards morehigh-leveltaskssuch
asﬁnancialanalyticsanddecision-makingprocess(Radzimski,Sanchez-
Cervantes,etal.,2014).
Anotherproblemwithunstructureddataisthatitisnotmeanttohave
computableformbecauseitissimplynotpracticaltoconvertitintoany
agreedandstandardisedformat.Financialnews,analyses,publicﬁlings
orotherannouncementsarestilbeingproducedinnaturallanguage,
textualform,byhumansandtobeconsumedbyhumans.Providingthe
samedataalsoinacomputableformisnotstraightforwardandusualy
economicalyunfeasible.
Unstructureddatacapturevastamountsofknowledgethatstilcan
notbeeasilydigestedbycomputers,buthaveagreatimportanceinour
everydaylife.Forinstance(i)newsaredescribingeventsandchangesto
thestateoftheworld,(i)columnists’opinionsareprovidingarguments
thatareshapingourthoughtsor(ii)experts’conclusionsareinﬂuenc-
ingpeopledecisions.Thoseareonlyafewexamplesofthesigniﬁcance
ofunstructureddatainoureverydaylife. Moreover,theamountofdata
isgrowingatafastpace(seeFigure1.1).Accordingtomarketresearch
companyIDC,thetotalsizeofwhatiscaleda"DigitalUniverse"dou-
bleseveryaround2years,andby2020itwilgrowtoabout44triliongi-
gabytes(Gantzetal.,2012).Creatingvaluefromsuchdatawilincrease,
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Figure1.1:RapidgrowthoftheDigitalUniverse(Gantzetal.,2012).
andtheamountofdatathatisusefuliftaggedandanalysedwilgrow
from22%in2013toexpected37%in2020,accordingtoIDCforecast
(seeFigure1.2)(Turneretal.,2014).Thestudyunderlinestheproblem
oflargequantitiesofdatanothavinganyformthatcouldmakeitau-
tomaticalyprocessable.Ifwewereabletoatach(orextract)arelevant
informationtosuchdata,itcouldbefurtheranalysedandemployed,
forinstance,inadecision-makingprocess.Otherwise,thevalueofsuch
dataisinawaysealedwithinitsunstructuredform —anunharvested
opportunitywaitingtobediscovered.
Asofnow,theprognosisoftheDigitalUniverseexpansionholdstrue,
andtheincreasingamountofdatadrivesthegrowthofdataanalytics
services. AccordingtoInternationalDataCorporation(IDC),BigData
servicesandtechnologywilgrowata23%compoundannualgrowth
rate,reaching$48bilioninspendingin2019(NadkarniandVesset,
2015).Inthemeantime,thecognitivecapacityofthehumanbrainre-
mainsonthesamelevel.Thismeansthathumanswilbelessandless
abletocopewithsuchahugeamountsofever-growinginformation.As
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Figure1.2:Amountofdatathatisusefulafterbeingprocessed(Turneretal.,2014).
aconsequence,theinformationgeneratedwithinourdigitaluniverse
wilhavetobeprocessedinanautomaticandinteligentmannerbyma-
chines,andthosesamemachineswilextracttherelevantknowledgeto
beusedbyhumans.Thedatamonetizationtrendwildrivethedigital
transformationinitiativesandby2020,60%ofinformationdeliveredto
decisionmakerswilbeconsideredbythemalwaysactionable(Nadkarni
andVesset,2015).
ThisdevelopmenthasalreadystronginﬂuenceonFinTech1sector.The
growingneedtoincorporateartiﬁcialinteligenceintheindustryisal-
readyavisibletrendoftheDigitalAge,shiftingtheefortsfromwork-
intensivetoknowledge-intensivetasks.Theprocessofmakingofﬁnan-
cialdecisionsisfrequentlygroundedintheknowledgethatiscoming
fromsuchdatasources;thereforeitwillikelybedisruptedbythistrend
aswel.
Oneexampleofturningunstructureddataintoconcretevalueisanalysis
agreatamountofopinionsexpressedinsocialnetworksaboutcompa-
nies,theirproducts,expectationsabouttheirresultsandfutureperfor-
mance.Extractionofopinions(alsocaledsentimentanalysis)onalarge
scale,basedondatafromsocialnetworkssuchasTwiter,hasalready
provedextremelyusefulinﬁnancialdomain. Measuringsentimentin
ﬁnanceandeconomyisnotanewconceptatal.Consumerconﬁdence
1FinTechstandsforFinancialTechnology,anindustrialsectorconsistingofcompanies
aimingatdisruptingﬁnancialserviceswithtechnology.
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indicators2thatarebasedonadegreeofoptimismofconsumersabout
theoveralstateoftheeconomyarealreadywidelyusedandproved
valuableinmacroeconomicanalysesanddecision-makingprocess.They
areimportantindicatorstoanticipatetrendsforthenearfuture. The
possibilityofextendingsuchapproachtotheworldscaleinorderto
automaticalytrackandanalysesentimentaboutthousandsofbusiness
entities,brands,andotheraspectshasbeenthoroughlystudiedwith
somepromisingresults(Nassirtoussietal.,2014).
Thistrendofautomationofﬁnancialdecisionmakingisgetingtrac-
tionatthisverymoment,asweobservethebreakoutoftheRobo-Advisors3
market.Itisestimatedthatautomatedportfoliomanagementindustry
wilaccountfor10%ofal worldwideassetsundermanagementby2020,
whichequatestoaround$8trilionworthofassets.(Kocianski,2016)
Inthissection,wehave madeasecondimportantobservation:un-
structureddataaccountsforthemajorityofdataproducedbyhumans
andcontainvastamountsofrelevantinformationfordecision-making
thatarenoteasilyavailableforautomaticcomputation.Thevaluecon-
tainedinthisdataisstilunderexploredandthereisahugepotentialin
unleashingit.
2Apopularconsumerconﬁdenceindicatoristhe"ConsumerConﬁdenceIndex"(CCI),
issued monthlybyTheConferenceBoard,aneconomicresearchorganisation.It
isbasedonasurveyon5000householdsintheUnitedStates.InSpain,theCCI
("IndicadordeConﬁanzadelosConsumidores")ispreparedandpublishedbyCentro
deInvestigacionesSociológicas(CIS).
3Robo-Advisorsareautomatedﬁnancialadvisorsthataimatmanagingassetsportfolios
relyingonalgorithmsandartiﬁcialinteligenceandminimisinghumanassistance.
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1.3 Towardsinteroperableﬁnancialknowledgebase
Whilethestructuredformofthedatagivesmanyadvantagessuchas
easyprogrammaticaccessandsyntacticdataformat,therearestilvari-
oushigher-levelintegrationproblemsforﬁnancialdata(Debrecenyetal.,
2010;O’Riain,Curry,etal.,2012).Furthermore,unstructuredﬁnancial
dataislackinganyformthatcouldmakeitinteroperableorcomputable
withoutextrahumanefort.
Forinstance,integratingdatacomingfromheterogeneoussources,
havingonlytheirsyntacticrepresentationimpliesadditionalworkof
aligningand"semantifying"usedconcepts. Oneofthewidelysuccess-
fulmethodsistoalignconceptswiththeirsemanticmeaning,by"lifting"
thedatatoacommonsemanticreference,wherealconceptsandrela-
tionshaveweldeﬁnedandunambiguousmeaningalongwithstandard
representation.SuchapproachisusedintheLinkedDatainitiative.It
isbasedonthestandardisedwebsemantictechnologiesandsinceits
inception,ithasbeenbroadlyadoptedasastandardwayforsemantic
datapublishing,interlinkingandquerying.
Thecentralpartofsemanticinteroperabilityforﬁnancialknowledge
baseisthereuseofexistingstandardsanddomainknowledge,suchas
ontologies,vocabulariesandtaxonomies.Thisisespecialyimportantin
theﬁnancialdomainwithnumerouspreviousworksintheﬁeldsofon-
tologyengineeringandsemanticknowledgerepresentation.Themost
importantistheFinancialIndustryBusinessOntology(FIBO)4—the
businessconceptualontologystandardthatprovidesbaselinestructure
anddescriptionforbusinessentities,contractualandlegalobligations,ﬁ-
nancialinstruments,ﬁnancialprocessesandmarketdata(Bennet,2013).
FIBOisdevelopedbythemembersoftheEDMCouncilandstandard-
isedwithintheObjectManagementGroup(OMG).Whilebeingbacked
bytheindustry,theontologyisrelativelynew,withseveralFIBOstan-
dardsstilunderdevelopmentatthetimeofwritingofthisthesis.
4FIBOoverviewcanbefoundathttp://www.edmcouncil.org/financialbusiness.Last
accessed:19/10/2016
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Thatbeingsaid,wehavelearnedthatexistinginitiativeswithinthedo-
mainofknowledgerepresentationprovidestandardandwidelyadopted
meansforsharingandinterlinkingﬁnancialknowledge.Therichprelim-
inaryworkformsawel-groundedbasisforthedevelopmentofﬁnan-
cialknowledgebasemodel.Thesemantictechnologyofersapromising
solutiontobridgethegapbetweentheunstructureddataandtheinter-
operabilityandcomputabilityrequiredtounleashthefulpotentialof
ﬁnancialdata.
1.4 Objectiveofthisthesis
Intheprevioussubsections,wehavemadethreemajorobservations
thatconstitutethemainmotivationforthiswork.Mostofal,welearned
thattheunstructureddataaccountsofavastmajorityofthefast-growing
DigitalUniverse,andthatthevalueofthisdataisstilfarfromreaching
itsfulpotential. Weshowedthatthedatacanhavemorevaluewhenit
hasmorecomputableform,i.e. whenistaggedorotherwiseanalysed,
asshownintheFigure1.2(Turneretal.,2014).
FromtheentireDigitalUniverse,weareespecialyinterestedinun-
structureddatainthedomainofBusinessInteligenceandﬁnancial
decision-makinginparticular. Weconcludethatthevalueofsuchdata
canbeunlockedwhenrelevantinformationisrepresentedinawaythat
canbefurthertreatedautomaticaly. Welookatsemantictechnologies
astheenablerofdatainteroperability,throughtheformalknowledge
representationanddomainontologies.
Therefore,themainobjectiveofthisthesisistoemployunstructured
dataintheﬁnancialdecision-makingprocess,withthesupportofon-
tologiesasthemainbackboneforknowledgerepresentation.Thewhole
ﬁnancial-makingprocessiscontextualisedinthescopeoftheSpanish
market,wherethemainsourceofdataisnewsandcompanydisclosures
publishedintheSpanishlanguage.
ThemaincontributionofthisthesisisthecreationoftheDecisionSup-
portSystem(DSS)thatfolowsanovelapproachtoincorporateunstruc-
tureddataanddomain(ﬁnancial)ontologiesintoanautomatedﬁnan-
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cial decisions-making process. The process employs Natural Language
Processing (NLP) as means for extracting relevant information from un-
structured sources. Moreover, semantics is applied thoroughly, not only
in the process of information extraction, but also in the knowledge mod-
elling and the decision support.
The whole process of Decision Support System creation can be divided
into the three main parts:
• Analysis of the vast amount of unstructured data, identifying and
extracting relevant features, and develop the complete analytical pro-
cess for unstructured financial information extraction. The complete
process should comprise all necessary steps, such as data acquisition,
pre-processing, natural language processing, feature extraction and
classification.
• Highly interoperable knowledge representation of the extracted data
using semantic technologies and domain ontologies. The resulting
knowledge base should support data publication, sharing, querying
and analysis, in a way that supports data reuse, augmentation and
integration with external datasets.
• Decision support model that incorporates extracted semantic knowl-
edge base into analytical pipeline for supporting financial decision-
making process.
The realisation of this process will be ALFREDO Decision Support
System (ALFREDO stands for: AnaLysis of unstRuctured Data for Fi-
nancial DecisiOn Making). The reason behind introducing ALFREDO is
that it will encompass all the objectives into a coherent system. It will
be also used for the final evaluation of the decision-making model.
From this perspective, we can now define specific objectives of this
thesis:
Objective 1: Analysis of unstructured data sources from the point of
view of feasibility for financial decision-making. Perform the acquisi-
tion of data and create a corpus for further analysis.
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Objective2:Identifymostimportantinformationthatcanbeobtained
fromunstructureddata.Determinerelevantfeaturestobeextracted.
Objective3:Studysemanticmodelinginthedomainofﬁnanceinor-
dertoprovideamodelforsemanticknowledgebasethatrepresent
ﬁnancialinformationextractedfromunstructureddata.
Objective4:Analyseextractionmethods,andprovideautomaticclas-
siﬁcationofinformationfordecision-makingprocess.
Objective5:Createmodelfordecisionsupportbasedonextractedfea-
tures.
Asigniﬁcantpartoftheworkofthisthesishasbeenperformedwithin
theFLORAproject,supportedbySpanishMinistryofIndustry,Tourism,
andCommerce(TIN2011-27405).Someworkhasbeeninspiredbyau-
thor’sparticipationintheEuropeanresearchprojects:FIRST5,MLi6and
PHEME7.
5ProjectFIRSToverview:http://project-first.eu/.Lastaccessed:24/04/2017
6ProjectMLioverview:http://mli-project.eu/.Lastaccessed:24/04/2017
7ProjectPHEMEoverview:https://www.pheme.eu/.Lastaccessed:24/04/2017
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1.5 Thesis organisation
The remaining part of this thesis is structured as follows:
• Chapter 2 presents the state-of-the-art of the relevant fields of research
that form the basis of this work.
• Chapter 3 describes the investigation process and states the research
hypothesis for this thesis.
• Chapter 4 introduces the data acquisition process and corpora cre-
ation.
• Chapter 5 defines main information to extract from the text and later
it focuses on semantic modelling for extracted data.
• Chapter 6 provides analysis of natural language processing methods
to information extraction and describes the approach for financial facts
classification.
• Chapter 7 explains the decision support model and describes architec-
ture of the ALFREDO DSS.
• Chapter 8 evaluates the decision support model in the context of real
world market data.
• Chapter 9 concludes the work and summarises the main outcomes of
this work and outlines future research lines.

2 State-of-the-Art
Thefoundationsofthisthesisaregroundedinthepreviousworkin
thefolowingareas:(i)InformationExtractionandNaturalLanguage
Processing(i)KnowledgeRepresentationandSemanticModelingand
(ii)DecisionSupportinthecontextofﬁnancialdomain. Thosethree
mainpilarsareilustratedinFigure2.1. Thefolowingsectionssum-
marisethemostrelevantstate-of-the-artforthreeaforementionedﬁelds
andperformanoverviewofexistingsystemsforanalysisofunstruc-
tureddatainﬁnance,theirshortcomingsandgaps;analysisofcurrent
investigationresultsontheefectsofﬁnancialnewsonthestockmarket.
Figure2.1:Thethreemainresearchareasofthisthesiswithitscontext.
The mainareaofresearchofthisthesisisinthescopeofﬁnancial
domain,morepreciselyinBusinessInteligence(BI).Intheinceptionof
thisterm,BIwasdescribedas"theabilitytoapprehendtheinterrela-
tionshipsofpresentedfactsinsuchawayastoguideactiontowards
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adesiredgoal"(Luhn,1958).Sincethenitevolvedintoaprocessofsys-
tematicacquisition,aggregationandanalysisofinformationfordecision-
making.ThemostnotableexamplesofsuchsystemsareDecisionSup-
portSystems(DSS),ExecutiveInformationSystems(EIS),OnlineAna-
lyticalProcessing(OLAP),Data WarehousesandData Miningsystems
(Chungetal.,2003). WhilethecommonapplicationforBIsystemsis
toanalysestructureddata(e.g.:sales,customerdata,paymenttrans-
actions,etc.)agreatdealofinvestigationstargetssemi-structuredand
unstructureddata. Moreover,unstructuredandsemi-structureddataac-
countformorethanhalfoftheoveralamountofnewdatawarehouse
sources(Russom,2007).IncorporatingunstructureddataintoBIsystems
heavilyinvolvessuchﬁeldsasInformationExtraction(IE)andNatural
LanguageProcessing(NLP)inordertounderstanddataandtransform
itintomachine-readableformatsforfurtherprocessing.
2.1 InformationExtraction
Transforminghuman-readabletextsintomachine-readabledocuments
atractedsigniﬁcantatentionsincethemid-20thcentury. NaturalLan-
guageProcessingtechniqueshavebeeninventedtoautomaticalycon-
vertunstructureddataintoformatsthatalowfurtheranalysis. The
possibilityofautomaticalyanalysehugeamountsoftextsinasearch
forrelevantdatabecameapopularusecaseinmanydomains,suchas
ﬁnance,insurance,medicine,transportation,onlytonameafew.
InformationExtraction(IE)isoneofthemostimportantﬁeldsofNLP.
Itsgoalistoextractrelevantinformationfromunstructuredandsemi-
structureddata.Thosecanbetextualsources,butalsoaudio,videoor
photos.Howeverforthepurposeofthisthesis,wewilfurtherfocuson
textualsourcesexclusively.Typicaly,tasksinvolvingextractionofsome
factsareperformedbyanalystsorhighlyspecialisedpersonnel.Forex-
ampleaphysicistreadingpatient’shealthrecord,orﬁnancialanalyst
diggingthroughcompanyreportsinordertoassesstheriskofinvest-
ment.Inmanycases,itisatime-consumingprocess,especialywhen
verybignumberofdocumentsisinvolved. ThisiswhereIEsystems
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excel.Theycanautomatesuchtaskstoagreatextentandveryquickly
processinputtextualdocumentsinordertoﬁndandextractrelevant
data.IEsystemscanalsoserveasaﬁrststepfordevelopingmorecom-
plexartiﬁcialinteligencesystems.
Inthissense,InformationExtractiongoeswaybeyondasimpleIn-
formationRetrieval(orDocumentRetrieval),whichistypicalylimited
tokeyword-baseddocumentclassiﬁcation(Goodrum,2000).Apromi-
nentclassofInformationRetrievalsystemsarewebsearchengines.On
theotherhand,InformationExtractionsystemsemploymoreadvanced
techniquesbyperformingtextualanalysisandveryoftentheyemploy
domainknowledgebases(suchasontologies)andartiﬁcialinteligence
inordertosupportmoresophisticatedusecases.
Fromthehigh-levelpointofview,IEsystemcanbedividedinto
twogroupsaccordingtotheknowledgeengineeringmethod(Sebastiani,
2002):
•Rule-basedInformationExtractionsystemsuseknowledgeexpressed
inaformofdomain-speciﬁcrules. Domainexpertsengineerrules
manualyinordertomatchandextractinformation,basedonspeciﬁc
casesandpaternsthatappearintheinputtext.Therulesaretypicaly
logicalexpressionsintheformofif-thenassertionsorconditions.It
takessigniﬁcantlymoretimetocreatesuchsystemsanditisaveryla-
boriousprocess,buttheycanreachveryhighprecisionandaccuracy
oncedeveloped.Rule-basedsystemsarealsoapreferredwayforcon-
structingIEsystemswhendomaintaxonomies,lexiconsorontologies
arealreadyavailable.
• Machinelearningsystemsarebasedontrainedalgorithmstoclas-
sifyandextractinformation.Inthesupervisedlearning,acorpus
ofhuman-annotateddocumentsisusedtotraintheextractionmodel.
Givenenoughcases,thealgorithmisfurtherabletoautomaticaly
classifynewdataonitsown. Whilethepreparationofthecorpus
needsalsohumanassistance,existtechniquestoimproveandshorten
thewholeprocess(e.g.throughdistantsupervisedlearning). Also,
itisgeneralylesslaborioustodevelopa machine-learningsystem.
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However,precisionofsuchsystemdependsonmanyfactors,suchas
concretescenarioanddomain,algorithmsused,sizeandqualityofthe
trainingset.Forspeciﬁcusecasesexistsemi-supervisedandunsuper-
visedlearningmethods(e.g.clustering).MachinelearningIEsystems
requiretrainingdataandisusualypreferredwhensuchdataiseasily
available.
Ontheintersectionofthosetwomethods,thereisaplethoraofhybrid
approachesandensemblesthatcombinebothrule-basedandmachine
learningapproachesinordertoleverageadvantagesofbothgroups.
Suchsystemstypicalyyieldverygoodresults,forinstanceusingma-
chinelearningforfastclassiﬁcation,andlaterreﬁningtheresultswith
rule-basedsystemsinordertoimproveoveralaccuracy.
TheInformationExtractiondomaingaineditsimpetusinthelate
eightiesbytheseriesofMessageUnderstandingConferences(MUC)or-
ganisedbyDefenseAdvancedResearchProjectsAgency(DARPA).It
wasstructuredintopics(startingwithmilitarytopics,andslowlyshift-
ingtowardsmoregeneralthemes),andthegoalwastoextractandﬁl
necessaryinformationonacertaintopicbasedontheinputtexts,an
activitycaledslotﬁling.TheMUCconferencescontributedtothede-
velopmentofIEandsetcommonstandardsforcomparisonandevalu-
ationofIEalgorithmsbythemeansofprecisionandrecalandestab-
lishedcommontaskswithintheIE,suchasnamedentityrecognition,
co-referenceresolutionorrelationshipextraction. Nowadaysthemost
importantNLPandIEactivitiesareperformedwithintheConference
onNaturalLanguageLearning(CoNLL)thatsetsspecialtasksevery
year.Alongwiththetask(caled"sharedtask"),thetrainingandtesting
corpusispublishedsotheparticipantscanevaluatetheirsystemsand
compareresults. Overlastyears,sharedtaskssigniﬁcantlyadvanced
manyareasofNLPandimprovedthestate-of-the-artintheInformation
Extractionﬁeld(GrishmanandSundheim,1996).
Linguisticanalysisoftextsconsistsofspeciﬁctasksthatareusualy
performed,startingfromthemostbasic(thatoperateoncharacterand
symbolslevel)tomorecomplex(operatingonwords,sentencesandse-
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mantics).Forinstanceasentencesplitingtaskmustbeaccomplishedin
ordertoproperlyparseasentence,whilemorecomplexmodelstypicaly
requireapresenceofmultipletextfeatures(JurafskyandMartin,2000).
Themostcommonstepsinmanytextanalysistasksarethefolowing:
•Tokenisationisaprocessoftransformingstringsofcharactersinto
chunkscaledtokens.Theytypicalyrepresentsinglewords,butcan
alsorepresentnumbers,compoundwords,etc.Tokenisationalsotakes
intoaccountpunctuation.
•Sentencesplitingisaprocesswhereindividualsentencesaresepa-
ratedfromthestreamoftokens.
•Part-of-speechtagging(POStagging)isasyntacticanalysisoftextand
identifyingthepart-of-speechofwords,e.g.verbs,nounsadjectives,
etc.
•Dependencyparsingisananalysisofthegrammaticalrelationof
wordsinasentenceandcreatingastructurethatrepresentsitina
formofadependency(orconstituency)tree.
• NamedEntityRecognition(NER)isdetectingnamedentities(e.g.peo-
ple,places,organisations,etc.)andtaggingtheminatext.
•Co-referenceresolutionistheidentiﬁcationofal wordsthatreferto
thesameobjectorperson(e.g.linkingpronounstoactualpersonthey
referto).Thiscanbedonealsoinacross-sentencemanner.
Thegivenlistshowsmosttypicaltasksfortextannotationsbutisnot
exhaustive,asmorehigh-levelfeaturescanbeextractedfromtexts.
Componentsrealisingthosetasksareintegratedintobiggerframe-
worksthatalowfor morecomplexIEjobs. GeneralAnnotationfor
TextEngineering(GATE)(Bontchevaetal.,2004;Cunningham,2002)is
averypopularframeworkforconstructingcustomNLPpipelinesfor
textprocessing.ThecoreofGATEisANearly-NewInformationExtrac-
tion(ANNIE)systemthatofersvariouscomponentsfortextprocessing.
GATEalowsforpluggingontologiesandgazeteersinordertoperform
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Figure2.2:ArchitectureofuimaFITpipeline(EckartdeCastilho,2013).
ontology-basedNamedEntityRecognitionandconceptmatching.The
JavaAnnotationPaternsEngine(JAPE)rule-basedlanguagealowsfor
user-deﬁnedtransducersontopofextractedfeatures,whichcanbeuse-
fulfore.g. deﬁninggrammarrulesorcustominformationextraction
paterns.
AnotherverypopularframeworkistheApacheUIMA(Ferrucciand
Laly,2004).Itiscomponent-basedarchitectureforanalysisofunstruc-
tureddata.initscoreliesaﬂexibletextannotationtypesystemcaled
CommonAnalysisStructure(CAS)andcommonAPIforanalysiscom-
ponents.TextprocessingwithUIMAworkslikeanassemblyline,where
eachcomponentisaddingnewannotationsandreﬁnementstothepre-
vioussteps. uimaFITsystemisbuiltontoofthatandprovidesfacil-
itiesforcreatinganalyticalpipelines. UIMARutaisanotheraddition
thatbringsthepaternmatchinglanguageoverUIMAannotations.The
UIMAframeworkdoesnotprovideitsownmodelsforperformingNLP
tasksbutalowsreusingotherwel-establishedones. E.g.theDKPro
project(EckartdeCastilhoandGurevych,2014a)aimsatintegratinguse-
fulmodelsandcomponentscomingfromotherprojectsandframeworks,
butpreservingtheﬂexibilityofuimaFITpipelines.Figure2.2givesan
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overviewoftheuimaFITpipelinearchitecture.Itcanbeextendedto
containextrafunctionalblocksforfurtheranalyses.
TherearenumerousotherNLPframeworksavailable,withtheirown
featuresandadvantages.Themostnotableare:CoreNLP(Manninget
al.,2014),OpenNLP1,NLTK(Birdetal.,2009),Mate-tools(Björkelundet
al.,2010),NLP4J(previouslyknownasClearNLP)2.Theymostlycome
withtheirowncomponentsandmodelsfornaturallanguageprocess-
ing. MostofthemodelstheycontaincanbeusedfromwithinDKPro
frameworkinuimaFITpipelines.
Intherecentyears,thestate-of-the-artinNLPtechniqueshasbeen
substantialyimprovedthankstotheuseof"deep"neuralnetworks.This
becameasigniﬁcantbreakthroughfor machinelearningandartiﬁcial
inteligenceingeneral.Sincethenitwidenedthepotentialofnatural
languageprocessingandstartedtobringitevenclosertothereal-world
scenarios(Goth,2016).
Traditionalmachinelearningapproachestotextanalysisusualytreat
wordsastokens,withoutanynotionofitssemantics,soeachwordis,
intheend,becomingadiferentnumberregardlesstheirpotentialsimil-
itude.Someoperationssuchaswordstemmingorlemmatisationim-
provethissituationbyreducingalinﬂectedformsintoitscorrespond-
inglexeme. Whilethisisusualyenoughtoaccountforgrammatical
variationsoftheword,itisnotsufﬁcienttorelatewordsthataresimilar
inmeaning.
Twomodernapproacheswereproposedtobridgethisgapandim-
provethissituation.In(Mikolov,Corrado,etal.,2013)authorproposes
word2vecapproachforlearningwordembeddingsthatcapturesemantic
relationshipbetweenwords,byrepresentingwordsasvectorsinhigh-
dimensionalvectorspace. Word2vecwordembeddingsarecreatedby
predictingwordbasedonitscontext. Asimilargoalwasachievedin
(Penningtonetal.,2014)byanalysingwordco-occurrencesfrequencies.
1TheApacheOpenNLPlibraryisamachinelearningbasedtoolkitfortheprocessingof
naturallanguagetext.URL:https://opennlp.apache.org,Lastaccessed:18/04/2017
2NLPtoolsdevelopedbyEmoryUniversity. URL: https://github.com/emorynlp/
nlp4j,Lastaccessed:18/04/2017
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Authorsdiscoveredthatprobabilitiesofwordsco-occurrencesencode
somemeaning,whererelatedwordsco-occurmoreoftenthanthoseun-
relatedones.Asaconsequence,semanticalysimilarwordshavevectors
thatarealsoclosertoeachotherinthehigh-dimensionalvectorspace.
Anotherimportantimprovementwasthebreakoutofdeeplearning
(LeCun,Bengio,etal.,2015)andnewmethodsforfastertrainingofmul-
tilayerneuralnetworks,moresuitablearchitecturesforlanguageprocess-
ingandnewapproachestolanguagemodelingwithneuralnetworks
(Colobertetal.,2011).Thisenabledthenewclassofartiﬁcialinteligence
systemsthatpushedstate-of-the-artofnaturallanguageprocessingeven
further.ThemostprominentexamplesaretheuseofafamilyofConvo-
lutionalNeuralNetworks(CNN)forsentencemodeling(Huetal.,2014;
Kalchbrenneretal.,2014)andclassiﬁcation(Kim,2014),relationsclassi-
ﬁcationandextraction(NguyenandGrishman,2015;Zengetal.,2014a),
languagemodelingoncharacter-levelwithRecurrentNeuralNetworks
(RNN)andLongShort-TermMemory(LSTM)(Kimetal.,2016;Sunder-
meyeretal.,2015). Whattheyhavealincommonisthatitispossible
tobuildanend-to-endnaturallanguageclassiﬁersbyonlyusingneural
networksarchitectures.Thesenewadvancementsonlyscratchedthesur-
faceofnewpossibilitiesforinformationextractionandnaturallanguage
processingtotransformtextualsourcesintoactionableknowledge.
2.2 Semanticmodeling
Withthedynamicdevelopmentofthe World Wide Webandexplod-
ingamountofdatasuddenlyavailabletoanyone,itbecameclearthat
theinformationisnotsufﬁcientwhenitisseparatedfromitsmeaning
(Berners-Leeetal.,2001).Thepossibilityofrepresentingtheknowledge
sothatcomputerscanunderstandandactuponitcouldbringmanyben-
eﬁtsinthefuturethatevennowarehardtopredict.Enablingautomatic
processingofinformationwithwel-deﬁnedmeaningcouldlowerthe
barriersforperformingmoreadvancedtasks,suchasdecision-making
process.
Sharingknowledgebetweendiferentparticipantsrequiresestablish-
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ingacommonunderstandingofthegivendomainandagreeingonthe
meaningoftheconceptsinvolved.Thisimpliescreatingformaldeﬁni-
tionsforentities,theirproperties,relationshipsandaxiomsthatgovern
aspeciﬁcdomain(Hendler,2001).Suchdeﬁnitionsthatencapsulatethe
knowledgeaboutaparticulardomainarecaledontologies.Theyplay
acentralroleinknowledgesharing,fortheyrepresentanacceptedfor-
malspeciﬁcationofasharedconceptualisation(Gruber,1995b),where
shared"reﬂectsthenotionthatanontologycapturesconsensualknowl-
edge,thatis,itisnotprivateofsomeindividual,butacceptedbya
group"(Studeretal.,1998).
Inthepastdecade,ontologyengineeringandconstructingasemantic
representationofinformationwasanimportanttopicofresearchinarti-
ﬁcialinteligence.Theﬂagshipideaofextendingthe World Wide Web
withmetadatainaformofsemanticalylinkedconcepts,relationships
andproperties,hasdriventhedevelopmentofsemantictechnologiesun-
derthecommonumbrelatermofSemanticWeb(Berners-Leeetal.,2001).
Inthissense,thenewWebwouldnotonlycontainsyntacticinformation,
designedandinterpretedforhumans(e.g. HTML),butalsosemantic
information,thatcouldbeinterpretedbycomputers(e.g. RDF3).The
backboneoftheSemantic Webwouldbesharedontologiesprovidinga
commonreferenceforconceptsandtheirmeaning(Daviesetal.,2003).
Semanticalydescribingaresourcemeanstoprovidemetadata4—an
additionalinformationaboutaresource.Suchmetadatagivesmachines
ahintabouttheobjectathand,itsproperties,characteristicsandrelation-
shipswithotherresources,whileresourcescanbeanyarbitrarything:
aperson,adocument,physicalorabstractobjectsandmore(Schreiber
andRaimond,2014).Thisalowsmachinesto"understand"whattheob-
jectis,andhowitcanbeautomaticalyprocessed.
ResourceDescriptionFramework(RDF)isaframeworkforrepresent-
inginformationontheWeb(Cyganiaketal.,2014).Thecoreideaisthat
alstatementsarerepresentedinaformoftriplesconsistingofthree
3ResourceDescriptionFramework,moreonthatlater
4Metadataormetainformationisinformationaboutinformation
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Figure2.3:Anexampleofinterconnectedtriples
formingagraph(SchreiberandRaimond,2014).
parts:asubject,apredicateandanobject.Subjectisaresourceofinterest
thatisbeingdescribedandisrepresentedwithanURI5.Predicateisa
propertydeﬁningaconcreteaspectbeingdescribed:anatribute,charac-
teristicsorrelationwithotherresource.Objectisavalueofthedeﬁned
property.Itcanbeeitheraconcretevalue(aliteral,number,date,etc.)or
otherresource(describedwithanURI).Duetothefactthatobjectofone
triplecanbesubjectofanothertriple,suchtriplescanbeconnectedwith
eachotherandrepresentagraph6.Figure2.3presentsagraphicalex-
ampleoftriplesrelatedwitheachotherandformingagraph.Resources
arerepresentedherewithcircles,predicateswithedgesandsomeob-
jectsareliteralvalues(e.g."Person"or"14July1990").Forinstancein
thefolowingtriple(Bob,isinterestedin,TheMonaLisa),Bobisasubject,
isinterestedin—apredicateand TheMonaLisa—anobject.Butthen,
TheMonaLisaisasubjectforanothertriple(TheMonaLisa,wascreatedby,
5URIstandsforUniversalResourceIdentiﬁer
6RDFdatasetsarethereforeoftencaledRDFgraphs.
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LeonardoDaVinci).ProvidingstandardURIsforresourcesalowsforan
integrationofdiferentdatasets(RDFgraphs)bymergingthembased
onthesameURIs.TheRDFdatamodelcanbeserialisedintodiferent
humanormachine-readableformats,suchasXML(thecanonicalRD-
F/XMLformat)butalsointoTurtleformats(N-Triples,Turtle,TriGand
N-Quads),RDFaandJSON(JSON-LD7).
RDFinveryusefullanguagefordescribingthingsontheweb,but
lacksexpressivenesswhenitcomestocreatingtaxonomiesandschemas
formetadata. RDFSchema(RDFS)wasproposedtoﬁlthisgapand
provideadata modelingvocabularyforRDF(BrickleyandR.Guha,
2008).SemanticalyRDFSisanextensiontoRDF,addingnewconstructs
fordeﬁningvocabularies,relationsofproperties,classes,moredetailed
characteristicsofresources,colectionsandreiﬁcationmethodsamong
others.
Anextstepforwardtowards moreexpressiveandful-ﬂedgedlan-
guageforconstructingontologiesistheWebOntologyLanguage(OWL).
OWLwasbornonpreviousefortsinontologymodeling,suchasOn-
tologyInterchangeLanguage(OIL)(Fenseletal.,2000)andDAML+OIL
(DARPA,AgentMarkupLanguage+OIL)(Horrocks,2002).OWLcon-
sistsofafamilyoflanguages(proﬁles)withaformaldeﬁnitionofmean-
ingandusedfordeﬁningontologies.TheOWLlanguagesarecanoni-
calyrepresentedinRDF,extendingsyntaxinordertoincludemoreex-
pressiveconstructs,suchasnewclassesanddistinctionbetweenclasses
andindividuals,morecomplexpropertycharacteristics,restrictions,classes
intersectionsandmore(W3C,2012).OWLalsoalowsformorepower-
fulreasoning,notonlyrule-basedbutalsousingelementsofdescription
logics.ThelatestversionisOWL2anditisbuiltontopofpreviousrevi-
sions,addingthreenewproﬁlesfordealingwiththetrade-ofbetween
expressivenessandcomputationalcomplexity(Motiketal.,2012):
•OWL2EL:designatedspeciﬁcalyforontologieswithlargenumber
ofpropertiesandclasses,providesexpressivepowerforthisclassof
7MoredetailsonrepresentingRDFinJSON-LDformatcanbefoundin(Spornyetal.,
2013)inChapter9:RelationshiptoRDF.
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ontologiesandguaranteedecidabilityinpolynomialtimewithregard
toconsistency,classexpressionsubsumptionandinstancechecking.
Thisproﬁlehoweverrestrictse.g.negationanddisjunction.
•OWL2QL:particularlyaimedatontologieswithlargeamountsof
instancedataandorientedtowardsqueryansweringtasks.Forthis
reason,OWL2QLcanbeimplementedwithrelationaldatabasesys-
tems.Thisproﬁleismorelimitedintermsofexpressivity,inreturn
forgoodperformanceforqueryanswering.
•OWL2RL:targetedatthoseapplicationsthatneedefﬁciencyand
scalablereasoning,despitethecostoflowerexpressivity.Thisproﬁle
isrestrictedonlytothoseassertionsthatcanbeimplementedwith
rule-basedreasoner.
SPARQLProtocolandRDFQueryLanguage(SPARQL)isanother
memberofthefamilyofSemanticWeblanguages(Prud’hommeauxand
Seaborne,2008).SPARQLisusedtoquerysemanticknowledgebases,in
asimilarwaythatSQLisusedforrelationaldatabases.Queriesareper-
formedbygraphpaternsmatchingoverRDFrepositoriesbyusingthe
folowingconstructs:simpletriplepaterns,conjunctions,disjunctions,
andoptionalpaterns.Theresultofthequerycanbeeither:a(i)set
ofvaluesboundtovariablesinaquerypaternmatch(i)RDFgraph
createdbysubstitutingvariablesingraphtemplate(ii)booleanvalue
bytestingifapaternmatchesthegraph(iv)RDFgraphdescribinga
particularresource.ThesemanticsofSPARQLisdeﬁnedbyRDFand
recommendsTurtleformatforexpressinggraphpaterns.
Developmentofontologiesfordiferentaspectsofinformationshar-
ingwasakeypointinbringingtheSemantic Webvisionforward.In
itsinceptionbeing moreanartratherthananengineeringdiscipline
(Gómez-Pérez,Fernández-López,etal.,2004),ontologydevelopmentre-
quiredmorestructuredapproach.Amethodologywasneededforontol-
ogymodeling,whichcouldprovideguidelinesandsupportthatcover
thewholelifecycle:fromcreationandreﬁnementtomaintenanceand
sharing.
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Theearliestapproachestodeﬁningontologyengineeringapproach
wereperformedbyLenatandR.V.Guha(1990)oncreatingtheCyc
ontologyandbyFox(1992)intheprojectTOVE,byapplyingknowl-
edgeengineeringintheenterprisemodelingdomain.Sincethen,fur-
ther methodologies wereproposed,of whichthe mostcompleteare
METHONTOLOGY(Blazquezetal.,1998;Fernández-Lópezetal.,1997),
On-To-Knowledge(Staabetal.,2001),DILIGENT(Pintoetal.,2004)and
NeOn methodology(Suárez-Figueroaetal.,2012).Thecompletecom-
parisonofmostimportantmethodologiescanbefoundin(Fernández-
López,1999).TheNeOnmethodologyisnoteworthyasitgroundedin
experiencegainedbyitspredecessors.Itsetsninemostplausiblesce-
nariosfordevelopingontologies,welsuitedtodiferentprojectrequire-
mentsandlifecycles,asthereisnosingleapproachthatsatisﬁesal
developmentneeds(Brooks,1995;Pﬂeeger,2009).NeONmethodology
emphasisethereuseofontologicalandnon-ontologicalresources,re-
engineeringandmergingofontologies,takesintoaccountcolaboration
anddynamismandﬁnalysetsthecommonglossaryofprocessand
activitiesforontologydevelopmentcycles(Gómez-PérezandSuárez-
Figueroa,2009).
Figure2.4showsanoverviewoftheNeOn methodologyactivities
andassociatedscenarios:(1)fromspeciﬁcationtoimplementation,(2)
reusingandreengineeringnon-ontologicalresources,(3)reusingonto-
logicalresources,(4)reusingandreengineeringontologicalresources,
(5)reusingandmergingontologicalresources,(6)reusing,mergingand
reengineeringontologicalresources,(7)reusingOntologyDesignPat-
terns(ODPs),(8)restructuringontologicalresources,(9)localizingonto-
logicalresources.
Ontologydevelopmentasapreliminarystepinbuildingworldwide
Semantic Webprovedtobearatherdifﬁculttaskandthecommunity
becamedisilusionedwithslowadoption.Initsprimaryform,Semantic
Webdidnotliveuptoeveryone’sexpectationsanddidnotachieveits
grandioseobjectives.Ontologiesthemselveshadnotbecomeubiquitous
onthewebandsemanticresourceswerescarce. Moreover,performing
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Figure2.4:Resources(dashedboxes),activitiesandprocesses(solidboxes)
andscenarios(arrowsandnumbers)ofNeOnmethodologyforbuildingon-
tologiesandontologynetworks(Gómez-PérezandSuárez-Figueroa,2009).
large-scalereasoningwastoocostlyrelativeforbeneﬁtsitcouldprovide.
Althoughtheidealisticvisionoftheearlyvisionariesofthe"Semantic
Web"hasneverbeenfulyachieved,ithelpedtocreatestrongfounda-
tionsforknowledgereusestandardsandtechnologies.Oneofthemost
successfulinitiativesoftheSemanticWeb,theLinkedOpenData(LOD)
cloud,anditsmostrenownedprojectDBpedia8becameareferencefor
representingandsharinginformationontheWeb(Bizeretal.,2009).DB-
pediausesSemantic WebtechnologiesandLinkedDataprinciplesto
provideasemanticknowledgebaseofover1.46bilionfactsand10mil-
lionadditionalconceptsthatareavailablefornavigatingandquerying
(Lehmannetal.,2015).Italsobecamethemostimportanthubfordata
interlinkingandintegrationofdiferentdatasetsthroughthereuseof
8The DBpediaprojectisavailableathttp://dbpedia.org/about. Lastaccessed:
24/04/2017
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Figure2.5:AfragmentoftheLinkedOpenDataclouddiagramasofFebruary
2017.DBpediaisthecentraldatasetoftheLODcloud.Thecompletediagram
ismaintanedbyAndrejsAbele,JohnP.McCrae,PaulBuitelaar,AnjaJentzsch
andRichardCyganiakathttp://lod-cloud.net/.Lastaccessed:18/04/2017.
commonconceptsdeﬁnedalreadyinDBpedia.Figure2.5showsafrag-
mentofLODcloud,adiagrampresentingLinkedDatadatasetspub-
lishedandavailableonline,andtheirinterconnections. Conceptsthat
arecommonacrossdiferentdatasetsarelinkedtogether(throughthe
owl:sameAsrelation).Thisalowsforcross-datasetnavigation,querying
andreasoning.ThecentraldatasetoftheLODcloudistheDBpedia,as
themainsourceofgeneraltop-levelconcepts,propertiesandhierarchies.
OthersemanticdatasetsarelinkingtoDBpediainordertoestablisha
commonunderstandingoftheirconcepts.
InthecoreoftheLinkedDataapproachfordatapublicationthereare
fourrules,asdeﬁnedbyBerners-Lee(2010):
1.UseURIstonameandidentifythings.
2.UseHTTPURIsothatthesethingscanbelookedup.
3.Provideusefulinformationaboutwhatanameidentiﬁeswhenit’s
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lookedup,usingopenstandardssuchasRDF,SPARQL9,etc.
4.RefertootherthingsusingtheirHTTPURI-basednameswhenpub-
lishingdataontheWeb.
TheLinkedDataapproachevolvedintocomprehensiveandstandard
wayforpublishingpublicandopendata.Theprocessofdatapublica-
tionhasbeendeﬁnedinmultipleways,e.g.byHyland,Hausenblasand
Vilazón-Terrazasin(Hausenblasetal.,2011),withthemostup-to-date
methodologyperformedwithintheEUprojectLOD2. TheLOD2life
cyclehasbeenpresentedintheFigure2.6.Thediferentstagesarethe
folowing(Auer,Bühmann,etal.,2012):
•Extraction:Onmanyoccasionsdataisrepresentedinawaythatdoes
notfacilitateaneasyaccess,computationorquerying.Extractingsuch
dataisaﬁrststepintransformingitintoaLinkedData.
•StorageandQuerying:Semanticdatastorageisverydiferentfrom
traditionaldatabases.Handlinggraphrepresentation,inference,query-
ing,distributedcloudstoragearesomeoftheissuesaddressedinthis
stage.
•Authoring:creatingnewrichsemanticknowledgebasesinanintuitive
andnotovercomplicatedways,embracingsocialcolaborativetools
andtechniques,suchasSemantic Wikithatlowersthethresholdfor
humanparticipationincreatingsemanticdatasets.
•Interlinking:makingrelationsbetweensemanticdatasetsiscrucialfor
thegrowthoftheLinkedOpenDatacloud.Toolsforhuman-assisted
semi-automaticlinkingofsemanticconceptsfosterthecross-dataset
knowledgeintegration.
•Classiﬁcation:linkingexistingrawconceptstotheircorresponding
classesinsemanticvocabulariesandontologiesalows"lifting"them
andgivethemsemanticmeaning.
9SPARQLProtocolAndRDFQueryLanguage,https://www.w3.org/TR/rdf-sparql-
protocol/.Lastaccessed:24/04/2017.
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•QualityAnalysis:assessingLODdatasetsfromthepointofviewof
thequalityofdatacanbeexpressedwithregardtodiferentcharacter-
istics,suchascoverage,structureandprovenance.
•Evolution:LODdatasetsevolvetoadapttotheeverchangingweb.Fa-
cilitatingevolutionandrepairofdatasets,whilekeepingstableURIs,
traceabilityofchangesandsemi-automaticguidanceinknowledge
baserestructuringisthegoalfortoolssupportingthisstage.
•Search,BrowsingandExploration:forend-useritdoesnot mater
whatexactlyisunderthehoodaslongasshecansuccessfulynav-
igatethedata. Takingadvantageofthenatureofdata,exploration
canbefacilitatedwithdiferenttechniquessuchasfacetedbrowsing,
geographicalvisualisations,aggregatedviews,etc.
ThecircularshapeoftheLinkedDataLifecyclediagramdenotesthat
thosestagesarenotisolatedfromeachotherbutratherinﬂuencethem-
selvesandareinterdependent.Achangeinonestagecantriggerneces-
saryactionsinanother.
Everystageissupportedbyitscorrespondingtoolsthataidusersto
dealwithconcreteproblemsateachpointofthelifecycle.Thenecessary
toolinghasbeenalsocoveredbytheLOD2projectinaformoftheLOD2
Stack(VanNufelenetal.,2014).
TheLinkedDataapproach,aspresentedabove,issuccessfulyusedto
publishdatainaninteroperablewaythatfacilitatesdatasetinterlinking
andsemanticrepresentationofﬁnancialconcepts.Itisalsoemployed
intheﬁeldofﬁnanceandeconomy,enablingnewscenariosofdatainte-
gration(O’Riain,Harth,etal.,2012),queryingandanalysis(Radzimski
andSánchez-Cervantes,2012).
Semanticﬁnancial modelingplaysimportantroleintransforming
unstructuredorotherwiseunactionableﬁnancialdataintocomputable,
shareableandnavigabledatasets.Severalontologieswereconstructed
toprovidesemanticfoundationforexpressingﬁnancialdata.
In(Vanderlinden,2011)authordevelops"FinanceOntology"thatcon-
tainsﬁnancialinstruments,partiesinvolvedinﬁnancialtransactions,
46 financialdecision-makingbasedonunstructureddata&
Quality 
Analysis
Classiﬁcation
/ Enrichment
Interlinking /
Fusing
Authoring
Storage / 
Querying
Extraction
Search / 
Browsing / 
Exploration
Evolution / 
Repair
Linked Data 
Lifecycle
ontologies
Figure2.6:TheLinkedDataLifecycle,asdeﬁnedintheEUFP7projectLOD2.
markets,currencies,economicactivities.ItalsoborrowsfromISO10962
ﬁnancialinstrumentsclassiﬁcationsandISO20022universalﬁnancial
industrymessagescheme.Thereforeitismostlyorientedatmodeling
securitiesandrelatedactivities.
AnotherontologywasproposedbyLaraetal.(2006)andtargetsin-
vestmentfunds.Themainideaistousecommonvocabulariesandcon-
ceptstogatherandintegratehistoricalinformationoninvestmentfund
fromdisparateandheterogeneousdatasources. Authorsbeginwith
deﬁningataxonomybasedonestablishedXBRLformatanddeﬁnea
mappingfromXBRLintoOWLontologies.Inconsequence,theavail-
abilityofcommonlyshared modelscanimprovetheprocessofdata
integration.Thiscanbringanadded-valueandfosterinvestmentfunds
analyses.
Anotherbranchofknowledgemodelinginﬁnancetargetsfraudpre-
ventionanddetection.TheEuropeanprojectFFPOIROTaimedatde-
velopinganontology-basedsystemforfraudandscamdetectioninelec-
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troniccommunications(Kerremansetal.,2005;Zhaoetal.,2004).Asim-
ilarapproachfordetectingilegalsolicitationofﬁnancialproductswas
folowedin(GaoandZhao,2005)bydevelopinganapplication-speciﬁc
ontologyforlinguisticprocessingofemails.Ontheotherhand,Zakiand
Theodoulidis(2013)describeontologydevelopmentforﬁnancialmarket
monitoringandsurveilance.Theontologycapturesvariousfraudprac-
ticesandisusedasthebackboneforinformationextractionfromtextual
sources.Itisvalidatedinthreescenarios:(i)extractingﬁnancialfraud
conceptsfromSecurityExchangeCommissionlitigationreleases,(i)ex-
tractkeyatributesofdiferentfraudulentbehaviourfromunstructured
data(ii)createaBusinessInteligencesystemformarketsurveilance
thatalertsonpossiblefraudcases.
Constructionofontologythatwouldsupportcross-lingualandcross-
borderﬁnancialgovernancewasthegoaloftheprojectMONTIFIC(Mul-
tilingualONTologyforInternalFinancialControl).Theontologyaimed
atcapturingmultilingualterminologythatwouldsupportinformation
resourcesofthe"InternalFinancialControlAssessor"training,certiﬁca-
tionandimplementationprocesses(Budinetal.,2010).
Anothermultilingualontologyintheﬁnancialdomainwasproposed
inproject MONNET(Declercketal.,2010).Itaddressestheproblem
ofsharingﬁnancialreportsacrossEuropeanborders,whereaccounting
regulationsarediferent. TheusecaseisbasedonXBRLreportsand
XBRLtaxonomies.Itofersnotonlyamappingofconceptsfromdifer-
entlanguages,butalsotheextractionandintegrationofﬁnancialdata
fromreportsindiferentlanguages,andregulationspolicies.
EuropeanFP6projectDIPdevelopedﬁnancialontologytosupport
e-bankingoperationsscenario,throughtheuseofsemanticwebservices
(Montesetal.,2005).Ontologycreationwasnecessarytoprovideacon-
ceptualmaptoclassifyentitiesandtheirrelations,establishingacom-
monunderstandingonusedterms. Theontology modeledonlythe
mortgagedomain.Developingontologythatwouldcoverthewholeﬁ-
nancialdomainwasoutofthescopeoftheproject,mainlyduetothe
factthatﬁnancialmarketmovesverydynamicalybutstandardisation
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Figure2.7:CompleteimportgraphofMUSINGontology.Thegraph
showsmaincomponentsoftheontologyandincludedvocabularies
andupper-levelontologies.Thisstructurehighlightsmodularitythatal-
lowsforontologyreuseinthewidestscalepossible(Leiboldetal.,2010).
efortsareveryslowandpronetofailure(Hepp,2007).
AnotherEuropeanresearchprojectMUSINGprovidesanexampleof
ﬁnancialontologydevelopmentforBusinessInteligencedomainfor(i)
businessreporting(Spies,2010),(i)operationalriskmanagement(Lei-
boldetal.,2010)and(ii)InformationExtraction(Saggionetal.,2007).
The MUSINGontologybuilsontopofpreviouslyestablishedworkin
theﬁeld,byimportingrelevantdomain-independentontologiesand
otherstandardreferenceontologies. Figure2.7showsthecomplete
graphofontologyimports,representingaconceptualmodeloftheon-
tologystructure.
OntologycreationisalsoanimportantstepintheInformationEx-
tractiontask,byprovidingabackboneforconcept mappingbetween
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entitiesfoundintextualsourcesandstructuredontologies.Oneofsuch
examplewaspresentedintheEUFP7projectFIRST.TheFIRSTontol-
ogywasbootstrappedbasedongazeteersandotherstructuredsources,
andthentheiterativeontologyevolutionprocesswasappliedinorder
toreﬁneandaggregate morerelevantconcepts. Theontologyisori-
entedattheﬁnancialdomainforfosteringtextminingandannotations
ofsuchconceptsascompaniesandorganisations,markets,stocksand
stockexchanges,currencies,countriesandgeographicallocations,im-
portantactorsinﬁnanceandpolitics,sentimentvocabulariesandother
indicatorsforﬁnancialinstruments.Alconceptsprovidealsonecessary
gazeteerssupportthatindicatesontologyannotationspeciﬁcdata,such
ascompanysufﬁxesstopwords,stockacronyms,currencysymbolsand
others(Grˇcaretal.,2012).
Assentimentquicklyturnedintoanotherimportantindicatorinﬁnan-
cialdomain,itbecameasubjectformorestructuredsemanticmodeling.
Existinggenericanddomain-independentvocabulariesforopinionmin-
ing(Westerskietal.,2011)wereadaptedtodealwithweb-basedcontent
(Sánchez-RadaandIglesias,2013;Sánchez-Rada,Vulcu,etal.,2014)and
appliedtoﬁnancialnewssentimentmodeling(Sánchez-Rada,Torres,et
al.,2014).
Substantialeforthasbeenspentintransformingstructuredandsemi-
structureddatasetsintosemanticformforfurtherinterlinkingwithother
datasets,improvedquerying,datapublicationandotherdataintegra-
tiontasks(Auer,Dietzold,etal.,2009;Sahooetal.,2009).ThewholeEU
FP7projectLATC(TheLinkedOpenDataAround-the-Clock)hasbeen
devotedtofosteringthecreationofLODdatasetsfrompublicoroth-
erwisesiloedorunavailabledatasets(Hausenblas,2010).However,the
sheerideaofsemantifyingexistingdata(alsocaled"tripliﬁcation")by
straightforwardtransformationintoRDFtriplesisnotenoughandaddi-
tionalsemanticmodelingisusualyrequiredinordertoprovidemore
navigableorsemanticalysoundform. ProjectFLORA wasoriented
atcreatingﬁnancialknowledgebasebasedonstructureddatasources,
suchasXBRLﬁlings(Radzimski,Sanchez-Cervantes,etal.,2014).Many
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previousefortstosemantifyXBRLdataweremerelymimickingXBRL
structure,thusprovidingunnecessaryburdenforadoptedbusinessuse
casesastheystilrequiredadeepunderstandingofXBRL-speciﬁcmod-
eling. ThereforeashiftfromcanonicaltoanEntity-Atribute-Value
(EAV)modelwasadoptedinFLORA.Thisapproach,inconjunctionwith
RDFreiﬁcation,fosteredcomparativeanalysisandﬁnancialratiocalcula-
tionprocess(Sánchez-Cervantes,2015).Theresultingconceptualmodel
provided moreunderstandablestructureandbeterhuman-navigable
form.
Althepreviousefortstoconstructtheﬁnancialontologyweremostly
orientedatconcretebusinessdomainsoraimedatmodelingasmaler
subsetofthebiggerﬁnancialworld.Providingacomprehensivemodel
thatwouldcoverthewholedomainisadifﬁculttask,thatneedsbroader
consensusandinvolvementofdiferentparties.In2005EnterpriseData
ManagementCouncil(EDMCouncil)wasestablishedinordertoestab-
lishstandardsforefectivedata managementforthedevelopmentof
businessrelationships.Havingacommitmentfrommanybusinessand
ﬁnancialinstitutions,EDFCouncilstarteddevelopmentoftheFinan-
cialIndustryBusinessOntology(FIBO).ThegoalofFIBOistobecome
theopenindustry"commonlanguage"standardfordeﬁningtheterms,
factsandrelationshipsassociatedwithﬁnancialcontracts(Bennet,2013).
Theontologyisdividedintothefolowingdomains:(i)Foundations,
(i)BusinessEntities,(ii)Indices&Indicators,(iv)FinancialBusiness&
Commerce,(v)Securities&Equities,(vi)Derivatives,(vi)Loans&Mort-
gages,(vii)MarketData,(xi)Funds,(x)CorporateActions,(xi)Portfo-
lio/holdings,(xi)Payments.Asof2016fourFIBOstandardshavebeen
alreadyreleasedasObjectManagementGroup(OMG)standards.Those
are:FIBOFoundations10,FIBOBusinessEntities11,FIBOIndicesandIn-
10Thecurrentversionisat:http://www.omg.org/spec/EDMC-FIBO/FND.
Lastaccessed:24/04/2017.
11http://www.omg.org/spec/EDMC-FIBO/BE.Lastaccessed:24/04/2017.
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dicators12andFinancialBusiness&Commerceontology13.
ResultsofthisdevelopmentshowsthatFIBOisbecomingtherefer-
enceontologyduetothesigniﬁcantstandardisationeforts,substantial
supportfromtheindustryandhighcoverageofthewholeﬁnancialdo-
main. However,atthetimeofwritingofthisthesis,FIBOisstilinan
earlystageofdevelopment.OnlyFIBOFoundationhaspassedversion
1.0. Theremainingthreereleasedontologies:FIBOBusinessEntities,
FIBOIndicesandIndicatorsandFinancialBusiness&Commerceare
stilin"beta"versions.
Thefolowingthesisemployssemantictechnologiesforrepresenta-
tionofknowledgeextractedfromunstructureddata.TheLinkedData
formwilfostertheintegrationofﬁnancialdatacomingfromvarious
sourcesthroughtheinterlinkingofmainconcepts. Asaconsequence
that willeadtobeter-informedﬁnancialdecisionsbyblendingthe
knowledgefromotherknowledgebases,improvedknowledgequerying
andanalysisandinteroperabilitywithotherﬁnancialsystems.
2.3 Textanalyticsfordecisionsupportinﬁnance
TheoriginsofDecisionSupportSystems(DSS)datebacktolate1960’s
whentheﬁrststudiesofcomputer-aideddecisionsystems werecon-
ducted(FergusonandJones,1969).Sincethebeginning,theDSSsaimed
atprovidingsupportfordecision-makingprocessforsolvingcomplex
domain-speciﬁcproblemsusingdecision models(Kleinand Methlie,
2009).Especialyinareaswheretheamountofinformationistoobigfor
humantoeasilyanalyseorthenatureoftheproblemisverycomplex.In
thissense,thedecisionsupportsystemmakesextensiveuseof(i)data
(i)documents(ii)knowledgebases(iv)decisionmodelsinordertoen-
hanceone’sabilitytomakebeter-informeddecisions.Thereexistmany
taxonomiesthatproposetoorganiseDecisionSupportSystemsintoco-
herentgroupsandtostructurethevastmajorityofexamplesintocate-
12http://www.omg.org/spec/EDMC-FIBO/IND.Lastaccessed:24/04/2017.
13http://www.omg.org/spec/EDMC-FIBO/FBC.Lastaccessed:24/04/2017.
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goriesbasedone.g.genericoperations(Alter,1977),knowledgesource
(Holsappleand Whinston, 1996)ororganisationalclass(Hackathorn
andKeen,1981). WithanincreasingnumberofDSS,shiftingoffocus
andtechnologies,taxonomiesevolvetoaccommodatetothenewsce-
narios.Forinstance,Power(2001a)proposesaframeworkforclassify-
ingDecisionSupportSystemintoﬁvemaincategories:(i)Data-driven
DSS,(i)Model-drivenDSS,(ii)Knowledge-drivenDSS,(iv)Document-
drivenDSSand(v)Communications-drivenandGroupDSS,andthree
secondarycomponents:(i)Inter-organisationalorIntra-organisational
DSS,(i)Function-speciﬁcorGeneralPurposeDSSand(ii) Web-Based
DSS.
DecisionSupportSystemhavebeenappliedinalmostalindustries
andﬁnancequicklybecameoneofthemostinterestingresearchareas.
TheﬁrstcommercialDSS,caledIFPS(InteractiveFinancialPlanningSys-
tem)wasdevelopedinthelate1970’sattheUniversityofTexas(Power,
2007).Sincethen,thediversityofﬁnancialDecisionSupportSystems
haveﬂourished.Fromthestandpointoftheirapplication,DSSinﬁnance
canbecategorisedasfolows(Ali´cetal.,2012):
•Financialanalysissystemstargetingtheproblemofpredictingfuture
movementofindividualstocks,stockindices,bondratings,etc.in
ordertoimproveportfoliomanagementandinvestmentdecisions.
•Analysisofriskfactorsanddetectingofeventsthatmightinﬂuence
changeoffutureratings,volatilityorotherundesirableeventsthatcan
besummarisedasRiskManagement.
•Findingpotentialyfraudulentbehaviourinﬁnancialoperations,de-
tectingfalseorotherwisedoctoredﬁnancialstatements,performing
marketsurveilanceandothermarketabusemonitoringforfraudde-
tection.
FinancialDecisionSupportSystemareaidinghumanstounderstand
andtakeactionsintheever-changingsituationoftheworld.Therefore,
apartfromtheinternaldecisionmodels,andknowledgebases,themain
componentisthesourceofexternaldatafromthemarkets,economical
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situation,transactions,etc.Theprincipalsourceofdataforsuchsystems
canbedividedintwomaingroups:
•Structuredﬁnancialdata,suchasearnings,quarterlyreports(e.g.10-
QXBRLﬁlings),ﬁnancialratios,stockpricetimeseries,salesdata,
macroeconomicindicators,transactionlogs
•Unstructureddata,suchascorporateannouncements,news,experts
analysisandopinions,othertextualsourcesaccompaniedbystruc-
tureddocuments.
Structureddatarepresentastateoftheworldofchosenaspects,such
ascompanyﬁnancialsituation,usingsomeagreed methodologyand
commonmetrics.Itisawayofpresentinghardfactsusingnumbers.
Suchdatahavemostlywel-deﬁnedsemantics,thuscanbedirectlyap-
pliedto modelsandalgorithms,compared withotherdataandhas
certaininterpretation.Inconsequence,suchdataiseasiertoactupon.
Structureddataisalsomoretrustworthy,itissubjecttomorescrutiny
andlegalregulations. Manipulationsofsuchdatahappenratherrarely.
Ontheotherside,thereisunstructureddata,animportantsourceof
informationinﬁnance,usedextensivelyinthedecision-makingprocess
(seeFigure2.8).Unstructureddata,suchasnews,alsopresentchanges
tothestateoftheworldthroughtheexpressionoffacts,aswelasopin-
ions,rumours,predictions,etc.Suchdataisnotdirectlyactionableina
fulyautomaticmannerbutneedstobeprocessedﬁrst.Itcanbeeither
readbyahumanwhodecidesontheactionorprocessedbyautomatic
NLPsysteminordertoextractrelevantfeaturesforfurtherdecision-
making.Ineithercase,unstructureddataislesscertain:newscanbe
overstated,somesourcescanspreadfalserumoursandpredictionsnot
alwaysaccurate.Also,theprocessofinformationextractionfromsuch
sourcesmightnotbefulyaccurate,lackpropersemanticsandrequiring
additionalhumanefort.Thismakesunstructureddatahardertodeal
withandmorechalenging.
DecisionSupportSystemsinﬁnancialdomainthatdealwithunstruc-
tureddataaimatovercomingthoseproblemsandprovideautomatic
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Figure2.8:Unstructureddataareusedonadailybasisinﬁnancialdecision-making
process.HeretheBloombergterminalisshowingliveTwiterfeedsonselected
stocksymbols.Theserviceisverypopularamongtradersaroundtheworld.
meansforinformationextractionfromunstructureddatainordertoem-
ploythemintothedecision-makingprocess.
Micuetal.(2009)introducesStockWatcher,aﬁnancialnewsanalysis
system,employingNLPandtextminingtechniquesanddomainknowl-
edge,expressedinaformofOWLontologies,inordertodetectrelevant
newsthatcanafectinvestors’portfolio.Theknowledgebasecontain
aglossaryofkeywordsfordetectingthefolowingﬁnancialeventsin
thenews:(i)analystforecasts,(i)contracts,(ii)earnings,(iv)results,
(v)sales,(vi)stocksandshares,(vi)acquisitions,(vii)colaborations,
(ix)companyperformanceand(x)newproducts.Thefurtherstepisto
assessifthenewshasapositive,negativeorneutralefectonthestock
priceofthecompanyofchoice,e.g.ifearningsarelower,thentheover-
alefectwouldbenegative.Basedonitssetofrules,thesystemfurther
categorisesnewsandgivesﬁnalrecommendationstotheinvestor.
Aslightlydiferentsystemfornewsanalysishasbeenpresentedin
(Nuijetal.,2014).Thisworkproposesaframeworkforderivingtrading
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strategiesbasedontechnicalindicatorsextractedfromthenews.Itis
basedonﬁnancialeventdetectioninordertoclassifythenewsabout
businessentities.Forclassiﬁcationstepitisusingproprietarysystem
ViewerProthatisusingkeyword-basedmethodsforassigningthenews
tooneofthefolowingclasses:(i)sharesup,(i)ratingup,(ii)colabo-
rationstart,(iv)ratingpositive,(v)proﬁthigherthanexpected,(vi)ac-
quisitionstart(vi)salesup(vii)pricetargetraised(ix)businessex-
pand,(x)jointventure,(xi)performanceexceedsexpectations,(xi)proﬁt
up,(xii)colaborationconsideration,(xiv)performancemeetsexpecta-
tions,(xv)proﬁtdown,(xvi)ratingdown,(xvi)pricetargetlowered,
(xvii)sharesdown,(xix)proﬁtlowerthanexpected. Whatisnotewor-
thyisthattheexpectedefectofeacheventisalreadyincludedinthe
category(e.g.proﬁtupvs.proﬁtdown),sonofurtheranalysisisnec-
essary.Theevaluationisperformedbyanalysingaveragereturnsand
abnormalreturnsforeacheventandcreatingatradingstrategybyin-
corporatingselectedextractedindicatorsandﬁndingoptimalresults.
UsingnewsarticlesasasourceforconstructingBusinessInteligence
systemwasstudiedin(Chung,2014).Itdescribestheextractionofthe
relevantBIfactorsintheprocessoftextmininginordertoproviderel-
evantinformationtobusinessanalysisandassistthemintheprocessof
decision-making.Thedeﬁnitionoffactorsisguidedbyexpertsinthe
ﬁeldandtheinformationretrievalisbasedonthetextualfeaturesse-
lectionandextraction.ThecategorisationofBIfactorswasperformed
usingNaïveBayesalgorithm.
Detectingeventsinthenewsisanimportantﬁeldstudiedinthecon-
textoftheﬁnancialdecision-makingprocess.Javaetal.(2006)presents
SemNewssystemforextractingentitiesandfactsfromthenews.Ituses
OntoSemtextprocessingengine(NirenburgandRaskin,2001)forinfor-
mationextractionthatemploysframe-basedlanguagefortheknowledge
baseandonomasticonforpropernamesresolution.Extractedfactsare
furthertranslatedintoanOWLontology,asoriginalOntoSemsystem
usesitsownknowledgerepresentationformat.
InthecontextofprojectPARMENIDES,Blacketal.(2005)proposed
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CAFETIEREsystemforautomaticentityannotationandrelationextrac-
tionfromthenews.ItisbasedontheGATEframeworkandANNIEIE
pipeline,withcustomextractionrulesthatoperateonalexicalandse-
manticlevel.Itisusinghand-craftedrulesandgazeteersforannotation
andentitylookup.
Adiferentaspectofinformationextractionfromunstructuredsources
hasbeenproposedinSONAR(Gómez-Berbísetal.,2009).Theproposed
architectureusesNLPtechniquestoextractcertainfactsfromnewsand
populatetheontologyinordertoperformsemanticsearchandreason-
ingovertheinternalknowledgebase.TheAnalystInformationAssis-
tant Module(ANNE)builtontopofSONARaimsatguidinganalysts
ininvestmentplanningandﬁnancialdecisionsupport.
Evenmorecomplexapproachtoeventextractionispresentedin(A.
Hogenboom,F.Hogenboom,Frasincar,etal.,2013).Authorsintroduce
Semantics-BasedPipelineforEconomicEventDetection(SPEED),that
aimsatdetectingandextractingrelevantﬁnancialeventsfromnewsand
automaticannotationwiththeuseofontologies.
Anotherareawhereanalysisofunstructureddatahasbeenstudiedis
automatedextractionofsentiment,caledsentimentanalysisoropinion
mining(PangandL.Lee,2008).Themainmotivationbehindthisisthat
humandecisionsareinﬂuencednotonlybyinformationbutalso,and
toagreatdegree,byemotions(KahnemanandTversky,1979).Theirra-
tionalaspectofthehumandecision-makingprocessisincontrastwith
theefﬁcientmarkethypothesis.Thisgavebirthtobehaviouralﬁnance
andfurtherstudiesonhowmoodandemotionsareinﬂuencingﬁnancial
decisions.
Therehavebeennumerousstudiesfocusedontheapplicabilityofsen-
timentanalysisinﬁnance,andhowmoodisshapingthestockmarkets
(BrownandClif,2005).Mostofthemareorientedonpredicting:(i)fu-
turestockpricesmovements,(i)volume(ii)volatilityor(iv)investment
riskbasedonsentimentandvolumeofmentionsinsocialmedia(Baker
andWurgler,2007).
Whilealtheworkismostlyorientedonverifyinghypothesisifthere
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isanysigniﬁcantcorrelationbetweensentimentinsocialmediaorother
textualsourcesandstockmarkettrends,theydiferinapproach,tech-
niquesemployedandindicatorstheytrytocorrelate(Nassirtoussietal.,
2014).
Twiterbecameasocialmediaofchoiceforsentimentanalysisdueto
thefactthatitisrelativelyeasytoobtainbigamountsofdataonchosen
subjects.TheTwiterAPIalowsforstreamingcontentoftweetsinreal-
timefashioninordertogettimelyinformationforuser-deﬁnedqueries
(PakandParoubek,2010).
Usingtwiterforsentimentanalysisinordertoderiveatradingstrat-
egywasstudiedin(Bolenetal.,2011).ThedependencebetweenTwit-
tersentimentandtheDowJonesIndustrialAverage(DJIA)indexwas
observedin(Rancoetal.,2015).ThestudyfoundsigniﬁcantGranger
correlationduringthepeaksofTwitervolume.In(Nannetal.,2013)
authorsachievebeterperformancethantheS&P500byincludingtwit-
tersentimentintheirtradingmodel. HoweverNoferandHinz(2015)
observethatasimplemoodaggregationfromTwiterisnotenoughto
showpredictivepoweronstockmarketsbutadditionalanalysisofthe
socialstructureisnecessary.Thiscouldbealsoduetothefactthatmore
investorsarealreadyincludingTwiterintheirtradingstrategies. Mar-
ketsareadaptingtothatfactandbecomemoreefﬁcient,diminishingthe
advantageofsentimenttrading.
WhileTwiterisapopularsourceofunstructureddata,othermore
conventionaldatasourcesarealsowidelyusedformoodanalysisand
extractionofotherrelevantfeatures.Mostusedsourcesarenewsarticles,
buletinboardsandblogposts,publiccompanies’disclosuresandcorpo-
rateﬁnancialreportsandothers.TypicalyacquiredthroughRSS14feeds
intheprocessofwebcrawling,theycanalsoprovidetimelyinformation
thatcanbeusedtomakeﬁnancialdecisions.(GilbertandKarahalios,
2010)analysesthemoodofblogpostsfromLiveJournalanddiscovers
thatithasasigniﬁcantinﬂuenceontheS&P500index.Analysisofpublic
14RDFSiteSummary,RichSiteSummaryorlatercaledRealySimpleSyndication—a
formatforpublishingfrequentlyupdatedinformation,suchasnewsorblogposts.
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disclosuresformakingshort-terminvestmentswaspresentedin(H.Lee
etal.,2014).Theworkfocusedon8-KformspublishedontheSecurities
andExchangeCommission(SEC)website.Thoseformsprovideinforma-
tiononthemajoreventsofpubliccompaniesandauthorsdemonstrate
thatinformationfromthesereportsinﬂuencesthefuturestockpriceof
thecorrespondingcompany.
GoonatilakeandHerath(2007)analysednewsinordertobuildare-
gressionmodelonvolatility.In(GrothandMuntermann,2011)authors
proposesananalysisoftextualsourcesforﬁnancialriskmanagement.
Analysisofcorporatedisclosuresandextractionofvaluableinformation
conﬁrmedthatunstructureddatacanimprovedetectionofsupranor-
malriskexposures.In(LeinweberandSisk,2011)authorsareanalysing
newsinordertoderivesignalsimportantformakinginvestments.They
constructamodelforportfolioconstructionandobtainedgoodperfor-
mance,withannualisedSharperatioof0,76.
2.4 Conclusions
Aswehaveobserved,thereisabroadnumberofexamplesofwork
concerningunstructureddataanalyticsandparticularlyemployedinthe
domainofﬁnance.Rangingfromeventdetection,sentimentanalysisor
BusinessInformationSystemsandendinginextractedknowledgerep-
resentationtechniques,eachofthemtargetsaveryconcreteandnarrow
ﬁeldofinterest. Whilepreviousworkdescribedhereishighlyrelevant
andcoversimilardomain,weﬁndmanyshortcomingsthatthiswork
aimstoaddress.Inthissense,thepresentedworkisdiferentfrompre-
viousapproachesinseveralaspects:
1.ItestablishestheoveralprocessofInformationExtraction,fromdata
acquisitiontoDecisionSupport,coveringthewholedatalifecycle
andsemanticknowledgerepresentation. Notonlydoesitcoverthe
informationextractionphase,butalsoaimsatprovidingsoundBI
marketinsightplatformbasedonextractedknowledgeandbacked
withDSS.
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2. While others are successfully employing semantics in the process of
financial decision-making, they largely differ in the applications that
range from ontology-based Named Entity Recognition to create on-
tologies out of extracted data. In this work, we are rather modelling
facts and indicators that constitute a knowledge base for the decision-
making process. The dataset with extracted financial facts is the biggest
to our knowledge covering the Spanish market. The resulting seman-
tic dataset is compatible with the Linked Data approach, available for
querying, interlinking and augmenting with other datasets, thus in-
creasing the added value of extracted knowledge.
3. The outbreak of deep learning techniques and their recent application
in Natural Language Processing provide new means for Information
Extraction. This largely improves the process of information extrac-
tion and decision-making comparing to aforementioned previous ap-
proaches. We aim to minimise the human effort and use machine
learning techniques rather than hand-crafted rule-based systems.
4. The previous work on news analytics is mostly focused on word-based
classification to extract relevant information. Such approach has obvi-
ous limitation by largely missing word semantic and results in less
accuracy. This work employs semantic word vectors in the NLP phase
in order to improve the phase of information extraction.
5. The context of Spanish market implies the development of several cor-
pora for text classification experiments. There are relatively few lan-
guage resources in Spanish for this concrete domain. As such linguis-
tic datasets were not available before conducting this work, we believe
those are valuable assets as well. We plan to release those artefacts to
the community in order to build on top of our work.
It is also worth noting the limitations of this thesis. Although we are
working with unstructured, noisy and sometimes less reliable data, we
are not planning to deal with the uncertainty of news, false rumours
or hoaxes. We rather aim at carefully selecting data sources in order to
avoid and minimise the risk of noisy data.

3 Research hypotheses
& methodological evaluation approach
As we observed in previous chapters, the state-of-the-art highlights
promising research directions for BI systems in the financial domain.
This combined with previous experience, mainly based on already men-
tioned projects FLORA and FIRST establishes a sound base for carrying
out further work within the lines established. Combining data-based
experimentation, recent advancement in the field of Information Extrac-
tion and NLP and results from previous projects we propose a set of
hypotheses that will be verified within this work.
The main objective that this thesis aims at resolving is the viability of
incorporating unstructured data into financial decision-making and pro-
vide meaningful insights into the constantly changing world of finance
based on rapidly flowing stream of textual information. The work is
carried within the domain of finance by employing text analytics and
semantic modelling to enhance the decision-making process.
The following sections aim at providing a structured guidance into
the rest of this work by breaking down the objective of this thesis into
several sub-hypotheses and establishes the process of evaluation leading
to verification of those hypotheses. The high-level objective is refined
into concrete sub-hypotheses, and relation with objectives is presented
in the next sections.
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3.1 Hypotheses
Thecentralobjectiveofthisthesisissplitintofourmainhypotheses:
H1:Automatedontology-basedinformationextractionofunstruc-
turedﬁnancialdataleadstobeterdecision-makingprocessin
theﬁnancialdomain,andBusinessInteligenceinparticular.
H2:Encodingsemanticfactsintheprocessofmachinelearning
improvestextclassiﬁcation:
•Knowledge-basedsystemshelpimprovingtheprocessofex-
tractinginformationfromunstructuredﬁnancialdata,
•Semantictechnologiesimproveaccuracyin miningunstruc-
turedﬁnancialdata.
H3:Semanticknowledgebasecreatedfromunstructuredsources
improvesanalyticalcapabilitiesintheﬁnancialdomain.
H4:Theuseofdeeplearningtechniquesininformationextraction
canimprovetheprocessoftextanalysisintheﬁnancialdomain
ascomparedtothetraditionalmachinelearningmethods.
NotethatthehypothesesaretestedintheframeworkofDecisionSup-
portSystemsasarealisationofthedecision-makingprocessinthecon-
textofBusinessInteligence,asaparticularisationofﬁnancial-domain.
3.2 Investigationprocess
Theinvestigationisdrivenbydatatransformationprocessandcom-
prisesalstepsnecessaryforturningunstructureddataintorelevant
informationforﬁnancialdecision-making.Figure3.1presentsthehigh-
leveloverviewoftheprocessthatformstheanalyticalpipelineandits
mainstages,startingfromacquisitionofrawdata,throughinformation
extractionstepsandﬁnishinginevaluationofthedecisionmodel.
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Figure3.1:Stagesoftheinvestigationprocess
Eachstagehasthefolowingroleintheoveralprocess:
1.Dataacquisition:Theﬁrststageaimsatacquiringunstructureddata
thatarerelevantforthedecision-makingprocess,andestablishcon-
tinuousdataacquisitionprocess,wheresuchdatacanberetrievedon
aregularbasis. Primarytaskistoanalysesourcesofunstructured
data,suchas:ﬁnancialnewscoverage,corporatedisclosures,market
reportsandanalyses,expertandnon-expertopinionsonblogsand
websites.Theirfeasibilityfordecision-makingisassessedthroughthe
literatureandexperts’opinionsinordertoﬁltermostrelevantsources.
2.Featureanalysis:Inordertofocusonlyonrelevant,weareperforming
ananalysisofmostpromisingfeaturestoextractfromthedata.Based
ondomainknowledge,previousworkanddataanalysiswechoose
asetofhigh-levelfeaturestobeextractedfromtext.Thosearethe
featuresthatindicaterelevantﬁnancialeventsandareimportantfrom
thepointofviewofriskanalysisanddecision-makingprocess.
3.Semanticmodeling:Thisstageprovidesmostlyconceptualworkwith
theaimofmodelingextractionresultsinaformofsemanticgraph.
Basedonthefeaturedeﬁnitionstobeextractedfromunstructured
text,wemodeltheknowledgeintermsofsemanticconcepts(classes)
andrelations(properties). Semanticknowledgerepresentationpro-
videvariousadvantagesintheareaofdatainteroperability,sharing
andpublishingandknowledgeinference.
4.InformationExtraction:Athisstage,thenaturallanguageprocessing
pipelineisanalysingdocumentsfromthewebandextractrelevant
featuresthatcanbeusedfortheﬁnancialdecisionsupport.TheInfor-
mationExtractionprocesscomprisemultiplesteps,eachonespecial-
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izedinextractionoftheconcretefeatureset.Itstartswithperform-
inglower-leveltasks,suchastextcleaning,segmentation,tokenisation
andendswithnamedentitytagging,relationextractionandtextclas-
siﬁcationtasks.
5.Decisionmodelcreation:Thehigh-levelfeaturesextractedinthepre-
viousstepestablishsolidfoundationsfordevelopingthemodelfor
ﬁnancialdecision-makingprocess. Thesemanticknowledgebaseis
aninputforthedecisionsupportmodeltraining.Itisaniterativetask
inwhichthedatadrivenevaluationisnecessaryinordertoassess
theviabilityandqualityoftheoveralresult.Thewholeprocessis
data-driven,basedontherealmarketdatacorrelatedintimewiththe
ﬁnancialevents.
6.Evaluation:Thedecisionsupportmodeltakesintoaccountdiferent
categoriesofﬁnancialeventstomeasuretheimpactofdetectedevents
fortheparticularinvestment,aslearnedusingthehistoricaldata.The
evaluationaimsatdecidingtheperformanceofthemodel,itsutility
andviabilityintheuse-casescenario.
Theorderofalstagesissequential,buteachsinglepartisdeveloped
iterativelyratherthansequentialy.Thereforeitdoesnotnecessarilyim-
plythewaterfal-likeprocess,wherethetasksequence,durationandde-
pendenciesaredeﬁnedinamorestrictfashion.Ratherwehaveadopted
amoreiterativemethodology,wheresometimesareﬁnementofsome
previoustaskorsome"cross-task"workisnecessary.
The motivationbehindthisistoenableexperimentationandproto-
typing,wherethemostimportantfactorisvalidationandveriﬁcationof
mainhypotheses.Alsoduetothefactthatsomestagesareinterdepen-
dentofeachother,andachangeinoneimplychangesinanother.This
approachalsoenablesto"closetheloop"earlier,evenifpreviousstages
needreﬁnement.
Inthefolowingchapterswewildescribeindetailstheoveralprocess
anditsstagesinthefolowingorder:DataAcquisitionandCorpusCre-
ationwilbedescribedinChapter4,FeatureAnalysisandInformation
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ExtractioninChapter6,SemanticModelinginChapter5andDecision
modelcreationandValidationinChapter7.SummaryandConclusion
wilbepresentedinChapter9.1.

4 Dataacquisitionfortheanalyticalpipeline
Thischapterfocusesontheprocessofnewsacquisitioningeneral
whichistheﬁrststepinthedecisionmakingprocess. Wearedescribing
theﬁrststageoftheinvestigationprocesscaled"DataAcquisition",as
deﬁnedinthemethodologicalapproach(seeSection3.2).Gatheringthe
unstructureddataisthemostfundamentaldependencyandaprerequi-
sitefornextsteps.
Decision-makingintheﬁnancialdomainislargelydrivenbyinforma-
tion. Alactorsactuponwhatisknowntothemandwhattheylearn
fromexternalsources. Whenitisarational,wel-informedinvestoror
irrational,socaled"noise-trader"theyareal makingdecisionsbased
onsomechunksofinformationthattheyreceiveandconsiderrelevant.
Thevarietyofsuchinformationsourcesmaybeverybroad:fromsocial
media,analysts’opinions,ofﬁcialmediaagencies,insiderinformation1,
globaleconomicindicators,rumours,ofﬁcialcorporatestatements,and
manymore.Attheendoftheday,mostofsuchinformationisturned
intonewsandpublishedforbroaderaudiencethroughvariousmedia
channels.
Newsarecrucialtotheﬁnancial markets. Theyreporteventsthat
mightofainteresttoinvestorsorgeneralpublic.Byspreadingthein-
formationtheyinﬂuencethemarkettothegreatextend."Newsmoves
themarket"isapopularphrase,butthegrowingbodyofresearchcon-
ﬁrmthatnewscaninﬂuencetheassetprice,volatilityandassets’risk
(Daetal.,2011;Dzielinskietal.,2012).Therapidaccesstothenews
feedisthereforeimportantforpeoplemakingﬁnancialdecisionssuch
1Inmostcasestradingoninsiderinformationisilegal.
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as traders, investors, portfolio managers, etc.
From this point of view, a news can be seen as a carrier of events. An
event is something that happens at some point of time that changes of
the state of the world and might have important consequences in the
future. Such event may affect the value of company stocks, securities or
influence the risk associated with them. News that describe such event
is sometimes called "material news". Other events might have no direct
influence in the short term, but still be relevant in the long-term. Some
of them might be very simple and other can be of a very complex nature,
involving many actors and provoking a chain of subsequent events.
The amount of available news is growing constantly, but most relevant
events are rather few. Even fewer are potentially disastrous events or
other unexpected occurrences that need immediate reaction. Therefore,
it is important to provide enough coverage to capture events of differ-
ent kind even if they are buried in the big stream of noisy or otherwise
less relevant data. The context of Spanish market is also an important
aspect. While it is easier to achieve good coverage for English-language
media by capturing news on Dow Jones Industrial Average (DJIA), Stan-
dard&Poor’s (S&P500) or Financial Times Stock Exchange (FTSE), more
effort is needed for the Spanish market that comprise far fewer public
companies.
The following sections describe the general news source selection,
data acquisition process, preprocessing, corpus preparation and corpus
evaluation.
4.1 Data source selection
Acquiring unstructured data that are relevant for the Business Intelli-
gence and financial decision-making process is the first stage of the text
analytics task. This involves selecting data sources and establishing con-
tinuous data acquisition task where data can be retrieved on a regular
basis. As pointed out in the goals of this thesis, we focus on longer
texts and our primary sources are textual news and official company
announcements.
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Mostnewsoutletsandservicesprovidenewsforabroadrangeof
topics,suchasnationalpolitics,foreignafairs,economy,technology,
sports,science,culture,lifestyleandcolumnists’opinions. Thereare
alsospecialisedsources,thataimataconcretetopicsuchasﬁnanceor
sports.Forthesakeofthisthesis,wecompiledthelistofmostinﬂuential
newsservicesthatprovideaccessibleandcrawlableonlineversionof
thepublishednews. Weaimedatmassaudiencenewssourcesbutalso
onlinenewspapersthattargetdomainsofbusinessandeconomy.
Thechoiceofnewssourcesusedforthecorpuscreationwasbasedon
popularityofthesourcesandavailabilityofnewsarchivesforcrawling,
asexplainedin4.2. Wefocusedprimarilyonﬁnancialnewssources,and
thenongeneralnewssites,coveringalsoeconomyandﬁnancestories.
AppendixAgivesaquantitativeoverviewofthenewssourcesthatwere
selectedforcrawling.
Theseconddatasourcearecorporatedisclosuresofpubliccompanies
thatarepublishedbyeverycompanyissuingstocksorotherﬁnancial
instruments.Suchpublicﬁlings(caledhechosrelevantes)mustbepub-
lishedeverytimewhenasigniﬁcantbusinesseventoccurs2.Suchevents
mightafectthevalueofﬁnancialinstruments,associatedrisk,future
businessoperations,etc.Hechosrelevantesarepubliclyavailableinthe
databaseofSpanishnationalﬁnancialmarketregulator-ComisiónNa-
cionaldelMercadodeValores(CNMV3).
4.2 Dataacquisition
Thedataacquisitiontaskwasperformedintwostages.Theprimary
dataacquisitiontaskhasbeenperformedcontinuouslyduring6months,
from20May 2014until18December2014.Itresultedintotal341.849
newsdocumentsacquiredfromRSSfeedsof43Spanishonlinenewspa-
persandnewsservices.Theﬁrstdatasetwasacquiredinordertoassess
2Asrequiredbylaw:Artículo82delaLey24/1988,de28deJulio,delMercadode
ValoresandlatestchangesinArtículo228deRealDecretoLegislativo4/2015,de23de
Octubre,porelqueseapruebaeltextorefundidodelaLeydelMercadodeValores.
3http://www.cnmv.es.Lastaccessed:24/04/2017.
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Figure4.1:Volumeofacquiredrawnewsdocumentsperday.Vis-
ibletalspikesrepresentdailypeaksonweekdays.Thischart
showstheﬁnalvolumeafteralcleaningandnormalisationsteps.
theviabilityofthecontinuousprocessofnewsextraction.
Intheseconditeration,thecrawlingwasextendedinordertogetbig-
gernewscoverage,extendingbeyondtheinitial6monthsof2014.Also
anefortwasputtobeterbalancethecompletedatasetandnormalise
anyoccurringanomalies. Thisprocesswasperformedfortheperiod
of1January2014untilmid-May2016inordertocapturemoreevents
ofinterest.Itwasdoneinpartretroactively,bycrawlingthroughnews
archives(hemerotecas).
Thecompletenewsdatasetresultedinthetotalofover2,8milion
documents,afternormalisation.Furthersubsectionsgiveanoverviewof
normalisationstepsanddatasetanomaliesthatneededtobeaccounted
for.
Overviewofthedailyvolumeofrawnewsacquiredinthecrawling
processispresentedinFigure4.1. Notethattheperiodicityobserved
inthegraphresemblesdailyandweeklypaternsofnewsvolume,with
morenewsproducedduringtheweekdaysfromMondaytoFridayand
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lessduringtheweekendandbankholidays. Thereisalsosigniﬁcant
seasonalityduringtheyear.ThelowervolumeinmonthofAugustis
duetoverycommonholidaysseasoninSpainandtheendofDecember
duetoChristmasholidays. Otherbankholidays(e.g.Easter)arealso
visible.
InasimilarwaythecompletedatasetofCNMVcorporatedisclosures
washarvested.Crawlingalpublicﬁlingspostedfrom1January2014
until1June2016resultedintotalof32.564documents.Table 4.1pro-
videsanoverviewofbothdatasetssize.Itisimportanttonotethatdi-
rectlycrawlingselectednewssourcesresultedinbetermorecomplete
dataset,ratherthangenericRSScrawling.
FirstIteration SecondIteration
May2014–Dec2014 Jan2014–May2016
News 341.849documents 2.870.870documents
43datasources 25datasources
(RSSsources) (directcrawling)
Company
disclosures 18.126documents 32.564documents
(CNMV)
Table4.1:Overviewofthenewsandcompanydisclo-
suresdatasets.Datesshowthedocumentcoverage.
ForcrawlingthenewssourcesweusedHeritrixwebcrawler4forthe
ﬁrstiterationandcontinuouscrawlingengineandtheScrapypython
framework5forcrawlingnewsarchives(hemerotecas).
4Heritrixproject: https://webarchive.jira.com/wiki/display/Heritrix. Lastac-
cessed:24/04/2017.
5TheSrappysourcecodeanddocumentationcanbefoundathttps://github.com/
scrapy/scrapy.Lastaccessed:24/04/2017.
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4.3 Data pre-processing
Corpus text preparation comprise multiple steps in order to transform
downloaded news web pages into clean text that can be indexed and
further processed:
• Text pre-processing: extracting relevant meta data about the docu-
ments (creation date, news source, documents URL, possible actual-
isation date, document type).
• Boilerplate removal and text cleaning.
• Noise removal and normalisation, removing any noisy content, such
as: ads, erroneously crawled sources and non-textual documents (e.g.
videos).
• Removing possible duplicates.
• Assessing the dataset quality.
Note that aforementioned steps apply only to the web corpus dataset.
The CNMV dataset consists of mainly PDF files. The text extraction is a
straightforward process. We used pdftotext Unix tool to extract clean
text and further steps were not necessary.
4.3.1 Meta data extraction
Meta data is additional information about the news document that
describe the content and is crucial for proper data indexing, as it contain
information that would be otherwise difficult to obtain from the news
text only.
After acquiring each document we extract relevant meta data that is
immediately available from HTML header, such as news source, docu-
ment URL and document title. For HTML documents that provide a
standard way of encoding date within the <meta> tags in the header, we
use it as the preferred way of getting document date. However, in prac-
tice this is true only for a limited number of documents. In this case we
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needtomanualydeﬁneadatelocationwithintheDOMstructurefora
diferentclassofdocuments. Alsothedateformatscanvaryfromsite
tosite. Manualydeﬁneddateformatersareneededforeachnewssite
andevenforeachnewscategory,duetothefactthatdiferentsections
ofthesamenewswebsitemayusediferentHTMLtemplate.Locating
dateswithintheDOMstructureisperformedusingCSSselectors.Itis
importanttoprovideaccuratedateinformationfortwomainreasons:(i)
documentwithoutdateisofnousefromtheeventdetectionpointof
view,(i)wrongdatesmightinduceerrorsinthenextstagesofprocess-
ing.
Afterdetectingthedatestringitisimportanttoproperlyparsethe
datewithalinformationprovided.StandardISOdateformatsaccount
onlyforafewpercentofaldateformatsanditisimportanttoprovide
manualhintsforproperdateparsing.
ForthistaskweusetemplatesbasedontheURIpaternsofthenews
websites.Suchtemplatecontainthreeparts:(i)theauthoritypartof
theURItodistinguishbetweendiferentclassofdocuments(i)possible
datelocationswithinthedocumentclass(ii)asetofacceptabledate
formatsforparsingforthisdocumentclass.
Othermetadatathatisextractedfromthedocumentarebasedonwhat
isprovidedintheHTMLheadersection,e.g.inaformofDublinCore
annotations(TheDublinCoreMetadataInitiative,2010).Suchdatacan
varyfromsitetosite,butin mostcasesitconsistsof:(i)document
type(e.g.article,video,blog),(i)authorname,(ii)publishername,(iv)
photoassociatedwiththenews(thumbnail),(v)shortarticledescription,
(vi)tagsandkeywords,(vi)language,(vii)Externalsitesintegrations
(e.g.Facebook,Twiter).
4.3.2 Boilerplateremoval
Theprocessofboilerplateremovalisextractionof meaningfultext
fromwebdocuments,strippingitfromunnecessaryHTMLcodeand
othernon-contentparts.Forexample,atypicalwebpagesuchasanews
articleisatextﬁlethatconsistsofHTMLcodenecessaryforproperdis-
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playingthewebpagetotheuser.Thiscodecontainsmarkuplanguage
containinglayoutinformation,pageelements,CSSstyles,JavaScript
codeandotherinformation,dedicatedmostlytofunctionalandvisual
aspectsofthewebpage.
Alsothetextualcontentofsuchpageisnormalyfulofelements
thatarenottheactualnewstext,i.e. menuelements,linkstoother
partsofthewebsite,shortleadsofotherrelevantnews,advertisements,
publisher’sdisclaimersandtermsofuse,commentsjusttonameafew.
Figure4.2showsvisualelementsthatfrommeaningfulcontentamong
otherundesiredparts.
Aftertakingoutthenon-contentparts,theactualtextofthepageis
onlyasmalfragmentofthewholewebpageandevensmalerpart
ofthewholewebHTMLﬁle.Theprocessofboilerplateremovalmeans
thereforenotonlyautomaticalydetectingdisplayedtextwithintheHTML
markupsoup,butalsotelingtheactualarticletextfromotherundesired
textonthepage. Whileitispossibletomanualydeﬁneatextextrac-
tionpaternsfordiferentwebsitesusinge.g. CSSselectorsorXPath,
itisatedioustaskandstil proneto manyerrors. Evenwebsitesof
thesamepublishercanhavediferenttemplatesforeachnewssection,
moreover,pagetemplatesmaychangeovertime,makingthemanualex-
tractionevenmorelaborious.Therearemanyapproachesforautomatic
boilerplateremoval(Laenderetal.,2002;PasternackandRoth,2009).As
boilerplateremovalprovideonlymeanstoachievetheobjectivesofthis
thesis,wehavenotresearchedthistopic,butratherrelyontheestab-
lishedworkinthisﬁeld.Forpracticalreasonswefocusonavailable,
of-the-shelfimplementations.E.g.Kohlschüteretal.(2010)proposed
theBoilerpipe6,averypopularboilerplateremovaltool,bundledwith
ApacheTikaproject.Anotherquitepopularboilerplateremovaltoolis
jusText7(Pomikálek,2011).
Forcorpusboilerplateremoval,thejusTextprojectwaschosendueto
thefactthatitalowsforﬁnetuningitsinternalheuristicsparameters,
6https://github.com/kohlschutter/boilerpipe.Lastaccessed:24/04/2017
7http://corpus.tools/wiki/Justext.Lastaccessed:24/04/2017.
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Figure4.2:Fragmentofawebpage,showingcontentandboilerplateelements.
Themeaningfultextishighlightedingreen.Elementsinredareundesired.
thusalowingrunningcustomisedtextcleaningforeachwebsiteclass.
Figure4.3showsanexampleanalysisofawebpagewiththeboilerplate
removaltext.Afteradjustingparameters,thesameanalysisisthenrun
automaticalyforeachdocument.Intheendofthisprocess,weobtain
thecleantextofthedocumentthatissuitableforfurtherprocessing.
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Figure4.3:Analysingtextblocksofawebpageandidentifyingrelevantcontent
vs.theboilerplatetext.Thetextinboldhasbeenidentiﬁedastitleofthearticle.
Theexampleofaninput(HTML)andoutputoftheboilerplateremoval
(cleantext)hasbeenpresentedinFigure4.4.
4.3.3 Noiseremovalandnormalisationsteps
Usingautomaticprocessforcleantextextractionusualyhassome
marginoferror.Evenadjustingtheboilerplateremovaltoolmightresult
insomepercentageofincorrectlyextractedtext. Sucherrorscanbe
dividedintotwogroups:(i)whentheactualcontentismissing(i)when
somenoisyboilerplatetexthasbeenincluded.Theﬁrstcase,weneedto
gobacktothepreviousstepandensureproperparametersadjustment
dataacquisitionfortheanalyticalpipeline 77
Figure4.4:BoilerplateHTMLcode(left)andextractedcleantext(right).
inordertocapturethemaintext.Inthesecondcaseitispossibleto
performpost-processingadjustments.
Inourcase,weobservedthatsometimesextracontentispresent,such
asrepetitivecopyrightnotices,cookiepoliciesorrelatednews. Such
contenthaspassedthroughtheboilerplateremovalandintroducesun-
desirablenoise.Theremovalprocessissemi-automaticandconsistsof
randomlycomparingdocumentsforthesamepublisherandﬁndingfre-
quentlyoccurringlinesoftext. Mostfrequentlinesdenoteaboilerplate
contentthatappearsacrossmanydiferentarticlesandisacandidate
forﬁltering.Theonlyhumanassistanceisneededinordertoestablish
athresholdforrepeatingfrequencythatmightdiferfrompublisherto
publisherandsupervisephrasestoberemoved.
Anotherstepistoverifythesoundnessoftheoveralcorpusandac-
countforanyinducedbyerrorsinoriginaldataorotherunexpected
anomalies.Inthisrespect,wedetectedonlytwoanomaliesassociated
withthewrongoriginalcontentmetadata.Inbothcases,itisrelatively
easytospotsuchanomaliesduetotheiroutliernatureintheaggregated
corpusview.Figure4.5showsanexampleofsuchanomaly.Inthecon-
cretecasepresentedhere,thehugespikewasaresultofabulkupload
ofvideocontenthavingthesamepublicationdate.Thenormalisation
stepwastoﬁlteroutthosedocumentsduetotheerroneousdates. As
wearenotfocusedonvideocontent,thisstepdoesnotinﬂuencetext
corpus.
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Figure4.5:Spotingcorpusanomaliesresultingfromerrorsin
originalmetadata.Theaggregatednumberofdocumentsper
dayshowsanunexpectedoutliercausedbynewspublishererror.
Othernormalisationstepsincludeproperhandlingofdocumenten-
coding,toensureproperrepresentationofSpanishdiacriticcharacters.
AldocumentshasbeenconvertedtoUTF-8.
Thenextnormalisationstepistheremovalofduplicatedocuments.
DuetothefactthatweareusingURLsasuniquedocumentidentiﬁer,
wetreatitassufﬁcientde-duplicationtechnique.Thereisstilpossibil-
ityofhavingduplicatedocuments,assomenewsarecomingfromthe
samenewsagencies(e.g.EFE). Manyﬁnancialeventswilbeanyway
reportedbymultiplenewssources,thereforethisaspectisnotgoingto
beaddressedatthisstage.
4.4 Corpusevaluation
Corpusevaluationisanimportanttaskinordertoassessthequality
ofthenewsdatathatwilbeusedastheinputinnextsteps. Quantiﬁ-
cationofdiferentcharacteristicsalowstheassessmentoftheextraction
oftextfromtheweb.Themostlyautomaticprocessnaturalyintroduce
errorsintheextractedtext. Whetheritisanincompleteextractionof
chosenfeaturesorinclusionofundesiredboilerplatetext,italdeﬁnes
thequalityofthetextualcorpus.
Whilehumanevaluationoftheentirecorpusisnotfeasible,therefore
weselectarepresentativesubsetofdocumentswherenewssourcesare
coveredinaproportionalway. Withsuchconstructedsampleweper-
formamanualreview,consideringthefolowingcriteriaintheorder
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presented:
1.Thecorrectnessofmetadata
2.Thecompletenessoftextextraction
3.Theamountofboilerplateintheextractedtext
Notethatwhenadocumentfailsononecriterion,thefurthercriteria
arenotevaluated.Theevaluationisperformedbasedontherandomly
selectedsampleof200documents.Table4.2presentsresultsoftheeval-
uation.
Percentage
Wrongdateordatenotextracted 2,5%
Wrongtitleortitlenotextracted 0%
Wrongcharacterencoding 0%
Contentnotextracted 0%
Textextractedbutnotcomplete 1,5%
Signiﬁcantamountofnoisepresent 5%
Textwithsomeminorboilerplatepresent 26%
Altextcorrectlyextracted 65%
Totaladmissibledocuments 91%
Table4.2:Evaluationofcorpuswithregardtothecleantextand
metadataextraction.Theuppersectionshowsdocumentsthatare
consideredinadmissible,whilethelowerone—thesuitableones.
Theresultsaredividedintotwogroups:theﬁrstgroupconsistsof
documentswithseriousﬂawsthatexcludethemfromfurtherprocess-
ing,suchasthelackofdate,orasigniﬁcantamountofboilerplate.Inthe
caseofthelater,thismaymeanthatsomeundesiredcontenthasbeen
included,suchasuser-generatedcommentstothearticle,thatcansignif-
icantlyinﬂuencefurtherprocessing.Suchdocumentscanbetreatedas
noisy(e.g.withabiggeramountofboilerplateorcommentspresent)or
notadmissibleatal(e.g.nodatepresent).Ontheotherhand,thesec-
ondgroupconsistsofdocumentswherethecleantexthasbeenproperly
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extractedorsomeminorboilerplateispresent.Byminorboilerplatewe
meanasinglewordorphrasethatisnotapartofanarticle(e.g."¿Com-
partes?","Regístrese","Suscríbetealboletín")buthasbeenincludedinthe
cleantext.Typicaly,thepresenceofaminorboilerplateisatthebegin-
ningortheendofanarticle.Inalseencasestheboilerplateisastatic
text(thatis,asetofrepeatingwordsorphrases)andiscommonforthe
samenewssource.Thismakesitveryeasytoﬁlteroutasopposedtothe
caseswhereasigniﬁcantamountofboilerplateisfound,whichhappens
tovaryacrossdocuments.
Theresultof91%ofthecleantextisanumbergoodenoughforusing
itasasourceforfurtheranalysis. Whileinthesubsequentanalyseswe
canrelyonsuchinput,itisimportanttonote,thatthiscorpusitselfcan
befurtherimprovedintermsofclean-textquality.Theprocessofthe
corpuscurationisaniterativeprocess,andinthefuture,thequalityof
theclean-textextractioncanbefurtherimprovede.g.byapplyingother
moreadvancedapproaches.Thistask,however,isbeyondthescopeof
thisthesis.
4.5 Conclusions
The"DataAcquisition"istheﬁrststeptowardsadecision-makingpro-
cess. Theidentiﬁcationofinputdatasourcesthatarerelevantinthe
decision-makingprocessistheﬁrstandforemostprerequisiteforany
data-drivenDecisionSupportSystem.Inourcase,wedealwithunstruc-
tureddatathat,contrarytostructureddata,lacksanyorganisationand
requireextrapre-processingstepsinordertotransformitintoausable
inputdataforfurtherprocessing. Especialyimportantinthecaseof
newstextextractionistheboilerplateremovalstep.Itispreciselythere
wherethehumanreadablepartisseparatedfromthemark-uplanguage
boilerplate. Weshowedthatalthoughitisnotastraightforwardtask,it
isreasonabletoapproachitinafulyautomaticfashion. Weobtained
around91%ofadmissibledocuments,byapplyingautomatic,heuristic-
basedapproach(Pomikálek,2011).
Anotherimportantobservationisthatevenattheveryﬁrststagewe
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already have to deal with real-world problems such as noisy sources,
data acquisition anomalies, pre-processing errors, content duplication
and so forth. It is, therefore, crucial to deal with those issues in a proper
way to avoid any biases and other errors that could influence future
results.
This step is also important from the Information Extraction point of
view. While we are not yet applying any NLP techniques, we have al-
ready extracted some document metadata that are the first features (low-
level ones) to be used in the future knowledge base creation. So far we
index all data in a purely "syntactic" way, however, this representation
will also be transformed into semantic triples.

5 Semanticmodelingofhigh-levelfeatures
Afterlearningapieceofinformationwewouldliketoknowwhat
itisaboutandhowtoclassifyitaccordingtoourcurrentknowledge.
Weneedtoassigna meaningtoit,sowecanlaterrefertothatbitof
knowledgewithitssemanticpropertiesratherthansyntacticones.The
aimisto movefromhuman-oriented,textualeventdescriptionsinto
moreformal,unequivocalandunambiguousrepresentationthatcanbe
laterprocessedbymachine. Usingsemanticknowledgerepresentation
furtheralowsustobeneﬁtfromtheentireSemantic Webstack.This
includesfeaturessuchassemanticreasoning,querying,dataintegration
byinterlinkingwithotherLinkedDatadatasetsandmore.
Thischapterfocusesonsemanticmodelingofﬁnancialevents.There-
sultingmodelwilfurtherbeusedtorepresentﬁnancialfactsextracted
fromthenewstextsdescribedinChapter4. Theresultingdatasetof
semanticstatementswilbecomea"commonlanguage"forexpressing
knowledgefortheDecisionSupportSystem.Thisknowledgewilcon-
sistofwhatwecalhigh-levelfeatures,asopposedtolowerlevelsyntactic
features.Thehigh-levelfeaturesarefurtherbecominganinputtothe
DSSinordertosupportthedecision-makingprocess.
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5.1 Foundationsofthesemanticmodeldevelopment
Thisstageprovidesmostlyconceptualworkwiththeaimofmodeling
extractionresultsinaformofsemanticgraph.Basedonthefeaturedef-
initionstobeextractedfromtheunstructuredtext,wemodeltheknowl-
edgeintermsofsemanticconcepts(classes)andrelations(properties).
Semanticknowledgerepresentationprovidesthreemainadvantages:
•Providesinteroperabilitythroughreuseofestablishedontologiesand
vocabularies,commonunderstandingoftermsandconcepts,andun-
equivocalrepresentationofknowledge.
•AlowsforpublishingdatainaformofLinkedData(Radzimskiand
Sánchez-Cervantes,2012)andlinkingtoequivalentconceptsfromother
datasets,thustakingadvantageofrelevantdatainotherdatasetsfrom
theLinkedOpenDatacloud,suchasDBpedia, WorldBank1,FLORA
dataset2tonameafew.
•Permitsreasoningovertheknowledgebaseandinfernew,notexplic-
itlystatedfactsandrelations,supportknowledgeretrievalandquery-
ingusinggraph-matchinglanguages(e.g.SPARQL).
Reusingalreadyestablishedontologies,taxonomiesandvocabularies
providemeansforbeterunderstandingoftheconceptsoftheknowl-
edgebase.Forthisreason,itisacommonpracticetoalignsemantic
conceptstootherrecognisedontologiesinordertoimproveinteroper-
ability.Asapartoftheknowledgerepresentationwithinthisthesis,we
createasemanticmodelthatcapturesextracteddata,theirrelationsand
propertiesandalignconceptstootherestablishedontologies,suchas
FIBO,DBpedia,andothers.
Creatingﬁnancialontologyusualyrequiresmergingmanydiferent
datasourcesintoonecoherentdataset.Sometimesvariousdetailsare
spreadacross multipledatasources, whereeachdatasetcontaindif-
ferentpropertiesofthesameconcepts.Inknowledgemodeling,this
1http://worldbank.270a.info/,lastaccessed:24/04/2017
2http://nadir.uc3m.es/flora-interface/.Lastaccessed:24/04/2017
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iscaledontologyalignmentorconcept mapping. Forexample,one
companyisusingitsownknowledgebasecontainingcompaniesand
securities. Whentryingtoaggregatedatafromanothersource,such
asquarterlyreportsfromEDGAR3system(ElectronicDataGathering
AnalysisandRetrievalSystem),onemustensurethattheconnections
withinontologyareaccuratelymappedtotheconceptsprovidedinthe
SECﬁlings.Idealy,bothpartiescouldfolowLinkedDataprinciples
andagreeonthecommonURIsforaltheconcepts.This,however,is
stiladistantfuture.Thebiggestdatalinkinghub,DBpedia,contains
milionsofentitiesandisacommonreferenceforLinkedDataconcept
linking,butitisstil missingmanyentitiesandproperties,especialy
inaverydomain-speciﬁcarea,thatisSpanishstockmarket.Therefore
thereisstil needforconcept mappinginorderto mergeotherrele-
vantdata.Ifitwerepossibletouseacommonanduniqueproperty,
suchastickersymboloruniqueISIN(InternationalSecuritiesIdentiﬁca-
tionNumber),thetaskofconceptlinkingwouldbestraightforwardand
fulyautomatic.Inpractice,wemoreoftenfacethesituationwherewe
needtoemployothertechniques,suchasfuzzyconceptlabelmatching,
ontology-basedreconciliation,andevenmoresophisticatedgraph-based
ormachinelearningtechniques(SoruandNgomo,2014).Automatic,un-
supervisedmethodsforconceptreconciliationtendtohaveamarginof
errorandinordertoachieveahighlevelofaccuracy,thewholeprocess
needstoberevisedbyhumaninordertocorrectanyremainingmistakes
ormisalignments.
InordertocreatetaxonomyofSpanishcompanies,wemergeddata
comingfromthefolowingsources:
•LaBolsade Madrid(MadridStockExchange)providingup-to-date
informationonthelistofcompaniestradedontheSpanishstockmar-
ket,theirstocknames,tickersymbols,stockprices,stockindices,in-
dustrialsectorsandfurtherinformationrelatedtostockoperations
(dividends,stocksplits,reversestocksplits,newequityoferings),
3https://www.sec.gov/edgar.shtml.Lastaccessed:24/04/2017.
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•CNMVprovidingfurtherdetailsonpubliccompanies,theirNIFs4,
and mostofal:publicannouncementsforinvestors("hechosrele-
vantes").
Spanishstockexchangelistsaround3406companies5,howeverinthe
contextofthisworkwearenotparticularlyinterestedinalofthem.In
thecaseoftheSpanishmarket,wearemostlyfocusedonrelativelybig
companies,withenoughliquidityandavailableforanaverageinvestor.
Also,thebiggestcompaniesareonesthathaverelativelygoodpress
coverage.
Wehavealsoaddedseveralsmalandmediumcompanies(fromthe
"MABExpansión"index)duetoitspossiblefutureimpact. Werule
out mostpennystocks,open-endinvestmentscompanies(alsocaled
SICAVs),RealEstateInvestmentTrust(SOCIMI–SociedadesAnónimas
CotizadasdeInversiónInmobiliaria)andotherlesscommonlytraded
ﬁnancialinstruments.
Wehavenarroweddownthelistoftrackedcompaniesto 209compa-
niesfromthefolowingmarkets:
• MercadoContinuo:133companies,
•Latibex:24companies,
• MABExpansión:28companies,
•othertradedstocks(commonlyreferredtoas"Parque"):24companies.
Apartfrommodelingthestockexchangeindices’constituents,these-
manticmodelneedsalsotorepresentﬁnancialeventsextractedfromthe
unstructuredsources.Togetherwithtaxonomiesofrelatedcompanies,
relevantactors,eventstaxonomy,temporalandmonetaryunitstheywil
formthesemanticmodelforﬁnancialeventstracking.Toprovideinter-
operability,thesemanticmodelwilbealignedwithestablishedvocabu-
4NúmerodeIdentiﬁcaciónFiscal–Taxpayerindentiﬁcationnumber
5Asof March2017,accordingto"RevistadeBolsasy MercadosEspañoles,Estu-
diosyPublicaciones,Estadísticas",https://www.bolsasymercados.es/esp/Estudios-
Publicaciones/Estadisticas.Lastaccessed:21-04-2017.
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lariesandontologies,especialytheFIBOthatisbecomingbusinesscon-
ceptualontologystandard.Theextractionprocesswilusethesemantic
modeltocreateasemanticﬁnancialdataset.
5.2 Relevantﬁnancialevents
Amongmyriadsofpossibleeventsthatmightafecttheriskandvalue
ofacompany,weselectthemostpromisingtobefurtherextractedfrom
data.Basedondomainknowledge,previousworkandavailabilityof
datawechooseasetofﬁnancialeventsthatconstituteourhigh-level
featurestobeextracted. Weaimatthe mostrelevantandhavinga
potentialylargestimpactfromthepointofviewofriskanalysis.
Whiletypicalyoneofthemostimportanteventsisearningsannounce-
ment,therearealsomanyothereventsthatsubstantialyinﬂuencethe
stockpriceandtheassociatedriskofinvestment.Anotherexamplegives
67typesofdiferentevents(AntweilerandFrank,2006).Inthework
ofSprenger,Sandner,etal.(2014)weﬁndsixeventscategories(with
theircorrespondingsubcategories),thosearethefolowing:(i)Corpo-
rateGovernance,(i)FinancialIssues,(ii)Operations,(iv)Restructuring
Issues,(v)LegalIssuesand(vi)TechnicalTrading.
Trackingtoomanydiferentcategoriesisadifﬁculttaskformanyrea-
sons:(i)needtoprovideacorpusthatcoversalofthefeaturesinsuf-
ﬁcientquantity,(i)needtomanualyclassifymanytypes,(ii)classiﬁer
withtoomanyﬁne-grainedclassesislessaccurate.Otherlimitationsof
distinguishingbetweenhigheramountsoftypeshavebeendescribedin
(AntweilerandFrank,2006;Sprenger,Sandner,etal.,2014).
Anotherclassofeventshasbeenderivedfrom8-Kreportsthatare
mandatoryﬁledbyU.S.publiccompaniesonanoccasionofimportant
occurrencethatmightinﬂuencecompanyresultsorinvestors’decisions
(H.Leeetal.,2014).ThosereportsareequivalenttotheSpanishhechos
relevantesthatarepublishedintheCNMVofﬁcialregistry.
Basedonthepreviousworkwegatheralistofevent,organisedinto
categoriesthatarefeasibletotrack. Thoseeventsarehighlyrelevant
andtypicalycoveredbynewsandmanyofthemreportedinthehechos
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relevantes.Table5.1presentsmaineventcategoriesthatarefeasibleto
betrackedandimportantfromtheinvestorstandpoint.Pleasenotethat
thestructuremightalsoresembletheCNMVcategories6. Thislistis,
however,moretailoredtotheneedsofthisparticularwork.Itextends
thelistofeventsthatcanbefoundinpreviouswork,e.g.(Antweilerand
Frank,2006;RyanandTafﬂer,2004).
Manyofthoseeventsarereportedinanofﬁcialwaythroughthemar-
ketregulator. TheycanbefoundinbothCNMVreportsandnews
sources.
Table5.1:Classiﬁcationofﬁnancialevents.Equivalent
Spanishtermsaregiveninitalics.
Category Subcategory Event
Corporate Gover-
nance
GobiernoCorporativo
Board &sharehold-
ers
Consejo de adminis-
traciónyconvocatorias
oﬁciales
Boardcompositionchanges
Composicióndelconsejodeadministración
Shareholders’meetingannounced
ConvocatoriasyacuerdosdeJuntasy
Asambleasgenerales
Companystatus
Modiﬁcacionesestatu-
tarias
Companystatuschange
Modiﬁcacionesestatuarias
Shareholders’rightschanges
Cambiosdecontrol
Yearlycorporategovernancereports
Informesanualesdegobiernocorporativo
6https://www.cnmv.es/portal/HR/BusquedaHR.aspx
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Category Subcategory Event
Key Personnel
Nombramientos
New CEO is appointed
Nombramiento de nuevo director ejecutivo
Key management change
Composición de órganos de gestión y con-
trol
CEO resigns
Dimisión de director ejecutivo
Financial
Instruments
Instrumentos
financieros
Stock
Acciones
Dividend Announcement
Anuncio de dividendos
IPO
Oferta pública de venta de acciones (OPV)
New Stocks Issue
Oferta pública de suscripción de acciones
(OPS)
Stock Split
Desdoblamiento de acciones
Reverse Stock Split
Agrupamiento de acciones
Stock Buyback
Programa de recompra de acciones
Financial Situation
Situación financiera
Periodic Reports
Información financiera
Earning reports
Información sobre resultados
Sales and performance reports
Otros informes de ventas y rendimiento
Company debt management
Préstamos, créditos y avales
Ratings
Calificaciones crediti-
cias
Company rating changes
Revisión de calificaciones crediticias
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Category Subcategory Event
Analysts’ Forecasts
Opinión de analistas
Analysts earnings estimates
Estimaciones de beneficios
Other
Otros
Bankruptcy
Quiebra
Human Resources
Recursos humanos
Hirings
Contrataciones
Layoffs
Despidos
Substantial employment changes
Cambios substanciales en la plantilla
Legal Situation
Situación legal
Legal Issues
Problemas jurídicos
Company under investigation
Empresa bajo investigación
Class action
Proceso de conflicto colectivo
Company Sanctioned
Empresa sancionada
Fraud
Fraude
Trading suspension
Suspensión de cotización
Law issues
Cuestiones de derecho
Fiscal law changes
Cambios de legislación fiscal
Market Environ-
ment
Entorno del mercado
Competition
Competidores
New competitor
Entrada de nuevo competidor
Competition change
Cambio de competidores
Raw Materials
Materias primas
Raw material price change
Cambio de precio de las materias primas
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Category Subcategory Event
Other
Otros
Major disaster
Grandes desastres
Products and
Services
Productos y servicios
New product release
Lanzamiento de nuevo producto
Patent issued
Concesión de patente
Issues with product
Problemas con producto
Product market share changes
Cambio de cuota de mercado
Strategic
Operations
Operaciones estratégi-
cas
Transformation
Transformaciones
Acquisition
Ofertas públicas de adquisición (OPA)
Company restructure
Reestructuración de empresa
Liquidation and dissolution
Liquidaciónes y Disoluciones
Merger
Fusiones
Spin-off
Escisión
Agreements
Acuerdos con terceros
Strategic alliance
Acuerdo estratégico
Collaboration
Colaboración
Joint-venture
Joint-venture
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Category Subcategory Event
Expansion
Expansión
Business expansion
Expansión de negocio
Business scope changes
Cambios de áreas de negocio
5.3 Common semantic event model
Capturing and representing financial events implies the existence a
common semantic model, that could resemble as good as possible all
aspects and properties of such act. Such model can be either created or
reused, based on individual requirements and availability and suitability
of other existing models.
In modelling real-world events we would like to be as genuine as pos-
sible, but also provide a simple, yet sufficient way for expressing facts.
For example, in journalism, every story should answer the basic ques-
tions that can be shortened into five Ws: What, When, Where, Who and
hoW. This is the way of simplifying the most important aspects of a
reported story and ensure the minimum baseline for reported informa-
tion. Based on that we look at a minimum set of information enough for
representing a financial event.
We start by defining a conceptual framework for event representation
for financial events extraction. Having in mind most common attributes
and their importance, we define an event as a 6-tuple of a form:
ei, tk, pj , rj , lm, sn
where ei is an event type (what happened), tk is when (defined as time or
interval) such event occurred, pj is a multiset of parties participating
in the event (who is involved), rj is list of roles that correspond to
their participants (what role she/they play), l is a location where the
event took place (where), and s is a source of information about the
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event(howweknow).
Whilethisdeﬁnitionprovidesagoodgeneraloverviewoftheevent
characteristics,itisstillackingdetailsonhowtounambiguouslymapa
real-worldeventintoaspeciﬁcrepresentation.Suchrepresentationthat
couldnotonlyprovideabstractconceptsthatﬁtdeﬁnitionbutalsoalow
toproperlyandfaithfulymodelsuchevents.Forthis,wewiluseontol-
ogymodelinginordertopreciselydeﬁnetheknowledgerepresentation
forourextractedevents.
Westudiedpreviousworkonthistopicinordertoalignwithexisting
eforts,andfolowingthegoodpracticeofontologyreuse. Theevent
modelingwithontologiesiswel-researchedandbroadtopic,covering
manydomainswithdiferentapplications,suchasgenericnewsand
situationevents(Segersetal.,2015),newsstorylines(Wiltonetal.,2013),
businessnews(LöschandNikitina,2009),corporateproductsandevents
(KakkonenandMufti,2011),incidentsevents(FaniandBagheri,2015).
Fromthepointofviewofavailableontologicalresources,thesitua-
tionisdiferent,asonlyafewontologiesarefreelyavailable.Notmany
authorspublishorotherwisesharetheirontologiesortheyhavealready
disappearedfromthewebbythetimeofwritingofthisthesis.Another
issueisthatthefundamentalpropertyofontologyisasharedconcep-
tualisation,agreedamongdomainexperts.Thisimpliesacertaincon-
sensusonwhatisthepreferredwaytorepresentdata,anacceptanceof
somecanonicalform,andadoptionofamostestablishedmodel.
Themostnotableavailableandexistingmodels,thatarestilrelevant
andsuitableforeventmodelingare:
•TheOpenCyContology,containingagenericclassesfor modeling
"EventsandSituations"(Matuszeketal.,2006)
•DBpediaeventmodel,withtheeventclass7andEAV8model(seeSec-
tion2.2).ThismodelandtheDBpediaLivedatasetisofagrowing
importanceduetonearreal-timeprocessingofeditsandfactsextrac-
7http://dbpedia.org/ontology/Event
8EAVmeansEntityAtributeValue
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tionfromtheoriginal Wikipedia.(MagnusKnuthJensLehmannand
Sack,2015)
•Schema.orgprovidesagenericeventclassforexpressingthingsthat
happenatcertaintimeandplace,suchasconcerts,exhibitions,etc.
https://schema.org/Event
•DUL9,theDOLCE+DnSUltraliteontologyisaevolutionoftheorigi-
nalDOLCEupperontology(Gangemi,Guarino,etal.,2002),simplify-
ingtermsandincludingDescriptionsandSituations(DnS)ontology
(GangemiandMika,2003).
•OpenCalaisproprietaryontologyforautomaticnewsannotation10
•PROTON(PROToONtology)lightweightupperontologyforbasic
textannotationandInformationExtractiontasks11
•TheFIBOFoundationontologythatprovidesgeneraldeﬁnitionscon-
tainsclassessuchasOccurenceorPartyInRoleusefulfordeﬁning
eventproperties.Theontologyisstilindevelopmentandmorecov-
erageofdiferentﬁnancialdomainsisstiltobeseen.
Basedonthestudyofexistingontologiesandvocabularies,andgiven
ourrequirementsweprovideasimpliﬁedcoreEAVmodelforeventdeﬁ-
nition,alignedwithSchema.organdDULmodels,andmappedtoFIBO
andDBpedia.Inthissense,wearenotaimingatcreatinganewon-
tology,butratherextendexistingmodels,inordertoprovidenecessary
meansformodelingourdataset.
Figure5.1showsaconceptualmodelforrepresentingextractedevents.
Conceptsrepresentedingreenandbluearepartofourﬁnancialseman-
ticdataset,createdintheprocessofinformationextraction.Bothclasses
andrelationshavedirectmappingstoequivalentconceptsasdeﬁnedby
9http://ontologydesignpatterns.org/wiki/Ontology:DOLCE+DnS_Ultralite.
Lastaccessed:11/04/2017.
10http://www.opencalais.com/wp-content/uploads/2015/06/Thomson-Reuters-
Open-Calais-API-User-Guide-v3.pdf.Lastaccessed:11/04/2017
11http://ontotext.com/products/proton/.Lastaccessed:11/04/2017
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previouslymentionedwel-adoptedontologies. Wealsoprovidemap-
pingstoseveralDBpediaentitiesandproperties,folowingtheLinked
Dataapproach.
Table5.2
Event
EventType
DateTime
Location
Party
Participant
Role
Source
type
date
time:
TemporalEntity
geonames:
Feature
subClassOf
subClassOf
participatingActor
Time Ontology
GeoNames
participantRole
location
involved
source
subEvent
dbo:Event
dul:Event
schema:Event
equivalentClass
Role Taxonomy
Entities Taxonomy
Event Taxonomy
schema:
NewsArticle
subClassOf
showsthecorrespondingclassesofourdatasetandother
ontologiesandvocabularies. Ourextensionprovidesthreetaxonomies
(showninblue):Eventtaxonomy,Participants(withSpanishcompanies
ontology)andRoles. Althreetaxonomiesarealsoalignedwiththe
existingFIBOspeciﬁcations,inthiscase,theFIBOFoundationsontology.
Figure5.1:Extendingtheeventmodel.
Wedeﬁnevocabularyclassesthroughbytheirrelationshipwithother
ontologies:
•TheEventclassiscentralpartrepresentingtheactualevent,asex-
tractedfromthenews.ItmapstoDBpediadbo:Event,Schema.org
schema:EventandDUL:Event.Incaseofacomplexevent,wherean
eventiscomposedofmoresub-events,weestablishcircularrelation
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subEventtorelateasupereventwithitssub-events. Thisproperty
subclassesschema:subEvent,anditsinverseproperty:superEventsub-
classesschema:superEvent.
• WithintheeventmodelweareusingTimeOntology(CoxandLitle,
2012)todeﬁnetemporalaspectoftheevent.Itcanbeeitherancon-
cretedate(i.e.time:Instant)oraperiod(time:DateTimeInterval).
•TheLocationmapstoaGeoNamestoplevelconceptthatcanbefur-
therspecializedintoconcreteplaces(suchascities,countries,etc.).
•TheSourceclassdescribesasourcenewswherethiseventhasbeenex-
tractedfrom.ThisclasssubclassesNewsArticlefromSchema.org,and
individualscanusealsoDublinCoremetadata(DublinCoreMetadata
Initiative,2012)toprovideadditionalﬁelds,suchasauthor,date,pub-
lisherorURL.
•ThePartyclassestablishesarelationbetweenanevent,aparticipat-
ingparty(orparties)andtheirroles.Aseachentity(beitacompany
oraperson)mighthaveadiferentroleindiferentevents,aninter-
mediaryclassisrequiredtoaccuratelymodelsuchsituations. While
Schema.org,DULorDBpediaontologiesalprovidesomewayofrep-
resentingparticipants.They,however,folowmoreﬂatstructure(like
EAV),wherethedistinctionofrolesisnotdirectlypossiblewithout
extensiveuseofpropertyhierarchies. Otherontologies(e.g.FIBO)
recognizethispaternandprovidesamoreexpressivemodelforsuch
representation.
AlthoughSchema.orgorDBpediavocabularyprovidelessexpressive-
ness,wecanstilatthesametimeprovideacompatible,"simpliﬁed"
view,wherearoleissimplynotpresent. Thisisduetothefactthat
thedbo:participantcanbeinferredfromthechainofe:involvedand
e:participatingActorpropertiesthroughtheObjectPropertyChains
(W3C,2012).ThesameappliestotheDULontologyandthefolowing
relation:dul:isParticipantIn.
Theclassesinvolvedintheeventmodelcanbefurtherextendedi.e.
throughother,morespecialisedontologies.Themodelprovidesmeans
semanticmodellingofhigh-levelfeatures 97
forthatbyspecifyingclasseswherea morespeciﬁcclasscanbesub-
classed.Abotom-linelistofmostbasicimportsisshowninTable5.3.
Datasetconcept ForeignMapping
e:Event dul:Event
e:Event dbo:Event
e:Event schema:Event
e:DateTime time:TemporalEntity
e:ComplexEvent schema:EventSeries
e:EventType dul:EventType
e:subEvent schema:subEvent
e:superEvent schema:superEvent
e:Source schema:NewsArticle
e:involved/e:participatingActor dbo:participant
e:involved/e:participatingActor e:eventParticipant
Table5.2:Eventmodelmappings.Thenamespacesare:dbo–DBpediaOntology,
dul–DULupperontology,schema–Schema.org.Ourdatasetnamespaceise:
Ontology Role
FIBO dul:Event
Geonames dul:Event
SKOS dul:Event
DBpedia provisionofmappings
DBpedia provisionofmappings
Table5.3:Ontologyimports
5.4 Taxonomies
Thetaxonomiesthatextendtheeventmodelareusedtoexpressmain
characteristicsofextractedﬁnancialevents.Thefolowingsubsections
giveanoverviewofeachtaxonomyandtheirroleinmodelingextracted
events.Itprovidesamoregeneraldescriptioninordertofamiliarisethe
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readerwiththebigpictureandexplainthe mostimportantconcepts
ofthesemanticmodel. Moreﬁne-graineddetailscanbefoundinAp-
pendixC.
5.4.1 Roletaxonomy
Thenotionofcompanyroleintheeventcanbedeﬁnedin2ways:
(i)eitherbydeﬁningarelationbetweenclassese:participantRoleand
e:participantActortothee:Partyor(i)bydirectlyrelatingthee:Event
withParticipantthroughthetaxonomyofpredicatesthatdescribethe
participant’srole.Bothrepresentationsareequivalentintermsoftrans-
mitedknowledge,asonerepresentationcanbeinferredfromanother
e.g.throughthepropertychainreasoningruleofOWL2.However,both
representationshavesomeﬁne-graineddiferences.Figure5.2
Event1
Participant
InRole
Party1
Role1
involved participating
Actor
participant
Role
presents
bothapproachestorelationmodeling.The"Participant-in-Role"needs
anextensiveuseofadditionalnodesthatrelateaneventwithapartic-
ipant.Thisalowsatachingadditionalevent-speciﬁcpropertiestopar-
ticipants’rolesintheevent. Ontheotherhand,the"Role-as-Relation"
expressthesameinformationusingahierarchyofpropertiesthatrelate
aneventwithaparty. ThisisclosertotheEAVapproachthatisex-
tensivelyfolowedinmanyLODdatasets.Infurthermentions,wewil
favourtheEAV-likeapproach.
Event1 Party1
EventType BusinessEntity
roleAsRelation
subPropertyOf
eventParticipant
type type
Figure5.2:Twoapproachestorolemodeling.Ontheleftthe"Participant-in-Role"
variant.Ontherightthe"Role-as-Relation"variantfolowingtheEAVapproach.
Inthecaseoftheformer,thematchingbetweensome"Event1"and
alinvolvedPartiesandtheirrolescanbethendiscoveredthroughthe
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conjunction of the following relations:
involved Event1, ?Party
participatingActor ?Party, ?Participant
participantRole ?Party, ?Role
This can be obtained from our dataset through the following SPARQL
query:
PREFIX alfredo: <http://nadir.uc3m.es/alfredo#> .
PREFIX data: <http://nadir.uc3m.es/alfredo/dataset#> .
PREFIX rdfs: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> .
SELECT * WHERE {
data:Event1 alfredo:involved ?party .
?party alfredo:participatingActor ?participant .
?party alfredo:participantRole ?role .
}
Listing 5.1: SPARQL query
For the direct relation, the resulting graph resembles more the EAV
structure, such as DBpedia. The navigation is easier through the omis-
sion of the Party node. The semantics of the event, as such is however
maintained, through the use of taxonomy predicates and EventType tax-
onomy.
Finding participants involved in the event is therefore looking for all
triples that satisfy the following relations:
?relation Event1, ?Participant
subPropertyOf ?relation, eventParticipant
In SPARQL this query is expressed as follows:
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PREFIXalfredo:<http://nadir.uc3m.es/alfredo#>.
PREFIXdata:<http://nadir.uc3m.es/alfredo/dataset#>.
PREFIXrdfs:<http://www.w3.org/1999/02/22-rdf-syntax-ns#>.
SELECT*WHERE{
data:Event1alfredo:relation?participant.
?relationrdfs:subPropertyOfalfredo:eventParticipant.
}
Listing5.2:SPARQLqueryforrelationretrieval
Asshownbyexamplesabove,theRoletaxonomyis,therefore,atax-
onomyofclassesforthelongerversionorataxonomyofpropertiesfor
theshorterone.Inthedataset,weusetheshorter,EAV-likeversion,that
makesmoreuseofRDFSreasoningandismoreconcise.Theresulting
SPARQLqueriesarealsofaster.
5.4.2 Eventtypetaxonomy
Thetaxonomyofﬁnancialeventshasbeen modeledaftertheclas-
siﬁcationgiveninSection5.2.Thetaxonomyisahierarchyofclasses
describingcompanyeventsstartingwiththerootclassEventType,thus
extendingtheeventmodelwithahierarchyofconcreteﬁnancialevents.
ThoseclassesaretoindicateaconcretetypeforanEvent.Figure5.3
givesanoverviewofthesubclassrelations.
Furtherdescriptionofeachclassandsub-classhierarchyispresented
inAppendixC.1.
5.5 Eventrepresentationexample
Inordertogiveacomputableandhighlyinteroperableformforthe
high-levelinformationextractedfromthenews,weemployaltheprevi-
ouslymentionedelementsasbuildingblocksofwhatwecalasemantic
eventrepresentation. Thesemantic modelexplainedintheprevious
sectionsaimsatrepresentingalextractedfactsinordertoconstruct
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Figure5.3:Overviewofthetaxonomyofevent
types.Forbrevity,notalsubclasseshasbeenshown.
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thesemanticknowledgebasethatwilfurtherbeusedinprocessofﬁ-
nancialdecision-making.Figure5.4showssemanticrepresentationof
asingleevent.Inthiscasethisanannouncementofcompanyacquisi-
tion(Spanish:OPA).Eachcolourrepresentsadiferentfragmentofthe
ontology.Roundednodesdepictconceptsandtherectangularnodeis
aliteralnode. Asseeninthisexample, wealsofolowtheEAV-like
approachtotherolemodeling(asin"Role-as-Relation"examplefrom
Section5.4.1.)FerrovialBroadspectrumOpaisthecentralnodethatrep-
resentsthisevent.ItisofaclassAcquisitionfromtheEventTypetax-
onomy(seeSection5.4.2). Asimpliﬁedfragmentofthistaxonomyis
visible(inpurple)inordertoshowthatitextendse.g.schema:Event
type(Schema.orgtypesareinbrown).TheFerrovialBroadspectrumOpa
nodealsocontainssomemetadatathatwasextractedfromthesource
document. Both,thecentralnodeandtheSourceArtcile1arerepre-
sentinginformationdirectlyextractedfromnews(ingreencolour).The
metadataatachedare(i)dateand(i)sourcearticle.Dateisexpressed
throughthetime:TemporalEntityoftheOWLTimeontology(Coxand
Litle,2012)(inasparaguscolour).Themostimportantarerelationsbe-
tweenFerrovialBroadspectrumOpaandFerrovialandBroadspectrum
depictedasthefolowingarrows:acquiringPartyandacquiredParty.
Bothrelations,characteristicfortheAcquisitiontypepointto:(i)an
entitythatistheacquiringpartyand(i)acquiredpartyaccordingly.
FerrovialandBroadspectrumarecompaniesparticipatingintheevent,
asdescribedbyrelation.Botharepartoftheontologythatisusedfor
ontology-basedNER,sothattheycanbedetectedinthetext.Bothare
oftypeCompanythatmapstotheFIBOFoundationsontology,andthe
Corporationstaxonomyinparticular. AfragmentoftheFIBOtaxon-
omyhasbeenpresentedforthereader’sconvenience(inlightblue).It
isalsoshownthatbothrelationsacquiringPartyandacquiredParty
arespecialisationsofthegenericeventParticipantproperty,folowing
theRoletaxonomymodel(seeSection5.4.1andAppendixC.2). Other
ﬁnancialeventsarerepresentedinasimilarway.
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Figure5.4:Exampleofsemanticeventrepresentation.
5.6 Noteonthemodelingapproach
Thesemanticmodelingworkdescribedinpreviouschaptersisare-
sultofaniterativeapproachtoontologyengineering.Insteadoffol-
lowingheavyweightmethodologiesthatwerenotsuitableforthistask,
weratherlooselyfolowedasetofpathsthatwerethebestﬁtforthe
experiment-driven,iterativeprocess. Theknowledgeengineeringwas
largelyinspiredbytheNeONmethodology(Suárez-Figueroaetal.,2012)
duetoitsﬂexibility.Ratherthanfavouringonecanonicalapproach,it
ofersseveralscenariosforontologyconstructionanddeﬁnesvariousdif-
ferentpathsthatcanbefolowed,dependingontheactualrequirements.
Thisisinlinewithourobservation,thatthereisnosingleapproach
thatcouldmatcheverypossiblescenario(Pﬂeeger,2009).Intheadopted
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modelingapproachweweremostlyfocusedon:
•Reusing, Merging,andRe-engineeringOntologicalResources —in
ordertofolowthebestpracticesinontologyreuse,avoidreinvent-
ingthewheelandmakeuseofalreadyestablishedvocabularies.The
limitationsoftheresourcesavailablerequiredustoprovidedomain-
speciﬁcextensions(moreinSection5.3). Wealsoprovidedalignments
toothercommonsemanticvocabulariesthatopenthepossibilityfor
futuremergingofsemanticdatasets.
•ReusingandRe-engineeringNon-OntologicalResources —Atsome
pointintimeasoleclasshierarchyisnotenough.Especialywhen,in
thecourseofexperiments,werequiresomeconcreteinstances.Forex-
ample,inthecaseofontology-basedNER,weneedinstancestogether
withtheirnames,labels,etc.Thisisthescenariothatwasfolowed
inordertostartpopulatingontologywithsomeinstancesinorderto
carryontheexperimentationprocess.
•Straightforwardontologyspeciﬁcation—Inothercases,whenitisnot
possibletoreuseanyontologicalartefact,weneedtocreateourown
ontologicalresource. Ourtaxonomiesthatextendtheevent model
werecreatedfolowingthisscenario. Westartedwithknowledgeac-
quisitionandperformedfewiterationbetweenconceptualisationand
implementation,whereweusedcurrentexperimentresultsasafeed-
backfornextiteration.
Creatingacompletedomainontologyisalongprocess.Thebiggerthe
ontology,themorecomplexitbecomestoconceptualiseandformaliseal
therequirements,andmoredifﬁculttheactualimplementation.Instead
oftryingtoconceptualisethewholedomain,weratherfolowedamore
lightweightapproach. Wedesignedasetofsmalersemanticmodels,
highlyspecialisedinaconcretetask. Theycompriseeventmodel,ac-
companyingsemantictaxonomiesandalignmentswithothersemantic
resources.Thiswaywecoulditerativelyextendtaxonomytoﬁttheex-
perimentationprocessandimprovetheoveral modelatthesametime.
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5.7 Conclusions
The"SemanticModeling"isthesecondstepintheroadmaptoward
theautomateddecision-makingprocess.Previouslyweidentiﬁedand
preparedsourcenewsdataandwestopped.Thisisbecauseanyfurther
InformationExtractiontaskcannotbemadewithoutidentifyingtheac-
tualinformationweaimtoextract.Thereforeweperformedananalysis
ofthefeaturesofinterestfortheﬁnancialdecision-makingprocess.This
stepisalsocloselytiedtothetargetrepresentationofourextractedfacts.
Andthisispreciselywhenthesemanticmodelingstarts.
Wepresentedour main motivesforemployingSemantic Webtech-
nologiesintheknowledgemodelinganddeﬁneditsexpectedrolein
theoveralprocess.Asthesemanticmodelingisinseparablyconnected
tothedomainwhereitisused,wecontextualisedthedecision-making
processintheﬁnancialdomain. Afterthat,themostrelevantﬁnancial
eventswereidentiﬁed.Thoseeventsarethe"core"aroundwhichalthe
modelinghappens.Thesemanticmodelconsistsofacommonﬁnan-
cialeventmodelanditsaccompanyingtaxonomiesthatprovidemore
specialisedconceptsforexpressingdiferentreal-worldsituations.
Wearefulyawarethatnowadaysnoontologyiscreatedentirelyfrom
scratch. Weabidebythebestpracticesforontologyengineering,suchas
folowingtheLODapproach,reuseofestablishedvocabularies,provide
mappingstootherdatasets.Inthisprocess,weweremostlyinspiredby
theNeONmethodology(Suárez-Figueroaetal.,2012).
Asaresult, wehaveprepareda modelforexpressingknowledge
aboutﬁnancialevents.NowtheDSSconsistsoftwounconnectedpieces:
ahugenewscorpusfromthe"DataAcquisition"stepandanideaon
howto modeleventsfromthe"Semantic Modeling"step. Butthere
isstilamissingconnectionbetweenboth.Theexplanationonhowto
bridgethisgapisgiveninthenextchapter.

6 Financialeventsextraction
Thischapterdescribesthenaturallanguageprocessingandmachine
learningapproachtoﬁnancialeventextractionandclassiﬁcation.Based
onthepreviousstepsweaimatprocessingthecorpustextcreatedin
Chapter4withthepurposeofextractinghigh-levelfeaturesdescribedin
Chapter5.Thiscoversthewholeprocessthatcomprisescorpuscreation,
annotationandclassiﬁcation.Byemployingnovelclassiﬁcationsmeth-
odsusingdeepneuralnetworkstogetherwithsemantictaxonomieswe
improveclassiﬁcationofeventsandrelations.Inthissense,thischapter
bridgesthegapbetweenunstructureddataandontologies:theextracted
factsfromtheunstructureddataarefurthermodeledusingthesemantic
modeldevisedinthepreviouschapter.Alfactsextractedfromourtext
corpusarelaterstoredinthesemanticknowledgebaseandfolowing
themodeldevisedinSection5.4.Theresultingknowledgewilbefur-
therusedintheprocessofdecision-making.Thischaptershowshowwe
approachtheinformationextractioninordertoextractsemanticfacts.
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Figure6.1:Supervisedtrainingandclassiﬁcationoverview(Birdetal.,2009).
6.1 Featureanalysisandcorpusannotation
Classiﬁcationofﬁnancialeventsisperformedintheframeworkof
machinelearning.Inthescopeofthisworkeithersupervised,semi-
supervisedandunsupervisedmethodsareconsidered.Theuseofma-
chinelearningtechniquesrequiresproperdeﬁnitionandpreparationof
thetrainingset.Inthecaseofsupervisedlearning,atypicalscenario
requiresusingagoldstandard,or(ifsuchcorpusdoesnotexistinthe
domain)tomanualyannotatedatacorpusinordertoprovidetraining
set.Theannotated(labeled)dataisusedtotrainmachinelearningal-
gorithmandcreateaclassiﬁcationmodelthatisfurtherusedtoclassify
newdataautomaticaly(seeFigure6.1).
Inthedomainofnaturallanguageprocessing,providingalabeled
corpusforsupervisedlearningisperformedinmanualaprocesscaled
annotation.Itconsistsofatachinglabelstoappropriatechunksoftexts
(words,phrases,sentencesetc.)inordertoindicateselectedrelevant
featuresthatshouldbecapturedbythemachinelearningalgorithm.
AnexampleofarelevanteventisachangeofCEOofsomecompany.
AnnotatingaNewCEOeventhasbeenpresentedinFigure6.2.Inthis
case,weannotateabinaryrelationbetweenaPersonandanOrgani-
sation,whichstatesthatthispersonbecameanewCEOofmentioned
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Figure6.2:Manualsentenceannotationforrelationextrac-
tiontask.Therelationbetweennamedentities,inthiscase
PERSandORGisestablishedmanualybytheannotator.
company. Wecandeﬁnethisrelationasabinaryrelationasfolows:
NewCEO(Organisation,Person)
Annotationoffeaturesforrelationextractionaspresentedaboveis
crucial,howevernotsufﬁcientforsuccessfulinformationextractiontask.
Inthetraditionalmachinelearningapproach,theannotationPERSON
andORGANISATIONisoneofmanyfeaturesthataredesiredinorder
toprovidedecentaccuracyforclassiﬁcation.Eachfeatureisapieceof
informationthatcanhelpthealgorithmtolearncomplexpaternsand
properlyclassifyasmanytestingsamplesaspossible.Thosefeaturesare
typicalyotherlinguisticaspectsofthegiventext,suchaspart-of-speech
(POS)labels,entitymentions(throughtheNER:NamedEntityRecog-
nitionprocess)worddependencies(anddependencytrees)distancebe-
tweenkeywordsandmanyothers.Inthepreviousexample(Figure6.2)
apartfromPERSONandORGANISATION,wecanalsoseeSpanishPOS
tagsaboveeachword. Alsuchfeaturesareusedtotrainamodelfor
relationextraction.Inthecontextofrelationextraction,adetailedde-
scriptionoffeaturesthatyieldgoodresultsispresentedin(Björneetal.,
2011).
Entity mentionsplayaspecialroleamongannotations,duetothe
factthattheydirectlyindicateconceptsinvolvedandareconstituentsof
manyrelations.Theirsolepresencemightbeagoodindicatorofcandi-
datephrasesforrelationextractiontask.Figure6.3showsanexample
ofNERtaggedsentencetogetherwithco-references(i.e."presidente",
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"DimasGimenoÁlvarez","quien"and"su"alrefertothesameperson).
TherearevariousdiferentapproachedtoNER(Nadeau,2007)basedon
techniquesused.InthecaseofBusinessInteligencewefacewithtwo
problems:ononehand,wepreferacontroledlistofentities(e.g.com-
panynameslistwhichisﬁniteandusualyquitemanageable),inorder
tobesurethatwenevermissasinglemention.Ontheotherhand,we
areinterestedinentitiesthatwedonotknowupfront,suchaspeople
givennames,productnamesdates,etc.Bothcasesarequitediferent
andinmostcasestheycannotbesolvedwiththesameapproach.Inthe
ﬁrstcase,themostsuitableisextractionbasedonsomepredeﬁnedlist,
suchasagazeteer.Thenthewholeprocessboilsdowntopaternmatch-
inginthetext. Wecanalsousesomemoresophisticatedinputs,suchas
ontologiesorsemanticvocabulariestoperformanontology-basedNER
inasimilar manner. The moregenericapproachtoNER,whenitis
notfeasibletoprovideaclosed-listofentities,arebasedon machine
learning models. Whilethose model-basedNERapproachescansuc-
cessfulyclassifyawiderangeofpreviouslyunseenentities,theerror
rateisalsohigher.Thefurtherdescriptionoftheinformationextraction
processthroughNLPtechniquesforontology-basedNERand model-
basedNERisgiveninsection7.1.Notethatwhenontology-basedNER
isperformed,anannotatedentityalreadyhasanexistingconceptin
theontology. Whenmodel-basedNERisapplied,thenewannotation
pointstoanewconceptthatisunlikelytoexistintheontology.Such
conceptsmaybecorrectornot,thusahumaninterventionisnecessary.
Thisthesisdoesnotcovervariousaspectsofontologyevolution,asitis
outofthescopeofthiswork.Inthisrespect,werelyonmanualconcept
curationwhennecessary.
Manyhighlyspecialisedtoolssupportthetaskofcorpusannotation
andprovideuserinterfacestoaccomplishwordandphraseslabeling,
relations,chunking,dependencyannotationsandother.Afterevaluation
ofexistingannotationsoftware,thechoiceofBRATRapidAnnotation
Tool1hasbeenmade,duetothepresenceofaweb-basedGUI,possibility
1BRATprojectURL:http://brat.nlplab.org/index.html.Lastaccessed:2016-10-11.
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Figure6.3:Sentencewithnamedentities(togetherwiththeirco-references)annotated.
forannotatingn-aryrelations(events),andpossibleinteroperabilitywith
ApacheUIMAframework(Stenetorpetal.,2012).
6.2 Thebootstrappingtechnique
Textclassiﬁcationtasksveryoftenrequireenoughinformationfor
trainingstatisticalalgorithmwiththedesiredaccuracy. Thisimplies
theuselabeledcorporaasagroundtruthfortrainingandevaluation
tasks.Onmanyoccasions,thelinguisticresourcesarescarceandornot
availableatal.Thisiswhenitisnecessarytomanualycreateanew
corpus.CreatingcorporaforNaturalLanguageProcessingisaveryte-
diousandtime-consumingtask,involvingmanualannotationsoflarge
amountsoftexts.Textannotationscanbesometimesverydetailed,in-
cludinglabelingofmanyfeatures,leadingtoevenmorecomplexityof
thewholetask.Forinstance,theclassiﬁcationoftheNewCEOrelation
requirespreparationofpositiveandnegativeexamples.Thatisasetof
sentenceswheresuchrelationoccurs(positive)andasetwhereitdoes
not(negative).Thetwo-classclassiﬁcationiscaledbinaryclassiﬁcation
problem.
Inmanysituations,wecanovercometheproblemofcorpuscreation.
Bootstrappingisatechniquethathelpstoexpandcorpusfromafew
examples(caledseeds).Theinitialseedsareusedtoﬁndmoresuitable
ones.ThegeneralideaisbasedonDualIterativePaternRelationExtrac-
tion(DIPRE)algorithm(Brin,1999)furtherextendedintotheSnowbal
algorithmbyAgichteinandGravano(2000).Thecentralideacanbesum-
marisedas:
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1.Startwithaninitiallistofcarefulychosenexamples(seeds).
2.Usethoseexamplestogathermoreexamplesalike.
3.Evaluatechosenitemsandselecttheonesthatarebestmatchingthe
patern.
4.Gotostep2andrepeattheprocessuntilenoughexampleshavebeen
gathered.
Theprocessdescribedaboveworksverywelforrelationextraction
tasks, whereﬁndingsimilarexamplescanbedeﬁnedinarelatively
straightforwardway.Forinstance,theNewCEOrelationcanbeboot-
strappedwithitemspresentedinTable6.1.Basedonthoseitemswecan
ORGANISATION PERSON
Barclays JamesStanley
CaixaBank JordiGual
Campofrío FernandoValdés
Euskaltel FranciscoArteche
CalidadPascual JoséLuisSaiz
Petrobras PedroParente
Table6.1:Bootstrapseedexamples.
lookforaloccurrenceswherebothentitiesappearveryclosetoeach
other(orsimplyinthesamesentence). Wecanusepopularsearchen-
ginestoﬁndmoreitemsbyforinstanceusingtheNEARkeyword2.Based
onacquiredexampleswefurtherextractpaterns,suchasintheorigi-
nalSnowbalalgorithm,whereeachoccurrenceoftwonamedentities
isassigneda5-tuplecontainingthesurroundingcontext.Thewordsin
the5-tupleareevaluatedbasedontheirimportance(measuredinterms
offrequency)andgroupedbyasimilarityfunction.Tuplesthatshare
commontermshavehighersimilaritymeasure.Thisisusedtoinduce
paternsforﬁndingfurtherexamples:thepaternobtainedfromthis
2Thiskeywordindiferentformsisavailableonthepopularsearchsites,suchasBing
orGoogle.
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stepisacentroidvectoroftuplesinagroupAgichteinandGravano
(2000).
Othertechniqueswerealsostudiedinacontextofrelationclassiﬁca-
tion,e.g.inKnowItAl(Etzionietal.,2005)andinTextRunner(Bankoet
al.,2007).Whiletheyprovidecertainadvantagestorelationclassiﬁcation
techniques,suchasautomaticentityextraction(KnowItAl)ordiscover-
ingrelationsautomaticaly(TextRunner)theyalsogowaybeyondthe
scopeofthistask.
Inourcase,wesimpliﬁedthisapproachbyestablishingthemostcom-
monpaternbasedontheresultsoftheseeditemlist. Forinstance,
fortheNewCEOrelation,thepaternconsistedoftwoentitymentions:
PERSONandORGANISATIONandalistoffrequentlyoccurringwords,
expandedwiththeirsynonyms.
6.3 Informationextractionpipelinefortheknowledgebasepopula-
tion
Theprocessofinformationextractioncanbedescribedasanatural
languageprocessingpipelinethatiscapableofanalysingdocuments
fromthewebandcontinuouslyextractrelevantfeaturesfortheﬁnancial
decisionsupport. Eachstageofthepipelineisspecialisedtoprovide
distinctincrementalfunctionalitythatoperatestowardstheﬁnalgoal.It
startswiththeacquisitionofsourcedocumentsfromthewebandaims
atextractingrelevantinformationbeginningwithlower-levelfeatures
(clean-textextraction,NLPtagging).Thoselower-leverfeaturesarelater
usedforhigher-levelclassiﬁcationtasks.
Thepipelinestagesforinformationextractiontaskarethefolowing:
•Dataacquisitionandpre-processingcomponents(asdescribedinde-
tailsinChapter4.2)withthemaingoaloftrackingandcrawlingnews
sourcesandtransformingthemintocleantextfornextstages.
• Naturallanguageprocessingcomponents:
–Segmenting–splitingtextintosentencesandwords(tokens)
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–Lemmatising–reduceinﬂectionalformsofwords,andﬁndinga
baseformforaword,inordertobeabletoanalysediferentforms
ofthesamewordasasingleitem.
–POSTagging–assigning(tagging)apart-of-speechtoaword(e.g.
noun,verb,adjective,etc.).Thistaskisimportantforthesubsequent
analysis,e.g.forﬁndingnamedentities(thataretypicalynouns).
–Dependencyparsing–analysinggrammaticalrelationofwordsin
asentenceandcreateasentencestructurerepresentationinaform
ofadependency(orconstituency)tree.
• NamedEntityRecognition
–Ontology-basedNER–detectingnamedentitiesbymeansofcon-
troledvocabulary.ThebasisforthisisthecompanylistfromSec-
tion5.1.
–Statistical,model-basedNER–detectingnewentities,notpresent
intheontology,ascandidatestobeincludedintheontology.Inthe
caseofourlinguisticpipelineweusetheavailableSpanishmodels
forNER(moreinSection7.1).
•Relationextractionanddocumentclassiﬁcation
–Classiﬁcationmodelsfordocumentclassiﬁcation–classifyingwhole
documentstoaconcretecategoryasapreliminarystepcanﬁlterout
documentsthatarepossiblynotrelevantfortheﬁnancialdecision-
makingprocess.
–Relationextraction–a model-basedclassiﬁcationforrelationex-
tractionfromdocumentsandsentences.Eachmodelistrainedfora
concreterelationbasedonpreparedcorpus.
Processingastreamofdocumentsresultsinaseriesofhigh-levelfea-
turesextractedfromthetext,suchasdetectedentities,relatedﬁnancial
events,businessrelations,etc. Thosehigh-levelfeaturesarelaterse-
manticalyrepresentedandstoredinaknowledgebase(triplestore).An
overviewofthisprocessispresentedinFigure6.4.Itdepictsthemain
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Figure6.4:Schematicoverviewoftheextractionprocess.Itdepictsthemain
goaloftheinformationextractionpipelinefortheknowledgebasepopulation.
ideaofInformationExtractioninordertoproducesemanticrepresenta-
tionoutofextractedhigh-levelfeatures.Atthispoint,wetakeadvantage
ofpreviouslyextractedlowerlevelfeatures(suchasmetadata)inorder
toliftthisinformationtosemanticlevel.Thisinformationformsanin-
putforasubsequentdecisionsupportmodel.Inthenextsections,we
demonstratehowweapproachtheInformationExtractiontask.
6.4 Wordrepresentationinsemanticvectorspace
Whilesentenceannotationandfeatureengineeringarecrucialactivi-
tiesofclassicalNLPclassiﬁcationtechniques,thelatersometimescan
besigniﬁcantlyreduced.Therecentdevelopmentintheﬁeldofartiﬁ-
cialneuralnetworksprovidesagoodindicationthatfeaturescanbealso
learnedintheprocessofmachinelearningwhenusingdeepneuralnet-
workarchitectures.Inthiscase,multi-layerneuralnetworkscanperform
featurelearning(alsocaledrepresentationlearning)attheirhiddenlayers
andusethemforclassiﬁcationinthesubsequentlayers. Moreover,the
processoffeaturelearningcanbestructuredbyprovidingmorestacked
layersinordertolearnmoreabstractfeatures. Theoverviewofsuch
processhasbeenpresentedinFigure6.5.Themainadvantageofthis
approachisthatthehand-craftedfeatureengineeringcanbeefectively
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learnedbythesamemachinelearningalgorithm.Therearealsoother
techniquesforefﬁcientrepresentationlearningthatwilbeshowninthe
Section6.4.
Theclassicalinformationretrievalandtextminingsystemsalsohave
oneprimarilydisadvantage. Theinputwordsareinprincipleequal
toeachother:apriorithereisnomeaningbehindthesymbols. Clas-
sicmachinelearningtreatswordsasnumerictokensbyassigningeach
wordauniquenumber(i.e.indexinavocabulary).Thentheprocess
oftextmodelingoperatesonsuchdeﬁnedsetoftokens(numericalin-
dexes). Forinstancedocumentsimilarity, measuredasacosinesimi-
laritybetweendocumentvectors,orrankingtermswithindocuments
usingtermfrequency–inversedocumentfrequencymetric,arealbased
onthispreliminarystepofindexingwords,andfurtheroperatingon
suchnumericalindices.
Inmanyapplications,thisapproachissufﬁcientandprovidegoodre-
sults.However,ithasmanylimitations.Firstofal,inmanylanguages,
wordsareoftensubjecttoinﬂectionthatresultinvocabularythatcon-
tainsmultipleversions(inﬂections)ofthesameword.Forexample,En-
glishwords"goes"and"going"bothrefertothesameverb"go",butin
theprocessoftokenisation,theywilhaveadiferentnumericalindexin
thevocabulary.Thisdisadvantagecanbeovercomebylemmatisationor
stemming.Lemmatisingawordmeanstoﬁnditslemma–acanonical
formthatwilbeusedforalitslexemes.Theideabehindstemmingis
similar,butinsteadofmappingallexemestoitslemmas,weﬁndthe
partofthewordthatremainstheunchangedforalitsinﬂectedforms.
Forinstanceforwords"practicing"and"practical"thestemmedform
wouldbe"practic-".
Whilewordstemmingandlemmatisationsubstantialyreducesvo-
cabularysizeandmapwordstotheirvariousgrammaticalforms,itstil
doesnotresolvetheintrinsicproblemofclassicalwordtokenisation.For
instance,thefolowingtwoSpanishwordsjefeanddirectorhaveavery
closesemanticmeaninginthecontextofcorporategovernance.Even
afterapplyingstemmingorlemmatisation, wewil gettwodiferent
Input
Hand-
designed 
program
Output
Input
Hand-
designed 
features
Mapping from 
features
Output
Input
Features
Mapping from 
features
Output
Input
Simple 
features
Mapping from 
features
Output
Additional 
layers of more 
abstract 
features
Rule-based
systems
Classic
machine
learning Representation
learning
Deep
learning
financialeventsextraction 117
Figure6.5:Overviewofthemachinelearningtechniquesfromthe
featureengineeringpointofview(Goodfelowetal.,2016).Boxes
ingreyshowwherethemachinelearningactualytakesplace.
118 financialdecision-makingbasedonunstructureddata&ontologies
wordsthatintheprocessoftokenisationtheywilberepresentedby
twodiferentnumbers,e.g.124and52. Althoughthereisastrongse-
manticrelationbetweenthosewords,aftertokenisationthatrelationwil
belost.Thereisnolongeranyrelationbetweennumbers124and52as
theirindicesinthevocabulary.Inotherwords,bychangingtherepre-
sentationofthewords,wehavelostabigdealofvaluableinformation
thatotherwisecouldimprovetheclassiﬁcationorextractiontasks.
Theidealsituationwouldbetomapwordsintoarepresentationthat
wouldpreservetheirsemanticmeaning.Inthiscase,wewouldnotneed
toindicatejefeanddirectormightsometimeshavethesimilarmeaning.
Tworelativelyrecentworks,word2vecandGloVehaveachievedstate-
of-the-artinpreservingsemanticsimilaritybymappingwordsintohigh
dimensionalvectorspace(Mikolov,Corrado,etal.,2013;Penningtonet
al.,2014)inacompletelyunsupervisedmanner.Thewordembeddings
oftheaforementionedexamples:jefeanddirectorwilberepresentedby
similarvectors,closetoeachotherinthevectorspace.
Forthesakeofﬁnancialeventextraction,wehavetrainedword2vec
modelbasedonthetextcomingfromtheentirenewscorpus. The
trainingprocessisunsupervised,whichmeansthatapartfromwords
andtheircontextswedonotneedtoprovideanyextraannotations.
Thetrainingtextconsistedofsinglewordsbutalsofrequentbi-grams
andothern-gramsrepresentingnamedentitiesandotherconceptsfrom
theﬁnancialontology. Weusedthecontinuousbag-of-words(CBOW)
model(Mikolov,Corrado,etal.,2013)tocapturewordsemanticsbased
onitssyntacticcontext.
Essentialy,theCBOWmodelislearningtopredictawordgivenits
surroundingcontext.Forexampleinthefolowingsentenceweanalyse
theword"cat"inthecontextwindowofsize2:
"A
leftcontext
largegreycat
rightcontext
wassleepingonarockingchair.
Thecontextwordsfortheword"cat"are:"large","grey","was","sleep-
ing".Thosesurroundingwordsarethenusedtotrainashalowneural
networkinordertopredicttheword"cat". Asimilaranalysisisper-
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formedwitheverywordineachsentenceofthecorpus.Theobjective
functionisdeﬁnedasmaximizingtheprobability:
1
T
V∑
i=1
∑
−c≤j≤c,j=0
logp(wi|wi+j)
whereTistrainingsetsize,cisthecontextwindowsize(amountof
wordstotheleftandtotheright),and wiisthecurrentword(and
..,wi−2,wi−1,wi+1,wi+2,..isitscontext).
Let’sdeﬁnecontextwords(theinputforthetrainingalgorithm)as
wI=x1,x2,..,xC.Theclassiﬁcationisthendeﬁnedasasoftmaxfunc-
tion:
p(wj|wI)=p(wj|x1,x2,..,xC)=yj=
exp(vTwjvwI)
∑Vj=1exp(vTwjvwI)
wherevwistherepresentationofthewordwattheinputlayerandvw
istherepresentationofthewordwattheoutputlayer(seeFigure6.6).
Asseenintheﬁgure,theresultingnetworkisafeed-forwardneural
networkwithonehiddenlayer.
Thewordsintheinputlayerarerepresentedasaone-hotvectorof
size|V|,whereVisthecorpusvocabulary.TheresultingmatrixW is
representingweightsbetweentheinputlayerandthehiddenlayerand
theW containsweightsofconnectionsbetweenthehiddenlayerand
theoutputlayer.AsthehiddenlayersizeisN,thenthematrixW isof
sizeN×W.
Theone-hotvectorrepresentationisasparserepresentationofthe
wordwithathasaformofvectorxi={0,0,..,1,..,0}withsizeof
|V|where1isatindexi(whichisthesamepositionastheposition
ofwordwiinthedictionaryV).Thisrepresentationhasonlysymbolic
mathematicalmeaning,asitisusedtoretrieveadenserepresenationvi
ofawordwifromthematrixWbysimplemultiplication:
vTwi=WTx
thatis:vTwistherowiofW.
Theinterpretationoftheoutputlayeristhevectoryofprobabilities
p(wj|w1,w2,..,wC), wheretheoutputvectorrepresentationvwjofthe
wordwjistherowjinW.
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Figure 6.6: Continuous bag-of-words model as neural network
with one hidden layer. Note that C is the total count of the con-
text words (on the left side and on the right side), so C 2c
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Theneuralnetworkisusingbackpropagation,stochasticgradientde-
scentandhierarchicalsoftmaxmethodsforefﬁcientcalculationofgradi-
ents.Thedetailshasbeenexplainedin(Rong,2014).
Afterprocessingthewholecorpusweobtaindenserepresentationof
wordsin multidimensionalvectorspace. Astrainingparameterswe
usedthecontinuousbagofwords(CBOW)model,basedon5-surrounding
wordsand300-dimensionalvectorspace.Forthemodelcomputationwe
usedgensimlibrary3withfastword2vecimplementation.Themodel’s
vocabularyconsistsof1.718.075wordsthatappearedmorethan3times
inthecorpus.
Thecommonpropertyofobtainedvectorsisthatwordsoccurringin
asimilarcontextareclosetoeachotherinthevectorspace.Inthis
sense,thewordembeddingispreservingthesemanticsimilarityofthose
words.Tovisualisethatfact,wecreatedasmalsampleofwords(and
phrases)fromdiferentdomainstoassesshowtheyclusterbasedonse-
manticsimilarity.Figure6.7showsthechosensubsetofwordsmapped
intoa2-dimensionalspace. Aswordvectorshave300dimensions,we
usedt-distributedstochasticneighbourembedding(t-SNE)algorithm
fordimensionalityreduction(MaatenandHinton, 2008).Thet-SNEal-
gorithmaimsatpreservinglocalitysothatvectorswhicharecloseto
eachotherinthehigh-dimensionalvectorspacearealsocloseinthe
low-dimensionalprojection4.
Afterdimensionalityreductionweapplieddensity-basedspacialclus-
teringalgorithm(DBSCAN)(Esteretal.,1996),setingparametersEPS=1.7
andalowingclustersofatleasttwopoint,tofacilitatesmalercluster
detection. LookingbackintoFigure6.7weobserveclustersforming
aroundwordswithverysimilarmeaningandcontext.Eachlabelcolour
representdiferentcluster,automaticalyassignedbyDBSCAN.
Whatisnoteworthyisthatitdoesnotonlygroupwordsinthesame
contextbutcanalsodistinguishbetweensomeveryﬁnedetails. For
3APIanddocumentationavailableat: https://radimrehurek.com/gensim/models/
word2vec.html.Lastaccessed:2016-10-11.
4t-SNEparametersthatweusedwere:perplexity=15,theta=0.5andnoinitialPCE
preprocessing
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instance,theclusterofcompanies(middleleft)isdividedbetweenin-
frastructureandconstructioncompanies(indarkorange),banks(violet)
andothers(magenta).Evenmoresurprisingisthecleanseparationof
companies:Pescanova,Gowex,BankiaandRumasa(darkviolet).Each
ofthemwassubjectofascandaloffraudorcorruption.Inthesameway
"EmilioBotín"(wordbigram)didnotformaclusterwith"RodrigoRato"
whoisontheotherfarsideofthebankingcluster.Heisrathercloserto
phraseslike"Tarjetasblack"or"Tarjetasopacas"(whicharesynonyms
inthiscase)andpointustoanotherscandalduringhispresidencyin
Bankia.
Another multi-clusterisrelated withpolitics(botomcentre),both
Spanishandinternational.Spanishpoliticalpartiesformtheﬁrstclus-
ter(inpurple),thenrightnexttoitaclusterofSpanishpoliticalleaders
(green).Thenextclustercontainsheadsofstateandgovernmentmem-
bers. WhatisnoteworthyisthatSpanishPrimeMinisterisverycloseto
thiscluster,althoughhealsobelongstooneofSpanishpoliticians.Other
sub-clusterofpoliticiansareEuropeanlevelactors(suchasJean-Claude
Juncker,DonaldTusk,MartinSchultzandFedericaMogherini).Nextto
it,MarioDraghi(PresidentoftheEuropeanCentralBank)andChristine
Lagarde(ManagingDirectoroftheInternationalMonetaryFound)were
classiﬁedtogetherinaseparatecluster,whichseemsappropriatedueto
theirundeniableimpactonthemonetarypolicyandworldeconomy.
Wehavealsoincludedwordscompletelyunrelatedtopoliticsorecon-
omy(indarkgray)andasexpectedtheclusterhasbeenpushedfarfrom
othertopics.
Giventhatthewordvectorspreservesomesimilaritiesbetweendifer-
entwordsitthequestionisiftheyalsopreserverelationshipsbetween
them.Mikolov,K.Chen,etal.(2013)showedthatsemanticanalogies
betweenwordsarealsorepresentedinavectorspacecreatedbysuch
embeddings.Byperformingalgebraicoperationonvectorsitispossible
tounderstandanddiscoversomeanalogiesbetweenwordvectors(see
Figure6.8)
Theexamplegivenabovecanwewritenasalgebraicoperationon
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Figure6.7:t-SNEprojectionofwordsvectorsintoaspaceoftwo-dimensions.
Showingwordclustersaroundsimilartopicsandcontexts.Thechosensub-
setofwordsincludesomecompanynames,keypeopleandotherwords.
LabelcolourswereassignedautomaticalybytheDBSCANalgorithm.
vectorofsets:
queen≈king−man+woman
whichcanbereadas:"manistokingaswomantoqueen".Theactual
operationonthevectormightnotﬁndthedirectanswer(e.g.avector
forword"queen")thereforeratheracosinesimilaritymetricisusedto
ﬁndthenearestmatchingvector.Ifwedeﬁnevectorsimilarityinterms
ofhighestvalueofcosineangleθbetweenwordvectorsw1andw2:
similarity(w1,w2)=cosθ= w1·w2|w1|w2|
Thenﬁndingnearestvectorforanalogyquestionsistoﬁnda:
max(cos(a,a−b+b))
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Figure6.8:Projectionsofwordvectorsforgen-
deranalogy(Mikolov,W.-t.Yih,etal.,2013).
wherewordsa,a,bandbaresuchasintheexampleabove(a–king,
a–queen,b–manandb–woman). Notethat·symboldenotesa
dotproductofwordvectors. Forpracticalreasonsifal vectorsare
normalizedthenthesearchisreducedtomaximisingthedotproduct:
a·(a−b+b).
Weperformedasimilarsearchforinthenewscorpus model. Ta-
ble6.2showssomeexamplesforthewordanalogyquestions.Forgen-
eralknowledge mostoftheanswerswerecorrect,howeversomeless
used wordsanalogies mightgetaﬁrstclosest match wrong.Inthe
overviewweprovidealsoafewerroneousexamplesmarkedwithan
asterisk.
Atthispoint,weseethatthemodelisperformingverywelonword
analogytask.Inourcase,itisnotstraightforwardtoobjectivelyand
quantitativelyevaluatethe model.Forinstance,Googlepublishedits
word2vecmodel5trainedon Wikipediadataalongwithasetof20,000
querieswithexamplescoveringsemanticandsyntacticaspectsofthe
model.Butthesametestisunsuitableforevaluatingournewscorpus
duetodiferentlanguageandalsoslightlydiferentscopeofbothcor-
pora.
5Theﬁlecanbeobtainedfrom https://storage.googleapis.com/google-code-
archive-source/v2/code.google.com/word2vec/source-archive.zip,theevaluation
ﬁleis:questions-words.txt.Lastaccessed:2016-10-11.
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Table 6.2: Word analogy examples from our trained embeddings
model. The query result is in bold. Wrong answers are marked
with an asterisk. For some cases we show second closest vector.
b – b a – a
chica – chico mujer – hombre
chica – chico abuela – abuelo
chica – chico jefa – jefe
chica – chico directora – director
chica – chico reina – príncipe*, rey
chica – chico informatico – computadora*
Pedro Sanchéz – Mariano Rajoy PSOE – PP
Ciudadanos – PSOE Albert Rivera – Pedro Sanchéz
Francisco González-Rodríguez – Emilio Botín BBVA – Banco Santander
Banco Santander – Telefónica Emilio Botín – César Alierta
Banco Santander – Bankia Emilio Botín – Miguel Blesa, Rodrigo Rato
Banco Santander – El Corte Inglés Emilio Botín – Isidoro Álvarez
Banco Santander – Gowex Emilio Botín – Jenaro García
Banco Santander – Apple Emilio Botín – Tim Cook
Google – Apple Android – iPhone
Microsoft – Apple Windows – Windows Phone*, iOS
Polonia – Portugal Varsovia – Lisboa
Polonia – Francia Varsovia – París
Polonia – Reino Unido Varsovia – Londres
EE.UU. – Europa dólar – euro
Berlin – Madrid Alemania – Portugal*, España
negativo – positivo decrecimiento – crecimiento
negativo – positivo bajada – subida
negativo – positivo empleo – paro
negativo – positivo recortes salariales – ajustes salariales
positivo – negativo luz – electricidad*, oscuridad
positivo – negativo barato – caro
positivo – negativo rápido – lento
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Itisworthnotingisthatthewordanalogyisaresultofsemantics
capturedinthenewsarticles,andisspeciﬁctothiskindofsource.The
astonishingaccuracyofanalogyquestionsmightbeexplainedbythefact
thatthevectorspacecapturesasemanticrepresentationofwordsaccu-
ratelyandsuchrelationshipsnaturalyhavetheirrelationship-speciﬁc
vectorofsetsinthevectorspace(Mikolov, W.-t.Yih,etal.,2013).Other
explanationpointstothefactthatsuchrelationalsimilarityiscaptured
byagroupofhighlyindicativeandratherrarewordsthatareshared
acrossdiferentaspects(i.e.intersectionsofvectorsaandbthatare
sharingthesameaspect)andmightbeinterpretedthereforeassimply
balancingwordssimilarity(LevyandGoldberg,2014).
Capturingwordsemanticsisacrucialstep,aswecannowrepresent
wholesentenceswithanarrayofwordvectorsandkeepthemeaning
ofeachwordinaphrase.Thisrepresentationwilbeusedinthenext
step,whereweusedeepneuralnetworksinordertoclassifyphrasesfor
eventdetection.
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6.5 EventsclassiﬁcationwithConvolutionalNeuralNetworks
Ourapproachtoclassifyingﬁnancialeventsisbasedonthestate-of-
the-artdeepneuralnetworks.Amongmanydeepnetworkarchitectures
usedinNaturalLanguageProcessing,themostefectiveandpowerful
areRecurrentNeuralNetworks(RNN)andConvolutionalNeuralNet-
works(CNN).Bothprovideasoundbasisforcreatingevenmorecom-
plexdesigns,whichcanbeobservednowadaysinanexplodingnumber
ofnoveldeepneuralnetworksarchitectures.Inthisworkwewilfocus
onConvolutionalNeuralNetworksfortworeasons:(i)theirgoodre-
sultsinrelationextractiontasks(NguyenandGrishman,2015)and(i)
relativelystabletrainingandhyper-parameteroptimisationcomparing
toRNN.
WhatmakesConvolutionalNeuralNetworksdiferentfromordinary
NeuralNetworksistheconvolutionstep(LeCun,Botou,etal.,1998),
whichaimsatextractingfeaturesfromasmalerwindowofinputdata.
Originalyconvolutionwasaimedatextractingfeaturesfromimagesby
lookingintosmalerregions.Thisapproach,however,provedtobesuc-
cessfulinNaturalLanguageProcessing(Kim,2014).Theconvolution
operationisusingaﬁlter(orkernel)thatslidesovertheinputdataand
producesaFeature Map(orActivation Map).Therecanbemanyﬁlters
andeachonetrainedtodetectadiferentsetoffeatures.Inthecontext
oftextclassiﬁcation,theconvolutionoperationcanbedescribedaslook-
ingintohiddenfeaturesrepresentedbyn-grams.Thus,theﬁltersize
describesthelengthofthen-gram. Moreover,thoseconvolutionsteps
canbestackedontopofeachotherinordertoextractnewdiferent
featuresatfurtherlayers.
Aftertheconvolutionstep,thefeaturemapispassedthroughtheac-
tivationfunctionthatintroducesnon-linearity,i.e.tanh,logisticsigmoid
orReLU.Thefeaturesarefurtherreducedthroughthepoolinglayer
whichreducesthenumberoffeatures(dimensions)andkeepsthemost
important(e.g.strongest)ones.Theresultofpoolingisconcatenated
intoonefeaturevectorrepresentingresultsofalﬁlters.Thelaststage
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Figure6.9:ThearchitectureoftheCNNnetworkforeventclassiﬁcation.
istheclassiﬁcation,thatusesafulyconnectedlayerthatmapsoutput
featuresintoconcreteclassesbasedonthetrainingdata,thustheoutput
layermapsdirectlytotheoutputclasses.
Ourapproachtotheeventclassiﬁcationisbasedonthefactthatwe
alreadyuseontologyresourcesandperforme.g.ontology-basedNER
onthetextualinputinordertoidentifyrelevantcompaniesandactors.
WeextendthecurrentCNNstate-of-the-artapproachtoincludeanaddi-
tionalfeaturetotheinputdatathataretheontologyclassembeddings.
Figure6.9showsthearchitectureoftheCNNclassiﬁer. Ontheleft
side,weshowtheinputsentenceasitispreparedfortheclassiﬁer.Be-
foreclassiﬁcation,thetextisnormalisedtolowercasewithalspecial
charactersremoved. Notethatweareusingbi-gramsforsomenamed
entities(e.g."BancoPopular","PedroLarena")aswealreadytrained
wordembeddingswithalistofpopularbi-grams.Ifaspeciﬁcbi-gram
isnotinthelookuplistofwordvectors,wesimplytreateachwordsep-
arately. Weincludeentityannotationsbyplacinginfrontofeachnamed
financialeventsextraction 129
entitya"marker"vector(or"ontologyclassvector")todenotetheclass
ofthefolowingentity.Intheexamplegivenabovethoseare:<COMPANY
class>and<PERSONclass>.Thisisbasedontheontology-basedNER
annotationsthathappenbeforethetextisactualyfedtotheclassiﬁer
(seeSection6.3).Thechoiceofontologyclassvectorsisarbitrary.The
dimensionvaluesaregeneratedonlyonce,usinguniformdistribution
withnon-zeromeanandsmalstandarddeviation.
Beforefeedingtheinputtotheneuralnetwork,eachwordismapped
toitsdensevectorfromthewordembeddingslookuptable(seeSec-
tion6.4).ThisresultsinaninputbecomingamatrixofW×D,whereW
isthemaxsentencesizeandDisthedimensionalityoftheembedding
vectors.NotethatCNNrequiresalinputstobeofthesamelength.In
casethatthesentenceisshorter,theremainingrowsarepaddedwith
zeromeanrandomvectors.Fortheinput,weuseonlyonewordembed-
dingsmatrix(inputchannel),asthereisnoconclusiveimprovementin
usingmulti-channelarchitectures.
Forthesentenceclassiﬁcationtaskwetrainbinaryclassiﬁers,there-
foretheﬁnallayerconsistsoftwonodes(positive/negative).Inthecase
ofrelationextraction,wefolowtheapproachofNguyenandGrishman
(2015),whereweconstructtheinputbyappendingthepositionembed-
dingtotheinputvectorssothattheinputmatrixisofsizeW×D+Dm,
wheretheDmisthelengthofpositionembeddings.
Thenextsectionprovidesmoredetailsontrainingandhyperparame-
terssetup.
6.6 Comparingclassicalmachinelearningandneuralnetworkap-
proach
Weperformedvariousclassiﬁcationtestswithdiferentclassiﬁcation
scenarioswiththepurposeofimprovingﬁnancialeventextraction.The
comparisonincludesclassicalapproach,deepneuralnetworksapproach
andourapproachcombiningdeepneuralnetworkswithsemantictax-
onomy.Asstatedbefore,weperformtheclassiﬁcationonthesentence
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level,soinordertosuccessfulyclassifysentence,alfeatures,suchas
namedentitiesneedtobepresent,e.g.companynameorpersonname.
Thisisreﬂectedincorporaofﬁnancialeventsfortraining.Thereforethe
factthataneventorrelationisnotcontainedinonesentenceisnottaken
intoaccountwhenevaluatingcorpusandclassiﬁers.
6.6.1 Classicalmachinelearningapproachsetup
AsthebotomlineclassiﬁerweusetheConditionalRandomFields
(CRF)algorithmwithimplementationandfeaturesdescribedin(Sur-
deanuetal.,2011).TheCRFalsorequirestextpreprocessinginorderto
extractvariouslinguisticfeatures. WesetuptheNLPpipeline(seeSec-
tion6.3)inordertoprovidealnecessaryinputfeatures. Weevaluate
CRFclassiﬁerinthreediferentsetups:
•CRF-BasicclassiﬁerisusingCoreNLP:POStagger,lemmatizerand
parserandisnotusingNERintheprocessofclassiﬁcation.
•CRF-NERincludesSpanishmodelsforNERusingtheCoreNLPStan-
fordNamedEntityRecognizermodels6(Finkeletal.,2005)plusthe
ontology-basedNER(seeSection5forannotatingcompanies).
•CRF-AlisusingthesamesetupasCRF-NERplusalthefeaturesfor
relationextractionfrom(Björneetal.,2011)thatgivesacomprehensive
listoffeaturestobeincludedintheclassiﬁcationprocess.
6.6.2 "Deep"NeuralNetworkapproach
WeevaluatetheConvolutionalNeuralNetworkclassiﬁerinthefol-
lowingtwovariations:
•TheCNN-EmbclassiﬁerisusingConvolutionalNeuralNetworkwith
pre-trainedwordembeddingsbasedonourcorpus(seeSection6.4).
ThearchitectureoftheclassiﬁerisdescribedintheSection6.5.The
onlydiferenceisthatthisclassiﬁerisnotusingontologyclassvectors.
6CoreNLPModelsarefromversion3.7.0,releasedon31Oct2016.
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•TheCNN-SemisbasedonCNN-Emb,butisusingadditionalinfor-
mationbasedonontology-basedconceptannotation(seeSection6.5).
ForNERtaggingweusedthesameapproachasforCRF-NER(see
Section6.6.1).
6.6.3 HyperparametersandtrainingdetailsofCNNclassiﬁers
WetrainbothCNNclassiﬁerswithsamethefolowingparameters:
•forwordembeddings(CNN-Emb,CNN-Sem)weusevectorsizeof
300dimensions(asexplainedinSection6.4),
•thenumberofﬁltersis100,
• weuseﬁlterlengthsof:3,4,5,
•thedropoutrate(ρ)is0.6,
•learningrateof0.001,
•thelearningratedecayratiois0.7every16epochs
•thebatchsizeis50,
• weruntrainingforapproximately50epochs.
•foreachclassiﬁcation wedividethedatasetsetintoatrainingset
andevaluationset,wheretheevaluationsetsizeis10%ofthewhole
dataset,
•foreachclassiﬁerweperforma10-foldcross-validation
•theﬁnalresultistheaverageofeachfoldfromthecross-validation,
•fortheneuralnetworktrainingandevaluationweusedmxnetopen-
sourcedeeplearningframework7.
Thechoiceoftheparametersabovewasbasedonthehyperparame-
teroptimisationthroughtherandomsearch(BergstraandBengio,2012).
Amoredetailedexplanationofthemeaningofeachparametercanbe
7Thesoftwareisavailableat:http://mxnet.io/
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foundin(Wu, 2017).Thesamesetofparametersprovedoptimalfor
bothconﬁgurations(CNN-EmbandCNN-Sem).Figure6.10
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showsthe
trainingprogressforCNN-EmbandCNN-Semclassiﬁersfortheparam-
etersabove. Wecanobservethattheerrorrate(loss)islowerforthe
CNN-Semclassiﬁer(soatthesametimetheaccuracyishigher).
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Figure6.10:TrainingtheCNN-Emb(left)anCNN-Sem(right)clas-
siﬁersbasedonthegivenhyperparameters.TheCNN-Semshows
lowertestloss.Thelinesareaveragedoveralcross-validationfolds.
6.6.4 Classiﬁcationresults
Table6.3showsanoverviewoftheresultsforalevaluatedclassiﬁca-
tionconﬁgurationsafter10-foldcross-validation. Wecanobservethat
thebaselineclassiﬁerimprovesdrasticalywhenNERannotationsare
present,andeven morewhenweuseal possible(hand-crafted)fea-
tures.Ontheotherhand,theCNN-Embclassiﬁerissigniﬁcantlybeter
thatthebotomlineclassiﬁersevenwithoutanyfeatureengineering.
TheCNN-Semclassiﬁer,whichusesontologyclassannotationsfurther
improvestheclassiﬁcationresultsandprovidesbeterperformancein
both:precisionandrecal measures.
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Table6.3:Resultsofdiferentclassiﬁcationsce-
nariosforsinglebinaryrelationextraction.
Classiﬁer Precision Recal F1
CRF-Basic 0.818 0.290 0.428
CRF-NER 0.797 0.852 0.823
CRF-Al 0.865 0.816 0.840
CNN-Emb 0.919 0.891 0.904
CNN-Sem 0.943 0.896 0.919
Ourresultsshowthatusingdeepneuralnetworkscanimprove
theprocessofinformationextraction.UsingCNN-Embwithpre-
trainedwordvectorshasimprovedthebinaryrelationextraction
forourﬁnancialnewsdataset. ThisconﬁrmshypothesisH4as
evaluatedagainstourcorpusofSpanishnews.ApartfromNamed
Entitiesannotations,theCNNscenariodidnotrequireadditional
hand-engineeredfeaturesinorderprovidebeterclassiﬁer,asop-
posedtotheCRF-*scenarios.
TheresultforCNN-SemclassiﬁerconﬁrmshypothesisH2,bypro-
vidinganimprovementoverCNN-Emb(andal previousclassi-
ﬁers).Theuseofontology-basedannotations(asdescribedinSec-
tion5)canfurtherimprovetheinformationextractioninﬁnancial
domain,aspresentedinthisstudy.
6.7 Conclusions
"FinancialEventExtraction"stepisoneofthefundamentalpiecesof
thewholeinvestigationprocess.Thisiswheretheconnectionisbeing
madebetweenunstructuredtextsfromthe"Dataacquisition"stageand
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thesemanticknowledgebaseenvisagedinthe"Semanticmodeling"sec-
tion.Inthissense,theeventextractionaimsatclassifyingeventsand
representingsuchoccurrencesinasemanticway,usingmodelsandtax-
onomiesfromChapter5.Theaimtoextractwhatwecaledhigh-level
features:ﬁnancialeventsandrelations.
Inthischapter,wefocusedontheNaturalLanguageProcessingas-
pectsoftheDecisionSupportSystem. Weshowedmostimportantsteps
thatformtheNLPpipelineoftheALFREDODSS,howthecorpusfor
eventextractionisbeingconstructedandthenweanalysedthelatest
ﬁndingsthatcanimprovetheoveralInformationExtractionprocess.
Weshowedthatthedensevectorwordrepresentationcanpreserve
semantics,whattraditionaltokenisationdoesnot.Thisrepresentation
becametheinputtotheeventclassiﬁer, whereweemployournovel
methodbasedonartiﬁcialneuralnetworksandontologyannotationsin
thetext. Wealsopeekedintotraditionalapproachestoeventextraction
andsentenceclassiﬁcationinordertocomparewithourapproach.The
conclusionisthatinoursetingtheyperformworsethanourclassiﬁer.
Thisobservationalowedustovalidatetworesearchhypotheses: H2
andH4(seeChapter3)
Thischapterpavesthewaytowardtheactualdecision-makingprocess.
Atthisstage,wehavealmostalthepiecesathad,exceptforone:the
decisionsupportmodel. Wewildiscussitinthenextchapter.
7 Decision-makingbasedonunstructureddata
Thepurposeandimportanceofthepreviouschapterswastodescribe
fundamental"buildingblocks"anddetailtheprocesstobuildaDecision
SupportSysteminthecontextofBusinessInteligence.Thosesections
werepavingthewayforabiggersystemthatbringsalpreviouslyde-
scribedpiecestogether.Thisnarrativehasbeenbroughtinabotom-up
fashion:beginningfromsmaler,butfundamentalpiecesandjoining
themtogethertoformthebigpicture. Asweprogressedthroughthe
previoussections,wewereactualycarryingouttheinvestigationpro-
cessdevisedinChapter3.
Thischapteristheculminationofprevioussectionsandbringsto-
getheralthefragmentsintoacoherentandcompletearchitecture.The
realisationofthisarchitectureistheALFREDODecisionSupportSys-
tem. Wedetailhowpreviouslydescribedelementsareworkingtogether
towardsthe maingoalwhichisthesupportintheﬁnancialdecision-
makingprocess.
Inthefolowingsections,we:(i)describethearchitectureoftheAL-
FREDODSSandtheroleofeachmaincomponents,and(i)deﬁnethe
hierarchicaldecisionsupportmodel.
136 financialdecision-makingbasedonunstructureddata&ontologies
7.1 ArchitecturefortheDecisionSupportSystem
Imthissectionweconstructacompletearchitectureforanalysisof
newstextsinordertoprovideacompletedecisionsupportsystem.The
aimistoencompassalaspectsofthemethodologicalapproach(seeSec-
tion3
Unstructured Data
(news, reports, etc.)
Structured Data
(market data)
Decision Support 
System
Analysis
Updated insights
(estimates, predictions, 
strategies)
),describestagesofthedataprocessingandmodelcreation(asde-
tailedinpreviouschapters),identifymaincomponentsanddepicthow
theyworktogetherinordertosupportthedecision-makingprocess.
Figure7.1:Overviewofthenewsanalyticsfordecisionmaking.
ThegeneralideaforthenewsanalyticsisshowniftheFigure7.1.
TheDSSisfedwithtwoprincipalkindsofdata:structured(stockprice
timeseries,marketdata,etc.)andunstructured(textualsources,such
asnews).Bothsourcesprovideastreamofup-to-dateinformationthat
updatesourperceptionofthestateoftheworld.Analysingthatstream
ofdataiscrucialinordertoproperlyreacttothechangingenvironment.
Applyingmoresophisticatedpredictiveanalyticscanfurtherhelptode-
velopnewinsights,updateinvestmentstrategiesor makepredictions
aboutsomeunrolingevents.
Whiletraditionalinvestmentanalysisreliesmostlyonlyonthestruc-
tureddata,theunstructureddatacanprovidenewinsightstotheoveral
decisionmakingprocess.Intheendthisiswhatalsodrivesthedecisions
ofmanyinvestors. However,incorporatingunstructureddataismuch
harder,asitinvolvesapplyingvariousdomainsofArtiﬁcialInteligence
suchasNaturalLanguageProcessing,MachineLearning,etc.Overcom-
decision-makingbasedonunstructureddata 137
ingthesedifﬁcultiescanberewarding,asitwil makethewholeprocess
automatic.Thiscanimprovetheoveraldecisionmakingbywidening
thelimitsofinvestmentdataprocessinginaprocesscaledInteligence
Ampliﬁcation(LeinweberandSisk,2012;Leinweber,2009
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Figure7.2:OverviewoftheALFREDODecisionSupportSystemarchitecture.
IntheFigure7.2weintroducethearchitectureoftheALFREDOsys-
tem.Thesystemconsistofthefolowingmainbuildingblocks:
•DataAcquisitionandPreprocessing —the mainsourceofunstruc-
tureddatacomesfromvariousexternalnewssources.Thetextmust
beconstantlyacquiredinordertoprovidetimelydatastream.After
documentacquiring,thetextcleaningandmetadataextractionsteps
areapplied(asdescribedinChapter4).Later,whenthewholepro-
cessisdone,thedocument(alongwithitsmetadata)isindexedina
documentrepository.ALFREDOusesApacheSolr1forful-textindex-
1ApacheSolrisapopularopen-sourcedocumentrepositorywithadvancedsearch
capabilitiesbasedonLucenetextindexingengine.Thesoftwarecanbeobtainedfrom
theprojectwebsite:http://lucene.apache.org/solr/
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ingandfacetedquerysearchforfurtherdocumentretrievalbasedon
documentmetadata.
•Linguistic(NLP)Pipeline —Theroleoflinguisticpipelineistoanal-
ysenewstextandextractnewfeaturesthatwilfurtherhelpspot
relevanttexts. Thosefeaturesaresyntacticandsentence-based(as
opposedtothemetadatafromthepreviousstep,whicharedocument-
based). Weperformtextsegmenting(sentencespliting),lemmatisa-
tion,part-of-speechtagging,namedentityrecognitionandsentence
parsing.ForNLPpipelineweuseApacheUIMAframework(Ferrucci
andLaly,2004)withUIMAannotatorsandseveralextensionsbased
onuimaFITandDKProsoftwarecomponents(EckartdeCastilhoand
Gurevych,2014b).Itisimportanttomentionthatmostofthesteps
areusinglinguisticmodels,whileNERisusingahybridapproach:a
trainedlinguisticmodelandontologybasedconceptextraction. While
theontology-basedNERisusedtotagentitiesthatwecontrol,such
ascompaniesandrelatethemwithconcreteontologyconcepts,we
alsowanttocaptureentitiesthatarenotyetinourontology,forin-
stancepeoplenames.ForthisreasonweusehybridNERanduseboth
sourcesofannotations(seeSection6.1fordetails.)
•DecisionSupportSystem —Thisistheﬁnalstepofnewsprocessing,
andalsothemostimportantone.Sofarweextractedtextmetadata
andinterestingsyntacticfeatures,wealsotaggedentitiesandlinked
themtoourontology.Nowweareperformingtextclassiﬁcationinor-
dertoextractrelevantﬁnancialevents.Inthetextclassiﬁcationstage
weaimatﬁnancialeventclassiﬁcationonthesentencelevel(seeChap-
ter6formoredetails).Inthenextstepweperformextractionofad-
ditionalinformation(suchasentitiesinvolved)andproducesemantic
representationofnewlyextractedhigh-levelfeatures(seeChapter5
fordetails).SemantictriplesarestoredintheSemanticRepository.
WeuseRDF4Jtriplestore2(previouslyknownasSesame)tostoreand
queryextractedevents. Basedonnews-extractedinformation,DSS
2RDF4J,previouslyknownasSesameisapopularRDFtriplestoreforstoringquerying
andinferencingoversemanticdata
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moduleprovidesdecisionsupportmodels.Thosemodelsaretrained
basedonpreviouslyprocessed(historical)semanticdataandexternal
marketdata(timeseries)bythe meansofthe machinelearningal-
gorithm(seeSection8.2).Recommendationsaremadebyusingour
traineddecisionmodelstoclassifyingnewlyincomingdata.
•LinguisticModelsforsyntacticanalysis—WhenperformingNLPpro-
cessingofnewsarticlesweuselinguisticmodelsfornearlyaltasks.
IntheLinguisticPipelineweusecommonlyavailablelinguisticmod-
elsfromtheStanfordCoreNLPtoolkit(Manningetal., 2014).Inthe
DSSweuseourowntrainedmodelsforﬁnancialeventextraction,de-
velopedwithinthisthesis.
•SemanticKnowledgebase —Thisisthemainrepositorystoringthe
extractedknowledgeandusedbyDSSforbothtraininganddecision-
makingprocess.Apartfromextractedknowledgeitalsocontainsthe
ﬁnancialontology(vocabulariesandtaxonomies). Thepartofthe
ontologydescribingnamedentities(people,businessorganisations,
places)isalsousedforontology-basedNERintheLinguisticPipeline.
Itconvenienttoassumethatthesemanticknowledgebasecanbepopu-
latedautomaticalywithoutanyhumanintervention.Thefactis,that
ontologiesneedcurationanditisimportantthatmostrelevanttax-
onomiesareup-to-date. WhileDSS-extractedfactscanbeerroneous
sometimes,itisimportantthatthegroundtruth,coreontologybeac-
curateas muchaspossible.Inourcase,thecriticalpartisnamed
entitiestaxonomywhichshouldbeperiodicalyrevisedinorderto
keepthesystemaccurate.
7.2 Modelfordecisionsupport
Thecoreideaofthedecisionsupportmodelisthegradualanalysis
ofdata,bystartingfromrawtextandbuildthewayupfromlow-level
featurestomoreabstractrelationsandfeatures.Theideaofsuchhierar-
chicalmodelispresentedinFigure7.3.
Thishierarchicalmodelexplainsthegradualprocessoftextprocess-
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Figure7.3:HierarchicalModelforFinancialDecisionSupport
ingandenrichmentthatstartswithrawnewstext,thatisastreamof
characters.Thentheextractionoflow-levelfeaturestakesplacethatsepa-
ratestextintowords,sentencesandadditionalmetadata(onadocument
level).ThisiswherethemainNaturalLanguageProcessingtakesplace.
TheNLPpipelinefurthergeneratesadditionalNERannotations,suchas
keypeople,companymentions,dates,places,numbersetc.Atthispoint,
thesystemstartslinkingextractedfeatureswiththeirsemanticconcepts.
Thisresultsinastreamoflow-levelfeatures,thatprovideatomicprimi-
tives(inaformofmentions)thatarelaterusedtosupporttheextraction
ofthehigh-levelfeatures. Bythistermweunderstandﬁnancialevents
thataremostvaluableforﬁnancialanalysts:eventsthatoccurintime
and meaningfulrelationsbetweenﬁnancialentities,peopleandother
semanticconcepts.
Atthispoint,theDSSliftsrelevantconcepts(entities,eventsandrela-
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tions)fromsyntacticformtothesemanticrepresentation.Theextraction
ofeventsthatworksonsemanticalyenrichedtext(butstil:atext)pro-
ducessemantictriplesthatarestoredinatriplestore,accordingtothe
semanticmodeldescribedinChapter5.Thisinformationisthenused
totrainaDSSmodel(moreonthatinSection8.2).
Whileitisdifﬁculttoknow aprioriwhatkindofeventscanhavean
impactonthecompanyvalue,weletAImachinelearningalgorithmto
learnthisfromthepastdata.Thisiscontrarytootherapproaches,e.g.
in(Nuijetal.,2014)wedonnotadjustweightsassociatedwitheach
event,butratherletthemachinelearningalgorithmlearnit.Forthiswe
usepastnewsfromthecorpusasdescribedinChapter4.2andcombine
thisinformationwithmarketdata(Sprengerand Welpe,2011)inorder
totrainourDSSmodel(moreonthatinSection8.2).
7.3 Conclusions
"Decision-makingbasedonunstructureddata"introducesatheoreti-
calmodelfortheALFREDODSS.Itgathersalthepiecesdescribedin
thepreviousstepsintoonecoherentarchitectureforthedecision-making
process. Wedetailalthepiecesandexplainhowtheyworktogetherto-
wardstheﬁnalgoalthatisprovidingﬁnancialdecisionsupporttothe
end-user. Asthewholeprocessisdata-driven,thedataﬂowhasbeen
carefulyexplained:howtherawunstructureddataispiecebypiece
transformedintosemanticknowledgeandtheusedasaninputforthe
decisionmodels.
Wealsoexplainedtheroleofeachpieceofinformationextractedon
theway:low-levelfeaturesprovidingbase metadata, NERprocessfor
spotingrelevantentitiesinthestreamofdocuments,andhigh-levelfea-
turesfortheactualdecision-makingprocess.
Atthispoint,thedesignoftheDSSiscomplete. Wearenowready
toperformtheevaluationoftheoveralapproachagainstthereal-world
data.

8 Evaluation
The essential characteristics of Decision Support Systems is their im-
pact on the surrounding reality through decisions and recommendations
they produce that can solve real-world problems. Therefore DSSs need
real realistic setup and real-world data in order to prove their usefulness.
There are many approaches to validate the usefulness of a Decision
Support System. They can be generalised into two groups. The first are
qualitative techniques, where experts’ feedback is taken into account in
order to assess and validate results produced by DSS. On the other hand,
there are quantitative methods, where empirical observations are anal-
ysed and compared in order to draw conclusions and validate research
hypotheses. In this case, the result is more objective as it relies solely on
data, but it also requires a rigorous analysis to ensure correctness. We
will focus on the latter method as a way of evaluating this thesis’ work
and assessing the viability of the proposed DSS.
The remain part of this section consist of: (i) description of evaluation
context and the backtesting details, (ii) DSS training on the real market
data, (iii) evaluation scenarios, (iv) evaluation results, (v) discussion of
the validity of the evaluation results.
The whole evaluation process is performed in the real-world setting
in the context of the Spanish market and IBEX35 companies.
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8.1 Backtestingevaluationcontext
ThevalidationisperformedusingtheactualstockpricesofSpanish
companiestradedonthe MadridStockExchange. Recommendations
producedbyALFREDODSSareevaluatedinaprocesscaledbacktesting.
Thisessentialymeansrunningastrategyagainstpastdatainorderto
evaluatehowitbehavesandwhatisitsperformanceratio. Whenwe
backtestastrategy,wedividepastdataintotwoseparateperiods:one
fortrainingandtheotherforevaluation.Itisimportantthattheydo
notoverlapsothatthetrainingclassiﬁerneverseesanyevaluationdata
beforehandnoranyofthetrainingdataisseenintheevaluation.
Forthevalidationtask,wedividedthecorpusdataintotwoperiods:
thetrainingisfrom2014-01-01to2015-12-31,andevaluationfrom2016-
01-01until2016-05-31.
Thelengthofthetrainingperiodisduetothefactthatweneedto
establishenoughknowledgeonpastfacts(events)tobeabletosuccess-
fulytrainourdecisionmodel.Figure8.1showsthetrainingandevalu-
ationperiodsasanoverlayoftheIBEX35index.Thetrainingperiod(in
green)covers2years,whilethevalidationistheremaining5months(in
orange).Notethatthevalidationperiodisquitevolatileandreturnson
mostIBEX35companieswerenegative.
Whenincludingthemarketdata,weareevaluatingpriceevolution
usingdailytimeseries. Thispricedevelopmentisanalysedinterms
ofrelativeratherthanabsolutevalues. Thisisbecauseweare more
interestedinthechangeofpricevalues(i.e.risingorfaling),notinthe
valueitself.Therearetwomainwaysofcalculatingreturns:(i)using
percentagereturns,(i)usinglogreturns.Bothhavetheiradvantagesin
diferentcontexts.Asstatedabove,wewilfocusonpriceevolutionin
thelongertimeperiodsandwewilcompareitwithothertimeseries,
thereforeitismoresuitabletousethepercentagereturns.
Forthisreason,wecalculatedailyreturns,deﬁnedasa1-dayprice
change(percentage)inrespecttothepreviousvalue:
R(t)=S(t)−S(t−1)S(t−1)
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Figure8.1:Thebacktestingperioddividedintothetraining(green)and
evaluationperiod(orange).Notethatinthewholetimeframe,IBEX35is
losingabout8%points,halfofwhichhappensontheevaluationperiod.
wheretheS(t)isthepriceonthedayt.
Thesource marketdataaredailyclosingpricesforeachstock.If
thepreviousdayisnotatradingday,thenbyt−1werefertothe
lasttradingday. Theoriginaltimeseriesdataareadjustedforevents
suchasdividends,stocksplits,reversestocksplitsordistributions.For
instance,ifa1-to-2stocksplitoccurs,thepriceofasharedropstwo
times.Suchasuddenpricegapcouldbepotentialy misleadingand
couldbeerroneouslytakenasanindicatorofsomeimportantevent.In
suchcase,adjustingthepriceistodividealhistoricalpricesbeforethe
split,sothetimeseriesissmoothagain.
Obviously,theadjustmentofpricedatachangestheabsolutehistorical
prices,buthasnoefectontherelativevalues(e.g.returns). Thisis
howeverdesirablefromthepointofviewofthisevaluation,wherewe
146 financialdecision-makingbasedonunstructureddata&ontologies
lookonlyatreturnsratherthanabsolutevalues.
8.2 DSSmodeltraining
Beforetrainingthemodelweneedtopreparethetrainingdatasetthat
consistsofrelevantﬁnancialeventsthathadanimpactonthestocks
inthepast. Thisprocessisdifﬁculttoperformmanualyasitwould
requireustoannotateahugeamountofdocuments.Anotherproblem
isthechangingeconomicsituation,forexample,adatasetannotated
beforetheLehmanBrothers1newscanbeverydiferentthannow.Some
eventscanbeincomparable,haveadiferentimpact,etc.Keepingsuch
datasetup-to-datewouldrequireconstantrevisionsandupdateswhich
inconsequencewouldrisetheefortofanalreadycostlyprocedure.
Instead,weusedistantsupervisiontechniqueforcreatingthetraining
setforDSSmodeltraining.Thistechniqueusesaneventstudytoperform
anempiricalanalysisofpastdatainordertoﬁnddays(andrelated
news)wheresomeunusualeventoccurred. WerepeatthisforalIBEX35
companies,andforthewholeperiodoftraininginordertocreatea
completetrainingdataset.
Theassumptionbehindthisstepisthatthecorporatenewsisdriving
pricechangestosomeextend(RyanandTafﬂer,2004),thereforeweaim
toﬁndnewsthatisindicativeofrelevanteconomicevents. Wewantto
runthistestforeachcompanyinordertospotthosedaysandfurther
extractrelevantnewsthatappearonthatdayandmentionthatcertain
company.Thetrainingdatasetcanbedescribedasasetofdocuments
{Di,te,o}, whereDi,te,oisanewsdocument mentioningcompanyion
eventdayteandwithorientationo. Theorientationoindicatesifan
eventhasapositiveornegativeimpactonthecompanyistockprice.
Foreventstudy weusethemarketmodel(MacKinlay, 1997) which
buildsuponthecorrelationbetweenactualreturnofacompanystock
1TheLehmanBrotherbankruptcyin2008startedachainofeventsthatleadtothe
globalﬁnancialcrisis.
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andexpectedreturnforthiscompany:
ARi,t=Ri,t−E(Rm,t)
where ARi,tistheabnormalreturnforacompanyiondayt,Ri,tis
theactualreturnandE(Rm,t)istheexpectedreturngiventheabsence
ofevent. Thisexpectedreturncanbeexpressedasarelationtothe
referencemarket(e.g.marketindex):
E(Rm,t)=αi−βiRm,t
Theαiandβiparametersaredeﬁningtheassumedconstantandlinear
relationshipbetweenthecompanyistockandthemarket. Wewilbe
estimatingthoseparametersforeachstockusingordinaryleastsquares
method(OLSorlinearleastsquares),whichissimplyﬁtingalinear
regressionmodelthatminimisesthesumofsquarerooterror(Brown,
S.J.and Warner,1980).Theparametersareestimatedontheestimation
window(asshowninFigure8.2
estimation window event window
te t2t1t0
).
Figure8.2:Eventstudymodelparameters.
Forcalculatingabnormalreturns(CAR)weareusingaggregatedmea-
suresoverabnormalreturns(AR),deﬁnedas:
CAR(t1,t2)=
t2∑
t=t1
ARi,t
and,forcross-sectionalcumulativeaverageabnormalreturns(CAAR):
CAAR(t1,t2)=1n
t2∑
t=t1
CARt1,t2
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Toperformtheeventstudy weemploytraditionalparametricCross-
Sectionalt-Testdescribedin(Brown,S.J.and Warner,1980,1985).The
testisdeﬁnedthat,underthenulhypothesis,thecumulativeaverage
abnormalreturnisequaltozero:
H0:CAAR=0
Thestatisticforthistestisdeﬁnedas:
Tc=CAAR(t1,t2)σˆ2CAAR(t1,t2)
wherevarianceisestimatedoncross-sectionofcumulativeabnormal
returns:
σˆ2CAAR(t1,t2)=
1
N(N−1)
N∑
i=1
CARi(t1,t2)−CAARi(t1,t2)
2
Theestimationperiodforcalculatingthecross-sectionalstandarddevi-
ationofcompanies’meansisonefulyearbeforethebacktesting.For
instance,forcheckingthedayof5January2014(te)westarttheesti-
mationperiodon4January2013(t0).Theeventwindowisdeﬁnedas
a3-daywindow(onedaybeforeandoneaftertheevent),sotheevent
windowstartdatet1is4January2014.
Weruntheeventstudytestforeachdayofthetrainingperiodandfor
eachcompanyintheIBEX35index.
Werejectthenulhypothesis(thatis:weassumethatacurrentdayis
anevent)ont-Testαvaluebelow0.01,whichgivesusthe99%conﬁdence
level.Thishelpsusfocusonlyonrelevantevents,withrelativelylarge
impactonthecumulativereturns.
Aftercreatingthelistofeventsforeachcompany,weextractnews
fromthosedays,butonlymentioningthegivencompanyandrunthem
throughtheALFREDOpipeline.Forinstance,forday5October2015,
onwhichBancoSantanderregistersunusualreturn,weretrievealnews
mentioningthiscompanyonthisday.Bywholeday,wemeanalnews
sincelastmarketclosinghouruntilthemarketcloseontheeventday.
Themarketclosetimeistypicalyaround17:35CETaftertheclosing
auctionisover.
Afteral,documentsareprocessedandrelevanteventshavebeenex-
tractedwecreatethetrainingsetcontainingboth:semanticfeatures,
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syntactic features and raw news text. We assign positive and negative
labels depending on the orientation of a concrete event. If the return
was positive that day, we assign 1 or 0 otherwise.
With this information, we train a machine learning model in order
to learn the label 0 or 1 (i.e. the price response to an event) based on
the set of the aforementioned input features. We evaluated several ma-
chine learning algorithms (gradient boosting, support vector machines
and feed-forward neural networks), but the results were similar to all
variants. We finally used the feed-forward neural network (with 28 hid-
den nodes, the learning rate of 0.05) and we obtained the evaluation loss
of 0.216. This result is given from the purely informative reasons, as it
does not yet provide any insight of the DSS performance yet. It is rather
a final step towards the DSS model creation, and the actual evaluation is
performed in the next chapter.
8.3 DSS model evaluation scenarios
We perform the evaluation of the model based on results of ALFREDO
recommendations that are made only by processing the news text. Rec-
ommendations produced by ALFREDO have a form of binary values (in
literature it is also called a "signal") defining the recommended position
that should be taken for a given company stock in a given day. The po-
sition can be either long, i.e. buying the stock, or short, which means
selling a borrowed stock. The long position means that we expect prices
to rise, therefore we acquire a stock. A short position is slightly more
complicated. In this case, we expect the company value (and its corre-
sponding stock price) to fall so we make an agreement to owe the stock
for a given time. When the stock price fall we can buy the stock for a
lower price and fulfil the agreement.
Those recommendations are further compared with the market data,
comparing our position against the performance of each company stock
value. As a result, we create a cumulative results table for each trad-
ing day. When analysing performance, we are simply following IBEX35
companies without any portfolio rebalancing nor management, as this
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wouldgofarbeyondthescopeofthisthesis. Wesimplyevaluateal
companies,asifwewereinvestingineachoneofthematthesametime.
WevalidatehypothesisH1andH3throughvariousevaluationsce-
narios.IntheﬁrstscenarioassesstheALFREDOsystembyanalysing
alnewsandcorrespondingcompanies’resultsonthesamedayT−0
(read:Tminuszero,whichisefectivelyatestwitha0-dayslag).Specif-
icaly,wearelookingatthenewsfromthewholeeventdayT,making
apredictionandlookingattheclosingpriceofthesamedayinorder
tocheckifthepredictioniscorrect.Thismeansthatwewanttoknow
ifthedecisionmodel(togetherwiththewholeunderlyingarchitecture)
canactualyidentifyrelevantﬁnancialeventsandprovideanaccurate
recommendation. ByevaluatingALFREDOonT−0,wealsoimplic-
itlyassessiftheeventextractionpipelinecanactualyproducerelevant
knowledge.Thisscenarioisdesignedtoconﬁrmorrejectthehypothe-
sisH3:bythemeansofprovidingevidenceiftheautomaticprocessof
modeltrainingandsemanticfactsextractionleadstoconcreteanalytical
capabilities.
NotethatinT−0wecannotactualytakeanyposition(neitherlong
norshort),astodosoweshouldhaveknowntheresultthedaybefore.It
isstilusefulinformationthough,asitprovidesinsightintothecurrent
situationofacompanyathand.
Inthesecondevaluationscenario, weanalysethenewsonxdays
beforeinordertotakeapositionandcloseitinthefuture. Weperform
thetestforT−1(1-daylag),T−2(2-dayslag),T−3(3-dayslag)and
T−4(4-dayslag).Inthisscenario,weassessifALFREDOcanactualy
provideanyinformationthatcanhelp makefuturedecisions.Ifthe
analysisofnewstexthasanypredictivepower,thisevaluationshould
givepositiveresultsincomparisontothemarketresults.Theresultof
thosescenariosisimportantforvalidationofhypothesisH1.
WeevaluateALFREDODSSwiththemostcommonlyusedmetrics
to measuretheimpactofeventsonthestockpricesevolution(Geva
andZahavi,2014),thoseare:(i)cumulativereturnsand(i)Sharpera-
tio(Sharpe,1994).Astheperformancereference, weusetheIBEX35
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index. Generaly,iftheresultisbeterthanthemarketresultthenwe
canconsideritsuccessful. Werunthewholeevaluationexperimenton
thetestingperiodfrom1January2016until31May2016(5monthsin
total).
Cumulativereturnsarecalculatedasasumofdailyreturns,basedon
ALFREDOrecommendations. Whenarecommendationanticipatesthe
actualmarketmovementofagivencompanystock,thedailyreturnfor
thatcompanyhasapositivevalue.Otherwise,itisnegative.TheSharpe
ratioisdeﬁnedasaratioofrewardandvariability,whichessentialy
examinetheperformanceadjustedforitsrisk,andisdeﬁnedasfolows:
Sr=(Ra−Rf)σ(Ra−Rf)
whereRaistheassetreturnandRfistherisk-freeasset,whichmay
beeitheramarketindexorgovernmentbonds(e.g.3-monthsTreasury
Bils,inSpanish:LetrasdeTesoroatresmeses). Thus,theSharperatio
valuesexcessreturnsbutonlywhentheinvestmentdecisiondoesnot
involveexcessiverisk.Inourcase,inalcalculationsofSharperatiowe
usetheIBEX35indexasarisk-freeassetreference.
8.4 Evaluationresults
Table8.1showsasummaryoftheperformanceforeachevaluation
scenariorun. Firstofal,lookingatresultsofthetestT−0wecan
seethatthemodelactualylearnsverywelhowtodealwithﬁnancial
events.Itcancorrectlyrecommendaproﬁtableposition67%ofthetime,
whichresultsin161%returnacrossalcompanies,withSharpeRatio
of0.3(intheperiodof5months). Giventhatthe modellearnsonly
fromthepastknowledgethisconvalidatesanalyticalcapabilitiesbehind
ALFREDOprocessingpipeline.
Otherimportanttestsarethelaggedbacktestingscenarios(fromT−1
toT−5)whereweevaluateoutrecommendationsagainstthefuture
price movements. Thefolowingresultsfromthetable8.1showthat
onlytheT−1testyieldspositivereturns.TestsT−2andT−3arevery
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closetothemarketresults,andT−4andT−5arebelowthemarket
performance.
Test CumulativeReturn SharpeRatio Win(%)
(average) (average) (average)
T-0 1.61 0.30 0.67
T-1 0.09 0.02 0.57
T-2 -0.04 -0.01 0.56
T-3 0.00 0.01 0.57
T-4 -0.07 -0.03 0.57
T-5 -0.10 -0.04 0.56
IBEX35 -0.03 -0.01 0.52
Table8.1:PerformanceevaluationresultsoftheALFREDOdecisionsupportsystem.
Cumulativereturnof1meansa100%return.ThelastrowshowstheIBEX35
indexresultsinthesameperiodasareference.Non-negativeresultsareinbold.
TheevolutionofthecumulativereturnsofthetestT−1togetherwith
cumulativereturnsfortheIBEX35indexisshownintheﬁgure8.3.The
resultsareaggregatedacrossalcompaniesasifwewereinvestingin
everyoneofthem.Apartfrombetercumulativereturns,wecannotice
thatthelossesarelessseverethanontheoriginalIBEX35index.
AnotheroverviewevaluationscenariosresultispresentedintheTa-
ble8.2. Weshowresultsontheper-companybasisforT−0andT−1
scenarios.Inthelastcolumn,weshowthetotalamountofnewsmen-
tionsforeachcompanyinthetestingperiod.Fordetailsonthecumula-
tivereturnsforeachindividualcompany,seeAppendixD.
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Table 8.2: Evaluation scenarios results per company.
T 0 scenario T 1 scenario
Company Cumulative Sharpe Win Cumulative Sharpe Win Number of
Return Ratio % Return Ratio % mentions
Abertis A 0.25 0.15 0.57 -0.16 -0.10 0.47 2838
Acerinox 6.82 0.89 0.83 -0.08 -0.01 0.52 1475
ACS 0.75 0.27 0.63 0.05 0.03 0.54 3039
Aena 0.56 0.33 0.64 0.30 0.19 0.61 3487
Amadeus 0.17 0.13 0.70 -0.05 -0.03 0.55 993
Arcelormittal 20.57 0.76 0.76 1.59 0.21 0.56 3626
Banco Popular 3.32 0.36 0.67 -0.06 0.01 0.52 2392
Banco Sabadell 1.29 0.28 0.65 0.24 0.08 0.45 6483
Bankia 0.96 0.24 0.53 0.18 0.07 0.51 17155
Bankinter 0.66 0.28 0.64 0.03 0.02 0.57 3808
BBVA 0.86 0.23 0.62 0.22 0.08 0.54 15459
Cellnex 0.48 0.28 0.66 0.19 0.13 0.59 1579
Enagas 0.09 0.20 0.84 0.01 0.04 0.83 122
Endesa 0.09 0.08 0.55 0.31 0.23 0.61 4018
Ferrovial 0.09 0.06 0.53 -0.01 0.00 0.56 3210
Gamesa 0.93 0.23 0.71 0.08 0.04 0.51 4351
Gas Natural -0.10 -0.05 0.47 0.27 0.15 0.58 2602
Grifols 0.50 0.35 0.73 -0.05 -0.04 0.58 1482
IAG 1.46 0.41 0.66 -0.04 -0.00 0.57 2263
Iberdrola 0.60 0.48 0.70 -0.12 -0.12 0.48 7959
Inditex 1.75 0.76 0.82 -0.05 -0.02 0.49 5310
Indra A 1.69 0.40 0.67 0.39 0.13 0.50 3475
Mapfre 1.45 0.39 0.66 0.19 0.08 0.54 2601
Mediaset 0.18 0.08 0.50 0.22 0.10 0.60 2429
Meliá Hotels 0.12 0.39 0.94 -0.08 -0.27 0.92 46
R.E.C. 0.05 0.05 0.50 0.10 0.11 0.56 1336
Repsol 1.86 0.36 0.69 -0.36 -0.12 0.49 8866
Santander 0.06 0.03 0.52 -0.06 -0.01 0.49 15946
Tecnicas Reunidas 1.85 0.35 0.68 -0.36 -0.12 0.49 1364
Telefonica 0.60 0.22 0.63 -0.03 -0.00 0.48 18233
Viscofan 0.09 0.21 0.92 -0.05 -0.10 0.90 156
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Figure8.3:ComparisonofcumulativereturnsbetweenIBEX35stockand
ALFREDOT−1evaluationscenario,asaggregatedoveralcompanies.
TheresultoftheT−0scenarioconﬁrmsourhypothesis H3:
ALFREDOisabletoautomaticalylearnthroughthedistant-
supervisedlearningfromthepastdatainordertorecognizeand
correctlyclassifytheimpactofreal-worldﬁnancialevents67%of
timeandresultinginacumulativereturnof1.61andSharperatio
of0.30.
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Itisnoteworthythatwhileweusereal-worlddata,wedonotinclude
somepracticalaspectsofstocktrading,suchas:brokerandexchange
fees,paymentsforstockborrowing(whenshort-seling),theslippageef-
fect(whentheorderisplacednotattherightmomentandresultsinan
unfavourableprice)oranyotherpossibletradinglimitations2.Thoseas-
pectsmightbeveryimportantinpracticewhendoingactualoperations.
Howeverincludingthemhereisbeyondthescopeofthisthesis.
8.5 ValidityofALFREDOrecommendations
Oneimportantquestionthatwehavetoaskourselvesis:isourDSS
trulymakingbeterinformeddecisionsoritissimplysheerluck?In
otherwords:arewerealymakingcorrectpredictionsormaybewecon-
structedaverysophisticatedcoin-ﬂippingmachine?Itisratherdifﬁcult
questiontoanswer,especialyregardingthemovementofstockprices
thatisaresultofaveryﬁnancialcomplexsysteminvolvingmanyactors.
Wecanhowevertesthowourpredictionscomparetotherandomdata,
iftheycanbeatleaststatisticalydistinguishedfromthenoise.Thisis
especialyimportantinthecontextoflaggedtests(i.e.T-1andlater).If
wewanttoconﬁrmhypothesisH1,weneedtobesurethatourresultis
notsimplyamaterofluck.
WecreateQQ-plotsforeachvalidationscenarioinordertocompare
thedistributionofALFREDOrecommendationswitharandom(uni-
form)distribution.Thistestshowshowsimilararebothdistributionsby
comparingquantilesofeachoneonthesameplot.Thatis,eachpoint’s
coordinatescontainsacorrespondingquantileofuniformdistribution
(x)anddistributionofALFREDOpositions(y).Forsimilardistributions,
thosepointsarealigningonthey=xline.Anyothershapemeansthat
bothdistributionsareofadiferentnature.
Figure8.4showsaQQ-plotsofresultsfromtheALFREDObacktesting
scenarios.ForscenariosT−0andT−1weobservethatalthepoints
2Forinstance,inordertoreducevolatility,short-selingwasrestrictedbytheSpanish
nationalregulator(CNMV)frommid2011anduntilthebeginningof2013
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are rather far from forming a y x line, which clearly shows that both
distributions are different from a uniform (random) distribution. For
those plots, the y x does not approximate well the trend of the data.
In those cases, we can see that it is unlikely that those are random "lucky"
strategies. On the other hand, in all remaining scenarios (T 2, T 3,
T 4 and T 5) all points are trending around the y x line, suggesting
that those scenarios are very likely producing just random "noise", even
if the T 3 scenario is slightly better in terms of returns.
Based on this conclusion, we can validate hypothesis H1, as we are
able to improve the decision-making process by producing a bet-
ter return than the market average, as represented by the IBEX35
index. We also show that in the case of the "predictive" scenario
(T 1), the nature of ALFREDO predictions are not a matter of
luck, but a result of the sound decision model.
8.6 Conclusions
The "Evaluation" is the final stage of the whole methodological ap-
proach that we defined at the beginning. This is where we evaluate our
whole approach to the decision-making process that is represented by
the ALFREDO DSS.
In order to perform a data-driven evaluation, the first step is to pro-
vide a training and testing datasets. This task is already quite difficult
from two perspectives: (i) manually creating such dataset is laborious,
(ii) the dataset should cover sufficiently long time span, making it infea-
sible with traditional techniques. Thus we performed an event study in
order to detect significant events and from that create a news corpus to
process through the ALFREDO DSS in order to train the decision model.
The evaluation was performed in multiple scenarios in order to as-
sess: (i) the capability to learn from existing events and, most of all, (ii)
anticipate future reactions to events. We showed that the DSS model
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Figure8.4:QQ-plotcomparingdistributionsofALFREDOback-
testingresultswithuniformdistribution.Notethatforsce-
narioT-0andT-1wecanclearlyrejecttheuniformdistribution.
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actually works and that the semantic knowledge base created from un-
structured sources provides some insights into the next day companies’
results. These observations allowed us to validate the remaining two
hypotheses: H1 and H3.
At this point, the investigation process has been completed.
9 Conclusionsandfuturework
Ifwecomparedthisthesistoasailingjourney,wewouldbenavigated
bythelighthousesofthethesis’objectives. Theinvestigationprocess
(fromSection3.2),laidoutlikeasea map,wouldbeouronlyguide
towardstheunknown.Itwouldshowusthedirectionstothenearest
portofcal withonlyasmal promiseofachievement. Thejourney
wouldbeverydifﬁcultandadventurous,butontheway, wewould
eventualymakeafewsurprisingdiscoveries.Thosefewbreakthrough
momentswhenwefeelthatourintuitionwasrightandahypothesis
provedcorrect. Andthisiswherewearenow,inasafehavenofthe
Conclusionschapter.
Thischaptersummarisesandconcludestheresearchpresentedinthis
thesis. Werecapmainachievementsandcontributionsofthisworkand
explainhowthehypothesesarevalidated. Wejuxtaposethethesisob-
jectiveswiththemainresultsthatjustifythiswork.Afterpresentingthe
mainoutcomeswealsodescribehowthisworkestablishesasolidbasis
forthefuturelinesofinvestigation.
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9.1 Conclusions
Whendeﬁningtheobjectivesofthisthesis,westatedthreemainprob-
lems:(i)thenecessityofincludingnewdatasourcesintheprocessof
ﬁnancialanalysis,(i)thegrowingbodyofavailableunstructureddata
and(ii)thedifﬁcultyinunleashingthepotentialofunstructureddata
duetothelackofinteroperabilityandcomputationalform.
TheseproblemswerefurthercontextualisedinthedomainofBusiness
InteligenceandDecisionSupportSystemsandbasedonthatwedevised
decision-makingprocessthatutilisestheunstructureddataanddomain
ontologies. Whatisnoteworthy,isthatwedecidedtopursuethisgoal
inthecontextoftheSpanishmarketthatimpliesfocusingonlyonthe
textualsourcesintheSpanishlanguage.
CreatinganautomatedDSSrequireseveralpreconditionstobethor-
oughlystudiedthatlaterformedthemainpilarsofthiswork.Those
are:(i)NaturalLanguageProcessingapproachestoInformationExtrac-
tionfromunstructureddata,(i)SemanticModelingforknowledgerep-
resentationand(ii)textanalyticsfortheﬁnancialdecision-makingpro-
cess. Weperformedastate-of-the-artanalysisonthosethreeresearch
areaswhereweidentiﬁedthemostrelevantwork,butalsosomeoftheir
shortcomingsandopenpossibilitiesforimprovement.
Basedonthat, wedeﬁnedfourresearchhypothesestopursueand
conﬁrmorrejecttheminthecourseofthisthesis.Forthisreason,we
deﬁnedtheinvestigationprocessthatisamethodologicalunderpinning
forthisresearch. Moreover,thisinvestigationprocessiscloselyrelated
tothemainobjectives,asstatedintheinceptionofthisthesis.
InChapter4.2weanalysedvarioussourcesofunstructureddatafor
theﬁnancialdecision-makingprocess. Wechosetousenewsandcom-
panydisclosures. Weperformedthecompleteprocessofdataacquisi-
tionthatcomprisesthecrawlingofnewsarticles,metadataextraction,
testpreprocessingandboilerplateremoval. Weevaluatedtheresulting
corpusandindexeditforfurtherprocessing.Inthecourseofthiswork,
weachievedtheObjective1,bycreatingaclean-textcorpusofaround
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2.9miliondocuments.
Later,inChapter5weperformtwomaintasks.First,weperforman
analysisoftheﬁnancialeventsofinterests,basedonexistingliterature
andothersources(suchashechosrelevantes–asimilarto8-KSECﬁl-
ingsthatannouncemajoreventsthatstakeholdershouldknowabout).
Then,basedonthat,wecreateasemanticmodelforrepresentingﬁnan-
cialknowledgeintermsofwel-deﬁnedconceptsandrelations. The
semanticmodeliscreatedwiththeideatobelaterusedforrepresenting
factsextractedfromunstructureddata.Hereweaddresstwoobjectives:
Objective2,bycreatingalistofﬁnancialeventsofhighrelevancefor
theﬁnancialdecision-makingandObjective3bydeﬁningthesemantic
modelforﬁnancialeventrepresentation. Wealsopopulatethedataset
withsomepreliminaryinformation,suchascompanylist.
Chapter6iswherethepreviousobjectivesprovetheirhighrelevance.
Wedesigntheinformationextractionprocess,basedonthenoveltech-
niqueusingConvolutionalNeuralNetworkclassiﬁerandpreviousre-
sults(i.e.eventdeﬁnitionandsemanticmodel).Theextractedevents
arelaterrepresentedinaformofsemanticdatasetwiththegoaltobe
usedasinputtothedecisionmodel.ThisworkfulﬁltheObjective4
andwhatismostimportant,italsovalidatestwohypotheses:H2and
H4(moreonthatlater).
Havingthoseresultssofarwewerereadyfortheﬁnalgoal:thedesign
ofaDecisionSupportSystemthatwouldexploitalthepreviousresults
andproveitsusefulnessintheevaluationprocess.Thisisaccomplished
inChapter7wheretheALFREDODSSisdevisedandChapter8where
thissystemisevaluatedagainstthereal-worlddata. Byshowingthe
positiveresultsontheSpanishmarket,wemetObjective5.Atthesame
time,wevalidatedhypotheses:H1andH3(whichwedetaillater).
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9.2 Hypothesesvalidationsummary
TheinvestigationprocessdevisedinSection3.2andfurtherworkas
explainedinSection9.1leadustothevalidationofourfourresearch
hypothesis:
H1:Automatedontology-basedinformationextractionofunstructured
ﬁnancialdataleadstobeterdecision-makingprocessintheﬁnan-
cialdomain,andBusinessInteligenceinparticular.
Weperformedquantitativevalidation(seeSection 8.4)oftheDecision
SupportSystem(seeChapter7)thatusesunstructureddatasources
(seeChapter4)andontologies(seeChapter5)inthecontextofthe
Spanishmarket. Wevalidatethishypothesisbyachievingbeterre-
turnthanthe marketaverage,asrepresentedbytheIBEX35index.
ThishypothesisisinawaysimilartohypothesisH3,butisstronger
asitimpliestheimprovementoftheactualdecision-making. Weshow
suchimprovementinthecaseofthe"predictive"scenarioT−1(see
Section8.3)andwefurtherconﬁrmthesoundnessofthedecision
model(explainedinSection8.5).
H2:Encodingsemanticfactsintheprocessofmachinelearningim-
provestextclassiﬁcation:
•Knowledge-basedsystemshelpimprovingtheprocessofextract-
inginformationfromunstructuredﬁnancialdata,
•Semantictechnologiesimproveaccuracyinminingunstructured
ﬁnancialdata.
Weimprovedtheexistingprocessoftextclassiﬁcationwithneural
networksbyaddingsemanticannotationsinaformofontologyclass
embeddings(seeSection6.5).Thisapproachloweredtheerrorrateas
comparedtothepreviousvariantwithoutsuchannotations.Thiswas
possibleaswealreadyusesemanticknowledgebaseinthedecision-
makingprocesstoperformontology-basedNER(seeSections6.1and
Section5),whichsatisﬁesthedeﬁnitionofaknowledge-basedsystem.
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Wealsoshowthattheaccuracyishigherwhenaddingsemanticanno-
tations(seeSection6.6.4).
H3:Semanticknowledgebasecreatedfromunstructuredsourcesim-
provesanalyticalcapabilitiesintheﬁnancialdomain.
TheALFREDODecisionSupportSystemisusingextractedsemantic
features(seeChapter7)asacoreideaofthestructureddecisionsup-
portmodel. AsshowninthequantitativeevaluationinSection8.4
thankstothisapproach,themodelcanautomaticalylearnfromthe
pastdatainordertorecognizeandcorrectlyclassifytheimpactof
real-worldﬁnancialevents67%oftimeintheT−0scenario.
H4:Theuseofdeeplearningtechniquesininformationextraction
canimprovetheprocessoftextanalysisintheﬁnancialdomainas
comparedtothetraditionalmachinelearningmethods.
Weperformedacomparisonoftraditionaltechniquesversusthenovel
deeplearningapproachagainstourcorpora(SeeSection6.6). The
resultoftheevaluation(seeSection6.6.4)favoursthedeeplearning
approach,whileusingonlynamedentity(semantic)annotations(see
Section6.5). Evennotusinganyhand-engineeredfeaturesgivesa
beterresultsoverthetraditionalapproach.
9.3 Thesiscontributions
ThemainoutcomeofthisthesisistheALFREDODecisionSupport
Systemthatconﬁrmstheviabilityofusingunstructuredtextualsources
intheprocessofdecision-makinginﬁnance. Also,inthecourseof
thisthesis,weproducedothervaluablecontributions.Thefolowinglist
presentsrecapsthemostimportantones:
1.Thenewscorpusofaround2.9miliondocumentsincleantextfrom
mainSpanishnewssites(seeAppendixAforacompletesourcelist).
Thiscorpuscanbereusedforothertasksthatinvolveanalysisofnews
andgeneraltext,andithasclean-textformthatalowstouseitwith-
outaneedforlaboriouspre-processing.Itcoversthethematicscope
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of general news: politics, economy, society, sports, with the emphasis
on economy and politics.
2. Unique linguistic resources for financial event extraction (in Spanish).
This can be used for training other classifiers and comparing results of
different approach to information extraction in the financial domain.
3. Ontology for representing Spanish market data (companies, stocks,
indices, financial events, roles, etc.). The semantic conceptual mod-
els that allows for semantic modelling of financial events, and poten-
tially extends to other financial facts. It has been aligned with other
well-known vocabularies and ontologies in order to provide further
interoperability and to foster data publication, e.g. in the LOD cloud.
4. Semantic dataset with extracted financial events (populated semantic
knowledge base). Most probably the first semantic dataset that covers
the domain of financial events on the Spanish market. This dataset
was successfully used to train a DSS model with a promising results.
However the dataset can be used in many other ways.
5. Financial event classification models (trained Convolutional Neural
Networks). A set of classifiers for extracting atomic facts from news
texts. While the use case scenario for those resources is rather straight-
forward, it is also important to mention that whose can be used in
other context, such as in medical domain, by previously train with
domain-specific corpora.
6. DSS model for the financial-making process. The complete architec-
ture that allows including unstructured data in the process of decision-
making in the context of finance. This also comprises all stages of the
data flow, starting from raw textual sources and ending on actionable
information.
The obtained results of this thesis can be used for reproducing original
results, starting new investigations, or further advance this work without
having to start everything from scratch. These results can be combined
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or exploited separately and bootstrap new investigation processes along
these lines.
9.4 Future research
The work accomplished within this thesis provides a solid ground for
future research. There are multiple ways in how this research can be
continued or extended into new grounds:
• From the point of view of unstructured sources we can look into other
promising classes of data sources, either textual (such as blogs and
other social media) or non-textual (videos, images and other formats).
This could open a new possibility for including even more sources of
data that can sometimes carry some kinds of information faster than
other, e.g. textual sources. On the other hand, the inclusion of new
sources could potentially trigger a new line of research that could
focus on the reliability and veracity of unstructured sources in the
decision-making process.
• The use of the semantic knowledge base lowers the barrier of data in-
tegration. This allows data augmentation or data blending with other
datasets, possibly containing features that could improve the training
of the current decision model. We could envisage the inclusion of data
that can directly influence company results, such as e.g. raw material
prices, but also more global ones, such as macro-economic indicators.
The availability of such data could not only give more insights but
also extend the predictive possibilities of the DSS.
• In the current research we were focused on the sentence-level informa-
tion extraction. This obviously sets limits to the cognitive capabilities
of the system, as we can not detect any fact that spans two sentences.
We could however extend the financial facts classification to the para-
graph or document-level. Such approach could further allow us to
spot relevant knowledge in a broader context, not only in separate
sentences. This way we could spot more fine-grained details about
financial events and improve the classification in cases when a single
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sentence can have a wrong interpretation when lacking a context in
which it appears.
• Another interesting possibility would be to investigate the idea of end-
to-end neural network models that could automatically learn relevant
high-level features on their own, without the need of training infor-
mation extraction classifiers, as is the case of the ALFREDO DSS. This
could lower the threshold for creating new decision support systems
almost from scratch, without the need for laborious feature engineer-
ing or availability of some specific linguistic resources. If the neural
networks are so efficient in feature learning, this could be used to our
advantage in order to construct more intelligent DSSs.
• The recent advancements in the field of deep learning and especially
Recurrent Neural Networks could be brought to this area in a sev-
eral ways: by further improving text classification and by advancing
the decision support model by adding a temporal aspect of financial
event chains, through the Long-Short Term Memory architecture. This
could allow drawing conclusions from the temporal evolution of finan-
cial events, and look at some facts in conjunction with others, rather
analysing each financial event separately.
We could also hypothesise about more brave and visionary ideas, even
if they already feel very distant and risky or go across different domains.
Such as extending the decision-support approach to analyse not only
separate companies but the whole networks of interconnected financial
entities. Analyse the systemic risk based on the currently unrolling
events worldwide and, maybe, avoid the next financial catastrophe?
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Appendices

A Listofﬁnancialnewssources
CrawlingforﬁnancialnewsinSpanishintheperiodof1January2014
–15May2016fromthefolowingsources:
1.Generalnewssites
•ABC
(http://abc.es)
•AgenciaEFE
(http://www.efe.com)
•CincoDías
(http://cincodias.com/)
•DiarioAbierto
(http://www.diarioabierto.
es/)
•DiarioPúblico
(http://www.publico.es/)
•ElComercio
(http://www.elcomercio.es/)
•ElConﬁdential
(http://www.elconfidencial.
com/)
•eldiario.es
(http://www.eldiario.es/)
•ElMundo
(http://www.elmundo.es/)
•ElPaís
(http://elpais.com/)
•Europapress
(http://www.europapress.es/)
•LaRazón
(http://www.larazon.es/)
•LaVanguardia
(http://www.lavanguardia.
com/)
•LaVozdeGalicia
(http://www.lavozdegalicia.
es/)
•RTVE
(http://www.rtve.es/)
•Vozpopuli
(http://vozpopuli.com/)
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2.Businessandeconomicnewssites
•EconomíaDigital
(http://www.economiadigital.
es/)
•EFEEmpresas
(http://www.efeempresas.
com/)
•ElEconomista
(http://www.eleconomista.
es/)
•Expansión
(http://expansion.com/)
•Inversión&Finanzas.com
(http://www.finanzas.com/)
•Inbestia
(http://inbestia.com/)
•LibertadDigital
(http://www.libertaddigital.
com/)
•LibreMercado
(http://libremercado.com/)
• NoticiasBancarias
(http://noticiasbancarias.
com/)
Theﬁrst(old)iterationofcrawlingusedthefolowingsources. While
thislistisslightlylonger,therearemoregeneralnewssites,thatprovide
lessstrictlyﬁnancialinformation.Thelistwasrevisedandanewversion
wasproduced,whatiscalednowthe"seconditeration". Weprovidethe
oldlistforinformationreason.
1. Newspapersandnewsservices(43sourcesintotal,2.793.632docu-
ments):
•ElPais,
•ElMundo,
•ABC,
•ElConﬁdencial,
•YahooNoticias,
•Expansion,
•ElEconomista,
•CincoDias,
• Noticias.com,
•Finanzas.com,
•Europapress,
•EconomiaDigital,
•EFEEmpresas,
•EnBolsa,
•TeInteresa,
•EstrategiadeInversion,
•LaVanguardia,
•Bolsamania,
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• La Informacion,
• RTVE,
• 20 Minutos,
• Telemadrid Noticias,
• Diario Informacion,
• La Cerca,
• Cadena SER,
• La Voz de Galicia,
• SiliconNews,
• Invertia,
• La Razon,
• Diario Vasco,
• Huffington Post,
• La Opinion Coruna,
• Las Provicias,
• Publico,
• La Rioja,
• FundsPeople,
• El Correo,
• Diario de Leon,
• Dirigentes Digital,
• El Diario Abierto,
• Noticias Bancarias,
• Inbestia,
• El Comercio.

B Corpus statistics
The following pages provide an overview of the corpus statistics. The
corpus consiti of news articles, obtained between 1 January 2014 and
end of May 2016. It was obrainet through the direct crawling
198 financialdecision-makingbasedonunstructureddata&
diarioabierto.es
vozpopuli.com
cincodias.com
publico.es
libertaddigital.com
elmundo.es
rtve.es
elconfidencial.com
expansion.com
larazon.es
abc.esfinanzas.com
elpais.com
europapress.es
eldiario.es
eleconomista.es
lavanguardia.com
lavozdegalicia.es
others
ontologies
FigureB.1:Volumeofacquirednewsdocumentspernews
siteasapercentageoftotalacquireddocuments.Forclar-
ityitshowsnewssiteswithmorethan20.000documents
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Table B.1: Total number of acquired web documents per news site. The
number contains all documents for the given domain and its subdomains.
News source Document count
1 lavozdegalicia.es 358505
2 lavanguardia.com 349889
3 eleconomista.es 292922
4 eldiario.es 280240
5 europapress.es 262077
6 elpais.com 209686
7 finanzas.com 208268
8 abc.es 200340
9 larazon.es 138429
10 expansion.com 74326
11 elconfidencial.com 59689
12 rtve.es 57691
13 elmundo.es 52781
14 libertaddigital.com 46649
15 publico.es 43141
16 cincodias.com 40393
17 vozpopuli.com 30388
18 diarioabierto.es 30264
19 noticiasbancarias.com 18151
20 efeempresas.com 17389
21 economiadigital.es 16923
22 efe.com 15740
23 elcomercio.es 14401
24 libremercado.com 6028
25 inbestia.com 1267

C Ontologydescription
Thissectionprovidesdetaileddescriptionoftheontologiesandtax-
onomiesreferredintheChapter5.
C.1 Eventclasstaxonomy
ThefolowingtabledescribesclassesoftheEventtaxonomytogether
withtheirsubclassrelations.Thecommonnamespaceforalconceptsis:
http://nadir.uc3m.es/alfredo/events/.
TableC.1:Eventtaxonomyclassdescription.
Name Deﬁnition Parentclass
Acquisition Acquisitioneventdescribesasit-
uationwhenacompanyispar-
ticipatinginanacquisition.The
companyroleisdeﬁnedthrough
thesub-propertyoftheRoletax-
onomy.
Transformation
AnalystsEarningsEstimatesThiseventhappenswhenanar-
ticleispublishedonfuturecom-
panyearnings. Thereisonly
onecompanyassociatedtosuch
event.
AnalystsForecasts
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Name Definition Parent class
AnalystsForecasts Super class for all analysts re-
ports concerning the future of a
company
FinancialSituationEvent
Bankruptcy This event happens when a ban-
cruptcy of a company is an-
nounced.
OtherFinancialSituationEvent
BoardCompositionChangesThis event denotes a change of
the board of directors of a com-
pany.
BoardEvent
BoardEvent This is a superclass containing
all events related to the board of
a company.
CorporateGovernanceEvent
BoardMeetingAnounced This event takes place when a
board meeting is announced.
BoardEvent
BuinessExpansion An event describing a business
expansion.
Expansion
BusinessScopeChanges When a company announces an
alteration or other modification
of its business goals either with
a purpose of business expansion,
reorganisation or any other rea-
son.
Expansion
CEOResignation An event when a company CEO
steps down for whatever reason.
KeyPersonnelEvent
ClassAction A company being a subject of a
class action.
LegalProblemEvent
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Name Definition Parent class
Collaboration Company announcing a collabo-
ration with other business entity,
public body, etc.
StrategicAgreements
CompanyDebtManagementReport is released on company
debt management plan.
PeriodicReportEvent
CompanyEvent A super class for all events
where a business entity (a com-
pany) is a participant.
EventType
CompanyRatingChanges When a new rating for a com-
pany is announced.
CompanyRatingEvent
CompanyRatingEvent Super class for company rating
events.
FinancialSituationEvent
CompanyRestructure Announcement of company re-
structure. In principle due to
important and transformational
reasons, such as reacting to the
market needs, changing focus
or business priorities, etc. This
event is different from merg-
ers and acquisition when restruc-
ture also takes place.
Transformation
CompanySanctioned When a company is being sanc-
tioned due to legal problems.
LegalProblemEvent
CompanyStatusChange The change of the status of an
business entity.
CompanyStatusEvent
CompanyStatusEvent Super class for any kind of com-
pany status change.
CorporateGovernanceEvent
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Name Definition Parent class
CompanyStocksEvents Super class for any kind of com-
pany stock events
FinancialInstrumentsEvent
CompanyUnderInvestigationLegal investigation against a
company is announced.
LegalProblemEvent
CompetitionChange Relevant change in the competi-
tion landscape for a business en-
tity.
CompetitionEvent
CompetitionEvent Super class for business competi-
tion events.
MarketEnvironmentEvent
CorporateGovernanceEventA superclass defining all corpo-
rate governance events.
CompanyEvent
DividendAnnouncement An announcement of dividend. CompanyStocksEvents
EmplymentEvent Super class for employment
events.
HumanResourcesEvent
Expansion Super class for business expan-
sion events.
StrategicOperationEvent
FinancialInstrumentsEventSuper class for events related to
financial instruments emitted by
a company (stock).
CompanyEvent
FinancialSituationEvent Super class for all events con-
cerning financial situation of a
company.
CompanyEvent
FiscalLawIssues When a fiscal law is being
changed or introduced that af-
fects the business or operation of
a company.
KeyLawChanges
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Name Definition Parent class
Fraud Fraudulent behaviour is re-
vealed.
LegalProblemEvent
Hirings Company announces hirings. EmplymentEvent
HumanResourcesEvent Super class for all events con-
cerning human resources. Note
that this describes only the work-
force of a company, not the key
personnel.
CompanyEvent
IPO The company IPO is announced. CompanyStocksEvents
JointVenture A joint-venture kind of partner-
ship is announced.
StrategicAgreements
KeyLawChanges Super class for all events con-
cerning changes in the law that
affects company operations.
LegalSituationEvent
KeyManagementChange An event when a change on a
key management position is an-
nounced.
KeyPersonnelEvent
KeyPersonnelEvent Super class detailing all key per-
sonnel changes in a company.
CorporateGovernanceEvent
Layoffs An announcement of layoffs of w
company workforce.
EmplymentEvent
LegalProblemEvent Super class for company legal
problems. All subclasses of
this class describe situations that
mostly origin from some sort of
misconducts that lead to legal ac-
tions.
LegalSituationEvent
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Name Definition Parent class
LegalSituationEvent Super class for all events con-
cerning legal issues affecting a
company.
CompanyEvent
LiquidationAndDissolutionAnnouncement of termination of
a business entity.
Transformation
MajorDisaster A potentially catastrophic event
that can lead to major disrup-
tions of a company activity.
OtherExternalEvent
MarketEnvironmentEvent A general class defining all
events concerning the market en-
vironment of a company.
CompanyEvent
Merger A transaction when a com-
pany’s ownership changes, typ-
ically through a legal consolida-
tion of two or more business en-
tities.
Transformation
NewCEOAppointment An event describing an appoint-
ment of a new CEO of a com-
pany.
KeyPersonnelEvent
NewCompetitor An event when a new competitor
appears on the market.
CompetitionEvent
NewProductRelease A new product is announced to
be released on the market.
ProductAndServiceEvent
NewStockIssue A new stock issue is announced
(e.g, a secondary offering).
CompanyStocksEvents
OtherExternalEvent A super class for relevant exter-
nal events not described by other
classes of events.
MarketEnvironmentEvent
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Name Definition Parent class
OtherFinancialSituationEventA super class for other important
financial situation events not cov-
ered by existing classes.
FinancialSituationEvent
PatentIssued When a patent issue is an-
nounced.
ProductAndServiceEvent
PeriodicReportEvent Super class for all periodic report
announcements.
FinancialSituationEvent
ProductAndServiceEvent Super class for all events related
to a company offerings, either
products or services.
CompanyEvent
ProductIssues An events when issues with com-
pany product are being reported.
ProductAndServiceEvent
ProductMarketShareChangesA situation when a flag prod-
uct’s market share changes.
ProductAndServiceEvent
QuarterlyReportPublished A quarterly report is published. PeriodicReportEvent
RawMaterialEvent Super class for all raw material
events.
MarketEnvironmentEvent
RawMaterialPriceChange An event describing a situa-
tion when a raw material price
changes.
RawMaterialEvent
ReverseStockSplit A reverse stock split is an-
nounced.
CompanyStocksEvents
SalesOrPerformanceReportA sales report (or other re-
port concerning company perfor-
mance) is released.
PeriodicReportEvent
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Name Definition Parent class
ShareholderRightsChangesWhen an important change to
the shareholders’ rights is an-
nounced.
CompanyStatusEvent
SpinOff A company is launching a spin-
off entity as a separate business.
Transformation
StockBuyback A buyback is announced. CompanyStocksEvents
StockSplit A stock split is announced. CompanyStocksEvents
StrategicAgreements Super class that covers all strate-
gic agreements between business
entities.
StrategicOperationEvent
StrategicAlliance An event that describes a situa-
tion when a strategic alliance be-
tween business entities or organ-
isations is announced.
StrategicAgreements
StrategicOperationEvent Super class for all events con-
cerning strategic decisions
regarding either cooperation
with other entities or significant
change in company operations.
CompanyEvent
SubstantialEmployment-
Changes
An events describing any other
substantial change in the work-
force of a company that are not
layoffs nor hirings. For instance
relocations, subcontracting, etc.
EmplymentEvent
TradingSuspension When company stock trading is
being suspended regardless of
the reason.
LegalProblemEvent
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Name Deﬁnition Parentclass
Transformation Superclassdescribingalfunda-
mentaltransformationsconcern-
ingabusinessentity.
StrategicOperationEvent
YearlyCorporateGovernance-
Reports
Announcementofperiodiccor-
porategovernancereports.
CompanyStatusEvent
C.2 Roletaxonomy
Thissectionprovidedetailsoftheroletaxonomy. Aspointedout
inSection5.4.1,weareusingtheEAV-like modelingapproach. The
folowingtablesdescribepropertiesandtheiratributes. Thelisthas
beensplitintothreetables:(i)TableC.2provideanoverviewofthetop-
levelrelationsthatarefurtherspecialized(i)TableC.3describesroles
forunaryrelations(i.e. whereonlyonepartyparticipates)andﬁnaly
(ii)TableC.4presentsrolesforbinary(orn-ary)relations.Pleasenote
thatwhileinthelatercasewefocusonlyonbinaryrelations,insome
obviouscaseswedonotrestrictthecardinalityinordertoalowmore
ﬂexibleuseinthefuture.Toavoidrepetitiveinformation,thecardinality
forthedomainclass(owl:maxCardinality)foreverypropertyissetto
max.1unlessotherwisestated.Thecommonnamespaceforalconcepts
is:http://nadir.uc3m.es/alfredo/roles/.
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Table C.2: Role taxonomy class description - top-level
properties.
Property Name Description Property Axioms
eventParticipant This is a top-level property that
relates the Event with Entity as
a participant in this event. All
role properties are sub proper-
ties of this one. It is aligned with
dbo:participant for possible LOD
integration in the future.
Domain: Event
Range: Entity
eventSubject Generic property for describing
event subject (i.e. a central entity
that governs the event). It is a
sub property of eventParticipant.
Domain: CompanyEvent
Range: Company
SubPropertyOf:
eventParticipant
eventObject Generic property for describing
event object (i.e. a supplemen-
tary entity). It is a sub property
of eventParticipant.
Domain: CompanyEvent
Range: AutonomousEntity
SubPropertyOf:
eventParticipant
Table C.3: Role taxonomy class description - unary re-
lations.
Property Name Description Property Axioms
analystsEarningsEstimates
ForParty
See event class Analyst-
sEarningsEstimates in
Appendix C.1
Domain:
AnalystsEarningsEstimates
Range: Company
SubPropertyOf:
analystsForecastsForParty
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Property Name Description Property Axioms
analystsForecastForPartySee event class Analysts-
Forecasts in Appendix
C.1
Domain:
AnalystsForecasts
Range: Company
SubPropertyOf:
financialSituationEventForParty
declaredBankruptcy
ForParty
See event class
Bankruptcy in Ap-
pendix C.1
Domain:
Bankruptcy
Range: Company
SubPropertyOf:
otherFinancialSituationEventForParty
boardComposition
ChangesForParty
See event class Board-
CompositionChanges in
Appendix C.1
Domain:
BoardCompositionChanges
Range: Company
SubPropertyOf:
boardEventForParty
boardEventForParty See event class BoardE-
vent in Appendix C.1
Domain:
BoardEvent
Range: Company
SubPropertyOf:
corporateGovernanceEventForParty
boardMeeting
AnouncedForParty
See event class Board-
MeetingAnounced in
Appendix C.1
Domain:
BoardMeetingAnounced
Range: Company
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Property Name Description Property Axioms
SubPropertyOf:
boardEventForParty
buinessExpansionForPartySee event class Buiness-
Expansion in Appendix
C.1
Domain:
BuinessExpansion
Range: Company
SubPropertyOf:
expansionForParty
businessScopeChanges
ForParty
See event class Busi-
nessScopeChanges in
Appendix C.1
Domain:
BusinessScopeChanges
Range: Company
SubPropertyOf:
expansionForParty
classActionForParty See event class ClassAc-
tion in Appendix C.1
Domain:
ClassAction
Range: Company
SubPropertyOf:
legalProblemEventForParty
companyDebtManagement
ForParty
See event class Compa-
nyDebtManagement in
Appendix C.1
Domain:
CompanyDebtManagement
Range: Company
SubPropertyOf:
periodicReportEventForParty
companyEventForParty See event class Com-
panyEvent in Appendix
C.1
Domain:
CompanyEvent
Range: Company
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Property Name Description Property Axioms
SubPropertyOf:
eventTypeForParty
companyRating
ChangesForParty
See event class Compa-
nyRatingChanges in Ap-
pendix C.1
Domain:
CompanyRatingChanges
Range: Company
SubPropertyOf:
companyRatingEventForParty
companyRating
EventForParty
See event class Com-
panyRatingEvent in Ap-
pendix C.1
Domain:
CompanyRatingEvent
Range: Company
SubPropertyOf:
financialSituationEventForParty
companyRestructure
ForParty
See event class Com-
panyRestructure in Ap-
pendix C.1
Domain:
CompanyRestructure
Range: Company
SubPropertyOf:
transformationForParty
companySanctioned
ForParty
See event class Com-
panySanctioned in Ap-
pendix C.1
Domain:
CompanySanctioned
Range: Company
SubPropertyOf:
legalProblemEventForParty
companyStatusChange
ForParty
See event class Compa-
nyStatusChange in Ap-
pendix C.1
Domain:
CompanyStatusChange
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Property Name Description Property Axioms
Range: Company
SubPropertyOf:
companyStatusEventForParty
companyStatus
EventForParty
See event class Com-
panyStatusEvent in Ap-
pendix C.1
Domain:
CompanyStatusEvent
Range: Company
SubPropertyOf:
corporateGovernanceEventForParty
companyStocks
EventsForParty
See event class Compa-
nyStocksEvents in Ap-
pendix C.1
Domain:
CompanyStocksEvents
Range: Company
SubPropertyOf:
financialInstrumentsEventForParty
companyUnder
InvestigationForParty
See event class Compa-
nyUnderInvestigation in
Appendix C.1
Domain:
CompanyUnderInvestigation
Range: Company
SubPropertyOf:
legalProblemEventForParty
competitionChange
ForParty
See event class Competi-
tionChange in Appendix
C.1
Domain:
CompetitionChange
Range: Company
SubPropertyOf:
competitionEventForParty
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Property Name Description Property Axioms
competitionEventForPartySee event class Compe-
titionEvent in Appendix
C.1
Domain:
CompetitionEvent
Range: Company
SubPropertyOf:
marketEnvironmentEventForParty
corporateGovernance
EventForParty
See event class Corpo-
rateGovernanceEvent in
Appendix C.1
Domain:
CorporateGovernanceEvent
Range: Company
SubPropertyOf:
companyEventForParty
dividendAnnouncement
ForParty
See event class Dividen-
dAnnouncement in Ap-
pendix C.1
Domain:
DividendAnnouncement
Range: Company
SubPropertyOf:
companyStocksEventsForParty
emplymentEventForPartySee event class Emply-
mentEvent in Appendix
C.1
Domain:
EmplymentEvent
Range: Company
SubPropertyOf:
humanResourcesEventForParty
expansionForParty See event class Expan-
sion in Appendix C.1
Domain:
Expansion
Range: Company
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Property Name Description Property Axioms
SubPropertyOf:
strategicOperationEventForParty
financialInstruments
EventForParty
See event class Finan-
cialInstrumentsEvent in
Appendix C.1
Domain:
FinancialInstrumentsEvent
Range: Company
SubPropertyOf:
companyEventForParty
financialSituation
EventForParty
See event class Finan-
cialSituationEvent in Ap-
pendix C.1
Domain:
FinancialSituationEvent
Range: Company
SubPropertyOf:
companyEventForParty
fiscalLawIssuesForPartySee event class Fis-
calLawIssues in Ap-
pendix C.1
Domain:
FiscalLawIssues
Range: Company
SubPropertyOf:
keyLawChangesForParty
fraudForParty See event class Fraud in
Appendix C.1
Domain:
Fraud
Range: Company
SubPropertyOf:
legalProblemEventForParty
hiringsForParty See event class Hirings
in Appendix C.1
Domain:
Hirings
Range: Company
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Property Name Description Property Axioms
SubPropertyOf:
emplymentEventForParty
humanResources
EventForParty
See event class Human-
ResourcesEvent in Ap-
pendix C.1
Domain:
HumanResourcesEvent
Range: Company
SubPropertyOf:
companyEventForParty
ipoForParty See event class Ipo in
Appendix C.1
Domain:
Ipo
Range: Company
SubPropertyOf:
companyStocksEventsForParty
keyLawChangesForPartySee event class Key-
LawChanges in Ap-
pendix C.1
Domain:
KeyLawChanges
Range: Company
SubPropertyOf:
legalSituationEventForParty
keyManagement
ChangeForParty
See event class KeyMan-
agementChange in Ap-
pendix C.1
Domain:
KeyManagementChange
Range: Company
SubPropertyOf:
keyPersonnelEventForParty
keyPersonnelEvent
ForParty
See event class KeyPer-
sonnelEvent in Ap-
pendix C.1
Domain:
KeyPersonnelEvent
Range: Company
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Property Name Description Property Axioms
SubPropertyOf:
corporateGovernanceEventForParty
layoffsForParty See event class Layoffs
in Appendix C.1
Domain:
Layoffs
Range: Company
SubPropertyOf:
emplymentEventForParty
legalProblemEvent
ForParty
See event class Legal-
ProblemEvent in Ap-
pendix C.1
Domain:
LegalProblemEvent
Range: Company
SubPropertyOf:
legalSituationEventForParty
legalSituationEvent
ForParty
See event class Legal-
SituationEvent in Ap-
pendix C.1
Domain:
LegalSituationEvent
Range: Company
SubPropertyOf:
companyEventForParty
liquidationAnd
DissolutionForParty
See event class Liquida-
tionAndDissolution in
Appendix C.1
Domain:
LiquidationAndDissolution
Range: Company
SubPropertyOf:
transformationForParty
majorDisasterForParty See event class MajorDis-
aster in Appendix C.1
Domain:
MajorDisaster
Range: Company
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Property Name Description Property Axioms
SubPropertyOf:
otherExternalEventForParty
marketEnvironment
EventForParty
See event class Mar-
ketEnvironmentEvent in
Appendix C.1
Domain:
MarketEnvironmentEvent
Range: Company
SubPropertyOf:
companyEventForParty
newMarketExpansion
ForParty
See event class New-
MarketExpansion in Ap-
pendix C.1
Domain:
NewMarketExpansion
Range: Company
SubPropertyOf:
expansionForParty
newStockIssueForParty See event class New-
StockIssue in Appendix
C.1
Domain:
NewStockIssue
Range: Company
SubPropertyOf:
companyStocksEventsForParty
otherExternalEvent
ForParty
See event class OtherEx-
ternalEvent in Appendix
C.1
Domain:
OtherExternalEvent
Range: Company
SubPropertyOf:
marketEnvironmentEventForParty
otherFinancialSituation
EventForParty
See event class OtherFi-
nancialSituationEvent in
Appendix C.1
Domain:
OtherFinancialSituationEvent
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Property Name Description Property Axioms
Range: Company
SubPropertyOf:
financialSituationEventForParty
patentIssuedForParty See event class PatentIs-
sued in Appendix C.1
Domain:
PatentIssued
Range: Company
SubPropertyOf:
productAndServiceEventForParty
periodicReport
EventForParty
See event class Peri-
odicReportEvent in Ap-
pendix C.1
Domain:
PeriodicReportEvent
Range: Company
SubPropertyOf:
financialSituationEventForParty
productMarketShare
ChangesForParty
See event class Product-
MarketShareChanges in
Appendix C.1
Domain:
ProductMarketShareChanges
Range: Company
SubPropertyOf:
productAndServiceEventForParty
quarterlyReport
PublishedForParty
See event class Quar-
terlyReportPublished in
Appendix C.1
Domain:
QuarterlyReportPublished
Range: Company
SubPropertyOf:
periodicReportEventForParty
reverseStockSplitForPartySee event class Reverse-
StockSplit in Appendix
C.1
Domain:
ReverseStockSplit
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Property Name Description Property Axioms
Range: Company
SubPropertyOf:
companyStocksEventsForParty
salesOrPerformance
ReportForParty
See event class SalesOr-
PerformanceReport in
Appendix C.1
Domain:
SalesOrPerformanceReport
Range: Company
SubPropertyOf:
periodicReportEventForParty
sectorEventForParty See event class Sec-
torEvent in Appendix
C.1
Domain:
SectorEvent
Range: Company
SubPropertyOf:
marketEnvironmentEventForParty
shareholderRights
ChangesForParty
See event class Share-
holderRightsChanges in
Appendix C.1
Domain:
ShareholderRightsChanges
Range: Company
SubPropertyOf:
companyStatusEventForParty
spinOffForParty See event class SpinOff
in Appendix C.1
Domain:
SpinOff
Range: Company
SubPropertyOf:
transformationForParty
stockBuybackForParty See event class Stock-
Buyback in Appendix
C.1
Domain:
StockBuyback
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Property Name Description Property Axioms
Range: Company
SubPropertyOf:
companyStocksEventsForParty
stockSplitForParty See event class Stock-
Split in Appendix C.1
Domain:
StockSplit
Range: Company
SubPropertyOf:
companyStocksEventsForParty
strategicAgreements
ForParty
See event class Strate-
gicAgreements in Ap-
pendix C.1
Domain:
StrategicAgreements
Range: Company
SubPropertyOf:
strategicOperationEventForParty
strategicAllianceForPartySee event class Strate-
gicAlliance in Appendix
C.1
Domain:
StrategicAlliance
Range: Company
SubPropertyOf:
strategicAgreementsForParty
strategicOperation
EventForParty
See event class Strategi-
cOperationEvent in Ap-
pendix C.1
Domain:
StrategicOperationEvent
Range: Company
SubPropertyOf:
companyEventForParty
ontology description 223
Property Name Description Property Axioms
substantialEmployment-
ChangesForParty
See event class
SubstantialEmploy-
mentChanges in Ap-
pendix C.1
Domain:
SubstantialEmploymentChanges
Range: Company
SubPropertyOf:
emplymentEventForParty
tradingSuspension
ForParty
See event class Trading-
Suspension in Appendix
C.1
Domain:
TradingSuspension
Range: Company
SubPropertyOf:
legalProblemEventForParty
transformationForParty See event class Transfor-
mation in Appendix C.1
Domain:
Transformation
Range: Company
SubPropertyOf:
strategicOperationEventForParty
yearlyCorporateGovern-
anceReportsForParty
See event class Year-
lyCorporateGover-
nanceReports in Ap-
pendix C.1
Domain:
YearlyCorporateGovernanceReports
Range: Company
SubPropertyOf:
companyStatusEventForParty
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Table C.4: Role taxonomy class description - binary
relations.
Property Name Description Property Axioms
ceoAppointingCompanyThis property describes a Com-
pany role in a NewCEOAppoint-
ment event. That is: a company
appointing its new CEO.
Domain: NewCEOAp-
pointed
Range: Company
SubPropertyOf:
eventSubject
appointedCeo This property describes a Person
role in a NewCEOAppointment
event, i.e.: a Person that becomes
a new CEO.
Domain: NewCEOAp-
pointed
Range: Person
SubPropertyOf:
eventObject
ceoResignsFromCompanyThis property describes a Com-
pany role in a CEOResignation
event. That is: a company where
the CEO resigned.
Domain: CEOResignation
Range: Company
SubPropertyOf:
eventSubject
resigningCeo This property describes a Person
role in a CEOResignation event,
i.e.: a Person that resignes (or is
forced to do so) from the CEO
role.
Domain: CEOResignation
Range: Person
SubPropertyOf:
eventObject
spinoffParentCompany This property describes a parent
company launching a new Spin-
Off
Domain: SpinOff
Range: Company
SubPropertyOf:
eventSubject
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Property Name Description Property Axioms
spinoffNewCompany This property describes a new
company that is the actual Spin-
Off.
Domain: SpinOff
Range: Company
SubPropertyOf:
eventObject
productReleasing
Company
This property describes a Com-
pany role in a generic event of
class ProductAndServiceEvent.
Domain: ProductAndSer-
viceEvent
Range: Company
SubPropertyOf:
eventSubject
productName This property describes a Pro-
ductOrService role in a generic
event of class ProductAndSer-
viceEvent. Note that this prop-
erty need to inherit from the top-
level property, due to the fact
that products are not subclass of
AutonomousEntity.
Domain: ProductAndSer-
viceEvent
Range: ProductOrService
SubPropertyOf:
eventParticipant
newlyReleased
ProductCompany
This property describes a Com-
pany role in a event NewProduc-
tRelease, i.e. It points to a com-
pany entity that launches a new
product.
Domain: NewProductRe-
lease
Range: Company
SubPropertyOf:
eventSubject
newlyReleased
ProductName
This property describes a Pro-
ductOrService role in a event
NewProductRelease, i.e. It
points to a new product (or ser-
vice) that is launched by a com-
pany.
Domain: NewProductRe-
lease
Range: ProductOrService
SubPropertyOf:
eventParticipant
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Property Name Description Property Axioms
productWithIssues
Company
This property describes a Com-
pany role in a event ProductIs-
sues, i.e. It points to a com-
pany entity that has issues with
its product.
Domain: ProductIssues
Range: Company
SubPropertyOf:
eventSubject
productWithIssues
Name
This property describes a Pro-
ductOrService role in a event
ProductIssues, i.e. It points to a
new product (or service) that is a
subject of issues.
Domain: ProductIssues
Range: ProductOrService
SubPropertyOf:
eventParticipant
establishedCompany This property describes a Com-
pany role in a event NewCom-
petitor, i.e. It points to an estab-
lished company that faces a new
competitor.
Domain: NewCompetitor
Range: Company
SubPropertyOf:
eventSubject
newCompetitorCompanyThis property describes a Com-
pany role in a event NewCom-
petitor, i.e. It points to a com-
pany entity that is the new com-
petition.
Domain: NewCompetitor
Range: Company
SubPropertyOf:
eventObject
mergingCompany This property describes a Com-
pany role in a event Merger.
Note that we do not distinguish
between merging entities, thus
the same property is used for
each merger participant. Al-
though we focus on binary
events, we do not limit the car-
dinality of this relation.
Domain: Merger
Range: Company
SubPropertyOf:
eventSubject
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Property Name Description Property Axioms
jointVenturePartner
Company
This property describes a Com-
pany role in a event JointVen-
ture. Note that we do not dis-
tinguish between joint-venture
entities, thus the same prop-
erty is used for each participant.
Although we focus on binary
events, we do not limit the car-
dinality of this relation.
Domain: JointVenture
Range: Company
SubPropertyOf:
eventSubject
collaborationPartner
Company
This property describes a Com-
pany role in a event Collabo-
ration. Note that we do not
distinguish between collaborat-
ing entities, thus the same prop-
erty is used for each participant.
Although we focus on binary
events, we do not limit the car-
dinality of this relation.
Domain: Collaboration
Range: Company
SubPropertyOf:
eventSubject

D Detailed evaluation results
On the following pages you will find cumulative return charts as a
result of ALFREDO backtesting in the T 1 scenario against the IBEX35
companies. Each chart contains 3 parts: the upper chart shows cumu-
lative returns, the middle bar chart shows daily returns and the bottom
chart shows drawdowns. The drawdowns is the difference between latest
peak value and the subsequent trough. High drawdowns are typically
associated with high risks.
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