Technological achievements in the area of well testing, such as permanent downhole gauges, demand automated techniques to cope with the large amounts of data acquired. In such an application, the need to interpret large quantities of data with little human intervention suggests the desirability of automated model recognition. Also in some cases the characteristic behavior of the pressure or its derivative curves for specific models may be hidden behind noise or human bias may lead to the selection of an invalid or inappropriate model. This paper demonstrates an approach based on Genetic Algorithm (GA) that is able to select the most probable reservoir model among a set of candidate models, consistent with a given set of pressure transient data. The type of reservoir model to be used is defined as a variable and is estimated together with the other unknown model parameters (permeability, skin, etc.). Several reservoir models are used simultaneously in the regression process. GA populations consist of individuals that represent parameters for different models. As the GA iterates, individuals that belong to the most likely reservoir model dominate the population, while less likely models become extinct. Since different models may require different numbers of parameters, the solution vectors have varying lengths. The GA is able to cope with such solution vectors of differing size. Information exchange (GA crossover operator) is allowed only between parameters that are physically related.
Introduction
The conventional approach for well test analysis involves an initial selection step, to determine the most appropriate analytical model for the reservoir under investigation. This determination is made by the engineer and is mainly based on the shape of the pressure derivative curve. The choice of the appropriate model is a step that requires well-test analysis expertise and is a step that can lead to large errors in the final result. In some cases the pressure data may have associated noise. This noise is amplified on the derivative curve, on which the engineer bases his/her selection. The manual step of model selection is a hindrance in achieving full automation of the interpretation, such as would be desirable with the massive data sets obtained from permanent gauges. Post attempts at automating model selection have met with only partial success [1] [2] [3] [4] [5] [6] [7] . Some of these techniques for model recognition were reviewed by Horne 8 . Most of these techniques are based on rule-based systems or neural networks. In this study a simultaneous regression and preferential sampling approach is proposed.
The process of well-test analysis is automated in this study. Human involvement occurs only at the initial selection step of the candidate models. Simultaneous regression with Genetic Algorithm (GA) 9 is then carried out on these candidate models. Each population consists of subpopulations, one for each model. The GA operators, crossover and mutation 10 are applied to create new populations. The model with a better fit to the data eventually dominates the population while the subpopulations representing other models become extinct. Thus at the end of such a run, not only is the most probable model exposed, but also the reservoir and model parameters that result in the best least squares fit to this model are obtained.
Even in cases where the uncertainty in the reservoir model is reduced, the dependency of the nonlinear regression process to the initial guess is another obstacle to interpretation. Some parameters do not have simple heuristics to help make a reasonable initial guess and noise in the data may complicate visual determination (e.g., straight line analysis) of the initial guess parameters. Conventional regression techniques may fail to converge to the right solution and fall into suboptimal solutions if the initial estimate is not appropriate. In the case of automated analysis, the consequences of such suboptimal convergence can be disastrous. In the case of conventional manual well-test analysis, precious time can be wasted in the regression procedure. In order to reduce the dependency of the behaviour of the nonlinear regression to the initial guess, a GA algorithm can first be applied. The solution obtained from the GA regression can then be seeded as the initial guess of the LevenbergMarquardt 11 algorithm. The engineer in this case needs only to specify the bounds of the parameters rather than a single deterministic initial guess. These bounds can even be the physical bounds of the reservoir model parameters. This approach virtually eliminates the need to spend time assessing consistent parameter values for an initial guess.
Methods
In this work the ordinary GA was modified to handle simultaneous regression of several analytical reservoir models.The problem definition and configuration are summarized in Table  1 .
Preparatory
Steps Analytical reservoir models have varying numbers of parameters. For example, models that have a boundary have a distance to boundary parameter. Dual porosity models have storativity and transmissivity ratio parameters. Most models have permeability, skin factor and wellbore storage coefficient as common parameters. The differing number of parameters calls for variable length chromosomes within the GA 12 . The range, precision and the length of binary representation of the parameters are given in Table 2 . Model parameters and individual chromosome lengths are given in Table 3 .
Data Structures Individual structures undergoing evolution have an integer part followed by a string of binary digits. The integer part determines the type of model the individual represents and the binary string encodes the model parameters. Sample individuals are illustrated in Figure 1 . A binary string can be decoded by:
Search Space Size of the search space depends on the number of models chosen. If all five models are used, the size of the search space is approximately 7.206 × 10 16 . If a smaller number of models is used, the size of the search space is the sum of the number of possible individuals for each model. Total and individual search sizes are given in Table 3 .
Fitness Measure
The fitness of each individual in the GA population is based on the least squares fit of the represented model/paremeter combination to the measured data from the well test. The objective is to maximize the function:
The derivative of the pressure was used instead of the pressure values themselves since the characteristics of the reservoir are more clearly defined in the former. Logarithms of the values were used for scaling purposes. Individuals that produce values that result in a better least squares fit to the measured data have higher fitness. Accordingly, the models that represent the physics of flow in the reservoir and the well will eventually dominate the population, since they will be more successful in capturing the characteristics of the measured pressure response.
GA Operators
The GA operators, crossover and mutation were applied across subpopulations. The mutation probability was chosen to be 0.01 after single-model regression experiments. Higher mutation probabilities distorted the path to the optimum while lower probabilities generally caused suboptimal convergence. A crossover probability of 0.6 was used as proposed by De Jong 13 . Although no extensive experimentation was made to figure out the optimal values of the GA parameters, the proposed probabilities of the operators worked fine for the test problems investigated.
Crossover was allowed between individuals representing different models. However the exchange of bits was only allowed between binary strings that represent physically related parameters. Since the first three parameters are the same for all models, they are involved in crossover by default. However for instance, when a dual porosity individual is to mate with a sealing fault individual, crossover should not be allowed between distance to the boundary string and the storativity factor string. Allowing crossover only between physically related parameters was found to be the key element of successful information exchange between fit solutions Selection and Accessibility Every subpopulation in the initial population has an equal number of individuals. Through fitness-based roulette wheel selection, some subpopulations enlarge while others contract. The mutation operator enables accessibility to every point in the search space. However once a subpopulation becomes extinct, there is no way to produce an individual from that subpopulation in later generations. Since the total population size is kept constant, more and more computational resources are spent on fitter subpopulations (models) as the run progresses.
The parameters of the analytical reservoir models determine the pressure response behavior at different times, although their influence often overlaps. Wellbore storage affects early time pressure response whereas skin and permeability become important when storage effects diminish. Dual porosity may show its effect at intermediate times and the boundaries, if any, affect late times. Although the effects of the parameters may overlap, there is clear intuition that crossover will be very useful. An individual with a good fit to the initial points of the measured data, i.e. with a correct storage coefficient, might crossover with an individual that gets the dual porosity behavior right to produce even a better fit.
Population Experiments were carried out on population sizes for single-model regression. A population size of 200 worked well for the test problems across all models. Since five models were considered for the runs an initial population of 1000 (5 × 200) individuals was used. The subpopulation sizes changed as generations progressed. However the total population size remained constant (1000) throughout the runs.
Results

Model Selection
Three test data sets will be described in this paper ( Figure 2 ). These data sets are not very noisy thus a reservoir engineer would not have a hard time determining which model would correctly represent the reservoir. The appropriate models, selected based on reservoir engineering judgement, are shown in Figure 2 . These models are the anticipated results of the GA run, although nothing is imposed explicitly. Data sets with known corresponding analytical models were chosen to be able to examine the robustness of the GA results.
All runs were carried out with the same parameters given in Table 1 . Maximum and average fitness of the total population for the three runs on the three datasets are given in Figure  3 . For each of the runs the subpopulation sizes changed as the GA iterated. Subpopulation sizes as GA progressed are given in Figure 4 , Figure 5 and Figure 6 for Run 1, Run 2 and Run 3 respectively. It is seen that for all the runs the correct model dominated the population.
In Run 1 (Figure 4) , the algorithm easily determined that the infinite-acting reservoir model is the most appropriate one. One can as well obtain the same curve by using a model with a boundary and placing the boundary a large distance away, so that boundary effects are would not be observed within the scope of the test. One could also achieve a similar curve by tuning the storativity and transmissivity curves so that the dual porosity model would mimic infinite-acting behavior. However, since the search space for the infinite-acting model is much smaller (2 28 ) compared to other models (2 39 or 2 56 ), the regression for the simpler model is much faster and the more complex models are quickly dominated. This behavior is consistent with the principle known as Ockham's razor 14 : The most likely hypothesis is the simplest one that is consistent with all observations.
In Run 2 ( Figure 5 ), the subpopulation representing the anticipated model, constant pressure boundary, initially shrank. The size went as low as 92 individuals at generation 2, after which it began to dominate the total population. The dual porosity model seemed to do well initially. This is due to the fact that the decreasing derivative curve can be fit by the early part of a dual porosity valley. Figure 4 is also an indication of the importance of population size. If a population size of 100 for each subpopulation had been used, the anticipated model could have become extinct, which would lead to an inappropriate final result.
In Run 3 ( Figure 6 ), the dual porosity behavior was captured easily. In all the three runs, the anticipated model fully dominated the total population by generation 30.
Preprocessing Gradient-Based Algorithms
In conventional well test analysis, apart from the step of model selection, an initial guess has to be supplied to the regression technique which is generally a form of a least squares method such as the Levenberg-Marquardt algorithm. Such a method starts from a single point and generally investigates a limited region in the space of solutions and may converge to a suboptimal solution. This problem is more severe when data are noisy, when the model is complex, and/or if the initial guess is far away from the true optimum. In that case, the nonlinear regression step can become time consuming for the test engineer. The need to supply a reasonable initial guess is another hurdle to automation. In order to render the regression step independent of its initial starting point, a GA regression can first be carried out. The solution obtained from the GA regression can then be seeded as the initial guess of the Levenberg-Marquardt algorithm. A range rather than an initial guess needs to be specified in this case. It should be noted that increasing the range would result in a larger search space which would require more computational resources.
Two demonstrative example cases are summarized in Table  4 . Both cases have nine parameters and considerable noise in their pressure data. The noise disguises the dual porosity characteristics on the derivative curve.
For both of the cases, initially a Levenberg-Marquardt least squares regression was carried out starting from a distant initial guess (Figures 7.a and 8 .a) which resulted in a premature convergence and invalid reservoir parameters (Figures 7.b and  8.b) . The boundaries and dual porosity properties were misinterpreted in both cases. An initial regression step with the GA (Figures 7.c and 8 .c) and a postregression with LevenbergMarquardt algorithm with the GA solution as the initial guess resulted in a perfect match and the correct reservoir parameters (Figures 7.d and 8.d) .
Discussion
The approach presented in this study automates the well test analysis process other than an initial selection step of the candidate reservoir models. The price to pay for this is longer computational time. Conventional approaches such as the LevenbergMarquardt least squares method required many fewer function evaluations, generally several hundreds, given the correct model and a reasonable initial guess. The GA approach reduces the possibility of wrong model selection and provides a better chance, given correct GA parameters, of finding the global optimum, however requires more function evaluations, in the order of several thousands. With faster CPU performance such number of evaluations are becoming feasible. When there is uncertainty in the choice of the model and/or premature convergence becomes a problem with conventional methods, the GA approach will be useful.
When a model is obviously not a candidate, it should not be used in the regression. Elimination of clearly inappropriate models will reduce the size of the search space, which would reduce computational time significantly. Monitoring the subpopulation sizes and stopping the run when one model dominates the total population could also reduce computational time.
When used as a preprocessor for conventional nonlinear regression, application of GA to a number of real field and synthetic cases proved to be computationally feasible. The initial regression step with the GA consumed comparable computational time to that consumed by the Levenberg-Marquardt method.
Conclusions
With some additional computational time compared to conventional analysis techniques, the proposed method of simultaneous regression with GAs was able to automate the entire well test analysis process, eliminating the possible erroneous selection of the reservoir model. Three example data sets with known reservoir models have been shown. It was seen that the correct model dominated the population in each of the three runs.
GAs can also be used as a preprocessor for conventional gradient-based methods. When automated interpretation is to be performed, the need to make an initial guess can be avoided and replaced by a set of bounds assigned to the parameters. This application was investigated and the results were compared to the conventional approach of least squares regression. It was observed that the approach of making an initial GA regression and seeding the GA solution as the initial guess for the Levenberg-Marquardt algorithm proved to be robust. 10000 dp and dp' [psi] vs dt [hr] b. Least squares result 0.01 0.1 1 10 100 1000 10000 10 100 1000 10000 dp and dp' [psi] vs dt [hr] c. GA result 0.01 0.1 1 10 100 1000 10 100 1000 10000 dp and dp' [psi] vs dt [hr] d. Least squares refinement 0.01 0.1 1 10 100 1000 10000 10 100 1000 10000 dp and dp' [psi] vs dt [hr] 
