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The biasing in the large-scale structure of the universe is a crucial problem in cosmological applications. The
peaks model of biasing predicts a linear velocity bias of halos, which is not present in a simple model of local
bias. We investigate the origin of the velocity bias in the peaks model from the viewpoint of the integrated
perturbation theory, which is a nonlinear perturbation theory in the presence of general Lagrangian bias. The
presence of the velocity bias in the peaks model is a consequence of the “flat constraint”, ∇δ = 0, i.e., all the first
spatial derivatives should vanish at the locations of peaks. We show that the velocity bias in the peaks model
is systematically derived in the framework of the integrated perturbation theory, and then develop a formal
theory to perturbatively trace the nonlinear evolution of biased objects with the flat constraint. A formula for
the nonlinear velocity dispersion of peaks with the one-loop approximation is also derived.
I. INTRODUCTION
The large-scale structure (LSS) of the universe is one of
the main sources of cosmological information. The statistical
properties of LSS constrain the physics of the early universe
as well as the nature of dark matter, dark energy, etc. The
large-scale structure is mainly probed by observable objects
such as galaxies, quasars, and other astronomical objects. The
spatial distribution of objects is not the same as that of dark
matter; the observable objects are biased tracers of matter dis-
tributions. The precise relation between the objects and the
dark matter is complicated because of, e.g., nonlinear, non-
gravitational physics, etc. On large scales where linear theory
is applicable, it is a common practice to simply apply a linear
bias. However, the linear bias is too simplistic to extract max-
imum information from the LSS which experiences nonlinear
effects of gravitational evolution.
Modeling the nonlinear biasing is a theoretically nontriv-
ial problem in general. One of the natural formulation of the
bias modeling is provided by the peak approach [1]. In this
approach, the density peaks of initial density field are iden-
tified as formation sites of astronomical objects. The peaks
model predicts a linear velocity bias of halos [2–5]. Unlike
the prediction of the coupled-fluids approximation for the co-
evolution of dark matter and halos [6–8], the velocity bias in
the peaks remains constant in time. This property is explained
by the modification of the halo momentum conservation equa-
tion in the presence of peak constraints [9].
The time evolution of the statistical properties of peaks with
the velocity bias has been investigated mainly by applying the
Zel’dovich approximation [10]. The Zel’dovich approxima-
tion corresponds to the first-order approximation in terms of
the Lagrangian perturbation theory [11–13]. A Lagrangian
perturbation theory in the presence of general bias is given by
the integrated perturbation theory (iPT) [14, 15]. In this for-
malism, any form of the bias model in Lagrangian space can
be taken into account [16], including the halo bias [17, 18],
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peaks model [1, 19], and excursion set peaks [20, 21]. There-
fore, the dynamical evolution of peaks can be described by
iPT including higher-order effects of perturbations beyond the
Zel’dovich approximation.
In this paper, we apply the iPT to investigate the proper-
ties of peak evolution, focusing on the origin of velocity bias
in peaks model. We see how the velocity bias appears in the
formalism of iPT with peak bias, and derived expressions of
two- and three-point propagators which are ingredients to pre-
dict the one-loop approximation of the power spectrum. In the
limit of the Zel’dovich approximation, previously known re-
sults of the velocity bias of peaks are reproduced. We give an
analytic expression of the velocity dispersion of peaks in the
one-loop approximation. Then we consider the velocity bias
from more formal point of view, and show that the velocity
bias originates from the “flat constraint” in the peaks model.
The flat constraint is the condition that the first spatial deriva-
tives of the field should vanish at the location of peaks. That
is, any bias model with the flat constraint, such as the peaks
model and excursion set peaks etc., should predict the velocity
bias. We consider a resummation theory of the flat constraint
and derive resummed propagators of density and velocity.
In this way, the origin and properties of velocity bias in the
peaks model are theoretically investigated in this work. Our
paper is organized as follows. In Sec. II, the presence of lin-
ear velocity bias is derived in the framework of iPT. The two-
and three-point propagators of density and velocity, which are
ingredients of predicting the power spectrum, are derived. In
Sec. III, the one-loop expression of velocity dispersion is de-
rived. The resulting expression is given by combinations of 1-
dimensional Fast Fourier Transforms (FFT). In Sec. IV, a for-
mal aspect of the higher-order perturbation theory in the pres-
ence of velocity bias is investigated. Conclusions are summa-
rized in Sec. V. Detailed derivations of necessary functions
are given in Appendix A.
II. VELOCITY BIAS IN THE PEAKS
In this section, we show how the velocity bias is derived in
the iPT of lower-order perturbations.
2A. Velocity of peaks and iPT
In the bias models such as the peaks model, the biased ob-
jects are discretely distributed in space. In this case, the ve-
locity field of biased objects is not a continuous field. There
is not any value of velocity at every locations where discrete
objects does not reside; the velocities of the discrete objects
are defined only at the locations of objects. Therefore, a natu-
ral quantity to describe the velocity of discrete objects are the
number-weighted velocity field, or the momentum,
jX (x) = [1 + δX(x)]u(x), (1)
where δX(x) is the number density contrast of objects X at a
location x, and u(x) is the peculiar velocity at the same loca-
tion. Throughout this paper, time-dependencies are omitted
in the arguments of various variables, although they actually
depends on time.
For the Lagrangian-space counterpart, we have
jLX(q) = [1 + δ
L
X(q)]u
L(q), (2)
where the Lagrangian velocity field uL is defined by uL(q) ≡
u(x), where x = q +Ψ(q) and Ψ(q) is the displacement field.
The Eulerian and Lagrangian momenta are related by
jX(x) =
∫
d3q jLX(q) δ
3
D[x − q −Ψ(q)]. (3)
The above relation is derived by noting a relation [1 +
δx(x)]d
3x = [1 + δL
X
(q)]d3q. The Lagrangian velocity uL in
Eq. (2) is given by
uL(q) = aΨ˙(q), (4)
where a is the scale factor, and the dot denotes a derivative
with respect time, Ψ˙ = ∂Ψ/∂t. The momentum jX(x) is non-
zero only at the locations of discrete objects, so Eq. (4) is eval-
uated only at locations of discrete objects as well (at locations
of peaks, in the case of peaks model). Thus the velocity of dis-
crete objects is statistically biased with respect to the velocity
of mass, even when one assumes that velocities of matter and
objects are the same at locations of discrete objects.
Using Eqs. (2)–(4), statistics of momentum field (and cross
correlations to the density field as well) can be calculated in
the way of iPT [14]. The full formulation of extending the
iPT including the momentum field is developed in Sec. IV.
In the rest of this section, we focus on its implication to the
Lagrangian velocity bias.
B. Velocity bias in Lagrangian space
The Fourier transform of Eq. (2) is given by
jLX (k) = u
L(k) +
∫
k1+k2=k
δLX(k1) u
L(k2), (5)
where we use a notation∫
k1+···+k2=k
· · · ≡
∫
d3k1
(2pi)3
· · ·
d3kn
(2pi)3
δ3D(k1 + · · ·+ kn − k) · · · .
(6)
Taking a cross correlation with linear density field δL(k), we
have
〈
δL(k) j
L
X(k
′)
〉
=
〈
δL(k)u
L(k′)
〉
+
∫
k1+k2=k′
〈
δL(k)δ
L
X(k1) u
L(k2)
〉
. (7)
Although the second term on the RHS corresponds to a higher-
order correction in a usual sense of perturbation theory, what
we see below is that this term gives a contribution which lin-
early bias the velocities of halos in the peaks model.
Eq. (7) is to be evaluated by means of iPT. For the purpose
that the results can be compared with those in the literature,
we consider a model that the displacement field is smoothed
by a filtering scale R, in accordance with most of the litera-
ture in which smoothed underlying density and velocity fields
are considered. In this case, the perturbative expansion of the
displacement field is given by
Ψ(k) =
∞∑
n=1
i
n!
∫
k1+···+kn=k
L¯n(k1, . . . , kn) δL(k1) · · · δL(kn),
(8)
where L¯n is the smoothed, symmetrized kernel of nth-order
Lagrangian perturbation theory (LPT).
There are at least two schemes of smoothing the LPT ker-
nels. The first one is to smooth the linear density contrast δL in
Lagrangian space, and the second one is to smooth the nonlin-
ear displacement field Ψ . Accordingly, the relation between
the LPT kernel Ln and the smoothed kernel L¯n is given by
either
L¯n(k1, . . . , kn) = W(k1R) · · ·W(knR)Ln(k1, . . . , kn), (9)
or
L¯n(k1, . . . , kn) = W(|k1 + · · · + kn|R)Ln(k1, . . . , kn). (10)
The first-order kernel does not have any difference between
the smoothing schemes above, and is given by
L¯1(k) = W(kR)L1(k). (11)
In the following, we assume this relation for the first-order
kernel, and we leave the expression L¯n for higher-order ker-
nels. The LPT kernels up to third order are given by [22–24]
L(1)(k) =
k
k2
, (12)
L(2)(k1, k2) =
3
7
k12
k12
2
1 −
(
k1 · k2
k1k2
)2 , (13)
L(3)(k1, k2, k3) =
1
3
[
L(3a)(k1, k2, k3) + perm.
]
; (14)
3where
L(3a)(k1, k2, k3)
=
k123
k123
2

5
7
1 −
(
k1 · k2
k1k2
)2
1 −
(
k12 · k3
k12k3
)2
−
1
3
1 − 3
(
k1 · k2
k1k2
)2
+ 2
(k1 · k2)(k2 · k3)(k3 · k1)
k1
2k2
2k3
2


+
3
7
k123 × (k1 × k23)
k123
2k1
2k23
2
(k1 · k23)
[
1 −
(
k2 · k3
k2k3
)]
. (15)
Perturbative expansions of other variables are given by
δLX(k) =
∞∑
n=1
1
n!
∫
k1+···+kn=k
b
L(n)
X
(k1, . . . , kn) δL(k1) · · · δL(kn),
(16)
uL(k) =
∞∑
n=1
iaH f
(n − 1)!
×
∫
k1+···+kn=k
L¯n(k1, . . . , kn) δL(k1) · · · δL(kn), (17)
where H f = D˙/D, and D is the linear growth factor. We have
used the approximate time-dependence of the kernel function,
Ln ∝ D
n [24], and an identity d(Dn)/dt = nH f Dn. Substi-
tuting the expansion of Eqs. (16) and (17) into Eq. (7), and
assuming Gaussian initial conditions, we have〈
δL(k1) j
L
X(k)
〉
=
〈
δL(k1)u
L(1)(k)
〉
+
〈
δL(k1)u
L(3)(k)
〉
+ · · ·
+
∫
k′+k′′=k
[〈
δL(k1)δ
L(2)
X
(k′) uL(1)(k′′)
〉
+
〈
δL(k1)δ
L(1)
X
(k′) uL(2)(k′′)
〉
+ · · ·
]
= iaH f (2pi)3δ3D(k1 + k)PL(k1)
×
[
L¯1(k) +
3
2
∫
d3p
(2pi)3
L¯3(k, p,−p)PL(p) + · · ·
+
∫
d3p
(2pi)3
c
(2)
X
(k, p)L¯1(−p)PL(p)
+ 2
∫
d3p
(2pi)3
c
(1)
X
(p)L¯2(k, p)PL(p) + · · ·
]
, (18)
where the higher-order self-loops of the bias functions are
renormalized according to the iPT. The functions c
(n)
X
are the
renormalized bias functions given by [14]
c
(n)
X
(k1, . . . , kn)
≡
∞∑
m=0
1
m!
∫
d3p1
(2pi)3
· · ·
d3pm
(2pi)3
b
L(n+m)
X
(k1, . . . , kn, p1, . . . , pm)
× 〈δL(p1) · · · δL(pm)〉
=
∞∑
m=0
1
2mm!
∫
d3p1
(2pi)3
· · ·
d3pm
(2pi)3
× b
L(n+2m)
X
(k1, . . . , kn, p1,−p1, . . . , pm,−pm)
× PL(p1) · · ·PL(pm). (19)
The first line is derived from the general definition [Eq. (64)
below], and the second line is derived with Gaussian initial
conditions. For example,
c
(1)
X
(k) = b
L(1)
X
(k) +
1
2
∫
d3p
(2pi)3
b
L(3)
X
(k, p,−p)PL(p)
+
1
8
∫
d3p
(2pi)3
d3p′
(2pi)3
b
L(5)
X
(k, p,−p, p′,−p′)
× PL(p)PL(p
′) + · · · , (20)
c
(2)
X
(k1, k2) = b
L(2)
X
(k1, k2)
+
1
2
∫
d3p
(2pi)3
b
L(4)
X
(k1, k2, p,−p)PL(p) + · · · , (21)
and so forth. We have used the fact that the self-contractions
vanish 〈uL(n)〉 = 〈δ
L(n)
X
〉 = 0 for every orders. The renormalized
bias functions of the peaks model up to the second order are
given by [16, 19, 25]
c
(1)
X
(k) =
(
b10 + b01k
2
)
W(kR), (22)
c
(2)
X
(k1, k2) =
{
b20 + b11
(
k1
2
+ k2
2
)
+ b02k1
2k2
2
−2χ1(k1 · k2) + ω10
[
3(k1 · k2)
2 − k1
2k2
2
]}
× W(k1R)W(k2R), (23)
where coefficients bi j, χ1 and ω10 are scale-independent
constants which depend on the threshold of the peaks (see
Refs. [16, 19] for their definitions).
The second and fourth terms in the square bracket of
Eq. (18) are usual mode-coupling terms. In the third term,
however, we have L¯1(p) = W(pR)p/p
2, and integration over
the angle of p only leaves the term with χ1 of Eq. (23), result-
ing in
∫
d3p
(2pi)3
c
(2)
X
(k, p)L¯1(−p)PL(p)
= 2χ1W(kR)
∫
d3p
(2pi)3
(k · p)p
p2
PL(p)W
2(pR)
=
2
3
χ1kW(kR)
∫
p2dp
2pi2
PL(p)W
2(pR)
=
2
3
χ1σ0
2kW(kR) = −Rv
2kW(kR)
= −Rv
2k2 L¯1(k), (24)
where we have used (4pi)−1
∫
dΩp pi p j/p
2
= δi j/3 and χ1 =
−3/(2σ1
2), Rv
2
= σ0
2/σ1
2, and spectral parametersσn(R) are
defined by
σn
2
≡
∫
k2dk
2pi2
k2nPL(k)W
2(kR). (25)
The above Eq. (24) has the same functional form as the linear
term. Thus, Eq. (18) reduces to
〈
δL(k1) j
L
X(k)
〉
= iaH f (2pi)3δ3D(k1 + k)PL(k)
×
[(
1 − Rv
2k2
)
L¯1(k) +m.c.
]
, (26)
4where “+m.c.” represents mode-coupling terms. The corre-
lator for the matter momentum field 〈δL j
L
m〉 is just given by
putting Rv
2
= 0 and W(kR) = 1 in the above expression. Thus
we have
〈
δL(k1) j
L
X(k)
〉
=
(
1 − R2vk
2
)
W(kR)
〈
δL(k1) j
L
m(k)
〉
+m.c.
(27)
In this way, the χ1 term in c
(2)
X
of the peaks model introduces
a linear velocity bias. The scale-dependent velocity bias fac-
tor, (1 − Rv
2k2)W(kR), is consistent to the finding of Ref. [2].
Eq. (27) corresponds to Eqs. (2) and (9) of Ref. [5]. In the
following, we use a notation,
bv(k) ≡
(
1 − Rv
2k2
)
W(kR) (28)
which represent the lowest-order effect of velocity bias in La-
grangian space.
C. Relation to the one-loop density power spectra of iPT
The same type of seemingly linear term is also contained in
a one-loop correction of iPT power spectrum. In the iPT, the
normalized two-point propagator is given by [15]
Γˆ
(1)
X
(k) = c
(1)
X
(k) + k · L¯1(k)
+
∫
d3p
(2pi)3
PL(p)
{
c
(2)
X
(k, p) k · L¯1(−p)
+
[
c
(1)
X
(p) + k · L¯1(p)
]
k · L¯2(k,−p)
+
1
2
k · L¯3(k, p,−p)
}
, (29)
where the displacement field is filtered by a smoothing scale
R in accordance with the model of the previous subsection,
and we drop a term which vanishes for an isotropic function
c
(1)
X
(p). The second and third terms in the integrand are mode-
coupling terms. The first term has essentially the same form
as the third term of Eq. (18), which is the very source of
the velocity bias. After the integration, this term is equal to
−Rv
2k2k · L¯1(k). Hence, the first term in the curly bracket of
Eq. (29) gives a term without mode-coupling, and we have
Γˆ
(1)
X
(k) =
(
1 − Rv
2k2
)
k · L¯1(k) + c
(1)
X
(k) +m.c. (30)
In real space without the redshift-space distortions, we have
L1(k) = k/k
2. Consequently, the Eulerian linear bias factor is
effectively given by
b(k) = bv(k) + c
(1)
X
(k) =
[
1 + b10 +
(
b01 − Rv
2
)
k2
]
W(kR).
(31)
Therefore, the χ1 term again modifies the linear bias, not only
for the velocity field, but also for the density field.
In Eq. (31), the magnitude of scale-dependent part ∝ k2
of linear bias factor is reduced compared with the predic-
tion of linear theory. This effect can be interpreted from the
presence of velocity bias, because the velocities of halos are
slower than those of dark matter on average, and halos are less
clustered than in the case without velocity bias. More quan-
titatively, one can see this as follows: consider the simplest
case when the halos are not linearly biased, b10 = b01 = 0,
and formations and destructions of halos can be neglected
at the lowest order. In this ideal case, the number density
of halos are approximately conserved at the lowest order,
δ˙X + a
−1ik · jX ∼ 0. Because of the velocity bias, we have
k · jX ∼ (1 − Rv
2k2)W(kR)k · jm. Combining these relations
with the mass conservation equation δ˙m + a
−1ik · jm = 0, we
have a relation, δ˙X ∼ (1 − Rv
2k2)W(kR)δ˙m, which indicates
b(k) ∼ (1 − Rv
2k2)W(kR), and this is consistent to Eq. (31)
within our assumption b10 = b01 = 0. In this way, the ampli-
tude of the scale-dependent part of linear bias factor is reduced
due to the velocity bias. All such effects are already included
in the iPT with the peak constraint.
D. Propagators in Lagrangian space
The correlator of Eq. (18) is related to the two-point propa-
gators [26]. We define the two-point propagator of momentum
field in Lagrangian space, Γ
vL(1)
X
(k), by
〈
δ jL
X
(k)
δδL(k1)
〉
= i (2pi)3δ3D(k − k1)Γ
vL(1)
X
(k1), (32)
where δ/δδL(k) is the functional derivative with respect to the
linear density field δL(k) in Fourier space, and the appearance
of the Dirac’s delta function is a consequence of translation
invariance of space. The imaginary unit i is put in the defi-
nition, so as to make the propagator real vector. In Gaussian
initial conditions, we have a relation,
〈
δL(k1) j
L
X(k)
〉
c
= PL(k1)
〈
δ jL
X
(k)
δδL(−k1)
〉
= −i (2pi)3δ3D(k + k1)PL(k1)Γ
vL(1)
X
(k1), (33)
where 〈· · · 〉c represents the cumulants of the second order, and
we have Γ
vL(1)
X
(−k) = −Γ
vL(1)
X
(k) from the parity symmetry.
Including the mode-coupling terms of Eq. (18) and (26), the
two-point correlators of momentum field in Lagrangian space
is given by
Γ
vL(1)
X
(k) = aH f
{(
1 − Rv
2k2
)
L¯1(k)
+
1
2
∫
d3p
(2pi)3
PL(p)
[
4c
(1)
X
(p)L¯2(k, p) + 3L¯3(k, p,−p)
]}
.
(34)
Similarly, we consider the three-point propagator in La-
grangian space, Γ
vL(2)
X
(k1, k2), which is defined by
〈
δ2 jL
X
(k)
δδL(k1)δδL(k2)
〉
= i (2pi)3δ3D(k − k1 − k2)Γ
vL(2)
X
(k1, k2).
(35)
5In Gaussian initial conditions, we have a relation,
〈
δL(k1)δL(k2) j
L
X(k)
〉
c
= PL(k1)PL(k2)
〈
δ2 jL
X
(k)
δδL(−k1)δδL(−k2)
〉
= −i (2pi)3δ3D(k + k1 + k2)PL(k1)PL(k2)Γ
vL(2)
X
(k1, k2).
(36)
Thus, it is sufficient to evaluate the LHS of the above equation
to obtain an expression of the three-point propagator.
From Eq. (5), we have
〈
δL(k1)δL(k2) j
L
X(k)
〉
c
=
〈
δL(k1)δL(k2)u
L(k)
〉
c
+
∫
k′+k′′=k
〈
δL(k1)δL(k2)
[
δLX(k
′) uL(k′′)
]〉
c
. (37)
The cumulants in the above equation are all third order, where
the square bracket in the cumulant of the last term is con-
sidered as a single variable. Substituting the expansion of
Eqs. (16) and (17) into Eq. (37), we have
〈
δL(k1)δL(k2) j
L
X(k)
〉
c
=
〈
δL(k1)δL(k2)u
L(2)(k)
〉
c
+ · · ·
+
∫
k′+k′′=k
{〈
δL(k1)δL(k2)
[
δ
L(1)
X
(k′) uL(1)(k′′)
]〉
c
+
〈
δL(k1)δL(k2)
[
δ
L(3)
X
(k′) uL(1)(k′′)
]〉
c
+ · · ·
}
= −iaH f (2pi)3δ3D(k + k1 + k2)PL(k1)PL(k2)
×
[
2L¯2(k1, k2) + c
(1)
X
(k1)L¯1(k2) + c
(1)
X
(k2)L¯1(k1)
+
∫
d3p
(2pi)3
c
(3)
X
(k1, k2, p)L¯1(−p)PL(p) + · · ·
]
, (38)
where the higher-order self-loops of the bias functions are
renormalized according to the iPT.
The fourth term in the square bracket is similar to the inte-
gral of Eq. (24). The third-order renormalized bias functions
of the peaks model is given in Ref. [19]. The terms of odd
parity with respect to the third argument in their expression
are given by1
c
(3)
X
(k1, k2, p) ⊃ −2W(k1R)W(k2R)W(pR)
×
[
c10100 (k1 + k2) · p+ c01100
(
k2
2k1 + k1
2k2
)
· p
]
. (39)
The coefficients can be calculated by their definition, and
the results are given by c10100 = −3b10/2σ1
2, c01100 =
−3b01/2σ1
2. Other terms with even parity does not contribute
to the integral. Performing the similar calculation of Eq. (24),
1 In the c00001 term of Eq. (91) of Ref. [19], the term (k1 · k2)k
2
3
should be
replaced by (k1 · k2)
2k2
3
, i.e., this term has even parity.
we have∫
d3p
(2pi)3
c
(3)
X
(k1, k2, p)L¯1(−p)PL(p)
= −Rv
2
(
b10 + b01k1
2
)
k2W(k1R)W(k2R) + (k1 ↔ k2)
= −c
(1)
X
(k1)Rv
2k2
2 L¯1(k2) + (k1 ↔ k2). (40)
Consequently, the three-point propagator of Eq. (35) is given
by
Γ
vL(2)
X
(k1, k2) = aH f
[
c
(1)
X
(k1)
(
1 − Rv
2k2
2
)
L¯1(k2)
+(k1 ↔ k2) + 2L¯2(k1, k2)
]
, (41)
up to the lowest-order approximation.
E. The displacement field
For the purpose of comparison, we consider the statistics of
displacement field. In the calculations above, the momentum
field can be replaced by a displacement field, aΨ˙ → Ψ , and
we can follow almost the same steps. The number-weighted
displacement field ψL
X
in Lagrangian space is defined by
ψLX(q) = [1 + δ
L
X(q)]Ψ(q), (42)
and the perturbative expansions of the displacement field in
Lagrangian space is given by Eq. (8). Comparing these equa-
tions with Eqs. (2), (4) and (17), we see that replacing the
Lagrangian kernels L¯n → L¯n/naH f in the expression of the
above results for jL
X
can give the results for ψL
X
. Following the
calculations to derive Eqs. (34) and (41), the two- and three-
point propagators of displacement field are derived as
Γ
dL(1)
X
(k) =
(
1 − Rv
2k2
)
L¯1(k)
+
1
2
∫
d3p
(2pi)3
PL(p)
[
2c
(1)
X
(p)L¯2(k, p) + L¯3(k, p,−p)
]
,
(43)
Γ
dL(2)
X
(k1, k2) = c
(1)
X
(k1)
(
1 − Rv
2k2
2
)
L¯1(k2)
+ (k1 ↔ k2) + L¯2(k1, k2). (44)
III. THE VELOCITY DISPERSION OF PEAKS
A. Nonlinear corrections to the velocity dispersion of peaks
As an example of applications of the velocity bias derived
from the framework of iPT in the previous subsection, we con-
sider the velocity dispersion of peaks in this section. The ve-
locity dispersion of biased objects is defined by
σ2nv ≡
1
Nobj
Nobj∑
a=1
|u(xa)|
2
=
1
Nobj
Nobj∑
a=1
∣∣∣uL(qa)∣∣∣2 , (45)
where u(xa) is the Eulerian velocity at Eulerian coordinates
xa of an object labeled by a, and Nobj is the total number of
6biased objects in a sample. In the last expression, uL(qa) is the
Lagrangian velocity at Lagrangian coordinates qa. The last
equality holds because the Lagrangian velocity field is defined
by uL(q) ≡ u(x), where x = q + Ψ(q). Therefore, there are
not any difference between velocity dispersions of objects in
Eulerian space and in Lagrangian space.
The velocity dispersion of objects is not identical to
the dispersion of velocity field 〈|u(x)|2〉. Instead, it is
given by a number-weighted dispersion of velocity field,
〈nX(x)|u(x)|
2〉/n¯X . The velocity dispersion of Eq. (45) is given
by an expression,
σ2nv =
〈[
1 + δLX(q)
] ∣∣∣uL(q)∣∣∣2〉 . (46)
This expression can be evaluated by applying the perturbative
expansions of Eqs. (16) and (17), and following the similar
calculations to derive the correlators of Eqs. (18) and (41).
Just as in that case, only terms of odd parity in the higher-order
bias functions c
(2)
X
and c
(3)
X
survive and they are represented by
Rv
2 and c
(1)
X
because of Eqs. (24) and (40). Alternatively, the
Eq. (46) is equivalent to an expression σ2nv = 〈u
L · jL
X
〉, and
one can evaluate this expression by applying the perturbative
expansion of Eq. (17) and using the results of the correlators,
Eqs. (34) and (41). In either way, the result is given by
σ2nv
a2H2 f 2
= σ2dpk +
∫
d3k
(2pi)3
d3p
(2pi)3
PL(k)PL(p)
×
{
2
∣∣∣L¯2(k, p)∣∣∣2 + W(kR)
k2
(
1 −
1
2
Rv
2k2
)
×
[
4c
(1)
X
(p) k · L¯2(k, p) + 3k · L¯3(k, p,−p)
]}
, (47)
where
σ2dpk ≡
∫
dk
2pi2
PL(k)W
2(kR)
(
1 − Rv
2k2
)
= σ−1
2
− Rv
2σ0
2
= σ−1
2
−
σ0
4
σ12
. (48)
This parameterσ2
dpk
is the “peak displacement dispersion” de-
fined in Ref. [5].
B. Reducing the dimensions of integral
The six-dimensional integrals in Eq. (47) can be evaluated
by a combination of 1-dimensional integrals as shown below.
Recently it is pointed out that the multi-dimensional integra-
tions appeared in the perturbation theory of nonlinear power
spectrum can be evaluated by combining only 1-dimensional
(1D) integrations of Hankel transforms with FFT [27–30].
The essence of the method is the realization that angular in-
tegrations in the multi-dimensional integrations can be ana-
lytically performed, and all the remaining integrations can be
represented by a set of 1D Hankel transforms. Essentially the
same method can be applied here.
The particular forms of LPT kernels in Eq. (47) are given
by
∣∣∣L¯2(k, p)∣∣∣2 = 9
49
1
|k + p|2
1 −
(
k · p
kp
)2
2
W2(kR)W2(pR),
(49)
k · L¯2(k, p) =
3
7
k · (k + p)
|k + p|2
1 −
(
k · p
kp
)2W(kR)W(pR),
(50)
k · L¯3(k, p,−p) =
5
21
(
k2
|k + p|2
+
k2
|k − p|2
)
×
1 −
(
k · p
kp
)2
2
W(kR)W2(pR), (51)
where we assume the smoothing scheme of linear den-
sity field, Eq. (9). When the smoothing scheme of dis-
placement, Eq. (10), is adopted, the products of smooth-
ing kernels in Eqs. (49)–(51) are respectively replaced by
W2(kR)W2(pR)→ W2(|k+p|R), W(kR)W(pR)→ W(|k+p|R),
and W(kR)W2(pR)→ W(kR).
The angular integration of the variable p can be evaluated
by a following formula for an arbitrary function F(k) and Leg-
endre polynomials Pl(x):
∫
dΩp
4pi
F (|k − p|)Pl
(
k · p
kp
)
= 4pi
∫ ∞
0
r2dr jl(kr) jl(pr)
∫ ∞
0
k′2dk′
2pi2
j0(k
′r)F(k′), (52)
which can be shown, e.g., by applying a 3D Fourier transform
of F(k), the plane wave expansion of eik·r, the addition for-
mula of Legendre polynomials, Pl(x), and the orthogonality
relation of spherical harmonics, Ym
l
(Ω). The last integral is a
Hankel transform of F(k). For example, for F(k) = 1/k2, we
have
∫ ∞
0
k2dk
2pi2
j0(kr)
1
k2
=
1
4pir
. (53)
Eqs. (52) and (53) are sufficient to evaluate the angular inte-
grations of Eqs. (49)–(51), by changing the integration vari-
able as p → −p when necessary. The angular variable
µ = k · p/kp in those equations are represented by Legen-
dre polynomials as (1 − µ2)2 = (8/15)P0(µ) − (16/21)P2(µ) +
(8/35)P4(µ), 1 − µ
2
= (2/3)P0(µ) − (2/3)P2(µ) and µ − µ
3
=
(2/5)P1(µ) − (2/5)P3(µ).
Using the above formula, angular integrations of Eqs. (49)–
(51) are evaluated as
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dΩp
4pi
∣∣∣L¯2(k, p)∣∣∣2 = 9
49
W2(kR)W2(pR)
∫ ∞
0
r dr
[
8
15
j0(kr) j0(pr) −
16
21
j2(kr) j2(pr) +
8
35
j4(kr) j4(pr)
]
, (54)
∫
dΩp
4pi
k · L¯2(k, p) =
3
7
W(kR)W(pR)
∫
r dr
{
2
3
k2
[
j0(kr) j0(pr) − j2(kr) j2(pr)
]
+
2
5
kp
[
j3(kr) j3(pr) − j1(kr) j1(pr)
]}
, (55)
∫
dΩp
4pi
k · L¯3(k, p,−p) =
10
21
W(kR)W2(pR) k2
∫ ∞
0
r dr
[
8
15
j0(kr) j0(pr) −
16
21
j2(kr) j2(pr) +
8
35
j4(kr) j4(pr)
]
, (56)
where the first smoothing scheme, Eq. (9) is adopted. Substituting the above results into Eq. (47), we have
σ2nv
a2H2 f 2
= σ2dpk +
18
49
∫ ∞
0
r dr
{
8
15
[
ξ¯
(0)
0
(r)
]2
−
16
21
[
ξ¯
(0)
2
(r)
]2
+
8
35
[
ξ¯
(0)
4
(r)
]2}
+
12
7
∫ ∞
0
r dr
{
2
3
[
A¯
(0)
0
(r)B¯
(0)
0
(r) − A¯
(0)
2
(r)B¯
(0)
2
(r)
]
+
2
5
[
A¯
(−1)
3
(r)B¯
(1)
3
(r) − A¯
(−1)
1
(r)B¯
(1)
1
(r)
]}
+
30
21
∫ ∞
0
r dr
{
8
15
A¯
(0)
0
(r)ξ¯
(0)
0
(r) −
16
21
A¯
(0)
2
(r)ξ¯
(0)
2
(r) +
8
35
A¯
(0)
4
(r)ξ¯
(0)
4
(r)
}
, (57)
where
ξ¯
(n)
l
(r) ≡
∫ ∞
0
k2dk
2pi2
kn jl(kr)W
2(kR)PL(k), (58)
A¯
(n)
l
(r) ≡
∫ ∞
0
k2dk
2pi2
kn
(
1 −
1
2
Rv
2k2
)
jl(kr)W
2(kR)PL(k)
= ξ¯
(n)
l
(r) −
1
2
Rv
2ξ¯
(n+2)
l
(r), (59)
B¯
(n)
l
(r) ≡
∫ ∞
0
k2dk
2pi2
knc
(1)
X
(k) jl(kr)W(kR)PL(k)
= b10ξ¯
(n)
l
(r) + b01ξ¯
(n+2)
l
(r). (60)
The number-weighted dispersion of displacement field,
σ2
nd
≡ 〈(1 + δL
X
)|Ψ |2〉, is just obtained by replacements L¯n →
L¯n/naH f in the expression of the number-weighted disper-
sion of velocity field. Corresponding to Eq. (48), we have
σ2nd = σ
2
dpk +
∫
d3k
(2pi)3
d3p
(2pi)3
PL(k)PL(p)
×
{
1
2
∣∣∣L¯2(k, p)∣∣∣2 + W(kR)
k2
(
1 −
1
2
Rv
2k2
)
×
[
2c
(1)
X
(p) k · L¯2(k, p) + k · L¯3(k, p,−p)
]}
. (61)
Correspondingly, Eq. (57) can be easily modified to give the
formula for σ2
nd
by replacing the coefficients in front of three
integrals as 18/49→ 9/98, 12/7→ 6/7 and 30/21→ 10/21.
IV. GENERAL FORMULATION OF VELOCITY BIAS
WITH THE FLAT CONSTRAINT
A. A class of bias models with the flat constraint
The appearance of the linear velocity bias from a second
term in Eq. (5) is mainly due to the χ1 term in the second-
order renormalized bias function of Eq. (23), which is an odd
function of the wavevector p. The same is also the case for the
linear bias factor of density field in Eq. (31). Thus it is crucial
that the χ1 term is present in the renormalized bias function to
have the effects of velocity bias.
The χ1 factor arises from the flat constraint of peaks, η = 0,
where η = ∇δR/σ1 [16, 19, 25]. Therefore, the flat constraint
is an essential ingredient for the appearance of velocity bias.
This is simply interpreted as follows: at a point with the flat
constraint, density gradients are zero, and the magnitude of
velocity at the same point is expected to be smaller than the
average value. Thereby the velocity is statistically biased in
the presence of the flat constraint.
The peak constraint contains the flat constraint, and the ve-
locity bias appears from the χ1 term in the lowest-order ap-
proximation in the last section. Any other model with the
flat constraint, such as the excursion set peaks (ESP) [20, 21],
etc., is naturally expected to have the velocity bias of the same
kind. In the following, we consider a general situation in the
presence of the flat constraint, in order to investigate the origin
and properties of the velocity bias.
For the sake of generality, we assume a general constraint
in the Lagrangian number density of objects which contains
the flat constraint,
nX(x) =
(
2pi
3
)3/2
F(ν, ζ, . . .) δ3D(η). (62)
In the above notation, ν is a scalar, η is a 3-dimensional vector,
and ζ is a 3 × 3 tensor, which components are defined by
ν(x) =
δR(x)
σ0
, ηi(x) =
∂iδR(x)
σ1
, ζi j(x) =
∂i∂ jδR(x)
σ2
.
(63)
The function F is an arbitrary function of the above variables
at a location x where the number density of biased objects
nX(x) is defined. From the rotational symmetry, the variable η
8is uncorrelated with variables ν and ζ: 〈νηi〉 = 〈ηiζ jk〉 = 0. We
assume the function F can depend on other variables which
are assumed to be uncorrelated with η. For example, the vari-
able η is correlated with the third-order derivatives ∂i∂ j∂kδR,
which is assumed to be absent in the function F. The ESP
model has an additional variable ∂δR/∂R, and this variable is
really uncorrelated with η because of the rotational symmetry.
Thus the ESP model is an example with the general constraint
of Eq. (62).
In the general formalism below, different smoothing kernels
can be adopted for every variables, ν, η, ζ, . . .. For example,
both the top-hat kernel and the Gaussian kernel are adopted
in a certain version of the ESP model. Essential assumption
below is that η is the only variable which has odd parity. Other
variables are inevitably uncorrelated to η at a single point by
parity symmetry.
B. Implications of the flat constraint and the renormalized
bias functions
The observable quantities, such as the power spectrum, de-
pends on the the series of renormalized bias functions. The
renormalized bias function c
(n)
X
is defined by [31]
〈
δnδL
X
(k)
δδL(k1) · · · δδL(kn)
〉
= (2pi)3−3nδ3D(k− k1···n)c
(n)
X
(k1, . . . , kn),
(64)
where δL
X
(k) is the Fourier transform of the density contrast of
the biased objects in Lagrangian space. The density contrast
in Lagrangian space is given by nX(x)/n¯X−1, where n¯X = 〈nX〉
is the mean number density of biased objects.
In a class of models in which the number density nX(x) is
given by a function of finite number of variables, yα(x), which
are linearly related to the linear density field δL, the renormal-
ized bias function in Eq. (64) is given by [14]
c
(n)
X
(k1, . . . , kn) =
1
n¯X
∑
α1,...,αn
〈
∂nnX
∂yα1 · · · ∂yαn
〉
× Uα1 (k1) · · ·Uαn (kn), (65)
whereUα(k) are the Fourier coefficients of the variables yα(x),
yα(x) =
∫
d3k
(2pi)3
eik·xUα(k)δL(k). (66)
Defining a operator
Dˆ(k) =
∑
α
Uα(k)
∂
∂yα
, (67)
Eq. (65) can be represented by
c
(n)
X
(k1, . . . , kn) =
1
n¯X
〈
Dˆ(k1) · · · Dˆ(kn)nX
〉
. (68)
In Eqs. (65) and (68), the average 〈· · · 〉 is taken over the
random variables y = (yα). We assume Gaussian initial con-
ditions throughout this paper, and the distribution function is
given by [1, 19, 25, 32–34]
P(y) = N0 exp
[
−
ν2 + J1
2 − 2γνJ1
2(1 − γ2)
−
3
2
η2 −
5
2
J2
]
. (69)
In the above equation, we introduce notations
η2 ≡ η · η, J1 ≡ −ζii, J2 ≡
3
2
ζ˜i jζ˜ ji (70)
where repeated indices are summed over, and
ζ˜i j ≡ ζi j +
1
3
δi jJ1 (71)
is the traceless part of ζi j. The factor N0 is a normalization
constant to ensure that the total probability is equal to one, but
its actual value is not used for our applications in this paper.
Although the RHS of Eq. (69) is represented by rotationally
invariant variables ν, J1 and J2, the probability distribution
function P(y) is still for the linear variables y, and not for the
invariant variables.
In our class of models, Eq. (62), the variables yα are given
by
(yα) =
(
ν, ηi, ζi j, . . .
)
, (72)
and
[Uα(k)] =
(
W(kR)
σ0
,
ikiW(kR)
σ1
,−
kik jW(kR)
σ2
, . . .
)
, (73)
where i ≤ j. When different smoothing functions are applied
to each variables, the window function W(kR) in the above
equation is replaced by corresponding functions. Since we
assume the variable η is uncorrelated to other variables, the
only components which have odd parity, Uα(−k) = −Uα(k),
are the term ikiW(kR)/σ1 in Eq. (73). All the other terms are
assumed to have even parity, Uα(−k) = +Uα(k).
It is an essential assumption in the bias models analyzed in
this paper that the variable η is the only quantity which has
odd parity in the set of variables (yα). This is the case for
the peaks model, and is the reason why only the term with
χ1 in c
(2)
X
survives and causes the velocity bias as observed
in Sec. II. It is essential that the term with χ1 in c
(2)
X
(k, p) of
Eq. (23) is the only term which is a odd function of p. All the
other terms are even functions of p, so that they vanish in the
angular integral of c
(2)
X
(k, p)L1(−p). In order to give a general
formalism in this section, we pursue similar mechanisms in
higher-order terms.
For that purpose, we decompose the operator Dˆ(k) of
Eq. (67) as
Dˆ(k) = Dˆ0(k) + Dˆ1(k) , (74)
where
Dˆ0(k) =
W(kR)
σ0
∂
∂ν
−
W(kR)
σ2
∑
i≤ j
kik j
∂
∂ζi j
+ · · · (75)
9corresponds to an operator of even parity, Dˆ0(−k) = +Dˆ0(k),
and
Dˆ1(k) =
iW(kR)
σ1
∑
i
ki
∂
∂ηi
(76)
corresponds to an operator of odd parity, Dˆ1(−k) = −Dˆ1(k).
We consider the following sum of integrals,
T
(n)
X
(k; k1, . . . , kn)
≡
∞∑
m=0
1
m!
∫
d3p1
(2pi)3
· · ·
d3pm
(2pi)3
c
(n+m)
X
(k1, . . . , kn, p1, . . . , pm)
×
[
k · L¯1(−p1)
]
· · ·
[
k · L¯1(−pm)
]
PL(p1) · · · PL(pm). (77)
This form of integral appears in the applications of iPT, and
a corresponding section of the iPT diagram is given in the
left diagram of Fig. 1. For the diagrammatic rules of iPT, see
Refs. [14, 15]. The corresponding iPT diagram is denoted by
a double square as shown in Fig. 1. This iPT diagram has
another resummation factor Π(k)ki1 · · · kim in addition to the
function T
(n)
X
, where Π(k) is the resummation factor of dis-
placement field [14]. The exact diagrammatic rule for this
vertex of double square is also shown in Fig. 1.
Because L1(p) = p/p
2 is an odd function of p, components
of even parity in c
(n+m)
X
with respect to p1, . . . , pm vanish. Sub-
stituting the expression of Eq. (68) into Eq. (77), Dˆ(pi)’s are
replaced by Dˆ1(pi)’s. Using an identity,∫
d3p
(2pi)3
L¯1(−p)PL(p)Dˆ(p)
= −
∫
d3p
(2pi)3
p
p2
W(pR)PL(p)Dˆ1(p) = −
i
3
σ0
2
σ1
∂
∂η
, (78)
we have
T
(n)
X
(k; k1, . . . , kn)
=
1
n¯X
∞∑
m=0
1
m!
(
−
i
3
σ0
2
σ1
)m 〈
Dˆ(k1) · · · Dˆ(kn)
(
k ·
∂
∂η
)m
nX
〉
=
1
n¯X
〈
Dˆ(k1) · · · Dˆ(kn) exp
(
−
i
3
σ0
2
σ1
k ·
∂
∂η
)
nX
〉
. (79)
This expression reduces to a more useful form. In Ap-
pendix A, it is shown that the function T
(n)
X
(k; . . .) gener-
ally has a factor exp(k2σ0
4/6σ1
2), and explicit forms for
n = 0, 1, 2 are derived. We define the normalized function
Tˆ
(n)
X
by
T
(n)
X
(k; k1, . . . , kn) = exp
(
k2
6
σ0
4
σ12
)
Tˆ
(n)
X
(k; k1, . . . , kn), (80)
and the results for n = 0, 1, 2 are given by Eqs. (A8), (A11),
(A14). Substituting W(k1R)k1 = k1
2 L¯1(k1), W(k2R)k2 =
k2
2 L¯1(k2) in these equations, they can be represented by
Tˆ
(0)
X
(k) = 1, (81)
Tˆ
(1)
X
(k; k1) = c
(1)
X
(k1) − Rv
2k1
2k · L¯1(k1), (82)
Tˆ
(2)
X
(k; k1, k2) = c
(2)
X
(k1, k2) − c
(1)
X
(k1)c
(1)
X
(k2)
+ Tˆ
(1)
X
(k; k1)Tˆ
(1)
X
(k; k2). (83)
The above results are derived in real space. In redshift
space, the LPT kernels are replaced by [36]
Ln → L
s
n = Ln + n f ( zˆ · Ln) zˆ, (84)
where zˆ is the unit vector along the line of sight, and f =
d ln D/d ln a is the linear growth rate. In particular, we have
k · L¯1(p)→ k · L¯
s
1(p) =
[
k + f kz zˆ
]
· L¯1(p), (85)
where kz = k · zˆ is the line-of-sight component of the vec-
tor k. Since the k-dependence and LPT kernels in Eq. (77)
are included only in the form of Eq. (85), the function T
(n)
X
in redshift space is given by Eq. (77), with the replacement
k → k + f kz zˆ, i.e., T
(n)
X
(k + f kz zˆ; k1, . . . , kn). On one hand,
this result is equivalent to just replacing the first-order kernel
L1 by L
s
1
in Eqs. (81)–(83). On the other hand, k2 is replaced
by k2+ f ( f +2)kz
2 in the exponential factor of Eq. (80). There-
fore, the function T
(n)
X
in redshift space is given by
T
s(n)
X
(k; k1, . . . , kn) = exp
{
k2
6
[
1 + f ( f + 2)µk
2
] σ04
σ12
}
× Tˆ
s(n)
X
(k; k1, . . . , kn), (86)
where µk ≡ kz/k, and the function Tˆ
s(n)
X
(k; k1, . . . , kn) is given
by Eqs. (81)–(83) with a replacement L¯1 → L¯
s
1
.
C. Propagators of density field with the flat constraint
In this section, we consider propagators Γ
(n)
X
(k1, . . . , kn) of
density field with the flat constraint in the formalism of iPT.
Using the propagators, the density power spectrum PX(k) of
biased object X is given by
PX(k) =
[
Γ
(1)
X
(k)
]2
PL(k)
+
1
2
∫
k1+k2=k
[
Γ
(2)
X
(k1, k2)
]2
PL(k1)PL(k2) + · · · , (87)
in the case of Gaussian initial condition. In more general cases
with primordial non-Gaussianity, other terms with the linear
bispectrum, trispectrum, etc., are added to the above expan-
sion [14, 31, 35]. The effects of primordial non-Gaussianity
also modifies the calculations of the renormalized bias func-
tions in Sec. IVB. In this paper, we only consider the case of
Gaussian initial conditions throughout.
In the course of evaluating the propagators, special types of
loop corrections, depicted by Fig. 1 with the flat constraint,
are taken into account. First we consider the two-point propa-
gator. Using a diagrammatic notation of Fig. 1 for the iPT ver-
tex, the two-point propagator, Γ
(1)
X
(k), is given by Fig. 2 up to
the one-loop approximation. It is straightforward to apply the
diagrammatic rules of iPT [14] and a new rule of Fig. 1 with
the flat constraint for a resummed vertex. The two-point prop-
agator is represented by Γ
(1)
X
(k) = Π(k)Γˆ
(1)
X
(k), where Π(k)
is the resummation factor of displacement field, and Γˆ
(1)
X
(k) is
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FIG. 1: A further resummation of iPT vertex in the presence of flat constraint.
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FIG. 2: Two-point propagator with the resummed vertex.
the normalized two-point propagator. The resummation factor
in real space, Π(k), is given by [14, 36]
Π(k) = exp
(
−
k2
6
σ−1
2
)
. (88)
up to the one-loop order.
Applying diagrammatic rules to the Fig. 2, the normal-
ized two-point propagator up to the one-loop approximation
is given by
Γˆ
(1)
X
(k) = T
(1)
X
(k; k) + T
(0)
X
(k) k · L¯1(k)
+
∫
d3p
(2pi)3
PL(p)
{[
T
(1)
X
(k; p) + T
(0)
X
(k) k · L¯1(p)
]
k · L¯2(k,−p)
+
1
2
T
(0)
X
(k) k · L¯3(k, p,−p)
}
. (89)
Because the function T
(n)
X
also has a common factor as in
Eq. (80), the propagators in general have a common factor
Gd(k) ≡ Π(k) exp
(
k2
6
σ0
4
σ12
)
= exp
(
−
k2
6
σ2dpk
)
, (90)
where σ2
dpk
is the peak displacement dispersion defined by
Eq. (48). Substituting Eqs. (81)–(83) into Eq. (89), we obtain
Γ
(1)
X
(k)
Gd(k)
= c
(1)
X
(k) +
(
1 − Rv
2k2
)
k · L¯1(k)
+
∫
d3p
(2pi)3
PL(p)
×
{[
c
(1)
X
(p) +
(
1 − Rv
2p2
)
k · L¯1(p)
]
k · L¯2(k,−p)
+
1
2
k · L¯3(k, p,−p)
}
. (91)
Comparing the above equation with Eq. (29), the resumma-
tion of the flat constraint in the bias replaces the first-order
kernel L¯1(k) by (1 − Rv
2k2)L¯1(k), removes the second-order
bias function c
(2)
X
in the integrand of the one-loop term, and
converts σ2
−1
into σ2
dpk
in the exponential prefactor.
Neglecting mode-coupling terms in Eq. (91), the effective
bias factor in Eulerian space is given by
Γ
(1)
X
(k)
∣∣∣
tree
= Gd(k)
[
c
(1)
X
(k) +
(
1 − Rv
2k2
)
W(kR)
]
= Gd(k)
[
bv(k) + c
(1)
X
(k)
]
≡ beffX (k). (92)
The two-point propagator Γ
(1)
X
(k) is effectively a bias factor
beff
X
(k) in real space. This result agrees with a previous result,
Eq. (10) of Ref. [5] in the peaks model.
When the factor exp(k2σ0
4/6σ1
2) is dropped, this result is
consistent with that of previous section, Eq. (29). The rea-
son of not appearing this factor in the previous section is that
this contribution comes from two- and higher-loop corrections
in terms of the original diagram of iPT. As one can explic-
itly show, the diagram of Fig. 1 with even numbers m = 2l
gives a factor (k2σ0
4/6σ1
2)l/l!. The diagram with odd num-
bers m = 2l + 1 only contributes when n ≥ 1, and gives a
factor Rv
2(k2σ0
4/6σ1
2)l/l!. After the summation over l, the
factor exp(k2σ0
4/6σ1
2) or Rv
2 exp(k2σ0
4/6σ1
2) emerges. If
we take only the cases m = 0 and 1 into account, the expo-
nential factor does not appear. Since m is the number of loops
in the diagram of Fig. 1, the exponential factor comes from
two-, or higher-loop corrections. In this way, loop corrections
with the flat constraint contains contributions without mode
couplings, which look like a linear term.
The above results are explicitly derived for real space. As
noted in the previous subsection, extending the results to red-
shift space is straightforward. In redshift space, the resumma-
tion factor Π(k) is given by [14, 36]
Π s(k) = exp
{
−
k2
6
[
1 + f ( f + 2)µk
2
]
σ−1
2
}
, (93)
11
while the exponential factor in T
(n)
X
is given by Eq. (86). Ac-
cordingly, the factorGd(k) of Eq. (90) in real space is replaced
by
Gsd(k) ≡ exp
{
−
k2
6
[
1 + f ( f + 2)µk
2
]
σ2dpk
}
, (94)
in redshift space. The two-point propagator in redshift space
Γ
s(n)
X
is given by the form of Eq. (91) with replacements L¯n →
L¯sn and Gd(k)→ G
s
d
(k).
In redshift space, the corresponding factor of Eq. (92) is
given by
Γ
s(1)
X
(k)
∣∣∣
tree
= Gsd(k)
[
bv(k)
(
1 + fµk
2
)
+ c
(1)
X
(k)
]
. (95)
In the large-scale limit, k → 0, this expression reduces to
the Kaiser’s factor, b + fµk
2
= b(1 + fµk
2/b), for the lin-
ear redshift-space distortion [37]. It is a common practice to
define the redshift-space distortion parameter β = f /b in the
Kaiser’s limit. In Eq. (95), this parameter is effectively scale-
dependent. The corresponding parameter is given by
βeff(k) ≡ Gd(k)bv(k)
f
beff
X
(k)
, (96)
and Eq. (95) is represented by
Γ
s(1)
X
(k)
∣∣∣
tree
= exp
[
−
k2
6
f ( f + 2)σ2dpkµk
2
]
× beffX (k)
[
1 + βeff(k)µk
2
]
. (97)
The exponential prefactor corresponds to the damping factor
along the line of sight, which represents the Fingers-of-God
effect of biased objects within the Zel’dovich approximation.
Next we consider the three-point propagator, Γ
(2)
X
(k1, k2) =
Π(k12)Γˆ
(2)
X
(k1, k2), where k12 = k1 + k2. The diagram for
this propagator is given in Fig. 3. In calculating the power
spectrum, the three-point propagator is always accompanied
by loop diagrams. Thus, we do not need to consider loop
diagrams for the three-point propagator for the purpose of
evaluating the power spectrum in the one-loop approximation.
Applying diagrammatic rules to Fig. 3, the normalized three-
point propagator is given by
Γˆ
(2)
X
(k1, k2) = T
(2)
X
(k; k1, k2) + T
(1)
X
(k; k1) k · L¯1(k2)
+ T
(1)
X
(k; k2) k · L¯1(k1) + T
(0)
X
(k)
[
k · L¯1(k1)
] [
k · L¯1(k2)
]
+ T
(0)
X
(k) k · L¯2(k1, k2), (98)
where k = k1 + k2. Substituting Eqs. (81)–(83), we have
Γ
(2)
X
(k1, k2)
Gd(k)
= c
(2)
X
(k1, k2)
+
[
c
(1)
X
(k1)
(
1 − Rv
2k2
2
)
k · L¯1(k2) + (k1 ↔ k2)
]
+
(
1 − Rv
2k1
2
) (
1 − Rv
2k2
2
) [
k · L¯1(k1)
] [
k · L¯1(k2)
]
+ k · L¯2(k1, k2). (99)
Comparing the above equation with Eq. (16) of Ref. [15],
the resummation of the flat constraint in the bias replaces
the first-order kernel L¯1(k) by (1 − Rv
2k2)L¯1(k), and converts
σ2
−1
into σ2
dpk
in the exponential prefactor. The redshift-space
counterpart is again obtained by replacements, L¯n → L¯
s
n and
Gd(k) → G
s
d
(k), in the above expression.
Substituting Eqs. (91) and (99) into Eq. (87), the expres-
sion for the power spectrum PX(k) is obtained. In the case of
Zel’dovich approximation, L¯2 = L¯3 = · · · = 0, the resulting
expression is consistent with a previous result of Ref. [38] in
the peaks model.
D. Propagators of momentum field with the flat constraint
Extending the method of previous subsection, we consider
the propagators of the velocity field in this section. For this
purpose, we need to have the diagrammatic rules of iPT for
the velocity momentum, jX . One can straightforwardly follow
the derivation of Ref. [14] for the diagrammatic rules of iPT.
The Fourier transform of the momentum field jX(x), Eq. (3),
is given by
j˜X(k) =
∞∑
m=0
(−i)m
m!
∞∑
n=0
1
n!
∫
k′
1···n
+k′′
1···m
+k′′′=k
b
L(n)
X
(k′1, . . . , k
′
n)
× δL(k
′
1) · · · δL(k
′
n)
[
k · Ψ˜(k′′1 )
]
· · ·
[
k · Ψ˜(k′′m)
]
a ˙˜Ψ(k′′′),
(100)
where the expansion of the number density field, Eq. (16)
is applied. The expansion of the displacement field Ψ˜(k) is
given by Eq. (8). From these expansions, the diagrammatic
rules for the momentum field are given by Fig. 4.
The rules in Fig. 4 are extensions of those for the number
density field δX(x) given in Fig. 7 of Ref. [14]. An important
difference of the momentum field from the density field is the
existence of the dotted line in the top and bottom graphs. The
external, double dotted line corresponds to the biased momen-
tum, jX . The internal, single dotted line corresponds to the
velocity field u = aΨ˙ . The internal, wavy line corresponds
to the displacement field Ψ . The solid line corresponds to the
linear density field δL. The only one dotted line should be
attached to the external vertex. Numbers of solid and wavy
lines attached to the external vertex are arbitrary, including
zero. The index j in the top graph corresponds to the spa-
tial index of the momentum field jX , and this index appears
only in the internal vertex of the bottom graph. Thus the cor-
responding factor in the rule for the external vertex does not
depend on the index j and the external vertex of the top graph
only transmits the index to the internal vertex of the bottom
graph. All these properties are the consequences of the ex-
pression of Eq. (100). For the velocity moment, we do not
consider the redshift-space distortions. In the bottom rule of
Fig. 4, we apply an approximation that LPT kernel is inde-
pendent of the time, i.e., perturbations of nth orderΨ (n) is ap-
proximately proportional to Dn. If this approximation is not
assumed, nH f L¯n should be replaced by nH f L¯n + ∂L¯n/∂t.
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FIG. 3: Three-point propagator with the resummed vertex.
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X (k1, . . . ,kn) ki1 · · · kim
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i1
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k1
k2
kn
⇔ inaHfL¯n,j(k1,k2, . . . ,kn)
j
k1
k2
kn
⇔ L¯n,i(k1,k2, . . . ,kn)
i
FIG. 4: Diagrammatic rules for the momentum field jX . The top
graph corresponds to an external vertex, and the middle and bottom
graphs correspond to internal vertices. The symbols ki and Ln,i are
i-component of k and Ln, respectively. The wavy lines and the single
dashed lines are internal, while the double dashed lines are exter-
nal. Every lines carry wavevectors, and the sum of wavevectors at
each vertex should vanish. Only one single dotted line and only one
double dotted line should be attached to the external vertex.
The vertex resummation for the velocity momentum can
be derived in the same way as that for the density field in
Ref. [14]. The diagrammatic rule for the resummed vertex
is given in Fig. 5. This rule is an extension of that for the den-
sity field given in Fig. 15 of Ref. [14]. An important difference
of the momentum field from density field is the existence of
the dotted line. Only one dotted line should be attached to the
resummed vertex. The grey ellipse with wavy lines represent
the summation of every kinds of diagramswhich is attached to
the external vertex by any number of wavy lines. This piece of
diagram can be either connected or disconnected. The same is
true for the grey ellipse with solid lines. Any diagram which
is attached to the external vertex by both solid and wavy lines
is not included in the resummation vertex (see Ref. [14] for
detail).
A further resummation of the vertex in the presence of flat
constraint is given in Fig. 6. This resummation is an extension
of Fig. 1 for the number density field. The rules are almost the
same as those for density field, except that they carry the spa-
tial index j for the momentum jX which should be transmitted
to the internal vertex of the bottom graph in Fig. 4. We also
define the double square vertex without dotted line by Fig. 7.
This diagram can be calculated by the rules of Fig. 6 and 4.
As a result, the factor U
(n)
X, j
in Fig. 7 is given by
U
(n)
X, j
(k; k1, . . . , kn) =
∫
d3p
(2pi)3
L¯1, j(−p)PL(p)
×
[
T
(n+1)
X
(k; k1, . . . kn, p) + T
(n)
X
(k; k1, . . . kn) k · L¯1(p)
]
.
(101)
The first term is proportional to the derivative ∂T
(n)
X
/∂k j, be-
cause we have
T
(n)
X, j
(k; k1, . . . , kn) ≡
∂
∂k j
T
(n)
X
(k; k1, . . . , kn)
=
∫
d3p
(2pi)3
L¯n, j(−p)PL(p)T
(n+1)
X
(k; k1, . . . kn, p), (102)
which is straightforwardly shown by substituting the expres-
sion of Eq. (77). The second term can be calculated by noting
∫
d3p
(2pi)3
L¯1,i(p)L¯1, j(−p)PL(p) = −
δi j
3
σ−1
2. (103)
As a result, Eq. (101) reduces to
U
(n)
X, j
(k; k1, . . . , kn) =
(
∂
∂k j
−
k j
3
σ−1
2
)
T
(n)
X
(k; k1, . . . kn).
(104)
The functions U
(n)
X, j
commonly have an exponential factor,
and we define normalized functions Uˆ
(n)
X, j
by
U
(n)
X, j
(k; k1, . . . , kn) = exp
(
k2
6
σ0
4
σ12
)
Uˆ
(n)
X, j
(k; k1, . . . , kn).
(105)
Substituting Eqs. (80) and (105) into Eq. (104), we have
Uˆ
(n)
X, j
(k; k1, . . . , kn) =
(
∂
∂k j
−
k j
3
σ2dpk
)
Tˆ
(n)
X
(k; k1, . . . , kn).
(106)
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FIG. 5: Resummed vertex for the velocity momentum.
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FIG. 6: A further resummation of momentum vertex in the presence of flat constraint.
For n = 0, 1, 2, Eqs. (81)–(83) and (106) give
Uˆ
(0)
X, j
(k) = −
k j
3
σ2dpk, (107)
Uˆ
(1)
X, j
(k; k1) = −
k j
3
σ2dpkTˆ
(1)
X
(k; k1) − Rv
2k1
2 L¯1, j(k1),
(108)
Uˆ
(2)
X, j
(k; k1, k2) = −
k j
3
σ2dpkTˆ
(2)
X
(k; k1, k2)
− Rv
2k1
2L¯1, j(k1)Tˆ
(1)
X
(k; k2)
− Rv
2k2
2L¯1, j(k2)Tˆ
(1)
X
(k; k1). (109)
Using a somewhat lengthy preparation above, propagators
of momentum field with the flat constraint are straightfor-
wardly obtained by almost the same method as that in the
previous subsection. The (n + 1)-point propagator of the mo-
mentum field, Γ
v(n)
X
(k1, . . . , kn), is defined by
〈
δn j˜X(k)
δδL(k1) · · · δδL(kn)
〉
= i (2pi)3−3nδ3D(k − k1···n)Γ
v(n)
X
(k1, . . . , kn). (110)
The diagrams for the two-point propagator for the momen-
tum field are given in Fig. 8. Applying diagrammatic rules of
Figs. 6 and 7, and substituting Eqs. (81), (82), (107), (108),
we obtain a result,
Γ
v(1)
X
(k)
aH fGd(k)
=
(
1 − Rv
2k2
)
L¯1(k)
−
k
3
σ2dpk
[
c
(1)
X
(k) +
(
1 − Rv
2k2
)
k · L¯1(k)
]
+
∫
d3p
(2pi)3
PL(p)
{(
1 − Rv
2p2
) [
k · L¯2(k,−p)
]
L¯1(p)
+ 2
[
c
(1)
X
(p) +
(
1 − Rv
2p2
)
k · L¯1(p)
]
L¯2(k,−p)
+
3
2
L¯3(k, p,−p)
}
+ [higher-order terms], (111)
where “+ [higher-order terms]” indicates the terms which are
proportional to σ2
dpk
PL. These terms corresponds to two-loop
corrections in a usual sense, and we drop them in the follow-
ing. Neglecting mode-coupling terms of Eq. (111), the two-
point propagator reduces to
Γ
v(1)
X
(k)
∣∣∣
tree
= aH f Gd(k)
{
bv(k) −
1
3
k2σ2dpk
[
bv(k) + c
(1)
X
(k)
]} k
k2
= aH f
[
Gd(k)bv(k) −
1
3
k2σ2dpkb
eff
X (k)
]
k
k2
. (112)
This result agrees with a previous result, Eq. (11) of Ref. [5]
in the peaks model (σ2
d,pk
in their notation is equal to σ2
dpk
/3
in this paper).
The diagrams for the three-point propagator for the momen-
tum field are given in Fig. 9. Applying the diagrammatic rules
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FIG. 8: Two-point propagator for the velocity momentum in the one-loop approximation.
as before, the result is given by
Γ
v(2)
X
(k1, k2)
aH fGd(k)
=
[
c
(1)
X
(k1) +
(
1 − Rv
2k1
2
)
k · L¯1(k1)
] (
1 − Rv
2k2
2
)
L¯1(k2)
+ (k1 ↔ k2) + 2L¯2(k1, k2) + [higher-order terms], (113)
where k = k1 + k2, and “+ [higher-order terms]” indicates
the terms proportional to σ2
dpk
, which corresponds to one-loop
corrections in a usual sense, and we drop them in the follow-
ing.
We define the power spectrum of number-weighted velocity
field Pv
X,i j
(k) of biased object X by
〈
jX,i(k) jX, j(k)
〉
= (2pi)3δ3D(k + k
′)PvX,i j(k), (114)
where jX,i is the i-component of jX . Using the propagators
derived above, the number-weighted velocity power spectrum
of biased object X is given by
PvX,i j(k) = Γ
v(1)
X,i
(k)Γ
v(1)
X, j
(k)PL(k)
+
1
2
∫
k1+k2=k
Γ
v(2)
X,i
(k1, k2)Γ
v(2)
X, j
(k1, k2)PL(k1)PL(k2)
+ · · · , (115)
where Gaussian initial conditions are assumed.
E. Propagators of displacement field with the flat constraint
It is also interesting to find statistics of displacement field
Ψ for the biased objects. The number-weighted displacement
field of the biased objects X in Eulerian space can be defined
by
ψEX(x) = [1 + δX(x)]Ψ
E(x), (116)
where ΨE(x) is the displacement field in Eulerian space. The
latter is defined by the corresponding value of displacement
field in Lagrangian space, i.e., ΨE[x = q + Ψ(q)] = Ψ(q).
The number-weighted displacement field in Lagrangian space
is defined by
ψLX(q) = [1 + δ
L
X(q)]Ψ(q). (117)
The above displacement fields are related by
ψEX(x) =
∫
d3qψLX(q) δ
3
D[x − q −Ψ(q)]. (118)
The formalism in the previous subsection to calculate the
propagators of momentum field can be similarly applied to the
case of number-weighted displacement field. The only differ-
ence is the diagrammatic rule in the bottom graph of Fig. 4:
the corresponding factor should be replaced as inaH f Ln, j →
iLn, j. This replacement is explained by the fact that the Fourier
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FIG. 9: Three-point propagator for the momentum field in the lowest-order approximation.
transform of the number-weighted displacement field in Eu-
lerian space, ψ˜E
X
, is just given by replacing a ˙˜Ψ → Ψ˜ in
Eq. (100). Accordingly, the rules of Figs. 5 and 6 does not
change, and the factor aH f in the rule of Fig. 7 is just re-
moved.
The (n + 1)-point propagator of the number-weighted dis-
placement field, Γ
d(n)
X
(k1, . . . , kn), is defined by
〈
δnψ˜E
X
(k)
δδL(k1) · · · δδL(kn)
〉
= i (2pi)3−3nδ3D(k − k1···n)Γ
d(n)
X
(k1, . . . , kn). (119)
Following the same procedures in the previous subsection,
and applying the above changes, the two-point propagator is
given by
Γ
d(1)
X
(k)
Gd(k)
=
(
1 − Rv
2k2
)
L¯1(k)
−
k
3
σ2dpk
[
c
(1)
X
(k) +
(
1 − Rv
2k2
)
k · L¯1(k)
]
+
∫
d3p
(2pi)3
PL(p)
{(
1 − Rv
2p2
) [
k · L¯2(k,−p)
]
L¯1(p)
+
[
c
(1)
X
(p) +
(
1 − Rv
2p2
)
k · L¯1(p)
]
L¯2(k,−p)
+
1
2
L¯3(k, p,−p)
}
+ [higher-order terms]. (120)
The three-point propagator is given by
Γ
d(2)
X
(k1, k2)
Gd(k)
=
[
c
(1)
X
(k1) +
(
1 − Rv
2k1
2
)
k · L¯1(k1)
] (
1 − Rv
2k2
2
)
L¯1(k2)
+ (k1 ↔ k2) + L¯2(k1, k2) + [higher-order terms], (121)
where k = k1+k2. The number-weighted displacement power
spectrum is given by a similar expression of Eq. (115) with
replacements, Pv
X,i j
(k) → Pd
X,i j
(k), Γ
v(n)
X,i
(k) → Γ
dv(n)
X,i
(k).
V. CONCLUSION
In this paper, we investigate the effect of velocity bias in
the formalism of iPT. The iPT is a formalism which can eval-
uate dynamical evolution of biased objects, based on the La-
grangian perturbation theory. The peaks model predicts the
existence of the velocity bias. Even though the velocities of
peaks and matter are assumed to be the same at peak locations,
the velocities of peaks are statistically biased with respect to
those of matter. With the formalism of iPT, the dynamical
evolution of biased object and its velocity momentum can be
evaluated by higher-order Lagrangian perturbation theory be-
yond the Zel’dovich approximation.
In the first half of this paper, we see how the linear velocity
bias emerges in the framework of iPT. The effects of veloc-
ity bias are already present in the formalism of iPT for the
peaks model. Two- and three-point propagators for velocity
of peaks are calculated. As an example of their applications,
we derive a formula for the one-loop approximation of veloc-
ity dispersion of peaks, which is also biased with respect to
that of matter.
In the second half of this paper, a formal development of
iPT in the presence of velocity bias are presented. We show
that the emergence of velocity bias is a consequence of the
flat constraint in general. Assuming that the flat constraint is
the only element with odd parity, we generally derive the two-
and three-point propagators of density in the one-loop approx-
imation, with a resummation technique regarding the flat con-
straint. Diagrammtic rules for the propagators of momentum
is generally derived, and a resummation technique regarding
the flat constraint is also applied.
The formal development presented in this paper gives the
basis of future applications of the iPT formalism. The one-
loop power spectra from the two- and three-point propaga-
tors are given by Eqs. (87) and (115) and numerical evalua-
tions of them can be performed by a similar method given in
Ref. [15]. The purpose of this paper is to provide a theoretical
understanding of the velocity bias with the formalism of iPT.
Numerical evaluations of the power spectra, and comparisons
with numerical simulations, etc., will be addressed in future
work.
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Appendix A: Evaluation of the function T
(n)
X
In this Appendix, explicit expressions of T
(n)
X
(k; k1, . . . , kn), defined by Eq. (77), are evaluated. With our assumption on the
flat constraint, this function reduces to the form of Eq. (79), i.e.,
T
(n)
X
(k; k1, . . . , kn) =
1
n¯X
〈
Dˆ(k1) · · · Dˆ(kn) exp
(
−
i
3
σ0
2
σ1
k ·
∂
∂η
)
nX
〉
. (A1)
To evaluate the above equation, we introduce a vector, J = σ0
2k/3σ1. Using Eqs. (74) and (76), the operator which appears in
Eq. (A1) reduces to
Dˆ(k1) · · · Dˆ(kn) exp
(
−iJ ·
∂
∂η
)
=
n∏
a=1
[
Dˆ0(ka) −
W(kaR)
σ1
ka ·
∂
∂J
]
exp
(
−iJ ·
∂
∂η
)
. (A2)
Substituting Eqs. (62) and (A2) into (A1), we have
T
(n)
X
(k; k1, . . . , kn) =
(
2pi
3
)3/2
1
n¯X
〈 n∏
a=1
[
Dˆ0(ka) −
W(kaR)
σ1
ka ·
∂
∂J
]
F(ν, ζ, . . .) exp
(
−iJ ·
∂
∂η
)
δ3D(η)
〉
. (A3)
With our assumption, the variables η are independent of the other variables ν, ζ, . . ., and thus the average over η is independently
evaluated in the above equation. The probability distribution function of η is given by P(η) = (3/2pi)3/2e−3η
2/2. Expressing the
delta function by a Fourier integral, and applying the multi-dimensional formula of Gaussian integration, we derive
〈
exp
(
−iJ ·
∂
∂η
)
δ3D(η)
〉
=
(
3
2pi
)3/2
e3J
2/2. (A4)
Temporarily putting J = 0 in Eq. (A4), Eq. (62) indicates
n¯X = 〈F(ν, ζ, . . .)〉. (A5)
Thus we have
T
(n)
X
(k; k1, . . . , kn) =
1
〈F〉
〈 n∏
a=1
[
Dˆ0(ka) −
W(kaR)
σ1
ka ·
∂
∂J
]
F
〉
e3J
2/2. (A6)
From the above expression, the functions T
(n)
X
have a common factor, exp(3J2/2) = exp(k2σ0
4/6σ1
2) for every n. We thus define
normalized functions Tˆ
(n)
X
by
T
(n)
X
(k; k1, . . . , kn) = exp
(
k2
6
σ0
4
σ12
)
Tˆ
(n)
X
(k; k1, . . . , kn) (A7)
One can evaluate Eq. (A6) as follows. For n = 0, we have T
(0)
X
(k) = e3J
2/2, and therefore
Tˆ
(0)
X
(k) = 1. (A8)
For n = 1, we have
T
(1)
X
(k; k1) =

〈
Dˆ0(k1)F
〉
〈F〉
−
3
σ1
W(k1R)k1 · J
 e3J2/2. (A9)
When k = 0 and J = 0, we have T
(1)
X
(0; k1) = c
(1)
X
(k1) from the definition, Eq. (77), and the above equation in this case reduces
to
c
(1)
X
(k1) =
〈
Dˆ0(k1)F
〉
〈F〉
. (A10)
Substituting this equation into Eq. (A9), the normalized function is given by
Tˆ
(1)
X
(k; k1) = c
(1)
X
(k1) −
σ0
2
σ12
W(k1R)k · k1. (A11)
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For n = 2, we have
T
(2)
X
(k; k1, k2) =

〈
Dˆ0(k1)Dˆ0(k2)F
〉
〈F〉
−
3
σ1

〈
Dˆ0(k1)F
〉
〈F〉
W(k2R)k2 · J + (k1 ↔ k2)

+
3
σ12
W(k1R)W(k2R) [k1 · k2 + 3(k1 · J)(k2 · J)]
}
e3J
2/2. (A12)
When k = 0 and J = 0, we have T
(2)
X
(0; k1, k2) = c
(2)
X
(k1, k2) from the definition, Eq. (77), and the above equation in this case
reduces to
c
(2)
X
(k1, k2) =
〈
Dˆ0(k1)Dˆ0(k2)F
〉
〈F〉
+
3
σ12
W(k1R)W(k2R)k1 · k2. (A13)
Substituting the above equation and Eq. (A10) into Eq. (A12), the normalized function is given by
Tˆ
(2)
X
(k; k1, k2) = c
(2)
X
(k1, k2) −
σ0
2
σ12
[
c
(1)
X
(k1)W(k2R) k · k2 + (k1 ↔ k2)
]
+
σ0
4
σ14
W(k1R)W(k2R) (k · k1) (k · k2) . (A14)
The expressions of the function T
(n)
X
for n ≥ 3 can be derived by following the similar procedures above.
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