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RÉSUMÉ 
 
L’objectif de ce mémoire est de développer un modèle numérique précis et rapide qui 
permette de déterminer la distribution de courant et/ou des champs magnétiques dans les 
bobinages supraconducteurs, notamment pour aider à la conception de transformateurs 
supraconducteurs. Ce modèle doit donc être capable de déterminer la distribution de la densité de 
courant et les pertes en régime alternatif (par la suite appelées pertes AC) dans les rubans 
supraconducteurs constituant la bobine simulée. En effet, il n’existe pas encore de modèle 
numérique efficace et suffisamment rapide qui résolve les pertes AC de bobinages 
supraconducteurs comportant un grand nombre de tours, de l’ordre de 100 à 1000. Or depuis la 
découverte des matériaux supraconducteurs dits à haute température critique (ܪ ௖ܶ) en 1986, la 
recherche dans le domaine de la supraconductivité ne cesse d’évoluer, et leur utilisation dans les 
appareillages électrotechniques devient de plus en plus réalisable et même avantageux. En effet, 
non seulement les transformateurs supraconducteurs ont un rendement supérieur à celui des 
transformateurs conventionnels, mais ils occupent un espace physique beaucoup plus réduit par 
rapport aux transformateurs conventionnels (réduction de l’ordre de 30% en taille et en masse). 
Cependant, de nouveaux outils de conception doivent devenir disponibles afin de diminuer les 
coûts de fabrication des prototypes (en optimisant l’utilisation du supraconducteur) et ainsi 
assurer le développement des appareillages supraconducteurs. La résistivité fortement non-
linéaire des matériaux supraconducteurs et le grand nombre de tours présents dans un bobinage 
réel rend cette tâche difficile avec les outils de conception existants. En particulier, les logiciels 
d’éléments finis commerciaux ne sont pas du tout adaptés à cette tâche.  
Dans le contexte de ce mémoire, afin de trouver la distribution de courant et les pertes AC 
dans les rubans supraconducteurs d’une bobine, nous proposons une variation d’une méthode 
numérique développée par Fréderic Sirois et son équipe. Le développement du modèle est fait sur 
Matlab et l’équation de base du modèle, à partir de laquelle la résolution de la distribution du 
courant est effectuée, est l’équation des courants de Foucault sous forme intégrale en basses 
fréquences (i.e. le terme de courant de déplacement est négligé).  
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Tous les rubans supraconducteurs sont discrétisés en éléments dans lesquels la densité de courant 
est considérée uniforme. L’intégrale de Biot-Savart est utilisée afin d’établir une relation directe 
entre la densité de courant et le potentiel vecteur dans la formulation du problème.  
Aussi, pour pouvoir calculer les pertes AC d’une bobine à grand nombre de tours en un 
temps acceptable, nous introduisons dans ce mémoire une nouvelle méthode d’approximation 
nommée « méthode d’approximation des rubans éloignés » (MARE). L’idée derrière cette 
approximation est de réduire la taille du problème en utilisant une discrétisation différente pour 
chacun des rubans constituant le bobinage. La finesse de la discrétisation est plus ou moins 
importante, selon qu’il s’agit du ruban à l’étude (ruban pour lequel le calcul de la densité de 
courant est effectué), de ses voisins proches, ou encore des rubans suffisamment éloignés de 
celle-ci. Pour ce qui est des « rubans éloignés », ils sont regroupés en terme de rayons r 
identiques, c'est-à-dire tous les rubans ayant la même coordonnée radiale seront regroupés entre 
eux et considérés comme un seul et unique élément, ayant une densité de courant uniforme et 
connue. Cela est possible lorsque ces derniers sont suffisamment éloignés du ruban d’intérêt 
(ruban à l’étude), puisque dans ce cas ils contribuent au potentiel vecteur de ce dernier de façon 
similaire que l’on considère sa distribution de courant détaillée ou une version uniforme de celle-
ci. Cette approximation des rubans éloignés (MARE) permet de réduire considérablement le 
nombre d’inconnues pour la détermination de la densité de courant, et ainsi, le temps de calcul est 
considérablement réduit. Enfin, le projet se termine par une optimisation du code numérique 
développé afin de l’accélérer. Pour cela, une partie du code a été entièrement réécrite en C.  
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ABSTRACT 
The goal of this Master’s thesis is to develop an accurate and a fast numerical model to 
solve current distribution and/or magnetic fields in superconductor windings, and especially to 
improve the conception of superconducting transformers.  The model must be able to determine 
current distribution and alternative current losses (called AC losses) in the superconducting tapes 
of the simulated winding. Indeed, efficient and fast numerical models that compute AC losses of 
a superconducting winding with a large number of turns (10 to 1000 turns) do not exist yet. 
However, since the discovery of high temperature superconductors (HTS) in 1986, research in the 
superconductivity field never stopped evolving and the use of these materials in power devices 
becomes more and more realistic and even advantageous. Indeed, superconducting transformers 
have a greater efficiency than conventional transformers and are much more compact (about 30% 
smaller in terms of size and weight compared to conventional ones). Yet, new conception tools 
are required in order to reduce the cost of prototypes (by optimizing the use of superconductors) 
and thus, ensure the development of superconducting devices. The highly non-linear resistivity of 
superconductor materials and the large number of turns of real windings make the task 
challenging with the existing conception tools. In particular, commercial finite element software 
packages are not adapted to this task. 
In this Master’s thesis, in order to find the current distribution and the AC losses in 
superconducting tapes of a winding, we present a variation of a numerical method developed by 
my research supervisor Frederic Sirois and his team. The model was developped in Matlab 
environment and the main equation of the model, from which the solution of the current 
distribution is found consist of the integral form of the eddy current equation at low frequency 
(i.e. displacement current neglected). All the superconducting tapes are discretized in elements in 
which the current distribution is uniform. In the problem formulation, the Biot-Savart integral 
equation is used in order to establish a direct relationship between the current density and the 
vector potential.  
Moreover, in order to compute the AC losses of a winding with a large number of turns 
within an acceptable time, we introduce in this Master’s thesis a new approximation method 
called “far tape approximation”. The idea behind it is to reduce the size of the problem by using 
different discretization for each tape of the winding. The fineness of the discretization is different 
viii 
 
whether we consider the studied tape (i.e. the tape for which the current density is being 
computed) or if it’s one of its nearest neighbor, or a tape that is far enough from the studied one. 
These “far tapes” are regrouped in term of identical radius r, i.e. all the tapes that have the same 
radial coordinate are regrouped and considered as one single element with a uniform and known 
current density. This is possible as long as these tapes are far enough from the studied one, their 
contribution to the potential vector of the studied tape being about the same, whether we consider 
their detailed current distribution or an uniform version of it. This approximation reduces 
tremendously the number of unknowns for current density computation, and thus, the computing 
time is also much reduced. 
At last, the project ends by the optimization of the numerical code in order to make the 
code as fast as possible. In order to do this, a part of the code has been written entirely in C.  
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ܪ௖ଷ                  Troisième champ critique (matériaux de type II) (A/m) 
I  Courant (A) 
ܫ௖                    Courant critique (A) 
ܫ௦                    Courant de source (A) 
J  Densité de courant (A/m2) 
ܬ௖                    Densité de courant critique (A/m
2) 
݈  Largeur (m) 
ܯ஺  Matrice des coefficients  
n  Exposant du modèle E-J en loi de puissance (sans unité) 
P  Puissance (W) 
Q  Pertes (W) 
ܴ௜  Rayon intérieur de la bobine (m) 
S  Section d’un conducteur (m2) 
T  Température (K) 
௖ܶ  Température critique (K) 
V  Tension (V) 
߶                 Potentiel électrique (V/m) 
μ૙                 Perméabilité magnétique du vide (4ߨ ൈ 10ି଻ H/m) 
ߩ                 Résistivité électrique (Ω. mሻ 
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INTRODUCTION 
La supraconductivité est un phénomène remarquable, découvert en 1911 par Onnes, 
caractérisé par l’absence de résistante électrique et l’expulsion du champ magnétique dans les 
matériaux dits supraconducteurs en dessous d’une température dite critique (Tc). Cependant, les 
applications des supraconducteurs étaient jusqu'à récemment limitées par le coût élevé de 
l’hélium liquide requis pour refroidir les matériaux à leur température de fonctionnement.  
La découverte de la supraconductivité à haute température critique (ܪ ௖ܶ), en 1986, par 
Bednorz et Müller, a ouvert des perspectives inédites en termes d’applications industrielles. Plus 
facile et moins coûteux à mettre en œuvre que les supraconducteurs à basse Tc, les 
supraconducteurs ܪ ௖ܶ ont un champ d’application potentiellement considérable. 
D’importants travaux de recherche et développement consacrés à ce domaine ont permis 
de réaliser des applications concrètes. Toutes les propriétés de l’état supraconducteur étant 
exploitées, on aboutit à des applications diverses allant du stockage de l’énergie à la limitation 
des courants de court-circuit en passant par les moteurs électriques et les transformateurs de 
puissance.  
Le transformateur est l'un des appareils électriques les plus anciens qui contribue au 
transport et à la distribution de l'énergie dans les réseaux électriques à courant alternatif (souvent 
abrégé AC). Ils sont indispensables pour le transport de l'énergie électrique car ils permettent 
l'acheminement de l'électricité sous haute tension, et donc avec le minimum de pertes, depuis les 
centrales de production jusqu'aux utilisateurs. Le remplacement des bobinages en cuivre ou en 
aluminium par un matériau supraconducteur a plusieurs avantages : un meilleur rendement, la 
réduction du poids et de la taille et la possibilité d’intégrer une limitation du courant de court-
circuit. 
Pour pouvoir correctement dimensionner les appareillages, il est indispensable d’être en 
mesure d’estimer le plus précisément possible les pertes AC dans les assemblages de fils 
supraconducteurs qui entrent dans leur constitution. La simulation numérique est un outil de 
choix pour arriver à cette fin, car elle permet de minimiser les coûts de développement des 
prototypes ainsi que leur nombre. Les outils de calcul numérique s’avèrent aussi essentiels dans 
la conception et l'optimisation des dispositifs supraconducteurs. La mise en place des calculs 
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numériques pour les supraconducteurs, et entre autre pour les bobines supraconductrices, 
progresse d’année en année. Néanmoins, il n’existe pas encore de modèle numérique capable de 
réaliser les calculs nécessaires pour déterminer les pertes AC d’un bobinage à très grand nombre 
de tours (typiquement 100 à 1000), comme ceux que l’on rencontre typiquement dans un 
transformateur de puissance.  
Dans cette optique, le sujet de ce mémoire consiste à mettre en place un modèle intégral 
axisymétrique pour les calculs des pertes AC dans des bobinages supraconducteurs comportant 
un très grand nombre de tours.  
Le mémoire se divise ainsi. Tout d’abord, le chapitre 1 fait l’objet d’une revue de 
littérature qui résume brièvement la théorie de base sur la supraconductivité et les différentes 
approches de modélisation numérique s’appliquant aux supraconducteurs. Le chapitre 2, qui est 
le cœur du mémoire, présente la mise en place d’un code numérique original, efficace et rapide 
pour le calcul des pertes AC d’un bobinage de transformateur supraconducteur. Le 
développement du code numérique est fait sur Matlab, puis le langage C est utilisé pour optimiser 
le code afin de le rendre le plus rapide possible. Dans le chapitre 3, les résultats des simulations 
sont présentés, et l’approche numérique proposée est validée. La vérification se fait grâce à une 
comparaison des résultats avec le logiciel Comsol MultiPhysics. Une modélisation fiable des 
pertes AC d’une bobine à petit nombre de tours a pu être mise en place sur le logiciel Comsol, 
mais ce dernier rencontre vite ses limites. En effet, il ne peut s’étendre au-delà d’une vingtaine de 
tours, car très vite la mémoire de l’ordinateur est saturée. De plus, le temps de calcul est 
extrêmement grand et inacceptable en pratique si on envisage coupler la résolution numérique 
avec un optimisateur. La très fine épaisseur des rubans supraconducteurs, qui résulte en un grand 
nombre d’éléments dans le maillage, et conséquemment un grand nombre d’inconnues, est en 
bonne partie responsable de ces temps de calculs démesurés. Enfin, la dernière partie du chapitre 
3 présente l’optimisation du code, c'est-à-dire, la façon dont le code a été accéléré.   
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CHAPITRE 1 CONTEXTE ET REVUE DE LITTÉRATURE 
1.1 Concepts de base en supraconductivité  
1.1.1 Bref historique  
Le phénomène de la supraconductivité a été découvert en 1911 par le physicien hollandais 
Heike Kamerlingh Onnes. Celui-ci a montré que pour de très basses températures (de quelques 
Kelvins) les propriétés physiques de certains métaux changent drastiquement, en particulier la 
résistance électrique qui s’annule dans certains cas. Ainsi, dans ces conditions, un courant 
électrique continu peut circuler sans dissipation d'énergie. La transition de l'état conducteur 
normal vers l'état supraconducteur survient à une température appelée la température critique Tc. 
En 1933, W. Meissner et R. Ochsenfeld observent la propriété du supraconducteur 
d’exclure toute pénétration de flux magnétique à l’intérieur du matériau à l’état supraconducteur, 
grâce à la circulation de super-courants dans le supraconducteur. Cet effet de non-pénétration du 
champ magnétique est nommé effet Meissner (Figure 1.1).  
 
Figure 1.1 : Effet Meissner dans une sphère supraconductrice refroidie dans un champ 
magnétique uniforme. Au-dessus de la température critique, les lignes de champ traversent le 
matériau, en-dessous, les lignes de champ ne pénètrent pas le matériau 
 
Avec ces deux phénomènes cités ci-dessus, on peut dire qu’un matériau supraconducteur est à la 
fois un conducteur parfait et un diamagnétique parfait.  
En 1957, John Bardeen, Leon N. Cooper et John Schrieffer ont émis la première théorie 
microscopique (BCS) [1] qui explique la supraconductivité, ce qui leur a valu un prix Nobel de 
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physique en 1972. Cette théorie explique qu’à très basse température, les électrons s’apparient et 
forment des paires de Cooper. Cet état ordonné résulte de l'existence d'une attraction entre 
électrons par l'intermédiaire des vibrations du réseau atomique. En effet, un électron, lorsqu’il se 
déplace, modifie légèrement la position des ions positifs (les noyaux des atomes) situés sur son 
parcours. Ces distorsions, nommées phonons, créent de petites zones positives qui attirent l’autre 
électron de la paire et entrainent son déplacement. L'interaction entre les deux électrons peut 
avoir une assez grande portée. Aussi, les deux électrons couplés ne se comportent plus du tout de 
la même façon qu’un électron isolé. En effet, les électrons sont des fermions, c'est-à-dire des 
particules qui ne peuvent se trouver au même endroit dans le même état physique (principe 
d’exclusion de Pauli). Mais la théorique de la supraconductivité à très basse température repose 
sur le fait que les paires de Cooper, elles, forment des bosons qui, eux, peuvent se trouver en 
grand nombre dans le même état physique, en l'occurrence dans un état de plus basse énergie que 
les deux électrons considérés séparément. De plus, la cohérence entre les paires de Cooper est 
parfaite, de sorte que la circulation des paires n’engendre aucune perte d’énergie par dissipation, 
celles-ci permettent l’existence d’un courant électrique ne rencontrant aucune résistance.  
Les matériaux supraconducteurs dont le comportement est basé sur cette théorie ont des 
températures critiques qui ne peuvent être supérieures à une trentaine de Kelvin, au-delà de 
laquelle l’agitation thermique casse les paires des électrons. Cependant, en 1986, Johannes Goerg 
Bednorz et Karl Alexander Müller ont élaboré le premier supraconducteur céramique [2]. Le 
composé Barium, Lanthanum, Cuivre et Oxygène (BaLaCuO) était supraconducteur à la 
température Tc la plus élevée connue, soit 30K. Ceci connait un retentissement considérable et 
déclenche une course à la Tc la plus élevée (Figure 1.2). En 1987, Wu et ses élèves à l'université 
d'Alabama à Huntsville, et Chu et ses élèves à l'Université de Houston, ont découvert l'YBaCuO 
à une température de 92 K. Pour la première fois, un matériau (aujourd'hui mentionné comme 
YBCO) permettant la supraconductivité à des températures plus élevées que l'azote liquide (77K) 
venait d’être découvert. L’azote liquide est un liquide de refroidissement facilement disponible et 
bien moins coûteux que l’hélium liquide. Nous appelons ces matériaux des supraconducteurs à 
haute température critique  (ܪ ௖ܶ). Ces supraconducteurs ne fonctionnent pas exactement selon les 
mêmes mécanismes que les supraconducteurs classiques. À la différence des supraconducteurs à 
ܤ ௖ܶ (basse température critique), les mécanismes de supraconduction dans les ܪ ௖ܶ n’ont pas été 
complètement élucidés à ce jour, bien que plusieurs hypothèses aient été proposées.  
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Figure 1.2 : Évolution des températures critiques au cours du temps [3] 
 
1.1.2 Les grandeurs critiques des supraconducteurs  
La supraconductivité existe seulement dans un domaine limité par trois grandeurs 
maximales : température, champ et densité de courant critiques. A l’intérieur de ce domaine 
d’opération, le supraconducteur est dans l’état supraconducteur, non résistif et diamagnétique.  Si 
l’une des grandeurs dépasse sa valeur critique, le supraconducteur sera dans l’état normal c'est-à-
dire résistif et amagnétique.  
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Figure 1.3 : Surface critique de différents matériaux supraconducteurs [4] 
 
Température critique ( ௖ܶ) : 
La température critique est la température en-dessous de laquelle un matériau devient 
supraconducteur. Proche de ௖ܶ, la variation de la résistivité en fonction de la température est très 
brusque (Figure 1.4). Cette grandeur critique est intrinsèque au matériau.  
 
Figure 1.4 : Dépendance de la résistivité en fonction de la température d’un élément 
supraconducteur YBCO [5] 
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Champ magnétique critique  (ܪ௖) : 
 L’état supraconducteur peut disparaître sous un champ magnétique appliqué d’une certaine 
intensité ܪ௖ qui dépend de la température.  
Le tracé de l’induction en fonction du champ magnétique extérieur (Figure 1.5) donne deux 
comportements différents. Ils définissent deux types de supraconducteurs, le type I et le type II.  
 
Figure 1.5 : Induction magnétique dans des supraconducteurs idéaux de type I et II [5] 
 
Les supraconducteurs se divisent donc en deux catégories : type I et type II. Ceux de type I sont 
caractérisés par le fait que si le champ magnétique extérieur atteint la valeur critique ܪ௖, l’effet 
Meissner s’arrête brusquement. Le diamagnétisme est parfait pour un H inférieur à  ܪ௖, et la 
dépendance avec la température est parabolique (Figure 1.6a). 
La caractéristique H(T) des supraconducteurs de type II comporte plusieurs zones (Figure 1.6b):  
- Zone de l’effet Meissner, de diamagnétisme total, dans laquelle la résistivité électrique est 
nulle  
- Zone de l’état mixte : Dans un supraconducteur de type II, le diamagnétisme parfait 
n'existe qu'en-dessous d'un champ magnétique ܪ௖ଵ. Au-delà de ce premier champ critique, 
le champ magnétique pénètre le supraconducteur sous forme de vortex (Figure 1.7). Dans 
cette zone de l’état mixte, où la résistivité électrique ߩ du matériau varie spatialement 
entre zéro et la valeur à l’état normal.  
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- Zone de la supraconductivité de surface, dans laquelle seulement une fine partie en 
surface du matériau est supraconductrice 
- Zone correspondant à l’état normal 
 
Figure 1.6 : Dépendance du champ magnétique en fonction de la température (a: type I, b: type 
II) 
Tableau 1.1: Tableau des champs critiques ܪ௖ଵ et ܪ௖ଶ de quelques supraconducteurs de type II 
Composés ܶܿ ሺܭሻ μ଴ܪ௖ଵ ሺܶሻ μ଴ܪ௖ଶ ሺܶሻ 
Nb (fil) 9.3 0.0181 2 
Nb Ti 9.5  13 
Nb3 Sn 18.2 0.0035 23 
Pb Mo6 S8 15  60 
Rb3 C60 29.6 0.0013 32 
Y Ba Cu O 92 0.0032 115 
Hg Ba2 Ca2 Cu3 O8 131 0.0045 190 
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Pour les applications des supraconducteurs dans le domaine de l’électrotechnique, ce sont 
bien évidement les supraconducteurs du type II à haute température critique qui seront les 
candidats de choix. Ainsi, dans ce mémoire, seuls les supraconducteurs de type II sont traités.  
Densité de courant critique (ܬ௖ሻ:  
La densité de courant critique correspond à la valeur maximale au-delà de laquelle une résistivité 
apparait. En pratique, la densité de courant critique est définie à l'apparition d'un champ 
électrique moyen ܧ଴ de 1 µV/cm, lorsqu’on mesure la tension aux bornes du supraconducteur. 
Pour un matériau supraconducteur de type II dans l’état mixte, soumis à une induction transverse, 
si le supraconducteur était idéal, il présenterait une densité de courant critique nulle. Ceci résulte 
du fait que le courant de transport interagit avec les vortex (Figure 1.7) et la force de Lorentz qui 
est engendrée déplacent ces vortex, entrainant une dissipation dans le matériau. Pour faire face à 
ces inconvénients, il faut être capable de « bloquer » les déplacements des vortex. Leur ancrage 
est possible sur les imperfections (défauts) du matériau. Ainsi, pour les supraconducteurs de type 
II, la densité de courant critique est définie comme la densité de courant qui crée une force de 
Lorentz (ܬ௖. ܤሻ supérieure aux forces d’ancrages des vortex, ce qui les met en mouvement. 
 
Figure 1.7 : (a) réseau de vortex obtenu avec de fines particules ferromagnétiques, (b) courant de 
transport dans un supraconducteur à l'état mixte [4] 
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1.1.3 L’origine des pertes AC dans les matériaux supraconducteurs 
Dans un supraconducteur à ܪ ஼ܶ, le diamagnétisme parfait n'existe qu'en-dessous d'un 
champ magnétique ܪ௖ଵ (très faible). Pour des valeurs de champ entre ܪ௖ଵet ܪ௖ଶ, les matériaux 
présentent des zones à l’état normal, dans lesquelles l’induction magnétique est non nulle. À 
l’état mixte, le flux magnétique commence donc à pénétrer sous forme de tubes engendrés par 
des vortex de courant (courant non-dissipatif) (Figure 1.7). Dans chaque vortex on a une 
conductivité normale alors que la conductivité est  infinie  dans  le  reste  du  matériau.  Ces 
derniers se développent sur les impuretés, des imperfections du matériau, et sont donc piégés sur 
ces défauts du matériau. Cependant, dans un supraconducteur à l’état mixte, lorsqu’un courant de 
transport est perpendiculaire aux vortex, on assiste à des déplacements latéraux des vortex. Ces 
déplacements s’expliquent par le fait que les vortex sont soumis à la force de Lorentz ሺܨ௅ሬሬሬԦ ൌ
 ܬԦ ߉ ܤሬԦሻ supérieure aux forces d’ancrage (ou de « pinning » ܨ௣ ሬሬሬሬሬሬԦ), qui est la force de réaction 
exercée par les défauts sur un vortex. Puisque les vortex en mouvement résultent en une variation 
locale de l’induction magnétique ܤ, la loi de Maxwell-Faraday (׏ ൈ ܧሬԦ ൅ డ஻
ሬԦ
డ௧
ൌ 0) indique qu’il 
apparaîtra un champ électrique. Les déplacements de vortex entrainent donc la création d’un 
champ électrique colinéaire au courant de transport, et donc des pertes. Les pertes instantanées 
par unité de volume (ܹ/݉ଷሻ sont égales au produit du champ électrique par la densité de 
courant:  
 ݌ሺݎԦ, ݐሻ ൌ ܧሬԦ. ܬԦ      Équation  1.1 
Les pertes instantanées sur tout le volume (en ܹ) sont données par : 
 ݌ሺݐሻ ൌ න ܧሬԦ. ܬԦ ܸ݀
௏௢௟
 Équation  1.2 
Enfin, les pertes moyennes sur tout le volume (en ܬ/ݏ) sont obtenus par : 
 ܳ ൌ
1
ܶ
න න ܧሬԦ. ܬԦ ܸ݀݀ݐ,
௏௢௟
்
଴
 Équation  1.3 
avec ܶ, la période temporelle.  
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1.1.4 Caractéristique E-J 
Tant que la force d’ancrage reste supérieure à la force de Lorentz ܨ௣ ൐ ܨ௅, les vortex ne 
peuvent pas se mettre en mouvement. On parle dans ce cas d’un régime d’ancrage des lignes de 
flux, aussi appelé « flux pinning » (Figure 1.8).  
Lorsque ܨ௣ ൏ ܨ௅, les défauts du matériau ne sont plus capables de retenir les vortex, qui 
se mettent alors en mouvement. Ce régime est appelé le régime fluage ou « flux flow » (Figure 
1.8). Sous certaines hypothèses, on peut approximer la caractéristique E-J comme étant linéaire 
dans ce régime.  
On appelle état critique ou « critical state » le point d’équilibre pour lequel ܨ௉ ൌ ܨ௅. 
L’état critique est généré par une densité de courant égale à la densité de courant critique ܬ௖. En 
pratique, ܬ௖ ne prend pas une valeur bien définie, mais suit une distribution statistique [6] qui se 
traduit expérimentalement par un arrondissement de la courbe caractéristique E-J. L’agitation 
thermique est un autre facteur qui contribue à arrondir la caractéristique E-J, particulièrement 
dans le cas des supraconducteurs ܪ ௖ܶ. Par conséquent, même en-dessous de l’état critique, 
l’agitation thermique rend le mouvement des vortex probables. Ce phénomène porte le nom de 
reptation de flux ou « flux creep », et les vortex formés sont mis en mouvement avec une vitesse 
moyenne très faible. Ce mouvement, attribué à l’énergie d’activation thermique, entraîne une 
petite dissipation dans le matériau. C’est le régime dit « Thermally Activated Flux Flow » (TAFF) 
(Figure 1.8).  
 
Figure 1.8 : caractéristique E-J d’un matériau supraconducteur ܪ ௖ܶ. La ligne en pointillés 
représente la caractéristique E-J d’un matériau homogène à T=0 K [6] 
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1.1.5 Modélisation de la caractéristique E-J des supraconducteurs 
1.1.5.1 Le modèle de l’état critique et le modèle de Bean  
Le modèle de l’état critique stipule que, dans un matériau à l’état supraconducteur, la  
densité  de courant est soit nulle, soit égale à la densité de courant critique ܬ௖. Le  modèle  de  
Bean  (1962)  suppose,  en  plus,  que  la  densité  de  courant  critique  est indépendante de la 
valeur de l’induction magnétique B, et aucune agitation thermique n’est considérée.   
 
 
Figure 1.9 : Caractéristique E(J) basée sur le Modèle de Bean 
1.1.5.2 Le modèle en loi de puissance 
La caractéristique ܧሺܬሻ réelle d'un supraconducteur peut être représentée,  autour de ܬ௖, 
par une loi de puissance. 
 ܧሬԦሺܬሻሬሬሬԦ ൌ
ܧ଴
ܬ௖
൬
|ܬ|
ܬ௖
൰
௡ିଵ
ܬԦ  Équation  1.4 
Où ܧ଴ ൌ 1 μ ܸ ܿ݉⁄ ,  ܬ௖ est la densité de courant critique pour ܧ ൌ ܧ଴ , et ݊ est l’index de 
transition résistive, qui représente la raideur de la transition. La valeur de ݊ est considérée comme 
un facteur de qualité. Plus ݊ est grand, meilleur est considéré le conducteur du point de vue de 
l’homogénéité.  
Cette loi de puissance est purement empirique. Elle n’est plus valable lorsqu’on s’éloigne 
significativement de ܬ௖.  
La résistivité des supraconducteurs sera définit par : 
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 ߩ ൌ
ܧ଴
ܬ௖
൬
|ܬ|
ܬ௖
൰
௡ିଵ
 Équation  1.5 
Pour les supraconducteurs de type II à ܪ ௖ܶ, ݊ est généralement compris entre 8 (échantillons 
massifs) et 50 (couches minces). Lorsque ݊  est infiniment grand, le modèle en loi de puissance 
devient équivalent au modèle de Bean (Figure 1.10).  
 
Figure 1.10 : Caractéristique E-J avec le modèle de la loi de puissance pour différente valeur de ݊  
 
1.2 Les transformateurs supraconducteurs 
Le transformateur est l'un des appareils électriques les plus anciens qui contribue au 
transport et à la distribution de l'énergie dans les réseaux électriques, qui permet de faire varier 
une tension alternative à puissance pratiquement constante grâce à des bobinages primaires et 
secondaires couplés magnétiquement [7]. Les transformateurs sont indispensables pour le 
transport de l'énergie électrique car ils permettent l'acheminement de l'électricité sous haute 
tension et donc avec le minimum de pertes depuis les centrales jusqu'aux utilisateurs.  
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Malgré un excellent rendement des transformateurs (de l’ordre de 95% pour les transformateurs 
de quelques kVA et jusqu’à plus de 99% pour les très gros transformateurs), ces derniers 
présentent des pertes cuivres dans les bobinages, des pertes fer dans le circuit magnétique et des 
pertes liées aux courants induits par la variation temporelle de flux magnétique. Même si un 
transformateur a un très bon rendement, la diminution des pertes permettrait un gain d’énergie 
considérable à long terme sachant que le temps de vie d’un transformateur est de l’ordre de 40 
ans.  
Les pertes par effet Joule représente une proportion importante des pertes en charge d’un 
transformateur. Le remplacement des bobinages en cuivre ou en aluminium par un matériau 
supraconducteur, donc très peu résistif, permettrait de diminuer les pertes dans les bobinages et 
ainsi d’améliorer le rendement.  
 L’utilisation des supraconducteurs offrent plusieurs avantages dans les transformateurs [8, 9]: 
- Une densité de courant très importante, ce qui permet une réduction du poids et le volume 
des bobinages, ainsi que le volume du noyau magnétique, puisque la fenêtre requise pour 
les bobinages est réduite.  
- Des pertes AC très faibles ce qui permet d’améliorer le rendement global 
- Fonctionnement illimité dans le temps jusqu’à deux fois la puissance nominale sans 
affecter la durée de vie du transformateur [10] 
- Le remplacement de l’huile par l’azote liquide écarte les problèmes liés à l’inflammation 
et aux fuites d’huile (donc plus écologique) 
- La possibilité de limiter les courants trop élevés. Lors d'un court-circuit, le courant peut 
être limité presque instantanément par la transition résistive des enroulements 
supraconducteurs. Des études sur transformateurs limiteurs montrent la faisabilité du 
concept et leur intérêt [11, 12] 
Des études ont montré que pour des transformateurs de forte puissance (plus de 1.5 MVA), les 
transformateurs supraconducteurs seraient moins dispendieux et, bien entendu plus efficaces [13-
15].  
Pour pouvoir bien dimensionner les appareillages supraconducteurs, tels que les transformateurs, 
et les optimiser au mieux, il est indispensable de pouvoir calculer les pertes AC dans les 
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bobinages de façon simple, rapide et précise. C’est précisément le but du présent projet de 
maîtrise. Même si la motivation initiale de ce projet était en relation avec la conception de 
transformateurs supraconducteurs, les outils développés ici sont très génériques, et pourraient être 
utilisés dans le contexte de bien d’autres applications.   
 
1.3 Modélisation numérique 
La modélisation numérique des pertes AC dans un matériau supraconducteur peut être 
réalisée à l’aide de différentes méthodes. Cette section donne un bref aperçu des deux principales 
approches présentes dans la littérature. 
1.3.1 Méthode des éléments finis 
La méthode des éléments finis (MEF) est une première méthode utilisée pour le cas de 
l’étude des rubans supraconducteurs. La méthode des éléments finis est basée sur la minimisation 
d’une fonctionnelle qui donne l’énergie totale du système modélisé, décrit en termes d’équations 
aux dérivées partielles. Ces modèles calculent les quantités électromagnétiques en couplant 
l’équation non linéaire de la loi de puissance avec les équations de Maxwell. Grilli et al utilisent 
la méthode des éléments d’arête (« edge element » en anglais) qui est une variante de la méthode 
des éléments finis pour modéliser les rubans supraconducteurs. Avec la méthode des éléments 
d’arête, les fonctions de base ont une forme vectorielle plutôt que scalaire. Les inconnues sont 
alors la valeur de champ tangentielle sur les arrêtes des éléments plutôt qu’une valeur scalaire sur 
les nœuds des éléments, comme dans le cas classique. Grilli, Brambilla et Martini présentent un 
modèle qui permet de trouver le champ et la distribution de courant dans les supraconducteurs 
basé sur la formulation des éléments d’arête d’ordre 1 [16, 17]. Le problème est formulé en 
termes de champ magnétique en partant des équations de Maxwell : 
 μ
߲ܪ
߲ݐ
൅ ׏ ൈ ܧ ൌ 0; Équation  1.6 
 ܧ ൌ ߩ׏ ൈ ܪ. Équation  1.7 
On sait aussi que :  
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 ܬ ൌ ׏ ൈ ܪ, Équation  1.8 
avec  
 න ܬ
ஐ
݀Ω ൌ ܫ, Équation  1.9 
où ܫ est le courant imposé dans chaque conducteur (contrainte).   
L’utilisation de fonctions de base de type « edge element » est en général privilégiée car celles-ci 
satisfont automatiquement la condition ׏ܤሬԦ ൌ 0, ce qui rend le problème plus stable du point de 
vue numérique. Ce modèle de Grilli et al, a été largement utilisé dans différentes modélisations 
des phénomènes électromagnétiques et des pertes AC dans les matériaux supraconducteurs [18, 
19]. 
Amemiya a aussi développé de très bons modèles par la méthode des éléments finis pour faire 
l’étude des pertes AC dans les supraconducteurs ܪ ௖ܶ [20]. Pour cela, il utilise la loi de puissance 
pour la caractéristique E-J, et pour ce qui est de la modélisation de la dépendance en champ, il 
utilise une loi de Kim [21, 22]. La MEF a aussi été utilisée pour étudier des bobinages de type 
« pancake » (« pancake coils»), tel qu’illustré à la Figure 1.11. Dans le travail de Grilli et al sur 
les bobinages de type « pancake » [23, 24], la symétrie est utilisée afin de réduire le nombre 
d’inconnues dans le système à résoudre numériquement. Cependant, les rubans supraconducteurs 
étant extrêmement minces (de l’ordre de quelques micromètres), le ratio largeur sur épaisseur se 
situe typiquement entre 1000 et 10000, le nombre d’éléments s’avère très grand et le temps de 
calcul devient inacceptable.  
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Figure 1.11 : "Pancake coil" (photo)  [25] 
1.3.2 Méthodes intégrales 
Cette méthode est basée sur la résolution des équations intégrales au lieu des équations 
différentielles. Les méthodes intégrales sont souvent plus complexes à mettre en œuvre et 
souvent moins adaptées au traitement des problèmes non linéaires. Néanmoins, elles sont assez 
populaires dans la communauté de la supraconductivité appliquée.  
Brandt est le premier à proposer une méthode intégrale pour des problèmes en deux 
dimensions, avant même qu’on commence à utiliser la MEF. Sa méthode est basée sur des 
équations intégrales (du type Biot-Savart) et ne nécessite plus de faire le maillage des régions 
d’air, mais seulement des conducteurs. Ainsi, cela permet d’optimiser le calcul des pertes en 
termes de temps de calcul et de mémoire requise, dans la mesure où le nombre d’inconnues reste 
inférieur à quelques milliers. En effet, avec l’approche intégrale, le potentiel est directement 
calculé à partir d’une intégrale de la densité de courant que l’on intègre sur tout l’espace des 
termes sources. Ceci nous évite de faire le maillage de l’air et ne requiert pas de conditions aux 
frontières. Cependant, la matrice de calcul qui en résulte est pleine, et la résolution du problème 
peut prendre un temps considérable. En contrepartie, cette matrice ne dépendant que de la 
géométrie du problème et étant indépendante des paramètres des matériaux, il n’est requis de la 
calculer qu’une seule fois, et elle peut être réutilisée autant de fois que l’on souhaite. En bref, 
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avec cette approche, en ayant les équations d’intégrations reliant J et le potentiel vecteur A 
(intégrale de Biot-Savart), il est possible de déterminer directement la distribution de courant J 
dans chaque région conductrice [26].   
Plusieurs auteurs utilisent des variantes de la méthode de Brandt pour des problèmes de 
pertes AC et de  magnétisation en deux dimensions. Pour les bobines supraconductrices, des 
études [27, 28] se basent sur le modèle de Kim [21, 22] qui propose un modèle considérant la 
dépendance de la densité de courant critique avec l’induction magnétique, et sur le modèle de 
Clem [29], qui dit que les rubans sont électriquement isolés les uns les autres et que chaque ruban 
est parcouru par le même courant de transport.  
Si le rayon de la bobine est bien plus grand que la largeur des rubans supraconducteurs, la 
bobine peut être approximée en un empilement de rubans supraconducteurs infiniment longs [28], 
électriquement isolés les uns les autres et parcourus par le même courant de transport. Cependant, 
cette méthode n’est applicable que pour des bobines présentant un grand diamètre.  
Qu’il s’agisse d’une MEF ou d’une méthode intégrale, à cause du rapport d’aspect 
(largeur/épaisseur) très élevé et du grand nombre d’éléments dans ce type de géométrie, le temps 
de calcul s’avère inacceptable pour des bobines à plusieurs rubans. Pour contrer cet inconvénient, 
une réduction de dimensionnalité pour ainsi réduire la taille du problème peut se faire autant en 
éléments finis qu’avec une formulation intégrale. Cependant, il est plus naturel à implémenter 
sous forme intégrale. Brambilla et al [30, 31] appliquent les équations intégrales pour des 
empilements et des spires de rubans supraconducteurs. Ils ont développé un modèle d’équation 
d’intégrale (IEM, « integral equation model ») qui réduit les sections des conducteurs à un 
problème à 1D, utilisant la loi de puissance pour la relation E-J. Ceci élimine le problème de 
mailler l’intérieur des rubans et accélère grandement le temps de calcul.  
Pardo et al ont présenté une autre méthode numérique pour analyser les bobines jusqu’à 
200 tours [32]. Ce modèle utilise le modèle de l’état critique avec une densité de courant critique 
constante. La distribution du courant est calculée par la méthode MMEV (« minimum magnetic 
energy variation ») et prend en compte la réelle épaisseur du conducteur et l’interaction 
magnétique entre les tours de bobinage. Cependant, Pardo ne présente des calculs de pertes AC 
que pour un simple « pancake coil » (Figure 1.11 et Figure 1.12). L’auteur précise bien que le 
travail présenté ne constitue qu’une base pour des calculs futurs des empilements de spires. 
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La méthode de Brandt repose sur la discrétisation du conducteur en des éléments 
rectangulaires. Par conséquent, celle-ci ne permet pas de traiter des géométries complexes [33, 
34]. Cependant, une adaptation de la méthode de Brandt présentée par Sirois a permis de 
s’affranchir de cette contrainte [35]. Celle-ci consiste en une approche semi-analytique (SAM) 
pour calculer la distribution de courant dans des supraconducteurs en 2D ayant une géométrie 
arbitraire et discrétisée en éléments triangulaires. Il s’agit d’une variante de la méthode de Brandt 
qui repose sur des relations analytiques entre la distribution de courant, le vecteur potentiel et le 
champ magnétique pour une variation linéaire de ܬ le long des éléments triangulaires en 2 
dimensions. La SAM est plus rapide que la MEF pour un nombre de degrés de liberté de l’ordre 
de 800 à 1000 pour l’ensemble des régions conductrices [36]. Cette méthode a été exploitée pour 
développer  un calcul numérique fiable et rapide de la distribution du courant et des pertes AC 
dans un ruban supraconducteur hélicoïdal par Siahrang [37]. 
L’approche développée par Sirois [35] sera le point de départ du projet présenté dans ce 
mémoire, qui consiste à mettre en place un modèle numérique conciliant rapidité et précision 
pour les calculs de pertes AC des bobines comportant un grand nombre de tours. 
 
 
Figure 1.12 : « Pancake coil » (Coupe selon ߶) 
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1.4 Modèle analytique – Méthode de calcul 
Le  projet de recherche est basé sur le modèle analytique décrit par Sirois dans [6, 35] et 
Siahrang dans [37]. Pour calculer les pertes AC d’un bobinage quelconque, et en particulier celui 
d’un transformateur de puissance, il faut d’abord trouver la distribution de la densité de courant 
dans les rubans constituant le bobinage. Pour cela, nous partons de l’équation du champ 
électrique exprimée sous sa forme locale à basse fréquence : 
 ܧሬԦ ൌ െ
߲ܣԦ
߲ݐ
െ ׏߶, Équation  1.10 
où ܧሬԦ, ܣሬሬሬԦ, et ׏߶ sont respectivement, le champ électrique, le potentiel vecteur magnétique, et le 
gradient du potentiel électrique.  
Compte tenu de la symétrie de notre problème (Figure 1.13), seule la densité de courant selon ݑథෞ  
a besoin d’être résolue (c'est-à-dire selon l’axe orthoradial).  Nous avons alors : 
 ܧథ ൌ െ
߲ܣథ
߲ݐ
െ ׏ܸ, Équation  1.11 
où ܧథ, ܣథsont les composantes selon la composante orthoradiale ݑథෞ  , de ܧሬԦ et  ܣሬሬሬԦ, et ׏ܸ est la 
constante qui représente la tension par unité de longueur du ruban et qui permet d’obtenir le 
courant désiré dans chaque ruban. Dans ce qui suit, nous allons faire abstraction de l’index "߶", 
qui traduit la composante orthoradiale, afin de simplifier la notation. 
 ܧ ൌ െ
߲ܣ
߲ݐ
െ ׏ܸ, Équation  1.12 
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Figure 1.13 : Géométrie de la bobine supraconductrice modélisée 
 
Pour pouvoir déterminer directement la densité de courant, il faut exprimer ܧ et ܣ en 
termes de ܬ. Pour le terme à gauche de l’équation 1.12, la loi d’Ohm sous forme locale est 
utilisée : 
 ܧ ൌ ߩܬ, Équation  1.13 
où ߩ représente la résistivité intrinsèque des rubans constituants le bobinage. Dans son cas le plus 
général, ߩ peut être une constante (conducteur métallique) ou fonction d’une autre variable 
électromagnétique (ܬ ou ܤ) comme c’est le cas pour les rubans supraconducteurs. Dans notre cas, 
ߩ est définit par l’expression de la loi de puissance (Équation 1.5). 
Pour ce qui est des termes se situant à droite de l’équation 1.12, le potentiel magnétique ܣ sera 
exprimé en fonction de ܬ, en utilisant l’équation de Biot-Savart : 
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 ܣԦሺݎԦሻ ൌ
µ଴
4ߨ
ඵ ܫ
݈݀ሬሬሬԦ
ቚݎԦ െ ݎ′ሬሬԦቚ
݀ܵ. Équation  1.14 
Chaque ruban étant discrétisé en des éléments pour lesquels on considère une densité de courant 
uniforme, l’intégrale de Biot-Savart permet d’établir une relation directe entre le potentiel vecteur 
magnétique ܣ et la densité de courant ܬ dans tous les éléments du domaine à l’étude. Nous 
obtenons ainsi une équation sous forme matricielle : 
 ሾܣሿ௡ൈଵ ൌ ሾܯ஺ሿ௡ൈ௡ כ ሾܬሿ௡ൈଵ, Équation  1.15 
où n correspond aux degrés de liberté associés au nombre d’éléments dans la géométrie 
discrétisée, [A] et [J] contiennent respectivement le potentiel vecteur magnétique et la densité de 
courant de chaque élément du domaine à l’étude. La matrice ሾܯ஺ሿ s’appelle la matrice des 
coefficients, et relie ܣ de chaque élément au ܬ de tous les éléments. Etant une matrice carrée 
(݊ ൈ ݊) et pleine, la génération de celle-ci prend beaucoup de temps. Cependant, puisque la 
détermination de ሾܯ஺ሿ ne dépend que de la géométrie, elle n’est générée qu’une seule fois 
seulement pour une discrétisation donnée, et est utilisée autant de fois que nécessaire.  
Finalement l’équation 1.10 devient : 
 ݀݅ܽ݃ሾߩሺܬ௜ሻሿ௡ൈ௡ሾܬሿ௡ ൌ െ
߲
߲ݐ
ሺሾܯ஺ሿ כ ሾܬሿ௡ሻ െ ሾ׏ܸሿ௡ൈଵ Équation  1.16  
où ݅ correspond à l’݅è௠௘ élément du domaine discrétisé et où ݀݅ܽ݃ሾߩሺܬ௜ሻሿ௡ൈ௡ est une matrice 
diagonale (݊ ൈ ݊) qui contient les résistivités de chaque élément ݅. ሾܬሿ௡ൈଵ et ሾ׏ܸሿ௡ൈଵ sont 
respectivement les vecteurs colonnes représentant les composantes orthoradiales de la densité de 
courant et la tension par unité de longueur dans chaque conducteur du problème, et ሾܯ஺ሿ est la 
matrice carrée (݊ ൈ ݊) portant le nom de la matrice de coefficients.  
Si le courant est imposé plutôt que la tension, ׏ܸ est a priori inconnue. Par conséquent, 
afin de spécifier un courant ܫ௦ imposé sur un ruban par une source externe, une équation 
additionnelle correspondant à la contrainte de courant doit être imposée. Cette équation s’écrit en 
termes de la densité de courant, et il s’agit tout simplement de l’intégrale de ܬ sur la section 
discrétisée de chacun des conducteurs à l’étude, i.e. : 
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 ܫௌ ൌ නܬሺݎ, ݖሻ݀ܵ
ௌ
ൌ ሾܥሿଵൈ௡ሾܬሿ௡ൈଵ, Équation  1.17  
où ሾܥሿଵൈ௡ est un vecteur ligne dont les termes correspondent à l’aire de la surface de chaque 
élément [6].  
Pour notre cas d’une bobine supraconductrice constituée de plusieurs rubans, nous avons 
plusieurs sources de courant (égal au nombre de rubans). Il faut donc imposer le courant ܫ௦ sur 
chacun des rubans, ce qui fait un grand nombre d’équations algébriques (contraintes). 
Si on appelle matrice augmentée ሾܯ஺ାሿ la matrice suivante : 
 ሾܯ஺ାሿ ൌ ቂ
ܯ஺ ܤ
ܥ 0
ቃ, Équation  1.18 
ܤ étant une matrice de taille ݊ ൈ ݊݋ܾ݉ݎ݁ ݀݁ ܿ݋݊݀ݑܿݐ݁ݑݎݏ qui impose ׏ܸ aux rubans 
supraconducteurs. On obtient ainsi l’équation :  
 ሾܯ஺ାሿ ൥
߲
߲ݐ
ܬ
׏ܸ
൩ ൌ ቎
݀݅ܽ݃ሾߩሺܬ௜ሻሿ௡ൈ௡ሾܬሿ௡
െ
߲
߲ݐ
ܫ௦
቏ Équation  1.19 
Ainsi, pour trouver ܬ on résout : 
 
߲
߲ݐ
ܬ ൌ െܯ௃ ቎
݀݅ܽ݃ሾߩሺܬ௜ሻሿ௡ൈ௡ሾܬሿ௡
െ
߲
߲ݐ
ܫ௦
቏,  Équation  1.20  
où ሾܯ௃ሿ est la matrice qui contient les ݊ premières lignes de ሾܯ஺ାሿିଵ. Puisque la matrice ሾܯ஺ሿ 
n’est qu’à calculer une seule fois pour une géométrie donnée, l’inversion de la matrice ሾܯ஺ሿ ou 
de ሾܯ஺ାሿ n’est qu’à effectuer seulement une seule fois aussi.  
Afin de générer la matrice de coefficients ܯ஺, il faut être capable de calculer le vecteur potentiel 
généré par les rubans constituant le bobinage du transformateur. Urankar [38] a effectué la 
résolution analytique du potentiel vecteur pour un cylindre fini à section rectangulaire. Cette 
résolution analytique a été ensuite développée et programmée sur Matlab par Rahal [39].  
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  Une fois que le système d’équations différentielles est résolu par l’intermédiaire d’un 
résoluteur (solver CVODE) [40] bien adapté, la valeur de ܬ dans chaque élément du domaine de 
l’étude est obtenue. Ainsi, nous pouvons calculer les pertes AC. 
Une fois que ܬ a été trouvé, les pertes AC par ruban supraconducteur peuvent être calculées par la 
relation : 
 ܳ ൌ
1
ܶ
න නሺܬ. ܧሻ݀ܵ݀ݐ
ௌ
்
଴
, Équation  1.21  
 ܳ ൌ
1
ܶ
න නߩܬଶ݀ܵ݀ݐ,
ௌ
்
଴
 Équation  1.22 
 ܳ ൌ
1
ܶ
න ݀ݐ
்ୀଵ௙
଴
නߩܬଶ݀ܵ,
ௌ
 Équation  1.23 
avec ߩ défini par la loi de puissance (Équation 1.5) et ܶ étant la période du courant AC.  
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CHAPITRE 2 DÉVELOPPEMENT DU CODE 
Avant de commencer à développer le nouveau code numérique, il faut tout d’abord 
valider les parties de code existantes qui sont intégrées et réutilisées dans le cadre de ce projet.  
2.1 Validation du code de calcul du potentiel vecteur A 
Nadim Rahal a développé des fonctions de calcul du potentiel vecteur et du champ 
magnétique basées sur des solutions analytiques dans le cas d’un cylindre fini à section 
rectangulaire [39]. Une de ces fonctions appelée  CalculA (description en Annexe), programmée 
en Matlab, est celle qui permet de calculer le potentiel vecteur généré par un cylindrique fini à 
section rectangulaire. Dans le cadre de ce mémoire, le bobinage du transformateur 
supraconducteur est modelisé par un empilement de rubans supraconducteurs en forme de 
« pancake ». La fonction CalculA sera utile pour le calcul de la matrice de coefficients ሾܯ஺ሿ qui 
relie le potentiel vecteur ܣ de chaque élément discrétisé au ܬ de tous les éléments (voir section 
1.4). Il est primordial de valider la fonction CalculA avant de l’utiliser.  
La vérification est faite grâce à une comparaison avec un modèle en éléments finis 
construit sur le logiciel Comsol Multiphysics. Ce dernier est un outil de résolution d’équations 
aux dérivées partielles (EDP) par éléments finis. Il possède une base de données d’équations 
permettant de modéliser différents phénomènes physiques comme la magnétostatique, 
l’écoulement des fluides, la déformation des matériaux etc. Une autre spécificité à ce logiciel est 
la possibilité de coupler différentes EDP pour décrire des phénomènes multi-physiques. Au 
départ, Comsol a été développé comme un « toolbox » de Matlab. Aujourd’hui, il dispose de son 
propre environnement graphique pour construire des géométries et effectuer le post-traitement 
des données.  
2.1.1 Test de vérification de CalculA sur un cylindre à section rectangulaire 
Le premier test de vérification est effectué sur une bobine de section rectangulaire de 20 
m de hauteur et 8 m de largeur, avec un rayon intérieur égal à 2 m. Sur le logiciel Comsol, un 
cylindre avec une symétrie axiale  « 2D axisymétrique » est dessiné. Il faut bien spécifier que 
l’axe ݎ ൌ 0 est l’axe de la symétrie axiale afin que le logiciel comprenne qu’il s’agit d’un 
cylindre. La dimension totale du domaine d’étude doit être suffisamment grande par rapport au 
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cylindre étudié car un champ nul sur la frontière extérieure est imposé. Par conséquent,  au lieu 
d’avoir des champs qui s’étendent jusqu’à l’infini, l’énergie magnétique est forcée à être plus 
concentrée dans l’espace. Pour cela, un rectangle de 200 m de hauteur et 100 m de largeur est 
choisi pour le domaine d’étude.  
 
Figure 2.1 : Modèle de la bobine multi-tours modélisé dans le logiciel Comsol 3.5a, pour lequel 
le rayon de la boîte d’air est de 100 m.  
 
Pour être certain de la validité de la fonction CalculA, il est important de comparer et 
vérifier les valeurs du potentiel vecteur obtenues sur les contours du rectangle et notamment sur 
les coins, car c’est dans les coins que les singularités sont rencontrées.  
Le potentiel vecteur est calculé sur les quatre contours du cylindre sur Comsol, puis ensuite sur 
Matlab avec la fonction CalculA. Ainsi, les résultats sont comparés. Les Figures 2.3 à 2.6 
présentent les résultats obtenus sur chacun des quatre contours comparés (Figure 2.2).   
27 
 
 
Figure 2.2 : Définition des contours sur lesquels le potentiel vecteur est calculé i) par Comsol 
Multiphysics, et ii) à l’aide de CalculA 
 
Contour 1 :  
 
Figure 2.3 : a) Courbes du potentiel vecteur obtenues par MEF avec Comsol ainsi qu’avec les 
formules analytiques implémentées dans le code CalculA pour le contour 1, b) Erreur relative 
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Pour le contour 1, l’erreur relative ne dépasse pas les 3%. De plus, dans la zone autour du 
conducteur, l’erreur relative est inferieure à 1%. Avec la méthode des éléments finis, il faut 
imposer des conditions aux frontières et il est normal d’observer une différence plus grande entre 
les deux courbes lorsqu’on s’éloigne du conducteur et que l’on se rapproche d’une frontière du 
domaine d’étude. En effet, le fait d’imposer un champ nul sur la frontière extérieure, l’énergie 
magnétique se trouve forcée à être plus concentrée dans l’espace, plutôt que d’avoir des champs 
qui s’étendent à l’infini.  
 
Contour 2 : 
 
Figure 2.4 : a) Courbes du potentiel vecteur obtenues par MEF avec Comsol ainsi qu’avec les 
formules analytiques implémentées dans le code CalculA pour le contour 2, b) Erreur relative 
 
Pour le contour 2, la même observation que pour le contour 1 est faite. Autour du 
conducteur, l’erreur relative est inferieur à 1%, et plus on s’éloigne de ce dernier, plus l’erreur 
relative augmente (ce qui est normal), sans toutefois dépasser les 3%.  
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Contour 3 : 
 
Figure 2.5 : a) Courbes du potentiel vecteur obtenues par MEF avec Comsol ainsi qu’avec les 
formules analytiques implémentées dans le code CalculA pour le contour 3, b) Erreur relative 
 
Pour le contour 3, les deux courbes (courbe MEF et courbe Analytique) se suivent très 
bien aussi. De plus, l’erreur relative reste inferieure à 0,6%.  
Contour 4 : 
 
Figure 2.6 : a) Courbes du potentiel vecteur obtenues par MEF avec Comsol ainsi qu’avec les 
formules analytiques implémentées dans le code CalculA pour le contour 4, b) Erreur relative 
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Pour le cas du contour 4, les mêmes observations que pour le contour 3 sont faites. Les 
deux courbes se suivent parfaitement et l’erreur relative reste inferieure à 0,8%.   
Ce premier cas de vérification montre pour chaque contour une petite erreur relative. Pour 
les contours 1 et 2, il est observé qu’autour du conducteur l’erreur relative est en-dessous de 1%, 
et que plus on s’éloigne du conducteur, plus l’erreur relative augmente sans jamais dépasser les 
3%.  Pour les contours 3 et 4, la même chose est observée, et l’erreur relative ne dépasse pas 
0,8%.  
Ces résultats témoignent d’une bonne corrélation entre les résultats obtenus avec CalculA 
et ceux de Comsol. Il est important de vérifier s’il en est de même pour un conducteur qui a les 
mêmes dimensions qu’un ruban supraconducteur.  
 
2.1.2 Test de vérification de CaculA sur un cylindre de dimension d’un ruban 
supraconducteur 
Un deuxième test est effectué avec une section rectangulaire de hauteur égale à 1 cm et de 
largeur égale à 10 µm, afin de se rapprocher de la réalité des dimensions des rubans 
supraconducteurs. Les rubans ont généralement une épaisseur de l’ordre de 1 µm, mais les tests 
sont réalisés en prenant pour largeur 10 µm, sinon, le logiciel Comsol met un temps démesuré 
pour le calcul du potentiel vecteur. Le rayon intérieur est fixé à 1 cm.  
Cette fois-ci, les points comparés sont ceux de la droite qui passe au milieu du rectangle 
et parallèle à l’axe r, et les points de la droite qui passent par le milieu du rectangle parallèle à 
l’axe z.  
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Figure 2.7 : Définition des contours sur lesquels le potentiel vecteur est calculé i) par Comsol 
Multiphysics, et ii) à l’aide de CalculA  
Les Figures 2.8 et 2.9 présentent les résultats obtenus sur chacun des contours 1 et 2 (Figure 2.7).  
 
Contour 1 :  
 
Figure 2.8 : a) Courbes du potentiel vecteur obtenues par MEF avec Comsol ainsi qu’avec les 
formules analytiques implémentées dans le code CalculA pour le contour 1, b) Erreur relative 
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Contour 2 :  
 
Figure 2.9 : a) Courbes du potentiel vecteur obtenues par MEF avec Comsol ainsi qu’avec les 
formules analytiques implémentées dans le code CalculA pour le contour 2, b) Erreur relative 
 
Pour les deux contours, les courbes des potentiels vecteurs obtenus sur Matlab avec les 
relations analytiques et sur Comsol se superposent. L’erreur relative reste inferieur à 0,8% pour le 
contour 1, sauf pour le cas r = 0 m (1,327%). Pour le contour 2, l’erreur relative est toujours 
inferieure à 0,4%. Le test 2 valide aussi la fonction CalculA comme étant une fonction fiable 
utilisable pour les dimensions réelles des rubans supraconducteurs.  
Les deux tests ayant donnés de bons résultats, nous concluons que la fonction CalculA 
développée sur Matlab est valide et fiable en laquelle nous faisons confiance dans la suite des 
travaux. Cette fonction est donc utilisée et implémentée dans le code développé dans le cadre du 
projet.  
 
2.2 Méthode intégrale pour le calcul des pertes AC 
Afin de calculer les pertes AC d’un bobinage, la première étape consiste en la construction 
de la matrice de coefficient ሾܯ஺ሿ de la bobine. La solution du problème peut être extrêmement 
lente, notamment si le bobinage est constitué d’un grand nombre de tours. Afin de réduire le plus 
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possible la taille du problème, nous utilisons ici la méthode de l’approximation des rubans 
éloignés.   
2.2.1 Construction du modèle 
Pour simplifier la géométrie, les rubans supraconducteurs formant la bobine seront 
considérés comme étant des anneaux concentriques très minces. La bobine sera constituée de 
ܾ݊_ݎ couches de rubans (selon l’axe radial) et de ܾ݊_ݖ rubans qui se suivent selon l’axe z. Le 
bobinage est donc constitué d’un nombre total de rubans supraconducteurs égal à ܾ݊_ݎ ൈ  ܾ݊_ݖ. 
Entre chaque ruban qui se superpose, il existe un interstice (espace les séparant) de l’ordre d’un 
millimètre. Il existe aussi un interstice entre les rubans qui se suivent selon l’axe z, du même 
ordre de grandeur (Figure 2.10, Figure 2.11 et Tableau 2.1).  
 
Tableau 2.1 : Ordres de grandeur des dimensions de la bobine supraconductrice 
Paramètre Ordre de grandeur 
Largeur d’un ruban ሺ݈ሻ 4 à 12 mm 
Épaisseur ሺ݁ሻ 1 µm 
Rayon intérieur ሺܴ௜ሻ 5 à 10 cm 
Interstice radial ሺ݀݅ݏݐ_ݎሻ 1 mm  
Interstice selon z  (݀݅ݏݐ_ݖሻ 1 mm  
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Figure 2.10 : Construction de la bobine (coupe selon ߶) 
 
 
Figure 2.11 : Vue du dessus 
 
Pour calculer la distribution de courant par la méthode introduite à la fin du chapitre 
précédent, les rubans sont discrétisés en un grand nombre d’éléments. Selon l’axe z, chaque 
ruban est divisé en de petits anneaux concentriques tous identiques avec une section rectangulaire 
de dimension ∆ݎ ൈ ∆ݖ dans les directions radiale et verticale respectivement. Il n’est pas 
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nécessaire de discrétiser les rubans selon l’axe r puisque l’épaisseur des rubans est déjà très fine 
(݈ ൌ 1 μ݉). Ainsi, dans chaque élément, la densité de courant ܬ est considérée uniforme.  
  La valeur du potentiel vecteur ܣሺݎ, ݖሻ à un point ሺݎ, ݖሻ quelconque est déterminée par la 
sommation de la contribution au potentiel vecteur en ce point de chacun des éléments. En 
considérant en plus la possibilité d’un champ externe (exprimée en termes de potentiel vecteur) 
on a : 
 ܣሺݎ, ݖሻ ൌ ෍ ܣ௞ሺݎ, ݖሻ
ே
௞ୀଵ
൅ ܣ௘௫௧ሺݎ, ݖሻ. Équation  2.1 
Avec l’équation de Biot Savart, on peut exprimer directement ܣ en termes de ܬ (comme vu au 
chapitre précédent) :  
 ܣ ൌ ܯ஺ܬ ൅ ܣ௘௫௧ Équation  2.2 
Le calcul de la matrice ሾܯ஺ሿ se fera ruban par ruban, i.e. chaque ruban supraconducteur de la 
bobine aura sa propre matrice ሾܯ஺ሿ. Les pertes AC de la bobine seront aussi calculées ruban par 
ruban, puis ensuite sommées afin d’obtenir les pertes totales de la bobine supraconductrice.  
 
2.2.2 Méthode de l’approximation des rubans éloignés 
 La matrice de coefficient ሾܯ஺ሿ étant une matrice pleine de taille importante 
(minimalement quelques centaines à quelques milliers de lignes/colonnes), elle prend 
énormément de temps à générer. Cependant, ሾܯ஺ሿ ne dépendant que de la géométrie du bobinage, 
il n’est nécessaire de la calculer qu’une seule fois. Ensuite il s’agit de la sauvegarder et de la 
réutiliser autant de fois que nécessaire.  
 Dans cette section, la  méthode d’approximation des « rubans éloignés » (MARE) est 
présentée. Elle permet de diminuer de façon considérable le temps de construction de la matrice 
ሾܯ஺ሿ sans pour autant affecter la précision des calculs.  
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 Tel que mentionné plus haut, la génération de la matrice ሾܯ஺ሿ se fait ruban par ruban. 
Pour cela, il faut discrétiser le ruban à l’étude ainsi que tous les autres rubans de la bobine, 
chaque élément ainsi formé étant associé à une densité de courant uniforme. 
 L’idée de base permettant de réduire la taille du problème est d’utiliser une discrétisation 
différente pour chacun des rubans. Le ruban à l’étude est discrétisé en un plus grand nombre 
d’éléments, et ensuite, pour ses rubans voisins proches, la finesse de la discrétisation est réduite. 
Pour ce qui est des autres rubans (les « rubans éloignés »), ils sont regroupés par « r identique », 
c'est-à-dire tous les rubans ayant la même coordonnée radiale sont regroupés entre eux et 
considérés comme un seul et unique élément, ayant une densité de courant uniforme et connue. 
Cette approche réduit considérablement le nombre d’inconnues et donc la dimension de la 
matrice ሾܯ஺ሿ. Il est possible de procéder de la sorte lorsque les « autres rubans » sont 
suffisamment éloignés du ruban d’intérêt, car dans ce cas, la contribution au potentiel vecteur 
dans le ruban d’intérêt est similaire, que l’on considère sa distribution de courant détaillée ou une 
version uniforme de celle-ci. Il faut bien sûr s’assurer que le nombre d’ampère-tours soit le même 
dans les deux cas. Afin de systématiser l’approche et de la rendre programmable, chaque ruban 
est indexé en (x, y), x allant de 1 au nombre de rubans selon l’axe r (nb_r), et y allant de 1 au 
nombre de rubans selon l’axe z (nb_z) (Figure 2.12). 
 Le ruban pour lequel la matrice doit être calculée est discrétisé (i.e. découpé) en plusieurs 
rectangles élémentaires (au nombre de division_1). Nous choisissons 200 éléments dans le cadre 
de ce mémoire, ce qui est raisonnable compte tenu des travaux passés sur des problèmes 
analogues [41]. Les rubans voisins du ruban étudié sont divisés en un nombre plus petit (égal à 
division_2). Dans le cadre de ce mémoire, division 2 est égal à 50 éléments. Les autres rubans 
sont regroupés par « r-identiques » et considérés comme étant un seul ruban (Figure 2.13).  
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Figure 2.12 : L'indexation des rubans supraconducteurs de la bobine à l’étude 
 
 L’indexation des rubans est effectuée afin de pouvoir déterminer quels sont les plus 
proches voisins du ruban à l’étude et de déterminer quels sont les autres rubans à regrouper. Une 
fois qu’ils sont tous identifiés,  ils sont subdivisés selon leur « statut » (pour le ruban lui-même et 
ses voisins), et regroupés (pour les autres rubans). La situation est illustrée par l’exemple ci-
dessous. 
 Considérons (de façon arbitraire) un bobinage constitué de 100 rubans supraconducteurs 
(nb_r = 10 et nb_z =10), et que le ruban indexé (2, 2)  est le ruban à l’étude, c'est-à-dire le ruban 
pour lequel les calculs de la distribution de courant et des pertes AC sont effectués (le ruban 
rouge sur la Figure 2.13). Les rubans voisins (les rubans verts sur la Figure 2.13) sont au nombre 
de 8 et sont : (1, 1), (2, 1), (3,1), (1,2), (3,2), (1,3), (3,2) et (3, 3).  Le ruban (2,2) est donc 
subdivisés en 200 rubans élémentaires, les 8 voisins en 50 rubans élémentaires et les rubans 
restant sont regroupés en rubans uniformes équivalents en terme de rayons r identiques.  
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Figure 2.13 : Méthode de l'approximation des rubans éloignés (les chiffres représentent le nombre 
d’éléments par ruban modélisé) 
 
 Pour calculer les pertes AC, il nous faut déterminer la distribution de ܬ. Nous avons dans 
notre cas : 200 ൅ 50 כ 8 ൌ 600 inconnues, au lieu de 100 כ 200 ൌ 20 000 inconnues, les 
courants dans les rubans regroupés (i.e. en noir dans la Figure 2.13) n’étant pas des inconnues. 
Ces derniers ont chacun une densité de courant uniforme égale à : 
 
 ܬ ൌ
ሺ݊݋ܾ݉ݎ݁ ݀݁ ݎݑܾܽ݊ݏ ݎ݁݃ݎ݋ݑ݌éݏሻ כ ܫ௜௠௣௢௦é
݈ܽݎ݃݁ݑݎ ݐ݋ݐ݈ܽ݁ כ é݌ܽ݅ݏݏ݁ݑݎ
 Équation  2.3 
 
Comme nous travaillons avec un modèle axisymétrique, les quantités d’intérêt sont toutes situées 
dans le même plan, par exemple  ߶ ൌ 0.  
Tel que mentionné ci-dessus, on associe à chacun des éléments de la discrétisation une densité de 
courant constante. Il est donc maintenant possible de calculer la matrice ܯ஺ du ruban à l’étude en 
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calculant l’influence de chacun des courants sur le potentiel vecteur au point milieu de chacun 
des éléments du ruban à l’étude et de ses voisins. 
On obtient ainsi une matrice ሾܯ஺ሿ de taille : ݊ூ ൈ ݊௧௢௧, où :  
݊ூ: nombre d’inconnues (exclut les rubans regroupés) ; 
݊௧௢௧: nombre total de rubans élémentaires après discrétisation et regroupement (rubans regroupés 
inclus). Dans l’exemple de la Figure 2.13, ݊ூ ൌ 600 et ݊௧௢௧ ൌ 610.  
 
 
Équation  2.4 
On peut réécrire la forme matricielle de manière plus compacte ainsi : 
 ܣ ൌ ܯ஺ଵܬ௔ ൅ ܯ஺ଶܬ௕ Équation  2.5 
Avec ܬ௔ et ܬ௕ des vecteurs colonnes tels que ܬ௔ ൌ ܬሼଵ,௡಺ሽ et ܬ௕ ൌ ܬሼ௡಺శభ,௡೟೚೟ሽ. 
D’après [35] et l’ Équation 2.2, on sait que : 
 ܣ௜ ൌ ൣܯ஺ଵ,௜൧ଵൈ௡಺
ሾܬሿ௡಺ൈଵ ൅ ܣ௘௫௧,௜, Équation  2.6 
où ൣܯ஺ଵ,௜൧ correspond à la ݅è୫ୣ ligne de la matrice ሾܯ஺ଵሿ, et ܣ௘௫௧,௜ à la ݅è୫ୣ ligne de la matrice 
ܣ௘௫௧.  
Le potentiel vecteur extérieur ܣ௘௫௧ est le potentiel généré par les rubans « éloignés » dont on 
connait la distribution de courant, d’où :   
 ܣ௘௫௧ ൌ ሾܯ஺ଶሿሾܬ௕ሿ. Équation  2.7 
Sachant que ܯ஺ଵ ൌ ሾܯ஺ሿ௡಺ൈ௡಺ et avec l’équation 2.7, il est possible de réécrire l’équation 1.16 
sous forme vectorielle: 
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 ൦
ܧଵ
ܧଶ
ڭ
ܧ௡಺
൪ ൌ ൦
ߩଵܬଵ
ߩଶܬଶ
ڭ
ߩ௡಺ܬ௡಺
൪ ൌ െ
߲
߲ݐ
ܯ஺ଵ ൦
ܬଵ
ܬଶ
ڭ
ܬ௡಺
൪ െ
߲
߲ݐ
൦
ܣ௘௫௧,ଵ
ܣ௘௫௧,ଶ 
ڭ
ܣ௘௫௧,௡಺
൪ െ ൦
׏ ଵܸ
׏ ଶܸ
ڭ
׏ ௡ܸ಺
൪ Équation  2.8 
 Comme on l’a mentionné plus haut, ׏ܸ est constant et donc indépendant de r et de z. 
׏ܸ représente une seule inconnue par conducteur et sa valeur est identique pour chaque élément 
appartenant à ce conducteur. De plus, afin de spécifier un courant ܫ௦ imposé par une source 
externe, une équation supplémentaire va être ajoutée afin de contraindre le courant dans les 
rubans à être égal au courant de la source. Pour un seul ruban on a :  
     ܫ௦ ൌ  ൣܿଵ,ଵ ܿଵ,ଶ … … … ܿଵ,௡಺൧
ۏ
ێ
ێ
ێ
ێ
ۍ
ܬଵ
ܬଶ
ڭ
ڭ
ڭ
ܬ௡಺ے
ۑ
ۑ
ۑ
ۑ
ې
, Équation  2.9 
avec : 
ܥ ൌ ൣܿଵ,ଵ ܿଵ,ଶ … … … ܿଵ,௡಺൧,      
tous les coefficients ܿ௜,௜  étant identiques, car on découpe le ruban de manière à ce que chaque 
élément ait la même surface : ܿ௜,௜ ൌ ሺ largeur כ épaisseurሻ n⁄ , n étant le nombre de subdivision 
par ruban.  
 Une bobine, elle, est constituée de plusieurs rubans sur lesquels il faut imposer un 
courant ܫ௦. Aussi, l’aire des éléments rectangulaires n’est pas toujours égale selon que l’élément 
appartient au ruban à l’étude ou à un ruban voisin.  
Si on note ݊௥ le nombre de rubans constituant la bobine on a :  
 
ܥ ൌ  
ۏ
ێ
ێ
ێ
ێ
ۍ
ܿଵ,ଵ ܿଵ,ଶ … ܿଵ,ௗ௜௩௜௦௜௢௡భ 0 0 … 0 0 0 … 0 0 … 0 0 … 0
0 0 … 0 ܿ௩ଵ,ଵ ܿ௩ଵ,ଶ … ܿ௩ଵ,ௗ௜௩௜௦௜௢௡మ 0 0 … 0 0 … 0 0 … 0
0 0 … 0 0 0 … 0 ܿ௩ଶ,ଵ ܿ௩ଶ,ଶ … ܿ௩ଶ,ௗ௜௩௜௦௜௢௡మ 0 … 0 0 … 0
ڭ ڭ ڭ ڭ ڭ ڭ ڭ ڭ ڭ ڭ ڭ ڭ ڭ ڭ ڭ ڭ ڭ ڭ
0 0 0 0 0 0 0 0 0 0 0 0 … 0 ܿ௩௡ೡ,ଵ ܿ௩௡ೡ,ଶ … ܿ௩௡ೡ,ௗ௜௩௜௦௜௢௡మے
ۑ
ۑ
ۑ
ۑ
ې
, 
avec : 
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- ܿଵ,௜ ൌ
௟௔௥௚௘௨௥כ௘௣௔௜௦௦௘௨௥
ௗ௜௩௜௦௜௢௡భ
      ሺ1 ൑ ݅ ൑ ݀݅ݒ݅ݏ݅݋݊ଵሻ 
- ܿ௩௝,௜ ൌ
௟௔௥௚௘௨௥כ௘௣௔௜௦௦௘௨௥
ௗ௜௩௜௦௢௡మ
       ሺ1 ൑ ݆ ൑ ݊݋ܾ݉ݎ݁ ݀݁ ݒ݋݅ݏ݅݊ݏ ݁ݐ 1 ൑ ݅ ൑ ݀݅ݒ݅ݏ݅݋݊ଶሻ 
- ݀݅ݒ݅ݏ݅݋݊ଵ: le nombre d’éléments du ruban à l’étude 
- ݀݅ݒ݅ݏ݅݋݊ଶ: le nombre d’éléments des rubans voisins 
Et on a : 
 
ۏ
ێ
ێ
ێ
ێ
ۍ
ܫ௦ଵ
ܫ௦ଶ
ڭ
ڭ
ڭ
ܫ௦௡಺ے
ۑ
ۑ
ۑ
ۑ
ې
ൌ ሾܥሿ. ሾܬሿ  Équation  2.10 
L’Équation  1.18 devient [35] : 
 െ ൤ܯ஺భ ܤ
ܥ 0
൨ ቈ
డ
డ௧
ܬ
׏ܸ
቉ ൌ ቎
݀݅ܽ݃ሾߩሺܬ௜ሻሿ௡಺כ௡಺ሾܬሿ௡ ൅
డ஺೐ೣ೟
డ௧
െ డ
డ௧
ܫ௦
቏, Équation  2.11 
ܤ étant la matrice augmentée qui permet d’introduire le gradient de potentiel. La dérivée 
temporelle డ
డ௧
ܫ௦ est effectuée, pour ne pas se retrouver avec des termes en ܬ, et d’autres en 
డ௃
డ௧
, 
c'est-à-dire avec un système d’équations différentielles algébriques, qui est  beaucoup plus 
difficile à traiter.  
Avec l’équation 2.7, l’équation 2.11 devient : 
 
െ ൤
ܯ஺ଵ ܤ
ܥ 0
൨ ൥
߲
߲ݐ
ܬ
׏ܸ
൩ ൌ ൦
݀݅ܽ݃ሾߩሺܬ௜ሻሿ௡಺כ௡಺ሾܬሿ௡಺ ൅
߲ሺܯ஺ଶ כ ܬ௕ሻ
߲ݐ
െ
߲
߲ݐ
ܫ௦
൪, 
 
Équation  2.12 
que l’on peut expliciter ainsi :  
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Équation  2.13 
Pour les « rubans éloignés », la densité de courant est connue. Les termes ܬ௕ sont données par : 
 ܬ௕ ൌ
௜ܰ
ܮ௜. ݁௜
. ܫ௦ Équation  2.14 
avec : 
- ௜ܰ : le nombre de rubans dans la colonne en question (nombre de rubans regroupés) 
- ܮ௜ : la longueur de cette colonne de rubans (« ruban regroupé ») 
- ݁௜ : l'épaisseur du « ruban regroupé » 
- ܫ௦ : le courant dans un ruban individuel.  
On peut alors écrire : 
 ܣ௘௫௧ ൌ ܯ஺ଶܬ௕ Équation  2.15 
 
 ߲ܣ௘௫௧
߲ݐ
ൌ
߲ܯ஺ଶܬ௕
߲ݐ
 Équation  2.16 
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Comme il n'y a que le courant ܫ௦, imposé par une source externe, qui dépende du temps, on peut 
écrire :  
 
߲ܣ௘௫௧
߲ݐ
ൌ ܯ஺ଶ ൤
௜ܰ
ܮ௜. ݁௜
൨
߲ܫ௦
߲ݐ
 Équation  2.17 
où డூೞ
డ௧
 est une quantité scalaire, et ቂ ே೔
௅೔.௘೔
ቃ est un vecteur colonne de la même taille que ܬ௕.  
Une fois le produit matrice vecteur effectué, il ne reste qu'un vecteur colonne de même dimension 
que ܬ௕. Appelons ce vecteur colonne « [q] » : 
 ߲ܣ௘௫௧
߲ݐ
ൌ ݍ
߲ܫ௦
߲ݐ
 Équation  2.18 
Finalement, on substitue l’équation 2.18 dans 2.11 pour obtenir :  
 െ ൤ܯ஺ଵ ܤ
ܥ 0
൨ ቈ
డ
డ௧
ܬ
׏ܸ
቉ ൌ ቎
݀݅ܽ݃ሾߩሺܬ௜ሻሿ௡ൈ௡ሾܬሿ௡ ൅ ݍ௜
డூೞ
డ௧
െ డ
డ௧
ܫ௦
቏, Équation  2.19 
i.e. 
  
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
         ܯ஺భ          
1 0 … 0
ڭ ڭ … ڭ
1 0 … ڭ
0 1 … ڭ
ڭ ڭ … ڭ
ڭ 1 … ڭ
ڭ 0 ڰ ڭ
ڭ ڭ … 1
ڭ ڭ … ڭ
0 0 … 1
       ܥ          
0 0 … 0
0 0 … 0
ڭ ڭ … ڭ
ڭ ڭ … ڭ
ڭ ڭ … ڭ
ڭ ڭ … ڭ
ڭ ڭ … ڭ
ڭ ڭ … ڭ
ڭ ڭ … ڭ
0 0 … 0
  
ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ې
 
ۏ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ێ
ۍ
߲ܬଵ ߲ݐ⁄
߲ܬଶ ߲ݐ⁄
ڭ
ڭ
ڭ
ڭ
ڭ
ڭ
ڭ
߲ܬ௡಺ ߲ݐ⁄
׏ ଵܸ
׏Vଶ
ڭ
ڭ
ڭ
ڭ
ڭ
ڭ
ڭ
׏ ௡ܸ಺ ے
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
ۑ
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Appelons ܯ௃ la matrice qui contient les ݊ூ premières lignes de la matrice inverse de ܯ஺శ ሺܯ஺ା
ିଵሻ 
 ܯ௃ ൌ ܯ஺శሼଵ..௡಺ሽ
ିଵ .  Équation  2.21 
Finalement nous avons : 
 ൤
߲ܬ
߲ݐ
൨ ൌ െܯ௃ܷ.  Équation  2.22 
Le vecteur ቂడ௃
డ௧
ቃ contient la dérivée temporelle de J à chacun des éléments. Afin de 
solutionner ܬሺݐሻ, il ne reste qu’à intégrer numériquement à partir de la condition initiale ܬሺ0ሻ. Il 
s’agit de discrétiser l’intégrale en utilisant, par exemple la méthode d’Euler ou Runge-Kutta. Pour 
améliorer la convergence du problème, il est recommandé d’utiliser les algorithmes adaptés 
comme ceux de Matlab qui sont spécialement conçus pour traiter les problèmes à forme 
matricielle (ode45, ode113, ode15s…) [42], ou d’utiliser des solvers plus sophistiqués, tels que 
« DASSL » ou « DASPK » [43, 44]. Ces derniers sont disponibles à titre de « open source 
codes ». Dans le cadre de ce projet, les solvers de SUNDIALS solver suite [40] sont utilisés.  
 
2.2.3 Calcul des pertes AC 
Les pertes AC par cycle et par unité de longueur du ruban (J/m/cycle) peuvent être 
calculées à partir de la distribution de courant J obtenue précédemment, et avec l’Équation 1.22.  
On calcule les pertes ruban par ruban. Sachant que, sur chaque élément, la densité de 
courant est uniforme, et que le ruban à l’étude est divisé en n éléments, les pertes AC par cycle 
par unité de longueur de ruban sont : 
 ܳ௥௨௕௔௡ ൌ ෍ ௜ܵ ߩ௜ ܬ௜ଶ
௡
௜ୀଵ
ܶ ൌ ܵܶ ෍ ߩ௜ ܬ௜
ଶ,
௡
௜ୀଵ
 Équation  2.23 
où ܶ est la période temporelle du signal AC, ܵ est l’aire de la section rectangulaire des éléments, 
où tous les éléments ont une section identique, i.e. pour tout 1 ൑ ݅ ൑ ݊, S୧ ൌ S.  
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2.2.4 Conclusion 
Le modèle numérique développé dans ce chapitre est appelé « Méthode Intégrale Semi-
Découplée » (MISD), qui traduit le fait que cette méthode calcule les pertes en plusieurs étapes 
distinctes plutôt que d’un seul coup. Les interactions électromagnétiques entre les rubans sont 
prises en compte, avec un niveau de détail plus important à courte portée, et simplifié à longue 
portée. Cette simplification consiste à regrouper les rubans plus éloignés du ruban à l’étude et à y 
approximer la densité de courant comme étant uniforme. L’acronyme MARE (Méthode 
d’Approximation des Rubans Éloignés) a été introduit pour désigner cette approche.  
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CHAPITRE 3 SIMULATIONS ET VALIDATION 
3.1 Simulations 
Dans cette partie, la méthode intégrale semi-découplée (MISD) introduite au chapitre 2 
est testée pour différentes configurations de bobines à base de rubans supraconducteurs. Afin de 
valider la MISD, les résultats de pertes AC obtenus par le biais de cette dernière sont comparés à 
ceux obtenus avec Comsol. 
3.1.1 Ruban supraconducteur simple 
Le premier cas de référence consiste en la vérification du code numérique pour un ruban 
supraconducteur simple (bobine avec un seul tour) (Figure 3.1). 
 
Figure 3.1 : Ruban supraconducteur simple en forme de « pancake » (a) en coordonnées 
cylindriques, (b) vue du dessus 
À une fréquence égale à 50 Hz, la simulation est faite sur deux cycles, c'est-à-dire pour 40 ms, 
ceci parce qu’il faut un certain temps pour que le régime permanent soit atteint (environ un demi-
cycle). Les pertes AC totales qui sont comparées sont seulement celles du deuxième cycle, afin 
de s’assurer que le régime permanent soit déjà bien atteint et ainsi éviter des incohérences dues 
au démarrage (initialisation du problème). Les paramètres de la simulation sont donnés au 
Tableau 3.1, et la coupe selon l’axe orthoradial du ruban et la discrétisation de ce dernier sont 
illustrées à la Figure 3.2 et à la Figure 3.3.  
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 Tableau 3.1 : Valeurs des paramètres pour la simulation d'un ruban supraconducteur simple 
Paramètre Valeur 
Largeur 4 mm 
Épaisseur  10 µm 
Rayon intérieur 1 cm 
Nombre d’éléments 100  
Courant critique (ܫ௖) 100 A 
Courant de transport (ܫ௘௫௧) 0,7. Iୡ = 70 A 
Indexe de la loi de puissance (݊) 50 
Champ électrique (ܧ଴) 1 µV/cm 
Fréquence  50 Hz 
 
 
 
Figure 3.2 : Coupe selon ࣘ du ruban supraconducteur simple (l’épaisseur du ruban n’est pas à 
l’échelle) 
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Figure 3.3 : Discrétisation du ruban en 200 éléments (l’épaisseur n’est pas à l’échelle) 
Les résultats obtenus pour les pertes AC sont présentés à la Figure 3.4 et au Tableau 3.2: 
 
 
Figure 3.4 : Pertes AC en fonction du temps calculées avec la méthode intégrale semi-découplée 
sur Matlab et avec la méthode des éléments finis sur Comsol pour un ruban supraconducteur 
simple 
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Tableau 3.2 : Tableau des résultats et comparaison pour un ruban simple 
Pertes AC totales pour le 2e cycle  
Pertes MEF 2.0526×10-4 J/m/cycle 
Pertes MISD         1.9851×10-4  J/m/cycle 
 Différence relative : 3.3%
Les résultats obtenus avec les deux méthodes sont très proches. Cependant, nous 
remarquons une légère différence entre les deux résultats. En effet, les pertes AC calculées par la 
MEF avec Comsol est sont plus élevées que celles obtenus par la MISD. Nous pouvons émettre 
l’hypothèse d’une sous-estimation des pertes AC avec la MISD ou au contraire d’une sur-
estimation des pertes AC avec la MEF sur Comsol. Néanmoins, la différence relative étant 
seulement de quelques pourcents, la MISD pour un ruban supraconducteur simple est vérifiée 
avec Comsol. Il est ensuite nécessaire de vérifier si la même conclusion peut être faite pour une 
bobine constituée de plusieurs rubans. De plus, l’hypothèse de l’approximation des rubans 
éloignés doit être vérifiée.  
3.1.2 Bobine constituée de plusieurs rubans supraconducteurs 
3.1.2.1 Bobine 5×1 
Le modèle numérique est testé pour une bobine constituée de 5 rubans qui se superposent 
en forme de « pancake ». Les paramètres de simulation sont présentés au Tableau 3.3, et la coupe 
de la bobine selon l’axe orthoradial et la discrétisation des rubans sont illustrées à la Figure 3.5 et 
à la Figure 3.6. 
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Tableau 3.3 : Valeurs des paramètres pour la simulation de la bobine 5×1 
Paramètre Valeur 
Nombre de rubans selon r 5 
Nombre de rubans selon z 1 
Nombre total de rubans 5 
Largeur des rubans 4 mm 
Épaisseur des rubans 10 µm 
Rayon intérieur 1 cm 
Nombre d’éléments par ruban 200  
Courant critique (ܫ௖) 100 A 
Courant de transport (ܫ௘௫௧) 0,7ܫ௖ = 70 A 
Indexe de la loi de puissance (݊) 50 
Champ électrique (ܧ଴) 1 µV/cm 
Fréquence 50 Hz 
 
 
Figure 3.5 : Coupe selon ࣘ de la bobine 5×1 (l’épaisseur n’est pas à l’échelle) 
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Figure 3.6 : Discrétisation des rubans de la bobine 5×1. Chaque ruban est subdivisé en 200 
éléments (l’épaisseur pas à l’échelle) 
 
Les résultats obtenus pour les pertes AC sont présentés à la Figure 3.7  et au Tableau 3.4, 
et les profils de densité de courant sur chaque ruban obtenus sur Matlab et Comsol à un temps t 
donné sont donnés à la Figure 3.8.   
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Figure 3.7 : Pertes AC en fonction du temps calculées avec la méthode intégrale semi-découplée 
sur Matlab et avec la méthode des éléments finis sur Comsol pour une bobine 5×1 
 
 
Tableau 3.4 : Tableau des résultats et comparaison pour une bobine 5×1 
Pertes AC totales pour le 2e cycle  
Pertes MEF 4.6581×10-3 J/m/cycle 
Pertes MISD     4.3930×10-3 J/m/cycle 
 Différence relative : 5.69 %
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Figure 3.8 : Profils de la densité de courant de la bobine 5×1 sur tous les rubans à t = 25 ms 
obtenus sur Matlab et Comsol : a) ruban(1,1), b) ruban(2,1), c) ruban(3,1), d) ruban(4,1),  e) 
ruban(5,1) 
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Comme pour le cas du ruban simple, les pertes AC calculées par la MISD est plus petite 
que celles obtenues avec la MEF. L’hypothèse de la sous-estimation des pertes AC avec la MISD 
ou la sur-estimation de celles-ci avec la MEF reste toujours valable. Aussi, les formes de la 
densité de courant sur chacun des rubans sont semblables mais nous observons des discontinuités 
dans les profils de courant obtenus avec la MISD près des régions où  ܬ ൌ 0. La présence des 
celles-ci permet de soupçonner une petite dérive numérique de la solution à ce point précis, ce qui 
pourrait expliquer les différences observées au niveau des pertes lorsque l’on compare avec la 
MEF. Cependant, cela reste à confirmer. Néanmoins, la différence relative est de 5.69%, ce qui 
reste relativement raisonnable.  
3.1.2.2 Bobine 1×5 
La MISD est testée pour une bobine constituée de 5 rubans qui se suivent selon l’axe 
vertical z. Les paramètres de simulation sont présentés au Tableau 3.5, et la coupe de la bobine 
selon l’axe orthoradial ainsi que la discrétisation des rubans sont illustrées à la Figure 3.9 et à la 
Figure 3.10.  
 
 
Tableau 3.5 : Valeurs des paramètres pour la simulation de la bobine 1×5 
Paramètre Valeur 
Nombre de rubans selon r 1 
Nombre de rubans selon z 5 
Nombre total de rubans 5 
Largeur des rubans 4 mm 
Épaisseur des rubans 10 µm 
Rayon intérieur 1 cm 
Nombre d’éléments par ruban 200  
Courant critique (ܫ௖) 100 A 
Courant de transport (ܫ௘௫௧) 0,7ܫ௖ = 70 A 
Indexe de la loi de puissance (݊) 50 
Champ électrique (ܧ଴) 1 µV/cm 
Fréquence  50 Hz 
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Figure 3.9 : Coupe selon ࣘ de la bobine 1×5 (épaisseur pas à l’échelle) 
 
 
Figure 3.10 : Discrétisation des rubans de la bobine 1×5. Chaque ruban est subdivisé en 200 
éléments (l’épaisseur n’est pas à l’échelle) 
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Les résultats pour les pertes AC obtenus sont présentés à la Figure 3.11 et au Tableau 3.6. 
 
Figure 3.11 : Pertes AC en fonction du temps calculées avec la méthode intégrale semi-découplée 
sur Matlab et avec la méthode des éléments finis sur Comsol pour une bobine 1×5 
 
 
Tableau 3.6 : Tableau des résultats et comparaison pour la bobine 1×5 
Pertes AC totales pour le 2e cycle  
Pertes MEF 1.662 ×10-3 J/m/cycle 
Pertes MISD         1.1871×10-3  J/m/cycle 
 Différence relative : 28.57 %
 
Les profils de densité de courant sur chacun des rubans obtenus sur Matlab avec la MISD  
et sur Comsol à un temps t donné sont comparés à la Figure 3.12.    
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Figure 3.12 : Profils de la densité de courant de la bobine 1×5 sur tous les rubans à t = 25 ms 
obtenus sur Matlab et Comsol : a) ruban(1,1), b) ruban(1,2), c) ruban(1,3), d) ruban(1,4),  e) 
ruban(1,5) 
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Pour cette bobine, la différence relative est de 28.57%, ce qui est relativement élevée. 
Comme les cas précédents, on observe que les pertes AC calculées à l’aide de Comsol sont plus 
élevées que celles calculées avec Matlab. On peut encore une fois se demander si Comsol 
surestimerait les pertes AC ou qu’au contraire, si la MISD sous-estimerait celles-ci. Aussi, 
lorsque nous observons les profils de la densité de courant sur chacun des rubans, nous 
remarquons que plus on va vers les extrémités de la bobine, plus la différence entre les résultats 
obtenus sur Comsol et Matlab est grande. Ceci peut être dû au fait que plus on se rapproche des 
frontières délimitant la surface de l’air (domaine d’étude) dans la MEF, plus les résultats diffèrent 
d’avec la MISD. Pour vérifier si l’erreur vient effectivement du fait de la proximité aux 
frontières, l’aire du domaine d’étude est agrandie sur Comsol et les résultats sont comparés.  
 
Tableau 3.7 : Comparaison de la différence relative 
Erreurs relatives (entre MISD et MEF)  
MEF (précédent)  28.57 % 
MEF avec une plus grande surface de l’air         28.57 % 
 Amélioration : 0% 
 
La différence relative n’est pas améliorée par un agrandissement de la surface d’air. Notre 
hypothèse est donc invalide.  
La différence relative peut être expliquée par le fait que les méthodes de résolution 
utilisées sont différentes, l’une étant une méthode intégrale et l’autre la méthode des éléments 
finis. Cependant, les deux solutions devraient converger si on augmente le nombre d’éléments 
pour le cas de la méthode intégrale et si on raffine le maillage pour la méthode des éléments finis. 
Afin de vérifier ceci, nous faisons varier le nombre d’éléments d’un ruban pour la MISD et sur 
Comsol le maillage est raffiné ; on vérifie ensuite si on observe une convergence vers une 
solution commune. Le test est réalisé sur un ruban simple (le cas le plus simple) pour ne pas 
rencontrer de problèmes de saturation de mémoire. Sur Matlab, on fait varier la discrétisation du 
ruban entre 50 et 500 éléments. De même sur Comsol, chaque ruban est maillé avec un nombre 
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d’éléments variant entre 50 et 500, et on choisit un maillage « normal » pour l’air. De plus, sur 
Comsol, on solutionne d’abord avec l’utilisation de fonctions de bases d’ordre 2 (quadratiques), 
puis d’ordre 3 (cubiques), afin de voir si le choix de l’ordre aurait un impact sur la convergence.  
 
Figure 3.13 : Comparaison des pertes AC calculées avec la MISD et sur Comsol pour différents 
nombre d’éléments par ruban  
 
On observe que chaque méthode converge bien vers une solution, mais différente. Il faut donc 
poser d’autres hypothèses afin d’identifier la cause de ces différences. Dans le cadre de ce 
mémoire, par manque de temps, il n’a pas été possible d’apporter une solution à ce problème.  
 
3.1.2.3 Bobine 4×3 
La MISD est testée pour une bobine constituée de 12 rubans (bobine 4×3). Les paramètres 
de simulation sont présentés au Tableau 3.8, et la coupe de la bobine selon l’axe orthoradial ainsi 
que la discrétisation des rubans sont illustrées à la Figure 3.14 et à la Figure 3.15.  
 
0 100 200 300 400 500
1.95
2
2.05
2.1
2.15
2.2
2.25 x 10
-4
nombre d'elements pour la subdivision du ruban
Pe
rte
s 
AC
 
 MISD
COMSOL quadratique
COMSOL cubique
60 
 
Tableau 3.8 : Valeurs des paramètres pour la simulation de la bobine 4×3 
Paramètre Valeur 
Nombre de rubans selon r 4 
Nombre de rubans selon z 3 
Nombre total de rubans 12 
Largeur des rubans 4 mm 
Épaisseur des rubans 10 µm 
Rayon intérieur 1 cm 
Nombre d’éléments par ruban 200  
Courant critique (ܫ௖) 100 A 
Courant de transport (ܫ௘௫௧) 0,7ܫ௖ = 70 A 
Index de la loi de puissance (݊) 50 
Champ Électrique (ܧ଴) 1 µV/cm 
Fréquence  50 Hz 
 
 
Figure 3.14 : Coupe selon ࣘ de la bobine 4×3 (épaisseur pas à l’échelle) 
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Figure 3.15 : Discrétisation des rubans de la bobine 4×3. Chaque ruban est discrétisé en 200 
éléments (l’épaisseur n’est pas à l’échelle) 
Les résultats pour les pertes AC obtenus sont présentés à la  Figure 3.16 et au Tableau 3.9. 
 
 
 
Figure 3.16 : Pertes AC en fonction du temps calculées avec la méthode des éléments finis sur 
Comsol et avec la méthode intégrale sur Matlab pour une bobine 4×3 
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Tableau 3.9 : Tableau des résultats et comparaison pour la bobine 4×3 
Pertes AC totales pour le 2e cycle  
Pertes MEF 2,171 ×10-2 J/m/cycle 
Pertes MISD          1,7348 ×10-2 J/m/cycle 
 Différence relative : 20,09 %
 
La différence relative est de l’ordre de 20%. Nous observons toujours une sous estimation 
des pertes AC avec la MISD. Il est aussi important d’observer les formes des densités de courant 
sur chacun des rubans. La Figure 3.17 et la Figure 3.18 illustrent les profils de la densité de 
courant sur chaque ruban constituant la bobine à t=25ms, et on observe tel que précédemment, 
que les profils de courant sont bien semblables, mais plus on va vers les extrémités de la bobine 
et vers la couche externe de celle-ci, moins les profils se superposent. L’origine de ces 
différences reste donc un élément à éclaircir (sous l’hypothèse que les résultats de Comsol sont 
fidèles à la réalité). Malheureusement, il n’existe pas d’autres codes qui font ces mêmes calculs 
de pertes AC et qui pourraient jouer le rôle d’arbitre.  
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Figure 3.17 : Profils de densité de courant de la bobine 4×3 sur les rubans 1 à 6 pour t = 25ms 
obtenus sur Comsol et Matlab : a) ruban(1,1), b) ruban(2,1), c) ruban(3,1), d) ruban(4,1),  e) 
ruban(1,2), f) ruban(2,2) 
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Figure 3.18 : Profils de densité de courant de la bobine 4×3 sur les rubans 7 à 12 pour t = 25ms 
obtenus sur Comsol et Matlab : g) ruban(3,2), h) ruban(4,2), i) ruban(1,3), j) ruban(2,3),  k) 
ruban(3,3),  l) ruban(4,3) 
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3.1.3 Approximation des rubans éloignés 
Dans cette section, la méthode d’approximation des rubans éloignés est évaluée en termes 
de précision et rapidité. En effet, cette méthode d’approximation est validée si elle apporte un 
gain de temps intéressant sans affecter, de façon significative, la précision du résultat final.  
Le cas d’une bobine 4×3 est encore une fois étudié. Par contre, cette fois-ci, seulement le 
ruban à l’étude est discrétisé en 200 éléments. Ses plus proches voisins sont discrétisés en 50 
éléments et les autres rubans sont regroupés ensemble par rayon identique, tel qu’illustré à la 
Figure 3.19.  
 
Figure 3.19 : Approximation des rubans éloignés pour le ruban (1,1) de la bobine 4×3 
 
Par exemple, si le ruban (1,1) de la bobine 4×3 est le ruban à l’étude (en rouge), celui-ci 
est subdivisé en 200 éléments. Ses plus proches voisins, c’est à dire les rubans (1,2), (2,1) et (2,2) 
(en vert), sont discrétisés en 50 éléments. Les autres rubans sont regroupés par rayons identiques 
(en noir), et leurs densités de courant ne sont plus désormais des inconnues, puisque nous 
imposons ܬ comme étant uniforme dans les rubans éloignés, sans affecter de façon significative 
(hypothèse) le champ local dans le conducteur à l’étude.  
La subdivision de chaque ruban de la bobine 4×3, en appliquant la méthode des rubans éloignés, 
est illustrée à la Figure 3.20.  
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Figure 3.20 : Discrétisation des rubans de la bobine 4×3 avec l’approximation des rubans 
éloignés  
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3.1.3.1 Validation de la précision 
Afin de valider l’approximation des rubans éloignés, il faut vérifier que celle-ci n’affecte 
pas la précision des pertes AC calculées de façon significative. Une comparaison des pertes AC 
déterminées avec la méthode de l’approximation des rubans éloignés et la méthode intégrale sans 
approximation est présentée au Tableau 3.10. Dans cet essai, on ne considère qu’un seul niveau 
de voisins, i.e. seuls les rubans contigus au ruban à l’étude sont considérés comme étant des 
rubans « voisins ». On observe une erreur relative qui est grande. La méthode des rubans éloignés 
a un trop grand impact sur les résultats finaux des pertes AC. Afin d’améliorer la précision des 
résultats, il va falloir soit augmenter le nombre d’éléments des rubans voisins, soit augmenter le 
nombre de rubans voisins, ou les deux. 
Pour tester la première hypothèse, le nombre de voisins discrétisés reste inchangé mais 
ces derniers sont subdivisés en 100 éléments au lieu de 50. Les résultats sont présentés au 
Tableau 3.11, et nous observons que l’erreur relative est en effet améliorée, mais pas autant qu’on 
le souhaiterait. Celle-ci demeurant proche de 30%, cela suggère qu’il faille considérer davantage 
de voisins pour améliorer la précision.   
Nous testons donc la deuxième hypothèse. La Figure 3.21 illustre la façon dont la 
subdivision des rubans en éléments est effectuée. Les rubans voisins (en vert) ne sont plus 
seulement les rubans contigus au ruban à l’étude, mais inclus aussi les voisins de « deuxième 
rang», qui sont aussi discrétisés en 50 éléments. Les résultats des pertes AC obtenus en 
augmentant le nombre de voisins, sont présentés au Tableau 3.12. Nous observons qu’en 
augmentant le nombre de rubans voisins, l’erreur relative est beaucoup plus petite. La méthode 
des rubans éloignés est donc applicable, à condition de bien choisir le nombre de rubans voisins 
et le nombre de subdivisions de ces derniers.  
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Tableau 3.10 : Comparaison des pertes AC déterminées avec la méthode intégrale avec 
l’approximation des rubans éloignés (un seul niveau de plus proches voisins) et la méthode 
intégrale sans approximation 
Pertes AC totales pour le 2e cycle  
Pertes avec MARE 6.8237×10-3   J/m/cycle 
Pertes sans MARE          1.7336 ×10-2   J/m/cycle 
 Erreur relative : 60.6 %
 
Tableau 3.11 : Comparaison des pertes AC avec et sans approximation des rubans éloignés (les 
rubans voisins étant divisés en plus grand nombre d’éléments (100 éléments au lieu de 50)) 
Pertes AC totales pour le 2e cycle  
Pertes avec MARE 1.2443×10-2 J/m/cycle 
Pertes sans MARE          1.7336×10-2 J/m/cycle 
 Erreur relative : 28.2 %
 
Tableau 3.12 : Comparaison des pertes AC avec et sans approximation des rubans éloignés, 
considérant deux niveaux de plus proches voisins (les rubans voisins étant subdivisés en 50 
éléments) 
Pertes AC totales pour le 2e cycle  
Pertes avec MARE 1.5007×10-2 J/m/cycle 
Pertes sans MARE          1.7336×10-2 J/m/cycle 
 Erreur relative : 13.4 %
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Figure 3.21: Discrétisation des rubans de la bobine 4×3 avec l’approximation des rubans éloignés 
avec les voisins de deuxième rang inclus 
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3.1.3.2 Validation du gain en temps de calcul 
Prenons encore comme cas de référence le calcul de la distribution de courant dans le 
ruban (1,1) de la bobine 4×3. Avec la méthode de l’approximation des rubans éloignés, au lieu 
d’avoir 12 כ 200 ൌ 2400 inconnues, il ne reste plus que tout au plus 600 inconnues. Le nombre 
d’inconnues a été réduit d’un facteur 4. Sachant que le temps de calcul de la méthode intégrale 
est proportionnel à la puissance 3 du nombre d’inconnues (approximativement) [36], on prédit 
une réduction du temps de calcul de l’ordre de 64, excluant les gains sur le temps d’assemblage 
de la matrice ሾܯ஺ሿ. Cependant, cette prédiction ne s’applique pas intégralement dans le cadre de 
ce mémoire car le nombre de contraintes est plus élevé ici que dans [36]. Le gain en temps 
d’assemblage de la matrice ሾܯ஺ሿ obtenu grâce à la MARE, est présenté au Tableau 3.13. Il faut 
savoir que les temps de calcul présentés au Tableau 3.13 sont les temps d’assemblage de ሾܯ஺ሿ de 
tous les rubans de la bobine (dans cet exemple, 12 assemblages de la matrice ሾܯ஺ሿ). Aussi, nous 
précisons que dans cette section, tous les calculs sont faits sur Matlab.  
Grâce à la méthode de l’approximation des rubans éloignés, l’assemblage de toutes les 
matrices ሾܯ஺ሿ est calculé 28.17 fois plus rapidement sur Matlab. Le gain de temps pour le calcul 
de J excluant le temps de calcul de ሾܯ஺ሿ, est présenté au Tableau 3.14, et le gain de temps total 
pour le calcul des pertes AC (incluant le temps d’assemblage des matrices ሾܯ஺ሿ pour chaque 
ruban) est présenté au Tableau 3.15.  
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Tableau 3.13 : Gain de temps pour le calcul de ሾܯ஺ሿ avec approximation des rubans éloignés 
Temps de calcul de ࡹ࡭ (bobine 4×3)  
Temps mis avec MARE 4 982.81 secondes 
Temps mis sans MARE          14 0356.28 secondes 
 Gain de temps : 28.17 
 
Tableau 3.14 : Gain de temps pour le calcul J (avec le solver) avec approximation des rubans 
éloignés (excluant le temps de calcul de ሾܯ஺ሿ) 
Temps de calcul des pertes AC (bobine 4×3)  
Temps mis avec MARE 439.036 secondes 
Temps mis sans MARE          98 302.32 secondes 
 Gain de temps : 224  
 
Tableau 3.15 : Gain de temps total pour le calcul des pertes AC avec approximation des rubans 
éloignés (incluant le temps de calcul de ሾܯ஺ሿ) 
Temps de calcul des pertes AC (bobine 4×3)  
Temps mis avec MARE 5 421.87 secondes 
Temps mis sans MARE          238 658.62 secondes 
 Gain de temps total : 44  
 
Il est clair qu’en adoptant l’approximation des rubans éloignés, le temps de calcul des 
pertes AC sera réduit de façon considérable pour une bobine à très grand nombre de tours. La 
Figure 3.22 illustre ceci. On observe qu’avec la méthode d’approximation des rubans éloignés, le 
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temps de calcul en fonction du nombre de tours augmente beaucoup moins vite que si 
l’approximation n’était pas utilisée. Plus le nombre de tours de bobinage est grand, plus le facteur 
du gain de temps sur le calcul de pertes AC est grand. Ainsi, l’approximation des rubans éloignés 
serait une solution exploitable pour enfin réussir à calculer des pertes AC d’une bobine à grand 
nombre de tours, tel que dans le cas d’un transformateur de puissance. La Figure 3.22 présente le 
temps de calcul des pertes AC pour différents nombres de rubans constituant la bobine (en 
échelle log-log). Nous identifions les équations qui décrivent les tendances des courbes obtenues 
avec la fonction polyfit sur Matlab. Les pentes des droites (« a » sur la Figure 3.22), donnent 
approximativement la croissance du temps de calcul en fonction du nombre de conducteurs. 
Remarque : La comparaison des temps de calcul des pertes AC en fonction du nombre de rubans 
a été effectuée avec un maillage grossier pour réduire le temps de simulations. Pour le calcul des 
pertes AC sans la MARE, tous les rubans sont subdivisés en 20 éléments. Pour le calcul des 
pertes AC avec la MARE, le ruban d’intérêt est subdivisé en 20 éléments et ses voisins en 5 
éléments.  
.  
Figure 3.22 : Temps de calcul des pertes AC en fonction du nombre de rubans de la bobine 
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La Figure 3.23 présente le temps de calcul des pertes AC pour différent nombre de rubans 
constituant la bobine, avec la MARE, basé sur le vrai maillage (ruban d’intérêt subdivisé en 200 
éléments, ses voisins en 50 éléments, et les autres rubans étant regroupés par rayons identiques), 
et avec Comsol (les courbes sont données en échelle log-log). Pour ce qui est du temps de calcul 
des pertes AC avec la MARE, la valeur de la pente est égale à 1.3801, proche de celle obtenue 
pour un plus mauvais maillage (Figure 3.22). Il existe donc une relation quasi-linéaire entre le 
temps de calcul des pertes et le nombre de rubans du bobinage. Pour ce qui est du temps de calcul 
des pertes AC avec la MEF avec Comsol, à cause du grand nombre de degrés de liberté, les 
calculs prennent beaucoup de temps et la mémoire est vite saturée. Par conséquent, peu de points 
sont présentés sur la Figure 3.23, mais nous pouvons tout de même observer que le temps de 
calcul des pertes AC avec Comsol est plus important qu’avec la méthode intégrale avec la 
MARE.  
  
Figure 3.23 : Temps de calcul des pertes AC en fonction du nombre de rubans de la bobine avec 
la MARE (MISD) et avec la MEF (Comsol) 
  
10
0
10
1
10
2
10
3
10
1
10
2
10
3
10
4
10
5
10
6
nombre de rubans
te
m
ps
 (s
)
temps de calcul des pertes AC
 
 
temps de calcul avec MARE
temps de calcul avec la MEF avec Comsol
courbes de tendance
a = 1.3801 
a = 1.6073 
76 
 
3.1.4 Optimisation en C 
Pour adapter davantage le modèle intégral développé aux calculs de pertes AC d’une 
bobine à très grand nombre de tours, il est possible de réécrire une partie du code Matlab en C 
pour ainsi rendre les simulations encore plus rapides.  
3.1.4.1 Fichiers mex 
Il est possible de créer un programme en C et de l'exécuter en interaction directe avec 
Matlab. Pour cela il faut créer un fichier MEX.  
La partie du code Matlab qui prend le plus de temps est le calcul de la matrice de 
coefficients ሾܯ஺ሿ, qui est une matrice carrée et pleine, de taille relativement grande. Pour réduire 
le temps d’assemblage, la fonction CalculMA est réécrite en C afin d’en faire un fichier MEX 
pour ensuite l’appeler via Matlab.  
La réécriture à la main d’une fonction complexe en C est une tâche difficile. Nous l’avons 
essayée mais ensuite, nous avons pu nous doter d’un logiciel qui permet de convertir un code 
Matlab en fichier MEX directement. Ce logiciel porte le nom de Matlab Coder. Il est assez facile 
à utiliser mais si on l’utilise mal, le code C peut s’avérer plus lent. Il faut donc bien définir ses 
variables et, il ne faut pas avoir de fonctions imbriquées.  
Un tel fichier respecte la syntaxe suivante :  
 
#include "mex.h" 
 
void mexFunction( 
                 int nlhs,       mxArray *plhs[], 
                 int nrhs, const mxArray *prhs[]  ) 
{ 
  /* le code C ... */ 
Avec nlhs le nombre d'arguments de sortie (« left hand side ») et plhs le tableau de pointeurs 
vers les arguments de sortie, et, nrhs et prhs sont pour les arguments d’entrées (« right hand 
side »).   
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3.1.4.2 Gain de temps 
Matlab Coder n’accélère généralement pas les fonctions internes de Matlab telles qu’EIG, 
SVD, FFT, FFT2, FFTN, QR, LU, etc. Enfait, les fonctions MEX générées par Matlab Coder qui 
contiennent des fonctions internes pourraient même parfois être plus lentes que les fonctions 
équivalentes sur Matlab, ceci parce que ces fonctions Matlab sont déjà compilées et sont même 
parfois multi-tâches. Or, la fonction que nous désirons convertir en fichier MEX (CalculMA) 
contient des appels à la fonction EIG. Cette fonction, qui calcule les valeurs propres et les 
vecteurs propres d’une matrice, ralentit notre temps de simulation de façon considérable. Nous 
avons tout de même réussi à réduire le temps de calcul associé à la création de la matrice ሾܯ஺ሿ. 
Les résultats sont présentés au Tableau 3.16 et au Tableau 3.17. 
 
Tableau 3.16 : Gain de temps pour le calcul de ሾܯ஺ሿ pour un ruban simple avec la fonction Mex 
Temps de calcul de ࡹ࡭ (ruban simple)  
Temps mis avec la fonction mex 2.1205 secondes 
Temps sans la fonction mex          19.6804 secondes 
 Gain de temps total : 9.28
 
Tableau 3.17 : Gain de temps pour le calcul de ሾܯ஺ሿ de la bobine 4×3 avec la fonction Mex 
Temps de calcul de ࡹ࡭ (bobine 4*3)  
Temps mis avec la fonction mex 10056.0 secondes 
Temps sans la fonction mex          109837.1 secondes 
 Gain de temps total : 10.92
 
Rien que dans le cas d’un ruban simple (Tableau 3.16), on observe une nette amélioration 
du temps de calcul sans que la précision des résultats ne soit affectée. Ce progrès aura un impact 
important pour le calcul des grosses bobines. Les résultats en gain de temps présentés au Tableau 
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3.17 montrent que plus le nombre de rubans augmente, plus le gain de temps est important, ce qui 
est primordiale dans ce projet puisque le but est de rendre possible un calcul numérique des 
pertes AC pour les bobinages à grand nombre de tours.  
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CHAPITRE 4 CONCLUSION 
 
L’objectif principal de ce mémoire était de développer un modèle numérique précis et 
rapide pour le calcul de pertes AC d’une bobine supraconductrice comportant un grand nombre 
de tours. Pour répondre à cet objectif, une méthode numérique de type intégral adaptée à notre 
géométrie a été développée sur Matlab. Le code développé est très facile à utiliser mais son temps 
de calcul peut s’avérer très long si on ne prend pas de mesures particulières pour simplifier 
partiellement le problème. Ainsi, pour répondre au souci de la rapidité, une « méthode 
d’approximation des rubans éloignés » (MARE) a été présentée et une optimisation du code a été 
effectuée. La MARE permet une importante réduction du nombre d’inconnues, entraînant par le 
même fait une réduction du temps de calcul des pertes AC d’un bobinage. Plus le nombre de 
tours de bobinage est important, plus le gain en temps de calcul est important. Afin de rendre le 
code numérique encore plus rapide, une partie de celui-ci a été retranscrit en langage C. Le 
modèle ainsi construit porte le nom de « méthode intégrale semi-découplée » (MISD) et peut être 
utilisé pour le calcul de pertes AC d’une bobine supraconductrice. Une méthodologie de 
vérification a été effectuée avec l’aide du logiciel Comsol.   
À la lumière des résultats obtenus dans ce mémoire, plus on s’approche des extrémités de 
la bobine, plus la différence des profils de la densité de courant des rubans obtenus avec la MISD 
et la MEF est grande. Plusieurs tests ont été réalisés afin de comprendre la cause de ces 
différences. Malgré ces efforts, le problème n’a pu être résolu au cours de ce projet de maîtise. 
Les suggestions (pour travaux futurs) afin de rendre la MISD encore plus performante et 
rapide sont les suivantes : tout d’abord, il est primordial de trouver le problème de la différence 
entre les résultats obtenus avec la MEF et avec la MISD. Il faudrait commencer par faire des tests 
sur Comsol afin de vérifier et de valider les résultats obtenus sur Comsol. Il serait aussi très 
intéressant d’avoir des mesures expérimentales afin de les comparer avec nos résultats de 
simulations. Deuxièmement, il serait possible d’optimiser davantage les calculs de pertes AC en 
exploitant mieux la géométrie de la bobine. En effet, il serait possible de ne pas faire 
l’assemblage de toutes les matrices ሾܯ஺ଵሿ pour chacun des rubans, si on arrive à détecter les 
rubans ayant la même disposition dans le bobinage. Pour illustrer ceci, prenons l’exemple d’une 
bobine constituée de 25 rubans supraconducteurs (bobine 5×5) (Figure 4.1).  
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Figure 4.1 : Coupe de la bobine 5×5 
 
En appliquant la MARE pour le calcul de la matriceሾܯ஺ሿ, on remarque qu’il n’est pas 
nécessaire de générer la matrice ܯ஺ଵ pour chacun des rubans (25 assemblages) puisque plusieurs 
configurations se répètent. Au final, il y a seulement 4 configurations différentes (Tableau 4.1, 
Tableau 4.2, Tableau 4.3 et Tableau 4.4).  
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Tableau 4.1 : Première configuration 
 
 
 
La configuration pour laquelle le ruban à l’étude est 
encadré par 8 voisins est  répétée 9 fois. La matrice 
de coefficients construite avec cette configuration 
peut être réutilisée 9 fois.  
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Tableau 4.2 : Deuxième configuration 
 
 
La configuration pour laquelle le ruban à l’étude est à 
la couche la plus interne ou externe de la bobine et 
est encadré par 5 voisins est  répétée 6 fois. La 
matrice de coefficients construite avec cette 
configuration peut être réutilisée 6 fois.  
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Tableau 4.3 : Troisième configuration 
 
 
La configuration pour laquelle le ruban à l’étude est à 
l’extrémité de la bobine (tout en haut ou tout en bas 
de la bobine) et est encadré par 5 voisins est  répétée 
6 fois. La matrice de coefficients construite avec 
cette configuration peut être réutilisée 6 fois.  
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Tableau 4.4 : Quatrième configuration 
 
 
La configuration pour laquelle le ruban à l’étude est à 
l’extrémité de la bobine dans la couche la plus interne 
ou externe, et est encadré par 3 voisins est  répétée 4 
fois. La matrice de coefficients construite avec cette 
configuration peut être réutilisée 4 fois.  
 
 
 
 
Pour des bobines à très grand nombre de tours, une nouvelle implémentation qui 
permettrait d’exploiter la géométrie en rassemblant les différentes configurations, accélérerait 
l’assemblage de la matrice de coefficients ሾܯ஺ሿ d’une manière considérable, car il y aura 
beaucoup moins de calculs à effectuer. 
Il reste donc un travail important à réaliser afin de proposer une méthode de calcul de 
pertes AC ultra-rapide et optimale. Ce projet a néanmoins permis d’ouvrir une voie prometteuse 
pour rendre possible le calcul de pertes AC dans les bobines supraconductrices à très grand 
nombre de tours.   
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ANNEXE 
Résolution analytique du potentiel vecteur (code CalculA.m) 
Dans le cas d’un électroaimant cylindrique, de section rectangulaire, la résolution 
analytique a été effectuée par L.R. Urankar [38]. Plus exactement, l’auteur calcule dans son 
article le champ magnétique et le potentiel vecteur pour un électroaimant en arc à section 
rectangulaire, le cas précédent étant un cas particulier de celui-ci. 
La méthode de résolution et les étapes de calculs menant à la forme finale sont décrites dans cette 
annexe. Tout d’abord, l’électroaimant est définit en coordonnées cylindriques par les 
angles ሺ߮ଵ; ߮ଶሻ, les rayons ሺܴଵ; ܴଶሻ et les élévations ሺܼଵ, ܼଶሻ. La surface de la section de 
l’électroaimant est alors de ሺܴଶ െ ܴଵሻ ൈ ሺܼଶ െ ܼଵሻ, et la longueur d’arc azimutale est ሺ߮ଶ െ ߮ଵሻ. 
De plus, on définit ݎԦ ൌ ሺݎ, ߮, ݖሻ et  ݎԢሬሬԦ ൌ ሺݎԢ, ߮Ԣ, ݖԢሻ, les vecteurs positions de source et de point 
d’observation respectivement, tel que ܴଵ ا ݎԢ ا ܴଶ et  ܼଵ ا ݖԢ ا ܼଶ. 
 
Figure 1 - Calcul du champ pour un électroaimant cylindrique à section rectangulaire : (a)  vue 
dans l'espace, (b) vue dans le plan de la section [38]. 
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La loi de Biot-Savart, loi fondamentale de la magnétostatique, qui permet de calculer le potentiel 
vecteur généré par une distribution spatiale de courant ܬ,  est donnée par : 
 ܣԦሺݎԦሻ ൌ
μ଴
4ߨ
න න ܬ
݈݀ሬሬሬԦ
หݎԦ െ ݎᇱሬሬሬԦห
݀ݏ
௦௟
 (1) 
où ݈݀ ሬሬሬሬԦest un vecteur de longueur infinitésimale parcouru par le courant ܬ, ݎԢ ሬሬሬԦet ݎ ሬሬԦsont les vecteurs 
positions de la source et du point d’observation respectivement, et ݀ݏ est un élément de surface 
infinitésimal orthogonal à ݈݀. 
Sachant que ܣ௭ ൌ 0, la démarche consiste à intégrer partiellement selon ݎᇱet ݖᇱ la relation (1) 
pour obtenir la forme suivante : 
 ܣԦ௝ሺݎԦሻ ൌ
ܬ
4ߨ
ܣመԦ௝ሺݎԦሻ, ݆ ൌ ݎ, ߮  (1’) 
où 
 
ܣመ௝ሺݎԦሻ ൌ
1
2
න ݀
ఝమ
ఝభ
߶ሾߛܦሺ߶ሻ ൅ 2ߛݎܿ݋ݏሺ߶ሻ sinhିଵሺߚଵሺ߶ሻሻ
൅  ሺݎᇱଶ െ ݎଶ cosሺ2߶ሻሻ sinhିଵሺߚଶሺ߶ሻሻ  
െ ݎଶ sinሺ2߶ሻ tanିଵሺߚଷሺ߶ሻሻሿ ൜
െsin ሺ߶ሻ
cosሺ߶ሻ
, ݆ ൌ ݎ, ߮ 
(2) 
avec : 
 ߛ ൌ ݖᇱ െ ݖ (3a) 
 ߶ ൌ ߮ᇱ െ ߮ (3b) 
 ܦଶሺ߶ሻ ൌ ߛଶ ൅ ܤଶሺ߶ሻ (3c) 
 ܤଶሺ߶ሻ ൌ ݎᇱଶ ൅ ݎଶ െ 2ݎݎᇱ cosሺ߶ሻ (3d) 
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 ܩሺ߶ሻଶ ൌ ߛଶ ൅ ݎଶ sinଶሺ߶ሻ (3e) 
 
ߚଵሺ߶ሻ ൌ
ݎᇱ െ ݎܿ݋ݏሺ߶ሻ
ܩሺ߶ሻ
 
(3f) 
 ߚଶሺ߶ሻ ൌ
ߛ
ܤሺ߶ሻ
 (3g) 
 
ߚଷሺ߶ሻ ൌ
ߛ൫ݎᇱ െ ݎܿ݋ݏሺ߶ሻ൯
ݎݏ݅݊ሺ߶ሻܦሺ߶ሻ
. 
(3h) 
 
L’étape suivante consiste à effectuer la transformation angulaire ߶ ൌ ߨ െ 2ߙ, et de diviser 
l’intégrale en deux parties allant de 0 à ߙ௜ ሺ݅ ൌ 1,2ሻ. Nous obtenons en tenant compte de la parité 
des fonctions : 
 ܣመ௝ሺݎԦሻ ൌ ∑ ሺെ1ሻሺ௜ାଵሻଶ௜ୀଵ ቀߜ௝௥ ൅ ߜ௝థݏ݃݊ሺߙ௜ሻቁ ܣመ௝ሺ|ߙ௜|ሻ , ݆ ൌ ݎ, ߮ (4) 
avec  ߙ௜ ൌ
ଵ
ଶ
ሺߨ ൅ ߮ െ ߮௜ሻ. 
En transformant à cette étape, les intégrales en fonctions elliptiques de Jacobi [45] et en utilisant 
par la suite les formules de récurrences associées à ces fonctions [46], on obtient le potentiel 
vecteur, le champ magnétique et son gradient [38]. Il suffit ensuite de calculer leur valeurs pour 
ߙ௜ ൌ ሺ
గ
ଶ
, െ గ
ଶ
ሻ, et on obtient les résultats suivants : 
 
ܣመఝ ቀ
ߨ
2
ቁ ൌ ܥఝ ቀ
ߨ
2
ቁ ൅ ߛݎܬ ቀ
ߨ
2
ቁ ൅
ߛܽ
2ݎ
ሾܷሺ݇ሻܭሺ݇ሻ െ 2ݎᇱܧሺ݇ሻሿ
൅
ߛ
6ܽݎ
෍ሺെ1ሻ௣ ఝܲ൫݊௣൯
ଷ
௣ୀଵ
ܼሺ݊௣ଶ, ݇ሻ 
(5) 
où :  
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 ݇ଶ ൌ
4ݎݎᇱ
ܽଶ
 (6a) 
 ܽଶ ൌ ߛଶ ൅ ܾଶ (6b) 
 ܾ ൌ ݎ ൅ ݎԢ (6c) 
 ܿଶ ൌ ߛଶ ൅ ݎଶ (6d) 
 
݊௣ଶ ൌ
2ݎ
ݎ ൅ ሺെ1ሻ௣ܿ
 (6e) 
 
݊ଷଶ ൌ
4ݎݎᇱ
ܾଶ
 
(6f) 
 
ܥఝ ቀ
ߨ
2
ቁ ൌ െ
ߨݎଶ
6ݏ݃݊൫ߛሺݎᇱ െ ݎሻ൯
 
(6g) 
 
ܷሺ݇ሻ ൌ
݇ଶሺ4ߛଶ ൅ 3ݎᇱଶ െ 5ݎଶሻ
4ݎ
 
(6h) 
 
ఝܲ൫݊௣൯ ൌ
ߜ௣௤ሾݎᇱ െ ሺെ1ሻ௣ܿሿ݊௣ଶܿሺ3ݎଶ െ ܿଶሻ
2ݎ
െ
ߜ௣ଷݎᇱ
ܾሺݎᇱ െ ݎሻሺ3ݎଶ െ ݎᇱଶሻ
, ݍ ൌ 1,2. 
 
(6i) 
Les fonctions ܭሺ݇ሻ, ܧሺ݇ሻ, et ܼ൫݊௣ଶ, ݇൯ sont les intégrales elliptiques complètes de 1
ère, 2ème et 
3ème espèce respectivement, de module ݇ et d’argument ߨ 2⁄  [46].  
La fonction ܬሺߨ 2⁄ ሻ ൌ ׬ sinhିଵ൫ߚଵሺߙሻ൯݀ߙ 
గ ଶ⁄
଴ est une intégrale sans solution analytique connue, 
et l’on doit l’évaluer numériquement. 
Notons que dû à la symétrie cylindrique, les composantes ܣ௥ et ܣ௭ sont nulles et le reste des 
composantes est indépendant de φ, d’où le choix de ߮ ൌ 0  donnant ߙ௜ ൌ േ
గ
ଶ
. 
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Finalement, en remplaçant les valeurs obtenues en (5) dans (4), puis les résultats obtenus dans 
(1’), nous aboutissons à :  
 
ܣఝሺݎԦሻ ൌ
ܬ
4ߨ
2ܣመఝሺߨ 2⁄ ሻ  
(7) 
Cette formule (7) est très utile car elle permet de déterminer la valeur du potentiel vecteur en tout 
point de l’espace, avec comme seuls pré-requis la dimension et la position de l’électroaimant 
ሺܴଵ, ܴଶ, ܼଵ, ܼଶሻ et la densité de courant ܬ le parcourant. Ce résultat quasi-analytique a été 
implémenté dans la fonction CalculA.m, qui est utilisée tout au long de ce mémoire.  
 
