The present work investigates the uncertainties in a nuclear liquid-drop model. The model parameters, their uncertainties and correlations, are determined through standard regression analysis that includes a statistical treatment of the errors of the model. The adjustment of the model is based on experimental binding energies corrected by the Thomas-Fermi shell corrections. The uncertainties are then propagated onto observables to reveal the reliability of the predictions and insight is provided to guide further research. Standard regression analysis is further extended to encompass experimental uncertainties as well as correlations. Strong support for such an extension can be found in Bayesian inference. The uncertainties and the correlations regarding microscopic corrections are not currently known, however, when available, these contributions may be included through this extended formalism.
I. INTRODUCTION
The phenomenological Bethe-Weizsäcker formula, proposed in 1935, can describe the binding energy of a broad range of nuclei, using only few elementary concepts [1, 2] . Since then, many refinements have been introduced allowing for a better description of the ever-expanding nuclear chart. The most significant development, was provided by Strutinsky, as semi-classical corrections, i.e., shell corrections, to the original model [3, 4] . An analogous prescription may be applied to procure pairing corrections. Later, deformation was included, both microscopically, i.e., shell and pairing corrections, and macroscopically, i.e., liquid drop model [5, 6] . Although, recent investigations [7, 8] have initiated detailed studies of such family of models, a thorough uncertainty analysis is yet to be provided and the ambition of the present text is to fill the current void.
The liquid drop model has tremendous implications when it comes to nuclear physics. In particular, the values of some parameters are directly related to infinite nuclear matter, e.g., the binding energy per nucleon or the symmetry energy, having profound consequences on our understanding of the equation of state and consequently, on precise stellar features. Furthermore, numerous observables can be deduced from binding energies, e.g., Q-values influencing the energies either required or released by nuclear reactions, thus, affecting nucleosynthesis. The liquid drop parameters are also used to calculate fission barriers, defined as the difference between the ground-state and the saddle-point energies and are crucial quantities for the synthesis of superheavy nuclei. Moreover, separation energies, as well as pairing effects may also be approached directly through masses. Therefore, one can only recognize the consequences of binding energies and their predictions upon our understanding of nuclear physics.
Since the last decade, phenomenological descriptions have being complemented by uncertainty analysis whose aim is to encompass the errors of the model. Methods, such as regression analysis, have been introduced to specifically address this question in precise quantitative terms. Regarding the current inquiry, we adopt the regression formalism presented in Refs. [9, 10] along with an extended version of weighted regression to simultaneously address experimental and theoretical uncertainties as well as their respective correlations.
The parameters of a liquid drop model are determined through standard regression analysis, thus, going beyond least squares by involving the errors of the model, the uncertainties, as well as the mutual influence of the parameters. These uncertainties can then be propagated onto observables to reveal the reliability of the predictions, disprove models or even guide further research.
There are several liquid drop formulas in the scientific literature, however, we shall focus on a single one found in Ref. [11] . Nevertheless, the ideas developed here may be applied to any linear model and can further be extended to account for nonlinearities as exposed in Ref. [8] .
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Notice, the minus sign before the term 30/A i instead of the plus sign appearing in Ref. [5] which seems to be a typographical error. In the following, the Thomas-Fermi shell corrections from Ref. [5] are used. Note that Eq. (1) is linear and can easily be written in the matrix form,
where B Th and p are column vectors, respectively, containing all the values of B Th,i and p j while the matrix F is defined as, . . .
where the ith line of F is associated with the ith nucleus while the jth column is related to the parameter p j . Thus, the matrix F has as many lines as there are nuclei, N n and as many columns as there are parameters, N p and naturally, the vector p has as many lines as there are parameters.
In order to ease the notations of the following sections, the primes will be dropped while still implicitly referring to the corrected experimental binding energies defined by Eq. (2).
III. REGRESSION ANALYSIS
In this section, the mathematical formalism of standard regression, used throughout this text, is exposed and special attention is directed towards the distinction between the least squares method and regression analysis which is based on additional hypotheses and opens the door to uncertainty analysis. Most of the forthcoming material can be found in Refs. [9, 10] .
A. The ordinary least squares method
In the literature related to liquid drop models, the least squares method is, more often than not, the favored method to determine the parameters. This method consists in minimizing the sum of the squared errors,
with respect to the model parameters entering B Th,i . The previous expression can be written in matrix form, cf. Eq. (4), as
and its minimization with respect to the parameters yields the following solution,
The parameters obtained using Eq. (8) are identical to those given in Ref. [11] under the same conditions, thus, insuring the validity of the approach presented hitherto [14] .
B. The regression hypotheses
In the present least squares method, the model is assumed exact and experimental uncertainties are ignored, therefore, theoretical uncertainties cannot be reached. However, this may be achieved, using regression analysis and in particular, by involving the errors of the model. It is assumed, in regression analysis, that the experimental data can be described by
where represents the error associated with the model. Assuming no prior understanding of the experimental data, the binding energies are just a set of distinct scattered values, thus, having a mean and a variance. A model's ambition is, of course, to explain why these values are all so different from each other and to uncover the origin of this variance. Thus, on the one hand, the model F · p is responsible for the explained variations, i.e., the corrected binding energy variations that the model is able to account for. On the other hand, the error is accountable for the unexplained variations, i.e., the corrected binding energy variations left unexplained by the model and yet present in the experimental data. It should be borne in mind that the model is only meant to describe the corrected experimental binding energies, cf. Eq. (2), while the errors may also inherit flaws from the liquid-drop itself, the average pairing, the shell corrections, as well as other issues having unknown origins.
In order to determine the uncertainties in the parameters, some assumptions, regarding the distribution of these errors, are still required. For the simplest regression analysis, the first hypothesis concerns the mean of the errors which is assumed to vanish, i.e., E[ i ]=0. The second hypothesis deals with the dispersion and the mutual influence of the errors which are assumed to possess a common variance σ 2 and to be uncorrelated, i.e., COV[ i , j ]=σ 2 δ ij . The errors having the same variance, the second hypothesis is also known as the homoscedastic assumption. Thus, according to these hypotheses, the errors follow a gaussian distribution with zero mean and variance σ 2 . Highly convenient regression corollaries derive from these two prior assumptions:
where I is the identity matrix.
C. Unbiased sample estimates
As usual, it is assumed that only a restricted sample of all existing nuclei is known and an even smaller sample is actually considered here, as a result, all of the quantities upon which this study is based, will be sample estimates. It is conventional for these estimates to wear hats in order to distinguish them from quantities inferred from the whole population, i.e., all of the existing nuclei. Whenever, a quantity p, is estimated from a sample, it is said to be a sample estimate and will be notedp. Hence, a more appropriate notation for Eq. (8) would be,
Furthermore, if the mean of a sample estimate, i.e., E [p] , is equal the corresponding population quantity, i.e., p, the estimate is said to be unbiased. Using the first regression hypothesis, one can indeed show that E[p]=p, thus, makingp an unbiased sample estimate of p.
D. Uncertainty in the parameters
The parameters uncertainties are deduced from the N p ×N p covariance matrix,
where F is a constant matrix while B Exp is a random vector, implicitly carrying the variability, or said differently the variance, coming from the errors, cf. Eq. (9) . The diagonal elements of COV[p] are the variances of the parameters, i.e., the square of their uncertainties, while the off-diagonal elements are the covariances between the parameters and characterize their mutual influence. This relation concentrates within a unique formula, uncertainties and covariances which are absolutely essential ingredients to any thorough uncertainty analysis. The corresponding correlation matrix can always be deduced from the covariance matrix through the ensuing expression, 
E. Uncertainties in the observables
Once the covariance of the parameters is known, one can determine the uncertainties in the binding energies expressed in terms of the N n ×N n covariance matrix,
This expression only accounts for the uncertainty in the model, describing the corrected binding energies. However, it is also possible to include the uncertainty coming from the error of the model. Thus, further including all the flaws of the model yields the N n ×N n covariance matrix,
Note that this expression differs from second corollary because it involves the estimates of the parameters, i.e., B Th = F ·p instead of B Th = F · p in Eqs. (9) and (11) . Accordingly, separation energies and Q−values, deduced from differences between binding energies, i.e., (17) where F MD = F M − F D and F M together with F D , refer to matrices similar to F, cf. Eq. (5), and respectively, containing only information regarding the mother and daughter nuclei.
F. Error estimates
Notice the presence of σ 2 , i.e., the variance of the errors, in all of the previous expressions involving
However, in practice, these relations cannot be applied since we do not dispose of an actual estimate, for either the errors or their variance. Fortunately, intuitive sample estimates for the errors, also known as residuals, can be found to bê
Furthermore, one can show that the following expression,
is an unbiased sample estimate of the variance of these errors and therefore, is a precise measure of the variability left unexplained. It also turns out that this relation is the square of a well-known quantity, the root-mean-square deviation (RMS), usually characterizing the goodness-offit.
Replacing the variance of the errors by its estimate, i.e., σ 2 becomesσ 2 in the preceding expressions, we gather a new set of useful formulas for the unbiased sample estimates of the covariance matrices, listed above, and at the heart of the present work.
Previously, we have introduced the error of the model that is distinguished from the uncertainty in the model. In the spirit of the international standards presented in Ref. [15] the error was defined as the difference between the "true" experimental binding energy and its theoretical estimate. On the other hand, the theoretical uncertainty characterizes the dispersion of the theoretical binding energy. We have also seen that all the uncertainties are proportional to the standard deviation of the errors. However, note that these two quantities are never equal.
IV. PRIMARY RESULTS
The formalism presented in Sect. III is now exploited in order to examine the uncertainties and the correlations of the parameters entering the liquid drop model, cf. Eq. (1). A particular emphasis is given to the parameters, their uncertainties and correlations, as well as a diversity of observables.
The following results are based on the nuclear binding energies deduced from the atomic mass excesses found in Refs. [12, 13] for all nuclei satisfying N,Z ≥ 8 with uncertainties below 150 keV, thus, a total of 2315 nuclei are considered.
Note that the uncertainties in the experimental binding energies, the shell corrections and the pairing energies are disregarded at this stage.
A. Parameters
The parameters obtained using Eq. (12) are displayed in Table I . They are specific to the model considered in this study and cannot be directly compared to the parameters of other LD formulas. The corresponding uncertainties, also appearing in this table, were inferred from the diagonal elements of the covariance matrix, cf. Eq. (13), given in appendix A. Careful examination of the relative uncertainties establishes that the parameters, p 6 , p 8 and to an even greater extent p 7 , are loosely constrained with respect to the other parameters.
On the one hand, the parameters p 1 and p 5 are the most constrained as they correspond to the robust volume and Coulomb terms respectively. On the other hand, the parameter p 7 is the less constrained which means that the corresponding term is not well grounded. In Ref. [11] , its value changes drastically when other terms are removed or added to the LD formula. Other observables than the mass should be considered to better establish such a term. From the covariance matrix, cf. Table XI , one can deduce the correlation matrix, cf. Eq. (14), given in Table II. At first glance, it appears that all the parameters entering the liquid drop model are strongly correlated with one another. Meticulous inspection of this table, shows the existence of two correlation groups, i.e., sets of parameters with particularly strong correlations. The first involving p 1 , p 3 , p 5 and p 7 , the second comprising p 2 , p 4 and p 8 . Notice, p 6 is less correlated with the other parameters and the two groups are linked through the partial intrusion of p 1 in the second group and p 8 in the first group. Besides the Wigner term p 7 , the first group, contains the historical liquid drop parameters while the second group, consists of isospin dependent corrections. Such an observation may be sufficient to physically explain the emergence of these two groups. Although not referred to as correlation groups, their existence has been studied in Ref. [7] by either removing or adding parameters to the regression and debating the corresponding effects on the remaining parameters. In the current analysis, a similar conclusion is drawn, directly, from a detailed examination of the correlation matrix shown Table II . 
Theoretical binding energies
Once the parameters are determined, one can easily compute the theoretical binding energy of each nucleus along with its uncertainty.
The root-mean-square deviation associated with the binding energies isσ=602 keV. As already mentioned, it is an estimate of the standard deviation of the errors and quantifies the goodness-of-fit.
The uncertainties in the binding energy predictions, as deduced from Eq. (15), range from 21 keV to 124 keV with a mean of 33 keV. Those uncertainties are shown Fig. 1 . Notice, the increase of uncertainties away from the mean proton number of the sample, i.e., 57.9. This is a well-known feature of regression procedures, even extending beyond the regression interval, thus, making extrapolations further and further away from the known data more and more uncertain.
Thus, the uncertainties in the predicted binding energies are rather small compared to the errors of the model (σ). This suggests that once the shell corrections and the average pairing have been specified, the liquiddrop model is extremely constrained. Note that shell corrections were included in the corrected binding energies, however, they were excluded from the uncertainty analysis. When available, the latter should increase the uncertainties in the model constructed from, both, the liquid-drop and the shell corrections.
Adding the error of the model to the predicted binding energies as in Eq. (16) leads to uncertainties ranging from 602 to 615 keV because they are dominated by the error term.
The correlations between the binding energy of 208 Pb and the binding energies of the 2315 nuclei is depicted in Fig. 2 . As expected, the correlations with neighbouring nuclei are very strong and fade away from this region. 
Other observables
Additional observables can be deduced from the binding energies. We have selected here a few mass filters for which experimental values are available over the whole nuclear chart.
For each observable the uncertainties in the predictions of the model were calculated. We present in Table III , the minimum and maximum uncertainties over the nuclear chart, as well as, a statistical indicator, the mean of the uncertainties, defined as
for the observable O. Note that the indicator MU, has no profound statistical significance, and was only introduced, as a substitute for tables of unreasonable length, containing 2315 uncertainties for each observable. It appears that observables based on the difference between binding energies are less uncertain than the binding energies themselves. This is a consequence of the severe correlations existing between binding energies of neighbouring nuclei, cf. Fig. 2 .
We have also compared the predicted values to the experimental ones. As a statistical indicator, the rootmean-square deviation (RMS) of an observable O, defined as
is presented in Table III . As the model was adjusted to experimental binding energies, it is natural that this quantity possesses the smallest root-mean-square deviation. The correlations between the theoretical Q α -value of 208 Pb and the 2315 Q α -values is exposed in Fig. 3 . As formerly argued, the correlations with neighbouring nuclei are very strong and vanish away from this region. However, one can also distinguish more sophisticated patterns which were absent from the correlations between binding energies, cf. Fig. 2 . Notice, these observations can further be extended to the remaining observables considered here. These complex patterns are owed to the involvement of twice as many nuclei. Indeed, binding energy correlations, only, involve two distinct nuclei while those between separation energies, or Q-values, require four, thus, making the structure much more intricate. 
C. Assessment of the regression hypotheses
The results presented beforehand were procured through regression analysis which is based on hypotheses, regarding the distribution of the errors, as described in Sect. III B. This distribution of errors, associated with the binding energies, is shown Fig. 4 . The corresponding mean and standard deviation are, respectively, 2 keV andσ = 602 keV. These values were used to plot the normal distribution that exhibits a fair agreement with the histogram representing the distribution of the errors.
Other, more elaborate, methods are available to support the normality of the errors. The quantile-quantile plot is a graphical tool used to confirm that a set of data follows a specific probability distribution, e.g., a normal distribution. This is usually done by plotting the quantiles of the observed distribution of errors against the quantiles of the normal distribution having the same mean and variance, i.e., 2 keV and 602 keV. Indeed, if the observed errors do follow a normal distribution, then, the quantiles should be equal and the plot should form a straight line. The corresponding quantile-quantile plot is given Fig. 5 and confirms that most of the observed errors follow a normal distribution. However, the plot also makes it clear that the tails of distribution of the errors do not correspond to those of a normal distribution. around 95% of the errors, does follow a normal distribution. Thus, the normality assumption, although not perfectly satisfied, should be enough to insure that the outcome of the current endeavour offers serious results. Notice, the mean of these errors does not exactly vanish and one can show that this hypothesis is only strictly satisfied by models including an intercept which macroscopic models do not, in general, contain. We now investigate the impact of adding a constant parameter p 0 to the liquid drop model, Eq. (1).
The parameters and their uncertainties were recalculated and the results are reported in Table IV . It appears that the additional intercept does not significantly alter Table V reveals noticeable changes in the correlations, however, the group structure remains quite similar. There are still two correlation groups, a first consisting of p 1 , p 3 and p 5 , the second involving p 2 and p 4 . Parameters, outside these groups, display moderate correlations and there are no intruders in this particular case. Regarding the binding energy, the mean uncertainty and root-mean-square deviation, respectively, become MU = 34 keV andσ=600 keV. Thus, the differences between the uncertainties and the predictions obtained with and without an intercept are negligible. Note that, apart from the binding energy, the other observables are not affected by the intercept.
This assessment confirms that, although a more rigorous analysis should include an intercept in order to satisfy the first regression hypothesis, not doing so, does not significantly affect the outcomes of the study.
D. The impact of shell effects
In this study, an attempt was made to examine the impact of shell effects by using both, the Thomas-Fermi [5] and the Nix-Möller [6] microscopic corrections. The results show that the parameters marginally vary with the change of shell corrections, similarly, the absolute and relative uncertainties are barely altered and the correlation matrices are identical. The meagre influence of shell corrections is not surprising since they are identical for nuclei having N, Z > 30 in Refs. [5] and [6] . As only light nuclei contribute to this change, the effects are rather limited. Therefrom, no conclusions could be drawn about the exact impact of shell effects on either the estimation of the parameters, their uncertainties or even their correlations. Nevertheless, the outcome of the study suggested that the parameters could be significantly affected by the microscopic corrections while uncertainties and correlations suffered more minor changes.
E. Primary comments
It should be mentioned that, for all observables considered in this work, the uncertainties in the model predictions are insufficiently broad to account for the errors, thus, pointing towards some missing variability. Indeed, Fig. 6 reveals errors spreading way beyond the bounds of uncertainties which is coherent with prior results and can be understood from the root-mean-square deviation being virtually 20 times larger than the mean uncertainty.
Certainly, the scope of our uncertainty analysis, i.e., disregarding pairing and shell corrections, may be too crude and the resulting uncertainties too modest, to properly describe the uncertainties of the entire "macroscopic-microscopic" model. Nevertheless, it serves to distinguish the precision of the predictions from the uncertainties originating from only a limited portion of the model. This suggests that, once the microscopic corrections have been fixed, the experimental data leaves hardly any room for macroscopic variability, i.e., the macroscopic model is extremely constrained. Consequently, any further improvement of such model must be focused on constraining and evaluating uncertainties in the microscopic corrections.
Moreover, there is no model in nuclear physics that is able to reproduce the mass of the nuclei of the complete chart with a RMS lower than few hundreds of keV. Although it is a great achievement, this shows shortcomings in our understanding of the binding energy.
V. WEIGHTED REGRESSION
At this stage, experimental uncertainties or correlations were not taken into account. In the present section, we extend the regression analysis exposed in Sect. III to encompass this empirical evidence. Considering both the uncertainties and correlations or only the uncertainties is investigated in the following. Strong support for such an extension can be found in Bayesian inference [16] . Unfortunately, the uncertainties or the correlations regarding microscopic corrections are not currently known, however, when available, these contributions may be included through this extended formalism. For now, we shall focus on experimental uncertainties and their correlations.
A. Generalized regression
The uncertainties in the corrected binding energies were disregarded in the previous analysis and can be accounted for through a weighting matrix. In the current study, only experimental uncertainties are included. In this section, we present such a method where N n experimental binding energies along with their uncertainties and correlations are used to determine N p parameters. The formalism developed hereafter can be found in Ref. [10] . In this weighted formulation, the sum of squared errors becomes,
where W is referred to as a weight matrix and assigns a weight to each nucleus or pair of nuclei if their experimental binding energies are correlated. Minimizing this expression with respect to the parameters leads to,
Note that the regression assumptions are revised in this extension and the corollaries now become:
8
As before, the parameters are correlated and the covariance matrix reads,
The covariance matrix of the binding energies can be obtained from Eq. (15) For all practical purposes, the estimate for the variance of the errors is,
B. Empirical weights
The experimental binding energies are correlated through the specific method employed by the mass evaluation, these correlations are contained in the empirical covariance matrix ECM[B Exp ] also included in Refs. [12, 13] and having the structure below,
where u 2 i and u i,j are, respectively, the variance of the ith binding energy and the covariance between the ith and the jth binding energies. The uncertainties, deduced from the diagonal of the empirical covariance matrix, range from 160 meV to 149 keV with a mean of 7 keV, thus, spanning 6 orders of magnitude and making some nuclei significantly more important than other in the regression. It should also be mentioned that most of the binding energies are weakly correlated, e.g., 94% of the entries in the corresponding correlation matrix are in the range [-0.01;0.01].
We hereby describe three possible choices for the weight matrix all of which are constructed from the empirical covariance matrix.
(i) When all binding energies are presumed equivalent, i.e., experimental uncertainties and correlations are ignored, the weight matrix is simply the identity, W 1 =I. This is the favored literature standard investigated beforehand in Sects. III and IV, also corresponding to the homoscedastic hypothesis.
(ii) While neglecting correlations and only considering experimental uncertainties, the weight matrix preserves its diagonal form, the ith element being the inverse uncertainty squared associated with the ith binding energy, i.e., u −2 i . Accordingly, the weight matrix is in fact the inverse of the empirical variance matrix, i.e., W 2 =EVM[B Exp ] −1 . Thus, in this particular weighing scheme, binding energies having larger uncertainties lose their influence over the regression.
(iii) Finally, the inclusion of correlations along with uncertainties leads to the weight matrix,
. This weighing scheme incorporates every single empirical evidence at our disposal. Binding energies having larger uncertainties or being correlated, both lose their leverage over the regression. The latter is important such that no over-counting of information occurs.
As argued in Ref. [8] , macroscopic models, such as the one considered in the present work, together with microscopic corrections deliver fairly inaccurate predictions, i.e., away from the measured values and far beyond experimental uncertainties, usually making the regression (ii) inadequate. Nevertheless, the approach (iii) has never been studied and could turn out to be more attractive while going further than approach (ii) through the inclusion of empirical correlations.
VI. SECONDARY RESULTS
The extended formalism exposed in Sect. V is applied in order to determine the uncertainties and the correlations in the parameters entering the model. A special attention is directed towards the choices of empirical weights and their effects on the outcomes.
The subsequent results are based on the nuclear binding energies deduced from the atomic mass excesses found in Refs. [12, 13] for all nuclei satisfying N,Z ≥ 8 with uncertainties below 150 keV and present in the empirical covariance matrix. Thus, a total of 1088 nuclei were considered.
A. The parameters
The parameters obtained using Eq. (23) are presented in Table VI with the corresponding uncertainties, deduced from the diagonal elements of the covariance matrix, cf. Eq. (26), given in appendix B.
Since the sets of nuclei involved are not identical, the parameters obtained with the regression (i) differ from those obtained in Sect. IV A. The inclusion of experimental uncertainties, i.e., regressions (ii) and (iii), changes the weight of each nucleus, thus, influencing the values taken by the parameters. In particular, p 2 , p 4 , p 7 and p 8 suffer dramatic changes and correspond to isospin dependent terms. On the one hand, exotic nuclei, characterized by larger isospins, have larger uncertainties and therefore, loose their influence over the regression. On the other hand, p 1 and p 5 are quite stable as the volume and Coulomb terms are constrained by larger number of nuclei, i.e., all nuclei independently of their isospin. This is consistent with the fact that they have the smallest relative uncertainty. The prior argument is supported by the Fig. 7 proving that exotic nuclei have larger uncertainties. Furthermore, the distribution of the uncertainties presented in Fig. 8 is very peaked around the origin where nearly half of the population is grouped. Combining the conclusions drawn from Figs. 7 and 8 demonstrates that exotic nuclei should significantly loose their influence over the regressions (ii) and (iii). The inclusion of experimental covariances seems to reduce the effects of the experimental uncertainties, consequently, the departure away from the results obtained with the homoscedastic regression (i) is diminished. A cautious analysis of the correlation matrices, given in Tables VII, VIII and IX, shows, in the case of homoscedastic regression (i), the same two correlation groups as in Sect. IV A. The first involving p 1 , p 3 , p 5 and p 7 and the second implicating p 2 , p 4 and p 8 while p 6 is almost uncorrelated with the other parameters. These two groups communicate mostly through the incursions of p 1 in the second group and p 8 in the first group. For both regressions (ii) and (iii), two groups can also be distinguished, a weakly correlated first group consisting of p 1 , p 5 and a second with stronger correlations containing all of the six remaining parameters. In both cases, the two groups are well separated and are not coupled through decisive correlations, i.e., there are no intruders. Notice, regression (i) leads to overall weaker correlations than regression (iii) which, itself, leads to weaker correlations than regression (ii). Thus, the empirical evidence, contained in the weights matrices, seems to globally strengthen the correlations and to change the group structure. 
B. The observables
The set of observables considered in Sect. IV B is reexamined with special care regarding the impact of empirical weights on predictions as well as uncertainties. The same statistical indicators are summarized in Table X.
In the case of the homoscedastic regression (i), the regression encompasses a reduced number of nuclei and leads to a smaller root-mean-square deviation than in the primary analysis. Since it is no longer the the quantity being minimized, the RMS in the heteroscedastics regressions (ii) and (iii) are far larger than in the homoscedastic (i) one. On the other hand, the uncertainties in the prediction of the model are larger for the homoscedastic regression (i). A closer look at Table X shows a different outcome regarding regressions (ii) and (iii) where the binding energy exhibits the worst predictions as well as the most uncertain ones, i.e., associated with the largest RMS and mean uncertainty.
Analyzing the values obtained for the RMS, shows that regression (iii) yields systematically superior predictions than regression (ii). Although, the weights considered did not improve the adjustment of the model, incoming theoretical developments, leading to enhanced model precision and the future, large scale, mass measurements campaigns, will further increase the importance of empirical uncertainties and correlations, consequently, weighted regression should replace standard regression. Moreover, uncertainties in microscopic corrections are expected to be highly correlated, therefore, when available, their inclusion will require the use of regression (iii). Finally, as the parameters seem to be better constrained and the corresponding predictions are more accurate, the present work seems to suggest that employing regression (iii) may be preferable to using regression (ii).
VII. CONCLUSION
Mass models are widely used in nuclear physics especially when it comes to make predictions. However, we have seen that the errors of the model lead to uncertainties in the predictions which should be taken into account in order to make comparisons with experimental data [17] . In our case, we are specially interested in improving the predictive power of the models used to estimate the fusion-evaporation cross-sections to synthesize super-heavy elements by the mean of uncertainty analysis [18] .
Regression analysis is a standard method based on a large mathematical corpus that accounts for the errors of the model in the uncertainty estimate. Thus, we applied it to the liquid drop model which lead us to the covariance of the parameters and more precisely, to their uncertainties and correlations which were then propagated onto observables, thus, providing all of the elements for a thorough uncertainty analysis.
The first part of the present work confirms the presence of strong correlations between the parameters and furthermore, the emergence of correlation groups, i.e., involving many parameters and coupled together through the intrusion of members of other groups. It was also shown that although some parameters are better con-strained than others, once the microscopic corrections are fixed, the experimental evidence leaves hardly any room for macroscopic variability, consequently, further research must be focused on constraining microscopic corrections in order to improve the model as a whole.
The second part, focuses on the influence of empirical uncertainties and correlations on the results obtained in the first part of the study. The errors being much greater than the empirical variances or covariances, the weights did not improve the adjustment of the model. Nevertheless, it was shown that the inclusion of empirical correlations yields more suitable results than those obtained only accounting for experimental uncertainties. With future experimental and theoretical achievements, weighted regression, involving empirical correlations, will prove to be more attractive than only considering experimental uncertainties. This method opens the doors to the inclusion of uncertainties associated with the microscopic corrections which are expected to be highly correlated.
Independently of the method, the errors of the model are far larger than the uncertainties in the liquid drop model. The extent of our uncertainty analysis, i.e., neglecting pairing and shell corrections, may be too coarse to properly describe the uncertainties of the entire "macroscopic-microscopic" model. Moreover, the coherence, between the macroscopic and microscopic contributions, can only be achieved if the same deformation is assumed for both of these components. In this development, this coherence was lost, as the macroscopic model considered above, bears no deformation while microscopic corrections do, thus making the two contributions inconsistent with one another. Furthermore, the present work disregards any uncertainty or correlation for either the shell or the pairing corrections and are hereby, presumed, independent of the macroscopic component. As such, all of the conclusions drawn from this analysis were reached consciously neglecting these inconsistencies and hoping that further investigations will fill those holes.
Finally, it is worth recalling that no model can reduce the RMS on the whole nuclear chart to values lower than few hundreds keV. Therefore, extended uncertainty evaluation to the microscopic part of the model will still give results that remain lower than the errors of the model. In this appendix, the covariance between the parameters, obtained from weighted regression analysis using Eq. (26), are provided in their matrix form. These results correspond to those contained in the second part of the present study, using the regressions i, ii and iii which were defined in Sect. V B.
The correlations between the parameters, presented in Table VII , can be deduced from the covariance matrix given Table XIII, using Eq. (14) .
The correlations between the parameters, presented in Table VIII , can be deduced from the covariance matrix given Table XIV, using Eq. (14) .
The correlations between the parameters, presented in Table IX , can be deduced from the covariance matrix given Table XV, using Eq. (14) . 
