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Abstract
In this paper we introduce a generalized hybrid $nite element/$nite volume methods. We then establish the mathematical
foundations of the hybrid $nite element/$nite volume methods for linear hyperbolic, convection-dominated convection–
di&usion, and convection–di&usion problems. More precisely, we study the stability and convergence properties of this
hybrid scheme for such problems. This analysis is performed for general mesh of a bounded polygonal domain of Rn
(n=2 or 3) satisfying the minimum angle condition. Our stability results are completely new and solve important open
problems related to whether or not there exist approximations of hyperbolic and convection dominated problems having
such stability properties. c© 2002 Elsevier Science B.V. All rights reserved.
1. Introduction
In this paper we shall study the stability and the convergence of the hybrid $nite element/$nite vol-
ume methods applied to linear hyperbolic and convection-dominated convection–di&usion problems.
We shall also establish the error estimates for this hybrid scheme applied to convection–di&usion
problems. The model problem for constant viscosity can be written as
−7u+ div(u)=f in ;
u= g on 	;
(1)
where  is a bounded polygonal domain in Rn and 	= @ its boundary. The convection term ,
which corresponds in fact to the convection di&usion ratio, is assumed to be smooth. For smooth
data this solution may develop a boundary layer but not a discontinuity. This latter situation leads
to numerical di:culties. Moreover in the hyperbolic limit case, where the boundary data are only
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prescribed on the inBow boundary 	−= {x∈	: n(x) ·(x)¡ 0}, if g is discontinuous at some point
x0, the solution u will be discontinuous along the characteristic curve through x0.
A class of $nite element methods for the hyperbolic problem, with appropriate boundary conditions
is the hybrid $nite element/$nite volume method introduced by Baba and Tabata [1] to circumvent the
drawbacks of the discontinuous Galerkin $nite element methods introduced by Lesaint and Raviart
[15]. In fact, there are too many degrees of freedom in the discontinuous $nite element (in 3D
there are at least an average of 5 times more tetrahedron than summits); see for example [17]. In
recent years a lot of e&ort has been devoted to studying and extending the discontinuous Galerkin
methods for hyperbolic and convection-dominated convection–di&usion problems. We mention the
work in [2,3,12] and [8] for recent developments on these methods. We also mention a related work
concerning stabilized methods [21].
In this paper we shall study a generalized hybrid $nite element/$nite volume methods. This method
di&ers from the original one proposed for the time dependent problem by Baba and Tabata [1] only in
that it replaces an evaluation of the interpolant in the convective term by a volume integral average.
The main feature of this discretization scheme is to use the standard $nite element method for the
second order di&usive terms of the equations and a $nite volume (or control volume) Galerkin type
method for the $rst order convective terms of the equations. This method is constructed departing
from the standard $nite element method. For real world problems this hybrid scheme was shown to
be very e&ective; see for instance Fezoui and StouJet [10], Rostand and StouJet [18], the author
[22,23], and Farhat et al. [9].
As far as we know, there is no earlier mathematical analysis available for the hybrid $nite
element/$nite volume methods. We shall provide in this study such analysis. More, precisely,
we shall establish the stability and convergence analysis of the hybrid $nite element/$nite vol-
ume method for general triangulations of the domain  satisfying the minimum angle
condition.
This paper is organized as follows. In Section 2 we present the hybrid scheme and we introduce
our notations. In Section 3 we develop the mathematical framework and establish the fundamental
results that will make our analysis possible. In Section 4, we study the stability and convergence
properties of the approximation of linear hyperbolic problems by this hybrid scheme. We then study
in Section 5, the stability and convergence properties for the convection-dominated case. Finally, in
Section 6, we study the convection–di&usion case. In the latter case, we $rst study the stability and
convergence properties of the hybrid scheme. We then establish the error estimates of this hybrid
scheme.
2. The nite element
/
nite volume method
Let {Th} be a family of triangulations Th = {T} of the domain  into n-simplices. Let
Vh = {vh: K → R; vh|T ∈P1(T ) and vh ∈C0( K)}
be the $nite element space associated with this triangulation. Pk denotes the space of all polynomials
in x1; : : : ; xn of degree 6 k and Cmc (A) denotes the space of functions m times continuously di&er-
entiable on A (subset of Rn) and whose support is a compact subset of A. For such $nite elements
there is a canonical choice of basis functions i, i=1; : : : ; M such that i(Pj)= ij; where M is
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Fig. 1.
the dimension of the space Vh, ij are the kronecker symbols, and Pi, i=1; : : : ; M , are the nodes
of this triangulation. It is clear that this triangulation de$nes a family of a:ne equivalent $nite
elements.
At each node Pi, we associate a control volume Ci. To de$ne Ci, we consider $rst the case n=2.
In this case our 2-simplices T are simply triangles and the cell Ci corresponds to the union of the
subtriangles resulting from the subdivision by means of the medians of each triangle of Th that
is connected to Pi (see Fig. 1 for an illustration). They satisfy K=
⋃ KCi. In the case n=3 each
3-simplex, say Si, that is connected to Pi has three faces F1; F2; F3 which are connected to Pi; they
are ordered in such a way that F1 and F2 (respectively, F2 and F3, F3 and F1) have a common
side. Each of these faces is a triangle that is connected to Pi. We then consider for each face, say,
F1 (similar reasoning will apply for F2 and F3) the subtriangles T11 and T12 resulting from the
subdivision by means of the medians of F1. T11 is of vertices Pi, Pic, and Pim where Pim is the
midpoint of the common side to F1 and F2 and Pic is the barycentre of the face F1 and T12 is of
vertices Pi, Pin and Pic where Pin is the midpoint of the common side to F1 and F3. Similarly, for
F2 we consider the subtriangles T21 and T22 resulting from the subdivision by means of the medians
of F2. T21 is of vertices Pi, Pic1, and Pim where Pic1 is the barycentre of the face F2 and T22 is
of vertices Pi, Pin1 and Pic1 where Pin1 is the midpoint of the common side to F2 and F3: To the
subtriangle TF1F2 of vertices Pim, Pic and Pig (Pig corresponds to the barycentre of the 3-simplex
Si) we associate a sub-3-simplex Si11 of vertices Pi, Pim, Pic and Pig and similarly we associate
to the subtriangle of vertices Pin, Pic and Pig a sub-3-simplex Si12 of vertices Pi, Pin, Pic and Pig.
Similar geometrical decompositions of the other faces F2 and F3 yield four other sub-3-simplices.
The union of the six sub-3-simplices yields the contribution of the 3-simplex Si to the cell volume
Ci. The cell volume Ci corresponds then to the union of the sub-3-simplices resulting from similar
decompositions of all 3-simplices that are connected to the node Pi.
The boundary of Ci is denoted by @Ci and the outward normal unit vector to @Ci is denoted by n.
These cells satisfy: KCi∩ KCj = {x: x∈ @Ci and x∈ @Cj}= {x: x∈ @Cij and x∈ @Cji}. In this de$nition,
@Cij is such that
⋃
j∈Ki @Cij = @Ci, with Ki denoting the set of nodes neighbouring Pi.
The main feature of the hybrid $nite element/$nite volume method is to use $nite element methods
for the second order di&usive terms of the equation, and $nite volume methods for the $rst order
convective terms of the equation.
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Associated with the di&usive terms of (1), we de$ne a bilinear form
a(u; v)=
∫

uv dx
for any u; v∈Vh. We next introduce a bilinear form associated with the convective terms of (1) and
we set
bc(u; v)= a(u; v) +
∫

v · (u) dx:
Let Wm;p() denotes the Sobolev space consisting, for any integer m¿ 0, and any number p
satisfying 16p6∞, of the functions v∈L2() for which all partial derivatives @%v=@x%11 @x%22 · · · @x%nn
(in the distribution sense) with |%|6m belong to the space L2() with |%|= %1 + %2 + · · ·+ %n. This
space is equipped with the norm
‖v‖m;p; =

 ∑
|%|6m
∫

∣∣∣∣ @%v@x%11 @x%22 · · · @x%nn
∣∣∣∣
p
dx


1=p
if 16p¡∞;
‖v‖m;∞; = max|%|6m
{
ess · sup
x∈
∣∣∣∣ @%v@x%11 @x%22 · · · @x%nn
∣∣∣∣
}
if p=∞:
We shall also use the semi-norms
|v|m;p; =

∑
|%|=m
∫

∣∣∣∣ @%v@x%11 @x%22 · · · @x%nn
∣∣∣∣
p
dx


1=p
if 16p¡∞;
|v|m;∞; =max|%|=m
{
ess · sup
x∈
∣∣∣∣ @%v@x%11 @x%22 · · · @x%nn
∣∣∣∣
}
if p=∞:
and the notations
‖v‖s;′ = ‖v‖s;2;′ (whenever the domain ′ di&ers from the domain );
|v|s = |v|s;2;;
|v|s;′ = |v|s;2;′ (whenever the domain ′ di&ers from the domain ):
We will also make use of the following relation which is obtained by applying the Green’s
formula:∫

vw dx= 〈v; w〉 −
∫

vw dx −
∫

vw div  dx; (2)
where we have used the following notations:
v =  ·v;
〈v; w〉=
∫
	
vw · n d(; 〈v; w〉−=
∫
	−
vw · n d(; 〈v; w〉+ =
∫
	+
vw · n d(;
where 	−= {x∈	:  · n(x)¡ 0} and 	+ =	 \ 	−.
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Above, n denotes the unit exterior normal vector to 	. We shall assume that the triangulations
Th = {T} satisfy: There exists a constant (1 ¿ 0 such that
∀T ∈
⋃
h
Th;
hT
*T
6 (1
and
h=max
T∈Th
hT
approaches zero.
We also assume that there exists an integer + independent of h such that
∀i∈ [1; M ]; card{T ∈Th; T ⊂ suppi}6 +;
where card(A) denotes the cardinal of the set A.
We will also use the inverse inequality which is obtained under the additional assumption:
∀T ∈
⋃
h
Th;
h
hT
6 (2;
where, hT denotes the diameter of the triangle T , and (2 ¿ 0. The inverse inequality corresponds
then to the following relation:
‖v‖s6 Ch ‖v‖s−1; ∀v∈Vh for s integer¿ 1: (3)
We also need the following standard interpolation error estimate [5]: There exists a constant C
independent of h such that
‖v− ,hv‖m;′6Chk+1−m|v|k+1;′ m=0; 1; ∀v∈Hk+1(′); (4)
where ,hv is the Vh-interpolant (nodal interpolant) of v and ′ denotes an element or a collection
of elements of Th.
Let .h denote the H 1-projection into Vh. .h satis$es the following global estimate:
‖v−.hv‖0;6Ch|v|1;; ∀v∈H 1(): (5)
We shall also need the operator Ph, which corresponds to the L2-projection into Vh de$ned by:
For v∈L2(), Phv is de$ned by∫
T
(v− Phv)w=0; ∀w∈Pk(T ); ∀T ∈Th: (6)
This operator satis$es
‖v− Phv‖0; T6Chk+1|v|k+1; T ; ∀v∈Hk+1(T ); ∀T ∈Th: (7)
Finally, we recall below estimates of the norms of vˆ (see below for the de$nition) in terms of the
norms of v and vice versa (see [5] for the proof). Let / and /ˆ be two a:ne-equivalent subsets of
Rn, i.e. there exists an invertible a:ne mapping
F : xˆ∈Rn → F(xˆ)=Bxˆ + b∈Rn
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such that
/=F(/ˆ):
We shall use the correspondences
xˆ∈ /ˆ → x=F(xˆ)∈/; (8)
(vˆ : /ˆ → R)→ (v= vˆ · F−1 : / → R); (9)
between the points xˆ∈ /ˆ and x∈/, and between functions de$ned over the set /ˆ and the set /.
Notice that we have vˆ(xˆ)= v(x).
We also have
|det(B)|= |/||/ˆ| : (10)
Above, we denote by |A| the Lebesgue measure of the set A: We then have
Proposition 2.1. If a function v∈Wm;p(/) for some integer m¿ 0 and some number p∈ [1;∞];
the function vˆ= v · F ∈Wm;p(/ˆ); and in addition; there exists a constant C =C(m; n) such that
∀v∈Wm;p(/); |vˆ|m;p;/ˆ6C|B|m|det(B)|−1=p|v|m;p;/:
Analogously; one has
∀vˆ∈Wm;p(/ˆ); |v|m;p;/6C|B−1|m|det(B)|1=p|vˆ|m;p;/ˆ:
with |:| denoting the Euclidean norm in Rn and the associated matrix norm.
We also have
|B|6 hd
*ˆd
(11)
with
hd = diam(/)
*ˆd = sup{diam(S); S is a ball contained in /ˆ};
where diam(A) denotes the diameter of the set A.
Throughout this paper, C and c with or without subscripts, denote generic, strictly positive con-
stants unless otherwise stated. They are independent of the mesh parameters h, which is intro-
duced above, the solution u, and the data f and g. We assume that the velocity $eld  satis-
$es: ∈H 2(); div ∈L∞(). Since n¡ 4 it follows from the Sobolev’s imbedding theorems that
∈C0( K).
Using elementary, standard tools, it is easy to establish the following inequalities, assuming ho-
mogeneous boundary conditions:
(i) |bc(u; v)|6C|u|1|v|1; ∀u; v∈H 10 .
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(ii) Garding’s inequality: There exist constants C1 and C2, such that
C1‖u‖21 − C2‖u‖206 bc(u; u); ∀u∈H 10 ():
Above, C2 can be either positive or negative depending upon the properties of the bilinear form
bc.
We also use the following regularity result; see [11,16].
(iii) For a given g∈L2(), the solution  of the adjoint equation
bc(v; )= (g; v); ∀v∈H 10 ()
satis$es
‖‖H 1+1()6C‖g‖0;
where 1 depends on the interior angles of @, is independent of g and is at least 12 for n6 2
and 1¿ 12 for n=3.
With the above notations, any v∈Vh can be written as v(x)=
∑
v(Pi)i(x). We then introduce
2(v)=
∑
Lv(Pi)2i(x);
where 2i(x) is the characteristic function of the volume Ci, and the operator L is de$ned by
Lv(Pi)=
1
|Ci|
∫
Ci
v(x) dx;
where |Ci| denotes the volume of the cell Ci.
We de$ne $rst an approximation to the convective term by setting∫

v · (u) dx ≈
∫

2(v) · (u) dx;
for u; v∈Vh. By using Green’s formula, it can be seen that the right hand side of the above formula
is equal to∑
i
Lv(Pi)
∫
Ci
 · (u) =
∑
i
Lv(Pi)
∫
@Ci
u · n d(
=
∑
i
Lv(Pi)
∑
j∈Ki
∫
@Cij
u · nij d(
where, n is the unit exterior normal vector to @Ci and nij is its restriction to the portion @Cij of @Ci.
For each @Cij, we de$ne
P−ij =

Pi if
∫
@Cij
 · nij d(¿ 0;
Pj otherwise:
We now de$ne an upwinded bilinear form associated with the convective terms of (1), for any
u; v∈Vh,
(u; v)=
∑
i
Lv(Pi)

∑
j∈Ki
Lu(P−ij )
∫
@Cij
 · nij d(

 :
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We then set b(u; v)= a(u; v) + (u; v). The hybrid $nite element/$nite volume approximation of the
problem reads as follows: Find u∈Vh, such that
b(u; v)= (f; v); (12)
for any v∈Vh.
Remark 1. Notice that P−ij =P
−
ji .
Remark 2. The resulting upwind scheme was studied numerically in [10,18,22,23]. Its extension
to second order using MUSCL approach was done in [10,18,22,23]. However, in these papers, the
study focuses only on the numerical performance of the scheme. Here, the focus is on its theoretical
analysis.
3. Basic analysis
In this section we provide mathematical tools and establish the results that will be used for the
subsequent analysis. They are based on Sobolev spaces’ theory. First we establish an L2 error bound
of the $nite volume Galerkin method.
Lemma 3.1. There exists a constant C ¿ 0; such that
‖u− 2(u)‖06Ch|u|1; ∀u∈H 1():
Proof of Lemma 3.1. We prove the above inequality for u∈C1c ( K). The lemma will follow by using
the density of C1c ( K) into H
1(). Let u∈C1c ( K), we $rst have
u(x)−Lu(Pi)= 1|Ci|
∫
Ci
(u(x)− u(y)) dy; ∀x∈Ci: (13)
Hence, using Cauchy–Schwarz inequality and summing over all cell Ci, we obtain∑
i
∫
Ci
(u(x)−Lu(Pi))2 dx6
∑
i
1
|Ci|
∫
Ci
∫
Ci
|u(x)− u(y)|2 dx dy:
Hence, the lemma follows if
1
|Ci|
∫
Ci
∫
Ci
|u(x)− u(y)|2 dx dy6Ch2
∫
Ci
|u|2 dx: (14)
Let C be the cube [0; 1]n. We shall then prove the following:∫
C
∫
C
|v(x)− v(y)|2 dx dy6C
∫
C
|v|2 dx; ∀v∈H 1(C):
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We $rst have for v∈C1c ( KC)
v(x)− v(y) =
∫ x1
y1
@v
@x1
(z1; y2; : : : ; yn) dz1 +
∫ x2
y2
@v
@x2
(x1; z2; y3; : : : ; yn) dz2
+ · · ·+
∫ xn
yn
@v
@xn
(x1; x2; : : : ; xn−1; zn) dzn;
where x=(x1; x2; : : : ; xn) and y=(y1; y2; : : : ; yn). Hence, using Cauchy–Schwarz inequality we obtain
|v(x)− v(y)|26 n
(∫ 1
0
∣∣∣∣ @v@x1 (z1; y2; : : : ; yn)
∣∣∣∣
2
dz1 +
∫ 1
0
∣∣∣∣ @v@x2 (x1; z2; y3; : : : ; yn)
∣∣∣∣
2
dz2
+ · · ·+
∫ 1
0
∣∣∣∣ @v@xn (x1; x2; : : : ; xn−1; zn)
∣∣∣∣
2
dzn
)
:
Integrating over C × C, we obtain∫
C
∫
C
|v(y)− v(x)|2 dx dy6 n
∫
C
n∑
i=1
∣∣∣∣ @v@xi (x1; x2; : : : ; xn)
∣∣∣∣
2
dx
6 n
∫
C
|v|2 dx:
By a density argument we conclude that∫
C
∫
C
|v(y)− v(x)|2 dx dy6 n
∫
C
|v|2 dx; ∀v∈H 1(C): (15)
Now using correspondence (8), we obtain∫
Ci
∫
Ci
|u(y)− u(x)|2 dx dy=
∑
k;l
∫
Tl
∫
Tk
|u(y)− u(x)|2 dx dy
=
∑
k;l
∫
Tˆ l
∫
Tˆ k
|uˆ(xˆ)− uˆ(yˆ)|2|det(Bk)||det(Bl)| dxˆ dyˆ;
where, above, we have used a change of variables and the notation uˆ= u ◦’ with ’|Tˆ k = uˆ ◦’k and
’k is the correspondence between Tˆ k and Tk as de$ned by expression (8) and Tˆ k ⊂ C; k ∈Ki: We
have also used the relations: Ci =
⋃
k∈Ki Tk and
⋃
k∈Ki Tˆ k ⊂ C with Tk =’k(Tˆ k). Now using (10)
and (15), we obtain∑
k;l
∫
Tˆ l
∫
Tˆ k
|uˆ(xˆ)− uˆ(yˆ)|2|det(Bk)||det(Bl)| dxˆ dyˆ6 ch2n
∫
C
∫
C
|uˆ(xˆ)− uˆ(yˆ)|2 dxˆ dyˆ
6 ch2n
∫
C
|uˆ(xˆ)|2 dxˆ:
We then consider T˜ k ; k =1; : : : ; p a set of sub-n-simplices which are in correspondence (through
(8)) with the sub-n-simplices that form the cell Ci and such that: (
⋃
Tˆ k) ∪ (
⋃
T˜ k)=C: Here we
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have used the minimum angle condition. We then have∫
C
|uˆ(xˆ)|2 dxˆ6
∑
k
∫
Tˆ k
|uˆ(xˆ)|2 dxˆ +
∑
k
∫
T˜ k
|uˆ(xˆ)|2 dxˆ
6
∑
k
‖Bk‖2|det(Bk)|−1
∫
Tk
|u|2 dx
6 ch2
1
hn
∫
Ci
|u|2 dx:
Where, above, we have used Proposition 2.1 and (11). Hence, we have
1
|Ci|
∫
Ci
∫
Ci
|u(y)− u(x)|2 dx dy6 ch2
∫
Ci
|u|2 dx:
This concludes the proof of the lemma.
Remark 3. We notice that the operator 2 is P0 polynomial preserving operator. Therefore, we can
obtain Lemma 3.1 as a particular case of the following estimate which is valid for Pk−1 polynomial
preserving operator L:
|u− Lu|m6Chk−m|u|k 06m6 k:
For more details we refer to [4,6,7,20,24]. Here, we prefer to give a proof that does not use the
polynomial preserving property of the operator 2.
To estimate the order of the upwinding approximation, we de$ne
IE(u; v)=
∫

2(v) · (u) dx − (u; v): (16)
It is not di:cult to verify that
IE(u; v)=
∑
i
Lv(Pi)
∑
j∈Ki
∫
@Cij
(u−Lu(P−ij )) · n d(: (17)
Before establishing an estimate of the above term, we shall prove the following lemma.
Lemma 3.2. There exists a constant C ¿ 0; independent of h such that∫
@Ci
|u(x)−Lu(Pi)|2 d(6Ch|u|21;Ci ; ∀u∈H 1():
Proof of Lemma 3.2. Using the trace theorem with the weighted norm de$ned below, we obtain∫
@Ci
|u(x)−Lu(Pi)(x)|2 d(6C
(
1
h
‖u− 2(u)‖20;Ci + h|u|21;Ci
)
;
where C is a constant independent of h.
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Using now Lemma 3.1, we obtain
‖u− 2(u)‖20;Ci6Ch2|u|21;Ci :
And the lemma is proved.
We also need the following lemma:
Lemma 3.3. There exists a constant C ¿ 0; such that∑
@Cij
|Lu(Pi)−Lu(Pj)|26C|u|21; ∀u∈H 1():
Proof of Lemma 3.3. The proof is based on Lemma 3.2. We $rst have for u∈C1c ( K)
Lu(Pi)−Lu(Pj)=Lu(Pi)− u(x) + u(x)−Lu(Pj); ∀x∈ @Cij:
Integrating over @Cij we obtain∫
@Cij
(Lu(Pi)−Lu(Pj)) d(=
∫
@Cij
(Lu(Pi)− u(x)) d( +
∫
@Cij
(u(x)−Lu(Pj)) d(
=
∫
@Cij
(Lu(Pi)− u(x)) d( −
∫
@Cji
(u(x)−Lu(Pj)) d(:
Hence, using Cauchy–Schwarz inequality we have
|@Cij||Lu(Pi)−Lu(Pj)|6
∫
@Cij
|Lu(Pi)− u(x)| d( +
∫
@Cij
|u(x)−Lu(Pj)| d(
6
(∫
@Cij
|Lu(Pi)− u(x)|2 d(
)1=2
|@Cij|1=2
+
(∫
@Cji
|u(x)−Lu(Pj)|1=2 d(
)1=2
|@Cij|1=2:
This leads to
|@Cij|2|Lu(Pi)−Lu(Pj)|26 2|@Cij|
(∫
@Cij
|Lu(Pi)− u(x)|2 d(
+
∫
@Cji
|u(x)−Lu(Pj)|2 d(
)
:
Using now Lemma 3.2 we obtain
|Lu(Pi)−Lu(Pj)|26C h|@Cij| (|u|
2
1;Ci + |u|21;Cj)
6C(|u|21;Ci + |u|21;Cj):
334 M.D. Tidriri / Journal of Computational and Applied Mathematics 139 (2002) 323–350
Where, above, we have used the minimum angle assumption on our triangulations. The lemma
then follows immediately by summing over all cell Ci and Cj and using a density argument.
Next, we present one of the main results of this section.
Theorem 3.1. There exists a constant C such that we have
|IE(u; v)|6Ch|u|1|v|1; ∀u; v∈H 1():
Proof of Theorem 3.1. The proof is based on the rewriting of the term IE under another form. More
precisely, IE can be written under the form
IE(u; v)=
∑
@Cij
(Lv(Pi)−Lv(Pj))
∫
@Cij
(u(x)−Lu(P−ij )) · nij d(: (18)
In fact, from (17) we have
IE(u; v)=
∑
i
Lv(Pi)
∑
j∈Ki
∫
@Cij
(u−Lu(P−ij )) · nij d(: (19)
Let Pk and Pl be two neighbouring nodes. In the above sum, the interface @Ckl will be encountered
twice, but with di&erent signs. To see this, we $rst notice that for i= k the contribution to the sum
(19) is
Lv(Pk)
∑
j∈Kk
∫
@Ckj
(u−Lu(P−kj )) · nkj d(;
which includes for j= l the following term:
Lv(Pk)
∫
@Ckl
(u−Lu(P−kl )) · nkl d(;
For i= l, the contribution to sum (19) includes the following term:
Lv(Pl)
∫
@Clk
(u−Lu(P−lk )) · nlk d(:
Because of the orientation of the normal n and Remark 1, the above term is equal to
−Lv(Pl)
∫
@Ckl
(u−Lu(P−kl )) · nkl d(:
Hence, we obtain relation (18). Using the Minkowski inequality, we obtain
IE(u; v)26

∑
@Cij
[Lv(Pi)−Lv(Pj)]2



∑
@Cij
[∫
@Cij
(u(x)−Lu(P−ij )) · nij d(
]2 : (20)
Using Lemma 3.3, we obtain for the $rst term in the right hand side of (20) the following
estimate:∑
@Cij
[Lv(Pi)−Lv(Pj)]26C|v|21: (21)
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As for the second term in the right hand side of (20), we have the following estimate:
∑
@Cij
[∫
@Cij
(u(x)−Lu(P−ij )) · nij d(
]2
6
∑
i
∑
j∈Ki
[∫
@Cij
(u(x)−Lu(P−ij )) · nij d(
]2
: (22)
Using now Cauchy–Schwarz inequality and the assumptions on , we obtain
∑
i
∑
j∈Ki
[∫
@Cij
(u(x)−Lu(P−ij )) · nij d(
]2
6Ch
∑
i
∑
j∈Ki
[∫
@Cij
(u(x)−Lu(P−ij ))2 d(
]
: (23)
For the right hand side of (23) we have∑
i
∑
j∈Ki
∫
@Cij
(u(x)−Lu(P−ij ))2 d(6 2
∑
i
∑
j∈Ki
∫
@Cij
(u(x)−Lu(Pi))2 d(
+2
∑
i
∑
j∈Ki
∫
@Cij
(u(x)−Lu(Pj))2 d(: (24)
Using Lemma 3.2, the above inequality becomes∑
i
∑
j∈Ki
∫
@Cij
(u(x)−Lu(P−ij ))2 d(6Ch|u|21: (25)
Using (25) and (23), (22) becomes
∑
@Cij
[∫
@Cij
(u(x)−Lu(Pi)) · nij d(
]2
6Ch2|u|21: (26)
Combining (26), (21), and (20), we $nally obtain the following required estimate:
|IE(u; v)|6Ch|u|1|v|1; (27)
and the theorem is proved.
Now we are in a position to establish an estimate of the upwinding approximation to the convective
term introduced in Section 2. More precisely we want to estimate the upwinding approximation
I ′E(u; v)=
∫

v · (u) dx − (u; v): (28)
This is the goal of the following theorem.
Theorem 3.2. There exists a constant C such that we have
|I ′E(u; v)|6Ch‖u‖1|v|1; ∀u; v∈H 1():
Proof of Theorem 3.2. The proof is a consequence of Theorem 3.1 and Lemma 3.1.
We $rst have
I ′E(u; v)=
∫

(v− 2(v)) div(u) dx + IE(u; v):
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Using Cauchy–Schwarz inequality, Lemma 3.1 and Theorem 3.1, we obtain
|I ′E(u; v)|6
(∫

|v− 2(v)|2
)1=2(∫

| · (u)|2
)1=2
+ |IE(u; v)|
6Ch|v|1‖ · (u)‖0 + Ch|u|1|v|1
6Ch|v|1(‖ · u‖0 + ‖u‖0) + Ch|u|1|v|1
6Ch|v|1(‖ · ‖L∞() + ‖‖(L∞())n)‖u‖1 + Ch|u|1|v|1
6Ch‖u‖1|v|1: (29)
Above, we have used the assumptions on . This concludes the proof of the lemma.
Remark 4. For  constant we have: There exists a constant C such that we have
|I ′E(u; v)|6Ch|u|1|v|1; ∀u; v∈H 1():
Finally, in the next proposition we present a result giving a link between the bilinear form bc and
the upwinding approximation operator I ′E.
Proposition 3.1. The bilinear form bc and the upwinding approximation operator satisfy
bc(eh; vh)=− I ′E(uh; vh); ∀vh ∈Vh; (30)
where eh = u−uh; is the di2erence between the solution to the continuous problem and the discrete
problem.
Proof of Proposition 3.1. Since u is the solution of the continuous problem we have
a(u; v) +
∫
 · (u)v=
∫
fv; ∀v∈H 10 (): (31)
Moreover uh, the solution of the discrete problem, satis$es
a(uh; vh) + (uh; vh)=
∫
fvh; ∀vh ∈Vh: (32)
This relation can be written in the form
a(uh; vh) +
∫
 · (uh)vh + (uh; vh)−
∫
 · (uh)vh =
∫
fvh: (33)
Subtracting (33) from (31), we obtain
a(eh; vh) +
∫
 · (eh)vh = (uh; vh)−
∫
 · (uh)vh: (34)
The latter is exactly
bc(eh; vh)= (uh; vh)−
∫
 · (uh)vh;
bc(eh; vh)=− I ′E(uh; vh):
This concludes the proof of the proposition.
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Remark 5. In the presence of di2usive terms we assume without loss of generality that g=0 on
	. In the absence of these di2usive terms we use the relation (31) for v∈H 1() and Vh will be
accordingly modi3ed. The proposition remains valid for such problems.
4. Hyperbolic case
We shall establish here the stability analysis of the generalized hybrid $nite element/$nite volume
method for the hyperbolic problem
div(u)=f in ;
u= g on 	−: (35)
In this section and the next one we shall assume that  is constant. Let b1 = b1()¿ 0 be such that
| ·x|6 b1; ∀x∈. Let  0(x)= e−1(·x−b1); ∀x∈, with 0¡1¡ 1, and consider the weight function
 =  0=‖ 0‖∞. Let b2 = b2()¿ 0 be such that |
∑
xi|¡b2; ∀x∈. Consider ’(x)= e:(
∑
xi+b2);
∀x∈, with 0¡:¡ 1. The functions  and ’ satisfy
@ 
@xi
=− 1i ; (36)
@2 
@xi@xj
= 12ij ; (37)
  =− 1||2 ; (38)
@’
@xi
= :’; (39)
@2’
@xi@xj
= : 2’: (40)
Let uh be the solution of the discrete problem corresponding to the approximation of the hyperbolic
problem (35) by the hybrid scheme introduced in Section 2. We have the following stability property.
Theorem 4.1. The approximate solution uh satis3es
‖uh‖20 + ‖uh‖20 + 〈uh; uh〉+6C
(
‖f‖20 −
∫
	−
g2 · n d(
)
: (41)
Proof of Theorem 4.1. Let %¿ 0 be a constant to be precised later. Let Ph denote the L2-projection
into Vh and ,h denote the Vh-interpolant (nodal interpolant) introduced in Section 2. We have
bc(uh; ,h( uh) + %Ph(’uh)) = (bc(uh;  uh) + %bc(uh; ’uh))
+bc(uh; ,h( uh)−  uh) + %bc(uh; Ph(’uh)− ’uh)
=Q1 + Q2 + Q3: (42)
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The idea of the proof consists of the following argument. First we give precise estimates of the
terms Q1; Q2, and Q3 by using the special form of the functions  and ’ and their parameters, and
the particular choice of the operators ,h and Ph. In a second step we give estimates of the terms
bc(uh; ,h( uh)) and bc(uh; Ph(’uh)). In a $nal step we combine these estimates and the de$nition
of Q1 to obtain the stability result of the theorem.
Estimate of Q1:
bc(uh;  uh) =
∫
div(uh) uh
=
∫
uh uh: (43)
Using Green’s formula we have∫
div(uh)( uh)=
1
2
〈uh;  uh〉 − 12
∫
 u2h: (44)
Moreover,
bc(uh; ’uh)= ‖√’uh‖20: (45)
Hence, we have
Q1 =− 12
∫
 u2h +
1
2
〈uh;  uh〉+ %
∫
’u2h: (46)
Estimate of Q2: Using Cauchy–Schwarz inequality, and the continuity of ,h we obtain
|bc(uh; ,h( uh)−  uh)|6 ‖div(uh)‖0‖,h( uh)−  uh‖0 (47)
6C‖uh‖0‖uh‖0
6C‖ uh‖20 + ‖uh‖20: (48)
Estimate of Q3: Using again the same arguments as above together with properties (39)–(40) of
’ we $rst obtain
‖Ph(’uh)− ’uh‖0; T 6Ch2|’uh|2; T
6Ch2: 2‖’uh‖0; T
6Ch2: 2‖uh‖0; T ;
where C is independent of :. Then we have
|bc(uh; Ph(’uh)− ’uh)|6 ‖div(uh)‖0‖Ph(’uh)− ’uh‖0
6Ch2: 2‖uh‖20:
Therefore, we have
|Q3|6C%h2: 2‖uh‖20: (49)
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Estimate of bc(uh; ,h( uh)): We shall now estimate the term bc(uh; ,h( uh)).
|bc(uh; ,h( uh))|6C‖ uh‖20 + ‖uh‖20: (50)
Estimate of bc(uh; Ph(’uh)): For the term bc(uh; Ph(’uh)), we $rst have
bc(uh; Ph(’uh))=− bc(eh; Ph(’uh)) + bc(u; Ph(’uh)):
Using Proposition 3.1, Remark 4, Theorem 3.2, and the inverse inequality (3), we obtain
|bc(eh; Ph(’uh))|6Ch|uh|1|Ph(’uh)|1
6Ch:|uh|1‖’uh‖0
6C:(‖uh‖20 + ‖’uh‖20):
The second inequality above is obtained using the following argument. We use the inverse in-
equality (3), estimates (7) and the properties of ’ (39)–(40), we then obtain for each triangle T
‖Ph(’uh)− ’uh‖1; T 6Ch|’uh|2; T
6Ch: 2‖’uh‖0; T ;
where C is independent of :. Then we have
|’uh|1; T6C:‖’uh‖0; T :
Hence,
|Ph(’uh)|16C(h: 2 + :)‖’uh‖0:
Since :¡ 1 and h¡ 1, we have
|Ph(’uh)|16C:‖’uh‖0:
Moreover,
|bc(u; Ph(’uh))|6 ‖u‖0‖Ph(’uh)‖0
6 <‖’uh‖20 +
C
<
‖u‖20:
We then have
%|bc(uh; Ph(’uh))|6 %:C‖uh‖20 + %(:C + <)‖’uh‖20 +
C%
<
‖u‖20:
Hence, combining (46), (48)–(50), and the above inequality, we obtain∫
a(x)u2h +
∫
b(x)u2h +
1
2
〈uh;  uh〉+6 C%< ‖div(u)‖
2
0 −
1
2
〈g;  g〉−; (51)
where
a(x)=− 12  − C 2 − C%:;
b(x)= %’[1− (C:+ <)’]− 2− C%: 2h2:
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Therefore, for : and < small, we can choose % and 1 large such that for h su:ciently small we
have a(x)¿a and b(x)¿b, with a and b positive constants (a¿ 0 and b¿ 0).
Finally, we have
‖uh‖20 + ‖uh‖20 + 〈uh; uh〉+6C
(
‖div(u)‖20 −
∫
	−
g2 · +
)
: (52)
This concludes the proof of the theorem.
Remark 6. This estimate shows in particular the uniqueness and hence also the existence of a
solution to (12).
Remark 7. Only stability results of the form
‖uh‖20 + h‖uh‖206C
(
‖f‖20 −
∫
	−
g2 · n
)
(53)
were available in the literature [13–15]. They were obtained for the streamline di&usion and discon-
tinuous Galerkin methods.
Remark 8. The result shown here is not only a signi$cant stability improvement as compared to
previous known stability results for the methods of approximation to the hyperbolic problem (35),
but it solves also an open problem which consists of whether or not there exists numerical methods
for hyperbolic problems for which a stability estimate of the form shown in our theorem is valid.
This can be seen by comparing the term ‖uh‖20 in our stability result to the term h‖uh‖20 in (53).
5. Convection-dominated convection–di*usion case
We shall develop in this section the stability analysis for the hybrid scheme in the case of
convection-dominated problem. This corresponds to the case where the size of the Reynolds $eld
, which measures the ratio of the convection term and the di&usion coe:cient, is very large. We
shall assume, as in the previous section, that  is constant.
Let Ph and .h be the operators introduced in Section 2. Let uh be the solution of the discrete
problem corresponding to the approximation of problem (1) by the hybrid scheme described in
Section 2. We have the following stability property
Theorem 5.1. The approximate solution uh satis3es
‖uh‖20 + ‖‖2∞‖uh‖20 + ‖uh‖20 + 〈uh; uh〉+6C(|u|21 + ‖uh‖20 − 〈g; g〉−); (54)
where C is a constant depending only on .
Proof of Theorem 5.1. Let ’ be the function introduced in Section 4. Let b1 = b1()¿ 0 be such
that | · x|¡b1; ∀x∈. Let  be de$ned as follows:  (x)= exp(−1( · x+2b1)). b1 is also chosen
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so that e−1b1 ¡ 1=41. The derivatives of  satisfy the same properties as those given in Section 4.
Let %¿ 0 be a constant to be precised later we have
bc(uh;.h( uh)) + %
∫
div(uh)Ph(’uh)
=
(∫
div(uh) uh + %
∫
div(uh)’uh
)
+
∫
div(uh)(.h( uh)−  uh) + %
∫
div(uh)(Ph(’uh)− ’uh)
+
∫
uh ·( uh) +
∫
uh ·(.h( uh)−  uh)
= Q1 + Q2 + Q3 + Q4 + Q5; (55)
where the operators .h and Ph were introduced in Section 2. The same arguments as in the hyperbolic
case lead to the following equality:
Q1 =− 12
∫
 u2h +
1
2
〈uh;  uh〉+ %
∫
’u2h: (56)
Estimate of Q2: Using Cauchy–Schwarz inequality and estimate (5), we obtain
|Q2|=
∣∣∣∣
∫

uh(.h( uh)−  uh)
∣∣∣∣6 ‖uh‖0;‖.h( uh)−  uh‖0;
6Ch‖uh‖0;| uh|1;
6Ch‖uh‖20; + h| uh|21;: (57)
Estimate of Q3: Using the properties of ’ and P1h , we $rst have
‖Ph(’uh)− ’uh‖0; T 6Ch|’uh|1; T
6Ch:‖’uh‖0; T
6Ch:‖uh‖0; T :
Hence we have
|Q3|6C%h:‖uh‖20: (58)
Estimate of Q4: Using the de$nition of  we have
Q4 =
∫
|( uh)|2 +
∫
((1−  )uh) ·( uh)
=
∫
|( uh)|2 +
∫
 (1−  )|uh|2 − 12
∫
||2 2u2h − 1
∫
(1− 2 ) uhuh
¿−12||2
∫
 2u2h −
1
2
∫
 2u2h −
12
2
‖uh‖20 +
∫
|( uh)|2 +
∫
 (1−  )|uh|2:
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Estimate of Q5:
Using the properties of the H 1-projection, we have
( uh −.h( uh); vh)L2 + (( uh −.h( uh));vh)L2 = 0; ∀vh ∈Vh: (59)
This leads to the following relation:
Q5 =
∫
uh ·(.h( uh)−  uh)
=
∫
uh(.h( uh)−  uh): (60)
Hence using estimates (5) we have
|Q5|6 ‖uh‖0‖.h( uh)−  uh‖0
6Ch‖uh‖0| uh|1
6Ch‖uh‖20 + h| uh|21: (61)
Estimate of bc(uh;.h( uh)):
We shall estimate now the term bc(uh;.h( uh)). We have
bc(uh;.h( uh))=− bc(eh;.h( uh)) + bc(u;.h( uh)): (62)
Using estimates (4), we obtain
|bc(u;.h( uh))|6 (‖u‖20 + ‖u‖20)1=2‖.h( uh)‖1
6C(<)(‖u‖20 + ‖u‖20) + <‖ uh‖20 + <| uh|21: (63)
For the $rst term in the right hand side of (62), we have
|bc(eh;.h( uh))|6Ch|uh|1|.h( uh)|1
6Ch|uh|1‖ uh‖1
6Ch‖ uh‖20 + Ch| uh|21 + Ch|uh|21: (64)
Above, we have used Proposition (3:1), Theorem 3.2, Remark 4, and estimates (5). Finally,
combining (63), and the above estimate, we obtain
|bc(uh;.h( uh))|6C(<)(‖u‖20 + ‖u‖20) + (<+ Ch)‖ uh‖20 + (<+ Ch)| uh|21 + Ch|uh|21: (65)
Estimate of %
∫
div(uh)Ph(’uh):
Concerning the $rst term in the left hand side of (55), we $rst have
%
∫
div(uh)Ph(’uh)=− %
∫
uh ·Ph(’uh) + %bc(uh; Ph(’uh)): (66)
We also have
bc(uh; Ph(’uh))=− bc(eh; Ph(’uh)) + bc(u; Ph(’uh)): (67)
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Using Cauchy–Schwarz inequality, we have
|bc(u; Ph(’uh))|6 (‖u‖20 + ‖u‖20)1=2‖Ph(’uh)‖1
6 (‖u‖20 + ‖u‖20)1=2(C‖’uh‖20 + |Ph(’uh)|21)1=2
6 (‖u‖20 + ‖u‖20)1=2(C‖’uh‖20 + C:(1 + h:)‖’uh‖20)1=2
6C(1 + :(1 + h:))(‖u‖20 + ‖u‖20) + <‖’uh‖20: (68)
The third inequality above is obtained using the following argument. We use the inverse inequality
(3), estimates (7) and the properties of ’ (39)–(40). We then obtain for each triangle T
‖Ph(’uh)− ’uh‖1; T 6Ch|’uh|2; T
6Ch: 2‖’uh‖0; T ;
where C is independent of :. Then we have
|’uh|1; T6C:‖’uh‖0; T :
Hence,
|Ph(’uh)|16C:(h:+ 1)‖’uh‖0: (69)
We shall now estimate the term bc(eh; Ph(’uh)). Using Proposition (3:1), Theorem (3:2), Remark
4, (69), and the inverse inequality (3), we obtain
|bc(eh; Ph(’uh))|6Ch|uh|1|Ph(’uh)|1
6Ch:(h:+ 1)|uh|1‖’uh‖0
6C:(h:+ 1)(‖uh‖20 + ‖’uh‖20): (70)
Hence, combining (67), (68), and (70), we obtain
|bc(uh; Ph(’uh))|6C(1 + :(1 + h:))(‖u‖20 + ‖u‖20) + (<+ C:(h:+ 1))‖’uh‖20
+C:(h:+ 1)‖uh‖20: (71)
We shall now give an estimate of %
∫
uh ·(Ph(’uh)). Using Cauchy–Schwarz inequality, and
relation (69), we have∣∣∣∣
∫
uh ·Ph(’uh)
∣∣∣∣6 ‖uh‖0|Ph(’uh)|1
6C:(1 + h:)‖uh‖0‖’uh‖0
6C:(1 + h:)(‖uh‖20 + ‖’uh‖20): (72)
Therefore, combining (66), (71), and (72), we $nally have
%
∣∣∣∣
∫
div(uh)Ph(’uh)
∣∣∣∣6 %C(1 + :(1 + h:))(‖u‖20 + ‖u‖20) + %(<+ C:(h:+ 1))‖’uh‖20
+C%:(h:+ 1)‖uh‖20 + C%:(1 + h:)‖uh‖20: (73)
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Final estimate: Combining now (55)–(59), (61), (65), and (73), we obtain
Q1 + Q4 = bc(uh;.h( uh)) + %
∫
div(uh)Ph(’uh)− Q2 − Q3 − Q5
6C(<) + (‖u‖20 + ‖u‖20) + (<+ Ch)‖ uh‖20 + (<+ Ch)| uh|21 + Ch|uh|21
+ %C(1 + :(1 + h:))(‖u‖20 + ‖u‖20) + %(<+ C:(h:+ 1))‖’uh‖20
+C%:(h:+ 1)‖uh‖20 + C%:(1 + h:)‖uh‖20
+Ch‖uh‖20 + h| uh|21 + C%h:‖uh‖20 + Ch‖uh‖20 + h| uh|21
6 (C(<) + %C(1 + :(1 + h:)))(‖u‖20 + ‖u‖20) + (<+ Ch)‖ uh‖20 + (<+ Ch)| uh|21
+Ch|uh|21 + %(<+ C:(h:+ 1))‖’uh‖20
+ (C%:(h:+ 1) + Ch)‖uh‖20 + C%:(1 + h:)‖uh‖20 + Ch(%:+ 1)‖uh‖20: (74)
On the other hand, we have
Q1 + Q4¿−12
∫
 u2h +
1
2
〈uh;  uh〉+ %
∫
’u2h
− 12||2
∫
 2u2h −
1
2
∫
 2u2h −
12
2
‖uh‖20 +
∫
|( uh)|2
+
∫
 (1−  )|uh|2: (75)
Hence we have∫
a(x)u2h +
∫
b(x)u2h +
∫
c(x)|( uh)|2 +
∫
d(x) (1−  )|uh|2 + 12〈uh;  uh〉+
6 (C(<) + %C(1 + :(1 + h:)))(‖u‖20 + ‖u‖20)−
1
2
〈g;  g〉−;
where
a(x)=− 12  − 12||2 2 − 12 2 − (ch+ <) 2 − C%:(1 + h:)− Ch;
b(x)= %’− 1
2
2
− %(<+ C:(1 + h:))’2 − Ch− C%h:;
c(x)= 1− (<+ Ch);
d(x)=  (1−  )− Ch− C%:(1 + h:):
Therefore, for : and < small we can choose 1 and % large such that for h su:ciently small we
have: a(x)¿ ‖‖2∞a, b(x)¿b, c(x)¿c, and d(x)¿d with a, b, c and d positive constants (a¿ 0,
b¿ 0, c¿ 0, and d¿ 0). Finally, we obtain
‖uh‖20 + ‖‖2∞‖uh‖20 + ‖uh‖20 + 〈uh; uh〉+6C(|u|21 + ‖uh‖20 − 〈g; g〉−): (76)
This concludes the proof of the theorem.
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Remark 9. This estimate shows in particular the uniqueness and hence also the existence of a
solution to (12).
Remark 10. For convection-dominated problems only stability results of the form
‖uh‖20 + ‖‖2∞‖uh‖20 + h‖uh‖206C
(
‖u‖21 −
∫
	−
g2 · +
)
; (77)
were available. They were obtained for the streamline di&usion and discontinuous Galerkin meth-
ods [14]. Similar stability results were obtained in the recent work on variants of these methods
for hyperbolic and convection-dominated convection–di&usion problems [2,3,12,8] or on stabilized
methods [21].
Remark 11. The results shown here are signi$cant stability improvements as compared to previous
known stability results for the methods of approximation to the convection-dominated convection–
di&usion problem studied in this section. This can be seen by comparing the term ‖uh‖20 in our
stability result to the term h‖uh‖20 in (77).
6. Convection–di*usion case
In this section we consider the convection–di&usion problem for which the size of the velocity $eld
 (measuring the ratio of the convection term and the di&usion coe:cient) is moderate. Moreover, we
shall abandon the assumption that  is constant as was assumed in the last two sections, and consider
as in the $rst three sections. We assume that the velocity $eld  satis$es: ∈H 2(); div ∈L∞().
We also assume that g=0. The analysis of the $nite element method applied to this problem relies
on an observation of Schatz [19] and the following consistency properties:
bc(eh; vh)= 0; ∀vh ∈Vh: (78)
This property is not satis$ed in the case of the hybrid $nite element $nite volume method described
in Section 2, and consequently it is not satis$ed for the upwinded $nite volume method used to
approximate the convective term. Hence, any analysis of the hybrid scheme will require $rst, an
estimate of the term bc(eh; vh) described in Section 2. Such estimate is given in Section 3. Using
this result, we shall show in this section that the hybrid method applied to the convection–di&usion
problems, enjoys similar properties as those enjoyed by the $nite element methods.
Before establishing the main results of this section, we shall present an a priori estimate. Its proof
will be given at the end of this section. Let u be the solution of the continuous problem (1), and
let uh be the solution of the discrete problem (12). We $rst have the following lemma.
Lemma 6.1. There exists a constant C such that we have the a priori estimate
‖u− uh‖06C(h1‖u− uh‖1 + h‖uh‖1): (79)
Here 1 is a positive constant depending on the regularity of the domain , and was speci3ed in
the relation (iii).
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Optimal error estimates are obtained under the additional assumption that the adjoint problem is
regular in the sense that its solution belongs to H 2(). This is true when we assume that the domain
 is convex for example. In this case 1=1.
Setting eh = u− uh, we have the following properties of the hybrid scheme.
Theorem 6.1. There exists a constant C such that for h su5ciently small
‖eh‖16C‖u‖1: (80)
Proof of Theorem 6.1. Using Proposition 3.1 and Theorem 3.2, we obtain
|bc(eh; vh)|6Ch‖uh‖1‖vh‖1; ∀vh ∈Vh: (81)
Moreover bc satis$es the Garding inequality (see (ii)): there exist constants C1 and C2 such that
we have
C1‖v‖21 − C2‖v‖206 bc(v; v); ∀v∈H 10 (); (82)
where C1 ¿ 0, and C2 can be either positive or negative depending upon the properties of the bilinear
form bc. Therefore we have for v= eh
C1‖eh‖21 − C2‖eh‖206 bc(eh; eh): (83)
Using Lemma 6.1, we obtain
−‖eh‖20¿− C(h21‖eh‖21 + h2‖uh‖21): (84)
Using the triangle inequality, the latter gives for C2 ¿ 0,
−‖eh‖20¿− Ch(‖eh‖21 + ‖u‖21); (85)
where above, we have assumed that h¡ 1. If C26 0 then inequality (87) would be an obvious
consequence of inequality (83). Combining now the relations (83) and (85), we obtain the following
estimate:
(C1 − C3h)‖eh‖216Ch‖u‖21 + bc(eh; eh): (86)
The latter gives for h su:ciently small
‖eh‖216C(h‖u‖21 + bc(eh; eh)): (87)
Moreover, we have
bc(eh; eh) = bc(eh; u)− bc(eh; uh)
= bc(eh; u−.hu) + bc(eh;.hu)− bc(eh; uh);
where .h denotes the H 1 projection into Vh introduced in Section 5. Using the continuity of bc we
obtain
|bc(eh; u−.hu)|6C‖eh‖1‖u−.hu‖1: (88)
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Since .hu∈Vh, we can apply Proposition 3.1 and Theorem 3.2 to obtain
|bc(eh;.hu)|6Ch‖uh‖1‖.hu‖1
6Ch(‖eh‖1 + ‖u‖1)‖u‖1: (89)
The last inequality above, is obtained using the triangle inequality and the continuity of the
projection operator. Applying again Proposition 3.1 and Theorem 3.2, we obtain
|bc(eh; uh)|6Ch‖uh‖21
6Ch(‖eh‖21 + ‖u‖21): (90)
Combining (88)–(90), we obtain
|bc(eh; eh)|6C‖eh‖1‖u−.hu‖1 + Ch(‖eh‖21 + ‖u‖21)
6
<
2
‖eh‖21 +
C
2<
‖u−.hu‖21 + Ch(‖eh‖21 + ‖u‖21): (91)
Combining (87) with (91), we obtain for < and h small
‖eh‖16C(h1=2‖u‖1 + ‖u−.hu‖1): (92)
Therefore, for h su:ciently small, using the contraction properties of the projection [5] we obtain
‖eh‖16C‖u‖1: (93)
And the proof of the theorem is complete.
Remark 12. This estimate shows in particular the uniqueness and hence also the existence of a
solution to (12).
Remark 13. Relation (92) combined with the contraction properties of the projection [5] states the
strong convergence of the hybrid scheme in H 1().
6.1. Error estimates
We shall give in this section the error estimates of the hybrid scheme. We shall assume that the
domain  is convex.
Theorem 6.2. Assume that u, the solution of the continuous problem; is in H 1(), then there exists
a constant C such that for h su5ciently small we have
‖u− uh‖0;6Ch‖u‖1: (94)
Proof of Theorem 6.2. The proof is an immediate consequence of Lemma 6.1 and Theorem 6.1.
Now, if the domain  is not convex then optimal error estimates are not obtained. We only have
the estimate
‖u− uh‖0;6Ch1‖u‖1: (95)
This result is an immediate consequence of the Lemma 6.1 and the Theorem 6.1.
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6.1.1. Proof of Lemma 6.1
We shall now, go back to the lemma stated at the beginning of this section.
We use the Aubin–Nitsche argument (see [5]). By de$nition of L2 norm we have:
‖eh‖0; = sup
g∈L2(); g =0
| ∫ geh|
‖g‖0; : (96)
Let g be an element of L2(). There exists  solution of the adjoint problem (see (iii)),∫
gv= bc(v; ); ∀v∈H 10 () (97)
 satis$es the following properties: there exists a constant C such that
∈H 1+1(); ‖‖1+16C‖g‖0: (98)
As in the proof of Proposition 3.1, we have
bc(eh; vh)− (uh; vh) +
∫
 · (uh)vh =0; ∀vh ∈Vh: (99)
Then substracting (99) (vh =h ∈Vh) from (97) (v= u− uh), we obtain∫
g(u− uh) = bc(u− uh; − h)−
∫
 · (uh)h + (uh; h)
= bc(u− uh; − h) + bc(eh; h);
And therefore using the continuity of bc (see (i)), Proposition 3.1 and Theorem 3.2, we obtain∣∣∣∣
∫
g(u− uh)
∣∣∣∣6C(‖u− uh‖1‖− h‖1 + h‖uh‖1‖h‖1): (100)
Using the triangle inequality we obtain∣∣∣∣
∫
g(u− uh)
∣∣∣∣6C(‖u− uh‖1‖− h‖1 + h‖uh‖1‖‖1 + h‖uh‖1‖− h‖1): (101)
The $rst term on the right hand side can be bounded using the same argument as for the $nite
element method, and we obtain
inf
h∈Vh
‖− h‖16 ‖−.h‖16Ch1‖‖1+1;: (102)
Therefore using relation (98), we obtain
inf
h∈Vh
‖− h‖16Ch1‖g‖0: (103)
Using again, relation (98), relation (100) becomes∣∣∣∣
∫
g(u− uh)
∣∣∣∣6C(h1‖u− uh‖1 + h(1 + h1)‖uh‖1)‖g‖0
6C(h1‖u− uh‖1 + h‖uh‖1)‖g‖0:
Where we have assumed that h¡ 1. Finally we obtain
‖u− uh‖0;6C(h1‖u− uh‖1 + h‖uh‖1): (104)
And this concludes the proof of the lemma.
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