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ABSTRACT
In this paper we introduce a novel platform that utilises
multi-modal low-cost motion capture technology for the de-
livery of real-time visual feedback for sports performance.
This platform supports the expansion to multi-modal inter-
faces that utilise haptic and audio feedback, which scales
e↵ectively with motor task complexity. We demonstrate an
implementation of our platform within the field of sports
performance. The platform includes low-cost motion cap-
ture through a fusion technique, combining a Microsoft Kinect
V2 with two wrist inertial sensors, which make use of the ac-
celerometer and gyroscope sensors, alongside a game-based
Graphical User Interface (GUI) for instruction, visual feed-
back and gamified score tracking.
Categories and Subject Descriptors
I.4.5 [Computing Methodologies]: Image Processing and
Computer Vision—Reconstruction
Keywords
Motion capture, Human-Computer Interaction, Multimodal
Interfaces, Sports Performance
1. INTRODUCTION
As sensing and feedback technology have become increas-
ingly prevalent worldwide, motor learning has become a
critical topic of study and research in the field of Human-
Computer Interaction. Of particular interest is unsupervised
motor learning, wherein motor function is improved in the
absence of a trainer. To date, there remains a critical need
in the rehabilitation applications for an e↵ective automated
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method for motor learning in the home environment [12],
or any such environment without the direct supervision of
a qualified trainer. There are heavy limits on trainer avail-
ability in general, and consequently, unsupervised training
is required outside of sports training sessions. Moreover,
it is also apparent that guidance and frequent, informative
feedback are necessary in real-time to catalyze motor learn-
ing [1]. Furthermore, motor tasks are often repetitive and
monotonous, resulting in reduced compliance without some
form of engagement or interaction [10].
Providing feedback on human motion presents a number
of research challenges including: capturing bio-mechanically
accurate motion outside a laboratory environment, auto-
matic classification and extraction of di↵erent actions within
a movement sequence, analysis and interpretation of motion
data of each action, communication of the analysis results
and suggestions for modification/improvement back to the
end user. The feedback that is delivered to the end user also
depends upon a number of factors including the nature of
the movement being measured (e.g. day-long activity vs a
specific exercise), complexity of the action (e.g. simple sin-
gle limb movement vs whole body action), user context (e.g.
location and time) and user experience (e.g. novice vs ex-
pert). A further over-arching research challenge of course is
that all of this should be accomplished in real-time (i.e. dur-
ing a movement) or near real-time (i.e. immediately after a
movement has been performed).
In this paper, we present the design of an interactive plat-
form for motion sensing and feedback delivery in a home
based setting, which is capable of delivering real-time visual
feedback, with an emphasis on performance.
2. MOTION CAPTURE
Motion Capture (MoCap) is a field of science that pri-
marily deals with the recording, reconstructing and analysis
of motion, and is a well-studied and broad area of research
[13]. Marker based Vicon MoCap1 generally represents the
gold-standard and o↵ers excellent results but carries a high
price tag and requires complex post-processing, leaving it
out of reach for most. For this reason, significant research
is being performed into the area of low-cost alternatives [8,
6], using either marker-less based methods such computer
vision [14] based analysis or by using depth cameras like the
Microsoft Kinect [7, 15]. However, many of these systems
su↵er from tracking errors due to marker occlusions.
1See: http://www.vicon.com/
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Figure 1: The authors demonstrating the comparison
between a Gold-Standard Vicon system, on the left,
with their low cost Kinect-IMU fusion approach.
Inertial Measurement Units (IMUs) o↵er an accurate Mo-
Cap alternative [9, 3] and have been developed into commer-
cially successful systems, such as XSens [11], however they
are still prone to drift in accuracy over time, a common limi-
tation of inertial sensing. IMUs are low power, light weight,
o↵er high sample rates and do not su↵er from occlusions,
but they are susceptible to orientation and position errors if
not corrected over time. Furthermore, commercially avail-
able IMU MoCap solutions are still relatively high in price,
approx. 50K Euro. During the last few years, a number
of low-cost alternatives have been proposed, the majority
of which are based upon fusing data received from di↵erent
cheap sensor modalities (e.g. fusion of Kinect & wearables)
[5, 4] to provide inexpensive yet accurate systems.
Previous research [2] carried out by the authors has in-
vestigated a low-cost platform that utilises 3 IMU sensors
together with advanced analysis algorithms, multiple IMU
calibration and inverse kinematics for detecting the stance
phase of the gait cycle. This allows for the reduction of
integration drift error of the IMU system and creates an
accurate 3-D gait analysis platform for the lower limbs.
In this paper the described platform utilises low-cost sen-
sor fusion to produce a skeletal reconstruction that combines
the global joint positioning of the Microsoft Kinect together
with the joint-rotational accuracy of inertial sensors.
3. THE PLATFORM
The platform consists of two IMUs, a Microsoft Kinect
V2 and software written in C# through the open-source
Unity3D game engine. The IMUs are connected via Blue-
tooth to a computer and are set with a sample frequency
of 256Hz. Only the accelerometer and gyroscope channels
are used. After a brief T-pose to calibrate the IMUs to the
local coordinate system of the Kinect, a skeleton fusion tech-
nique is employed, based on [2, 5, 4], that uses the skeleton
extraction/tracking from the Microsoft Kinect for all joints
except the wrists where the joint position and orientations
are calculated from the IMUs (note that the Hand, Hand-
Tip and Thumb joints from the Kinect SDK were not used
here). The platform can be seen in Figure 2.
Figure 2: Clockwise from the top left: An IMU is
strapped to each wrist of the user’s wrists for use with
the platform; the user is being recorded using the plat-
form whilst attempting to copy the selected motion;
Accelerometer data graphed against the target accel-
eration of the correct technique is displayed for the
user; A gamified score feedback is given to the user
after each of their three attempts and a leader-board
of the top scores records the total.
A sample movement of a trainer or athlete performing a
desired motion is demonstrated for the user through a video,
skeleton visualisation and an IMU acceleration graph. The
user is then prompted to perform the movement. A com-
parison module compares the user’s accelerations from each
wrist to the sample movement and visual feedback is given.
A score based on the a ratio of the user data to the sample
data is recorded for this attempt and feedback is given in-
structing the user to speed up or slow their movement. The
user performs two subsequent attempts and then the overall
score is recorded on a system score board for comparison.
This platform demonstrates an example of providing feed-
back soon after a movement, where the goal is not to change
the technique as it is being produced but rather to indicate
to an end user that he/she has attained a specific perfor-
mance level associated with a fast complex movement.
4. CONCLUSION
We wish to understand the most optimum way of deliv-
ering multimodal feedback to a user both during slow mov-
ing rehabilitation sessions and also throughout fast moving
sporting sessions. If a user can be informed through out
a session about their performance, this can allow them to
make the necessary adjustments to their technique in or-
der to perform better, both in sports performance and in
muscular-skeletal rehabilitation.
5. DEMONSTRATION
The demonstration will consist of a laptop, a Kinect, two
wrist worn IMUs, a bluetooth receiver and a large screen.
The platform will be showcased using a pre-recorded sport-
ing movement from an Irish national Hurling champion and
users will be shown how to engage with the system in or-
der to replicate the precise sporting motion. Then they can
proceed to play the game, having three attempts and finally
being given a score based on their performance. A poster
detailing the motivations behind and current state of our re-
search on low-cost motion capture and gaming technologies
will also be shown.
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