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It is shown that in external magnetic fields, a uniaxial magnetic anisotropy comes into being in a 
magnetoactive elastomer (MAE). The magnitude of the induced uniaxial anisotropy grows with 
the increasing external magnetic field. The filler particles are immobilized in the matrix if the 
MAE sample is cooled below 220 K, where the anisotropy can be read out. The cooling of the 
sample is considered as an alternative methodological approach to the experimental investigation 
of the magnetized state of MAEs. The appearance of magnetic anisotropy in MAE is associated 
with restructuring of the filler during magnetization, which leads to an additional effective field 
felt by the magnetization. It is found that the magnitude of the effective magnetic anisotropy 
constant of the MAE is approximately two times larger than its effective shear modulus in the 
absence of magnetic field. It is proposed that the experimentally observed large (about 40) ratio 
of the magnetic anisotropy constant of the filler to the shear modulus of the matrix deserves 
attention for the explanation of magnetic and magnetoelastic properties of MAEs. It may lead to 
additional rigidity of the elastic subsystem increasing the shear modulus of the composite 
material through the magnetomechanical coupling. 
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1. Introduction  
 
Magnetoactive elastomers (MAEs) are composite materials where micrometer sized 
ferromagnetic inclusions are embedded into a compliant elastomer matrix1-6. The ability of these 
ferromagnetic inclusions (filler particles) to be displaced and/or rotated due to the presence of an 
external magnetic field and interactions between magnetized particles distinguishes these 
composite materials from their conventional counterparts7-12. At room temperature, the elasticity 
of the matrix forces the soft magnetic filler particles of the sample towards their initial positions 
when the magnetic field vanishes. The properties of the composite material with soft magnetic 
inclusions are largely recovered in the “quiescent” state13, despite the large displacements of 
particles comparable with their dimensions when the samples are deformed by magnetic fields7. 
It has been recently suggested that at sufficiently low temperatures the iron particles can be 
immobilized in a polydimethylsiloxane (PDMS) matrix14 because the matrix becomes rigid15.  
This implies that the filler particles are blocked for displacement and do not have the ability to 
rearrange during magnetization at low temperatures. The possibility of displacement and rotation 
of particles in external magnetic fields is commonly believed to be the origin of several unique 
properties of MAEs, namely its anomalous magnetostriction7,9,16-21, giant magnetic field 
dependence of elastic moduli9,22-26, and strong variation of electric properties in magnetic 
fields27-36. 
 
Obviously, these MAE properties are related to their magnetization. Several experiments 
on magnetization of MAEs have been reported in the literature7,37-42. Hitherto, the research has 
concentrated on investigation of the magnetic hysteresis in MAEs filled with soft magnetic 
particles, which is characterized by the absence of both the coercive force and the remanent 
magnetization40,42. In the context of memristor research, such a behavior is called “pinched” 
hysteresis loop43,44.  It is assumed that in MAEs such a hysteresis is associated with the mobility 
of filler particles inside the polymer matrix1,42 and the corresponding assemblage of magnetized 
particles into elongated (“linear”) chain-like aggregates45 during the ascending magnetization 
branch and disintegration of these “chains” under the action of the elastic forces when the 
magnetic field is decreased40. It is further proposed46 that the decay scenario does not coincide 
with the scenario of chain formation, which can lead to hysteresis behavior. This simplified 
physical picture for high concentrations of magnetizable particles has been recently questioned 
in Ref. 47, where numerical simulations showed that formation of elongated structures may 
become impossible due to purely geometrical constraints.  
 
The physical intuition suggests that the external magnetic field should induce the 
anisotropy of initially isotropic compliant MAEs in a sense that their physical (e.g. magnetic) 
properties will be different in the directions along and perpendicular to the direction of the 
magnetic field. Magnetic anisotropy can arise due to the influence of the magnetoelastic field 
when the sample experiences magnetostriction in a magnetic field48,49. It has been experimentally 
(see, e.g. Fig. 6 in Ref. 7) and theoretically verified that the physical properties of structured 
MAEs, where the particles have been aligned along the magnetic field lines during the cross-
linking procedure, are anisotropic50-53. We consider the case of a restricted sample with an 
initially unstructured material. If an MRE sample is synthesized in the absence of a magnetic 
field, it has an isotropic structure54,55. However, in the initially isotropic compliant MAE the 
restructuring of the filler will “follow” the magnetic field and therefore is not easy to detect. We 
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are not aware of any previous publications where the magnetic anisotropy of magnetized MAEs 
was measured.     
In the present paper, we show that an MAE material, which is isotropic in the absence of 
an applied magnetic field, in sufficiently large magnetic fields acquires a magnetic anisotropy, 
whose constant exceeds the elastic constant of the matrix (these quantities have the same 
dimension). The composite material comprises soft-magnetic, randomly distributed inclusions. 
The sample dimensions are fixed. Therefore, there is no overall magnetostriction, but the 
embedded inclusions can move inside the sample. It has to be expected that the magnitude of 
induced magnetic anisotropy depends on the magnetization of the sample. The appearance of the 
magnetic anisotropy is associated with restructuring of the filler, i.e. with the change of the 
positions and/or orientations of the particles in the sample under the action of internal magnetic 
forces from inter-particle interactions. 
If the filler particles inside the MAE can change their position and/or orientation in 
magnetic fields, it is necessary to fix them in positions corresponding to the magnetized state for 
measuring the magnetic anisotropy. It is known15 that as the temperature is lowered below a 
characteristic temperature, the elastic moduli of the PDMS matrix can increase by several orders 
of magnitude. We have used this property of the matrix in our previous work [14] to prove that 
the particles are displaced when the MAE is magnetized at room temperature. In the present 
paper, we will use this distinctive attribute of the matrix for investigating the properties of the 
magnetized state of the MAE, namely the occurrence of anisotropy in a magnetized MAE. In this 
way, we utilize the “solidification” of the matrix for fixing (blocking) the positions of filler 
particles in the magnetized state. In this case, the structure of the positions of the particles after 
freezing will be the same as it was in the magnetized MAE sample at room temperature, and 
thereby we find that freezing allows one to investigate the properties of MAEs magnetized at 
room temperature. Thus, the freezing of the sample should be considered as a new experimental 
technique for studying the magnetized state of MAE materials. 
Therefore, the purpose of our work is to investigate the magnetic anisotropy that arises in 
the magnetized MAE. It will be shown that this magnetic-field-induced anisotropy is uniaxial, 
where the easy axis of magnetization is directed along the magnetic field. It will be demonstrated 
that the process of formation of magnetic anisotropy is nonlinear in a sense that the anisotropy 
constant nonlinearly depends on the magnitude of the external field. Note that this magnetic 
anisotropy is not a consequence of cooling of the sample. It appears when the MAE sample is 
magnetized at room temperature, and cooling of the sample is a methodological feature of the 
experiment. The magnetic anisotropy field is an additional field that arises in a magnetized 
MAE. It also follows from our work that the formation of this additional effective field is a 
consequence of a nonlinear self-consistent process related to restructuring of the filler. 
 
2. Experimental 
A sample comprising carbonyl iron particles with an average particle size of 4.5 μm (type SQ, 
BASF SE Carbonyl Iron Powder & Metal Systems, Ludwigshafen, Germany) embedded into a 
PDMS-based elastomer matrix was investigated. This is the same composite material as 
described in Ref. 14. The base polymer VS 100000 (vinyl-functional polydimethylsiloxane 
(PDMS)) for addition-curing silicones, the chain extenders Modifier 715 (SiH-terminated 
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PDMS), the reactive diluent polymer MV 2000 (monovinyl functional PDMS), the crosslinker 
210 (dimethyl siloxane-methyl hydrogen siloxane copolymer), the Pt-catalyst 510 and the 
inhibitor DVS were provided by Evonik Hanse GmbH, Geesthacht, Germany. The silicone oil 
WACKER® AK 10 (linear, non-reactive PDMS) was purchased from Wacker Chemie AG, 
Burghausen, Germany.  
The polymer VS 100000, the polymer MV 2000, the modifier 715 and the silicone oil AK 10 
were put together and blended with an electric mixer (Roti®-Speed-stirrer, Carl Roth GmbH, 
Germany) to form an initial compound. In the next step, the initial compound was mixed 
together with the CIP particles and the crosslinker 210. The crosslinking reaction was activated 
by the Pt-Catalyst 510. For the control of the Pt-catalyst’s activity, the inhibitor DVS was used, 
the recommended dosage according to the literature is between 0,01 and 0,5 %.. The MAE 
samples were pre-cured in the universal oven Memmert UF30 (Memmert GmbH, Schwabach, 
Germany) at 353 K for 1 hour and then post-cured at 333 K for 24 hours with air circulation. 
From the literature56,57, it is known that the shape of the filler particles is close to 
spherical, although, to the best of our knowledge, the statistical analysis of the deviations from 
the shape of the sphere was not carried out. The distribution of the particle size in the iron 
powder was investigated in Ref. 58.  The mass fraction of iron particles in the sample is 70 wt.%, 
and the corresponding relative occupation of the sample’s volume by the filler is approximately 
22%. The sample was placed in a rigid cuvette at room temperature in the absence of a magnetic 
field and filled it completely. The cuvette is a cylinder with the height of 2 mm and the diameter 
of 2.5 mm. Thus, the sample in the cuvette is forced to retain its shape and size when the 
magnetic field is applied. Obviously, under these conditions, internal stress could arise in the 
sample because of the obstruction of its magnetostriction by the cuvette walls. As a whole, the 
described sample should display a magnetic anisotropy associated with its demagnetizing tensor 
due to the constant non-spherical shape of the sample.   
The sample consisted of ferromagnetic particles distributed in a non-magnetic matrix. 
The distribution of particles can be considered uniform. There were no indications of 
sedimentation of particles and no magnetic field was applied during crosslinking. During 
magnetization of the sample, filler particles could be displaced and rotated under the influence of 
magnetic interactions with the external field and between the particles, against the resulting 
elastic forces in the deformed matrix7-11. It will be shown below that those changes of the 
positions of the particles and their rotations inside the sample (within the accuracy of 
measurements) do not influence the effective demagnetization factor of the sample under 
conditions of rigid limitation of the sample shape. The experimentally determined effective 
demagnetizing factor is independent of external magnetic field.  
The restriction of the external shape of the sample by a rigid cuvette was also motivated 
by the fact that the vibrating sample magnetometer (LDJ-9500, LDJ Electronics, Troy, MI 
48099, USA) used for magnetostatic measurements creates a working acceleration of 25gn, 
where gn is the standard gravity. Such acceleration could cause dynamic deformations of the 
sample shape, which would distort the results of measurements. The rigid container prevented 
this source of errors. The magnetometer measures the component of the magnetization of the 
sample along the direction of the magnetic field created by the device's electromagnet. 
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3. Magnetization at room temperature 
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Figure 1. Experimental geometry and the coordinate system. (a) Orientation of the sample in the 
field Hcool and the measurement field HOZ. (b) Cross-section of the sample and the 
measurement field  HOZ.  
 
Figure 1 shows the experimental geometry. The basic property of the magnetostatic 
measurements of this sample in the magnetic field range between -10 and +10 kOe is that the 
m(H)-dependences were completely reproducible after repeated recording at room temperature. 
m denotes the magnetization of the composite material and H is the external magnetic field 
strength. There were only minor differences in the reproduced curves from the initial 
magnetization curve of the demagnetized sample. This unambiguously indicates that all the 
displacements (or possible rotations) of the particles that could have occurred during the 
magnetization reversal of the sample were reversible in a sense that the elasticity of the matrix 
restores the initial arrangement of the particles in the absence of magnetic field.  
Figure 2 presents the magnetization curves. Curve 1 is measured when the magnetic field 
is directed perpendicular to the axis of the cylinder (HOZ). Curve 2 is obtained for the case 
when the magnetic field is directed along the axis OZ of the cylinder (HOZ). The magnetization 
dependences for all directions of the external field in the sample plane were all the same (i.e., 
like curve 1). The differences between curves 1 and 2 can be explained by the effect of the 
demagnetizing magnetic field, which is related to the shape of the sample. Curves 3 in Fig. 1 
correspond to the recalculation of curves 1 and 2 with respect to the in the internal magnetic field 
int d H H H , where dH  is the vector of the demagnetizing field, which depends on the 
components of the demagnetizing tensor (shape factor) of the sample and its average 
magnetization59. The dependencies 
int( )m H should be the same for magnetization directed along 
the axis of the sample cylinder and perpendicular to it. To achieve the desired equality for re-
calculation of curves 1 and 2 into a single curve 3 (
int( )m H  is the property of the composite 
material) in Fig. 2, we experimentally found the values of the components of the 
demagnetization tensor of the sample under study: the component N║ along the OZ-axis is equal 
to 5.60 and the component N  perpendicular to the OZ-axis is equal to 3.48. The equality        
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N║ + 2N = 4 is fulfilled. Note that two curves 3 originating from curves 1 and 2 are 
indistinguishable on the scale of Fig. 1.  
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Figure 2. Magnetization curves of the MAE sample. Curve 1 is measured in magnetic field 
directed perpendicular to OZ: HOZ, and curve 2 is measured in magnetic field directed along 
the axis of the cylinder: HOZ. The number 3 designates the overlapping curves derived from 
curves 1 and 2, re-calculated to the dependence of magnetization m on the internal magnetic field 
Hint  as described in the text. The inset shows the field dependence of int/dm dH  on Hint. The solid 
curve presents the course of the differential magnetic susceptibility ( int/dm dH ) for increasing 
magnetic field. The dotted line shows the differential magnetic susceptibility for decreasing 
magnetic field. The arrows designate the direction of field change. 
Curves 1, 2 in Fig. 2 demonstrate a peculiar hysteresis behavior (sometimes denoted as 
“pinched” hysteresis43,44). Significant hysteresis arises at relatively high fields (> 1 kOe) and it is 
absent in the vicinity of the zero field, where the magnetization of the particles vanishes, and for 
sufficiently large fields (> 5 kOe), where the magnetization saturates. However, it is known that 
carbonyl iron microparticles do not possess significant magnetic hysteresis at room temperature 
(see e.g. Fig. 8 in Ref. [60]).  
Figure 2 demonstrates the possibility of re-calculating the hysteresis curves 1 and 2 into a 
single curve 3, possessing a hysteresis behavior as well, by using the components of the 
demagnetization factor tensor, which do not depend on the magnitude of the external magnetic 
field. Figure 2 also shows the field dependence for the differential magnetic susceptibility 
int/dm dH  of the MAE. The differential magnetic susceptibility has maxima in its dependence of 
internal magnetic field. The appearance of these maxima can be explained by the elastic 
resistance of the matrix to the displacement of particles under the action of magnetic forces14. 
Despite the mobility of MAE particles, the sample can be considered as a medium with 
an effective (homogeneous) magnetization, and provided that the dimensions and shape of the 
sample do not change, it can be characterized by a demagnetizing tensor that does not depend on 
the applied field. 
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4. Field dependences of magnetization at low temperatures  
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Figure 3. Field dependences of the magnetization at T = 150 K, cooled in the absence of a 
magnetic field ( cool 0H  ). Curve 1 is obtained for magnetic fields OZH , curve 2 is measured 
for magnetic fields HOZ. Curves 3 (
int( )m H ) depict the modified curves 1 and 2, recalculated as 
a function of the internal magnetic field Hint. The inset shows the magnetization curves for 
OZH at T = 273 K and at T = 150 K .  
Field behavior of the magnetization was also investigated at low temperatures (below 220 
K). It turned out that hysteresis of magnetization is not observed (see Fig. 3). The absence of 
hysteresis at low temperatures is explained by the absence of intrinsic hysteresis of the 
magnetization of soft-magnetic filler particles61. The magnetization hysteresis at higher 
temperatures (above 230 K) is related to the displacement of particles under the influence of 
magnetic forces14. At a low temperature, when the matrix becomes rigid, the particles loose 
ability to move within the sample. If there is no hysteresis in a ferromagnetic system at low 
temperature, then its appearance at a high temperature (Fig. 2) is at first glance counterintuitive. 
If the sample is cooled in the absence of an external magnetic field ( cool 0H  ), the 
magnetization at low temperatures has only anisotropy associated with the effect of the 
demagnetization factor of the sample. Figure 3 shows the magnetization curves for the external 
field OZH  (curve 1) and HOZ (curve 2). Curves 3 denote the re-calculated dependence of the 
magnetization on the internal field, where the same components of the demagnetizing factor as in 
Fig. 2, found at room temperature, were used. It can be seen that the magnetizations measured 
for different directions of the external field will become practically identical after re-calculation 
to the internal field. Therefore, at low temperatures, when the particles become immobile in a 
magnetic field, the values of the components of the demagnetization factor remain the same as at 
room temperature. If cool 0H  , the magnetization at all temperatures is isotropic in the plane 
perpendicular to the axis of the cylinder.  
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The inset in Fig. 3 shows the field dependences for the magnetization at T = 273 K and 
at T = 150 K. Magnetization at low temperatures has a lower differential susceptibility. These 
dependences illustrate the differences in the magnetization of a composite material with filler 
particles immobile and mobile in magnetic fields. As it will be shown below, the origin of these 
differences is related to the magnetic anisotropy of the MAE induced by an external magnetic 
field. Such anisotropy, where an easy axis directed along the magnetic field, promotes 
magnetization of the MAE and increases the magnetic susceptibility. 
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Figure 4. Field dependences of the magnetization ( )m H  at T = 150 K, frozen in a magnetic field 
cool OZH  with coolH = 3 kOe.  The curve 1 is obtained for HHcool, the curve 2 is measured 
for
coolH H  ; in both cases OZH . The dashed curve 3 is obtained at OZH  with cool 0H  . The 
inset displays the field dependence of the magnetic susceptibility /dm dH for HHcool (curve 1) 
and for 
coolH H  with  OZH  (curve 2). 
 
If the sample is magnetized at room temperature by the field cool 0H  , which is directed as 
HcoolOZ, and then frozen in this field, the isotropy of its magnetic properties in the plane 
perpendicular to the OZ- axis is destroyed. Under the influence of HcoolOZ, the magnetization 
anisotropy in the plane perpendicular to the OZ-axis comes into play. Figure 4 compares 
magnetization curves of a sample frozen in the field cool 3H  kOe, which is directed 
perpendicular to the OZ-axis. The curve 1 is obtained for HHcool, and the curve 2 is obtained for 
coolH H  and OZH . The sample is magnetized easier if HHcool. The magnetization turns out 
to be more difficult in the direction
coolH H , but its dependence m(Н)  differs only little from the 
curve 3 obtained at cool 0H  .  
Thus, when the MAE is magnetized at room temperature by the field Hcool, the magnetic 
anisotropy emerges in the sample. The easy axis is directed along the field direction Hcool.  Note 
that the anisotropy axis is not a vector quantity, like H.  
 
The appearance of the anisotropy induced by the magnetic field in the MAE is also confirmed by 
the field dependence of the differential magnetic susceptibility /dm dH , the value of which at 
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0H   for the case HHcool (curve 1 in the inset of Fig. 4) exceeds the same physical quantity 
at 0H   for  
coolH H  with OZH  (curve 2 in the inset of Fig. 4 ).   
Figure 4 can be also seen as an indication that “liner chains”, where magnetized particles almost 
stick to each other, are not formed along the magnetic field. Previously, similar conclusion was 
derived in Ref. 51 from the ferromagnetic resonance experiments on PDMS matrix filled with 
Fe3O4 nanoparticles. It is clear that the demagnetizing factor of such structures in the direction 
perpendicular to Hcool must be larger than that observed in our sample, and the curve 2 should go 
significantly lower62-64 than the curve 3 in Fig. 4.  
 
5. Angular dependences of magnetization  
 
Figure 5 shows the family of field dependences at T = 150 K for the magnetization of the sample, 
frozen in the field 
coolH   5 kOe higher than it was shown in Fig. 3 and cool OZH . The 
dependences have been measured in the field OZH , but which direction deviated from coolH  by 
an angle  (see Figure 1). It can be observed that the magnetic anisotropy induced by the field 
coolH   5 kOe is larger than the anisotropy caused by the field cool 3H  kOe (see Figure 4). 
Moreover, the magnetization curve for 
coolH H  obtained at coolH   5 kOe differs more from the 
curve at cool 0H  , than a similar curve obtained at cool 3H  kOe  in Fig. 4. 
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Figure 5. Field dependences of the magnetization of the sample ( )m H  at T = 150 K frozen at 
coolH   5 kOe and cool OZH  for magnetic fields inclined at an angle  to the field coolH in the 
plane of the sample ( OZH ). The inset shows the angular dependence of the initial magnetic 
susceptibility 
0 ( ). In the inset, the black circles denote the experimental values, while the 
solid curve is the fitted function (1). 
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The inset in Fig. 5 shows the angular dependence of the magnetic susceptibility 
0 0 0
( ) ( ) ( , ) /H Hdm H dH        at T = 150 K for the sample frozen at cool 5H  kOe. Its 
angular dependence is described by expression 
 
( ) (||) ( ) 2
0 0 0 0( ) ( )cos     
     ,                         (1) 
 
where 
( )
0

 is the susceptibility in 
coolH H , and 
(||)
0  is the susceptibility in HHcool. 
It follows from the angular dependence (1) that the given anisotropy of the sample at T = 150 K 
is uniaxial anisotropy of the second order.   
 
6. Temperature dependences of magnetization  
The occurrence of anisotropy is associated with displacements (and/or reorientations) of 
the particles at room temperature. Below a particular temperature (in our case, approximately 
220 K), the mobility of inclusions is blocked by a rigidized matrix. With a further decrease of 
temperature, the ensemble of particles must preserve the anisotropy of the arrangement of the 
particles (microstructure of the filler), which they acquired in a magnetic field at high 
temperature. Conversely, at a temperature above the "blocking temperature", the particles are 
unblocked and they become capable of moving in the matrix when magnetized. Thus, unlike 
conventional magnetic nanocomposites, where the blocking effect of the directions of the 
magnetic moments of particles by their magnetic anisotropy is observed65-67, the effect of 
blocking of the mobility of particles should be detectable in the MAE when the temperature is 
lowered. 
The effect of the described immobilization (“blocking”) of inclusions on the magnetic properties 
of the MAE is clearly seen in the temperature dependence of the magnetization obtained in ZFC 
(zero-field-cooled) measurements. Fig. 5 shows the temperature behavior of the sample frozen in 
the absence of magnetic field ( cool 0H  ). The sample was placed in a magnetic field H = 1.5 kOe 
( OZH ) at T = 150 K. Then, keeping the external field constant, the sample was heated up to 
the room temperature and its magnetization m was measured simultaneously. In the temperature 
range between 220 K and 230 K there is a significant increase of the magnetization which can be 
explained by softening of the matrix. For T  < 220 K, the positions of the particles are blocked, 
there is a slight decrease in the magnetization of the sample with the increasing temperature. 
When the matrix becomes compliant, the easy-axis anisotropy is induced along H, and the 
magnetization significantly increases with growing temperature as a result of the appearance of 
this anisotropy. 
Although these measurements were aimed at revealing the appearance of anisotropy induced by 
the magnetic field, it turned out that the softening of the matrix is also accompanied by the 
appearance of hysteresis in the magnetization reversal curves. At the beginning of the transition 
temperature range (T = 220 K) there is practically no hysteresis of the magnetization, and at the 
end the transition range (T = 230 K) the observed hysteresis does not differ significantly from the 
loop shown in Fig. 1. 
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Figure 6 also displays the temperature dependence of the magnetization obtained with FCW 
(field cooled warming) measurements. The sample was first cooled in cool OZH  with Hcool = 4 
kOe and the temperature dependence of magnetization has been measured upon heating in the 
field H = 1.5 kOe (HHcool), which is smaller than the cooling field. A steep decrease of the 
magnetization is observed the temperature interval between 220 and 230 K, which is also related 
to the unblocking of the filler particles (softening of the matrix). At T < 220 K, the sample has a 
magnetization greater than at T > 230 K, because the magnetic anisotropy of the sample cooled 
in Hcool = 4 kOe has the larger magnetic anisotropy, than the anisotropy acquired in the field H = 
1.5 kOe after unblocking of particles.  
Figure 6 also presents the temperature dependence of magnetization obtained with FC (field-
cooled) measurements. The magnetization was measured upon cooling of the sample in a 
magnetic field Hcool = 4 kOe. This dependence has no noticeable changes in the temperature 
range between 220 K and 230 K. The explanation can be that the blocking of particles does not 
modify the already formed microstructure of the filler and the anisotropy remains unchanged.  
We note that the curves in Fig. 6 do not coincide at room temperature. This is due to the fact that 
at room temperature the magnetization in the field H = 1.5 kOe falls into the hysteresis region 
(cf. Fig. 2). However, we cannot use smaller measurement fields, because the anisotropy will 
become weaker. 
Thus, from the discussed dependencies it follows that the magnitude of the anisotropy induced 
by the magnetic field depends on the magnitude of the applied field. It is found that the magnetic 
anisotropy induced at room temperature in the MAE leads to the peculiar behavior of the 
temperature dependences of the magnetization in the ZFC, FC, and FCW experiments, when the 
matrix is solidified and blocks the particle displacements. 
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Figure 6. Temperature dependences of magnetization for FC, ZFC and FCW measurements. The 
direction of temperature variation is indicated by arrows. The transition temperature range of the 
MAE matrix is outlined by dashed vertical lines.  
 
7. Magnetic anisotropy energy  
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In Section 5 above, it was experimentally shown that the frozen sample has the uniaxial 
magnetic anisotropy. In this case, the magnetic anisotropy energy density EA should have the 
form of 
2
A ef cool
1
( ) ( ) cos
2
E K H   ,                        (2) 
where the effective anisotropy constant Kef is a function of the field Hcool.  
Formula (2) can be easily verified experimentally. The anisotropy constant is Kef(Hcool) = 
2·(EA(φ = 90°) - EA(φ = 0°)) = 2ΔEA(Hcool), where ΔEA is the peak-to-peak amplitude of (2). The 
latter is equal to the integral between the two curves m(H) for the states when HHcool and 
coolH H  (cf. Fig. 3). 
                                          
cool int cool int cool
0
int cool int cool int
0
cool cool
0
( ) ( ( ) (|| ) )
( ( || ) ( ))
( ( || ) ( )) .
AE H H H dm H H dm
m H H m H H dH
m H H m H H dH



    
   
  



                          (3) 
The equality between the last two integrals in (3) is satisfied if the components of the 
demagnetizing factor are the same for both orientations of magnetizations, which, as it can be 
seen from sections 3 and 4 of this paper, is satisfied for the case when the involved magnetic 
fields are in the plane of the sample, 
cool , OZH H . Obviously, calculation (3) can be performed 
with fixed values φ = 0° and 90° for different values of Hcool and with coolH const  for different 
angles φ (see Fig. 5).   
 To characterize the magnetic anisotropy, the magnetic anisotropy field HA is often convenient. 
Its value is directly proportional to the energy of the magnetic anisotropy: 
 
      A cool A cool max( ) 2 ( ) /H H E H m  ,                                    (4) 
  
where mmax is the maximum magnetization of the sample at H  .  
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Figure 7. Dependence of the induced anisotropy field A cool( )H H on the magnitude of the magnetic 
field 
coolH , in which the sample was cooled down to T = 150 K. The inset shows the dependence 
for the anisotropy energy density A ( )E  measured for cool 5kOeH  . 
The value of HA must depend on the magnitude of the field Hcool that induced it. From the 
measurements of the low-temperature field dependences of the magnetization of the sample 
frozen in different
coolH , we obtained, using expressions (3) and (4) the dependence of the 
anisotropy field HA  on coolH , shown in Fig. 7. The experimental points are designated by open 
circles, and the solid curve is a fit represented by an expression 
2 3
cool 1 cool 2 cool 3 cool( )AH H a H a H a H   with coefficients 1 0.35a  , 
2
2 2.75 10a
  (kOe)-1,  
3
3 6.75 10a
   (kOe)-2. This polynomial expression is shown as a guide to the eye. It is seen that  
HA grows with increasing Hcool and there is some indication of saturation for  Hcool > 5 kOe.  
 
Using the dependences of the magnetization obtained in H, inclined with respect to Hcool as in 
Fig. 5, it is possible to obtain the dependence of the magnetic anisotropy energy density on the 
inclination angle φ of the field H in the state with saturated magnetization. The resulting 
dependence of EA for T = 150 K and cool 5kOeH   is shown on the inset in Fig. 7. The 
experimental data on the insert are indicated by filled circles, and the solid line denotes the result 
of fitting the dependence by the expression (2) with 
4 3
ef 6.9 10 J/mK   . The validity of 
expression (2), in addition to (1), confirms the uniaxial second-order type of magnetic anisotropy 
induced in the MAE by the magnetic field. 
 
 8. Discussion  
It is shown that in an MAE sample with fixed dimensions, although it is not a magnetically 
homogeneous material and the ferromagnetic filler particles can be displaced and/or reoriented 
within the sample, the influence of the shape anisotropy of the sample can be described by means 
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of the demagnetizating factor, as in magnetically homogeneous ferromagnetic materials, and 
the components of this factor do not depend on the magnetic field and temperature.  
We also obtained that the additional contribution to the inter-particle interaction from the mutual 
arrangement of magnetic particles in the MAE can be described as magnetic anisotropy induced 
by an external magnetic field and associated with the change of the mutual positions of the 
magnetized particles under the influence of magnetic fields. The value of this anisotropy depends 
on the magnitude of the external magnetic field applied to the sample when the matrix is 
compliant. Measurements at T = 150 K show that the larger is the external magnetic field 
induced this anisotropy, the greater is the magnetic anisotropy energy density. This means that in 
an MAE sample, when it is magnetized at a temperature above the blocking temperature for the 
particle displacements, a magnetic anisotropy is induced, which grows with the increasing 
external magnetic field. For the saturating magnetic field in the MAE at room temperature, the 
magnitude of the magnetic anisotropy can be estimated from Fig. 7 at   Hcool = 6 kOe. Thus, 
when the MAE sample of interest is magnetized to saturation at room temperature, the maximum 
anisotropy field is approximately equal to 1.6 kOe, and the effective magnetic anisotropy 
constant of the sample is equal to 
4 3
ef 6.9 10 J/mK   , which is the effective constant of the MAE 
sample as a whole. This value of the magnetic anisotropy constant is almost twice as large as the 
shear modulus of this MAE in the absence of an external magnetic field (see Ref. 14, where the 
low-frequency magnetorheological properties of this MAE were reported). 
The effective anisotropy constant of soft magnetic filler particles in the MAE can be 
estimated as 
 
                                                      
5 3
ef ef V/ 3 10 J/mK K    ,                                                    (5) 
where efK  is the effective magnetic anisotropy constant, re-calculated as the energy density per 
volume occupied by the ferromagnetic inclusions in the MAE sample in the saturating field. As 
seen from (5), the magnetic anisotropy constant of the particles of the MAE under investigation 
is almost an order of magnitude greater than its effective low-frequency shear storage modulus 
0G≈ 40 kPa
14. The PDMS matrix is even softer, its low-frequency shear storage modulus µ is 
about 7 kPa29. Therefore, the ratio of ef /K   is approximately 40. It has been recently shown 
by us that large ratio ef /K   may lead to large magnetorheological effects in highly filled 
MAEs through the renormalization of the critical index or the percolation threshold (as first 
suggested in Ref. 68) due to single-particle magnetostriction mechanism69,70. Note that in 
conventional magnetic composite materials with fixed filler particles, the percolation threshold 
does not depend on external magnetic field71.  Thus, we propose that induced magnetic 
anisotropy requires attention for the explanation of the magnetorheological properties of MAE. It 
may lead to additional rigidity of the elastic subsystem by at least the value of the effective 
magnetic anisotropy constant, increasing the shear modulus of the composite material by its 
value.   
If MAE particles have an elongated shape in the form of ellipsoids of revolution, then under the 
action of the magnetic field they will rotate, trying to arrange their long axes along the field. For 
particles with a ratio of the length of the larger axis of the ellipsoid to the length of its smaller 
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axis approximately equal to 1.270, the magnitude of their anisotropy field will be comparable 
to that obtained by us in the experiment. In this case it is required that in a strong field all the 
particles in their large axes are oriented along the field. The possibility of such rotations is 
discussed in the literature. Such an anisotropy of the MAE makes single-particle 
magnetostriction mechanism11,70, which is connected with the rotation of particles in a magnetic 
field, relevant.  
 
However, it is seen in Figure 4 that (although the curve 3 (Hcool = 0) goes, as it should be 
expected, between the curves 1 (HHcool) and 2 ( coolH H ), where Hcool ≠ 0) the curve 3 is shifted 
noticeably towards the curve 2. Therefore, the interpretation of the curve set 1 – 3 cannot be 
done in the framework of the independent-grain approximation72 where the sequence of curves 
corresponds to the cases of the magnetic field applied along the long ellipsoid axes, randomly 
oriented ellipsoids and the magnetic field directed perpendicular to the long axes, respectively. It 
is essential to consider the effect of particles displacement on the susceptibility of the MAE 
sample.    
 
The anisotropy may be also created by spherical particles due to the ubiquitous presence of a 
substantial number of multi-particle clusters in real MAEs; a number of electron microscopy 
evidences can be found in the literature73-75.  
 
Phenomenologically, the energy density of the uniaxial magnetic anisotropy of the frozen MAE, 
induced by the magnetic field Hcool, can be written in the following form: 
 
                                                    
2
H
A cool ef cool 2
max
1
( ) ( )
2
m
E H K H
m
  ,                                            (6) 
where 
ef cool( )K H  is value of the anisotropy constant of the frozen MAE, which is dependent on 
the field Hcool. Hm  is the projection of the MAE magnetization on the vector H, if H is not 
collinear with Hcool. It is Hm  that is experimentally measured in an inclined field. For 
H maxm m and H inclined by an angle   with respect to Hcool, the formula (6) becomes identical 
to expression (2). 
However, we note that the magnetic anisotropy does not arise from the cooling of the sample. It 
occurs when the sample is magnetized at room temperature, when the matrix is soft elastic. This 
means that at room temperature the energy of the MAE magnetized by the field H will be 
reduced by the addition of 
                  
2
2
max
( )1
( )
2
m H
E K H
m
   ,                        (7) 
where 
cool( ) ( )K H K H H  , ( )m H is the magnetization of the MAE in the field H, m ‖ H. The 
constant ( )K H , as it follows from the experiment, depends linearly on H for small (< 3kOe) 
fields and shows a trend to the saturation in strong (> 4 kOe) fields, that is how the MAE differs 
from composite materials with immobilized particles. 
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It follows from (7) that at room temperature, in addition to the external field H, the effective 
field Hef is also forceful in the MAE sample: 
                                                            ef 2
max
( )
( ) ( )
m H
H H K H
m
 ,                        (8) 
and besides 
ef A cool( ) ( )H H H H   . 
As can be seen from (8), the magnetization of MAE is characterized by an unusual type of 
nonlinearity that is absent both in composite materials with fixed filler particles76 and in 
conventional magnetic materials. The difference of the present work to conventional materials 
(as, e.g., in Ref. 76) is that it is possible to control the magnitude of the magnetic anisotropy by 
external magnetic field and fix it at low temperature.  
We emphasize that in this work, by measuring the anisotropy field of a frozen sample, we have 
experimentally found the effective field acting on the magnetization when MAE is magnetized at 
room temperature. The elucidation of the origin of the appearance of an additional field in a 
magnetized MAE is one of the main challenges, the solution of which will make it possible to 
understand the characteristics of magnetism in MAEs. 
Let us make the main conclusion of this work. In MAEs, when magnetized, the particles are 
displaced by the influence of magnetic forces, which leads to the formation of an additional 
magnetic field directed along the external field and to the uniaxial magnetic anisotropy, which 
contributes to the easier magnetization of the MAE with the larger susceptibility. The formation 
of magnetic anisotropy and the corresponding characteristic field is a consequence of the 
nonlinear, self-consistent MAE magnetization process: the larger the field, the higher the 
magnetization, and the greater the particle displacement, which leads to an increase in the 
magnetic anisotropy, and, ultimately, to an increase of the magnetization. 
 
We have experimentally observed the magnetic anisotropy in a compliant MAE, filled with soft 
magnetic particles, induced by external magnetic fields. The readout and measurement of this 
anisotropy is possible at low temperatures when the elastomer matrix becomes rigid. The 
observed anisotropy is uniaxial and its magnitude grows with increasing magnetic field. The 
energy density of magnetic anisotropy can significantly exceed the efficient shear modulus of the 
composite materials. We believe that induced magnetic anisotropy should be taken into account 
for explaining the large magnetorheological and magnetic stiffening effects in MAE materials. In 
this context, the reported results and experimental methodology can be useful for developing 
MAE materials for such target applications as vibration absorbers and isolators1,77.     
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