Wireless sensor networks (WSNs) 
INTRODUCTION
The various routing scheme either based on flat or hierarchical have been reviewed in the literature. These routing schemes employ some well-known data aggregation (Meng et al., 2013 , Tharini et al., 2011 function at some level to reduce number of messages for transmission to prolong the network lifetime. Different routing techniques are reviewed below. 
Algorithm
Routing technique LEACH (Heinzelman et al., 2000) Based on hierarchical topology with one hop. Selection of cluster head is based on some random probability threshold. LEACH-F (Haas et al., 2002) Fixed number of clustering based on hierarchical topology with one hop. HEED (Younis et al., 2004 ) Selection of cluster head used two criteria: residual energy and number of neighbors SPIN (Kulik et al., 2002) Flat routing with multihop. Based on negotiation before data transmission DD (Intanagonwiwat et al., 2005) Routes are maintained as and when required, Based on flat routing with multihop. EAR (Heinzelman et al., 2000) Maintained several optimal path and selection is depends on probability of node energy consumption. Based on flat routing.
Motivation: None of the above routing protocols is suitable for target detection and tracking. This motivate us to proposed a new hierarchical localization tracking scheme to improve network lifetime, reduce energy consumption, increase probability of target detection with good fault tolerance properties and scalability.
Contribution:
We have proposed a hierarchical target monitoring and tracking method for multiple moving targets. The sensed information is stored at node as well as its parent and grandparent node. This increased small redundancy but increase fault tolerance. Some of the basic challenges of routing and as well as target tracking for WSN are discussed.
Energy Consumption: Each sensor nodes have limited energy. Thus energy uses is very important for transmission of information in a multi hop wireless environment. Each node plays a multiple role as sender, receiver and router, so energy requirement is very crucial. Some sensor nodes dead due to power failure can cause significant network partition and reorganization network topology (Ian F. Akyildiz et al., 2004) .
Scalability:
Scalability measures the performance while number of sensor nodes increased. For large scale network, the number of sensor nodes deployed may be in the order of hundreds or even more. The network said to be scale if does not degrade its performance even for large size (K. Akkaya et al., 2005) .
Data Aggregation: Sensor nodes usually sense similar information at multiple nodes at same duration. When same information is transmitted or forwarded towards the base stations by many nodes it is aggregated at some nodes according to a certain data aggregation function, e.g., discarded suppression, mean, minima and maxima (K. Khedo et al., 2010) .
Connectivity:
The network connectivity is very important in sensor networks. If every sensor nodes reachable in any time, then network is always connected. Wireless ranges decide the connectivity of WSN (S. Gupta et al., 2011) . Section 2 makes review of the some existing routing protocols Sensor Protocols for Information via Negotiation (SPIN), Directed Diffusion (DD) and Low-energy Adaptive Clustering Hierarchy (LEACH). The survey motivates to move in the direction of proposing new hierarchical binary tree based scheme for target detection and tracking for better network life time, better connectivity, reduce energy consumption and provide better probability of target detection. Section 3 best describe the proposed HLTS scheme followed by section 4 of simulation environment. Section 5 elaborates the result and discussions following by conclusion in Section 6.
ROUTING PROTOCOLS FOR WSNS
Routing protocols based on network structure is divided into two categories: flat routing and hierarchical routing. In a flat routing, all nodes are at same level whereas in hierarchical routing they have different level. We have reviewed some flat routing protocols Sensor Protocols for Information via Negotiation (SPIN) (Kulik et 
Sensor Protocols for Information via Negotiation
Sensor Protocols for Information via Negotiation (SPIN) is one of the flat routing protocols based on data centric negotiation. The SPIN protocol is designed to disseminate the data of individual nodes to all other sensor nodes. The main idea is to reduces duplicate information and prevent redundant data. For negotiation and data transmission, SPIN first uses ADV message to its neighbor nodes. Second message REQ is generate by the nodes those are interested. Third message DATA is send by the node to the requested neighbors (XuanTung Hoang et al., 2009). SPIN is event driven based negotiation. The data delivery ratio is lower but also has low routing overhead.
Directed Diffusion
Directed Diffusion (DD) is categories as flat routing protocol which is data-centric protocol for dissemination. Directed diffusion is work in close proximity to localized the message exchanges within the limited network vicinity. The main parts of direct diffusion are request, message, reply and reinforcement. Directed diffusion is demand driven and it is improvement over SPIN using attribute-value pair. Direct diffusion has multiple path, so data delivery ratio is higher than SPIN but suffer higher routing overhead.
Low Energy Adaptive Clustering Hierarchy
Low-Energy Adaptive Clustering Hierarchy (LEACH) is the first clustering routing algorithms proposed for sensor networks. It is based on hierarchical routing. In a hierarchical routing, nodes are at different level and according to level they have different tasks. The main tasks of LEACH are prolong network lifetime reducing the number of transmission messages by using data aggregation. LEACH partition the entire network into a set of clusters. Each cluster has a randomly selected cluster head. Once a node become a cluster head is no more allowed to become a cluster in any subsequent round. Each node has a time slot to transmit its data to cluster head using time division multiple access (TDMA) based schedule (Feng Wang et al., 2011)
HIERARCHICAL LOCALIZATION TRACKING SCHEME
The proposed Hierarchical Localization Tracking Scheme (HLTS) scheme is based on hierarchical routing. The scheme is for target detection where sensor nodes are static and target are dynamic. This type of application required large messaging. Here we have considered the routing scheme for target detection and tracking. We have used complete binary tree data structure to store the sense information at the node, parent and grandparent node of the sensor, which locate the target. The sensed information is further aggregate and transmits to base station. The redundancy improved the fault tolerance properties of the algorithm. We have used system model which include Network model: In network model we assume that sensor nodes are deployed in a twodimensional terrain. They are placed randomly with density of λ using Poisson distribution as in equation (1) .
Target motion model: Assuming the target moves in a two-dimensional plane, the target motion model is described as in equation (2) 
where X k is the target state at the kth time stamp, F k is the state transition matrix, and w k ∼ N(0, Q k ) is the noise factor support Gaussian distribution and Q k is variance .
Where T represent the sampling time of discrete time interval.
Target localization model:
In general, a target can be detected by its nearby sensors. Therefore, we have used the simple centroid algorithm (Jie Li et al., 2015) to calculate the position of the target, which is described as in equations (4) and (5) 
and
where (X t , Y t ) is the estimated location of the target t, ((X i , Y i ) is the location of sensor node si detecting the target, and n is the number of sensor nodes detecting the target. This localization algorithm is simple and works for all kinds of sensors
In our proposed scheme we have used complete binary tree structure for positioning the nodes in the grid. As object is sensed by the sensor nodes, than its parent and grandparent nodes are selected to monitor the movements of the object. A target trajectory is calculated. Nodes tracking the object keep changing as the object moves and subsequent parent and grandparent nodes. The detection process is constantly track based on the location of the object at different time stamp. A target will be detected by sensor node si when it appears in sensing region R (si, rs). Conversely, sensor nodes in the distance of rs can only detect the target. Same as step iii 6. node = node->Rchild 7.
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SIMULATION ENVIRONMENT

Performance Metric
We evaluated the following performance metrics.
Network lifetime:
The network lifetime is indirectly proportional to simulation time. Network has less energy consumption that means higher the network lifetime. The number of live nodes in the network is higher even after some simulation time.
Average energy consumption: The average energy consumed by network is the total energy required by the nodes in receiving, forwarding and transmitting the information. Initially each node assigned initial energy and its energy level is computed each time as per energy simulation parameters.
Scalability: A protocol is scalable if it is applicable to large as well as small populations. A crucial issue for WSN is the handling of a large number of nodes.
Routing Overhead: The routing overhead measures the total number of bytes sent extra as compared to actual bytes sent. We have scale routing overhead between 0 to 1.
Target detection probability: Target detection probability measure how accurate the target detected. This required low false alarm rate and bounded detection delay. It is measure the sensing performance of the network.
Error rate: Number of time false target detected or mismatched.
Simulation Parameters
We have used following simulation parameters as mention in Table II . Fig. 1 show the snapshot of nodes in the network where protocols are implemented. A 1000m*1000m square terrain dimension is considered and sensor nodesare placed using Poisson distribution. The sink node, which is represented x, is located at the center of the network (500m, 500m). Here, the advance nodes are shown by a plus symbol (+) and the normal nodes by a circle (0). In Fig. 1 , 500 nodes are placed randomly in the network. Initially all nodes are live. The performance comparison is done in NS-2. Various performance metrics is computed to compare HLTS with the SPIN, DD and LEACH protocols. Fig. 2 show performance graph between numbers of sensor nodes with network lifetime while transmission range is 100m and 300m. As increasing number of sensors, the network lifetime increases. The network lifetime is not well scalable for any of these protocols. In this comparison network lifetime is measures as active number of nodes in the network. The HLTS has 10-20% higher network lifetime as compared to SPIN, LEACH and DD even when sensing range is higher. SPIN is worst hit as more messages generated for negotiations. SPIN and DD both not suitable for large scale network due to flat routing. LEACH and HLTS however have some scalable properties due to hierarchical properties. Fig. 3 shows the comparisons between numbers of nodes vs. number of rounds. Increase in the network lifetime as number of nodes is increases. As number of nodes increases, more cover set generated. Thus excessive messaging is generated among the nodes. When number of nodes reached around 250-300 all protocols network lifetime (number of rounds) decreases. HLTS drops its number of rounds to 1100 when number of nodes reached 500. LEACH drops its number of rounds to 950 when number of nodes reached 500. DD drops its number of rounds to 850 when number of nodes reached 500. SPIN drops its number of rounds to 800 when number of nodes reached 500. Hence HLTS has 15-20% higher network lifetime as compared to these protocols.
RESULTS AND DISCUSSION
Network Lifetime
Total Energy Consumption
Fig . 4 shows the graph comparing the number of rounds vs. total energy consumption among SPIN, DD, LEACH and HLTS. In the proposed algorithm HLTS the total energy consumption is 95 Joules around at rounds 600, whereas SPIN protocol consumed 150 Joules, DD consumed 120 Joules and LEACH consumed 107 Joules. HLTS reduces energy consumption since only activated nodes in the network are involved in network and rest of nodes remains in standby mode. Energy consumption increases for all routing scheme as number of nodes increase. But HLTS has 20% less consumption because its uses two level hierarchy of binary tree to store the redundant information. 
Scalability
The routing protocol is said well scaled when it experiences minimal performance degradation when used in increasingly large networks. Fig. 5 measure the scalability against the data delivery ratio by varying the number of nodes. HLTS, DD and LEACH routing scheme well scale up around 250-300 nodes. Packet delivery ratio more decreases for LEACH, SPIN and DD protocols as compared to proposed HLTS scheme while increasing the number of nodes. Packet delivery ratio is 0.76 for SPIN, 0.8 for DD, 0.82 for LEACH and 0.85 for HLTS when nodes 500 in the network.
Routing Overhead
Routing overhead can be define as a ratio of total number of bytes sent in overhead as compared to the total number of bytes sent in data transmission successful. It is normalized to measure between 0 to 1. Figure 6 shows number of nodes vs. normalized routing overhead. When number of nodes around 100 in the network, the routing overhead is less for all protocols. As number of nodes increases routing overhead also increases. When number of nodes 500, SPIN protocols has 70% normalized routing overhead i.e. 70% extra bytes sent as compared payload. At the same scene HLTS has 38%, DD has 62% and LEACH has 45% normalized routing overhead.
As the number of nodes increased, normalized routing overhead increased sharply especially when number of nodes is high. DD suffer highest routing overhead as its nature is flooding, while leach has moderate routing overhead. HLTS has higher overhead but it is 20-30% less as compared to these two routing schemes. 
Target Detection Probability
Fig . 7 shows the transmission range vs. probability of target detection. When a target is sensed by a sensor, a three dimension array is used to store the location of target. X k store the target state at k step. Target state is toggle between 0 and 1. When state is fixed i.e. either target is in or out from the trajectory. This is to minimizing false alarms. Up to transmission range 150m, all protocols have almost 90% target detection probability. As transmission range increases the target detection probability sharply decreases. Figure 8 shows the number of sensor nodes vs. probability of target detection with 100m transmission range and target speed is 10m/sec. As the number of nodes increasing all protocols have higher probability of target detection. Initially, as network density increased the connectivity as well as scalability also increased. As the number of nodes increases to high the performance of target detection draw back due to traffic implosion and geographical overlapping. SPIN and DD protocols suffer very badly due to multiple copies of data is delivered. LEACH and HLTS both have limited traffic implosion but both affect from geographical overlapping. HLTS performance degrades by 10% whereas SPIN and DD suffer by 30%. Figure 9 shows the target speed vs. probability of target detection with 100m transmission range and number of nodes 100. When target are static the probability of target detection is almost 90% for all four protocols. As the target speed increases the target detection probability decreases. SPIN and DD has 40% of target detection probability due to lots of multiple path generated due to crossing of target to various nodes. HLTS also suffer with the same problem but it store sensed information at node, parent node and grandparent node only. Thus it performance degrade slowly to 60% at target speed 40m/sec.
Error Rate
Error rate are measure against the target speed in fig.e 10. As the target speed increases the error rate also increases for all the algorithms. When target are less mobile the error rate i.e. target not detected or wrongly detected or misplaced is 5% but when speed of target is 50 km/hour the error rate increase to 30%. At target speed 20m/s, average error rate for HLTS is only 5%, LEACH 8%, DD 10% and SPIN 18%. But as speed increased to 35m/s, average error rate for HLTS is only 10%, LEACH 30%, DD 33% and SPIN 45%. SPIN suffer badly due to excessive traffic implosion as target move with high speed. 
CONCLUSIONS
Simulation result proved that proposed HLTS scheme improved network lifetime by 20%, target detection probability by 25%, and reduces error rate by 20%, energy efficiency, fault tolerance, and routing efficiency over the SPIN, DD and LEACH protocols. In future other hierarchical data structures like cube, hypercube, extended cube can also be studied for the target tracking. To study the profile-based or objective-based approach which is a intelligent heuristics to track a node/ sensor depending on its predefined objective and profile at the time of installation. The work can also be extended to study other challenges of WSN such as Hardware constraints, production cost and operating environment
