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Abstract
Currently optical motion analysis outside of clinical or laboratory setups is a tedious procedure as controlled
light conditions, correct camera setup and diﬃcult post processing of video data are required to ensure a
correct marker tracking. In this project we will for the ﬁrst time investigate methods for optical motion
analysis on the basis of data acquired by a novel type of biologically inspired vision sensor. These Silicon
Retina sensors provide on-chip motion detection and an eﬃcient, event based communication scheme, the
address-event representation (AER), ideally suited for capturing, tracing and analyzing high speed motion
yielding address event data (AE data). We believe that the approach is superior to the state-of-the-art motion
capturing with high frame rate video cameras because it supplies continuous, frame-less motion information
with low latency (Δt = 10 ns) and high temporal resolution at low data rates. A simple movement (free fall)
is analysed and data are evaluated against two diﬀerent state-of-the-art motion analysis systems (infrared
cameras (Vicon Bonita (240 Hz)), full frame camera (Basler 602fc (300 Hz)). Using Pearson’s correlation
coeﬃcient it is shown that the trajectories highly correlate between all three systems (r ≥ 0.999) but object
tracking algorithms for AE data need further enhancement. Furthermore more complex movements were
ﬁlmed and visually compared to frame based data. It is concluded that AE data could prove to be beneﬁcial
for certain motion analysis tasks although algorithms have to be developed to fully exploit the nature of the
signal.
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1. Introduction
Optical motion analysis is a tool that is extensively used in sports-biomechanics and rehabil-
itation. There are several diﬀerent types of cameras representing diﬀerent approaches to acquire
useful two- or three-dimensional motion data of diﬀerent quality. Data quality is directly depen-
dent on frame rates and spatial resolution of the used optical sensors as well as the ability of the
software to accurately follow a point’s trajectory.
Simple tasks are often done with digital line scan cameras where only ﬁelds (i.e. either odd
or even lines) are recorded at one instant of time, a software deinterlaces these frames and inter-
polates missing lines to double the frequency (50 or 60 Hz). Whereas area scan cameras record
one full frame at any time instant thus producing higher amounts of data but allow for better im-
age quality and often higher frame rates with reduced spatial resolution to minimize the amount
of data being transferred. Without doubt the most frequently used systems are infrared cameras
which either calculate marker positions in a software or directly on board of the cameras where
the latter approach greatly reduces the amount of data and allows higher recording frequencies
with exceptionally high spatial resolution but at comparatively high costs.
All these systems have in common that they use a certain form of machine-vision. In the
late 1980’s several biologists developed analogue and asynchronous digital electronic circuits
that mimic neural architectures of biological nervous systems which resulted in artiﬁcial neural
systems such as vision systems, which were originally named Silicon Retina [1, 2]. These vision
sensors were further developed by Tobi Delbru¨ck and Patrick Lichtsteiner of the ETH Zu¨rich and
a neuromorphic dynamic vision sensor (DVS) was developed which features massively parallel
pre-processing of the visual information in on-chip analogue circuits and is commonly character-
ized by high temporal resolution, wide dynamic range and low power consumption. The sensor
exploits a very eﬃcient asynchronous, event-based encoding of the visual information, related
to decrease (oﬀ-event) and increase (on-event) of fractional intensity that drastically reduces the
data redundancy and optimizes the use of the transmission channel bandwidth, using the address
event representation (AER) protocol [3, 4, 5, 6, 7]. Thus resulting in complete image data redun-
dancy suppression leading to a very sparse representation of the visual information in the scene
and very high temporal resolution as only information about pixels that change are recorded
whereas all information about non-moving or non-changing areas are not generating any data
(Figure 1).
(a) (b)
Figure 1. Still of a frame based video (60Hz) and representation of the AE data (PFR = 300 fps) of diﬀerent motion tasks.
The light gray dots represent on-events, dark-gray dots represent oﬀ-events. (a) Golf shot, note the absence of motion
blur in the AE data, the multiple interferences on the left hand side are data caused by the movement of a safety net, (b)
gait analysis of the lower limbs on a treadmill at 4 km/h (note: the two video streams are not absolutely synchronous).
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Based on these ﬁndings the Austrian company AIT Research (Vienna, AT) has developed
a camera system with a 304 × 240 pixel version of the DVS. The camera system used for the
investigation provides a typical analogue bandwidth of the pixel of about 1 MHz and a sampling
time stamp resolution down to 10 ns.
The main research question was whether the unique nature of data acquired with a Silicon
Retina Sensor can be used for motion analysis and if these data deliver results of similar quality
as state-of-the-art motion systems.
2. Materials and Methods
Three diﬀerent vision systems representing diﬀerent approaches to the task of optical motion
analysis - the Silicon Retina sensor and two commercially available camera systems and soft-
ware (for two- and three-dimensional motion analysis) - were used. One Basler 602fc area-scan
high-speed camera (Basler AG, Ahrensburg, GER) working with a frequency of 300 Hz and a
resolution of 280 × 210 pixels was used together with the marker tracking software Vicon Peak
Motus (Vicon Motion Systems Ltd., Oxford, UK). Two Vicon Bonita infrared cameras with a
frame rate of 240 Hz and a resolution of 640 × 480 pixels with the software Vicon Nexus for
reconstructing the marker trajectories. The Basler and Silicon Retina cameras were placed per-
pendicular to the plane of motion of the objects whereas the Vicon Bonita cameras were placed
at an angle to allow for a threedimensional reconstruction of the marker trajectory. Due to spatial
restrictions and the used lenses of the cameras not all cameras recorded the whole motion. For
the analysis only the area all three systems observed was chosen.
All camera systems were calibrated using either dynamic (Vicon Bonita) or static calibration
(Silicon Retina, Basler). Taking into account the special nature ot the Silicon Retina Sensor four
ﬂashing LEDs were used to receive data from the silicon Retina sensor. All camera systems were
used synchronously to record diﬀerent movements to allow for a comparison of the resulting data.
For simple movements golf balls were coated with self-adhesive retro-reﬂective foil and dropped
from a ﬁxed height of 1.24 m. A simple single pendulum was constructed with a plastic chord
and an eye screwed into the golf-ball. Each of these movements was repeated ﬁve times.
Furthermore motion tasks were ﬁlmed to qualitatively demonstrate the diﬀerence of the ad-
dress event data (AE data) to commonly used frame based cameras. On a medical treadmill
(quasar med 4.0, h/p cosmos sports & medical gmbh, Nussdorf-Traunstein, GER) a subject
walked at a speed of 4 km/h with ﬁve retro-reﬂective markers attached to his left lower limb
which was facing the cameras and a golf drive was ﬁlmed. During the golf-shot no markers were
attached to the subject.
For the simple free fall experminent a 1.24 m high blue board was ﬁxed in a vertical position
and the golf ball was dropped by pushing it over the edge to ensure the same fall height and
initial vertical velocity for each trial. The pendulum was constructed using a wooden wand on
which the plastic string was attached on an eye screw. The wand with the golf ball was ﬁxed on
a tripod with one end so all cameras had an unobstructed view on the ball.
Data were acquired and exported with the above-mentioned software packages and further
processed using Matlab 7.04 (The Mathworks, Natick, US). The drop tests’ mean trajectories
were calculated for the conducted trials for all three systems. Data of the DVS was processed
grouping together all events of a given time period and exported as avi-frames with a resulting
pseudo framerate (PFR) of 300 fps which was chosen to match the other systems’ framerates.
Taking into account the special nature of the AE data an algorithm was developed to calculate
the centroid of an object recorded with a Silicon Retina camera. For this behalf the x and y
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Figure 2. Representation of the AE data of a free falling golf ball with a PFR of (a) 60 fps, (b) 300 fps and (c) 1000
fps. Green crosses signify on-events, red crosses signify oﬀ-events, the big black cross marks the calculated centroid.
Note: Due to the conversion algorithm the ball moves upwards thus on-events are to be observed on the upper edge of
the object.
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Figure 3. (a) Trajectories and (b) velocities for all three systems. red: AE data (PFR = 300 fps), blue: Basler camera
data analysed with software Peak Motus, green: Vicon Bonita data analysed with software Vicon Nexus.
position coordinates of all events in one pseudo frame were used to calculate the centroid in each
pseudo frame.
Trajectories of the free fall test of all three systems were converted to real world units and
interpolated to a common length. To show the reproducability of the data Pearson’s correlation
coeﬃcient was calculated for the trajectories of the ﬁve AE data trials and for the mean trajecto-
ries of all three systems.
3. Results
As mentioned in 2 the centroid of the moving object was calculated for the AE data. Fig-
ure 2(a) to Figure 2(c) show typical representations of the AE data for the free falling object. It
can be observed that according to the calculated PFR the representation diﬀer. The higher the
PFR the less events are shown at a time thus allowing a more exact spatial determination of the
object.
Figure 3(a) displays the mean trajectory of all ﬁve trials of the free falling ball for all three
systems in their common recording area. A visual analysis reveals that all three systems show
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Table 1. Correlation coeﬃcient matrices for the trajectories of (a) AE data of all ﬁve free falling trials (t1: trial 1 to t5:
trial 5) with a PFR of 300 fps and (b) all three systems AE: AE data, Basler: Basler cameras and Peak Motus, Bonita:
Vicon Bonita and Vicon Nexus.
(a)
t1 t2 t3 t4 t5
t1 1.0000 0.9998 0.9999 0.9998 0.9998
t2 0.9998 1.0000 0.9998 0.9996 0.9998
t3 0.9999 0.9998 1.0000 0.9999 0.9999
t4 0.9998 0.9996 0.9999 1.0000 0.9998
t5 0.9998 0.9998 0.9999 0.9998 1.0000
(b)
AE Basler Bonita
AE 1.0000 0.9999 0.9999
Basler 0.9999 1.0000 1.0000
Bonita 0.9999 1.0000 1.0000
similar trajectories. For reasons of perceptibility the standard deviation (STD) of the trials was
not included. Maximum standard deviations were ±0.016m for AE data, ±0.008m for Basler
cameras and ±0.032m for the Bonita cameras. Minimum STD were ±0m for AE data, ±0.004m
for Basler cameras and ±0.016m for the Bonita cameras. Figure 3(b) shows the calculated ve-
locities for all three systems (note that the starting velocity is nonzero as the analysed area only
covers part of the free fall), it can be seen that there are high deviations for the AE data resulting
from a highly simpliﬁed algorithm for the centroid calculation.
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Figure 4. (a) Centroid-trajectory of a simple pendulum (blue:x-coordinates, green:y-coordinates) plotted versus time
(PFR = 1000 fps). Great disturbances can be observed at (b) the lowest point of the pendulum (maximum y-coordinates)
where reﬂections on the plastic wire inﬂuence centroid calculation, (c) during the swing the centroid calculation is not
inﬂuenced, (d) on the turning points (maxima and minima of x-coordinates, minima of y-coordinates) no event is created
due to a standstill of the object resulting in trajectory disturbances.
The calculation of Pearson’s correlation coeﬃcient showed that correlation for the AE data
of all fall trials as well as correlation between all three systems was highly positive with all
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r ≥ 0.996 (Table 1).
During the ongoing project data of the single pendulum, gait trials and golf swing were only
evaluated qualitatively. Figure 4(a) shows a typical calculated centroid-trajectory of the single
pendulum over time. It can be observed that in some situations the string attached to the golf-ball
causes a reﬂection and thus on- and oﬀ-events inﬂuencing the calculation of the centroid position
(Figure 4(b)) whereas on the turning point of the pendulum no data is recorded as the object does
not move at this point and no event is created (Figure 4(d)).
A typical result for the golf shot is displayed in Figure 1(a) alongside with a still frame of
the same scene recorded with a 60Hz web camera. It is noteworthy that this recording was made
under poor lighting conditions with no additional lighting. In the AE data the golf-club is clearly
visible, background and none-moving body-parts are not displayed due to the nature of the DVS.
Figure 1(b) shows the result of a recorded gait at 4km/h on a treadmill. It can be seen that the
edges of the subject’s legs are clearly visible and the on-events (light gray dots) and oﬀ-events
(dark-gray dots) indicate the direction of the body part’s movements.
4. Discussion and Conclusion
It has been shown that AE data recorded with DVSs has the ability to fulﬁll certain tasks
in motion analysis. Trajectory data shows highest positive correlation to state-of-the-art motion
analysis systems. Especially for high-speed motions the nature of the AE data might be superior
to state-of-the-art motion analysis systems. Nonetheless it has to be mentioned that the algo-
rithms for trajectory acquisition used in this paper are still the same as for frame-based camera
system thus they do not exploit the advantages of the AE data to the full. For motion tasks al-
gorithms have to be developed similar to those used by [3] who displayed all events created by
a motion in a space-time plot. However these plots were created using an object with steady
motion thus causing events at all times whereas motion in sports are often unsteady and include
sequences without motion which are not recorded by DVSs.
A further advantage of AE data is the fact that in a single pseudo frame the movement direc-
tion can be determined as on- and oﬀ-events are recorded, a criterion that was already used by
[8] for person tracking purposes and could be used in further research for a more stable marker
tracking and movement estimation.
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