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Abstract. Passive linear systems ﬁ = fA;B;C;D;H;M;Ng have their transfer function
ﬁ () = D + C(I   A)
 1B in the Schur class S(M;N). Using a parametrization of
contractive block operators the transfer function ﬁ () is connected to the Sz.-Nagy { Foias
characteristic function A() of the contraction A. This gives a new aspect and some
explicit formulas for studying the interplay between the system ﬁ and the functions ﬁ ()
and A(). The method leads to some new results for linear passive discrete-time systems.
Also new proofs for some known facts in the theory of these systems are obtained.
1. Introduction
A bounded linear operator T acting from a Hilbert space H1 into a Hilbert space H2 is
said to be
(1) contractive if kTk  1;
(2) isometric if kTfk = kfk for all f 2 H1 () T
T = IH1 ;
(3) co-isometric if T  is isometric () TT  = IH2 .
A linear system ﬁ = (A;B;C;D;H;M;N) with bounded linear operators A, B, C, D and
separable Hilbert spaces H (state space), M (incoming space), and N (outgoing space), of
the form
(1.1)

hk+1 = Ahk +Bk;
ﬀk = Chk +Dk;
k  0;
where fhkg  H, fkg  M, fﬀkg  N, is called a discrete-time system. The operators A,
B, C, and D are called the main operator, the control operator, the observation operator,
and the feedthrough operator of ﬁ , respectively. If the linear operator Tﬁ : HM! HN
dened by the block form
(1.2) Tﬁ =

A B
C D

:

H
M

!

H
N

is contractive, then the corresponding discrete-time system is said to be passive. If the
block-operator matrix Tﬁ is isometric (co-isometric, unitary), then the system is said to be
isometric (co-isometric, conservative). Isometric and co-isometric systems were studied by
L. de Branges and J. Rovnyak (see [21], [22]) and by T. Ando (see [2]), conservative systems
have been investigated by B. Sz.-Nagy and C. Foias (see [33]) and M.S. Brodski (see [23]).
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Passive systems have been studied by D.Z. Arov et al (see [9], [10], [11], [12], [13], [14], [15]).
The transfer function
(1.3) ﬁ () := D + C(IH   A)
 1B;  2 D;
of the passive system ﬁ in (1.1) belongs to the Schur class S(M;N), i.e., ﬁ () is holomorphic
in the unit disk D = f 2 C : jj < 1g and its values are contractive linear operators from
M into N. It is well known that a function () from the Schur class S(M;N) has almost
everywhere non-tangential strong limit values (),  2 T, where T = f 2 C : jj = 1g
stands for the unit circle; cf. [33]. The subspaces
(1.4) Hc := span fAnBM : n 2 N0 g and H
o = span fAnCN : n 2 N0 g
are said to be the controllable and observable subspaces of the system ﬁ , respectively. The
notation N0 stands for the nonnegative integers; the positive integers will be denoted by
N. The system ﬁ is said to be controllable (observable) if Hc = H (Ho = H), and it is
called minimal if ﬁ is both controllable and observable. The system ﬁ is said to be simple if
H = clos fHc + Hog (the closure of the span). It follows from (1.4) that
(1.5) (Hc)? =
1\
n=0
ker (BAn); (Ho)? =
1\
n=0
ker (CAn);
and therefore there are the following alternative characterizations:
(1) ﬁ is controllable ()
1T
n=0
ker (BAn) = f0g;
(2) ﬁ is observable ()
1T
n=0
ker (CAn) = f0g;
(3) ﬁ is simple ()

1T
n=0
ker (BAn)

\

1T
n=0
ker (CAn)

= f0g:
It is well known that every operator-valued function () from the Schur class S(M;N)
can be realized as the transfer function of some passive system, which can be chosen as
controllable isometric (observable co-isometric, simple conservative, minimal passive); cf.
[22], [33], [2] [9], [11], [1]. Moreover, two controllable isometric (observable co-isometric,
simple conservative) systems with the same transfer function are unitarily similar: two
discrete-time systems
ﬁ1 = fA1; B1; C1; D;H1;M;Ng and ﬁ2 = fA2; B2; C2; D;H2;M;Ng
are said to be unitarily similar if there exists a unitary operator U from H1 onto H2 such
that
A1 = U
 1A2U; B1 = U
 1B2; C1 = C2U ;
cf. [21], [22], [2], [23], [1]. However, a result of D.Z. Arov [9] states that two minimal passive
systems ﬁ1 and ﬁ2 with the same transfer function () are only weakly similar, i.e., there
is a closed densely dened operator Z : H1 ! H2 such that Z is invertible, Z
 1 is densely
dened, and
ZA1f = A2Zf; C1f = C2Zf; f 2 domZ; and ZB1 = B2:
Weak similarity preserves neither the dynamical properties of the system nor the spectral
properties of its main operator A. In [13], [14] necessary and sucient conditions have been
established for minimal passive systems with the same transfer function to be similar or to
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be unitarily similar. These conditions involve additional operator-valued Schur functions
'() and  () which satisfy the inequalities
(1.6) '()'()  IM  
()();  () 

()  IN  ()
();
almost everywhere on T, and they are uniquely (up to a constant unitary factor) determined
by the following maximality property: if e'() and e () are operator-valued functions from
the Schur class such that
(1.7) e'()e'()  IM  ()(); e () e ()  IM  ()();
then
(1.8) e'()e'()  '()'(); e () e ()   () ();
almost everywhere on the unit circle T. Here (),  2 T, stands for the non-tangential
strong limit value of () which exist almost everywhere on T, cf. [33]. The functions '()
and  () are called the right and left defect functions (or the spectral factors), respectively,
associated with (); cf. [17], [18], [19], [20], [26].
In this paper passive discrete-time systems ﬁ = fA;B;C;D;H;M;Ng of the form (1.1) are
considered. Some new proofs and new formulas concerning these systems and their transfer
functions ﬁ () in (1.3) are presented. Also some new facts concerning the realization of
operator-valued Schur functions () 2 S(M;N) as transfer functions of passive systems ﬁ
are established. One of the main consequences of the approach used and developed in this
paper can be formulated as follows:
Theorem. Let () 2 S(M;N) and assume that () is not a constant function.
(i) Suppose that '() = 0,  () = 0, and that ﬁ = fA;B;C;D;H;M;Ng is a simple
passive system with transfer function (). Then ﬁ is conservative and minimal.
Furthermore, if () is bi-inner, then in addition A 2 C00.
(ii) Suppose that '() = 0 ( () = 0) and that ﬁ = fA;B;C;D;H;M;Ng is a con-
trollable (observable) passive system with transfer function (). Then ﬁ is isometric
(co-isometric) and minimal. Furthermore, if () is inner (co-inner), then in addi-
tion A 2 C0  (C 0).
The classes C0 , C 0, and C00 are introduced in [33]; see also Section 6. The above theorem
is very close to the following result established by D.Z. Arov, which was proved by means of
the so-called optimal and -optimal realizations of Schur class functions (see [10], [11], [14]):
Theorem. ([10]) Let () 2 S(M;N). Then:
(i) if () is bi-inner and ﬁ is a simple passive system with transfer function () then
ﬁ is conservative;
(ii) if '() = 0 or  () = 0 then all passive minimal systems with the same transfer
function () are unitarily equivalent and if '() = 0 and  () = 0 then they are
in addition conservative.
The arguments in the present paper use a parametrization of contractive block-operator
matrices of the form
T =

A B
C D

:

H
M

!

K
N

;
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established in the papers [16], [24], and [32]; a new proof of the parametrization is presented.
This parametrization leads to some explicit formulas for realizing operator-valued Schur
functions as transfer functions of passive systems. In particular, the transfer function of a
passive system is expressed in terms of the characteristic function of the main operator A
of the system; cf. B. Sz.-Nagy and C. Foias [33]. The connection is used to study passive
systems and their transfer functions via the Sz.-Nagy { Foias characteristic function. For
instance, an exact form of the inner (co-inner, bi-inner) dilations for a passive system with
a strongly stable (co-stable, bi-stable) main operator is established.
In what follows the class of all continuous linear operators dened on a complex Hilbert
space H1 and taking values in a complex Hilbert space H2 is denoted by L(H1;H2) and
L(H) := L(H;H). The domain, the range, and the null-space of a linear operator T are
denoted by domT , ranT , and ker T , respectively. The set of all regular points of a closed
operator T is denoted by (T ).
2. The model of Sz-Nagy and Foias
For a contraction A 2 L(H1;H2) the nonnegative square root DA = (I   A
A)1=2 is said
to be the defect operator of S and DA stands for the closure of the range ranDA. It is well
known that the defect operators satisfy the following commutation relation:
(2.1) ADA = DAA;
and that the block operator
(2.2)

A DA
DA  A

:

H2
DA

!

H1
DA

is unitary, cf. [33]. If H1 = H2 = H then the transfer function of the conservative system
fA; DA; DA ; A;H;DA;DAg:
is given by
(2.3) A() :=
 
 A+ DA(IH   A
) 1DA

DA;  2 D:
The function A() is the Sz.-Nagy { Foias characteristic function of the contraction A
and it belongs to the Schur class S(DA;DA); cf. [33]. For the adjoint operator A
 the
characteristic function takes the form
(2.4) A() :=
 
 A + DA(IH   A)
 1DA

DA = A()
:
Observe that A() is the transfer function of the conservative system
(2.5)  = fA;DA ; DA; A
;H;DA ;DAg:
The controllable and observable subspaces of the system  take the form
(2.6) Hc = span fA
nDADA : n 2 N0; g; H
o
 = span fA
nDADA : n 2 N0 g:
It follows that
(2.7) (Hc)
? =
1\
n=0
ker (DAA
n) =
1\
n=1
ker DAn ;
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and that
(2.8) (Ho)
? =
1\
n=0
ker (DAA
n) =
1\
n=1
ker DAn :
The subspace (Hc)
? ((Ho)
?) is invariant under A (A, respectively) and the operator
A (Hc)
? ( A (Ho)
?, respectively) is isometric. Clearly,
(Hc)
? \ (Ho)
? = f f 2 H : kfk = kAnfk = kAnfk; n 2 N g :
This yields some basic facts, which are formulated in the next remark.
Remark 2.1. The conservative system  in (2.4) admits the following properties:
(i)  is simple if and only if A is completely non-unitary; cf. [33, Theorem 3.2];
(ii) if  is simple and A (Hc)
? = (Hc)
?, then (Hc)
? = f0g, i.e.,  is controllable;
(iii) if  is simple and A (Ho)
? = (Ho)
?, then (Ho)
? = f0g, i.e.,  is observable.
3. An identity for contractions
An identity is derived for a class of contractions. It is useful for the parametrization of
contractions in block form and for the representation of transfer functions of passive systems.
Lemma 3.1. Let H, K, M, and N be Hilbert spaces, and let the operator F 2 L(H;K) be a
contraction, let the operators M 2 L(M;DF ) and K 2 L(DF ;N) be contractions, and let
the operator X 2 L(DM ;DK) be a contraction. Then the operator G dened by
(3.1) G = KFM +DKXDM 2 L(M;N)
satises the identity
(3.2) khk2   kGhk2 = kDFMhk
2 + kDXDMhk
2 + k(DKFM  K
XDM)hk
2 ;
for all h 2M. In particular, G is a contraction.
Proof. >From the denition of G in (3.1) one obtains
khk2   kGhk2 = khk2   k(KFM +DKXDM)hk
2
= khk2   kKFMhk2   kDKXDMhk
2   2Re (KFMh;DKXDMh) :
(3.3)
Taking adjoints in (2.1) gives KDK = DKK
, and hence
(KFMh;DKXDMh) = (DKFMh;K
XDMh) :
The denition of DK shows that
 kKFMhk2 = kDKFMhk
2   kFMhk2;
and, likewise,
 kDKXDMhk
2 =  kXDMhk
2 + kKXDMhk
2:
Now the righthand side of (3.3) becomes
khk2   kFMhk2   kXDMhk
2
+ kDKFMhk
2 + kKXDMhk
2   2Re (DKFMh;K
XDMh)
= khk2   kFMhk2   kXDMhk
2 + k(DKFM  K
XDM)hk
2 :
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Finally, observe that
kDFMhk
2 = kMhk2   kFMhk2; kDXDMhk
2 = khk2   kMhk2   kXDMhk
2:
Hence the proof of (3.2) is complete. 
4. Contractive block operators
The following theorem goes back to [16], [24], [32]; other proofs of the theorem can be
found in [30], [31], [6], and an equivalent parametrization is given in [28]. The present proof
is based on an approximation procedure and is along the lines of the proof in [8] for the
parametrization of all quasi-selfadjoint extensions of a symmetric contraction.
Theorem 4.1. Let A 2 L(H;K), B 2 L(M;K), C 2 L(H;N), and D 2 L(M;N). The
operator matrix
(4.1) T =

A B
C D

:

H
M

!

K
N

is a contraction if and only if T is of the form
(4.2) T =

A DAM
KDA  KA
M +DKXDM

;
where A 2 L(H;K), M 2 L(M;DA), K 2 L(DA;N), and X 2 L(DM ;DK) are contrac-
tions, all uniquely determined by T . Furthermore, the following equality holds for all f 2 H,
h 2M: fh
2    A DAMKDA  KAM +DKXDM

f
h
2
= kDK(DAf   A
Mh) KXDMhk
2 + kDXDMhk
2  0:
(4.3)
Proof. Assume that T is of the form (4.2), where A 2 L(H;K), M 2 L(M;DA), K 2
L(DA;N), and X 2 L(DM ;DK) are contractions. Then T can be written in the form (4.6).
By applying Lemma 3.1 to (4.6) one obtains (4.3) from (3.2). Thus, T is a contraction.
Conversely, assume that T 2 L(HM;KN) in (4.1) is a contraction. Denote by PK and
PN the orthogonal projections in the Hilbert space KN onto K and N, respectively, so that
A = PKT H, B = PKT M, C = PNT H, and D = PNT M. Since T H is a contraction,
one has
kCfk2  kfk2   kAfk2 for all f 2 H:
It follows that C = KDA, where K 2 L(DA;N) is a contraction, which is uniquely de-
termined by A and C. The operators T  and T K are also contractions. Therefore, one
concludes that B = NDA , where N 2 L(DA ;M) is a contraction, uniquely determined
by A and B. Let M := N 2 L(M;DA). Contractivity of T and the relation (2.1) imply
0  kfk2 + khk2   kAf +DAMhk
2   kKDAf +Dhk
2
= kfk2 + khk2   kAfk2   kDAMhk
2   2Re (Af;DAMh)  kKDAf +Dhk
2
= kDAfk
2 + kAMhk2   2Re (DAf; A
Mh) + kDMhk
2   kKDAf +Dhk
2
= kDAf   A
Mhk2 + kDMhk
2   kKDAf +Dhk
2;
(4.4)
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for all f 2 H and h 2 M. Since ranM  DA and A
DA  DA, there exists a sequence
ffng
1
n=1  DA such that for a given vector h 2M the equality
lim
n!1
DAfn = A
Mh
is satised. Hence (4.4) implies that
kKAMh+Dhk2  kDMhk
2; h 2M:
Similarly taking into account that T  is a contraction one gets
kMAKg +Dgk2  kDKgk
2; g 2 N:
The last inequality yields that there exists a contraction Z 2 L(DK ;M) such that
MAK +D = ZDK ;
and Z is uniquely determined by M , A, K, and D; thus, in particular, by T . Substituting
D =  KAM +DKZ
 into (4.4) shows that for all f 2 H, h 2M,
kDAf   A
Mhk2 + kDMhk
2   kKDAf  KA
Mh+DKZ
hk2
= kDAf   A
Mhk2 + kDMhk
2   kK(DAf   A
Mh)k2 + kKZhk2   kZhk2
  2Re (DK(DAf   A
Mh); KZh)
= kDK(DAf   A
Mh) KZhk2 + kDMhk
2   kZhk2  0:
Finally, choose a sequence ffng
1
n=1  DA such that for a given vector h 2M the equality
lim
n!1
DKDAfn = DKA
Mh+KZh
is satised. This yields kZhk  kDMhk for all h 2M. Therefore there exists a contraction
X 2 L(DM ;DK), uniquely determined by Z and M , such that Z
 = XDM . Thus
(4.5) D =  KAM +DKXDM
and here all the contractions are uniquely determined by T . This completes the proof. 
Observe that if T is given by (4.2), then it can be rewritten in the form
T =

IK 0
0 K

A DA
DA  A


IH 0
0 M

+

0 0
0 DKXDM

;
where the operators
K =

IK 0
0 K

:

K
DA

!

K
N

; M =

IH 0
0 M

:

H
M

!

H
DA

are contractions and the operator
U =

A DA
DA  A


:

H
DA

!

K
DA

is unitary. Introduce the contraction X by
X =

0 0
0 X

:

H
DM

!

K
DK

:
Since DK = 0DK 2 L(KN) and DM = 0DM 2 L(HM) one can write
(4.6) T = KUM+DK X DM:
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Corollary 4.2. Let A 2 L(H;K) be a contraction. Assume that K 2 L(DA;N), M 2
L(M;DA), and X 2 L(DM ;DK) are contractions. Then the operator T in (4.2) is:
(i) isometric if and only if DXDM = 0 and DKDA = 0;
(ii) co-isometric if and only if DXDK = 0 and DMDA = 0.
Proof. By symmetry it suces to prove statement (i). Suppose that DXDM = 0. If, in
addition, A is isometric, i.e., if DA = 0, then DA = f0g, A
DA = 0, and domK =
domDK = f0g, so that K
 = 0 2 L(N; f0g). Now the identity (4.3) in Theorem 4.1 shows
that T is isometric. On the other hand, if A is not isometric but DKDA = 0, then DK = 0,
i.e., K is isometric, since domDK = DA. In this case K
DK = DKK
 = 0 and since
ranX  DK , one has also K
X = 0. Thus, again (4.3) shows that T is isometric.
Conversely, assume that T is isometric. Then from (4.3) it is clear that DXDM = 0.
Moreover, taking h = 0 in (4.3) one obtains DKDA = 0. 
As the proof shows the equality DKDA = 0 means that there are two cases:
(1) DA = 0; i.e. DA = f0g;
(2) DA 6= f0g and DK = 0.
In the case (1) A is isometric. In the case (2) the operator K is isometric. Likewise, one can
interpret the equality DXDM = 0: either M is isometric, or M is not isometric, in which
case X is isometric.
5. Transfer functions of passive systems
Let ﬁ = fA;B;C;D;H;M;Ng be a passive linear system with the corresponding block
representation
(5.1) T =

A B
C D

:

H
M

!

H
N

:
The next theorem gives an expression of the transfer function ﬁ () of ﬁ by means of the
characteristic function of the main operator A and the parameters of the block representation
of the operator T in (4.2). For this purpose, dene the following operator-valued holomorphic
functions
(5.2) '() :=

DKA()M  K
XDM
 DXDM

:M!

DK
DM

;  2 D;
and
(5.3)  () :=
 
KA()DM  DKXM
 DKDX

:

DM
DK

! N;  2 D:
Theorem 5.1. Let ﬁ = fA;B;C;D;H;M;Ng be a passive linear system and let (4.2) be the
representation of the block operator T in (5.1). Then the transfer function ﬁ () of ﬁ and
the characteristic function A() of A
 in (2.4) are connected via
(5.4) ﬁ () = KA()M +DKXDM ;  2 D;
in particular, ﬁ () 2 S(M;N). In addition, the identities
(5.5)
Dﬁ ()h2 = DA ()Mh2 + k'()hk2; h 2M;
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(5.6)
Dﬁ ()g2 = DA()Kg2 + k ()gk2; g 2 N;
hold and the functions '() and  () in (5.2) and (5.3) are Schur functions.
Proof. Using (4.2) the equalities (1.3) and (2.4) yield (5.4). It is clear that A() is a Schur
function. Hence, by Lemma 3.1 ﬁ () is a Schur function, too. The relationsDﬁ ()h2 = DA ()Mh2 + kDXDMhk2
+ k(DKA()M  K
XDM)hk
2 ; h 2M;
(5.7)
Dﬁ ()g2 = DA()Kg2 + kDXDKgk2
+
 DMA()K  MXDK g2 ; g 2 N;(5.8)
follow from (3.2) and (2.4). Furthermore, the denitions (5.2) and (5.3) show that
(5.9) k'()hk2 = kDXDMhk
2 + k(DKA()M  K
XDM)hk
2 ; h 2M;
and
(5.10) k ()gk2 = kDXDKgk
2 +
 DMA()K  MXDK g2 ; g 2 N:
Now (5.7) and (5.8), together with (5.9) and (5.10) yield (5.5) and (5.6). It clear from these
identities that the values of '() and  (),  2 D, are contractive operators and, hence,
they are Schur functions. 
Proposition 5.2. Let ﬁ = fA;B;C;D;H;M;Ng be a passive linear system and let  be
the conservative system in (2.5) induced by the contraction A. Then the controllable and
observable subspaces of the systems ﬁ and  satisfy the inclusions
(5.11) Hc  Hc and H
o  Ho:
In particular, if the system ﬁ is controllable (observable, minimal, simple), then so is the
system . Moreover, if ﬁ is isometric (co-isometric), then the equality Ho = Ho (H
c = Hc)
holds.
Proof. The block representation (4.2) in Theorem 4.1 shows that B = DAM and C = KDA.
Hence the controllable and observable subspaces (1.4) for ﬁ can be rewritten as
(5.12) Hc = span fAnDAMM : n 2 N0 g; H
o = span fAnDAK

N : n 2 N0 g:
Since ranM  DA and ranK
  DA the inclusions (5.11) follow directly from the repre-
sentations of Hc and H
o
 in (2.6).
If ﬁ is isometric then DKDA = 0 by Corollary 4.2. Here either DA = 0, or DA 6= 0 in
which case DK = 0. If DK = 0, i.e. K is isometric, then from (1.5) and (2.8) one obtains
(Ho)? =
1\
n=0
ker (KDAA
n) =
1\
n=0
ker (DAA
n) = (Ho)
?:
If DA = 0 then clearly H
o = Ho = f0g. Thus in both cases the equality H
o = Ho holds.
If ﬁ is co-isometric then DMDA = 0 by Corollary 4.2. If here DM = 0 then (1.5) and
(2.7) imply
(Hc)? =
1\
n=0
ker (MDAA
n) =
1\
n=0
ker (DAA
n) = (Hc)
?:
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In the case that DA = 0 one has H
c = Hc = f0g. Therefore H
c = Hc. 
Corollary 5.3. Let ﬁ = fA;B;C;D;H;M;Ng be a passive linear system and let (4.2) be
the representation of the block operator T in (5.1). Then:
(i) If ﬁ is isometric, then '() = 0. In this caseDﬁ ()h = DA ()Mh ; h 2M:
Conversely, if '() = 0 and ﬁ is controllable, then ﬁ is isometric.
(ii) If ﬁ is co-isometric, then  () = 0. In this caseDﬁ ()g = DA()Kg ; g 2 N:
Conversely, if  () = 0 and ﬁ is observable, then ﬁ is co-isometric.
Proof. (i) Assume that ﬁ is isometric. According to Corollary 4.2 DXDM = 0 and DKDA =
0. Here either DA = 0, so that domK = domDK = f0g and K
 = 0, or DK = 0 and then
KX = 0. In each case the denition (5.2) shows that '() = 0.
Conversely, assume that '() = 0 and that ﬁ is controllable. In view of (5.2) the condition
'() = 0 means that
(5.13) DXDM = 0; DKA()M = K
XDM ;  2 D:
The denition (2.4) of A() implies the power series representation
(5.14) A() =  A
 +
1X
n=0
n+1DAA
nDA ;
which together with the second identity in (5.13) gives
(5.15)  DKA
M = KXDM
and
(5.16) DKDAA
nDAM = 0; n 2 N0:
Since ﬁ is controllable, (5.16) combined with (5.12) yields DKDA = 0. By Corollary 4.2 ﬁ is
isometric and (i) is proved.
The proof of (ii) is similar. For later use we only mention that  () = 0 is equivalent to
(5.17) DXDK = 0; DMA()K
 =MXDK ;  2 D;
where A() = A()
 is the characteristic function of the contraction A; see (2.3). 
6. Isometric, co-isometric, and conservative systems
A function () 2 S(M;N) is said to be inner if ()() = IM for almost all  2 T, and
is said to be co-inner if ()() = IN for almost all  2 T. A function () 2 S(M;N)
is said to be bi-inner if it is both inner and co-inner. A contraction A in a Hilbert space H
belongs to the classes C0  or C 0 if
s  lim
n!1
An = 0 or s  lim
n!1
An = 0;
respectively. By denition, C00 := C0  \C 0. The completely non-unitary part of a contrac-
tion A belongs to the class C 0, C0 , or C00 if and only if its characteristic function A() in
(2.3) is inner, co-inner, or bi-inner, respectively; cf. [33].
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Lemma 6.1. Let ﬁ = fA;B;C;D;H;M;Ng be a passive system with transfer function
ﬁ () 2 S(M;N). If ﬁ () is inner, then the restriction AH
c belongs to the class C0 . If
ﬁ () is co-inner, then the restriction A
Ho belongs to the class C0 .
Proof. If ﬁ () is inner, then (5.5) in Theorem 5.1 implies that DA ()M = 0 for almost
all  2 T, i.e.,
kA()Mhk
2 = kMhk2 for almost all  2 T; h 2M:
Therefore, the norm of the vector-function A()Mh in the Hardy space H
2(DA) equals
kMhk; cf. [33]. From (2.4) one obtains
kMhk2 = kA()Mhk
2
H2(DA)
=
1X
n=0
kDAA
nDAMhk
2 + kAMhk2; h 2M:
This implies that
kDAMhk
2   lim
m!1
kAmDAMhk
2 = kDAMhk
2; h 2M;
and, consequently,
lim
m!1
AmDAMh = 0; h 2M:
Now for every n 2 N0
(6.1) lim
m!1
Am (AnDAMh) = A
n

lim
m!1
AmDAMh

= 0; h 2M:
Since Hc = span fAnDAMM : n 2 N0 g and A is contractive, the identity (6.1) implies
that lim
m!1
Amk = 0 for all k 2 Hc, i.e., the restriction AHc belongs to the class C0 .
Similarly one can prove the other statement. 
The following result from [33] is needed in the sequel.
Theorem 6.2. ([33]) Let M be a separable Hilbert space and let N(),  2 T, be an L(M)-
valued measurable function such that 0  N()  IM. Then there exist a Hilbert space K
and an outer function '() 2 S(M;K) satisfying the following conditions:
(i) '()'()  N2() almost everywhere on T;
(ii) if eK is a Hilbert space and e'() 2 S(M; eK) is such that e'()e'()  N2() almost
everywhere on T, then e'()e'()  '()'() almost everywhere on T.
Moreover, the function '() is uniquely dened up to a left constant unitary factor.
Assume that () 2 S(M;N) and denote by '() and  (),  2 T, the functions which
are described in (1.6), (1.7), and (1.8). Their existence is guaranteed by Theorem 6.2 with
N2() = IM 
()() and N2() = IN ()
(), respectively. Clearly, if () is inner
or co-inner, then ' = 0 or   = 0, respectively. In the case that the system ﬁ is simple
and conservative the following result has been established in [10], [11], [14], [18], [19], [20].
Theorem 6.3. Let ﬁ = fA;B;C;D;H;M;Ng be a simple conservative system with transfer
function ﬁ () 2 S(M;N). Then:
(i) the subspace (Ho)? ((Hc)?) is invariant under A (A) and the restriction A (Ho)?
(A (Hc)?) is a unilateral shift;
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(ii) the functions '() and  () take the form
(6.2) '() = P
(IH   A)
 1B;  () = C(IH   A)
 1
;
where
(6.3) 
 = (Ho)? 	 A(Ho)?; 
 = (H
c)? 	 A(Hc)?;
and P
 is the orthogonal projector in H onto 
.
By Theorem 5.1 the functions '() and  () dened by (5.2) and (5.3) satisfy
(6.4) '()'()  IM  

ﬁ ()ﬁ ();  () 
()  IN  ﬁ ()

ﬁ ();
for all  2 D; see (5.5) and (5.6). Since all the functions involved in these inequalities have
limiting values almost everywhere on T, it follows from (6.4) that
(6.5) '()'()  IM  

ﬁ ()ﬁ ();  () 
()  IN  ﬁ ()

ﬁ ();
for almost all  2 T. Hence, by Theorem 6.2, the functions '() and  () satisfy the
inequalities
(6.6) '()'()  '()'();  () 
()   () 

();
for almost all  2 T. In particular, (6.6) shows that if '() = 0, then '() = 0 and if
 () = 0, then  () = 0.
For a proof of Theorem 6.3 see [10], [11], [14]; the proof is based on the notions of optimal
and -optimal passive systems. In the sequel the representations of the functions '()
and  () as given in Theorem 6.3 are needed. Furthermore, the connections between the
system ﬁ and the system  in (2.5) will be used; cf. Theorem 5.1.
Corollary 6.4. If the system ﬁ = fA;B;C;D;H;M;Ng is simple and conservative then
'() = 0 ( () = 0) if and only if the system ﬁ is observable (controllable).
Proof. Let '() = 0 for all  2 D. In view of (6.2) this means that P
(IH   A)
 1B = 0
for all  2 D. Therefore, P
A
nBf = 0 for all f 2 M and n = 0; 1; : : : : This is equivalent
to the equality P
H
c = 0, i.e., 
  (Hc)?. On the other hand, (6.3) shows that 
  (Ho)?.
Thus, 
  (Hc)?
T
(Ho)? and, because the system ﬁ is simple, this gives 
 = f0g, i.e.,
A(Ho)? = (Ho)?. Since ﬁ is isometric, the equality Ho = Ho holds by Proposition 5.2 and
hence by Remark 2.1 (Ho)
? = f0g, i.e., the systems  and ﬁ are observable.
Conversely, if ﬁ is observable then (Ho)
? = (Hoﬁ )
? = f0g, so that 
 = f0g and '() = 0.
Similarly it is seen that  () = 0 if and only if ﬁ is controllable. 
Theorem 6.5. Let ﬁ = fA;B;C;D;H;M;Ng be a passive system with transfer function
ﬁ () 2 S(M;N). Assume that ﬁ () is not constant. Then:
(i) If ﬁ is controllable and '() = 0, then ﬁ is isometric and minimal. Moreover, if
ﬁ () is inner, then A 2 C0 .
(ii) If ﬁ is observable and  () = 0, then ﬁ is co-isometric and minimal. Moreover, if
ﬁ () is co-inner, then A 2 C 0.
(iii) If ﬁ is simple, '() = 0, and  () = 0, then ﬁ is conservative and minimal.
Moreover, if ﬁ () is bi-inner, then A 2 C0 0.
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Proof. (i) & (ii) It suces to prove (i), as the proof of (ii) is completely similar. Therefore,
assume that ﬁ is controllable and that '() = 0. Then (6.6) implies that '() = 0 and
hence ﬁ is isometric by Corollary 5.3. By Corollary 4.2 this means that DXDM = 0 and
DKDA = 0. If DA = 0, i.e., A is isometric, then DA = f0g, DK = IN, and (5.4) in
Theorem 5.1 shows that ﬁ () = XDM for all  2 D, which is impossible as ﬁ () is not
constant. Therefore, DA 6= 0 and then DK = 0, i.e., K is isometric. Next it is shown that
for the conservative system  in (2.5) one has '() = 0. Since ﬁ is controllable, also  is
controllable and in particular simple; see Proposition 5.2. By (6.2) in Theorem 6.3
'() = P
(IH   A)
 1DA = P

 
1X
n=0
nAnDA
!
;  2 D;
where P
 is the orthogonal projection from H onto 
 := (H
o
)
? 	 A(Ho)
?, see (2.8). From
the denition of the function '() and (5.5) one obtains
k'()Mhk
2  kDA ()Mhk
2  kDﬁ ()hk
2; h 2M:
Now the assumption '() = 0 and Theorem 6.2 imply that '()M = 0,  2 D. Hence
P
A
nDAM = 0; n 2 N0;
and thus P
H
c = f0g; see (5.12). Since ﬁ is controllable, one has P
 = 0. This shows that
'() = 0 and hence by Corollary 6.4  is also observable, i.e., H
o
 = H. Since ﬁ is isometric,
Proposition 5.2 shows that also ﬁ is observable. Thus, ﬁ is minimal.
Now assume that ﬁ () is inner. Since ﬁ is controllable one has H
c = H and thus A 2 C0 
by Lemma 6.1.
(iii) Let ﬁ be simple and assume that '() = 0 and  () = 0. Then (6.6) implies that
'() = 0 and  () = 0, and hence the inequalities in (5.13) and (5.17) hold. Therefore, see
(5.15) and (5.16), one obtains
(6.7)  DKA
M = KXDM ;  DMAK
 =MXDK ;
and
(6.8) DKDAA
nDAM = 0; DMDAA
nDAK
 = 0; n 2 N0:
Let f 2M. The equality  DKA
Mf = KXDMf and
ranDK \ ranK
 = ranDKK
 = ranKDK
(cf. [7]), imply that K(XDMf   DKv) = 0 for some v 2 N. Since ker K
  ranD2K ,
one has XDMf = DKh1 for some h1 2 N. Then DK(A
Mf + Kh1) = 0 so that g0 :=
AMf+Kh1 2 ker DK = ker D
2
K , i.e., g0 = K
Kg0, and here h0 := Kg0 2 ker DK . Hence,
AMf =  Kh1+K
h0 =  K
h with h = h1 h0 and, moreover, DKh = DKh1 = XDMf .
Now  DMAK
h =MXDKh gives
DMAA
Mf =MXXDMf:
Taking into account the equality DXDM = 0 one obtains
DMAA
Mf =MXXDMf =MDMf = DMMf
for every f 2M. Hence DMD
2
AM = 0. It follows that
0 = DMD
2
AMDM = (DADM)
 (DADM)M
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and hence DADMM = 0. Since M
 2 L(DA ;M), one has DM  DA . Therefore
DMM =MDM = 0:
This means that the operator M is a partial isometry. Similarly it can be proved that the
operator K is a partial isometry. It follows that
DA = ranK
  ker K; DK ranK
 = 0; DK ker K = Iker K ;
DA = ranM  ker M
; DM ranM = 0; DM ker M
 = Iker M :
Since X 2 L(DM ;DK), (6.7) gives DKA
M = 0 and DMAK
 = 0. This means that
A : ranM ! ranK; A : ranK ! ranM;
and consequently
A : ker K ! ker M; A : ker M ! ker K:
Therefore
D2A : ker M
 ! ker M; D2A : ker K ! ker K;
so that
MD2A' = 0 for all ' 2 ker M
; KD2A = 0 for all  2 ker K:
The equalities (6.8) yield
MDAA
nDADK = 0; KDAA
nDADM = 0; n 2 N0:
Now, let  2 ker K. Then ' = A 2 ker M and DMA = A , so that
0 = KDAA
nDAA = KDAA
n+1DA for all n 2 N0:
Since KD2A = 0, one has in fact
KDAA
mDA = 0; m 2 N0:
Similarly, MDAA
mDA = 0, m 2 N0. This means that the vector DA belongs to
(Hc)? \ (Ho)?. Since ﬁ is simple, it follows that DA = 0 and thus  = 0, i.e., ker K = f0g.
Similarly ker M = f0g: Thus, the operatorsK andM are isometries. In additionDXDM =
0 and DXDK = 0; see (5.13), (5.17). Hence, by Corollary 4.2 the operator T in (4.2) is
unitary, i.e., ﬁ is conservative. Furthermore, minimality of ﬁ follows from Corollary 6.4.
The last assertion is now obtained directly from (i) and (ii). Also, if ﬁ () is bi-inner
then D()M = 0 and D()K
 = 0 almost everywhere on T. Since ranM = DA and
ranK = DA, the characteristic function A() is bi-inner by Corollary 5.3. Since ﬁ and
hence also  is simple, the operator A is completely non-unitary; see Remark 2.1. Therefore,
A belongs to the class C00. 
Since every two controllable isometric (observable co-isometric) realizations of an operator-
valued function from the Schur class are unitarily similar (see [2], [1]), the following theorem
is a corollary of Theorem 6.5; cf. [10], [11], [14].
Theorem 6.6. Let () 2 S(M;N). Then:
(i) if () is bi-inner and ﬁ is a simple passive system with transfer function (), then
ﬁ is conservative;
(ii) if '() = 0 or  () = 0, then all passive minimal systems with transfer function
() are unitarily equivalent, and if '() = 0 and  () = 0, then they are in
addition conservative.
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7. Bi-stable passive systems and bi-inner dilations of their transfer
functions
Let () be a function from the Schur class S(M;N). Following [15] the function () is
said to have an inner dilation if there exists a function r() such that
() =

()
r()

2 S(M;N L)
is inner. The function () is said to have a co-inner dilation if there exists a function l()
such that
() =
 
l() ()

2 S(KM;N)
is co-inner. The function () is said to have a bi-inner dilation if there exist functions
11(), 22(), and 21() such that
() =

11() ()
21() 22()

2 S(KM;N L)
is bi-inner.
Recall that a system ﬁ = fA;B;C;D;H;M;Ng is said to be strongly stable (strongly co-
stable) if the operator A belongs to the class C0  (C 0); cf. [10], [15]. The following result
is well known; cf. [10]. The present proof is based on the parametrization in Theorem 4.1
and the relations between the transfer function ﬁ () and the characteristic function A()
established in Theorem 5.1.
Proposition 7.1. (cf. [10]) Let ﬁ = fA;B;C;D;H;M;Ng be a passive system with transfer
function ﬁ (). Then:
(i) if ﬁ is strongly stable then ﬁ () has an inner dilation;
(ii) if ﬁ is strongly co-stable then ﬁ () has a co-inner dilation;
(iii) if ﬁ is strongly stable and strongly co-stable then ﬁ () has a bi-inner dilation.
Proof. (i) Let ﬁ be strongly stable. Then the characteristic function A is an inner function,
i.e. A()
A() = IDA for almost all  2 T. It follows from (5.5) that
IN  ﬁ ()
ﬁ () = '()
'();
for almost all  2 T. In other words, the function
() :=

ﬁ ()
'()

;  2 D;
is an inner dilation of ﬁ .
(ii) Let ﬁ be strongly co-stable. Then the characteristic function A() = A()
 is an
inner function, i.e., A()
A() = IDA for almost all  2 T. Now it follows from (5.6) that
IN  ﬁ ()ﬁ ()
 =  () ();
for almost all  2 T. In other words, the function
() :=
 
 () ﬁ ()

;  2 D;
is a co-inner dilation of ().
16 YU.M. ARLINSKII, S. HASSI, AND H.S.V. DE SNOO
(iii) Let ﬁ be strongly stable and strongly co-stable. Dene
21() =

KXM +DKA()DM  K
DX
DXM
 X

;  2 D:
Using the formulas in Theorem 5.1 it can be checked with a straightforward calculation that
the function
() :=

 () ﬁ ()
21() '()

;  2 D;
satises the following two identities:
(7.1) I  ()() =M1D
2
A ()
M1; I  ()()
 = K1D
2
A()
K1;
where M1 =
 
DM 0 M

and K1 =
 
K DK 0

. Since the characteristic function
A() is bi-inner, (7.1) shows that the function () is a bi-inner dilation of ﬁ (). 
8. Operators of the class C() and corresponding passive systems
A bounded operatorA on a Hilbert space H is said to belong to the class C(),  2 (0; =2),
if
(8.1) kA sin i cos Ik  1;
cf. [4]. Let AR = (A + A
)=2 and AI = (A   A
)=2i be the real and imaginary parts of A.
Then the condition (8.1) is equivalent to
(8.2) j(AIf; f)j 
tan
2
kDAfk
2 for all f 2 H;
cf. [5]. In particular (8.2) shows that the operators in C() are contractive. The inequality
(8.2) also implies that it is natural to dene the class C(0) as the set of all selfadjoint
contractions. Let eC =[ fC() :  2 [0; =2) g:
The class eC was studied in [4], [5]. In particular, it was proved in [4] that if A 2 eC, then
(i) ranDAn = ranDAn = ranDAR for all n 2 N;
(ii) the subspaceDA = DA reduces the operator A and, moreover, ADA is a completely
non-unitary contraction of the class C00, while A ker DA is selfadjoint and unitary.
Let A belong to the class eC and let A() in (2.3) be its characteristic function. Then A()
is bi-inner (see [33]) and there exist unitary non-tangential strong limit values
A(1) = s  lim
!1
A();
cf. [4]. Observe that if A is a selfadjoint contraction (i.e. belongs to the class C(0)) then
A(1) = IDA :
Dene the sets
P+() := f : j sin + i cosj < 1g ; P () := f : j sin  i cosj < 1g :
Theorem 8.1. ([5]) Let ﬁ = fA;B;C;D;H;N;Ng be a passive linear system. If the operator
T in (5.1) belongs to the class C() for  2 [0; =2), then the transfer function ﬁ () has
the following properties:
PASSIVE DISCRETE-TIME SYSTEMS 17
(i) ﬁ () is holomorphic on the domain
P () = P+() [ P ();
(ii) the following implications hold for all  2 [; =2]:
 2 P+()) kﬁ () sin  + i cos IkN  1;
and
 2 P ()) kﬁ () sin    i cos IkN  1;
(iii) the non-tangential limit values ﬁ (1) exist and they belong to the class C() in the
Hilbert space N;
(iv) the coecients fGng of the Taylor expansion
ﬁ () =
1X
n=0
nGn; jj < 1;
belong to the class C() in the Hilbert space N:
Observe, that ﬀ(T )  P+() \ P (), where P() := f : j sin i cosj  1g. It
follows from (ii) that for  2 [; =2) the values ﬁ () with  2 P+() \ P () belong to
the class C() in the Hilbert space N.
The next proposition, when combined with Proposition 7.1, shows that if the operator T
in (5.1) corresponding to the passive system ﬁ = fA;B;C;D;H;N;Ng belongs to the classeC, then the transfer function of ﬁ admits a bi-inner dilation.
Proposition 8.2. Let ﬁ = fA;B;C;D;H;N;Ng be a passive linear system and let T in
(5.1) belong to eC. If ﬁ is controllable (observable), then ﬁ is strongly stable and strongly
co-stable.
Proof. According to Theorem 4.1 the operator T in (5.1) takes the form (4.2), where A 2
L(H), K 2 L(DA;N), M 2 L(M;DA), and X 2 L(DM ;DK) are contractions. Suppose
that T belongs to C() for some  2 [0; =2), i.e,
kT sin i cosIk  1:
Then
kA sin i cosIk = k(PHT H) sin i cosIHk  1:
This means that the operator A belongs to the class C() in the subspace H. It follows that
ranDA = ranDA . As a consequence of Douglas theorem [25] it is seen that there exists a
bounded and boundedly invertible operator L in the subspace H such that
DA = DAL:
It follows by induction from the equalities ADA = DAA and A
DA = DAA
 that
(8.3) AnDA = DA(AL
 1)n; AnDA = DA(A
L)n; n 2 N:
Suppose that the system ﬁ is controllable, so that
H
c = span f ranAnDAM : n 2 N0 g = H:
Then the rst identities in (8.3) imply Hc  DA and hence DA = H. Because A 2 C(),
one has DA = DA and therefore A belongs to the class C00, i.e., the system ﬁ is strongly
stable and strongly co-stable.
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Suppose that the system ﬁ is observable. Then
H
o = span f ranAnDAK
 : n 2 N0 g = H
and from the second identities in (8.3) one obtains Ho  DA, so that DA = H. Since
A 2 C(), one obtains once again that A belongs to the class C00, i.e. the system ﬁ is
strongly stable and strongly co-stable. 
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