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Abstract
Cet article a pour objet l’étude des ré-
glementations qui existent dans les sys-
tèmes multi-agents et qui visent à régu-
ler le comportement des agents. Plus pré-
cisément, nous nous intéressons à deux
propriétés des réglementations : la cohé-
rence et la complétude, et ce en présence
de contraintes (lois de la nature, faits per-
sistants) dont nous montrons l’influence.
Nous montrons également comment com-
pléter une réglementation incomplète toute
en préservant sa cohérence. Ce travail
considère que les réglementations sont ex-
primées en logique déontique du premier
ordre.
1 Introduction
Les re´glementations sont des composants des sys-
te`mes multi-agents dont le but est de re´guler le com-
portement des agents. Ce sont des ensembles d’e´nonce´s
qui expriment ce qui est obligatoire, permis, interdit
et sous quelles conditions. Par exemple, la re´glementa-
tion suivante s’applique dans la plupart des pays euro-
pe´ens : « il est interdit de fumer dans les lieux publics,
sauf sans certains endroits spe´cifiques ou` cela est per-
mis ». Mais, pour eˆtre utile, une re´glementation doit
eˆtre cohe´rente et, la plupart du temps, elle doit aussi
eˆtre comple`te.
La cohe´rence des re´glementations a fait l’objet de
nombreuses e´tudes. Par exemple, dans le domaine plus
pre´cis des politiques de confidentialite´, la cohe´rence
d’une politique de confidentialite´ vise a` e´viter des cas
ou` connaˆıtre une information est a` la fois permis et
interdit selon [3]. Plus ge´ne´ralement, selon [5], une re´-
glementation est cohe´rente s’il n’existe pas de situa-
tion possible dans laquelle un agent serait face a` (1)
des contradictions normatives, des dilemmes (une at-
titude est a` la fois obligatoire et non obligatoire ou
interdite et non interdite) ou (2) des conflits [18] (une
attitude est a` la fois obligatoire et interdite).
La seconde proprie´te´ souvent requise pour les re´-
glementations est la comple´tude. Informellement, une
re´glementation est comple`te si elle prescrit toute at-
titude de tout agent dans toute situation. Cette pro-
prie´te´ est un e´le´ment central de la the´orie des contrats
[11] et en droit, ou` le sealing legal principle stipule
que « tout ce qui n’est pas interdit est permis » [17]
et est une fac¸on de comple´ter une re´glementation. La
comple´tude des re´glementations a fait l’objet de peu
de travaux en informatique ou plus spe´cifiquement en
intelligence artificielle. [3] propose une de´finition de la
comple´tude entre deux politiques de confidentialite´ :
pour toute information donne´e, connaˆıtre cette infor-
mation est soit autorise´ soit interdit. Cette de´finition a
ensuite e´te´ adapte´e dans [6] pour des politiques multi-
niveaux.
La plupart des re´glementations s’appliquent dans
des environnement contraints i.e. des environnements
ou` des informations sont suppose´es vraies. Comme il
est mentionne´ dans [10], ces contraintes doivent eˆtre
prises en compte lorsqu’on e´tudie la cohe´rence des re´-
glementations. Nous pensons ici que deux types d’in-
formations diffe´rentes peuvent eˆtre conside´re´es comme
contraintes :
– tout d’abord, les lois de la nature ou contraintes
d’inte´grite´, parce qu’elles sont ne´cessairement
vraies. Par exemple, « avancer et s’arreˆter sont
deux actions que l’on ne peut pas re´aliser en meˆme
temps » est une de ces contraintes.
– les faits persistants. Par exemple, « tel agent est
un conducteur », « tel objet est une voiture » sont
des faits persistants.
Nous montrerons que la cohe´rence et la comple´-
tude des re´glementations sont influence´es par ces
contraintes. Par exemple, sous la contrainte « avan-
cer et s’arreˆter sont deux actions que l’on ne peut pas
re´aliser en meˆme temps », une re´glementation qui obli-
gerait un agent a` avancer et a` s’arreˆter en meˆme temps
serait incohe´rente.
[9] a propose´ une logique modale du premier ordre
pour mode´liser les re´glementations et e´tudier leur co-
he´rence et comple´tude. Ce travail prenait de´ja` en
compte des contraintes d’inte´grite´ mais ces contraintes
ne contraignaient pas les actions qui sont re´glemen-
te´es : par exemple, la contrainte mentionne´e ci-dessus
ne pouvait pas eˆtre prise en compte dans ce travail.
Cette restriction a par ailleurs conduit a` une partition
de l’ensemble des pre´dicats du langage assez compli-
que´e.
Notre objectif est ici d’e´tendre ce travail en consi-
de´rant des contraintes ge´ne´rales sans partition dans
le langage. Nous e´tudierons ensuite une infe´rence
particulie`re pour rendre comple`tes et cohe´rentes les
re´glementations incomple`tes et ce en pre´sence de
contraintes.
Cet article est organise´ comme suit. La section 2
pre´sente le formalisme logique utilise´ pour exprimer
les re´glementations. La mode´lisation des re´glementa-
tions et de leurs proprie´te´s est pre´sente´e dans la sec-
tion 3. La section 4 montre comment raisonner avec
une re´glementation incomple`te. Pour finir, la section 5
sera consacre´e a` une discussion et pre´sentera quelques
extensions possible de ce travail.
2 Formalisme utilisé : FOSDL
Le formalisme de base pour mode´liser les re´glemen-
tations est la logique modale propositionnelle SDL
(Standard Deontic Logic) [4]. Ici, nous e´tendons SDL
en FOSDL (First-Order Standard Deontic Logic) afin
d’exprimer des re´glementations plus complexes impli-
cant plusieurs agents. Cette extension est faite selon
les ide´es de´veloppe´es dans [8].
2.1 Langage
L’alphabet du langage de FOSDL est base´ sur les
ensembles suivants de symbols non logiques :
– un ensemble P = {Q,R, ...} de symboles de pre´-
dicats
– un ensemble F = {f, g, ...} de symboles de fonc-
tions
– un symbole de modalite´ O repre´sentant l’obliga-
tion
L’ensemble des fonctions d’arite´ 0 est appele´ en-
semble des constantes et est de´note´ par Co.
On de´finit e´galement dans l’alphabet de FOSDL des
symboles logiques :
– un ensemble V de symboles de variables
– les connecteurs classiques ¬, ∨ et le quantificateur
∀
– les symboles ( et )
On appelle terme une variable de V ou l’application
d’un symbole de fonction a` des termes. Notons que les
constantes sont aussi des termes. Dans ce qui suit, on
utilisera des lettres latines majuscules pour les sym-
boles de pre´dicats, des lettres latines minuscules pour
les fonctions et {x1, . . . , xi, . . .} pour les variables.
De´finition 1 (Formules de FOSDL)
Les formules de FOSDL sont de´finies re´cursivement
par :
– si t1, . . . , tn sont des termes et Q un symbole de
pre´dicat n-aire alors Q(t1, . . . , tn) est une formule
de FOSDL.
– si ϕ est une formule de FOSDL, alors Oϕ est une
formule de FOSDL. Oϕ signifie « ϕ est obliga-
toire ».
– si ψ1 et ψ2 sont des formules de FOSDL et x1 un
symbole de V, alors ¬ψ1, ψ1∨ψ2, ∀x1 ψ1 sont des
formules de FOSDL.
On appelle litte´ral positif toute formule de la forme
Q(t1, . . . , tn) et litte´ral ne´gatif toute formule de la
forme ¬Q(t1, . . . , tn), Q e´tant un symbole de pre´dicat
et t1, . . . , tn des termes.
Si ϕ1, ϕ2 et ϕ3 sont des formules de FOSDL et x1
est un symbole de variable, on de´finit aussi les abre´-
viations suivantes :
ϕ1 ∧ ϕ2 ≡ ¬(¬ϕ1 ∨ ¬ϕ2)
ϕ1⊗ϕ2⊗ϕ3 ≡ (ϕ1 ∧¬ϕ2 ∧¬ϕ3)∨ (¬ϕ1 ∧ϕ2 ∧¬ϕ3)∨
(¬ϕ1 ∧ ¬ϕ2 ∧ ϕ3)
ϕ1 → ϕ2 ≡ ¬ϕ1 ∨ ϕ2
ϕ1 ↔ ϕ2 ≡ (¬ϕ1 ∨ ϕ2) ∧ (ϕ1 ∨ ¬ϕ2)
∃x1 ϕ1 ≡ ¬∀x1 ¬ϕ1
Les modalite´s de permission, note´e P , et d’inter-
diction, note´e F , sont de´finies a` partir de O par
Fϕ ≡ O¬ϕ et Pϕ ≡ ¬Oϕ ∧ ¬O¬ϕ.
On peut remarquer que la de´finition de la permis-
sion que nous avons choisie correspond a` la notion de
permission facultative ou bilate´rale [1]. Une permission
qui n’est pas bilate´rale revient en effet a` une obliga-
tion 1. Notre de´finition de permission bilate´rale cor-
respond a` la notion d’optionalite´ [14] (une action est
1. Par exemple, lorsqu’il est permis de fumer alors il est e´ga-
lement permis de ne pas fumer, car sinon, cela voudrait dire
qu’il est obligatoire de fumer.
optionnelle si et seulement si elle n’est pas obligatoire
et sa ne´gation ne l’est pas non plus). On peut enfin re-
marquer que les de´finitions donne´es pour l’obligation,
la permission et l’interdiction correspondent aux trois
positions normatives de´finies par Kanger et Lindahl
dans [12, 13].
Une formule de FOSDL sans modalite´ est dite objec-
tive. Les termes et formules de FOSDL sans symboles
de variable sont dits de base. L’ensemble des termes de
base dans FOSDL est appele´ l’univers de Herbrand et
est note´HU .
Enfin, on appelle substitution de base toute fonction
χ : V → HU . si ϕ(x) est une formule de FOSDL avec
x comme variable libre, ϕ(χ(x)) est la formule ϕ dans
laquelle les occurrences de x ont e´te´ remplace´es par
χ(x).
2.2 Axiomatique
On de´finit un syste`me d’infe´rence pour FOSDL en
savant l’approche pre´sente´e dans [8]. Dans ce qui suit,
ϕ(x) de´note une formule dans laquelle la variable x a
des occurrences libres. On dit que la variable libre y
est substituable a` x dans ϕ(x) si aucune occurrence
libre de x dans ϕ(x) n’est dans la porte´e de ∀y dans
ϕ(x).
De´finition 2 (Axiomes et re`gles d’infe´rence)
Les formules suivantes sont des axiomes de FOSDL :
(Taut) Toutes les tautologies de FOL
(UnDis) (∀x (ϕ→ ψ))→ (∀x ϕ→ ∀x ψ)
(Perm) ∀x∀y ϕ↔ ∀y∀x ϕ
(UnInst) ∀y (∀y ϕ(x)→ ϕ(y))
ou` y est substituable a` x dans ϕ(x)
(OK) O(ϕ→ ψ)→ (Oϕ→ Oψ)
(OD) Oϕ→ ¬O¬ϕ
(OBar1) O(∀x ϕ)→ ∀x Oϕ
(OBar2) ∀x Oϕ→ O(∀x ϕ)
Les re`gles d’inference de FOSDL sont :
(MP)
ϕ ϕ→ ψ
ψ
(Gen)
ϕ
∀x ϕ
(ONec)
ϕ
Oϕ
Une se´mantique dans le style de [8] pourrait eˆtre
de´finie afin d’avoir un syste`me valide et complet, mais
nous ne la pre´sentons pas ici pour respecter la taille
maximale autorise´e de l’article. Elle est toutefois pre´-
sente´e dans [9].
Ont de´finit une preuve de ϕ a` partir de l’ensemble
de formules Σ, note´e Σ ` ϕ, comme une se´quence de
formules telles que toute formule de cette se´quence est
soit un axiome, soit une formule de Σ, ou soit produite
en appliquant une re`gle d’infe´rence sur des formules
apparaissant pre´ce´demment dans la se´quence.
Dans ce qui suit, ⊥ repre´sente toute formule qui est
une contradiction et > repre´sente toute formule qui
est une tautologie.
3 Les réglementations et leurs proprié-
tés
3.1 Règles et contraintes
De´finition 3 (Re`gle)
Une re`gle est une formule de FOSDL de la forme
∀−→x l1 ∨ . . . ∨ ln avec n ≥ 1 telle que :
1. ∀−→x repre´sente ∀x1 . . . ∀xm ou` {x1, . . . , xm} est
l’ensemble des variables libres apparaissant dans
l1 ∨ . . . ∨ ln
2. ln est de la forme Oϕ ou ¬Oϕ ou` ϕ est un litte´ral
objectif
3. ∀i ∈ {1, . . . , n− 1}, li est un litte´ral
4. si x est une variable de ln, alors ∃i ∈ {1, . . . , n−
1} tel que li est un litte´ral ne´gatif qui contient la
variable x
D’apre`s (1), les re`gles sont des formules ferme´es.
D’apre`s (2) et (3), les re`gles sont des conditionelles
de la forme « si telle condition est vraie alors quelque
chose est obligatoire (resp. permis ou interdit) ». En
effet, l1 ∨ . . . ∨ ln−1 ∨Oϕ, est e´quivalent a` ¬l1 ∧ . . . ∧
¬ln−1 → Oϕ. Finalement, (4) permet de restreindre
les re`gles a` des formules a` champ restreint 2. On peut
remarquer que selon cette de´finition, seuls les litte´raux
objectifs peuvent eˆtre dans les modalite´s. Il n’y a donc
pas possibilite´ d’imbriquer les modalite´s.
On e´crira ∀−→x l1 ∨ . . . ∨ ln−1 ∨ Pϕ pour {∀−→x l1 ∨
. . . ∨ ln−1 ∨ ¬Oϕ,∀−→x l1 ∨ . . . ∨ ln−1 ∨ ¬O¬ϕ}.
De´finition 4 (Re´glementation)
Une re´glementation est un ensemble fini de re`gles.
Conside´rons l’exemple suivant qui sera utilise´ tout
le long de l’article.
Example 1
Nous conside´rons une re´glementation qui re`glemente
le comportement d’un conducteur face a` un feu de cir-
culation. Le langage ne´cessaire est le suivant :
– |, orange, rouge, voiture, camion, velo, A, B, B1
et B2 sont des constantes
– x, y, et z sont des variables
– Couleur(.) est un symbole de pre´dicat qui indique
la couleur du feu
– Vehicule(., .) est un symbole de pre´dicat qui repre´-
sente le type du ve´hicule que le conducteur conduit
2. Les formules a` champ restreint forment un sous-ensemble
de´cidable de l’ensemble des formules de FOL inde´pendantes du
domaine. Il a e´te´ montre´ qu’elles sont les seules formules du
premier ordre a` avoir un sens en mode´lisation [7]
– Devant(.) est un symbole de pre´dicat qui prend
pour parame`tres un conducteur et repre´sente que
ce conducteur est face au feu
– Stop(.) est un symbole de pre´dicat qui indique que
le conducteur s’arreˆte au feu
– Avance(.) est un symbole de pre´dicat qui repre´-
sente le fait que le conducteur avance et passe le
feu
– Suit(., .) est un symbole de pre´dicat repre´sentant
le fait qu’un conducteur suit un autre conducteur
Conside´rons les trois re`gles suivantes :
(rr) « lorsqu’un automobiliste est face a` un feu
rouge, il doit s’arreˆter »
(ro) « lorsqu’un automobiliste est face a` un feu
orange, il peut s’arreˆter »
(rg) « lorsqu’un automobiliste set face a` un feu
vert, il ne doit pas s’arreˆter »
Ces re`gles sont modelise´es par :
(rr)∀xVehicle(x, voiture) ∧Color(rouge) ∧ IFO(x)→
OStop(x)
(ro)∀xVehicle(x, voiture)∧Color(orange)∧IFO(x)→
PStop(x)
(rg)∀xVehicle(x, voiture) ∧ Color(vert) ∧ IFO(x) →
FStop(x)
De´finition 5 (Contrainte)
Une contrainte est une formula objective ferme´e. Dans
la suite, on notera C un ensemble de contraintes et on
supposera que C est cohe´rent, i.e. C 0 ⊥.
Afin de prendre en compte les contraintes dans le
raisonnement, on conside`rera une the´orie de FOSDL
dont les axiomes propres sont les formules de C . On
note `C l’infe´rence dans cette the´orie et ThC(E) de´-
note l’ensemble des conse´quences de E sous C, i.e
ThC(E) = {ϕ|E `C ϕ}.
De´finition 6 (Etat du monde)
Un e´tat du monde s est un ensemble complet de litte´-
raux objectifs de base qui est cohe´rent avec C.
Intuitivement, les e´tats du monde sont des repre´sen-
tations syntaxiques des interpre´tations de FOL. Pour
des raisons de lisibilite´, dans le suite on omettra les
litte´raux ne´gatifs lorsqu’on de´crira un e´tat du monde.
Nous de´finisson maintenant les notions de cohe´rence
et comple´tude des re´glementations lorsqu’il existe des
contraintes.
3.2 Cohérence des réglementations
De´finition 7 (Cohe´rence sous contraintes)
Soit ρ une re´glementation, C un ensemble de
contraintes et s un e´tat du monde cohe´rent. ρ est co-
he´rente dans s sous C ssi ρ, s 0C ⊥.
Cette de´finition est illustre´e par les exemples sui-
vants. Le premier exemple est un exemple basique
d’une re´glementation cohe´rente sous contraintes. Le
second exemple montre que la de´finition met en e´vi-
dence les conflits de´ontiques simples. Le troisie`me
montre que les contraintes influencent la cohe´rence.
Example 2 (Exemple de base )
Conside´rons l’e´tat du monde, la re´glementation et les
contraintes suivants :
– s0 = {Vehicule(A, voiture),Couleur(rouge), IFO(A)}
– ρ0 = {(rr), (ro), (rg)}
– C0 = {(oc)} avec (oc) = Couleur(rouge) ⊗
Couleur(orange) ⊗ Couleur(vert). La contrainte
(oc) signify que le feu a one et one seule couleur,
rouge, vert ou orange.
ρ0, s0 0C0 ⊥, donc ρ0 est cohe´rente dans s0 sous C0.
Example 3 (Conflist de´ontiques simple)
Soient les deux re´glementations :
– ρ1 = {(rr), (r′r), (ro), (rg)}
avec r′r = ∀x Vehicule(x, voiture) ∧
Couleur(rouge) ∧ IFO(x)→ FStop(x)
– ρ2 = {(rr), (r′′r ), (ro), (rg)}
avec r′′r = ∀x Vehicule(x, voiture) ∧
Couleur(rouge) ∧ IFO(x)→ PStop(x)
s0, ρ1 `C0 ⊥ et s0, ρ2 `C0 ⊥. Donc, ρ1 et ρ2 sont
incohe´rentes dans s0 sous C0.
Example 4 (Conflits avec les contraintes)
– s1 = {Vehicule(A, voiture),Couleur(orange), IFO(A)}
– ρ3 = {(rr), (r′′′r )}. (rr) est la re`gle de´finie dans
l’exemple 1 qui stipule qu’un automobiliste face
a` un feu rouge doit s’arreˆter. (r′′′r ) est one va-
riante de (rr) qui stipule qu’un automobiliste face
a` un feu rouge doit avancer. Elle est pourmalise´e
par : ∀x Vehicule(x, voiture) ∧ Couleur(rouge) ∧
Devant(x)→ OAvance(A).
– ρ4 = {(ro), (r′′′o )}. (ro) est la re`gle de´finie dans
l’exemple 1 qui stipule qu’un automobiliste face a`
un feu orange peut s’arreˆter. Et enfin, (r′′′o ) est
une variante de (ro) ou` Stop est remplace´ par
Avance.
– C0 = {(oc)}
– C1 = {(oc), (moveStop)} ou` (moveStop) =
∀x ¬(Stop(x) ∧Avance(x))
s1, ρ3 0C0 ⊥ et s1, ρ3 `C1 ⊥ : ρ3 est cohe´rent dans
s1 sous C0 mais incohe´rente sous C1. Ceci signifie que
sans la contrainte “il est impossible d’avancer et de
s’arreˆter en meˆme temps”, l’incohe´rence n’est pas cap-
ture´e.
s1, ρ4 0C0 ⊥ et s1, ρ4 0C1 ⊥ : ρ4 est cohe´rente dans
s1 sous C0 et C1. Dans ce dernier cas, il n’y a pas de
contradiction parceque il existe une fac¸on d’obe´r aux
deux re`gles simultane´ment sans violer les contraintes.
Ce dernier example montre que les constraints in-
fluencing la cohe´rence dune fac¸on ne´gative. En fait, la
cohe´rence des re´glementations peut eˆtre perdue s’il y
a trop de contraintes.
3.3 Complétude des réglementations
Informellement, une re´glementation est comple`te si
et seulement si elle prescrit le comportement de tout
agent dans toute situation. Cette proprie´te´ est im-
portante. En effet, l’incomple´tude signifie que certains
comportements ne sont pas prescrits, ce qui n’est pas
de´sirable, notamment dans des situations critiques ou`
la se´curite´ est importante.
Remarquer que dans de nombreux cas, l’absence
d’obligation et d’interdiction est interpre´te´e par une
permission implicite. Cette fac¸on de comple´ter les
re´glementations nest pas satisfaisante car l’absence
d’obligation et d’interdiction peut signifier une omis-
sion de la par du concepteur de la re´glementation. Et,
dans le cas de re´glementations sur des syste`mes cri-
tiques, de telles omissions doivent eˆtre capture´es et
ceci est l’objet de la proprie´te´ de comple´tude.
Ceci e´tant dit, il faut noter que la comple´tude totale
n’a pas vraiment de sens. C’est pourquoi nous sug-
ge´rons de de´finir une comple´tude partielle, restreinte
quelques situations particulie`res et quelques compor-
tement des agents particuliers.
Ceci conduit a` la de´finition suivante :
De´finition 8 (Comple´tude)
Soit C un ensemble de contraintes, s un e´tat du monde
et ρ une re´glementation cohe´rente dans s sous C. Soit
ϕ(−→x ) une formule objective et ψ(−→x ) une formule ato-
mique, −→x representant les variables libres dans ϕ et
ψ(−→x ) signifiant que les variables libres dans ψ sont
un sous ensemble de −→x . ρ est (ϕ(−→x ), ψ(−→x ))-comple`te
pour `C dans s sis pour toute substitution de base χ
telle que s ` ϕ(χ(−→x )) :
ρ, s `C Oψ(χ(−→x )) or
ρ, s `C Fψ(χ(−→x )) or
ρ, s `C Pψ(χ(−→x ))
On peut se demander si FOSDL ne de´finit pas
naturellement des re´glementations comple`tes. En
effete, par de´finition des operateurs P et F , si ϕ
est une formule de base objective, alors Oϕ, Pϕ et
Fϕ sont mutuellement exclusives et Oϕ ∨ Pϕ ∨ Fϕ
est une tautologie dans FOSDL. Donc, on peut
conclure que FOSDL est suffisante pour e´viter les
re´glementations incomple`tes. Ceci n’est pas vrai. En
effet, si ρ est une re´glementation, s un e´tat du monde
et ϕ one formula objective, alors on peut de´duire que
ρ, s ` Oϕ ∨ Pϕ ∨ Fϕ mais ceci ne signifie pas que
l’on puisse de´duire soit ρ, s ` Oϕ, ou ρ, s ` Pϕ ou
ρ, s ` Fϕ, ce qui nous inte´resse pre´cise´ment.
Les exemples suivants illustrent la notion de comple´-
tude. Le premier montre une re´glementation comple`te
et une re´glementation incomple`te. Le second montre
que les contraintes influencent la notion de comple´-
tude.
Example 5 (Exemple de base)
Conside´rons a` nouveau l’e´tat du monde s0, la re´-
glementation ρ0 et l’ensemble de contraintes C0 =
{(oc)} come de´finis dans l’exemple 2. ρ0 est cohe´-
rente dans s0 sous C0 et ρ0, s0 ` O(Stop(A)). Prenons
ϕ0(x) ≡ Devant(x) et ψ0(x) ≡ Stop(x). s0 ` ϕ0(A)
et ρ0, s0 `C0 O(ψ0(A)). Donc, ρ0 est (ϕ0(x), ψ0(x))-
comple`te pour `C0 dans s0.
Conside´rons maintenant l’e´tat du monde s2 =
{Vehicule(A, camion),Devant(A),Couleur(rouge)}.
ρ0 est cohe´rente dans s2 sous C0. s2 ` ϕ0(A)
mais ρ0, s2 6`C0 Oψ0(A), ρ0, s2 6`C0 Pψ0(A) et
ρ0, s2 6`C0 Fψ0(A). Donc, ρ0 est (ϕ0(x), ψ0(x))-
incomple`te pour `C0 dans s2. En fait, aucune re`gle
de la re´glementation ne peut eˆtre applique´e car le
ve´hicule n’est pas une voiture mais un camion.
Example 6 (Utilisation des contraintes)
On conside`re l’e´tat du monde s0, la re´glementa-
tion ρ0 et un nouvel ensemble de contraintes C1 =
{(oc), (moveStop)}. On est maintenant inte´resse´ dans
l’action d’avancer : ψ1(x) ≡ Avance(x). Dans ce
cars, la re´glementation est (ϕ0, ψ1)-incomple`te dans
s0 quand la seule contrainte est (oc) mais elle est
(ϕ0, ψ1)-comple`te dans s0 pour `C1 . En fait, s0, ρ0 `C1
Fψ1(A)
La comple´tude est aussi influence´e par les
contraintes mais contrairement a` la cohe´rence, cette
influence est“positive”. En fait, les contraintes peuvent
rendre comple`te une re´glementation incomple`te.
4 Raisonner avec des réglementations
incomplètes
Regardons maintenant les re´glementations incom-
ple`tes. Nous pourrions (1) de´tecter les “trous” dans
la re´glementation et les signaler aux concepteur de la
re´glementation afin qu’il les ”comble” ou (2) de´tecter
les “trous” de la re´glementation et appliquer des re`gles
de comple´tion pour les faire disparaitre. La premie`re
solution est assez couteuse car le nombre de ”trous”
peut eˆtre e´leve´ et donc les corriger peut eˆtre long. La
seconde solution est celle qui existe dans les syste`mes
le´gaux et est appele´ ”the sealing legal principle”. Tou-
tefois, cette fac¸on de comple´ter les re´glementations est
un peu syste´matique et n’offre pas de flexibilite´. Nous
adoptions dependent ce type d’approche tout en off
rant one solution dans laquelle les re`gles de comple´-
tion sont “customise´es”.
Nous nous inte´ressons au fait que, ψ e´tant une for-
mule objective, une re´glementation de´duise que ψ est
obligatoire, interdit ou tole´re´. Par conse´quent, si la re´-
glementation est incomple`te pour une formule objec-
tive ψ, alors elle ne sera comple´te´e que par Oψ ou Pψ,
ou Fψ.
Afin de faire ce raisonnement, nous avons choisi
d’utiliser la logique des de´fauts [15]. Plus pre´cise´ment,
nous adaptons la logique des de´fauts a` la logique mo-
dale avec laquelle nous travaillons. Pour cela, nous pro-
posons une nouvelle de´finition des de´fauts (tre`s proche
de la de´finition classique) et une nouvelle de´finition
de la notion d’extensions qui prend en compte les
contraintes.
4.1 Défauts dans FOSDL et C-extensions
En nous basant sur la pre´sentation de Besnard [2]
on de´finit les de´fauts dans FOSDL par ceci :
Un de´faut d dans FOSDL est une configuration
(P : J1, . . . , Jn/U) ou` P, J1, . . . , Jn, U sont des for-
mules ferme´es de FOSDL. P est appele´e le pre´requis
de d, J1, . . . , Jn la justification de d et U la conse´-
quence de d. Une the´orie des de´fauts ∆ = (D,F ) dans
FOSDL est compose´e d’un ensemble de formules objec-
tives ferme´es de FOSDL F (les faits ) et d’un ensemble
de de´fauts dans FOSDL.
On peut donner a` une the´orie des de´fauts (D,F )
une forme de surface (D′, F ) par (1) tout de´faut d =
(P (−→a ) : J1(−→a ), . . . , Jn(−→a )/U(−→a )) de D est tel que
P (−→x ) : J1(−→x ), . . . , Jn(−→x )/U(−→x ) ∈ D′ et −→a est un
terme de base, et (2) tout e´le´ment de D′ est de la
forme (P (−→x ) : J1(−→x ), . . . , Jn(−→x )/U(−→x )) ou` P (−→x ),
J1(
−→x ), . . . , Jn(−→x ), U(−→x ) sont des formules de FOSDL
avec des variables libres dans −→x .
En utilisant les de´fauts classiques, on obtient des
extensions, i.e. des ensembles de formules qui sont de-
duites de fac¸on monotone et non-monotone a` partir
de F . Ici, nous tendons la notion d’ extension en uti-
lisant l’infe´rence `C a` la place de l’infe´rence classique
`. Les extensions obtenues avec `C sont appele´es des
C-extensions.
De´finition 9 (C-extensions)
Si ∆ = (D,F ) est une the´orie des de´fauts dans
FOSDL ou` les de´fauts ne containnient que des for-
mules ferme´es de FOSDL, alors une C-extension de
∆ set un ensemble de formules E tel que :
1. E0 = F
2. pour i ≥ 0, Ei+1 = ThC(Ei)∪{U |P :J1,...,JnU ∈ D,
P ∈ Ei et ¬J1 /∈ E, ¬J2 /∈ E, . . . , ¬Jn /∈ E})
3. E =
⋃∞
i=0Ei
Reiter a montre´ dans [15] que si F est cohe´rente
et si (D,F ) a une extension, alors cette extension est
cohe´rente. Il a aussi montre´ que toute the´orie des de´-
fauts normaux et ferme´s a au moins une extension. On
peut e´tendre ce re´sultat avec les C-extensions (une
C-extension est incohe´rente si elle est l’ensemble de
toutes les formules).
Proposition 1
Une the´orie des de´fauts ferme´s de FOSDL (D,F ) a
uneC-extension inconsistante ssi F `C ⊥.
Ide´e de preuve
Preuve e´vidente a` partir de la de´finition 9.
Proposition 2
Soit D un ensemble de de´fauts ferme´s dans FOSDL.
Soit F un ensemble de formules de FOSDL telles que
F 0C ⊥ alors la the´orie des de´fauts ∆ = (D,F ) a au
moins une C-extension.
Ide´e de preuve
Comme dans la preuve de Reiter, on construit une C-
extension de ∆ comme ceci : E0 = F . Pour i ≥ 0,
soit Ti un ensemble maximal de formules ferme´es de
FOSDL telles que (1) Ei ∪ Ti 0C ⊥ et (2) si v ∈ Ti
alors il existe un P :UU , tel que v est U et P ∈ Ei.
On de´finit Ei+1 = ThC(Ei) ∪ Ti et E =
⋃∞
i=0Ei. On
prouve que E est une C−extension de ∆ en montrant
que Ti = {U |(P : U/U) ∈ D, ou` P ∈ Ei et ¬U /∈ E}.
4.2 Défauts pour compléter une réglementation
Pour comple´ter les re´glementations, on utilise des
de´fauts spe´cifiques et on de´finit une nouvelle relation
d’infe´rence base´e sur ces de´fauts.
De´finition 10 (Ensemble de de´fauts)
Soit EF (
−→x ), EP (−→x ) et EO(−→x ) trois formules objec-
tives telles que leur ensemble de variables libres res-
pectifs sont dans −→x . On de´finit l’ensemble de configu-
rations D suivantes :
(DFϕ,ψ) (ϕ(
−→x ) ∧ EF (−→x ) : Fψ(−→x )/Fψ(−→x ))
(DPϕ,ψ) (ϕ(
−→x ) ∧ EP (−→x ) : Pψ(−→x )/Pψ(−→x ))
(DOϕ,ψ) (ϕ(
−→x ) ∧ EO(−→x ) : Oψ(−→x )/Oψ(−→x ))
De´finition 11 (Relation d’infe´rence `∗C)
Soit la the´orie des de´fauts ∆C = (D, s ∪ ρ) On de´finit
une nouvelle relation d’infe´rence `∗C par :
s∪ρ `∗C γ ssi γ appartient a` toute C-extension de ∆C .
Proposition 3
si ρ est cohe´rente dans s sous C, alors ρ, s 0∗C ⊥.
Preuve
Trivial a` partir de 1 et de la de´finition d’extension
incohe´rente.
Ce re´sultat exprime le fait que si une re´glementa-
tion est cohe´rente dans un e´tat du monde sous des
contraintes, alors, utiliser cette nouvelle infe´rence ne
cre´era pas d’incohe´rences sous ces contraintes.
Comme dans la sous section pre´ce´dente, on va de´fi-
nir la comple´tude pour cette nouvelle inference.
De´finition 12 (Comple´tude pour `∗C)
Soit s un e´tat du monde et ρ une re´glementation co-
he´rente dans s sous C. Soit ϕ(−→x ) et ψ(−→x ) deux for-
mules objectives de´finies dans 8. ρ est (ϕ(−→x ), ψ(−→x ))-
comple`te dans s pour `∗C ssi pour toute substitution de
base χ telle que s ` ϕ(χ(−→x )), on a :
ρ, s `∗C Oψ(χ(−→x )) ou
ρ, s `∗C Fψ(χ(−→x )) ou
ρ, s `∗C Pψ(χ(−→x ))
Example 7 (Cas simple)
Dans cet example, on traite le cas ou` les contraintes
ne concernent pas 3 la formule ψ pour laquelle on veut
comple´ter. Conside´rons s2, ρ0, C0, ϕ0 et ψ0 de´finis
dans l’exemple 5.
ρ0 est (ϕ0, ψ0)-incomple`te dans s2 pour `C0 car au-
cune re`gle de ρ0 ne s’applique pour A.
Prenons EO = EP = EF = > Les extensions
de ∆C0 sont : E1.F = ThC0(s2 ∪ ρ0 ∪ {Fψ0(A)})
E1.P = ThC0(s2 ∪ ρ0 ∪ {Pψ0(A)}) E1.O = ThC0(s2 ∪
ρ0 ∪ {Oψ0(A)})
Aucune de ces trois formules Fψ0(A), Pψ0(A) et
Oψ0(A) n’appartient a` toute extension. Donc, aucune
de ces formules ne peut eˆtre infe´re´e avec `∗C0 et la re´-
glementation est incomple`te pour `∗C0 .
Prenons maintenant EO = Couleur(rouge), EF =
Couleur(|), EP = Couleur(orange). Seul le de´faut
DOϕ0,ψ0 peut eˆtre applique´. Donc, la seule extension
est E1.O = ThC0(s2 ∪ ρ0 ∪ {Oψ0(A)}) et la re´glemen-
tation ρ est maintenant comple`te pour `∗C0 .
Dans le dernier exemple, EO, EF et EP sont des for-
mules telles qu’une et une seule d’entre elles est vraie
et la re´glementation est donc comple`te pour `∗C . Nous
ge´ne´ralisons ce re´sultat dans la proposition suivante.
Proposition 4
Si `C ∀−→x E0(−→x )⊗EF (−→x )⊗EP (−→x ) et les contraintes
C contraintes ne concernent pas le pre´dicat ψ alors
pour toutes formules objectives ϕ(−→x ) et ψ(−→x ) de´finies
comme dans 8, ρ est (ϕ(−→x ), ψ(−→x ))-comple`te dans s
pour `∗C .
Ide´e de preuve
On montre qu’il y a une unique extension E puis que
E est comple`te pour `∗C .
3. I.e., les contraintes sont e´crites sans utiliser le pre´dicat ψ.
Dans le cas ou` les contraintes concernent ψ, on ne
peut pas garantir la comple`tude de la re´glementa-
tion pour `∗C . Cependant, on peut construire des C-
extensions telles que chaque extension repre´sente une
fac¸on de comple´ter la re´glementation, comme nous le
montrons dans les propositions suivantes.
Proposition 5
Soient EF = EO = EP = >. Soient C un ensemble de
contraintes, s un e´tat du monde et ρ une re´glementa-
tion cohe´rente dans s sous C. Soient ϕ et ψ deux pre´di-
cats de´finis comme dans 12. Si E est une C-extension
de ∆C = (D, s ∪ ρ) alors E est (ϕ,ψ)-comple`te pour
`∗C .
Ide´e de preuve
Conside´rons une C-extension E de ∆C = (D, s ∪ ρ).
Supposons qu’elle est incomple`te pour `∗C : s `C ϕ(−→a )
et E 0C 2ψ(−→a ) pour tout 2 ∈ {O,P, F}. Cela si-
gnifie qu’aucun de´faut de D a e´te´ applique´. Par de´fi-
nition de la C-extension, cela implique que pour tout
2 ∈ {O,P, F}, ¬2ψ(−→a ) ∈ E. C’est impossible, car
Oψ(−→a ) ∨ Fψ(−→a ) ∨Oψ(−→a ) est une tautologie.
Les exemples suivants illustrent la dernie`re pro-
position et montrent comment la C-extension peut
eˆtre utilise´e pour obtenir toutes les fac¸ons de com-
ple´ter une re´glementation et de prendre en compte les
contraintes.
Example 8
Conside´rons ρ0, ϕ0, ψ0 comme pre´ce´demment et s3 =
{Vehicule(A, voiture),Vehicule(B, velo),Devant(A),Devant(B),
Suit(B,A), Couleur(orange)}, C2 =
{(oc), (notWide)} ∪ F1 ou` (notWide) =
∀x, y, Vehicule(x, voiture) ∧ Vehicule(x, velo) ∧
Devant(x) wedgeSuit(y, x) → (Stop(x) → Stop(y)).
Cela signifie que si un ve´lo suit une voiture et
si la voiture s’arreˆte, alors le ve´lo ne peut que
s’arreˆter (car la route n’est pas assez large)
et F1 est l’ensemble suivant de faits persistants
{Vehicule(A, voiture),Vehicule(B, velo),Devant(A),Suit(B,A)}.
La` encore, ρ0 est (ϕ0, ψ0)-incomple`te dans s3 pour
`C2 car il n’y a pas de re`gles de ρ0 qui s’applique pour
B. Prenons EO = EF = EP = >.
Les de´fauts DO et DP peuvent s’appliquer, ce qui
conduit a` deux extensions : E1 = ThC2(s4 ∪ ρ ∪
{OStop(B)}), E2 = ThC2(s4 ∪ ρ ∪ {PStop(B)}).
Chaque extension fournit une fac¸on de comple´ter la
re´glementation.
Notons que dans cet exemple, si EF = > et EO =
EP = ⊥, les de´fauts DOϕ0,ψ0 et DPϕ0,ψ0 ne peuvent
plus s’appliquer, car leur pre´requis est faux. La seule
extensions est alors E3 = ThC2(s3 ∪ ρ0) qui n’est pas
comple`te pour `∗C2 . Ceci illustre le fait que la comple´-
tude ne peut pas eˆtre garantie dans le cas ge´ne´ral.
Example 9
– s4 = {Vehicule(A, voiture),Vehicule(B1, velo),Vehicule(B2, velo),
Suit(B1, A),Suit(B2, A),Devant(A),Devant(B1),Devant(B2),
Couleur(rouge)}.
– C3 = {(oc), (aLittleWider)} ∪ F2 avec
(aLittleWider) ≡ ∀x, y, z Vehicule(x, voiture) ∧
Vehicule(y, velo)∧Vehicule(z, velo)∧Devant(x)∧
Suit(y, x) ∧ Suit(z, x) → (Stop(x) →
(Stop(y) ∨ Stop(z))) qui signifie que lorsqu’une
voiture est devant le feu tricolore que deux ve´los la
suivent, si la voiture s’arreˆte, alors au moins un
des ve´los ne peut pas passer (parce que la route est
un peu plus large que dans l’exemple pre´ce´dent,
mais ne permet pas de faire passer les deux ve´los)
et F2 = {Vehicule(A, voiture),Vehicule(B1, velo),
Vehicule(B2, velo),Suit(B1, A),Suit(B2, A)}.
– ρ0, ϕ0 et ψ0 comme pre´ce´demment.
ρ0 est (ϕ0, ψ0)-incomple`te dans s3 pour `C3 car au-
cune re`gle de ρ0 ne s’applique pour B1 et B2.
Prenons EO = EP = EF = >. Le lecteur pourra
ve´rifier que chaque ensemble de la forme ThC3(s3 ∪
ρ0 ∪ {21Stop(B1) ∧ 22Stop(B2)}) avec (21,22) ∈
{(O,O), (O,P ), (P,O), (P, P ), (O,F ), (F,O)} est une
C-extension. La re´glementation est encore incomple`te
pour `∗C3 . Cependant, chaque extension nous donne
une fac¸on de comple´ter la re´glementation qui ne
contredit pas les contraintes.
5 Conclusion
Dans cet article, nous nous sommes inte´resse´s au
proble`me de l’analyse de la cohe´rence et de la com-
ple´tude de re´glementations qui peuvent exister dans
une socie´te´ d’agents afin de contraindre leur compor-
tement.
Bien que ces notions aient de´ja` e´te´ e´tudie´es dans [9],
nous les e´tendons en prenant des contraintes ge´ne´rales
en compte. Cela permet de simplifier le formalisme,
car il n’y a plus besoin de partitionner le langage. Nous
avons ensuite e´tudie´ l’influence de ces contraintes sur
les proprie´te´s de cohe´rence et de comple´tude : alors que
les contraintes ont tendance a` limiter la cohe´rence des
re´glementations, elles permettent parfois de les com-
ple´ter. Nous avons e´galement propose´ une fac¸on de
comple´ter des re´glementations incomple`tes en utilisant
une extension de la the´orie des de´fauts de Reiter. Ce
travail peut aussi eˆtre vu comme une proposition de so-
lution au proble`me de prise en compte des contraintes
de´crit dans [10].
La notion de comple´tude de´veloppe´e ici est en fait
une sorte de « comple´tude locale », au sens ou` nous
demandons d’avoir O(ψ(X)), P (ψ(X)) ou F (ψ(X))
seulement pour un certain φ(X). Ceci ressemble beau-
coup a` la notion de comple´tude introduite dans le do-
maine des bases de donne´es par [16] qui a note´ que
certaines contraintes exprime´es dans une bases de don-
ne´es sont des re`gles indiquant ce que la base devrait
savoir. Par exemple, la contrainte exprimant le fait
que « tout employe´ a un nume´ro de te´le´phone, de fax
ou une adresse mail » exprime le fait que pour tout
employe´ connu par la base, cette dernie`re connaˆıt son
nume´ro de te´le´phone, son nume´ro de fax ou son adresse
mail. Les de´fauts de Reiter peuvent eˆtre utilise´s pour
comple´ter une telle base de donne´es en cas d’incom-
ple´tude. Par exemple, une des re`gles pourrait eˆtre que
si la base de donne´es ne contient aucune des informa-
tions requises pour un employe´ donne´ (ni nume´ro de
te´le´phone, ni nume´ro de fax, ni adresse mail), alors on
pourrait supposer que son nume´ro de te´le´phone est ce-
lui de son de´partement. L’e´tude du lien existant entre
la notion de comple´tude introduite ici et la notion de
comple´tude locale constitue une extension inte´ressante
de ce travail.
De plus, afin de pouvoir travailler avec des re´gle-
mentations plus ge´ne´rales, notre travail pourrait eˆtre
e´tendu. En particulier, nous pourrions conside´rons
plus de notions, comme par exemple le temps et l’ac-
tion. En fait, la notion de temps est tre`s importante
lorsque l’on traite des obligations et nous devrions
conside´rer diffe´rents types de temps, au moins le temps
de validite´ des normes et des e´che´ances associe´s aux
obligations. Notons e´galement que dans la plupart des
exemples de ce papier, les pre´dicats concerne´s par les
ope´rateurs de´ontiques repre´sentent des actions (avan-
cer, stopper etc.). L’ajout d’un ope´rateur modal dyna-
mique et/ou d’un ope´rateur temporel pourrait eˆtre in-
te´ressant. Nous obtiendrions alors qune logique multi-
modale avec un fort pouvoir expressif.
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