In this paper, we analyze anomalous diffusion version of the multidimensional Muskat problem without surface tension on a free boundary. We prove the existence and uniqueness of the classical solution to this moving boundary problem locally in time.
Introduction
Let Ω be a double-connected bounded open domain in R n , n 2 with the boundary ∂ Ω = Γ 1 Γ 2 , Γ 1 Γ 2 = / 0. Let ϒ(t), for each t ∈ [0, T ], be a surface ϒ(t) ⊂ Ω that separates Ω into two subdomains Ω 1 (t) and Ω 2 (t) such that Ω = Ω 1 (t) ϒ(t) Ω 2 (t), and ∂ Ω i = Γ i ϒ(t), i = 1, 2.
In this paper we study the two-phase free boundary problem in the case of anomalous diffusion. We look for the functions p i (y,t), y ∈ Ω i (t), t ∈ [0, T ], i = 1, 2, and a moving boundary ϒ(t) by the following conditions:
(1.1) ); k i , i = 1, 2, are given positive constants, ψ i (y), i = 1, 2, are given positive functions; n t is the unit normal to ϒ(t) directed in Ω 1 (t); V ν n t is the fractional velocity of the boundary ϒ(t) in the direction of the normal n t and is represented by (see, e.g., [35] ): 6) problems was researched in [34] , where a novel numeric method was developed to handle the moving interface as well as the history kernel of the subdiffusion. However, solvability of the two-phase moving boundary problem with the fractional velocity of the free boundary has not yet been studied. Thus, the existence and uniqueness of a solution of problem (1.1)-(1.5) will be a subject of our investigations here. In this paper the one of the main results is the following. THEOREM 1.1. Let α, ν ∈ (0, 1), the surfaces Γ i , i = 1, 2, ϒ ∈ C l+α , l 3, 0 < k 2 < k 1 and It is obviously that Theorem 1.1 is a generalization of the known result [36] in the case of the normal diffusion (ν = 1 ) to the subdiffusion case (ν ∈ (0, 1)).
Moreover, in this paper we also study the local existence of more smooth solutions of problem (1.1)-(1.5). In Theorem 5.3 of this paper we prove the one-valued solvability in the Hölder classes C k+α,β ,α with β := αν 2 . Hence, the results obtained in the nonlocal case ( ν ∈ (0, 1)) represent marked difference with the local case (see Section 4 [4] ) where the exponent β := α 2 is greater. To prove Theorems 1.1 and 5.3 we adapt the classical approach which is used for a free boundary problem in the case of normal diffusion (see, e.g. [3] ) to the subdiffusion case. This technique consists in:
1. Reduction of a free boundary problem to a nonlinear problem defined in a fixed domain;
However, the main analytical difficulties deal with the research of a nonclassical boundary value problem with a fractional dynamic boundary condition:
u − (x,t) − u + (x,t) = −a 0 ℘(x ,t) on R n−1 T ;
Note that this is the principal model problem such that the nonlinear problem (1.1)-(1.6) will inherit the main feature of this problem. We remark that, the model problem in the case of an integer order derivative in time (ν = 1) has been well studied with different methods. The one of them consists in the getting exact representation of the solution and the proving some coercive estimates. In this paper we try to follow this method in the case of the fractional derivative in time, ν ∈ (0, 1). Using Fourier and Laplace transformations, we obtain the solution of this problem as the convolutions (see (4.28)-(4.30)):
The kernels G ± and G can be represented only as integrals which contain the Wright functions. Note that the Wright functions (see, e.g. [21] ) play fundamental roles in various applications of the fractional calculus. Thus nonlocal forms of the kernels are the distinguishing feature of the fractional case, ν ∈ (0, 1). As usual in the potential theory, to estimate the functions u ± (x,t) and ℘(x ,t), it is necessary to describe well the properties of the kernels G ± and G. Unfortunately, in virtue of nonlocal representations for these kernels, it is impossible to get the good local estimates as in the case of the integer order derivative. We can get just the integral estimates which are described in Lemma 4.1. Note that to get Lemma 4.1 we essential use the main properties of the Wright functions: asymptotic representations, estimates, formula for fractional differentiation and integration. Moreover, using representation ℘ = G f 1 , it is necessary to find a convenient formula of D ν t ℘ for further investigations. As it turns out (see Proposition 4.1), the suitable form is
where ∂ ν τ denotes the Riemann-Liouville fractional derivative in time. Note that the analogous representation is obvious in the non-fractional case ( ν = 1 ), but it is not evident in the case of fractional derivative. Generally speaking, Lemma 4.1 and Propositions 4.1 and 4.2 play a significant role in the investigation of the model problem and their proofs contain the main difficulties caused the presence of the fractional derivative.
The paper is organized as follows. In Section 2 we describe some auxiliary properties related to the fractional derivative in time, Propositions 2.1-2.3. Note that they are very useful in the technical plan and apply throughout the paper. In Section 3, we reduce the problem with an unknown boundary to a problem in a fixed domain and reformulate the main result as Theorem 3.1. In Subsection 3.2, we represent our nonlinear problem in the form A z = F(x,t) + F 1 (z), where z = (w 1 , w 2 , σ ) and A is a linear operator, the vector F(x,t) is constructed by using the initial data and F 1 is a nonlinear operator. Section 4 is devoted to investigation of the model boundary-value problem with fractional derivative in time in the boundary condition. Then in Section 5, we proved the main result, Theorem 3.1. In Subsection 5.1, using method of a parameter extension together with results of Sections 2 and 4, we get the one-to-one solvability to the linear problem A z = F(x,t), Theorem 5.1 (classical solvability) and Theorem 5.2 (solvability in Hölder spaces). In Subsection 5.2, based on the results of Theorem 5.1, Proposition 2.1 and the fixed point theorem, we prove Theorem 3.1. Moreover, in this subsection we get solvability of the problem A z = F(x,t) + F 1 (z) in the Hölder classes, Theorem 5.3. The proof of some auxiliary assertions which are applied in Section 4 is given in Appendix 6.
Functional spaces and preliminaries
Before proving Theorem 1.1 we need in some auxiliary results and some definitions.
Let
In this paper we will use the two types of the functional spaces C([0, T ], C l+α (D)) and C l+α,β ,α (D T ). Recall that the spaces C([0, T ],C l+α (D)) used by many authors (see, e.g., [20] and references there).
We define the class C
In a similar way we introduce the spaces
Moreover, we will use the usual Hölder classes C l+α (D) and C l+α (∂ D), their definitions can be found, for instance, in [16] .
The following results which is the well known in the case of an integer order derivative will be essentially applied to prove Lemma 4.3, Theorems 5.1, 5.2 and Lemma 5.1.
Proof. Following the arguments of Theorem 3.1 [29] , one can easily obtain inequality (2.1). Then to get estimate (2.2) it is enough to apply inequality (2.1) to the function
Next, we define the fractional Riemann-Liouville integral and derivative of a function g(·,t) with respect to t as (see, e.g., (2.1.1) and (2.1.8) [12] ):
Repeating the arguments from the proofs of Lemma 2.10 and formula (2.4.10) in [12] , we can deduce the following.
After that we represent some properties of a solution to the transmission problem which depends on time t as a parameter:
where ω 1 ,... ,ω n−1 are some coordinates on ϒ.
Then the following estimates hold
Proof. Statements (i) and (ii) of this proposition follow from results [28] . Thus, to finish the proof of Proposition 2.3 we should get (2.6).
After differentiation (2.5) with respect to time, we get the new transmission problem for the functions
Then we apply results from [28] to problem (2.7) and get
Based on the embedding theorem and properties of the function D ν t g 3 , we can deduce from (2.8) sup
Returning to the functions W i , i = 1, 2, and using estimates (2.1) together with (2.9), we obtain (2.6).
The following result is a simple consequence of Proposition 2.3.
REMARK 2.1. Proposition 2.3 is true in the case Ω 1 ∪ Ω 2 is an unbounded domain. To prove the solvability of problem (1.1)-(1.5), it is convenient to reduce the one to a problem in a fixed domain. To this end, we use the Hanzawa method [9] .
Let ω = (ω 1 ,... ,ω n−1 ) be some coordinates on ϒ. We represent ϒ in the form y = m(ω) and denote by n(ω) the normal to ϒ directed into Ω 1 .
For sufficiently small γ 0 > 0, ω -surfaces: m(ω) + η n(ω), |η| < 2γ 0 , do not intersect each other and Γ 1 Γ 2 . On the set
we introduce the local coordinates (ω, η) by
We assume that the free boundary in problem (1.1)-(1.5) is given as
where ρ(ω,t) is an unknown function, and
It means that in the local variables the surface ϒ(t) is given by
Using (1.6), (3.1) and (3.3), we can rewrite the boundary conditions in (1.3) as
We will use the coordinates (ω, η) to define the diffeomorphism 5) such that the transform e −1 ρ maps
the free boundary is given by e ρ ({λ (x) = 0}), (3.6) and ω(x), λ (x) are the coordinates in X T similar to the coordinates ω(y), η(y) in Y T . After the change of variables (3.5), we have the new desired functions
Denote by
) and E ρ is the Jacobi matrix of the mapping y = e ρ (x,t), so that
Taking into account that y = x near Γ iT , i = 1, 2, we can deduce from (1.1), (1.2) and (1.4) that the functions v i (x,t), i = 1, 2, satisfy the equations:
Using (3.4), we can rewrite boundary conditions (1.3) as
where
are some specific smooth functions [9] :
Moreover, one can easily check that
Thus, free boundary problem (1.1)-(1.5) is reduced to the nonlinear problem in the fixed domain for the functions v i (x,t), i = 1, 2, and ρ(ω,t) that satisfy conditions (see equations (3.8)-(3.11)):
We define the function v i0 (x) as a solution of the following transmission problem
We assume that conditions (1.8) hold. By the theory of transmission problems for elliptic equations [28] , there exists a unique solution (v 10 (x), v 20 (x)) to problem (3.16) and
where C is a positive constant. Henceforward the letter C will be used to denote different constants encountered in our formulae.
Thus Theorem 1.1 from Section 1 can be reformulated as follows:
Then for some small T , there exists a unique solution
where v i0 is given with (3.16).
Note that, equalities (3.21) follow immediately from (3.13) and (3.14).
A perturbation form of system (3.15)
In this subsection, we linearize system (3.15) on the initial data and rewrite it as a system A z = F z , where A is a linear operator and F is a nonlinear perturbation.
From (3.13) and (3.15), (3.21), for t = 0, we have 22) or due to (3.13)
As an example of the function s(ω,t), we can take
Due to
we can deduce from (3.25), (3.22) and (3.17) the following result. 
Next, using equation (3.9), we reduce boundary conditions (3.11) to the form:
(3.28) After that, we introduce the new unknown functions w i (x,t), i = 1, 2, and σ (ω,t) as:
(3.29)
. Now, taking into account (3.27), (3.28) and (3.16), we rewrite system (3.15) in the terms of the functions w i , i = 1, 2, σ , and after some tedious calculations, get the next problem:
(3.32)
Thus system (3.15) can be written briefly in the form
Based on representations (3.38)-(3.41); properties (3.13), (3.14) and (3.17), (3.19) ; and Corollary 3.1, we can conclude the following.
, contain the higher derivatives of w i (x,t) and σ (ω,t) with the coefficients that tend to zero as t → 0 , the "quadratic" terms with respect to w i (x,t) and σ (ω,t), and their derivatives, and the terms of minor differential orders of unknown functions. Moreover,
Note that conditions (3.43) together with (3.32)-(3.37) lead to
The next step of our investigation is a proof of the boundedness of the linear operator A in the corresponding functional spaces. To this end, we freeze the functional arguments in the functions F 0i (w i , σ ) and F j (w 1 , w 2 , σ ). Then system (3.32)-(3.37) or (3.42) will be a linear system with variable coefficients, which will be studied in detail in Subsection 5.1. We remaind that investigation of this linear system is based on the research of the corresponding model problem with a fractional dynamic boundary condition.
The model problem with a fractional dynamic boundary condition
As is known, to construct a model problem near the boundary by using the Schauder method, it is necessary to fix the coefficients of the original problem at the boundary point and, if necessary, straighten the boundary in some vicinity of the fixed point. In this section we study the model problem of the more general view than it is demanded by operator A (see (3.42) ).
Let a 0 and a 1 be some given positive constants, and a 2 = {a 1 2 ,... ,a n−1 2 } , a 3 = {a 1 3 ,... ,a n−1 3 } be given vectors;
We look for a solution (u + (x,t), u − (x,t),℘(x ,t)) bounded at the infinity by the following conditions:
where n is the unit normal to R n−1 directed in R n − ; f ± 0 , f 1 and f 2 are some given functions:
for some positive number R 0 . If ν = 1 and n = 2 , problem (4.1)-(4.5) was studied by F. Yi [36] , B. V. Bazaliy and N. Vasylyeva [4] ; and the one-valued solvability of this problem was proved in the classes
then there exists a unique solution (u + (x,t), u − (x,t),℘(x ,t)) of (4.1)-(4.5):
(ii) If the right-hand sides in (4.1)-(4.5) meet the requirements:
then there is a unique solution First of all we will construct the integral representations for ℘ and u ± , and then we will obtain estimate (4.10).
Let 
Note that to get (4.14) we used formula (2.2.38) in [12] :
To satisfy equations in (4.12), we set 16) and then, we look for the function ℘ * (ξ , p) from (4.13) as
To find the unknown functions M * − (ξ , p) and M * + (ξ , p), we have two transmission equations (4.14) and (4.15) . It is easy to show that Denote by
Then, using (4.16)-(4.19), one can easily check that
To get representations for the functions u ± (x,t) and ℘(x ,t), we need formula (3.2.7) from [26] :
Here W (z; β , γ) is the Wright function which is defined for z, β , γ ∈ C as (see, e.g., (1.8.1 (27) ) in [7] )
Note that the main properties of the Wright functions are described in Chapter 18.1 [7] ; Chapter 1.11 [12] ; Chapter 2 [26] . After that, applying the inverse Laplace and Fourier transformations to (4.23)-(4.25), we obtain
As usual in the potential theory, to estimate the functions u ± (x,t) and σ (x ,t), it is necessary to describe well the properties of the kernels G ± (y , x n , τ), G(y , τ) and K ± (y , x n , τ), K(y , τ).
Estimates of the functions ℘(x ,t) and u ± (x,t) constructed in (4.28)-(4.30)
The next lemma describes the main properties of the kernels G(y ,t), K(y , z) which will be essential used to get estimates (4.8) and (4.10) for ℘(x ,t) and y = (y 1 ,... ,  y l−1 , y l+1 ,... , y n−1 ), l = 1, n − 1, η ∈ (0, +∞); ε and A be positive numbers. Then functions K(y , η) and G(y ,t) which are given by (4.31) satisfy to the following inequalities: 
Proof. Note that statements (i)-(viii) of this lemma have been proved in Lemma 3.1 [32] if A 1 (k) in the representation of the function K(y , η) (see (4.22) and (4.31)) is a null vector. To prove (4.33)-(4.44) in the case of an arbitrary A 1 (k) (i.e. A 1 (k) = {0,...,0} ) it is enough to take into account that the factor exp{−iη A 1 (k), ξ } does not influence essentially to the main properties of the functions K(y , η) and G(y ,t). Thus, repeating all the arguments from Lemma 3.1 [32] in our case, we get statements 
we deduce
Then, applying estimate (4.33) to the right-hand side in (4.49), we infer
(4.50) Further, we will use inequality (4.50) to obtain estimates (4.45), (4.46). Let m = 0, we will get (4.45) if l = j . Note that the case l = j can be proved with the same way. Inequality (4.50) gives:
After that, doing the consecutive change of variables:
in the right-hand side of (4.51), we obtain 
where we put β := ν and γ := −ν . Thus, inequalities (4.56), (4.57) lead to (4.45).
As for a proof of inequality (4.46), we again use inequality (4.50) and change of variable (4.52). Thus, we have
Then the simple calculations lead to the following inequality in the inner integral in (4.58) and using inequality (4.57), we conclude
(4.60) After that, estimate (4.46) follows from (4.60).
At last, to complete the proof of Lemma 4.1, we have to obtain (4.47). Using (4.50) with m = 1 and doing the change of variables (4.52) and (4.59), we infer after some calculations:
We apply estimate (4.57) in the inner integral in the right-hand side of (4.61) and perform the change of variable: ε/η = ζ . Thus, we deduce the following inequality
which proves (4.47). In the similar way we can deduce (4.47) if l = j .
Next we repeat the arguments from Section 7 [32] and use the results of Lemma 4.1 to get the following view for D ν t ℘. 
(4.64)
Next step of our investigation is a proof of the corresponding estimates to the functions ℘(x ,t) and D ν t ℘(x ,t) with respect to time. To this end, we need the following result.
Then the function G(y , τ) which is represented by (4.31) satisfies the following inequalities:
(ii)
The obtaining of these results is technically tedious so we give their proof in the Appendix 6.1 LEMMA 4.3. Let α, ν ∈ (0, 1), conditions (4.6), (4.11) and (4.9) hold. Then there is the following estimate: 
,
To finish the proof of Lemma 4.3, we have to evaluate the terms
and denote by
As follows from (4.62), we can conclude that
First, we analyze the case t 1 > 2Δt and represent the difference
To evaluate the term J 1 , we do the change of a variable: z = t 2 − τ , in the inner integral and then apply inequality (4.65) with T 2 := 3Δt and T 1 := 0 . Thus, we have
The estimate of J 2 is got with the same way. As for J 3 , the mean-value theorem together with estimate (4.66), where T 1 := t 1 and T 2 := t 2 ,
At last, the estimate of J 4 follows immediately from the properties of the function f 1 . Thus, as it follows from (4.70)-(4.72), the following inequality is fulfilled:
Let us prove estimate (4.73) if t 1 < 2Δt . To this end, we use another form to difference
Note that the estimate of B 2 follows from inequality (4.65) where T 1 := 0 and T 2 := t 1 :
Since we consider the case of t 1 < 2Δt , the last inequality is rewritten as 
(4.76)
Now we will prove the results similarly to Lemmas 4.2 and 4.4 for the functions u ± (x,t). To this end, we need in the following properties of the kernels G ± (x , 0, τ) and K ± (x , 0, η) represented with (4.32). • Inequalities (4.39)-(4.47) hold for the functions G ± (x , 0, τ).
The proof of Lemma 4.5 is given in Appendix 6.2. After that, using the results of Lemma 4.5 and repeating arguments from the proofs of Lemmas 4.2 and 4.4, we get the following.
LEMMA 4.6. Let the conditions of Lemma 4.2 hold, then the functions u
± (x , 0,t) ∈ C([0, T ],C 2+α (R n−1 )) and u ± C([0,T ],C 2+α (R n−1 )) + D ν t u ± C([0,T ],C 1+α (R n−1 )) C f 1 C([0,T ],C 1+α (R n−1 )) . (4.78)
If the conditions of Lemma 4.4 hold, then the functions u
. (4.79)
Proof of Theorem 4.1
First of all we prove estimates (4.8) and (4.10) if either (4.7) or (4.9) holds. To this end, as it follows from results of Lemmas 4.2, 4.4 and 4.6, it is enough to extend estimates (4.78) and (4.79) into the functions u ± (x , x n ,t), (x,t) ∈ R n ±T . We represent u ± (x , x n ,t) as u ± (x , x n ,t) = K u ± (x , 0,t), where K is the kernel of the Dirichlet problem and u ± (x , 0,t) ∈ C 2+α (R n−1 ) for all t ∈ [0, T ]. Then, applying arguments from Chapter 3 [16] allows us to show that functions u ± (x , x n ,t) satisfy estimate either (4.8) or (4.10). Moreover, the functions u ± (x , x n ,t) represented by (4.28) and (4.29) satisfy equations (4.1). The direct calculations together with applications of Lemmas 4.1 and 4.5 assure that ℘(x ,t) and u ± (x , x n ,t) given by (4.28)-(4.30) meet requirements (4.2)-(4.5). Note that the uniqueness of the constructed solution in the corresponding classes follows from coercive estimates (4.8), (4.10) . All the written above proves Theorem 4.1 in the case of (4.9).
To get Theorem 4.1 in the case of (4.7) we have to show continuous of the functions ℘(x ,t) and u ± (x , x n ,t) together with their derivatives with respect to time. To this end, we repeat the arguments from Section 4 [14] adapting them to our case. That completes the proof of Theorem 4. 32) ). Moreover, it is easy to see that
Thus, we can conclude the following: REMARK 4.1. Let boundary condition (4.4) be changed by 
Proof of the main results
Our argument splits into two steps. The first is related to the proof of the boundedness of the linear operator A (see (3.42) ). The second step is connected with the proof of the nonlinear operator A −1 F (z) is a contraction one.
Linear problem corresponding to (3.42)
Here we analyze the following linear problem
, j = 1, n − 1, are some given functions and
A(x), b j (x) satisfy condition (3.44) and a j (x) ∈ C 1+α (ϒ), 
Proof. First of all we analyze problem (5.1)-(5.6) under conditions
We will use the method of parameter extension to solve problem (5.1)-(5.6), that is replacing condition (5.4) by
Let us consider problem (5.1)-(5.3), (5.11), (5.5) and (5.6). If δ = 1 , this problem is just problem (5.1)-(5.6). When δ = 0 , this problem splits into two problems: 12) so w 1 ≡ 0 in Ω 1T ; and
Problem (5.13) with a j (x) ≡ 0, j = 1, n − 1, has been studied in Section 4 [32] . Thus, it is not hard to prove, using arguments and results from Section 4 [32] , one-to-one solvability of (5.13):
: 14) where the constant C depends only on
, and measure of ϒ, Γ 2 , Ω 2 .
In order to get the well-posedness of problem (5.1)-(5.6), we have to obtain a uniform a priori estimate with respect to δ of the solution 
Then we collect (5.15) and (5.16) and, choosing T such that
we get the uniform estimate 
]. 
Solvability of nonlinear problem (3.32)-(3.37)
We introduce the functional spaces H 1 and H 2 , such that z ∈ H 1 and F z ∈ H 2 ,
and
Based on (3.42) and representations (3.39)-(3.41), we can rewrite problem (3.32)-(3.37) in the form First we get inequality (5.21) for F 1 (z). As for estimates of F 0i (z) and F 2 (z) which are contained in F (z), they are evaluated with the same way.
From (3.40), one can see that the "worst" term under evaluating F 1 (0) is s ω i . So that we get, using (3.17), (3.25) and (3.26),
In virtue of the appropriate choose the function s, inequality (5.23) will be hold in the case ν = 1 ( i.e. in the case of integer order derivative). Thereby we conclude from Corollary 3.2 and (5.23) that
Then we show that F 2 (z) satisfies inequality (5.22). As it follows from Corollary 3.2, the main difficulties deal with the linear terms in the difference [F 2 (z 1 ) − F 2 (z 2 )]. The "worst" term comes from ∑ Inequalities (5.22) mean that for sufficiently small T and d the nonlinear operator P(z) satisfies the conditions of the fixed point theorem for a contraction operator. Hence, the fixed point of the operator is the solution of problem (3.15) , and Theorem 3.1 has been proved.
To get the local solvability of nonlinear problem (3.15) in the more smooth classes, we repeat the arguments above and apply the results of Theorem 5.2 together with the second inequality in (3.29) . Thus, we get the following result. To obtain the last inequality in (6.1), we applied estimate (4.57) with β := ν, γ := −ν to the function |W (−z; −ν, −ν)|. Next, we prove (4.66). Using the following formula from [26] d n dt n (t Applying inequality (4.57) with β := ν, γ := −1 to the last integral in (6.12), we deduce after some simple calculations:
Note that estimate (6.13) is the same as (6.6). Hence, repeating the end of arguments from the proof of Proposition 4.2, we can get estimate (4.77).
