Fabry-Perot interferometer (FPI) is an instrument that can measure the temperature and wind velocity of the thermosphere through observations of airglow emission at a wavelength of 630.0 nm. The Solar-Terrestrial Environment Laboratory/Institute for Space-Earth Environmental Research, Nagoya University, has recently developed four new ground-based FPIs. One of those FPIs, possessing a large-aperture etalon (diameter: 116 mm), was installed in Tromsø (FP01), Norway, in 2009. The other three small FPIs, using 70-mm-diameter etalons, were installed in Thailand (FP02), Indonesia (FP03) and Australia (FP04) in 2010-2011. They use highly sensitive cooled-CCD cameras with 1024 × 1024 pixels to obtain interference fringes. However, appropriate temperature has not been obtained from the interference fringes using these new small-aperture FPIs. In the present study we improved the analysis procedure of temperature determination using these FPIs. Each of FPIs measures north, south, east and west directions repeatedly by rotating two mirrors mounted on top of the FPI. We estimated center pixel of laser fringe and airglow fringes for each direction and found significant differences in the center pixel locations (a few pixels) among the measurement directions. These differences are considered to be caused by movement of the scanning mirror on the top of the optics, resulting in mechanical distortion of the optics body. By calculating the fringe center separately for each direction, we could correct these center pixel variations and determine the temperature with random errors of 10-40 K. This new method was employed to the all measurements from four FPIs after 2009 and provided temperatures with reasonably small errors. However, we found that temperatures below 400 K were obtained associated with weak airglow intensities and concluded using a model calculation that they are due to contamination of OH line emissions in the upper mesosphere. By defining an appropriate threshold of the fringe peak count, we successfully eliminated these unrealistic temperature values, and the corrected temperature values became comparable to those provided by the MSIS-90E and GAIA models.
Background
The Earth's oxygen airglow emission at the 630-nm wavelength has an emission layer covering the altitudes from 200 to 300 km (Tohmatsu 1973) . Observations of aurora and airglow using a high-resolution Fabry-Perot interferometer (FPI) permit the remote measurement of the wind and the temperature of these regions through measurement of the Doppler shift and Doppler broadening of the weak 630.0-nm emission line shape. Remote sensing of the dynamics of thermospheric neutral particles from ground-based stations is difficult when using other photometric techniques that lack the high-resolution capability of interferometry.
The use of the cooled-CCD detector to the FPI permits highly sensitive imaging measurement of the interference fringe ring pattern (e.g., Biondi et al. 1995) . Measurements of thermospheric temperatures using the large-aperture (typically, diameter: 100-150 mm) FPI have been performed for individual nights (e.g., Hernandez and Roble 1995; Meriwether et al. 1996 Meriwether et al. , 1997 , and as statistical analysis (e.g., Killeen et al. 1995 . These FPIs requiring large-aperture etalons to measure weak airglow and auroral emissions become very expensive, and the added expense of the instrumentation means that multi-site observation of the thermosphere winds and temperatures is not normally possible. Recently, small-aperture FPIs using a cooled-CCD detector with high quantum efficiency and image-capturing quality have been developed (e.g., Makela et al. 2009 Makela et al. , 2011 . Shiokawa et al. (2012) achieved the multi-point observation of the thermosphere using three small-aperture FPIs with an etalon diameter of 70 mm. However, appropriate temperature has not been obtained from the interference fringes using these three new small-aperture FPIs.
In this paper, we report improvement of the temperature measurement using the FPIs reported by Shiokawa et al. (2012) . In "Instruments" section, we describe the FPIs used in the present study. In "Data analysis" section we explain the problems found during the temperature analysis, and in "Improvement" section we show the improvements. In "Statistical analysis" section, we show results of statistical analysis of temperatures obtained by these FPIs. In "Discussion" section, we discuss the accuracy of the temperature estimation.
Instruments
As shown in Fig. 1 , the Solar-Terrestrial Environment Laboratory (STEL), which is reorganized into the Institute for Space-Earth Environmental Research (ISEE) on October 1, 2015, in Nagoya University, has five FPI observatories as a part of the network of Optical Mesosphere Thermosphere Imagers (OMTIs) (Shiokawa et al. 1999 (Shiokawa et al. , 2009 . Two (FP00 and FP01) of these FPIs possess a large-aperture etalon with a diameter of 116 mm and were installed at Shigaraki (34.8°N, 136.1°E, Shiokawa et al. 2003) , Japan on October 17, 2000, and at Tromsø (69.6N, 19.2E, FP01) , Norway on January 14, 2009. The other FPIs are equipped with a smaller-aperture etalon having a diameter of 70 mm, and these were installed at Chiang Mai (18.8N, 98.9E, FP02) , Thailand, on February 24, 2009, Kototabang (0.2S, 100.3E, FP03) , Indonesia, on June 11, 2010, and Darwin (12.4S, 131.0E, FP04) , Australia, on March 26, 2011 . Figure 2a , b shows the photograph and the optics of the FP04 at Darwin, Australia. Airglow emissions from the sky are reflected by two 45° mirrors. Then, the emission line at a wavelength of 630 nm is extracted by a band-pass filter with a band width of 2.5 nm. Then the emission causes interference in the small etalon, which has a diameter of 70 mm and a gap of 15 mm. The free spectral range of 15 mm etalon gap is ~0.013 nm for the 630-nm airglow. The reflectivities, R, for the etalons of FP01 and FP02-FP04 are 0.85 and 0.76, corresponding finesses of 19.3 and 11.4, respectively. The interference fringe is imaged on the cooled-CCD camera through the focusing lens. The field-of-view and the maximum incident angle of light on the etalon are both 1.4°. The cooled-CCD camera with 1024 × 1024 pixels and 13.3 × 13.3 mm size was made by Hamamatsu Photonics (C4742-98-26KWG2S) and has a 4-stage thermoelectric cooling system with water circulation, which can cool the CCD down to −80 °C. The readout noise and dark noise levels of this CCD camera are 6 electrons (r.m.s.) and 0.0012 electrons/s/pixel, respectively. As explained by Shiokawa et al. (2012) , all of the FPI optics are calibrated by using a frequency stabilized He-Ne laser (Spectra Physics 117A-LW) at a wavelength of 632.8 nm every night automatically. The laser light is used to determine the instrumental broadening function which is used to estimate the temperature of the emitting species (e.g., Killeen and Hays 1984) . Using a multi-mode fiber optic cable, the laser light is passed into a square-shape scattering chamber whose interior walls are painted by white scattering Teflon with an opal glass on the top; this approach achieves a quasi-Lambertian surface. The sky scanner is programmed to look into the opal glass of the calibration laser source by moving to the calibration chamber. FP01 has the same sky scanner and cooled-CCD camera with those of the small-aperture FPIs. However, FP01 has a filter wheel to observe three wavelengths (557.7, 630.0 and 732.0 nm), four lenses and a large-aperture etalon (diameter: 116 mm). The body structure of FP01 is thus quite different from that of other small-aperture FPIs. The field-of-view and the maximum incident angle are 1.3° and 2.5°, respectively. The details of these FPIs have been shown by Shiokawa et al. (2012) . 
Data analysis
In this section we introduce the method of temperature estimation from the interference fringes obtained by FPIs. Figure 4 shows a horizontal cross section of onenight average fringes obtained by FP02 for 630.0 nm on December 24, 2010, at Chiang Mai, Thailand. The crosses indicate the 20 peak locations (ten pairs) identified for each fringe, determined by fitting a Gaussian function. We determine the horizontal and vertical center locations of the circular fringes in pixels by averaging these 20 peak positions of the horizontal and vertical cross sections. One-night average fringe is used to determine the airglow fringe center to reduce the noise due to lowintensity airglow. The same procedure is applied for the laser fringes. in the original CCD pixel space. The thick line indicates the fitted theoretical curves to estimate the temperature. This theoretical curve is given by Eq. (1) . According to the Fourier expansion form of FPI interference fringes by Killeen and Hays (1984) , the count N i for the ith pixel is given as: C oi is given by where A 0 is the working area of the etalon plates, Ω i is the field-of-view of the detector, Q i is the efficiency of the detector, and T oi is the optical transmission of the instrument including the effects of absorption and scattering in the reflective coating.
In Eq.
(1) t is the integration time,
is the intensity of background continuum emission, R is the reflectivity of etalon, F is the filter integral width, R 0 is emission line of surface brightness, T F 0 ( l ) is filter transmission function, l is the wavelength Doppler-shifted from a zero wavelength 0 of 630 nm due to a bulk motion of velocity v and shown by l = 0 [1 + (v/c)]. a n and b n are the nth order coefficients of Fourier series (1), and x is stated as where r i is the radius of ith ring from the center, µ is reflective index of the etalon gap medium, d is etalonplate separation (15 mm), and f 0 is post-lenticular focal length.
G is given by Eq. (4) and corresponds to the temperature width.
T is given by where k is Boltzmann constant, T is temperature, and m is the mass of the emitting species. B i shows the dark noise.
We estimate ten temperatures for an interference fringe image by fitting Eq. (1) to the observed ten fringes. Five thick lines and five thin lines show temperatures obtained by fitting from the inner five fringes and outer five fringes, respectively. From this figure we identified (1)
3 problems. First, there are large differences of temperatures over a few hundred Kelvin for different fringes. Second, the temporal variations of temperatures for eastwest and north-south directions show opposite sense. Third, unrealistically high temperatures over 3000 K were obtained. Similar problems were also identified for FP03 and FP04. Actually we can notice widening of the fringe width toward the outer fringes in the fringe profile shown in Fig. 5a .
Improvement
The accuracy of the temperature determination strongly depends on the accuracy of the center determination of the interference fringes, because temperatures obtained by FPIs correspond to the width of the fringes. Small FPIs scan the sky in north, south, east, and west and laser is the filter integral width-A 90° and rotating mirror-B ±45° or 180° on the top of the optics. Table 1 shows differences (in pixel) of the center of interference fringes in all directions obtained by FP01-FP04 for 3 days. "N, " "S, " "E, " "W" and "L" denote the fringe center of north, south, east, west, and laser, respectively. "NS" and "EW" denote the average of the fringe centers of north and south, and east and west, respectively. Differences of the center are shown as "(vertical difference, horizontal difference)". "Average sigma (K)" shows one-night averages of standard deviations of temperatures obtained by ten independent fringes. Differences of the center of the interference fringes between north and south and between east and west directions are very small. However, differences between averaged centers of north-south and east-west are significantly large in the order of 2-7 pixels. This large difference is considered to be the result of a distortion of the optics due to the scanning head weight in zonal and azimuthal direction. Considering the structure of small-aperture FPIs described in Fig. 2b , the optics body below the sky scanner possibly bends and fringe centers for north-south and east-west directions shift depending on the azimuth direction of the sky scanner.
In the previous fringe analysis, we determined the fringe center using one-night average fringes in all directions. In this study, we newly determined the fringe center separately for each direction and then estimated temperatures. In other words, we calculated one-night average fringe for each direction (north, south, east, and west) separately, and calculate the fringe center location for each direction by the procedures described above. This new method significantly improved the quality of the obtained temperatures, as shown below.
In the FP01, fringe centers for different directions are nearly identical in Table 1 . This is probably because the FP01 body is more rigid than that of small-aperture FPIs because of the difference of the optics body structure, as described in "Instruments" section. Figure 7 shows an example of azimuthally integrated fringes (thin lines) obtained by FP02 for 630.0 nm (sky) on December 24, 2010, at Chiang Mai, Thailand after the above correction of the center of the interference fringe. In Fig. 5 , peak count of the fringe degraded and the width of the fringe become wider with increasing distance from the fringe center. On the other hand, in Fig. 7 , the peak count degradation becomes much smaller, and the fringe widths are mostly identical. conclude that the distortion of the optics due to the scanning head weight caused the unrealistic temperatures in Fig. 6 , and that we could fix this problem by considering the fringe center shift for each scanning direction. We compared the wind velocities obtained with and without the correction of the center location, and did not find any discernible differences of the two winds. This fact indicates that the determination of the center location does not much affect the fringe peak locations, though it significantly affects the fringe widths. We believe that this distortion of the optics does not affect the parallelism of the two etalon plates, because the etalon plates are not directly connected to the etalon mount, and the etalon cell is a shield cell to avoid effects of the atmospheric pressure variation. The etalon cell is mounted in the optics using adjustable screws from the bottom, and thus, the weight of the sky scanner head does not come to the etalon itself. We also checked whether or not the shift of the fringe center affects the estimation of wind velocities by Shiokawa et al. (2012) . Figure 9 shows a comparison of wind velocities obtained with and without the fringe center corrections. Figure 9a , b, and thin lines in (e) and (f ) are obtained without the fringe center correction using the Gaussian fitting described by Shiokawa et al. (2012) . Figure 9c , d, and thick lines in (e, f ) are obtained with the fringe center correction using the Fourier fitting described in this paper. We can see that the difference of wind velocities with and without the center correction is very small within the statistical error. This is because the wind velocity is determined from the shift of fringe peak locations which is less affected by the center location and azimuthal integration, while the temperature is determined by the width of the fringes, which are directly affected by the center location through the azimuthal fitting. We also found that the wind estimated by Fourier fitting provides less statistical error than those estimated by the Gaussian fitting. Figure 10a -d shows all temperatures (crosses) obtained from 630.0-nm airglow for every 3.5 min by the four FPIs (FP01-FP04) for 3-5 years. The interval of data set is shown in each panel, which covers different seasonal periods. Most temperatures are from 600 to 1000 K and decrease from evening to morning for Chiang Mai, Kototabang and Darwin. This is because of cooling of the thermosphere at night. The temperatures tend to be stable for Tromsø at auroral zone. Unrealistic low temperatures below 400 K are seen in (b)-(d). Figure 11a -d (left panels) shows averaged temperatures (solid lines) and number of data (dashed lines) obtained at the same sites and for the same interval as Fig. 10 . We also show the curves obtained by averaging the temperatures of MSIS-90E (Hedin 1991) and GAIA (Jin et al. 2011 ) averaged over the same months to those of the actual observation data. We took nighttime variations of these model temperatures for the first day of all the months when the actual data were available. The temperatures obtained by FPIs and MSIS-E90 and GAIA decrease from evening to morning. However, temperatures obtained by FPIs in (a)-(d) are about 200 K lower than that obtained by MSIS-E90 and GAIA. This is probably because of the unrealistic low temperatures below 400 K shown in Fig. 10 . Figure 12 shows relations between temperatures and peak counts per one CCD pixel at the same site and for the same interval of Fig. 10 . We found that when temperatures are below 400 K, peak counts (per pixel) are very low. The dashed line indicates 257 counts per pixel which is three times of the readout noise of the CCD camera. Since the dark noise of the CCD camera is negligible compared with the readout noise, we use this value (three times of the readout noise) as a threshold to cut out the low-count data. When the peak count is roughly higher than this value, we found that the output temperature is not extremely small.
Statistical analysis

Discussion
By considering this result in Fig. 12 , we remade the statistical analysis without the data for which peak count of interference fringe is below 257 counts. The results are shown in Figs. 10e-h and 11e-h. In Fig. 10e -h, there is no temperature below 400 K. In Fig. 11e -h, temperatures obtained by FPIs are comparable to temperatures obtained by MSIS-E90 and GAIA. Better fitting is obtained for the temperatures at Chiang Mai (Fig. 11f ) and Darwin (Fig. 11h ) for the GAIA model than the MSIS-90E. On the other hand, the GAIA temperature at Tromsø in Fig. 11e is about 200 K lower than that of FPI and MSIS-90E. This may be because the current GAIA model does not contain thermospheric heating due to auroral energy input at high latitudes. The difference of GAIA and FPI temperatures at Kototabang (Fig. 11g) at around local midnight is possibly due to ambiguity of the location of midnight temperature maximum (MTM) in the model, because Kototabang is located at geographic equator at 0.2S, which is the main region where the MTM is occurring. We also have tried cutoff threshold values smaller than the 257 counts, but the statistical comparison with the MSIS and GAIA model shows that the observed temperature is smaller than these models. Thus, we decided to use this threshold to remove the low-intensity data. Figure 13 shows an example of azimuthally integrated fringes (thin lines) for which extremely low temperatures were obtained. The average temperature obtained by fitting (1) to these eight fringes is 154 K with a standard deviation of 45 K. From this figure, we found that not only peak count is very low, but also the fringe shape is rather distorted, forming a shoulder-like shape. Thus, we could not fit Eq. (1) to the whole one free spectral range of the fringes. This distorted fringe shape may be caused by the emission of OH (9-3) (K″ = 3), P 1 , P 2 , (630.68, 629.87 nm) which are within the pass band of the interference filter (FWHM = 2.5 nm) of the FPIs. When the 630.0-nm airglow intensity is very low, these OH emissions would become non-negligible. This can cause underestimation of the fringe width, and thus extremely low temperatures are obtained.
In order to investigate this possibility of the contamination of OH emissions, we made a model calculation on the overlap of the OI and OH lines in Fig. 14a , the fringe peak of the OI 630.038-nm line completely overlaps with the fringe peak of OH (9-3, K″ = 3, P 1 , 630.68 nm) line (dashed curve), while the fringes of OH (9-3, K″ = 3, P 2 , 629.87 nm) appear at slightly different location. This configuration occurs for the etalon gap of 15 mm which we used for our FPIs. If the etalon gap becomes 20 mm, the three lines show fringe peaks at different locations, as shown in Fig. 14b . The OH emission should give much lower temperature, since it is coming from the mesopause region where the temperature is ~200 K. Since OH (P 2 , 629.87 nm) is at higher state than OH (P 1 , 630.68 nm), we should have larger intensity in the OH (P 1 , 630.68 nm) line. Thus, we conclude that the low temperatures obtained by our FPIs for low airglow intensities are probably due to the contamination of OH lines, particularly due to the overlapping of the OH (630.68 nm) fringes on the OI (630.038 nm) fringes.
This problem may be avoided if one uses the etalon gap different from 15 mm, as shown in Fig. 14b . However, there is still a difficulty to distinguish the fringes caused by OH lines from the OI (630.0 nm) fringes. If one uses narrower band-pass filter on the top of the FPI, this problem would be avoided. However, narrower band-pass filter reduces the transmission, giving less sensitivity of the FPI.
As shown in Fig. 12 , the temperature of FP01 never goes below 400 K, while temperatures of FP02-04 go below 400 K. This means that even for very small airglow intensity the FP01 does not produce temperatures below 400 K. Thus, this difference would not be because of the difference of airglow intensities at high and low latitudes. are 270 mm for FP02-FP04 and 300 mm for FP01. The other difference is the finesse of the etalon, where FP01 has larger finesse with higher reflectivity. Because the FPI temperature is essentially measured from the width of the fringes, the larger finesse allows more accurate measurements of the temperature, and may contribute to differentiate the OH contamination. The smaller finesse was chosen for the small-etalon FPIs of FP02-04, in order to increase the etalon transmission, because the small-etalon FPIs have less sensitivity due to the small-aperture size. We also note that the etalon gap drift by variation of ambient temperature of the FPI may affect the accuracy of the FPI temperature measurement through widening the fringe width during the drift. As shown by Shiokawa et al. (2012) , we can monitor the drift of the etalon gap as equivalent wind velocity, which can be 100 m/s/h in significant case. Since the exposure time of the FPI is 210 s, the etalon gap drift can be 6 m/s in equivalent wind velocity during one exposure. This is about 0.1% of the free spectral range of our FPI (6300 m/s in equivalent wind velocity). 2. The temporal temperature variations were different for east-west and south-north directions.
In the above preliminary study, we had used the fringe center calculated by averaging for all ring patterns collected in a night. The spectral widths of the sky fringes are proportional to the width of the fringes. Thus, the center determination is very important for temperature estimation. We found that fringe centers for four directions of the sky are different, probably because of distortion of the optics due to the change in the balance of the scanning head weight depending upon the azimuthal direction chosen for each of the three small FPIs. To fix this problem, we determined the fringe center for each direction. Then, we could determine reliable temperatures with an accuracy of about 10-40 K which is estimated as the standard deviation of ten fringe temperatures. We also confirmed that the estimation of the wind velocity is not affected by this distortion of the optics.
Next, we performed a statistical analysis of temperatures obtained by this new method of center determination and obtained the following results. However, we noticed that extremely low temperatures below 400 K were obtained when airglow intensity is very low.
We derived the relation between peak counts and temperatures obtained from interference fringes. We decided to remove the data which have peak count less than 257 counts (three times of the readout noise of the CCD camera). Then we obtained the following results. Using a model calculation of FPI fringes, we conclude that the contamination of emissions from OH (9-3) (K″ = 3), P 1 at the wavelength of 630.68 nm caused the unrealistically low values of temperature when the 630.0-nm airglow intensity is very low. Authors' contributions YN improved the analysis procedures for calculating the thermospheric temperatures, which was originally made by KS, for small Fabry-Perot interferometers. He also carried out the statistical analysis for FP01-04 and wrote the manuscript. KS initiated the study as the Principal Investigator of the OMTIs project, developed the Fourier fitting software to calculate the temperature, made the model calculation of Fig. 14 , improved the manuscript including interpretation as the supervisor of YN and took a lead to revise the manuscript after the YN's graduation of university on March 2015. YO helped to carry out the operation of the four FPIs. SO and SN carried out the operations of the FPI at Tromsø, Norway, and MK, TK and SK managed the operations of the FPI at Chiang Mai. CYY and DN/CY managed the operation of the FPIs at Kototabang and Darwin, respectively. JM advised the procedure of the temperature calculation and edited the manuscript. HS and HJ provided the GAIA model temperature for comparison with the FPI data. All authors read and approved the final manuscript.
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