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For a holomorphic function f of bounded type on a complex Banach space E , we show
that its derivative df : E → E∗ takes bounded sets into certain families of sets if and only
if f may be factored in the form f = g ◦ S , where S is in some associated operator ideal,
and g is a holomorphic function of bounded type. We also prove that the multilinear and
polynomial mappings factor in an analogous way if and only if they are “K -bounded.”
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1. Introduction and preliminaries
It is known that a holomorphic function of bounded type f ∈Hb(E) admits a factorization of the form f = g ◦ S , with
S a compact (linear) operator and g a holomorphic function of bounded type if and only if the derivative df : E → E∗ takes
bounded sets of E into relatively compact sets of E∗ , and this is also equivalent to f being weakly uniformly continuous on
bounded subsets of E: see [1, Theorem 1.7], [15, Theorem 8], [13, Satz 2.1].
A similar result, in the weakly compact case, was obtained in [2, Theorem 5].
In the present paper, we extend these results to many other operator ideals and the associated families of bounded sets.
Throughout, E , F , G , X , and Y will denote complex Banach spaces, N will be the set of natural numbers, C will represent
the complex ﬁeld, and w∗ will stand for the weak-star topology on a dual Banach space. We use BE for the closed unit ball
of E , and E∗ for the dual of E . If D ⊂ E∗ is a subset, then aco(D) represents the absolutely convex hull of D , and acow∗(D)
is the w∗ closure of aco(D). Given a set V in the dual pair 〈E, E∗〉, we use V ◦ for its polar.
The completed projective tensor product of E and F is represented by E ⊗̂π F .
We denote by L(E, F ) the space of all (bounded linear) operators from E into F , endowed with the supremum norm.
Given an operator T ∈L(E, F ), we use T ∗ ∈L(F ∗, E∗) for its adjoint operator.
If E1, . . . , Ek are Banach spaces, the notation Lk(E1, . . . , Ek; F ) stands for the space of all k-linear (continuous) mappings
from E1 × · · · × Ek into F . A mapping P : E → F is a k-homogeneous (continuous) polynomial if there is a k-linear mapping
A : E× (k)· · · ×E → F such that P (x) = A(x, . . . , x) for all x ∈ E . The space of all such polynomials is denoted by P( k E, F ).
Recall that with each P ∈P( k E, F ) we can associate a unique symmetric k-linear mapping P̂ : E× (k)· · · ×E → F so that
P (x) = P̂(x, (k). . ., x) (x ∈ E).
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F. Bombal et al. / J. Math. Anal. Appl. 348 (2008) 444–453 445A mapping f : E → F is holomorphic if, for each x ∈ E , there are r > 0 and a sequence (Pk) of polynomials, with
Pk ∈P( k E, F ), such that f may be given by its Taylor series expansion around x:
f (y) =
∞∑
k=0
Pk(y − x),
uniformly for ‖y − x‖ < r. We use the notation
Pk = 1k!d
k f (x),
while H(E, F ) stands for the space of all holomorphic mappings from E into F . The symbol Hb(E, F ) represents the space
of all mappings f ∈H(E, F ) of bounded type, that is, bounded on bounded sets.
If the range space is omitted in the above notations, it is understood to be the complex ﬁeld C, for instance, H(E) :=
H(E,C), P( k E) :=P( k E,C).
Several authors [2,3,8,24] have studied the K -bounded polynomials. Given a bounded subset K ⊂ E∗ , we denote
‖x‖K := sup
{∣∣φ(x)∣∣: φ ∈ K}.
A polynomial P ∈P( k E, F ) is K-bounded if there is a constant C > 0 such that∥∥P (x)∥∥ C‖x‖kK (x ∈ E).
An analogous deﬁnition may be given for k-linear mappings. The K -bounded polynomials, for K compact, have been con-
sidered in [3,24]. The weakly compact case is contained in [2] and the authors of [8] study the sets K spanning a ﬁnite
dimensional subspace, and other particular cases. It is proved in the mentioned articles that, if K is (weakly) compact
(resp., K spans a ﬁnite dimensional subspace), then the K -bounded polynomials P are exactly those factoring in the form
P = Q ◦ S with S a (weakly) compact operator (resp., an operator of ﬁnite rank). We also extend these results to many
other operator ideals.
Following [2], we write [i]. . . to mean that the ith element is left out, for instance,
E1× [i]· · · ×Ek := E1 × · · · × Ei−1 × Ei+1 × · · · × Ek.
For a general introduction to polynomials and holomorphic mappings, the reader is referred to [10,20]. The deﬁnition and
general properties of operator ideals may be seen in [22]. For the deﬁnitions and facts from Banach space theory, see [9].
An operator ideal U is said to be injective [22, 4.6.9] if, given an operator T ∈L(E, F ) and an into isomorphism i : F → G ,
we have that T ∈ U whenever iT ∈ U . The ideal U is surjective [22, 4.7.9] if, given T ∈ L(E, F ) and a surjective operator
q : G → E , we have that T ∈ U whenever Tq ∈ U . We say that U is closed [22, 4.2.4] if for all E and F , the space
U(E, F ) := {T ∈L(E, F ): T ∈ U}
is closed in L(E, F ). Examples of injective and surjective operator ideals may be seen in [16].
If U is an operator ideal, the dual ideal Ud is the ideal of all operators T such that the adjoint T ∗ belongs to U . It is easy
to see that
U is injective ⇒ Ud is surjective,
U is surjective ⇒ Ud is injective,
U is closed ⇒ Ud is closed.
The paper is organized as follows: Section 2 contains the factorization results and, in Section 3, we give examples of
factorization through operators belonging to particular ideals.
We consider complex Banach spaces, but all the results are true in the real case, excepted those concerning holomorphic
mappings.
2. Factorization results
If D ⊂ E∗ is a bounded subset, then ‖x‖D is a continuous seminorm on E , so
⊥D := {x ∈ E: ‖x‖D = 0}
is a closed subspace of E . As in [8, p. 161], we consider the quotient space E/⊥D and the canonical quotient map
π : E → E/⊥D.
Then, it is easy to show that the function∥∥π(x)∥∥= ∥∥x+ ⊥D∥∥ := ‖x‖D
is a norm on E/⊥D . We denote by ED the completion of E/⊥D , which is a Banach space.
446 F. Bombal et al. / J. Math. Anal. Appl. 348 (2008) 444–453Lemma 1. Given a bounded subset D ⊂ E∗ , let T : E → F be a linear map such that∥∥T (x)∥∥ C‖x‖D (x ∈ E)
for some constant C > 0. Then there is an operator T ∈ L(ED , F ) such that T = T ◦ π (see the commutative diagram below). In
particular, T is continuous.
E
π
T
F
ED
T
Proof. Assume ‖π(x− y)‖ = 0. Then ‖x− y‖D = 0, and so T (x− y) = 0. Hence, the formula T (π(x)) := T (x) deﬁnes a linear
map
T : E/⊥D → F
such that∥∥T (π(x))∥∥= ∥∥T (x)∥∥ C‖x‖D = C∥∥π(x)∥∥,
so T is continuous and has a continuous extension, still denoted by T , to ED . 
Given an operator ideal U and a Banach space E , we consider the family of sets
CU∗ (E∗) :=
{
A ⊂ E∗: A ⊆ T ∗(BF ∗) for some T ∈ U(E, F )
}
.
Proposition 2. Given an injective operator ideal U , let D ∈ CU∗ (E∗). Then
π ∈ U(E, ED).
Proof. There are a Banach space G and an operator S ∈ U(E,G) such that D ⊆ S∗(BG∗ ). Since U is injective, we can assume
that S(E) is dense in G . For x ∈ E , deﬁne U (S(x)) := π(x). If S(x) = 0, we have ‖π(x)‖ = ‖x‖D = 0. Therefore, U : S(E) → ED
is a well-deﬁned linear map. Moreover, we have∥∥U(S(x))∥∥= ∥∥π(x)∥∥
= ‖x‖D
= sup{∣∣〈x, φ〉∣∣: φ ∈ D}
 sup
{∣∣〈x, S∗(ψ)〉∣∣: ψ ∈ BG∗}
= sup{∣∣〈S(x),ψ 〉∣∣: ψ ∈ BG∗}
= ∥∥S(x)∥∥,
so U is continuous and has a continuous extension to an operator G → ED , still denoted by U , and the following diagram
is commutative
E
S
π ED
G
U
Thus, π = U ◦ S ∈ U . 
Proposition 3. Let T ∈L(E, F ) be an operator, and let U be an injective operator ideal. Then the following assertions are equivalent:
(a) T ∈ U(E, F );
(b) T ∗(BF ∗) ∈ CU∗ (E∗);
(c) there are a subset D ∈ CU∗ (E∗) and a constant C > 0 such that∥∥T (x)∥∥ C‖x‖D (x ∈ E).
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(b) ⇒ (c). Take D := T ∗(BF ∗ ). Then,∥∥T (x)∥∥= sup{∣∣〈T (x),ψ 〉∣∣: ψ ∈ BF ∗}
= sup{∣∣〈x, T ∗(ψ)〉∣∣: ψ ∈ BF ∗}
= ∥∥x∥∥D .
(c) ⇒ (a). By Lemma 1, there is an operator T ∈ L(ED , F ) such that T = T ◦ π . By Proposition 2, π ∈ U(E, ED), so
T ∈ U(E, F ). 
We now give some properties of the family CU∗ (E∗). To this end we need the following:
Lemma 4. (See [18, Theorem 20.7.3].) An operator ideal U is closed and injective if and only if for an operator T ∈ L(E, F ) to belong
to U it is both necessary and suﬃcient that for each  > 0 there exist a Banach space G and an operator S ∈ U(E,G) so that∥∥T (x)∥∥ ∥∥S(x)∥∥+ ‖x‖ (x ∈ E).
Proposition 5. Let U be an operator ideal, and let E be a Banach space. Then the following properties hold:
(a) if A ∈ CU∗ (E∗) and B ⊂ A, then B ∈ CU∗ (E∗);
(b) if A ∈ CU∗ (E∗), then the absolutely convex w∗ closed hull of A belongs to CU∗ (E∗), and λA ∈ CU∗ (E∗) for every scalar λ;
(c) if A1, . . . , An ∈ CU∗ (E∗), then⋃ni=1 Ai ∈ CU∗ (E∗) and∑ni=1 Ai ∈ CU∗ (E∗).
Moreover, if U is closed and injective, we also have:
(d) given a subset A ⊂ E∗ , if for every  > 0 there is a set A ∈ CU∗ (E∗) such that A ⊆ A + BE∗ , then A ∈ CU∗ (E∗).
Proof. (a) and (b) are obvious, and (c) is easy.
(d) Given a subset A ⊂ E∗ , suppose that, for every  > 0, there is a set A ∈ CU∗ (E∗) such that A ⊆ A + BE∗ . Let
π : E → E A and π : E → E A be the canonical quotient maps onto E/⊥A and E/⊥A , respectively. An easy application of
Lemma 1 yields:
A ⊆ π∗(B(E A )∗ ). (1)
Therefore, it is enough to show that π ∈ U(E, E A). By Proposition 2, π ∈ U(E, E A ). Since, for every x ∈ E ,∥∥π(x)∥∥= ‖x‖A
 ‖x‖A+BE∗
 ‖x‖A + ‖x‖
= ∥∥π(x)∥∥+ ‖x‖,
an application of Lemma 4 yields the result. 
The following result is, in some sense, a converse to Proposition 5.
Proposition 6. Given a Banach space E, let C(E∗)  {{0}} be a class of bounded subsets of E∗ with the following properties:
(a) for all A, B ∈ C(E∗) and λ ∈ C, we have A + B ∈ C(E∗) and λA ∈ C(E∗);
(b) if A ∈ C(E∗) and B ⊂ A, then B ∈ C(E∗);
(c) for every operator S ∈L(X, E), we have S∗(C(E∗)) ⊆ C(X∗);
(d) if A ∈ C(E∗), then acow∗(A) ∈ C(E∗).
Then, letting U be the class of operators such that T ∈ L(E, F ) belongs to U if and only if T ∗(BF ∗ ) ∈ C(E∗), we have that U is an
operator ideal, and
C(E∗) = CU∗ (E∗).
Proof. (1) Denote by i : C → C the identity map on C. There is a subset {0} = A ∈ C(C). Choose 0 = λ0 ∈ A. Then,
aco(A) ∈ C(C), by (d). The set{
αλ0: |α| 1
}⊆ aco(A)
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D := {α ∈ C: |α| 1}= 1
λ0
{
αλ0: |α| 1
}
belongs to C(C), by (a). Moreover, i∗(D) = D , so i ∈ U(C,C).
(2) Using (a), we obtain that U(E, F ) is a vector subspace of L(E, F ).
(3) Let
S ∈L(X, E), T ∈ U(E, F ), V ∈L(F , Y ).
Then,
V ∗(BY ∗ ) ⊆ ‖V ‖BF ∗
⇒ T ∗ ◦ V ∗(BY ∗ ) ⊆ ‖V ‖T ∗(BF ∗)
⇒ T ∗ ◦ V ∗(BY ∗ ) ∈ C(E∗), by (a), (b), and the deﬁnition of U
⇒ (V ◦ T ◦ S)∗(BY ∗ ) = S∗ ◦ T ∗ ◦ V ∗(BY ∗ ) ∈ C(X∗), by (c)
⇒ V ◦ T ◦ S ∈ U(X, Y ).
Therefore, U is an operator ideal [22, 1.1.1].
Suppose now that A ∈ CU∗ (E∗). Then, there is an operator T ∈ U(E, F ) such that A ⊆ T ∗(BF ∗). By (b) and the deﬁnition
of U , we have that A ∈ C(E∗), so
CU∗ (E∗) ⊆ C(E∗).
Conversely, let A ∈ C(E∗). Since A is a bounded subset, we get the inclusion (1) of the proof of (d) in Proposition 5, so
acow∗(A) ⊆ π∗(B(E A )∗ ).
Let φ ∈ π∗(B(E A )∗ ), and choose ψ ∈ B(E A )∗ so that π∗(ψ) = φ. Given x ∈ A◦ , we have∣∣〈x, φ〉∣∣= ∣∣〈x,π∗(ψ)〉∣∣
= ∣∣〈π(x),ψ 〉∣∣

∥∥π(x)∥∥
= ‖x‖A  1,
so φ ∈ A◦◦ = acow∗(A) [17, Theorem 3.3.1], and we conclude that
acow∗(A) = π∗(B(E A )∗ ),
and this set belongs to C(E∗), by (d). By the deﬁnition of U , we have π ∈ U(E, E A), so A ∈ CU∗ (E∗), and
C(E∗) ⊆ CU∗ (E∗).
Therefore,
C(E∗) = CU∗ (E∗). 
With each k-linear mapping A ∈Lk(E1, . . . , Ek; X) we associate operators
Ai : Ei →Lk−1
(
E1, [i]. . ., Ek; X
)
(1 i  k),
given by
Ai(xi)
(
x1, [i]. . ., xk
) := A(x1, . . . , xk) (x j ∈ E j, 1 j  k).
With A ∈Lk(E1, . . . , Ek) we also associate (k − 1)-linear mappings
BiA : E1×
[i]· · · ×Ek → E∗i (1 i  k),
so that
BiA
(
x1, [i]. . ., xk
)
(xi) := A(x1, . . . , xk) (x j ∈ E j, 1 j  k).
The following result is well known. A proof may be seen in [2, pp. 184–185].
Proposition 7. Let A ∈ Lk(E1, . . . , Ek; X) be a k-linear mapping, and let V i ⊂ Ei be subsets (1  i  k). Then A is bounded by a
constant M > 0 on V1 × · · · × Vk if and only if it is bounded by M on V ◦◦ × · · · × V ◦◦ .1 k
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are equivalent:
(a) for every 1 i  k, the operator Ai : Ei →Lk−1(E1, [i]. . ., Ek; X) belongs to U ;
(b) there are sets Di ∈ CU∗ (E∗i ) (1 i  k) and a constant C > 0 so that∥∥A(x1, . . . , xk)∥∥ C‖x1‖D1 . . .‖xk‖Dk (xi ∈ Ei, 1 i  k);
(c) there are Banach spaces Yi , operators Si ∈ U(Ei, Yi), for 1  i  k, and a k-linear mapping Q ∈ Lk(Y1, . . . , Yk; X) so that
A = Q ◦ (S1, . . . , Sk).
Moreover, if X = C, the preceding assertions are also equivalent to:
(d) for every 1 i  k, the mapping BiA : E1×
[i]· · · ×Ek → E∗i takes bounded sets into sets in CU∗ (E∗i ).
Proof. (a) ⇒ (b). Let Ki ⊂ E∗i be the image by A∗i of the unit ball of the dual space Lk−1(E1, [i]. . ., Ek; X)∗ . Then, Ki ∈ CU∗ (E∗i )
(1 i  k). As in the proof of [2, Theorem 1], let
Di :=
∞⋂
j=1
(
jk−1Ki + j−1BE∗i
)
(1 i  k).
By Proposition 5(b) and (d), Di ∈ CU∗ (E∗i ). It is enough to show that∥∥A(x1, . . . , xk)∥∥ 1
whenever ‖xi‖Di  1 (1 i  k). Now, ‖xi‖Di  1 if and only if
xi ∈ D◦i =
[ ∞⋃
j=1
(
jk−1Ki + j−1BE∗i
)◦]◦◦
(see the proof of [17, Proposition 3.3.2]), since the set jk−1Ki + j−1BE∗i is absolutely convex and w∗ closed, for each j ∈ N.
By Proposition 7, it is enough to show that, for
xi ∈ Vi :=
∞⋃
j=1
(
jk−1Ki + j−1BE∗i
)◦
,
we have ‖A(x1, . . . , xk)‖ 1.
Let xi ∈ Vi (1 i  k). Then, there is ji ∈ N such that
xi ∈
(
jk−1i Ki + j−1i B E∗i
)◦
(1 i  k).
Clearly, ‖xi‖ ji (1 i  k). We can assume that j1 = max{ ji: 1 i  k}. Then,∥∥A(x1, . . . , xk)∥∥= ∥∥A1(x1)(x2, . . . , xk)∥∥

∥∥A1(x1)∥∥‖x2‖ · · · ‖xk‖
 ‖x1‖K1 jk−11
 1.
(b) ⇒ (c). Denoting by EDi the completion of the normed space Ei/⊥Di , let πi : Ei → EDi be the natural quotient map
onto Ei/⊥Di . By Proposition 2, πi ∈ U(Ei, EDi ). Deﬁne
Q
(
π1(x1), . . . ,πk(xk)
) := A(x1, . . . , xk) (xi ∈ Ei, 1 i  k).
To see that Q is well deﬁned, assume πi(xi) = πi(yi) (1 i  k). Then ‖xi − yi‖Di = 0 for 1 i  k. Therefore∥∥A(x1, . . . , xk) − A(y1, . . . , yk)∥∥

∥∥A(x1 − y1, x2, . . . , xk)∥∥+ ∥∥A(y1, x2 − y2, x3, . . . , xk)∥∥+ · · · + ∥∥A(y1, . . . , yk−1, xk − yk)∥∥
= 0.
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 C‖x1‖D1 · · · ‖xk‖Dk
= C∥∥π1(x1)∥∥ · · ·∥∥πk(xk)∥∥,
so Q is continuous on E1/⊥D1 ×· · ·× Ek/⊥Dk . Hence, Q has a continuous extension to ED1 ×· · ·× EDk , still denoted by Q .
Letting Si := πi (1 i  k), the assertion (c) is proved.
(c) ⇒ (a). Let Di := S∗i (BY ∗i ) ∈ CU∗ (E∗i ). For xi ∈ Ei ﬁxed, we have∥∥Ai(xi)∥∥= sup{∥∥Ai(xi)(x1, [i]. . ., xk)∥∥: x j ∈ BE j , j = i}
= sup{∥∥A(x1, . . . , xk)∥∥: x j ∈ BE j , j = i}
= sup{∥∥Q (S1(x1), . . . , Sk(xk))∥∥: x j ∈ BE j , j = i}
 sup
{‖Q ‖∥∥S1(x1)∥∥ · · ·∥∥Sk(xk)∥∥: x j ∈ BE j , j = i}
= sup{‖Q ‖‖x1‖D1 · · · ‖xk‖Dk : x j ∈ BE j , j = i}
= C‖xi‖Di .
Now, Proposition 3 implies Ai ∈ U .
(a) ⇒ (d). Recall that (E1 ⊗̂π · · · ⊗̂π Ek)∗ = Lk(E1, . . . , Ek). Since Ai ∈ U , the adjoint A∗i : Lk−1(E1, [i]. . ., Ek)∗ → E∗i takes
bounded sets into sets in CU∗ (E∗i ). A fortiori so does its restriction CiA : E1⊗̂π
[i]· · · ⊗̂π Ek → E∗i . Therefore, the mapping BiA
takes bounded sets of E1× [i]· · · ×Ek into sets in CU∗ (E∗i ).
(d) ⇒ (a). Since the unit ball of E1⊗̂π [i]· · · ⊗̂π Ek is the closed convex hull of BE1⊗
[i]· · · ⊗BEk [23, Proposition 2.2], CiA
takes the unit ball of E1⊗̂π [i]· · · ⊗̂π Ek into a set Ki ∈ CU∗ (E∗i ), by Proposition 5. The operator A∗i : Lk−1(E1, [i]. . ., Ek)∗ → E∗i
is w∗-to-w∗ continuous, so it takes the unit ball of the domain space into the weak-star closure of Ki , which belongs to
CU∗ (E∗i ), again by Proposition 5. By Proposition 3, Ai ∈ U . 
The equivalence (a) ⇔ (c) was obtained in [15] and, by interpolation techniques, in [7, Theorem 3.4]. The theorem was
obtained in [2] when U is the ideal of weakly compact operators and X = C.
With each polynomial P ∈P( k E, X) we associate an operator
P : E →P( k−1E, X)
given by P (x)(y) := P̂ (x, y, . . . , y) for all x, y ∈ E . Recall that the derivative of P is the polynomial
dP ∈P( k−1E,L(E, X))
deﬁned by
dP (x)(y) = kP̂ (x, . . . , x, y) (x, y ∈ E).
Corollary 9. Let U be a closed injective operator ideal, and let P ∈P( k E, X) be a polynomial. The following assertions are equivalent:
(a) the operator P : E →P(k−1E, X) belongs to U ;
(b) there are a set D ∈ CU∗ (E∗) and a constant C > 0 so that∥∥ P̂ (x1, . . . , xk)∥∥ C‖x1‖D · · · ‖xk‖D (x1, . . . , xk ∈ E);
(c) there are a set D ∈ CU∗ (E∗) and a constant C > 0 so that∥∥P (x)∥∥ C‖x‖kD (x ∈ E);
(d) there are a Banach space Y , an operator S ∈ U(E, Y ) and a polynomial Q ∈P( kY , X) so that P = Q ◦ S.
Moreover, if X = C, then the preceding assertions are also equivalent to:
(e) the derivative dP ∈P(k−1E, E∗) takes bounded sets of E into sets in CU∗ (E∗).
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the polynomial P .
(b) ⇒ (c) is obvious.
(c) ⇒ (b). Assume (b) does not hold. Then, we can ﬁnd sequences (xni )∞n=1 ⊂ E (1  i  k) such that ‖xni ‖D  1
(1 i  k, n ∈ N) and∥∥ P̂(xn1, . . . , xnk)∥∥ nk! (n ∈ N). (2)
Using the polarization formula [20, Theorem 1.10], we obtain
∥∥ P̂(xn1, . . . , xnk)∥∥ 1k!2k ∑
 j=±1
1ik
∥∥P(1xn1 + · · · + kxnk)∥∥
 C
k!2k
∑
 j=±1
1ik
∥∥1xn1 + · · · + kxnk∥∥kD
 Ck
k
k! sup
{∥∥xni ∥∥kD : 1 i  k, n ∈ N}
 Ck
k
k! . (3)
Combining (2) and (3), we get n Ckk for every n ∈ N, which is impossible. 
The proof of [16, Proposition 5] yields:
Proposition 10. Let C be a family of subsets of a Banach space F satisfying the assertions (a) through (d) of Proposition 5, replacing
in (b) the w∗ closure by the norm closure, and let f ∈H(E, F ). The following conditions are equivalent:
(a) each x ∈ E has a neighbourhood Vx so that f (Vx) ∈ C;
(b) there is a zero neighbourhood V ⊂ E so that f (V ) ∈ C;
(c) for every k ∈ N and each x ∈ E, we have dk f (x)(BE ) ∈ C;
(d) for every k ∈ N, we have dk f (0)(BE ) ∈ C .
We note that assertion (d) of Proposition 5 is only needed in the proof of (d) ⇒ (a).
Theorem 11. Let U be a closed injective operator ideal, and let f ∈Hb(E). The following assertions are equivalent:
(a) the derivative df : E → E∗ takes bounded sets of E into sets in CU∗ (E∗);
(b) there are a Banach space Y , an operator S ∈ U(E, Y ) and a function g ∈Hb(Y ) such that f = g ◦ S.
Proof. (a) ⇒ (b). Let f =∑ Pk be the Taylor series expansion of f around 0. Then df =∑dPk . If df takes bounded sets
of E into sets in CU∗ (E∗), then so does dPk for all k (Proposition 10). By Corollary 9, there are Banach spaces Yk , operators
Sk ∈ U(E, Yk) and polynomials Qk ∈P( k Yk) so that Pk = Qk ◦ Sk . Proceeding as in the proof of [15, Theorem 8], we get the
desired result.
(b) ⇒ (a). Suppose f = g ◦ S , with S ∈ U . By the chain rule,
df (x) = dg(S(x)) ◦ S = S∗ ◦ dg(S(x)) (x ∈ E),
so the following diagram is commutative:
E
S
df
E∗
Y
dg Y
∗
S∗
Since g ∈Hb(Y ), dg is also of bounded type, by Cauchy’s inequality (see the proof of [2, Theorem 5]). Hence, df takes
bounded sets of E into sets in CU∗ (E∗). 
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Properties of operator ideals
Operator ideals Properties
(Weakly) compact Closed, injective, and surjective
Completely continuous Closed and injective
Unconditionally converging Closed and injective
Rosenthal Closed, injective, and surjective
Banach–Saks Closed, injective, and surjective
Limited Closed and surjective
Grothendieck Closed and surjective
3. Examples
In order to give examples to which Theorem 11 may be applied, we recall that an operator T ∈ L(E, F ) is (weakly)
compact if T (BE ) is a relatively (weakly) compact subset of F ; T is completely continuous if it takes weakly convergent
sequences of E into convergent sequences of F ; T is Rosenthal if every sequence in T (BE ) has a weak Cauchy subsequence,
in other words, T (BE ) is a Rosenthal set; T is unconditionally converging if it takes weakly unconditionally Cauchy series of E
into unconditionally convergent series in F .
A subset D ⊂ E∗ is an (L)-set [12] if, for each weakly null sequence (xn) ⊂ E , we have
lim
n
sup
φ∈D
∣∣〈xn, φ〉∣∣= 0. (4)
An operator T ∈ L(E, F ) is completely continuous if and only if T ∗(BF ∗ ) is an (L)-set in E∗ (see [5, Lemma 4] and
[14, Proposition 3.2]).
A subset D ⊂ E∗ is a (V )-set [21] if, for each weakly unconditionally Cauchy series ∑ xn in E , the relation (4) holds. An
operator T ∈L(E, F ) is unconditionally converging if and only if T ∗(BF ∗) is a (V )-set in E∗ [5, Lemma 4].
A subset A ⊂ E is limited [6] if, for every weak-star null sequence (φn) in E∗ , we have
lim
n
sup
x∈A
∣∣〈x, φn〉∣∣= 0.
An operator T ∈L(E, F ) is limited if T (BE ) is a limited subset of F .
A subset A ⊂ E is a Grothendieck set if, for every operator T ∈ L(E, c0), T (A) is relatively weakly compact. An operator
T ∈L(E, F ) is a Grothendieck operator if T (BE ) is a Grothendieck set [11].
A subset A ⊂ E is a Banach–Saks set [19, Section 3] if every sequence (xn) ⊂ A has a subsequence (xnk ) such that the
sequence of arithmetic means(
1
m
m∑
k=1
xnk
)∞
m=1
is norm convergent. An operator T ∈L(E, F ) is a Banach–Saks operator if T (BE ) is a Banach–Saks set.
For a thorough study of different classes of sets in Banach spaces and their relation to operator ideals, the reader is
referred to [4].
The above mentioned classes of operators are, in fact, ideals which have the properties listed in Table 1 (see [16] and
references therein).
Corollary 12. Let f ∈Hb(E) be a holomorphic function of bounded type. Then the assertions on each row of Table 2 are equivalent.
Proof. It is enough to apply Theorem 11 to the injective ideal U of (weakly) compact, completely continuous, or uncon-
ditionally converging operators, or to the dual ideal Ud (also injective), when U is the ideal of Rosenthal, Banach–Saks,
limited, or Grothendieck operators.
We give the details in some particular cases. The others are dealt with similarly.
(a) Let U be the ideal of operators with Rosenthal adjoints. Assume that, for every bounded set B ⊂ E , we have that
acow∗(df (B)) is a Rosenthal set in E∗ . Let
C(E∗) := {A ⊂ E∗: acow∗(A) is a Rosenthal set}.
By Proposition 6, we have
C(E∗) = CU∗ (E∗),
so df (B) ∈ CU∗ (E∗). By Theorem 11, there are a Banach space Y , an operator S ∈ U(E, Y ) (that is, S∗ is Rosenthal), and
a function g ∈Hb(Y ), such that f = g ◦ S .
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Factorization of holomorphic functions
For each bounded set B ⊂ E , we have: f = g ◦ S with:
df (B) is relatively compact S compact
df (B) is relatively weakly compact S weakly compact
df (B) is an (L)-set S completely continuous
df (B) is a (V )-set S unconditionally converging
acow∗(df (B)) is a Rosenthal set S∗ Rosenthal
acow∗(df (B)) is a Banach–Saks set S∗ Banach–Saks
acow∗(df (B)) is a limited set S∗ limited
acow∗(df (B)) is a Grothendieck set S∗ Grothendieck
Conversely, if f = g ◦ S with g and S as above, by Theorem 11, df (B) ∈ CU∗ (E∗) for every bounded set B ⊂ E . By
Proposition 5(b),
acow∗
(
df (B)
) ∈ CU∗ (E∗)
and, by the deﬁnition of CU∗ (E∗), the set acow∗(df (B)) is Rosenthal.
(b) Let U be the ideal of (weakly) compact operators. Assume that, for every bounded set B ⊂ E , we have that df (B) is
a relatively (weakly) compact set in E∗ . Then there exist a Banach space G and a (weakly) compact operator T ∈ L(G, E∗)
such that
df (B) ⊆ T (BG ) ⊆ T ∗∗(BG∗∗) ⊆ E∗.
Since T ∗ is (weakly) compact, we have, by the deﬁnition of CU∗ (E∗), that
df (B) ∈ CU∗ (E∗),
and the proof proceeds as in (a).
(c) Let U be the ideal of completely continuous operators. Assume that, for every bounded set B ⊂ E , we have that df (B)
is an (L)-set in E∗ . By [14, Proposition 3.5], there are a Banach space F and a completely continuous operator T ∈ L(E, F )
such that df (B) ⊆ T ∗(BF ∗ ). By the deﬁnition of CU∗ (E∗), we have that
df (B) ∈ CU∗ (E∗),
and the proof proceeds as in (a). 
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