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Abstract
Most existing saliency models use low-level features or
task descriptions when generating attention predictions.
However, the link between observer characteristics and
gaze patterns is rarely investigated. We present a novel
saliency prediction technique which takes viewers’ identi-
ties and personal traits into consideration when modeling
human attention. Instead of only computing image salience
for average observers, we consider the interpersonal vari-
ation in the viewing behaviors of observers with different
personal traits and backgrounds. We present an enriched
derivative of the GAN network, which is able to generate
personalized saliency predictions when fed with image stim-
uli and specific information about the observer. Our model
contains a generator which generates grayscale saliency
heat maps based on the image and an observer label. The
generator is paired with an adversarial discriminator which
learns to distinguish generated salience from ground truth
salience. The discriminator also has the observer label as
an input, which contributes to the personalization ability
of our approach. We evaluate the performance of our per-
sonalized salience model by comparison with a benchmark
model along with other un-personalized predictions, and il-
lustrate improvements in prediction accuracy for all tested
observer groups.
1. Introduction
Humans have developed the ability to select target ar-
eas to look at given a visual scene. When confronted by
a clustered visual stimulus, people tend to direct their eye
movements towards the locations that attract their attention
the most. In this way, the most relevant objects of an im-
age are brought to the central part of the retina, and it be-
comes feasible for the human brain to process and interpret
detailed scenes in real time. Therefore, the development
of computational models of visual attention have attracted
much interest. Numerous techniques have been developed
with the goal of understanding, modeling and predicting
where people look at in visual scenes, as this capability
may find applications in a wide range of real-world tasks,
such as advertising design, product marketing, surveillance,
real-time robotic vision systems and human-machine inter-
action. Most basic attention models use low-level features
such as orientation and illuminance in constructing image
salience predictions [10]. Koch and Ullman’s feed-forward
neural model was the pioneering work in attention mod-
eling [12], and many other models have been developed
since then. In particular, one important viewpoint, which
is the top-down modulation of attention, has been explored
by many researchers [5]. Itti and Koch proposed an atten-
tion model that modulates low-level feature maps accord-
ing to the visual-task [9]. This two-component framework,
which includes the bottom-up and top-down attention, has
inspired many developments in the field of saliency map
computation. However, recent publications in the field of
neuroscience have suggested that reward plays an important
role in the selection of attention. Even though early work in
the field of attention modeling were based on a framework
including only top-down and bottom-up factors, Chelazzi
et al. proposed in their work that the reward-associated or
value-associated stimuli that people have experienced pre-
viously may have a lasting and generalized impact on the
human attention system [3]. Christian et al. took this idea
a step further by proposing a three-component attentional
model, which combines low-level features, task-specific
motivations and value driven priorities [11]. By reward-
ing their participants for selecting certain targets during the
training phase of their experiment and observing the sub-
sequent behaviors of the participants in the testing phase,
Chelazzi and colleagues showed that human attention can
be shaped significantly via reward-based learning. In other
words, where people are more likely to look at can be af-
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fected by the value judgements that they learned from past
experience. This novel concept of value modulation of at-
tention is missing in traditional saliency models, which in-
clude only low-level feature-based and task-based compo-
nents. The lack of consideration for value-driven factors
is a shortcoming for current saliency models, which focus
only on the visual stimuli and tasks when analyzing atten-
tion. However, in general, people have specific individual
characteristics and personal values which influence their at-
tentional allocation in ways that differ from person to per-
son. Clearly, the traditional saliency models that ignore
the role of value-driven attentional processing in the hu-
man brain are insufficient to accurately predict salience for
a given individual, as these models are not able to take in-
dividual variations into consideration and generate person-
alized saliency predictions. Thus, our goal is to construct
an attention model that can compute image saliency taking
individual variations into consideration. Recent work [17]
has attempted to use deep learning methods to make person-
alized saliency predictions, however, our proposed method
has some significant advantages. First, no extra data gen-
eration step is required by our method. All of the eye fixa-
tion data that we use for training are taken from pre-existing
datasets. We do not need to purposely construct a modified
dataset for saliency personalization tasks. It is possible in
our approach to apply the trained network by replacing the
training eye fixation data with any other eye fixation predic-
tions generated from any state-of-the-art saliency model to
generate personalized saliency maps. In addition, we only
use a simple encoding method to represent viewer identity
information during training without needint to conduct a de-
tailed survey for information collection. Last but not least,
our method is effective for performing prediction tasks in
different contexts. Not only it can generate personalized
gaze predictions for natural image stimuli, it can also gen-
erate personalized gaze predictions given images containing
text-only content.
We demonstrate our proposed method on two quite dif-
ferent datasets. One dataset provides eye tracking data of
viewers belonging to different age groups [1], looking at
images of natural scenes. By comparing the performance of
older adults to the performance of young children, scientists
using this dataset were able to confirm that older adults dis-
play a more explorative viewing performance than do chil-
dren. Their fixations are more spread-out over each image
stimulus, and their saccades are of lower amplitude com-
pared to the performance of younger children. The other
dataset, named GECO, the Ghent Eye-Tracking Corpus,
also demonstrates a difference in viewing behaviors of two
groups of participants [4]. The eye-tracking data was col-
lected by hiring Dutch-English bilinguals and asking them
to read half of a novel in their first language, and the other
half in their second language. The results showed that the
Figure 1. Comparison of eye tracking data collected during mother
tongue (L1) reading versus second language (L2) reading. Start-
ing from the left, the first column shows the eye fixation heat
maps recorded for L1, with the corresponding reading material
presented in the second column. The third column shows the eye
fixation heat maps generated for L2, and the corresponding read-
ing material is presented in the fourth column.
difference in eye fixation patterns from mother tongue to
non-mother tongue reading is very similar to the changes in
reading patterns from child to adult reading. More specif-
ically, people display more fixations and shorter saccades
when changing to non-mother tongue reading. Figure 1
shows some ground truth eye fixation heat maps generated
from the GECO dataset, along with the corresponding read-
ing material. It can be observed that, in general, when peo-
ple are reading in their mother tongue (L1), the ground truth
eye fixation heat maps display much less fixation points and
fixation durations compared to the L2 case where people are
reading in their second language.
These findings strongly suggest that attention can be
modulated by observers’ backgrounds and past experiences.
1.1. Proposed Method
Our proposed method is designed to model the variations
of viewing behaviors displayed among different groups of
observers. When viewers are looking at similar visual stim-
uli, we hypothesize that their attention allocation is modu-
lated by their subconscious value-driven signals developed
through their past experiences and cultural biases. As a con-
sequence, the eye fixation heat maps depend on not only
the image stimuli, but also distinguishing information of
each individual viewer. For example, for a certain group
of people, some locations in a scene may get high saliency
whereas they may be unattended in another group of people.
Thus, we assume that, in attempting to produce highly accu-
rate saliency predictions, a saliency model needs to consider
both the displayed visual stimuli and various characteristics
of viewers. Figure 2 shows some examples of saliency pre-
Figure 2. From the left, the first column shows examples of ML-
NET saliency predictions. The second column is the ground truth
eye fixation heat maps for the elder viewer group. The third col-
umn is the ground truth eye fixation heat maps for the younger
viewer group. The corresponding image stimuli are listed in the
fourth column.
dictions generated by MLNET, a state-of-the-art saliency
model (according to the MIT saliency benchmark). This
network is trained over a large population of viewers, of
different ages. However, when compared with the ground
truth fixation heat maps for younger children from the Age
Study dataset, it can be seen clearly that MLNET performs
poorly in generating gaze patterns that represent the viewing
characteristics of younger children observers. To improve
on the prediction capability of existing saliency methods,
we need to incorporate viewers’ identity information into
our model and use it to fine-tune and provide personalized
saliency predictions.
Although creating a fresh saliency model from scratch,
training only on the population subset of interest, is an op-
tion, we choose to use and benefit from a pre-trained neural
networks when designing our model. This has the advan-
tage of saving on training time, and the ability to use a larger
training set from a large population. However, we need to
have some way of augmenting this pre-trained network to
provide the personalization. To do this modification, we
feed the output of the pre-trained network into a modified
conditional Generative Adversarial Network (GAN) (see
Section 2). This produces a network that is able to gen-
erate personalized saliency predictions given visual stimuli
and viewers’ identities. Our augmented network contains
a generator which performs an image translation task. It
takes the input image pixels at one end, and produces, at
the other end, an output image corresponding to the de-
sired saliency prediction. Using the remarkable concept of
the traditional GAN, our generator is combined with a dis-
criminator. The discriminator’s task is to distinguish fake
salience maps from real salience maps. The generator will
later sense the answer backpropagated from the discrimi-
nator and become better at generating appropriate saliency
maps. The network has multiple inputs, the first of which
is the RGB image that we give to the input layer of the
generator. For the example of the Age Study dataset, the
input RGB image uses one channel to encode a grayscale
version of the displayed image stimulus and uses another
channel to encode a heat map containing (during training)
ground truth heat maps or (during testing) heat maps gen-
erated by the ML-NET salience algorithm, for image data
collected from both the younger and elder viewer groups.
in the case of the GECO dataset, the input RGB image uses
one channel to encode a grayscale image containing an im-
age of a page of printed text corresponding to the part of
novel read by the participants, and uses another channel
to represent gaze fixations assuming people look at each
word uniformly and independently of the readers’ identi-
ties and reading habits. The label information that indicates
the group that each viewer belongs to (e.g. young or old,
or native language vs. second language) is encoded as a
tensor. This information is injected into an interior layer
of the generator and discriminator. The discriminator, built
following the generator, not only takes as input candidate
salience map to discriminate, but also has the viewer’s la-
bel information injected into its structure. According to the
traditional concept of the discriminator in GANs, the dis-
criminator needs to deal with both the “fake image” case
and the “real image” case. For our network, in the case of
“real image”, the image patch fed into the input layer of
the discriminator is an image combining the input that we
injected to the first layer of the generator and the ground
truth personalized fixation heat map. In the case of a “fake
image”, the ground truth personalized fixation map will be
replaced by the output image generated by the generator. In
the architecture described above, the generator has the vi-
sual stimuli, non-personalized version of gaze fixations and
label information mixed together as its input. Therefore, by
conditioning on the label and with the help of the discrim-
inator, the generator learns to generate more personalized
saliency predictions shaped by viewers’ identities.
2. Related Work
Many issues in computer vision and image generation
can be represented by problems consisting in translating an
input image into an output image while meeting some speci-
fied requirements. In the literature, it can be found that auto-
matic generation of desirable output images can be accom-
plished with deep learning techniques given enough training
data. Taking convolutional neural nets (CNNs) as an exam-
ple, by telling the network to minimize a designing loss,
it can generate output images that become more and more
similar to the ground truth images [19, 14]. A generative
model that is solely based on CNN often has the shortcom-
ing of producing blurred results, caused by the CNN mini-
mizing a loss function by averaging all plausible outputs [8].
Generative Adversarial Networks (GANs), a type of more
sophisticated generative models, can satisfy the goal of pro-
ducing less blurring and more realistic images [6]. While
training a generator along with training a discriminator that
learns to distinguish a real image from a fake image at the
same time, the quality of the output images can be greatly
improved. Deep Convolutional GANs (DCGAN) improve
upon the original GAN structure, by replacing pooling lay-
ers with convolutional layers and implementation of batch
normalization. The DCGAN can generate high-resolution
images [15]. Since the main focus of our study is to imple-
ment a network that can model attention according to the
observers’ characteristics, it would be highly desirable if the
network can receive as input some extra label information
indicating the groups that the observers belong to and gen-
erate output images accordingly to the label information.
This leads us to using Conditional GANs, which are able to
use extra conditional information in the input and generate
more specific samples, as our basic network [13]. A condi-
tioning label is fed into the network as input. The model is
then trained to generate images while having both the gen-
erator and discriminator conditioned on this label. In this
way, the network learns to exploit both the input pixels and
the data y when generating output images. An improved
version of the Conditional GAN approach is the StackGAN
[18], which is constructed by pipelining two GAN struc-
tures. The first GAN generates images with low-resolution.
The second GAN acts as a refinement process. It takes the
results generated from the first GAN and generates images
with more details and higher resolution by making use of
the input data y. It is worth noting that the second stage
GAN, which uses the low-resolution images and the label
information together in its generator and discriminator, is an
efficient strategy to produce higher resolution images which
meet the requirement dictated by the label information.
3. Architecture and Training
When eye tracking data are collected from observers
looking at various image stimuli, their viewing behaviors
are mainly affected by the different visual stimuli that are
presented to them. However, the behaviors are also modu-
lated by participants’ personal characteristics. Thus, as our
goal is to enable our network to predict salient regions that
are personalized for different viewer categories, instead of
training the network using solely the stimuli pixels, we also
need to consider the complementary information, which is
the label information indicating viewers’ characteristics. In
the case where the ground truth heat maps containing the
eye fixation data of all population are available, we can ben-
efit from this information for training, since we assume that
the final personalized heat maps will be a fine-tuned version
of the population fixation heat maps. The architecture of our
network contains a generator and a discriminator, following
the concept of GANs. More specifically, we adapted our
Figure 3. Composition of the generator network. The generator
ends with a Tanh activation (Act). In this way, we use the out-
put of the Tanh activation layer to generate personalized saliency
predictions.
network from the Conditional GAN and StackGAN archi-
tectures. Details of the architecture and key features will be
discussed below.
3.1. Generator
As shown in Figure 3, our generator has an encoder-
decoder architecture. The encoder part consists of modules
of the form Convolution-Relu-BatchNormalization. All
convolutions use ReLU activations to provide non-linearity
for our network. Batch normalization is applied after ev-
ery convolutional layer [7] in order to accelerate training.
The generator takes two inputs. One input is an RGB im-
age of size (3 x 256 x 256), with the R channel encoding
the (grayscale) image stimulus, the G channel encoding the
population fixation heat map and the B channel set to all
zero. We found that combining the input elements in this
way improved the training over just simple concatenation.
This RGB image is fed into the input convolutional layer of
the encoder. The other input is the label information rep-
resenting the viewer groups (e.g. young vs. old or native
language vs. second language depending on the specific ap-
plication). The (binary) label is extended by simple copying
to all elements in a (64 x 64 x 64) tensor, which is injected
into the interior of the network by concatenation with the
64x64 level of the encoder. This spatial dimension is deter-
mined based on empirical observation. If we use a smaller
spatial dimension and inject the label information too early
into the generator, the network will have difficulty in train-
ing the first few layers of the network, since these layers are
supposed to extract some low-level features from the im-
age stimuli independently of the label information. How-
ever, it is also inadequate to inject the label information too
late. It has been observed that injecting the label informa-
tion into the last convolutional layer of the generator will
inhibit the generator from including the label information
during its encoding process. Since we focus here only on
the Age Study and GECO datasets, we chose to solely con-
sider two possibilities when encoding the label information.
A (64 x 64 x 64) dimensional tensor with all zeros repre-
sents the younger viewer group for the Age Study and a
tensor with all ones represents the elder group. As for the
GECO dataset, a (64 x 64 x 64) dimensional tensor with
all zeros represents the native language reading case, and a
tensor with all ones represents the non-mother tongue read-
ing. Our input RGB image is fed into the encoder through
a series of convolutions until it has a size suitable for being
concatenated with the (64 x 64 x 64) label information ten-
sor. After the last layer of the encoder, the feature maps are
of the size (512 x 1 x 1). The decoder part of the genera-
tor consists of modules of the form Deconvolution-ReLU-
BatchNormalization. Five dropout layers, which randomly
drop 20 percent of the input units, are inserted after the
batch normalization layers to improve learning. It should
be noted that we also implemented the U-Net architecture
mentioned in [8]. Mirrored layers in the encoder and de-
coder are merged via our decoder implementation, and the
activations from those layers are connected during training.
The generator ends with a Tanh activation. In this way, we
use the output of the Tanh activation layer to generate the
personalized saliency prediction. Figure 4 provides an il-
lustration of the generator architecture.
Figure 4. Overall architecture of the generator.
Figure 5. Composition of the discriminator network. Two Max-
Pooling (MP) layers are used in the first two convolution modules
to reduce the size of the output. All the activation (Act) functions,
except the last one, consist of Tanh activations. The output of the
last convolutional layer is followed by a sigmoid activation (Act)
to produce the final output.
3.2. Discriminator
As shown in Figure 5, our discriminator consists of sev-
eral layers that mainly implement four convolution mod-
ules in sequence. The first two modules are of the
form Convolution-BatchNormalization-Activation (Tanh)-
MaxPooling. Two pooling layers of pooling size (2 x 2)
are used to reduce the size of the output. Then the last two
modules are of the form Convolution-BatchNormalization-
Activation (Tanh). Finally, the output of the last convolu-
tional module is followed by a sigmoid activation, which
allows the discriminator to produce its output result. The
discriminator is also fed with two inputs. At its input layer,
Figure 6. Overall architecture of the discriminator.
it receives as input an RGB image. It consists of the RGB
pixels fed to the generator concatenated with a saliency heat
map. According to the concept of “real” and “fake” saliency
map cases for the discriminator, the “fake” case corresponds
to the situation when the prediction generated by the gener-
ator is chosen as the saliency heat map. As for the “real”
case, we chose the ground truth personalized fixation heat
map as the concatenated saliency heat map. The other input
is the (64 x 64 x 64) label information tensor. It is merged
with the third module of the discriminator, which has an
output shape that is suitable for being concatenated with the
(64 x 64 x 64) label tensor. Figure 6 provides an illustration
of the discriminator architecture.
3.3. Training
The proposed network is implemented using Keras. It
is well known that Conditional GANs, different than GANs
which learn to generate the desirable output image from a
random noise vector, are trained to learn a mapping from
the random noise vector combined with a complementary
input to the desired output image. Furthermore, as stated in
[8], when doing image translation using Conditional GAN,
the random noise vector can be removed and replaced sim-
ply by dropout layers in the architecture. Thus we chose
to implement our network and the loss functions without
considering the random noise vector. In this way, the dis-
criminator, whose task is to classify between real and fake
pairs, uses the following binary cross entropy loss as its loss
function:
LD = Ex,v,y[logD(x, v, y)]+
Ex,v([1− logD(x, v,G(x, v))] (1)
In Equation 1, v is the user label, x in the input RGB, y
is the real personalized ground truth heat map. As for the
generator, since it is stated in [14] that mixing the GAN ad-
versarial loss with another standard content loss such as Eu-
clidean loss can improve training of deep neural networks,
we choose to use the L1 distance as the additional loss and
combine it with the adversarial loss described by Equation 1
KL SSIM
All population eye fixations
against ground truth for seniors 3.84 0.52
Saliency personalized for seniors 2.49 0.62
All population eye fixations
against ground truth for juniors 6.00 0.47
Saliency personalized for juniors 2.27 0.66
Table 1. KL-divergence and SSIM scores for the prediction perfor-
mance of eye fixations including all population vs. personalized
saliency predictions.
to construct the overall loss function for our generator. The
L1 distance is designed to measure the difference between
the generator’s output and the ground truth personalized fix-
ations. Therefore, the overall loss function for our generator
is defined as:
LG = LD + λL1(G) (2)
We set the value of λ to 0.01, based on our observation
from experiments and on the analysis made in [8], which in-
dicates that, when the L1 loss is weighted 100 times larger
than the GAN loss, there are fewer artifacts produced as
the output of the generator. All layers of the network need
to be trained from scratch. Weights are randomly initial-
ized using a uniform distribution between −0.05 to 0.05.
We always reserve 20 percent of the total images for test-
ing. The network is trained by updating the weights of the
generator and the discriminator in alternation. The GAN
cross-entropy loss is backpropagated to the discriminator
to update its weights. Then, by keeping the discriminator
weights constant, we combine the cross-entropy loss with
the L1 loss and backpropagate this error to update the gen-
erator weights. Minibatches of two samples per batch is
used for training. The RMSProp optimizer is used to opti-
mize both the generator and the discriminator, with a learn-
ing rate of 0.001, a decay rate of 0.9, a momentum of 0 and
an  of 1 × 10−6. Dropout layers and batch normalization
are used in our network to accelerate convergence as men-
tioned above.
4. Evaluation and Discussion
When our personalized saliency model is applied to
the Age Study dataset, since our generated output images
need to be compared against our ground truth saliency heat
maps, we considered several evaluation metrics that are
the methods of choice in the saliency modeling literature.
Among them, we selected four popular evaluation metrics:
Area Under the ROC Curve (AUC), Normalized Scan-path
Saliency (NSS), KL-divergence (KL) and Structure Simi-
larity (SSIM) [2, 16].
When the Age Study dataset is used to train our saliency
AUC NSS KL SSIM
MLNET (S) 0.73 0.90 8.75 0.25
Personalized saliency (S) 0.74 1.08 6.73 0.41
MLNET (J) 0.75 1.08 10.69 0.24
Personalized saliency (J) 0.76 1.15 8.13 0.47
Table 2. Evaluation scores for MLNET saliency predictions vs.
personalized predictions generated using our model on test sets.
The scores for the saliency predictions applied on the senior group
(S) are presented in the first two rows. The scores for the saliency
predictions applied on the junior group (J) are presented in the last
two rows.
MSE
Non-Personalized Saliency (L1) 2.55
Non-Personalized Saliency (L2) 2.53
Personalized Saliency (L1) 1.70
Personalized Saliency (L2) 1.71
Table 3. MSE evaluation scores obtained on test sets. The first two
rows show the results obtained from the comparison between non-
personalized eye fixations and the ground truth for both the native
reader (L1) and second language reader (L2) cases. The last two
rows show the results obtained from the comparison between the
generated saliency heat maps and the ground truth for both L1 and
L2 cases.
personalization model, general eye fixation heat maps from
the overall population are fed into the network as input, and
the network is expected to produce age-related grayscale
saliency predictions. Therefore, we used KL and SSIM,
which are reported in Table 1, to demonstrate the ability
of our model to generate personalized saliency maps ac-
cordingly to the observers’ age information. The results
show that the personalized saliency maps provide an im-
proved prediction for both age groups. Evaluated against
the ground truth age-specified eye fixations, the prediction
performance of our personalized saliency maps consistently
outperforms the performance of the eye fixation heat maps
involving the overall population.
Although the ground truth eye fixations involving the
overall population are fed into our network as input dur-
ing training, for the post-training application of the network
typically we will not have the actual (population) heat map.
Therefore, in attempt to test the usefulness of our design
and verify whether the training result is applicable for solv-
ing practical saliency prediction issues, during the testing
phase, we feed our network with the saliency heat maps
produced by MLNET as the input population eye fixation
ground truth. We chose the MLNET saliency model as
it was (at time of writing) one of the state-of-the-art deep
learning based salience methods. Other methods could also
be used, as long as they are trained on databases repre-
sentative of the population. Table 2 compares the predic-
Figure 7. Saliency maps generated from our model. From the left,
the first column is the output of our network when taking image
stimuli along with the label indicating “younger viewer group”
as inputs. The second column is the output generated when the
injected label indicates “elder viewer group”. The last column
presents the corresponding image stimuli. We set all the heat maps
and stimuli images to the size of (256 x 256) for the training and
testing of our network.
tion performance of our personalized saliency model with
the MLNET saliency map as input using AUC, NSS, KL-
divergence and Similarity metrics respectively. The results
show that our network successfully produces saliency pre-
dictions that are personalized with observers’ characteris-
tics, and the improvements of saliency prediction accuracy
are observed in both the senior and junior age groups.
To investigate the significance of our contribution to per-
sonalizing saliency predictions, we examined the generated
outputs belonging to different age groups in a more visual
way. By human inspection, it can be seen clearly in Figure 7
that the saliency predictions generated for the younger ob-
server group are fine-tuned to be more condensed and cen-
tralized. However, the saliency predictions generated for
the elder observer group are more spread out and smooth.
Those observations are consistent with the findings reported
in the Age Study paper [1].
To evaluate the performance of our network to predict
eye fixations during text reading for the GECO dataset, we
used the standard metric, MSE, to evaluate the prediction
performance of our generated eye fixation heat maps. In
Table 3, the first two rows show the results obtained by com-
paring the non-personalized eye fixation heat maps against
the ground truth for both the native speaker (L1) and second
language (L2) reading contexts. These scores are obtained
by assuming that the readers land their eyes uniformly at
the center location of each word presented in an image.
By comparing these scores with the scores presented in the
third and fourth rows, we see that our model is able to pro-
Figure 8. Saliency heat maps generated by using four different
types of inputs. From the left, the first column is the results gener-
ated when images containing Dutch words along with label “L1”
are fed into network. The second column is produced when images
containing Dutch words are fed into network along with a wrong
label indicating “L2”. The third column is produced when using
images containing English material along with a correct label in-
dicating “L2”. The fourth column is produced when using images
containing English material along with a wrong label indicating
“L1”.
duce personalized saliency heat maps with higher prediction
accuracy. Also, it can be observed in Figure 8 that when
our network is fed with label L1, the predicted saliency
heat maps show a viewing pattern with higher skipping rate;
however, when fed with label L2, there are more fixation
points and they are more spread out over the images. This
observation is in agreement with the conclusions stated in
[4], thus this shows that the saliency predictions produced
by our network are well adjusted to the input label.
5. Conclusion
We developed a Deep Convolutional Generative Ad-
versarial Network (DCGAN) for generating personalized
saliency predictions without any extra information collec-
tion or data construction operations. Our model combines
user-specific information with image stimuli to predict gaze
patterns that can be adjusted to various observers’ back-
grounds and viewing contexts. Both quantitative and qual-
itative results demonstrated the effectiveness of our pro-
posed approach for producing highly accurate saliency pre-
dictions in the case of personalization based on age or na-
tive language. The personalized training result of the net-
work could be useful for other related tasks such as person-
ality classification and language aptitude evaluation. Since
the GAN approach and its derivatives have been extensively
explored in the past few years in the field of computer vi-
sion, we believe that the introduction of personalized fea-
tures into the GAN-based model, along with the adaptabil-
ity of our model to a variety of viewing contexts, will bring
more research possibilities in the attention field and lead to
a greater range of application areas.
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