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Abstract
In finite dimensions, controllability of bilinear quantum control systems can be decided quite easily
in terms of the “Lie algebra rank condition” (LARC), such that only the systems Lie algebra has to be
determined from a set of generators. In this paper we study how this idea can be lifted to infinite dimensions.
To this end we look at control systems on an infinite dimensional Hilbert space which are given by an
unbounded drift Hamiltonian H0 and bounded control Hamiltonians H1, . . . ,HN . The drift H0 is assumed
to have empty continuous spectrum. We use recurrence methods and the theory of Abelian von Neumann
algebras to develop a scheme, which allows us to use an approximate version of LARC, in order to check
approximate controllability of the control system in question. Its power is demonstrated by looking at some
examples. We recover in particular previous genericity results with a much easier proof. Finally several
possible generalizations are outlined.
1 Introduction
One of the most fundamental, mathematical questions in quantum control theory is controllability: can one reach
a particular target state, or implement a particular unitary gate (unitary operator) by manipulating a given set of
control vector fields (controls Hamiltonians). For closed quantum systems modeled on finite dimensional Hilbert
spaces this question can be answered in a very systematic way using appropriately assigned Lie subalgebras and
the Lie-algebra rank condition (LARC) [SJ72; JS72; Bro72; Bro73; DH08]. The only mathematical desideratum
are efficient ways to determine a Lie algebra from its generators. In this area, symmetry based techniques led
to quite complete solutions for spin systems and lattice Fermions [ZS11; Zim+14; Zim+15; ZZ15].
Moving from finite to infinite dimensions makes the situation substantially more difficult. One may compare
it to changing from ordinary to partial differential equations. A fundamental observation is that (in general)
exact controllability becomes impossible and has to be replaced by an approximate version [BMS82]. In other
words, states or unitary operators can usually not be reached exactly but, if at all, only approximately (within
a given topology). Even with this generalization challenging difficulties remain.
One way of addressing them is to take the PDE picture seriously by casting the Schro¨dinger equation into
the standard framework of PDE control and asking whether a wave function is approximately reachable from a
given initial state. Virtually all studies on infinite dimensional quantum systems treat the controllability problem
within this wave function picture. Among the methods used are adiabatic evolution [AB05; Bos+12b; Bos+15a],
Lyapunov methods [MRT05; Ner09; Ner10; NN12; MN14], applications of the Nash-Moser implicit function
theorem [Bea05; BC06], and finally Lie algebraic methods in connection with finite dimensional subspaces
which are either invariant [BRB03; Ran+04; YL07; BBR10; KZS14; HK17; HK18] or, in an appropriate way,
approximately invariant [Cha+09; Bos+12a; Cha12; BCS14; Bos+15b; PS15a; PS15b; CS16]. While most of the
work is dedicated to systems the Hamiltonians of which possess a discrete spectrum, one of the few exceptions
is [BCR10].
Yet there is an alternative point of view: we can look at the outlined control problem as part of operator
theory, where we are no longer interested in states (represented by wave functions or density operators) but
rather in the operator lift in terms of the structure of the underlying groups (and semigroups) generated by
the unitary operators one can reach approximately from the identity operator 1I . Closely related is again a Lie
algebraic picture, now in terms of Banach-Lie algebras consisting of bounded operators and being generated –
possibly in an indirect way – by the Hamiltonians of the system. The central task is to establish an appropriate
generalization of the LARC and to discuss the limitations, arising from infinite dimensions.
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The purpose of this paper is to make first steps into this direction. To this end we present in Section 2
a general setup, together with a candidate for an approximate version of LARC in infinite dimensions. There
are two technical problems connected to the implementation of this new definition (cf. Problem 1 and 2 in
Sect. 2 below). In general they block a straightforward application of the new condition within controllability
proofs. In the special case of a control system where only the drift Hamiltonian H0 can be unbounded (and
the control Hamiltonians H1, . . .HN are bounded), with a spectrum consisting only of (not necessarily isolated)
eigenvalues we will show that both problems can be avoided or circumvented. This will happen in Sects.3 and 4.
Crucial roles in this context are played by recurrence methods (Sect. 3) and the theory of Abelian von Neumann
algebras (Sect. 4). Within the described limitations of the systems under consideration the new techniques allow
a wide range of approximate controllability proof just by calculating commutators between bounded operators.
The only two ingredients which are new – compared to finite dimensions – are strong convergence arguments
(which are usually easy to handle), and some spectral analysis of the unbounded drift H0 (depending on H0
this can of course be difficult). In Sect. 5 the new scheme is demonstrated by recovering earlier results from
[Bos+12a; BCS14; CS18] with a much easier proof. For systems where our assumptions fail (e.g. if some of the
control Hamiltonian are unbounded, too), generalizations of the proposed schemes are necessary. Some possible
directions are outlines in Sect. 6. The paper closes with an outlook in Sect. 7.
2 Setup
Let us start with a separable Hilbert space H, the corresponding von Neumann algebra B(H) of bounded
operators, the group U(H) of unitary elements of B(H), and its Lie algebra u(H) consisting of bounded, anti-
selfadjoint operators. We equip all spaces with the strong topology, and this turns U(H) into a topological group
[Sch18]. The central object we are interested in is the time-dependent Schro¨dinger equation
d
dt
U(t, s) = −iH(t)U(t, s), H(t) = H0 +
N∑
j=1
uj(t)Hj , (1)
where R2 ∋ (t, s) 7→ U(t, s) ∈ U(H) is a unitary propagator, the Hj , j = 0, . . . , N are selfadjoint (possibly
unbounded) operators on H, the uj : R → R, j = 1, . . . , N are piecewise constant control functions, and
the time differential has to be understood in the strong sense. For j = 1, . . . , N the Hj are called control
Hamiltonians, while H0 is denoted the drift. Furthermore, the following two assumptions are required
1. The operators Hj , j = 0, . . . , N admit a joint dense domain D, and on D all linear combinations
H(y) = H0 +
N∑
j=1
yjHj , y = (y1, . . . , yN ) ∈ R
N , (2)
are essentially selfadjoint. By the Kato-Rellich Theorem [RS75, Thm X.12] this requirement is automatically
satisfied, if all control Hamiltonians Hj , j ≥ 1 are bounded. In that case D can be chosen as the domain of
H0, and all H(y) are selfadjoint on it (i.e. not just essentially selfadjoint). Boundedness of the Hj for j > 0
is an important assumption in Sect. 3 and 5.
2. The ranges uj(R) of the functions uj, j = 1, . . . , N are finite sets, and the inverse images u
−1
j (y) are for all
y ∈ R and all j = 1, . . . , N either empty or a union of finitely many intervals. Furthermore, we assume that
the supports of all uj are contained in an interval [0, T ]. The number T ∈ R is called the control time.
With the given assumptions it is easy to see that the propagator U exists and is unique. It is even possible to
express it in terms of exponentials. To see the latter note first that we can find a partition a = t0 < t1 < · · · <
tM = b of the interval [a, b] such that all uj are constant on the subintervals (tk−1, tk], k = 1, . . . ,M . The latter
property is shared by the Hamiltonians H(t) and therefore we get
U(a, b) = exp
(
iτ1H(y1)
)
. . . exp
(
iτMH(yM )
)
, τk = tk − tk−1, yk =
(
u1(tk), . . . , uN(tk)
)
. (3)
Also note that outside of the interval [0, T ] the time evolution is given alone by the drift, i.e. U(a, 0) = exp
(
iaH0
)
and U(b, T ) = exp
(
i(b−T )H0
)
for a < 0 and b > T . This defines the propagatorsU(a, b) explicitly for all a, b ∈ R,
and we can use them together with Eq. (3) to introduce a number of additional objects.
Definition 2.1 On a separable Hilbert space H consider selfadjoint operators H0, . . . , HN such that all the
linear combination H(y) from Eq. (2) are essentially selfadjoint on a common dense domain D. We define
1. R0(H0;H1, . . . , HN ) as the smallest subsemigroup of U(H) containing all unitaries exp
(
iτH(y)
)
with τ > 0
and y ∈ RN . It is called the algebraically reachable set.
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2. The strong closure of R0(H0;H1, . . . , HN ) is denoted by R(H0;H1, . . . , HN ) and called the strongly reachable
set.
3. Similarly we define the dynamical group G(H0, . . . , H1) as the smallest, strongly closed subgroup of U(H)
containing all unitaries exp(iτH(y)) with τ ∈ R and y ∈ RN . dynamical group.
4. The restricted dynamical group Gˆ(H0, . . . , HN ) is the smallest, strongly closed subgroup of U(H) containing
all exp(itHj) for all t ∈ R and all j = 0, . . . , N .
If confusion can be avoided, we frequently drop the arguments and write R0, R, G and Gˆ.
Using the reasoning of Eq. (3) we see that R0 can be defined alternatively as the set of all unitaries arising as
propagators U(T, 0) for a certain control time and with appropriate control functions. This is the reason for the
name “reachable set”. It contains all unitaries which can be reached by following the time evolution (1) from
the initial condition U(0, 0) = 1I up to time T .
The relationship between G and Gˆ is a bit tricky. It is unclear whether one of the inclusions G ⊂ Gˆ or Gˆ ⊂ G
or even equality holds. The conjecture for all three cases is: “no”. Promising sources for counterexamples are
pairs of unbounded operators A, B with a commutator [A,B] which vanishes on a joint core of A,B, but with
non-commuting time evolutions exp(itA), exp(itB); cf. [RS80, Sect. VIII.5]. An important difference between Gˆ
and G is the scope of the definition: For Gˆ to be well defined selfadjointness of the Hj , j = 0, . . . , N is completely
sufficient. We do not need the additional assumption on the linear combinations H(y) which are required for
G. Fortunately, with a sufficiently “regular” setup the difference G and Gˆ vanishes.
Proposition 2.2 Assume that all the operators H(y), y ∈ RN from Eq. (2) are defined and selfadjoint on the
same domain D. Then Gˆ = G holds.
Proof. To prove G ⊂ Gˆ, we have to show that for all y = (y1, . . . , yN ) ∈ RN the operators
exp
(
itH(y)
)
= exp(itH0 + ity1H1 + · · ·+ ityNHN ) (4)
can appear as a strong limit of products exp(it1H1) . . . exp(itHN). However, this follows easily from Trotter’s
formula [RS80][Thm. VIII.30], which we can apply since all involved operators are defined and selfadjoint on
the same domain. For the other inclusion Gˆ ⊂ G note first that exp(itH0) ∈ G always holds, since H0 = H(y)
with y = 0. It remains to show that we have exp(itHj) ∈ G for j = 1, . . . , N , too. But due to Hj = Hej −H0
with the jth element ej of the canonical basis e1, . . . , eN ∈ RN , we can again use a Trotter argument. ✷
If we look at weaker versions of Trotter’s equation (e.g. [RS80, Thm. VIII.31]) we see that there is room
for generalizations. However, the necessary conditions on the relationships of the domains of the H(y) are
cumbersome (to say the least). On the other hand, in this paper we are mostly interested in models where the
control Hamiltonians Hj , j = 1, . . . , N are bounded. In that case the assumptions of the proposition are met;
cf. the corresponding remarks above.
To proceed we need strong continuity of the exponential map exp : u(H) → U(H). Although, this seems
to be a well known fact, a published proof seems to be unavailable. Therefore we provide one. The idea was
suggested by Neeb [Nee18].
Proposition 2.3 The exponential map exp : u(H) → U(H) is continuous with respect to the strong topologies
on u(H) and U(H).
Proof. On u(H) the strong topology is not first countable. Therefore convergent sequences are not sufficient to
prove continuity. We have to use nets, instead. Hence consider an directed set (I,≤) and over it a net Hλ, λ ∈ I
of bounded selfadjoint operators converging strongly to H ∈ B(H). Furthermore, we assume that H and all Hλ
are selfadjoint, i.e. iHλ, iH ∈ u(H).
If the net Hλ is in addition bounded, i.e. ‖Hλ‖ ≤ K for all λ ∈ I we can show, with a simple induction argu-
ment that the net P (Hλ) defined in terms of an arbitrary polynomial P in one variable is strongly convergent,
too. All we need is the estimate (with ψ ∈ H)
‖(Hnλ −H
n)ψ‖ ≤ ‖Hn−1λ (Hλ −H)ψ‖+ ‖(H
n−1
λ −H
n−1)Hψ‖. (5)
If ‖(Hλ −H)ψ‖ < ǫ/(2K) and ‖(H
n−1
λ −H
n−1)Hψ‖ < ǫ/2 holds, we get ‖(Hnλ −H
n)‖ < ǫ and by induction
on n we see that Hnλ → H
n strongly as claimed. By taking linear combinations we can extend the result to
polynomials.
Unfortunately, strongly convergent nets are (in contrast to strongly convergent sequences) not necessarily
bounded. It is therefore convenient to look at resolvent operators. For all selfadjoint, (bounded) operators X
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we have ‖X ± i1I‖ ≥ 1 hence ‖(Hλ± i1I)−1‖ ≤ 1. In other words the nets of resolvents are bounded. To see that
they are strongly convergent, too, look at
(Hλ ± i1I)
−1 − (H ± i1I)−1 = (Hλ ± i1I)
−1(H −Hλ)(H ± i1I)
−1. (6)
By assumption we know that (H −Hλ)(H ± i1I)−1ψ → 0 holds for all ψ ∈ H. Hence, since ‖(Hλ ± i1I)−1‖ ≤ 1
we get (Hλ ± i1I)
−1 → (H ± i1I)−1 strongly as claimed.
Now we can replace in the proof of Thm. VIII.20(b) in [RS80] the sequence by a strongly convergent net
and all arguments remain valid (cf. in particular the above remark on polynomials). Therefore we can conclude
that exp(iHλ)→ exp(iH) holds strongly, and this proves strong continuity of exp. ✷
G is in general not a Lie group – neither in the strong nor in the uniform topology. Nevertheless, we can associate
a Lie algebra to it. This is done in the next proposition.
Proposition 2.4 Consider the assumptions from Def. 2.1 and in particular the dynamical group G. The equa-
tion
g(H0, . . . , HN ) = {X ∈ u(H) | exp(tX) ∈ g(H0, . . . , HN ), ∀t ∈ R}, (7)
defines a strongly closed Lie subalgebra of u(H), which is called the dynamical Lie algebra. As with G we just
write g without arguments if confusion can be avoided.
Proof. Two bounded operators A,B on H satisfy the following two equations
lim
n→∞
[
exp
(
A
n
)
exp
(
B
n
)]n
= exp(A+B) (8)
lim
n→∞
[
exp
(
A
n
)
exp
(
B
n
)
exp
(
−
A
n
)
exp
(
−
B
n
)]n2
= exp
(
[A,B]
)
. (9)
Eq. (8) is the Trotter product formula [RS80][Thm. VIII.30] already used in a more general setting in Prop.
2.2. Eq. (9) is probably a bit less well known and called commutator formula. The infinite dimensional version
presented here can be shown as in finite dimensions by using the Baker-Campbell-Hausdorff formula [HN11,
Prop. 3.4.7]. Now we use Eq. (8) to show that g is a linear subspace of u(H) and Eq. (9) that it is even a Lie
subalgebra. To show closedness in the strong topology we need the corresponding continuity of the exponential
map. Consider a net Xλ ∈ g, λ ∈ I which is strongly convergent to X ∈ u(H). We have to show that X ∈ g. By
assumption we have exp(tXλ) ∈ G for all t and all λ ∈ I. Furthermore the scaled nets tXλ are still convergent
with limit tX . By the continuity of exp we therefore get exp(tX) ∈ G for all t and the definition of g shows that
X ∈ g holds. ✷
We are now ready to state the main problem we want to solve with this paper. The following definition of strong
controllability is taken form [KZS14] and [HK17], but is was introduced earlier in [Bos+12a] under the name:
approximate simultaneous controllability.
Definition 2.5 The control system (1) is called exactly operator controllable if R0 = U(H) holds and strongly
operator controllable if R(H0, H1, . . . , HN) = U(H) is satisfied.
The idea behind this definition is that all unitaries on H can appear as (strong approximations of) solutions
U(0, T ) to the differential equation (1) with initial data U(0, 0) = 1I and appropriately chosen control functions.
In the language of physics, we can rephrase this as: all unitary “gates” can be realized in a good approximation
(with respect to the strong topology) by controlling the Schro¨dinger equation (1) appropriately.
In finite dimensions it can be shown that exact controllability is equivalent to the Lie algebra rank condition
(LARC) which says that
〈iH0, . . . , iHN〉Lie,R = u(H) (10)
should hold. Here the left hand side denotes the Lie algebra generated by the given operators. In infinite
dimensions exact controllability can usually not be achieved [BMS82]. Therefore we have to look for approximate
concepts, and with the definition of strong operator controllability we have already cared about that. What
is more difficult to find is an appropriate replacement for Eq. (10). If all the H0, . . . , HN are bounded, we
can replace 〈iH0, . . . , iHN〉Lie,R with the smallest strongly closed Lie subalgebra of u(H) containing all the
H0, . . . , HN . This leads to an approximate version of LARC which implies G = U(H). If we also have R = G
the proof is completed. However, there are two major problems with this reasoning:
• Problem 1: If some of the Hj are unbounded, Eq. (10) can never hold. Even if the Lie algebra
〈iH0, . . . , iHN 〉Lie,R is well defined (this requires a dense invariant domain for all H0, . . . , HN ) it is not a
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subalgebra of u(H), since the latter only contains bounded operators. Furthermore, there is no obvious re-
placement for the right hand side of (10), which could repair this defect. For a universal condition which
is applicable to all possible choices of drift and control Hamiltonians we would need a Lie algebra which
contains all anti-selfadjoint, bounded or unbounded operators. But the corresponding set is not even a vector
space. One way to solve this problem is to replace in 〈iH0, . . . , iHN〉Lie,R the unbounded Hj with bounded
“replacement generators”. we might need infinitely many (or even uncountable many) of them – like the set
of spectral projections of the unbounded Hj .
• Problem 2: The relation R = G is in general wrong. If R is a proper subset of G (or if this is at least a
possibility we can not exclude) knowledge of G is useless for a controllability proof. A typical example where
this pathological behavior occurs, is N = 0 (ie. wee only look at a drift) together with the generator of
translations Vt : ψ 7→ ψ( · − t) in L2(R) as the drift H0. The only solution (if we want to follow strategies
which are based on an analysis of g) is to find conditions which guarantee that R = G still holds.
In the following we will address both problems for the case where all the control Hamiltonians (i.e. Hj with
j > 0) are bounded, and the spectrum of H0 (which is unbounded) only consists of eigenvalues (which are not
necessarily isolated). This is done for Problem 1 in Sect. 4 and for Problem 2 in Sect. 3. The section afterwards
demonstrate the usage of the new scheme with a particular example. Note that the assumptions just given are
on the one hand quite restrictive, but already comprises lots of physical models from quantum optics and atomic
physics (e.g. bound systems with controlled, bounded potentials). Therefore the results we are going to present
are of relevance not only mathematically but also in a physical context.
3 Recurrence
In finite dimension a one parameter unitary group exp(itK) with selfadjoint generator K ∈ B(H) always revisits
its own past – either exactly (if the group is periodic) or at least approximately. The latter means that for all
t− < 0 and all ǫ > 0 there is a t+ > 0 with
‖ exp(it−K)− exp(it+K)‖ < ǫ . (11)
This statement can be easily proved from two simple facts: 1. If the eigenvalues λk, k = 1, . . . , dim(H) of K are
of the form λk = 2πqk with qk ∈ Q the group exp(itK) is periodic. 2. In the general case the eigenvalues can
be approximated with arbitrary precision by numbers of the given rational form. If we go to infinite dimensions
this statement can be generalized without big effort if the spectrum of K consists only of eigenvalues. We only
have to replace the norm approximation from Eq. (11) by a strong approximation. Recall in this context that
a strong neighborhood base of a unitary V in U(H) is given by
N (V ;ψ1, . . . , ψM ; ǫ) = {W ∈ U(H) | ‖Wψk − V ψk‖ < ǫ ∀k = 1, . . . ,M}, (12)
with ψk ∈ H, k = 1, . . . ,M , ǫ > 0. Results of this form are available from several authors (e.g. [Wal15; BB14]).
To keep this paper more self consistent, we will give a proof, nevertheless. The following is taken from [HK17].
Proposition 3.1 Consider a selfadjoint (possibly unbounded) operator K on H, which has only eigenvalues in
its spectrum (not necessarily isolated). For all t− ∈ R, t− ≤ 0 and all strong neighborhoods N of exp(it−HX)
in the unitary group U(H) of H, there is a time t+ ∈ R, t+ > 0 with exp(it+K) ∈ N .
Proof. We can assume without loss of generality that N has the form given in Eq. (12). Now let us consider a
complete basis φn, n ∈ N of eigenvectors of K with eigenvalues λn = 〈φn,Kφn〉. Furthermore N ∈ N is chosen
such that ‖(1I− PN )ψj‖ ≤ ǫ/3 holds for the projection PN onto the span of φ1, . . . , φN . Since PNH is invariant
under K, the latter defines a one-parameter group of unitaries U˜t = PN exp(itK)PN on PNH. Since PNH is
finite dimensional we can apply Eq. (11). Hence for t− < 0 and ǫ > 0 there a t+ > 0 with ‖U˜t+ − U˜t−‖ < ǫ/3 in
the operator norm. Now the statement follows from
‖ exp(it+K)ψj − exp(it−K)ψj‖ ≤ ‖(U˜t+ − U˜t−)PNψj‖+ ‖(exp(it+K)− exp(it−K))(1I− PN )ψj‖ (13)
≤
1
3
+ ‖ exp(it+K)‖‖(1I− PN )ψj‖+ ‖ exp(it−K)‖‖(1I− PN )ψj‖ ≤ ǫ. (14)
✷
Now we look at the control problem (1) with H0 unbounded, and pure point spectrum, and Hk, k > 0 all
bounded. We can apply the previous proposition to H0 and see that the whole one-parameter group exp(itH0)
is contained in the strongly reachable set R. Together with a simple Trotter argument we can show that R and
G coincide under the given condition.
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Proposition 3.2 Assume that the spectrum of H0 is pure point and all Hk, k > 0 are bounded. Then we have
R = G.
Proof. We have to show that exp(itH(y)) ∈ R for all y ∈ RN and all t ∈ R. By definition we already
know that this holds for all t > 0, and strong continuity of the one-parameter groups exp
(
itH(y)
)
shows that
1I = s − limt→0 exp(itHy) ∈ R holds as well. Hence assume t < 0 holds. We choose s > 0 and with t˜ = t − s
we get tH(y) = t˜H0 + sH(ts
−1y). From Prop. 3.1 we see that exp
(
it˜H0
)
∈ R holds and exp
(
isH(ts−1y)
)
∈ R
follows from the definition of R. Furthermore, since the Hk, k > 0 are bounded, all H(y) are selfadjoint on the
domain D of H0 (cf. the corresponding remark in Sect. 2). Hence, we can apply Trotter’s product formula, and
since R is strongly closed (by definition) we see that exp(tH(y)) ∈ R holds. Hence R = G as stated. ✷
Corollary 3.3 Under the assumption from Prop. 3.2 we have R = Gˆ.
Proof. This is follows immediately from Prop. 2.2 and 3.2. ✷
For the given assumptions on the operators Hk, k = 0, . . . , N we have solved Problem 2 from the previous
section. The next topic deals with Problem 1.
4 The maximal torus
The topic of this section concerns the question: How can be find generators for g if some of the Hj , j =
0, . . . , N are unbounded? The most natural answer to this question is: Look at the spectral representation of
the unbounded Hk. This is exactly what we will do. The first step is the following definition.
Definition 4.1 Consider a separable Hilbert space H and a selfadjoint, possibly unbounded operator K with
spectral measure E : B(R) 7→ B(H), where B(R) denotes the Borel-σ-algebra of the real line. We associate to
K the Abelian von Neumann algebra
M(K) = {E(∆) |∆ ∈ B(R)}′′, (15)
where ( · )′ denotes (as usual) the commutant and ( · )′′ is the double commutant. Furthermore we define the
maximal torus of K as
T (K) = {U ∈ M(K) |UU∗ = U∗U = 1I}. (16)
Abelian von Neumann algebras M acting on a separable Hilbert space H are very well understood. Only
three different cases can occur. Look first at Hc = L2([0, 1]) and the algebra of multiplication operators
Mc = {Mf | f ∈ L
∞([0, 1])} ⊂ B(Hc), Hc ∋ ψ 7→Mfψ = fψ ∈ Hc. (17)
Mc is an Abelian (actually a maximal Abelian) von Neumann algebra and the characteristic functions χ∆
belonging to Borel subsets of [0, 1] give rise to all the projectionsMχ∆ inMc. There are no minimal projections.
Another possible case arises if we define for n ∈ N the Hilbert space Hn = Cn and
Mn = {diag(λ1, . . . , λn) | (λ1, . . . , λn) ∈ C
n} ⊂ B(Hn). (18)
Operators on Hn are just n× n matrices and Mn consists of all diagonal n× n matrices. Minimal projections
are the one-dimensional projections Ek onto the elements ek, k = 1, . . . , n of the canonical basis – or in other
words the diagonal matrices with a one on the kth element on the diagonal and zeros everywhere else. The final
case arises if we set n = ℵ0. We get Hℵ0 = l
2(N) and
Mℵ0 = {Ma | a = (an)n ∈ l
∞(N)} ⊂ B(Hℵ0), Hℵ0 ∋ b = (bn)n 7→Mab = (anbn)n ∈ Mℵ0 . (19)
HenceMℵ0 consists of bounded sequences (an)n∈N. Again, the minimal projections Ek arise from the canonical
basis ek ∈ Hk, k ∈ N. Therefore
Ek =Mek ∈ Mℵ0 with (Ekb)j = δkjbj for b = (bj)j ∈ Hℵ0 . (20)
Now it can be shown [KR97, Thm. 9.4.1] that an Abelian von Neumann algebra is *-isomorphic to:Mc, orMn
for some n ∈ N ∪ {ℵ0}, or Mc ⊗Mn.
If we look atM(K) the different cases are related to different spectral properties ofK. We haveM(K) ∼=Mc
if K has only continuous spectrum, M(K) ∼= Mn with n ∈ N if K has only a pure point spectrum consisting
of exactly n different eigenvalues, and M(K) ∼= Mℵ0 if K has again only a pure point spectrum, but its
size is countably infinite. In this paper we will look in particular at the latter case. Hence, let us denote the
6
eigenprojections of K by Fk, k ∈ N (with no particular order). The von Neumann algebra M(K) can now be
written as (the proof of this statement is left as an exercise):
M(K) = {Ma | a ∈ l
∞(N)}, Ma = s−
∞∑
k=1
xkFk a = (ak)k ∈ l
∞(N), (21)
where s−
∑
stands for a strongly convergent series. A *-isomorphism Φ toMℵ0 can be defined by Φ(Fk) = Ek.
By [BR12, Thm. 2.4.23] *-morphisms between von Neumann algebras are σ-strongly continuous. Furthermore,
strong and σ-strong topologies coincide on the unit ball of B(H) for any Hilbert space H [BR12, Prop. 2.4.1].
Hence, Φ defines a group isomorphism, which is at the same time a homeomorphism from T (K) to the standard
torus
Tℵ0 = {U ∈Mℵ0 |UU
∗ = U∗U = 1I}. (22)
Therefore, all statements about Tℵ0 which only refer to its properties as a topological group carry over automat-
ically to all tori T (K) for operators with a pure point spectrum as described above. We are in particular not
interested in the dimension of the projections Fk. For operators with pure point spectrum this is only a minor
advantage (it does not really matter in the following, whether we will work with the projections Ek or Fk).
If we generalize the discussion of this paragraph to general selfadjoint operators, however, this is different. In
particular the case of continuous spectrum can be reduced to an analysis of multiplication operators on L2([0, 1])
which is a substantial simplification. This applies to all closedness results about subgroups and subsemigroups
of the tori T (K), like Thm. 4.2 below, or the discussion of recurrence from the last section.
Our next step associates to T (K) a Lie algebra and an exponential map. To this end consider a general (i.e.
not necessarily bounded) sequence x = (xk)k ∈ R
ℵ0 . We define
Dx =
{
ψ ∈ H
∣∣∣ ∞∑
k=1
|λk|
2‖Fkψ‖
2 ≤ ∞
}
(23)
and
Xx : Dx → H, ψ 7→
∞∑
k=1
Fkψ . (24)
Spectral theorem [RS80, Thm VIII.6] shows that Xx is well defined and selfadjoint on Dx. By applying Stone’s
theorem [RS80, Thm VIII.6], we see that R ∋ t 7→ exp(itXx) ∈ T (K) ⊂ U(H) is a strongly continuous, unitary
one parameter group, and hence a continuous one-parameter subgroup of T (K). From the general form of
operators in M(K) given in Eq. (21), we see easily that all such subgroups of T (K) are of this form.
T(K) = {iXx |x ∈ R
ℵ0}, (25)
is the Lie algebra of T (K) and the usual exponential
exp(iXx)ψ = s−
∞∑
k=1
exp(ixk)Fkψ, ψ ∈ H, (26)
is the corresponding exponential map. Alternatively we can equip T (K) with the uniform topology and get a
topological group again. The continuous one-parameter subgroups are now uniformly continuous, and therefore
they are generated by the bounded elements of T(K). We denote the corresponding subspace by t(K). It can
be written alternatively as
t(K) = {iXx |x ∈ l
∞(N)} (27)
= strong closure of spanR{iFk | k ∈ N}, (28)
where spanR denotes the space of finite, real linear combinations. Now we are ready for the main result of this
section. It deals with the question: What is the closure of {exp(itXx) | t ∈ R} in T (K)?
Theorem 4.2 Consider a selfadjoint operator K and its maximal torus T (K) as just discussed. Assume further
that the eigenvalues xk, k ∈ N of K are rationally independent (i.e. linearly independent in R if the latter is
regarded as a vector space over Q). Then the closure of exp(itK) in T (K) coincides with T (K).
Proof. We use the fact that it is sufficient to look at the group Tℵ0 from (22) and the operator Xx on Hℵ0 ;
cf. Eqs. (23) and (24) with Fk replaced by Ek from Eq. (20). In other words, we ignore the dimension of
the Fk, and replace these projections with the one-dimensional Ek. Now define E
[n] =
∑n
k=1 Ek for n ∈ N.
We get a projection onto the n-dimensional subspace E[n]Hℵ0 . An arbitrary element V ∈ Tℵ0 is given by
V = s −
∑∞
k=1 exp(2πiλk)Ek with λ = (λk)k ∈ R
ℵ0 and therefore it commutes with E[n] and we get a unitary
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V [n] = E[n]V E[n] on E[n]Hℵ0 . From x ∈ R
ℵ0 we derive xˆ = (2π)−1x, and since the xk is by assumption
algebraically independent the same is true for the xˆk. Projecting with E
[n] we get a selfadjoint operator K [n]
on E[n]Hℵ0
K [n] = E[n]KE[n] =
n∑
k=1
2πxˆkEk. (29)
By Kronecker’s Theorem [Apo76, Thm 7.9], this implies that we can find for all δ > 0 a real number t ∈ R and
integers y1, . . . , yn such that
|txˆk − yk − λk| < δ ∀i = 1, . . . , n (30)
holds. Applying this to exp(itK [n]) and V [n] using the continuity of the exponential map we see that for all
ǫ > 0 we get t ∈ R with
‖ exp(itK [n])− V [n]‖ ≤
n∑
k=1
|exp(2πitxˆk) exp(2πiyk)− exp(2πiλk)| <
ǫ
2
, (31)
since the yk ∈ Z and therefore exp(2πiyk) = 1. for an arbitrary ψ ∈ Hℵ0 with ‖ψ = 1‖ we find n ∈ N such that
‖(1I− E[n])ψ‖ < ǫ/4. If t ∈ R is chosen such that Eq. (31) holds we get
∥∥(exp(itK)− V )ψ∥∥ ≤ ∥∥∥(exp(itK)− V )E[n]ψ∥∥∥+ ∥∥∥(exp(itK)− V )(1I− E[n])ψ∥∥∥ (32)
≤
∥∥∥(exp(itK [n])− V [n])E[n]ψ∥∥∥+ 2‖(1I− E[n])ψ‖ < ǫ
2
+ 2
ǫ
4
= ǫ. (33)
Hence, V is in the strong closure of the group {exp(itK) | t ∈ R}. Since V ∈ Tℵ0 was arbitrary, this concludes
the proof. ✷
We can now come back to Problem 1 from Sec. 2. If the drift Hamiltonian H0 satisfies the assumptions from
Thm. 4.2, we see from the definition of the dynamical group G that T (H0) ⊂ G holds, and therefore t(H0) ⊂ g.
Using Eq. (31) this implies Fk ∈ g. Hence, if in addition all the Hj with j > 0 are bounded we can conclude
from (here ( · )
s
denotes the strong closure)
〈Fk, H1, . . . HN ; k ∈ N〉Lie,R
s
= u(H) (34)
that g = u(H) is true. But this implies G = U(H), and strong controllability follows from Prop. 3.2. In the next
Section we are looking at a special case, where this particular chain of arguments can be applied.
5 A controllability theorem
To turn the ideas from the end of the last section into a controllability proof, we need additional conditions on
the control Hamiltonians. This is done in terms of a complete orthonormal system φk ∈ H, k ∈ N. We associate
to the set of operators {H1, . . . , HN} a graph Γ with vertices Vert(Γ) = N and edges
Edge(Γ) = {v, w) ∈ N | ∃j ∈ {1, . . . , N} with 〈φv, Hlφw〉 6= 0}. (35)
A graph Γ is called connected, if for all pairs of vertices v, ω ∈ Vert(Γ), v 6= w there is a path which connects v
with w; cf. [Die06]. We use this construction to define (taken from [Bos+12a]):
Definition 5.1 We say that a finite set F ⊂ B(H) of bounded operators on a separable Hilbert H is connected
with respect to a complete orthonormal system ψk ∈ H, k ∈ N of H, if the graph Γ defined by Vert(η) = N and
Eq. (35) is connected.
Now we can apply the methods introduced in the previous two sections. The only additional assumption we
are using is the non-degeneracy of the eigenvalues H0. This condition can be removed easily, but then we need
more conditions on the control Hamiltonians.
Theorem 5.2 Consider a separable Hilbert space H and the selfadjoint operators H0, . . . , HN . Furthermore
assume:
1. H0 can be bounded or unbounded, but has only pure point spectrum. The eigenvalues xk, k ∈ N are
non-degenerate and rationally independent.
2. The operators H1, . . . , HN are bounded and the set {H1, . . . , HN} is connected with respect to the complete
set of eigenvectors φk ∈ H, k ∈ N of H0.
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The control system from Eq. (1) is strongly operator controllable.
Proof. We can apply Prop. 3.2 to see that under the given assumptions G = R holds. Hence it is sufficient to
show that G = U(H) is true, which in turn follows from g = u(H). Now we use Thm. 4.2 and see that t(H0) ⊂ g
is satisfied. Hence it is sufficient to check the validity of Eq. (35) from the end of the last section. To make
the calculations simpler let us pass temporarily to complex Lie algebras. In other words: instead of Eq. (34) we
prove
〈Fk, H1, . . .HN ; k ∈ N〉Lie,C
s
= B(H), (36)
and recover Eq. (34) by a restriction to anti-selfadjoint elements. By assumption the eigenvalues xk of H0 are
non-degenerate. Hence the Fk are one dimensional, and project onto the (normalized) eigenvectors ψk. Using
the usual “ketbra” notation from quantum physics, this can be written as Fk = |φk〉〈φk|. Now assume
α = 〈φv, Hlφw〉 = 〈φv, Hlφw〉 6= 0 (37)
for some v, w = 1, . . . , N and v 6= w. We can easily compute the double commutators [Fv, [Hl, Fw]] and get
[Fw, [Hl, Fv]] = α(|φv〉〈φw |+ α|φw〉〈φv|. (38)
Taking another commutator with Fv leads to
[Fv, [Fw, [Hl, Fv]]] = α(|φv〉〈φw | − α|φw〉〈φv|. (39)
Taking linear combinations we get
|φv〉〈φw |, |φv〉〈φw| ∈ 〈Fk, H1, . . .HN ; k ∈ N〉Lie,C (40)
Now we use the assumption on connectedness of the set {H1, . . . , HN}. This implies that we can find for any
pair v, w ∈ N, v 6= w a sequence (k1, . . . , kM ) ∈ NM with v = k1, w = kM and
∀j ∈ {1, . . . ,M − 1} ∃l ∈ {1, . . . , N} with 〈φkj , Hlφkj+1 〉 6= 0 . (41)
With Eq. (40) we see that
|φkj 〉〈φkj+1 | ∈ 〈Fk, H1, . . . HN ; k ∈ N〉Lie,C ∀j = 1, . . . ,M − 1 (42)
holds. Taking more commutators leads to
|φv〉〈φw| =
[
|φk1〉〈φk2 |,
[
|φk2〉〈φk3 |, . . . , |φkM−1 〉〈φkM |
]
. . .
]
∈ 〈Fk, H1, . . .HN ; k ∈ N〉Lie,C . (43)
Since |φv〉〈φv | = Fv ∈ 〈Fk, H1, . . . HN ; k ∈ N〉Lie,C this implies
|φv〉〈φw | ∈ 〈Fk, H1, . . . HN ; k ∈ N〉Lie,C ∀(v, w) ∈ N
2. (44)
The strong closure of the span of the |φv〉〈φw | coincide with B(H). Hence, we get Eq. (36) and with the above
reasoning, the statement is proved. ✷
This theorem recovers older result from [Bos+12a], but with an easier and more transparent proof. Please
note that more general result are in the meantime available [BCS14; CS18] which do not fit into the path paved
by Thm. 4.2; i.e. the assumption on rationally independent eigenvalues are not met. This is not necessarily a
problem for the Lie algebraic methods proposed in this paper, because a number of possible generalizations are
available. This is the topic of the next section.
6 Generalizations
Let us add some remarks how we can proceed if the assumptions from Thm. 5.2 are not satisfied. The most
easily handled generalization arises if the eigenvalues of H0 are still rationally independent but no longer non-
degenerate. In that case the projections Fk are not one-dimensional, but Thm. 4.2 sill holds. Therefore we
can proceed as in the proof of Thm. 5.2 and calculate commutators [Fw, [Hl, Fv]] and [Fv, [Fw, [Hl, Fv]]] to see
that all operators FvHlFw for v, w ∈ N and l = 1, . . . , N are elements of g. Strong controllability arises iff the
smallest Lie subalgebra of u(H) containing all these operators is all of u(H). This can still be difficult to check,
but it is at least a straightforward strategy for a proof. If the degeneracies of the eigenvalues are finite, and the
projections Fk therefore finite dimensional, many methods from finite dimensions become applicable and the
controllability proof therefore turns into a family of finite dimensional problems.
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If the eigenvalues of H0 fail to be independent the situation becomes more difficult. We have to look at
the strongly closed subgroup G(H0) of T (H0) which is generated by the one parameter group t 7→ exp(itH0).
This group defines its own Lie algebra g(H0) ⊂ t(H0), and if g(H0) contains enough elements, we can proceed
effectively as in the degenerate spectrum case and calculate commutators of the form [A, [Hl, B]] with l =
1, . . . , N and A,B ∈ g(H0). We get a subset of g(H0, . . . , HN ) which should generate all of u(H) to ensure
strong controllability. If g(H0) contains enough finite rank elements, the controllability proof can again be
reduced to a family of finite dimensional problems.
To understand which drift Hamiltonians can be treated with the strategy outlined in the last paragraph
we need a detailed analysis of the closed subgroups of the standard torus Tℵ0 . It is, however, clear that the
Lie algebra g(H0) can be trivial (please check yourself that the Hamiltonian of the harmonic oscillator belongs
into this class). A possible way to proceed in that case is to look for (non-Abelian) von Neumann algebras
generated by more than one operator. This is technically more challenging but has the advantage that systems
with more than one unbounded operator are included. Hence assume H0, . . . , HM with M < N are unbounded,
and HM+1, . . . , HK , M < K < N are considered as additional (bounded) generators for the von Neumann
algebra. We define
A = {E0(∆0), . . . , EM (∆M ), HM+1, . . . , HK |∆1, . . . ,∆M ∈ B(R)}
′′ , (45)
where Ek(∆k) denote the spectral projections of the selfadjoint operators Hj . As in the Abelian case our first
question should be: What can classification theory can tell us about A? At the coarsest level we can look at the
type. The type I case is most easy to discuss and should therefore be considered first. Most (if not all) potential
applications in quantum mechanics and quantum optics fits into this class. We are in particular interested into
candidates with a big center C = A ∩A′. The latter is an Abelian von Neumann algebra and the classification
of Sect. 4 applies. Let us assume that C =Mn holds with n ∈ N ∪ {ℵ0} and the notation introduced in Sect. 4
(this fits into our focus on operators with pure point spectrum only). In that case M is unitarily equivalent to
a direct sum
M∼=
n⊕
k=1
B(Hk)⊗ 1Ik, H ∼=
n⊕
k=1
Hk ⊗Kk, (46)
where 1Ik denotes the unit operator on Kk; cf. [KR97, Sects. 9.3 and 9.4]. Furthermore, M is *-isomorphic to
the direct sum of the B(Hk). Hence, with the same reasoning as in Sect. 4 we see that the group of unitary
elements in A:
U(A) = {U ∈ A |UU∗ = U∗U = 1I} (47)
is isomorphic as a topological group (equipped with the strong topology) to a direct product of unitary groups
U(Hj). We can associate to U(A) in the usual way a Lie algebra u(A) consisting of anti-selfadjoint elements
of A. As the corresponding group, we can look at u(A) as the direct sum of the u(Hk). Our goal is again
to find enough elements in g(H0, . . . , HK) ⊂ u(A), such that the commutators with the remaining controls
HK+1, . . . , HN yields (in a strong approximation) all of u(H).
The tricky part of this program is the determination of g(H0, . . . , HK). This is most easily done if all the
subspaces Hk are one-dimensional, but this is already covered by the Abelian discussion above. Hence the next
best case arises with all the Hk finite dimensional (and Eq. (46) holds with n = ∞). To keep the structure of
A easy to handle, we should not add too many generators. There is no choice for the unbounded Hamiltonians
H0, . . . , HM . But the bounded generators HM+1, . . . , HK are only needed to guarantee that g(H0, . . . , HK)
contains enough elements. Hence, their number should be as small as possible such that the generated algebra
has an easy structure (like all Hj finite dimensional).
A system where the program just sketched can be implemented easily is a two-level atom interacting with a
cavity (described by a harmonic oscillator via a quadratic interaction term). This is well known as the “Jaynes-
Cummings model” in quantum optics [JC63]. A control theoretic analysis is available in a large number of
papers [BRB03; Ran+04; YL07; BBR10; YL07; KZS14]. Our discussion will follow in particular [KZS14]. We
describe the model by the Hilbert space H = C2 ⊗ L2(R) and in H we use the complete orthonormal system
|j〉 ⊗ |m〉 where |0〉, |1〉 ∈ C2 is the canonical basis and |m〉 ∈ L2(R), m ∈ N0 are the Hermite functions. Often
we relabel it as
|µ; 0〉 = |0〉 ⊗ |µ〉, and if µ > 0 |µ; 1〉 = |1〉 ⊗ |µ− 1〉. (48)
With the Pauli operators σα, α = ±, 1, . . . , 3 and the ordinary creation and annihilation operators a∗, a on
L2(R) we can define the drift Hamiltonian as
H0 = ωAσ3 ⊗ 1I + ωC1I⊗ a
∗a+ ωI
(
σ+ ⊗ a+ σ− ⊗ a
∗), (49)
where ωA, ωC and ωI are non-vanishing but otherwise arbitrary constants. H0 is well defined and essentially
selfadjoint on the domain D0 consisting of all finite linear combinations of basis vectors |µ; j〉. The control
Hamiltonians are
H1 = σ3 ⊗ 1I, H2 = σ1 ⊗ 1I. (50)
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The von Neumann algebra A which is generated by the bounded operator H1 and the spectral projections of
H0 can be written in terms of the subspaces
H(µ) = span{|µ; 0〉, |µ; 1〉} if µ > 0, and H(0) = C|µ; 0〉 if µ = 0 holds. (51)
Obviously H coincides with the direct sum of the H(µ), which are at the same time invariant subspaces of the
operators H0, H1. It is easy to see that the von Neumann algebra M generated by these two Hamiltonians is
given by
M =
∞⊕
µ=0
B(H(µ), (52)
and with a little bit more effort we can also show [KZS14] that
g(H0, H1) =
∞⊕
µ=1
su(H(µ)) (53)
holds, where su(H(µ)) denotes the Lie algebra of all trace-free, anti-selfadjoint operators on H(µ). Hence, since
all H(µ) with µ < 0 are two dimensional we get an infinite direct sum of su(2) Lie algebras. A useful set of
generators consists of the operators σ
(µ)
α , α = 1, . . . , 3, µ ∈ N, which coincide with Pauli matrices σα on H(µ) (if
we identify H(µ) with C2 via the isomorphism C2 ∋ |j〉 7→ |µ; j〉 ∈ H(µ)) and are zero everywhere else (i.e. on all
Hν with ν 6= µ). Now, strong controllability of the control system (1) with H0, H1 and H2 from Eqs. (49) and
(50) can be easily proved in terms of commutators between the σ
(µ)
α and the one remaining control Hamiltonian
H2. The corresponding calculations are very similar to those given in the proof of Thm. 5.2. The only difference
is that all generators are traceless and therefore, the projections onto the subspaces H(µ) can not be generated
algebraically. This problem can be solved by looking at operators of the form |µ; j〉〈µ; j|−|ν; j〉〈ν; j| and sending
ν to infinity. The corresponding sequence converges strongly to |µ; j〉〈µ; j|. Hence the latter has to be an element
of the strongly closed Lie algebra g. To work out the details is left as an exercise to the reader.
7 Outlook
Within our assumption about the Hamiltonians H0, · · · , HN , we have seen that an approximate version of
LARC can be used as a test for controllability of infinite dimensional control problems. Compared to finite
dimensions, two new, technical tasks arise: Firstly we have to calculate strong closures. This is often quite
easy, as we have seen in the proof of Thm. 5.2. Secondly, we need a detailed spectral analysis of the drift
Hamiltonian H0. This is much harder and even if all eigenvalues of H0 can be determined, it might happen that
the strongly closed group G(H0) generated by the exp(itH0) does not admit a non-trivial Lie algebra and in that
case the scheme developed so far fails. Nevertheless, even in its current shape the proposed methods provide
already powerful tools to handle controllability problems, which complement other techniques like Galerkin
approximations [Bos+12a; BCS14; CS18] and the other methods mentioned in the introduction. Furthermore,
the proposed procedure can be generalized to cover more cases. Some of the more straightforward ideas are
already sketched in Section 6. Along that lines a rather comprehensive treatment of systems with a pure point
spectrum drift will be possible. More challenging is of course the continuous spectrum case. Here the recurrence
arguments from Sect. 3 do not apply and systems can occur where the reachable set R is not a group. The
study of the dynamical group G and its Lie algebra is of limited use in that case, and new ideas has to be
developed. This should, however, not be considered as a hurdle. If we take the challenge we can expect insight
into qualitative new behavior of quantum control systems, which is not possible in finite dimensions.
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