Abstract
I INTRODUCTION C Aberdeen Proving Ground (APG1 & APG2)
This dataset was obtained in support of a complaint risk study (Nykaza et al., 2008) conducted by the Construction
D New York (Fort Drum)

118
The Fort Drum dataset includes 6,211 human classified blast signals and 9,545 non-blast signals.
119
E SERDP-PITT
120
The University of Pittsburgh (Pitt) developed a high fidelity library of recorded noise sources found around military 121 installations. Waveforms were identified and recorded in a log at the time of the recording. Pitt worked with the Range
122
Control office at each base to identify locations and sources of noise. The library contains a total of 2,471 waveforms, 123 including 740 impulse (blast) and 1,731 non-impulse signals (aircraft, wind, vehicle noise, etc.) . Meter (SLM). The LD 824 served as a field-portable microphone power supply that also logs Leq and Lpk value at 128 one second intervals (for subsequent data validation steps). Since most of the energy of the sources to be measured 129 lies in the very low-frequency range (0-100 Hz) the weighting of the input spectrum is set to flat (linear) weighting.
130
The AC output of the LD 824 SLM was connected to a National Instruments (NI) DAQCard-6036E data acquisition 131 card through a NI BNC-2110 input/output board. When weather permitted, a second channel was recorded using a 132 LD 2540 microphone with a B&K 5935 power supply. The DAQCard was installed into a Dell Latitude laptop with a 133 Pentium IV processor. A Virtual Instrument (VI) was created in Labview 7.1 to capture waveform data. The VI enables an automatic triggering/pre-triggering mode, where data are recorded when the signal exceeds a specified threshold,
135
(used to automatically record impulse events that exceed a certain Lpk value). Although the threshold can be set to 136 record at or above any desired Lpk level, it was typically adjusted to just above ambient noise levels (typically 80-95 137 dB) in order to record as much data as possible. In the data collection, a 0.1-0.25 second pre-trigger was coupled with 138 an additional 2 seconds of recorded data for each record. By pre-triggering, the entire discrete event was able to be 139 recorded. A manual (continuous) triggering mode was also possible, which was used to record longer or continuous 140 events such as wind, aircraft noise, traffic, and engine noise. During multiple successive trigger events, the automatic 141 mode also triggered nearly continuously. The data were sampled at 10 kHz.
142
Eleven (11) measurement trips were made to seven (7) locations. Trips were conducted across all seasons and 143 weather conditions and also provided a wide variety in topology and vegetation. 4052 preamp (4-22k Hz) simultaneously recorded events. It was the data from the ACO microphone that was used for 155 this study. The microphone is capable of measuring levels up to 140 dB. All channels were sampled at 5 kHz and were 156 filtered by a 6th order low-pass Butterworth filter with a corner frequency of 2.5 kHz.
157
One prototype was installed near a distant existing noise monitor and receives few blasts. The other was installed 158 near an observation point. The observation point is close to the impact zone (as little as 0.5 km), but is distant from 159 the firing positions ( 10 km). This location makes the monitor susceptible to operational noise (especially vehicles and 160 electronic noise) and small arms fire that more distant noise monitors wont receive. While the data arent as pure as the 161 SERDP-PITT library, they represent realistic measurements under typical conditions.
162
A person listened to each recorded waveform, plotted it along with its spectrum, and looked at detected output 163 from the BAMAS array (could better see acoustic events, since incoherent (wind) noise was canceled by the array 164 processing). Of the 9,168 useful waveforms, 3,741 were blasts and the remaining 5,427 were not. The data were processed to assess and compare operation of the algorithms.
166
III METHODS
167
A Metric Calculations
168
The metrics analyzed in this manuscript include those defined in the ANSI S1.4-1983 (Acoustical Society of Amer-169 ica, 1983) specification for Sound Level Meters, along with frequency weighting filters as specified in ANSI S1.42- Table II .
174
The frequency-weighting filters are implemented in MATLAB using frequency domain filtering techniques.
The input waveform was first zero padded to 2 ceil(log 2 (length(x)))+1 to avoid circular convolution artifacts. The com-
176
plex frequency response H(f ) was determined using MATLAB's freqs command, with the analog poles and zeros
177
given in Table II . The resultant signal was then truncated to the original signal length with negligible effect on the 178 waveform.
179
The time-weighting filters are implemented using the infinite impulse resonse (IIR) filter The classification rule used to determine the class of test point z is ultimately given by,
where α * i is a constant obtained from the optimization procedure and is only non-zero for support vectors, and · 200 denotes the inner product. A finite cost C for points crossing the boundary can be enforced during optimation, which 201 manifests as a limit on the value for α * i .
202
The SVM formulation can be modified to extend SVMs as non-linear classifiers. The inner product in Equation 6 203 can be considered a "similarity" function that is a high value when vectors x i and z are similar and approaches 0 when 204 the two vectors are dissimilar. The inner product can be replaced by other kernel functions
convey similarity. Two commonly used kernel functions are described in Table III . Functions φ(·) create separation 206 between two distributions by mapping each point to a higher dimensional space. For, example the RBF kernel maps 207 the data to an infinite dimensional space. As a result, it is impossible to represent mapped vectors φ(
software, however it is quite efficient to represent the combination K(x i , z).
209
In this analysis, an SVM classifier with cost C = 10 is implemented using the linear and RBF (γ = 0.1) ker- This process was used to rank the features calculated in Sec. III-A with respect to their ability to distinguish blasts 228 from non-blasts.
229
SVM-RFE feature ranking was executed 40 times on jackknifed samplings of 5000 training vectors. The proba-230 bility of each feature lying within a given ranking P (R) was calculated and the expected value of the rank E[P (R)]
231
was then used to determine a master ranking for all the features.
232
E Orthogonal Centroid algorithm for Dimension Reduction
233
In an effort to better understand which metrics best represent the impulsivity of the blast as well as how the blast 234 and non-blast points are distributed in R 15 space, dimension reduction was performed on the data. The aim was to 235 represent the x i ∈ R 15 vectors as ψ(x i ) ∈ R 2 vectors so that the distributions could be easily visualized.
236
For dimensionality reduction, the orthogonal centroid algorithm (Kim et al., 2005) was chosen for its propensity 237 to retain clustering information within the reduction to R 2 . The algorithm requires the centroid (mean) for each the 238 distributions, c b and c nb , where c b , c nb are 15 × 1 dimensional vectors. Then
Bracket notation is used in each variable's subscript to denote the size of the vector/matrix for ease of interpretation.
240
Equation 9 represents the rectangular QR matrix decomposition into orthonormal basis Q and upper triangular matrix 241 R. Further, the boundary between the blast and non-blast clusters in R 15 space defined by the linear SVM described 242 in Sec. B can also be represented in this reduced R 2 space
Inherent in the dimesion reduction is a loss of information and an associated classifier accuracy loss, however,
244
intuition is gained as a result of being able to visualize the data in R 2 space.
245
IV RESULTS
246
A Support Vector Machine classifier
247
The size of the jackknife sampling was varied from 10 − 10, 000 training vectors for the linear kernel and from 248 10 − 60, 245 for the RBF kernel, and classifiers based on each sample size were evaluated from 50 random samplings.
249
The range of jackknife sizes for the linear kernel is limited due to the extended training time required as compared to 250 the RBF kernel.
251
The mean and standard deviation of the accuracy was tracked as the sample size varied; these curves are shown The SVM classifier accuracies for the linear and RBF kernels, when trained with 5000 feature vectors randomly 258 sampled from the entire dataset, are shown in Table IV . Over the combined dataset, the linear classifier performed than 90% accuracy with the RBF classifier, while the Fort Drum experiment was classified with 86.5% accuracy.
263
B Orthogonal Centroid algorithm
264
The distributions of blast and non-blast feature vectors for each experiment are shown in Figure 2 in the reduced-265 dimension coordinate space (x 1 ,x 2 ), as described in Sec. E. The linear SVM boundary w is trained on the full 266 dimensional data and projected to R 2 using the same technique used to reduce the dimension of each point.
267
For experiments APG1, APG2, SERDP-PITT, and SERDP-CERL the blast and non-blast distributions are fairly 
271
The combined dataset shows two distinct sub-clusters within the non-blast category that appears to be experiment may not be efficiently separable using a linear boundary; a large cluster of non-blast point lie on the wrong side of the 277 boundary. The non-linear RBF boundary is capable of better isolating the two non-blast sub-clusters from the blast 278 distribution, however, this method risks overfitting the data by incorrectly classifying the space in between the two 279 non-blast sub-clusters.
280
C Feature Ranking and Selection
281
The features ranked by the SVM-RFE algorithm anre listed in order of importance in Table V, applications, this trade-off may be desirable. Table VI shows the feature weights w for each of the top features, the 296 linear bias b, and the resultant blast/no-blast classifier accuracy, true positive rate (TPR), and false positive rate (FPR).
297 Figure 4 shows that it is not useful to include more than eight features in the SVM, since doing so will not result in 298 better classifier performance. The weights in The effect of removing features on SVM accuracy Linear SVM RBF SVM Figure 4 : The effect of removing least significant features from the feature set on the linear and RBF SVM accuracy. The mean squared difference between the RBF and linear SVM classifiers was 2.5%. The feature removed at each horizontal step is listed above is located above the abscissa. 
.40 z is classified as a blast < 5.40 z is classified as a non-blast (13) which has been normalized to unit feature weightings. This classifier can be valued for its simplicity, however, it is 309 less effective than a classifier based on a larger feature set.
310
V CONCLUSION
311
The datasets described in this article were obtained using vastly different equipment in vastly different settings. The 312 compiled dataset of over 120,000 records provides an impressive compendium with which to analyze, in detail, useful 313 features for discriminating blast signals from non-blast signals. As is common to many applications in machine these features to those obtainable from simple SLM recordings and reducing the dimensionality of the resultant feature vectors, we were able to gain insight into how blasts and non-blasts are distributed in this high-dimensional feature 317 space, as well as how these distributions vary between datasets (Figure 2 ). Although the distributions contain some 318 differences per experiment, the cumulative dataset contained trends that allowed a linear boundary created from the 319 entire dataset to be reasonably successful for each experiment when considered on its own. For at least one dataset, 320 the accuracy of the linear classifier exceeded 95%. A different set of features would undoubtedly increase classifier 321 performace, for instance, adding in the kurtosis and crest factor will certainly improve accuracy. However, more 322 complex features require complete pressure time series and computational power that is not always available in a 323 given circumstance.
324
It is interesting to note that many of the metrics chosen in this study contain redundant information; they are only 325 slightly different transformations of the original waveforms-some of which only amount to a marginally different 326 filtering in the frequency domain (e.g., C and Z filters), and some which even show approximately linear correlations.
327
Nevertheless, the slight difference in information provided by each of these transformations serve to accentuate dif-
328
ferences between blasts and non-blasts enough so that removal of the apparently redundant features degrades classifer 329 performance. This is illustrated in Table VI and Figure 4 . Furthermore, the SVM-RFE algorithm quantifies our general weights demonstrate the importance of each metric as it contributes to a blast or non-blast classification.
334
The non-linear boundry created by the Gaussian RBF kernel for the SVM classifier is, however, capable of achiev-335 ing a higher accuracy than the linear classifier, especially when the size of the training set is increased. Theloss of 336 interpretive value and simplicity, however, is significant. A field noise monitor could easily implement the RBF classi-337 fier and acheive an accuracy greater than 95%, but, again, the availability of computational power is limited in certain Table IV : The linear and RBF SVM accuracies for each experiment given a training set of 5000 feature vectors randomly sampled from the entire dataset. Shown are the average accuracies over 50 jackknifed samplings of the training set. Over the combined data set, the RBF kernel classifier performs 2.5% better than the linear classifier. 
