The traveling salesman problem (TSP) 
Introduction
The traveling salesman problem (TSP) is one of the most famous examples of an NPcomplete problem. The TSP can be stated thus: Assuming a number of cities and the distance between each one are listed, what is the shortest possible route that visits each city once and returns to the initial starting point?
Many metaheuristic algorithms to solve the TSP have been proposed, including simulated annealing (SA) [1] , genetic algorithms (GA) [2] , particle swarm optimization (PSO) [3] , bee colony optimization (BCO) [4] , harmony search (HS) [5] , bat inspired approach (BIA) [6] , ant colony optimization (ACO) [7] , and memetic algorithms (MA) [8] .
In this paper, four metaheuristic algorithms are applied to solve TSP: ACO, SA, GA, and a cuckoo search optimizer (CS). A comparison of the time and tour length of these algorithms shows that GA best solves the TSP but, in a major disadvantage, can easily become trapped in local minima. To mitigate this disadvantage, a CS [9] can be used to perform the local search more efficiently. Therefore, a new hybrid algorithm is proposed, combining the advantages of GAs and the CS. As well, a 2-opt operation is added to the proposed algorithm to improve the results and reduce the number of iterations. This paper presents more details about this algorithm and its application to multiple sequence alignment.
Metaheuristic Algorithms
A metaheuristic can be defined as an iterative generation process that guides a subordinate heuristic by combining intelligently different concepts to explore and exploit the search 1. Each cuckoo lays one egg at a time and places it in a randomly chosen nest. 2. The best nests with the highest quality of eggs (solutions) carry over to the next generations. 3. The number of available host nests is fixed, and a host has a probability p a (0,1) of discovering an alien egg. In this case, the host bird either throws out the egg or abandons the nest to build a new one in a different location.
The third assumption can be approximated as a fraction: p a of the n nests replaced with new nests (with new random solutions at different locations). Lévy flight behavior, rather than simple random walk behavior, can be used to increase the performance of the CS. The following formula can describe Lévy flight behavior when generating new solutions x i (t+1) for the i th cuckoo [12] :
is the final size that has to be related to the problem of interest scale, and the product  refers to an entry-wise multiplication. The formula that describes the Lévy flight behavior in which the step lengths fit a probability distribution is: (2) According to this formula, cuckoo birds' consecutive jumps or steps mainly form a random walking process that corresponds to a power-law step-length distribution with a heavy tail.
Genetic Algorithm (GA)
Artificial intelligence research within the computer science field produced GA, a heuristic search tool designed to mimic the natural process of evolution. This heuristic, or so-called metaheuristic, is commonly used to generate useful solutions for optimization and search problems, often employing the natural techniques of evolution, such as inheritance, mutation, selection and crossover. [13] John Holland developed the formal theory of GA in the 1970s, and continued improvements to the price and performance value have made GA attractive for many problem-solving optimization methods [14] . GA have been shown to perform well in mixed (continuous and discrete) combinatorial problems. Although GA easily become trapped in local optima, they are computationally expensive and a probabilistic one. A GA begins with a set of solutions represented by a group of chromosomes called the population. A new population can be generated by borrowing solutions from the current population or by applying genetic operators such as selection, crossover, and mutation to current population. The new population must be better than the old one.
The function of genetic operators warrants more detailed attention. The selection operator picks two parent chromosomes from the population based on their fitness to participate in the next operations, crossover and mutation. These steps are considered the most important in a GA because they have a positive impact on the overall performance. First, parents form new offspring (children) through crossover probability. Shortly after, the mutation operator randomly exchanges alleles, as occurs in nature. To work well, GA require the definition of three important aspects [14] : the objective function, the genetic representation and its implementation, the genetic operators and their implementation. Algorithm 1 describes the genetic algorithm. 
Simulated Annealing(SA)
Kirkpatrick, Gelett, and Vecchi (1983) and Cerny (1985) formulated SA, a probabilistic method based on heuristics from annealing process. [15] The name comes from annealing, a metallurgy technique involving controlled heating and controlled cooling of a material to enlarge its crystals and eliminates its defects. These two aspects (crystals and defects) are considered attributes of the material based on its thermodynamic free energy. The controlled heating and cooling mostly influence the temperature and thermodynamic free energy of the specific material. Whenever the amount of cooling and the amount of temperature decrease are the same, the thermodynamic free energy decreases according to the rate at which. A slower rate generates a larger decrease because of how crystalline structures form during annealing process.
An advantage of SA is that it can process several local minima to find the global minima of a cost function [15] . SA has produced many interesting results within a discrete search space. SA is similar to hill climbing or performing gradient search to find the global minima. Algorithm 2 shows the main steps in the simulated annealing optimization. 
Algorithm 2: Simulated Annealing

Ant Colony Optimization Algorithm
The concept of ACO first emerged in the early 1990s [16] with the goal to simulate the behavior of ants in nature: Ants wander randomly until they find food and then return to their colony, all the while laying down pheromone trails, or chemical substances that attract other ants searching for food. Once ants identify trails leading to food, they stop wandering randomly and follow the trail with the most pheromones. The ants continue to lay down pheromones, reinforcing this path. A path's attractiveness determines the quantity of pheromones. The more attractive a trail, the more ants travel it while laying down more pheromones, thus attracting even more other ants. Since pheromones operate through evaporation, this process depends on the time. Whenever a path ceases to lead to food and is no longer used, the pheromones evaporate, and ants move onto other trails. Algorithm 3 introduces the ant Colony Optimization algorithm 
A Hybrid Algorithm for TSP
The suggested algorithm combines the advantages of GA and CS and overcomes the main disadvantage of GA easily becoming trapped in the local minima through the CS, which performs the local search faster than the GA. Additionally, the CS has only a single parameter, along with population size. A 2-opt operation is adopted to improve and promote the results. Tour improvements are also made by 2-opt heuristics (a pairwise exchange of edges), in which the edge pair (ab, cd) is exchanged with the pair (ac, bd). The main purpose of the 2-opt operation is to examine all possible edge pairs in the tour and to select the best exchange. This process continues for as long as the tour length decreases, the main steps are introduced in algorithm 3. Refresh the bulletin board and keeping the best solutions (and nests).
Rank the solutions, and find the best route (solution). t =t +1; End While End
Experimental Results
To ensure relevance to the TSP, the proposed algorithm, GA, SA, and ACO were applied to several datasets from the TSPLIB, and the results compared (see Tables 1, 2 , and 3). Based on the results, we can conclude that the proposed algorithm outperforms previous algorithms in both time and tour length. Table 4 presents a comparison of GA and the modified algorithm with the same time. For all tested datasets, the proposed algorithm found a better path than GA. 
TSP for Multiple Sequence Alignment
TSP has many applications Multiple Sequence Alignment (MSA) is considered to be one of these applications that is concerned in DNA and protein sequence. There are two types of Sequence Alignment; a pairwise alignment which involves a comparison between two sequences, and the multiple sequence alignment which involves more than two sequences. The Sequence Alignment problem can be described as follows: Given two sequences of letters, and a scoring scheme for evaluating two matching letters, two mismatching letters, and gap penalties. The main aim of the sequence alignment problem is to make an aligning between the letters from one sequence and the letters from another sequence until the total score becomes optimal. Gaps can be inserted at any positions in the two sequences, however; characters' order in each sequence must be preserved. TSP can be applied to MSA by using the following steps [17]:
1. A pairwise alignment is calculated for each pair of the. All of pairwise scores are converted to a distance matrix. 2. In order to determine a circular tour that has the minimum total distance, The TSP is applied on the distance matrix that is generated in step 1 3. The Feng-Doolittle progressive alignment algorithm is applied on the sequences in accordance to the TSP tour.
The score of the pairwise alignment can be calculated by using Needleman and Wunsch algorithm [18] . Clustalw is considered to be one of the most useful programs among the progressive multiple sequence alignment programs which provides the best quality alignments. In this study, the proposed TSP for MSA (MSATSP) is compared with Clustalw by using five different datasets.
In order to measure the performance of a multiple sequence alignment program, a standard evaluation is used [18] . Let n be the number of sequences in the alignment, and suppose the alignment consists of m columns. Let A i1 , A i2 , A i3 ,…,A in refer to the characters in the i th column in the alignment. For each pair of characters A ij and A ik , we define P ijk such that P ijk = Table 5 shows the total score of multiple sequence alignment by using Clustalw and MSATSP. The results indicate the suggested algorithm can be used to enhance the alignment quality for all datasets. Figure 6 and 7 show the final result of the Primatesdemo alignment by using MSATSP and Clustalw. 
Conclusion
For the TSP, identifying the optimal route is a highly important step to save time and reduce costs. A hybrid algorithm to determine the optimal solution for TSP has been presented, and GA, SA, and ACO utilized for the same purpose. The algorithms were tested using datasets ranging from 20 to 442 cities. The results show that the hybrid algorithm yields the best solutions as measured by tour length, quality, iterations, accuracy, and time required. Furthermore, the quality of the multiple sequence alignment can be improved by using the suggested algorithm.
