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ABSTRACT
This paper considers a class of scalar backward stochastic differential equations (BSDEs) with
퐿 exp(휇
√
2 log(1 + 퐿))-integrable terminal values. We associate these BSDEswith BSDEswith
integrable parameters through Girsanov change. Using this technique, we prove uniqueness,
comparisons and stability for them under an extended monotonicity condition (more precisely
one sided Osgood condition).
1. Introduction
Let (Ω, ,ℙ) be a probability space, 푇 > 0 a finite time and푊 a standard 푑-dimensional Brownian motion. Let
픽 ∶= {푡}0≤푡≤푇 be a completion of the filtration generated by the Brownian motion.We consider the following backward stochastic differential equation (BSDE for short).
푦푡 = 휉 + ∫
푇
푡
푓 (푠, 푦푠, 푧푠) 푑푠 − ∫
푇
푡
푧푠 푑푊푠, 푡 ∈ [0, 푇 ]. (1.1)
where the generator 푓 ∶ Ω×[0, 푇 ]×ℝ×ℝ1×푑 → ℝ is a predictable function and terminal value 휉 is an 푇 -measurablerandom variable.
The theory of BSDE is powerful to treat important issues arising in many applied fields such as finance and optimal
control. A general nonlinear pricing problem of the European contingent claim in complete market is equivalent to
solve the BSDE (1.1). In this case, 휉 is the contingent claim to hedge and 푇 is the maturity date. Let us assume that
(1.1) has a solution (푦푡, 푧푡) in an appropriate space. If the generator is uniformly Lipschitz in 푧 (with Lipschitz constant
푏), we can apply the Girsanov measure change to the equation which leads to
푦푡 = 휉 + ∫
푇
푡
푓 (푠, 푦푠, 0) 푑푠 − ∫
푇
푡
푧푠 푑푊
ℚ
푠 , 푡 ∈ [0, 푇 ]. (1.2)
where
ℚ ∶= exp
(
∫
푇
0
푔(푠, 푦푠, 푧푠) 푑푊푠 −
1
2 ∫
푇
0
푔2(푠, 푦푠, 푧푠) 푑푠
)
⋅ ℙ,
푔(푠, 푦푠, 푧푠) =
푓 (푠, 푦푠, 푧푠) − 푓 (푠, 푦푠, 0)|푧푠|2 푧푠ퟙ|푧푠|≠0,
and푊 ℚ ∶= 푊 − ∫ ⋅0 푔(푠, 푦푠, 푧푠) 푑푠 is a 푄−Brownian motion.In finance, ℚ is called risk-neutral measure or martingale measure (see El Karoui et al. (1997)). For convenience,
let us assume that 푓 only depends on 푧 (hence 푓 = 푓 (푠, 푧) and 푓 (푠, 0) = 0. Then we have
푦푡 = 휉 − ∫
푇
푡
푧푠 푑푊
ℚ
푠 .
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When 휉 is square-integrable, it is well-known that the fair price of 휉 is evaluated as the expectation of the claim under
ℚ (see e.g. El Karoui et al. (1997)), that is,
푦푡 = 피ℚ[휉|푡]. (1.3)
At this point, one may be interested in looking for an "optimal" integrability condition, under which it is possible to
represent the price by the risk-neutral measure, on terminal value. The paper of Ankirchner et al. (2009) gave a partial
resolution to this problem. Motivated by the expression (1.3), they introduced the notation of measure solution which
is benefit to give an efficient formula of pricing contingent claim by martingale measure. In Lipschitz setting, they
showed the existence of the measure solution when the terminal value is 퐿푝-integrable for 푝 > 1. In this case, one can
use the Hölder’s inequality and the boundness of moments of the exponential martingale to show 피ℚ[휉] < ∞. If the
terminal value is assumed to be integrable (i.e. 퐿1-integrable), it is not guaranteed that 피ℚ[휉] < ∞, so the measure
solution does not exist in general. That is, we need a stronger integrability condition on terminal value. Consequently,
we want to find a sufficient integrability condition which is weaker than 퐿푝-integrability for any 푝 > 1 and is stronger
than 퐿1-integrability.
Obviously, the expression (1.3) is significant if and only if the following condition holds.
피ℚ[|휉|] = 피[|휉| exp(∫ 푇0 푔(푠, 푧푠) 푑푊푠 − 12 ∫
푇
0
푔2(푠, 푧푠) 푑푠)
]
< ∞. (1.4)
As |푔(푠, 푧푠)| ≤ 푏, above condition is equivalent to
피
[|휉| exp(∫ 푇0 푔(푠, 푧푠) 푑푊푠
)]
<∞.
Hu and Tang (2018) showed the following useful inequalities.
• 푒푥푦 ≤ 푒 푥22휇2 + 푒2휇2푦 exp (휇√2 log(1 + 푦)).
• 피
[
exp
( 1
2휇2 | ∫ 푇0 푞푠 푑푊푠|2)] ≤ [1 − 푏2휇2 푇 ]−1∕2 if |푞푠| ≤ 푏, 휇 > 푏√푇 .
From these two inequalities, we can deduce
피
[|휉| exp(∫ 푇0 푔(푠, 푧푠) 푑푊푠
)]
≤
[
1 − 푏
2
휇2
푇
]−1∕2
+ 푒2휇2피
[|휉| exp (휇√2 log(1 + |휉|))].
So, we can get one sufficient condition to guarantee (1.4) such that
피
[|휉| exp (휇√2 log(1 + |휉|))] <∞.
That is, 휉 is required to be 퐿 exp(휇√2 log(1 + 퐿))-integrable. Furthermore, if the condition (1.4) is true, then 휉 is
integrable under the measure ℚ, so the BSDE (1.1) is transferred into the BSDE (1.2) with integrable parameters
whose solution is called the 퐿1-solution. Also, the generating function of the equation (1.2) does not depend on 푧, so
the additional assumption (see (1.5)) which is needed in the study of 퐿1−solution can be eliminated.
Pardoux and Peng (1990) first introduced the notion of nonlinear BSDE and studied퐿2-solution under the Lipschitz
condition on generator.
Briand et al. (2003) studied 퐿푝-solutions (푝 ≥ 1) of BSDEs with monotonic generators. On the other hand, they
introduced the following sub-linear growth assumption on generator to ensure the wellposedness of퐿1-solution (hence
푝 = 1).
|푓 (푡, 푦, 푧) − 푓 (푡, 0, 0)| ≤ 푎|푦| + 푏|푧|푞 , (푡, 푦, 푧) ∈ [0, 푇 ] ×ℝ ×ℝ1×푑 (1.5)
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for some 푞 ∈ [0, 1). Later, Fan (2015) studied the wellposedness and comparisons of 퐿푝-solutions (푝 > 1) under
various kinds of extended monotonicity conditions. Also, Fan (2018) showed the existence, uniqueness and stability
of퐿1-solutions to BSDEs under one-sided Osgood condition, one of extended monotonicity conditions. However, one
cannot find any results about the comparison principle of 퐿1−solutions.
Recently, Hu and Tang (2018) studied the solution to BSDE in퐿 exp(휇√2 log(1 + 퐿))-setting such that 휇 > 휇0 for
some critical value 휇0, that is, the terminal value is assumed to be퐿 exp(휇
√
2 log(1 + 퐿))-integrable. This integrability
is stronger than 퐿 log퐿-integrability and weaker than 퐿푝-integrability for any 푝 > 1. They showed the existence of
solution to that BSDE under the linear growth condition on the generator. Furthermore they gave counterpart examples
which show that 퐿 log퐿-integrability is not sufficient to guarantee the existence of the solution.
Afterwards, Buckdahn et al. (2018) improved the existence result and gave the uniqueness result for the preceding
BSDE under the Lipschitz condition by investigating the nice property of the solution 푌 that 휙(|푌 |, 휇) belongs to
class (D) (this nice property will be used effectively in our discussion). In their proof of uniqueness, the Lipschitz
assumption played a crucial role because the representation of a solution to the linear BSDE was used. Fan and Hu
(2019) studied the critical case: 휇 = 휇0. Note that if 휇 < 휇0, then the BSDE does not admit a solution in general(see Hu and Tang (2018)). In this paper, we state the uniqueness result under One-Sided Osgood condition, the ex-
tended form of monotonicity conditions. The next subject of this paper is to state the comparison principles. As it
is well known, the comparisons for BSDEs are fundamental in the theory of nonlinear expectations, particularly in
constructing the dynamic risk measures. Cohen et al. (2010) showed a general comparison theorem by means of the
super-martingale measure which is corresponded to the "no-arbitrage" condition in financial sense. In their paper, the
terminal value was only assumed to guarantee the existence of a solution and the existence of certain super-martingale
measure was also assumed, independently. For the BSDEs with퐿 exp(휇√2 log(1 + 퐿))-integrable terminal values, we
show the existence of such super-martingale measure. Then we can use directly the comparison theorems established
by Cohen et al. (2010). This will just provide various applications to the world of dynamic risk measures in the same
way as in Cohen et al. (2010). Also, we show the comparison theorem for BSDEs under one-sided Osgood condition
(not Lipschitz in 푦) using penalization method. As the last subject, we state the stability result for the BSDEs with
generators which is linear with respect to 푧 under One-Sided Osgood condition. The basic idea in all the proof in this
paper is to associate the solution of the main BSDE with the퐿1-solution of a certain BSDE with integrable parameters
using Girsanov change, effectively.
2. Notations and Assumptions
• For 퐴 ∈  ,  -measurable random variable 휂 and probability measure ℚ, we define 피ℚ[휂;퐴] ∶= ∫퐴휂 푑ℚ. And
피ℚ[휂] ∶= 피ℚ[휂;ℚ].
• 핋 (0, 푇 ) is a set of stopping times 휏 such that 0 ≤ 휏 ≤ 푇 .
• For any predictable process 휙, we put (휙 ∙푊 ) ∶= exp(∫ ⋅0휙푟 푑푊푟 − 12 ∫ ⋅0휙2푟 푑푟).
• We say that the process 푌 = {푌푡}0≤푡≤푇 belongs to class (퐷) if the family {푌휏 , 휏 ∈ 핋 (0, 푇 )} is uniformlyintegrable.
• | ⋅ | means the standard Euclidean norm.
• 푀푝([0, 푇 ],ℝ1×푑 ;ℚ) is the space of predictable processes 푍 with values in ℝ1×푑 such that
|푍|푀푝 ∶= 피ℚ[(∫ 푇0 |푍푠|2 푑푠)푝∕2
]1∧1∕푝
<∞.
If ℚ = ℙ, then we denote it by푀푝([0, 푇 ];ℝ1×푑).
• 퐻1푇 (ℚ) is the space of real càdlàg, adapted processes 푌 such that 피ℚ[sup푡∈[0,푇 ] |푌푡|] < ∞. If ℚ ∶= ℙ, then weuse퐻1푇 .
• The solution of (1.1) is denoted by a pair {(푌푡, 푍푡), 푡 ∈ [0, 푇 ]} of predictable processes with values in ℝ×ℝ1×푑such that 푌 is ℙ-a.s. continuous, 푍 ∈푀2([0, 푇 ];ℝ1×푑) and (푌 ,푍) satisfies the equation (1.1).
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• For any real valued function 푔, we define 푔+ ∶= max(푔, 0).
Define the real function 휓 :
휓(푥, 휇) ∶= 푥 exp(휇
√
2 log(1 + 푥)), (푥, 휇) ∈ [0,∞) × (0,+∞).
Then, it has the following properties (see Buckdahn et al. (2018); Hu and Tang (2018)).
• For any 푥 ∈ ℝ and 푦 ≥ 0, we have
푒푥푦 ≤ 푒 푥22휇2 + 푒2휇2휓(푦, 휇). (2.1)
• Let 휇 > 푏√푇 . Then for any 푑-dimensional adapted process 푞 with |푞푡| ≤ 푏 a.s., for any 푡 ∈ [0, 푇 ],
피
[
exp
(
1
2휇2
|||∫ 푇푡 푞푠 푑푊푠|||2
)||||푡
]
≤ [1 − 푏2
휇2
(푇 − 푡)
]−1∕2. (2.2)
• For any 휇 > 0, 휓(⋅, 휇) is convex, that is, for any 0 ≤ 휆 ≤ 1 and 푥, 푦 ∈ [0,+∞),
휓(휆푥 + (1 − 휆)푦, 휇) ≤ 휆휓(푥, 휇) + (1 − 휆)휓(푦, 휇). (2.3)
• For any 푙 > 1, 푥 ≤ 0, we have
휓(푙푥, 휇) ≤ 휓(푙, 휇)휓(푥, 휇). (2.4)
We present some useful assumptions on generator below.
(A1) 푓 satisfies the One-SidedOsgood conditionwith respect to 푦, that is, there exists a non-decreasing and concave
function 휌 ∶ ℝ+ → ℝ+ with 휌(0) = 0, 휌(푡) > 0 for 푡 > 0 and ∫ℝ+ 푑푡휌(푡) = +∞ such that for any 푦, 푦′ ∈ ℝ and 푧 ∈ ℝ1×푑 ,
푦 − 푦′|푦 − 푦′|ퟙ|푦−푦′|≠0(푓 (푡, 푦, 푧) − 푓 (푡, 푦′, 푧)) ≤ 휌(|푦 − 푦′|).
(A2) 푓 is uniformly Lipschitz in 푧, that is, there exists a constant 푏 such that for any 푦 ∈ ℝ and 푧, 푧′ ∈ ℝ1×푑 ,
|푓 (푡, 푦, 푧) − 푓 (푡, 푦, 푧′)| ≤ 푏|푧 − 푧′|.
(A3) The map 푦↦ 푓 (푡, 푦, 푧) is continuous.
(A4) 푓 has linear growth in 푦, that is, there exists a constant 푎 ≥ 0 such that for any 푦, 푦′ ∈ ℝ and 푧 ∈ ℝ1×푑 ,
|푓 (푡, 푦, 푧) − 푓 (푡, 0, 푧)| ≤ 푎|푦|
(A5) 푓 is uniformly Lipschitz in 푦, that is, there exists a constant 푟 such that for any 푦, 푦′ ∈ ℝ and 푧 ∈ ℝ1×푑 ,
|푓 (푡, 푦, 푧) − 푓 (푡, 푦′, 푧)| ≤ 푟|푦 − 푦′|.
3. Uniqueness
Theorem 3.1. Let assumptions (A1), (A2) hold. Then, BSDE (1.1) has at most one solution (푌 ,푍) such that 휓(푌 , 푐)
belongs to class (퐷) for some 푐 > 0.
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Proof. For 푖 = 1, 2, let (푌 푖, 푍푖) be a solution to (1.1) such that 휓(푌 푖, 푐푖) belongs to the class (퐷) for some 푐푖 > 0.
Since 휓(푥, 휇) is non-decreasing in 휇, both 휓(푌 1, 푐) and 휓(푌 2, 푐) belong to class (퐷) for 푐 = 푐1 ∧ 푐2.
Define (푌̄ , 푍̄) ∶= (푌 1 − 푌 2, 푍1 −푍2). For any 휏 ∈ 핋 (0, 푇 ), by (2.3) and (2.4),
휓(|푌̄휏 |, 푐) ≤ 휓(|푌 1휏 | + |푌 2휏 |, 푐) = 12휓(2|푌 1휏 |, 푐) + 12휓(2|푌 2휏 |, 푐)
≤ 1
2
휓(2, 푐)[휓(|푌 1휏 |, 푐) + 휓(|푌 2휏 |, 푐)].
So, 휓(|푌̄ |, 푐) is also belongs to class (퐷).
We first restrict our discussion to the case of 푇 < 푐2푏2 (hence 푐 > 푏
√
푇 ). Obviously, (푌̄ , 푍̄) satisfies the following
equation.
푌̄푡 = ∫
푇
푡
푓̄ (푠, 푌̄푠, 푍̄푠) 푑푠 − ∫
푇
푡
푍̄푠 푑푊푠, 푡 ∈ [0, 푇 ]. (3.1)
where 푓̄ (푠, 푦, 푧) ∶= 푓 (푠, 푦 + 푌 2푠 , 푧 +푍2푠 ) − 푓 (푠, 푌 2푠 , 푍2푠 ).We define
푔̄(푠, 푦, 푧) ∶= ퟙ|푧|≠0 푓̄ (푠, 푦, 푧) − 푓̄ (푠, 푦, 0)|푧|2 푧.
Then, it holds that
푔̄푠 ∶= 푔̄(푠, 푌̄푠, 푍̄푠) = ퟙ|푍̄푠|≠0 푓 (푠, 푌
1
푠 , 푍
1
푠 ) − 푓 (푠, 푌
1
푠 , 푍
2
푠 )|푍̄푠|2 푍̄푠.
From the assumption (A2), we get |푔̄| ≤ 푏, a.s. and so 피[(푔̄ ∙푊 )푡] = exp ( ∫ 푡0 푔̄푠 푑푊푠 − 12 ∫ 푡0 푔̄2푠 푑푠) is an uniformlyintegrable martingale.
By the virtue of Girsanov change, we have
푌̄푡 = ∫
푇
푡
푓̄ (푠, 푌̄푠, 0) 푑푠 − ∫
푇
푡
푍̄푠 푑푊
ℚ
푠 , 푡 ∈ [0, 푇 ].
where ℚ ∶= (푔̄푠 ∙푊 )푇 ⋅ ℙ, and푊 ℚ ∶= 푊 − ∫ ⋅0 푔̄푠 푑푠.Note that ℚ is a probability measure equivalent to ℙ and 푊 ℚ is a Brownian motion under ℚ. Then, for any
휏 ∈ 핋 (0, 푇 ) and 퐴 ∈  , by (2.1) and (2.2),
피ℚ(|푌̄휏 |;퐴) = 피(|푌̄휏 | ⋅ (푔̄ ∙푊 )휏 ;퐴)
≤ 피
[|푌̄휏 | exp(∫ 푇0 푔̄푠 푑푊푠
)
;퐴
]
≤ 피
[
exp
(| ∫ 푇0 푔̄푠 푑푊푠|2
2푐2
)
+ 푒2푐2휓(|푌̄휏 |, 푐);퐴]
≤ (1 − 푏2
푐2
푇 )−1∕2 + 피[푒2푐2휓(|푌̄휏 |, 푐);퐴].
So, 푌̄ belongs to class (퐷) under ℚ. Now we give an estimate on 푍̄ under ℚ.
Let 1 < 푝 <∞, 푝−1 + 푞−1 = 1 and 푘 =
√
푝
2(
√
푝−1)
. Then for any 휏 ∈ 핋 (0, 푇 ),
((푘푔̄) ∙푊 )휏 = exp (∫ 휏0 푘푔̄푠 푑푊푠) exp ( − 12 ∫
휏
0
푘2푔̄2푠 푑푠
) ≥ exp (∫ 휏0 푘푔̄푠 푑푊푠) exp ( − 12푏2푘2푇 ).
Since 피[((푘푔̄) ∙푊 )휏 ] = 1, we obtain
sup
휏∈핋 (0,푇 )
피[exp(∫
휏
0
푘푔̄푠 푑푊푠)] ≤ exp(12푏2푘2푇 ).
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Therefore, according toKazamaki (1994), Theorem 1.5, (푔̄∙푊 ) is퐿푞-boundedmartingale. UsingHölder’s inequality,
we obtain
피ℚ
[(
∫
푇
0
|푍̄푠|2 푑푠)1∕푝] = 피[(∫ 푇0 |푍̄푠|2 푑푠
)1∕푝(푔̄ ∙푊 )푇 ]
≤ 피
[
∫
푇
0
|푍̄푠|2 푑푠]1∕푝 ⋅ 피[(푔̄ ∙푊 )푞푇 ]1∕푞 < ∞.
Taking 푝̄ ∶= 2푝 , then 푍̄ ∈ 푀 푝̄([0, 푇 ],ℝ1×푑 ;ℚ). Moreover, due to the arbitrariness of 푝, it holds that 푍̄ ∈
푀 푝̄([0, 푇 ],ℝ1×푑 ;ℚ) for any 0 < 푝̄ < 2.
Therefore, (푌̄ , 푍̄) is an (퐿1−) solution of the followingBSDE such that 푌̄ belongs to class (퐷) and 푍̄ ∈푀 푝̄(ℝ1×푑 ;ℚ)
for any 0 < 푝̄ < 2.
푦푡 = ∫
푇
푡
푓̄ (푠, 푦, 0) 푑푠 − ∫
푇
푡
푧푠 푑푊
ℚ
푠 , 푡 ∈ [0, 푇 ]. (3.2)
Since 푓̄ (푠, 0, 0) = 0, a pair (0, 0) is also a solution of (3.2).
On the other hand, for any 푦, 푦′ ∈ ℝ,
푦 − 푦′|푦 − 푦′|ퟙ|푦−푦′|≠0(푓̄ (푠, 푦, 0) − 푓̄ (푠, 푦′, 0))
= 푦 − 푦
′|푦 − 푦′|ퟙ|푦−푦′|≠0(푓 (푠, 푦 + 푌 2푠 , 푍2푠 ) − 푓 (푠, 푦′ + 푌 2푠 , 푍2푠 )) ≤ 휌(|푦 − 푦′|).
Therefore, according to the uniqueness of 퐿1-solution of BSDEs with generators of One-Sided Osgood type (see
Fan (2018), Theorem 1), we have (푌̄ , 푍̄) = (0, 0). For larger value of 푇 , we first discuss on interval [푇 − 훿, 푇 ] for
small 훿 > 0 from which we get (푌̄푡, 푍̄푡) = 0 for 푇 − 훿 ≤ 푡 ≤ 푇 and then with the terminal value 푌̄푇−훿 = 0, we discusson interval [푇 − 2훿, 푇 − 훿] from which (푌̄푡, 푍̄푡) = 0 for 푇 − 2훿 ≤ 푡 ≤ 푇 − 훿 and so on by an inductive argument. Thisprovides (푌̄ , 푍̄) = 0 on the whole interval [0, 푇 ]. That is, we have 푌 1 = 푌 2 and 푍1 = 푍2.
Due to the existence result (Buckdahn et al. (2018), Theorem 2.4), we get the following result.
Corollary 3.2. Suppose that (A1), (A2), (A3) and (A4) hold. We further assume that there exists a constant 휇 > 푏√푇
such that
휓
(|휉| + ∫ 푇0 |푓 (푡, 0, 0)| 푑푡, 휇
)
∈ 퐿1(Ω,ℙ). (3.3)
Then, BSDE (1.1) has a unique solution (푌 ,푍) such that휓(푌 , 푐) belongs to the class (퐷) for some 푐 > 0. Moreover
we have the following estimate on 푌 .
|푌푡| ≤ 1√
1 − 푏
2
휇2 (푇 − 푡)
푒푎(푇−푡) + 푒2휇2+푎(푇−푡)피
[
휓
(|휉| + ∫ 푇푡 |푓 (푠, 0, 0)| 푑푠, 휇
)||||푡
]
. (3.4)
Remark 3.1. We also have an estimate on 휓(푌 , 휇) (See the last inequality in the proof of Buckdahn et al. (2018),
Theorem 2.4). For some constants 퐴,퐵 ≥ 0, it holds that
휓(|푌푡|, 휇) ≤ 퐴 + 퐵 ⋅ 피[휓(|휉| + ∫ 푇0 |푓 (푠, 0, 0)| 푑푠, 휇
)||||푡
]
. (3.5)
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4. Comparisons
We first show the comparison principle for the BSDE with Lipschitz generator.
Theorem 4.1. Let (휉, 푓 ) and (휉′, 푓 ′) be any two pairs of terminal value and generator of (1.1), respectively. Let (푌 ,푍)
and (푌 ′, 푍′) be associated solutions such that 휓(푌 , 푐) and 휓(푌 ′, 푐′) belong to class (퐷) for some 푐, 푐′ > 0. Suppose
that 푓 satisfies (A2) and (A5). If 휉 ≤ 휉′ and 푓 (푡, 푌 ′, 푍′) ≤ 푓 ′(푡, 푌 ′, 푍′) then 푌푡 ≤ 푌 ′푡 for all 푡 ∈ [0, 푇 ],ℙ-a.s. Moreover
this comparison is strict, that is, if 푌 1푡 = 푌 2푡 ,ℙ − 푎.푠. on 퐴 ∈ 푡, then 푌 1푠 = 푌 2푠 on [푡, 푇 ] × 퐴 up to evanescence.
Proof. Aswe showed at the beginning part of the proof of theorem 3.1,휓(푌 −푌 ′, 푐0) belongs to class (퐷) for 푐0 = 푐∧푐′.
We assume that 푐0 > 푏
√
푇 without loss of generality. For larger 푇 , we can adopt the same strategy as in the proof of
theorem 3.1.
Let us define the process:
Γ푠 ∶=
푓 (푠, 푌 ′푠 , 푍푠) − 푓 (푠, 푌
′
푠 , 푍
′
푠)|푍푠 −푍′푠|2 ퟙ|푍푠−푍′푠|=0(푍푠 −푍′푠)
which is uniformly bounded. The measure ℚ is defined as follows.
푑ℚ
푑ℙ
∶= (Γ ∙푊 )푇 = ∫
푇
0
Γ푠 푑푊푠 −
1
2 ∫
푇
0
Γ2푠 푑푠.
Then,푊 ℚ ∶= 푊 − ∫ ⋅0Γ푠 푑푠 is ℚ-Brownian motion. As we showed in preceding discussion, 푍 −푍′ ∈푀푞(ℝ1×푑 ;ℚ)for any 푞 ∈ (1, 2). Therefore,
−∫
푡
0
(푓 (푠, 푌 ′푠 , 푍푠) − 푓 (푠, 푌
′
푠 , 푍
′
푠)) 푑푠 + ∫
푡
0
(푍푠 −푍′푠)푑 푊푠 = ∫
푡
0
(푍푠 −푍′푠) 푑푊
ℚ
푠 .
is a ℚ-martingale. On the other hand,
피ℚ
[
∫
푇
0
(푓 (푠, 푌푠, 푍푠)−푓 (푠, 푌 ′푠 , 푍푠)) 푑푠
]
≤ 푟피ℚ
[
∫
푇
0
|푌푠 − 푌 ′푠 | 푑푠]
= 푟피
[
∫
푇
0
|푌푠 − 푌 ′푠 |(Γ ∙푊 )푇 푑푠]
≤ 푟피
[
∫
푇
0
(
1 − 푏
2
푐20
푇
)−1∕2
+ 푒2푐
2
0휓(|푌푠 − 푌 ′푠 |, 푐0) 푑푠]
≤ 푟푇
(
1 − 푏
2
푐20
푇
)−1∕2
+ 푟푇 푒2푐
2
0 ⋅ sup
휏∈핋
피[휓(|푌휏 − 푌 ′휏 |, 푐0)] < ∞.
Now, both comparison and strict comparison theorems just follow from Cohen et al. (2010), Theorems 1, 2 and 3.
Remark 4.1. As an immediate consequence of Theorem 4.1, we can see that the solution of the BSDE (1.1) is unique.
So, we have provided an alternative method for the proof of the uniqueness part in Lipschitz setting than that of
Buckdahn et al. (2018).
Now we discuss the comparison theorem under one-sided Osgood condition.
Theorem 4.2. The comparison theorem still holds under the assumptions (A1) and (A2).
Proof. Set 휉̄ ∶= 휉 − 휉′, 푓̄ ∶= 푓 − 푓 ′, 훿푓 (푠, 푦, 푧) ∶= 푓 (푠, 푦 + 푌 ′푠 , 푧 + 푍′푠) − 푓 (푠, 푌 ′푠 , 푍′푠). The pair (푌̄ , 푍̄) ∶=
(푌 − 푌 ′, 푍 −푍′) satisfies
푌̄푡 = 휉̄ + ∫
푇
푡
[훿푓 (푠, 푌̄푠, 푍̄푠) + 푓̄ (푠, 푌 ′푠 , 푍
′
푠)] 푑푠 − ∫
푇
푡
푍̄푠 푑푊푠.
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After an application of the Girsanov change, we have
푌̄푡 = 휉̄ + ∫
푇
푡
[훿푓 (푠, 푌̄푠, 0) + 푓̄ (푠, 푌 ′푠 , 푍
′
푠)] 푑푠 − ∫
푇
푡
푍̄푠 푑푊
ℚ
푠 , (4.1)
where the probability measure ℚ is similarly defined as before.
Note that 피ℚ[휉̄] < ∞, 훿푓 (푠, 0, 0) = 0 and 푌̄푡 belongs to class (퐷) under ℚ. We also note that 푍̄ ∈ 푀푞(ℝ1×푑 ;ℚ)for any 푞 ∈ (1, 2). Applying Tanaka’s formula to (4.1),
푌̄ +푡 = 휉̄
+ + ∫
푇
푡
ퟙ푌̄푠>0[훿푓 (푠, 푌̄푠, 0) + 푓̄ (푠, 푌
′
푠 , 푍
′
푠)] 푑푠 − ∫
푇
푡
ퟙ푌̄푠>0푍̄푠 푑푊
ℚ
푠 −
1
2
퐿0푡 , (4.2)
where 퐿0푡 is the local time of 푌̄푡 at 0, it is an increasing process such that 퐿00 = 0. Since 푓̄ (푠, 푌 ′푠 , 푍′푠) ≤ 0, we see that
ퟙ푌̄푠>0[훿푓 (푠, 푌̄푠, 0) + 푓̄ (푠, 푌
′
푠 , 푍
′
푠)] ≤ ퟙ푌̄푠>0 ⋅ 훿푓 (푠, 푌̄푠, 0) = ퟙ푌̄푠>0 푌̄푠|푌̄푠| ⋅ 훿푓 (푠, 푌̄푠, 0) ≤ 휌(푌̄ +푠 ).
On the other hand, the function 휌(⋅) has linear growth since it is non-decreasing and concave valued 0 at 0. If we denote
by 푙 the linear growth, then 피ℚ[휌(푌̄ +푠 )] ≤ 피ℚ[푙(푌̄ +푠 + 1)] = 푙(피ℚ[푌̄ +푠 ] + 1) <∞.Taking conditional expectations on both sides of (4.2) with respect to ℚ, we get
피ℚ[푌̄ +푡 |푡] ≤ ∫ 푇푡 피ℚ[휌(푌̄ +푠 )|푡] 푑푠 ≤ ∫
푇
푡
휌
(
피ℚ[푌̄ +푠 |푡]) 푑푠
where we used Jensen’s inequality and 휉̄+ = 0. Then, Bihari’s inequality implies that 푌̄ +푡 = 0, ℚ − 푎.푠. for each
푡 ∈ [0, 푇 ]. As ℚ is equivalent to ℙ, we have 푌̄ +푡 = 0, ℙ − 푎.푠. Hence 푌 1푡 ≤ 푌 2푡 , ℙ − 푎.푠.
Remark 4.2. Theorem 4.2 can be regarded as a generalization of Theorem 3.1, as one sees easily. In general, the strict
comparison theorem does not hold in a monotonicity setting (see Pardoux and Răşcanu (2014), pp. 416).
5. Stability
In this section, we state the stability result for BSDE (1.1). We shall restrict to the case where the generator is
linear with respect to 푧. The more general case is left for the future work. Before we study the stability, we give the
following useful lemma.
Lemma 5.1. Suppose that the generator satisfies (A1), (A2), (A3) and (A4). Instead of (3.3), we assume that
sup
푡∈[0,푇 ]
피
[
휓
(|휉| + ∫ 푇0 |푓 (푡, 0, 0)|푑푡, 휇
)||||푡
]
∈ 퐿1(Ω,ℙ), 휇 > 푏
√
푇 .
Then the BSDE (1.1) has a unique solution such that 휓(|푌 |, 휇) ∈ 퐻1푇 .
Proof. By Corollary 3.2, (1.1) has a unique solution (푌 ,푍) such that 휓(푌 , 휇) belongs to class (퐷). Due to (3.5), we
can see that 휓(|푌 |, 휇) ∈ 퐻1푇 .
Theorem 5.2. For each 푛 ∈ ℕ0, let us consider the following BSDEs depending on parameter 푛:
푌 푛푡 = 휉
푛 + ∫
푇
푡
푓 푛(푠, 푌 푛푠 , 푍
푛
푠 ) 푑푠 − ∫
푇
푡
푍푛푠 푑푊푠, 푡 ∈ [0, 푇 ].
We introduce the following assumptions.
1. For all 푛, 휉푛 and 푓 푛 satisfy (A1), (A2), (A3) and (A4) with the same parameters 휌(⋅), 푎, 푏.
2. 푓 0 is linear with respect to 푧, that is, 푓 0(푠, 푦, 푧) = 푓 0(푠, 푦, 0) + 푏푧.
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3. There exists a constant 휇 > 푏√푇 such that
휓
(
휉0 + ∫
푇
0
푓 0(푡, 0, 0) 푑푡, 휇
)
∈ 퐿1(Ω,ℙ).
4. There exists a non-negative real sequence (푙푛)푛=1,2,... which converges to 0 such that for each 푛, for any (푦, 푧) ∈
ℝ ×ℝ1×푑 ,
|푓 푛(푠, 푦, 푧) − 푓 0(푠, 푦, 푧)| ≤ 푙푛, 푑ℙ × 푑푡 − 푎.푠.
5. There exists a random variable 휂 satisfying 휓(휂, 휇) ∈ 퐿1(Ω,ℙ) such that |휉푛 − 휉0| ≤ 휂 for any 푛 ≥ 1 and
피[|휉푛 − 휉0|]→ 0, 푛→ ∞.
6. There exists a constant 휇 > 푏√푇 such that
sup
푡∈[0,푇 ]
피
[
휓
(|휉0| + ∫ 푇0 |푓 0(푡, 0, 0) 푑푡, 휇
)||||푡
]
∈ 퐿1(Ω,ℙ).
7. There exists a random variable 휂 satisfying 휓(sup푡∈[0,푇 ] 피[휂|푡], 휇) ∈ 퐿1(Ω,ℙ) such that |휉푛 − 휉0| ≤ 휂 for any
푛 ≥ 1 and
피
[
sup
푡∈[0,푇 ]
피
[|휉푛 − 휉0||||푡]
]
→ 0, 푛→ ∞.
(i) Under assumptions 1-5, we have
sup
푡∈[0,푇 ]
피
[
휓(|푌 푛푡 − 푌 0푡 |, 휇)] → 0, 푛→∞.
and for any 훽 ∈ (0, 1),
피
[
sup
푡∈[0,푇 ]
휓(|푌 푛푡 − 푌 0푡 |, 휇)훽 +(∫ 푇0 |푍푛푠 −푍0푠 |2 푑푠
)훽∕2]
→ 0, 푛→ ∞.
(ii) Moreover, if assumptions 3,5 are replaced by assumptions 6,7, then it holds that
피
[
sup
푡∈[0,푇 ]
휓(|푌 푛푡 − 푌 0푡 |, 휇)] → 0, 푛→ ∞.
Remark 5.1. If assumptions 3-5 (resp., assumptions 4,6,7) are true, then it just follows from the expressions (2.3)
and (2.4) that 휓(|휉푛| + ∫ 푇0 |푓 푛(푡, 0, 0)| 푑푡, 휇) ∈ 퐿1(Ω,ℙ). (resp., sup푡∈[0,푇 ] 피[휓(|휉푛| + ∫ 푇0 |푓 푛(푡, 0, 0)| 푑푡, 휇)|||푡] ∈
퐿1(Ω,ℙ).) for each 푛 ∈ ℕ. Note that assumptions 6,7 are stronger than assumptions 3,5, respectively.
Proof of Theorem 5.2.
(i). By the virtue of Girsanov change, we have for each 푛 ∈ ℕ0,
푌 푛푡 = 휉
푛 + ∫
푇
푡
푓 푛(푠, 푌 푛푠 , 0) 푑푠 − ∫
푇
푡
푍푛푠 푑푊
ℚ푛
푠 .
where
푑ℚ푛
푑ℙ
∶= (푔푛 ∙푊 )푇 , 푊 ℚ푛 ∶= 푊 − ∫
⋅
0
푔푛(푠) 푑푠.
푔푛(푠) ∶=
푓 푛(푠, 푌 푛푠 , 푍
푛
푠 ) − 푓
푛(푠, 푌 푛푠 , 0)|푍푛푠 |2 ퟙ|푍푛푠 |≠0푍푛푠 .
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We put ℚ ∶= ℚ0. Clearly,푊 ℚ푛 = 푊 ℚ − ∫ ⋅0(푔푛(푠) − 푔0(푠)) 푑푠 for each 푛. So, we get
푌 푛푡 = 휉
푛 + ∫
푇
푡
푓̄ 푛(푠, 푌 푛푠 , 푍
푛
푠 )푑푠 − ∫
푇
푡
푍푛푠 푑푊
ℚ
푠 .
where 푓̄ 푛(푠, 푦, 푧) ∶= 푓 푛(푠, 푦, 푧) − 푔0(푠)푧 = 푓 푛(푠, 푦, 푧) − 푏푧.
Note that 푓̄ 0(푠, 푦, 푧) = 푓 0(푠, 푦, 0). The same arguments as in the proof of preceding results give that
피ℚ[휂] < ∞, 피ℚ
[
휉푛 + ∫
푇
0
푓̄ 푛(푠, 0, 0)
]
= 피ℚ
[
휉푛 + ∫
푇
0
푓 푛(푠, 0, 0)
]
< ∞.
Moreover, both processes 푌 푛 and 휓(|푌 푛|, 휇) belong to class (D) under ℚ and 푍푛 ∈ 푀 푝̄([0, 푇 ],ℝ1×푑 ;ℚ), for any
0 < 푝̄ < 2.
And 푓̄ 푛 has the sublinear growth in 푧 from
|푓̄ 푛(푠, 푦, 푧) − 푓̄ 푛(푠, 푦, 0)| = |푓 푛(푠, 푦, 푧) − 푓 푛(푠, 푦, 0) − 푏푧|
≤ 2푙푛 + |푓 0(푠, 푦, 푧) − 푓 0(푠, 푦, 0) − 푏푧| = 2푙푛.
Therefore, for each 푛, (푌 푛, 푍푛) is a unique 퐿1−solution of the following BSDE under ℚ.
푦푡 = 휉푛 + ∫
푇
푡
푓̄ 푛(푠, 푦푠, 푧푠) 푑푠 − ∫
푇
푡
푧푠 푑푊
ℚ
푠 . (5.1)
From the assumption, 휉푛 converges to 휉0 in probability and so does underℚ. As |휉푛−휉0| ≤ 휂, 푛 ∈ ℕ0 and 피ℚ[휂] <∞,by Lebesgue’s dominated convergence theorem, we get피ℚ[|휉푛−휉0|] = 0. Also, it holds that |푓̄ 푛(푠, 푦, 푧)−푓̄ 0(푠, 푦, 푧)| =|푓 푛(푠, 푦, 푧) − 푓 0(푠, 푦, 푧)| ≤ 푙푛 for any 푛 ∈ ℕ0. Now we can use the stability results of 퐿1-solutions to BSDE (5.1).According to Fan (2018), Theorem 4, it holds that
sup
푡∈[0,푇 ]
피ℚ[|푌 푛푡 − 푌 0푡 |]→ 0, 푛→ ∞. (5.2)
and for any 훽 ∈ (0, 1),
피ℚ
[
sup
푡∈[0,푇 ]
|푌 푛푡 − 푌 0푡 |훽 +(∫ 푇0 |푍푛푠 −푍0푠 |2 푑푠
)훽∕2]
→ 0, 푛→ ∞. (5.3)
For the simplicity, we define
푌 푛,0 ∶= 푌 푛 − 푌 0, 푍푛,0 ∶= 푍푛 −푍0, 휉푛,0 ∶= 휉푛 − 휉0, 푓̄ 푛,0 ∶= 푓̄ 푛 − 푓̄ 0 = 푓 푛 − 푓 0 =∶ 푓 푛,0.
The expression (5.2) implies that 푌 푛,0푡
ℚ
←←←←→ 0 uniformly in 푡. As the measureℚ is equivalent to ℙ, we see that 푌 푛,0푡
ℙ
←←←←→ 0
uniformly in 푡. Moreover, it follows that휓(|푌 푛,0푡 |, 휇) ℙ←←←←→ 0 uniformly in 푡 from the fact that휓(⋅, 휇) is strictly increasing.On the other hand, using the expression (3.5),
휓(|푌 푛,0푡 |, 휇) ≤ 퐴 + 퐵 ⋅ 피[휓(|휉푛,0| + ∫ 푇0 |푓 푛,0(푠, 0, 0)| 푑푠, 휇
)||||푡
]
≤ 퐴 + 퐵 ⋅ 피
[
휓
(
휂 + 푇 sup
푛
푙푛, 휇
)||||푡
]
=∶ (∗). (5.4)
sup
푡∈[0,푇 ]
피[(∗)] = 피[(∗)] ≤ 퐴 + 1
2
퐵휓(2, 휇) ⋅
[
휓(휂, 휇) + 휓(푇 sup
푛
푙푛, 휇)
]
< ∞.
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So, by Lebesgue’s dominated convergence theorem, we obtain
sup
푡∈[0,푇 ]
피
[
휓(|푌 푛,0푡 |, 휇)] → 0, 푛→∞.
From the expression (5.3), the process |푌 푛,0푡 |훽 푢푐푝←←←←←←←→ 0 under ℚ, so does under ℙ. Since 휓(⋅, 휇) is strictly increasing,
휓(|푌 푛,0푡 |훽 , 휇) 푢푐푝←←←←←←←→ 0. Using (5.4) and Briand et al. (2003), Lemma 6.1, we deduce for any 훽 ∈ (0, 1),
피
[
sup
푛
sup
푡∈[0,푇 ]
휓(|푌 푛,0푡 |, 휇)훽] ≤ 피[ sup푛 sup푡∈[0,푇 ](∗)훽] = 피[ sup푡∈[0,푇 ](∗)훽]
≤ 퐴훽 + 퐵훽 1
1 − 훽
피
[
휓(휂 + 푇 sup
푛
푙푛, 휇)
]훽 <∞.
Then Lebesgue’s dominated convergence theorem ensures that
피
[
sup
푡∈[0,푇 ]
휓(|푌 푛,0푡 |, 휇)훽] → 0, 푛→ ∞.
Next, for any 휀 < (1 − 훽)∕훽, by Hölder’s inequality,
피
[(
∫
푇
0
|푍푛,0푠 |2 푑푠)훽∕2] = 피[(∫ 푇0 |푍푛,0푠 |2 푑푠
)훽∕2
[(푏 ∙푊 )푇 ]1∕(1+휀) ⋅ [(푏 ∙푊 )푇 ]−1∕(1+휀)
]
≤ 피
[(
∫
푇
0
|푍푛,0푠 |2 푑푠)훽(1+휀)∕2(푏 ∙푊 )푇 ]1∕(1+휀) ⋅ 피([(푏 ∙푊 )푇 ]−1∕휀)휀∕(1+휀)
= 피ℚ
[(
∫
푇
0
|푍푛,0푠 |2 푑푠)훽(1+휀)∕2]1∕(1+휀) ⋅ 피([(푏 ∙푊 )푇 ]−1∕휀)휀∕(1+휀).
By (5.3), the last term tends to 0 as 푛→ ∞. Consequently, we have
피
[
sup
푡∈[0,푇 ]
휓(|푌 푛,0푡 |, 휇)훽 +(∫ 푇0 |푍푛,0푠 |2 푑푠
)훽∕2]
→ 0, 푛→∞.
which is the desired result.
(ii). We can have very similar procedure as in the proof of the first assertion, so we only sketch the proof. Due
to assumption 7, we see that 피ℚ
[
sup푡∈[0,푇 ] 피
[|휉푛 − 휉0||||푡]
]
→ 0, as 푛 → ∞ by Lebesgue’s dominated convergence
theorem. Using lemma 5.1, we deduce that 푌 ∈ 퐻1푇 (ℚ). Then, according to the stability result of 퐿1−solution (Fan(2018), Theorem 5), it holds that
피ℚ
[
sup
푡∈[0,푇 ]
|푌 푛,0푡 | +(∫ 푇0 |푍푛,0푠 |2 푑푠
)1∕2]
→ 0, 푛→∞.
It can be easily seen that 휓(|푌 푛,0푡 |, 휇) 푢푐푝←←←←←←←→ 0, 푛→ ∞ under ℙ. By the expression (5.4) and assumption 7,
피
[
sup
푛
sup
푡∈[0,푇 ]
휓(|푌 푛,0푡 |, 휇)] ≤ 피[ sup푛 sup푡∈[0,푇 ](∗)] = 피[ sup푡∈[0,푇 ](∗)] <∞.
Now, we can use dominated convergence theorem to get the conclusion.
Remark 5.2. Perhaps, one can try to prove directly the stability theorem without using the properties of 퐿1−solution.
But this is not the objective within our framework.
Remark 5.3. One can easily check that the framework of this paper is also adapted to the critical case of 휇 = 푏√푇
due to the counter existence result of solution (see Fan and Hu (2019)).
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