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The emergence of self-sustained clusters and their role in ergodicity breaking is investigated in
fully connected Ising and Sherrington-Kirkpatick (SK) models. The analysis reveals a clustering
behavior at various parameter regimes, as well as yet unobserved phenomena such as the absence of
non-trivial clusters in the Ising ferromagnetic and paramagnetic regimes, the formation of restricted
spin clusters in SK spin glass and a first order phase transition in cluster sizes in the SK ferromagnet.
The method could be adapted to investigate other spin models.
PACS numbers: 75.10.Nr, 05.20.-y, 89.20.-a
Spin glasses are magnetic materials characterized by
extremely slow magnetization relaxation in the absence
of external field [1, 2]. Several models have been devel-
oped to explain their behavior [3, 4] which in turn have
revealed a rich physical picture of a rugged free energy
landscape [2, 5]. Remarkably, the physics of spin glasses
has a non-trivial connection to interdisciplinary applica-
tions including image processing, error correcting codes,
neural networks and combinatorial optimization [6, 7].
Its connection to structural glasses and supercooled liq-
uids have also been explored to explain the physics below
the glassy temperature [8, 9].
Among the various spin glass models, the Sherrington-
Kirkpatrick (SK) model [4] is arguably the most studied.
One of the most intriguing features of large scale disor-
dered systems in general and the SK model in particular,
is the breaking of ergodicity in some parameter regimes
(e.g., temperature, strength of interactions or topology),
particularly in the spin-glass phase where it manifests it-
self through a complex symmetry structure of order pa-
rameters that describe macroscopically the correspond-
ing solution space. Although macroscopic properties of
the SK model are relatively clear its microscopic features
are less understood [10], in particular the existence of
stable domains that are independent of the remainder of
the system; these are important for gaining insight into
the mechanism that gives rise to ergodicity breaking and
the physical picture of spin glasses.
In this Letter, we examine analytically the existence of
self-sustained spin clusters in fully connected Ising and
SKmodels. We remark that a similar behavior, termed as
backbones or frozen variables in sparse systems [11, 12], is
induced by the topological disorder and is therefore some-
what different from the self-sustained clusters studied
here; nevertheless, sparse topologies could be analyzed
by extending the method presented here. We study the
existence and nature of self-sustained clusters in various
phases, the dependence of their sizes on system param-
eters and the existence of phase transitions with respect
to cluster sizes. The Ising model will be analyzed first,
followed by a more involved analysis of the SK model.
Models - The SK model comprises N spin variables,
any two of which i and j interact via a ferromagnetic
(Jij > 0) or anti-ferromagnetic (Jij < 0) symmetric cou-
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FIG. 1: Phase diagram of the SK model as a function of
coupling mean J0 and temperature T . Right hand side of
the dashed line corresponds to the region where a first order
phase transition in cluster sizes is observed, i.e. self-sustained
clusters of certain size are absent.
pling (Jij=Jji). Coupling variables are randomly drawn
from a Gaussian distribution of mean J0/N and vari-
ance J2/N ; the corresponding Hamiltonian is given by
HSK = −
∑
(ij) Jijsisj , which sums over all un-ordered
spin pairs (i 6= j). The infinite-range Ising model is a spe-
cial case of the SK model with J=0 or J0→∞, and the
corresponding Hamiltonian is HIsing= −J0
∑
(ij) sisj/N .
To compute physical quantities of interest, one uses
the identity lnZ = limn→0(Z
n − 1)/n to carry out an
averages over quenched variables, replacing the average
of lnZ by that of the replicated partition function Zn [5].
As N →∞, solutions space is described by the magneti-
zation and inter-replica spin correlation order parameters
mα =
1
N
∑
i
siα, qαβ =
1
N
∑
i
siαsiβ , (1)
where α, β = 1, . . . , n are replica indices. An ultramet-
ric structure of the order parameter symmetry is then
used to facilitate the calculation, the simplest of which
is the replica-symmetric (RS) ansatz, where one substi-
tutes mα =m for all α and qαβ = q for all α 6= β. The
various phases observed in the model are expressed by
the values of m and q, for instance the paramagnetic
(m= q= 0), ferromagnetic (m 6= 0, q > 0) and spin glass
phases (m=0, q>0) as shown in Fig. 1.
Self-sustained clusters-Denote a set C of spin variables;
for each spin i ∈ C we define in-cluster and out-cluster
2magnetic fields ui =
∑
j∈C Jijsj and vi =
∑
j /∈C Jijsj
induced by spins in and out of C, respectively. The total
magnetic field experienced by spin i is hi = ui + vi. The
set C is self-sustained if
|ui| > |vi|, ∀i ∈ C. (2)
In other words, the magnetic field experienced by each
individual spin i in C is dominated by the contributions of
peer spin variables in C. We remark that our framework
can accommodate other cluster definitions.
To obtain the distribution of clusters, we denote Ω(r)
to be the number of self-sustained clusters of normalized
size r = |C|/N . Since lnΩ(r) is an extensive quantity, we
define the entropy of clusters to be S(r) = [lnΩ(r)]/N .
For instance, one can easily compute S(r) of the Ising
model at zero temperature T = 0 where all spins are
aligned. Since the couplings are uniform, Eq. (2) is
satisfied for a set C if r > 0.5. Indeed, any grouping
with at least half of the spins is self-sustained, which
implies Ω(r) = CNNr = N !/[(rN)!(N − rN)!] and S(r) =
−r ln r− (1− r) ln(1− r) for r > 0.5; and Ω(r) = 0 and
S(r) = −∞ otherwise. We note that using this defini-
tion, self-sustained clusters which are subsets of larger
self-sustained clusters are also counted.
We further define a variable σi = 1,−1 to identify cases
when spin i is included in or excluded from the cluster,
respectively. Thus, the cluster size r=
∑
i(1+σi)/2. One
can then define an indicator function
w ({σi},{si},{Jij})=
∏
i
[
1−σi
2
+
1+σi
2
Θ
(
u2i−v
2
i
)]
,
(3)
where the step function Θ(x) = 0, 1 for the cases x < 0
and x>0, respectively. It turns out that the value of Θ(0)
is crucial in the paramagnetic phase as will be discussed
later. Thus, w=1 if the cluster defined by the set {σi=1}
is self-sustained, and w = 0 otherwise.
Ising Model - To derive S(r) for the fully connected
Ising model at any temperature T we uniformly sample
spin configurations of given magnetization m=
∑
i si/N ,
as it uniquely defines the model’s macroscopic properties.
It is sufficient to introduce an operator partition function
which measures the entropy S(r) of clusters given m:
ZIsing(γ,m) (4)
= Tr
{si}
Tr
{σi}
w({σi}, {si})δ
(∑
isi
N
−m
)
eγ
∑
i(1+σi)
2
where the dependence of w on {Jij} is omitted as they
are all identical (J0). The parameter γ plays the role of
pesudo-temperature conjugate to the cluster size
∑
i(1+
σi)/2; by computing Z, one obtains the entropy S(γ) and
cluster size r(γ) as a function of γ leading to S(r).
Details of the calculation are found in the Supplemen-
tary Information (SI); here we briefly describe the solu-
tion. In the limit of N →∞, ZIsing is given by
ZIsing(γ,m)=A(m)[1 + Θ(msσm)e
γ ]N (5)
where the variable msσ =
∑
i siσi/N and its value is
given self-consistently by the equation
msσ = m
(
Θ(msσm)e
γ − 1
Θ(msσm)eγ + 1
)
. (6)
The prefactor A(m) in Eq. (5) is given by
A(m) = e−βNJ0m
2
[2 cosh(βJ0m)]
N , (7)
the entropic contribution of spin configurations {si}, i.e.,
A(m) = Tr{si} δ(
∑
i si/N − m). Indeed, the partition
function of the Ising model is e−βEIsingA(m), with average
energy EIsing = −NJ0m
2/2.
Using Eq. (5), one can drive the cluster size r(γ) by
rIsing(γ,m) =
1
N
∂ lnZIsing
∂γ
=
Θ(msσm)e
γ
Θ(msσm)eγ + 1
. (8)
To compute the entropy S(γ), one subtracts the entropic
contribution lnA from lnZIsing and apply the Legendre
transformation to obtain
SIsing(γ,m) =
1
N
[
−γ
∂ lnZIsing
∂γ
+lnZIsing−lnA
]
(9)
=−
γ Θ(msσm)e
γ
Θ(msσm)eγ + 1
+ ln[1+Θ(msσm)e
γ ].
To obtain S(r), we assume m>0 and solve Eq. (6) to
obtain msσ = −m for γ < 0, msσ =m
(
eγ−1
eγ+1
)
for γ ≥ 0
and no solution in the range −m<msσ<0; as a result
S(r) =


0 r = 0
−∞ 0 < r < 0.5
−r ln r − (1 − r) ln(1− r) r ≥ 0.5
, (10)
shown by the black line in Fig. 2. This result is valid for
the entire ferromagnetic phase (m 6=0) and is consistent
with S(r) at T = 0 obtained by simple counting. It
implies that in the ferromagnetic phase, regardless of T
and m, clusters that include at least half of the spins are
self-sustained and the magnetization is uniform over any
subset of spins even for smallm values. Alternatively, one
calculates the in-cluster and out-cluster magnetization,
〈si〉σi=1 =
m+msσ
2r
, 〈si〉σi=−1 =
m−msσ
2(1− r)
, (11)
respectively, to show [using Eqs. (6) and (8)] that self-
sustained clusters have the same magnetization as the
out-cluster spins, 〈si〉σi=1=〈si〉σi=−1=m.
For the paramagnetic phase, S(r) is ambiguous since
m = 0 and |ui| = |vi| = 0 in Eq. (2); it thus depends
on the definition of Θ(0) in Eqs. (8) and (9). Only
trivial self-sustained clusters are observed: the choice
Θ(0) = 1 results in S(r) = −r ln r− (1−r) ln(1−r) for
all cluster sizes 0 ≤ r ≤ 1, implying that any subset
of spins is considered self-sustained, while for Θ(0) = 0,
S(0) = 0 and S(r) = −∞, ∀r 6= 0, implying that no
3self-sustained clusters exist. We note that from Eq. (11),
〈si〉σi=1 = 〈si〉σi=−1 = 0 regardless of the value of Θ(0),
which implies that magnetized domains are always ab-
sent from the paramagnetic phase.
SK Model - Similarly, in the SK model we uniformly
draw system configurations from a distribution defined
by the order parameters {mα} and {qαβ}, and introduce
an operator partition function which measures S(r) given
{mα} and {qαβ}. Unlike the Ising model with a single or-
der parameter m, the order parameters in the SK model
are labeled by replica indices, we thus define a replicated
operator partition function
ΞSK(γ,{mα},{qαβ}, n) (12)
= Tr
{Jij}
Tr
{siα}
Tr
{σiα}
eγ
∑
i,α
1+σiα
2
∏
α
w({σiα},{siα},{Jij})
×
∏
α
δ
(∑
i siα
N
−mα
)∏
αβ
δ
(∑
i siαsiβ
N
−qαβ
)
P (J).
We further define the corresponding un-replicated par-
tition function with respect to spin configurations as
ZSK[γ,P (mα),P (qαβ)], such that P (mα) and P (qαβ) are
the distributions of mα and qαβ in the limit n→ 0. The
logarithm lnZSK is given by
lnZSK[γ,P (mα),P (qαβ)] = lim
n→∞
ΞSK − 1
n
. (13)
To find the exact form of P (mα) and P (qαβ) in the spin
glass phase requires the full replica sysmetric breaking
(full-RSB) ansatz, which is in principle feasible but very
difficult. We will thus compute lnZSK under the replica
sysmetric (RS) ansatz, where P (mα) = δ(mα−m) and
P (qαβ) = δ(qαβ−q)(1 − δa,b) + δ(qαβ−1)δa,b such that
lnZSK only depends on the variables γ,m and q.
Even with the RS ansatz, the calculation of lnZSK is
rather involved. We will thus describe the main rationale
and results and refer readers to the SI for details. To
obtain S(r), we compute rSK(γ,m, q) and SSK(γ,m, q)
by similar equations to Eqs. (8) and (9) with lnZIsing
replaced by lnZSK and lnA replaced by the spin entropic
contribution in the SK model
lnB(m, q) = lim
n→0
1
n
(14)
×
[
Tr
{siα}
∏
α
δ
(∑
i siα
N
−m
)∏
α6=β
δ
(∑
i siαsiβ
N
−q
)
−1
]
.
Figure 2 shows S(r) as a function of J0 at T = 0.5.
Remarkably, in the spin glass phase (e.g., J0=0.5) clus-
ter entropies exhibit a similar general shape to those ob-
tained by counting in a uniform spin configuration but
with degrees of freedom reduced (almost exactly) by half
S(r)≈
−r ln r−(1− r) ln(1− r)
2
=
lnC
N/2
Nr/2
N
, (15)
as shown in Fig. 3(a). We observe that this picture holds
in the spin glass phase regardless of the values of T and
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FIG. 2: (Color online) The entropy S(r) of self-sustained clus-
ters of size r at T = 0.5 and various coupling mean values J0
in the SK model. Curves with open symbols have been ob-
tained with a fine resolution of γ at intervals of 0.02. The
black line J0 →∞ corresponds to S(r) in Ising ferromagnet.
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FIG. 3: (Color online) (a) Entropy S(r) of self-sustained clus-
ters in the spin glasse case with J0 = 0.5, T = 0.5, compared
to the limit of [lnC
N/2
Nr/2]/N as N →∞. Inset : the maximum
of S(r) obtained by exhaustive search in the ground state of
small SK systems with J0 = 0.01, compared to the value of
S(0.5) = [lnC
N/2
N/4 ]/N = 0.346 (red dashed line); both mean
values and standard deviation are shown. (b) The difference
qsσsσ − qm
2
σ as a function of r for various J0 values.
J0. To test the validity of this result we studied numeri-
cally S(r) in small SK systems by exhaustive search. The
inset of Fig. 3(a) shows that maxr[S(r)] is approaching
[lnC
N/2
N/4 ]/N as N increases in agreement with the theo-
retical predictions.
This profile of self-sustained clusters is consistent with
our understanding of the spin-glass phase: firstly, it
shows a gap between the trivial cluster that encompasses
the entire system (r = 1) and the exponential number
of smaller self-sustained clusters which presumably cor-
respond to suboptimal solutions; secondly, it shows that
smaller size self-sustained clusters are determined by ap-
proximately half of their constituent spins while the other
half are fixed by inherent system correlations.
To further understand the relation between self-
sustained clusters and ergodicity breaking, we examine
the difference d = qsσsσ − qm
2
σ where
qsσsσ = [〈siασiαsiβσiβ〉i,α,β ], mσ = [〈σiα〉i,α], (16)
with [. . . ] corresponding to the average over coupling dis-
orders. One expects d = 0 when the spin-configuration
overlap between two replica is uncorrelated with cluster
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FIG. 4: (Color online) (a) The self-sustained cluster size rSK
as a function of γ at temperature T = 0.5 with J0 from 1.2
to 1.8. (b) In-cluster and out-cluster magnetizations as a
function of the cluster size r.
affiliations; on the other hand, d>0 when correlated spin-
configuration in two replica tend to have correlated clus-
ter associations. Figure 3(b) shows d as a function of r for
various J0 values. In the spin glass phase (J0=0.5) d>0
for all r, suggesting: (i) the presence of self-sustained and
frozen spin clusters of all size; (ii) not all spin subsets
constitute self-sustained clusters, or otherwise d would
have vanished. These results suggest that an extensive
number of spin flips are required to destabilize or modify
self-sustained clusters, which points to the existence of
high energy barriers that lead to meta-stable configura-
tions. The same phenomenon is identified as backbone
or rigidity in sparse spin systems studied elsewhere. A
similar picture emerges in the ferromagnetic phase with
small J0 > 1, except that d≈ 0 for small r values. This
result and the cluster magnetization 〈si〉σi=1→0 as r→0
(see Fig. 4(b)) suggest that small self-sustained clusters
are not frozen and thus can be easily flipped to merge
into larger clusters. All these indicate that ergodicity
breaking is most prominent in the spin glass phase.
We continue to examine S(r) by increasing J0, exiting
the spin glass to the ferromagnetic phase, where one ex-
pects a different profile of S(r) than that of Eq. (15); this
difference is particularly emphasized when one considers
the limit of J0 → ∞, which corresponds to Eq. (10).
The cluster entropy, shown for increasing J0 values in
Fig. 2, exhibits the onset of discontinuity in cluster sizes
at J0 = 1.8, implying the absence of clusters in a range
of sizes. The range where discontinuity occurs increases
with J0 until S(r) reduces to Eq. (10) when J0 → ∞ as
shown in the SI. To examine this behavior we plot the
expected cluster size r as a function of γ in Fig. 4(a)
(higher γ selects clusters of a larger size). An abrupt
jump in cluster size appears when J0 ≥ 1.6, resembling
a first order transition, which implies the emergence of
large and small clusters and the absence of clusters of
sizes in between. The phase boundary identifying the
onset of this first order phase transition was added to
the SK phase diagram in Fig. 1, denoted by × symbols.
This phase line marks the emergence of an extensive fer-
romagnetic domain which grows in size as J0 increases
and becomes the trivial cluster in the limit J0→∞.
One should note that r(γ) is not identically zero be-
fore the transition point, implying the presence of small
clusters in the ferromagnetic phase, which presumably
correspond to small spin domains of arbitrary align-
ment. Figure 4(b) shows that the in-cluster magneti-
zation 〈si〉σi=1 > m for the entire range of r except
when r & 0. This result and the out-cluster magnetiza-
tion 〈si〉σi=−1<m suggest the presence of local domains
of weaker magnetic alignment. We remark that similar
magnetization domains do not appear in the Ising ferro-
magnet, suggesting that coupling disorder is crucial for
the formation of such domains.
Summary - We showed that self-sustained clusters re-
late to the formation of meta-stable configurations sep-
arated by an extensive number of variables, one of the
main features exhibited by disordered systems in the
spin-glass phase, which leads to ergodicity breaking.
Such domains have been termed backbone variables else-
where. We reveal the existence of such clusters in the
spin-glass and ferromagnetic phases of the SK model and
the absence of non-trivial clusters in the Ising model.
Other observations include a first order phase transition
in the size of self-sustained clusters and the presence of
domains of stronger magnetic alignment in the SK fer-
romagnetic regime. The role of self-sustained clusters
in different spin models, both sparsely and densely con-
nected, is yet to be investigated analytically for gain-
ing insights into the corresponding physical behavior; the
new framework and understanding may also play an im-
portant role in interdisciplinary applications, particularly
the development of optimization algorithms.
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1 Derivation of ZIsing
We would like to study the properties of self-sustained clusters without affecting the Ising
system itself. To do that we exploit the fact that the model has been solved previously and
is determined macroscopically by the order parameter m. We therefore uniformly draw
configurations s that are consistent with the macroscopic description of the model, the
value of the parameter m.
We start from the operator partition function ZIsing of the Ising model
ZIsing(γ,M)=Tr
{si}
Tr
{σi}
w({σi}, {si})δ
(∑
isi
N
−M
)
eγ
∑
i(1+σi)
2 , (S1)
where we denote the magnetization of the Ising model as capital letter M in this supple-
mentary information, instead of m as in the main paper, to avoid confusion in subsequent
derivations. The indicator function w is given by
w ({σi}, {si}, {Jij}) =
∏
i
[
1−σi
2
+
1+σi
2
Θ
(
u2i−v2i
)]
, (S2)
1
where the step function Θ(x) = 0, 1 for the cases x < 0 and x > 0 respectively, and assume
Θ(0) to be either 1 or 0, as discussed in the paper; the variable σi = −1, 1 corresponds to
the case when spin i is included in or excluded from the cluster, respectively. The in-cluster
magnetic field ui and out-cluster magnetic field vi are defined by
ui =
∑
j∈C
Jijsj =
∑
j
Jijsj
1 + σj
2
, (S3)
vi =
∑
j /∈C
Jijsj =
∑
j
Jijsj
1− σj
2
. (S4)
Using these definitions, the argument u2i − v2i in the step function of Eq. (S2) can be
simplified as
u2i−v2i =
(∑
j
Jijsjσj
)(∑
k
Jiksk
)
. (S5)
In order to trace over {si} and {σi} in Eq. (S1), one has to factorize the terms in ZIsing
over i. To achieve the goal, we: (i) use the integral representation of delta function to
represent δ(
∑
i si/N −M); (ii) denote hi =
∑
j Jijsj and ηi =
∑
j Jijsjσj . These lead to
ZIsing = Tr
{si}
Tr
{σi}
∫
dMˆ
2π
eiMMˆ−iMˆ
∑
isi
N
×
∏
i
[∫
dhidhˆi
2π
∫
dηidηˆi
2π
eihihˆi−ihˆi
∑
j Jijsj+iηiηˆi−iηˆi
∑
j Jijsjσj
]
×
∏
i
[
1−σi
2
+
1+σi
2
Θ (hiηi)
]
eγ
∑
i(1+σi)
2 , (S6)
We then substitute Jij = J0/N in the Ising model case and introduce the following mean-
field parameters
ms =
1
N
∑
i
si, (S7)
msσ =
1
N
∑
i
siσi, (S8)
mhˆ = −
i
N
∑
i
hˆi, (S9)
mηˆ = − i
N
∑
i
ηˆi. (S10)
One should note that ms is indeed the given magnetization M in Eq. (S1), so we expect
ms = M to be a consequence of the subsequent derivation. The factor −i included in
2
the definitions of mhˆ and mηˆ has been introduced to facilitate the calculation later. Using
again the integral representation of the delta functions for these mean-field parameters,
ZIsing becomes
ZIsing =
∫
dMˆ
2π
∫
dmsdmˆs
2π
∫
dmsσdmˆsσ
2π
∫
dmhˆdmˆhˆ
2π
∫
dmηˆdmˆηˆ
2π
× exp
[
iMMˆ+imsmˆs+imsσmˆsσ+imhˆmˆhˆ+imηˆmˆηˆ−iMˆms+NJ0msmhˆ+NJ0msσmηˆ
]
×
∏
i
{ ∑
si=±1
∑
σi=±1
∫
dhidhˆi
2π
∫
dηidηˆi
2π
eihihˆi+iηiηˆi
×
[
1−σi
2
+
1+σi
2
Θ (hiηi)
]
e
1
N [−imˆssi−imˆsσsiσi−imˆhˆ(−ihˆi)−imˆηˆ(−iηˆi)]+γ
1+σi
2
}
.
(S11)
With the change of variables Mˆ → iNMˆ , mˆs→ iNmˆs, mˆsσ → iNmˆsσ, mˆhˆ→ iNmˆhˆ and
mˆηˆ→ iNmˆηˆ, one can show that ZIsing is given by
ZIsing ∝
∫
dMˆ
2π
∫
dmsdmˆs
2π
∫
dmsσdmˆsσ
2π
∫
dmhˆdmˆhˆ
2π
∫
dmηˆdmˆηˆ
2π
eNΨIsing (S12)
such that
ΨIsing = −MMˆ −msmˆs −msσmˆsσ −mhˆmˆhˆ −mηˆmˆηˆ + Mˆms + J0msmhˆ + J0msσmηˆ
+ log
{∑
s=±1
∑
σ=±1
∫
dh dhˆ
2π
∫
dη dηˆ
2π
eihhˆ+iηηˆ
×
[
1−σ
2
+
1+σ
2
Θ (hη)
]
emˆss+mˆsσsσ+mˆhˆ(−ihˆ)+mˆηˆ(−iηˆ)+γ
1+σ
2
}
, (S13)
where the site index i is omitted as all the terms are factorized. One can then integrate
hˆ and ηˆ which become the delta functions δ(h − mˆhˆ) and δ(η − mˆηˆ); implementing these
delta functions by integrating h and η, ΨIsing becomes
ΨIsing = −MMˆ −msmˆs −msσmˆsσ −mhˆmˆhˆ −mηˆmˆηˆ + Mˆms + J0msmhˆ + J0msσmηˆ
+ log
{∑
s=±1
∑
σ=±1
[
1−σ
2
+
1+σ
2
Θ (mˆhˆmˆηˆ)
]
emˆss+mˆsσsσ+γ
1+σ
2
}
. (S14)
We can then sum over of s and σ, such that ΨIsing becomes
ΨIsing =−MMˆ −msmˆs −msσmˆsσ −mhˆmˆhˆ −mηˆmˆηˆ + Mˆms + J0msmhˆ + J0msσmηˆ
+ log [2 cosh(mˆs − mˆsσ) + 2 Θ(mˆhˆmˆηˆ) cosh(mˆs + mˆsσ)eγ ] . (S15)
To compute ZIsing, one can then make use of Eq. (S12) to evaluate ZIsing by the method
of steepest descent, such that the integral is given by eNΨIsing when ΨIsing attains its max-
imum value. We thus differentiate ΨIsing in Eq. (S15) with respect to Mˆ , the m variables
3
and the mˆ variables (but notM which is a given constant). The differentiation of Eq. (S15)
with respect to Mˆ leads to
ms = M (S16)
as expected and suggested by Eq. (S7). The differentiation of Eq. (S15) with respect to
the m variables gives
mˆs = Mˆ + J0mhˆ (S17)
mˆsσ = J0mηˆ (S18)
mˆhˆ = J0ms (S19)
mˆηˆ = J0msσ (S20)
The differentiation with respect to the mˆ variables results in
ms =
sinh(mˆs − mˆsσ) + Θ(mˆhˆmˆηˆ) sinh(mˆs + mˆsσ)eγ
cosh(mˆs − mˆsσ) + Θ(mˆhˆmˆηˆ) cosh(mˆs + mˆsσ)eγ
, (S21)
msσ =
− sinh(mˆs − mˆsσ) + Θ(mˆhˆmˆηˆ) sinh(mˆs + mˆsσ)eγ
cosh(mˆs − mˆsσ) + Θ(mˆhˆmˆηˆ) cosh(mˆs + mˆsσ)eγ
, (S22)
mhˆ =
mˆηˆδ(mˆhˆmˆηˆ) sinh(mˆs + mˆsσ)e
γ
cosh(mˆs − mˆsσ) + Θ(mˆhˆmˆηˆ) cosh(mˆs + mˆsσ)eγ
, (S23)
mηˆ =
mˆhˆδ(mˆhˆmˆηˆ) sinh(mˆs + mˆsσ)e
γ
cosh(mˆs − mˆsσ) + Θ(mˆhˆmˆηˆ) cosh(mˆs + mˆsσ)eγ
, (S24)
where δ(x) is the delta function. One can summarize all the above relations into 4 equations
with 4 unknowns, namely Mˆ,msσ, mhˆ and mηˆ, and the following equations
M =
sinh(Mˆ + J0mhˆ − J0mηˆ) + Θ(Mmsσ) sinh(Mˆ + J0mhˆ + J0mηˆ)eγ
cosh(Mˆ + J0mhˆ − J0mηˆ) + Θ(Mmsσ) cosh(Mˆ + J0mhˆ + J0mηˆ)eγ
, (S25)
msσ =
− sinh(Mˆ + J0mhˆ − J0mηˆ) + Θ(Mmsσ) sinh(Mˆ + J0mhˆ + J0mηˆ)eγ
cosh(Mˆ + J0mhˆ − J0mηˆ) + Θ(Mmsσ) cosh(Mˆ + J0mhˆ + J0mηˆ)eγ
, (S26)
mhˆ =
msσδ(Mmsσ) sinh(Mˆ + J0mhˆ + J0mηˆ)e
γ
cosh(Mˆ + J0mhˆ − J0mηˆ) + Θ(Mmsσ) cosh(Mˆ + J0mhˆ + J0mηˆ)eγ
, (S27)
mηˆ =
Mδ(Mmsσ) sinh(Mˆ + J0mhˆ + J0mηˆ)e
γ
cosh(Mˆ + J0mhˆ − J0mηˆ) + Θ(Mmsσ) cosh(Mˆ + J0mhˆ + J0mηˆ)eγ
, (S28)
where the original argument of the step function is J20Mmsσ and we have omitted the factor
J20 since it is always positive and does not influence the value of the step function. Although
it seems difficult to solve equations (25)-(28), we will show later that mhˆ = mηˆ = 0 is a
self-consistent solution. We thus put mhˆ = mηˆ = 0 into Eq. (S25) which leads to
M = tanh Mˆ. (S29)
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Since M is the given magnetization of the Ising model, the above equation is satisfied by
Mˆ = βJ0M (S30)
such that M = tanh(βJ0M) as in the original Ising model, and the physical inverse tem-
perature β appears naturally even if one assumes no knowledge of the temperature T in
ZIsing in Eq. (S1). In this case, from Eq. (S26) we have
msσ = (tanh Mˆ)
(
Θ(Mmsσ)e
γ − 1
Θ(Mmsσ)eγ + 1
)
=M
(
Θ(Mmsσ)e
γ − 1
Θ(Mmsσ)eγ + 1
)
, (S31)
as stated in the main paper. Finally, we use Eqs. (S30) and (S31) to show that the ansatz
mhˆ = mηˆ = 0 is consistent. We note that when M 6= 0, i.e. in the ferromagnetic phase,
msσ 6= 0 for all γ except the ambiguity at γ = − ln[Θ(0)] which turns out to be the
singular point at cluster size r = 0.5 in the final solution, thus mhˆ = mηˆ ∝ δ(Mmsσ) = 0
in the ferromagnetic phase. For the paramagnetic phase, the magnetization M = 0 and
mhˆ = mηˆ ∝ 0 · δ(0) which do not have a well defined value. Nevertheless, putting mhˆ =
mηˆ = 0 results in Eqs. (S29) and (S30) as obtained in the original Ising model and is thus
a consistent solution in the paramagnetic phase.
We finally substitute Eqs. (S29)-(S31) and mhˆ = mηˆ = 0 into Eq. (S15) which results
in
ΨIsing = −βJ0M2 + log {2 cosh(βJ0M)[1 + Θ(Mmsσ)eγ ]} . (S32)
In the limit N →∞, ZIsing = eNΨIsing and is given by
ZIsing(γ,M) = A(M)[1 + Θ(Mmsσ)eγ]N , (S33)
such that
A(M) = e−βNJ0M
2
[2 cosh(βJ0M)]
N (S34)
as stated in the main paper. By a similar calculation, one can show that A(M) =
Tr{si} δ(
∑
i si/N −M), i.e. the entropic contribution of the spin variables {si}.
2 Derivation of ZSK
To derive ZSK, we start from the replicated operator partition function
ΞSK(γ,{Mα},{Qαβ}, n) = Tr
{Jij}
Tr
{siα}
Tr
{σiα}
eγ
∑
i,α
∑
i,α(1+σiα)
2
∏
α
w({σiα},{siα},{Jij})
×
∏
α
δ
(∑
i siα
N
−mα
)∏
αβ
δ
(∑
i siαsiβ
N
−qαβ
)
P (J),
5
where we will use the capital letters Mα and Qαβ instead of mα and q
αβ to represent
the SK model order parameters to avoid confusion in subsequent derivations. Also here,
we uniformly draw system configurations from those which are consistent with the order
parameters that fully describe the model macroscopically. Following the expression of
Eq. (S6) in the case of the Ising model, we: (i) use the integral representation of delta
function to represent δ(
∑
i siα/N − Mα) and δ (
∑
i siαsiβ/N −Qαβ); (ii) denote hiα =∑
j Jijsjα and ηiα =
∑
j Jijsjασjα. These lead to
ΞSK = Tr
{siα}
Tr
{σiα}
∏
(ij)
[∫
dJijρ(Jij)
]
×
∏
α
[∫
dMˆα
2π
eiMαMˆα−iMˆα
∑
i siα
N
]∏
αβ
[∫
dQˆαβ
2π
eiQαβQˆαβ−iQˆαβ
∑
i siαsiβ
N
]
×
∏
iα
[∫
dhiαdhˆiα
2π
∫
dηiαdηˆiα
2π
eihiαhˆiα+iηiαηˆiα
]∏
(ij)
[
e−iJij
∑
α(hˆiαsjα+hˆjαsiα+ηˆiαsjασjα+ηˆjαsiασiα)
]
×
∏
iα
[
1− σiα
2
+
1 + σiα
2
Θ (hiαηiα)
]
eγ
∑
iα(1+σiα)
2 . (S35)
We then average the coupling disorder by integrating Jij over the distribution
ρ(Jij) =
√
N
2πJ2
e−
N
2J2
(Jij−J0N )
2
.
for each (ij), to obtain
∏
(ij)
{∫
dJijρ(Jij)e
−iJij
∑
α(hˆiαsjα+hˆjαsiα+ηˆiαsjασjα+ηˆjαsiασiα)
}
∝
∏
(ij)
exp
{
− J
2
2N
∑
α,β
(
hˆiαsjαhˆiβsjβ + hˆiαsjαhˆjβsiβ + hˆiαsjαηˆiβsjβσjβ + hˆiαsjαηˆjβsiβσiβ
+ hˆjαsiαhˆiβsjβ + hˆjαsiαhˆjβsiβ + hˆjαsiαηˆiβsjβσjβ + hˆjαsiαηˆjβsiβσiβ
+ ηˆiαsjασjαhˆiβsjβ + ηˆiαsjασjαhˆjβsiβ + ηˆiαsjασjαηˆiβsjβσjβ + ηˆiαsjασjαηˆjβsiβσiβ
+ηˆjαsiασiαhˆiβsjβ + ηˆjαsiασiαhˆjβsiβ + ηˆjαsiασiαηˆiβsjβσjβ + ηˆjαsiασiαηˆjβsiβσiβ
)
−iJ0
N
∑
α
(
hˆiαsjα + hˆjαsiα + ηˆiαsjασjα + ηˆjαsiασiα
)}
= exp
{
NJ2
4
∑
α,β
[
2qαβss q
αβ
hˆhˆ
+ 2
(
qαβ
shˆ
)2
+ 4qαβ
hˆηˆ
qαβssσ + 4q
αβ
hˆsσ
qαβsηˆ + 2q
αβ
ηˆηˆ q
αβ
ssσσ + 2
(
qαβηˆsσ
)2]
+
NJ0
2
∑
α
[
2mαsm
α
hˆ
+ 2mαsσm
α
ηˆ
]}
(S36)
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where we have neglected terms of O(N) in the last line and keep only terms of O(N2). We
then define mean-field parameters, as in Eqs. (S7)-(S10) in the case of the Ising model, to
be
mαs =
1
N
∑
i
siα, (S37)
mαsσ =
1
N
∑
i
siασiα, (S38)
mα
hˆ
= − i
N
∑
i
hˆiα, (S39)
mαηˆ = −
i
N
∑
i
ηˆiα. (S40)
We also define a set of mean-field parameters to account for the correlation between replica,
qαβss =
1
N
∑
i
siαsiβ , (S41)
qαβ
shˆ
=
i
N
∑
i
siαhˆiβ , (S42)
qαβsηˆ =
i
N
∑
i
siαηˆiβ , (S43)
qαβssσ =
1
N
∑
i
siαsiβσiβ, (S44)
qαβ
hˆhˆ
= − 1
N
∑
i
hˆiαhˆiβ , (S45)
qαβ
hˆηˆ
= − 1
N
∑
i
hˆiαηˆiβ , (S46)
qαβ
hˆsσ
=
i
N
∑
i
hˆiασiβ, (S47)
qαβηˆηˆ = −
1
N
∑
i
ηˆiαηˆiβ, (S48)
qαβηˆsσ =
i
N
∑
i
ηˆiασiβ , (S49)
qαβηˆsσ =
1
N
∑
i
siαsiβσiασiβ . (S50)
We note that mαs and q
αβ
ss are indeed equivalent to Mα and Qαβ, respectively, and hence
we expect to obtain mαs = Mα and q
αβ
ss = Qαβ in the derivation. The above mean-field
parameters are introduced in ΞSK by the integral representation of delta functions, which
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lead to
ΞSK =
∏
α
[∫
dMˆα
2π
∫
dmαs dmˆ
α
s
2π
∫
dmαsσdmˆ
α
sσ
2π
∫ dmα
hˆ
dmˆα
hˆ
2π
∫
dmαηˆdmˆ
α
ηˆ
2π
]
×
∏
αβ
[∫
dQˆαβ
2π
∫
dqαβss dqˆ
αβ
ss
2π
∫ dqαβ
shˆ
dqˆαβ
shˆ
2π
∫
dqαβsηˆ dqˆ
αβ
sηˆ
2π
∫
dqαβssσdqˆ
αβ
ssσ
2π
∫ dqαβ
hˆhˆ
dqˆαβ
hˆhˆ
2π
×
∫ dqαβ
shˆ
dqˆαβ
shˆ
2π
∫ dqαβ
hˆsσ
dqˆαβ
hˆsσ
2π
∫
dqαβηˆηˆ dqˆ
αβ
ηˆηˆ
2π
∫
dqαβηˆsσdqˆ
αβ
ηˆsσ
2π
∫
dqαβssσσdqˆ
αβ
ssσσ
2π
]
× exp
[
i
∑
α
(
MαMˆα − Mˆαmαs +mαs mˆαs +mαsσmˆαsσ +mαhˆmˆ
α
hˆ
+mαηˆ mˆ
α
ηˆ
)
+NJ0
∑
α
(
mαsm
α
hˆ
+mαsσm
α
ηˆ
)
+ i
∑
α,β
(
QαβQˆαβ − Qˆαβqαβss + qαβss qˆαβss + qαβshˆ qˆ
αβ
shˆ
+qαβsηˆ qˆ
αβ
sηˆ + q
αβ
ssσqˆ
αβ
ssσ + q
αβ
hˆhˆ
qˆαβ
hˆhˆ
+ qαβ
hˆηˆ
qˆαβ
hˆηˆ
+ qαβ
hˆsσ
qˆαβ
hˆsσ
+ qαβηˆηˆ qˆ
αβ
ηˆηˆ + q
αβ
ηˆsσ qˆ
αβ
ηˆsσ + q
αβ
ssσσqˆ
αβ
ssσσ
)
N
J2
2
∑
α,β
(
qαβss q
αβ
hˆhˆ
+
(
qαβ
shˆ
)2
+ 2qαβ
hˆηˆ
qαβssσ + 2q
αβ
hˆsσ
qαβsηˆ + q
αβ
ηˆηˆ q
αβ
ssσσ +
(
qαβηˆsσ
)2)
×
∏
i
{∏
α
[ ∑
siα=±1
∑
σiα=±1
∫
dhiαdhˆiα
2π
∫
dηiαdηˆiα
2π
eihiαhˆiα+iηiαηˆiα
×
(
1−σiα
2
+
1+σiα
2
Θ (hiαηiα)
)]
× exp
[
− i
N
∑
α
(
mˆαs siα + mˆ
α
sσsiασiα + mˆ
α
hˆ
(−ihˆiα) + mˆαηˆ (−iηˆiα)
)
− i
N
∑
α.β
(
qˆαβss sαsβ + qˆ
αβ
shˆ
sα(ihˆβ) + qˆ
αβ
sηˆ siα(ihˆβ) + qˆ
αβ
ssσsαsβσβ
+ qˆαβ
hˆhˆ
(ihˆiα)(ihˆiβ) + qˆ
αβ
hˆηˆ
(ihiα)(iηiβ) + qˆ
αβ
hˆsσ
(ihˆiα)siβσiβ + qˆ
αβ
ηˆηˆ (iηˆiα)(iηˆiβ)
+qˆαβηˆsσ(iηˆiα)siβσiβ + qˆ
αβ
ssσσsiαsiβσiασiβ
)
+ γ
∑
α
1+σiα
2
]}
. (S51)
We proceed by: (i) making the change of variables Mˆα → iNMˆα, Qˆαβ → iNQˆαβ , and
similar changes of variables for all the other variables of qˆαβ and mˆα; (ii) assuming replica
symmetry (RS) such that for all α, Mα =M , Mˆα = Mˆ , and similarly for other mα and mˆα
variables, i.e. mα = m and mˆα = mˆ; (iii) for α 6= β, Qαβ = Q and Qˆαβ = Qˆ, and similarly
for other qαβ and qˆαβ, i.e. qαβ = q and qˆαβ = qˆ; (iv) for α = β, Qαβ = 1, Qˆαβ = Cˆ, and for
other variables of qαβ and qˆαβ we assume qαβ = c and qˆαβ = cˆ. In this case, one can show
that
ΞSK ∝ eNnΨSK (S52)
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such that
nΨSK =− n
(
MMˆ − Mˆms +msmˆs +msσmˆsσ +mhˆmˆhˆ +mηˆmˆηˆ
)
+ nJ0
(
msmhˆ +msσmηˆ
)
− n(n− 1)
(
QQˆ− Qˆqss + qssqˆss + qshˆqˆshˆ + qsηˆqˆsηˆ + qssσqˆssσ + qhˆhˆqˆhˆhˆ + qhˆηˆ qˆhˆηˆ
+ qhˆsσ qˆhˆsσ + qηˆηˆ qˆηˆηˆ + qηˆsσqˆηˆsσ + qssσσ qˆssσσ
)
− n
(
Cˆ − Cˆcss + csscˆss + cshˆcˆshˆ + csηˆ cˆsηˆ
+ cssσ cˆssσ + chˆhˆcˆhˆhˆ + chˆηˆ cˆhˆηˆ + chˆsσcˆhˆsσ + cηˆηˆ cˆηˆηˆ + cηˆsσ cˆηˆsσ + cssσσ cˆssσσ
)
+
n(n− 1)J2
2
(
qssqhˆhˆ +
(
qshˆ
)2
+ 2qhˆηˆqssσ + 2qhˆsσqsηˆ + qηˆηˆqssσσ + (qηˆsσ)
2
)
+
nJ2
2
(
csschˆhˆ +
(
cshˆ
)2
+ 2chˆηˆcssσ + 2chˆsσcsηˆ + cηˆηˆcssσσ + (cηˆsσ)
2
)
+ nΦ (S53)
and
nΦ = log
{∏
α
[ ∑
sα=±1
∑
σα=±1
∫
dhαdhˆα
2π
∫
dηαdηˆα
2π
eihαhˆα+iηαηˆα
(
1−σα
2
+
1+σα
2
Θ (hαηα)
)]
× exp
[(
mˆs
∑
α
sα + mˆsσ
∑
α
sασα + mˆhˆ
∑
α
(−ihˆα) + mˆηˆ
∑
α
(−iηˆα)
)
+

qˆss(∑
α
sα
)2
+ qˆshˆ
∑
α
sα
∑
β
ihˆβ + qˆsηˆ
∑
α
sα
∑
β
iηˆβ + qˆssσ
∑
α
sα
∑
β
sβσβ
+ qˆhˆhˆ
(∑
α
ihˆα
)2
+ qˆhˆηˆ
∑
α
ihˆα
∑
β
iηˆβ + qˆhˆsσ
∑
α
ihˆα
∑
β
sβσβ
+qˆηˆηˆ
(∑
α
iηˆα
)2
+ qˆηˆsσ
∑
α
iηˆα
∑
β
sβσβ + qˆssσσ
(∑
α
sασα
)2
+
(
n(cˆss−qˆss) + (cˆshˆ−qˆshˆ)
∑
α
sα(ihˆα) + (cˆsηˆ−qˆsηˆ)
∑
α
sα(iηˆα) + (cˆssσ−qˆssσ)
∑
α
σα
+ (cˆhˆhˆ−qˆhˆhˆ)
∑
α
(ihˆα)
2 + (cˆhˆηˆ−qˆhˆηˆ)
∑
α
(ihˆα)(iηˆα) + (cˆhˆsσ − qˆhˆsσ)
∑
α
(ihˆα)sασα
+(cˆηˆηˆ−qˆηˆηˆ)
∑
α
(iηˆα)
2 + (cˆηˆsσ−qˆηˆsσ)
∑
α
(iηˆα)sασα + n(cˆssσσ−qˆssσσ)
)
+γ
∑
α
1+σiα
2
]}
. (S54)
One can see that all the terms in Eq. (S54) are factorized with respect to the replica index
α except the terms from the 3rd to the 5th line. In addition, we also have to linearize
(ihˆα)
2 and (iηˆα)
2, and decouple (ihˆα)(iηˆα), which will finally become the delta functions
of hα and ηα by integrating the corresponding hˆα and ηˆα respectively. To achieve this we
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re-write nΦ as
nΦ = n(cˆss−qˆss) + n(cˆssσσ−qˆssσσ)
+ log
{∏
α
[ ∑
sα=±1
∑
σα=±1
∫
dhαdhˆα
2π
∫
dηαdηˆα
2π
eihαhˆα+iηαηˆα
(
1−σα
2
+
1+σα
2
Θ (hαηα)
)]
× exp
[
mˆs
∑
α
sα + mˆsσ
∑
α
sασα + mˆhˆ
∑
α
(−ihˆα) + mˆηˆ
∑
α
(−iηˆα)
+
1
2
~wT · U · ~w + 1
2
∑
α
~yTα · V · ~yα + (cˆshˆ−qˆshˆ)
∑
α
sα(ihˆα) + (cˆsηˆ−qˆsηˆ)
∑
α
sα(iηˆα)
+ (cˆssσ−qˆssσ)
∑
α
σα + (cˆhˆsσ − qˆhˆsσ)
∑
α
(ihˆα)sασα + (cˆηˆsσ−qˆηˆsσ)
∑
α
(iηˆα)sασα
+γ
∑
α
1+σα
2
]}
. (S55)
where
U =


2qˆss qˆshˆ qˆsηˆ qˆssσ
qˆshˆ 2qˆhˆhˆ qˆhˆηˆ qˆhˆsσ
qˆsηˆ qˆhˆηˆ 2qˆηˆηˆ qˆηˆsσ
qˆssσ qˆhˆsσ qˆηˆsσ 2qˆssσσ

 , ~w =


∑
α sα∑
α ihˆα∑
α iηˆα∑
α sασα

 , (S56)
and
V =
(
2(cˆhˆhˆ − qˆhˆhˆ) cˆhˆηˆ − qˆhˆηˆ
cˆhˆηˆ − qˆhˆηˆ 2(cˆηˆηˆ − qˆηˆηˆ)
)
, ~yα =
(
ihˆα
iηˆα
)
. (S57)
We can then adopt multivariate Gaussian integrals to linearize ~wT · U · ~w and ~yTα · V · ~yα,
such that nΦ becomes
nΦ = n(cˆss−qˆss) + n(cˆssσσ−qˆssσσ) + log
{
1
4π2
√|U|
∫
dz1dz2dz3dz4e
− 1
2
~zTU−1~z
× exp n log
[
1
2π
√|V|
∫
dx1dx2e
− 1
2
~xTV−1~x
∑
s=±1
∑
σ=±1
∫
dhdhˆ
2π
∫
dηdηˆ
2π
eihhˆ+iηηˆ
×
(
1−σ
2
+
1+σ
2
Θ (hη)
)
exp
(
z1s + z2(ihˆ) + z3(iηˆ) + z4(sσ) + x1(ihˆ) + x2(iηˆ)
+ mˆss+ mˆsσsσ + mˆhˆ(−ihˆ) + mˆηˆ(−iηˆ) + (cˆshˆ−qˆshˆ)s(ihˆ) + (cˆsηˆ−qˆsηˆ)s(iηˆ)
+ (cˆssσ−qˆssσ)σ + (cˆhˆsσ − qˆhˆsσ)(ihˆ)sσ + (cˆηˆsσ−qˆηˆsσ)(iηˆ)sσ + γ
1+σ
2
)]}
. (S58)
We continue the calculation by: (i) expanding the exponential function in the 2nd line as a
power of n, such that in the limit of small n one can make use of log[1+nC+O(n2)+ ...] ≈
10
nC to simplify the expression; (ii) collecting terms with factors of ihˆ and iηˆ, and the
integration of hˆ and ηˆ gives rise to the delta functions
δ [h+ (z2 + x1 + (cˆshˆ−qˆshˆ)s+ (cˆhˆsσ − qˆhˆsσ)sσ − mˆhˆ)] , (S59)
δ [η + (z3 + x2 + (cˆsηˆ−qˆsηˆ)s+ (cˆηˆsσ − qˆηˆsσ)sσ − mˆηˆ)] . (S60)
Integrating h and η lead to
nΦ = n(cˆss−qˆss) + n(cˆssσσ−qˆssσσ) + n
4π2
√
|U|
∫
dz1dz2dz3dz4e
− 1
2
~zTU−1~z
× log
{
1
2π
√|V|
∫
dx1dx2e
− 1
2
~xTV−1~x
∑
s=±1
∑
σ=±1
×
(
1−σ
2
+
1+σ
2
Θ
[
(z2+x1 +(cˆshˆ−qˆshˆ)s+(cˆhˆsσ − qˆhˆsσ)sσ−mˆhˆ)
× (z3+x2+(cˆsηˆ−qˆsηˆ)s+(cˆηˆsσ − qˆηˆsσ)sσ−mˆηˆ)
])
× exp
(
z1s+ z4sσ + mˆss + mˆsσsσ + (cˆssσ−qˆssσ)σ + γ 1+σ
2
)}
(S61)
Finally, we sum over s and σ to give
Φ = (cˆss−qˆss) + (cˆssσσ−qˆssσσ) + 1
4π2
√
|U|
∫
dz1dz2dz3dz4e
− 1
2
~zTU−1~z
× log
{
2 cosh[z1−z4+mˆs−mˆsσ]e−(cˆssσ−qˆssσ)
+ e−z1−z4−mˆs−mˆsσ+(cˆssσ−qˆssσ)+γ
1
2π
√
|V|
∫
dx1dx2e
− 1
2
~xTV−1~x
×Θ
[(
z2+x1 −(cˆshˆ−qˆshˆ)−(cˆhˆsσ − qˆhˆsσ)−mˆhˆ
)(
z3+x2−(cˆsηˆ−qˆsηˆ)−(cˆηˆsσ − qˆηˆsσ)−mˆηˆ
)]
+ ez1+z4+mˆs+mˆsσ+(cˆssσ−qˆssσ)+γ
1
2π
√
|V|
∫
dx1dx2e
− 1
2
~xTV−1~x
×Θ
[(
z2+x1 +(cˆshˆ−qˆshˆ)+(cˆhˆsσ − qˆhˆsσ)−mˆhˆ
)(
z3+x2+(cˆsηˆ−qˆsηˆ)+(cˆηˆsσ − qˆηˆsσ)−mˆηˆ
)]}
(S62)
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By using the above expression of Φ and Eq. (S53), we can write limn→0ΨSK as
lim
n→0
ΨSK = −
(
MMˆ − Mˆms +msmˆs +msσmˆsσ +mhˆmˆhˆ +mηˆmˆηˆ
)
+ J0
(
msmhˆ +msσmηˆ
)
+
(
QQˆ− Qˆqss + qssqˆss + qshˆqˆshˆ + qsηˆqˆsηˆ + qssσqˆssσ + qhˆhˆqˆhˆhˆ + qhˆηˆ qˆhˆηˆ
+ qhˆsσqˆhˆsσ + qηˆηˆ qˆηˆηˆ + qηˆsσ qˆηˆsσ + qssσσqˆssσσ
)
−
(
Cˆ − Cˆcss + csscˆss + cshˆcˆshˆ + csηˆ cˆsηˆ
+ cssσ cˆssσ + chˆhˆcˆhˆhˆ + chˆηˆ cˆhˆηˆ + chˆsσ cˆhˆsσ + cηˆηˆcˆηˆηˆ + cηˆsσcˆηˆsσ + cssσσ cˆssσσ
)
− J
2
2
(
qssqhˆhˆ +
(
qshˆ
)2
+ 2qhˆηˆqssσ + 2qhˆsσqsηˆ + qηˆηˆqssσσ + (qηˆsσ)
2
)
+
J2
2
(
csschˆhˆ +
(
cshˆ
)2
+ 2chˆηˆcssσ + 2chˆsσcsηˆ + cηˆηˆcssσσ + (cηˆsσ)
2
)
+ (cˆss − qˆss)
+ (cˆssσσ − qˆssσσ) +
∫
D~z log
{
2 cosh[z1−z4+mˆs−mˆsσ]e−(cˆssσ−qˆssσ) + e(cˆssσ−qˆssσ)+γ
×
[
e−z1−z4−mˆs−mˆsσΩ−(z2, z3, mˆhˆ, mˆηˆ, qˆ, cˆ) + e
z1+z4+mˆs+mˆsσΩ+(z2, z3, mˆhˆ, mˆηˆ, qˆ, cˆ)
]}
,
(S63)
where
∫ D~z represents the multivariate Gaussian integration
1
4π2
√|U|
∫
dz1dz2dz3dz4e
− 1
2
~zTU−1~z, (S64)
and the functions Ω± are given by
Ω±(z2, z3, mˆhˆ, mˆηˆ, qˆ, cˆ) =
1
2π
√|V|
∫
dx1dx2e
− 1
2
~xTV−1~x
×Θ
[(
z2+x1 ±(cˆshˆ−qˆshˆ)±(cˆhˆsσ − qˆhˆsσ)−mˆhˆ
)(
z3+x2±(cˆsηˆ−qˆsηˆ)±(cˆηˆsσ − qˆηˆsσ)−mˆηˆ
)]
.
(S65)
such that qˆ and cˆ represent vectors of the variables of qˆ and cˆ respectively.
2.1 Saddle point equations
Since ΞSK ∝ eNnΨSK, one can evaluate
1
N
lnZSK = 1
N
lim
n→0
ΞSK − 1
n
= lim
n→0
Ψ∗SK (S66)
by the method of steepest descent such that Ψ∗SK corresponds to the extremum of ΨSK with
respect to Mˆ, Qˆ and all the 48 variables of m, mˆ, q, qˆ, c and cˆ. Indeed, all the conjugate
variable mˆ, qˆ and cˆ can be extremized and expressed in terms of the variables of m, q and
12
c. To facilitate the presentation of the saddle point equations, we will denote the function
in the logarithm of Eq. (S63) by F(~z, mˆ, qˆ, cˆ), i.e.
F(~z, mˆ, qˆ, cˆ) =
{
2 cosh[z1−z4+mˆs−mˆsσ]e−(cˆssσ−qˆssσ) + e(cˆssσ−qˆssσ)+γ
×
[
e−z1−z4−mˆs−mˆsσΩ−(z2, z3, mˆhˆ, mˆηˆ, qˆ, cˆ) + e
z1+z4+mˆs+mˆsσΩ+(z2, z3, mˆhˆ, mˆηˆ, qˆ, cˆ)
]}
(S67)
We first differentiate the above expression with respect to Mˆ , Qˆ and Cˆ and obtain the
expected relations:
ms = M, (S68)
qss = Q, (S69)
css = 1. (S70)
We then differentiate Eq. (S63) with respect to ms, msσ, mhˆ and mηˆ to obtain the following
relations which are identical to Eqs. (7)-(10) of the Ising model
mˆs = Mˆ + J0mhˆ, (S71)
mˆsσ = J0mηˆ, (S72)
mˆhˆ = J0ms, (S73)
mˆηˆ = J0msσ. (S74)
Differentiating with respect to the individual variables of q and c gives
qˆss = Qˆ +
J2
2
qhˆhˆ, cˆss = Cˆ +
J2
2
chˆhˆ (S75)
qˆshˆ = J
2qshˆ, cˆshˆ = J
2cshˆ (S76)
qˆsηˆ = J
2qhˆsσ, cˆsηˆ = J
2chˆsσ (S77)
qˆssσ = J
2qhˆηˆ, cˆssσ = J
2chˆηˆ (S78)
qˆhˆhˆ =
J2
2
qss, cˆhˆhˆ =
J2
2
css (S79)
qˆhˆηˆ = J
2qssσ, cˆhˆηˆ = J
2cssσ (S80)
qˆhˆsσ = J
2qsηˆ, cˆhˆsσ = J
2csηˆ (S81)
qˆηˆηˆ =
J2
2
qssσσ, cˆηˆηˆ =
J2
2
cssσσ (S82)
qˆηˆsσ = J
2qηˆsσ, cˆηˆsσ = J
2cηˆsσ (S83)
qˆssσσ =
J2
2
qηˆηˆ, cˆssσσ =
J2
2
cηˆηˆ (S84)
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The remaining tasks are to differentiate Eq. (S63) with respect to individual variables
of mˆ, qˆ and cˆ, which involve differentiating the complicated function Φ in Eq. (S62). We
first differentiate mˆs and mˆsσ which give us
ms =
∫
D~z 1F(~z, mˆ, qˆ, cˆ)
{
2 sinh[z1−z4+mˆs−mˆsσ]e−(cˆssσ−qˆssσ) + e(cˆssσ−qˆssσ)+γ
×
[
− e−z1−z4−mˆs−mˆsσΩ−(z2, z3, mˆhˆ, mˆηˆ, qˆ, cˆ) + ez1+z4+mˆs+mˆsσΩ+(z2, z3, mˆhˆ, mˆηˆ, qˆ, cˆ)
]}
(S85)
msσ =
∫
D~z 1F(~z, mˆ, qˆ, cˆ)
{
− 2 sinh[z1−z4+mˆs−mˆsσ]e−(cˆssσ−qˆssσ) + e(cˆssσ−qˆssσ)+γ
×
[
− e−z1−z4−mˆs−mˆsσΩ−(z2, z3, mˆhˆ, mˆηˆ, qˆ, cˆ) + ez1+z4+mˆs+mˆsσΩ+(z2, z3, mˆhˆ, mˆηˆ, qˆ, cˆ)
]}
.
(S86)
We remark that ms = M is known in Eq. (S85) and one should instead extract the value
of mˆs from Eq. (S85). The differentiation of Eq. (S63) with respect to mˆhˆ and mˆηˆ involves
differentiating the step functions in Ω± in Eq. (S65) and should be taken with extra care.
We first differentiate Ω± with respect to mˆhˆ
∂Ω±
∂mˆhˆ
=
−1
2π
√|V|
∫
dx1dx2e
− 1
2
~xTV−1~x
(
z3+x2±(cˆsηˆ−qˆsηˆ)±(cˆηˆsσ − qˆηˆsσ)−mˆηˆ
)
× δ
[(
z2+x1 ±(cˆshˆ−qˆshˆ)±(cˆhˆsσ − qˆhˆsσ)−mˆhˆ
)(
z3+x2±(cˆsηˆ−qˆsηˆ)±(cˆηˆsσ − qˆηˆsσ)−mˆηˆ
)]
.
=
−1
2π
√|V|
∫
dx2e
− 1
2
~xTV−1~xsign
(
z3+x2±(cˆsηˆ−qˆsηˆ)±(cˆηˆsσ − qˆηˆsσ)−mˆηˆ
)∣∣∣∣∣
x1=x
±
1
(S87)
where we arrive at the last line by integrating x1 in the delta function, such that x1 in the
final expression is substituted by x±1 = −z2∓(cˆshˆ−qˆshˆ)∓(cˆhˆsσ− qˆhˆsσ)+mˆhˆ. One can further
simplify the above expression using the properties of multivariate Gaussian distribution
and the definition of error function. If we denote the element in the i-th row and j-th of
14
V by vij , the above expression becomes
∂Ω±
∂mˆhˆ
=
−e−
(x±1 )
2
2v11
2π
√
v11
(
v22 − v
2
12
v11
)
∫
dx2e
−

x2−v12x
±
1
v11

2
2
(
v22−
v212
v11
)
sign
(
z3+x2±(cˆsηˆ−qˆsηˆ)±(cˆηˆsσ − qˆηˆsσ)−mˆηˆ
)
=
−e−
(x±1 )
2
2v11
2π
√
v11
erf

z3 ± (cˆsηˆ−qˆsηˆ)± (cˆηˆsσ − qˆηˆsσ)− mˆηˆ +
v12x
±
1
v11√
2
(
v22 − v
2
12
v11
)

 . (S88)
where erf(x) is the standard error function. Similarly, the differentiation of Ω± by mˆηˆ is
given by
∂Ω±
∂mˆηˆ
=
−e−
(x±2 )
2
2v22
2π
√
v22
erf

z2 ± (cˆshˆ−qˆshˆ)± (cˆhˆsσ − qˆhˆsσ)− mˆhˆ +
v12x
±
2
v22√
2
(
v11 − v
2
12
v22
)

 . (S89)
where x±2 = −z3∓(cˆsηˆ−qˆsηˆ)∓(cˆηˆsσ− qˆηˆsσ)+mˆηˆ. Finally, we can differentiate Eq. (S63) with
respect to mˆhˆ and mˆηˆ to obtain an expression for mhˆ and mηˆ in terms of ∂Ω±/∂mˆhˆ and
∂Ω±/∂mˆηˆ
mhˆ =
∫
D~z 1F(~z, mˆ, qˆ, cˆ)
{
e(cˆssσ−qˆssσ)+γ
[
− e−z1−z4−mˆs−mˆsσ ∂Ω−
∂mˆhˆ
− ez1+z4+mˆs+mˆsσ ∂Ω+
∂mˆhˆ
]}
(S90)
mηˆ =
∫
D~z 1F(~z, mˆ, qˆ, cˆ)
{
e(cˆssσ−qˆssσ)+γ
[
− e−z1−z4−mˆs−mˆsσ ∂Ω−
∂mˆηˆ
− ez1+z4+mˆs+mˆsσ ∂Ω+
∂mˆηˆ
]}
(S91)
We continue to differentiate with respect to the qˆ variables. One can make use of the
following lemma to simplify the calculations.
Lemma Given a symmetric m ×m matrix U , if we denote uij to be the element of U in
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the i-th row and j-th column, then
∂
∂uij
∫
D~zf(~z) = 1
(2π)m
∫
dzme−
1
2
~zTU−1~zf(~z)
(
∂
∂uij
1√|U| − 12√|U| ∂∂uij ~zTU−1~z
)
=


1
2
∫
D~zf(~z)
{
−(U−1)ii +
[
z1(U−1)1i + z2(U−1)2i + · · ·+ zm(U−1)mi
]2}
, i = j
∫
D~zf(~z)
{
− (U−1)ij +
[
z1(U−1)1i + z2(U−1)2i + · · ·+ zm(U−1)mi
]
×
[
z1(U−1)1j + z2(U−1)2j + · · ·+ zm(U−1)mj
]}
, i 6= j
(S92)
where we have made use of the relation
∂U−1
∂uij
= −U−1 ∂U
∂uij
U−1 (S93)
for the second term in the curly brackets. For f(~z) to be a constant, one can show that
∂
∂uij
∫ D~z = 0 for all i and j by the above lemma.
To continue the calculation, we make use of the above lemma and denote
Dij =

1
2
∫
D~z logF(~z, mˆ, qˆ, cˆ)
{
−(U−1)ii +
[
z1(U−1)i1 + z2(U−1)i2 + z3(U−1)i3 + z4(U−1)i4
]2}
,
i = j
∫
D~z logF(~z, mˆ, qˆ, cˆ)
{
− (U−1)ij +
[
z1(U−1)i1 + z2(U−1)i2 + z3(U−1)i3 + z4(U−1)i4
]
×
[
z1(U−1)j1 + z2(U−1)j2 + z3(U−1)j3 + z4(U−1)j4
]}
,
i 6= j
(S94)
The differentiations of Eq. (S63) with respect to cˆss, qˆss, cˆssσσ and qˆssσσ lead to
css = 1, (S95)
qss = 1− 2D11, (S96)
cssσσ = 1, (S97)
qssσσ = 1− 2D44, (S98)
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where qss = Q is known and one should extract qˆss from the right hand side of Eq. (S96).
The factor 2 in Eqs. (S96) and (S98) comes from the fact that 2qˆss and 2qssσσ are the
elements of the matrix U . The differentiations of Eq. (S63) with respect to cˆssσ and qˆssσ
lead to
cssσ =
∫
D~z 1F(~z, mˆ, qˆ, cˆ)
{
− 2 cosh[z1−z4+mˆs−mˆsσ]e−(cˆssσ−qˆssσ) + e(cˆssσ−qˆssσ)+γ
×
[
e−z1−z4−mˆs−mˆsσΩ−(z2, z3, mˆhˆ, mˆηˆ, qˆ, cˆ) + e
z1+z4+mˆs+mˆsσΩ+(z2, z3, mˆhˆ, mˆηˆ, qˆ, cˆ)
]}
,
(S99)
qssσ = −D14 + cssσ. (S100)
From the definition Eq. (S44) of qαβssσ for α = β, the size of self-sustained clusters is indeed
given by r = (1 + cssσ)/2. One can also differentiate Eq. (S63) with respect to γ to show
this relation. We then go on to differentiate with respect to cˆshˆ, cˆhˆsσ, cˆsηˆ and cˆηˆsσ by noting
that
∂Ω±
∂cˆshˆ
=
∂Ω±
∂cˆhˆsσ
= ∓∂Ω±
∂mˆhˆ
(S101)
∂Ω±
∂cˆsηˆ
=
∂Ω±
∂cˆηˆsσ
= ∓∂Ω±
∂mˆηˆ
(S102)
The differentiations of Eq. (S63) with respect to cˆshˆ, qˆshˆ, cˆhˆsσ and qˆhˆsσ lead to
cshˆ =
∫
D~z 1F(~z, mˆ, qˆ, cˆ)
{
e(cˆssσ−qˆssσ)+γ
[
− e−z1−z4−mˆs−mˆsσ ∂Ω−
∂cˆshˆ
+ ez1+z4+mˆs+mˆsσ
∂Ω+
∂cˆshˆ
]}
(S103)
qshˆ = −D12 + cshˆ (S104)
chˆsσ = cshˆ (S105)
qhˆsσ = −D24 + chˆsσ (S106)
Similarly, the differentiations with respect to cˆsηˆ, qˆsηˆ, cˆηˆsσ and qˆηˆsσ lead to
csηˆ =
∫
D~z 1F(~z, mˆ, qˆ, cˆ)
{
e(cˆssσ−qˆssσ)+γ
[
− e−z1−z4−mˆs−mˆsσ ∂Ω−
∂cˆsηˆ
+ ez1+z4+mˆs+mˆsσ
∂Ω+
∂cˆsηˆ
]}
(S107)
qsηˆ = −D13 + csηˆ (S108)
cηˆsσ = csηˆ (S109)
qηˆsσ = −D34 + cηˆsσ (S110)
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Finally, we differentiate Eq. (S63) with respect to cˆhˆhˆ, qˆhˆhˆ, cˆηˆηˆ, qˆηˆηˆ, cˆhˆηˆ and qˆhˆηˆ, which
are elements of the covariance matrix V of the Gaussian distribution in Ω±. We thus make
use of the above lemma again and denote
D
Ω±
ij =

1
4π
√
|V|
∫
dx1dx2e
− 1
2
~xTV−1~x
{
−(V−1)ii +
[
z1(V−1)i1 + z2(V−1)i2
]2}
×Θ
[(
z2+x1 ±(cˆshˆ−qˆshˆ)±(cˆhˆsσ − qˆhˆsσ)−mˆhˆ
)(
z3+x2±(cˆsηˆ−qˆsηˆ)±(cˆηˆsσ − qˆηˆsσ)−mˆηˆ
)]
.
i = j
1
2π
√
|V|
∫
dx1dx2e
− 1
2
~xTV−1~x
{
−(V−1)ij +
[
z1(V−1)i1 + z2(V−1)i2
][
z1(V−1)j1 + z2(V−1)j2
]}
×Θ
[(
z2+x1 ±(cˆshˆ−qˆshˆ)±(cˆhˆsσ − qˆhˆsσ)−mˆhˆ
)(
z3+x2±(cˆsηˆ−qˆsηˆ)±(cˆηˆsσ − qˆηˆsσ)−mˆηˆ
)]
.
i 6= j
(S111)
The differentiations of Eq. (S63) with respect to cˆhˆhˆ, qˆhˆhˆ, cˆηˆηˆ, qˆηˆηˆ, cˆhˆηˆ and qˆhˆηˆ lead to
chˆhˆ =
∫
D~z 1F(~z, mˆ, qˆ, cˆ)
{
e(cˆssσ−qˆssσ)+γ
[
2e−z1−z4−mˆs−mˆsσD
Ω−
11 + 2e
z1+z4+mˆs+mˆsσD
Ω+
11
]}
(S112)
qhˆhˆ = −2D22 + chˆhˆ (S113)
cηˆηˆ =
∫
D~z 1F(~z, mˆ, qˆ, cˆ)
{
e(cˆssσ−qˆssσ)+γ
[
2e−z1−z4−mˆs−mˆsσD
Ω−
22 + 2e
z1+z4+mˆs+mˆsσD
Ω+
22
]
(S114)
qηˆηˆ = −2D33 + cηˆηˆ (S115)
chˆηˆ =
∫
D~z 1F(~z, mˆ, qˆ, cˆ)
{
e(cˆssσ−qˆssσ)+γ
[
e−z1−z4−mˆs−mˆsσD
Ω−
12 + e
z1+z4+mˆs+mˆsσD
Ω+
12
]
(S116)
qhˆηˆ = −D23 + chˆηˆ (S117)
We iterate all the above equations numerically to obtain the solution of all the unknown
variables.
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2.2 Final expression of lnZSK
Finally, we use the relations derived in the previous subsection to express lnZSK in terms
of M , Q, mˆs, qˆss and all the other variables of m and q, which lead to
1
N
lnZSK = −Mmˆs − J0msσmηˆ + (Q− 1)qˆss + J
2
2
(cηˆηˆ − qηˆηˆ)
+
J2
2
( (
qshˆ
)2
+ 2qhˆηˆqssσ + 2qhˆsσqsηˆ + qηˆηˆqssσσ + (qηˆsσ)
2
)
− J
2
2
( (
cshˆ
)2
+ 2chˆηˆcssσ + 2chˆsσcsηˆ + cηˆηˆcssσσ + (cηˆsσ)
2
)
+
∫
D~z log
{
2 cosh[z1−z4+mˆs−J0mηˆ]e−J
2(c
hˆηˆ
−q
hˆηˆ
) + eJ
2(c
hˆηˆ
−q
hˆηˆ
)+γ
×
[
e−z1−z4−mˆs−J0mηˆΩ−(z2, z3,M,msσ,q, c) + e
z1+z4+mˆs+J0mηˆΩ+(z2, z3,M,msσ,q, c)
]}
(S118)
where
∫ D~z represents the Gaussian integration
1
4π2
√|U|
∫
dz1dz2dz3dz4e
− 1
2
~zTU−1~z,
with the covariance matrix U given by
U = J2


2qˆss/J
2 qshˆ qhˆsσ qhˆηˆ
qshˆ Q qssσ qsηˆ
qhˆsσ qssσ qssσσ qηˆsσ
qhˆηˆ qsηˆ qηˆsσ qηˆηˆ

 . (S119)
The functions Ω± are given by
Ω±(z2, z3,M,msσ,q, c)
=
1
2π
√|V|
∫
dx1dx2e
− 1
2
~xTV−1~xΘ
[(
z2+x1 ±J2(cshˆ−qshˆ)±J2(csηˆ − qsηˆ)−J0M
)
×
(
z3+x2±J2(chˆsσ−qhˆsσ)±J2(cηˆsσ − qηˆsσ)−J0msσ
)]
.
(S120)
where the covariance matrix V is given by
V = J2
(
1−Q cssσ − qssσ
cssσ − qssσ 1− qssσσ
)
. (S121)
In the limit of J0 → ∞, which reduces to the Ising model case, one can show that: (i)
Ω± → Θ(Mmsσ) when M 6= 0 and msσ 6= 0; (ii) with the ansatz mˆs ∝ J0, cosh(z1 − z4 +
19
mˆs−J0mηˆ) ≈ cosh(mˆs−J0mηˆ) and e±(z1+z4+mˆs+J0mηˆ) ≈ e±(mˆs+J0mηˆ), which implies lnZSK
is independent of the matrix U and each c and its corresponding q variable will become
equal; (iii) these lead to mˆs = βJ0M which implies (ii) is a self consistent assumption.
These results show that in the limit of J0 → ∞, ZSK in Eq. (S118) reduces to ZIsing in
Eq. (S33) of the Ising model.
2.3 Derivation of lnB(M,Q)
We will derive an expression for the spin entropic contribution lnB({Mα}, {Qαβ}) given
by
lnB({Mα}, {Qαβ}) = lim
n→0
1
n
[
Tr
{siα}
∏
α
δ
(∑
i siα
N
−Mα
)∏
α6=β
δ
(∑
i siαsiβ
N
−Qαβ
)
− 1
]
.
(S122)
We start with
Tr
{siα}
∏
α
δ
(∑
i siα
N
−Mα
)∏
α6=β
δ
(∑
i siαsiβ
N
−Qαβ
)
= Tr
{siα}
∏
α
[∫
dMˆα
2π
eiMαMˆα−iMˆα
∑
i siα
N
]∏
αβ
[∫
dQˆαβ
2π
eiQαβQˆαβ−iQˆαβ
∑
i siαsiβ
N
]
.
∝
∏
α
∫
dMˆα
2π
∏
αβ
∫
dQˆαβ
2π
eNnΨB (S123)
where we have used the change of variables Mˆα→ iNMˆα and Qˆαβ → iNQˆαβ to arrive at
the last line, with nΨB given by
nΨB = −
∑
α
MαMˆα −
∑
α,β
QαβQˆαβ + log
{
Tr
{sα}
exp
[∑
α
Mˆαsα +
∑
α,β
Qˆαβsαsβ
]}
. (S124)
Using the replica symmetric ansatzMα =M and Mˆα = Mˆ for all α, Qαβ = Q and Qˆαβ = Qˆ
for all α 6= β, and Qαβ = 1 and Qˆαβ = Cˆ for all α = β, we arrive at
nΨB = −nMMˆ − n(n− 1)QQˆ− nCˆ + log

Tr{sα} exp

Mˆ∑
α
sα + Qˆ
(∑
α
sα
)2
+ n(Cˆ − Qˆ)




= −nMMˆ − n(n− 1)QQˆ− nQˆ+ log
{
1√
2π
∫
dze−
z2
2
∏
α
[∑
s=±1
e
√
2Qˆsα+Mˆsα
]}
. (S125)
In the limit of n→ 0, ΨB is given by
lim
n→0
ΨB = −MMˆ +QQˆ− Qˆ + 1√
2π
∫
dze−
z2
2 log
[
2 cosh
(√
2Qˆz + Mˆ
)]
. (S126)
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By the method of steepest descent, we differentiate Eq. (S126) with respect to Mˆ and Qˆ
to obtain
M =
1√
2π
∫
dze−
z2
2 tanh
(√
2Qˆz + Mˆ
)
, (S127)
Q = 1− 1√
2π
∫
dze−
z2
2 tanh
(√
2Qˆz + Mˆ
)
z√
2Qˆ
=
1√
2π
∫
dze−
z2
2 tanh2
(√
2Qˆz + Mˆ
)
(S128)
which are identical to the equation of states in the original SK model when the unknown
Mˆ = βJ0M and Qˆ = β
2J2Q/2. Substituting this solution into Eq. (S126), we obtain an
expression for lnB(M,Q), given by
lnB(M,Q) = lim
n→0
ΨB
=−βJ0M2+β
2J2
2
Q(Q−1)+ 1√
2π
∫
dze−
z2
2 log
[
2 cosh
(
βJ
√
Qz + βJ0M
)]
.
(S129)
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