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ABSTRACT
Radiation sensor networks play a key role in the detection, localization, and
ultimately prevention of nuclear threats. These sensor networks create large
amounts of data that must be processed. Currently, there are studies focus-
ing on how to collect, analyze, and visualize these large amounts of data.
The goal of the Radiation Sensor Network within a Virtual Environment
is to visualize the data collected from a radiation sensor network in real-
time and in such a way that experts as well as non-experts can fully utilize
the information. This thesis begins by presenting existing data presenta-
tion methods before proposing its own solution. Next the radiation sensor
network used for this project is described along with the storage system for
the network’s data. We then discuss the game engine, Unity, used to host
the virtual environment along with its purposes and abilities, which includes
scripting, additional modeling, and detailing. An alternative game engine,
Amazon Lumberyard, is discussed as well as a possible replacement for Unity
due to its native integration to the cloud computing services used for the
network’s data storage. Next, the area needed to be modeled is presented
along with the methods used for the 3D modeling. The computer software,
SketchUp, is used for the majority of the modeling, such as the buildings
and terrain. Alternative methods utilizing photogrammetry and or inferred
scanning used for objects of complex geometries are also presented. The data
acquisition process is then presented, which includes multiple scripts used to
pull data from cloud storage and transform it into a format readable to the
game engine. The next section discusses the techniques used to visualize the
geospatial data within the virtual environment. This is done by converting
the latitude longitude coordinates collected from each sensor node into the
Cartesian format used by the game engine. Movement of the detectors is
visualized using a method called “Waypoint Based Movement” which effec-
tively interpolates the geospatial data points. We then focus on the multiple
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visualization techniques developed to display the data collected from a ra-
diation sensor network in real-time. The methods include both 2D and 3D
visualizations which utilize either or both heat maps and height maps as well
as an alarm system. This thesis concludes with proposals for future work on
other visualization techniques as well as decreasing the time between data
collection and data visualization.
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Chapter 1
INTRODUCTION
1.1 Problem Description
Nuclear threats can come in multiple forms such as a nuclear weapon, impro-
vised nuclear explosive device, highly radioactive sources, or a radiological
dispersal device. Radiation sensor networks play a key role in the detection,
localization, and ultimately prevention of these nuclear threats [1]. Whereas
many single-site radiation detection systems (e.g. portal monitors) protect
specific areas of interest and choke points [2], radiation sensor networks al-
low for the protection of a much broader region. These sensor networks can
be deployed in urban environments to watch over entire cities, which are
attractive targets for terrorist activity.
Radiation sensor networks require a large number of sensors to cover such
areas. This large number of sensors creates an enormous amount of data
that must be processed and analyzed. So much so, that they can be classi-
fied as big data systems, potentially producing hundreds of gigabytes if not
terabytes of data a day. Currently, there is a large focus on how to collect
and analyze these large amounts of data for these networks. While this is an
important issue, many overlook the importance of presenting and visualizing
the analyzed results. To those who are not experts in the field, looking exclu-
sively at the analyzed data can be quite difficult to understand. A solution
is needed that can help visualize and present the information collected from
radiation sensor networks in an intuitive manner.
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1.2 Existing Systems of Radiation Detection
A common system in place for radiation monitoring across large areas utilizes
multiple portal monitor checkpoints [2]. A portal monitor is made up of one,
if not multiple, radiation detectors. Such detector types include polyvinyl
toluene (PVT) or high purity germanium (HPGe) for gamma-ray detection
or He-3 for thermal neutron detection. These detector types offer passive de-
tection [3]. Portal monitors are deployed at various points of entry across the
nation, such as seaports, rail crossings, international airports, and highways
[2]. However, due to their size and cost, they cannot be deployed throughout
a large area. If circumvented, they can no longer offer protection.
A cheaper, more flexible option to replace the portal monitors is a dis-
tributed sensor network (DSN). In one study, a DSN was comprised of 11
detectors placed on either side of a road or pathway to monitor traffic. The
detectors are spaced roughly 20 meters apart from each other and are each
paired with a personal digital assistant (PDA) to process the data collected
in real-time. As a vehicle approaches, the array detects the incoming vehicle
with either an accelerometer or magnetometer and activates the radiation
detectors. This system outperforms the portals and are faster to deploy
[4]. In this configuration, the DSN only protects the same area as a portal.
However, they can be reconfigured to cover a larger area.
A study was conducted to determine the optimal configuration for a DSN
in a dynamic urban environment [5]. The 1/r2 factor (the inverse-square law)
limits typical sensor networks abilities to detect and locate radiation sources.
This suggests the possibility of navigating a radioactive source throughout
a sensor network if the nodes were avoided. For this reason, this network
was comprised of both stationary detectors and mobile detectors. Stationary
detectors were placed on street lights and traffic cones. The mobile detectors
were placed on public transportation vehicles (e.g. city buses) as well as
police officers. This added randomness to the locations of the sensors and
increase in sensor coverage makes it substantially more difficult to avoid the
sensor nodes and remain undetected. This study concluded that uniform
grid layouts were not optimal for a sensor network due to their rigidness and
inflexibility with changes in the number of sensors. Instead, a more random
and dynamic layout should be used.
2
1.3 Existing Network Data Presentation
The presentation of the data collected from sensor networks is often prim-
itive and non-intuitive. An example of this can be seen in the report of
a study conducted on using a radiation sensor network to detect low-level
point sources [6]. This article often presented its findings either as extremely
simple maps with no discerning features, or simply as tables. One such table
was comprised of the results of a source localization test. Each row was for
a different network configuration and listed the coordinates of each detector,
the coordinates of the radiation source, and the predicted coordinates of the
source location. Reading the results in this format takes a relatively long
amount of time, and a true understanding of the data is never reached.
Another method commonly used to present sensor network data is through
the use of a heat map. A heat map is an easy-to-understand method of
visualizing intensity information. Examples of this method can be seen in
a study which investigates the mapping of wireless network strengths. One
study, focused on developing a quick and cheap method of visualizing wireless
networks for the purpose of finding optimal locations for new network nodes
to increase Wi-Fi coverage [7]. Placement of network nodes is tricky since
one wants their signal to overlap a little so there aren’t any gaps, but not
overlapping too much which can result in network degradation from channel
saturation. The data was collected with a single computer and visualized
using the geographic information system (GIS) software ARCMap. ARCMap
is a “robust vector and raster capable GIS application” [7]. This application
produced Figure 1.1, a heat map displaying the overall coverage and signal
strength of Wi-Fi in a section of Dartmouth College. This heat map also
includes dots which represent the actual readings. The green areas and darker
dots represent high strength while the red areas and lighter dots represent
low strength. With minimal time, experience, or expertise it can be easily
understood where the Wi-Fi coverage is strong or lacking. This level of
understanding would take significantly longer if one were only given a table
with the dots’ coordinates and signal strength readings. It would also still
take a considerable amount of time if one were given a map with only the dots
present. The heat map is able to deliver a large amount of information near-
instantaneously to a user with minimal training or preliminary knowledge.
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Figure 1.1: Heat map of Wi-Fi strength and coverage produced using
ARCMap [7]
Heat maps are an effective tool for presenting the data in a sensor network.
However, in its typical two-dimensional state, it offers a distant understand-
ing of the environment when a more intimate understanding may be required.
With the recent advancements in technology, especially computational power,
data can be presented with a more intuitive three-dimensional approach. A
study involving the visualization of geologic geospatial datasheets argued for
the use of a 3D visualization over multiple 2D visualizations [8]. Tradition-
ally, the data was presented using multiple 2D maps. New techniques were
developed to display this information in one interactive 3D model which re-
sulted with an entirely new level of detail that comes from the additional
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dimension. This higher level of detail provides a “more accurate and pre-
cise” understanding of the data [8]. It was also found that it was easier for
non-experts to read and understand the three-dimensional maps versus the
multiple 2D maps. This is not surprising since “we live in a three-dimensional
world, which is experienced by us in every situation and shapes our under-
standing of the world and its objects” [8]. Two other studies also argued
for the use of three dimensional visualizations. Stating that “3D maps are
interactive by nature and they are expected to be designed so that they can
be explored by the user” [9], and “The exploration allows construction of
further knowledge which is otherwise not so easily achieved... ” [10].
Visualization techniques using interactive three-dimensional models can
be applied to the data collected from sensor networks as well. A study on
the real-time visualization of atmospheric chemical pollution designed such
a model for a large sensor network that collected vast amounts of data. The
network collects data such as terrain elevation, satellite maps, GPS, velocity,
temperature, humidity, atmospheric pressure, wind speed, wind direction
and chemical concentration [11]. Typically, the pollution level is evaluated
in a 2D view. However, this study designed a web-based 3D visualization of
the pollutant distribution and situation forecast in real-time using a Hadoop
based system for data analysis and a Semi-CLOD algorithm. This method
is able to convey more information in a shorter period of time than the
traditionally-used 2D methods.
Three-dimensional interactive models have already been utilized for radia-
tion detection. One such project aims to provide a cheaper and safer method
to run scenarios for practicing anti-nuclear terrorism scenarios through a
simulation rather than a real-world scenario. Using the game engine for the
game Half-Life 2, a new ‘game mode’ called Radination was created. In this
game mode, radiation sources as well as radiation detectors were simulated
using the game engine. Players can play as either civilians who just spec-
tate, terrorists who try to transport dirty bombs undetected, and security
personnel equipped with radiation detectors trying to locate the terrorists.
The virtual environment was created with a high level of detail that is suffi-
ciently realistic for the players to develop anti-terrorism strategies based on
realistic environments [12]. Figure 1.2 is a screenshot of the Half-Life model
demonstrating the simulated radiation physics.
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Figure 1.2: Screenshot of Half-Life Model [12]
While the Radination project didn’t involve a sensor network, there is
another project that focuses on modeling and optimizing a sensor network
within a 3D virtual environment. This project uses the software, VR-Forces,
to create the simulation model. VR-Forces is typically used to simulate bat-
tlefield scenarios and uses a user-friendly graphical interface along with a
terrain database to create realistic models of actual locations (e.g. Philadel-
phia). Its physics engine also allows for the simulation of a sensor network
along with radiological sources being transported throughout urban envi-
ronments. The sensor network used was comprised of cheap and portable
PVT detectors, medium priced sodium iodide (NaI) detectors, and expen-
sive HPGe detectors. The purpose of this modeling system is to determine
effective configurations of a radiation sensor network for various urban envi-
ronments before they are deployed in said environments [13]. VR-Forces was
an interesting option for the modeling section of the project. However, the
model is not exportable in the required file format.
Another project that uses interactive three-dimensional models in the ra-
diological field focuses on the educational benefits gained from such a model
6
[14]. In this project, a three-dimensional model was created of the Univer-
sity of Illinois’s TRIGA reactor (as seen in Figure 1.3). The idea behind
this work is to offer virtual education and training for workers at nuclear
power plants. Nuclear power plants can be expensive and dangerous to work
in. This virtual training allows for workers to safely become familiar with
potentially hazardous environments before ever entering them.
Figure 1.3: Model of Nuclear Reactor [14]
1.4 Proposed Solution
The data collected from a large radiation sensor network can be overwhelm-
ing and hard to understand when presented using current methods such as
tables, graphs, or 2D heat maps. The advantages of interactive 3D visualiza-
tions have been presented. Interactive 3D models offer a quick and intuitive
understanding of networks’ data to a broader range of users. The Radiation
Sensor Network within a Virtual Environment’s (RaiSoN VEnom) goal is
to visualize the data collected from a radiation sensor network in real-time
and in such a way that experts as well as non-experts can fully utilize the
information.
One goal of this virtual environment is to achieve a high level of detail to
accurately represent the real-world environment. This will allow a user to
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gain a full understanding of the real-world environment simply by exploring
the model, even if the user has never been to the actual location. The virtual
environment will be created using a game engine and third-party modeling
software. These are discussed in Chapters 3 and 4 respectively.
The data will be fed into the model using scripts that pull the data from
cloud based storage services used for the sensor network’s storage. The
streaming process will be designed to minimize the time it takes to trans-
fer the data from the individual detectors into the model to create as near
real-time visualizations as possible. Chapter 5 discusses the data streaming
process in further detail.
Both the radiation and the geospatial data will be visualized in the model
using a multitude of methods. This will allow users to fully understand the
data collected by the system in a timely manner. This quick understanding
of the data is important when monitoring for nuclear threats which must be
located and intercepted as fast as possible. Chapters 6 and 7 discuss the
visualization methods explored and ultimately implemented.
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Chapter 2
UIUC RADIATION SENSOR NETWORK
2.1 Introduction
The sensor network to be visualized in this work, is a mobile radiation sensor
network consisting of 18 sensors. Each node of the sensor network consists
of a radiation detector and a cellular phone which the detector is paired to
via Bluetooth connection. The detectors were operated continuously for four
months predominantly in a specific region described in Section 4.1. This
setup creates a mobile, random, and sparse sensor network covering the Uni-
versity of Illinois at Urbana-Champaign’s campus.
This network is considered sparse due to the low density of detectors. Only
18 of these phone-detector pairs are in operation on and around campus.
However, throughout the development of this project, it was kept in mind
that the number of detectors in the network are planned to increase to the
scale of thousands when implemented after further development and testing
of the network. This larger sensor network would be deployed in a large city.
A larger city means a larger area to cover, thus, the density will not increase
as significantly as the number of nodes do.
A sparse network can be difficult to use to fully cover an area. In the case
of an unknown source, it may only be detected by a few, if not one, sensor
node. Additionally, due to the inverse-square law, the source needs to be
either within a few feet of a sensor node, or have a significant strength to be
detected.
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2.2 Purpose
There are two main purposes for this particular network. The first is to detect
and locate unknown and potentially threatening sources. An example of such
a source could be a radiological dispersal device (RDD). An RDD, commonly
called a dirty bomb, is not a nuclear weapon which utilizes atomic reactions to
fuel its explosion. Instead, it is the combination of a conventional explosive,
such as dynamite, and radioactive material. When detonated, the RDD
spreads the radioactive material over a large area contaminating it. This
contamination can result in the area being unsafe for humans, requiring an
expensive cleaning operation. Such a device causes more of a disruption and
fear rather than destruction, which is why it has been coined as a “Weapon
of Mass Disruption” [15].
As mentioned in Chapter 1, this type of radiological source is only one out
of many that pose a threat to the general public. The goal of this sensor
network is to detect such sources for the purpose of locating and intercepting
them before they cause harm.
The second goal of the sensor network is to study background radiation
levels and its fluctuations. Many materials (e.g. dirt or granite) naturally
contain radioactive elements, most commonly uranium and thorium. These
materials produce radiation directly through their own activity and through
their daughter isotopes’ which they decay into, such as radon. There are
many factors that affect background radiation levels other than material
composition.
The weather plays a major factor in background radiation fluctuations.
Since cosmic radiation also contributes to background radiation, the cloud
coverage (as well as time of day) affects the total radiation level. Sunny
and clear skied days typically have higher background radiation levels than
cloudy days. Another manner in which weather affects background radia-
tion levels is precipitation, particularly rainfall. When the ground is wetted
by rain, radioactive elements may leach out of the ground. The best ex-
ample of this is when uranium in dirt decays into radon gas, it often gets
trapped underground. Rainfall allows for this radioactive gas to be released
from underneath the ground, contributing to the elevation of the background
radiation levels.
A better understanding of background radiation, its fluctuations, what
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causes these fluctuations, and by how much it fluctuates can potentially
lead to the ability to accurately predict background radiation levels. This
ability would lead to a decrease in false alarms and potentially false positives
in source detection systems. In other words, this secondary goal of better
understanding background radiation benefits the sensor network’s primary
goal of detecting unknown sources.
2.3 Detectors
The detectors used for the radiation sensor network were provided by the
DARPA SIGMA program. The sensor network consisted of 18 D3s detectors
produced by Kromek [16]. These mobile detectors collected radiation data
utilizing a 2” x 1” x 0.5” CsI(TI) crystal for gamma detection and a 32.5 mm
x 100 mm LiF crystal for thermal neutron detection [16]. These detectors
allowed for portable and extensive radiation detection. They collected gross
gamma counts, gross thermal neutron counts, and gamma ray spectra with
4096 channels. An image of the D3s detector can be seen in Figure 2.1.
Figure 2.1: Kromek D3s Detector [17]
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These detectors were paired to Samsung Galaxy S6 phones via Bluetooth.
The Galaxy S6 was chosen since it was one of the most advanced phones
at the time that this decision was made (2015). Additionally, the phone
needed to be Android for it to be compatible with the detector software.
The phones recorded GPS information, time, and detector ID’s and used
an application to continuously upload the data into a platform for storage,
cleaning, and analysis. Originally, an application made by Invincea Labs
was used to connect to and stream data from the detectors. However, this
app limited the control our research group had over the data streaming and
storage process. The app sent the data exclusively to their own servers and
only stored alert events for long-term retrieval. All other data was only stored
temporarily.
2.4 Storage App
A new app was developed that allowed the research group complete con-
trol over the data collection process [18]. This app also connected the cell
phone to the detector via Bluetooth. The user interface displayed the current
geolocation coordinates in latitude-longitude format along with the current
gamma counts per second. There also is a button that can be pressed in
the presence of a known source. This is an important feature so the data on
background radiation is not contaminated.
The app utilized Amazon’s Kinesis Firehose to connect each phone-detector
pair to Amazon Web Services (AWS). Kinesis Firehose is a data stream-
ing service used to stream data in near real-time into or out of AWS [19].
The data streaming process for each phone began with the data being ini-
tially stored on the phone. Approximately every five minutes, the data was
streamed into an Amazon Simple Storage Service (Amazon S3) bucket. Ama-
zon S3 is a highly durable and accessible storage option with low latency for
frequently accessed data [20]. Once saved into a S3 bucket, the data was then
copied into Amazon’s Redshift (a SQL-based data warehouse). Redshift al-
lows for easier data cleaning, additional analytics, and centralization of as
well as ease of access to all of the data collected [21]. The streaming process
took roughly 20 seconds, resulting in the maximum amount of time between
a measurement and storage to be roughly five minutes and 20 seconds.
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Chapter 3
THE GAME ENGINE
3.1 Purpose
The 3D visualization of the sensor network was created using a game engine
which houses the 3D model and allows for scripting. Game engines are
composed of multiple components: a “main game program” for implementing
the game logic, a rendering engine which uses a multitude of methods to
generate animated graphics, an audio engine to control any audio portions
of the game, and a physics engine which defines the laws of physics within
the game [22].
The game engine allows for a more interactive and versatile visualization
of the data. Inside of the game engine, the user can explore the modeled area
and see the radiation data visualized in near real-time and location. This
offers a deeper and instantaneous understanding of the data. This chapter
will cover two game engines considered for this project, modeling completed
in the game engine, and basic scripting.
3.2 Unity
Unity is a multi-platform game engine developed by Unity Technologies. It is
a very stable and secure game engine which provides a high level of graphical
detail. Unity is known as being one of the friendliest and easiest-to-use game
engines available [23]. It was released in 2005 and has been steadily developed
since its release [24]. Unity has two scripting languages, C# and UnityScript
(a version of JavaScript). These languages are powerful yet relatively easy
to learn and use, allowing for a smaller learning curve for any new members
of this project. Scripting and its functionality is discussed in more detail in
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Section 3.4.
This project was developed in collaboration with Dr. Uddin’s Virtual
Education and Research Laboratory (VERL) at the University of Illinois at
Urbana-Champaign.
3.3 Amazon Lumberyard
After most of the modeling was completed and imported into Unity, an-
other option for a game engine was released. Lumberyard is a free game
engine developed by Amazon. Its visual technology is based off of Cry En-
gine, another game engine awarded for its graphical fidelity and graphical
performance. Lumberyard allows for the creation of near-photorealistic and
high dynamic range environments. It also has many tools for modeling and
animating any additional objects needed for this project [25]. Figure 3.1 is
an example of an environment and its level of detail created using Amazon
Lumberyard.
Figure 3.1: Example environment created from Lumberyard [25]
Lumberyard is most interesting to this project due to its native integration
to the AWS Cloud. It can easily access various data storage options hosted
on AWS, including the S3 buckets and Redshift data warehouse currently
used for storing the sensor network’s data. This integration to the cloud
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could simplify the data streaming process and decrease the amount of time
between data collection and data visualization.
Lumberyard exceeded Unity in terms of AWS integration and ease of access
for higher graphical fidelity. However, Lumberyard had just been newly
released at the time of this consideration. The community of Lumberyard
was very new and small. This meant that there were not many tutorials or
forums that explained how to properly use the game engine. Another issue
is that Lumberyard’s scripting is done in C++, which is a harder language
to learn and work with compared to Unity’s scripting languages (C# and
JavaScript). Additionally, Lumberyard was only in Beta and many of its
tools were incomplete and limited. At the time, Lumberyard did not support
the file types of the models that had been already completed for the project,
and it was decided to continue to use Unity.
Although it appeared that Lumberyard could provide a superior finished
product, it was decided that this was not worth the considerable additional
amount of time it would take to learn how to use this new game engine. If
this project were to be repeated or replicated, it is suggested to re-examine
Lumberyard in hopes that its community and support have expanded.
3.4 Basic Scripting
Various scripts had to be written and used for this project. As mentioned
in Section 3.2, Unity has two scripting languages, C# and JavaScript. The
scripting that was done for other projects in VERL were done primarily in
C#. In hopes of utilizing some of these scripts as starting off points for
this project, C# was chosen as the project’s scripting language. The script
used from VERL was a radiation map script [14]. This script visualized the
radioactivity of an area based on source strengths and the distance from the
sources. Further discussion of this script can be found in Chapter 7.
The scripts for movement and camera control were downloaded from Unity’s
asset store. These scripts were modified to suit the needs of this project.
They allow the user to traverse and explore the virtual environment with
ease. This is necessary so that the user can become familiar with the en-
vironment that the sensor network is covering. This also allows the user to
investigate alerts indicating potential source detections.
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Another script necessary for this project is artificial intelligence (AI). As
mentioned in Chapter 7, each active detector of the sensor network is repre-
sented by a 3D character. Each of these characters needed to have a simple
AI to control their movement and behavior. The original AI script was writ-
ten to demo some of the projects basic functions, such as detector movement
and a preliminary radiation visualization method. This is discussed in more
detail in Chapter 6.
3.5 Further Modeling
A majority of the modeling completed for this project was performed using
third-party modeling software, SketchUp [26]. However, the finer detailing
was done inside of the game engine. An example of this type of detailing is
the modeling of the trees. Three tree models were downloaded from the Unity
Asset Store to be used to represent all of the trees in the actual environment.
Pictures of all of the actual trees were taken so that the modeler could know
how each tree looked and where they were located. The process of adding the
trees began with first identifying which of the three tree architypes available
looked the most like the actual tree. Then it was placed in its appropriate
location. Next the tree was scaled in the x, y, and z directions to change its
shape to best represent the actual tree. This level of detail is necessary so
that individual trees can be singled out and described to a field agent to help
accurately pinpoint the location of a potential unknown source.
Another asset downloaded from Unity’s asset store is called EasyRoads3D
Pro [27]. This asset allowed for the creation of a 3D road network that
accurately reflects the true roads in the area of interest. Due to its use
of prefabs (prefabricated building or object), it also minimized the amount
of time it took to complete the road modeling. The alternative to using
EasyRoads was to create each street by hand in SketchUp which is time
consuming.
Another in-game-engine modeling process is the detailing of the terrain.
Once the terrain was added into Unity (described in Section 4.2), additional
detailing was necessary to ensure a high-fidelity model. When initially im-
ported, the terrain object had a screenshot from Google Maps of the area as
its texture. The resolution of this screenshot appeared satisfactory from a
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distance, however, at the surface of the terrain it became evident that this
is not the case. Up close the screenshot was blurry and hard to understand.
For example, it becomes near impossible to tell where the grass ends and
the sidewalk begins, which can become problematic if the user is trying to
determine a sources location with respect to either. Figure 3.2 is an example
of the poor resolution of the unpainted terrain.
Figure 3.2: Example of unpainted terrain in Unity
This was corrected by using Unity’s terrain tools to paint over the terrain.
Different textures were downloaded from the asset store and used to best
represent the area. Figure 3.3 demonstrates the increased level of fidelity
gained by painting over the terrain.
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Figure 3.3: Example of painted terrain in Unity
Besides the terrain’s texture, the terrain’s shape must also be further modi-
fied. Although the overall shape represents the actual terrain quite well, this
is not true for places with complex geometries. This results with floating
buildings or slopes of wrong angles. In such sites, the terrain’s shape can
be manipulated using Unity’s terrain tools to more accurately reflect their
true nature. Figure 3.4 and Figure 3.5 demonstrate the effect of shaping the
terrain inside of the game engine.
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Figure 3.4: Example of terrain before shaping in Unity
Figure 3.5: Example of terrain after shaping in Unity
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Chapter 4
MODELING
4.1 Area of Interest
The area designated for modeling includes the Bardeen Quad at the Uni-
versity of Illinois at Urbana-Champaign as well as a few surrounding blocks.
Specifically, this area is bounded on the west side by Wright Street, east side
by Goodwin Avenue, south side by Green Street, and north side by Spring-
field Avenue. Figure 4.1 is a screenshot from Google Maps of the area of
interest.
Figure 4.1: Ariel view of the area of interest [28]
This area was chosen for three main reasons, the first being that it includes
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a few locations with known elevated radiation levels in natural background.
It is desired to see how these areas affect the detection of unknown sources,
such as nuclear threats. Their elevated radioactivity could set off false alarms,
or potentially shield hidden sources from detection. Studying an area with
such locations will lead to an understanding of how to avoid such issues.
One of these locations is the statue, “Alma Mater”, circled in blue in
Figure 4.1, located near the corner of Green street and Wright Street. The
Alma Mater’s base is made out of granite [29], which contains naturally
occurring radioactive elements such as radium, thorium, and uranium. Some
granites have higher concentrations of these elements which result with the
granite emitting higher than average levels of radiation [30]. This is also the
cause for the elevated radioactivity found at the Wesley United Methodist
Church, circled in green in Figure 4.1, near Green Street and South Mathews
Avenue. The front steps of the church are made out of granite and are
a source for higher levels of radiation. Another location within the area
of interest that has elevated radiation levels is the west side of the Nuclear
Radiation Laboratory, circled in purple in Figure 4.1, located near the corner
of Goodwin Avenue and Green Street. Inside one of the laboratory’s offices
that shares the western wall of the building, is a 10 kCi 60Co source in a lead
shield. This source is strong enough to be detected outside of the building
by the sensor network.
These locations of interest relate to the second reason for choosing this
area, it is the central location of the radiation sensor network. Due the
elevated background radiation of these locations and the desire to understand
their effects on the sensor network, the area received the most consistent
coverage from the sensor network.
The goal was to have the entire model detailed enough that by simply navi-
gating through this virtual environment, the user would be able to quickly see
with their own eyes the exact location of a source of interest. When an alert
is triggered, indicating the presence of a potential source, the high amount
of detail allows for the operator to pinpoint the location where the source
was detected. For example, when an alert is triggered, the model could show
that a potential source was detected near a specific tree and bench outside
of a particular building. If the model has less detail, as shown in Figure 4.2,
the operator may only be able to communicate that a source was detected on
a particular side of a building, resulting in a larger search area and with it a
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longer time spent locating the source. Figure 4.2 and Figure 4.3 demonstrate
how the addition of smaller details can significantly narrow the search area
(shown in red).
Figure 4.2: Example of broad search area based on the following
description, “Area to the right of Engineering Hall’s Green Street entrance.”
Figure 4.3: Example of narrow search area based on the following
description, “Area to the right of Engineering Hall’s Green Street entrance,
between the first tree and lamp post.”
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In order to reach this goal of high-level fidelity, it had to be decided what
exactly needed to be modeled. This was done by first understanding the
purpose of the objects in the model. As mentioned above, the objects were
mainly used to identify particular locations within the model. As the level of
detail increases, so does the ability to communicate precise locations within
the model. The most important and basic details were determined to be the
largest and most unique objects (i.e. buildings). Each building represents
a particular zone within the area of interest which reduces the size of the
location being communicated from a scale of thousands of feet to one of
hundreds of feet. The next level of detail needed is smaller objects that are
unique in their position relative to the buildings (e.g. trees, benches, or lamp
posts). This layer of detail narrows the size of the location down to the scale
of tens of feet if not less. Another level of detail for the model is the terrain.
It was decided that the modeled terrain should be more than a flat plain
with the grass and streets painted on it. It should have the texture, slopes,
and elevation of the true terrain to add to the understanding of the modeled
area.
4.2 Modeling Software
The modeling software was chosen based on its ability to complete all of
the modeling requirements discussed in Section 4.1. The most challenging
and limiting requirement proved to be modeling the terrain. This was first
attempted using a height map method. This involved finding a height map
of the area of interest and transforming it into greyscale using Adobe Photo-
shop. It could then be exported into Unity and transformed into a terrain.
Unfortunately, an accurate height map of the area could not be readily found.
Another method attempted was using 3D Ripper DX, which was a pro-
gram that could capture the terrain from Google Earth and imported into
Unity [31]. This method was desired due the fact that Google Earth not
only has highly detailed terrain, but also detailed models of the buildings
located within the area of interest. This would have expedited the modeling
process of the project. However, the 3D Ripper DX program was found to
be outdated and incompatible with the current Google Earth. This method
was attempted with several older versions of Google Earth, but all were un-
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successful.
The final method attempted utilized the modeling software SketchUp [26].
It was found that SketchUp had the ability to capture detailed terrain. This
was done using SketchUp’s “Add Location” function, which utilizes Google
maps. When run, this function brings up a Google Maps window where the
user can type in the location of the desired area and create a box around it.
Once the user selects the “Grab” button, a height map of the area is created
with the Google Maps image overlaid on top of it. When created, SketchUp
also assigns this landscape a set of geographic coordinates.
A challenge met at this portion of the terrain modeling was that once
imported into Unity, the landscape was in the form of a mesh object. Besides
scaling, no real editing could be done to this object. This mesh object needed
to be transformed into a terrain object. Terrain objects can be edited in many
ways that will help with the fidelity of the model. It was discovered that a
Unity script called “Object2Terrain” [32] can be downloaded from the Unity
wiki page. However, the script was outdated and needed to be edited for the
newest version of Unity. Once this was done, the necessary conversion was
performed.
While exploring SketchUp, it was discovered that some of the buildings
in the area of interest had already been built by others in the past. These
models can be found in SketchUp’s 3D Warehouse. Using the geographic co-
ordinates assigned to the landscape earlier, all the nearby buildings that have
already been created were found and imported into the model. All missing
buildings had to then be created. SketchUp offers many tools specifically for
the modeling of buildings. Google Earth was used in conjunction to figure
out the geometry of each building that needed to be modeled. It was found
that SketchUp offers tools which meet nearly all of the modeling require-
ments for this project. Resulting in its use as the projects main modeling
software. Figure 4.4 is an example of the modeling done in SketchUp for this
project.
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Figure 4.4: Example of modeling done in SketchUp
Further modeling of smaller details was done inside of Unity since it has
access to many higher quality assets within its own asset store. Some of these
assets include trees, street systems, street signs, and terrain textures.
4.3 Alternative Modeling Techniques
There are a few more complex objects that were desired to be included in
the model, such as the Alma Mater. These objects have very complicated
geometries which would take a large amount of time to model by traditional
means. Alternative modeling methods were explored for these objects.
The first alternative method explored utilized the combination of tradi-
tional photography and infrared scanning. For areas within the virtual envi-
ronment that needed even higher levels of detail, a 3D imaging system called
“Matterport” could be used. The Matterport 3D camera has an array of 2D
and 3D sensors that can create a highly detailed 3D model of the desired
environment in a quick and easy process [33]. This model can be exported
directly into Unity 3D to be combined with the rest of the model created in
SketchUp. Figure 4.5 is an example of a model created with Matterport and
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imported into Unity.
Figure 4.5: Example Matterport Model Imported into Unity [33]
If a system like this were to be implemented for another location of interest,
it could potentially only take a fraction of the amount of time to model the
area while significantly increasing the level of detail. However, this system is
best used for indoor environments. When outdoors, the ultraviolet radiation
from the sun can interfere with the infrared scanning used for Matterport. To
circumvent this issue, the scans can be performed either at night or during an
overcast. However, this can reduce the quality of the photography portion
of the scan. Due to these limitations, Matterport was abandoned for this
model. In the event of indoor modeling being required for a future model, it
is suggested to reinvestigate this method.
Another method explored was quite similar to Matterport. Like Matter-
port, it uses infrared to scan three-dimensional objects. However, it is a less
expensive method, both monetarily and computationally. This method re-
places the Matterport camera array with an Xbox Kinect V1. The Kinect
V1 has an infrared projector and camera along with a CMOS sensor [34]. It
scans three dimensional objects by capturing two images for stereo triangu-
lation [34]. The Kinect is compatible with windows devices allowing third-
party software to operate it. The software used for this method is called
Skanect, which instantaneously populates a low-resolution three-dimensional
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mesh while scanning objects. This real-time population of a mesh allows for
easy error correcting during the scanning process which increases overall fi-
delity. Once the scan is complete, the rest of the program is run to produce a
higher quality model than the instantaneously populated meshes shown dur-
ing the scanning process. However, the program could not always properly
resolve complicated geometries, as seen in Figure 4.6. This could very well
have been due to the quality of the Kinect camera, or Skanect’s resolving
ability. During the scan, the Kinect needed to be attached to a laptop which
limited its mobility. Considering its limited use outdoors, the mobility of the
scanner, and overall quality of the final product this method was discarded.
Figure 4.6: 3D model created using Kinect camera with Skanect
The other method explored for the modeling of complicated objects uses
photogrammetry. Photogrammetry is a relatively new method that utilizes
high-performance computing to extrapolate the geometries of objects and
even landscapes from large sets of pictures. These pictures are taken at
various angles and orientations around the targeted object or landscape.
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Unfortunately, the quality of the model isn’t known until the whole process
is complete. The quality of the model depends on the quality of the photos
taken and the number of angles they were taken at. This process can be
time-consuming to create high-fidelity models.
Photogrammetry was determined to be the best option for the smaller
outdoor objects with complicated geometries. Two such objects produced
using this method are the University of Illinois’ Alma Mater Statue (Figure
4.7), as well as the statue “Grainger Bob” (Figure 4.8).
Figure 4.7: Alma Mater modeled using photogrammetry
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Figure 4.8: Grainger Bob modeled using photogrammetry
The specific programs used for this photogrammetry process are Visu-
alSFM [35] and MeshLab [36]. VisualSFM produces a point cloud model of
the target object. Figure 4.9 is an example of a point cloud of Grainger Bob
created using VisualSFM. This is the pre-production phase of the process.
Once the point cloud is created using VisualSFM, it is run through Mesh-
Lab, an open source system for processing and editing 3D triangular meshes.
MeshLab creates the geometries and high resolutions textures of the model.
Figure 4.9: Point cloud model of Grainger Bob
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This method was explored to further use it to model the buildings and
terrain of the area of interest. Figures 4.10 and 4.11 are examples of prelimi-
nary versions of such models. However, due to the computational expense of
this process and the fact that these models had already been created using
SketchUp at the time, this method was deemed unnecessary. Additionally,
this method required the use of drones in order to get a full-scan of the land-
scapes’ geometries and also required weeks of sophisticated computing power
in order to be fully utilized.
Figure 4.10: Preliminary model of Grainger Library
Figure 4.11: Preliminary model of Matthews Street Bridge
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Chapter 5
DATA STREAMING
5.1 Purpose
The goal of this project is to visualize the radiation data collected from
the radiation sensor network in near real-time if not real-time. This would
allow for instantaneous monitoring the area of interest by an operator. This
requires getting the data from the detectors into the virtual environment as
quickly as possible. This data streaming process consisted of two challenges.
First, the data had to be taken from each detector in the network and sent
either directly to the virtual environment, or stored somewhere that the
virtual environment can access. The second challenge was to configure the
virtual environment in such a way that it can read in dynamic data.
5.2 Data Acquisition
The most convenient and scalable methods to collect the data from each
detector use a cloud computing service. As discussed in Chapter 2, Amazon
Web Services (AWS) was used for storing and analyzing the sensor network
data. Every second each phone-detector pair uploaded its measurements to
its own AWS S3 bucket where it was stored indefinitely. Then, roughly every
five minutes the data was copied into Redshift (a SQL based data warehouse).
This 5-minute delay is further explained in Section 5.2.2. Redshift allows for
easier data cleaning, additional analytics, and centralization of as well as ease
of access to all of the data collected [21].
It was decided that the data should be read into the virtual environment
in the form of a CSV (comma-separated values) file. CSV files have a simple
data structure that can be easily read and written by many functions. In
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order for the virtual environment to access the CSV file, it needed to be
written or downloaded to the local host machine that the virtual environment
resides in. Due to the dynamic nature of the data, the CSV file needed to be
re-written with the new data every second. Multiple methods to write and
or download this dynamic file were designed and tested.
Before performing the data acquisition, it needed to be decided what data
is required for the project. Most importantly, the sensor network collected
gross counts per second for both gamma and neutron radiation. It also
collected latitude and longitude coordinates, the detector’s name, time of
measurement, and spectral information. It was determined that all but the
neutron counts and spectral information was required for the initial project.
5.2.1 S3 Pull
The first method attempted was a S3 bucket pull, which utilized only the S3
bucket portion of the data storage process. Figure 5.1 is a workflow diagram
for the S3 bucket pull. This method was designed so that the first step was
to create a new bucket that was comprised of only the newest entry from
each detector. This was done using an AWS Lambda function. Once the
bucket was created, a python script was then ran on the local host computer’s
command line which connects to AWS and downloads the bucket as a CSV
file.
Creating the new S3 bucket proved to be more challenging than expected.
In order to read and sort through the data to find the newest lines from
each detector, all of the most recently created buckets must be downloaded
first. Each bucket took multiple seconds to download, which was problematic
since the new bucket needs to be re-written every second. This issue resulted
in the abandonment of the method. However, it would be of interest to
reinvestigate this method if the new bucket can eventually be created in a
timely manner. The download speed of the single bucket was relatively fast,
only two to five seconds, which could result with a faster process than the
currently implemented method.
32
Figure 5.1: S3 Bucket Pull Workflow
5.2.2 Redshift Pull
The second method attempted and ultimately used, was the Redshift pull.
Figure 5.2 is a workflow diagram for the Redshift pull. This method is
similar to the S3 bucket pull, but has a few additional steps and allows for
easier data manipulation. Although the use of a data warehouse has its
many benefits, it also introduced a new set of challenges, such as increasing
the amount of time between data collection and data visualization. This
additional lag was caused by the inherent nature of data warehouses: they
cannot simultaneously have both an open connection for streaming in data
as well as an open connection for querying data. In other words, at any
one time the data can only be moving in or out of the data warehouse.
The availability of the collected data increases with the lag time. The data
warehouse specifically used for this project imported data from the S3 buckets
every five minutes, meaning that there was a minimum of a five-minute lag
between the detectors and virtual environment. The lag could be reduced to
one minute, however, when set at five minutes, the data is only inaccessible
for 20 seconds every 300 seconds, i.e. accessible 93% of the time. In order
to have a stable and continuous stream into the virtual environment, an
artificial lag was induced. This artificial lag was designed using a python
script was ran on the local host computer. This script first connected to
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the data warehouse and then queried for the previous ten minutes of data.
This data was saved as a CSV file onto the local host computer. This script
looped every five minutes so that it continuously acquired data. After the
data was saved as the CSV file, a second script was ran on the local host
machine, which also looped every five minutes. This script first read in the
CSV file written by the previous script. Every second, the data of each
detector collected ten minutes prior was formatted and saved onto the local
host computer as another CSV file. This effectively created a ten-minute lag
that allowed for a continuous data stream. Different settings for Redshift can
be explored along with potentially other processes entirely for the purpose
of reducing this lag down to the scale of seconds.
Figure 5.2: Redshift Pull Workflow
Table 5.1 is a summary of the methods and provides the positive and
negative features of each method.
Table 5.1: Comparison of data acquisition methods
Methods S3 Pull Redshift Pull
Positives • Lower Latency (1 minute) • Flexibility in selection of data• Data easily consolidated
Negatives
• Complicated setup
• Potential for missing data • High Latency (5 minutes)
• Potential for duplicate data
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5.3 Reading Data into The Virtual Environment
Two methods were attempted to read the data into the virtual environment.
The first method used the CSV2Table asset from the Unity Asset Store.
Once downloaded, this asset was opened in a new scene within Unity. Then
the CSV file that was to be read was dragged into the scene and CSV2Table
generated a C# script that can read in the file [37]. This script saved each
as its own public variable. These public variables could then be accessed
by any other scripts running in Unity (i.e. the visualization script). An
issue experienced with this method was a failure of reloading the CSV file
during runtime. When tested, the virtual environment was able to read in
and visualize the data from the CSV file, but only upon startup. During the
runtime of the system, the data failed to update inside of Unity even though
the CSV file was being rewritten and the CSV reader script was continuously
running. The old data was only rewritten inside of the virtual environment if
Unity’s window was clicked out of and then clicked back in. This apparently
forces Unity to reload the csv (with latest data) and visualize it correctly.
An attempt to remedy this issue was done by replacing the original “void
Load(file)” command with the “void Resource.Load(file)” command. This
new command loads files from a different folder within the Unity project
which reads the file in a different manner. Unfortunately, this did not fix the
issue.
The second method attempted and ultimately used, utilized a special C#
class within unity called WWW. The WWW class was designed for streaming
information from URLs or file paths into Unity. It is commonly used for
downloading text, images, or video from the internet into Unity [38]. In this
case, it was used to load the CSV file from the local host machine into the
virtual environment.
A challenge encountered at this step is that the WWW class read in files
as one continuous text string instead of CSV format. This required the
additional use of regular expression to write a parser for the data. The
parser first divided the text string by line to separate the data by detector.
Then it divided each line by commas to obtain each variable of data for
each detector (i.e. gamma counts, latitude, etc.). Instead of saving each of
these values as their own public variable like the CSV2Table method, the
variables were saved together as a list. For example, instead of having each
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detectors gamma count values saved separately, they are all saved together as
one variable and indexed by detector number. However, this use of a parser
required precise and standard formatting of the CSV file. If the format needs
to be changed, so does the CSV reading script.
This method proved successful. The data was continuously read into Unity
and was accessible by all other scripts, resulting in continuous visualization
of the data.
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Chapter 6
LOCATION AND MOVEMENT
6.1 Introduction
Visualizing the radiation requires representing the detector-phone pairs’ lo-
cation in three dimensions. Understanding the gamma counts and other
radiation data isn’t all too useful without also understanding where the ra-
diation is being detected. As the detector collects radiation data, the phone,
which it was paired to, collected location data in the form of latitude and lon-
gitude coordinates. However, Unity doesn’t support latitude and longitude
coordinates for location information. It defines its 3D space in Cartesian for-
mat using x, y, and z terms. Thus, the real-world latitude-longitude terms
had to be first converted to Cartesian format so they can be represented
inside of the Unity environment. Then a method was designed so that this
information could be smoothly visualized for the user.
6.2 Unit Conversion
The real-world latitude-longitude coordinates collected had to be converted
to Cartesian format in such a way that they could be accurately represented
inside of the Unity environment. This conversion was done using a simple
system of equations. Only two equations were required since only two terms
needed to be converted, the x and z terms. The y term represents elevation
within Unity, this term was defined separately.
The unit conversions were performed within a C# script after the data was
streamed into Unity. The system of equations used to convert the latitude-
longitude coordinates into x and z terms are defined by Equations 6.1 and
6.2.
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x = (Long − Longcal) ∗ Sx + Cx (6.1)
z = (Lat− Latcal) ∗ Sz + Cz (6.2)
where Long and Lat represent the raw longitude and latitude coordinates
respectively. Sx and Sz are scaling values that must be solved for. Cx and Cz
are constants that also must be solved for. Latcal and Longcal are constants
which are the coordinates of a calibration location.
A calibration location was chosen appropriately so that the system of equa-
tions could be solved for the conversion of coordinates between the virtual
environment and the actual environment it represented. The calibration lo-
cation had to be a relatively central position within the modeled area of
interest as well as be small and distinct enough to ensure precision of the
calibration. The calibration location chosen to solve Equations 6.1 and 6.2
was the Western Bridge on the Bardeen Quad. As seen in Figure 6.1 , the
center of this bridge can easily be seen on both Google Maps and in the
virtual environment.
Figure 6.1: Calibration Location 1 “Bardeen Quad Bridge” where the Unity
model is shown on the left and Google maps on the right [28]
Using Google Maps, the latitude-longitude coordinates of the center of the
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bridge were found. These are the values for Latcal and Longcal (40.111289,
-88.227637). Next, the respective x and z coordinates were found in Unity
(42.46, 0.12). These values were then plugged into Equations 6.1 and 6.2 to
solve for the constants. Since the equations are first solved at the calibration
location, Lat equals Latcal and Long equals Longcal resulting in the first
terms equaling zero. Thus, Equations 6.1 and 6.2 simplify to:
x = Cx
z = Cz
where from earlier, x = 42.46 and z = 0.12. Lastly, to finish solving the
system of equations, the scalar terms Sx and Sz had to be solved using
another calibration location. The second calibration location used was the
center of the flower pot in front of the Alma Mater at the intersection of
Wright Street and Green Street. The center of this spot can easily be located
on both Google Maps and in Unity as seen in Figure 6.2.
Figure 6.2: Calibration Location 2 “Flower Pot” where the Unity model is
shown on the left and Google maps on the right [28]
When the Unity and latitude-longitude coordinates for this location are
entered into Equations 6.1 and 6.2, the values for Sx and Sz are calculated
as -33696.9111969389 and -44178.974804513 respectively.
In order to test the accuracy of Equations 6.1 and 6.2, other coordinates
39
within the area of interest were inputted into the equations. Then the loca-
tional results inside of Unity were visually inspected and compared to actual
Google Map’s location. Overall, the unit conversion was quite accurate, stay-
ing within a meter or two of the actual location. However, the further away
from the center of the area of interest and the calibration locations, the larger
the error becomes. This can be seen in Figure 6.3 and Figure 6.4 (an outlier
data points was left out in Figure 6.3).
Figure 6.3: Plot of the deviation vs the distance away from calibration
point in the west and east direction
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Figure 6.4: Plot of the deviation vs the distance away from calibration
point in the north and south direction
Figure 6.5 shows an example of the deviation seen at a location far away
(191 meters) from the calibration point. The blue dot is the location of the
actual latitude-longitude coordinates entered into Unity. The green dot is the
location that is the result of the conversion. This is an error of a little under
two and a half meters. The error of the system was likely due to a combina-
tion of a small scaling issue of the terrain in the virtual environment and the
latitude-longitude coordinates supplied by Google Maps lacking precision.
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Figure 6.5: Error of unity conversion
As mentioned before, the y term, corresponding to elevation, was not de-
termined using the latitude-longitude coordinates recorded by the phone.
Instead, the y term was defined to be at the elevation of the virtual terrain.
This ensured that the virtual representation of the detectors location was
always on the ground and not floating above or beneath it. This was de-
fined inside the same C# script as the unit conversion. This approach was
deemed acceptable since the phone-detector pairs were nearly always carried
by a person on foot, essentially at ground level. This would not be acceptable
if there were more variation in elevation. An example of this would be having
the detector-phone pair carried by a flying drone. However, since this was
not the case for this particular sensor network, this method was permissible.
6.3 Waypoint Based Movement
Once the locational information had entered the virtual environment and
been converted to Unity coordinates, it had to be implemented in an appro-
priate manner. Each detector was represented in the virtual environment as
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a three-dimensional character (further discussed in Chapter 7). This charac-
ter needed to be placed in a location within Unity that corresponded with
its actual physical location. A na¨ıve approach was to assign the character’s
placement directly to this location. However, this resulted in the character
appearing to teleport from place to place. This type of movement can be
challenging to track, especially in the presence of large numbers of other
detectors moving simultaneously.
A superior alternative method is to use waypoint-based movement. Rather
than teleporting the actual three-dimensional representation of the detector
to each recorded location, a waypoint (in games a waypoint is a location that
which a character walks towards) was teleported in its place. Each detector
represented in the virtual environment was assigned its own waypoint. Every
second when the data is updated, the waypoints teleported to their new
locations. Then, each detector’s character ran towards its assigned waypoint,
as demonstrated in Figure 6.6. This was accomplished using the basic AI
script discussed in Section 3.4. The speed of the characters was set so that
they didn’t lag behind the waypoints and always reached them.
Figure 6.6: Detector character chasing waypoint
This method has two main benefits. Primarily, this method effectively
interpolates the data which offers a better understanding of the movement
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and paths of the detectors. This leads to the second benefit which is tracking
single detectors becomes considerably less challenging.
An additional precaution was included into the location script. In the
case that the detector is carried outside of the modeled area of interest, the
character would appear to walk off of the map and fall out of the environment.
At this point, even if the actual detector is carried back into the modeled
area of interest, the representing character would not be able to. This was
remedied with the addition of boundaries inside of the script. The boundary
conditions were defined by four simple “if statements” with the maximum
and minimum values for the x and z coordinates of the virtual environment.
If the converted x-z coordinates of the detector exceeded any of these defined
bounds, they were reassigned to the boundary value. This effectively prevents
the models from falling off the map while positioning them as close as possible
to their actual locations.
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Chapter 7
VISUALIZATION
7.1 Detector Representation
In order to visualize the radiation sensor network’s radiation data in a three-
dimensional environment, the network’s geographical information had to first
be visualized. This was achieved by representing each sensor node as a three-
dimensional object within the virtual environment. The models used for this
representation was a human character model that is part of one of Unity’s
standard asset packs (seen in Figure 7.1). This character model is compatible
with the AI script described in Sections 3.4 and 6.3. It was determined that a
human model best represented each sensor node since each node was actually
carried by a human.
The geographical data collected from each node was visualized by moving
the sensor’s model along a path within the virtual environment that mimics
the actual path taken by the person holding the sensor in the physical world.
This process is further discussed in Chapter 6.
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Figure 7.1: Sensor node’s virtual representation
7.2 Radiation Map
Not only did each sensor’s model act as a visualization of the geographical
data, it additionally acted as the stage for the visualizations of the radiation
data collected by the sensor. This was done primarily with a radiation heat
map. Additionally, the color visualizing the current radiation measurements
for a location can eventually be compared to the color of a historic radiation
map to quickly discern if the current radiation levels differ from the levels
typically present at said location. This is further discussed in Section 8.2.2.
A C# script was written in Unity that determined the color for the radi-
ation map based on the gamma counts per second recorded by the detector.
This script was based on a similar script used in a project from VERL that
also produces a radiation map [39]. In that project, a radiation map was
used to visualize the radiation levels around a simulated model of a nuclear
reactor. The radiation map for the reactor not only calculated a color based
on the strength of the sources distributed throughout the model, but it also
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took into account the distance between the map and the sources.
The color map chosen for the radiation map ranged from dark blue, to
green, to yellow, to orange, to red, and then to black, where blue repre-
sents low levels of radiation and red represents high levels of radiation (black
represents exceedingly high and unnatural radiation levels). The color was
defined using the RGB color model which is an additive color model. The
RGB color model can produce a broad spectrum of colors by adding various
amounts of red, green, and blue together [40].
The first step to calculating the radiation map’s color based on the gamma
counts per second (cps), was to first define the values for each of the five main
colors (blue, teal, green, yellow, and red) and the two boundary colors (dark
blue and black). Table 7.1 displays the values for each color.
Table 7.1: Radiation intensity color values
Color
Dark
Blue
Blue Teal Green Yellow Red Black
Measured
gamma counts
per second (cps)
0 20 40 60 80 100 300
These values were determined based on typical background radiation levels
within the area of interest. On average, the background radiation detected
by the radiation sensor network ranges between 20 and 50 cps which would
be represented as blue to green. The areas of elevated background radiation
(e.g. Wesley Church), can emit up to 90 cps. It is desired to show that these
areas have elevated radiation levels but aren’t of much concern, so they were
represented by yellow and orange. The color red indicates that there is most
likely a radioactive source nearby, and black indicate that without a doubt
a source is present.
There are six stages of color change when moving from dark blue to black:
dark blue to blue, blue to teal, teal to green, green to yellow, yellow to red,
and red to black. These stages allow for a continuous color spectrum which
assigns a unique color for each radiation value between 0 and 300 cps. In each
stage, one of the RGB values is either increasing or decreasing. For example,
when transitioning from blue to teal, the red value is set to the minimum
(0), the blue value is set to the maximum (1), and the green value increases
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from 0 to 1. The changing value in each stage is defined by Equation 7.1 for
increasing values and Equation 7.2 for decreasing values.
Colorvalue =
cps− Colormin
Colorint
(7.1)
Colorvalue = 1− cps− Colormin
Colorint
(7.2)
where cps is the gamma counts per second recorded by the detector,
Colormin is the cps value for the minimum color in the color transition stage
(e.g. 40 for teal in the teal to green stage), and Colorint is the color interval
value. The color interval value is defined by the difference between the cps
value of adjacent colors (e.g. blue to teal). Table 7.2 includes the definitions
of each RGB value for each color transition stage.
Table 7.2: Radiation intensity color equations
Color Values
Color Transition Stage
R G B
Dark Blue to Blue 0 0
cps−DarkBlue
Blue−DarkBlue
Blue to Teal 0
cps−Blue
Teal −Blue 1
Teal to Green 0 1 1− cps− Teal
Green− Teal
Green to Yellow
cps−Green
Y ellow −Green 1 0
Yellow to Red 1 1− cps− Y ellow
Red− Y ellow 0
Red to Black 1− cps−Red
Black −Red 0 0
The next step of the color script was to determine which color transition
stage the radiation measurement falls under. This was done using a switch
statement. The switch value was defined by taking the integer value of the
counts per second divided by the color interval value. Once the color transi-
tion stage was determined, the radiation measurement’s color was calculated
using the stage’s definition and the gamma cps value.
The color script was assigned to an object to be used as the radiation
map. This can be a flat plain covering the ground beneath the detector in
the virtual environment, or a particle emitted around the virtual detector.
Once the script calculated the correct color for the most recent radiation
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measurement, it set this as the color of the material of the object that it was
assigned to. This calculation and setting of color was repeated every frame
during runtime.
7.3 Radiation Tiles
As mentioned in Section 7.2, there are multiple techniques to create the radi-
ation map. The preliminary method used for testing was a two-dimensional
map. This map was created using square plains placed at the feet of the
detector’s virtual character. Figure 7.2 demonstrates an older version of
this radiation map. This older version still took the distance away from the
source into account which is why the radiation map isn’t uniform in color.
This image is used for the additional purpose of demonstrating the range of
color the radiation maps can produce.
Figure 7.2: Preliminary version of radiation tile heat map
The two-dimensional radiation map stayed with the sensor’s character as it
traversed the environment. This only allowed for the visualization of current
data and not historic. Although this allowed for a cleaner and less busy
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environment, the lack of recent data limited the inspection capabilities of the
system. If a source is detected for only short period of time and the operator
isn’t watching that particular detector, the source could go unnoticed. Even
if it was noticed, the operator would need to instruct the sensor carrier to
return to the area before further inspection. For this reason, further work
was required to create a trailing radiation map to allow for more time to
inspect the radiation data. This is the main purpose of the next radiation
map method discussed in Sections 7.4, 7.5, and 7.6.
7.4 Particle Emitter
A three-dimensional approach to visualizing the radiation data involved the
use of Unity’s particle emitter function. This method would ideally result
with a mist that surrounds the sensor model and a trail left behind it as it
traverses the environment. This would allow for higher visibility of the radia-
tion data (since it wouldn’t be a two-dimensional plain on the ground) as well
as recent data, not merely current data. Figure 7.3 demonstrates the prelim-
inary version of this three-dimensional approach. A challenge encountered
for this approach is setting only the newest particles to the currently calcu-
lated color. The entire trail changed color as the gamma count rate changed.
This does not accurately represent the combination of the geo-spatial and
radiation data collected, so other similar methods were explored.
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Figure 7.3: Preliminary example of trailing heat map
7.5 Object Spawner
To replace the particle emitter, an object spawning script was written. This
script spawned an independent object of the appropriate color and height
for each measurement. Since these objects are independent from each other,
their color did not change once spawned. Similar to the color, the height
of the object correlated with the gamma count rate as well. This additional
feature not only assisted with the understanding of the radiological data, but
also increased visibility of high count rates that may have indicated a source.
There are various settings that can be set by the user. One such setting is
the type of object being spawned. One object the user can choose is a rect-
angle object that clearly displays the color, location, and height visualization
of each measurement. However, the rectangle setting can decrease visibility
of the environment. To combat this, the user can choose to spawn a cylin-
drical aura-like object (seen in Figure 7.4). This object doesn’t obstruct the
view of virtual environment as much as the rectangle object, but the height
information is vague due to a lack of a solid top to the object.
Another setting for the Object Spawner, is the elevation of the spawned
objects. They can be spawned either at a set y-coordinate or at the level
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of the terrain. Spawning at a set y-coordinate allows for easier comparison
of height information between measurements, however, the objects may be
harder to see at locations where the elevation of the terrain is high. Spawning
the objects at the terrain elevation allows for high visibility of each measure-
ment, but comparison of the height visualization becomes unreliable between
locations of varying terrain elevation.
Additionally, there are two options for the visualization method’s height
scale for the height visualization. The scale can be set to ‘linear’ for easy
comparisons between measurements. For example, if one object is twice
as tall as another, the user can determine that the count rate of the first
measurement is half of the count rate of the second. The other scaling option
is ‘exponential’. This setting results with the accentuation of measurements
with higher count rates. This increases the visibility of measurements that
may indicate a source and require further investigation.
The last setting for the Object Spawner is the lifespan of the objects. The
default setting is for each object to be permanent. This offers recent historical
information as the system is run. However, when ran for long durations, the
environment can become cluttered. If desired, the lifespan of the objects can
be set (e.g. 30 seconds) so that after said lifespan, the objects are destroyed.
This results with a less cluttered environment which offers less historical
data.
Figure 7.4: Example of Object Spawner visualization
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7.6 Grid Map
The Grid Map method is similar to the Object Spawner method. It uti-
lized the rectangular objects from the Object Spawner. However, instead of
spawning a rectangle object at the location of each measurement, a grid of
the rectangle objects was spawned beneath the terrain at a set y-coordinate
at the start of the simulation. The grid can be seen in Figure 7.5. The
waypoints (discussed in Section 6.3) were set to traverse along the same y-
coordinate that the grid map was spawned at. Whenever a waypoint moved
inside of one of the rectangle objects making up the grid map, the rectangle
was triggered and changed color and height based on the waypoint’s gamma
count. The object stayed in this state until a waypoint entered it again, at
which point it changed its color and shape based on the new measurement
associated with the waypoint. This method provided an up-to-date visual-
ization of the sensor network. Another example of this method (with terrain
visible) can be seen in Figure 7.6.
Figure 7.5: Example of Grid Map visualization with the grid exposed
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Figure 7.6: Example of Grid Map visualization
7.7 Alert System
Due to the dynamic nature of RaiSoN VEnom, noticing and locating poten-
tial sources can be difficult. Therefore, an alert system has been developed
for the simulation. Currently, the system is quite simple, triggering if the
count rate exceeds a set threshold. This triggering mechanism can be later
developed to increase the accuracy. At the location of each alert, a beacon is
set so that the user can locate and explore the alarm for further investigation.
An example of the beacon can be seen in Figure 7.7.
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Figure 7.7: Example of alarm beacon
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Chapter 8
CONCLUSIONS AND FUTURE WORK
8.1 Conclusions
The data collected from a large radiation sensor network can be overwhelming
and hard to understand when presented using current methods such as tables,
graphs, or 2D heat maps. The advantages of interactive 3D visualizations
have been presented to offer a quick and intuitive understanding of networks’
data to a wide range of users. The Radiation Sensor Network within a Virtual
Environment’s (RaiSoN VEnom) succeeded in its goal is to visualize the data
collected from a radiation sensor network in near real-time and in such a way
that experts as well as non-experts can fully utilize the information.
This virtual environment has been created with a high level of fidelity
to accurately represent the real-world environment. This allows a user to
gain a full understanding of the real-world environment simply by exploring
the model. The software SketchUp was used for the bulk of the modeling
process. SketchUp’s model was then imported into the game engine, Unity,
where further modeling was performed. Scripting was also performed within
Unity to define and control the behaviors and simulations taking place within
the virtual environment.
A python script was written to stream data from the network’s cloud based
storage option, AWS Redshift, onto the local host computer. A Unity script
then read the data into the virtual environment where it was visualized. The
streaming process allows for continuous near real-time visualization of the
data by inducing a ten-minute lag.
The geospatial data was visualized in the form of sensor models traversing
the virtual environment, simulating the actual paths taken by the network’s
sensor nodes. The radiation data was visualized using dynamic heat maps
beneath each sensor model to display the radiation levels at the locations of
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each detector.
8.2 Future Work
Although functional, the Radiation Sensor Network within a Virtual Envi-
ronment still has a few features under development. Further detailing of the
model is required to increase the systems level of fidelity. There are vari-
ous sections of the virtual environment which have yet to be detailed (e.g.
painting parking lots, editing terrain shape, placing trees).
8.2.1 Real-Time Visualization
This system only offers near real-time visualizations due to the sensor net-
works current data storage process. There is a ten-minute delay between the
measurement being taken by a sensor and the measurement being visualized
in the virtual environment. There are two potential methods to remedy this
issue. The first is to use Amazon’s Kinesis Stream instead of Kinesis Fire-
hose to reduce the lag from a scale of minutes to a scale of seconds. Firehose
allows for near real-time data analytics and long-term storage, whereas Ki-
nesis Stream allows for real-time data analytics but storage for only the last
24 hours of data [19]. This issue itself could be fixed by combining Kinesis
Stream with Firehose to send the data to a permanent storage location.
The other option is to use Amazon’s Internet of Things (IoT) to upload
the data instantaneously. The downside of IoT is the constant internet con-
nection required heavily drains the phone’s battery. A battery pack would
need to be added to the phone-detector pair for long-term monitoring.
8.2.2 Historic Heat Map
An additional visualization technique not yet developed consists of overlaying
a historic heat map onto the virtual environment. The historic heat map
would be created externally using the whole set of data collected by the
sensor network. This map can be updated every few days or weeks to ensure
accurate and up to date information. Once created, the map would be saved
as an image file onto the local host machine. Then a Unity script would load
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the image into the system utilizing the WWW class. Finally, the image would
be projected onto the terrain of the model using one of Unity’s projector
functions. This function could be turned on or off by the user at the push of
a button.
The heat map overlaid onto the terrain would look similar to the heat
maps produced during a study which mapped the Wi-Fi strength on the
University of Nebraska’s campus (Figure 8.1) [41]. However, only the color
gradient would be used for the map and none of the geographical features.
The geographical features would be redundant since the terrain features have
already been created in the 3D model itself.
Figure 8.1: Example heat map from Wi-Fi strength study [41]
This method would give the user the ability to see what the average back-
ground radiation is at any location within the area of interest. This would
allow for quick visual comparisons of the current radiation level and the level
that is expected. This comparison serves two purposes, the first being a vi-
sual method for source detection. For example, if the current heat map is
yellow (indicating a count rate of about 80 cps) and the historic heat map is
blue (indicating a count rate of about 20 cps), it could be hypothesized that
a source is nearby and further investigation is required.
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The second purpose of the historic heat map is to dispel potential false
alarms caused by background radiation anomalies. Within the modeled area
of interest are a few locations with higher than average levels of background
radiation. These areas could potentially set off false alarms, but upon inves-
tigation, the current and historic heat maps could be compared and used to
determine if a source is indeed present or not.
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Appendix A
DATA STREAMING SCRIPTS (PYTHON)
A.1 Redshift Pull Script
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The code contained in the appendices is Copyright 2017 Board of 
Trustees of the University of Illinois. All rights reserved. 
Published with permission.
A.2 Streeaming Script
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The code contained in the appendices is Copyright 2017 Board of 
Trustees of the University of Illinois. All rights reserved. 
Published with permission.
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The code contained in the appendices is Copyright 2017 Board of 
Trustees of the University of Illinois. All rights reserved. 
Published with permission.
Appendix B
GAME ENGINE SCRIPTS (C#)
B.1 Script used to read data into Unity
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The code contained in the appendices is Copyright 2017 Board of 
Trustees of the University of Illinois. All rights reserved. 
Published with permission.
B.2 Location and Alarm Script
69
The code contained in the appendices is Copyright 2017 Board of 
Trustees of the University of Illinois. All rights reserved. 
Published with permission.
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The code contained in the appendices is Copyright 2017 Board of 
Trustees of the University of Illinois. All rights reserved. 
Published with permission.
B.3 Heat Map Script
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The code contained in the appendices is Copyright 2017 Board of 
Trustees of the University of Illinois. All rights reserved. 
Published with permission.
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The code contained in the appendices is Copyright 2017 Board of 
Trustees of the University of Illinois. All rights reserved. 
Published with permission.
B.4 Object Spawner Script
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The code contained in the appendices is Copyright 2017 Board of 
Trustees of the University of Illinois. All rights reserved. 
Published with permission.
B.5 Spawned Object Color and Height Script
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The code contained in the appendices is Copyright 2017 Board of 
Trustees of the University of Illinois. All rights reserved. 
Published with permission.
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The code contained in the appendices is Copyright 2017 Board of 
Trustees of the University of Illinois. All rights reserved. 
Published with permission.
B.6 Grid Spawn Script
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The code contained in the appendices is Copyright 2017 Board of 
Trustees of the University of Illinois. All rights reserved. 
Published with permission.
B.7 Grid Trigger Script
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The code contained in the appendices is Copyright 2017 Board of 
Trustees of the University of Illinois. All rights reserved. 
Published with permission.
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The code contained in the appendices is Copyright 2017 Board of 
Trustees of the University of Illinois. All rights reserved. 
Published with permission.
