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Abstract
We develop a new method of constructing an asymptotic series in powers of N−1/2 as
N →∞ for the function of N arguments which is a solution to the Cauchy problem for the
equation of a special type. Many-particle Schro¨dinger, Wigner and Liouville equations for
a system of a large number of particles are of this type, when the external potential is of
order O(1), while the coefficient of the particle interaction potential is 1/N ; the potentials
can be arbitrary smooth bounded functions. We apply this method to equations for N -
particle states corresponding to the N -th tensor power of an abstract Hamiltonian algebra
of observables. In particular, we show for the case of multiparticle Schro¨dinger-like equations
that the property of N -particle wave function to be approximately equal at large N to the
product of one-particle wave functions does not conserve under time evolution, while the
same property for the correlation functions of the finite order is known to conserve (such
hypothesis being the quantum analog of the chaos conservation hypothesis put forward by
M.Kac in 1956 was proved by the analysis of the BBGKY-like hierarchy of equations). In
order to find a leading asymptotics for the N -particle wave function, one should use not
only the solution to the well-known Hartree equation being derivable from the BBGKY
approach but also the solution to another (Riccati-type) equation presented in this paper.
We also consider another interesting case when one adds to the N -particle system under
consideration one more particle interacting with the system with the coefficient of the
interaction potential of order O(1). It happens that in this case one should investigate not
a single Hartree-like equation but a set of such equations, and the chaos will not conserve
even for the correlation functions.
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1 Introduction
The chaos conservation hypothesis is well-known in statistical physics. This hypothe-
sis put forward by M.Kac [1] in 1956 for the case of classical systems has the following
analog in the quantum case of the system of N bose-particles moving in ν-dimensional
space. Consider the k-particle correlation functions [2]
Rtk,N(x1, ..., xk; y1, ..., yk) =∫
dxk+1...dxNΨ
t
N(x1, ..., xk, xk+1, ..., xN )Ψ
t∗
N(y1, ..., yk, xk+1, ..., xN) (1)
corresponding to N -particle wave functions ΨtN(x1, ..., xN) which specify states of the
system and satisfy the N -particle Schro¨dinger equation (x1, ..., xN ∈ Rν are particle
coordinates, t ∈ R is the time variable).The quantum analog of the chaos hypothesis
is the following. Suppose that at the initial instant of time t = 0 the correlator (1)
factorizes as N →∞, k = const as follows:
Rtk,N(x1, ..., xk; y1, ..., yk)→ ϕt(x1)...ϕt(xk)ϕt∗(y1)...ϕt∗(yk), (2)
where ϕt is one-particle wave function such that
∫
dx|ϕt(x)|2 = 1. Then the property
(2) holds for arbitrary time t as well.
The discussed hypothesis can be justified for the case of the external potential
of order O(1) and the particle interaction potential of order O(1/N). The mathe-
matical proof has been obtained in [3].The method of justification of the property
(2) was based on the ideas of [2]: the N -particle equation for the density matrix
ΨtN(x1, ..., xN)Ψ
t∗
N(y1, ..., yN) was integrated over last N − k variables and the chain
of equations for Rtk,N was obtained in a way analogous to the method of derivation
of the BBGKY hierarchy found almost simultaneously by Bogoliubov, Born, Green,
Kirkwood and Yvon for the classical case. It was also found in [2,3] that the function
ϕt obeys the Hartree equation being of widely use in physics for studying quantum
systems with a large number of particles.
The property (2) has the following physical meaning in terms of mean values of the
observables being operators acting in Hilbert space L2(RνN). Consider observables
AN with kernels of the special form
AN (x1, .., xN ; y1, ..., yN) =
P0∑
p=1
1
Npp!
∑
1≤i1 6=... 6=ip≤N
A(p)(xi1 , ..., xip; yi1, ..., yip)
∏
i 6=il
δ(xi − yi), (3)
where P0 ∈ N,A(p) are kernels of operators acting in L2(Rνp).The property (2) implies
that the mean values of the observables AN in the state Ψ
t
N have the following limit
as N →∞:
(ΨtN , ANΨ
t
N) ≡
∫
dx1...dxNΨ
t∗
N(x1, ..., xN )(ANΨ
t
N)(x1, ..., xN)→
1
→
P0∑
p=1
1
p!
∫
ϕt(x1)...ϕ
t(xk)ϕ
t∗(y1)...ϕ
t∗(yk)×
×A(p)(y1, ..., yp; x1, ..., xp)dx1...dxpdy1...dyp.
In this paper we consider a new formulation of a problem. Namely, we discuss if the
property (2) is valid when k also tends to infinity, for example, k = N . We also study
whether the chaos property allows us to find limits as N → ∞ of mean values of
observables of a more general form than (3).
To solve these problems, we construct an asymptotic formula as N → ∞ not for
the correlators (1) but for the full N -particle wave function obeying the initial condi-
tion of a product of one-particle wave functions (remind that a number of arguments
of the wave function also tends to infinity as the parameter of the asymptotic expan-
sion tends to zero). We will see that the asymptotics will not factorize into a product
of one-particle wave functions. Therefore, the chaos hypothesis fails if k → ∞ in
(1). Thus, when one makes an attempt to find mean values of general observables
uniformly bounded with respect to N , one can’t use the property of factorizing of the
wave function, contrary to the case of the observables of the type (3).
Consider the multiparticle Schro¨dinger equation
ih¯
∂
∂t
ΨtN(x1, ..., xN) =

 N∑
i=1
(
− h¯
2
2m
∆i + U(xi)
)
+
1
N
∑
1≤i<j≤N
V (xi, xj)

ΨtN(x1, ..., xN), (4)
where h¯ is the Planck constant, m is the particle mass, ∆i = ∂
2/∂x2i is the Laplace
operator, U is the external potential, 1
N
V is the particle interaction potential being of
order 1/N . The asymptotic formula for the N -particle wave function is then expressed
not only through the solution to the well-known Hartree equation
ih¯
∂
∂t
ϕt(x) =
[
− h¯
2
2m
∆+W t(x)
]
ϕt(x), (5)
where W t is a self-consistent potential
W t(x) = U(x) +
∫
V (x, y)|ϕt(y)|2dy. (6)
One should also use the following system:
ih¯
∂
∂t
ut(x) =
[
− h¯
2
2m
∆+W t(x)
]
ut(x)
+ϕt(x)
∫
dyV (x, y)(ϕt∗(y)ut(y) + vt(y)ϕt(y)),
2
(7)
−ih¯ ∂
∂t
vt(x) =
[
− h¯
2
2m
∆+W t(x)
]
vt(x)
+ϕt∗(x)
∫
dyV (x, y)(ϕt∗(y)ut(y) + vt(y)ϕt(y))
The system (7) can be formally obtained by the following procedure. One can write
the system consisting of the Hartree equation (5) and the equation conjugated to
it, consider the variation system for it and substitute the variations of ϕ and ϕ∗ by
u and v that should not be conjugated. This variation system with independent
variations of ϕ and ϕ∗ coincides with (7). The asymptotic formula for the N -particle
wave function is expressed through the solution to eq.(5) and through the operator
transforming the initial condition for the Cauchy problem for system (7) into the
solution to this Cauchy problem.
We can consider equations of a more general form than the multiparticle
Schro¨dinger equation (4). Namely, we can study equations for the functions ΨN ∈
L2(X ), where X is an arbitrary measure space. Such equations are of the form
i
d
dt
ΨtN = NANΨ
t
N ,
where operator AN has a kernel of the type (3). Notice that the Schro¨dinger equation
is a partial case of this equation. Asymptotic solutions to it that obey more general
initial conditions than a product of one-particle wave functions are constructed in sec-
tion 5. These asymptotic formulas implying the results on the chaos non-conservation
for eq.(4) are proved in section 6. In section 7 we evaluate the corrections to the
asymptotic formula.
We can consider not only Schro¨dinger-like equations but also sets of such equa-
tions. The generalization of the method which is applicable to such case is to be
developed in sections 8,9. The technique of these sections can be also used when one
considers the N -particle systems interacting with an additional particle, so that the
evolution equation has the form:
ih¯
∂
∂t
ΨtN(y, x1, ..., xN) = [N
(
− h¯
2
2M
∆y + U(y)
)
+
N∑
i=1
V(xi, y)
+
N∑
i=1
(
− h¯
2
2m
∆i + U(xi)
)
+
1
N
∑
1≤i<j≤N
V (xi, xj)]Ψ
t
N(y, x1, ..., xN), (8)
The first term of the right-hand side of this equation corresponds to the motion
of the additional particle of the mass M/N in the external potential U(y) (y is the
coordinate of the additional particle). The second term corresponds to the interaction
of the additional particle with the N -particle system. If the first and the second terms
were of orders O(1) and O(1/N) correspondingly, one could apply the technique to
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be considered in sections 5-7 without modification. But the coefficients are N and 1,
so another approach is needed. It happens that the Hartree equation (5) should be
modified, there will be no longer a single Hartree-like equation, there will be a set
of such equations, and the analog of the chaos hypothesis will then fail even for the
correlation functions.
We can consider the problem of chaos conservation not only for N -particle wave
functions obeying the multiparticle Schro¨dinger equation but also for other cases.
Namely, one can investigate N -particle density metrices obeying the N -particle
Wigner equation [13] or N -particle density functions (probability distributions) which
obey the multiparticle Liouville equation [11]. One can find [11,13] asymptotic for-
mulas for these cases. These asymptotics are also products of one particle densities
at the initial time moment, while there is no such factorization at time moment t. In
section 10 we will consider the equations for N -particle states corresponding to the
N -th tensor power of an abstract Hamiltonian algebra of observables. We generalize
a notion of a half-density (discussed in [11,13] for different cases) by introducing the
notions of a half-density representation of an abstract Hamiltonian algebra and of an
abstract half-density. There are following examples of the latter notion:
(a) the square root of the N -particle probability distribution [11];
(b) the square root of the N -particle density matrix [13];
(c) the N -particle wave function.
We show, that when our asymptotic method is applied to the N -particle half-
density equation, the average values of general bounded observables is unambigu-
ously defined by our approximation for the half-density. The results to be obtained
in section 10 imply, in particular, the asymptotic formulas found for the cases of
Schro¨dinger, Liouville, Wigner equations.
2 Violation of the chaos hypothesis for the N-particle
wave function
1.In the previous section we have seen that if the property (2) is satisfied, one
can replace the wave function ΨtN by the product of one-particle wave functions
ϕt(x1)...ϕ
t(xN ) in order to find a limit as N →∞ of the mean values of the observ-
ables of the special form (3). Consider the problem if such replacement is valid for
finding mean values of general observables AN uniformly bounded with respect to N ,
||AN || < C. What is necessary and sufficient condition for this replacement? The
following lemma tells us that such condition is∫
dx1...dxN |ΨtN(x1, ..., xN )− ctNϕt(x1)...ϕt(xN)|2 →N→∞ 0 (9)
for some number ctN ∈ C, |ctN | →N→∞ 1.
Lemma 1. Let ΦN and ΨN be such elements of L
2(RνN) that (ΦN ,ΦN) =
(ΨN ,ΨN) = 1.
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1.Let AN be operators acting in L
2(RνN) and uniformly bounded with respect to
N ,||AN || < C. Let for some set of numbers cN ∈ C, |cN | →N→∞ 1
||ΨN − cNΦN || →N→∞ 0 (10)
Then the property (ΦN , ANΦN)→N→∞ A implies that (ΨN , ANΨN)→N→∞ A
2.Let
(ΨN , ANΨN)− (ΦN , ANΦN )→N→∞ 0 (11)
for arbitrary set of operators AN uniformly bounded with respect to N . Then the
property (10) is satisfied for some number cN ∈ C, |cN | →N→∞ 1
Proof.
1. Denote XN = ΨN − cNΦN . We have
(ΨN , ANΨN )− (ΦN , ANΦN )
= cN (XN , ANΦN) + c
∗
N (ΦN , ANXN ) + (XN , ANXN)→N→∞ 0
because ||AN || < C and ||XN || →N→∞ 0.
2. Consider the sequence XN of the form
XN = ΨN − ΦN(ΦN ,ΨN).
Notice that (ΦN , XN) = 0 and choose the following set of operators AN :
ANw = XN(XN , w), w ∈ L2(RνN)
that are uniformly bounded with respect to N : namely,
||AN || = ||XN ||2 ≤ (||ΨN ||+ ||ΦN ||)2 = 4.
It follows from eq.(11) that
(ΨN , ANΨN)− (ΦN , ANΦN) = |(XN ,ΨN)|2 − |(XN ,ΦN)|2 =
= |(XN , XN)|2 →N→∞ 0,
so that the property (10) is satisfied for cN = (ΦN ,ΨN). As 1 − |cN |2 = (ΨN −
cNΦN ,ΨN − cNΦN)→N→∞ 0, one has |cN | →N→∞ 1. Lemma 1 is proved.
2.Let U, V be smooth functions U : Rν → R, V : Rν ×Rν → R bounded with all
their derivatives, V (x, y) = V (y, x). Denote by W∞2 (R
ν) the following set:
W∞2 (R
ν) = {f : Rν → C|f ∈ W k2 (Rν), k = 1,∞}
Consider the initial condition ϕ0 : Rν → C for the Hartree equation (5) such that
ϕ0 ∈ W∞2 (Rν),
∫
|ϕ0(x)|2dx = 1. (12)
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The following lemma is proved in [4,5].
Lemma 2. There exists a unique solution ϕt ∈ W∞2 (Rν) to the Cauchy problem
for eq.(5).
As the Schro¨dinger equation is the partial case of the Hartree equation, lemma 2
implies the following corollary.
Corollary. There exists a unique solution ΨtN ∈ W∞2 (RνN) to eq.(4) which sat-
isfies the initial condition
Ψ0N(x1, ..., xN ) = ϕ
0(x1)...ϕ
0(xN). (13)
It occurs that the property (9) is not valid.
Theorem 1. Let V (x, y) 6= 0 for any x, y ∈ Rν . Then there is no such interval
[t1, t2] that the property (9) is satisfied for t ∈ [t1, t2] for some number ctN ∈ C.
This theorem is a corollary of the more general statement to be proved in section
6.
3. Let us consider a heuristic method to derive the result of theorem 1. Suppose
that for some function ctN the initial condition (13) evolve into the wave function
ctNϕ
t(x1)...ϕ
t(xN) + z
t
N(x1, ..., xN), (14)
where ||zN ||L2 →N→∞ 0. One can then expect that the property of chaos conservation
for the full N -particle wave function is also valid when the initial condition for the
Hartree equation (5) is shifted by the quantity of order 1/
√
N :
ϕ0 → ϕ0 + δϕ0/
√
N.
In order to retain the property of the norm of the wave function to be of order O(1),
let us choose the variation δϕ0 to be orthogonal to ϕ0. As the Hartree equation
contains not only ϕt but also ϕt∗, the function ϕt transforms as follows:
ϕt → ϕt + 1√
N
(Atδϕ0 +Bt(δϕ0)∗) +O(1/N), (15)
where At and Bt are some linear operators acting in L2(Rν). Applying the transfor-
mation (15) to formula (14) and multiplying δϕ0 by eia, one obtains that the following
N -particle wave function
ctN(ϕ
t(x1) +
1√
N
(Atδϕ0(x1)e
ia +Bt(δϕ0)∗(x1)e
−ia) + ...)
× ...(ϕt(xN) + 1√
N
(Atδϕ0(xN)e
ia +Bt(δϕ0)∗(xN)e
−ia) + ...) + ztN(x1, ..., xN) (16)
is also an asymptotic solution to eq.(4). At the initial time moment formula (16)
does not contain negative powers of eia, while at time moment t such powers arises.
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For example,the contribution of the power e−ia is zero at initial time moment and is
equal to
atNϕ
t(x1)...ϕ
t(xN )
+ ct
′
N
1√
N
N∑
i=1
ϕt(x1)..ϕ
t(xi−1)B
t(δϕ0)∗(xi)ϕ
t(xi+1)..ϕ
t(xN) (17)
at time moment t for some numbers atN , c
t′
N ∈ C (the term with atN arises from
the coefficient ctN that may be a-dependent). Because of the linearity of eq.(4), the
N -particle wave function (17) is also expected to be asymptotic solution to eq.(4).
Notice that the function Bt(δϕ0)∗ can be decomposed into two parts: one of them
being proportional to ϕt and another being orthogonal to ϕt:
Bt(δϕ0)∗ = btϕt +Bt
′
(δϕ0)∗
The contribution of the term btϕt to eq.(17) can be involved to the first term of eq.(17),
while another term can’t be treated in this way. As the norm of its contribution is of
order O(1), we are faced with the difficulty: the N -particle wave function being equal
to zero at the initial time moment evolves into non-zero wave function. The only
possible way to resolve the difficulty is to adopt the violation of the chaos hypothesis
(9) when Bt
′ 6= 0. The theorem 1 is heuristically justified.
One can also expect that investigation of the operators At, Bt being obtainable
from the variation system (7) can lead us to the correct asymptotic formula for the
wave function. This is to be done in the following sections.
3 Multiparticle canonical operator and asymptotic
formula for the N-particle wave function as N →
∞
1. In the previous section we have seen that the wave function (17) may play an
important role in constructing the N -particle wave function asymptotics as N →∞.
We can also notice that such wave function satisfies the chaos property (2) and does
not satisfy the propery (9). Therefore, the wave function (17) gives us an example of
the state which can be replaced by the product ϕt(x1)...ϕ
t(xN) in order to find limits
of mean values of observables of the special form (3) but not of the general form.
Let us give a generalization of the example (17). Introduce a notion of a multipar-
ticle canonical operator being a partial case of the canonical operator corresponding
to Lagrangian manifold with complex germ in Fock space [6,7].
Let us introduce the following notations. By F we denote the space of sets
(g0, g1(x1), g2(x1, x2), ...) of functions gn : R
νn → C which are symmetric with re-
spect to xi ∈ Rν , belong to the space L2(Rνn) and satisfy the condition
∞∑
n=0
∫
dx1...dxn|gn(x1, ..., xn)|2 <∞. (18)
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By gn we denote the n-th component of g ∈ F . Define an inner product in F as
(g(1), g(2)) =
∞∑
n=0
∫
dx1...dxng
(1)∗
n (x1, ..., xn)g
(2)
n (x1, ..., xn).
By Fϕ, ϕ ∈ L2(Rν), we denote the subspace of F which consists of all the elements
g ∈ F such that ∫
dx1...dxnϕ
∗(x1)gn(x1, ..., xn) = 0, n = 1,∞. (19)
Consider the following element of L2(RνN):
(KNϕ g)(x1, ..., xN) =
N∑
p=0
√
p!√
Np
∑
1≤i1<...<ip≤N
gp(xi1 , ..., xip)
∏
i 6=il
ϕ(xi), (20)
where g ∈ Fϕ.
Remark. The wave function (20) satisfies the chaos property (2).
Definition 1.An operator KNϕ : Fϕ → L2(RνN) of the form (20) will be referred
to as a multiparticle canonical operator.
The following lemma shows that the norm of the function (20) is of order O(1),
although there are N !/(p!(N−p)!) terms in the sum over i1, ..., ip, while the coefficient
of this sum is of order N−p/2, not of order O(N−p).
Lemma 3. The following relation
||KNϕ g||2 =
N∑
p=0
N !
Np(N − p)!
∫
dx1...dxp|gp(x1, ..., xp)|2 (21)
is satisfied.
Proof. One has
(KNϕ g,K
N
ϕ g) =
N∑
p=0
√
p!q!√
Np
∑
1≤i1<...<iq≤N
∑
1≤j1<...<jp≤N∫
dx1...dxNg
∗
q (xi1 , ..., xiq)gp(xj1 , ..., xjp)
∏
i 6=il
ϕ∗(xi)
∏
j 6=jm
ϕ(xj). (22)
It follows from eq.(19) that for all non-vanishing terms in the sum (21) p = q,while sets
i1, ..., ip and j1, ..., jq coincide. As the number of sets i1, ..., ip, 1 ≤ i1 < ... < ip ≤ N
is equal to N !/(p!(N − p)!), eq.(21) is satisfied. Lemma 3 is proved.
Remark. We can notice that the main contribution to the inner product
(KNϕ g,K
N
ϕ g) is given by the terms of the sum over p in eq.(20) which numbers are of
order O(1), not of order O(N).
Corollary 1. ||KNϕ g||2 ≤ (g, g).
Corollary 2. ||KNϕ g||2 →N→∞ (g, g).
8
Corollary 3. Let f, g be such non-zero elements of Fϕ that for some cN ∈ C
||KNϕ f − cNKNϕ g|| →N→∞ 0.
Then for some c ∈ C f = cg.
2. It occurs that the approximate solution to eq.(4) which satisfies the initial
condition (13) should be expressed not only through the solution ϕt to the Hartree
equation but also through the solution to another equation. This is a Riccati-type
equation:
ih¯
∂
∂t
Rt(x, y) = V (x, y)ϕt(x)ϕt(y) +
(
− h¯
2
2m
∆x − h¯
2
2m
∆y +W
t(x) +W t(y)
)
Rt(x, y)
+
∫
dy
′
ϕt(y)V (y, y
′
)ϕt∗(y
′
)Rt(x, y
′
) +
∫
dx
′
ϕt(x)V (x, x
′
)ϕt∗(x
′
)Rt(y, x
′
)
+
∫
dx
′
dy
′
Rt(x, x
′
)Rt(y, y
′
)V (x
′
, y
′
)ϕt∗(x
′
)ϕt∗(y
′
), (23)
where W t has the form (6).
By Wϕ we denote the space of complex functions R(x, y) : R
ν × Rν → C such
that
(i) R ∈ W∞2 (R2ν), R(x, y) = R(y, x);
(ii) ∫
R(x, y)ϕ∗(y)dy = −ϕ(x); (24)
(iii) the operator M in L2(Rν) with the kernel
M(x, y) = R(x, y) + ϕ(x)ϕ(y) (25)
satisfy the property ||M || < 1.
Lemma 4. Let R0 ∈ Wϕ0 . Then there exists a solution Rt ∈ Wϕt to the Cauchy
problem for eq.(23) with the initial condition R0.
In order to prove this lemma, we will express the function Rt through the evolution
operator transforming the initial condition for variation system (7) into the solution
to this system.
Let us first construct this operator and study its properties. Denote by L, Y t and
Zt the following operators in L2(Rν):
L = − h¯
2m
∆, (Ztw)(x) = h¯−1
∫
dyV (x, y)ϕt(x)ϕt(y)w(y),
(26)
(Y tw)(x) = h¯−1[W t(x)w(x) +
∫
dyV (x, y)ϕt(x)ϕt∗(y)w(y)].
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The solution to the Cauchy problem for the system (7) is then as follows:(
ut
vt
)
=
(
At Bt
Bt∗ At∗
)(
u0
v0
)
, (27)
where At, Bt are operators in L2(Rν) that satisfy the following equation
i
d
dt
(
At Bt
Bt∗ At∗
)
=
[(
L 0
0 −L
)
+
(
Y t Zt
−Zt∗ −Y t∗
)](
At Bt
Bt∗ At∗
)
(28)
and the initial condition
A0 = E,B0 = 0.
We are going to show that the solution to eq.(28) is the following:(
At Bt
Bt∗ At∗
)
=
(
e−iLt 0
0 eiLt
)
∞∑
n=0
(
Atn B
t
n
Bt∗n A
t∗
n
)
, (29)
where operators Atn, B
t
n are determined from the following recursive relations:(
At0 B
t
0
Bt∗0 A
t∗
0
)
=
(
E 0
0 E
)
(
Atn B
t
n
Bt∗n A
t∗
n
)
= −i
∫ t
0
dτ
(
Y τi Z
τ
i
−Zτ∗i −Y τ∗i
)(
Aτn−1 B
τ
n−1
Bτ∗n−1 A
τ∗
n−1
)
, (30)
Y ti = e
iLtY te−iLt, Zti = e
iLtZte−iLt.
Notice that the series (29) is well-defined, since the functions U(x) and V (x, y), as
well as the operators Y ti , Z
t
i are bounded. The estimation
||Atn|| ≤
cntn
n!
, ||Btn|| ≤
cntn
n!
for some constant c can be justified by induction. Thus, the series (29) converges.
The following property is satisfied for operators (29).
Lemma 5.The kernels of operators Bt and AtR0 belong to the space W∞2 (R
2ν).
Proof. Introduce notations:
||S|| = sup
||ξ||=1
||Sξ||, ||S||2 =
√
TrS+S,
||S||(m) = ||(−∆+ 1)mS(−∆+ 1)−m||,
||S||(m)2 = ||(−∆+ 1)mS(−∆+ 1)m||2
for each operator S in L2(Rν). Let us show by induction that
||Atn||(m) ≤
cnmt
n
n!
, ||Btn||(m)2 ≤
cnmt
n
n!
(31)
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for some constants cm. Inequalities (31) are correct if n = 0. Suppose them to be
correct as n < k and check eq.(31) as n = k. It follows from eq.(30) that
||Atk||(m) ≤
∫ t
0
dτ [||Y τi ||(m)||Aτk−1||(m) + ||Zτi ||(m)2 ||Bτk−1||(m)2 ],
||Btk||(m)2 ≤
∫ t
0
dτ [||Y τi ||(m)||Bτk−1||(m)2 + ||Zτi ||(m)2 ||Aτk−1||(m)].
For cm > max[||Y τi ||(m), ||Zτi ||(m)2 ], eq.(31) is justified.
It follows from eq.(31) that
∞∑
n=0
||Atn||(m) <∞,
∞∑
n=0
||Btn||(m)2 <∞.
Therefore,
||Bt||(m)2 <∞, ||At||(m) <∞, (32)
||AtR0||(m)2 ≤ ||At||(m)||R0||(m)2 <∞,
Lemma 5 is proved.
Let us show now that the operator (29) is really the solution to eq.(28).
Lemma 6. The following relations are satisfied;
||
(
i
At+δt − At
δt
− LAt − (Y tAt + ZtBt∗)
)
R0||2 →δt→0 0
||iB
t+δt − Bt
δt
− LBt − (Y tBt + ZtAt∗)||2 →δt→0 0
Proof. It follows from eqs.(29),(30) that
At+δt − At
δt
+ iLAt + i(Y tAt + ZtBt∗) =
e−iLδt − 1 + iLδt
δt
At
+(1− e−iLδt)i(Y tAt + ZtBt∗)
−e−iL(t+δt) i
δt
∫ δt
0
dτ
∞∑
n=0
(Y t+τi A
t+τ
n + Z
t+τ
i B
t+τ∗
n − Y ti Atn − ZtiBt∗n ).
Making use of eq.(32) and of the relation
e−iLτ − 1 =
∫ τ
0
dαe−iLα(−iL),
we find that the first statement of lemma 6 is satisfied. The proof of the second
statement is analogous. Lemma 6 is proved.
Let us construct the solution to eq.(23).
Lemma 7.
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1.The operator At∗ +Bt∗R0 is boundedly invertable.
2. The kernel of the operator
Rt = (Bt + AtR0)(At∗ +Bt∗R0)−1
belongs to Wϕt.
3. The following relation is satisfied:
||iR
t+δt − Rt
δt
− (Zt + (L+ Y t)Rt +Rt(Y t∗ + L) +RtZt∗Rt)||2 →δt→0 0 (33)
Proof.
1. To prove the first statement, notice that eq.(30) implies that the matrix (29)
is boundedly invertable:
(
At Bt
Bt∗ At∗
)−1
=
∞∑
n=0
(
At−n B
t
−n
Bt∗−n A
t∗
−n
)(
eiLt 0
0 e−iLt
)
where At−n, B
t
−n obey the following recursive relations:(
At−n B
t
−n
Bt∗−n A
t∗
−n
)
= i
∫ t
0
dτ
(
Aτ−n+1 B
τ
−n+1
Bτ∗−n+1 A
τ∗
−n+1
)(
Y τi Z
τ
i
−Zτ∗i −Y τ∗i
)
which imply that (
At Bt
Bt∗ At∗
)−1
=
(
At+ −BtT
−Bt+ AtT
)
(34)
This means that the matrix (29) is a matrix of a canonical transformation [8]. This
implies [8] that the operator At is boundedly invertable. As
E − ((At)−1Bt)((At)−1Bt)∗ = (At)−1(At)∗−1 > 0,
the operator (At∗)−1Bt∗ has the norm lesser than 1. Therefore, the operator
(At∗ +Bt∗R0)−1 = (E + (At∗)−1Bt∗R0)−1(At∗)−1
is bounded, since ||R0|| = 1 and ||(At∗)−1Bt∗|| < 1. The first statement of lemma 7 is
proved.
2. Let us check the property Rt ∈ W∞2 (R2ν). It follows from the Cauchy-Schwarz-
Bunyakovskii inequality that
||∆MRt∆K ||22 = Tr(∆KRt∗∆2MRt∆K) ≤ ||∆2MRt||2||∆2KRt||2
The first statement of lemma 7 and lemma 5 imply that
||∆2KRt||2 ≤ ||∆2K(Bt + AtR0)||2||(At∗ +Bt∗R0)−1|| <∞.
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Therefore, Rt ∈ W∞2 (R2ν).
Let us check that Rtϕt∗ = −ϕt. As the set of functions
ut = iϕt, vt = −iϕt∗ (35)
is a solution to eq.(7), one has
ϕt∗ = At∗ϕ0∗ − Bt∗ϕ0 = (At∗ +Bt∗R0)ϕ0∗.
Therefore,
Rtϕt∗ = (Bt + AtR0)ϕ0∗ = Btϕ0∗ −Atϕ0 = −ϕ0.
Eq.(24) is proved.
Let us prove that the operator with the kernel (25) has the norm lesser than 1. It
is sufficient to prove that (ξ, (E −Rt+Rt)ξ) ≥ 0, (ξ, (E −Rt+Rt)ξ) = 0 if and only if
ξ = λϕt∗. We have
(ξ, (E −Rt+Rt)ξ) = ((At∗ +Bt∗R0)−1ξ, (E − R0+R0)(At∗ +Bt∗R0)−1ξ).
This quantity is non-negative and equals to zero if and only if (At∗+Bt∗R0)−1ξ = λϕ0∗,
i.e. ξ = λϕt∗. The second statement is proved.
3. The proof of statement 3 is by straightforward substitution. Lemma 7 is proved.
Remark. As the quantity h¯(Zt+ (L+ Y t)Rt+Rt(Y t∗+L) +RtZt∗Rt) coincides
with the right-hand side of eq.(23), lemma 4 is a corollary of lemma 7.
3. Let us give an asymptotic formula for the N -particle wave function being a
solution to eq.(4). Let ϕ ∈ W∞2 (Rν), R ∈ Wϕ. Denote by ΦR the following element
of Fϕ:
ΦR,2n(x1, ..., x2n) =
1
2nn!
√
(2n)!
∑
1<i1 6=... 6=i2n<2n
M(xi1 , xi2)...M(xi2n−1 , xi2n), (36)
ΦR,2n+1 = 0, n = 0, 1, 2, 3, ....
where M has the form (25). The propery (19) is satisfied for ΦR because of eq.(24).
It can be shown by making use of the second quantization technique [8] that the
property ||M || < 1 implies that the series (18) converges. Therefore, ΦR ∈ Fϕ.
Consider the solution to eq.(4) that satisfies the initial condition
Ψ0N = K
N
ϕ0ΦR0 =
[N/2]∑
l=0
1
(2N)ll!
∑
1≤i1 6=... 6=i2l≤N
M0(xi1 , xi2)...M
0(xi2l−1 , xi2l)
∏
i 6=is
ϕ0(xi), (37)
where
M0(x, y) = R0(x, y) + ϕ0(x)ϕ0(y), R0 ∈ Wϕ0.
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Consider also the solution ϕt to eq.(5) which is equal to ϕ0 at initial time moment
and the solution Rt to the Cauchy problem for eq.(23).Consider the functions:
St =
∫ t
0
dt
[
i
∫
dxϕt∗(x)
d
dt
ϕt(x)−H0(ϕt∗, ϕt)
]
, (38)
where
H0(ϕ
∗, ϕ) =
1
h¯
∫
dxϕ∗(x)
(
− h¯
2
2m
∆+ U(x)
)
ϕ(x)+
1
2h¯
∫
dxdyV (x, y)|ϕ(x)|2|ϕ(y)|2;
ct = exp
(
− i
2h¯
∫ t
0
dτ
∫
dxdyV (x, y)ϕτ∗(x)ϕτ∗(y)Rτ(x, y)
)
. (39)
Theorem 2. The following formula is satisfied;
||ΨtN − cteiNS
t
KNϕtΦRt || →N→∞ 0.
This theorem is a corollary of the more general statement to be proved in section
6. It follows from theorem 2 and lemma 1 that one can use the N -particle wave
function
cteiNS
t
(KNϕtΦRt)(x1, ..., xN) = c
teiNS
t
[N/2]∑
l=0
1
(2N)ll!
× ∑
1≤i1 6=... 6=i2l≤N
M t(xi1 , xi2)...M
t(xi2l−1 , xi2l)
∏
i 6=is
ϕt(xi) (40)
(M t(x, y) = Rt(x, y) + ϕt(x)ϕt(y))
instead of the exact wave function ΨtN in order to find limits as N → ∞ of mean
values of the observables uniformly bounded with respect to N . We see that not the
form of the product of one-particle wave functions but the more complicated form
(40) of the N -particle wave function conserves under time evolution. The product
(13) is a partial case of the wave function (40) which is realized when
Rt(x, y) = −ϕt(x)ϕt(y). (41)
Therefore, one can make use of theorem 2 for finding an approximate solution to the
Cauchy problem for eq.(4) with the initial condition (13). As the solutioin to eq.(23)
does not, in general, have the form (41), the asymptotic solution to this problem
has the form (40) with M t 6= 0. This implies that eq.(9) is not satisfied because of
corollary 3 from lemma 3. Thus, theorem 1 is a corollary of theorem 2.
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4 Heuristic derivation of the asymptotic formula
In this section we consider a heuristic method to derive eq.(40). This method is
analogous to the procedure of section 2 which is based on shifting the solution to
the Hartree equation and allows us to conclude that the product of one-particle wave
functions is not an asymptotic solution to eq.(4).
As the chaos property (2) for correlation functions is satisfied for the N -particle
wave function (20) for arbitrary g ∈ Fϕ, as well as for the function ΨtN [3], it is
reasonable to look for the asymptotic expression for ΨtN in the following form:
ΨtN = e
iNStKNϕtg
t, St ∈ R, ϕt ∈ L2(Rν), gt ∈ Fϕ. (42)
It occurs that the heuristic method to be developed allows us to find the function
St up to an additive quantity that does not depend on the solution to the Hartree
equation, while vector gt ∈ Fϕt is defined up to a multiplier ct ∈ C, |ct| = 1.
1. The function St can be found by the following technique. Consider the small
shift of the function ϕ by the quantity χ/N of order 1/N in eq.(20). The function χ
can be decomposed into two parts:
χ = ϕ(ϕ, χ) + χ
′
, (43)
where χ
′
is orthogonal to ϕ. It follows from eq.(20) that the contribution of shifting
by χ
′
to formula (20) is small. We will see that the coefficient of χ
′
chould be of order
1/
√
N for making such shifting of ϕ by χ
′
appreciable. The contribution of the first
term of eq.(43) to eq.(20) is as follows: the p-th term of eq.(20) is multiplied by
(1 +
1
N
(ϕ, χ))N−p.
As p = O(1), all these quantities are approximately equal to exp(ϕ, χ). Because of
the remark after lemma 3, norms of terms of order p = O(N) in eq.(20) are small.
Therefore, the following approximate formula takes place:
KNϕ+ 1
N
χg ≃ e(ϕ,χ)KNϕ g (44)
This formula can be also proved rigorously [9].
Let us make use of eq.(44) for finding St. Let us shift the initial condition for
eq.(5) ϕ0 → ϕ0 + 1
N
χ0, so that the solution to eq.(5) will be transformed as
ϕt → ϕt + 1
N
χt.
The factor St depending on the initial condition ϕ0 will be changed as St(ϕ0) →
St(ϕ0 + 1
N
χ0). It follows from eq.(44) that
eiNS
t(ϕ0+ 1
N
χ0)e(ϕ
t,χt)−(ϕ0,χ0) ≃ eiNSt(ϕ0).
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Therefore, the variations of St and ϕ0, ϕt are related as follows:
δSt = i[(ϕt, δϕt)− (ϕ0, δϕ0)]. (45)
Eq.(45) determines the function St up to a constant that depends on t but does not
depend on ϕ0. Let us check that eq.(38) really satisfies eq.(45). One has:
δSt =
∫ t
0
dt
∫
dx[i(δϕt)∗(x)
d
dt
ϕt(x)− i d
dt
(δϕt)∗(x)δϕt(x)− (δϕt)∗(x) δH0
δϕ∗t(x)
−
−δϕt(x) δH0
δϕt(x)
] +
∫ t
0
dt
∫
dxi
d
dt
[ϕt∗(x)δϕt(x)].
The first term in this formula vanishes because of the Hartree equation, while the
second term is equal to eq.(45). Thus, the function St (38) can be found by the
developed technique up to a function depending only on t but not on the solution to
eq.(5).
2. Let us derive conditions on the function gt ∈ Fϕt . We are going to consider the
variations of ϕt which are of order 1/
√
N and to obtain formula analogous to eq.(44)
for the N -particle wave function
KNϕ+ 1√
N
χ(g +O(1/
√
N)), (46)
where g ∈ Fϕ. Notice that the vectors g + O(1/
√
N) belong to different subspaces
Fϕ+ 1√
N
χ of the space F and, therefore, should be different in general.
First of all, consider the expression (46) in the case of vacuum vector g = Φ(0),
i.e. g0 = 1, gα = 0, α ≥ 1. The wave function (46) is then equal to the product of
one-particle wave functions
(ϕ(x1) +
1√
N
χ(x1))..(ϕ(xN ) +
1√
N
χ(xN )) (47)
which has been considered in section 2. Examine the case (ϕ, χ) = 0. It follows from
eq.(20) that formula (47) can be written as
KNϕ Cχ,
where Cχ is the following element of Fϕ:
Cχ,n(x1, ..., xN ) =
1√
n!
χ(x1)...χ(xn). (48)
When (ϕ, χ) 6= 0, one has
KNϕ+ 1√
N
χΦ
(0) = (1 +
1√
N
(ϕ, χ))NKNϕ Cχ′ , (49)
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where χ
′
is expressed from eq.(43).
Consider now the following case of vector g in formula (46): g + O(1/
√
N) =
CfN , fN = f +O(1/
√
N). As
(ϕ+
1√
N
χ, fN) = 0, (50)
one has
KNϕ+ 1√
N
χCfN = K
N
ϕ+ 1√
N
(χ+fN )
Φ(0) = (1 +
1√
N
(ϕ, χ+ fN))
NKNϕ Cχ′+fN−ϕ(ϕ,fN ). (51)
It follows from eq.(50) that
(ϕ, fN) = −(χ, fN)/
√
N = O(1/
√
N),
(1 +
1√
N
(ϕ, χ+ fN ))
N ≃ (1 + 1√
N
(ϕ, χ))Ne−(χ,f).
Since (ϕ, f) = 0, one has
KNϕ+ 1√
N
χ(Cf +O(1/
√
N)) = constKNϕ (e
−(χ
′
,f)Cf+χ′ +O(1/
√
N)), (52)
where constant in the right-hand side of eq.(52) does not depend on f . As the vectors
(48) make up a full system of the vectors in the space Fϕ [8], eq.(52) can be used for
constructing an approximation for eq.(46).
It is convenient to introduce creation and annihilation operators [8] in Fock space
F . These operators are the following:
(a+(x)g)n(x1, ..., xn) =
1√
n
n∑
i=1
δ(x− xi)gn−1(x1, ..., xi−1, xi+1, ..., xn),
(a−(x)g)n−1(x1, ..., xn−1) =
√
ngn(x, x1, ..., xn−1).
Notice that the operators
a+[λ] =
∫
a+(x)λ(x)dx, a−[λ] =
∫
a−(x)λ∗(x)dx,
transform the subspace Fϕ into Fϕ if and only if (ϕ, λ) = 0. Consider the operator
Vϕ,χ = exp(
∫
dx(a+ϕ (x)χ(x)− a−ϕ (x)χ∗(x)), (53)
where
a−ϕ (x) = a
−(x)− ϕ(x)a−[ϕ], a+ϕ (x) = a+(x)− ϕ∗(x)a+[ϕ].
The canonical commutation relations
[a±(x), a±(y)] = 0, [a−(x), a+(y)] = δ(x− y)
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and the representation of Cf through the creation operators
Cf = exp(a
+[f ])Φ(0)
imply that the operator (53) transforms the vector (48) as follows:
Vϕ,χCf = exp(−(χ′ , f)− 1
2
(χ
′
, χ
′
))Cf+χ′ . (54)
The factor e−(χ
′
,χ
′
)/2 can be involved into the constant in eq.(52). Therefore, one
has
KNϕ+ 1√
N
χ(g +O(1/
√
N)) = constKNϕ (Vϕ,χg +O(1/
√
N)) (55)
for the case g = Cf . Since the system of vectors (48) is full [8], eq.(55) is correct for
arbitrary g.
3. Let us find vector gt entering to eq.(42). Make use of eq.(55) for finding operator
W t transforming g0 into gt, gt =W tg0. Suppose that variation of this operator is also
of orde N−1/2 as the solution to eq.(5) is shifted by the quantity O(1/
√
N). The
N -particle wave functions
KNϕt+ 1√
N
χtW tg +O(1/
√
N)
and
const(KNϕtW tVϕ0,χ0g +O(1/
√
N))
are then asymptotic solutions to eq.(4) if ϕt is a solution to eq.(5) and the set ut =
χt, vt = χt∗ is a solution to the system (7). As the asymptotic solutions coincide at
initial time moment because of eq.(55), the same property should be satisfied at time
moment t. Making use of eq.(55), one finds that
Vϕt,χtW t = constW tVϕ0,χ0. (56)
It is eq.(56) that allows us to find operatorW t up to a multiplicative factor. It follows
from eq.(27) that eq.(56) is satisfied if and only if
∫
dx[a+ϕt(x)(A
tu0 +Btv0)(x)− a−ϕt(x)(Bt∗u0 + At∗v0)(x)]W t =
W t
∫
dx[a+ϕ0(x)u
0(x)− a−ϕ0(x)v0(x)]. (57)
Eq.(57) is a straightforward corollary of eq.(56) when u0 = χ0, v0 = χ0∗. In order to
prove eq.(56) at arbitrary u0, v0, one should write eq.(56) for u0 = χ0eia, v0 = χ0∗e−ia
and integrate it over a with the weight e±ia.
Eq.(57) shows us that the operatorW t corresponds to a linear canonical transfor-
mation of the creation and annihilation operators [8]. It has been shown in [8] that
W t is defined up to a multiplicative factor. In order to find the vector W tΦR0 and to
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show a role of the Riccati-type equation (23), it is convenient to introduce a notion
of complex germ analogous to [10,6].
4. Let R ∈ Wϕ. Consider the following subspace GR of the space L2(Rν)×L2(Rν) :
GR = {(v, u)|u = Rv}.
Definition 2. A subspace GR will be referred to as a complex germ corresponding
to R ∈ Wϕ.
The vector ΦR satisfies the following interesting property.
Lemma 8. 1. Let g ∈ Fϕ be such vector that∫
dx[a+ϕ (x)u(x)− a−ϕ (x)v(x)]g = 0 (58)
for any (v, u) ∈ GR. Then g = cΦR.
2. The vector g = ΦR ∈ Fϕ satisfies eq.(58).
To prove this lemma, one can make use of the definition of creation and annihi-
lation operators, rewrite eq.(58) in terms of components gn of g and find them by
induction to be equal to expression (36) up to a multiplier.
Lemma 7 implies the following statement.
Lemma 9.
GRt = {(Bt∗u0 + At∗v0, Atu0 +Btv0)|(v0, u0) ∈ GR0}
Corollary.
W tΦR0 = ctΦRt (59)
for some constant ct ∈ C.
Namely, consider the vectorW tΦR0 . It follows from eq.(57) that this vector satisfies
the condition (58) for (vt, ut) ∈ GRt , and, therefore, is equal to cΦRt .
Therefore, theorem 2 is heuristically justified. Notice that the developed method
can be applied also to the simpler case of the complex germ approximation for quan-
tum mechanics as h¯→ 0, see appendix A for more details.
Notice also that eq.(57) allows us to construct another asymptotic solutions to
eq.(4) with the help of the complex germ creation operators:
Λϕ+u,v =
∫
dx[a+ϕ (x)v
∗(x)− a−ϕ (x)u∗(x)]. (60)
It follows from eq.(57) that
W tΛϕ0+
u0
1
,v0
1
...Λϕ
0+
u0
k
,v0
k
ΦR0 = c
tΛϕ
t+
ut
1
,vt
1
...Λϕ
t+
ut
k
,vt
k
ΦRt . (61)
As any element of the space Fϕ can be presented as a linear (maybe, infinite) combi-
nation of vectors (61), eq.(61) allows us to reconstruct the operator W t and to find
asymptotic solutions
cteiNS
t
KNϕtW tg
19
to eq.(4).
The approach developed here can be used for constructing asymptotic solutions
to equations of a more general form than (4). Let us formulate the corresponding
theorem.
5 General case : formulation of the theorem
Let X be a measure space, HN be a self-adjoint operator in L2(XN) of the form
HN = NH
N
0 +H
N
1 + ...+N
1−kHNk , (62)
where
(HNl Ψ)(x1, ..., xN ) =
P0∑
p=1
1
Npp!
∑
1≤i1 6=... 6=ip≤N
∫
dyi1...dyipH
(p)
l (xi1 , ..., xip; yi1, ..., yip)
×Ψ(x1, ..., xi1−1, yi1, xi1+1, ..., xip−1, yip, xip+1, ..., xN ), (63)
where H
(p)
l ≡ H(p)l is a kernel of the operator acting in L2(X p) which is symmetric
separately over xi1 , ..., xip and over yi1, ..., yip and
H
(p)∗
l (x1, ..., xp; y1, ..., yp) = H
(p)
l (y1, ..., yp; x1, ..., xp).
Analogously to section 3, denote by F the space of sets (g0, g1(x1), g2(x1, x2), ...) of
functions gn : X n → C which are symmetric with respect to xi ∈ X , belong to the
spaces L2(X n) and satisfy eq.(18). By Fϕ ⊂ F we denote such subspace of F that
consists of all the elements of F which satisfy eq.(19). The multiparticle canonical
operator of the form (20) is denoted by KNϕ : Fϕ → L2(XN). Denote by ΦR ∈ Fϕ
eq.(36).
Let ΨtN be a solution to the Cauchy problem
i
d
dt
ΨtN = HNΨ
t
N ,
(64)
Ψ0N = K
N
ϕ0Λ
ϕ0+
u0
1
,v0
1
...Λϕ
0+
u0
k
,v0
k
ΦR0 ,
where Λ+ has the form (60).
Denote
Hl(ϕ
∗, ϕ) =
P0∑
p=1
1
p!
∫
dx1...dxpdy1...dypH
(p)
l (x1, ..., xp; y1, ..., yp)
× ϕ∗(x1)...ϕ∗(xp)ϕ(y1)...ϕ(yp), ϕ ∈ L2(X ), (65)
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Hl(ϕ
∗, ϕ) ≡ Hl(ϕ∗, ϕ). Let ϕt be a solution to the Cauchy problem for the following
equation:
i
d
dt
ϕt(x) =
δH0(ϕ
t∗, ϕt)
δϕ∗(x)
, (66)
such that
∫
dx|ϕ0(x)|2 = 1, Rt satisfy the equation:
i
d
dt
Rt(x, y) =
δ2H0
δϕ∗(x)δϕ∗(y)
+
∫
dx
′ δ2H0
δϕ∗(x)δϕ(x′)
Rt(x
′
, y)
+
∫
dy
′
Rt(x, y
′
)
δ2H0
δϕ(y′)δϕ∗(y)
+
∫
dx
′
dy
′
Rt(x, x
′
)
δ2H0
δϕ(x′)δϕ(y′)
Rt(y
′
, y), (67)
where arguments ϕt∗, ϕt of the function H0 are omitted, u
t
i, v
t
i satisfy the following
system:
i
d
dt
uti(x) =
∫
dy
(
δ2H0
δϕ∗(x)δϕ(y)
uti(y) +
δ2H0
δϕ∗(x)δϕ∗(y)
vti(y)
)
,
(68)
−i d
dt
vti(x) =
∫
dy
(
δ2H0
δϕ(x)δϕ(y)
uti(y) +
δ2H0
δϕ(x)δϕ∗(y)
vti(y)
)
.
By St we denote expression (38), while
ct = exp
(
−i
∫ t
0
dτ
[
1
2
∫
dxdy
δ2H0
δϕ(x)δϕ(y)
Rt(x, y) +H1
])
, (69)
where arguments ϕt∗, ϕt of the functions H0, H1 are also omitted.
Let the following functions of x1, ..., xm, z1, ..., zs−2j−i:∫
dxm+1...dxpdy1...dypϕ
t∗(xm+1)...ϕ
t∗(xp)H
(p)
l (x1, ..., xp; y1, ..., yp)
×ϕt(ys+1)...ϕt(yp)Rt(y1, y2)...Rt(y2j−1, y2j)Rt(y2j+1, z1)...Rt(ys−i, zs−2j−i)
× χtJ1(ys−i+1)...χtJi(ys) (70)
belong to L2(Xm−s−2j−i), where J1, ..., Ji ∈ 1, ..., k, χJ = v∗J −Ru∗J .
Theorem 3. The following relation takes place:
||ΨtN − cteiNS
t
KNϕtΛ
ϕt+
ut
1
,vt
1
...Λϕ
t+
ut
k
,vt
k
ΦRt || →N→∞ 0.
Remarks.
1. For some special choice of H(p), eq.(4) is a partial case of eq.(64), the Hartree
equation (5) is a partial case of eq.(66), eq.(23) is the analog of eq.(67), eq.(68) is a
variation system (7). Therefore, theorems 1 and 2 are corollaries of theorem 3.
2. An asymptotic formula being approximately equal to the wave function ΨtN
accurate to O(N−L/2) for arbitrary L > 0 is to be presented in section 7.
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3. The requirement for the functions (70) to belong to L2 means that the N -
particle wave function (61) belongs to the domain of an operator HN . This require-
ment can be easily checked for the case of bounded operators HNl , while for general
case one should prove this independently. For the case of conditions of theorem 2, the
square integrability of eq.(70) is a corollary of the properties of the solutions to the
Hartree equation (5) and to Riccati equation (23); some other cases are presented in
[11-13].
4. We have used different notations, H
(p)
l and H
(p)
l , for the same quantity. This
has been done in order to simplify formulas to appear in section 8. In that sectoion
we will denote by H
(p)
l an operator in l
2, while its eigenvalue will be denoted as H
(p)
l .
The same remark is correct for the notations Hl and Hl.
6 Proof of the theorem
1. Let us consider the more convenient representation for the operatorHN that allows
us to find a commutation rule between HN and multiparticle canonical operator K
N
ϕ .
Consider the space L2(XN) as a subspace FN of the Fock space F of the form
FN = {g ∈ F|gα = 0, α 6= N}
Consider the operator
HNl =
P0∑
p=1
1
Npp!
∫
dx1...dxpdy1...dypH
(p)
l (x1, ..., xp; y1, ..., yp)
× a+(x1)...a+(xp)a−(y1)...a−(yp). (71)
Lemma 10. The operator (71) transforms FN into FN and coincide on the
subspace FN with the operator (63).
The proof is by making use of the definition of creation and annihilation operators.
As the operator HN is expressed through the operators a
±, it is sufficient to find
their commutation rules with the multiparticle canonical operator.
Lemma 11. The following relations are satisfied:
a+ϕ (x)a
−[ϕ]√
N
KNϕ = K
N
ϕ a
+
ϕ (x),
(72)
a−ϕ (x)K
N
ϕ =
a−[ϕ]√
N
KNϕ a
−
ϕ (x).
The proof is by making use of the following expression for the element KNϕ g ∈ FN ⊂
F :
KNϕ g =
N∑
p=0
1√
p!
∫
dx1...dxpgp(x1, ..., xp)
22
× a
+
ϕ (x1)a
−[ϕ]√
N
...
a+ϕ (xp)a
−[ϕ]√
N
a+[ϕ]N√
N !
Φ(0) (73)
and of the commutation relations between operators a±(x).
Consider now the operator d
dt
KNϕ .
Lemma 12. The following relation takes place;
d
dt
KNϕ = K
N
ϕ (
d
dt
+ a+[ϕ]a−ϕ [
dϕ
dt
] + (ϕ,
d
dt
ϕ)(N − nˆ)
− (1− nˆ
N
)
√
Na−ϕ [
dϕ
dt
] +
√
Na+ϕ [
dϕ
dt
]), (74)
where an index t on ϕ is omitted,
a+ϕ [χ] = a
+[χ]− a+[ϕ](ϕ, χ), a−ϕ [χ] = a−[χ]− a−[ϕ](χ, ϕ), nˆ =
∫
dxa+ϕ (x)a
−
ϕ (x).
Proof. Consider the N -particle wave function
d
dt
KNϕ g =
d
dt
N∑
p=0
√
N !
Npp!
1
(N − p)!
×
∫
dx1...dxpgp(x1, ..., xp)a
+(x1)...a
+(xp)a
+[ϕ]N−pΦ(0), g ∈ Fϕ. (75)
When one takes a derivative with respect to t, there will be two terms: one of them
contains d
dt
gp, another contains
d
dt
a+[ϕ]. Consider the first term. The function dg
dt
can
be decomposed into two parts:
d
dt
gp(x1, ..., xp) = −
p∑
i=1
ϕ(xi)
∫
dϕ∗(yi)
dt
gp(x1, ..., xi−1, yi, xi+1, ..., xp)dyi
+
d
′
dt
gp(x1, ..., xp).
The second part being equal to
d
′
dt
g = (
d
dt
+ a+[ϕ]a−ϕ [
d
dt
ϕ])g
belongs to Fϕ, since the property g ∈ Fϕ (19) conserves under time evolution, and
contribute to eq.(75) as KNϕ
d
′
dt
g. The first part gives rise to the following contribution
to the expression (75):
−
N∑
p=0
√
N !
Npp!
1
(N − p)!
√
p
∫
(a−ϕ [
d
dt
ϕ]g)p−1(x1, ..., xp−1)
×a+(x1)...a+(xp−1)dx1...dxp−1(a+[ϕ])N−p+1Φ(0)
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which can be presented as
− 1√
N
KNϕ (N − nˆ)a−ϕ
[
dϕ
dt
]
.
Consider now the terms containing d
dt
a+[ϕ]. They contribute to eq.(75) as follows:
N∑
p=0
√
N !
Npp!
1
(N − p)!
∫
gp(x1, ..., xp)a
+(x1)...a
+(xp)dx1...dxp
×(N − p)a+[ d
dt
ϕ](a+[ϕ])N−pΦ(0).
According to the definition of a±ϕ , this expression is equal to
KNϕ
(
(ϕ,
d
dt
ϕ)(N − nˆ) +
√
Na+ϕ [
d
dt
ϕ]
)
.
Combining all the terms, we obtain eq.(74). Lemma 12 is proved.
Corollary.
(i
d
dt
−HN)eiNStKNϕt = eiNS
t
KNϕt
(
i
d
dt
+ ia+[ϕt]a−ϕt [
d
dt
ϕt]−H′N
)
, (76)
where
H′N = N
d
dt
St − iN(ϕt, d
dt
ϕt)(1− nˆ
N
)− i
√
Na+ϕt [
d
dt
ϕt] + i
√
N(1− nˆ
N
)a−ϕt [
d
dt
ϕt]
+
k∑
l=0
N1−l
P0∑
p=1
p∑
m,s=0
p!
m!(p−m)!s!(p− s)!
1
N
m+s
2
∫
dx1...dxpdy1...dyp
×ϕt∗(xm+1)...ϕt∗(xp)H(p)l (x1, ..., xp; y1, ...yp)ϕt(ys+1)...ϕt(yp)a+ϕt(x1)...a+ϕt(xm)
× (1− nˆ/N)(1− (nˆ+ 1)/N)...(1− (nˆ+ p−m− 1)/N)a−ϕt(y1)...a−ϕt(ys). (77)
Remark. The corollary implies that the operator H′N is a product of N by a poly-
nomial in N−1/2:
H′N = NH
′
0 +N
1/2H
′
1 +H
′
2 + ... +N
1−K/2H
′
K (78)
for some K. The coefficients H
′
0, H
′
1, H
′
2 can be presented as follows:
H
′
0 = H0(ϕ
t∗, ϕt) +
d
dt
St − i(ϕt, d
dt
ϕt), (79)
H
′
1 =
∫
dx
[
a+ϕt(x)
(
δH0
δϕ∗(x)
− i d
dt
ϕt(x)) + a−ϕt(x)(
δH0
δϕ(x)
− i d
dt
ϕt∗(x)
)]
, (80)
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H
′
2 = nˆ
∫
dxϕt∗(x)
(
i
d
dt
ϕt(x)− δH0
δϕ∗(x)
)
+H1(ϕ
t∗, ϕt)
−1
2
∫
dxdyϕt(x)ϕt(y)
δ2H0
δϕ(x)δϕ(y)
+
∫
dxdy[
1
2
a+ϕt(x)
δ2H0
δϕ∗(x)δϕ∗(y)
a+ϕt(y)
+ a+ϕt(x)
δ2H0
δϕ∗(x)δϕ(y)
a−ϕt(y) +
1
2
a−ϕt(x)
δ2H0
δϕ(x)δϕ(y)
a−ϕt(y)], (81)
where the arguments ϕt∗, ϕt of the functional H0 are omitted. One can notice that
eqs.(38),(66) provide the nullification of H
′
0, H
′
1.
2. Let us prove that
||(i d
dt
−HN)eiNStKNϕtgt|| →N→∞ 0, (82)
where
gt = ctΛϕ
t+
ut
1
,vt
1
...Λϕ
t+
ut
k
,vt
k
ΦRt .
Lemma 13.
||H ′kgt|| <∞, k = 0, K.
The proof is by making use of commutation relations between creation and anni-
hilation operators, formula
ΦR = exp
(
1
2
∫
dxdya+ϕ (x)M(x, y)a
+
ϕ (y)
)
Φ(0) (83)
and the condition of the square integrability of the functions (70).
As H
′
0 = H
′
1 = 0, for checking eq.(82) it is sufficient to prove the following lemma.
Lemma 14.
(i
d
dt
+ ia+[ϕ]a−ϕ [
d
dt
ϕ]−H ′2)gt = 0.
Proof. 1. It follows from straigthforward calculaton that
[i
d
dt
+ ia+[ϕt]a−ϕt [
d
dt
ϕt]−H ′2,Λϕ
t+
ut,vt ]f
t = 0, f t ∈ Fϕt (84)
if and only if
i
d
dt
vt
′∗(x)−
∫
dy
(
δ2H0
δϕ∗(x)δϕ(y)
vt
′∗(y) +
δ2H0
δϕ∗(x)δϕ∗(y)
ut
′∗(y)
)
= αtϕt(x),
i
d
dt
ut
′∗(x) +
∫
dy
(
δ2H0
δϕ(x)δϕ(y)
vt
′∗(y) +
δ2H0
δϕ(x)δϕ∗(y)
ut
′∗(y)
)
= βtϕt∗(x),
where
ut
′
= ut − ϕt(ϕt, ut), vt′ = vt − ϕt∗(ϕt∗, vt),
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αt, βt are some complex functions. This system for ut
′
, vt
′
, as well as eq.(84), is
satisfied when (ut, vt) satisfies eq.(68).
2. It is sufficient then to prove lemma for the case k = 0. From eq.(83) one has:
(i
d
dt
+ ia+[ϕ]a−ϕ [
d
dt
ϕ])ctΦRt = i
dct
dt
ΦRt +
i
2
ct
∫
dxdya+ϕt(x)
dM t
dt
(x, y)a−ϕt(y)ΦRt ,
H
′
2c
tΦRt = c
t(H1 +
1
2
∫
dxdy(M t(x, y)− ϕt(x)ϕt(y)) δ
2H0
δϕ(x)δϕ(y)
)
+
ct
2
∫
dxdya+ϕt(x)a
+
ϕt(y)[
δ2H0
δϕ∗(x)δϕ∗(y)
+
∫
dz
δ2H0
δϕ∗(x)δϕ(z)
M t(z, y)
+
∫
dzM t(z, x)
δ2H0
δϕ(z)δϕ∗(y)
+
∫
dzdz
′
M t(z, x)M t(z
′
, y)
δ2H0
δϕ(z)δϕ(z′)
]ΦRt .
Lemma 14 is then proved as a corollary of eqs.(67),(69).
Eq.(82) implies the statement of the theorem,the proof is analogous to [14]. Con-
sider the quantity eiNS
t
KNϕtg
t −ΨtN being equal to
eiNS
t
KNϕtg
t −ΨtN =
∫ t
0
dτe−iHN (t−τ)(i
d
dτ
−HN)(eiNSτKNϕτ gτ −ΨτN )
The following estimation takes place
||eiNStKNϕtgt −ΨtN || ≤
∫ t
0
dτ ||(i d
dτ
−HN)eiNSτKNϕτ gτ || →N→∞ 0.
Theorem 3, as well as theorem 1,2, is proved.
7 Corrections to the asymptotic formula
Let us construct now the N -particle wave function that approximates the solution to
the Cauchy problem for eq.(64) accurate to O(N−L/2) for arbitrary L > 0. It happens
that such wave function has the form:
ΦtN,L = e
iNStKNϕt(g
t
0 +N
−1/2gt1 + ...+N
−(L−1)/2gtL−1),
where vectors gtm ∈ Fϕt are of the form
gtm =
n0(m)∑
n=0
1√
n!
∫
dx1...dxng
t
m,n(x1, ..., xn)a
+
ϕt(x1)...a
+
ϕt(xn)ΦRt ,
n0(m) is a finite quantity, functions gm,n(x1, ..., xn) are to be defined by induction.
Let gtm,n be defined for m < l and all functions∫
dxq+1...dxpdy1...dypϕ
t∗(xq+1)...ϕ
t∗(xp)H
(p)
r (x1, ..., xp; y1, ..., yp)
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×ϕt(ys+1)...ϕt(yp)Rt(y1, y2)...Rt(y2j−1, y2j)Rt(y2j+1, z1)...Rt(ys−n, zs−2j−n)
× gtm,n(ys−n+1, ..., ys) (85)
belong to L2(Xm−s−2j−n) for m < l. Define the functions χtl,n(x1, ..., xn) being sym-
metric with respect to xi and obeying the requirement
∫
dx1ϕ
t∗(x1)χ
t
l,n(x1, ..., xn) = 0
by the following relation:
∑
n
1√
n!
∫
dx1...dxnχ
t
l,n(x1, ..., xn)a
+
ϕt(x1)..a
+
ϕt(xn)ΦRt =
= H
′
3g
t
l−1 + ... +H
′
Kg
t
l−K , (86)
where all gtn−i = 0 by definition as n < i. Note that definition (86) is correct and
χtl,n = 0 for sufficiently large n, the sum in the left-hand side of eq.(86) is then finite.
When l = 0, let χt0,n = 0 by definition.
Let gtl,n be a solution to the Cauchy problem for the following equation:
i(
d
dt
− d ln c
t
dt
)gtl,n(x1, ..., xn) =
n∑
k=1
∫
dyk[
δ2H0
δϕ∗(xk)δϕ(yk)
+
∫
dzkR
t(xk, zk)
δ2H0
δϕ(zk)δϕ(yk)
]gtl,n(x1, ..., xk−1, yk, xk+1, ..., xn) +
(m+ 1)(m+ 2)
2
×
∫
dy1dy2
δ2H0
δϕ(y1)δϕ(y2)
gtl,n+2(y1, y2, x1, ..., xn) + χ
t
l,n(x1, ..., xn), (87)
where ct has the form (69). Let ΨtN be a solution to eq.(64) that satisfies the initial
condition
ΨtN = K
N
ϕ0(g
0
0 +N
−1/2g01 + ... +N
−(L−1)/2g0L−1).
Theorem 4. Under the conditions of theorem 3
||ΨtN − ΦtN,L|| = O(N−L/2).
Remarks.
1. The requirement for the functions (79) to be square integrable is analogous to
the same requirement for the function (68) and means that the asympyotic solution
ΦtN,L belongs to the domain of an operator HN .
2.For the case of eq.(4), the solvability of eq.(81) and the square integrability of
eq.(79) can be proved in a way analogous to the proof of solvability of eqs.(7) and
(23). When HN is a bounded operator, such statements can be also proved.
Proof. It is sufficient to show that
||(i d
dt
−HN)ΦtN,L|| = O(N−L/2),
i.e.
(i
d
dt
+ ia+[ϕt]a−ϕt [
d
dt
ϕ]−H ′2)gtm = H
′
3g
t
m−1 + ...+H
′
Kg
t
m−K . (88)
The proof of this relation is straightforwrd. Theorem 4 is proved.
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8 Some aspects of problems with operator-valued
symbols
We have seen that the discussed method of constructing asymptotic solutions can
be applied to equations of the form (64). However, one can be interested in the
problem of generalization of the considered approach to the case of the set of such
equations. Investigation of it is very important when one considers the quantum
mechanical system consisting of two subsystems (one of them is the examined system
of N bose-particles, another subsystem interacts with the first one), some examples
are to be discussed in section 9. Notice that some of the results to be obtained in this
section and in section 9 can be also derived by making use of the technique analogous
to the derivation of the Ehrenfest theorem in ordinary quantum mechanics [20], see
appendix B for more details. Let us now consider the specification of the form of the
set of equations which is to be approximately solved.
Let X be a measure space. Denote by l2 ⊗ L2(XN) the Hilbert space of sets of
complex functions ΨI(x1, ..., xN), I = 1,∞, x1, ..., xN ∈ X such that ΨI ∈ L2(XN)
and
∑∞
I=1
∫
dx1...dxN |ΨI(x1, ..., xN)|2 <∞. Let HN be a self-adjoint operator in l2 ⊗
L2(XN) of the form (62); operators HNl have the form (63), where Ψ ∈ l2 ⊗L2(XN),
while H
(p)
l (x1, ..., xp; y1, ..., yp) being operators in l
2 with matrices
H
(p)
l,IJ(x1, ..., xp; y1, ..., yp) (I, J = 1,∞) are kernels of the following operators Hˆ(p)l in
l2 ⊗ L2(XN):
(Hˆ
(p)
l Ψ)I(x1, ..., xp) =
∫
dy1...dypH
(p)
l,IJ(x1, ..., xp; y1, ..., yp)ΨJ(y1, ..., yp),
Ψ ∈ l2 ⊗ L2(XN),
which are also required to be self-adjoint. Denote by l2 ⊗ F the space of sets
g = (g0,I , g1,I(x1), g2,I(x1, x2), ...) of functions gn,I : X n → C, I = 1,∞, which are
symmetric with respect to xi ∈ X , belong to the spaces L2(X n) and satisfy the
following condition analogous to eq.(18):
∞∑
I=1
∞∑
n=0
∫
dx1...dxn|gn,I(x1, ..., xn)|2 <∞.
By l2⊗Fϕ ⊂ l2⊗F , where ϕ ∈ L2(X ), we denote, analogously to the case of section
5, such subspace of l2 ⊗F that consists of all the elements of l2 ⊗F that satisfy the
condition ∫
dx1ϕ
∗(x1)gn,I(x1, ..., xn) = 0.
Denote by KNϕ : l
2 ⊗ Fϕ → l2 ⊗ L2(XN) the following analog of the multiparticle
canonical operator (20):
(KNϕ g)I(x1, ..., xN) = (K
N
ϕ gI)(x1, ..., xN),
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where g ∈ l2⊗F , while gI is the element of F of the form (g0,I , g1,I(x1), g2,I(x1, x2), ...)
at fixed I.
We are going to find approximate solutions to eq.(64) for the case of the operator-
valued function H
(p)
l and Ψ
t
N ∈ l2⊗L2(X ) by the technique analogous to the method
discussed in sections 5-7. These asymptotic solutions are to be looked for in the
following form:
ΨtN = e
iNStKNϕt(g
t
0 +N
−1/2gt1 + ...), (89)
where gti ∈ l2⊗Fϕt . We will formulate the theorem in section 9, while in this section
we are to find gti heuristically. One should substitute the expression (89) to eq.(64)
and make use of the commutation rule between operators KNϕt and (id/dt−HN).
Lemma 14. The following relation is satisfied:
(i
d
dt
−HN)eiNStKNϕt = eiNS
t
KNϕt(iDt −H
′
N ), (90)
where H′N has the form (77) and
Dt = d/dt+ a
+[ϕt]a−ϕt [
d
dt
ϕt].
The proof of this lemma for the case of the operator-valued function H
(p)
l is anal-
ogous to the proof of eq.(76) for the case of sections 5-7.
By Hl(ϕ
∗, ϕ) we denote the operator in l2 of the form (65). The operator H′N
in l2 ⊗ Fϕ is then written in a form (78), where operators H ′0, H ′1, H ′2 have the form
(79),(80),(81). For the simplicity, the operators in l2 of the form like λE, where λ is
a number, are denoted by λ.
One can notice that one should choose gt0, g
t
1, ... in such a way that
(−NH ′0−N1/2H
′
1+ iDt−H
′
2−N−1/2H
′
3− ...)(gt0+N−1/2gt1+ ...) = O(N−L/2) (91)
when the asymptotics accurate to O(N−L/2) is looked for.
An interesting feature of the operator-valued case is that the operators H
′
0, H
′
1
cannot be set to zero by varying ϕt, since the operator H0(ϕ
∗, ϕ) is not, in general,
equal to H0(ϕ
∗, ϕ). Therefore, in order to provide satisfaction of the relations like
eq.(82), one cannot choose gt to be independent on N , gt must be choosen as gt =
gt0 +N
−1/2gt1 +N
−1gt2.
Let us consider the recursive relations for gti, which are derivable from eq.(91).
First of all, consider the term of order O(N) in eq.(91) which has the form H
′
0g
t
0 = 0.
It follows from eq.(79) that H
′
0 can be presented as H0(ϕ
t∗, ϕt)−λt for some number
λt. Therefore, gt0 should be chosen as g
t
0 = ζ ⊗ gt0, i.e.
gt0,n,I(x1, ..., xn) = ζIg
t
0,n(x1, ..., xn),
where ζ ∈ l2 is the eigenvector of the operator H0(ϕt∗, ϕt) acting in l2.
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Let H0(ϕ
t∗, ϕt) be eigenvalue of the operator H0(ϕ
t∗, ϕt) and smooth function of
t, Π(ϕt∗, ϕt) be projector on the corresponding eigenspace, so that
(H0(ϕ
t∗, ϕt)−H0(ϕt∗, ϕt))Π(ϕt∗, ϕt) = 0. (92)
The term of order O(N) vanishes then, if St has the form (38).
Suppose that this eigenspace is one-dimensional. The method under consideration
can be also applied in analogous way to the case of finite and ϕt-independent dimen-
sionality of the eigenspace. The case of terms intersection, ehen this dimensionality
depends on ϕ, requires the more careful treatment.
Assume that H0 is an isolated point of the spectrum of the operator H0 in l
2, so
that there exists a unique operator R such that
RΠ = 0, (H0 −H0)R(1− Π) = 1−Π.
We will denote this operator R as
(H0 −H0)−1(1− Π) = R,
the arguments ϕt∗, ϕt of the operator Π and functional H0 are omitted.
To each operator A in l2 with the matrix AIJ we assign the operator in l
2 ⊗ Fϕ
that transforms the vector with components gn,I(x1, ..., xn) into the vector∑∞
J=1AIJgn,J(x1, ..., xn). This operator in l
2 ⊗ Fϕ will be also denoted by the same
symbol,A.
Let us consider other terms of eq.(91). It is convenient to present gti as
gti = g
t‖
i + g
t⊥
i ,
where
g
t‖
i = Πg
t
i, g
t⊥
i = (1− Π)gti.
It follows from eq.(38) that H
′
0g
t‖
i = 0. Therefore, eq.(91) can be written as
(H0 −H0)gt⊥m +H
′
1g
t
m−1 + (H
′
2 − iDt)gtm−2 + ...+H
′
Kg
t
m−K = 0. (93)
The vector gt⊥m is determined in a unique fashion from this relation if and only if
Π(H
′
1g
t
m−1 + (H
′
2 − iDt)gtm−2 + ...+H
′
Kg
t
m−K) = 0, (94)
since Π(H0 −H0) = 0 (because H0 is a self-adjoint operator).
When m = 1, eq.(94) implies that ΠH
′
1g
t
0 = 0. It follows from eq.(80) that one
should require that
Π
(
i
d
dt
ϕt(x)− δH0
δϕ∗(x)
)
ζ = 0,
30
i.e.
Π
(
i
d
dt
ϕt(x)− δH0
δϕ∗(x)
)
Π = 0. (95)
This equation is the analog of Hartree equation for the operator-valued case.
Furthermore, one can find gt⊥m−1 from eq.(93), substitute it to eq.(94), make use
of formula (95) implying that ΠH
′
1g
t‖
m−1 = 0 and obtain the equation for g
t
m−2. In
order to find its solution, one can first find gt⊥m−2 from eq.(93) and obtain the following
equation for g
t‖
m−2 :
−ΠH ′1(H0 −H0)−1(1−Π)(H
′
1(g
t‖
m−2 + g
t⊥
m−2) + (H
′
2 −Dt)gtm−3 +H
′
3g
t
m−3 + ...)
+ Π((H
′
2 − iDt)(gt‖m−2 + gt⊥m−2) + ...) = 0, (96)
where gt⊥m−2 are found from eq.(93). Therefore, one can look for the quantities g
t⊥
m
and gt‖m by induction. Let g
t⊥
0 , g
t‖
0 , ..., g
t⊥
m−3, g
t‖
m−3 be already found. Then one should
find gt⊥m−2 from eq.(93) and g
t‖
m−2 from eq.(96). The equation for g
t‖
m−2 has the form
like
Π(iDt −H ′2 +H
′
1(H0 −H0)−1(1− Π)H
′
1)g
t‖
m−2 = χ
t‖
m−2 (97)
for some right-hand side χ
t‖
m−2 such that (1−Π)χt‖m−2 = 0. Eq.(97) is analogous then
to eq.(88).
Let us simplify our main equations, (95) and (97). As Π(H0−H0) = (H0−H0)Π =
0, one has
0 =
δ
δϕ∗(x)
(Π(H0 −H0)Π) = Π
(
δ(H0 −H0)
δϕ∗(x)
)
Π.
Therefore, eq.(95) takes the form of eq.(66), while
H
′
1 =
∫
dx
[
a+(x)
(
δ(H0 −H0)
δϕ∗(x)
)
+ a−(x)
(
δ(H0 −H0)
δϕ(x)
)]
In order to simplify eq.(97), denote by ζ t ∈ l2, ||ζ t|| = 1, the eigenvector ofH0(ϕt∗, ϕt).
One has
g
t‖
m−2 = ζ
t ⊗ gtm−2, χt‖m−2 = ζ t ⊗ χtm−2. (98)
Making use of the relations like
Π
δ(H0 −H0)
δϕ(x)
= − δΠ
δϕ(x)
(H0 −H0),
2
δΠ
δϕ(y)
δ(H0 −H0)
δϕ(x)
Π + Π
δ2(H0 −H0)
δϕ(x)δϕ(y)
Π = 0,
Π
δ(H0 −H0)
δϕ(y)
(H0 −H0)−1(1−Π)δ(H0 −H0)
δϕ(x)
Π
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= − δΠ
δϕ(y)
(1− Π)δ(H0 −H0)
δϕ(x)
Π = − δΠ
δϕ(y)
δ(H0 −H0)
δϕ(x)
Π
and commutation relations between operators a±(x), one obtains that eq.(97) takes
the following form:
[iDt + γ
t −
∫
dxdy[
1
2
a+ϕt(x)
δ2H0
δϕ∗(x)δϕ∗(y)
a+ϕt(y)
+ a+ϕt(x)
δ2H0
δϕ∗(x)δϕ(y)
a−ϕt(y) +
1
2
a−ϕt(x)
δ2H0
δϕ(x)δϕ(y)
a−ϕt(y)]g
t
m−2 = χ
t
m−2, (99)
where γt is a number of the form:
γt = i
(
ζ t,
dζ t
dt
)
+ (ζ t,
1
2
∫
dxdy[ϕ(x)
δ2H0
δϕ(x)δϕ(y)
ϕ(y)− ϕ(x)δ
2(H0 −H0)
δϕ(x)δϕ∗(y)
ϕ∗(y)]
−H1)ζ t)−
∫
dx
(
δζ t
δϕ(x)
,
δ2(H0 −H0)
δϕ∗(x)
ζ t
)
. (100)
Notice that eq.(92) has been already solved in sections 6,7. Therefore, the functions
gtm are found.
Note that the leading asymptotics has the following form:
ΨtN = c˜
teiNS
t
KNϕt(ζ
t ⊗ Λϕt+ut
1
,vt
1
...Λϕ
t+
ut
k
,vt
k
ΦRt) +O(1/
√
N). (101)
It is remarkable that the functions ϕt, utk, v
t
k, R
t obeys the equations coinciding with
the equations obtained in sections 5-7 for the case of a single Schro¨dinger-like equation,
not for a set. The only difference with the considered case is that the quantity (100)
arises in the left-hand side of eq.(99), so that the phase factor c˜t differs from the
factor ct obtained in sections 5-7.This confirms the heuristic arguments of section 4
that predict the form of the asymptotics by making use of the equation for ϕt only.
Consider the terms of the additional factor γt in more details. The first term was
studied in ref.[14] for the case of semiclassical approximation (the Maslov canonical
operator with real phase) for quantum mechanics. When one considers adiabatic
perturbation theory, this term known as Berry phase [18] also arises.
Consider the last term of eq.(100). One can formally rewrite it as
1
2
∫
dx(ζ t,
δ2(H0 −H0)
δϕ(x)δϕ∗(x)
ζ t). (102)
We will study some examples for which the form (100) is correct, while the expression
(102) contains divergences to be eliminated. Therefore, we will use eq.(100).
Discuss now the problem of chaos conservation for the operator-valued case. One
can study different eigenvalues and eigenvectors of the operatorH0 and obtain asymp-
totic solutions being superpositions of the formulas like eq.(101):
∞∑
J=1
c˜tJe
iNStKNϕt
J
(ζ tJ ⊗ Λϕ
t+
ut
1,J
,vt
1,J
...Λϕ
t+
ut
kJ ,J
,vt
kJ ,J
ΦRt
J
) +O(1/
√
N). (103)
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One can consider the quantities analogous to the k-particle correlators (1)
Rtk,N(x1, ..., xk; y1, ..., yk) =
∞∑
J=1
∫
dxk+1...dxNΨ
t
N,J(x1, ..., xk, xk+1, ..., xN)Ψ
t∗
N,J(y1, ..., yk, xk+1, ..., xN ), (104)
where ΨtN ∈ l2 ⊗ L2(XN). The correlation functions (104), as well as the correlators
(1), allow us to predict the limits as N →∞ of mean values of the observables of the
special form (3). We can notice that for the element (103) of the space l2 ⊗ L2(XN)
such correlators (104) have limits
Rtk,N(x1, ..., xk; y1, ..., yk)→N→∞
∞∑
J=1
λJϕ
t
J(x1)...ϕ
t
J(xk)ϕ
t∗
J (y1)...ϕ
t∗
J (yk),
where λJ are some numbers. For example, one can choose the functions ϕ
t
I to be
coinciding at the initial time moment. Since the functions ϕtI obey different Hartree-
like equations corresponding to diferent eigenvalues of H0, they will not, in general,
coincide at time moment t. Therefore, the chaos property (2) being satisfied at t = 0
does not hold at arbitrary time moment. Therefore, even for the correlation functions,
the chaos conservation hypothesis fails for the operator-valued case.
9 Operator-valued case: the theorem and some ex-
amples
1. Let H0(ϕ
∗, ϕ) be non-degenerate eigenvalue of the operator H0(ϕ
∗, ϕ), ϕt be a
solution to eq.(66), St have a form (38). Let gn satisfy recursive relations (93) and
the norm of the vectors H
′
mgn, Dtgn be finite. Consider the solution to the equation
i
d
dt
ΨtN = HNΨ
t
N ,Ψ
t
N ∈ l2 ⊗ L2(XN)
that satisfies the initial condition
Ψ0N = K
N
ϕ0(g
0
0 +N
−1/2g01 + ...+N
−L/2g0L). (105)
Theorem 5. The following relation is satisfied:
||ΨtN − eiNs
t
KNϕt(g
t
0 +N
−1/2gt1 + ... +N
−L/2gtL)|| = O(N−
L+1
2 ).
Remarks.
1. The initial condition (105) for the Cauchy problem is not arbitrary. In partic-
ular, g00 should be an eigenvector of the operator H0. Moreover, the vectors g
0⊥
m can
be expressed through g0m−1, ..., g
0
0 with the help of eq.(93). When the initial condition
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does not satisfy these properties, one can present it as a superposition of the permiss-
able initial conditions corresponding to different eigenvalues of H0. Therefore, one
should make use of the solutions to different Hartree-like equations (66). The chaos
property (2) will not conserve then under time evolution.
2. When the initial condition (105) is allowable, one can solve the Cauchy problem
for the recursive relations by induction with the help of the technique analogous to
the previous section: one can first express gt⊥m through g
t
m−1, ..., g
t
0, then one should
find the solution to the Cauchy problem for eq.(97) by using the substitution (98)
and reducing eq.(97) to eq.(99). One can notice that if the initial condition for gti
is expressed as a result of action of a polynomial in creation operators a+ϕ (x) to the
vector ΦR, then the function χ
t
m−2 is also expressed in such a way:
χtl =
∑
n
1√
n!
∫
dx1...dxnχ
t
l,n(x1, ..., xn)a
+
ϕt(x1)...a
+
ϕt(xn)ΦRt .
The vector function gtm−2 has then the form
gtl = exp(i
∫ t
0
Γtdt)
∑
n
1√
n!
∫
dx1...dxng
t
l,n(x1, ..., xn)a
+
ϕt(x1)...a
+
ϕt(xn)ΦRt ,
where l = m− 2,
Γt = γt − 1
2
∫
dxdy
δ2H0
δϕ(x)δϕ(y)
M t(x, y), (106)
γt has the form (100), while the set of functions gtl,n(x1, ..., xn) is a solution to the
Cauchy problem for eq.(87).
3. The proof of theorem 5 is analogous to the proofs of theorems 3,4. Nevertheless,
one should take into account that the function
KNϕt(g
t
0 +N
−1/2gt1 + ...+N
−L/2gtL).
approximately satisfies eq.(64) accurate to O(N−
L−1
2 ), not to O(N−
L+1
2 ). Therefore,
one should substitute to eq.(64) the asymptotic formula with two additional terms.
4. If the dimensionality of the eigenspace is a constant D more than 1, one should
consider the orthonormal basis ζ t! , ..., ζ
t
D in this eigenspace and present g
t‖
m−2 as
g
t‖
m−2 =
D∑
I=1
ζ tI ⊗ gt(I)m−2.
The equation for g
t(I)
m−2 has then also the form (99), but γ
t should be considered as a
matrix D ×D of the form
γtMN = i
(
ζ tM ,
dζ tN
dt
)
+ (ζ tM ,
1
2
∫
dxdy[ϕ(x)
δ2H0
δϕ(x)δϕ(y)
ϕ(y)− ϕ(x)δ
2(H0 −H0)
δϕ(x)δϕ∗(y)
ϕ∗(y)]
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−H1)ζ tN)−
∫
dx
(
δζ tM
δϕ(x)
,
δ(H0 −H0)
δϕ∗(x)
ζ tN
)
.
2. We have considered the case of finding asymptotic solutions to the infinite set
of equations for functions ΨI(x1, ..., xN), I = 1,∞. The same method is applicable
when one considers the set of d equations for d functions ΨI(x1, ..., xN), I = 1, d,i.e
one studies the equation for the element of Rd ⊗ L2(XN).
Example 1. Let us consider the simple example. Consider the set of two
Schro¨dinger-like equations
ih¯
∂
∂t
(
ΨtN,1(x1, ..., xN)
ΨtN,2(x1, ..., xN)
)
=
N∑
i=1
h¯
(
B11(xi) B12(xi)
B21(xi) B22(xi)
)(
ΨtN,1(x1, ..., xN)
ΨtN,2(x1, ..., xN)
)
+

 N∑
i=1
(
− h¯
2
2m
∆i + U(xi)
)
+
1
N
∑
1≤i<j≤N
V (xi, xj)


(
ΨtN,1(x1, ..., xN )
ΨtN,2(x1, ..., xN )
)
(107)
This set of equations corresponds to the following physical problem. Besides N -
particle system, there is a two-level system interacting with N particles. It is the first
term in the right-hand side of eq.(107) that describes this interaction. One can note
that the coefficient of this interaction is of order O(1), contrary to the coefficient of
the particle interaction potential which is 1/N . Therefore, the term with the matrix
B is to give rise to the additional term in the Hartree equation.
According to the developed technique, consider the matrix H0(ϕ
∗, ϕ) correspond-
ing to the operator in R2
H0(ϕ
∗, ϕ) = H00 (ϕ
∗, ϕ)
(
1 0
0 1
)
+
∫
dx|ϕ(x)|2
(
B11(x) B12(x)
B21(x) B22(x)
)
,
where
H00 (ϕ
∗, ϕ) =
1
h¯
∫
dxϕ∗(x)
(
− h¯
2
2m
∆+ U(x)
)
ϕ(x)+
+
1
2h¯
∫
dxdyV (x, y)|ϕ(x)|2|ϕ(y)|2.
The operator H0 has two eigenvalues:
H±0 (ϕ
∗, ϕ) = H00 (ϕ
∗, ϕ) +
H11 +H22
2
± β(ϕ∗, ϕ),
where
HIJ(ϕ
∗, ϕ) =
∫
dx|ϕ(x)|2BIJ(x), β =
√(
H11 −H22
2
)2
+H12H21.
Therefore, there are two Hartree-like equations:
i
d
dt
ϕt±(x) =
δH±0
δϕ∗(x)
. (108)
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One finds the following asymptotics for the solution to eq.(107):
ΨtN,I = e
iNSt
+
+i
∫ t
0
dtΓt
+KNϕt
+
(ζ+I Λ
ϕt
+
+
ut
1,+
,vt
1,+
...Λ
ϕt
+
+
ut
k+,+
,vt
k+,+
ΦRt
+
)+
eiNS
t
−+i
∫ t
0
dtΓt−KNϕt−
(ζ−I Λ
ϕt−+
ut
1,−,v
t
1,−
...Λ
ϕt−+
ut
k−,−
,vt
k−,−
ΦRt−) +O(1/
√
N),
where St± has the form (38), Γ
t
± has the form (106), ϕ
t
± obey eq. (108), (ui,±, vi,±)
obey the variation system (68), Rt± obey eq.(67),
ζ±1 = aH12, ζ
±
2 = a(
H22 −H11
2
± β),
a−2 = 2β(
H22 −H11
2
± β).
Let us now consider the problem of divergences in eq. (102). When one formally
calculates the quantity (ζ, δ
2
H0
δϕ∗(x)δϕ(x)ζ), one obtains:
δ(0)[
1
2
(B11(x) +B22(x))
± 1
2β
(
(B11(x)−B22(x))H11 −H22
2
+H21B12(x) +H12B21(x)
)
].
It happens that this infinite quantity is equal to the divergent part of (ζ, δ
2H0
δϕ∗(x)δϕ(x)ζ).
Therefore, the divergences can be eliminated in eq.(102), but they arise in calculation.
In order to avoid arising of infinite quantities, we have used eq.(100) instead of eq.
(102).
Example 2. The developed approach can be also applied to the more interesting
case of eq.(8). To construct asymptotic solutions to eq.(8),one should first consider
the operator
H0 = H
0
0 +
1
h¯
(
− h¯
2
2M
∆y + U(y) +
∫
dzV(z, y)|ϕ(z)|2
)
depending on ϕ and find the eigenvalues H
(I)
0 (ϕ
∗, ϕ) and eigenfunctions ζI [ϕ
∗, ϕ](y) of
this operator. Then one should make use of the solutions to the Hartree-like equations
(66), as well as to eqs.(67),(68). The asymptotic solution has then the form (103).
The argumentation on the chaos non-conservation for the correlation functions which
has been presented in the end of section 8 is also valid for this example.
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10 The problem of chaos conservation and
asymptotic formulas for abstract Hamiltonian
algebras
1. We have constructed asymptotic solutions to equations of the type (64) and to sets
of such equations. It was shown that the L2(XN) norm of the difference between exact
and approximate solutions tended to zero as N →∞. Since ΨtN was interpretted as
a multiparticle wave function, lemma 1 told us that its approximation eiNS
t
KNϕtg
t
constructed in sections 5,6 could be used instead of ΨtN for finding limits as N →∞
of mean values of general observables uniformly bounded with respect to N .
On the other hand, there are some other interesting cases. For example, one can
consider the case of classical statistical mechanics when the algebra of observables is
presented not as an operator algebra but as algebra of real-valued functions on the
phase space. The case of quantum statistical mechanics when states are specified not
by wave functions but by density matrices can be also studied [13]. Examination of
these cases requires one to formulate analogs of lemma 1.
In this section we are going to generalize lemma 1 for the case of abstract Hamilto-
nian algebras of observables (see, for example, [3,19]) which involves all the cases con-
sidered earlier. Our results will imply, for example, the conclusion of refs.[11,13] that
asymptotic solutions to Liouville and Wigner equations which are found by the de-
veloped technique should be interpretted not as approximate densities but as approx-
imations for N -particle half-densities which are equal to the square roots of density
functions (matrices) and also obey Liouville (Wigner) equations. We will introduce
the notion of an abstract half-density which generalizes the notions of refs.[11.13].
We will also consider the equation for it and find its asymptotic solutions.
These asymptotics are to be expressed through the solutions to eqs.(66),(68). If
we consider ϕt and ϕt∗ to be independent, the set of equation (66) and equation
conjugated to it will form a Hamiltonian system playing an important role in con-
structing tunnel asymptotics [13]. It happens that for the case under consideration
in this section such Hamiltonian systems can be simplified, so that the number of
equations can be cut in half.
2. Definition 3. [3,19] A Hamiltonian algebra A is a set of complex linear space
A and mappings π : A × A → A, λ : A × A → A, j : A → A denoted also as
π(A,B) ≡ AB, λ(A,B) ≡ {A,B}, j(A) ≡ A+, A, B ∈ A, if the following axioms
hold:
A1). for any A,B,C ∈ A, α, β ∈ C
a) A(αB + βC) = αAB + βAC, {A, αB + βC} = α{A,B}+ β{A,C};
b) (A+)+ = A, (αA+ βB)+ = α∗A+ + β∗B+;
c) (AB)+ = B+A+, {A,B}+ = {A+, B+};
d) {A,BC} = {A,B}C +B{A,C};
e) A(BC) = (AB)C;
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f) {A,B} = −{B,A}; {{A,B}, C}+ {{B,C}, A}+ {{C,A}, B} = 0;
A2). there exists such element I ∈ A that AI = IA = A, {A, I} = 0 for any
A ∈ A;
A3). for any A,B ∈ A and some h¯ ∈ R AB −BA = ih¯{A,B}.
Remark. The case h¯ = 0 is also allowable, so that one cannot write {A,B} =
1
ih¯
(AB − BA).
By L we denote the complex linear space of all linear functionals ρ : A → C.
Introduce also the notation
L+ = {ρ ∈ L|ρ(I) = 1, ρ(A+) = (ρ(A))∗, ρ(A+A) > 0∀A ∈ L}.
Suppose that L+ 6= ∅.
By AF ⊂ A we denote the set of such elements A ∈ A that supρ∈L+ |ρ(A)| < ∞.
Consider the following functional p : AF → R:
p(A) = sup
ρ∈L+
|ρ(A)|.
Lemma 15. The following relations are satisfied:
p(A+B) ≤ p(A) + p(B), p(αA) = |α|p(A), A, B ∈ AF , α ∈ C.
The proof is straightforward.
Let {A ∈ AF |p(A) 6= 0} 6= ∅. Denote by LF the linear space of such linear
functionals AF → C that supp(A)=1 |ρ(A)| <∞. Inroduce the following norm in LF :
||ρ|| = sup
p(A)=1
|ρ(A)|, ρ ∈ LF .
Lemma 16. The functional || · || : LF → R satisfies the following properties:
1)||αρ|| = |α|||ρ||, ||ρ1 + ρ2|| ≤ ||ρ1||+ ||ρ2||, ||ρ|| ≥ 0, ρ, ρ1, ρ2 ∈ LF , α ∈ C;
2)||ρ|| = 0⇔ ρ = 0.
Proof. The proof of the first property is straightforward. Let us prove the second
property. When ρ = 0, ||ρ|| is obviously equal to 0. Let ||ρ|| = 0 and show that ρ = 0.
One has: ρ(A) = 0 for any A ∈ AF such that p(A) 6= 0. It is sufficient to check that
ρ(B) = 0 when p(B) = 0. Lemma 15 implies that p(A + B) ≤ p(A) + p(B) =
p(A),p(A) ≤ P (A + B) + p(B) = p(A + B). Therefore, p(A) = p(A + B) 6= 0 and
ρ(B) = ρ(A +B)− ρ(A) = 0. Lemma 16 is proved.
Remark. The Hamiltonian algebraA playes the role of the algebra of observables.
The elements of L+ specify possible states of the system. The quantity ρ(A) is then
the average value of the observable A in the state ρ. The observables of the form A+A
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are usually called non-negative. The property ρ(A+A) ≥ 0 for elements of L+ means
that average values of non-negative observables are also non-negative. The functional
p(A) has the following physical meaning: it is the largest possible average value of the
observable A. The role of the norm ||ρ|| is the following: if the quantity ||ρ1 − ρ2|| is
small, the difference between average values ρ1(A)− ρ2(A) of any abservable A such
that p(A) = 1 is also small.
Let us give now some examples of Hamiltonian algebras.
Example 1. Denote by Acn the algebra of smooth functions A(p1, q1, ..., pn, qn)
on R2νn. Define the algebra operations as follows:
(AB)(X) = A(X)B(X), A+(X) = A∗(X), X = (p1, q1, ..., pn, qn);
(109)
{A,B}(p1, q1, ..., pn, qn) =
n∑
i=1
(
∂A
∂qi
∂B
∂pi
− ∂A
∂pi
∂B
∂qi
)
(p1, q1, ..., pn, qn).
It is easy to see that the axiom A1 is satisfied. The element I(X) ≡ 1 playes the role
of I, so that the axiom A2 is also checked. The axiom A3 is satisfied when h¯ = 0.
Therefore, the algebra Acn is Hamiltonian. Note that it is the algebra of observables
for classical satistical mechancs.
Lemma 17. The functional p(A) is the following in the case of example 1: p(A) =
supX∈R2νn |A(X)|.
Proof. Let |A(X)| < C. Then 2C − A(X)eiφ − A+(X)e−iφ = B+B for some
observable B. Therefore, for any ρ ∈ L+ one has 0 < ρ(CI) − Re(eiφρ(A)),i.e.
|ρ(A)| < C. Thus, p(A) ≤ supX∈R2νn |A(X)|. Consider now the element ρ ∈ L+ of
the form ρX0(A) = A(X0). We see that p(A) ≥ |ρX0(A)| = |A(X0)|. We prove lemma
17.
Let us give the examples of elements of LF .
A) To any function ρ from L1(R2νn) one can assign te element ρ ∈ LF of the form
ρ(A) =
∫
dXρ(X)A(X), X ∈ R2νn. (110)
One has: ||ρ|| = ∫ dX|ρ(X)|.
B) The following element of LF : ρX0(A) = A(X0) can be also formally written
in the form (110), but ρ(X) is a generalized function ρ(X) = δ(X − X0). One has
||ρ|| = 1.
Note that the function ρ playes the role of a probability distribution.
Example 2. Let Aqn be algebra of bounded operators in L2(Rn). Let
π(A,B) = AB, λ(A,B) =
1
ih¯
(AB −BA), j(A) = A+, I = E.
Analogously to the previous example, one can check axioms A1-A3. The functional
p(A) is equal to the ordinary operator norm:
p(A) = ||A|| = sup
||ϕ||=1
(ϕ,Aϕ).
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Checking this property is analogous to the proof of lemma 17: one can present op-
erators cE − Aeiφ − A+e−iφ as B+B. Note also that elements of LF play the role of
density matrices.
3. Let us now generalize the notion of half-density to the case of an abstract
Hamiltonian algebra.
Definition 4. A half-density representation of a Hamiltonian algebra A is a set
of a Hilbert space H and mappings Π : AF ×H → H, Λ : AF ×H → H, denoted also
as
Π(A,ϕ) ≡ Aϕ ≡ ΠAϕ,Λ(A,ϕ) ≡ {A,ϕ} ≡ ΛAϕ,A ∈ AF , ϕ ∈ H,
if the following axioms hold:
H1). the mappings ΠA and ΛA are linear operators in H which are defined on a
common domain D ⊂ H;
H2).ΠI = E,ΛI = 0;
H3). the following relations are satisfied for any A,B ∈ AF , ϕ, χ ∈ D:
a) ΠαA+βB = αΠA + βΠB,ΛαA+βB = αΛA + βΛB,
b) {A,Bϕ} = {A,B}ϕ+B{A,ϕ},
c) ΠAB = ΠAΠB,Λ{A,B} = ΛAΛB − ΛBΛA,
d) (ϕ,ΠAχ) = (ΠA+ϕ, χ).(ϕ,ΛAχ) = −(ΛA+ϕ, χ).
Elements of H are called half-densities.
To any element of ϕ ∈ D one can assign the following element of LF :
ρϕ(A) = (ϕ,Π
Aϕ). (111)
It is important that the norm ||ρϕ1 − ρϕ2 || is small when ||ϕ1 − ϕ2|| is small.
Lemma 18. The following relation is satisfied:
||ρϕ1 − ρϕ2 || ≤ ||ϕ1 − ϕ2||(||ϕ1||+ ||ϕ2||) (112)
Proof. One has
||ρϕ1 − ρϕ2 || = sup
p(A)=1
|(ϕ1,ΠAϕ1)− (ϕ2,ΠAϕ2)| (113)
Notice that ρϕ ∈ L+ when ||ϕ|| = 1. therefore, |ρϕ(ΠA)| = |(ϕ,ΠAϕ)| ≤ 1 in this
case. Thus, ||πA|| ≤ 1 when p(A) = 1. Eq. (113) implies then eq.(112). Lemma 18 is
proved.
Let ρ ∈ LF . Denote by {H, ρ} the following functional
{H, ρ}(A) = ρ({A,H}).
Definition 5. Let H ∈ A, H = H+. An abstract Liouville equation is the
following equation for ρt ∈ LF , t ∈ R:
dρt
dt
= {H, ρt}. (114)
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An abstract half-density equation for ϕt ∈ H is
dϕt
dt
= {H,ϕt}. (115)
Lemma 19. Let ϕt obey eq.(115). Then ρϕt obey eq.(114).
Proof. Let A ∈ A. One has
d
dt
ρϕt(A) = (ϕ
t,ΠAΛHϕt) + (ΛHϕt,ΠAϕt) =
= (ϕt, [ΠA,ΛH ]ϕt) = (ϕt,Π{A,H}ϕt) = ρϕt({A,H}).
Therefore, eq.(114) is satisfied. Lemma 19 is proved.
Let us give examples of half-density representations.
Example 1. Consider the Hamiltonian algebra Acn. Define oprations AB ≡
ΠAB, {A,B} ≡ ΛAB, where A ∈ Acn, B ∈ L2(R2νn) by eq. (109). Let D = S(R2νn).
The axioms of the half-density representation are satisfied. We can also notice that
the element ρϕ ∈ LF is equal to
ρϕ(X) = |ϕ(X)|2.
for example, if ϕ is real, ρ is presented as a square of the function ϕ. Because of this
reason, the function ϕ has been called half-density function in ref.[11].
Example 2. Consider the Hamiltonian algebra Aqn. Let H be Hilbert space
L2(X n). Determine operators ΠA,ΛA as
ΠAϕ = Aϕ,LAϕ =
1
ih¯
Aϕ. (116)
It is not hard to check axioms H1-H3.The half-densities play the role of the wave
functions in this example. The density matrix ρϕ is proportional to the projection
operator on one-dimensional subspace.
Example 3. Consider the same Hamiltonian algebra Aqn. Choose the Hilbert
space H as the space of Hilbert-Schmidt operators on L2(X n) with the inner product
(ϕ, χ) = Trϕ+χ. Let ΠA,ΛA be the following:
ΠAϕ = Aϕ,LAϕ =
1
ih¯
[A,ϕ]. (117)
The density matrix ρϕ is ρϕ = ϕϕ
+; the matrix ϕ has been called half-density [13]
for reasons analogous to example 1.
We can notice that different equations (Schro¨dinger and Wigner) are treated from
the same point of view: they are abstract half-density equations for the cases of
examples 2 and 3 correspondingly. Contrary to the half-density representations, the
Hamiltonian algebras are identical for examples 2 and 3.
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4. For the simplicity, consider the case when elements A of the Hamiltonian
algebra A are presented as functions AY on a measure space Y , while the algebra
operations are as follows:
(AB)X =
∫
dY dZdXY ZAYBZ , {A,B}X =
∫
dY dZfXY ZAYBZ ,
(118)
(A+)X = A
∗
X , X, Y, Z ∈ Y , A, B ∈ A,
f and d are (generalized) functions Y×Y×Y → C. To simplify the notations, denote
the integrals like (118) as dXY ZAYBZ ,fXY ZAYBZ , i.e. we integrate over repeated
indices.
Elements of LF are presented as (generalized) functions on Y , the quantity ρ(A)
can be formally written as ρ(A) = ρXAX .
A tensor product A⊗N = A× ...×A is then presented as an algebra of functions
AY1...YN : Y × ...× Y = YN → C, Y1, ..., YN ∈ Y . The algebra operations are defined
as:
{A,B}X1...XN =
N∑
p=1
dX1Y1Z1 ...dXp−1Yp−1Zp−1fXpYpZp
×dXp+1Zp+1Yp+1...dXNZNYNAY1...YNBZ1...ZN ,
(AB)X1...XN = dX1Y1Z1...dXNYNZNAY1...YNBZ1...ZN , (A
+)X1...XN = A
∗
X1...XN
,
A, B ∈ A⊗N , Xi, Yi, Zi ∈ Y .
It is not hard to check axioms of a Hamiltonian algebra for A⊗N . Note that the axiom
A3 is important for such check.
Let γ be a polynomial functional γ : L → R of the form
γ[ρ] =
K0∑
k=1
1
k!
ρX1 ...ρXkW
(k)
X1...Xk
(119)
for some observables W (k) ∈ A⊗k.
Definition 6.[3] An ǫ-uniformization of the functional (119) is a set of observables
H(N) ∈ A⊗N :
H
(N)
X1...XN
=
K0∑
k=1
ǫk−1
k!
∑
1≤j1 6=... 6=jk≤N
W
(k)
Xj1 ...Xjk
∏
p 6=ji
IXp. (120)
Consider now tensor products of half-density representations. Without loss of
generality, one can assume that the Hilbert space H is presented as L2(X ) for some
measure space X . Elements ofH will be denoted as ϕx, x ∈ X ; integrals like ∫ dxϕ∗xχx
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will be denoted as ϕ∗xχx. Let (L
2(X ),Π,Λ) be a half-density representation of the
Hamiltonian algebra A. The operations Π,Λ are
(Aϕ)x = bXxyAXϕy, {A,ϕ}x = cXxyAXϕy.
for some (generalized) functions b, c : Y × X × X → C. Consider the Hilbert space
H⊗N = H× ...×H = L2(XN) and the following operations:
(Aϕ)x1...xN = bX1x1y1 ...bXNxNyNAX1...XNϕy1...yN ,
(121)
{A,ϕ}x1...xN =
N∑
p=1
bX1x1y1...bXp−1xp−1yp−1cXpxpypβXp+1xp+1yp+1...βXNxNyN
×AX1...XNϕy1...yN ,
where βXxy = bXxy − ih¯cXxy, Xi ∈ Y , xi, yi ∈ X . One can check the axioms of
definition 4 for the operations (121). This half-density representation is called a
tensor product of N half-density representations (L2(X ),Π,Λ).
Let N be fixed, ǫ = 1/N , H have the form (120). Then the abstract half-density
equaton (115) takes the form
i
d
dt
ϕN,tx1...xN =
K0∑
k=1
1
Nk−1
∑
1≤l1<...<lk≤N
k∑
q=1
W
(k)
S1...Sk
bS1xl1yl1 ...bSp−1xlp−1ylp−1 icSqxlq ylq
× βSp+1xlp+1ylp+1 ..βSkxlkylkϕN,tx1...yl1 ...ylk ...xN . (122)
Lemma 19 tells us that the element of LF of the form
ρN,tX1...XN = (ρϕt)X1...XN ≡ bX1x1y1 ...bXNxNyNϕt∗x1...xNϕty1...yN
obeys the abstract Liouville equation (114).
Remarks.
1. The algebras AcN and AqN considered above are the following tensor powers,
AcN = (Ac1)⊗N ,AcN = (Ac1)⊗N . The N -th tensor powers of half-density representations
(116) and (117) of the algebra Aq1 are half-density representations of the algebra AqN
which are given by the same equations, (116), (117). The half-density representation
of the algebra AcN which has been considered in example 1 is also the N -th tensor
power of the analogous representation of algebra Ac1.
2. Eq.(114) has the form of the Liouville equation for the case of algebra AcN and
of the Wigner equation for algebra AqN . For the case of the system of N particles
moving in the external potential U and interacting each other with the potential 1
N
V ,
the observable H entering to eq.(114) has the form of uniformization (120) of some
functional γ which has the same form
γ[ρ] =
∫
dpdqρ(p, q)
(
p2
2m
+ U(q)
)
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+
1
2
∫
dp1dp2dq1dq2V (q1, q2)ρ(p1, q1)ρ(p2, q2)
both for the classical and quantum cases. One should only take into account in
quantum case that ρ(p, q) is a symbol of the operator ρ ∈ L in L2(Rν) which is
defined as
ρ(p, q) =
1
(2πh¯)ν
∫
dyρK(x, y)e
i
h¯
p(y−x),
where ρK is a kernel of the operator ρ.
3.For the case of the Hamiltonian (120), eq.(114) has been considered in [3]. It
was shown that the property of the correlation functions
R(N,k,t)X1...Xk = ρN,tX1...XNIXk+1 ...IXN (123)
to be approximately equal to the products of one-particle correlators
R(N,k,t)X1...Xk →N→∞ ρtX1 ...ρtXk (124)
conserves under time evolution, while ρX obeys the abstract Vlasov equation
dρtX
dt
= fY XZ
∂γ
∂ρZ
(ρt)ρtY . (125)
This justifies the chaos conservation hypothesis.
5. One can notice that eq.(122) for the half-density is of the type (64), if HN =
NHN0 ,H
N
0 has the form (63) and
H0(ϕ
∗, ϕ) =
K0∑
k=1
1
k!
k∑
q=1
W
(k)
S1...Sk
bS1x1y1...bSq−1xq−1yq−1icSqxqyqβSq+1xq+1yq+1..βSNxNyN
× ϕ∗x1...ϕ∗xkϕy1 ...ϕyk . (126)
Therefore, the technique developed in sections 5-7 can be applied to eq.(122). One
can construct such function ϕN,tas ∈ L2(XN) that
(ϕN,tas − ϕN,t, ϕN,tas − ϕN,t)→N→∞ 0, (127)
where ϕN,t is a solution to the Cauchy problem for eq.(122). Lemma 18 tells us
that estimation (127) means that one can use approximate half-densities in order to
find limits as N → ∞ of average values of the observables uniformly bounded with
respect to N . In particular, one can confirm the chaos conservation hypothesis for
the correlation functions of finite orders and deny it for the N -particle densities in a
way analogous to section 3.
It is interesting that eq.(124) is the analog of the Ehrenfest theorem. Namely, one
can introduce creation and annihilation operators a± and apply lemma 10. Eq.(120)
takes the following form:
i
N
d
dt
ϕN,t = H0(a
+/
√
N, a−/
√
N)ϕN,t, (128)
44
where ϕt is such element of F that only N -th component of it differs from zero, while
H0(a
+/
√
N, a−/
√
N) =
K0∑
k=1
1
Nkk!
k∑
q=1
W
(k)
S1...Sk
× bS1x1y1...bSq−1xq−1yq−1icSqxqyqβSq+1xq+1yq+1..βSNxNyNa+x1 ...a+xka−y1 ...a−yk . (129)
The correlation functions R(N,k,t)X1...Xk can be presented through the average values of the
function of operators a±/
√
N :
R(N,k,t)X1...Xk =
(N − k)!
N !
(ϕN,t, bX1x1y1...bXkxkyka
+
x1
...a+xka
−
y1
...a−ykϕ
N,t).
As the commutator between operators a±/
√
N tends to zero as N →∞, one obtains
eq.(125) from Heisenberg equations. Thus, one confirms the chaos conservation for
correlation functions.
Let us present the theorem for the N -particle density which implies the results of
[11,13] for multiparticle Liouville and Wigner equations. Let H have the form (120),
ǫ = 1/N . Consider the solution to eq.(114) that satisfies the initial condition
ρN,0X1...XN = bX1x1y1 ...bXNxNyN (K
N
ϕ0ΦR0)
∗
x1...xN
(KNϕ0ΦR0)y1...yN
Let ϕt be a solution to the Cauchy problem for eq.(66), Rt be such a solution to
eq.(67) that obeys the initial condition R0. Denote
ct = exp
(
− i
2
∫ t
0
dτ
δ2H0
δϕxδϕy
Rτxy
)
,
ρN,t,asX1...XN = |ct|2bX1x1y1...bXNxNyN (KNϕtΦRt)∗x1...xN (KNϕtΦRt)y1...yN
Theorem 6. The following relation takes place:
||ρN,t,asN − ρN,tN || →N→∞ 0.
This theorem is a corollary of theorem 3, lemma 18 and reality of St (eq.(38)).
Consider now eq.(66) for our case in more details. Note that it can be treated as
a Hamiltonian system if one introduces the following Poisson brackets:
{ϕx, ϕy} = {ϕ∗x, ϕ∗y} = 0, {ϕx, ϕ∗y} = −i.
One can present the functional H0 as
H0 =
1
h¯
[γ[ρ]− γ[ρ− h¯σ]], h¯ 6= 0;
(130)
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H0 =
∂γ
∂ρX
σx, h¯ = 0;
where
σX = icXxyϕ
∗
xϕ
∗
y, ρX = bXxyϕ
∗
xϕ
∗
y. (131)
The Poisson brackets between ρ, σ are the following:
{ρX , ρY } = h¯fZXY ρZ , {ρX , σY } = fZXY ρZ , {σX , σY } = fZXY σZ .
Therefore, the Hamiltonian system in terms of ρ, σ is divided in quantum case into
two independent parts: as {ρX , ρY − h¯σY } = 0, the equations for ρ and ρ − h¯σ are
independent. In classical case the Hamiltnian system consists of two equations: the
equation for ρ coincides with eq.(122), another equation for σ is linear.
11 Conclusions
We have developed a new asymptotic method that allows us to find approximations
for functions of a large number N of arguments as N →∞, as well as the corrections
to the leading order of the asymptotic formula. We have seen that this technique is
applicable to eq.(64) being of a general form, as well as to the set (finite or infinite) of
such equations. Multiparticle Schro¨dinger, Liouville and Wigner equations are partial
cases of eq.(64).
We have noticed that for the case of Schro¨dinger equation our approximate wave
function can be used instead of the exact wave function for finding limits of mean val-
ues of general observables uniformly bounded with respect to N . We have considered
the case of a general Hamiltonian algebra, justified the chaos conservation hypothesis
for the correlators and denied it for the N -particle densities. It is interesting that for
the operator-valued case the chaos does not conserve even for the correlators.
Two methods have been used for constructing such asymptotics. One of them is
heuristic and allows us to construct the asymptotic formula up to a multiplicative
factor cteiNC
t
, where constant Ct does not depend on the solution to the Hartree-like
equaion (66), while ct depend, in general, on this solution. We can see from theorem
3 that the reason for this arbitrariness is as follows. When we change the operator
HN1 , the Hartree-like equation (66) does not change, while the number c
t is multiplied
by a ϕt-dependent factor. The function Ct will change when one adds the constant
ht to the operator HN0 . As the heuristic method of section 4 uses only the form of
eq.(64), not the form of the hamiltonian, it cannot predict ct, Ct.
Note that the argumentation of section 4 is also applicable to the operator-valued
case. This implies that the only difference of the asymptotic formulas for the ordinary
and operator-valued cases is the value of the constant ct. This conclusion is justified:
all quantities entering to eq.(101) are identical to the analogous quantities in the
asymptotic formula of section 5, except for the phase factor ct.
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The relation between the considered technique and complex germ method [10]
can be investigated in more details [6,15-17]. As we have seen in section 10, one
can consider such representation for the N -particle wave function that eq.(64) will
transform into ordinary Schro¨dinger-like equation, while the analog of the Planck
constant will be 1/N . The asymptotics constructed in this paper correspond [6,17]
to the isotropic manifold [10] of the special form. General Lagrangian manifolds with
complex germs can be also considered when one studies the infinite superposition of
the obtained asymptotic formulas, see [6,15-17] for more details.
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Appendix A
As mentioned in conclusions, our asymptotic method for finding approximate solu-
tions to eq.(64) as N → ∞ is analogous to the complex germ technique. Namely,
eq.(64) is analogous to the ordinary Schro¨dinger-like equation
ih¯
∂ψt(x)
∂t
= H
(
x,−ih¯ ∂
∂x
)
ψt(x), x ∈ Rn, (132)
the Hartree-like equation (66) for complex function ϕ is an analog of the Hamiltonian
system
dQt
dt
=
∂H
∂P
(Qt, P t),
dP t
dt
= −∂H
∂Q
(Qt, P t), (133)
for two real vectors P t, Qt ∈ Rn. According to section 10, the chaos conservation
hypothesis for correlation functions resembles the Ehrenfest theorem. The multi-
particle canonical operator is analogous to the canonical operator for the complex
germ in a point, the constructed asymptotic solutions resemble the wave-packet-like
approximate solutions in quantum mechanics
ψt(x) = cte
i
h¯
(St+P t(x−Qt))gt
(
x−Qt√
h¯
)
+O(
√
h¯), (134)
gt ∈ S(Rn).
When initial conditions are given, the functions ct, St, gt can be found by solving
the equations obtained in complex germ theory by subsitution of eq.(134) to eq.(132).
The purpose of this appendix is to show how such equations can be heuristically
derived without such substitution in a way analogous to section 4.
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First of all, find the dependence of St on P t, Qt. When one varies the initial
condition for the classical trajectory by the quantity of order h¯, vectors P t, Qt varies
as
P t → P t + h¯δP t, Qt → Qt + h¯δQt,
the only change of the wave function (134) as h¯→ 0 is multiplication by the quantity
ei(δS
t−P tδQt),
where δSt is a variation of the quantity St(P 0, Q0) depending on the initial condition
for the classical trajectory. Therefore,
δSt − P tδQt = const,
i.e.
St =
∫ t
0
[P τ
d
dτ
Qτ −H(P τ , Qτ )]dτ + Ct (135)
for some quantity Ct that does not depend on the classical trajectory.
Consider the variation of the solution to eq.(133) by a quantity of order
√
h¯:
P t → P t +
√
h¯δP t, Qt → Qt +
√
h¯δQt,
The function (134) transforms then into the following function:
cte
i
h¯
(St+P t(x−Qt))gt
′
(
x−Qt√
h¯
)
+O(
√
h¯), (136)
where
gt
′
(ξ) = const exp
(
i
(
δP tξ − δQt1
i
∂
∂ξ
))
gt(ξ).
As the functions (134),(136) should be asymptotic solutions to eq.(132), the operator
δP tξ − δQt1
i
∂
∂ξ
(137)
should transform solutions to the equation for gt to solutions, when (δP t, δQt) is a
solution to the variation system
d
dt
δQt =
∂2H
∂P∂P
δP t +
∂2H
∂P∂Q
δQt,
(138)
− d
dt
δP t =
∂2H
∂Q∂P
δP t +
∂2H
∂Q∂Q
δQt,
Notice that (δP t, δQt) may be complex quantities.
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Therefore, if (δP 0ξ − δQ0 1
i
∂
∂ξ
)g0 = 0 then
(δP tξ − δQt1
i
∂
∂ξ
)gt = 0. (139)
The conservation of property (139) under time evolution allows us to introduce a
notion of complex germ.
Let αij be symmetric complex matrix n × n such that Imα > 0. Consider the
following function gα ∈ S(Rn):
gα(ξ) = exp

 i
2
n∑
k,l=1
ξkαklξl

 (140)
The following definition is analogous to definition 2.
Definition 7 [10]. The following n-dimensional subspace of the complex 2n-
dimensional space Rn:
Gα = {(p1, ..., pn; q1, ..., qn)|pi =
n∑
j=1
αijqj}
will be referred to as a complex germ corresponding to the matrix α.
The following lemma is the analog of lemma 8.
Lemma 20. 1. Let (p, q) ∈ Gα. Then
(pξ − q1
i
∂
∂ξ
)gα = 0
for arbitrary (p, q) ∈ Gα.
2.Let (pξ − q 1
i
∂
∂ξ
)f = 0. Then f = cgα for some constant c ∈ C.
The proof is straightforward.
Let (δP 0, δQ0) ∈ Gα0 . Then (δP t, δQt) ∈ Gαt for the matrix αt being a solution to
the Riccati equation:
d
dt
αt = − ∂
2H
∂Q∂Q
− ∂
2H
∂Q∂P
αt − αt ∂
2H
∂P∂Q
− αt ∂
2H
∂Q∂Q
αt. (141)
Lemma 20 and eq.(139) tell us that the initial condition g0 = gα0 evolve into the
following function
gt = ctgαt .
for some constant ct ∈ C. Thus, we see that Gaussian wave packet (134) evolve into
a Gaussian one as h¯ → 0. One can also consider complex germ creation operators
of the form (139), where (δP t∗, δQt∗) ∈ Gαt and find another asymptotic solutions
to eq.(132). Thus, the presented approach allows us to find unambiguously complex
germ creation and annihilation operators and the Riccati equation (141) without
consideration of eq.(132).
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Appendix B
In this appendix we show how one can reproduce for the operator-valued case the
classical Hamiltonian system (133), as well as the Hartree-like equation (66) by mak-
ing use of the equations for mean values of the observables and of the argumentation
analogous to the derivation of the Ehrenfest theorem (see, for example, [20]). Note
also that the method to be presented in this appendix is heuristic.
1. Consider the ordinary quantum mechanical Schro¨dinger equation
ih¯
∂ψt(Q, q)
∂t
= H
(
Q,−ih¯ ∂
∂Q
, q,−i ∂
∂q
)
ψt(Q, q) (142)
corresponding to the physical system which is ”semiclassical” with respect to Q ∈ Rn
and ”quantum” with respect to q ∈ Rm. Consider such solutions ψt ∈ L2(Rn+m)
that(
ψt, A
(
Q,−ih¯ ∂
∂Q
, q,−i ∂
∂q
)
ψt
)
−
(
ψt, A
(
Qt, P t, q,−i ∂
∂q
)
ψt
)
→h¯→0 0 (143)
for h¯-independent functions A. For example, the mean values of ”semiclassical” ob-
servables A(Q,−ih¯ ∂
∂Q
) are required to have limits as h¯→ 0
(
ψt, A
(
Q,−ih¯ ∂
∂Q
)
ψt
)
→ A(Qt, P t).
Notice that there exist wave functions obeying the condition (143): examples of them
are functions like
ψt = e
i
h¯
(St+P t(Q−Qt))gt
(
q,
Q−Qt√
h¯
)
,
where gt ∈ S(Rn+m).
We are to find possible equations for P t, Qt. To do this, consider first the equation
for the mean value of some observable Bˆ = B(q,−i ∂
∂q
):
ih¯
∂
∂t
(ψt, Bˆψt) = (ψt, [Bˆ, H ]ψt), (144)
where H = H(Q,−ih¯ ∂
∂Q
, q,−i ∂
∂q
). As the left-hand side of eq.(144) is of order O(h¯) as
h¯ → 0, the right-hand side of it should also vanish in a leading order of h¯. Eq.(143)
implies that one should replace Q by Qt and −ih¯∂/∂Q by P t for calculating the
leading order of the right-hand side of eq.(144).
Therefore, one should demand
(ψt, [Bˆ, Hˆ]ψt) = 0, (145)
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where Hˆ = H(Qt, P t, q,−i ∂
∂q
). Eq.(145) implies that for arbitrary Bˆ T r(Bˆ[Hˆ,Πt]) =
0, where Πt is a projector on ψt. This implies that [Hˆ,Πt] = 0,i.e.
Hˆψt = λψt
for some λ = λ(P t, Qt) ∈ R.
Consider now the equation for the mean value of the observable A(Q,−ih¯ ∂
∂Q
).
Making use of eq.(143), one finds
ih¯
dA
dt
=
(
ψt, ih¯
(
∂A
∂Qt
∂Hˆ
∂P t
− ∂A
∂P t
∂Hˆ
∂Qt
)
ψt
)
+O(h¯2),
where A = A(Qt, P t). We have taken into account that the semiclassical approxi-
mation for the commutator of two ”semiclassical” observables is [21] their Poisson
bracket multiplied by ih¯. By using the relation
(ψt, δHˆψt) = δλ (146)
one has
dA
dt
=
∂A
∂Qt
∂λ
∂P t
− ∂A
∂P t
∂λ
∂Qt
.
Therefore, we have reproduced the Hamiltonian system being used in constructing
asymptotics for the operator-valued case [14].
2. An analogous technique can be also used for derivation of eq.(66) for the
operator-valued case. Let us illustrate the approach for the case of constructing
asymptotics for eq.(107).
First of all, let us represent eq.(107) through the creation and annihilation opera-
tors. Analogously to section 6, consider such Hilbert space H that R2⊗L2(Rνn) ⊂ H.
We choose H as a space of sets of functions
Φn,m : R
ν × ...×Rν × {1, 2} × ...× {1, 2} ≡ Rνn × {1, 2}m → C
which satisfy the condition
∞∑
n,m=0
2∑
I1,...,Im=1
∫
dx1...dxn|Φn,m(x1, ..., xn, I1, ..., Im)|2 <∞
and are symmetric separately with respect to xi and with respect to Ii. We identify
such element Φ ∈ H that
a) Φn,m = 0 as n 6= N or m 6= 1;
b) Φn,1(x1, ..., xN , I) = ΨN,I(x1, ..., xN )
with the element Ψ ∈ R2⊗L2(Rνn). By Πˆ we denote the projector on the subspace
R2 ⊗ L2(Rνn) of the Hilbert space H.
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We introduce the following creation and annihilation operators in H:
(a+(x)Φ)n,m(x1, ..., xn, I1, ..., Im) =
=
1√
n
n∑
i=1
δ(x− xi)Φn−1,m(x1, ..., xi−1, xi+1, ..., xn, I1, ..., Im),
(a−(x)Φ)n−1,m(x1, ..., xn−1, I1, ..., Im) =
√
nΦn,m(x, x1, ..., xn−1, I1, ..., Im),
(b+I Φ)n,m(x1, ..., xn, I1, ..., Im) =
1√
m
m∑
j=1
δIIjΦn,m−1(x1, ..., xn, I1, ..., Ij−1, Ij+1, ..., Im),
(b−I Φ)n,m−1(x1, ..., xn, I1, ..., Im−1) =
√
mΦn,m(x, x1, ..., xn, I, I1, ..., Im−1),
where x ∈ Rν , I ∈ {1, 2}.
Consider the operator H : H → H of the form
NH(a+/
√
N, a−/
√
N, b+, b−) =
∫
dxa+(x)a−(x)
2∑
I,J=1
b+I BIJ(x)b
−
J+
1
h¯
(
∫
dxa+(x)[− h¯
2
2m
∆+ U(x)]a−(x)+
+
1
2N
∫
dxdya+(x)a+(y)V (x, y)a−(x)a−(y))
2∑
I=1
b+I b
−
I .
Analogously to lemma 10, one shows that any solution to eq.(107) obeys also the
following equation
(i
∂
∂t
−NH)Ψt = 0. (147)
Let us analyse this equation in a way analogous to the consideration of eq.(142).
Consider such solutions to eq.(147) that
(Ψt, A(a+/
√
N, a−/
√
N, b+, b−)Ψt)−
− (Ψt, A(ϕt∗, ϕt, b+, b−)Ψt)→N→∞ 0 (148)
for any polynomial function A being invariant under substitution a±(x)→ a±(x)e±iα,
b±I → b±I e±iβ, α, β = const. Example of Ψt obeying eq.(149) is
ΨtN,I = K
N
ϕtg
tζI .
Let us derive now eq. (108). Consider the mean value of the operator Bˆ = B(b+, b−).
One has:
i
d
dt
(Ψt, BˆΨt) = N(Ψt, [Bˆ, H ]Ψt).
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As the right-hand side of this equation is of order O(N) as N → ∞, one should
require it to vanish. Analogously to the quantum mechanical case, this implies that
(H(ϕt∗, ϕt, b+, b−)− λ)Ψt = 0.
Making use of the definition of the operator H , one shows that when Ψ ∈ R2 ⊗
L2(Rνn), there are two eigenvalues λ,
λ = H±0 (ϕ
t∗, ϕt, b+, b−),
and
ΨtN,I,± = ζ
±
I (ϕ
t∗, ϕt)X tN,±.
These eigenvalues and eigenfunctions coincide with those which has been found in
section 9.
As the commutator between operators a±/
√
N tends to zero as N →∞, one can
use ordinary semiclassical technique [21] to compute the commutator [A,H ]. Let
A = A(a+/
√
N, a−/
√
N).
Then
(Ψt, [A,H ]Ψt)−
−
(
Ψt,
∫
dx
(
δA
δϕ(x)
δH
δϕ∗(x)
− δH
δϕ(x)
δA
δϕ∗(x)
)
Ψt
)
→N→∞ 0,
we have omitted the arguments ϕ∗, ϕ of the function A and the arguments ϕ∗, ϕ, b+, b−
of the function H . Making use of eq.(146), one obtains
i
dA
dt
=
∫
dx
(
δA
δϕ(x)
δH±0
δϕ∗(x)
− δH
±
0
δϕ(x)
δA
δϕ∗(x)
)
, (149)
where the sign + or − depends on the choice of the wave function Ψt. We can notice
that eq.(149) is a consequence of the Hartree-like equation (108). Thus, the approach
based on the Ehrenfest theorem allows us to derive the equation for ϕt.
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