Abstract. An on-line vertex coloring algorithm receives the vertices of a graph in some externally determined order, and, whenever a new vertex is presented, the algorithm also learns to which of the previously presented vertices the new vertex is adjacent. As each vertex is received, the algorithm must make an irrevocable choice of a color to assign the new vertex, and it makes this choice without knowledge of future vertices. A class of graphs I' is said to be on-line x-bounded if there exists an on-line algorithm A and a function f such that A uses at most f((G)) colors to properly color any graph G in I'. If H is a graph, let Forb(H) denote the class of graphs that do not induce H. The goal of this paper is to establish that Forb(T) is on-line x-bounded for every radius-2 tree T. As a corollary, the authors answer a question of Schmerl's; the authors show that every recursive cocomparability graph can be recursively colored with a number of colors that depends only on its clique number.
an ordered set of wictth w into 0 chains is equivalent to partitioning a comparability graph with independence number w into 0 complete subgraphs, which, in turn, is equivalent to properly coloring a cocomparability graph with clique number w using 0 colors.
However, Kierstead's algorithm made explicit use of the orientation of the recursive ordered set. These considerations led Schmerl to ask whether there exists a function f (w) such that every recursive comparability graph with independence number w can be partitioned into f(w) recursive cliques. Kierstead and Trotter KT1 showed that this was true for comparability graphs of interval orders. Now we consider Schmerl's question from the point of view of on-line algorithms. An on-line graph is a structure G (V, E, <), where G (V, E) is a graph, V is finite or countably infinite, and < is a linear ordering of V. (If V is infinite, then < has the order type of the natural numbers.) We call G an on-line presentation of the graph G. The on-line subgraph of G induced by a subset X V is the on-line graph G< [X] (X, E', <'), where E' is the set of edges in E both of whose endpoints are in X and <' is < restricted to X. Let Vi { xl, x,. } denote the first vertices of V in the linear order < and set G G< [ Vi ] . More generally, we refer to on-line structures S , where S is some structure such as an ordered set or partitioned graph. An algorithm for coloring the vertices of an on-line graph G (or, more generally, calculating some function on the universe of an on-line structure) is said to be on-line if the color of a vertex xi is determined solely by G. Intuitively, the algorithm colors the vertices of G one at a time in some externally determined order x,..., xn, and, at the time a color is irrevocably assigned to the vertex xi, the algorithm can only see G .As imple but important example ofan on-line algorithm is the algorithm First-Fit, denoted by FF, which colors the vertices of G with an initial sequence of the colors { 1, 2 } by assigning to the vertex x/. the least possible color not already assigned to any vertex x Vi-such that x is adjacent to x;. Usually, an algorithm for recursively coloring recursive graphs results in an on-line algorithm, while more specialized algorithms for coloring highly recursive graphs do not. The reason for this is that algorithms for coloring highly recursive graphs can learn about the neighbors of a vertex, or the neighbors of the neighbors of a vertex, and so forth, before coloring the vertex. An on-line algorithm for coloring graphs always produces an algorithm for coloring recursive graphs. In this vein, the proof of Kierstead's recursive chain coveting theorem actually yields the following slightly stronger statement. THEOnEM 1. I. There exists an on-line algorithm A that will partition any on-line ordered set pc into (5 )/4 chains. Similarly, Bean's example of a forest with infinite recursive chromatic number produces an on-line tree that cannot be finitely colored by any on-line algorithm.
Schmerl's question proves to be a special case of a more general problem. Before continuing, we introduce some terminology and graph theoretical results. The clique size and chromatic number of a graph G are denoted by w(G) and x(G), respectively. Let A be an on-line graph coloring algorithm. Then XA(G <) denotes the number of colors A uses to color the on-line graph G <, and XA(G) denotes the maximum of XA(G <) over all on-line presentations G of G. A class of graphs I' is said to be x-bounded if there exists a function f such that, for all G I', x(G) _<f(0(G) ). Easy examples of x-bounded classes include the class of perfect graphs (which include cocomparability graphs), the class of line graphs, and, more generally, the class of claw-free graphs. Similarly, for an on-line algorithm A, the class P is xa-bounded if there exists a function f such that, for all G r, xA(G) < f(w(G)). The class I is on-line x-bounded if F is XA-bounded for some on-line algorithm A. The class of perfect graphs is not on-line x-bounded. In fact, the subclass of trees is not even on-line x-bounded as we noted above. However, the class of claw-free graphs is on-line x-bounded. We now rephrase Schmerl's question in these terms. Question 1.2. Is the class of cocomparability graphs on-line x-bounded? A graph H (X, F) is an induced subgraph of a graph G (V, E) if and only if X V, and (2) for all vertices x, y X, xy F if and only if xy E. For a graph H, let Forb(H) be the class ofgraphs G such that H is not isomorphic to an induced subgraph of G. In the mid-1970s, Gyhrfhs [G1] and Sumner [Su] An old result of Chvtal [C] shows that Forb(P4) is bvv-bounded, where Pn is a path on n vertices. Gy(rfs and Lehel GL3 made an exciting and unexpected breakthrough when they extended this result by proving that Forb(Ps) is on-line x-bounded. They also showed that Forb(P6) is not on-line x-bounded. Thus, if Forb(T) is on-line x-bounded for some tree T, then T has radius at most 2. The central result of this article is that this condition is not only necessary, but is also sufficient. THEOREM 1.5. For every tree T, the class Forb(T) is on-line x-bounded if and only if T is a radius-2 tree.
We are indebted to Gyhrfs for reminding us that, as a consequence of Gallai's characterization of comparability graphs [Ga] , cocomparability graphs do not induce the radius-2 tree obtained by subdividing each edge of K,3 (see Fig. 1.1 ). Of course, this is part of the easy direction of Gallai's characterization and can be readily verified from scratch. Thus, as an immediate corollary, we obtain the following answer to Schmerl's question. COROLLARY 1.6. The class of cocomparability graphs is on-line x-bounded. This paper is organized as follows. In the remainder of this section, we state some preliminary results and review our notation and terminology. In 2 we give an overview of the off-line proof and the problems we must deal with to create an on-line algorithm.
In 4 and 5 we develop some purely combinatorial lemmas needed to verify the correctness of the main algorithm. In 5 we also present a key on-line subroutine and in 6 2. Overview. In this section, we give an overview ofthe proof ofthe off-line version of our main theorem and the additional problems that must be solved to prove the online theorem. This section also serves as a guide to reading the rest of the paper. We begin by noting that, if T' is a subtree of the tree T, then Forb(T') Forb(T), and thus Forb(T') is on-line x-bounded if Forb(T) is. Thus it suffices to prove that, for all k, Forb(Tk) is on-line x-bounded. In 3, two elementary combinatorial lemmas on trees are presented, which simplify the remaining arguments. In particular, quasiinduced trees are defined, and it is shown that it suffices to prove that the smaller class q Forb(Tk) of graphs that do not contain a quasi-induced T is on-line x-bounded.
The central idea in both the on-line and off-line proofs is the notion of s-templates and their use to partition the graph so that the vertices can be properly colored in terms of local and global colors. Roughly, an s-template is a complete s-partite graph with a very large number of vertices in each part. The exact definition of its part size depends on w(G) and s. However, there will be an absolute upper bound on part size in terms of t. At a given stage of a double induction on and s, we assume the following for some bound c depending on s and t:
If H is a graph on q Forb(T) such that either (a) o(H) < or (b) Next, we consider the problems involved in implementing the above proof on-line. The major problem is that we cannot calculate the partition of G into (X, B, 0, B2, 02, Bn, On) on-line. When a vertex x is presented, it may appear to belong to the first part X of the partition, but later we may learn that it must be assigned to some B or Oi. Without being able to properly assign x to a part of the partition, we have no basis for coloring x. Now suppose that we are very fortunate and that whenever a new vertex x is presented we correctly guess its proper position in the partition. There is still a minor problem. Suppose that x is correctly assigned to Oi. Then x is given a global color, which is based in part on the auxiliary graph G'. However, the presentation of x may cause an edge from to j to appear in G', when previously we had assigned and j the same color. This problem is solved in {}5, where the definition ofthe auxiliary graph is slightly modified to facilitate dealing with the extra points. In particular, the auxiliary graph will not be directed.
To handle the more serious problem, our on-line algorithm will maintain a partition of G into P (X, B, O, B2, 02,...), which approximates the desired partition in the following sense. At any stage + 1, when we consider the vertex x + 1, P will be a partition of Gi, which satisfies parts (a)-(d) of assumption (2). At any stage, vertices may be removed from X to form Bj +, where Bj is the last template in the previous partition. When this happens, other vertices may be moved from X to Oi. Once a vertex is assigned to a part of the partition other than X, it will never move. Thus, when we are presented with xi + 1, we try to assign x + to some Oj.. If this is not possible, we try to form a new s-template with x + 1, together with some vertices from X. Ifthis is not possible, we assign Xi + tO X.
We are left with the problem of coloring the newly presented vertex xi / . There is no problem if x/. / is assigned to a new s-template Bj., and, if x is assigned to some 0, it is relatively easy to color x using the techniques of 5, referred to above. The main problem arises when x; / is first assigned to X. In this case, we do not know where Xi + will end up, so we must somehow hedge our bets. We would like to color X + using the on-line version of part (b) of ). The set of points currently in X does not contain an s-template, but this property is maintained artificially by removing vertices that would otherwise form an s-template in X. Simply removing vertices from X does not solely solve the problem of coloring vertices of X', the set of points originally assigned to X, because the color ofa vertex originally assigned to X continues to influence future vertices even after the point is removed from X. We cannot afford to change the set of colors used for vertices entering X every time vertices are removed from X, because we may have to change color sets an unbounded number oftimes due to the fact that the template sequence may be unbounded in length. Thus, we want part (b) of to forbid, not stemplates in X, but much larger s-partite graphs KSw in X', and we will be able to do so because of the other properties of the algorithm. By parts (a) and (b) of assumption 3 ), the vertices of a supposed Kw in X' could not have been used to form too many different s-templates, nor could this set of vertices intersect too many of the Og's. Thus, if X' contains a copy B' of KSw, then, by setting w large enough, we can assume that, for each part Qa of B', there exists a large subset Q such that either Q c X or Q'a Oj(a) [,-J nj(a) for some j(a). Here, large means the size of a part in an s-template. This motivates the intricate induction hypothesis presented in 6, where we will color X' on-line with a twocoordinate color. The first coordinate will ensure that, if x, y e X', x y, and x X' X at the time y is presented, then x and y receive different colors. From this fact, following the remarks above, we will show that no first coordinate color class ofX' contains Kw for appropriately chosen w. Thus we will be able to color each of these first coordinate color classes on-line by a revised version of the induction hypothesis (b) of(l).
3. Lemmas on radius-2 trees. In this section, we develop some preliminary results about trees. We begin with some fundamental definitions. A graph H is called a pseudoinduced Ta,b if H has a spanning tree T that is isomorphic to Ta,b and the root of T is not adjacent in H to any leaf of T. A graph H is called a quasi-induced Tk if H has a spanning tree T that is isomorphic to Tk, and, if xy is an edge in H that is not present in Tk, then x and y are either both level-1 vertices, or they are both level-2 vertices. Note that quasi-induced T is the stronger of the two: Every quasi-induced T is a pseudoinduced T, but a pseudo-induced T may have "extra" edges between the first and second levels. In a similar vein, we say that H is an augmented Kw if V(H) can be partitioned into s sets Q Qs of size w such that x y whenever x e Qi, y e Qj, and < <j < s. We abuse standard usage by calling the Qi's "parts" of H, even though they need not be independent sets.
We introduced the definition of a quasi-induced Tk to simplify future arguments. It is easier to verify that a graph contains a quasi-induced Tk than it is to verify that a graph contains an induced Tk, because, in the latter case, we must in effect check every pair of vertices to see if the proper edge or nonedge is present, whereas, with quasiinduced trees, we need only check pairs of vertices from different levels. The next lemma shows that the results we desire for graphs that do not contain induced trees can be obtained from results about graphs that do not contain quasi-induced trees. This section has two goals: to define an /-tube and to prove a technical lemma, Lemma 4.1, which will play a crucial role when we verify that our on-line algorithm uses a bounded number of colors. In particular, it will help us to verify that the auxiliary graphs have bounded degree, and it will have other applications as well. such that x is a strong 1-neighbor of B for _< n _< j, then j < J] 1, k, o), because B tO { x } is a 1-tube for _< n < j. (In the latter case, we retain the assumption that x is not an extra point of the templates; for the x,'s, we need not make a distinction between extra points and nonextra points.) The case where 2 is also used in our proof, but describing it informally outside the context of the algorithm is awkward.
We surmise that tubes play a role in proving off-line results concerning trees of radius larger than 2; this is the theoretical reason for proving a general version of Lemma 4.1 (for arbitrary i) when only the cases where 0, 1, and 2 are used. (As a practical matter, the heart of the proof, Lemma 4.3, is proved by induction, so the general result is obtained with more economy than proving these three cases separately.) We also remark that the hypotheses of Lemma 4.1 can be weakened if a corresponding change is made in the definition of an /-tube. Specifically, the tubes need not be completely disjoint, provided that the bases form an acceptable template sequence, which, by definition, consists of disjoint templates. However, to realize this apparent strengthening of the lemma, we must add to the definition of an/-tube the condition that no vertex in the tube is an extra point of the base. After making this adjustment, a different version of Lemma 4.1 enables us to prove Theorem 6.1 using an on-line algorithm, which, while more complicated, appears to use fewer colors than the algorithm of this paper.
Establishing Proof of Lemma 3.1. Let J (i, k,/9 (bi (k)) (2o + ). Suppose that conditions (i)-(iv) of the hypothesis hold with j J (i, k, o) . Define a digraph on { l,..., j } by directing an arc from m to n if and only if Un contains an extra point of Bm. Since the U's are pairwise disjoint, the digraph has outdegree at most o; by Lemma 1.7, we must find an independent set of size bi(k) in the digraph. However, independent sets in this digraph are acceptable tube sequences in G. Thus, we may assume that U' { UI Ub } is an acceptable b-sequence of/-tubes, where b bi (k). Then, since x has a neighbor in the top of each of these tubes, Lemma 4.3 implies that bi (k) < bi (k), a clear contradiction.
5. Lemma for using auxiliary graphs on-line. We now deal with the minor problem mentioned in our overview. We wish to show that to color a graph G e q Forb(T) on-line with a bounded number of colors, it suffices to partition G on-line into independent sets 11, ...,/r with the following properties:
(a) For all m, < m < r, { n: Im to In contains an augmented Ke,e ) <-f, (b) If H Kd,d is a subgraph of G, then there exist Ip and Iq such that some subset of (ip tO Iq) f) H contains an augmented Ke,e.
The number of colors used will be bounded in terms of d, e, f, and w(G). Many of the essential ideas are present in a transparent way when we consider the off-line setting. We begin with this argument. PROPOSITION 5.1. There exists a constant c depending only on d, e, f, and w( G), such that, if G q Forb(Tk) can be partitioned into independent sets as in a and b ), then X( G) < c.
Proof. Suppose that G is partitioned into independent sets I, /r in a way satisfying (a) and (b). Define a graph G' on the sets I,..., /r by declaring that Im is adjacent to In if and only if Im tO In contains an augmented Ke,e. Note that, by the definition of (a), A(G') < f, and it easily follows that x(G') < f+ 1. Let g' be an optimal coloring of G'. Define a two-coordinate coloring g of G as follows. Compute the first coordinate of each vertex x by assigning x the color g'(In), where In is the independent set in the partition that contains x. After all the first coordinates have been computed, for every a e range (g'), define a graph G, as the subgraph of G induced by vertices that received color a in their first coordinate. Let g be an optimal coloring of G, and let g(x) be the second coordinate of g(x). It is clear that g is a proper coloring of G and that range (g)l < range (g')l max { Irange (g.)l" a e range (g)}.
It remains for us to verify that range (g) is bounded in terms of d, e, f, and o4 G). We have already noted that range (g')[ < f + 1. Since q Forb( Tk, Kd,d ) is x-bounded (indeed, it is Xvv-bounded), it suffices to show that G q Forb (Kd,d We refer to G' as the auxiliary graph. To avoid confusion with the vertices of G, we call the points of G' nodes. There are several adjustments that must be made in the on-line case. The greatest difficulty arises from the fact that, when G and the partition I1,...,/r } are presented on-line in G', it is possible that an edge may be "discovered" in G' well after both of its nodes have appeared. This is because the nodes ofthe auxiliary graph are sets of vertices of G, and edges are formed in the auxiliary graph only when a large number of edges (of G) are present between the two sets of the partition. Thus the auxiliary graph does not strictly fall under the on-line model. However, as colorers, we are aided by the fact that (again, in contrast to the standard on-line model) we may change the color of a node as we discover new edges incident on the vertex, provided that the number of times we change the color of a node is no larger than the degree of the node. Proof. Let G' be defined as in Proposition 5.1. Without loss of generality, we may assume the node set of G' is the set of positive integers. As a new vertex in G is presented, it may cause a previously unseen edge to appear in G'. Despite this complication, we seek to maintain a proper coloring of G', even though we may occasionally change the color of a node of G'.
Suppose that a vertex x enters G and is assigned to Im. If We now prove * by induction on theclique size t. If 1, the statement is obvious, since First-Fit will assign the same color to every vertex of a graph with no edges. Assume that > and that there exists an on-line algorithm A,t_ and a constant c,,t-such that Ak,_ colors any on-line presentation G of G q Forb(T) satisfying o(G) < 1, with at most ck,t_ colors. To prove the induction step, we must show that there exists an algorithm Ak,t and a constant c,t such that A,t colors any on-line presentation G of G e q Forb(T) satisfying w(G) < t, with at most ck,t colors; to this end, we set up a secondary induction. To state the secondary induction, we must refer to three sequences of parameters P2 pt, , and w2 wt. We delay the calculation of these sequences until after a sketch of the secondary induction.
We call a template with s parts and p + k 4 vertices in each part an s-template. To appreciate the following statement, which we will prove by induction on s, it is important to realize that Ps + k4 will be much smaller than w. * *) For 2 < s < + 1, there exists an algorithm A,,t,s and a constant c,,,s such that (i) For 2 < s < t, if G is an on-line presentation of G q Forb( T, Kw,) with o(G) < t, then Ak,l,s colors G using at most c,,t,s colors,
(ii) For 3 < s < + 1, ifG is an on-line presentation of a graph G 6 q Forb(Tk), where co(G) < and no (s )-template of G has Os-extra points, then A,,t,s colors G with at most c,t,s colors.
Some general comments are in order now. The first comment is that the base step, the case where s 2, follows from Theorem 1.4, regardless of the value of w2. Note that (ii) makes no assertion in this case. By far, the hardest part of proving (* *) is showing that, if (i) is true for s 1, then (ii) is true for s. Next, the sequences of parameters will be defined in such a way that, whenever we have (ii) for a particular value of s, 3 < s < t, we obtain (i) for the same value of s as an immediate corollary. Finally, we will define ot 1, so that (ii) in the case where s + implies that we may prove the primary induction by putting A,t A,t, + and ck,t Ck,t,t + 1. If o(G) _< t, a t-template of G cannot have any extra points, since no vertex of G can have neighbors in every part of a t-template.
We now state the properties that our sequences of parameters must have for us to prove * * ).
(a') If G q Forb(Kws) and B is an (s )-template of G, then B has less than os-extra points, for 3 < s _< t.
(b') If G is a graph and B is an s-template of G that has k extra points, x,..., x, then N(x fq f3 N( x) f3 B 4: , for 2 _< s _< t.
Property (a') is all we need to show that establishing (ii) for a particular value of s yields a proof of (i) for that same value. Suppose that we have defined our parameters so that (a') holds and assume (ii) for some s < t. Let G be an on-line presentation of G e q Forb( Tk, Kws) with w(G) < t. Assuming (ii), we know that, if Ak,t,s uses more than ck,t,s colors on G <, then some (s )-template of G has los extra points. However, by (a'), G q Forb(Ks), a contradiction. Property (b') is used to handle a small technicality that arises when we show that, if (i) is true for s 1, then (ii) is true for s. A more detailed motivation for (b') outside the context of the algorithm is impractical.
We now define our parameters, using a "reversed" induction. Let the function w be defined by w(k, p, ,o) (p + k4)( +j] (0, k, lo) +jq( 1, k, lo)) for all positive integers k, p, and Base: Let p k5. Let lot 1. Let wt w(k, p, lot).
Induction: Suppose that Ps, los, and ws have been defined for s > 2. Then Psmax { k4ws, k 5 }, los-ws, and Ws-w( k, p_ 1, los-1).
As is the case for property (b'), the definition of the function w is motivated by technicalities that arise in a detailed discussion of the algorithm.
We now verify (a'). These labels are not part ofthe coloring, since a vertex may not become part ofa template until long after it has entered the graph. To each template Bi, we will also associate a set of (not necessarily all) strong 1-neighbors, Oi. A vertex x may be assigned to Oi in one of two ways, either when x enters the graph (if Bi had already been formed) or when Bi is formed (if the template doesn't appear until after x has entered). In the latter case, we give x a "shadow" color, as we detail below. As with the labels on the template points, the shadow colors are not part of the coloring produced by the algorithm, but are instead records to be used internally .by the algorithm. In either case, the assignment of x to Oi is irrevocable, and the Oi's are pairwise disjoint.
Suppose that when a vertex x enters the graph the acceptable sequence of templates is B, Br. The algorithm colors x and updates the template list as follows. Case 1. If x is a strong 1-neighbor of some template in the sequence, find the smallest such that x is a strong 1-neighbor of B. Add x to Oi. Assign x a several coordinate color. The first coordinate identifies x as a vertex that was classified as a strong 1-neighbor at the time it entered the graph. The second coordinate is the set of labels used on N(x) f) Bi. Note that there are a fixed number of labels since all the templates have the same size. To compute the third coordinate, apply the algorithm Ak,t-(which exists by the primary induction hypothesis) to the subgraph induced by vertices of Oi that received the same colors as x in their first two coordinates. Since these vertices have a common neighbor in Bi, the induction hypothesis implies that we use at most ck,tcolors in this coordinate. Let V' be the set of vertices that received the same color as x in their first three coordinates. Note that V' f) O; is an independent set for j r. Given this claim, by Lemma 5.2, we may apply an on-line algorithm to the subgraph induced by vertices that received the same color as x in their first three coordinates. The number of colors used in each coordinate will be bounded in terms of k, p, s, and w(G), all of which are bounded in terms of t, and it will be a proper coloring.
Case 2. If x is not a strong 1-neighbor for any template in the sequence at the time x enters, then we attempt to find a set of vertices that, together with x, form a template that may be added to the sequence without violating the key properties of the sequence. That is, we look for a set Br+ such that Br+ is an (s )-template and Br/ (Bi k.J Oi for < < r. Note that, if Br + satisfies this condition, no vertex of Br+ is a strong 1-neighbor of any earlier template in the sequence. If such a set Br/ can be found, add B + to the template sequence and assign labels to the vertices of Br + 1.
Assign x a two-coordinate color. The first coordinate identifies x as a vertex that was used to form a new template at the time it entered. The second coordinate is computed by applying First-Fit to the subgraph induced by vertices that received the same color as x in their first coordinate. Note that every template in the acceptable sequence contains precisely one such vertex. Since we use First-Fit in the second coordinate, we know that x will be properly colored. Moreover, it is easy to see that the algorithm will use a bounded number of colors in the second coordinate for the subgraph induced by vertices that were used to form templates at the time they entered. This is because, by Lemma 4.1 and the fact that x is not an extra point of any previous template (it is not even a strong 1-neighbor), this subgraph has degree at most J (0, k, p) .
If y is a vertex that entered before x such that, for < < r, y Bi Id Oi (with y a strong 1-neighbor of Br+l), then assign y to Or+l. The algorithm then assigns to y a "shadow" color c(y); this color is strictly for record-keeping purposes, since y's "real" color was assigned when y entered. The shadow color is assigned as follows. Imagine that a "twin" vertex y' is presented immediately after x and that y' has precisely the same neighbors as y (at the time x enters and thereafter). Apply the algorithm to y' as if it were an actual point presented and, for any points in the graph that have already received a shadow color, use the shadow color, rather than the color actually assigned, to compute the color for y'. In fact, y' would be colored under Case 1, because y' looks exactly like y, which is now a strong 1-neighbor of Br+1. When other vertices require shadow colors in the future, y' will be treated as if it had been actually presented. This will guarantee that the shadow colors form a proper coloring of the set of vertices that received shadow colors. If there is more than one such y, say y,..., Ym, when B+ is formed, then apply the same procedure to each vertex. Finally, the algorithm assigns shadow colors to all the vertices of Br + 1, except x. ceptable template sequence generated by the algorithm, the hypotheses of Lemma 4.1 are satisfied, so this is a contradiction. This shows that (a) of Lemma 5.2, i.e., the degree condition for the auxiliary graph, holds as claimed, r--I Proofof Claim B. Ifc(x) is the shadow color ofx and c(x) S(x), then there exists some vertex ywith shadow color c(y) c(x) such that y received its shadow color before x entered the graph and y x. However, since y x and y had a shadow color at the time the shadow color of x was assigned, c(y) 4: c(x). Proofof Claim C. We argue by contradiction. Suppose that, at some point in the s--1 algorithm, some Gs contains an augmented Kws_ 1. Let Q be this subgraph and let Q, Qs-be the parts of Q. Let x be the last vertex of Q to enter the graph. Without loss of generality, x Qs . Let We first claim that, for _< j < s 2, no element of Qj has been added to any or Oj before x entered; if there were such a vertex, say y, then y would have received a shadow color c(y). Then, however, c(y) S(x) S S(y), contradicting Claim B. On the other hand, z must have entered after Bm was formed: by the manner in which sets of strong 1-neighbors are formed, x Xa are not strong 1-neighbors of any template preceding Bm in the sequence; else, they would have been assigned to, say, On where n < m, as soon as Bn was formed. Hence, if z, and therefore all of Q', entered before Bm was formed, the algorithm would have added a template to the sequence and the last of the points z, x,..., Xa to enter the graph would have been colored by Case 2. It cannot be the case that z entered at the time Bm was formed; else, z would have been colored in Case 2. If, however, z enters G after Bm is formed, then, x, for example, had received a shadow color by the time z entered, so c(x) S(z). Then c(x) S( z) S(x and S( z) 4: S(xt ), a contradiction.
El
This completes the induction step of (* * ). The induction step of (*) follows, and the proof of the theorem is complete. E]
