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ABSTRACT 
A QDSB/FM communication system is analyzed with 
emphasis placed on the QDSB demodulation process and the 
AGC action in the FM transmitter. The effect of noise 
in both the pilot and message signals is investigated. 
The detection gain and mean square error is calculated 
for the QDSB baseband demodulation process. The mean 
square error is also evaluated for the QDSB/FM system. 
The AGC circuit is simulated on a digital computer. Errors 
introduced into the AGC system are analyzed with emphasis 
placed on nonlinear gain functions for the voltage con-
trolled amplifier. 
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I. INTRODUCTION 
Present day communication systems involve many 
different combinations of subsystems in order to transfer 
information from a source to a destination. The block 
diagram of the communication system in Figure l-1 
indicates that one such combination consists of a baseband 
modulator, a transmitter, a transmission link, a receiver, 
and a baseband demodulator. Many types of modulation 
methods, transmitters, and transmission links exist, from 
which one combination must be chosen which best meets 
system requirements. 
The following work investigates a method of modula-
tion known as quadrature double-sideband (QDSB) modulation. 
QDSB modulation possesses several desirable character-
istics. When transmitting several message channels, the 
QDSB bandwidth requirement is equivalent to the bandwidth 
required for single-sideband (SSB) modulation; however, 
QDSB is less complex to implement than SSB. In addition, 
QDSB allows the transmission of low frequency and de 
messages, while SSB does not possess this capability. 
Double-sideband (DSB) modulation requires twice the 
bandwidth used by SSB or QDSB and is therefore inferior 
to SSB and QDSB in this respect. From a bandwidth require-
ment, degree of complexity, and message capability 
l 
SOURCE 1 I 1 I ~ I 1 I 1 I DESTINATJON 
BASEBAND 
MODULATOR 
TRANSMITTER TRANSMISSION 
LINK 
RECEIVER 
Figure 1-1. Block Diagram of a Communication System 
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N 
consideration, it appears that QDSB could offer a 
practical method of modulation. 
The analysis of a QDSB system is more general than 
is the analysis of a DSB or SSB system. Once calculations 
have been performed for the QDSB system, the DSB or SSB 
results may be obtained by letting the messages take on 
specific values. The time domain representation for a 
QDSB signal is 
where 
and 
m1 (t) =channel 1 message 
m2 (t) =channel 2 message 
(1-1) 
If m2 (t) = 0, the resulting signal 1s that signal obtained 
for DSB modulation. If m2 (t) = m1 (t), where m1 (t) is the 
Hilbert transform of m1 (t), the resulting signal is that 
signal obtained for SSB lower sideband modulation. Thus, 
the DSB and SSB results can be easily obtained from the 
QDSB results. 
With this in mind, the QDSB system will be further 
analyzed. Mean square error in the demodulated output 
and signal-to-noise ratios will provide performance 
criteria for evaluating the QDSB baseband modulation system 
operating in the presence of noise. The results will be 
used to obtain similar results for SSB and DSB and compar-
isons will be made to QDSB. 
A frequency modulated (FM) transmitter will be 
chosen for this system, due to its frequent use in 
3 
telemetry systems of the present day and its desirable 
characteristics over amplitude modulated (AM) type trans-
mission systems. Signal-to-noise ratio improvement due 
to automatic-gain-control (AGC) circuits will be discussed 
and the AGC circuit will be simulated on the digital 
computer. The computer simulation will allow the study 
of system errors due to AGC and errors introduced due to 
nonlinearities in the AGC circuit. 
4 
II. REVIEW OF THE LITERATURE 
A. V. T. Day and R. V. L. Hartley, working 
separately, at approximately the same time, proposed a 
modulation system employing the use of quadrature car-
. 1 
rlers . A. V. T. Day filed for a patent described as: 
"A method of multiplexing carrier wave signals 
which consists of superposing in a common trans-
m&ss&on medium~ two phase differentiated synchronous 
carrier waves. " 
' 2 
on July 24, 1923 . The system was consequently known as 
the "Day system". 
The "Day system" today is more commonly known as 
phase-discrimination multiplexing, which indicates the 
system may have many different sets of carrier phases 
rather than the two orthogonal functions implied by the 
term "quadrature" 3 . Nyquist examined the problem of phase 
discrimination multiplexing in a general manner with 
4 
specific interest in the quadrature arrangement . In a 
discussion for overcoming frequency spectrum inefficiency 
of carrier telegraphy by quadrature carrier techniques, 
Nyquist indicates the double signal capability and the 
fact that there is "substantially no mutual interference", 
1superscripts refer to numbered references. 
5 
yielding an ac telegraph system equal in frequency conser-
vation to a de system. 
Tranter considers the coherent demodulation of a 
QDSB signal with phase error in the demodulation carrier. 
It is shown that the mean-square error resulting from the 
6 
phase error in SSB and QDSB systems are equal if all modula-
ting signals have the same mean-square value, and that this 
mean-square error is greater than for a DSB system5 . 
The AGC circuit which will be used at the input to 
the FM transmitter has been analyzed theoretically by 
several authors. Gill and Leong investigate the response 
of AGC to two narrow-band input signals 6 . A linear control 
characteristic is assumed. Schachter and Bergstein analyze 
an AGC circuit for the effects of white Gaussian noise on 
the gain of the system7 • Again, a linear control character-
istic is assumed. Banta analyzes AGC to determine if 
the output signal can be maintained at a fixed level 
while retaining the modulation terms 8 This work also 
assumes a linear gain control characteristic. Oliver 
treats AGC as a feedback problem, and theoretically 
investigates the AGC characteristics 9 He also uses a 
linear gain control characteristic function. Victor and 
Brockman develop an analytic technique for the design of 
. . 
10 h. k 1' f t. AGC clrcults . T lS wor assumes a non lnear unc lOn, 
F(b), for the voltage controlled amplifier of the AGC 
circuit. The nonlinear function is chosen such that the 
log F(b) is a linear function. The analytic calculations 
then proceed using linear functions. Tranter has studied 
the tracking errors present in a linear, noiseless, 
system using two AGC circuits in cascade11 . Here a linear 
gain control function is also assumed. 
Many other authors have analyzed AGC circuits; 
however, most assume a linear gain function for the 
voltage controlled amplifier. This assumption allows an 
analytic analysis of AGC, whereas a nonlinear gain assump-
tion causes the calculations to become extremely involved. 
7 
III. SYSTEM DESCRIPTION 
A. QDSB Modulator 
A QDSB modulator can be modeled as shown in Fig-
One of the multiplier units uses Cos wet as the 
carrier frequency, while the other uses Sin w t. The 
c 
ure 3-1. 
resulting suppressed carrier DSB signals are summed 
together to form the QDSB signal. The assumed frequency 
spectrum of the messages, m1 (t) and m2 (t), and the result-
ing QDSB signal spectrum are also shown in Figure 3-1. 
From this figure it can be observed that for a QDSB sig-
nal the messages are not separated in frequency. It now 
becomes apparent as to why QDSB has a lower bandwidth 
requirement than does DSB, when both messages must be 
transmitted at the same time. 
A pilot signal (Cos wp(t)) is also summed with the 
two DSB signals in the QDSB modulator. This pilot signal 
is used to synthesize the demodulation carrier signal at 
the receiver in order to perform coherent demodulation. 
B. FM Transmitter - Receiver 
For this work, an FM transmission system has been 
chosen and can be modeled as shown in Figure 3-2. AGC is 
used here as a controlling device for regulating the 
power of the FM transmitter input to a predetermined 
8 
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Figure 3-1. Model of a QDSB Modulator Unit 
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Figure 3-2. Block Diagram of an FM Transmitter 
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level. Therefore, by use of an AGC circuit, the FM trans-
mitter deviation can be kept near its maximum value, 
independent of the power in the unregulated message 
channels. This will allow a higher signal-to-noise ratio 
when the power in the baseband channel signal is lower than 
would be possible without the AGC circuit, while at the 
same time possessing the capability to avoid nonlinear 
distortion from too large a derivation ratio when the 
power in the baseband channel signals is high. 
The AGC circuit can be modeled as shown in Fig-
ure 3-312. Here, the pilot signal has been translated to 
de for simplification of the AGC model. Thus, EP is the 
amplitude of the pilot signal and represents a de value 
during this analysis. The output, EO, of the circuit is 
dependent on the error signal, G(t), and K(t), the gain 
of the voltaged controlled amplifier (VCA). In previous 
analyses, the gain K(t) is assumed to be a linear function 
of G(t) such that 
11 
K(t) = 1 + G(t) (3-1) 
This allows a theoretical analysis of the errors introduced 
due to the AGC action. For this work, K(t) will be assumed 
nonlinear and the computer simulation will be used to 
evaluate the AGC circuit when operating in the presence of 
noise. 
EI 
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C. Transmission Media 
The channel between the transmitter and receiver 
is extremely difficult to model, so that the model is 
correct for all time and all conditions. As discussed 
by Hancock and Wintz, those channels which utilize electro-
magnetic radiation are included in a large class of 
channels whose characteristics are nondeterministic and 
must be specified in terms of their statistical proper-
t . 13 les • These channels have two major types of perturba-
tion effects on the signal being transferred through it. 
One is termed "additive noise" and the other "multiplica-
tive disturbances". 
"Additive noise" includes all types of "noise" which 
interact by a summation process with the message signal, 
yielding an output signal from the transmission media of 
the original signal plus "noise". A useful statistical 
description of additive noise for QDSB calculations is that 
where the noise is expressed in terms of the direct and 
quadrature components as 14 
13 
n(t) = n (t) Cos w t - n (t) Sin w t . ( 3-2) 
c c s c 
The terms n (t) and n (t) may be formed by the summation 
c s 
. l 15 of a number of cosine and sine waves, respectlve y 
n (t) = 
c 
n I Am Cos(2TI m ~ft + Gm) 
m=l 
( 3-3) 
14 
n 
n (t) = 
s I Am Sin(2IT m ~ft + 0 ) m=l m (3-4) 
~f = frequency separating each sine or cosine 
term in the summation 
n = the number of terms used 
em = arbitrary phase term 
(3-5) 
(3-6) 
(3-7) 
The amplitude frequency spectrum of n (t) and n (t) 
c s 
is shown in Figure 3-4. The statistical properties of 
n (t) and n (t) have been investigated, and it has been s c 
found that ns(t) and nc(t) are statistically independent, 
Gaussian-distributed, with zero mean and variance of 
16 
Multiplicative disturbances consist of such perturba-
tions as fading, phase distortion, and nonlinear effects. 
These disturbances vary widely, depending on the trans-
mission frequency, transmitter and receiver location, 
weather, and other such factors. These types of distur-
bances are very difficult to accurately represent mathe-
matically, or to describe statistically. For this reason, 
the transmission media in this work will be that described 
by use of the "additive noise" type perturbations. 
Noise may also enter the message signal during signal 
processing in the transmitter and receiver. This noise 
will also be assumed additive, and for analysis purposes 
will be included as if the perturbation occurred in the 
transmission channel. This is equivalent to considering 
Nc < t) 
An 
llf 
Figure 3-4. 
Ns< t) 
An 
n A f f ~f 
Amplitude Frequency Spectrum Plot of n (t) and n (t) c s 
n Llf f 
1-' 
Ul 
the receiver RF and IF stages as a part of the trans-
mission channel. 
D. QDSB Demodulator 
The output of the FM receiver, eb(t), consists of 
the original baseband signal and pilot plus signal pertur-
bations resulting from the transmission process as 
previously discussed. Thus, 
Sin w t 
c 
- n (t) Sin w t + R(t) Cos (w t + 8 (t)) s c p p 
16 
( 3-8) 
where R(t) Cos (w t + 8 (t» is a general expression for a p p 
sinewave plus additive Gaussian noise. As shown by 
S. 0. Rice, 8 (t) is a slowly varying phase function17 
p 
The statistics of 8 (t) will be discussed during the p 
analysis of the effect of pilot phase error on the QDSB 
signal. A block diagram of a QDSB demodulator is shown in 
Figure 3-5. The pilot filter, a bandpass filter centered 
at w radians per second, passes the pilot signal to the p 
carrier synthesis section of the demodulator unit. The 
carrier synthesis process is a frequency division where 
w + 8 (t) is divided by w jw to yield the demodulation p p p c 
carrier of Cos (w t + 8(t)) and Sin (w t + 8(t)). The 
c c 
channel filter, a bandpass filter centered at we radians 
per second, passes the message channels to the DSB 
modulator units for demodulation. A low pass filter 1s 
CHANNEL 
FILTER 
~ X I ,..j ~-----M 1 (t) 
BASEBAND SIGNAL 
FROM FM RECEIVER 
eb ( t) 
l 
... COS wet 
I ,.~ 
I 
SIN wet 
... 
.... 
PILOT DEMODULATION 
FILTER CARRIER SYNTHESIS 
~ 
7 
Figure 3-5. Block Diagram of a QDSB Demodulator 
LOW PASS 
FILTER 
,___.----;,.. M2 ( t) 
LOW PASS 
FILTER 
1--' 
-...J 
included at the output of the DSB modulators to remove the 
double frequency terms from the messages m1 (t) and m2 (t). 
18 
IV. THEORETICAL ANALYSIS 
A. Effect of Pilot Phase Error in the Baseband System 
Perturbation of the signal due to noise has been 
shown to occur during the transmission of the electro-
magnetic wave through the transmission channel. Therefore, 
an analysis of the demodulation of the perturbed signal 
will establish the effects of the perturbation on the 
output signal and allow the establishment of a performance 
index for the QDSB/FM system. Analysis will be performed 
for the direct channel, m1 {t), since a calculation for 
the quadrature channel, m2 (t), would be analagous. 
For n a finite value with n~f << f , (3-2) becomes 
c 
the representation for narrowband noise which will be 
used to study the effect of noise perturbing the pilot 
signal. The perturbed pilot signal, after passing through 
the pilot filter in the demodulation unit of Figure 3-5 
is represented by 
19 
e (t) = R(t) Cos (w t + 8 (t)) . ( 4-1) p p p 
The term R(t) is of little interest since it can be 
removed during the carrier synthesis process. After the 
carrler synthesis process, the resulting demodulation 
carriers can be represented by 
e 1 (t) = 2K Cos (w t + 8(t)) c ( 4-2) 
20 
and 
( 4-3) 
where 2K 1s a constant of the synthesis process, and 
8 (t) = (8 (t)) (w /w ) p p c (4-4) 
To examine the result of the phase perturbation of the 
pilot, the noise-free channel signal 
(4-5) 
can be demodulated using (4-2). The demodulation process, 
after filtering the double frequency terms yields 
(4-6) 
Since K is a constant value determined by the demodulation 
synthesis process, the above result may be normalized 
with respect to K by letting K = 1, yielding 
( 4-7) 
Since the desired output is m1 (t), it is observed 
that a portion of the message in the quadrature channel, 
m2 (t), is included in the output of the direct channel, 
m
1
(t). This can be categorized as channel crosstalk. In 
addition to crosstalk, the direct channel is also attenuated 
by a factor of Cos 8. Black has generalized crosstalk in 
the "Day system" by normalizing eD(t) with respect to 
Cos 8(t) and thus defining crosstalk proportional to 
Tan 8 18 Black does therefore not consider the attenuation 
of m1 (t) separately. However/ it is very informative to 
investigate the magnitude of errors introduced by the 
two factors independently and to determine which of the 
two is most significant. 
Channel crosstalk will be defined as m2 (t) Sin(8) 
and is therefore proportional to !sin 8!. To achieve a 
specified degree of channel isolation requires that the 
pilot phase error be held to some minimum value. The 
phase error in the pilot is related to the transmitted 
pilot signal-to-noise ratio by the following phase 
probability density function obtained from the general 
expression for the pilot after having been perturbed by 
. 19 
no1se 
21 
q(8) = lp/II Cos 8 
. 2 
-p S1n 8 
e ( 4-8) 
where p is the pilot signal-to-noise ratio. 
For large signal-to-noise ratios, Cos ¢ ~ 1 and 
Sin2 ¢ ~ ¢2 , therefore, Equation (4-8) becomes: 
2 2 
q(8) = lp/II e-p 8 (4-9) 
which is a Gaussian density function with zero mean and 
var1ance (l/2p). The square root of the variance (ll/2p) 
is the RMS phase error as a function of pilot signal-to-
noise ratio. Therefore, the degree of channel isolation 
in decibels versus pilot, signal-to-noise ratio in decibels 
is given by (4-10) and is plotted in Figure 4-1. 
1 
Xcc = 120 log10 I P /10 
( 2) ( 10 1 ) 
(4-10) 
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Figure 4-1. Pilot Signal-to-Noise Ratio versus Channel 
Isolation 
22 
where x is the channel isolation in db normalized with cc 
resepct to m2 (t) and p 1 is pilot signal-to-noise ratio in 
db. 
The error in the attenuation of m1 (t) due to Cos 8(t) 
may be expressed by 
23 
( 4-11) 
The mean square error is 
2 2 2 2m1 (t) Cos 8(t) + m1 Cos 8(t) 
(4-12) 
For general types of messages, let m1 (t) possess a Gaussian 
density function with zero mean and variance om
1
2
. Repre-
senting Cos 8 by its series expansion, where all terms 
higher than order four may be ignored since l¢1 must be 
small for channel isolation, yields 
3 2 4 
= 4 a 08 ml 
(4-13) 
where 20 
84 3 4 = 08 (4-14) 
. h 2 d Normalizing the mean square error w~t respect to om an 
1 
expressing cr 8
4 in terms of pilot signal-to-noise ratio gives 
N 
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n 
3 1 
4 p /10 
4(10 1 ) 2 
25 
-p /5 
= (3/16)10 1 (4-15) 
where p 1 is the pilot signal-to-noise ratio in db. 
Equation (4-15) is plotted in Figure 4-2. It can be 
observed that the normalized mean square error due to the 
attenuation of m1 (t) by Cos ¢(t) is extremely small once 
desirable channel isolation requirements are met. 
B. The Effect of Noise in the Pilot and Message in the 
Baseband System 
In a practical system, noise will perturb both the 
pilot and message signals. One criterion of interest for 
the QDSB baseband modulation system is the signal-to-noise 
ratio of the detected output and the signal-to-noise ratio 
of the predetected transmitted signal. From these quan-
tities, the detection gain may then be obtained for QDSB 
and compared to the detection gain for SSB and DSB. 
To investigate the detection gain of a QDSB system, 
the system model shown in Figure 4-3 is used. As in 
previous calculations, the messages m1 (t) and m2 (t) are 
assumed to be bandlimited, zero mean, Gaussian distributed, 
· h · 2 d 2 t' 1 Th dd't' w1t var1ances 0~ an om2 respec 1ve y. e a 1 1ve 
noise, n(t), is assumed white, with a two sided power 
spectral density of n/2 watts per Hertz. 
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Figure 4-3. QDSB System Model for the Calculation of Detection Gain 
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The output of the channel filter is 
(4-16) 
and the synthesized demodulation carrier for the direct 
channel is 
(4-17) 
The demodulated output for the direct channel is 
m10 (t) = y(t) p 1 (t) -All Double Freq. Terms (4-18) 
= [m1 (t) + nc (t)] [Cos (8 (t)) J 
For good system performance, Chapter IV, Section A, 
has shown j8j << l which allows Cos 8 (t) to be replaced by 
1- (l/2)8 2 (t) and Sin 8(t) to be replaced by 8(t). Per-
forming these substitutions yields 
- m2 (t) 8(t) + ns(t) 8(t) 
2 
n (t) 8 (t) 
c 
2 
(4-19) 
The signal and noise power in rn10 (t) can be determined from 
the mean square value of m10 (t). Thus 
2 2 
m10 (t) = m1 (t) 
(4-20) 
which becomes 
2 2 2 2 3 2 4 2 
mlO (t) = 0 - 0 ae + 4 0 ae + CJ ml ml ml n 
3 2 4 2 2 
+ - CJ ae + CJ ae 4 n m2 
( 4-21) 
where 
Since this analysis is for the direct channel, the signal 
will be defined as m1 (t) and the signal power is therefore 
2 
crm1 . All other terms in the demodulated output perturb
 
the desired signal and are therefore considered noise. 
The detected signal power, SD, and the detected noise 
power, ND' are 
2 (4-22) 
and 
2 2 3 2 4 + 
2 
ND = - 0 ae + 4 CJ 08 CJ ml ml n 
3 2 4 2 2 (4-23) + 4 0 ae + CJ ae n m2 
28 
29 
respectively. 
The post detection signal-to-noise ratio, given by 
(S/N) D' is 
(S/N) D = 
2 0 
ml 
2 2 3 2 4 2 3 2 4 2 2 . 
00 + 4 0 00 + 0 + 4 0 00 + 0 00 rnl n n m2 
(4-24) 
The predetection signal-to-noise ratio will be determined 
by finding the signal and noise power in the output of the 
channel filter, y(t), by 
+ m2 (t) Sin w t- n (t) Sin w t c s c (4-25) 
(4-26) 
The predetection signal power, ST, and the predetection 
noise power, NT, can now be defined as 
and 
-- 1 ~ 2 + 1 ~ 2 
- v -2 v 2 m1 m2 
2 N = 0 T n 
respectively. 
(4-27) 
(4-28) 
The signal power is chosen as the sum of the power 
in the direct and quadrature channels for two reasons. 
First, at this point in the detection process, both m1 (t) 
and m2 (t) are message signals and nothing has been said as 
to which channel output is of interest; hence, both are of 
interest, and must therefore be considered as contributing 
to the total signal power. Second, the above definition 
allows consistent results with other authors when using 
the QDSB representation to simulate SSB or DSB, as will 
be demonstrated shortly. Thus, the predetection signal-to-
noise ratio is 
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(S/N) T = 
20 2 
n 
(4-29) 
The signal-to-noise ratio detection gain is given by 
(S/N) G where 
(S/N) G = 
If 2 
2 0 2 
n 
2 
(4-30) 
(S/N) G = 
2 
0 
n (4-31) 2 2 3 2 4 2 3 2 4 2 2 
-(J 
cr8 + 4 0 08 + (J + 4 0 08 + 0 08 m m n n m 
With a perfectly coherent demodulation carrier, a 8
2 
= 0, 
the above result yields the maximum detection gain 
(S/N)G = 1 . (4-32) 
max 
As stated previously, the QDSB system can be used to 
simulate SSB or DSB. The signal-to-noise ratio detection 
gain for DSB calculated from the QDSB results is given by 
(S/N) G 
DSB 
= 
-a 
m 
2a 2 
n 
+ 0 
n 
(4-33) 
The maximum detection gain, occurring for the perfectly 
2 
coherent demodulation carrier, cr 8 = 0, is 
(S/N)G = 2 . 
DSB 
max 
The signal-to-noise ratio detection gain for SSB 
calculated from the QDSB results is given by 
(S/N) G 
SSB 
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where 
cr 
n 
2 
(4-34) 
(4-35) 
31 
The maximum detection gain, occurring for the perfectly 
coherent demodulation carrier, for the SSB system is 
32 
(S/N)G = 1 (4-36) 
SSB 
max 
The above results are consistent with other authors' 
calculations using DSB and SSB systems to obtain the 
22 
results • 
The above calculations using the QDSB system have 
thus yielded the signal-to-noise ratio detection gain for 
the QDSB, DSB, and SSB systems. The results were obtained 
for noise in both the pilot and message signals. Maximum 
detection gain was calculated for each system from which 
it was found that QDSB and SSB were equivalent, with a 
maximum gain of 1 while DSB has a maximum gain of 2. 
Since noise has been shown to cause a resulting error 
in the demodulated output, an error comparison of QDSB to 
SSB and DSB will give results by which to evaluate the 
QDSB modulation system. The message signal perturbed by 
noise is given by (4-16) and the pilot signal perturbed 
by noise is given by (4-17). The demodulated output after 
filtering the double frequency terms becomes 
e 0 (t) = [m1 (t) + nc(t)]Cos G(t) - [m2 (t) - ns(t)]Sin 8(t) 
(4-37) 
The resulting error is 
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ER = m1 (t) 
+ [m2 ( t) - ns ( t) ]Sin 8 (t) . (4-38) 
The mean square error can thus be calculated, yielding 
ER2 = 2 ( t) 2 ( ) ( m1 - m1 t Cos 8 t) - 2m1 (t) nc(t) Cos 8(t) 
2 2 2 
+ m1 (t) Cos 8(t) + 2m1 (t) nc(t) Cos 8(t) 
x [Sin 8(t) Cos 8(t)] + m2
2 (t) Sin2 8(t) 
- 2m2 (t) n (t) Sin
2 8(t) + n 2 (t) Sin2 8(t). 
s s 
(4-39) 
Since m1 (t) , m2 (t) , 8 (t), ns (t), and nc (t) are all stat-
istically independent and have Gaussian amplitude density 
. . d . 2 2 2 funct1ons, w1th zero means an var1ances orn1 , orn2 , o 8 , 
2 2 . 1 th b On = on , respect1ve y, e mean square error ecornes 
s c 
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--2 
ERQDSB = 
2 2 2 2m1 (t) Cos 0(t) + m1 (t) Cos 0(t) 
2 If cr 
m 
+ n 2 (t) Cos 2 0(t) 
c 
the above equation becomes: 
--2 
ERQDSB = 
2 2cr 2 Cos 0(t) + cr 2 [Cos 2 0(t) 
m1 m 
+ Sin2 0(t)] + cr 2 [Cos 2 0(t) + Sin 2 0(t)] 
n 
= cr 
m 
2 2cr 2 Cos 0 (t) + (cr 2 ) (1) + 
m m 
= 2cr 2 - 2cr 2 Cos 0(t) + cr 2 
m m n 
(cr 2 ) (1) 
n 
(4-40) 
(4-41) 
(4-42) 
(4-43) 
Since good system performance requires!G(t)l << 1, Cos 0(t) 
can be approximated by the first two terms of its series 
expansion. Therefore, the mean square error becomes: 
--2 
ERQDSB 
= 2cr 2 
m 
2cr 2 (1- 1 e2 (t)) + 
m 2 cr n 
2 
Normalizing the mean square error with respect to the 
. 2 . power ln the message, crm , glves 
(4-44) 
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E~ (4-45) QDSB 
The quantity 0 2;0 2 is the reciprocal of the message 
n m 
signal-to-noise ratio. The quantity 0 8
2 is related to the 
pilot signal-to-noise ratio as previously shown. There-
fore, the normalized mean square error is expressed in 
terms of the transmitted signal-to-noise ratios by (4-45). 
The normalized mean square error is plotted in Figure 4-4. 
Equation (4-40) can be used to evaluate the mean 
square error for DSB and SSB from the QDSB results. 
Approximating Sin 8{t) and Cos 8(t) by the first two terms 
of their series expansion in (4-40) yields 
(4-46) 
If m2 (t) = 0, the above equation yields the DSB results of 
3 2 4 3 2 4 2 (4-47) 
= 4 0 08 + 4 0 08 + 0 m n n 
Normalizing the above error with respect to the power in 
the message gives 
2 2 
E~ 4 3 4 
0 (J 
3 n + n (4-48) = 4 08 + 4 cr8 -2 --2 DSB 0 0 m m 
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Figure 4-4. Mean Square Error versus Signal-to-Noise Ratio 
for QDSB System 
If m2(t) = ml(t) I Equation (4-46) yields the result for an 
SSB system, which is: 
37 
ER~ 
-NSSB 
2 
2 crn 
= cre + --2 · 
cr 
(4-49) 
m 
The mean square error for the QDSB and SSB systems are thus 
seen to be the same. 
C. Mean Square Error for the QDSB/FM System 
The normalized mean square error for QDSB baseband 
modulation was found to be 
E~ QDSB (4-50) 
When the baseband modulated signal is transmitted using 
the FM transmitter, the mean square error can be evaluated 
using (4-50); however, the calculation of a 2 and a 2 ;a 2 0 n m 
must now include the effect of the parabolic noise spectrum 
resulting from the demodulation of the FM signal. The 
output noise power from the FM demodulator is 
(4-51) 
(4-52) 
where n is the power spectral density of the additive 
noise, fc the center frequency of a predetection filter 
of bandwidth Br and A the amplitude of the FM carrier 23 c 
The variance of the pilot phase error is therefore 
going to depend on the frequency of the transmitted pilot 
and the bandwidth of the pilot filter in the QDSB 
demodulator. The synthesized demodulation carrier for 
the direct channel in terms of the transmitted pilot 
frequency is 
= fd E K Cos[ (w ) (w /w )t + (w jw ) p p c p c p e ( t) J p 
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(4-53) 
(4-54) 
where w and w is the carrier frequency and pilot fre-
e p 
quency in the baseband channel in radians per second 
respectively, fd is the FM transmitter deviation, Ep the 
amplitude of the transmitted pilot signal, and K the 
constant of the synthesis process. The value of K will 
be assumed to be unity in the following calculations. To 
2 
compute the value of o8 , 8(t) is expressed as 
8(t) = 
w 
c 
w p 
f 
FM 
e ( t) p 
= f c e (t) 
p p 
2 The mean square value, 8 (t), is then given by 
(4-55) 
and 
f 
= (~)2 2 
f 0 8 p p 
Expressing 0 8 
2 in terms of signal-to-noise ratio by 
p 
2 l 
= 2p 
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(4-56) 
(4-57) 
(4-58) 
where p is the pilot signal-to-noise ratio, allows 0 8 
2 to 
p 
be expressed in terms of the pilot frequency and pilot 
filter bandwidth. Using (4-52) and (4-58) gives 
p = (4-59) 
where f is the pilot frequency and B the bandwidth of p p 
the pilot filter. 2 Therefore, 0 8 is 
2 
08 
p 
= 
Thus, 2 0 8 FM 
n ( 3f 2 B 
E ~ 2 
fd E p 
can now be 
f 2 
= ( c ) ~ p 
p 
+ !_ B 3) 
4 E 
A 2 
c 
expressed 
n(3f 2 B E P 
f 2 E 2 
d p 
as 
+ l 
4 
A 2 
c 
(4-60) 
(4-61) 
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To evaluate the quantity 0 2;0 2 , the term 0 2 becomes 
n m m 
the message power after FM transmission and 0 2 the noise 
n 
power after FM transmission. The message power is 
0 
m 
2 
The noise power can be determined using (4-52) and is 
(4-62) 
(4-63) 
where f is the center frequency of the message channel c 
filter of bandwidth Be in the QDSB demodulator. 
The normalized mean square error for the QDSB/FM 
system is therefore given by 
E~ 2 
QDSB/FM 
= 
n 
f 2 A d c 
f 2 
+ 
c 
--2 
0 
m 
f 2 
2 
{__£__ 
E 2 
p 
[3B + 
c 
B 3 
[3B + 1 ~] 4 p f p 
1 Be 
3 
J} 4f2 . 
c 
If the system is designed such that B 3/f 2 is small p p 
(4-64) 
compared to B and B 3;f 2 is small compared to Be, the p c c 
mean square error can be approximated by 
E~ 2 
QDSB/FM 
n 
= f 2A 2 
d c 
f 2 
[__£__ 
E 2 
p 
(4-65) 
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The power in the baseband pilot signal before transmission 
is 
E 2 
s = _E_ 
p 2 ' (4-66) 
and the power in the baseband message before transmission 
is 
s 
c 
= 0 
m 
2 
Expressing (4-65) in terms of S and S gives p c 
E~ 2 
QDSB/FM 
2 2 
where K is 3n/fd Ac • 
= 
nf 2 
c 
f 2 A 2 
d c 
3B 3B 
c~+ T J 
p c 
(4-67) 
(4-68) 
(4-69) 
If the pilot signal power and the pilot filter band-
width are held constant, the effect of the message channel 
on the mean square error is 
s B 
EI\n2 = K f 2 [1 + _£ c J 1 c 2 B s p c 
(4-70) 
Kl f 
2 cl + ym] = c 2 (4-71) 
B 
Kl = K 
_E 
s p 
where (4-72) 
and 
s B 
__£ c 
Yrn = s B p c 
(4-73) 
If the message signal power and the message filter band-
width are held constant, the effect of the pilot channel 
on the mean square error is 
2 B s 
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2 cl ER K2 f _E_ c l] = B + p c 2 s (4-74) p c 
f 2 l l] = K2 [2 yp + c (4-75) 
B 
K2 K 
c 
= s where (4-76) 
c 
B s 
and . ....E. c yp = s B p c 
(4-77) 
Equation (4-71) is plotted in Figure 4-5 and (4-75) is 
plotted in Figure 4-6. From these figures it is possible 
to obtain a measure of the effect of varying the pilot 
parameter as compared to the effect of varying the message 
channel parameters by an equal amount. The frequency axis 
is expressed as fc x lOk where k is an integer (0, l, 
2 , ••• ) • 
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V. COMPUTER SIMULATION OF AGC 
The calculation of predetection and postdetection 
signal-to-noise ratios can be performed for the FM trans-
mission system. The results of these calculations can be 
found in most textbooks concerning communications systems. 
These results are listed below24 : 
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(S/N) T = 
A 2 
c ( 5-l) 
Ac = the amplitude of the carrier frequency 
n 2 (t) =the additive noise power in the 
(S/N) D 
predetected noise. 
A 2 
= (l c 
2 
n 2 (t) 
f 2 
d 
w2 
fd = the frequency-deviation constant 
w = the bandwidth of the message and ideally 
(5-2) 
the bandwidth of the lowpass filter follow-
ing the FM demodulator. 
The detected signal-to-noise ratio and the signal-to-
noise ratio detection gain for an FM signal is thus seen 
to be proportional to the mean square value of the message 
signal. In many cases, the message signal will be composed 
of nonstationary data which, if transmitted in this form, 
would result in a varying detected signal-to-noise ratio. 
By regulating the mean square value of the nonstationary 
data to a predetermined level, the signal-to-noise ratio 
could be improved and maintained at a higher value. By 
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use of an AGC circuit at the input to the FM transmitter, 
the mean square value of the message signal can be regulated 
to this predetermined level, allowing such an improvement 
in the signal-to-noise ratio at the output of the FM 
receiver. An AGC circuit at the input to the FM trans-
mitter requires an AGC circuit to be used at the output 
of the FM receiver to restore the proper amplitude to the 
baseband spectrum. The FM link is shown in Figure 5-l. 
The AGC circuit will introduce errors into the system 
due to nonideal response characteristics. As stated 
previously, AGC circuits have been analyzed for the linear 
gain control case; therefore, this work will concentrate 
on the AGC circuit when the gain function of the voltage 
controlled amplifier (VCA) is nonlinear. The nonlinear 
function, being extremely difficult to handle mathematically, 
may be dealt with much easier by using a computer simula-
tion to evaluate the AGC response characteristics. 
The AGC circuit can be modeled as described in 
Chapter III, Section B, where K(t) is the gain function 
of the VCA, A the gain of the feedback loop, h(t) the 
impulse response of the loop low pass filter, and Ep the 
desired de value of the output of the AGC circuit. The 
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Figure 5-l. FM Portion of a Communication System Using AGC 
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...J 
impulse response, h(t), for the low pass filter with band-
width B radians per second is 
h(t) = Be-Bt • (5-3) 
If the AGC circuit is to introduce no error, then it 
must respond instantaneously to a step input. This instan-
taneous response requires infinite bandwidth and is thus 
impractical. The response time of the AGC circuit was 
evaluated for various nonlinear gain functions and compared 
to that of the linear case. The data was obtained by use 
of a computer simulation using the System/360 Continuous 
System Modeling Program (CSMP). Referring to Figure 3-4, 
the following equations can be written to describe the 
AGC circuit. 
EO = KEI 
E2 = EP - EO 
dE) = BE2 - BE3 dt 
G = AE3 
K = gain function chosen for the VCA . 
(5-4) 
(5-5) 
(5-6) 
(5-7) 
(5-8) 
Equation (5-6) , obtained as the time domain representation 
of the transfer function of the low pass filter, may be 
solved when K is a linear function. When K becomes non-
linear, the solution of Equation (5-6) becomes difficult. 
The computer simulation simplifies this task. For the 
time response analysis, EI = 8.0 v step function at time 
t = 0. The output, EO, was plotted and the time at which 
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the output was within 36.8% of being at its steady state 
value is defined as the settling time. Figure 5-2 is 
EO obtained from an actual computer simulation. It can 
be noted that there is also an error in the steady-state 
value of the output signal. Table I tabulates the data 
received from the time response analysis of the AGC loop. 
Figure 5-3 is a sample CSMP program used to obtain this 
data. 
In the above analysis, the input to the AGC circuit 
was assumed to be noise free. In actual conditions, noise 
will perturb the input signal and thus errors will be 
introduced at the output of the AGC loop due to the track-
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ing of the input noise. This tracking error can be defined 
as 
E = KEI(t) - E T p (5-9) 
The noise will be the additive noise used previously in 
this work. If 
EI = 4.0 + n(t) (5-10) 
and EP = 4.0 (5-11) 
then the resulting error is the tracking error caused by 
the noise in the input. Since n(t) = 0, the average value 
of the tracking error will also be zero and the power in 
the error becomes the variance of the tracking error. The 
variance of the tracking error as a function of signal-to-
noise ratio of the input signal for various VCA gain 
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Table I. Time Response Analysis Data for the 
Noise Free AGC Circuit 
Settling Time EO Steady State 
K (G) Sec Volts 
1 + G 1.000 4.049 
1 + G + .01G2 1.021 4.049 
1 + G + .03G2 1.031 4.050 
1 + G + .OSG 2 1. 0 38 4.051 
1 + G + .07G2 1.050 4.052 
1 + G + .1G2 1.061 4.052 
1 + G + .2G2 1.100 4.057 
Deap Sp(-.1,+.1) 1.228 4.059 
G 1.370 4.067 e 
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****CONTINUOUS SYSTEM MODELING PROGRAM**** 
***PROBLEM INPUT STATEMENTS*** 
EI=8.0 
EP=4.0 
BETA=O.Ol235 
A=lO.O 
EO=EI*K 
E2=EP-EO 
E3D=BETA*E2-BETA*E3 
E3=INTGRL(O.O,E3D) 
G=A*E3 
K=l+G 
TIMER DELT=O.OOl,FINTIM=50.0,0UTDEL=O.lO 
PRINT EO 
PRTPLT EO 
END 
STOP 
Figure 5-3. Sample CSMP Program to Determine Transient 
Response 6£ AGC Circuit 
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characteristics was simulated using CSMP. A sample program 
for these simulations is shown in Figure 5-4. The results 
of these simulations are presented in Table II. 
The computer simulation of the AGC circuit used to 
obtain the above results thus provides a method to evaluate 
AGC performance using actual circuit conditions rather than 
ideal conditions. The simulation allows the investigation 
of many aspects of the AGC circuit with the ease of varying 
circuit parameters, input signals, filter functions, and 
obtaining data to a very high degree of accuracy. During 
this work, the gain function of the VCA was varied using 
several nonlinear functions. The resulting errors 
increased only slightly from those existing when the normal 
linear gain function is used. 
****CONTINUOUS SYSTEM MODELING PROGRAM**** 
***PROBLEM INPUT STATEMENTS*** 
PARAMETER C=(0.3,0.7,0.9) 
B=6.283 
AO=SIN( B*(O.l+0.0*0.2)*TIME+2.23) 
Al=SIN( B*(O.l+l.0*0.2)*TIME+5.76) 
A2=SIN( B*(O.l+2.0*0.2)*TIME+l.Sl) 
A3=SIN( B*(O.l+3.0*0.2)*TIME+4.46) 
A4=SIN( B*(O.l+4.0*0.2)*TIME+2.58) 
AS=SIN( B*(O.l+S.0*0.2)*TIME+4.32) 
A6=SIN( B*(O.l+6.0*0.2)*TIME+3.39) 
A7=SIN( B*(O.l+7.0*0.2)*TIME+l.l9) 
A8=SIN( B*(O.l+8.0*0.2)*TIME+l.OO) 
A9=SIN( B*(O.l+9.0*0.2)*TIME+l.l3) 
AlO=SIN( B*(O.l+l0.0*0.2)*TIME+4.58) 
All=SIN( B*(O.l+ll.0*0.2)*TIME+3.58) 
Al2=SIN( B*(O.l+l2.0*0.2)*TIME+l.88) 
Al3=SIN( B*(O.l+l3.0*0.2)*TIME+l.OO) 
Al4=SIN( B*(O.l+l4.0*0.2)*TIME+6.02) 
AlS=SIN( B*(O.l+l5.0*0.2)*TIME+2.38) 
Al6=SIN( B*(O.l+l6.0*0.2)*TIME+l.94) 
Al7=SIN( B*(O.l+l7.0*0.2)*TIME+4.90) 
Al8=SIN(B*3.7*TIME+l.61) 
Al9=SIN(B*3.9*TIME+2.26) 
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A20=SIN(B*4.l*TIME+l.39) 
EI=4.0+C*(Al+A2+A3+A4+A5+A6+A7+A8+A9+Al0+All+Al2+Al3 .. 
+Al4+Al5+Al6+Al7+Al8+Al9+A20) 
EP=4.0 
BETA=O.Ol235 
A=lO.O 
EO=EI*K 
E2=EP-EO 
E3D=BETA*E2-BETA*E3 
E3=INTGRL(O.O,E3D) 
G=A*E3 
K=l.O+G+O.OS*(G**2) 
TE=4.0-EO 
TESQ=TE**2 
ITE=lO.O**(-lO.O)+INTGRL(O.O,TE) 
ITESQ=lO.O**(-lO.O)+INTGRL(O.O,TESQ) 
D=TIME+l0.0**(-10.0) 
MS=(l.O/D)*ITESQ 
AVSQ=(l.O/D*ITE)**2 
VARTE=MS-AVSQ 
TIMER DELT=O.OOl,OUTDEL=O.l,FINTIM=lS.O 
PRINT VARTE 
END 
STOP 
F . r 5 4 Sample CSMP Program to Determine Variance lgu e • • 
in Tracking Error 
Table II. Tracking Error Data for AGC Circuit Operating 
in the Presence of Noise 
Variance in Amplitude of 
K (G) Tracking Error Noise Terms 
1 + G 0.9223 0.3 
5.107 0.7 
8.562 0.9 
1 + G + .03G2 0.9223 0. 3 
5.108 0.7 
8.564 0.9 
1 + G + .05G2 0.9223 0.3 
5.108 0.7 
8.564 0.9 
1 + G + 0.2G2 0.9223 0.3 
5.108 0.7 
8.564 0.9 
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VI. RESULTS AND CONCLUSIONS 
The analysis of the QDSB demodulator began by 
examining the effect of pilot phase error. It was found 
that channel crosstalk and message attenuation were caused 
by pilot phase error. Channel isolation was determined 
as a function of pilot signal-to-noise ratio and it was 
determined that once desirable channel isolation is 
achieved, the pilot signal-to-noise ratio is high and thus 
the pilot phase error is extremely small. The mean square 
error due to the attenuation of the message signal is 
insignificant once desirable channel isolation require-
ments are achieved. 
The effect of noise in both the pilot and message 
was examined. The signal-to-noise ratio detection gain 
was calculated for the QDSB demodulation. The maximum 
detection gain, found to occur for the case of perfect 
coherent demodulation, is equal to unity. This detection 
gain was compared to results for DSB and SSB. The maximum 
detection gain for DSB was found to be twice that for 
QDSB and that for SSB was found equal to that for QDSB. 
The normalized mean square error was calculated for 
QDSB, DSB, and SSB. For the special case of perfect 
coherent demodulation, the mean square error is equal for 
the three types of modulation. When including the effect 
of pilot phase error, the magnitudes of the mean square 
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error can be compared by observing that the value of a 2 
0 
will be larger than the value of a 0
4
. It was previously 
determined that the pilot phase error will be extremely 
small once desirable channel isolation requirements are 
achieved. If the phase error is less than unity, 
>> The normalized mean square error for QDSB and 
SSB is equal and contains terms 2 of a 0 • The mean square 
error for DSB contains terms of 4 a0 • Therefore, the mean 
square error for DSB will be smaller than that for QDSB 
or SSB. 
The mean square error for the QDSB/FM system was 
calculated as a function of the baseband modulation fre-
quency, the pilot frequency, and the filter bandwidths 
2 in the QDSB demodulator. It was found that if B 3/f << p p 
B and B 3/f 2 << B 
c' 
the mean square error could be p c c 
expressed in terms of the power in the pilot, the power in 
the message, the bandwidth of the message channel filter 
and the bandwidth of the pilot channel filter. For the 
pilot power and pilot filter bandwidth held constant, the 
mean square error was expressed as a function of the signal 
power and message filter bandwidth. For the signal power 
and message filter bandwidth held constant, the mean 
square error was expressed as a function of the pilot 
power and pilot filter bandwidth. The graph of the mean 
square error for these two conditions shows that the 
magnitude of the mean square error increases by a larger 
amount when the ratio of power to filter bandwidth for the 
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message is decreased than when the ratio for the pilot 
is decreased by a corresponding amount. Thus the message 
channel parameters have a larger effect on the mean square 
error than the pilot channel parameters. This does not 
imply that the pilot is not important. The pilot must be 
present with small phase error to achieve demodulation of 
the message signals. 
A digital computer simulation of the QDSB demodu-
lation was attempted. It was possible to simulate cross-
talk error and message channel attenuation; however, a 
simulation for the calculation of mean square error was 
not successful. Results were obtained when the demodulator 
was operating with a large mean square error. As the 
magnitude of the mean square error decreased, it was found 
that the computer run time must increase in order to get 
a reasonable average of the channel statistics to compute 
the mean square error. It was concluded that the lengthy 
computer time would not justify the continuation of the 
simulation. Frank and Kurland recommended the use of an 
analog/hybrid computer for such simulations to decrease 
t . 25 computer run 1me . 
The AGC circuit for the FM transmission system was 
simulated using a digital computer. Various nonlinear gain 
control functions were used for the VCA and the results 
compared to those when a linear gain control function is 
used. It was evident that the errors obtained for the 
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nonlinear case were only slightly larger than those for the 
linear case. Therefore, the assumption of a linear gain 
control characteristic is justified. The linear case has 
been analyzed by many authors; therefore, no further 
analysis was attempted in this work. 
59 
REFERENCES 
1. Harold S. Black, Modulation Theory, Princeton, New 
Jersey; D. Van Nostrand Company, Inc., 1953, p. 176. 
2. A. V. T. Day, United States Patent No. 1,885,010, 
October 25, 1932. 
3. Black, ££· cit, p. 178. 
4. H. Nyquist, "Certain Topics in Telegraph Transmission 
Theory," Transactions of the American Institute of 
Electrical Engineers, New York, Vol. 47, April 1928, 
pp. 617-644. 
5. William H. Tranter, "The Performance of QDSB/FM 
Systems in the Presence of Additive Noise and Time-
Base Perturbations," Proceedings of the National 
Electronics Conference, Vol. 26, December 1970. 
6. Gill and Leong, "Response of an AGC Amplifier to Two 
Narrow-Band Input Signals," IEEE Transactions on 
Conununications Technology, Vol. COM-14, No. 4,-
August 1966. 
7. Schachter and Bergstein, "Noise Analysis of an 
Automatic Gain Control System," IEEE Transactions 
on Automatic Control, July 1964. 
8. Edwin D. Banta, "Analysis of an Automatic Gain 
Control (AGC) ," IEEE Transactions on Automatic 
Control, April 1964. 
9. B. M. Oliver, "Automatic Volumn Control as a Feedback 
Problem," Proceedings of the ! . R. E. , April 19 4 8. 
10. Victor and Brockman, "The Application of Linear 
Servo Theory to the Desig.n of AGC Loops," Proceedings 
of the ~.R.E., February 1960. 
11. Simpson and Tranter, "Baseband AGC in an AM-FM 
Telemetry System," IEEE Transactions on Communication 
Technology, February 1970. 
12. Tranter, lOc. cit. 
13. Hancock and Wintz, Signal Detection Theory, New York: 
McGraw-Hill Book Company, 1966, p. 5. 
60 
14. Bruce A· Carlson, Communication Systems, New York: 
McGraw-Bill Book Company, 1966, p. 159. 
15. Ibid. 
16. Ibid., p. 160. 
17. S. 0. Rice, "Statistical Properties of a Sine Wave 
Plus Random Noise," Bell System Technical Journal, 
Vol. 27, No. l, January 1948, pp. 109-157. 
18. Black, ~ cit. 
19. J. c. Bancock, ~n Introduction to the Principles of 
Communication Theor~, New York: McGraw-Hill Book 
Company, 1961, pp. 133-136. 
20. John Thomas, An Introduction to Statistical Communi-
cation Theory;-New York, JohnlWiley and Sons, Inc., 
1969, P· 64. 
21. Hancock and Wintz,££~., p. 229. 
22. Carlson, op cit., PP· 205-207. 
2 3 . Ibid. , p • 2 61. 
24. Ibid., pp. 256-262. 
25. Frank and Kurland, "Simulation of Delta-Modulation 
Systems Using an Analog/Hybrid Computer," Proceedings 
of the DMR-Mervin J. Kelly Communications Conference, 
Octoberl97o. 
61 
VITA 
Denny Ray Townson was born on August 15, 1947, 
at Lamar, Missouri. He received his primary and secondary 
education at Bronaugh, Missouri. He received his Bachelor 
of Science degree in Electrical Engineering from the 
University of Missouri - Rolla, in Rolla, Missouri, in 
January 1970. He has been enrolled in the Graduate School 
of the University of Missouri - Rolla and employed by the 
University as a Graduate Teaching Assistant and Research 
Assistant since that time. 
62 
