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DERIVATORS, POINTED DERIVATORS, AND STABLE DERIVATORS
MORITZ GROTH
Abstract. We develop some aspects of the theory of derivators, pointed derivators, and stable
derivators. As a main result, we show that the values of a stable derivator can be canonically
endowed with the structure of a triangulated category. Moreover, the functors belonging to the
stable derivator can be turned into exact functors with respect to these triangulated structures.
Along the way, we give a simplification of the axioms of a pointed derivator and a reformulation
of the base change axiom in terms of Grothendieck (op)fibration. Furthermore, we have a new
proof that a combinatorial model category has an underlying derivator.
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0. Introduction and plan
The theory of stable derivators as initiated by Heller [Hel88, Hel97] and Grothendieck [Gro] and
studied, at least in similar settings, among others, by Franke [Fra96], Keller [Kel91] and Maltsinio-
tis [Mal07], can be motivated by saying that it provides an enhancement of triangulated categories.
Triangulated categories suffer the well-known defect that the cone construction is not functorial.
A consequence of this non-functoriality of the cone construction is the fact that there is no good
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theory of homotopy (co)limits for triangulated categories. One can still define these notions, at
least in some situations where the functors are defined on categories which are freely generated
by a graph. This is the case e.g. for the cone construction itself, the homotopy pushout, and the
homotopy colimit of a sequence of morphisms. But in all these situations, the ‘universal objects’
are only unique up to non-canonical isomorphism. The slogan used to describe this situation is
the following one: diagrams in a triangulated category do not carry sufficient information to define
their homotopy (co)limits in a canonical way.
But in the typical situations, as in the case of the derived category of an abelian category or in the
case of the homotopy category of a stable model resp. ∞−category, the ‘model in the background’
allows for such constructions in a functorial manner. So, the passage from the model to the derived
resp. homotopy category truncates the available information too strongly. To be more specific, let A
be an abelian category such that the derived categories which occur in the following discussion exist.
Moreover, let us denote by C(A) the category of chain complexes in A. As usual, let [1] be the
ordinal 0 ≤ 1 considered as a category (0 −→ 1). Hence, for an arbitrary category C, the functor
category C[1] of functors from [1] to C is the arrow category of C. With this notation, the cone
functor at the level of abelian categories is a functor C : C(A[1]) ∼= C(A)[1] −→ C(A). But to give
a construction of the cone functor in terms of homotopical algebra only, one has to consider more
general diagrams. For this purpose, let f : X −→ Y be a morphism of chain complexes in A. Then
the cone Cf of f is the homotopy pushout of the following diagram:
X

f
// Y
0
At the level of derived categories, the cone construction is again functorial when considered as
a functor D(A[1]) −→ D(A). The important point is that one forms the arrow categories before
passage to the derived categories. Said differently, at the level of derived categories, we have, in
general, D(A[1]) ≇ D(A)[1]. Moreover, as we have mentioned, to actually give a construction of
this functor one needs apparently also the derived category of diagrams in A of the above shape
and a homotopy pushout functor. More systematically, one should not only consider the derived
category of an abelian category but also the derived categories of diagram categories and restriction
and homotopy Kan extension functors between them. This is the basic idea behind the notion of a
derivator.
But the theory of derivators is more than ‘only an enhancement of triangulated categories’.
In fact, it gives us an alternative axiomatic approach to an abstract homotopy theory (cf. Re-
mark 2.14). As in the theory of model categories and ∞−categories, there is a certain hierarchy
of such structures: the unpointed situation, the pointed situation, and the stable situation. In the
classical situation of topology, this hierarchy corresponds to the passage from spaces to pointed
spaces and then to spectra. In classical homological algebra, the passage from the derived category
of non-negatively graded chain complexes to the unbounded derived category can be seen as a sec-
ond example for passing from the pointed to the stable situation. In the theory of derivators this
threefold hierarchy of structures is also present, and the corresponding notions are then derivators,
pointed derivators, and stable derivators. Franke has introduced in [Fra96] a theory of systems
of triangulated diagram categories which is similar to the notion of a stable derivator. The fact
that the theory of derivators admits the mentioned threefold hierarchy of structures is one main
advantage over the approach of Franke.
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The theory described in this paper is not completely new. In particular, it owes a lot to Maltsin-
iotis who exposed and expanded the foundations of the theory originating with Grothendieck. The
first two chapters can be considered as a review of these foundations, although our exposition de-
viates somewhat from existing ones. In particular, we make systematic use of the ‘base change
formalism’ from the very beginning, resulting in a streamlined development of the theory. The
more original part of the paper lies in the remaining two chapters in which we use a simplified
notion of pointed derivators as we discuss below.
We give a complete and self-contained proof that the values of a stable derivator can be canon-
ically endowed with the structure of a triangulated category. Similarly, we show that the functors
which are part of the derivator can be canonically turned into exact functors with respect to these
structures. This is in a sense the main work and will occupy the bulk of this paper. Moreover, we
build on ideas of Franke [Fra96] from his theory of systems of triangulated diagram categories and
adapt them to this alternative set of axioms. Similar ideas are used in Lurie’s [Lur11] on the theory
of stable ∞−categories.
Along the way we give a simplification of the axioms of a pointed derivator. The usual definition
of a pointed derivator, here called a strongly pointed derivator, is formulated using the notion of
cosieves and sieves. One usually demands that the homotopy left Kan extension functor i! along a
cosieve i has itself a left adjoint i?, and similarly that the homotopy right Kan extension functor j∗
along a sieve j has a right adjoint j!. Motivated by algebraic geometry, these additional adjoints
are then called exceptional resp. coexceptional inverse image functors. We show that this definition
can be simplified. It suffices to ask that the underlying category of the derivator is pointed, i.e.,
has a zero object. This definition is more easily motivated, more intuitive for topologists, and, of
course, simpler to check in examples. We give a direct proof of the equivalence of these two notions
in Section 3. A second proof of this is given in the stable setting using the fact that recollements
of triangulated categories are overdetermined (cf. Subsection 4.3).
The author is aware of the fact that there will be a written up version of a proof of the existence
of these canonical triangulated structures in a future paper by Maltsiniotis. In fact, Maltsiniotis
presented an alternative, unpublished variant of Franke’s theorem in a seminar in Paris in 2001. He
showed that this notion of stable derivators is equivalent to a variant thereof (as used in the thesis
of Ayoub [Ayo07a, Ayo07b]) where the triangulations are part of the notion. Nevertheless, we give
this independent account. Moreover, the construction of the suspension functor in [CN08] and the
axioms in [Mal07] indicate that that proof will use the (co)exceptional inverse image functors. But
one point here is to show that these functors are not needed for these purposes.
We now turn to a short description of the content of the paper. In Section 1, we give the central
definitions and deduce some immediate consequences of the axioms. The existence of certain very
special (co)limits can be explained using the so-called (partial) underlying diagram functors. We
develop some aspects of the ‘base change calculus’ (Subsection 1.2) which is the main tool in most
of the proofs in this paper. Using that calculus we are able to characterize derivators by saying
that they satisfy base change for Grothendieck (op)fibrations. This in turn is the key ingredient to
establish the theoretically important class of examples, that for a derivator D the prederivator DM
(cf. Example 1.7) is also a derivator (Theorem 1.31). As a further class of examples, we give a simple,
i.e., completely formal, proof that combinatorial model categories have underlying derivators.
In Section 2, we introduce morphisms and natural transformations in the context of derivators
which leads to the 2-category Der of derivators. We then turn to homotopy-colimit preserving
morphisms and establish some basic facts about them. In particular, again using the fact that
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derivators satisfy base change for Grothendieck (op)fibrations we show that homotopy Kan exten-
sions in a derivator of the form DM are calculated pointwise (Proposition 2.6) which will be of some
importance in Section 4. Moreover, we study in some detail the notion of an adjunction between
derivators.
In Section 3, we consider pointed derivators and give the typical examples. We prove that our
‘weaker’ definition of a pointed derivator is equivalent to the ‘stronger’ one using the (co)exceptional
inverse image functors (Corollary 3.8). Moreover, in the pointed context homotopy right Kan ex-
tensions along sieves give ‘extension by zero functors’ and dually for cosieves (Proposition 3.6). We
briefly talk about (co)Cartesian squares in a derivator and deduce some properties about them.
An important example of this kind of results is the composition and cancellation property of
(co)Cartesian squares (Proposition 3.14). Another one is a ‘detection result’ for (co)Cartesian
squares in larger diagrams (Proposition 3.11) which is due to Franke [Fra96]. We close the section
by a discussion of the important suspension, loop, cone, and fiber functors.
In the final section, we stick to stable derivators for which by definition the classes of coCartesian
and Cartesian squares coincide. Some nice consequences of this are that the suspension and the loop
morphisms define inverse equivalences, that biCartesian squares satisfy the 2-out-of-3 property, and
that we are working in the additive context (Proposition 4.7 and Corollary 4.14). The main aim of
the section is to establish the canonical triangulated structures on the values of a stable derivator
(Theorem 4.15). These are preserved by exact morphisms of stable derivators (Proposition 4.18)
and, in particular, by the functors belonging to the stable derivator itself (Corollary 4.19). In the
last subsection, we remark that, given a stable derivator and a (co)sieve, we obtain a recollement
of triangulated categories. This reproves, in the stable case, that pointed derivators are ‘strongly
pointed’.
There are three more remarks in order before we begin with the paper. First, we do not develop
the general theory of derivators for its own sake and also not in its broadest generality. In this
paper, we only develop as much of the general theory as is needed to give complete, self-contained
proofs of the mentioned results. Nevertheless, this paper may serve as an introduction to many
central ideas in the theory of derivators and no prior knowledge is assumed.
The second remark concerns duality. Many of the statements in this paper have dual statements
which also hold true by the dual proof (the reason for this is Example 1.16). In most cases, we
will not make these statements explicit and we will hardly ever give a proof of both statements.
Nevertheless, we allow ourselves to refer to a statement also in cases where, strictly speaking, the
dual statement is needed.
The last remark concerns the terminology employed here. In the existing literature on derivators,
the term ‘triangulated derivator’ is used instead of ‘stable derivator’. We preferred to use this
different terminology for two reasons: First, the terminology ‘triangulated derivator’ (introduced
by Maltsiniotis in [Mal07]) is a bit misleading in that no triangulations are part of the initial
data. One main point of this paper is to give a proof that these triangulations can be canonically
constructed. Thus, from the perspective of the typical distinction between structures and properties
the author does not like the former terminology too much. Second, in the related theories of model
categories and ∞−categories, corresponding notions exist and are called stable model categories
and stable ∞−categories respectively. So, the terminology stable derivator reminds us of the related
theories.1
1This research was supported by the Deutsche Forschungsgemeinschaft within the graduate program ‘Homotopy
and Cohomology’ (GRK 1150)
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1. Derivators
1.1. Basic definitions. As we mentioned in the introduction, the basic idea behind a derivator is
to consider simultaneously derived or homotopy categories of diagram categories of different shapes.
So, the most basic notion in this business is the following one.
Definition 1.1. A prederivator D is a strict 2-functor D : Catop −→ CAT.
Here, Cat denotes the 2-category of small categories, Catop is obtained from Cat by reversing the
direction of the functors, while CAT denotes the ‘2-category’ of not necessarily small categories.
There are the usual set-theoretical problems with the notion of the ‘2-category’ CAT in that this
will not be a category enriched over Cat. Since we will never need this non-fact in this paper, we use
slogans as the ‘2-category CAT’ as a convenient parlance and think instead of a prederivator as a
function D as we describe it now. Given a prederivator D and a functor u : J −→ K, an application
of D to u gives us two categories D(J), D(K), and a functor
D(u) = u∗ : D(K) −→ D(J).
Similarly, given two functors u, v : J −→ K and a natural transformation α : u −→ v, we obtain an
induced natural transformation α∗ as depicted in the next diagram:
J
u
''
v
88
✤✤ ✤✤
 α K D(K)
u∗
**
v∗
44
✤✤ ✤✤
 α∗ D(J)
This datum is compatible with compositions and identities in a strict sense, i.e., we have equalities
of the respective expressions and not only coherent natural isomorphisms between them. For the
relevant basic 2-categorical notions, which were introduced by Ehresmann in [Ehr63], we refer
to [KS05] or to [Bor94a, Chapter 7], but nothing deep from that theory is needed here.
The following examples give an idea of how such prederivators arise. Among these probably the
second, third, and fourth one are the examples to have in mind in later sections.
Example 1.2. Every category C gives rise to the prederivator represented by C:
y(C) = C : J 7−→ CJ
Here, CJ denotes the functor category of functors from J to C.
Anticipating the fact that we have a 2-category PDer of prederivators (cf. Section 2) we want to
mention that this example extends to a (2-categorical) Yoneda embedding y : CAT −→ PDer . In
this and the companion papers ([Gro11, Gro12a]) we introduce many notions for derivators which
are analogs of well-known notions from category theory. Then it will be important to see that
these notions are extensions of the classical ones in that both notions coincide on the represented
(pre)derivators.
Example 1.3. Let A be a sufficiently nice abelian category, i.e., such that we can form the derived
categories occurring in this example without running into set theoretical problems. Recall that,
by definition, the derived category D(A) is the localization of the category of chain complexes at
the class of quasi-isomorphisms. For a category J , the functor category AJ is again an abelian
category. In the associated category of chain complexes C(AJ ) ∼= C(A)J , quasi-isomorphisms are
defined pointwise, so that restriction of diagram functors induce functors on the level of derived
categories. Thus, we have the prederivator DA associated to an abelian category A:
DA : J 7−→ DA(J) = D(A
J )
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The next example assumes some knowledge of model categories. The original reference is [Qui67]
while a well written, leisurely introduction to the theory can be found in [DS95]. Much more material
is treated in the monographs [Hov99] and [Hir03].
Convention 1.4. In this paper model categories are assumed to have limits and colimits of all
small (as opposed to only finite) diagrams. Furthermore, we do not take functorial factorizations
as part of the notion of a model category. First, this would be an additional structure on the model
categories which is anyhow not respected by the morphisms, i.e., by Quillen functors. Second, this
assumption would be a bit in conflict with the philosophy of higher category theory. The category
of -say- cofibrant replacements of a given object in a model category is contractible so that any
choice is equally good and there is no essential difference once one passes to homotopy categories.
We refer to [Hir03, Part 2] for many results along these lines.
Example 1.5. Let M be a cofibrantly generated model category. Recall that one of the good
things about cofibrantly generated model categories is that diagram categories MJ can be endowed
with the so-called projective model structure. In more detail, let us call a natural transformation of
M−valued functors a projective fibration if all components are fibrations, and similarly a projective
weak equivalence if all components are weak equivalences in M. A projective cofibration is a map
which has the left-lifting-property with respect to all maps which are simultaneously projective
fibrations and projective weak equivalences. With these definitions, MJ is again a model category
and we can thus consider the associated homotopy category. Recall that the canonical functor
γ : M −→ Ho(M) from M to its homotopy category is a 2-localization. This means, that γ induces
for every category C an isomorphism of categories
γ∗ : CHo(M) −→ C(M,W )
where the right-hand-side denotes the full subcategory of CM spanned by the functors which send
weak equivalences to isomorphisms. Moreover, since projective weak equivalences are defined as
levelwise weak equivalences, these are preserved by restriction of diagram functors. By the universal
property of the localization functors the restriction of diagram functors descend uniquely to the
homotopy categories. Thus, given such a cofibrantly generated model category M, we can form the
prederivator DM associated to M if we set
DM : J 7−→ DM(J) = Ho(M
J).
A similar example can be given using the theory of ∞−categories (aka. quasi-categories, weak
Kan complexes), i.e., of simplicial sets satisfying the inner horn extension property. These were
originally introduced by Boardman and Vogt in their work [BV73] on homotopy invariant algebraic
structures. Detailed accounts of this theory are given in the tomes due to Joyal [Joy08b, Joy08c,
Joy08a, Joy] and Lurie [Lur09, Lur11]. A short exposition of many of the central ideas and also of
the philosophy of this theory can be found in [Gro10].
Example 1.6. Let C be an ∞−category and let K ∈ Set∆ be a simplicial set. Then one can show
that the simplicial mapping space CK• = homSet∆(∆
•×K,C) is again an∞−category (as opposed to
a more general simplicial set). This follows from the fact that the Joyal model structure ([Joy08b])
on the category of simplicial sets is Cartesian. We can hence vary the simplicial set K and consider
the associated homotopy categories Ho(CK). Using the nerve functor N which gives us a fully
faithful embedding of the category Cat in the category Set∆ of simplicial sets, we thus obtain the
prederivator DC associated to the ∞−category C:
DC : J 7−→ DC(J) = Ho
(
C
N(J)
)
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The functoriality of this construction follows from Theorem 5.14 of [Joy08a].
The last example which we are about to mention now does not seem to be too interesting in
its own right. But as we will see later it largely reduces the amount of work in many proofs (cf.
Theorem 1.31).
Example 1.7. Let D be a prederivator and let M be a fixed category. Then the assignment
D
M : Catop −→ CAT : J 7−→ DM (J) = D(M × J)
is again a prederivator. Similarly, given a functor u : L −→M we obtain a morphism of 2-functors
u∗ : DM −→ DL . There is a notion of morphisms of prederivators (cf. Section 2 and more specifically
Example 2.1) and it is easy to see that the pairing (M,D) 7−→ DM is actually functorial in both
variables. Moreover, we have coherent isomorphisms (DL)M ∼= DL×M and De ∼= D for the terminal
category e.
Remark 1.8. i) In some situations, in particular under certain finiteness conditions, one does
not wish to consider diagrams of arbitrary shapes but only of a certain kind (e.g. finite, finite-
dimensional, posets). There is a notion of a diagram category Dia which is a 2-subcategory of
Cat having certain closure properties. Correspondingly, there is then the associated notion of a
prederivator of type Dia. We preferred to not give these definitions at the very beginning since
we wanted to start immediately with the development of the theory. Once the main results are
established we check which properties have been used and come back to this point (cf. the discussion
before Definition 4.21). So, the reader is invited to replace ‘a (pre)derivator’ by ‘a (pre)derivator of
type Dia’ throughout this paper. An example of the usefulness of this more flexible notion is given
by Keller in [Kel07] where he shows that there is a stable derivator associated to an exact category
in the sense of Quillen [Qui73] if one restricts to finite directed diagrams.
ii) There is an additional remark concerning the definition of a prederivator. In our setup a pre-
derivator is a 2-functor D : Catop −→ CAT as opposed to a more general pseudo-functor (which is for
example used in [Fra96]). More specifically, we insisted on the fact that D preserves identities and
compositions in a strict sense and not only up to coherent natural isomorphisms. Since all examples
showing up in nature have this stronger functoriality we are fine with this notion. However, from the
perspective of ‘homotopical invariance of structures’, a definition based on pseudo-functors would
be better: let D be a prederivator and let us be given a category EJ for each small category J. Let
us moreover assume that we are given equivalences of categories D(J) −→ EJ . Then, in general, we
cannot use the equivalences to obtain a prederivator E with E(J) = EJ such that the equivalences
of categories assemble to an equivalence of prederivators. This would only be the case if the
equivalences are, in fact, isomorphisms which –by the basic philosophy of category theory– is a too
strong notion. Nevertheless, for the sake of a simplification of the exposition we preferred to stick to
2-functors but want to mention that everything we do here can also be done with pseudo-functors.
Let now D be a prederivator and let u : J −→ K be a functor. Motivated by the above examples
we call the induced functor D(u) = u∗ : D(K) −→ D(J) a restriction of diagram functor or precom-
position functor. As a special case of this, let J = e be the terminal category, i.e., the category with
one object and identity morphism only. For an object k of K, we denote by k : e −→ K the unique
functor sending the unique object of e to k. Given a prederivator D, we obtain, in particular, for
each object k ∈ K an associated functor k∗ : D(K) −→ D(e) which takes values in the underlying
category D(e). Let us call such a functor an evaluation functor. For a morphism f : X −→ Y
in D(K) let us write fk : Xk −→ Yk for its image under k∗.
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Definition 1.9. Let D be a prederivator and let u : J −→ K be a functor.
i) The prederivator D admits homotopy left Kan extensions along u if the induced functor u∗ has
a left adjoint:
(u! = HoLKanu, u
∗) : D(J)⇀ D(K)
The prederivator D admits homotopy colimits of shape J if the functor p∗J induced by pJ : J −→ e
has a left adjoint:
(pJ ! = HocolimJ , p
∗
J) : D(J)⇀ D(e)
ii) The prederivator D admits homotopy right Kan extensions along u if the induced functor u∗ has
a right adjoint:
(u∗, u∗ = HoRKanu) : D(K)⇀ D(J)
The prederivator D admits homotopy limits of shape J if the functor p∗J induced by pJ : J −→ e
has a right adjoint:
(p∗J , pJ∗ = HolimJ) : D(e)⇀ D(J)
Recall from classical category theory, that under cocompleteness assumptions left Kan extensions
can be calculated pointwise by certain colimits, and similarly that under completeness assumptions
right Kan extensions can be calculated pointwise by certain limits [ML98, p. 237]. More precisely,
consider u : J −→ K and F : J −→ C where C is a complete category:
J
F //
u

C
K
RKanu(F )
??⑦
⑦
⑦
⑦
Then the right Kan extension RKanu(F ) of F along u exists and can be described using Kan’s
formula [Kan58] as
RKanu(F )k ∼= lim
Jk/
pr∗(F ) = lim
Jk/
F ◦ pr, k ∈ K.
In the above formula, we have used the following notation. Let u : J −→ K be a functor and let k
be an object of K. Then one can form the slice category Jk/ of objects u-under k. An object in
this category is a pair (j, f) consisting of an object j ∈ J together with a morphism f : k −→ u(j)
in K. Given two such objects (j1, f1) and (j2, f2), a morphism g : (j1, f1) −→ (j2, f2) is a morphism
g : j1 −→ j2 in J such that the obvious triangle in K commutes. Dually, one can form the slice
category J/k of objects u-over k. In both cases, there are canonical functors
pr : Jk/ −→ J and pr : J/k −→ J
forgetting the morphism component. We will not distinguish these projection morphisms notation-
ally but it will always be clear from the context which projection morphism we are considering. A
dual formula holds for left Kan extension in the case of a cocomplete target category C and will not
be made explicit.
The corresponding property for homotopy Kan extensions holds in the case of model categories
(cf. Subsection 1.3) and will be demanded axiomatically for a derivator. In order to be able to
formulate this axiom, we have to talk about base change morphisms. For this purpose, let D be a
prederivator and consider a natural transformation of functors α : w◦u −→ u′◦v. By an application
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of D, we thus have the following two squares on the left:
J
v //
u

J ′
u′

D(J) D(J ′)
v∗oo D(K) D(J)
u∗oo D(J ′)
v∗oo
K w
// K ′
⑧⑧
;C
D(K)
u∗
OO
D(K ′)
w∗
oo
u′∗
OO
✟✟✟✟
@H
D(K)
=
VV
u∗
OO
✞✞✞✞
?G
D(K ′)
w∗
oo
u′∗
OO
✟✟✟✟
@H
D(J ′)
=
kk
u′
∗
oo
✟✟✟✟
@H
Let us assume that D admits homotopy right Kan extensions along u and u′. We denote any chosen
adjoints and the corresponding adjunction morphisms by
(u∗, u∗), η : id −→ u∗ ◦ u
∗, and ǫ : u∗ ◦ u∗ −→ id
in the case of u and similarly in the case of u′. This can be used to extend our square to the
upper right diagram in which the additional natural transformation are given by the respective
adjunction morphisms. We can thus define the natural transformation α∗ by pasting this diagram
to a single natural transformation. Spelling this out, α∗ is given by the following composition of
natural transformations:
w∗ ◦ u′∗
α∗ //
η

u∗ ◦ v∗ D(J)
u∗

D(J ′)
v∗oo
u′
∗

✻✻✻✻W_
u∗ ◦ u∗ ◦ w∗ ◦ u′∗ α∗
// u∗ ◦ v∗ ◦ u′∗ ◦ u′∗
ǫ′
OO
D(K) D(K ′)
w∗
oo
This natural transformation α∗ is called ‘the’ Beck-Chevalley transformed 2-cell associated to α.
Since this construction is very important in this paper let us make explicit the dual construction.
So, let us consider a natural transformation α : u′ ◦ v −→ w ◦ u as in:
J
⑧⑧{
v //
u

J ′
u′

D(J)
✟✟✟✟ 
D(J ′)
v∗oo D(K)
✞✞✞✞
D(J)
✟✟✟✟ 
u!oo D(J ′)
✟✟✟✟ 
v∗oo
K w
// K ′ D(K)
u∗
OO
D(K ′)
u′∗
OO
w∗
oo D(K)
=
VV
u∗
OO
D(K ′)
w∗
oo
u′∗
OO
D(J ′)
=
kk
u′!
oo
Under the assumption that the prederivator admits homotopy left Kan extensions along u and u′
we can proceed as above and define the natural transformation α! by pasting, i.e., as follows:
u! ◦ v∗
α! //
η′

w∗ ◦ u′! D(J)
u!

D(J ′)
v∗oo
u′!

u! ◦ v∗ ◦ u′∗ ◦ u′! α∗
// u! ◦ u∗ ◦ w∗ ◦ u′!
ǫ
OO
D(K)
✻✻✻✻

D(K ′)
w∗
oo
This natural transformation α! is again called ‘the’ Beck-Chevalley transformed 2-cell associated
to α.
In both cases, we constructed a new 2-cell by choosing certain adjoint functors and then com-
posing with the adjunction morphisms. It is immediate that the result depends on these choices
only up to natural isomorphism. This technique will be developed a bit more systematically in
Subsection 1.2 but see also [Gro12b] where some aspects from classical category theory are treated
from this perspective.
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At the very moment, we are interested in the following situation. Let u : J −→ K be a functor
and k ∈ K an object. Identifying k again with the corresponding functor k : e −→ K, we have the
following two natural transformations α in the context of the slice constructions:
Jk/
pr
//
pJk/

J
u

J/k
pr
//
pJ/k

✂✂✂}
J
u

e
k
// K
✂✂
=E
e
k
// K
The components of α at (j, f : k −→ u(j)) resp. (j, f : u(j) −→ k) are f in both cases. Assuming D
to be a prederivator admitting the necessary homotopy Kan extensions, we thus obtain the following
Beck-Chevalley transformed 2-cells α∗ and α! :
D(Jk/)
HolimJk/

D(J)
pr∗
oo
u∗

✻✻✻✻W_
D(J/k)
HocolimJ/k

D(J)
pr∗
oo
u!

D(e) D(K)
k∗
oo D(e)
✻✻✻✻

D(K)
k∗
oo
Asking these natural transformations to be isomorphisms is a convenient way to axiomatize Kan’s
formulas. With these preparations we can give the central definition of a derivator.
Definition 1.10. A prederivator D is called a derivator if it satisfies the following axioms:
(Der1) For two categories J1 and J2, the functor D(J1 ⊔ J2) −→ D(J1) × D(J2) induced by the
inclusions is an equivalence of categories. Moreover, the category D(∅) is not the empty category.
(Der2) A morphism f : X −→ Y in D(J) is an isomorphism if and only if fj : Xj −→ Yj is an
isomorphism in D(e) for every object j ∈ J.
(Der3) For every functor u : J −→ K, there are homotopy left and right Kan extensions along u:
(u!, u
∗) : D(J)⇀ D(K) and (u∗, u∗) : D(K)⇀ D(J).
(Der4) For every functor u : J −→ K and every k ∈ K, the morphisms
HocolimJ/k pr
∗(X)
α!−→ u!(X)k and u∗(X)k
α∗−→ HolimJk/ pr
∗(X)
are isomorphisms for all X ∈ D(J).
A few remarks on the axioms are in order. The first axiom says of course that a diagram on a
disjoint union is completely determined by its restrictions to the direct summands. The second part
of the first axiom is included in order to exclude the ‘empty derivator’ as an example. But it will
also imply the existence of initial and final objects (cf. Proposition 1.12). The second axiom can be
motivated from the examples as follows. A natural transformation is an isomorphism if and only
if it is pointwise an isomorphism. Similarly, in the context of an abelian category, there is the easy
fact that a morphism of chain complexes in a functor category is a quasi-isomorphism if and only
if it is a quasi-isomorphism at each object. Moreover, in the context of model categories, whatever
model structure one establishes on a diagram category with values in a model category, one certainly
wants the class of weak equivalences to be defined pointwise. Finally, the corresponding result for
∞−categories is established by Joyal as Theorem 5.14 in [Joy08a]. The last two axioms of course
encode a ‘homotopical bicompleteness property’ together with Kan’s formulas. One could easily
develop a more general theory of prederivators which are only homotopy (co)complete or even only
have a certain class of homotopy (co)limits.
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Example 1.11. Let C be a category. The represented prederivator y(C) : J 7−→ CJ is a derivator
if and only if C is bicomplete. Thus, the 2-category of bicomplete categories is embedded into the
2-category of derivators.
The idea is of course that the derivator encodes additional structure on its values. One nice
feature of this approach is that this structure does not have to be chosen but its existence can be
deduced from the axioms. Note that all axioms are of the form that they demand a property; the
only actual structure is the given prederivator. This is similar to the situation of additive categories
where the enrichment in abelian groups can uniquely be deduced from the fact that the underlying
category has certain exactness properties. We will come back to this point later in the context of
stable derivators (cf. Remark 4.20).
As a first example of this ‘higher structure’ we give the following example. We will pursue this
more systematically from Subsection 1.2 on. Let J be a category and consider the coproduct J ⊔ J
together with the codiagonal and the inclusion functors:
J
idJ
""❊
❊❊
❊❊
❊❊
❊❊
i1 // J ⊔ J
∇J

J
idJ
||②②
②②
②②
②②
②
i2oo
J
Proposition 1.12. Let D be a derivator and let J be a category.
i) The value of D at the empty category ∅ is trivial, i.e., D(∅) is equivalent to e.
ii) The category D(J) admits an initial object ∅ and a terminal object ∗.
iii) The category D(J) admits finite coproducts and finite products.
Proof. i) Considering the disjoint union ∅ = ∅⊔∅, (Der1) implies that we have an equivalence given
by the diagonal functor D(∅) −→ D(∅) × D(∅). Thus, all morphism sets are either empty sets or
singletons. The first case would deduce a contradiction to the fact that the diagonal is a bijection
on path components. Thus, D(∅) is trivial and we will hence denote any object of D(∅) by 0.
ii) Consider the unique empty functor ∅J : ∅ −→ J and apply (Der3) in order to obtain left resp.
right adjoints
∅J ! : D(∅) −→ D(J), ∅J∗ : D(∅) −→ D(J).
Since a left (right) adjoint preserves initial (final) objects, the image of any object 0 under ∅J ! (∅J ∗)
is an initial (terminal) object in D(J). Let us denote any such image by ∅ respectively ∗.
iii) By (Der1), we have an equivalence of categories (i∗1, i
∗
2) : D(J ⊔ J)
≃
−→ D(J)×D(J). Choose an
inverse equivalence k and consider the following diagram:
D(J)× D(J)
k //
D(J ⊔ J)
∇J ! //
(i∗1 ,i
∗
2)
oo D(J) : ∆D(J)
∇∗J
oo
Since the right adjoint is the diagonal functor, ∇J ! ◦ k gives a coproduct. Similarly, ∇J∗ ◦ k will
define a product functor on D(J). 
We want to emphasize that, in general, the values of a derivator only have very few categorical
(co)limits. In order to relate this to the homotopical variants and also for later purposes, let
us introduce the underlying diagram functors and their partial variants. We saw already that
an object m ∈ M induces an evaluation functor m∗ : D(M) −→ D(e). Similarly, a morphism
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α : m1 −→ m2 in M can be considered as a natural transformation of the corresponding classifying
functors and thus gives rise to
e
m1
((
m2
66
✤✤ ✤✤
 α M, D(M)
m∗1 **
m∗2
44
✤✤ ✤✤
 α∗ D(e).
Under the categorical exponential law which can be written in a suggestive form as(
D(e)D(M)
)M
∼= D(e)M×D(M) ∼=
(
D(e)M
)D(M)
,
we hence obtain an underlying diagram functor
diaM : D(M) −→ D(e)
M .
Similarly, given a product M × J of two categories and m ∈M , we can consider the corresponding
functor
m× idJ : J ∼= e× J −→M × J.
Following the same arguments as above, we obtain a partial underlying diagram functor
diaM,J : D(M × J) −→ D(J)
M .
Thus, the natural isomorphism M ∼=M × e induces an identification of diaM and diaM,e . Now, the
functor pM : M −→ e gives rise to the following diagram
D(M)
diaM //
HocolimM

HolimM
  
D(e)M
   
D(e)
p∗M
OO
id
// D(e)
∆M
OO
which commutes in the sense that we have diaM ◦ p∗M = ∆M : D(e) −→ D(e)
M . If the underlying
diagram functor diaM happens to be an equivalence for a certain category M , then also ∆M has
adjoints on both sides, i.e., the category D(e) has then (co)limits of shape M. Similar remarks
apply to the case of the partial underlying diagram functor diaM,J where we would then deduce a
conclusion about the category D(J). Now, axiom (Der1) implies that the partial underlying diagram
functors
dia∅,J : D(∅) −→ D(J)
∅ = e and diae⊔e,J : D(J ⊔ J) −→ D(J)× D(J)
are equivalences. This explains why we were able to deduce Proposition 1.12 from the axioms but,
in general, do not have other categorical (co)limits.
Although, in general, we do not want to assume that also other partial underlying diagram func-
tors are equivalences, the following definition is very important. This definition again emphasizes
the importance of the distinction between the categories D(K) and D(e)K .
Definition 1.13. A derivator D is called strong if the partial underlying diagram functor
dia[1],J : D([1]× J) −→ D(J)
[1]
is full and essentially surjective for each category J.
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Remark 1.14. The strongness property of a derivator is a bit harder to motivate. It can be
checked that the derivators associated to model categories are strong. Moreover, since the partial
underlying diagram functors are isomorphisms for represented derivators, these are certainly also
strong. Thus, the strongness property is satisfied by the naturally occurring derivators.
In this paper, the strongness will play a key role in the construction of the triangulated structures
on the values of a stable derivator. The point is that the strongness property allows one to lift
morphisms in the underlying category D(e) to objects in the category D([1]) where we can apply
certain constructions to it. Similarly, it allows us to lift morphisms in D(e)[1] to morphisms in D([1])
or even to objects in D([1]× [1]).
But it is not only the case for the stable context that the strongness property is convenient.
Already in the context of pointed derivators it is very helpful. This property allows the construction
of fiber and cofiber sequences associated to a morphism in the underlying category of a strong,
pointed derivator. Similarly, one might expect that in later developments of the theory this property
will also be useful in the unpointed context. Nevertheless, we follow Maltsiniotis in not including
the strongness as an axiom of the basic notion of a derivator.
Moreover, it might be helpful to consider variants of the definition. Given a family F of small
categories, we define a derivator D to be F-strong if the partial underlying diagram functors diaM,J
are full and essentially surjective for all M ∈ F and all categories J. Heller considered in [Hel88]
the case where F consists of all finite, free categories.
Let us quickly recall the dualization process for derivators. As the author was confused for a
while about the different dualizations for 2-categories we will give some details. The point is that
given a 2-category C we obtain a new 2-category Cop be inverting the direction of the 1-morphisms
and we get a further 2-category Cco by inverting the direction of the 2-morphisms. Moreover, these
operations can be combined so that given a 2-category using the various dualizations we obtain 4
different 2-categories (more generally, an n-category has 2n different dualizations).
Let us explain these dualizations more conceptually, i.e., from the perspective of enriched category
theory. First, we can consider ‘the enrichment level’ Cat as a symmetric monoidal category. The
formation of opposite categories can be performed in the context of enriched categories as soon
as the enrichment level is symmetric monoidal (cf. to [Bor94b, Section 6.2]). Thus, we can form
the dual of a 2-category C as a category enriched over Cat . The result of this dualization is the
2-category Cop in which the 1-morphisms have changed direction. Alternatively, since the Cartesian
monoidal structure on the 1-category Cat behaves well with dualization, there is a second way of
dualizing a general 2-category. More precisely, we can consider the dualization of small categories as
a monoidal functor (−)op : Cat −→ Cat with respect to the Cartesian structures. Since any monoidal
functor induces a base change functor at the level of enriched categories (cf. to [Bor94b, Section
6.4]), we obtain a 2-category Cco. This 2-category is obtained from C by inverting the direction of
2-morphisms. Finally, applying both dualizations to C we obtain the 2-category Cco,op = Cop,co.
Remarking that the dualization 2-functor of categories J 7→ Jop inverts the direction of the natural
transformations but keeps the direction of the functors we thus can make the following definition.
Definition 1.15. Let D be a prederivator, then we define the dual prederivator Dop by the following
diagram:
Catop
D
op
//
(−)op

CAT
Catop,co
D
// CATco
(−)op
OO
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Example 1.16. A prederivator D is a derivator if and only if its dual Dop is a derivator.
This result implies that in many general statements about derivators and morphisms between
derivators we only have to prove claims about –say– homotopy left Kan extensions while the cor-
responding claim for homotopy right Kan extensions follows by duality.
1.2. Homotopy exact squares and some properties of homotopy Kan extensions. In this
subsection we want to establish some lemmas about the formation of Beck-Chevalley transformed
natural transformations (as it is used in the definition of a derivator). A very convenient fact is the
nice behavior of this formalism with respect to pasting. Since the Beck-Chevalley transformation
itself already uses pasting of natural transformations let us quickly recall the latter. For this
purpose, let us consider the following two diagrams in CAT :
C1
✂✂}
C2
✂✂}
v1oo C3
v2oo C1 C2
v1oo C3
v2oo
D1
u1
OO
D2
u2
OO
w1
oo D3w2
oo
u3
OO
D1
u1
OO
D2
u2
OO
w1
oo
✂✂
=E
D3
u3
OO
w2
oo
✂✂
=E
If we call in both diagrams the natural transformations α1 and α2 respectively then we can form
the following composite natural transformations:
α1 ⊙ α2 = α1w2 · v1α2 and α2 ⊙ α1 = v1α2 · α1w2
By definition, these natural transformations are obtained by pasting of the respective diagrams.
The chosen notation reminds us of the order the transformations show up in the composition. This
procedure can also be applied to larger diagrams if all natural transformations ‘point in the same
direction’.
To give an example one can use these pasting diagrams to depict the triangular identities for an
adjunction (L,R, η, ǫ) : C ⇀ D as follows:
D
  |
C
⑧⑧{
Loo
=
D C D
Roo
=
C
D
=
RR
R
OO
C
L
oo
=
mm
C
L
OO
C
=
QQ
L
OO
⑧⑧
;C
D
=
mm
R
oo
  
<D
D
R
OO
Here, the unlabeled natural transformations are the adjunction morphisms and we simplified the
notation of an identity transformation by only displaying the corresponding functor.
Let us now turn to the formalism of Beck-Chevalley transformed natural transformations. For
this purpose, let us consider two natural transformations α1 and α2 in CAT as indicated in:
C1
✂✂}
C2
voo C1 C2
voo
D1
u1
OO
D2
u2
OO
w
oo D1
u1
OO
D2
u2
OO
w
oo
✂✂
=E
Under the assumption that the vertical functors have left adjoints ui! we obtain Beck-Chevalley (BC)
transformed 2-cells α1! by pasting as depicted in the following diagram on the left. Similarly, the
existence of right adjoints ui∗ allows us to construct Beck-Chevalley (BC) transformed 2-cells α2∗
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by pasting as shown in the diagram on the right:
D1
✂✂}
C1
✂✂✂✂}
u1!oo C2
✁✁|
voo D1 C1
u1∗oo C2
voo
D1
=
SS
u1
OO
D2w
oo
u2
OO
C2
=
ll
u2!
oo D1
=
SS
u1
OO
✂✂✂
=E
D2w
oo
u2
OO
✂✂✂✂
=E
C2
=
ll
u2∗
oo
✁✁
<D
As an result of these pastings we obtain natural transformations α1! and α2∗ as follows:
C1
u1!

C2
voo
u2!

C1
u1∗

C2
voo
u2∗

❁❁Zb
D1
❁❁❁❁ "
D2w
oo D1 D2w
oo
Again, the resulting natural transformations depend on some choices but only up to natural iso-
morphism. Using this terminology, the natural transformations showing up in axiom (Der4) of
Definition 1.10 are given by the Beck-Chevalley transformed 2-cells associated to the following ones
respectively:
D(J/k)
✟✟✟✟ 
D(J)
pr∗
oo D(Jk/) D(J)
pr∗
oo
D(e)
p∗
OO
D(K)
k∗
oo
u∗
OO
D(e)
p∗
OO
D(K)
u∗
OO
k∗
oo
✟✟✟✟
@H
There is a certain ambiguity in the definition of the Beck-Chevalley transformation. If –say– in
the case of α1 : v ◦ u2 −→ u1 ◦ w the horizontal functors admit right adjoints we obtain a different
transformed 2-cell. However, this gives rise to a conjugate natural transformation (see Lemma 1.20).
We will commit the following abuse of notation. Let us assume we are given a derivator D and
let us assume we have α1 = D(β1) and α2 = D(β2) for corresponding natural transformations βi
in Cat . Then, for simplicity, we will denote the Beck-Chevalley transformed 2-cell associated to α1
and α2 by β1! and β2∗ respectively. Thus, we agree on the following short-hand-notation:
β! = (β
∗)! and β∗ = (β
∗)∗
Moreover, let us say that the transformations β! and β∗ are obtained by ‘base change’.
We give some important classes of examples for this base change formalism to indicate its broad
applicability beyond the purposes in this paper.
Example 1.17. The following natural transformations respectively formations can be obtained by
the base change formalism:
i) adjunction units and adjunction counits
ii) the formation of conjugate transformations (cf. [ML98])
iii) the natural maps expressing that a functor preserves certain (co)limits or Kan extensions
iv) in the context of triangulated categories, the exact structure on a functor adjoint to an exact
functor
v) in the context of a triangulated category with a t-structure (T, τ≥0, τ≤0) the natural isomorphisms
τ≤m ◦ τ≥n −→ τ≥n ◦ τ≤m for m, n ∈ Z
vi) in the context of monoidal categories, the monoidal structure on a functor right adjoint to a
comonoidal functor and dually
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Let us now collect a few key technical lemmas on this formalism. The proofs of these results are
quite formal and we will only include the easiest one here (cf. however to [Gro12b]) to advertise the
convenience of drawing these pasting diagrams. A key fact for the remainder of this paper is the
good behavior of Beck-Chevalley transformed 2-cells with respect to pasting. Thus, let us again
consider two pasting situations in CAT
C1
✂✂}
C2
✂✂}
v1oo C3
v2oo C1 C2
v1oo C3
v2oo
D1
u1
OO
D2
u2
OO
w1
oo D3w2
oo
u3
OO
D1
u1
OO
D2
u2
OO
w1
oo
✂✂
=E
D3
u3
OO
w2
oo
✂✂
=E
with natural transformations α1 and α2.
Lemma 1.18. Let us consider the above diagrams in CAT and let us assume that the vertical
functors have left adjoints resp. right adjoints. Then there are the following relations among the
Beck-Chevalley transformed 2-cells:
(α1 ⊙ α2)! = α2! ⊙ α1! respectively (α2 ⊙ α1)∗ = α1∗ ⊙ α2∗
Proof. We give a proof of the first equation. Unraveling definitions this boils down to depicting the
transformation α2! ⊙ α1! as
D1
✂✂}
C1
✂✂}
u1!oo C2
✂✂✂✂}
v1oo
D1
=
SS
u1
OO
D2
✂✂✂✂}
w1
oo
u2
OO
C2
✂✂}
=
ll
u2!
oo C3
✁✁|
v2
oo
D2
=
SS
u2
OO
D3w2
oo
u3
OO
C3
=
ll
u3!
oo
and then using a triangular identity in order to obtain (α1 ⊙ α2)!. 
Thus, base change is compatible with horizontal pasting and there is a similar such result for
vertical pasting. Note, that we only have a compatibility with respect to pasting and not ‘a functo-
riality’. In particular, it can (and will) be the case that we start with a commutative square but that
the associated transformed 2-cells are even not isomorphisms. Nevertheless, this compatibility with
respect to pasting combined with the 2-out-of-3-property for isomorphisms will be a key ingredient
in many proofs of this paper.
It is useful to remark that the assignments α 7→ α! and α 7→ α∗ are inverse to each other in
a certain precise sense. So, let us again consider a natural transformation α as depicted below.
We can then iterate the Beck-Chevalley transformation as indicated in the following diagrams. By
doing so we first obtain α! and then (α!)∗ :
C1
✂✂✂✂}
C2
voo
7→
C1
u1!

C2
voo
u2!

7→
C1
✂✂✂✂}
C2
voo
D1
u1
OO
D2
u2
OO
w
oo D1
❁❁
"
D2w
oo D1
u1
OO
D2
u2
OO
w
oo
In this situation we have the following lemma which also has its obvious dual form. The proof is
left to the reader but can also be found in [Gro12b].
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Lemma 1.19. In the above situation we have the equality α = (α!)∗ : v ◦ u2 −→ u1 ◦ w.
These two lemmas can for example be combined to deduce that for two conjugate natural trans-
formations we have that one of them is an isomorphism if and only if the other is. We want to
collect a last lemma about this formalism which proves to be helpful in the discussion of adjunctions
(or adjunctions of two variables as in [Gro11]) and equivalences of derivators.
Lemma 1.20. Let α : v◦u2 −→ u1◦w be a natural transformation in CAT such that the functors ui
have left adjoints ui! for i = 1, 2 and such that the functors v and w have right adjoints v∗ and w∗
respectively. The natural transformations α! : u1! ◦ v −→ w ◦ u2! and α∗ : u2 ◦ w∗ −→ v∗ ◦ u1 are
conjugate. In particular, α! is an isomorphism if and only if α∗ is an isomorphism
More details on the above examples and also the proofs of the last two lemmas can be found in
[Gro12b]. Let us now apply this formalism in the context of a derivator.
Definition 1.21. Let D be a derivator and let us consider a natural transformation α as indicated
in the following square in Cat :
J1
v //
u1

✂✂}
J2
u2

K1 w
// K2
The square is D-exact if the base change α! : u1! ◦ v
∗ −→ w∗ ◦ u2! (or, by Lemma 1.20, equivalently
α∗ : u
∗
2◦w∗ −→ v∗◦u
∗
1) is a natural isomorphism. The square is called homotopy exact if it is D-exact
for all derivators D .
We will also apply the terminology of D-exact squares in the context of a prederivatorD admitting
the necessary homotopy Kan extensions. For a derivator D it follows immediately from Lemma 1.18
that D-exact squares are stable under horizontal and vertical pasting.
Warning 1.22. We want to include a warning on a certain risk of ambiguity if the natural trans-
formation α under consideration happens to be an isomorphism. In that case it can (and will)
happen that the Beck-Chevalley transformation of α is an isomorphism without this being the case
for α−1 (cf. for example to Subsection 2.2). In particular, this can happen for commutative squares.
Thus, in case there is a risk of ambiguity we will always give a direction to natural isomorphisms
and even to identity transformations (cf. for example to Proposition 1.30).
We will next illustrate the notion of homotopy exact squares by giving some examples which are
central to the development of the theory of derivators (for a more systematic discussion we refer to
[Mal11]). Using the 2-functoriality of prederivators, the following is immediate.
Lemma 1.23. Let D be a prederivator and let (L,R) : J ⇀ K be an adjunction. Then we obtain
an adjunction
(R∗, L∗) : D(J)⇀ D(K).
Moreover, if L (resp. R) is fully faithfully, then so is R∗ (resp. L∗).
Proof. Every 2-functor of the variance of a prederivator sends an adjunction (L,R, η, ǫ) to an
adjunction (R∗, L∗, η∗, ǫ∗). 
In the statement of this lemma we allowed ourselves the following abuse of notation. Strictly
speaking an adjunction is not determined by the two functors L and R but one also has to specify
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either of the following: the natural isomorphism φ of the morphism sets, the unit η, or the counit ǫ.
In order to simplify the notation we nevertheless allowed ourselves (and also will do so in the
remainder of the paper) to write (L,R) instead of (L,R, φ), (L,R, η), or (L,R, ǫ).
A related result using the notion of homotopy exact squares can be formulated as follows. This
result expresses the cofinality of right adjoints.
Proposition 1.24. For a right adjoint functor R : J −→ K the following square is homotopy exact:
J
R //
pJ

✁✁|
K
pK

e
id
// e
Proof. We have to show that the natural transformation pJ !R
∗ −→ pK ! is an isomorphism for
an arbitrary derivator. But it can be checked that this natural transformation is the conjugate
transformation of the identity id : p∗K −→ L
∗p∗J = (pJL)
∗ = p∗K concluding the proof. 
Thus, for a derivator D, a right adjoint functor R : J −→ K, and an object X ∈ D(K) we have
a canonical isomorphism
HocolimJ R
∗(X)
∼=
−→ HocolimK X.
For later reference, let us spell out the important special case where the right adjoint R = t : e −→ K
just specifies a terminal object in K. The second part of the lemma follows immediately by passing
to the conjugate of the natural transformation showing up in the first part.
Lemma 1.25. Let D be a derivator and let K be a category admitting a terminal object t.
i) For X ∈ D(K) we have a natural isomorphism Xt
∼=
−→ HocolimK X.
ii) We have a canonical isomorphism of functors p∗K
∼=
−→ t∗. The essential image of t∗ consists of
precisely those objects for which all structure maps in the underlying diagram are isomorphisms.
Here is another important result about homotopy Kan extensions.
Proposition 1.26. Let u : J −→ K be a fully faithful functor, then the following square is homotopy
exact:
J
id //
id

J
u

J u
// K
Thus, the adjunction morphisms η : id −→ u∗u! and ǫ : u∗u∗ −→ id are isomorphisms, i.e., homo-
topy Kan extension functors along fully faithful functors are fully faithful.
Proof. Since isomorphisms can be detected pointwise we can reduce our task to showing that the
following pasting is homotopy exact for all j ∈ J :
J/j
pr
//
p

  |
J
id //
id

⑦⑦{
J
u

e
j
// J
u
// K
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But, the fully faithfulness of u implies that we have an isomorphism J/u(j) −→ J/j so that it suffices
(e.g. by Proposition 1.24) to show that the next pasting is homotopy exact:
J/u(j) //
p

✝✝✝✝
J/j
pr
//
p

  |
J
id //
id

⑦⑦{
J
u

e // e
j
// J u
// K
But this is guaranteed by axiom (Der4). 
Since we now know that, for fully faithful u : J −→ K, the homotopy Kan extension functors
u!, u∗ : D(J) −→ D(K) are fully faithful, we would like to obtain a characterization of the objects
in the essential images. The point of the next lemma is that one only has to control the adjunction
morphisms at arguments k ∈ K − u(J).
Lemma 1.27. Let D be a derivator, u : J −→ K a fully faithful functor, and X ∈ D(K).
i) X lies in the essential image of u! if and only if the adjunction counit ǫ : u!u
∗ −→ id induces an
isomorphism ǫk : u!u
∗(X)k −→ Xk for all k ∈ K − u(J).
ii) X lies in the essential image of u∗ if and only if the adjunction unit η : id −→ u∗u∗ induces an
isomorphism ηk : Xk −→ u∗u∗(X)k for all k ∈ K − u(J).
Proof. We give a proof of ii), so let us consider the adjunction (u∗, u∗) : D(K)⇀ D(J). By Propo-
sition 1.26, u∗ is fully faithful. Thus, X ∈ D(K) lies in the essential image of u∗ if and only if the
adjunction unit η : X −→ u∗u∗X is an isomorphism. Since isomorphisms can be tested pointwise,
this is the case if and only if we have an isomorphism ηk : Xk −→ u∗u∗(X)k for all k ∈ K. For
the converse direction, one of the triangular identities for our adjunction reads as id = ǫu∗ · u∗η.
Thus, with ǫ also u∗η is an isomorphism so that it suffices to check at points which do not lie in
the image. 
There are two important classes of fully faithful functors where the essential image of homotopy
Kan extensions can be characterized more easily. So let us give their definition.
Definition 1.28. Let u : J −→ K be a fully faithful functor which is injective on objects.
i) The functor u is called a cosieve if whenever we have a morphism u(j) −→ k in K then k lies in
the image of u.
ii) The functor u is called a sieve if whenever we have a morphism k −→ u(j) in K then k lies in
the image of u.
The following proposition and a variant for the case of pointed derivators (cf. Proposition 3.6)
will be frequently used throughout this paper.
Proposition 1.29. Let D be a derivator.
i) Let u : J −→ K be a cosieve, then the homotopy left Kan extension u! is fully faithful and
X ∈ D(K) lies in the essential image of u! if and only if Xk ∼= ∅ for all k ∈ K − u(J).
ii) Let u : J −→ K be a sieve, then the homotopy right Kan extension u∗ is fully faithful and
X ∈ D(K) lies in the essential image of u∗ if and only if Xk ∼= ∗ for all k ∈ K − u(J).
Proof. We give a proof of i). The statement about the fully faithfulness of u! follows from the fully
faithfulness of the cosieve and Proposition 1.26. To describe the essential image we use the criterion
of Lemma 1.27. But for k ∈ K − u(J) we have
u!u
∗(X)k ∼= HocolimJ/k pr
∗ u∗(X) = Hocolim∅ pr
∗ u∗(X) = ∅.
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In this sequence, the isomorphism is given by (Der4), the first equality follows from the defini-
tion of a cosieve, and the second equality follows from the description of initial objects. Thus
ǫk : u!u
∗(X)k −→ Xk is an isomorphism for all k ∈ K − u(J) if and only if Xk ∼= ∅ for all
k ∈ K − u(J). 
1.3. Examples. The first aim of this subsection consists of establishing a class of examples which is
very important for theoretical issues. Namely, we want to show that with D also the prederivatorDM
is a derivator for an arbitrary small category M. We will then show that combinatorial model
categories have underlying derivators.
For the first point, the hardest part will be to show that DM again satisfies axiom (Der4). In
order to achieve this we include a short detour and establish some reformulations of this axiom
which also are of independent interest and will again be used further below.
Let us begin by considering the following pullback diagram in Cat :
J1
v //
u1

J2
u2

K1 w
// K2
✂✂
=E
For the notion of Grothendieck (op)fibrations we refer to [Bor94b, Section 8.1] or [Vis05].
Proposition 1.30. Using the above notation, a pullback diagram is homotopy exact, if u2 is a
Grothendieck fibration or if w is a Grothendieck opfibration.
Proof. We give the proof in the case where u2 is a Grothendieck fibration. For a derivator D we
thus have to show that the canonical map id∗ : w
∗u2∗ −→ u1∗v
∗ is a natural isomorphism. Since
isomorphisms can be tested pointwise, (Der4) implies that it suffices to show that the following
pasting is a homotopy exact square for all k1 ∈ K1 :
(J1)k1/
pr
//
p

J1
v //
u1

J2
u2

e
k1
// K1 w
//
✝✝✝✝
?G
K2
✁✁
<D
Since our diagram in Cat is a pullback diagram, we deduce that with u2 also u1 is a Grothendieck
fibration. Thus, the canonical functor
c : (J1)k1 −→ (J1)k1/ : j1 7→ (j1, k1
id
−→ u1(j1))
is a left adjoint functor ([Qui73]). Here, we denote by (J1)k1 the fiber of u1 over k1, i.e., the sub-
category of J1 consisting of all objects sent to k1 and all morphisms sent to idk1 . Now, Lemma 1.18
and Proposition 1.24 imply that the above pasting is homotopy exact if and only if this is the case
for the pasting in the following left diagram:
(J1)k1
c //
p

(J1)k1/
pr
//
p

J1
v //
u1

J2
u2

(J1)k1
w //
p

(J2)w(k1)
c //
p

(J2)w(k1)/
pr
//
p

J2
u2

e // e
k1
//
✠✠✠✠
@H
K1 w
//
✝✝✝✝
?G
K2
✁✁
<D
e // e //
☛☛☛☛
AI
e
w(k1)
//
✌✌✌✌
BJ
K2
✠✠✠✠
@H
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It is easy to check that the above two pastings define the same natural transformation. Thus, by
exactly the same arguments again it suffices to show that the square
(J1)k1
w //
p

(J2)w(k1)
p

e // e
☞☞☞☞
BJ
is homotopy exact. But, since we started with a pullback diagram, w restricted in this way is an
isomorphism of categories so that our claim follows (e.g. again by Proposition 1.24). 
We will refer to this proposition by saying that a derivator satisfies base change for Grothendieck
(op)fibrations. This proposition allows us to establish the next theorem.
Theorem 1.31. Let D be a derivator and let M be a small category. Then the prederivator
D
M : Catop −→ CAT : K 7→ D(M ×K) is a derivator.
Proof. The axioms (Der1)-(Der3) are immediate so we only have to establish axiom (Der4) for DM .
By duality, it suffices to give the proof for the case of homotopy right Kan extensions. In other
words, we have to show that the square
M × Jk/ //

M × J

M × e // M ×K
☞☞☞☞
BJ
is D-exact. But this 2-cell can be obtained as the pasting of the following diagram
M × Jk/ //

M × J

M ×Kk/ //

M ×K

☞☞☞☞
BJ
M × e // M ×K
☞☞☞☞
BJ
in which the upper square is a pullback diagram such that the bottom horizontal arrow is a
Grothendieck opfibration. Thus, by Proposition 1.30 it suffices to show that the lower square
given by the natural transformation α2 is D-exact. We claim that it would suffice to show that the
pasting obtained by the following left diagram is D-exact for every m ∈M :
Mm/ ×Kk/ //

M ×Kk/ //

M ×K

(M ×K)(m,k)/ //

M ×K

e m
// M × e //
✍✍✍✍
CK
M ×K
☞☞☞☞
BJ
e
(m,k)
// M ×K
✎✎✎✎
CK
Using this claim it then suffices to observe that this pasting is naturally isomorphic to the square
on the right-hand-side which is D-exact by Kan’s formula. So, it remains to establish our claim for
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which purpose we call the natural transformation on the left α1. The associated diagram obtained
by base change looks like
D(Mm/ ×Kk/)

D(M ×Kk/)oo

✲✲✲✲RZ
D(M ×K)
pr∗
oo

✴✴✴✴S[
D(e) D(M × e)
m∗
oo D(M ×K)oo
in which the 2-cells are given by α1∗ and α2∗ respectively. The compatibility of base change with
respect to pasting thus gives us the following equations:
(α1 ⊙ α2)∗ = α2∗ ⊙ α1∗ = α2∗ pr
∗ · m∗α1∗
Now, the canonical isomorphism Mm/ ×Kk/ ∼= (M ×Kk/)m/ and axiom (Der4) imply that α2∗ is
an isomorphisms. Using the fact that isomorphisms are detected pointwise we can now conclude as
follows: α1∗ is an isomorphism if and only if m
∗α1∗ is an isomorphism for all m ∈M which is the
case if and only if (α1 ⊙ α2)∗ is an isomorphism for all m ∈M. Thus it was indeed enough to show
that the above pasting on the left is D-exact. 
Thus, whenever we want to establish a general result about the values D(M) of a derivator D
we may assume that we are considering the underlying category of a derivator since we can always
pass from D to DM .
Let us note that the conclusion of Proposition 1.30 is actually equivalent to (Der4). Moreover,
there is a further reformulation using a ‘symmetric variant of Kan’s formulas’. More specifically,
let us consider the following square in Cat :
(u1/u2)
pr1 //
pr2

✞✞✞✞
J1
u1

J2 u2
// K2
Here, the category (u1/u2) is the comma category where an object is a triple
(j1, j2, α : u1(j1) −→ u2(j2)), j1 ∈ J1, j2 ∈ J2
and the functors pri are the obvious projection functors. The arrow component of such an object
defines the natural transformation depicted in the diagram. If we specialize to J1 = e or J2 = e we
get back the diagrams showing up in the pointwise calculation of Kan extensions.
Proposition 1.32. Let D be a prederivator which satisfies the axioms (Der1)-(Der3). Then the
following three statements are equivalent:
i) The prederivator D is a derivator, i.e., it also satisfies (Der4).
ii) The prederivator D satisfies base change for Grothendieck (op)fibrations.
iii) The prederivator D satisfies base change for comma categories, i.e., the squares associated to
comma categories are D-exact.
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Proof. By Proposition 1.30 we already know that ii) is implied by i). Let us show that also the
converse holds, i.e., we want to show that the square
Jk/
pr
//
pJk/

J
u

e
k
// K
✂✂
=E
is D-exact if we assume ii). But the reasoning in this case is a simplified version of the arguments
in the proof of Theorem 1.31. So, it remains to show that i) and iii) are equivalent. One direction
is immediate by specializing comma categories to slice categories so we only have to prove that
(Der4) implies iii). Using similar reduction arguments as in the last proof (including the behavior
of base change with respect to pasting and the fact that isomorphisms are detected pointwise) it
suffices to show that the following pasting is D-exact for all objects j2 ∈ J2 :
(u1/u2)/j2
pr
//
p

✌✌✌✌

(u1/u2)
pr1 //
pr2

✝✝✝✝
J1
u1

e
j2
// J2 u2
// K
Now, there is a canonical functor R : J1/u2(j2) −→ (u1/u2)/j2 which is defined by:
(j1, u1(j1) −→ u2(j2)) 7→
(
(j1, u1(j1) −→ u2(j2), j2), j2
id
−→ j2
)
This functor can be checked to define a right adjoint so that by Proposition 1.24 it suffices to show
that the pasting in the following diagram is D-exact:
J1/u2(j2)
R //
p

✌✌✌✌

(u1/u2)/j2
pr
//
p

✌✌✌✌

(u1/u2)
pr1 //
pr2

✝✝✝✝
J1
u1

e // e
j2
// J2 u2
// K
But this pasting is precisely the square used to calculate homotopy Kan extensions along u1 so that
we can conclude by (Der4). 
Let us now turn to the second important class of examples of derivators, namely the ones as-
sociated to nice model categories. This is included not only for the sake of completeness but also
because our proof differs from the one given in [Cis03]. Our proof is completely self-dual and is
simpler in that it does not make use of the explicit description of the generating (acyclic) projective
cofibrations of a diagram category associated to a cofibrantly generated model category. We restrict
attention to the following situation.
Definition 1.33. A model category M is called combinatorial if it is cofibrantly generated and if
the underlying category is presentable.
This class of model categories was introduced by Smith and is studied e.g. in [Lur09, Ros09,
Bek00, Dug01a]. For background on cofibrantly generated model categories we refer to [Hov99]. The
theory of presentable categories was initiated by Gabriel and Ulmer in [GU71]. Further references
to this theory are [Bor94b, AR94]. One basic idea of the presentability assumption is the following
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one. The presentability imposes beyond the bicompleteness a certain ‘smallness condition’ on a
category which has at least two important consequences. The first one is that the usual set-
theoretic problems occurring when one considers functor categories disappear at least if one restricts
attention to colimit-preserving functors. But this is anyhow the adapted class of morphism to be
studied in this context. Moreover, in the world of presentable categories one can focus more on
conceptual ideas than on technical points of certain arguments: a functor between presentable
categories is a left adjoint if and only if it is colimit-preserving. The usual ‘solution set condition’
of Freyd’s adjoint functor theorem is automatically fulfilled in this context. For more comments
in this direction see Subsection 2.6 in [Gro10], where these ideas are discussed in the context of
presentable ∞−categories. Important examples of presentable categories are the categories of sets,
simplicial sets, all presheaf categories (and, more generally, all Grothendieck toposes), algebraic
categories as well as the Grothendieck abelian categories and the category Cat. A non-example is
the category of topological spaces although this can be repaired if one sticks to the ‘really convenient
category’ (Smith) of ∆-generated spaces ([FR08]). The slogan is that ‘presentable categories are
small enough so that certain set-theoretical problems disappear but are still large enough to include
many important examples’.
Anyhow, all we need from the theory of combinatorial model categories is the validity of the
next theorem so that we could also work axiomatically with the conclusion of this theorem. The
statement about the projective model structures is a consequence of the lifting theorem of cofi-
brantly generated model structures along a left adjoint while the statement about the injective
model structure was only proved more recently. Both results are for example established in [Lur09,
Proposition A.2.8.2].
Theorem 1.34. Let M be a combinatorial model category and let J be a small category. The
category MJ can be endowed with the projective and with the injective model structure.
Recall that the projective model structure is determined by the fact that the weak equivalences
and the fibrations are defined levelwise. In the injective model structure this is the case for the
weak equivalences and the cofibrations. We will denote the functor categoriesMJ endowed with the
corresponding model structures by MJproj resp. M
J
inj . In the special case where the combinatorial
model category we start with is the category of simplicial sets endowed with the homotopy-theoretic
Kan model structure, the projective model structure on a diagram category is the Bousfield-Kan
structure of [BK72] while the injective model structure is the Heller structure of [Hel88]. One point
of these model structures is that certain adjunctions are now Quillen adjunctions for trivial reasons.
Lemma 1.35. Let M be a combinatorial model category and let u : J −→ K be a functor. Then
we have the following Quillen adjunctions
(u!, u
∗) : MJproj −→M
K
proj and (u
∗, u∗) : M
K
inj −→M
J
inj .
We now have almost everything at our disposal needed to establish the following result.
Proposition 1.36. Let M be a combinatorial model category. Then the assignment
DM : Cat
op −→ CAT : J 7−→ Ho(MJ)
defines a strong derivator.
Proof. The first axiom (Der1) is immediate. (Der2) holds in this case since the weak equivalences are
precisely the morphisms which are inverted by the formation of homotopy categories and since the
weak equivalences are defined levelwise. It is thus enough to consider the two axioms on homotopy
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Kan extensions. We treat only the case of homotopy right Kan extensions. The other case follows
by duality. Axiom (Der3) on the existence of homotopy Kan extension functors follows easily from
the last lemma since one only has to consider the associated derived adjunctions at the level of
homotopy categories. So it remains to establish Kan’s formula. For this purpose, let u : J −→ K
be a functor and let k ∈ K be an object. Consider the following diagram, which commutes up to
natural isomorphism by the usual base change morphism from classical category theory:
MJk/
lim

∼=
MJ
pr∗
oo
u∗

M MK
k∗oo
By the last lemma, the functors lim and u∗ are right Quillen functors with respect to the injective
model structures. If we can show that also the functors k∗ and pr∗ are right Quillen functors
with respect to the injective model structures, then we are done. In fact, in that case the two
compositions of derived right Quillen functors are canonically isomorphic and this in turn shows
that the base change morphism is an isomorphism. So let us show that k∗ is a right Quillen
functor. By definition of the injective model structures, k∗ preserves weak equivalences. Hence it
is enough to show that k∗ preserves fibrations. Using the adjunction (k!, k
∗) it is enough to show
that k! : M −→MK preserves acyclic cofibrations. But an easy calculation with left Kan extension
shows that we have k!(X)l ∼=
∐
homK(k,l)
X . From this description it is immediate that k! preserves
acyclic cofibrations. Finally, we will show in Lemma 1.37 that also pr∗ is a right Quillen functor
with respect to the injective model structure.
The strongness is left to the reader. It can be deduced by some ‘mapping cylinder arguments’
using the projective model structure on M[1]. 
To conclude the proof of Proposition 1.36 we have to show that the functor pr∗ : MJ −→ MJk/
is a right Quillen functor with respect to the injective model structures. It is again immediate
that pr∗ preserves injective weak equivalences. Hence it suffices to show that pr∗ preserves injective
fibrations. We will prove such a result for arbitrary Grothendieck opfibrations with discrete fibers
which applies, in particular, to our situation.
Lemma 1.37. Let u : J −→ K be a Grothendieck opfibration with discrete fibers and let M be a
combinatorial model category. Then the functor u∗ : MK −→MJ preserves injective fibrations.
Proof. By adjointness, it is enough to show that the left adjoint u! : M
J −→MK preserves acyclic
injective cofibrations. For this purpose, let X ∈ MJ and let k ∈ K. Then we make the following
calculation:
u!(X)k ∼= colimJ/k X ◦ pr
∼= colimJk X ◦ pr ◦ c
∼=
∐
j∈Jk
Xj
The first isomorphism is again Kan’s formula for Kan extensions. The second isomorphism is given
by the cofinality of right adjoints (Proposition 1.24) applied to the canonical functor c : Jk −→ J/k.
Finally, the last isomorphism uses the fact that the Grothendieck opfibration has discrete fibers.
From this explicit description of u! the claim follows immediately. 
The proof of the above theorem actually shows a bit more. Given a cofibrantly generated model
category M, the prederivator DM is a what could be called cocomplete prederivator (with the
obvious meaning). But by far more is true. There is the following more general result which is due
to Cisinski [Cis03].
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Theorem 1.38. Let M be a model category and let J be a small category. Denote by WJ the class
of levelwise weak equivalences in MJ . Then the assignment
DM : Cat
op −→ CAT : J 7−→MJ [W−1J ]
defines a derivator.
The basic idea is to reduce the situation of an arbitrary diagram category using certain cofinality
arguments to the situation where the indexing categories are so-called Reedy categories ([Hov99]).
The proof can be found in [Cis03]. From the proof it will, in particular, follow that the above
localizations make sense (i.e., that no change of universe is necessary!) although, in general, there is
no model structure onMJ withWJ as weak equivalences. For more comments about the relationship
between model categories and derivators see Remark 2.14.
Remark 1.39. A combination of Theorem 1.38 and Example 1.11 thus shows that derivators form
quite a general framework. First, they subsume bicomplete categories. Moreover, they provide
an abstract description of the calculus of homotopy Kan extensions at the level of the various
homotopy categories associated to a model categories. Thus, this framework allows us to treat
categorical limits and colimits and the homotopical variants on an equal footing.
This is similar to what happens in the related theories. In the theory of ∞-categories, the
notion of limits and colimits also subsumes both variants. In the case of nerves of categories, the
notion reduces to the classical notion of (co)limits, while when applied to coherent nerves of (locally
fibrant) simplicial model categories it coincides with the notion of homotopy (co)limits (cf. [Lur09]
or [Gro10]).
Similarly, every bicomplete category can be endowed with the discrete model structure where the
weak equivalences are the isomorphisms and all morphisms are (co)fibrations. With respect to this
model structure the theory of homotopy (co)limits reduces to the theory of categorical (co)limits.
2. The 2-category of derivators
2.1. Morphisms and natural transformations. Let D and D′ be prederivators. A morphism
of prederivators F : D −→ D′ is a pseudo-natural transformation between the 2-functors D and D′
(cf. to Definition 7.5.2 of [Bor94a]). Spelling out this definition such a morphism is a pair (F•, γ
F
• )
consisting of a collection of functors
FJ : D(J) −→ D
′(J), J ∈ Cat,
and a family of natural isomorphisms γFu : u
∗ ◦ FK −→ FJ ◦ u∗, u : J −→ K as indicated in
D(K)
FK //
u∗

∼=
D
′(K)
u∗

D(J)
FJ
// D
′(J).
This datum is subject to the following coherence properties. Given a pair of composable functors
J
u
−→ K
v
−→ L and a natural transformation α : u1 −→ u2 : J −→ K, we then have the following
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relation resp. commutative diagrams:
γidJ = idFJ u
∗v∗F
γv //
γvu ++
u∗Fv∗
γu

u∗1F
α∗ //
γu1

u∗2F
γu2

Fu∗v∗ Fu∗1 α∗
// Fu∗2
Here, we suppressed some indices (as we will frequently do in the sequel) to avoid awkward notation.
Given such a morphism F : D −→ D′ the functor Fe : D(e) −→ D
′(e) is called the underlying functor.
As usual the notion of a pseudo-natural transformation can be relaxed or can be strengthened.
In the more relaxed situation there would be two versions of such morphisms, the lax ones and the
colax ones, but these do not play an important role in this paper (they will briefly show up in the
next subsection and they will be of some importance in the context of morphisms of two variables in
[Gro11]). Strictly speaking, also in our situation there are two notions depending on the direction
of the natural transformations γ. Since one can always pass to the inverse natural transformations
these notions are equivalent. In what follows, we will be a bit sloppy in notation in that we will
not distinguish notationally between the natural isomorphisms γ belonging to such a morphism
and their inverses γ−1. In the case of a 2-natural transformation, i.e., if all natural transformations
γ are given by identities, we speak of a strict morphism. The class of strict morphisms is too
narrow in that many examples will only be pseudo-natural transformation but strict morphisms
are conceptually easier. This becomes manifest, for example, in the 2-categorical Yoneda lemma as
opposed to the more general bicategorical Yoneda lemma.
Finally, let F, G : D −→ D′ be morphisms of prederivators. A natural transformation τ : F −→ G
is a modification of the pseudo-natural transformations (see [Bor94a, Definition 7.5.3]). Thus, such
a τ is given by a family of natural transformations τJ : FJ −→ GJ which are compatible with the
coherence isomorphisms belonging to the functors F and G in the sense that for every functor
u : J −→ K the following diagram commutes:
u∗F
τ //
γ

u∗G
γ

Fu∗ τ
// Gu∗
Given two parallel morphisms F and G of prederivators let us denote by nat(F,G) the natural
transformations from F to G. Thus, with prederivators as objects, morphisms as 1-cells, and natural
transformations as 2-cells we obtain the 2-category PDer of prederivators. In fact, this is just a
special case of a 2-category given by 2-functors, pseudo-natural transformations, and modifications.
The full sub-2-category spanned by the derivators is denoted by Der . Given two (pre)derivators D
and D′ let us denote the category of morphisms by Hom(D,D′) while we will write Homstrict(D,D′)
for the full subcategory spanned by the strict morphisms. Correspondingly, we have two sub-2-
categories PDerstrict −→ PDer and Derstrict −→ Der .
With Lemma 1.18 and later applications (e.g. Proposition 2.5) in mind let us only mention that
three of the above defining coherence conditions can be interpreted as equalities of certain pasting
diagrams. Examples of morphisms will be given after the following two comments.
Let us only quickly mention that the 2-categories PDer and Der admit finite 2-products and are,
in fact, Cartesian closed 2-categories in a certain precise sense. This observation plays a central
role in the development of monoidal aspects of the theory of derivators (cf. to [Gro11]) but will not
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be needed in this paper. The 2-product and related notions will be studied in more detail in that
reference.
In every 2-category we have the notion of adjoint morphisms and equivalences. It turns out
that the resulting notion of an equivalence of derivators can be simplified. In fact, an equivalence
is already completely determined by giving a single morphism of derivators which is levelwise an
equivalence of categories. However, the case of an adjunction is slightly more subtle and will be
taken up again in the next subsection (cf. Proposition 2.11). Let us conclude this subsection by
giving some examples.
Example 2.1. i) Let C and D be categories and let us consider the associated represented pred-
erivators yC and yD respectively. A functor F : C −→ D induces a strict morphism of prederivators
yF : yC −→ yD in the obvious way. This assignment is faithful and the morphisms in the image are
precisely the strict ones, i.e., the 2-natural transformations. Thus, we have a fully faithful 2-functor
y : CAT −→ PDerstrict
whose restriction to bicomplete categories factors over Derstrict . This can be seen as a special case of
the 2-categorical Yoneda lemma and from now on we will frequently drop the Yoneda embedding y
from notation.
ii) Let D be a prederivator and let v : L −→ M be a functor. The functors (v × idK)∗ assemble
into a strict precomposition morphism of prederivators v∗ : DM −→ DL and similarly for natural
transformations. Thus, every prederivator D induces a 2-functor D(−) : Catop −→ PDerstrict . In fact,
this is a partial 2-functor of the 2-functor:
(−)(−) : Catop×PDer −→ PDer : (M,D) 7→ DM
iii) Given a prederivator D and a small categoryM let us denote by D(−)M the prederivator which
sends K to D(K)M . The partial underlying diagram functors then assemble into a strict partial un-
derlying diagram morphism of prederivators diaM,− : D
M −→ D(−)M . Axiom (Der1) implies that
dia∅,− and diae⊔e,− are equivalences in the case of a derivator.
iv) Let M be a combinatorial model category. Since the weak equivalences in the diagram cat-
egories MK are defined levelwise, all the associated localization functors assemble into a strict
morphism of derivators:
γ : M = yM −→ DM
2.2. Homotopy (co)limit preserving morphisms. Let F : D −→ D′ be a morphism of deriva-
tors and let u : J −→ K be a functor. Let us recall that the natural transformation γFu and its
inverse are 2-cells as indicated in the following diagrams:
D
′(J)
✟✟✟✟ 
D(J)
Foo D
′(J) D(J)
Foo
D
′(K)
u∗
OO
D(K)
F
oo
u∗
OO
D
′(K)
u∗
OO
D(K)
F
oo
u∗
OO
✟✟✟✟
@H
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By passing to the corresponding Beck-Chevalley transformed 2-cells we obtain natural transforma-
tions γFu ! respectively γ
F
u ∗ as in:
D
′(J)
u!

D(J)
Foo
u!

D
′(J)
u∗

D(J)
Foo
u∗

✻✻✻✻W_
D
′(K)
✻✻✻✻

D(K)
F
oo D
′(K) D(K)
F
oo
Definition 2.2. Let F : D −→ D′ be a morphism of derivators and let u : J −→ K be a functor.
The morphism F preserves homotopy left respectively homotopy right Kan extensions along u if
the natural transformation
γFu ! : u!F −→ Fu! respectively γ
F
u ∗ : Fu∗ −→ u∗F
is an isomorphism.
Similarly, we speak of a morphism of derivators which preserves homotopy left/right Kan ex-
tensions if the above property holds for all functors u and also of a morphism which preserves
homotopy (co)limits (of a particular shape or also in general). To motivate the definition let us
quickly consider the following example.
Example 2.3. Let F : C −→ D be a functor between bicomplete categories and let us consider
the induced strict morphism of represented derivators. We describe the above canonical morphisms
in the absolute case, i.e., let J be a category and u = pJ : J −→ e be the unique functor to the
terminal category. The above canonical morphisms then take the form:
colimJ F
η

β
// F colimJ F limJ
β
//
η

limJ F
colimJ Fu
∗ colimJ colimJ u
∗F colimJ
ǫ
OO
limJ u
∗F limJ limJ Fu
∗ limJ
ǫ
OO
In the left diagram, β evaluated at X ∈ CJ is the canonical map from the colimit of F ◦ X to
the image of colimX under F . Thus, we recover the usual notion of a colimit preserving functor,
i.e., the functor F : C −→ D preserves colimits if and only if the induced morphism of derivators
F : C −→ D preserves homotopy colimits. Dual comments apply to the diagram on the right.
We will see later that if a morphism F : D −→ D′ preserves certain homotopy Kan extensions
then this is also the case for all induced morphisms FM : DM −→ D′M (cf. Corollary 2.8). This
will be a consequence of the fact that homotopy Kan extensions in derivators of the form DM are
calculated pointwise. But let us first establish the following expected fact.
Proposition 2.4. A morphism F : D −→ D′ of derivators preserves homotopy left Kan extensions
if and only if it preserves homotopy colimits.
Proof. Let us assume that F preserves homotopy colimits and let us consider a functor u : J −→ K.
We obtain the following pasting diagram in which the natural transformation on the right is the
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one we want to show to be an isomorphism:
D
′(J/k)
p!

D
′(J)
pr∗
oo
u!

D(J)
Foo
u!

D
′(e)
✺✺✺✺

D
′(K)
k∗
oo
✼✼✼✼ 
D(K)
F
oo
Using axiom (Der4) and the fact that isomorphisms are detected pointwise it suffices to show
that the pasting is an isomorphism. The compatibility of the formation of BC transformed 2-cells
with respect to pasting implies that we have to show that the transformed 2-cell associated to the
following left diagram is an isomorphism:
D
′(J/k)
✠✠✠✠ 
D
′(J)
pr∗
oo
✞✞✞✞
D(J)
Foo D
′(J/k)
✠✠✠✠ 
D(J/k)
Foo
✟✟✟✟ 
D(J)
pr∗
oo
D
′(e)
p∗
OO
D
′(K)
u∗
OO
k∗
oo D(K)
F
oo
u∗
OO
D
′(e)
p∗
OO
D(e)
p∗
OO
F
oo D(K)
k∗
oo
u∗
OO
But, using the isomorphisms γFpr and γ
F
k , this is equivalent to showing that the BC transformed
2-cell associated to the right diagram is an isomorphism. This in turn follows from our assumption
that F preserves homotopy colimits and (Der4). 
For convenience let us collect the following important closure properties of homotopy Kan ex-
tensions preserving morphisms.
Proposition 2.5. Let D, D′, and D′′ be derivators, let u : I −→ J and v : J −→ K be functors.
i) The identity morphism idD : D −→ D preserves homotopy left Kan extensions.
ii) If F : D −→ D′ and G : D′ −→ D′′ preserve homotopy left Kan extensions along u then so does
the composition G ◦ F : D −→ D′′ .
iii) If F : D −→ D′ preserves homotopy left Kan extensions along u and v then it preserves homotopy
left Kan extensions along v ◦ u.
iv) If τ : F −→ G is a natural isomorphism of morphisms of derivators D −→ D′ then F preserves
homotopy left Kan extensions along u if and only if G does.
Proof. The first claim follows immediately from the triangular identities of adjunctions. The other
three claims can be deduced from the compatibility of the formation of BC transformed 2-cells
with respect to horizontal and vertical pasting respectively. In the proof of the last two claims
it is convenient to rewrite some of the coherence conditions imposed on morphisms and natural
transformations of derivators as equalities between certain pasting diagrams. 
Given two derivators D and D′ let us denote by
Hom!(D,D
′) respectively Hom∗(D,D
′)
the full subcategories of Hom(D,D′) spanned by the morphisms which respect homotopy colimits
and homotopy limits respectively. By the above proposition, these are replete subcategories to which
the composition law can be restricted. Correspondingly, we obtain the following 2-categories:
Der! and Der∗
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Proposition 2.6. Let D be a derivator and let v : L −→ M be a functor. The morphism of
derivators v∗ : DM −→ DL preserves homotopy Kan extensions. In particular, this is the case for
the evaluation morphisms m∗ : DM −→ D .
Proof. We will treat the case of homotopy left Kan extensions. By Proposition 2.4 it is enough
to show that v∗ : DM −→ DL preserves homotopy colimits. Thus, we have to show that for an
arbitrary small category J the following square is D-exact:
L× J
v×id
//
pr

✡✡✡✡	
M × J
pr

L v
// M
But this follows from an application of Proposition 1.30. 
Thus, this proposition tells us, in particular, that homotopy Kan extensions in the derivator DM
are calculated pointwise. For a functor u : J −→ K and an object X ∈ DM (J) we have natural
isomorphisms:
HoLKanu(Xm)
∼=
−→ (HoLKanuX)m and (HoRKanuX)m
∼=
−→ HoRKanu(Xm)
Similarly, in the absolute case, i.e., in the case of u = pJ : J −→ e, we obtain canonical isomorphisms:
HocolimJ (Xm)
∼=
−→ (HocolimJ X)m and (HolimJ X)m
∼=
−→ HolimJ(Xm)
These isomorphisms are well-behaved in the sense that the following diagram commutes. We give
the compatibility in the case of homotopy left Kan extensions:
u!m
∗u∗
=

γu!
∼=
// m∗u!u
∗
ǫ

u!u
∗m∗ ǫ
// m∗
In fact, this is immediate using the compatibility of base change with pasting and the equality:
J
m×id
//
u

M × J
id×u

id×u
// M ×K
id

=
J
u

u // K
id

m×id
// M ×K
id

K
m×id
// M ×K
id
// M ×K K
id
// K
m×id
// M ×K
This compatibility implies, in particular, that, for X ∈ DM (K), the counit ǫ : u!u∗(X) −→ X is an
isomorphism in DM (K) if and only if the counit ǫ : u!u
∗(Xm) −→ Xm is an isomorphism in D(K)
for all objects m ∈ M. For later reference, we collect the following convenient consequence for the
case of a fully faithful functor u : J −→ K.
Corollary 2.7. Let D be a derivator, M a category, and let u : J −→ K be a fully faithful functor.
An object X ∈ DM (K) lies in the essential image of u! : D
M (J) −→ DM (K) if and only if Xm lies
in the essential image of u! : D(J) −→ D(K) for all m ∈M.
The fact that homotopy Kan extensions in the derivator DM are calculated pointwise (Proposi-
tion 2.6) can also be used to establish the following convenient result.
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Corollary 2.8. Let F : D −→ D′ be a morphism of derivators and let u : J −→ K be a functor.
Then F preserves homotopy left Kan extensions along u if and only if FM : DM −→ D′M preserves
homotopy left Kan extensions along u for all small categories M.
Proof. We have to show that with γFu ! also the natural transformation γ
FM
u ! = γ
F
idM ×u!
is a natural
isomorphism. Since isomorphisms can be detected pointwise and since m∗ preserves homotopy left
Kan extensions (by Proposition 2.6) this is equivalent to the fact that the pasting in the left diagram
is a natural isomorphism:
D
′(J)
u!

D
′M (J)
m∗oo
u!

D
M (J)
FMoo
u!

D
′(J)
u!

D(J)
Foo
u!

D
M (J)
m∗oo
u!

D
′(K)
✺✺✺✺

D
′M (K)
m∗
oo
✹✹✹✹

D
M (K)
FM
oo D
′(K)
✼✼✼✼

D(K)
F
oo
✻✻✻✻

D
M (K)
m∗
oo
By the natural isomorphism m∗ ◦ FM ∼= F ◦ m∗ (and strictly speaking Proposition 2.5) this is
equivalent to the fact that the pasting in the right diagram is a natural isomorphism. But this
follows from our assumption that F preserves homotopy left Kan extensions along u and the fact
that m∗ lies in Hom!(D
M ,D). 
Since the values of a derivator always admit initial objects and finite coproducts (Proposi-
tion 1.12) let us agree on establishing the following terminology.
Definition 2.9. A morphism of derivators preserves initial objects respectively finite coproducts if
the underlying functor has the respective property.
By the last corollary it follows immediately that for such a morphism the corresponding statement
is also true for the functors at all levels.
Let us now again take up the notion of adjunctions between derivators. We include this slightly
lengthy discussion since this will motivate how to define an adjunction of two variables for derivators.
And this notion in turn will play an essential role in the theory of monoidal and enriched derivators
(see [Gro11, Gro12a]).
An adjunction between two derivators D and D′ consists of two morphisms L : D −→ D′ and
R : D′ −→ D and two natural transformations η : id −→ RL and ǫ : LR −→ id which satisfy
the usual triangular identities. One might wonder if less data would already determine such an
adjunction. As a first step there is the following result.
Lemma 2.10. Let L : D −→ D′ be a morphism of prederivators such that LK : D(K) −→ D
′(K)
has a right adjoint RK for each K ∈ Cat . Then, there is a unique way to extend the {RK} to a lax
morphism of prederivators R : D′ −→ D such that the following diagram commutes for all functors
u : J −→ K, X ∈ D(K), and Y ∈ D′(K) :
homD′(K)(LX, Y ) //
u∗

homD(K)(X,RY )
u∗

homD′(J)(u
∗LX, u∗Y )
γL

homD(J)(u
∗X,u∗RY )
γR

homD′(J)(Lu
∗X,u∗Y ) // homD(J)(u
∗X,Ru∗Y )
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Proof. If we choose X = RY and if we trace the adjunction counit ǫ : LRY −→ Y around the
diagram we obtain the uniqueness of the natural transformations γR. In fact, γR as indicated in
the right diagram is the Beck-Chevalley transformed 2-cell of the transformation on the left:
D
′(J) D′(K)
u∗oo D
′(J)
R

D
′(K)
u∗oo
R

✻✻✻✻W_
D(J)
L
OO
D(K)
L
OO
u∗
oo
✟✟✟✟
@H
D(J) D(K)
u∗
oo
Thus, in formulas, we have γRu = (γ
L
u )
−1
∗ . It remains to check that this defines a lax morphism
of prederivators R : D −→ D′ . We omit the details but mention that the respective formulas are
implied by the triangular identities for adjunctions and by the behavior of the formation of BC
transformed 2-cells with respect to horizontal and vertical pasting (Lemma 1.18). 
In general, we cannot deduce that the lax morphism R : D′ −→ D is an actual morphism, i.e.,
a pseudo-natural transformation. However, in the context of derivators this can be reformulated
using Lemma 1.20 which guarantees that the following natural transformations are conjugate:
γLu ! : u! ◦ L −→ L ◦ u! and γ
R
u : u
∗ ◦R −→ R ◦ u∗
Thus, since these are conjugate transformations, one of them is an isomorphism if and only if this
is the case for the other. From this we obtain the following result.
Proposition 2.11. Let L : D −→ D′ be a morphism of derivators which admits levelwise right
adjoints and let R : D′ −→ D be a lax morphism as in Lemma 2.10. The morphism L is a left
adjoint morphism of derivators if and only if L preserves homotopy left Kan extensions if and only
if R is a morphism of derivators. In particular, a morphism of derivators is an equivalence if and
only if it is levelwise an equivalence of categories.
Proof. The equivalence of the statements about a left adjoint morphism follows immediately from
the above. If the morphism L happens to be a levelwise equivalence of derivators then the lax
morphism R is an actual morphism of derivators. In fact, the natural transformations γRu are
compositions of three isomorphisms in this case. 
For later reference, let us collect the following important class of homotopy (co)limit preserving
morphisms of derivators.
Corollary 2.12. A left adjoint morphism of derivators preserves homotopy left Kan extensions.
Proposition 2.6 and Proposition 2.11 together give us immediately the following two classes of
examples of adjunctions.
Example 2.13. i) Let D be a derivator and let v : L −→ M be a functor, then we have two ad-
junctions of derivators (v!, v
∗) : DL ⇀ DM and (v∗, v∗) : D
M ⇀ DL .
ii) Let (F,U) : M −→ N be a Quillen adjunction between combinatorial model categories. Then the
formation of derived Quillen functors gives us two (in general non-strict) morphisms of deriva-
tors LF : DM −→ DN and RU : DN −→ DM . These are part of an adjunction of derivators
(LF,RU) : DM ⇀ DN. In particular, LF preserves homotopy left Kan extensions and RU pre-
serves homotopy right Kan extensions (Corollary 2.12). If we start with a Quillen equivalence then
we obtain a derived equivalence of derivators. This already makes more precise the statement that
a Quillen equivalence is not only a Quillen pair inducing an equivalence of homotopy categories but
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that it also respects the entire ‘homotopy theory’.
Remark 2.14. • It can be shown that the above assignmentM 7−→ DM suitably restricted defines a
bi-equivalence of theories. Loosely speaking this says that nice model categories and nice derivators
do the same job. More precisely, Renaudin has shown such a result in [Ren09] by establishing
the following two steps: Let ModQ denote the 2-category of combinatorial model categories with
Quillen adjunctions (F,U) : M ⇀ N as morphisms and natural transformations of left adjoints as
2-morphisms. Renaudin shows that there is a pseudo-localization ModQ[W−1] of the combinatorial
model categories at the class W of Quillen equivalences. Moreover, let DerPr denote the 2-category
of derivators of small presentation together with adjunctions as morphisms. A derivator is said to
be of small presentation if it can be obtained as a ‘nice’ localization of the derivator associated
to simplicial presheaves. The assignment D(−) : ModQ −→ Der
Pr : M 7−→ DM factors then up to
natural isomorphism over the pseudo-localization ModQ[W−1] as indicated in:
ModQ
D(−)
//
γ

∼=
DerPr
ModQ[W−1]
D(−)
HH
Renaudin showed that the induced 2-functor D(−) : ModQ[W
−1] −→ DerPr is a biequivalence, i.e., a
2-functor which is biessentially surjective and fully faithful in the sense that it induces equivalences
of morphism categories (for biequivalences cf. e.g. to [Str96, Lac10] and to [Lac02, Lac04] for their
more conceptual role).
•We want to include a remark on different approaches to a theory of (∞, 1)−categories. There are
by now many different ways to axiomatize such a theory. Among these are the model categories,
the ∞−categories, and the derivators. These theories are interrelated by various constructions.
For a simplicial model category, one can use the coherent nerve construction of Cordier [Cor82] to
obtain an underlying∞−category. Moreover, given a bicomplete∞−category or a model category,
by forming systematically homotopy categories one obtains an associated derivator. These three
theories are in fact all ‘equivalent in a certain sense’ if one is willing to restrict to nice subclasses.
These comparison results rely heavily on homotopical generalizations of the following ‘two-step hi-
erarchy’. In classical category theory there are the presheaf categories which can be considered as
universal cocompletions. More precisely, the fact that every contravariant set-valued functor on a
small category is canonically a colimit of representable ones can be used to prove such a result. Nice
localizations of these presheaf categories (the so-called accessible, reflective localizations) give us
precisely the presentable categories (Representation Theorem [AR94, Theorem 1.46]). These two
main steps, namely to establish the universal property of presheaf categories and to characterize
presentable categories as nice localizations of presheaf categories, can be redone for all the differ-
ent theories. To achieve this one has to replace presheaf categories by simplicial presheaf categories
which is fine with the basic philosophy of higher category theory. Moreover, the classical localization
theory is replaced by a suitable Bousfield localization theory [Bou75, Hir03]. For model categories,
this was done by Dugger in [Dug01b, Dug01a], while the corresponding results for∞−categories can
be found in Lurie’s [Lur09]. The characterization of presentable ∞−categories as being precisely
the accessible, reflective localizations of simplicial presheaf categories is therein credited to [Sim07].
For derivators, the free generation property of the derivator associated to simplicial presheaves can
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be found in [Cis08]. Note however that the basic model used in the background is not the cate-
gory of simplicial sets but the category of small categories. It can be shown that this way also all
‘homotopy types are modeled’. Finally, until now, the Representation Theorem for derivators of
small presentation is only turned into a definition in [Ren09]. The author plans to come back to
this point in a later project. Having established these similar theories at all different levels one can
then establish the comparison results if one restricts to the subclasses of (simplicial) combinatorial
model categories, presentable ∞−categories, and derivators of small presentation.
3. Pointed derivators
3.1. Definition and basic examples. Since we are mainly interested in stable derivators, we turn
immediately to the next richer structure, namely the pointed derivators. There are at least two
ways to axiomatize a notion of a pointed derivator. From these two notions, we turn the ‘weaker
one’ into a definition. The ‘stronger one’ will be referred to as a strongly pointed derivator, but we
will show that these two notions actually coincide.
Definition 3.1. A derivator D is pointed if the underlying category D(e) of D is pointed, i.e.,
admits a zero object 0 ∈ D(e).
Note that the pointedness is again only a property and not an additional structure. For a
prederivator one would impose a slightly stronger condition: a prederivator is pointed if and only if
all of its values and all restriction of diagram functors are pointed. In the case of a derivator these
stronger properties follow immediately from the definition.
Proposition 3.2. Let D be a pointed derivator and let u : J −→ K a functor in Cat . Then D(K)
is also pointed and the functors u!, u
∗, u∗ are pointed. In particular, if a derivator D is pointed
then this is also the case for DM for every M ∈ Cat .
Proof. The map from the initial to the final object in D(K) is an isomorphism since this is pointwise
the case. Moreover, each of the functors u!, u
∗, u∗ has an adjoint on at least one side and will
hence preserve the zero objects. 
Example 3.3. i) Let C be a category. Then the represented prederivator C is pointed if and only
if the category C is pointed.
ii) The derivator DM associated to a pointed combinatorial model category M is pointed.
iii) A derivator D is pointed if and only if its dual Dop is pointed.
We now want to give the stronger axiom as used by Maltsiniotis in [Mal07].
Definition 3.4. A derivator D is strongly pointed if it has the following two properties:
i) For every sieve j : J −→ K, the homotopy right Kan extension functor j∗ has a right adjoint j!:
(j∗, j
!) : D(J)⇀ D(K)
ii) For every cosieve i : J −→ K, the homotopy left Kan extension functor i! has a left adjoint i?:
(i?, i!) : D(K)⇀ D(J)
It is an immediate corollary of the definition that a strongly pointed derivator is pointed. In
fact, one of the two additional properties is enough to ensure this.
Corollary 3.5. If D is a strongly pointed derivator, then D is pointed.
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Proof. It is enough to consider the cosieve ∅e : ∅ −→ e. For an initial object ∅e!(0) ∈ D(e) and an
arbitrary X ∈ D(e), we then deduce homD(e)(X, ∅e!(0)) ∼= homD(∅)(∅
?
eX, 0) = ∗, so that ∅e!(0) is
also terminal. 
The aim of this subsection is to prove that also the converse holds (cf. Corollary 3.8). A further
proof of that converse will be given in the stable situation, i.e., for stable derivators. That second
proof is quite an indirect one. It relies on the fact that recollements of triangulated categories
are overdetermined and will be given in Subsection 4.3. As a preparation, for the direct proof, we
mention the following immediate consequence of Proposition 1.29. It states that homotopy left Kan
extension along cosieves and homotopy right Kan extension along sieves are given by ‘extension by
zero functors’ and will be of constant use in the remainder of this paper.
Proposition 3.6. Let D be a pointed derivator.
i) Let u : J −→ K be a cosieve, then the homotopy left Kan extension u! is fully faithful and
X ∈ D(K) lies in the essential image of u! if and only if Xk ∼= 0 for all k ∈ K − u(J).
ii) Let u : J −→ K be a sieve, then the homotopy right Kan extension u∗ is fully faithful and
X ∈ D(K) lies in the essential image of u∗ if and only if Xk ∼= 0 for all k ∈ K − u(J).
Following Heller [Hel97], we introduce the following notation. Let D be a pointed derivator and
let u : J −→ K be the inclusion of a full subcategory. Then we denote by D(K, J) ⊆ D(K) the full,
replete subcategory spanned by the objects X which vanish on J , i.e., such that u∗(X) = 0. If u
is now a cosieve respectively a sieve, the above proposition guarantees that we have the following
equivalences of categories:
(u!, u
∗) : D(J)
≃
−→ D(K,K − J) respectively (u∗, u∗) : D(K,K − J)
≃
−→ D(J)
This proposition, although easily proved, will be of central importance in all what follows. It will,
in particular, be of constant use in the study of the important cone, fiber, suspension, and loop
functors and also in the proof that the values of a stable derivator can be canonically endowed with
the structure of a triangulated category. However, we first have to establish some properties of
coCartesian and Cartesian squares and this will be done in the next Subsection 3.2.
To conclude this subsection we will now give the proof that pointed derivators are actually
strongly pointed. The constructions involved in the proof are motivated by the paper of Rezk [Rez]
in which he gives a nice construction of the ‘natural model structure’ on Cat . This model structure
is due to Joyal and Tierney [JT91] and the adjective ‘natural’ refers to the fact that the weak
equivalences in that model structure are precisely the equivalences in the 2-category Cat . We use a
minor modification of the mapping cylinder categories used in [Rez]. Instead of forming the product
with the groupoid generated by [1] we use the category [1] itself. This leads to two ‘differently
oriented versions’ of the mapping cylinder and both of them will be needed.
Lemma 3.7. i) Let u : J −→ K be a cosieve. Then the subcategory D(K, J) ⊆ D(K) is coreflective,
i.e., the inclusion functor ι admits a right adjoint.
ii) Let u : J −→ K be a sieve. Then the subcategory D(K, J) ⊆ D(K) is reflective, i.e., the inclusion
functor ι admits a left adjoint.
Proof. We will give the details for the proof of ii) and mention the necessary modifications for i).
So, let u : J −→ K be a sieve and let us construct the mapping cylinder category cyl(u). By
definition, cyl(u) is the full subcategory of K× [1] spanned by the objects (u(j), 1) and (k, 0). Thus,
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it is defined by the following pushout diagram where i0 is the inclusion at 0:
J
u //
i0

K

J × [1] // cyl(u)
There are the natural functors i : J −→ cyl(u) : j 7−→ (u(j), 1) and s : K −→ cyl(u) : k 7−→ (k, 0).
Moreover, id : K −→ K and J × [1]
pr
−→ J
u
−→ K induce a unique functor q : cyl(u) −→ K. These
functors satisfy the relations q ◦ i = u, q ◦ s = idK .
Consider now an object X ∈ D(cyl(u), i(J)) and let us calculate the value of q!(X) at some
u(j) ∈ K. For this purpose, we show that the following pasting is homotopy exact:
e
i(j),1
//
id

☛☛☛☛	
i(J)/i(j) × [1]
∼= //
p

✏✏✏✏
cyl(u)/u(j)
pr
//
p

☞☞☞☞

cyl(u)
q

e // e // e
u(j)
// K
Since u is a sieve we have an isomorphism as depicted in the diagram. Moreover, i(J)/i(j) × [1] has
a terminal element so that the left two squares are homotopy exact by Proposition 1.24. Thus, we
can conclude by (Der4) that the above pasting is homotopy exact and obtain q!(X)u(j) ∼= Xi(j) = 0.
The adjunction (q!, q
∗) restricts to an adjunction (q!, q
∗) : D(cyl(u), i(J))⇀ D(K,u(J)).
Moreover, since we defined the mapping cylinder forming the product with [1] as opposed to the
groupoid generated by it, s : K −→ cyl(u) is a sieve. Hence, by Proposition 3.6, we have an induced
equivalence (s∗, s
∗) : D(K)
≃
−→ D(cyl(u), cyl(u)− s(K)) = D(cyl(u), i(J)).
Putting these two adjunctions together we obtain the adjunction
(q! ◦ s∗, s
∗ ◦ q∗) : D(K)⇀ D(cyl(u), i(J))⇀ D(K,u(J)).
The relation q ◦s = id implies that the right adjoint of this adjunction is the inclusion ι as intended
and the reflection is given by r = q! ◦ s∗.
The proof of i) is similar. Instead of using cyl(u) one uses this time the mapping cylinder
category cyl′(u) which is obtained by a similar pushout but using the inclusion i1 instead of i0. Let
us denote the corresponding functors again by i, q, and s. Using a similar calculation of q∗ and the
fact that s is now a cosieve, we can construct a coreflection c. 
Corollary 3.8. Let D be a pointed derivator, then D is also strongly pointed.
Proof. Given a sieve u : J −→ K we have to show that u∗ has a right adjoint. The inclusion
v : K − u(J) −→ K of the complement is a cosieve. The above lemma applied to v thus gives us a
coreflection c : D(K)⇀ D(K,K − u(J)). Putting this together with the equivalence induced by u∗
(guaranteed by Proposition 3.6) we obtain the desired adjunction:
(u∗, u
!) : D(J)
u∗ //
D(K,K − u(J))
u∗
oo
ι //
D(K)
c
oo
The proof in the case of a cosieve is, of course, the dual one. 
The proofs of the last two results were constructive. So, for later reference, let us give precise
formulas for these additional adjoint functors. Let D be a pointed derivator and let u : J −→ K
38 MORITZ GROTH
be a cosieve. Let us denote by v : J ′ = K − u(J) −→ K the sieve given by the complement.
The adjunctions (u?, u!) : D(K) ⇀ D(J) and (v∗, v
!) : D(J) ⇀ D(K) are given by the following
composite adjunctions respectively:
u? : D(K)
s∗ //
D(cyl(v), i(J ′))
q! //
s∗
oo D(K, v(J ′))
u∗ //
q∗
oo D(J)
u!
oo : u!
v∗ : D(J
′)
v∗ //
D(K,u(J))
q′∗
//
v∗
oo D(cyl′(u), i′(J))
s′∗ //
q′
∗
oo D(K)
s′!
oo : v!
Here, cyl(v) is the mapping cylinder obtained from identifying the bottom J ′ ×{0} of J ′ × [1] with
the image of v, i is the inclusion in the cylinder, q is the projection and s is the canonical section
of q. The notation in the second decomposition is similar where the roles of 0 and 1 are interchanged.
3.2. coCartesian and Cartesian squares. In this subsection, we introduce coCartesian and
Cartesian squares in a derivator and establish some facts about them which will be needed in
Section 4. Some of these properties are well-known from classical category theory and will be
reproved here for the context of derivators. The main results are the behavior of (co)Cartesian
squares under cancellation and composition (Proposition 3.14) and a ‘detection result’ (due to
Franke [Fra96]) for (co)Cartesian squares (Proposition 3.11).
We denote the category [1] × [1] by , i.e.,  is the following poset considered as a category
where we draw the first coordinate horizontally:
(0, 0) //

(1, 0)

(0, 1) // (1, 1)
For the treatment of Cartesian and coCartesian squares, it is important to consider the following
two inclusions of subcategories i
p
: p −→  resp. iy : y −→  which are given by the subposets:
(0, 0) //

(1, 0)
respectively
(1, 0)

(0, 1) (0, 1) // (1, 1)
Definition 3.9. Let D be a derivator and let X ∈ D().
i) The square X is coCartesian if it lies in the essential image of i
p ! : D(p) −→ D().
ii) The square X is Cartesian if it lies in the essential image of iy∗ : D(y) −→ D().
It follows immediately from the fully faithfulness of homotopy Kan extensions along fully faithful
functors (Proposition 1.26) and Lemma 1.27 that such an X ∈ D() is coCartesian if and only if
the canonical morphism ǫ(1,1) : ip ! ip
∗(X)(1,1) −→ X(1,1) is an isomorphism. Dually, the square X is
Cartesian if and only if the canonical morphism η(0,0) : X(0,0) −→ iy∗ iy
∗(X)(0,0) is an isomorphism.
Our first aim in this section is to establish a ‘detection result’ for (co)Cartesian squares in larger
diagrams which will be used frequently later on. So, let us quickly give the notion of a square.
Definition 3.10. Let J be a category. A square in J is a functor i :  −→ J which is injective on
objects.
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Here is now the intended ‘detection result’ for (co)Cartesian squares.
Proposition 3.11. Let i :  −→ J be a square in J and let f : K −→ J be a functor.
i) Assume that the induced functor p
i˜
−→
(
J − i(1, 1)
)
/i(1,1)
has a left adjoint and that i(1, 1) does
not lie in the image of f . Then for all X = f!(Y ) ∈ D(J), Y ∈ D(K), the induced square i
∗(X) is
coCartesian.
ii) Assume that the induced functor y
i˜
−→
(
J − i(0, 0)
)
i(0,0)/
has a right adjoint and that i(0, 0) does
not lie in the image of f . Then for all X = f∗(Y ) ∈ D(J), Y ∈ D(K), the induced square i∗(X) is
Cartesian.
Proof. We give a proof of i). By assumption on f , f factors as K
f¯
−→ J − i(1, 1)
j
−→ J so that our
setup can be summarized by: (
J − i(1, 1)
)
/i(1,1)
pr

p
R=i˜
88rrrrrrrrrrrr //
i
p

J − i(1, 1)
j

K
f¯
oo
f
ww♣♣♣
♣♣♣
♣♣♣
♣♣♣
♣♣

i
// J
We want to show that the adjunctions counit ǫ : i
p ! ip
∗ −→ id is an isomorphism when applied
to i∗f!(Y ), Y ∈ D(K). But by Lemma 1.27 and Lemma 1.18 this is equivalent to showing that
the base change morphism associated to the pasting on the left-hand-side is an isomorphism when
evaluated at f!(Y ) :
p ∼= p/(1,1) //
p

✠✠✠✠ 
p
i
p //
i
p

⑦⑦{

i //
id

⑦⑦{
J
id

p
R //
p

☞☞☞☞

J − i(1, 1)/i(1,1)
pr
//
p

✑✑✑✑
J − i(1, 1)
j
//
j

✠✠✠✠ 
J
id

e
(1,1)
// 
id
// 
i
// J e
id
// e
i(1,1)
// J
id
// J
Using Lemma 1.18 again, this is equivalent to showing that the base change morphism associated
to the pasting on the right gives an isomorphism when evaluated at f!(Y ). But this is the case
by (Der4) and Proposition 1.24, since f!(Y ) ∼= j!f¯!(Y ) lies in the essential image of j!. 
Typical applications of this proposition will be given when the categories under consideration
are posets. Let J and K be posets considered as categories. Recall that a functor u : J −→ K
is the same as an order-preserving map. Moreover, an adjunction (u, v) : J ⇀ K is equivalently
given by two order-preserving maps u : J −→ K and v : K −→ J such that j ≤ vu(j), j ∈ J, and
uv(k) ≤ k, k ∈ K. In fact, in this case the triangular identities are automatically satisfied.
For n ≥ 0, we denote by [n] the ordinal number 0 < . . . < n considered as a category. Moreover,
let us denote the standard cosimplicial face resp. degeneracy maps by di : [n−1] −→ [n], 0 ≤ i ≤ n,
resp. sj : [n+ 1] −→ [n], 0 ≤ j ≤ n. Here, di is the unique monotone injection omitting i while sj
is the unique monotone surjection hitting j twice. The images of these cosimplicial structure maps
under a contravariant functor will, as usual, be written as di resp. sj .
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Lemma 3.12. For every 0 ≤ i ≤ n− 1 we have an adjunction (si, di) : [n]⇀ [n− 1]. In particular,
we thus obtain the adjunctions (s0, d0) : [2]× [1]⇀ [1]× [1] and (s1, d1) : [2]× [1]⇀ [1]× [1].
In the next proposition, we will consider squares X ∈ D() in a derivator and some of its
associated sub-diagrams. To establish some short hand notation, let us denote by div the face maps
id×di : [1] −→ [1]× [1] =  in the ’vertical direction’ giving rise to ‘horizontal faces’ and similarly
in the other case. If we apply a contravariant functor to these morphisms we will interchange the
indices and thus write dhi and d
v
i respectively.
Proposition 3.13. Let D be a derivator.
i) An object of D([1]) is an isomorphism if and only if it lies in the essential image of the homotopy
left Kan extension functor 0! : D(e) −→ D([1]).
ii) Let X ∈ D() be a square such that dv1(X) is an isomorphism, i.e., we have X0,0
∼=
−→ X1,0. The
square X is coCartesian if and only if also dv0(X) is an isomorphism.
Proof. i) This is a special case of (the dual of) Lemma 1.25.
ii) By i) our assumption on X is equivalent to the adjunction counit 0!0
∗dv1(X) −→ d
v
1(X) being
an isomorphism. Using Lemma 1.27 and (Der4), we can reformulate this by saying that the base
change morphism associated to the following pasting is an isomorphism when evaluated on X :
e ∼= e/1
pr
//
p

✝✝✝✝
e
0 //
0

⑧⑧{
[1]
d1v //
id

⑦⑦{

id

=
e
(0,0)
//
id

⑤⑤z

id

e
1
// [1]
id
// 
d1v
//  e
(1,0)
// 
We want to reformulate this in a way which is more convenient for this proof. For this purpose let
us consider the following factorization of the horizontal face map:
d1h = ip ◦j : [1]
j
−→ p
i
p−→ 
Now, our assumption that dv1(X) is an isomorphism is equivalent to the counit j!j
∗ i
p
∗X −→ i
p
∗X
being an isomorphism. In fact, using Lemma 1.27 and (Der4), the claim about the counit can be
equivalently restated by saying that the base change of the following pasting is an isomorphism
when evaluated at X :
e ∼= [1]/(0,1)
pr
//
p

✡✡✡✡	
[1]
j
//
j

⑦⑦{
p
i
p //
id

⑥⑥z

id

=
e
(0,0)
//
id

⑥⑥z

id

e
(0,1)
// p
id
// p
i
p
//  e
(1,0)
// 
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Thus, the claim follows from our previous reasoning. This in turn can be used to show that under
our assumption the square X is coCartesian if and only if the base change associated to
[1]
j
//
j

  |
p
i
p //
id

⑦⑦{

id

=
[1]
d1h //
d1h

  |

id

p
id
//
i
p

✁✁|
p
i
p
//
i
p

  |

id


id
// 

id
// 
id
// 
is an isomorphism at X . By Lemma 1.27 this is the case if and only if it is the case at (1, 1) which
in turn is equivalent (by similar arguments as in the beginning of this proof) to the fact that dv0(X)
is an isomorphism. 
We now discuss the composition and cancellation property of (co)Cartesian squares. Recall from
classical category theory that for a diagram in a category of the shape
X0,0 //

X1,0

// X2,0

X0,1 // X1,1 // X2,1
the following holds: if the square on the left is a pushout, then the square on the right is a pushout
if and only if the composite square is. The corresponding result in the theory of derivators is
the content of the next proposition. The methods are similar to the ones used in the proof of
Proposition 3.13 so we will be a bit more sketchy. Moreover, since we only use horizontal face maps
this time we again drop the additional index.
Proposition 3.14. Let D be a derivator and let X ∈ D([2]× [1]).
i) If d2(X) ∈ D() is coCartesian, then d0(X) is coCartesian if and only if d1(X) is coCartesian.
ii) If d0(X) ∈ D() is Cartesian, then d2(X) is Cartesian if and only if d1(X) is Cartesian.
Proof. We give a proof of i). For this purpose, let J0 resp. J1 be the posets
(0, 0) //

(1, 0) // (2, 0) resp. (0, 0) //

(1, 0) //

(2, 0)
(0, 1) (0, 1) // (1, 1)
and denote the fully faithful inclusion functors by i : J0
i0−→ J1
i1−→ J2 = [2]× [1]. Our assumption
on X and Lemma 1.27 guarantee that the base change morphism associated to the following square
evaluated at X is an isomorphism if and only if this is the case at (2, 1) :
J0
i //
i

  |
J2
id

J2
id
// J2
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We want to reformulate this property in two ways. First, using (Der4) and Proposition 1.24 applied
to d1 : p −→ J0 this can be seen to be equivalent to the claim that d1(X) is coCartesian. Second,
using the factorization i = i1 ◦ i0 the property can also be reformulated by saying that the base
change morphism associated to the following pasting diagram is an isomorphism at (2, 1) when
evaluated at X :
J0
i0 //
i0

  |
J1
i1 //
id

  |
J2
id

J1
id
//
i1

  |
J1
i1
//
i1

  |
J2
id

J2
id
// J2
id
// J2
But under our assumption on d2(X) and using the cofinality of d
0 : [1] −→ [2] this can be seen to
be equivalent to the fact that d0(X) is coCartesian which then concludes our proof. 
Now, that we have established the properties of (co)Cartesian squares necessary for our purposes,
we will quickly define left exact, right exact, and exact morphisms of derivators.
Definition 3.15. A morphism of derivators preserves coCartesian squares if it preserves homotopy
left Kan extensions along i
p
: p −→ . Similarly, a morphism of derivators preserves Cartesian
squares if it preserves homotopy right Kan extensions along iy : y −→ .
As an immediate consequence of Corollary 2.8 and Corollary 2.7 we have the following result.
Corollary 3.16. Let F : D −→ D′ be a morphism of derivators. Then F preserves coCartesian
squares if and only if F : DM −→ D′M preserves coCartesian squares for all categories M . More-
over, an object X ∈ DM () is coCartesian if and only if the squares Xm ∈ D() are coCartesian
for all objects m ∈M.
Definition 3.17. Let F : D −→ D′ be a morphism of derivators.
i) The morphism F is left exact if it preserves Cartesian squares and final objects.
ii) The morphism F is right exact if it preserves coCartesian squares and initial objects.
iii) The morphism F is exact if it is left exact and right exact.
It follows immediately from this definition that a left exact morphism preserves, in particular,
finite products and dually for a right exact morphism.
Example 3.18. i) Let (F,U) : M −→ N be a Quillen adjunction between combinatorial model
categories. The morphism LF : DM −→ DN is right exact and the morphism RU : DN −→ DM is
left exact. This holds more generally for an arbitrary adjunction of derivators.
ii) Let D be a derivator and let u : L −→M be a functor. The induced strict morphism of derivators
u∗ : DM −→ DL is exact.
3.3. Suspensions, Loops, Cones, and Fibers. Let D be a pointed derivator and let J be a
category. In this subsection we want to construct the suspension and loop functors on D(J) and
the cone and fiber functors on D(J × [1]). By Proposition 3.2, we can assume J = e.
Let us begin with the suspension functor Σ and the loop functor Ω. The ‘extension by zero
functors’ as given by Proposition 3.6 will again be crucial. Let us consider the following sequences
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of functors:
e
(0,0)
// p
i
p //  e,
(1,1)
oo e
(1,1)
// y
iy //  e.
(0,0)
oo
Since (0, 0): e −→ p is a sieve the homotopy right Kan extension functor (0, 0)∗ gives us an ‘extension
by zero functor’ by Proposition 3.6, and similarly for the homotopy left Kan extension (1, 1)! along
the cosieve (1, 1): e −→ y.
Definition 3.19. Let D be a pointed derivator.
i) The suspension functor Σ is given by Σ: D(e)
(0,0)∗
// D(p)
i
p ! // D()
(1,1)∗
// D(e).
ii) The loop functor Ω is given by Ω: D(e)
(1,1)!
// D(y)
iy∗ // D()
(0,0)∗
// D(e).
The motivation for these definitions should be clear from topology. Recall that given a pointed
topological space X , the suspension ΣX is constructed by first taking two instances of the canonical
inclusion into the (contractible!) cone CX and then forming the pushout:
X //

CX X //

CX

CX CX // ΣX
We can consider this diagram as a homotopy pushout. The above definition abstracts precisely this
construction.
Of course, we want to show that these functors define an adjoint pair (Σ,Ω): D(e) ⇀ D(e).
For this purpose, let us denote by M ⊂ D(), Mp ⊂ D(p), and My ⊂ D(y) the respective full
subcategories spanned by the objects X with X1,0 ∼= 0 ∼= X0,1.
Proposition 3.20. If D is a pointed derivator, then we have an adjunction (Σ,Ω): D(e)⇀ D(e).
Proof. With the notation established above, the suspension and the loop functor can be factored
as follows:
Σ: D(e)
(0,0)∗
≃
//M
p
i
p ! // M
iy
∗
// M
y
(1,1)∗
≃
// D(e)
D(e) Mp
(0,0)∗
≃
oo M
i
p
∗
oo M
y
iy∗oo D(e)
≃
(1,1)!
oo : Ω
The existence of the factorization is clear and the fact that the functors (0, 0)∗ and (1, 1)! restricted
this way are equivalences follows from their fully faithfulness and Proposition 3.6. From this
description, one sees immediately that we have an adjunction (Σ,Ω) which is, in fact, given as
a composite adjunction of four adjunctions among which two are equivalences. 
Using similar constructions, one can introduce cone and fiber functors for pointed derivators.
Again, the definition is easily motivated from topology. If we consider a map of pointed spaces
f : X −→ Y then the mapping cone Cf of f is constructed in two steps by forming a pushout as
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indicated in the next diagram:
X
f
//

Y X
f
//

Y

CX CX // Cf
To axiomatize this in the context of a pointed derivator, let us consider the following morphisms of
posets:
[1]
i // p
ip //  y
iyoo [1]
j
oo
Here, i is the sieve classifying the horizontal arrow while j is the cosieve classifying the vertical
arrow. In particular, by Proposition 3.6, we have again extension by zero functors i∗ and j!.
Definition 3.21. Let D be a pointed derivator.
i) The cone functor Cone : D([1]) −→ D([1]) is defined as the composition:
Cone : D([1])
i∗−→ D(p)
ip!−→ D()
j∗
−→ D([1])
ii) The fiber functor Fiber : D([1]) −→ D([1]) is defined as the composition:
Fiber : D([1])
j!−→ D(y)
iy∗−→ D()
i∗
−→ D([1])
Moreover, let C : D([1]) −→ D(e) be the functor obtained from the cone functor by evaluation at 1,
and similarly let F : D([1]) −→ D(e) be the functor obtained from the fiber functor by evaluation 0.
Proposition 3.13 shows that the cone Cf of an isomorphism f is the zero object 0. In gen-
eral, the converse is only true in the stable situation (cf. Proposition 4.5). There is the following
counterexample to the converse in the unstable situation.
Counterexample 3.22. Let E be an exact category in the sense of Quillen (cf. [Qui73]). Moreover,
let us assume E to have enough injectives but also that E is not Frobenius, i.e., the classes of injectives
and projectives do not coincide. The stable category E which is obtained from E by dividing out the
maps factoring over injectives is a ‘suspended category’ in the sense of [KV87]. Let now X be an
object of E of injective dimension 1 and let 0 −→ X −→ I0 = I −→ I1 = ΣX −→ 0 be an injective
resolution of X . By definition of the suspended structure on E (cf. [KV87] or [Hap88, Chapter I])
the diagram
X
u //
id

I
id

v // ΣX
id

X // I // ΣX
gives rise to the distinguished triangle X
u
−→ I
v
−→ ΣX
id
−→ ΣX. Since ΣX is trivial in the stable
category E the morphism u is an example of a morphism which is not an isomorphism but still has
a vanishing cone. In the stable situation, i.e., in the Frobenius case, this counterexample cannot
exist. In fact, the above resolution of X would split because ΣX is by assumption injective, hence
projective, showing that the injective dimension of X is zero. This example can be made into an
example about pointed derivators by using [Kel07].
As a preparation for the next proof, let us denote by N ⊂ D(), Np ⊂ D(p), and Ny ⊂ D(y) the
respective full subcategories spanned by the objects X with X0,1 ∼= 0.
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Proposition 3.23. Let D be a pointed derivator, then we have an adjunction:
(Cone,Fiber) : D([1]) ⇀ D([1])
Proof. There are the following factorizations of the cone and fiber functors:
Cone : D([1])
i∗
≃
// Np
i
p ! // N
iy
∗
// Ny
j∗
≃
// D([1])
D([1]) Np
≃
i∗oo N
i
p
∗
oo Ny
iy∗oo D([1])
j!
≃
oo : Fiber
The existence of these factorizations is again obvious and the fact that the outer functors are
equivalences follows again from Proposition 3.6. Thus, this shows that the pair (Cone,Fiber) is the
composition of four adjunctions among which two are equivalences. 
In the literature, there is also an alternative description of some of the functors we just intro-
duced. This alternative description is, for example, helpful in the understanding of morphisms
in D([1]) which induce zero morphisms on underlying diagrams. Using our explicit construction
of the (co)exceptional inverse image functors at the end of Subsection 3.1, let us quickly show
these two approaches to be equivalent. For this purpose, let D again be a pointed derivator and
let us consider the category [1] together with the cosieve 1 : e −→ [1] and the sieve 0 : e −→ [1].
Corollary 3.8 implies that we have adjunctions:
(1?, 1!) : D([1])⇀ D(e) and (0∗, 0
!) : D(e)⇀ D([1])
The formulas via the mapping cylinder constructions can be made very explicit in this case so that
we have the following descriptions of the additional adjoints 1? and 0! :
1? : D([1])
j∗
≃
// D(p, (0, 1))
pr1! // D([1], 0)
1∗
≃
// D(e)
0! : D([1])
j!
≃
// D(y, (1, 0))
pr1∗ // D([1], 1)
0∗
≃
// D(e)
In both formulas, j denotes the functor classifying the horizontal arrow and the functors pr1 are
suitable restrictions of the projection on the first component  −→ [1]. It follows from Lemma 1.25
that in both cases the composition of the last two functors is naturally isomorphic to the homotopy
colimit and homotopy limit functor respectively. A final application of (Der4) then implies the
following result.
Proposition 3.24. Let D be a pointed derivator then we have the following natural isomorphisms:
C ∼= 1?, Σ ∼= 1? ◦ 0∗, F ∼= 0
!, and Ω ∼= 0! ◦ 1!
In particular, we have adjunctions (C, 1!) : D([1])⇀ D(e) and (0∗,F) : D(e)⇀ D([1]).
The above definitions can easily be extended (using Example 2.1) to morphisms at the level of
derivators. Thus, given a pointed derivator D we obtain, in particular, adjunctions of derivators
(Σ,Ω): D⇀ D and (Cone,Fiber) : D[1] ⇀ D[1] .
Since the construction of the above functors is based only on certain extension by zero functors
and the formation of some (co)Cartesian squares the following proposition is immediate. It applies,
in particular, to the precomposition morphisms v∗ : DM −→ DL for a pointed derivator D .
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Proposition 3.25. Let G : D −→ D′ be a morphism of pointed derivators.
i) If G is left exact then we have canonical isomorphisms
G ◦ Ω −→ Ω ◦G and G ◦ Fiber −→ Fiber ◦G.
ii) If G is right exact then we have canonical isomorphisms
Σ ◦G −→ G ◦ Σ and Cone ◦G −→ G ◦ Cone .
4. Stable derivators
4.1. The additivity of stable derivators. In this subsection, we come to the central notion of
a stable derivator. Similarly to the situation of a stable model category or a stable ∞-category,
one adds a ‘linearity condition’ to the pointed situation. This will ensure, in particular, that the
suspension and the loop functor define a pair of inverse equivalences
(Σ,Ω): D(e)
≃
−→ D(e).
This notion was introduced by Maltsiniotis in [Mal07] by forming a combination of the axioms of
Grothendiecks derivators [Gro] and Franke’s systems of triangulated diagram categories [Fra96].
More details on the history can be found in the paper [CN08] by Cisinski and Neeman.
Definition 4.1. A strong derivator D is stable if it is pointed and if an object of D() is coCartesian
if and only if it is Cartesian.
The strongness property will be crucial in two situations in the construction of the canonical
triangulated structures. Let us call a square biCartesian if it satisfies the equivalent conditions of
being Cartesian or coCartesian.
Example 4.2. i) Let M be a stable combinatorial model category then the associated deriva-
tor DM is stable. Thus, we have, in particular, the stable derivator associated to unbounded chain
complexes, modules over a differential graded algebra, spectra based on simplicial sets and module
spectra over a given symmetric ring spectrum. These derivators can be endowed with some addi-
tional structure: they are examples of monoidal derivators resp. derivators tensored over a monoidal
derivator as discussed in [Gro11, Gro12a].
ii) A derivator D is stable if and only if the dual derivator Dop is stable.
Let us begin by the following convenient result.
Proposition 4.3. Let D be a stable derivator and let M be a category. Then DM is again stable.
Proof. It is immediate that a derivator D is strong if and only if DM is strong for all categories M.
Moreover, we know that DM is pointed by Proposition 3.2. Thus, let us consider the (co)Cartesian
squares. For an object X ∈ DM (), using Corollary 3.16, we have that X is coCartesian if and
only if Xm ∈ D() is coCartesian for all m ∈ M. Using the stability of D and the corresponding
result for Cartesian squares in DM () we are done. 
We give immediately the expected result on the suspension and loop functors in this stable
situation. Recall the definition of the categories M, My, Mp, and the factorization of (Σ,Ω) in
the case of a pointed derivator. Let us denote, in addition, by MΣ ⊂ M (resp. MΩ ⊂ M) the full
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subcategory spanned by the coCartesian (resp. Cartesian) squares. With this notation, in the case
of a pointed derivator, there is the following additional factorization of (Σ,Ω) :
Σ: D(e)
(0,0)∗
≃
// Mp
i
p !
≃
//MΣ
iy
∗
// My
(1,1)∗
≃
// D(e)
D(e) Mp
(0,0)∗
≃
oo MΩ
i
p
∗
oo My
iy∗
≃
oo D(e)
≃
(1,1)!
oo : Ω
In this diagram, all but possibly the two restriction functors in the middle are equivalences. In the
case of a stable derivator, we haveMΣ = MΩ and these two restriction functors are also equivalences:
Σ: D(e)
(0,0)∗
≃
// Mp
i
p !
≃
//MΣ
iy
∗
≃
// My
(1,1)∗
≃
// D(e)
D(e) Mp
(0,0)∗
≃
oo MΩ
i
p
∗
≃
oo My
iy∗
≃
oo D(e)
≃
(1,1)!
oo : Ω
This proves the first half of the next result. The second half can be proved in a similar way.
Proposition 4.4. Let D be a stable derivator, then we have equivalences of derivators
(Σ,Ω): D
≃
−→ D and (Cone,Fiber) : D[1]
≃
−→ D[1] .
Let us mention the following result which shows that in the stable situation isomorphisms can
be characterized by the vanishing of the cone. We use the same notation as in Proposition 3.13.
Proposition 4.5. Let D be a stable derivator and let X ∈ D(). If two of the three following
statements hold for the square X then so does the third one:
i) The square X is coCartesian,
ii) The arrow dv0X is an isomorphism,
iii) The arrow dv1X is an isomorphism.
In particular, an object f ∈ D([1]) is an isomorphism if and only if the cone Cf is zero.
Proof. For the first part we can apply Proposition 3.13 to see that we only have to show that i) and
ii) imply iii). But this statement follows from the dual of Proposition 3.13 which can be applied
because every coCartesian square is also Cartesian in the stable situation. Finally, the second part
follows from the first part when applied to the special case of the defining square of the cone. 
The next aim is to show that, in the stable case, finite coproducts and finite products in D(J) are
canonically isomorphic. By Proposition 4.3, we can assume that J = e. But let us first mention the
following result which is immediate from Proposition 3.14 on the composition and the cancellation
properties of (co)Cartesian squares. That result is crucial in order to establish the semi-additivity.
Proposition 4.6. Let D be a stable derivator and let X ∈ D([2] × [1]). If two of the squares
d0(X), d1(X), and d2(X) are biCartesian, then so is the third one.
We now give the result on the semi-additivity of the values of a stable derivator, i.e., we want
to show that the values then admit finite biproducts. We know already from Proposition 1.12 that
the values of an arbitrary derivator admit finite coproducts and finite products.
Proposition 4.7. Let D be a stable derivator and consider a functor u : J −→ K. Then finite
coproducts and finite products in D(J) are canonically isomorphic. Moreover, these are preserved
by u∗, u!, and u∗.
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Proof. For the first part, it is again enough to show the result for the case J = e. Let us consider
the inclusion j2 : L2 −→ L3 of the left poset L2 in the right poset L3:
(1, 0) // (2, 0) (0, 0)

// (1, 0) // (2, 0)
(0, 1)

(0, 1)

(0, 2) (0, 2)
Moreover, let j1 : e ⊔ e −→ L2 be the map (1, 0) ⊔ (0, 1) and let j3 : L3 −→ [2] × [2] = L be the
obvious inclusion. Since j1 is a sieve the homotopy Kan extension functor j1∗ is an ‘extension
by zero functors’ by Proposition 3.6, and similarly for the homotopy Kan extension functor j2!
associated to the cosieve j2. Let us consider the functor:
D(e)× D(e) ≃ D(e ⊔ e)
j1∗−→ D(L2)
j2!−→ D(L3)
j3!−→ D(L)
The image Q ∈ D(L) of a pair (X,Y ) ∈ D(e)×D(e) under this functor has as underlying diagram:
0 //

X //

0

diaL(Q) : Y //

B //

Y ′

0 // X ′ // Z
Let us denote the four inclusions of the smaller squares in L by ik, k = 1, . . . , 4, i.e., let us set
i1 = d
2 × d2, i2 = d
0 × d2, i3 = d
2 × d0, and i4 = d
0 × d0.
An application of Proposition 3.11 to these inclusions ik :  −→ L, k = 1, . . . , 4, and f = j3 allows
us to deduce that all squares are biCartesian. In fact, in all four cases, ik(1, 1) /∈ Im(j3) and
we only have to check that the induced functors i˜k : p −→ L− ik(1, 1)/ik(1,1) are right adjoints.
For k = 1, this functor is an isomorphism while in the other three cases Lemma 3.12 applies.
By Proposition 4.6, also the composite squares (d2 × d1)(Q) and (d1 × d2)(Q) are biCartesian.
Hence, Proposition 3.13 ensures that we have isomorphisms X ∼= X ′ and Y ∼= Y ′. Similarly, the
square (d1 × d1)(Q) is biCartesian and we obtain an isomorphism Z ∼= 0. Thus, we see that B is
simultaneously a coproduct of X and Y and a product of X ′ ∼= X and Y ′ ∼= Y .
The fact that these biproducts are preserved by u∗, u!, and u∗ follows immediately since each of the
three functors has an adjoint functor on at least one side. 
Corollary 4.8. Let D be a stable derivator and let J be a category. Every object of D(J) is
canonically a commutative monoid object and a cocommutative comonoid object. In particular, the
morphism set homD(J)(X,Y ), X, Y ∈ D(J), carries canonically the structure of an abelian monoid.
Proof. For X ∈ D(J), the diagonal map ∆X : X −→ X × X ∼= X ⊔ X is counital, coassociative
and cocommutative. Dually, the codiagonal ∇X : X ×X ∼= X ⊔X −→ X is unital, associative and
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commutative. These can be used to define the sum of two morphism f, g : X −→ Y using the usual
convolution or cup product, i.e., as
f + g : X
∆X−→ X ×X
f×g
−→ Y × Y ∼= Y ⊔ Y
∇Y−→ Y
and it is immediate that this defines the structure of an abelian monoid on homD(J)(X,Y ). 
We will from now on use the standard notation ⊕ for the biproduct. The next aim is to show
that objects of the form ΩX (resp. ΣX) are even abelian group (resp. cogroup) objects. We give
the proof in the case of ΩX in which case the constructions can be motivated by the process of
concatenation of loops in topology. Let us begin with some preparations. Since the aim is to ‘model
categorically’ the concatenation and inversion of loops we have to consider finite direct sums of ‘loop
objects’. For the construction of the finite sums of loop objects there is the following conceptual
approach which admits an obvious dualization. Let yn be the poset with objects e0, . . . , en and t
and with ordering generated by ei ≤ t, i = 0, . . . , n. The pictures of yn for n = 1 and n = 2 are:
e1

e1
  
❆❆
❆❆
❆❆
❆❆
e2

e0 // t e0 // t
Let Fin denote the category of the finite sets 〈n〉 = {0, . . . , n} with all set-theoretic maps as
morphisms between them. The assignment 〈n〉 7−→ yn can be extended to a functor Fin −→ Cat if
we send f : 〈k〉 −→ 〈n〉 to yf : yk −→ yn with yf (ei) = ef(i) and yf (t) = t. Since t : e −→ yn is a
cosieve, t! : D(e) −→ D(yn) gives us an ‘extension by zero functor’. Define Pn as
Pn : D(e)
t! // D(yn)
Holimyn // D(e)
and note that we have a canonical isomorphism P1X ∼= ΩX. This construction can be extended to
a functor as described in the following lemma.
Lemma 4.9. Let D be a stable derivator. The above construction defines a bifunctor:
P : Finop × D(e) −→ D(e) : (〈n〉, X) 7−→ PnX
Proof. The functoriality of P in the second variable is obvious so let us assume we are given a
morphism f : 〈k〉 −→ 〈n〉. From such a morphism f we obtain the following diagram given on the
left-hand-side:
e
t

// e
t

D(e)
t!

D(e)
t!

oo
yk
yf
//
p

yn
p

D(yk)
Holim

✻✻✻✻

D(yn)
Holim

y
∗
f
oo
✻✻✻✻W_
e // e D(e) D(e)oo
The formation of the corresponding base change morphisms gives rise to the pasting diagram on
the right (note that we had to use both variants here). Using the fact that isomorphisms can be
detected pointwise and (Der4) it is easy to check that the upper 2-cell is invertible. Thus we can
define Pf as the following composition:
Pf : Pn = Holimyn ◦ t! −→ Holimyk ◦ y
∗
f ◦ t! −→ Holimyk ◦ t! = Pk
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The functoriality of this construction follows from the nice behavior of pasting with respect to both
the inversion of natural transformations and base change. 
Let us fix notation for some morphisms in Fin. Given a (k + 1)-tuple (i0, i1, . . . , ik) of elements
of 〈n〉 let us denote by (i0i1 . . . ik) the corresponding morphism 〈k〉 −→ 〈n〉 which sends j to ij .
For n ≥ 1 and 1 ≤ k ≤ n, we have thus the morphism (k − 1, k) : 〈1〉 −→ 〈n〉. So, for a stable
derivator D and an object X ∈ D(e), we obtain by the last lemma induced maps:
(k − 1, k)∗ = P ((k − 1, k), idX) : PnX −→ P1X ∼= ΩX
These maps taken together define the following Segal maps and satisfy the ‘usual’ Segal condi-
tion ([Seg74]).
Lemma 4.10. Let D be a stable derivator and let X ∈ D(e). For n ≥ 1 and 1 ≤ k ≤ n, the (k−1, k)∗
together define a natural isomorphism in D(e) :
s = sn : PnX
∼=
−→
n∏
k=1
P1(X) ∼=
n⊕
k=1
ΩX
Proof. By induction on n and by the functoriality of P•X, it is enough to check this for n = 2.
Let J be the poset obtained from y2 by adding two new elements ω0 and ω1 such that ω0 ≤ e0, e1
and ω1 ≤ e1, e2. Moreover, let us denote the resulting inclusion by j : y2 −→ J. Under the obvious
isomorphism J ∼= [1] × y, we can consider the adjunction (d1 × id, s0 × id) : y ⇀ [1] × y as an
adjunction (L,R) : y⇀ J. By Proposition 1.24 we have a natural isomorphism between P2 and
D(e)
t! // D(y2)
j∗ // D(J)
L∗ // D(y)
Holim // D(e).
But it is easy to see that the composition of the first three functors evaluated on X yields a diagram
which vanishes at t and is isomorphic to ΩX at the two remaining arguments. It thus follows that
we have an isomorphism P2(X) ∼= ΩX ⊕ ΩX induced by the Segal map. 
Having the functorial construction of finite direct sums of loop objects at our disposal, we want
to show now that ΩX is always canonically an abelian group object. As an intermediate step, let
us construct a pairing ⋆ : ΩX ⊕ ΩX −→ ΩX which will be called the concatenation map. By the
last lemma we can invert the Segal maps and hence define the pairing by the following composition:
⋆ : ΩX ⊕ ΩX P2(X)∼=
soo
(02)∗
// ΩX
Lemma 4.11. Let D be a stable derivator and let X be an object of D(e). The concatenation map
⋆ : ΩX ⊕ ΩX −→ ΩX is an associative pairing on ΩX.
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Proof. Let U be a further object of D(e) and consider three morphisms f, g, h : U −→ ΩX in D(e).
In the following diagram, all maps labeled by s are Segal maps:
ΩX
P2X(02)
∗
__
s
qqU
f,g,h
((
f,g⋆h
//
f⋆(g⋆h)
55
ΩX ⊕ ΩX P3X
(013)∗
YY
(03)∗
pp
s

s
qq
ΩX ⊕ P2X
id⊕(02)∗
mm
id⊕s

ΩX ⊕ ΩX ⊕ ΩX
The two quadrilaterals on the left commute by definition of the concatenation and the right one
commutes by functoriality of P•. We can thus deduce the relation f ⋆ (g ⋆ h) = (03)
∗m(f, g, h)
where m(f, g, h) : U −→ P3X is the unique map such that s ◦ m(f, g, h) = (f, g, h). This ‘asso-
ciative description’ of f ⋆ (g ⋆ h) together with the Yoneda lemma implies the associativity of the
concatenation map. 
Heading for the additive inverse of the identity on loop objects, let us consider the only non-
trivial automorphism σ : 〈1〉 −→ 〈1〉 in Fin. Then yσ : y −→ y is the isomorphism interchanging
the vertices (1, 0) and (0, 1). There is thus an induced automorphism σ∗ = (10)∗ : ΩX −→ ΩX
which we call the inversion of loops.
Proposition 4.12. Let D be a stable derivator and let X ∈ D(e). The inversion of loops map
σ∗ : ΩX −→ ΩX is an additive inverse to idΩX . In particular, ΩX ∈ D(e) is an abelian group
object.
Proof. By functoriality of the construction P•X , there is a right action of the symmetric group on
three letters on P2X . We want to describe the corresponding action on ΩX ⊕ ΩX obtained by
conjugation with the Segal map s. The strategy of the proof is then to use this action in order to
relate the concatenation product and the addition of morphisms.
For different elements i, j ∈ 〈2〉 let us denote by σij the associated transposition. One checks
that the following diagram commutes
P2X
s

σ∗02 // P2X
s

ΩX ⊕ ΩX 
 0 σ
∗
σ∗ 0


// ΩX ⊕ ΩX
where the arrows labeled by s are again Segal maps. From the equality of the maps
σ01 ◦ (01) = (01) ◦ σ : 〈1〉 −→ 〈2〉
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we conclude that the endomorphism of ΩX⊕ΩX corresponding to σ01 is a lower triangular matrix
s ◦ σ∗01 ◦ s
−1 =
(
σ∗ 0
α β
)
: ΩX ⊕ ΩX −→ ΩX ⊕ ΩX
for some maps α, β : ΩX −→ ΩX. The fact that σ01 is an involution implies the relations:
ασ∗ + βα = 0 and β2 = id
The aim is now to show that both maps α and β are identities which would in particular imply
that σ∗ is an additive inverse of idΩX .
From the relation (02) = σ01 ◦ (12) we immediately get (02)∗ = (12)∗ ◦ σ∗01 : P2X −→ ΩX. Using
the matrix description of the map induced by σ01 we see that for two maps f, g : U −→ ΩX there
is the following formula for the concatenation product:
f ⋆ g = αf + βg : U −→ ΩX
By Lemma 4.11 we know that the concatenation pairing is associative. If we take U = ΩX and
compare the two expressions for (0⋆0)⋆ idΩX and 0⋆ (0⋆ idΩX) we already obtain the first intended
relation β = idΩX .
Instead of using (02) = σ01 ◦ (12), we can also use the relation (02) = σ12 ◦ (01): 〈1〉 −→ 〈2〉 to
obtain a further description of the concatenation product. First, since
σ12 = σ02 ◦ σ01 ◦ σ02 : 〈2〉 −→ 〈2〉
we obtain that the endomorphism on ΩX⊕ΩX induced by σ∗12 has the following matrix description:
s ◦ σ∗12 ◦ s
−1 =
(
σ∗βσ∗ σ∗ασ∗
0 σ∗
)
: ΩX ⊕ ΩX −→ ΩX ⊕ ΩX
From this and the formula (02)∗ = (01)∗ ◦ σ∗12 we see that the concatenation product can also be
written as:
f ⋆ g = σ∗βσ∗f + σ∗ασ∗g : U −→ ΩX
A comparison of these two descriptions concludes the proof since we obtain α = σ∗βσ∗ = idΩX . 
Remark 4.13. Although we will not make use of this remark we want to emphasize the following.
The proof of the last proposition shows that the addition on mapping spaces into loop objects
coincides with the pairing induced by the concatenation of loops. Similarly, additive inverses are
given by the inversion of loops. Thus for maps f, g : U −→ ΩX we have:
f + g = f ⋆ g and − f
def
= σ∗f
A combination of this proposition, the result on the semi-additivity of D(J) (Proposition 4.7),
and the fact that (Σ,Ω) is a pair of inverse equivalences in the stable situation gives us immediately
the following corollary.
Corollary 4.14. If D is a stable derivator then D(J) is an additive category for an arbitrary J.
Moreover, for an arbitrary functor u : J −→ K, the induced functors u∗, u!, and u∗ are additive.
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4.2. The canonical triangulated structures. We can now attack the main result of this section,
namely, that given a stable derivator D then the categories D(J) are canonically triangulated
categories. Using Proposition 4.3, we can again assume without loss of generality that we are
in the case J = e. The suspension functor of the triangulated structure will be the suspension
functor Σ: D(e) −→ D(e) we constructed already.
Thus, let us construct the class of distinguished triangles. For this purpose, let K denote the
poset:
(0, 0)

// (1, 0) // (2, 0)
(0, 1)
Moreover, let i0 : [1] −→ K be the map classifying the left horizontal arrow and let i1 : K −→ [2]×[1]
be the inclusion. Let us denote the composition by i : [1]
i0−→ K
i1−→ [2] × [1]. Again, since i0 is a
sieve, i0∗ gives us an extension by zero functor. Let us consider the functor:
T : D([1])
i0∗−→ D(K)
i1!−→ D([2]× [1])
We claim that the squares d0T (f), d1T (f), and d2T (f) ∈ D() are then biCartesian for an ar-
bitrary f ∈ D([1]). Moreover, if the underlying diagram of f is X −→ Y then we have canonical
isomorphisms T (f)2,1 ∼= ΣX and T (f)1,1 ∼= C(f). In fact, by Proposition 4.6, it is enough to show
the biCartesianness of d0T (f) and d2T (f). This can be done by two applications of the detection
result Proposition 3.11 to i1 : K −→ J = [2]× [1]. It is easy to check (using Lemma 3.12 in one of
the cases) that the assumptions of that proposition are satisfied. Since i0 is a sieve, the underlying
diagram of d1T (f) and d2T (f) respectively look like:
X //

0

X //

Y

0 // T (f)2,1 0 // T (f)1,1
Moreover, by the proof of Proposition 4.4, d1T (f) lies in the essential image of
D(e)
(0,0)∗
// D(p)
i
p ! // D().
Hence, we have a canonical isomorphism T (f)2,1 ∼= ΣX. Similarly, if we let j : [1] −→ p denote the
functor classifying the upper horizontal morphism d2T (f) then lies in the essential image of
D([1])
j∗ // D(p)
i
p ! // D().
Hence, we also have a canonical isomorphism T (f)1,1 ∼= C(f) as intended.
Thus, for f ∈ D([1]), by first restricting T (f) to [3] in the expected way and then forming the
underlying diagram in D(e), we obtain a triangle (Tf ) in D(e) which is of the following form:
(Tf ) : X −→ Y −→ C(f) −→ ΣX
Call a triangle in D(e) distinguished if it is isomorphic to (Tf ) for some f ∈ D([1]). We are now in
the position to state the following important theorem.
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Theorem 4.15. Let D be a stable derivator and let J be a category. Endowed with the suspension
functor Σ: D(J) −→ D(J) and the above class of distinguished triangles, D(J) is a triangulated
category.
The fact that this triangulated structure is compatible with the restriction and homotopy Kan
extension functors will be discussed in Corollary 4.19. For easier reference to the axioms of a
triangulated category we include a definition. For more background on this theory cf. for exam-
ple [Nee01] or to [Sch07]. The form of the octahedron axiom given here is sufficient in order to
obtain the usual form of the octahedron axiom. This observation was made in [KV87] (for a proof
of it see [Sch07]).
Definition 4.16. Let T be an additive category with a self-equivalence Σ: T −→ T and a class
of so-called distinguished triangles X −→ Y −→ Z −→ ΣX. The pair consisting of Σ and the
class of distinguished triangles determines a triangulated structure on T if the following four axioms
are satisfied. In this case, the triple consisting of the category, the endofunctor, and the class of
distinguished triangles is called a triangulated category.
(T1) For every X ∈ T, the triangle X
id
−→ X −→ 0 −→ ΣX is distinguished. Every morphism in T
occurs as the first morphism in a distinguished triangle and the class of distinguished triangles is
replete, i.e., is closed under isomorphisms.
(T2) A triangle X
f
−→ Y
g
−→ Z
h
−→ ΣX is distinguished if and only if the rotated triangle
Y
g
−→ Z
h
−→ ΣX
−f
−→ ΣY is.
(T3) Given two distinguished triangles and a commutative solid arrow diagram
X //
u

Y //
v

Z //
w

✤
✤
✤ ΣX
Σu

X ′ // Y ′ // Z ′ // ΣX ′
there exists a dashed arrow w : Z −→ Z ′ as indicated such that the extended diagram commutes.
(T4) For every pair of composable arrows f3 : X
f1
−→ Y
f2
−→ Z there is a commutative diagram
X
f1 // Y
g1 //
f2

C1
h1 //

ΣX
X
f3
// Z
g2

g3
// C3
h3
//

ΣX
Σf1

C2
h2

C2
Σg1◦h2

h2
// ΣY
ΣY
Σg1
// ΣC1
in which the rows and columns are distinguished triangles.
We will now give the proof of the theorem.
Proof. (of Theorem 4.15)
It suffices to do this for the case J = e. The additivity of D(e) is already given by Corollary 4.14.
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Moreover, in this stable setting, the suspension functor Σ is an equivalence.
(T1): The first part of axiom (T1) is settled by Proposition 4.5 and the second part is settled
using the assumed strongness. The last part of (T1) holds by definition of the class of distinguished
triangles.
(T3): Axiom (T3) is settled similarly by reducing first to the situation of triangles of the form (Tf )
for f ∈ D([1]) and then applying the strongness again.
(T2): Before we give the actual proof of axiom (T2) we recall that the axioms of a triangulated
category as given here are not in a minimal form. In fact, if one has already established axioms
(T1) and (T3) it suffices to give a proof of one half of the rotation axiom as indicated in the next
claim (cf. again to [Sch07] for this fact).
Claim: let X
f
−→ Y
g
−→ Z
h
−→ ΣX be a distinguished triangle in D(e), then also the rotated
triangle Y
g
−→ Z
h
−→ ΣX
−Σf
−→ ΣY is distinguished.
We can again reduce to the case where the given distinguished triangle is (Tf ) for some f ∈ D([1]).
Let us consider the category J given by the following full subposet of [2]× [2]
(0, 0) //

(1, 0) //

(2, 0)
(0, 1)
++ (1, 2)
and let i : [1] −→ J be the functor classifying the upper left horizontal morphism. Then i is a
sieve and i∗ gives us thus an extension by zero functor. Moreover, let us denote by j the canonical
inclusion of J in K = [2]× [2]−{(0, 2)}. For a given f ∈ D([1]) let us consider j!i∗(f). Again, by a
repeated application of Proposition 3.11 all squares in j!i∗(f) are biCartesian. If the diagram of f
is f : X −→ Y then the underlying diagram of j!i∗(f) looks like:
X
f
//

Y //
g

0

0 // Cf
h //

ΣX

0 // ΣY
In fact, the inclusion (d1 × d2) : p −→ K allows us to identify the value at (2, 1) with ΣX while
the inclusion (d0 × d1) : p −→ K gives us an identification of the lower right corner with ΣY .
However, this last inclusion differs from the usual one by the automorphism σ : p −→ p . By
Proposition 4.12, the induced map σ∗ : ΣY −→ ΣY is − idΣY . Hence, using moreover the unique
natural transformation of the two inclusions (d0 × d1) −→ (d1 × d2) : p −→ K, we can identify the
morphism ΣX −→ ΣY as −Σf and this shows that the triangle (Tg) is as stated in the claim.
(T4): It remains to give a proof of the octahedron axiom. The proof of this will be split into two
parts.
i) In the first part, given an object F ∈ D([2]), we construct an associated octahedron diagram
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in D(e). The pattern of this part of the proof is by now quite familiar. Consider the category J
given by the following full subposet of [4]× [2]
(0, 0) //

(1, 0) //

(2, 0) // (3, 0)

(0, 1) //
++
(4, 1)
(1, 2)
and let i : [2] −→ J classify the two composable upper left morphisms. Moreover, let
j : J −→ K = [4]× [2]− {(4, 0), (0, 2)}
be the canonical inclusion. Since i is a sieve, the homotopy right Kan extension functor i∗ is an
extension by zero functor. For F ∈ D([2]) let us consider D = j!i∗(F ) ∈ D(K). If the underlying
diagram of F is X
f1
−→ Y
f2
−→ Z then the underlying diagram of D is
X
f1 //

Y
f2 //

Z

// 0

0 // Ĉ1 //

Ĉ3 //

SX //

0

0 // Ĉ2 // SY // SĈ1
A repeated application of Proposition 3.11 guarantees that all squares in D are biCartesian. Hence
the same is also true for all compound squares one can find in D. This allows us to find canonical
isomorphisms Ĉk ∼= C(fk) if we set f3 = f2 ◦ f1. More precisely, the cone functor C has of course to
be applied to f1 = d2(F ), f2 = d0(F ), and f3 = d1(F ) ∈ D([1]). Similarly, we obtain isomorphisms
SX ∼= ΣX, SY ∼= ΣY, and SĈ1 ∼= ΣĈ1. Thus, one can extract an octahedron diagram in D(e) from
the object D.
ii) In this part, we show that every ‘first half of an octahedron diagram’ comes up to isomorphism
from an object F ∈ D([2]). Let us restrict attention to the upper left square
X
f1
// Y
f2

X
f3
// Z
of such a diagram. The strongness of D guarantees that there is an object F1 ∈ D([1]) and an
isomorphism diaF1 ∼= (f1 : X −→ Y ). Moreover, let us consider p∗Z ∈ D([1]), where p : [1] −→ e is
the unique functor. Then, we obtain a morphism φ : F1 −→ p∗Z as the image of f2 under the two
natural isomorphisms (we applied Lemma 1.25 to obtain the second one):
homD(e)(Y, Z) ∼= homD([1])(F1, 1∗Z) ∼= homD([1])(F1, p
∗Z)
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Considering this map φ : F1 −→ p∗Z as an object of D([1])[1], a further application of the strongness
guarantees the existence of an object Q ∈ D() such that dia[1],[1]Q ∼= (φ : F1 −→ p
∗Z):
diaQ : X
f1

φ0 // Z

Y
φ1
// Z
If i : [2] −→  classifies the non-degenerate pair of composable arrows passing through the lower
left corner (0, 1) then let us set F = i∗Q ∈ D([2]). This F does the job. 
From now on, whenever we consider the values of a stable derivator as triangulated categories
we will always mean the triangulated structure of Theorem 4.15. The next aim is to show that the
functors belonging to a stable derivator can be canonically made into exact functors with respect
to these structures. In the stable setting, Corollary 4.14 induces immediately the following one.
Corollary 4.17. Let F : D −→ D′ be a morphism of stable derivators, then:
F is left exact ⇐⇒ F is exact ⇐⇒ F is right exact
In particular, the components FJ : D(J) −→ D
′(J) of an exact morphism are additive functors.
Exact morphisms are the ‘correct’ morphisms for stable derivators. Some evidence for this is
given by the next result.
Proposition 4.18. Let F : D −→ D′ be an exact morphism of stable derivators and let J be a
category. The functor FJ : D(J) −→ D
′(J) can be canonically endowed with the structure of an
exact functor of triangulated categories.
Proof. By Proposition 4.3, we can assume without loss of generality that J = e. Moreover, by
definition, F preserves zero objects and coCartesian squares. In particular, coCartesian squares such
that the two off-diagonal entries vanish are preserved by F. This gives us the canonical isomorphism
F ◦Σ ∼= Σ ◦ F. Similarly, F preserves composites of two coCartesian squares. In particular, among
the composites those which vanish at (2, 0) and (0, 1) are preserved. These were used to define the
class of distinguished triangles in the canonical triangulated structures from where it follows that F
together with the canonical isomorphism F ◦ Σ ∼= Σ ◦ F is exact. 
This result can now be applied to Example 3.18. In particular, we can deduce that the functors
belonging to a stable derivator respect the canonical triangulated structures we just constructed.
Corollary 4.19. Let D be a stable derivator and let u : J −→ K be a functor. The induced functors
u∗ : D(K) −→ D(J) and u!, u∗ : D(J) −→ D(K) can be canonically endowed with the structure of
exact functors.
Proof. Since we have adjunctions (u!, u
∗) and (u∗, u∗), it suffices to show that u
∗ can be canonically
endowed with the structure of an exact functor (cf. [Mar83, p.463]). But this functor u∗ can be
considered as u∗ : DK(e) −→ DJ(e) and hence the result follows by a combination of the last
proposition and Example 3.18. 
Remark 4.20. Theorem 4.15 and Proposition 4.18 reveal certain advantages of the language of
stable derivators over the language of triangulated categories. A triangulated category T is, by
the very definition, a triple consisting of a category T together with a functor Σ: T −→ T and a
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class of distinguished triangle as additionally specified structure. These are then subject to a list of
axioms. One advantage of the stable derivators is that this structure does not have to be specified
but instead is canonically available. Once the derivator is stable, i.e., has some easily motivated
properties, triangulated structures can be canonically constructed. In particular, the octahedron
axiom does not have to be made explicit.
Similarly, the fact that a morphism F of triangulated categories is exact means, by the very
definition, that the functor is endowed with an additional structure given by a natural isomorphism
σ : F ◦ Σ −→ Σ ◦ F which behaves nicely with respect to the two chosen classes of distinguished
triangles. But, in fact, the exactness of such a morphism should only be a property and not a
structure. In most applications, the exact functors under consideration are ‘derived functors’ of
functors defined ‘on certain models in the background’. And in this situation, the exactness then
reflects the fact that this functor preserves (certain) finite homotopy (co)limits. In the setting of
stable derivators this is precisely the notion of an exact morphism. In particular, the exactness of
a morphism is again a property and not the specification of an additional structure.
These same advantages are also shared by stable ∞−categories as studied in detail in Lurie’s
book [Lur11]. A short introduction to that theory can be found in [Gro10, Section 5].
We are now basically done with the development of the theory of (stable) derivators. So let us
analyze what conditions on a 2-subcategory Dia ⊆ Cat have to be imposed in order to be able to also
deduce the same results for (stable) derivators of type Dia . By the very definition of a derivator,
we need that the empty category and the terminal category belong to Dia. Moreover, it has to be
closed under finite coproducts to give sense to axiom (Der1). Furthermore, we frequently reduced
situations to the case of the underlying category by using the passage from D to DM . Thus, Dia
has also to be closed under products. We also used various finite posets as admissible shapes in the
proofs of this section so we should ask axiomatically for a sufficient supply of them. Finally, Dia
has to be closed under the slice construction since we impose axiomatically Kan’s formula. There is
the following definition of a diagram category which we cite from [CN08]. In particular, this notion
has the closure properties we used in the development of the theory.
Definition 4.21. A full 2-subcategory Dia ⊆ Cat is called a diagram category if it satisfies the
following axioms:
• All finite posets considered as categories belong to Dia.
• For every J ∈ Dia and every j ∈ J , the slice constructions Jj/ and J/j belong to Dia.
• If J ∈ Dia then also Jop ∈ Dia.
• For every Grothendieck fibration u : J −→ K, if all fibers Jk, k ∈ K, and the base K belong to
Dia then also J lies in Dia.
With this notion one can now define prederivators and (pointed, stable) derivators of type Dia as
2-functors Diaop −→ CAT satisfying the corresponding axioms. We leave it to the reader to check
that all results we established so far can also be proved in that more general situation.
Example 4.22. The full 2-subcategory of finite posets is the smallest diagram category, Cat itself
is the largest one. Further examples are given by the full 2-subcategories spanned by the finite
categories or the finite-dimensional categories. Moreover, the intersection of a family of diagram
categories is again a diagram category.
4.3. Recollements of triangulated categories. In this short subsection, we mainly mention
that sieves and cosieves give rise to recollements of triangulated categories in the context of a stable
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derivator. This can be used to reprove (in the stable case) that the (co)exceptional inverse image
functors show up for free.
We begin with a very short recap of the theory of recollements of triangulated categories. For
classical examples of recollements in algebraic geometry cf. [BBD82], for a very nice modern treat-
ment cf. also to the thesis of Heider [Hei07]. Recollements capture axiomatically the situation in
which we are given three triangulated categories T′, T, and T′′ such that every object of T can be
obtained as an extension of an object of T′′ by an object of T′ and vice-versa. More precisely, there
is the following definition.
Definition 4.23. A recollement of triangulated categories is a diagram of triangulated categories
and exact functors
T′
i! // T
j∗
//
i∗
dd
i?
zz
T′′
j∗
dd
j!
zz
such that the following properties hold:
• the pairs (i?, i!), (i!, i∗), (j!, j∗), and (j∗, j∗) are adjunctions
• j∗i! = 0
• the functors i!, j!, and j∗ are fully faithful and
• every object X ∈ T sits in two distinguished triangles of the form
i!i
∗X // X // j∗j
∗X // Σi!i
∗X, j!j
∗X // X // i!i
?X // Σj!j
∗X
where in both triangles the first two arrows are the respective adjunction morphisms.
One can show that in this situation T′ = ker j∗ and that T′′ is the Verdier quotient T/T′ ([Hei07]).
The latter follows immediately from the first since by definition a recollement gives us a reflective
localization and a coreflective colocalization ([Kra10]). Let us remark further that this definition
is not given in a minimal form but is overdetermined. Recall from classical category theory that
if a functor admits an adjoint on both sides then if one of the adjoints is fully faithful then this is
also the case for the other one ([Bor94a, Prop. 3.4,2]). And, even more interesting for us, it suffices
to only have the right half of a recollement. More precisely, there is the following result ([Hei07,
Proposition 1.14]).
Proposition 4.24. Consider a diagram of triangulated categories and exact functors
T
j∗
// T′′
j∗
dd
j!
zz
such that (j!, j
∗) and (j∗, j∗) are adjunctions and one of the two functors j!, j∗ is fully faithful. If
we denote by T′ the kernel of j∗ and by i! : T
′ −→ T the inclusion then the above diagram can be
extended to a recollement:
T
′ i! // T
j∗
//
i∗
dd
i?
zz
T
′′
j∗
dd
j!
zz
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In the context of a stable derivator, there is the following class of examples.
Example 4.25. Let D be a stable derivator and consider a sieve j : U −→ X . Moreover, let Z be
the full subcategory of X spanned by the objects which are not in the image of j. Then the inclusion
i : Z −→ X is a cosieve. Moreover, by the fully faithfulness of homotopy Kan extensions along fully
faithful functors and by Proposition 3.6, the last proposition gives us the following recollements:
D(U)
j∗ // D(X)
i∗ //
j!
hh
j∗
vv
D(Z)
i∗
hh
i!
vv
D(Z)
i! // D(X)
j∗
//
i∗
hh
i?
vv
D(U)
j∗
hh
j!
vv
This example shows that for a sieve j : U −→ X (resp. for a cosieve i : Z −→ X) the additional
adjoint functor j! : D(X) −→ D(U) (resp. i? : D(X) −→ D(Z)) shows up for free in the above
recollements. Thus, this reproves, in the stable case, that a pointed derivator admits (co)exceptional
inverse image functors.
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