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In this paper, we apply Picard operator theory to investigate a class of fractional
diﬀerential equations with iterations of linear modiﬁcation of the argument. For that,
two useful work spaces CL(J, J) and CL,θ (J, J) with three powerful norms ‖ · ‖B, ‖ · ‖β
and ‖ · ‖C are used, respectively. Some existence and uniqueness results are
presented. Here, we introduce a new norm ‖ · ‖β and give another direct way to deal
with the iterative term in the nonlinear term, which can be regarded as the main
novelty in this paper.
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1 Introduction
Integer order diﬀerential equations with iterations give a good approach to search for ap-
proximative solutions and have been discussed by many researchers [–] owning to their
wide applications in engineer control and computational mathematics.
Recently, fractional order diﬀerential equations have appeared naturally in the ﬁelds
such as viscoelasticity, electrical circuits, nonlinear oscillation of earthquake, etc. There
are some remarkable monographs that provide the main theoretical tools for the qual-
itative analysis of fractional order diﬀerential equations and, at the same time, show the
interconnection as well as the contrast between integer order diﬀerential models and frac-
tional order diﬀerential models, [–].
In [], the author discussed a ﬁrst-order diﬀerential equation with iterations of linear
modiﬁcation of the argument
⎧⎨
⎩x
′(t) = f (t,x(t),x(λt),x(λx(λt))),  < λ < , t ∈ Jb := [,b],b > ,
x() = .
()
The existence, existence and uniqueness, and data dependence for the solutions of equa-
tion () were analyzed by using Picard operators and weakly Picard operators methods.
The importance of iterations of linear modiﬁcation of the argument will help us to ﬁnd a
simple way and suitable parameter to ﬁnd the solution.
©2013 Wang and Deng; licensee Springer. This is an Open Access article distributed under the terms of the Creative Commons
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In [], the authors extended to study fractional order case q ∈ (, ):
⎧⎪⎪⎨
⎪⎪⎩
cDqa,tx(t) = f (t,x(t),x(xv(t))) + λ, t ∈ [a,b], v ∈ R \ {},q ∈ (, ),λ ∈ R,
x(t) = ϕ(t), t ∈ [a,a],
x(t) =ψ(t), t ∈ [b,b],
()
where cDqa,t is the Caputo fractional derivative of order q with the lower limit a and a ≤
a < b ≤ b, a ≤ av and bv ≤ b, f ∈ C([a,b] × [a,b],R) and ϕ ∈ C([a,a], [a,b]) and
ψ ∈ C([b,b], [a,b]).
Here, we extend to another fractional order case q ∈ (, ):
⎧⎨
⎩
cDq,tx(t) = f (t,x(t),x(λt),x(λx(λt))),  < λ < , t ∈ J := [, ],
x() = , x′() = ,
()
where  < q <  and f is a Carathéodory function satisfying some assumptions that will be
speciﬁed later. Clearly, equation () is a generalization of equations () and ().
For the existence results of solutions for problem (), we emphasize that the main diﬃ-
culty from the fractional order derivative cDq,tx(·) and iterative term x(λx(λ·)) in f . Com-
pared with the results and methods in [, ], one can ﬁnd that: (i) we introduce a new
norm ‖ · ‖β and give another direct way to deal with the iterative term x(λx(λ·)) in f ,
which can be regarded as the main novelty in this paper; (ii) we derive new existence and
uniqueness results for a general class of fractional order diﬀerential equations.
2 Preliminaries
We recall the deﬁnitions of fractional integrals and derivatives. For more details, one can
refer to Kilbas et al. [].








where  is the gamma function.
Deﬁnition . For a function h given on the interval J , the qth Riemann-Liouville frac-
tional order derivative of h is deﬁned by






here n = [q] +  and [q] denotes the integer part of q.













, t > ,n –  < q < n.
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is a unique solution of the following problem:
⎧⎨
⎩
cDq,tx(t) = h(t), t ∈ J ,  < q < ,
x() = , x′() = ,
where h ∈ C(J , J).
Next, we collect some notions and results from the weakly Picard operator theory (for
more details, see Rus [, ]).
Let (X,d) be a metric space, A : X → X be an operator, and FA = {x ∈ X : A(x) = x} be the
ﬁxed point set of A.
Deﬁnition . (Rus [, ]) Let (X,d) be a metric space. An operator A : X → X is a
Picard operator if there exists x∗ ∈ X such that FA = {x∗} and the sequence (An(x))n∈N
converges to x∗ for all x ∈ X.
Deﬁnition . (Jung et al. []) Suppose that E is a vector space over K. A function
‖ · ‖β ( < β ≤ ) : E → [,∞) is called a β-norm if and only if it satisﬁes (i) ‖x‖β =  if and
only if x = ; (ii) ‖λx‖β = |λ|β‖x‖β for all λ ∈K and all x ∈ E; (iii) ‖x + y‖β ≤ ‖x‖β + ‖y‖β .
Let C(J , J) be the space of all continuous functions from J into J . For some L >  and
 < θ ≤ , we consider the following spaces:
CL(J , J) :=
{
x ∈ C(J , J) : ∣∣x(t) – x(t)∣∣≤ L|t – t| for all t, t ∈ J},
CL,θ (J , J) :=
{
x ∈ CL(J , J) : x(t)≤ θ t for all t ∈ J
}
.
Meanwhile, we introduce three powerful norms ‖ · ‖B, ‖ · ‖β and ‖ · ‖C in the space of
C(J ,R) which are deﬁned by
‖x‖B :=maxt∈J
∣∣x(t)∣∣e–τ t (τ > ), ‖x‖β :=maxt∈J
∣∣x(t)∣∣β ( < β < ),
‖x‖C :=maxt∈J
∣∣x(t)∣∣.
Let dB, dβ and dC be their corresponding metrics, respectively.
Obviously, if d ∈ {dC ,dB,dβ}, then the spaces (CL(J , J),d), (CqL(J , J),d) and (CL,θ (J , J),d)
are complete metric spaces.
3 First results in (CL,θ (J, J),‖ ·‖B)
We will use ‖φ‖Lp(J) to denote the Lp(J ,R+) norm of φ whenever φ ∈ Lp(J ,R+) for some p
with  < p < ∞. Let qi ∈ (, ), i = , , and η(·) ∈ L






γ := q––q ∈ (–, ).
We introduce the following assumptions:
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(C) f : J →R is a Carathéodory function.
(C) f ∈ C(J,R) and there exist Lu,Lv,Lw >  such that
∣∣f (t,u, v,w) – f (t,u, v,w)∣∣≤ Lu|u – u| + Lv|v – v| + Lw|w –w|
for all t,ui, vi,wi ∈ J , i = , .
(C) There aremf ,Mf ,  < θ ≤  such that
≤mf <Mf ≤ θ(q + )
and
mf ≤ f (t,u, v,w)≤Mf for all t ∈ J .
(C) There exists a constant L >  such that L≥ max{|mf |,|Mf |}
(q) .















Theorem. Assume that (C)-(C) are satisﬁed.Then problem () has a unique solution
in (CL,θ (J , J),‖ · ‖B).
Proof Consider the operator
A :
(
CL,θ (J , J),‖ · ‖B












ds, t ∈ J . ()
It is clear that (CL,θ (J , J),‖ · ‖B) is a nonempty bounded closed convex subset of the
Banach space (C(J ,R),‖ · ‖B).
We ﬁrstly prove thatCL,θ (J , J) is an invariant subset forA. In fact, we obtain ≤ Ax(t)≤ 
and Ax(t)≤ θ t for all t ∈ J clearly due to (C) and (C).























(s – s)q– ds
)
≤ max{|mf |, |Mf |}
(q) |s – s|.
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≤ max{|mf |, |Mf |}
(q + ) |s – s|.
Thus, we have CL,θ (J , J) is an invariant subset for the operator A.











































∣∣x(s) – x(s)∣∣e–τ seτ s
+ Lv
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∫ t

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∫ t
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∫ t













































































































where we use the inequality
∫ t




























































Thus, A is of Lipschitz type with a constant LA ∈ (, ) due to (C). By applying the
contraction principle, we obtain that A is a Picard operator. This completes the proof. 
4 Second results in (CL(J, J),‖ ·‖C)
We give the following necessary assumptions.
(C′) There are mf ,Mf such that
≤mf <Mf ≤ (q + )
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and
mf ≤ f (t,u,w)≤Mf for all t ∈ J .
(C′) There is  < λ <  such that L′A := Lu+Lv+Lw+LwLλ(q+) < .
Theorem . Assume that (C), (C), (C), (C′) and (C′) are satisﬁed. Then problem
() has a unique solution in (CL(J , J),‖ · ‖C).
Proof Consider the operator
A :
(
CL(J , J),‖ · ‖C
)→ (C(J ,R),‖ · ‖C)
deﬁned by ().
It is clear that (CL(J , J),‖·‖C) is a nonempty bounded closed convex subset of the Banach
space (C(J ,R),‖ · ‖C).
Step . According to (C), (C), (C), (C′), CL(J , J) is clearly an invariant subset for A.
Step . We prove that A is of Lipschitz type with a constant
L′A =
Lu + Lv + Lw + LwLλ
(q + ) .



















∣∣x(s) – x(s)∣∣ + Lv∣∣x(λs) – x(λs)∣∣
+ Lw







Lu‖x – x‖C + Lv‖x – x‖C
+ LwL







Lu‖x – x‖C + Lv‖x – x‖C
+ LwLλ‖x – x‖C + Lw‖x – x‖C
]
ds
≤ Lu + Lv + Lw + LwLλ
(q + ) ‖x – x‖C
= L′A‖x – x‖C .
So we get
∥∥A(x) –A(x)∥∥C ≤ L′A‖x – x‖C .
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Thus, A is of Lipschitz type with a constant L′A ∈ (, ) due to (C′). By applying the con-
traction principle, we obtain that A is a Picard operator. This completes the proof. 
5 Third results in (CL(J, J),‖ ·‖β )
We impose the following condition:






β (q+) < .
Theorem . Assume that (C), (C), (C), (C′), (C′′) are satisﬁed. Then problem ()
has a unique solution in (CL(J , J),‖ · ‖β ).
Proof Consider A : (CL(J , J),‖ · ‖β )→ (C(J ,R),‖ · ‖β ) given by ().
It is clear that (CL(J , J),‖ ·‖β ) is a nonempty bounded closed convex subset of the Banach
space (C(J ,R),‖ · ‖β ).
Similar to the proof of Step  in Theorem ., one can easily verify that CL(J , J) is an
invariant subset for A due to (C), (C), (C), (C′).
Next, we have to prove that A is a Lipschitz-type operator.

























∣∣x(s) – x(s)∣∣ + Lv∣∣x(λs) – x(λs)∣∣
+ Lw












∣∣x(s) – x(s)∣∣ + Lv∣∣x(λs) – x(λs)∣∣
+ LwLλ


















+ LwLλ‖x – x‖

β









β (q + )
[
Lβu‖x – x‖β + Lβv ‖x – x‖β




u + Lβv + (LwLλ)β + Lβw
β (q + ) ‖x – x‖β ,
where we use the inequality (a + b)n ≤ an + bn for any n <  and nonnegative a, b.
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So we get
∥∥A(x) –A(x)∥∥β ≤ L′′A‖x – x‖β .
Thus, A is of Lipschitz type with a constant L′′A ∈ (, ) due to (C′′). By applying the con-
traction principle, we obtain that A is a Picard operator. This completes the proof. 
6 Example
Let us consider the following problem:
⎧⎨
⎩
cD.,tx(t) = .x(.x(.t)), t ∈ [, ],
x() = , x′() = .
()
We have the following two propositions.
Proposition . Problem () has a unique solution in (C.([, ], [, ]),‖ · ‖C).
Proof By Theorem ., we choose λ =  , q =

 , L = ., mf =  and Mf =

 . Clearly,
one can verify that conditions (C), (C), (C), (C′) and (C′) from Theorem . hold.

Proposition . Problem () has a unique solution in (C.([, ], [, ]),‖ · ‖  ).
Proof By Theorem ., we choose β =  , λ =

 , q =

 , L = ., mf =  and Mf =

 .
Clearly, one can verify that conditions (C), (C), (C), (C′) and (C′′) from Theorem .
hold. 
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