A framework is introduced for sequentially solving convex stochastic minimization problems, where the objective functions change slowly, in the sense that the distance between successive minimizers is bounded. The minimization problems are solved by sequentially applying a selected optimization algorithm, such as stochastic gradient descent, based on drawing a number of samples in order to carry the iterations. Two tracking criteria are introduced to evaluate approximate minimizer quality: one based on being accurate with respect to the mean trajectory, and the other based on being accurate in high probability. An estimate of a bound on the minimizers' change, combined with properties of the chosen optimization algorithm, is used to select the number of samples needed to meet the desired tracking criterion. A technique to estimate the change in minimizers is provided along with analysis to show that eventually the estimate upper bounds the change in minimizers. This estimate of the change in minimizers provides sample size selection rules that guarantee that the tracking criterion is met for sufficiently large number of time steps. Simulations are used to confirm that the estimation approach provides the desired tracking accuracy in practice, while being efficient in terms of number of samples used in each time step.
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I. INTRODUCTION
P ROBLEMS involving optimizing a sequence of functions that slowly vary over time naturally arise in many different contexts including channel estimation, parameter tracking, and sequential learning. To describe and analyze such problems, we consider solving a sequence of stochastic convex optimization problems
with n being an appropriate loss function, z n representing the randomness in the loss at time n, and x ∈ X ⊂ R d being a nonempty, closed, and convex set. We will assume that problem (1) has a unique solution, denoted by x * n , at every instance n, i.e.,
x * n = arg min x∈X f n (x) for all n ≥ 1.
To capture the idea that the sequence of functions in (1) is changing slowly, we assume that there is a bound ρ > 0 on the optimal solutions of the form
where x is the Euclidean norm. Rather than using a Markov chain model or other Bayesian models for the changes in {x * n } ∞ n =1 , we only use the bound (2) on ρ in our analysis. Given a sequence of slowly varying functions {f n (x)} ∞ n =1 , we want to efficiently, sequentially minimize each of the functions to within a desired accuracy. We look at solving this problem by applying an optimization algorithm that uses K n samples of z n such as stochastic gradient descent (SGD). We want to understand the tradeoff between the solution accuracy and the complexity, represented by the number of samples K n . In effect, We want to understand how many samples {z n (k)} K n k =1 are necessary to achieve a desired level of accuracy.
We introduce two different types of tracking criteria to characterize approximate minimizers of (1), denoted x n for each n. First, we define a mean tracking criterion
and second, we define an in high probability (IHP) tracking criterion
with the expectation and probability taken over the samples {z n (k)} K n k =1 . We only consider the excess risk in this paper with the IHP criterion analyzed in an extended version of the paper [3] .
The remainder of this paper is organized as follows. In Section II, we introduce our problem. In Section III, we study the problem of selecting the number of samples K n to achieve the mean criterion in (3) . We find a relationship between K n and ε for the mean tracking criterion with the change in the minimizers, ρ in (2), known. This relationship allows us to select K n in order to satisfy the mean criterion for sufficiently large n. In Section IV, we introduce an estimate for ρ. We provide theoretical guarantees that the introduced estimate eventually upper bounds the change in the minimizers. In Section V, we combine the ρ estimate of Section IV with the analysis of the case with ρ known in Section III to provide rules to select K n in order to meet the desired tracking criterion. We provide guarantees that for n large enough, we meet our desired tracking criterion almost surely. Finally, we carry out simulation experiments to test our ρ estimation and K n selection rules.
A. Related Work
There has been some work on similar problems, but general optimization theory tools to deal with time-varying optimization problems under (2) have yet to be developed.
In [4] , Zhu and Spall independently studied a time-varying optimization problem similar to ours. They imposed a bound on the change in the minimizers as in (2) and studied SGD with a constant step size to develop finite-sample bounds suitable for guaranteeing that the mean criterion is satisfied when ρ is known. The significant difference between our paper and the work in [4] is that we consider the case where the change in minimizers in unknown, and we develop a more general framework to handle any optimization algorithm that fits our assumptions.
Another relevant approach is online optimization in which a sequence of functions arrive, and in general no knowledge is available about the incoming functions other than that all the functions come from a specified class of functions, i.e., linear or convex functions with uniformly bounded gradients. Online optimization models do not include the notion of a desired tracking accuracy at each time instant, such as (3) and (4) . Instead, only bounds on the worst case performance of the best estimators are investigated through regret formulations [5] - [14] .
For the problem of online optimization, the idea of controlling the variation of the sequence of functions has been studied in [15] and [16] . In [16] , regret is minimized subject to a bound, say G b , on the total variation of the gradients over a time interval T of interest, i.e.,
If all the functions {f n (x)} are strongly convex with the same parameter m, then by the optimality conditions (see Theorem 2F.10 in [17] ) relation (5) implies that
Therefore, the work in [16] can be seen as studying the regret while controlling the total variation in the optimal solutions over T time instants. In contrast, we control the variation of the optimal solutions at each time instant with (2) and then seek to maintain a tracking criterion, such as (3) and (4) at each time instant. Additionally, there is other work that has some of the ingredients of our proposed problem formulation. In [18] , a sequence of quadratic functions is considered and treated within the domain of estimation theory; however, the authors only examine the least mean squares (LMS) algorithm (corresponding to K n = 1 for all n). The work in [19] , [20] considers a sequence {f n } of convex objective functions converging to some limit function f , where all the functions f n have the same set of possible minima. However, aside from considering time-varying objective functions, these works have nothing else in common with the work described here. There has also been work in [21] considering the limit as the rate of change of the functions goes to zero and for the LMS algorithm in [22] . The results in [21] and [22] both require a Bayesian model for the changes in the function sequence, which we do not require.
If we have a quadratic loss centered at x * n and a linear state space evolution for the optimal solution x * n , then we could apply the Kalman filter [23] . If the function we seek to optimize is nonlinear, another approach we can consider under a Bayesian framework is particle filtering [24] . For particle filtering, it is harder to provide exact guarantees on the performance similar to those given in (3) and (4).
To conclude, there are no existing approaches within optimization theory or estimation theory that allow us to solve a sequence of time-varying problems, subject to abiding to a prespecified tracking error criterion such as (3) or (4) under only (2) . In this paper, we fill in this gap and provide methods to solve such problems.
II. PROBLEM FORMULATION

A. Assumptions
We make several assumptions to proceed. First, let X be closed and convex with diam(X ) < +∞. Define the σ-algebra
which is the smallest σ-algebra such that the random variables in the set {z j (k) : j = 1, . . . , i; k = 1, . . . , K j } are measurable. By convention, F 0 is the trivial σ-algebra.
We suppose that the following conditions hold: A.1 For each n, f n (x) is twice continuously differentiable with respect to x. A.2 For each n, f n (x) is strongly convex with a parameter m > 0, i.e.,
where x,x is the Euclidean inner product between x andx. A.3 For each n, we can draw stochastic gradients g n (x, z n ) such that the following holds:
A.4 Given an optimization algorithm that generates an approximate minimizer x n using K n samples {z n (k)} K n k =1 , there exists a function b(d 0 , K n ) such that the following conditions hold: 1) If K n and d 0 are both F n −1 -measurable random variables, it holds that
2) IfK n and γ are constants, it holds that
3) The bound b(d 0 , K n ) is nondecreasing in d 0 and nonincreasing in K n . A.5 There exist constants A, B ≥ 0 such that
A.6 Initial approximate minimizers x 1 and x 2 satisfy
For Assumption A.2, an example of a strongly convex function is a quadratic f (x) = 1 2 x Qx where the smallest eigenvalue of Q satisfies λ min (Q) ≥ m.
For Assumption A.4, we consider SGD
x n (0) x n −1 (12) with k = 1, . . . , K n , and Π X denoting projection on to the set X . We choose x n as a convex combination of the iterates {x n (k)} K n k =0 generated by SGD
One simple choice is setting x n = x n (K n ), which corresponds to setting λ n (K n ) = 1 and λ n (0) = · · · = λ n (K n − 1) = 0.
The extended version of this paper [3] discusses several applicable bounds b(d 0 , K) for SGD and choices of convex combinations {λ n (k)}. We need (9) to handle the case when ρ must be estimated, and (10) of Assumption A.4 to handle the case when ρ is known. In fact, if the bound b(d 0 , K n ) factors as
then (9) implies (10) as well. To see this set d 0 = x n −1 − x * n and suppose that E[d 2 0 ] ≤ γ 2 . The bound in (9) implies that
In practice, we may not know the parameters such as the strong convexity parameter m from Assumption A.2 and the gradient parameters A and B from Assumption A.5. The extended version of this paper [3] introduces several techniques to estimate these parameters using the stochastic gradients in Assumption A.3.
In our assumptions, we condition on the σ-algebra F n −1 , since this captures all of the information available at the beginning of time n. In later sections, we will select K n as a function of the samples {z i (k)} K i k =1 for i = 1, . . . , n − 1. This implies that K n is F n −1 measurable. In this case, where K n is itself a random variable, Assumption A.4 is crucial to our analysis.
Finally, for Assumption A.6, we generally must select K 1 and K 2 blindly in the sense that we have no information about ρ defined in (2) . We can only make a choice such as
or fixed initial choices for K 1 and K 2 . Regardless of our choice of K 1 and K 2 , we can set ε i b (diam(X ), K i ) for i = 1, 2.
In order to have ε i ≤ ε for i = 1, 2, we may need to draw significantly more samples up front to find points x 1 and x 2 due to using diam(X ).
B. Constructing a Bound on the Change in Minimizers
We look at the justification behind our choice of controlling the change in functions through the minimizers x * n by showing several other reasonable ways to control how the functions change can be reduced to a bound on the change in minimizers. In Section III, we show that bounds on the change in the minimizer can be used to select the number of samples K n .
1) Change in f : Suppose that we instead bound the change in the optimal function values, in the following manner:
This bounds the loss incurred as a result of using the minimizer of the previous function f n −1 as an approximate minimizer of the current function f n . By the strong convexity Assumption A.2, it holds that
Therefore, a bound on the optimal function values can be translated into a bound on the change in the minimizers.
2) Change in Distribution:
For machine-learning problems, we can generally write our functions as an expectation of a loss function (x, z), i.e.,
Therefore, the source of change in this problem is the model distributions p n . We can control the change by making an assumption on how p n changes through an appropriate probability metric or pseudometric. Given a class of functions F mapping from Z → R, an integral probability metric [25] between two distributions p and q on Z is defined as
The following lemma shows that under an inclusion condition on the loss function (x, z), the integral probability metric bounds can lead to bounds on the change in minimizers.
Proof: Applying the strong convexity Assumption A.2 to f n (x) and f n −1 (x), for the solutions x * n and x * n −1 , we obtain
By adding these two inequalities and rearranging, it holds that
Similarly, we can see that the same estimate holds for the term
Thus, we see that we can translate a bound on the change in distributions through an integral probability metric to a bound on the change in minimizers.
3) Parameterized Functions: Finally, we examine the case in which the functions {f n (x)} come from a parameterized class of functions f (x, θ), i.e.,
Furthermore, we assume that the parameters themselves change slowly
With appropriate assumptions on the function f (x, θ), we can apply the implicit function theorem [26] to yield a bound of the form
III. TRACKING ANALYSIS WITH CHANGE IN MINIMIZERS KNOWN
In this section, we combine the bound b(d 0 , K) in Assumption A.4 with our model for the changes in functions in (2) to choose the number of samples K needed to achieve desired mean criterion ε in (3). The IHP criterion in (4) is analyzed in an extended version of this paper [3] . In this section, we assume that ρ is known. In Section V, we will consider the case where ρ is unknown.
A. Mean Criterion Analysis
We show how to choose K to achieve a target mean criterion ε for all n. The idea behind the analysis is to proceed by induction using Assumption A.6 as a base case. Suppose that
Denote the distance from the initial point x n −1 to the minimizer x * n by d n (0), i.e.,
To bound E[d 2 n (0)], we first use the triangle inequality and ρ from (2) to get
yielding
Putting everything together we have
according to Assumption A.4. Therefore, we have the bound
and we can set
to ensure that
IV. ESTIMATING THE CHANGE IN MINIMIZERS
In practice, we do not know ρ, so we must construct an estimateρ n using the samples
for each i. Next, we combine the one step estimates to construct an overall estimateρ n for ρ. As an intermediary step, we also look at a special case in which
We show that for our estimateρ n and appropriately chosen sequences {t n }, for all n large enough,ρ n + t n ≥ ρ almost surely. With this property, analysis similar to that in Section III holds.
A. One Step Changes
We construct an estimateρ i for the one-step changes
As a consequence of the strong convexity of f i (x), we have the following lemma
By the strong monotonicity of the gradient, a consequence of strong convexity [27] , it holds that
Applying the Cauchy-Schwarz inequality yields the result. This in turn by way of the triangle inequality proves that
Motivated by this bound, we define the following estimate denoted the direct estimate by approximating the gradients
B. Combining With Constant Change of Minimizers
As a special case, we look at combining the one step estimates when (18) holds. Under (18), we construct an estimate by averaging the one step estimateŝ
We want to show that for an appropriate sequence {t n }, described in Theorems 1 and 2, and for all n large enougĥ ρ n + t n ≥ ρ almost surely under (18) . The difficulty in actually proving this condition for the direct estimate in (20) is that when we computeĜ
To get around this issue, we consider performing a second independent draw of samples {z i (k)} K i k =1 . Note that we do not need to actually draw new independent samples; this is purely for the sake of analysis. We start from x i−1 and producex i using these new samples. For example, with SGD, we have
for k = 1, . . . , K i with x i (0) =x i (0) = x i−1 . Then we copy the form of the direct estimate usingx i in place of x i by defining
In this case,x i and {z i (k)} K i k =1 are independent, so E[ρ (2) i ] ≥ ρ by (2) . Under (18) , using a dependent sub-Gaussian concentration inequality from [28] similar to Hoeffding's inequality, we then argue thatρ n from (21) is close tô
(2) i which in turn upper bounds ρ for all n large enough almost surely.
To proceed with our analysis, suppose that the following conditions hold:
B.3 Suppose the gradients are bounded in the sense that g n (x, z) ≤ G ∀x ∈ X , z ∈ Z . Assumption B.1 is a bound on the difference in how far apart two independent outputs of the optimization algorithm x i and x i starting from x i−1 are. Due to Assumptions A.1 and A.4, we always have the following choice of C(K i ):
By a more sophisticated analysis, specific to the particular chosen optimization algorithm, it is possible to get tighter C(K i ) bounds [3] . Assumption B.2 controls first, how the noisy gradient changes when it is evaluated at two points x andx and second, the amount of noise in the noisy gradient. The first condition is similar to a Lipschitz gradient assumption except imposed on the noisy gradient. For the second part of this assumption, by applying Jensen's inequality and the linearity of the trace of a matrix, it follows that
is the covariance matrix of the noisy gradients. Provided, there is a uniform bound on the trace of the covariance matrix over x ∈ X and i ≥ 1, this assumption holds. Finally, Assumption B.3 is reasonable if the space Z that contains the z n has finite diameter and g n (x, z) is continuous in the pair (x, z). In this case, it holds that sup x∈X ,z∈Z g n (x, z) < +∞ and the assumption is satisfied. In the following theorem, we establish that the direct estimate from (21) 
it holds that for all n large enough,ρ n + D n + t n ≥ ρ almost surely, with D n defined in (24) shown at the bottom of this page.
Proof: See Section VIII. From now on, for notational convenience, we absorb D n into the t n term and refer only toρ n + t n .
C. Combining With Bounded Changes of Minimizers
We examine estimating ρ in the case that (2) holds. We denote the exact one step time changes by ρ i x * i − x * i−1 . The simplest way to combine the estimates from (20) would be to setρ n = max{ρ, . . . ,ρ n }.
For the sake of argument, suppose thatρ i = ρ i + e i with independent e i ∼ N (0, σ 2 ). Since ρ i ≥ 0, it follows that
For independent Gaussian random variables, it holds that E[max{e, . . . , e n }] → ∞ as n → ∞ [29, Ex. 10.5.3 on p .302], and, therefore, this estimate goes to infinity as n → ∞. We do produce an upper bound, but it increases to the trivial bound diam 2 (X ). Next, we examine how to avoid this issue.
Suppose that the following conditions hold.
B. 4 We have estimatesĥ W : R W → R that are nondecreasing in their arguments such that h W (ρ j , . . . , ρ j −W +1 ) ≥ ρ.
B.5 There exists absolute constants {a
is an estimate of ρ with the required properties with a i = 1 + 1 W . In this case, we compute the maximum in (25) over a sliding window and then average the maxima. This estimate will not blow up and will eventually upper bound ρ as we will see in Theorem 2 below. We do not have any good guidelines to pick W currently, but in experiments we have not seen a large impact on the ρ estimate due to the choice of W .
Given an estimate satisfying Assumptions B.4-B.5, we computeρ
and produce an estimateρ n that is an average of these estimateŝ
In the following theorem, we establish that the direct estimate from (26) upper bounds ρ from (2) eventually.
Theorem 2: Provided that Assumptions B.1-B.5 hold and our sequence {t n } is chosen such that
is finite, it holds that for all n large enougĥ
with D n from Theorem 1. Proof: The proof in this case is similar to the proof for the equality assumption on ρ in (18) and is provided in Section VIII.
As before, we will absorb n −1 n −W W j = 1 a j D n into t n .
V. TRACKING ANALYSIS WITH CHANGE IN MINIMIZERS UNKNOWN
We now consider the tracking analysis with ρ unknown. We extend the work of Section III using the estimate of ρ in Section IV. Our analysis depends on the following crucial assumptions:
C.1 For appropriate sequences {t n }, for all n sufficiently large it holds thatρ n + t n ≥ ρ almost surely.
. We have demonstrated that Assumption C.1 holds for the direct estimate of ρ in Section IV. The extended version of the paper [3] has some examples of b(d 0 , K) which factor as in C.2. For many variants of SGD, the bound b(d 0 , K) has one term α(K n )d 2 0 that controls how the optimization algorithms forgets its initial condition and another term β(K n ) that controls the asymptotic performance.
In this section, we assume that either the constant change in minimizers condition, (18) , or the bounded change in minimizers condition, (2), holds. Our analysis is not affected by which one is true. We use the following result, proved in Section IX, to derive rules to pick K n when ρ is unknown. 
A. Update Past Excess Risk Bounds
We first consider updating all past excess risk bounds as we go. At time n, we plug-inρ n −1 + t n −1 in place of ρ and follow the analysis of Section III. Definê
n for i = 1, . . . , n. Assumption C.1 guarantees that this holds for all n large enough almost surely. We can, thus, set K n equal to
n −1 , ε +ρ n −1 + t n −1 , K ≤ ε for all n ≥ 3 to achieve excess risk ε. The maximum in this definition ensures that whenρ n −1 + t n −1 ≥ ρ, K n ≥ K * with K * from (17) . We can, therefore, apply Theorem 3.
B. Do Not Update Past Excess Risk Bounds
Updating all past estimates of the excess risk bounds from time 1 up to n imposes a computational and memory burden. Suppose that instead for all n ≥ 3 we set
This is the same form as the choice in (17) withρ n −1 + t n −1 in place of ρ. Due to Assumption C.1, for all n large enough it holds thatρ n + t n ≥ ρ almost surely. Then by the monotonicity assumption in Assumption A.4, for all n large enough we would pick K n ≥ K * almost surely. We can, therefore, apply Theorem 3.
C. IHP Bounds
In an extended version of this paper [3] , we discuss how to apply these results to the IHP criterion.
VI. EXPERIMENT
We apply our framework to a vector estimation problem. 2 We fix the following signal model:
Our goal is to estimate η n . We consider minimizing the following functions to estimate η n f n (x) = E z n ∼p n 1 2 y n − x w n 2 .
By simple algebraic manipulation, it holds that
It is easy to see then that x * n = η n . Set z n [w n e n ]
and define the stochastic gradients g n (x, z n ) −(y n − x w n )w n which satisfy the required condition in (8) . To find an approximation to x * n , we apply SGD using the inverse step size averaging technique discussed in the extended version of this paper [3] .
Let w n ∼ N 0, σ 2 w d I , where w n ∈ R d and e n ∼ N (0, σ 2 e ). We assume η n is a deterministic sequence satisfying η n +1 − η n ≤ ρ.
Since x * n = η n , the minimizer change condition in (2) is satisfied. We use the ρ estimate in (21) . Note that since {η n } is deterministic, we cannot apply a Kalman filter. Furthermore, we suppose that the collection of all w n , e n , and η n over all time instants are independent.
With this choice of model combined with the form of the functions in (29) , it is clear that the functions f n (x) are strongly 
For the first term, we have
and for the second term, we have
The last inequality follows since w n is a centered Gaussian and, therefore, it holds that E|w n | 4 ≤ 3E|w n | 2 . This implies that E g n (x, z n ) 2 ≤ 2σ 2 e σ 2 w + 6σ 4 w x − x * 2 . Therefore, for Assumption A.5, we can set
Putting it together, we have the parameters summarized in Table I .
For this simulation, we choose d = 2, σ 2 w = 0.5, σ 2 e = 0.5, and ρ = 1.
A. Mean Tracking Criterion
First, we assume that ρ and all the parameters in Table I are known. We focus on the mean tracking criterion in (3). Fig. 1 shows the tradeoff for the optimal ε versus K * defined in (17) . Any pair (ε, K) located above this curve can be achieved, in the sense that by setting K n = K, we achieve
Next, we examine the case where ρ and the parameters in Table I are unknown. We estimate ρ using the techniques introduced in Section IV, specifically (26), select K n using the rule in (27) , and estimate the parameters using the techniques in the extended version of this paper [3] . We target several different values of the mean tracking accuracy ε from (3), including 0.001, 0.01, and 0.03. For the problem in this section, we can compute an estimate of the mean tracking accuracy to evaluate our methods. First, we have f n (x * n ) = 1 2 σ 2 e . Second, for the sake of evaluation, we draw additional samples {z n (k)} T n k =1 iid ∼ p n and compute
to estimate f n (x n ). With these two pieces, we can estimate the tracking accuracy by computing
Table II shows an estimate of the actual achieved mean tacking accuracy for three different ε excess risk targets averaged over n = 1 to 100. In all cases, we meet our excess risk target on average. Fig. 2 shows the selected number of samples K n for each mean tracking error target ε. In all cases, we start from an insufficient number of samples K 1 = K 2 = 50. Due to the guar- antees of Theorem 3, eventually we compensate for this initial bad choice to select K n large enough. This process can be seen in Fig. 2 by the spikes in K n for small n to "catch up" to the correct K * . For larger n, the choice of K n settles down and does not vary greatly. Finally, as expected, for smaller choices of ε, K n is larger. Fig. 3 shows the estimate of ρ. Our estimates of ρ upper bound the true value of ρ = 1 as desired. The initial spike in the estimates of ρ may be due to form of theĥ W function in (25) with W = 4. Before we have four one step estimates of ρ to plug in toĥ 4 , we useĥ 1 ,ĥ,ĥ 3 per (25). The scaling factor in front of the maximum for these functions is 2, 3 2 , 4 3 before settling down to 5 4 . The larger scaling factors combined with the small number of one step ρ estimates results in an initial spike in the estimate of ρ. With more one step estimates of ρ, the overall estimate settles down. Finally, with a smaller mean tracking error target, we produce a tighter estimate of ρ. Fig. 4 shows the estimateε i,n of the mean tracking error achieved not updating the past estimates of the mean tracking criterion. As mentioned above, we have an insufficient initial choice of K 1 and K 2 , which causes initial spikes in the estimate of mean tracking error. Our choices of K n drive these mean tracking error estimates below their target values of ε.
B. IHP Tracking Criterion
The extended version of this paper [3] contains a simulation for the IHP criterion.
VII. CONCLUSION
We have developed a framework for solving a sequence of slowly changing stochastic optimization problems to within a target accuracy in a mean sense at each time step. In an extended version of this paper [3] , we also consider meeting the target in a high probability sense. We used an estimate of the change in the minimizers, combined with properties of the chosen optimization algorithm, to select the number of samples needed to meet a given criterion. We demonstrated through simulations that our approach works well.
There are a number of avenues for further research in this area, including finding alternative estimation schemes for ρ, allowing for occasional abrupt changes in the optimizers, and incorporating a cost budget for samples used in the stochastic optimization.
VIII. PROOFS FOR ESTIMATES OF CHANGE IN MINIMIZERS
For our analysis of minimizer change estimation, we need to introduce a few results for sub-Gaussian random variables including the following key technical lemma from [28] . This lemma controls the concentration of sums of random variables that are sub-Gaussian conditioned on a particular filtration {F i } n i=0 . Such a collection of random variables is referred to as a sub-Gaussian martingale sequence.
Lemma 3 (Theorem 7.5 of [28] ): Suppose we have a collection of random variables {V i } n i=1 and a filtration {F i } n i=0 such that for each random variable V i it holds that
Then for every a ∈ R n it holds that
with ν = n i=1 σ 2 i a 2 i . The other tail is similarly bounded. If we can upper bound the conditional expectations
For our analysis, we generally cannot compute E V i F i−1 , but we can find "nice" C i . To find σ 2 i for use in Lemma 3, we employ the following conditional version of Hoeffding's Lemma. Proof: Follows from the standard proof of Hoeffding's Lemma from [30] .
Using these tools, we can analyze averages of the direct estimate through Theorems 1 and 2.
As a reminder, we consider running our optimization algorithm used to generate x i again using independent samples {z i (k)} K i k =1 to yield a second approximate minimizerx i . For SGD, the process to do this is summarized in (22) . We connect ρ i toρ (23) . Proof of Theorem 1: To proceed, we compare the three single step estimates:
Defineρ (2) n andρ (3) n analogously toρ n as an average of the relevant single step estimates.
Using the triangle inequality and the reverse triangle inequality, it holds that
Then it holds that
Second, it holds that
Third, it holds that
The resulting bounds on the expectation of U n , V n , and W n denotedŪ n ,V n , andW n are as follows:
Then it holds that P |ρ n −ρ (3) n | > (Ū n +V n +W n ) + t n ≤ P U n + V n + W n > (Ū n +V n +W n ) + t n ≤ P U n >Ū n + 1 3 t n + P V n >V n + 1 3 t n + P W n >W n + 1 3 t n .
Now, we bound each of these three probabilities using Lemma 3. First, we have
so applying Lemmas 4 and 3 with σ 2 i = 1 4 diam 2 (X ) and a 1 = a n = 1 n − 1 a = · · · = a n −2 = 2 n − 1
Therefore, it holds that
we can apply Lemmas 4 and 3 to V n and W n to yield
and similarly
Define D n =Ū n +V n +W n which is the definition in (24) . It follows that
Then it follows that
Therefore, by the Borel-Cantelli Lemma, for all n large enough it holds thatρ n + D n + t n ≥ρ (3) n almost surely. Finally, by (19) , it holds thatρ (3) n ≥ ρ, which proves the result.
Looking at the form of D i , it follows that in this case
In the case where K i = K * , this implies that
In the extended version of this paper [3] , we finish the proofs for the inequality condition on ρ and the L condition for equality and inequality. The arguments are similar to those employed here.
IX. PROOFS FOR ANALYSIS WITH CHANGE IN MINIMIZERS UNKNOWN
We prove a general result showing that for any choice of K n such that K n ≥ K * for all n large enough with K * from (17), the excess risk is controlled in the sense that
Consider the function
from Assumption C.2. Note that as a function of v, φ K (v) is clearly increasing and strictly concave. If we select K * defined in (17) , then by definition it holds that
First, we study fixed points of the function φ K * (v). We need Theorem 3.3 of [31] to proceed.
Lemma 5 (Theorem 3.3 of [31] ): Suppose that f is an increasing and strictly concave mapping from R to R such that f (0) ≥ 0 and there exist points 0 < a < b such that f (a) > a and f (b) < b. Then f has unique positive fixed point.
Proof: See [31] for the proof. We consider the fixed points of the function φ K * ,ρ (ν) + δ with δ ≥ 0. We add the term δ for reasons that will become clear later in the proof of Theorem 3.
Lemma 6: Provided that α(K) > 0 for all K > 0, ρ > 0, and δ ≥ 0, the function φ K * ,ρ (v) + δ has a unique positive fixed pointv δ with the following properties:
3)ν δ is nondecreasing in δ and lim δ 0ν
Since
and φ K * (0) > 0, for all δ ≥ 0, there exists a positive a sufficiently small that
Since φ K * (ε) ≤ ε, we obviously must have 2 m α(K * ) ≤ 1. Suppose that 2 m α(K * ) = 1.
This contradicts (36), so it holds that
It is, thus, readily apparent that
as v → ∞. Therefore, there exists a point b > a such that
In addition, it is easy to check that φ K * (v) + δ is increasing and strictly concave. Therefore, we can apply Lemma 5 from [31] to conclude that there exists a unique, positive fixed pointν δ of φ K * (v) + δ. Next, suppose that φ K * (ν δ ) > 1. Then by continuity for v > ν δ sufficiently close toν δ , we have
However, we know that as v → ∞, it holds that v − (φ K * (v) + δ) → ∞. By the intermediate value theorem, this implies that there is another fixed point on [v, b] . This is a contradiction, sinceν δ is the unique, positive fixed point. Therefore, it holds that φ K * (ν δ ) ≤ 1. Now, suppose that φ K * (ν δ ) = 1. Since φ K * (v) is strictly concave, its derivative is decreasing [27] . Therefore, on [0,ν δ ), it holds that
This implies that
This is a contradiction, so it must be that φ K * (ν δ ) < 1.
Since there is a unique positive fixed pointν δ and v − (φ K * (v) + δ) → ∞, it must hold that φ K * (x) + δ ≤ x if x ≥ ν δ . Since φ K * (ε) ≤ ε, it holds thatν 0 ≤ ε.
Finally, for δ ≥ δ, it holds that
By the observation above, we then haveν δ ≤ν δ . This monotonicity in turn implies that lim δ 0ν δ =ν 0 .
As a simple consequence of the concavity of φ K * (v), we can study a fixed point iteration involving φ K (v). Define the n-fold composition mapping (φ K + δ) (n ) (v) ((φ K + δ) • · · · • (φ K + δ)) (v).
Lemma 7:
For any v > 0, it holds that lim n →∞ (φ K * + δ) (n ) (v) =ν δ . Proof: Following [32] , for any fixed pointν, it holds that
Therefore, applying the fixed point property repeatedly yields
By (6) , it holds that φ K * (ν) < 1 and so the result follows.
This implies that if we select K * stochastic gradients at every time instant, and we start from any ν, then it holds that φ (n ) K * ,ρ (ν) →ν 0 withν 0 ≤ ε. Now, we show that we control the excess risk defined in (3) when we estimate ρ. In Section III-A, we pick a deterministic choice of K n = K * and proceed with the analysis. Note that due to Assumption C.2, it holds that for any constant K E[b(d 0 , K)] = E[α(K)d 2 0 + β(K)] = α(K)E[d 2 0 ] + β(K).
We can bound E ⎡ ⎣ 2 m (f n −1 (x n −1 ) − f n −1 (x * n −1 )) + ρ 2 ⎤ ⎦ using (16) and recover (35). However, in this paper, K n and x n −1 are dependent random variables, so (39) does not hold in general. Instead, only (38) holds. To get around this issue, we need a more sophisticated analysis using the observation that K n ≥ K * for all n large enough. This property implies that K n behaves like a constant for n large enough and the analysis in Section III-A nearly applies.
Proof of Theorem 3:
We know that for all n large enough that we pick K n ≥ K * almost surely. This in turn implies that there exists a finite almost surely random variableÑ such that n ≥Ñ ⇒ K n ≥ K * .
SinceÑ is finite almost surely, we know that lim n →∞ P Ñ > n = 0.
By the compactness of X , it follows that there is a constant C > 0 such that max x∈X φ K * ,ρ (f n (x) − f n (x * n )) ≤ C ∀n ≥ 1.
Then it follows that E[f n (x n )] − f n (x * n ) = E φ K n ,ρ f n −1 (x n −1 ) − f n −1 (x * n −1 ) = E φ K n ,ρ f n −1 (x n −1 ) − f n −1 (x * n −1 ) 1 {n ≥Ñ }
To bound the excess risk, we consider the recursion ε n = φ K * ,ρ (ε n −1 ) + CP Ñ > n ∀n ≥Ñ
which satisfies E[f n (x n )] − f n (x * n ) ≤ ε n ∀n ≥Ñ.
By assumption, we know that as n → ∞ CP Ñ > n → 0.
Fix δ > 0. Then there exists a random variableÑ δ ≥Ñ such that n ≥Ñ δ ⇒ CP Ñ > n ≤ δ.
Then we consider the recursioñ ε n = φ K * ,ρ (ε n −1 ) + δ εÑ δ = εÑ δ ∀n ≥Ñ δ .
By construction, we have ε n ≤ε n for all n ≥Ñ δ . As a consequence of (6) and (7), we have lim sup n →∞ (E[f n (x n )] − f n (x * n )) ≤ lim sup n →∞ ε n ≤ lim sup n →∞ε n ≤ν δ .
Since δ > 0 was arbitrary andν δ ν 0 as δ 0 from (6), it follows that lim sup n →∞ (E[f n (x n )] − f n (x * n )) ≤ν 0 ≤ ε.
