Reliability theory in operational research by Al-Baidhani, Fadil Ajab
RELIABILITY THEORY IN OPERATIONAL 
RESEARCH 
 
Fadil Ajab Al-Baidhani 
 
A Thesis Submitted for the Degree of PhD 
at the 
University of St Andrews 
 
 
  
1991 
Full metadata for this item is available in                                                                           
St Andrews Research Repository 
at: 
http://research-repository.st-andrews.ac.uk/ 
 
 
 
Please use this identifier to cite or link to this item: 
http://hdl.handle.net/10023/13745  
 
 
 
 
This item is protected by original copyright 
 
 
RELIABILITY THEORY IN 
OPERATIONAL RESEARCH
FADIL AJAB AL-BAIDHANI
A thesis submitted for the Degree of Doctor of Philosophy at 
the University of St. Andrews
Department of Mathematical and Computational Sciences 
Division of Statistics 
University of St. Andrews 
July 1990.
ProQuest Number: 10167343
All rights reserved
INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.
In the unlikely event that the author did not send a com p le te  manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,
a note will indicate the deletion.
uest
ProQuest 10167343
Published by ProQuest LLO (2017). Copyright of the Dissertation is held by the Author.
All rights reserved.
This work is protected against unauthorized copying under Title 17, United States C ode
Microform Edition © ProQuest LLO.
ProQuest LLO.
789 East Eisenhower Parkway 
P.Q. Box 1346 
Ann Arbor, Ml 48106- 1346

to
my wife Selma my children, Mohammed, Inas, and Mohanned
and
to the memory of my mother
1
Signed ( F. A. Al-Baidhani ) Dated:
Signed ( F. A. Al-Baidhani ) Dated:
Signature of Supervisor ( C. D. Sinclair ) Dated:
' t
DECLARATION
I Fadil Ajab Naher Al- Baidhani hereby certify that this 
thesis has been composed by myself, that it is a record of my 
own work, and that it has not been accepted in partial or 
complete fu lfilm ent o f any other degree of* professional 
q u a lifica tion .
DECLARATION
I was admitted to the Faculty of Science of the University of 
St Andrews under Ordinance General No. 12 in January 1986, and 
as a candidate for the degree of Ph. D. in October 1986. I
DECLARATION
I hereby certify that the candidate has fu lfilled  the 
conditions of the Resolution and Regulations appropriate to the 
Degree of Ph. D.
Special gratitude is due to Prof. R. M, Cormack who made it 
possible for me to pursue my research at the University of St 
Andrews.
No words can express the gratitude felt to my wife, Selma, 
for her support, encouragement and patience.
Finally I am indebted to the Government of the Republic of 
Iraq for financial support.
DECLARATION
In submitting this thesis to the University of St Andrews I 
understand that I am giving permission for it to be made I
available for use in accordance with the regulations of the 
University Library for the time being in force, subject to any
copyright vested In the work being affected thereby. I also
understand that the title and abstract will be published, and 
that a copy of the work may be made and supplied to any bona
fide library or research worker.
ACKNOWLEDGEMENTS
Without the incessant guidance and help of my supervisor Mr.
0 . D. Sinclair this work would not have been possible. I am 
extremely grateful to him for his continuous encouragement ^
throughout the course of this study.
I
Abstrac t
This thesis is concerned principally with the problem of 
estimating the parameters of the Weibull and Beta distributions 
using several different techniques. These distributions are used 
in the area of reliability testing and it is important to achieve v-
the best estimates possible of the parameters involved. After 
considering several accepted methods of estimating the 
relevant parameters, it is considered that the best method 
depends on the aim of the analysis, and on the value of the shape 
param eter p. For estimating the two-param eter Weibull 
distribution, it is recommended that Generalized Least Squares 
(GLS) is the best method to use for values of p between 0.5 and 
30. However, Maximum Likelihood Estimator (MLE) is a good 
method for estimating quantiles.
On this basis, the three-parameter Weibull distribution is 
Investigated. The traditional parametrization is compared with 
a new parametrization developed in this work. By considering 
parameter effects and intrinsic curvature it is shown that the 
new parametrization results in a linear effect of the shape 
parameter. Also it has advantages in quantile estimation 
because of its ability to provide estimates for a wider range of 
data sets.
A less frequently used distribution in the field of reliability 
is the Beta distribution. The lack of frequency of its use is 
partly due to the difficulty in estimating its parameters. A 
simple, applicable method is developed here of estimating these 
parameters. This 'group method' involves estimating the two
ends of the distribution. It is shown that this procedure can be 
used, together with other methods of estimating the two- 
parameter Beta distribution successfully to estimate the four- 
parameter Beta distribution.
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Chapter 1
1.1 Introduction
Statisticians have for long been interested in the statistical 
analysis of what has been called ' lifetime, survival, or failure 
time data’ (Lawless 1982). Such analysis is of great interest, 
not only to the statistician as a valuable area of statistical 
research in its own theoretical light, but also of very practical 
interest to scientists and engineers in other fields such as 
medicine and high technology, who need effective statistical |
tools to estimate the reliability, for example, of a component or 
a system over a given period of time. There is interest in the I
analysis of the data from testing strength of materials where 
the stress at which fa ilu re  occurs fo llow s s im ila r 
distributions. Recent developments in use of ceramics in |
engineering because of their behaviour at high temperatures 
have stimulated research into the reliability of components 1
made of ceramic materials, in Japan, USA, and UK. At the 
National Engineering Laboratory (N. E. L.) Dr J D Snedden is 
engaged in a series of accelerated life tests designed to 
establish how (a) the lifetime and (b) the strength distributions 
of a particular ceramic material is affected by stress and how 
it depends on the volume of the specimen (plate 1). Note that in 
contrast to metals, the tensile strength of a ceramic 
component, constructed by current methods, is a decreasing 
function of volume (Soma et al 1986). It is hoped that when
suffic ient data becomes available it will be possible to |
determ ine
(i) whether the same distribution (possibly three-parameter I
Weibull or generalized Weibull) will suffice for all stresses and |
volumes;
(ii) how the parameters of this distribution are effected by f
changes in stress or in volume.
When this has been established it will be possible for a 
design engineer to predict quantiles etc. of lifetime (or 
strength) distributions at stresses and for volumes other than 
those subject to direct observation.
There are many traditional ways of dealing with lifetime 
data but there are also a number of contemporary techniques.
One model underlying many techniques is the Weibull
distribution (Weibull 1939), which has been typically used as 
the model for wearout or fatigue type failures. Its flexibility 
and simple expression for the pdf, survivor and hazard functions 
make it more widely used as a lifetime distribution model than 
other lifetime models such as the Gamma, Lognormal and Beta 
d is tribu tions .
Let us immediately turn to a consideration of the Weibull 
distribution. If we take T to be the Weibull variable then its pdf
is given In (2.1.1) with a > 0, and p > 0 as scale and shape |
iparameters, respectively. When lifetime T has this pdf (2.1.1),
Y = log(T) has an extreme value distribution with pdf which is 
shown in (2.2.1) with Ç = log (a), and 6 = 1/p as location and 
scale parameters. This lifetime model which was introduced by
Gumbel (1958) is generally preferred especially in the analysis 
of data.
In addition, the three-parameter Weibull distribution model 
is appropriate when there is a time u before which no deaths or ;
failures can occur. If u is known, then the observations t-u can 
be treated as samples from the two-parameter Weibull 
distribution. If u is treated as an unknown parameter, matters I
are more difficult.
In this work a complete sample of data is assumed, instead 
of censored data, in order to get more and accurate information 
about the data especially at the tail end of the distribution.
Accordingly we focus mainly on small sample sizes (10 - 50).
Assume that a set of n components is tested to failure and 
the failure times t.,, ..., t^ are recorded, then inferences about
the population of components from which the sample was drawn
are wanted. The mathematical approach to this problem is to 
assume that the lifetimes (t^,..., t^) are values of independent
random variables (T^,..., T^) with distribution function F(t). If 
F(t) is known, the population is completely specified and all 
information can be obtained without recourse to testing. In 
practice, F(t) is assumed to be known except for a set of 
unknown parameters and the problem is to estimate these 
parameters from the sample data. This is the central issue to be 
addressed in this thesis. The estimates are subject to sampling .
errors. A method of fitting must be chosen which minimizes 
these errors. A method suitable for estimating the parameters 
of one distribution might not necessarily be as efficient for 
another distribution. Moreover, a method efficient in estimating
i
à
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the parameters may not be efficient in prediction. Therefore a 
method ought to be as efficient as possible in estimating the 
quantiles for the purpose of lifetime prediction. Numerous 
distributions have been proposed, some of which are discussed |
in the next chapters, and a large number of studies have been 
carried out to investigate and compare their estimation 
methods [Mann et al 1975, Lawless 1983, Kappenman 1985, |
Harter 1988, Carnahan 1989].
1.2 Estimation
To assess the usefulness of the methods of estimation 
included in later chapters, two types of comparison are 4
employed in this work :
a- Relative efficiency, bias, root mean square error of the 
parameter estimates.
b- Bias, mean square relative error and mean square error of 
5%, 95%, and 99% quantile estimates.
These criteria are investigated by simulation study for 
different sample sizes.
In estimating a parameter, it is natural to want to know how 
close the estimated value comes to the parameter being 
estimated. As a function of the observations in a sample, an |
estimator will sometimes give a value that is close to the true 
value of the parameter and sometimes one that is far from it. It 
depends on the sample. The 'distance' from the estimator to the 
true value of the parameter can be defined in many ways; the
most commonly used measure of performance of an estimator is 
the average squared error, or mean squared error;
MSE = E [( Q - R )^] = var(Q) + (EQ - R)^ (1.1 )
where Q and R are the estimate and the true value of the 
parameter respectively, and var(Q) and (EQ - R) are the variance 
and the bias of the estimator respectively. Thus, the smaller 
the mean squared error, the better the estimator.
In addition, the relative efficiency (RE) of each estimate is 
considered. It is the ratio of the Cramer-Rao lower bound for 
the variance of an unbiased estimator of the parameter to the 
corresponding observed MSE.
Statistical inferences in the applied sciences are often 
concerned with the 'tail' of a model f(t). To indicate the location 
of distribution tails, a 'quantile of order p' is evaluated. This 
measure is defined as the point tp (which is called the reliable
life in the reliability work) on the measurement axis of t at 
which the distribution function F(t) has the value p:
F(tp; 6) = p 0 < p <1 (1 .2 )
The predicted quantiles at either end of the distribution are 
of some practical importance in applications e.g. in designing 
bridges and culverts, engineers may wish to guard against 
floods of the size met once in 100 years by taking the upper 
quantile, p=0.99. Also the lower 5% quantile, which is used by 
engineers as a kind of nominal lifetime measurement for the
turbine blade assemblies of aircraft engines, is of special 
interest and importance in avoiding a disaster. Therefore, the 
relative bias (RB) and mean squared relative error (MSRE) of 5%, 
95%, and 99% quantiles tp, where p=0.05, 0.95 or 0.99 are used
1 N t p
RB = n I  (T -^ - 1) (1.3)1=1 P
M S R E = ^ X  ( ^ - 1)2 (1-4)
1=1 P
The smaller RB and MSRE indicates a better estimator.
Choice of method of estimation depends on the distribution 
whose parameters or quantiles are to be estimated.
1.3 The structure of the thesis
This thesis takes the follow ing form. A fter a brief 
in troduction. Chapter 2 considers several methods of 
estimating the parameters of the two-parameter Weibull 
d istribution which are then compared using the criteria 
described in section (1.2). These criteria are investigated by 
simulations for sample sizes 10 and 25, for a wide range of 
values of the shape parameter. These methods include 
generalized least squares; maximum likelihood; Bain-Antle 1 
and 2 ; probability-weighted moments; two mixed methods; an
order statistics method; and a generalization of the total Q on 
test. The last four of these contain new developments.
In Chapter 3, a new parametrization and generalization (GW) 
for the three-parameter Weibull distribution are derived and 
investigated. Their properties and methods of parameter 
estimation are given, including probability weighted moments, 
generalized least squares and modified maximum likelihood. A 
simulation study for sample size 20 with different shape 
parameter values is carried out to compare these methods of 
estimating the parameters and quantiles of the GW distribution. 
The new parametrization is compared to the ordinary three- 
parameter Weibull distribution and shown to have practical 
advantages over it, particularly in the way shape is described. 
An advantage of the parametrization developed here over the 
ordinary three-parameter Weibull distribution is that it allows 
estimation of quantiles for data sets with skewness of less 
than the Weibull limit of -1.139.
In Chapter 4, the problem of estimating the four parameters 
of the Beta distribution is considered. In this case the 
d ifficu lty  of estimating two end points and two shape 
parameters has forced us to work with large sized samples. A 
group method is suggested for estimating the end points a and c. 
To the extent that this new group method for estimating a and c 
is successful, it can be used instead of more traditional 
methods (MLE and ME) for estimating the four-parameter Beta 
distribution. The methods MMLE, CORBPE, SMLE, SME, and ME of 
estimating the four parameters of the Beta distribution are 
described and compared. This comparison is carried out using
8(a) the bias, variance, and the root mean square error (RMSE), 
of the parameter estimates, and of the estimated 5% and 95% 
quantiles
(b) goodness of fit s tatistics (Anderson-Darling and 
minimum of the -log likelihood).
Upper limits appeal to serving engineers because items very 
rarely have infinite lifetime or infinite strength. Sometimes 
lower limits are of interest, particularly in strength data. The 
Beta distribution can have a non zero lower limit and has a 
finite upper limit but it needs a lot of data to estimate the 
lim its well.
Plate 1
(a) Top plate shows a torsion type test rig as used in 
accelerated life testing at N. E. L. .
(b) Lower plate shows two ceramic specimens, the upper one 
broken by torsion and the lower broken by tension.
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CHAPTER 2
Comparison of Methods of Estimation of 
Parameters of The Weibull Distribution
The following methods of estimating the parameters of the 
two parameter Weibull distribution are compared: generalized 
least squares; maximum likelihood; Bain-Antle 1 and 2; two 
mixed methods; probability-weighted moments; an order 
statistics method; and a generalization of the total Q on test. 
The comparison criteria are
(a) the observed relative efficiency of parameter estimates
(b) the mean squared relative error in the estimate 95% and 
99% quantiles. These criteria are investigated by simulations 
for sample size 10 and 25, for a wide range of values of the 
shape parameter.
n  J
2.1 Introduction
The Weibull distribution emerged in the 1960's and 1970's as 
perhaps the most widely used life distribution (Lawless 1983). 
It has the probability density function (pdf)
f(t; P) = ( g ) ( g exp{ - ( ^  )^ } ,t > 0 (2 .1.1)
the cumulative distribution function (cdf),
F(t: a. p) = 1 - exp{ - ( ^ ) P ) .  t > 0  (2.1.2)
and quantile function
tp = a [ - log (1 -p) (2.1.3)
The cumulative hazard function is 
H(t; a, P) = ( t / a ) P  (2.1.4)
where a > 0 and p > 0 are the scale and the shape parameters.
Because the Weibull distribution is used as a model for real 
data, it is necessary to estimate the parameters a and p, w ith  
the prediction of quantiles as a secondary goal.
Several methods of estimating the two Weibull parameters 
are compared. These methods are:
1. Generalized Least Squares Estimation (GLS).
Ï
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2 . Ordinary Least Squares Estimation (GLS).
3. Using Hazard Plotting Position (HAZ).
4. Maximum Likelihood Estimation (MLE).
5. Order Statistics Method (OSM).
6 . Generalization of the Total Time on Test (TOT).
7. Probability-Weighted Moments (PWM).
(Method 6 has previously been used for a diagnostic plot but 
we adapt it for use in estimation.)
GLS and OLS are based on a transformation of the Weibull 
distribution function. HAZ is based on the empirical cumulative 
hazard function (Lawless 1982).
Menon's method (1963) is not used since Engeman and Keefe 
(1982) found it to have a lower relative efficiency of the 
parameter estimates than GLS, OLS and MLE for sample size 25 
and p = 0.5, 1, 2 and 4, and we shall see that OLS is the worst of 
the methods 1 to 7 above.
In addition to the above methods, another two methods are 
suggested:
8 . Mixed Method 1 (MM1).
9. Mixed Method 2 (MM2).
The estimation of the two-parameter Weibull distribution, 
which is obtained by methods 1, 2, 3, 4, 8 and 9 for shape 
parameter p < 5, was published in 1987. (Al-Baidhani and 
Sinclair 1987) .
Attention is confined to samples of relatively small size, 
such as are often encountered in engineering reliability
1 3
applications. Simulation is carried out using pseudo-random 
samples of size 10 and 25, for different shape values
0.5 < p < 30, to cover a range of values of practical importance 
in materials engineering.
To assess the usefulness of the methods of estimation, two 
types of comparison are employed:
1. Efficiency of parameter estimates.
2 . Relative bias and mean squared relative error in the 
estimated 95% and 99% quantiles.
The MLE estimation of Weibull or extreme value can not be 
solved analytically. For the extreme value distribution the best 
linear unbiased (BLU) and the best linear invariant (BLI) 
estimators are easily calculated (Mann et al. 1974) provided 
that tables of weights (Mann 1967a and b) are available. 
However the corresponding estim ators of the W eibull 
parameters do not enjoy the same optimal properties and indeed 
are broadly equivalent to MLE estimation in efficiency.
The calculation for OLS, and HAZ is straightforward; for GLS 
it is slightly less so. OLS and HAZ are called BA1 and BA2 in 
Bain and Antle (1967). GLS is described In detail In Blom (1962) 
and White (1965).
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2.2 THE METHODS
2.2.1 OLS, GLS, HAZ
All three of OLS, GLS and HAZ rely on the linear relationship 
log H(t; a, P) = p [log(t) - log (a)] I
in the form j
Vi = C + 0 «i
where y; = log(tj), H; = log H(t;), Ç = log(a) and 8 = 1/p; and 
tj (i=1 ,...,n) are the ordered lifetimes, for a sample of size n.
For HAZ the empirical cumulative hazard
Y  — —  
j= i
is used for H(tj) and Ç, 8 are estimated by linear regression 
(Bain and Antle 1967),
For OLS 
H(tj) = -log [l-F (ti)]
where F(t;) uses the plotting position i/(n+1) .
For GLS the same Hj and y; as for OLS are used, but the 
variance and covariance of the y, are taken into account.
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f(y; 0, C) = ^  e(y-()/3 @xp(-e -»o < y < ~> (2 .2 .1)
where -oo < ç < ©o and 0 > 0 are parameters. It is often more 
convenient to work with equation (2.2 .1) than equation (2 .1.1), 
(Lawless 1982). From (2 .2 .1) the logarithm of the likelihood 
function is
LL( y: 9, Ç) = -n ln(0) + ^  - Z  exp ( ^  ) (2.2.2)
i-1 ° i -1 ^
The maximum likelihood equations are obtained by equating 
to zero the partial derivatives of LL with respect to 8 and Ç. 
These are given by
 ^ 1-1
2.2.2 MLE
Cohen (1965) and Lawless (1982) described MLE for the two- |
parameter Weibull distribution. The two-parameter Weibull 
variable T with shape p and scale a parameters is related to the 
extreme value variable Y with location Ç > 0 and scale 8 > 0 as 
Y = log (T) , ^ = log(a) and 8 = p "^ . Equation (2.1.1) can be 
rewritten with respect to Y, Ç and 8 as
'■‘J  J- ”  'J :  L." -J •! • 1%. . V :. •• r  • '  i-.,...-, \  ■? f 1. --v>.‘v ..i . •<:'-fv-'r ..
3.-i
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l i  ) - P ( f  ) . 0  (2.2.4)
1 = 1  1 = 1
Then from (2.2.3)
Ç - ê  log [^ J ^ e x p  ( ^ ) ]  (2.2.5)
1-1 0
Substituting this into (2.2.4), we get
[ Z  Yi exp ( ^  ) /  E  exp ( ^  ) ]- ê - y| = 0 (2 .2 .6)
1 = 1 0 i= i 0 1 = 1
To estimate Ç and 6 , equation (2.2.6) can be solved 
iteratively, or by maximizing the likelihood numerically using 
the optimize facility in Genstat (Alvey et al 1980), and then 
obtaining Ç from (2.2.5).
The MLE's of the Weibull parameters p and a are
a = exp (Ç) and p -  8 (2.2.7)
There are several methods to obtain an initial estimate e in 
the maximum likelihood procedure.
2.2.3 MM1, MM2
After studying the results of the simulations, Mixed Methods 
MM1 and MM2 are proposed, for use when p < 1 or 1 < p < 5
1 7
respectively. MM1 consists of GLS estimation of p and 
subsequent estimation of a using this p and the formula (2.2.8), 
which is the equation used in HAZ.
1 n n
«  = exp{ [ - - (  X  log H(tj) - P X  log(t j )  ) ] / p  } (2.2.8)
1=1 i=1
MM2 consists of GLS estimation of p and subsequent estimate 
of a using this p and the formula (2.2.9), which is the equation 
used in MLE.
â = [ ;  i : (  t| )P (2.2.9)
1 = 1
2.2.4 OSM
Engelhart and Bain (1977) proposed the following simple, 
unbiased estimator for the shape parameter (p) of the two-
parameter Weibull distribution
n $
p -  n kp /{ [ s/(n-s) ] ^  In (tj) - E  In (tj) } (2.2.10)
i=s + 1 1=1
where $ is the largest integer not exceeding (0.84 n), n is the 
sample size and kp is an unbiasing constant depending upon the
sample size. A table given in Engelhart and Bain (1977) may be
used to determine kp.
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For the scale parameter (a) a simple estimator is obtained by 
equating the first moment m’., about the origin, to its expected 
value In general
oo
p ;  = E {f; = J f f ( t ;  p. a) dt = a ’  r(1+  ^)
0 ^
where r( ) is the gamma function.
Then
p'i = a r ( 1+ ^ )
so the scale estimator is:
â = ------^ —  (2 .2 .11)
r ( U p  )
where t is the sample mean and p is the shape estimate (2 .2 .10).
2.2.5 TOT
Epstein and Sobel (1953) introduced the Total Time on Test 
(TTT) concept. Several generalizations of this concept have been 
defined and studied, for example TTT-transform and TTT-plot 
(Barlow and Campo 1975). Jewell (1977) introduced a 
generalization of the scaled TTT-transform and of the scaled 
TTT-plot, the scaled Total Q on Test transform (STOTT) and the 
empirical Q on Test ratio (EQTR). He equated the cumulative 
hazard function, H(t), to 0Q(t), where Q(t) is the prototype 
failure function containing all of the failure shape information.
F(t; a ,  p) = 1- exp {- ( -  ) ^ ] ,  t > 0 (2.2.12)
It is convenient to reparametrize using
0 = a"P Q(t) = t^  ^ and q(t) = .
Then the likelihood function can be expressed as
L(t^,t2, ... t„; 6) = n  {q(ti) 8 } (2.2.13)
i=1
= [ IT q(tj)] { 0^ 0-8[TQT(tn)] j (2.2.14)
I = 1
where the total Q on test statistic, TQT(tj) is 
j
Q i= E Q (* i)  - '=1-2 n (2.2.15)
j = l
and the
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and 0 is a constant. Bergman and Klefsjo (1984) pointed out, 
that as the number of data points increases, the EQTR tends to 1
look like the STOTT; hence EOTR can be used both for model 
identification and for parameter estimation. The EOTR for an 
ordered random sample {tj}, i=1, 2..., n from the two-parameter |
Weibull distribution is derived below.
The cumulative distribution function is
20
Q;EQTR = q ^ (2.2.16)
When the correct value of p is used in the transformation to
Q(tj), the transformed variable has the exponential distribution.
O; Ip is estimated by the value that makes the plot of ^  versus ”H i ^
(i=0 ,1,2 ,...,n), as near as possible to the straight line through 
the points (0,0) and (1,1). This can readily be done using the 
OPTIMIZE facility in GENSTAT.
This approach does not lead directly to an estimate of a.
However an estimate can be obtained via the expression for the
maximum likelihood estimate, but based on the TOT estimate of
p.
This gives
“ = [^ - io d i) ]  (2.2.17)
i=1
An initial estimate of the shape parameter can be obtained 
following Dubey (1967).
p1=2.989 /ln (tk /th ) (2.2.18)
Where t^ and t^ are the 97th and 17th sample percentiles 
respectively. The EOTR (0 /0 ^ )  versus (i/n),i=0,1, ..., n can be 
used for model identification, since the EOTR should 
approximate to a straight line if the data is a random sample 
from the Weibull distribution.
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2.2.6 PWM
Probability weighted moments, a generalization of the usual 
moments of a probability distribution, were introduced by 
Greenwood et al. (1979). The probability weighted moments of 
order q, r, s for a random variable T with cdf F(t) are defined as
Mq,r,s = E [ [ F(T) f  [ 1 - F(T) f  ]
1
-  J t(F)^ f '’ (1- F)® dF
0
where q, r, s are non negative integers and t(F) is the inverse 
cdf. PWM estimation proceeds by equating sample estimates of 
M100, M l 01, to the corresponding population expressions. For 
the two-parameter Weibull, the population expressions are:
^ 1,0, s= B [ T ( 1 - F ) ® ] = a  (1 + S ) ' ^ r ( 8) s= 0 ,1 ,2 ,.. (2.2.19)
where 6 =* 1 + ~
The sample PWMs obtained from an ordered random sample t; 
i -  1, 2 , ..., n from the two-parameter Weibull distribution are
'1■T=
31
1 n - i
= niioi “ n n -1 I = 1
22 I
p is the solution of the non-linear equations
g
0^ 100 = 2 mioi (2.2.20)
i.e.
p = - i r —  (2 .2 .21)(5-1)
where 5 = log (m ,Qo/m ,(,,) / log(2) 
and a = t / r(6) .
2.3 Examples
2 .3 .1
In order to illustrate the estimation methods in the previous #
sections, two data sets are used (sample number 1, and sample 
number 2) from Shapiro and Brain (1987), and Govila et al 
(1985) of size n = 15. The results of applying methods 5, 6 and 
7, together with some intermediate stages, are summarized in 
table 2 .1a, and 2 .1b.
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Table 2.1a
Estimated values of parameters for sample number 1 using
various methods.
06M TOT PWM
p 2.02 1.85 1.90
a 65.68 64.27 65.59
^0 58.20
a i 20.20
Pi 2.81
kn 1.40
s 12.
Table 2.1b
Estimated values of parameters for sample number 2 using
various methods.
06M TOT PWM
P 10.27 9.74 11.24
a 730.43 723.41 727.77
ap 695.67
327.03
Pi 10.61
kn 1.40
s 12.
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The results of all seven methods are summarized in table 2.2
Table 2.2
Summary of the results of various methods.
Sample NO. 1 Sample NO. 2
P a P a
GLS 1.79 67.09 9.44 729.36
OLS 1.86 66.53 10.34 727.40
MLE 2.11 65.99 11.05 727.07
OSM 2.02 65.68 10.27 730.43
PWM 1.90 65.59 11.24 727.77
TOT 1.85 64.27 9.74 723.41
HAZ 1.91 63.98 10.60 722.38
:Î
1
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2.3 .2
Several ceramic data sets are used to illustrate the range of 
the shape parameter p which is considered in this chapter, and 
to fit the data. Tables 2.3a and 2.3b show the estimated values I
of the two parameters of the Weibull distribution, along with 
the Anderson Darling (A^) goodness of fit statistic, as obtained 
by (a) GLS and (b) MLE. Figures 2.1-2.2 illustrate goodness of fit 
for two data sets with large shape parameter values.
The Anderson Darling test statistic for the two-parameter 
Weibull distribution takes values between 0.08 and 0.58 for all 
data sets which are used. Use of critical values for case 3 will 
lead to acceptance of this distribution at the 5% level, from 
Table 4.17 of D'Agostino and Stephens (1986), for which values 
are estimated by MLE. For sample size n=10 the critical value 
for a test of goodness of fit at 0.05 significance level is 0.712.
Therefore, the two-parameter Weibull distribution is accepted 
as a model for the three data sets w ith n=10. S imilarly, 
assuming that the same tables are applicable when estimation 
is by GLS, it is an acceptable fit for the other data sets in Table 
2.3a.
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Table 2.3a
GLS for the two-parameter Weibull distribution, and Anderson-
Darling statistic values.
p a a 2 n Reference
0.94 96.84 0.32 6 Govila (1982)
2.29 57.50 0.45 10 Govila et al(1985)
2.68 276.42 0.26 1 1 Snedden (1989)
4,98 297.58 0.12 30 Jones et al(1979)
5.76 73.22 0.26 9 Baratta et al(1974)
9.11 483.06 0.30 7 Sema et al (1986)
9.44 729.36 0.35 15 Govila et al(1985)
9.46 456.26 0.22 45 Jones et ai (1979)
10.03 483,20 0.24 50 Soma et al (1986)
10.64 418.92 0.53 45 Jones et al (1979)
12.98 414.49 0.48 10 Soma et al (1986)
13.70 541.66 0.44 10 Soma et al (1986)
I
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Table 2.3b
MLE for the two-parameter Weibull distribution, and 
Anderson-Darling test statistic values.
p a A= n Reference
1.31 91.63 0.34 6 Govila (1982)
2.82 56.60 0.38 1 0 Govila et al(1985)
3.25 272.16 0.23 11 Snedden (1989)
5.56 296.59 0.08 30 Jones et al (1979)
7.31 72.64 0.26 9 Baratta et al (1974)
11.85 481.50 0.40 7 Soma et al (1986)
11.05 727.07 0.32 15 Govila et al(1985)
10.19 455.92 0.20 45 Jones et al (1979)
10.73 482.58 0.21 50 Soma et al (1986)
11.44 418.69 0.58 45 Jones et al (1979)
15.638 413.09 0.48 1 0 Soma et al (1986)
16.55 541.31 0.57 10 Soma et al (1986)
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Figure 2.1a Histogram of the ceramic data of size 50 and pdf
of the two-parameter Weibull distribution fitted by GLS.
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Figure 2.1b Gdf and Edf of the ceramic data of size 50
of the two-parameter Weibull distribution fitted by GLS.
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Figure 2.1c Histogram of the ceramic data of size 50 and pdf
of the two-parameter Weibull distribution fitted by MLE.
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Figure 2.Id  Gdf and Edf of the ceramic data of size 50 
of the two-parameter Weibull distribution fitted by MLE.
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Figure 2.2a Histogram of the ceramic data of size 45 and pdf
of the two-parameter Weibull distribution fitted by GLS.
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Figure 2.2b Cdf and Edf of the ceramic data of size 45
of the two-parameter Weibull distribution fitted by GLS.
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Figure 2.2c Histogram of the ceramic data of size 45 and pdf
of the two-parameter Weibull distribution fitted by MLE.
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Figure 2.2d Cdf and Edf of the ceramic data of size 45
of the two-parameter Weibull distribution fitted by MLE,
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2.4 SIMULATION
2.4.1 Shape Parameter 0.5 < p < 4
One thousand (N) simulations were done for samples of sizes 
10 and 25 with p= 0.5, 1, 2 and 4; and a = 0.1, 1, 10 and 100. The 
random samples of Weibull data were generated using the 
GENSTAT (Alvey et al 1980) random number generator. Goodness 
of fit tests were applied to verify that the generated data 
followed the parent distribution.
The choice of values of a, p, and sample size was made to 
allow comparison with the results of other authors e.g. Engeman 
and Keefe (1982), Gibbons and Vance (1981) and Gross and Lurie 
(1977).
The methods are compared through properties of, (a) the 
parameter estim a tes, and (b), pred icted quan tités. The 
parameter estima tes are assessed through the ir relative 
efficiency (RE) and their mean squared error (MSE). The 95% and 
99% quantité estimates are assessed through their relative bias 
(RB) and mean squared relative error (MSRE).
M S E o f p = J i S ( P i - p ) 2  (2.4.1)
1 =  1
-  1 ^  ^MSE of a = 1 1 (a j -  a )2 (2.4.2)
i = 1
I
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RE of p = [0.608 (p2)/n]/MSE (g) (2.4.3)
RE of a = [1.109 (a/p)2/n]/MSE (a) (2.4.4) !
1 N t p.
R B = ; i 2  (“ T—^  -1) , where p= 0.95 or 0.99 (2.4.5)
1 =  1 P
Leone et al. (1960) conjectured that the percent bias in p
was independent of the values of a and p. This was confirmed 
for OLS and HAZ by Bain and Antle (1967). They defined p^^ and
as estimators for p and a obtained by OLS or HAZ when 
sampling from a Weibull distribution with a = 1 and p = 1, and 
proved the following theorem
" Let t.|, ... , t^ denote a random sample from a Weibull 
distribution, w(t; a, P), and let a and p given by OLS or HAZ, 
then:
(1) p /p  has the same distribution as p  ^  ^ and is therefore 
independent of a and p.
1 N tn i  2 -IMSRE=7j £  ( - ^ - 1 )  (2.4.6)
1=1 P '
Table 2.4 shows the RE of the estimates of the parameters by 
each of methods 1-4, for 16 pairs of parameter values. It is 
noted that the RE for a particular method is almost independent 
of the scale parameter a whether a or p is being estimated, and
Ithat the RE of the estimate of p is independent of the value of p. f
Thus table 2.4 can be summarized in Table 2.5.
1
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(2) a /a  has the same distribution as and thus depends 
only on p
(3) p ln (a/a) has the same distribution as In or (a /a )^  
has the same distribution as .
Similarly for MLE, Thoman, Bain and Antle (1969) showed in 
the ir Theorem A, that ^ /p  was distributed independently of a 
and p.
Therefore, for these three methods, the RE of p is  
independent of both a and p, and the RE of a is independent of a.
For GLS, the location and scale parameters may be estimated 
by solving n linear equations of the form given at the begining of 
section 2.2.1.
These n equations may be written in matrix format as :
= (H' » ' V ^Y
where K is an n x 2 matrix (1, E(k I));
V is the variance-covariance matrix (n x n);
and Y is a vector of ordered observations (n x 1).
Using general linear model theory (Graybill 1976) the variance 
matrix of the estimators of Ç and 0 can be approximated by 
D where
D = (K' V ^ K ) ’ ’
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as in Engeman and Keefe (1982).
Hence
v a r ( 0 ) = - ; ^
as derived by Lloyd (1952) for estimation of location and scale 
parameters.
S im ilarly, for Ç 
var(Ç) =
Now p = 1/0, hence
A -6^ÔP — ^ 2  0^
Therefore
var(0)var(P) = ^4
i.e. var(p) = p var(0) = — ^  -  „+2
var(p /p )=  ^
Now 0 = E(0) + 60
where 60 is the deviation of 0 from E(0).
Then
1 1
0 E(0) + 60
1  = { E ( ê ) [ i8 E{8)
i  r .  ; 58 2 ,/ s [ 1 “ /\ + ( /\ ) - . . . ]0 E(0) E(0) E(0)
i'i4
'*
1-1Ï
%40
E(p) = p [ 1 0
>22
E(P/P) -  1 + n+2
Therefore the variance of p /p  and the bias of p / p ,  are 
independent of p and a; also the RE of p/p is independent of p 
and a.
Since a = exp (Q
6& = [ E x p ( g ) ] 6C
var(a ) « var(Ç) 
var{a/a) =
Now a = exp [ (E(Ç)) + 5^ ]
{ S t ya ~ exp(E(Ç)) [ 1 + + gi + ••• ]
|1 1
Therefore the variance of a /a  and the bias of a / a  are 
independent of a; also RE of a / a  is independent of a .
f. V.-., ' * ?
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Table 2.4
Observed relative efficiencies for estimators of Weibull 
parameters p and a (n=25).
Es imators of p Estimators of a
P a 0.1 1 10 100 0.1 1 10 100
GLS 0.898 0.898 0.898 0.898 0.777 0.778 0.778 0.778
0.5 OLS 0.865 0.665 0.665 0.665 0.731 0.731 0.731 0.731
HAZ 0.682 0.682 0.682 0.682 0.921 0.921 0.921 0.921
MJE 0.740 0.740 0.740 0.740 0.827 0.828 0.828 0.828
GLS 0.898 0.898 0.898 0.898 0.945 0.945 0.946 0.946
1 OLS 0.665 0.665 0.665 0.665 0.908 0.909 0.909 0.909
HAZ 0.682 0.682 0.682 0.682 0.989 0.989 0.989 0.989
MLE 0.740 0.740 0.740 0.740 0.971 0.971 0.971 0.971
GLS 0.898 0.898 0.898 0.898 0.988 0.988 0.988 0.988
2 OLS 0.665 0.665 0.665 0.665 0.961 0.962 0.962 0.962
HAZ 0.682 0.682 0.682 0.682 0.968 0.968 0.968 0.968
MŒ 0.741 0.740 0.740 0.740 0.996 0.996 0.996 0.996
GLS 0.898 0.898 0.898 0.898 0.996 0.996 0.996 0.996
4 OLS 0.665 0.665 0.665 0.665 0.976 0.977 0.976 0.976
HAZ 0.682 0.682 0.682 0.682 0.945 0.946 0.945 0.945
MLE 0.741 0.740 0.740 0.740 0.995 0.995 0.995 0.995
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Table 2.5
Average relative efficiency of each estimator across 
param etrizations
Estimator Estim ator
Method of p of a when
P = 0.5 P = 1 p = 2 p=4
GLS 0.898 0.778 0.945 0.988 0.996
OLS 0.665 0.731 0.909 0.962 0.976
HAZ 0.682 0.921 0.989 0.968 0.945
MLE 0.740 0.828 0.971 0.996 0.995
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From Table 2.5 it can be seen the highest average RE of p is 
achieved by the GLS estimator, while the OLS estimator has the |
lowest average RE. The results for estimating a are less clear 
cut. For p less than or equal to 1 the HAZ method is clearly most -|
efficient. For p = 2 the MLE method is better than GLS but all 
four methods are very efficient. For p = 4 GLS is slightly better 
than MLE, and again, all four methods are very efficient.
Our results shown in Table 2.6 are in broad agreement with I
those in Table I of Gross and Lurie (1977) so far as bias and 4
standard deviation of p are concerned. But we disagree with 
the ir bias and standard deviation for a . We do agree with 
corresponding results shown in Table I of G ibbons and Vance 
(1981) for the variance of a estimates by MLE. (Table 2.7).
The RMSE of parameter estimates can be seen in Table 2.6. It 
is clear that the GLS method produces smaller RMSE for p,for 
both sample sizes 10 and 25, than any other method.
For GLS method, the difference between the theoretical 
relative bias and the simulation result in Table 2.6 is due to the 
cho ice of plotting position i/(n+1). This plotting position was 
used in the simulation to enable comparison between its result 
and those of Engeman and Keefe (1982). Other plotting positions
(e.g. (i-0.01)/n) may give different relative bias.
For example, using simulation with P;=(i-0.01)/n, p = 1, a = 1
and n = 25, the relative bias in p is 0.028, and the variance of 
0/e is 0.028.
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Theoretically, with this plotting position, = 0.6794 and
hence
E[ ( p / P ) - 1 ] « “ » v a r ( “ ) «  0.025
Thus, it can be seen that, under these conditions, the plotting 
position Pj=(i-0.01)/n gives results that are in good agreement
with the theory above.
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Table 2.6
Monte Carlo simulation of the Weibull parameters based on 
1000 random samples, with sample size n, shape parameter p, 
scale parameter a, standard deviation (SD), bias, and root mean 
square error (RMSE) for both parameters
n 10 10 10 25 25 25
P 0.5 1 5 0.5 1 5
a 1 1 1 1 1 1
Bias in p MLE 0.076 0.152 0.761 0.027 0.054 0.273
HAZ -0.020 -0.040 -0.201 -0.021 -0.043 -0.213
OLS -0.037 -0.075 -0.373 -0.030 -0 .060 -0.301
GLS -0.037 -0.074 -0.371 -0.027 -0 .055 -0.271
Bias in a MLE 0.105 -0.003 -0.009 0.049 0.002 -0.003
HAZ -0.039 -0.072 -0.024 -0.011 -0 .028 -0.009
OLS 0.206 0.042 -0.001 0.098 0.025 0.001
GLS 0.173 0.029 -0.003 0.076 0.015 -0.001
SD of p MLE 0.167 0.334 1.670 0.087 0.173 0.865
HAZ 0.158 0.315 1.577 0.092 0.184 0.921
OLS 0.153 0.308 1.532 0.091 0.182 0.908
GLS 0.135 0.271 1.354 0.078 0.155 0.777
SD of a MUE 0.761 0.332 0.066 0,461 0.214 0.042
HAZ 0.679 0.315 0.067 0.349 0.210 0.042
OLS 0.826 0.346 0.067 0.483 0.219 0.043
GLS 0.798 0.339 0.066 0.472 0.216 0.042
RMSEofp MLE 0.183 0.367 1.833 0.091 0.181 0.907
HAZ 0.159 0.318 1.589 0.094 0.189 0.944
OLS 0.158 0.315 1.576 0.096 0.191 0.956
GLS 0.140 0.281 1.403 0.082 0.165 0.823
RMSEofa MLE 0.768 0.332 0.067 0.463 0.214 0.042
HAZ 0.679 0.323 0.071 0.439 0.212 0.043
OLS 0.850 0.349 0.067 0.493 0.221 0.043
GLS 0.817 0.341 0.066 0.478 0.217 0.042
1
»
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Table 2.7 
Estimated variance of a when a =1
sample
size
P M_E HAZ OLS GLS
10 0.5 0.579 0.461 0.682 0.637
10 1.0 0.110 0.099 0.119 0.115
10 5.0 0.004 0.004 0.004 0.004
25 0.5 0.213 0.193 0.233 0.222
25 1.0 0.046 0.044 0.048 0.047
25 5.0 0.002 0.002 0.002 0.002
Estimated variance of p
sample
size
P MLE HAZ OLS GLS
10 0.5 0.028 0.025 0.023 0.018
10 1.0 0.112 0.099 0.094 0.073
10 5.0 2.786 2.487 2.347 1.833
25 0.5 0.008 0.008 0.008 0.006
25 1.0 0.030 0.034 0.033 0.024
25 5.0 0.748 0.848 0.824 0.604
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Table 2.4 refers to the same situations as found in Table I of 
Engeman and Keefe (1982). There is little agreement between i
our results and theirs. Given that it has been shown that the RE 
of ^  is independent of a, their table lacks coherence when p is 
considered across a, and the RE of a is generally greater than 1.
They suggested that mixed methods might be able to improve on 
a single method. From our results combinations of GLS for p 
with either HAZ or MLE for a, depending on the value of p, are 
possibilities. Thus we propose MM1, i.e. GLS for p then HAZ for 
a if p < 1, and MM2, i.e GLS for p then MLE for a, if p > 1. The 1
results of using these methods is shown in Table 2.8 for 1000 |
simulated samples of size 25 and p = 0.5, 1, 2, 4.
1
48
Table 2.8
Result of 1000 simulations to compare four methods of 
estimation through the relative efficiency (RE) for estimators 
of p and a, the relative bias (RB), and the mean square relative 
error (MSRE) of the predicted 95% and 99% quantiles.
RE of 
estimating
RB RB MSRE MSRE
p P a T95 T99 T95 T9 9
0.5 GLS 0.898 0.777 0.330 0.516 0.550 1.184
OLS 0.665 0.731 0.517 0.881 1.497 4.901
HAZ 0.682 0.921 0.281 0.616 0.873 2.644
MLE 0.740 0.827 0.004 0.021 0.223 0.338
MM1 0.898 0.899 0.224 0.382 0.412 0.868
1 GLS 0.898 0.945 0.121 0.179 0.088 0.156
OLS 0.665 0.909 0.174 0.264 0.169 0.353
HAZ 0.682 0.989 0.086 0.153 0.116 0.234
MUE 0.739 0.971 -0.023 -0.025 0.051 0.071
MM1 0.898 0.978 0.074 0.129 0.072 0.125
2 GLS 0.898 0.988 0.051 0.074 0.019 0.030
OLS 0.665 0.961 0.071 0.104 0.032 0.057
HAZ 0.682 0.968 0.031 0.068 0.023 0.041
MLE 0.741 0.996 -0.018 -0.021 0.013 0.018
MM2 0.898 0.966 0.023 0.045 0.015 0.025
4 GLS 0.898 0.996 0.023 0.034 0.004 0.007
OLS 0.665 0.976 0.032 0.046 0.007 0.012
HAZ 0.682 0.945 0.013 0.029 0.005 0.009
MLE 0.740 0.995 -0.011 -0.013 0.003 0.005
MM2 0.898 0.929 0.009 0.019 0.004 0.006
i
I
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These results are somewhat disappointing because the RE of 
the estimate of a is not as large as that for a estimated by 
separate use of HAZ i.e. with its corresponding value of p, or of 
MLE when p is larger. However if a method is sought that gives 
good estimates of both p and a, the mixed method is better than 
any single method of 1-4.
Turning to the predicted quantiles, the RB and MSRE for four 
values of p and for sample size 25 are summarized in Table 2.8. 
MLE is clearly the best method for all values of p. The second 
best is MM 1/2, and the worst is OLS.
2.4.2 Shape Parameter p < 30
A simulation study was conducted in order to compare the six 
methods (GLS, OLS, MLE, OSM, TQT and PWM ). For each of the 
shape parameter values p= 0.5, 1, 2, 5, 10, 20 and 30, one 
thousand random samples of size 10 and 25 were generated from 
a Weibull distribution with a = 1. The random number generator 
used was that in the GENSTAT package (Alvey et al 1980). The 
methods are compared as in the previous section through the 
parameter estimates and 95% and 99% quantiles as found in 
equations 2.4.1,..., 2.4.6. To facilitate comparisons, the results 
of the simulation are presented graphically. Figures 2.3, 2.4, 2.5 
and 2.6 show RE of the estimates of parameters by each of
methods 1, 2, 4, 5, 6 and 7 for different values of the shape
parameter. As expected, the efficiency of each method of 
estimation for either parameter, increases with sample size. In
50
:
a few cases it can be seen that the RE is greater than 1.
However these d iscrepanc ies are very small and can be If
attributed to sampling fluctuations in the relatively small 
variance of the scale parameter a. The graphs of the product of 
the RMSRE and p, against p, is shown in Figures 2.7, 2.8, 2.9 and 
2.10. This product is used because it varies over a smaller range 
than do the RMSRE.
For estimating the shape parameter, it is evident from 
Figures 2.3 and 2.4 that the GLS estimator is considerably more 
efficient than the other methods for both sample sizes, and that 
efficiency increases with sample size. For most methods the i
,‘vefficiency is independent of the shape parameter, the exception 
being PWM. It is noteworthy that in both Figures the PWM l|
estimator had low RE at p =0.5, but high RE at p =1 and at p =2.
Generally speaking, the second best method for estimating p is 
the OSM.
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Figure 2.3 Empirical efficiency of estimates of shape 
parameter by various methods, from simulated sample of size 
10.
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The RE of a is less clear cut, as seen in Figures 2.5 and 2.6. 
For 2 < p < 30 the GLS method is better than the other five
methods, and the TOT method is worse than the other methods. 
For p < 2, and n=10, OSM and TOT are the most efficient 
methods, but when p < 2 and n= 25, TOT is best, followed by MLE.
n ;
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Figure 2.5 Empirical efficiency of estimates of scale 
parameter by various methods, from simulated sample of size 
10.
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Figure 2.6 Empirical efficiency of estimates of scale 
parameter by various methods, from simulated sample of size
25.
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For estimating the sample quantiles, the method is sought 
that has smallest RMSRE. From Figures 2.7, 2.8, 2.9, and 2.10 it 
is evident that unless p < 1, MLE is the best method, followed 
closely by TQT. For p < 1 Figures 2.7 and 2.8 show that PWM is 
the best method for the 95% quantile, with OSM as a close 
competitor, while Figures 2.9 and 2.10 show that OSM is the 
best method for the 99% quantile. In all of the Figures 2.7, 2.8, 
2.9, and 2.10, the worst method for all values of p is OLS.
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Figure 2.7 The root mean square relative error of estimates
of the 95% percent quantile w ith parameters estimated by
various methods from simulated sample of size 10.
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Figure 2.8 The root mean square relative error of estimates
of the 95% percent quantile w ith parameters estimated by
various methods from simulated sample of size 25.
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Figure 2.9 The root mean square relative error of estimates 
of the 99% percent quantile with parameters estimated by 
various methods from simulated sample of size 10.
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Figure 2.10 The root mean square relative error of estimates
of the 99% percent quantile w ith parameters estimated by
various methods from simulated sample of size 25.
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Figure 2.11 Variability of RE for shape and scale parameters 
using GLS.
It can be seen from Figure 2,11 that the variance of RE is 
inversely related to the number of simulations.
For GLS with sample size 25 and with 1000 simulations the 
RE for p (and for a) has coefficient of variation less than 4% 
(and 5%).
1
I
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2.5 Summary and conclusion
The relative efficiency, bias, mean square relative error of |
quantiles, variance and the mean square error of the shape p and 
the scale a of Weibull parameters are used as criteria to
compare the methods GLS, OLS, HAZ, MM1, MM2, MLE, OSM, TOT 
and PWM. Conclusions below are based on the result of
simulation for sample sizes 10 and 25. From the results of
simulation in sections 2.4.1 and 2.4.2 it can be said that the 
best method to use depends on the aim of the analysis, and on 
the value of p.
For the range 0.5 < p < 4
1. To estimate p, GLS is best, followed by MM1.
2. To estimate a,
a) when p < 1, HAZ is best, followed by MLE.
b) when 0.5 < p < 2, MLE is best, followed closely by GLS.
3. To estimate both p and a,
a) when p ^ 1, MM1 is best .followed by GLS.
b) when p > 1, GLS is best, followed by MM2.
4. To estimate quantiles, MLE is best, followed by MM1 if p < 1 
and MM2 if p >  1.
5. The worst of these methods in every situation was OLS.
For the range p < 30 GLS is the best method for estimating
the shape. When the shape parameter is in the range 2 < p < 30,
GLS is also the best method for estimating the scale. TQT is a i
good method for estimating the scale when p = 2. When the shape ;
parameter is in the range p >  1, MLE is the best method for |
estimating both the 95% and 99% quantiles.
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CHAPTER 3
A New Parametrization and Generalization of 
the Three-Parameter Weibuii Distribution
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A new parametrization and generalization for the three- 
parameter Weibull distribution is derived and investigated. Its 
properties and methods of parameter estimation are given, 1
includ ing probab ility we ighted moments, generalized least 
squares and modified maximum likelihood. These methods are 
compared in a simulation study, using
(a) the bias and mean squared error of parameter estimates
(b) the root mean squared relative error in the estimated 95% 
and 99% quantiles.
The new parametrization is compared to the ordinary three- 
parameter Weibull d istribution and shown to have practical 
advantages over it.
An advantage of the generalization over the ordinary three- 
parameter Weibull d istribution is that it allows estimation of 
quantiles for data sets with skewness less than the Weibull 
lim it of -1.139.
Ï
F(t; a , u ,P) = 1- exp [ - ( ^  ) P ] (3.1.2)
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3.1 In troduc tion
For the three-parameter Weibull distribution the pdf and cdf 
are
f(t; a , u ,p) = ( ^  ) exp [ - ( ^ )  P], u ^ t < oo (3.1.1) 1
CC Lv tX
and
This d istribution is important as a life-testing model. It 
provides a generalization of both the two-parameter Weibull 
d is tribu tion  (u=0), and the tw o-param eter exponentia l 
d istribution (p=1). Both two- and three-parameter Weibull 
d istributions have been stud ied extens ively by numerous 
writers including Cohen (1965, 1973, 1975), Cohen and Whitten 
(1982), Kappenman (1985), Lawless (1982, 1983), Rousu (1973), 
Cran (1988) and Smith (1987).
Methods of statistical analysis are well developed for the 
case in which the threshold parameter u is known. When u is 
unknown, or when the We ibull d istribution has negative 
skewness, i.e. when p is greater than 3.6, parameter estimation 
is more d ifficult.
Kappenman (1985) considered an estimator for the three- 
parameter Weibull distribution with different shape values (not 
exceed ing 3.6) and compared his results with the MMLE 
investigated by Cohen and Whitten (1982). He showed that his
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estimators had smaller mean squared errors of the shape and 
threshold parameters than those estimated by MMLE.
Gran (1988) used Weibull moments to estimate the three 
We ibull parameters u, a , p, and applied th is to simulated 
samples where again p < 3.6 and n= 25, 50, 100. Weibull 
moments are a simple multiple of certain PWM, used by Hosking I
et al (1985) to estimate the parameters of the GEV distribution.
As Hosking (1986) remarks, the Weibull d istribution is a 
reversed GEV distribution and estimates of Weibull parameters g
may be simply obtained from those for the GEV. 1
The problem considered here is that of estimating the three- 
parameter Weibull distribution for shape parameter p > 3.6.
Scholz (1985) noted that it was d ifficult to apply MLE for the 
three-parameter Weibull distribution when the shape parameter 
was large. For these large shapes Kappenman's estimator gives 
b iased and extremely variable estimates of the shape 
parameter. For example the simulated sample 0.9025, 0.9087,
0.9099, 0.9379, 0.9387, 0.9400, 0.9597, 0.9754, 0.9814, 0.9816,
0.9951, 1.0014, 1.0027, 1.0028, 1.0029, 1.0191, 1.0344, 1.0436,
1.0535, 1.0565 of twenty values from the three-parameter
W e ibull d is tribution with p~20, a=1 and u=0, leads to ?l
Kappenman's estimates p=2.32, a =0.12, u=0.88. In Cohen and 
Whitten (1982) Tables II and 111, the results of the ir simulation 
for sample size 100 with p=4.5 indicate that the methods to be 
preferred in this case are ME and MLE. For our simulated sample 
ME gives p=4.33, a =0.20, u=0.80 and MLE gives p=3.55, a=0,16, 
u =0.84. Also, Cran (1988) indicates that when p > 3.6 and n> 25 
the frequency of inadmissible (i.e negative shape) estimates of 
the parameters increases as n decreases and p increases.
I
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Another un sa tis fac to ry  feature of the trad it ion a l 
parametrization is that the effect of change in p is not 
uniformly related to the corresponding change in shape of the 
distribution. This can be seen in figure 3.1 below.
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Figure 3.1 The relation between skewness and shape parameter
p for the ordinary Weibull distribution.
1
Figure 3.1 also shows that when the shape parameter p 
exceeds 3.6 the Weibull distribution has negative skewness. 
Materials engineers aim to produce components whose lifetimes 
are d istributed accord ing to the two-param eter We ibull 
distribution with shape parameter, p, as large as possible, and 
preferably exceeding 20 (Lange and Muller 1983, Buljan et al 
1987, Fessier et al 1983 and Bortz 1983). This can introduce 
high average strength values and small standard deviations. 
Figures 3.2a and 3.2b show the pdf of the Weibull distribution 
and standardised versions for different values of the shape 
parameter p.
In the lifetime testing literature there are data sets which 
have negative skewness, for example Smith (1987), and Lawless 
(1982, page 201 type I and page 270). These give rise to 
d ifficu lties in fitting the Weibull d istribution. Indeed Smith 
suggests that the generalized extreme-value distribution (GEV) 
with the shape parameter k > 0 is both numerically and 
statistically a better parametrization than the form used in his 
1987 paper. A new parametrization is suggested for the Weibull 
d istribution aimed at lessening these d ifficulties. Unlike the 
GEV our generalization contains the Weibull distribution as a 
special case, ( k > 0).
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Figure 3.2a Pdf of Weibull distribution with d ifferent values of 
p and same a=1.
F igure 3.2b Pdf of Weibull distribution with different values of 
P, same mean and standard deviation (i.e standardised version).
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3.2 A new pa ram etr iza tion  and gene ra liza tion  of the 
th re e -pa ram e te r W e ib u ll d is tr ib u tio n
A new parametrization is considered for the We ibull 
distribution in terms of k=1/ p, 0 = a /p and X = u + a. The pdf and 
cdf are now
1 k (1/k) -1 k 1/kf(t; 0, X, k) = -  (1+ -  (t- X)) exp{ - [ 1+ -  (t-X) ]
70
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(3.2.1)
F(t; e. X ,  k) = 1- exp{ - [ 1+ ^  (t-X) ]"' } (3,2.2)
where 0 > 0 and k > 0,and t is bounded from below by X-0/k. From 
th is  reparam etrization of the three-param eter W e ibull 
d istribution, a generalized Weibull (GW) d istribution can be 
developed by including two further cases 
k = 0 where t is unbounded; 
k < 0 where t is bounded from above by X-0/k.
For the case k *  0 the pdf and cdf are respectively
f(t; e, X)= ^  e x p [ |  (t - X )  ] exp[ -e ^)], -«. < t < ~  (3.2,3)
F(t; 0, X) = 1- exp { -exp[ r  (t- X)] } , -~ < t < <» (3.2.4)
For the case k < 0 the pdf and cdf are as in (3.2.1) and (3.2.2) 
above.
     .
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This is essentially equivalent to the GEV d istribution f■ÿ;f
introduced by Jenkinson (1955) in a single form for the three 
types of the extreme-value distributions derived by Fisher and |
T ippett (1928). The d istribution function for a GEV random 
variable y is
G(y: e, k) = Pr (Y ^  y) = exp [ - { 1- ^  (y - ] ,  k # 0
(3.2.5)
G(y: 0. C ) = exp [- exp {- (— ) } ] ,  k = 0 (3.2.6)
and
h(t)“  ^  exp[ ^  (t - X) ] k = 0
J
with y bounded by (  + 0/k from above if k > 0 and from below if 
k<  0.
The Weibull distribution and the GEV distribution with k > 0 
are related by T = - Y.
Therefore F(t) = Pr (T < t) = Pr (- Y < - y) = Pr (Y > y) = 1- G(y)
i.e substituting - t for y in (3.2.5) and (3.2.6) gives (3.2.2) and
(3.2.4) with X = - Ç. I
Table 3.1 shows some properties of the GW distribution.
The GW hazard function is
1 k (1/k) - 1h(t) = - ( 1 + - ( t - X ) )  k ^ O
Figure 3.3 shows GW hazard functions. For the case k > 0 the 
hazard function, h(t) increases w ith time for k < 1 and 
decreases with time for k > 1. For k=1, the failure rate is 
constant.
When k *  0 the GW distribution is the distribution of the
smallest extreme-value.
With k < 0 the hazard function, h(t) increases monotonically
8to infinity at t *  X - . It can be used as a model for wearout,
where there is a finite upper lim it to age or strength.
Table 3.1
Some properties of the GW distribution
MEAN
k = 0
X - 78
MEDIAN X + 0 ln(ln 2)
MODE
0
X - 0/k [1 - r (1 + k )]
X - 0/k [1 - (In 2)* ]^
X - 0/k [1 - (1- k f ]
VARIANCE 0^ 1.64493 (0/k )^ [r  (1+ 2k) - r®(1+ k)], k > -1 /2
SKEWNESS -1.139
where
a-
.  ^ r(1+3k)-3T(1+k) r(1+2k)+2r^(1+k)
« 3 -  sign( [r(1 + 2 k )-r^ (1 + k )](^ '^ ) k > -1/3
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Figure 3.3 a) Hazard functions for GW with k > 0.
b) Hazard functions for GW with k < 0.
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3.3 Comparison between the ordinary Weibull and the 
new parametrization i.e. GW with k > 0.
3.3.1
Figure 3,4 shows the relation between skewness and shape 
parameter k for the GW distribution with k positive. Comparison 
of Figure 3.4 with Figure 3.1 shows that skewness is more 
nearly linearly related to k than to p.
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Shape param eter
Figure 3.4 The relation between skewness and shape parameter
k for the GW distribution.
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Figures 3.5 and 3.6 show that this reparametrization has 
also improved the relationship between kurtosis and the shape 
parameter where k is positive. Skewness and kurtosis were 
plotted against each other for both GW (with k > 0) and ordinary 
three-parameter Weibull d istributions (Figures 3.5 and 3.6 
respectively). For incremental values of k and p, skewness and 
kurtosis were calculated (and recorded in Table 3.2). These 
points were superimposed on the curves in Figures 3.5 and 3.6,
From these figures, it can be seen that the points of the plot are 
fa irly evenly spaced in figure 3.5, while more clustered in 
figure 3.6. This implies that k is a better descriptor of the 1
shape of the distribution than p.
_
Table 3.2
Incremental values of k, p and their values of skewness and
kurtosis.
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shape (k) skew. kurt. shape (P) skew. kurt.
0.200 -0.254 2.881 0.500 6.619 87.000
0.400 0.359 2.857 1.000 2.000 9.000
0.600 0.896 3.856 1.500 1.072 4.390
0.800 1.430 5.802 2.000 0.631 3.245
1.000 2.000 9.000 2.500 0.359 2.857
1.200 2.640 14.070 3.000 0.168 2.730
1.400 3.382 22.069 3.500 0.025 2.713
1.600 4.262 34.755 4.000 -0.087 2.748
1.800 5.323 55.032 4.500 -0.178 2.808
2.000 6.619 87.720 5.000 -0.254 2.881
 —
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Figure 3.5 Points corresponding to equal increments in k for GW 
parametrization of Weibull d istribution.
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Figure 3.6 Points corresponding to equal Increments in p for the 
ord inary Weibull distribution.
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3.3 .3
From equation (3.1.2)
tj = u+ a [ X j ] (3.3.1)
or t| = u+ a [ X j ] (3.3.2)
where X j = log( ) , k = 1/p, and pj =i/(n+1) is a plotting
position. With u = 0, a =1 and p = 5, we generated a simple data 
set of size two (table 3.3 ) which will be useful in illustrating 
the linearity in the shape parameter p and k .
Table 3.3 
Illustrative data set.
X t
0.406 0.835
1.099 1.019
Following Ratkowsky (1983)
r= G Vp
where r is the standard radius, '<? is the residual variance, and 
p is the number of parameters, here p=1. For equation (3.3.1)
the firs t and second partia l der iva tive matrices are, 
respectively,
80
/  2.1496^ 
1-0.2695;
1
V2= /-0 .7 2 7 6 \I 0 .IOO4J
The matrix V1 is decomposed to give
V1=Q R =0(^ Q )
r-0 .9922 0.1244^ / -2 .1 6 6 4 \  
= I  0 .1244 0 .9922 ;  I  0 J
The inverse of R is L = (R)-"'= (-2.1664)"^= -0.4616, and
U1=U V 2L = -0 .1 5 5 00 .0 2 1 4
Therefore, the combined acceleration array A is
<0.1565-Q ' U1=^Q Q oig )
In the same manner one can find the combined acceleration 
array B for k in equation (3.3.2) as
R r-0 '0 1 3 9 \
‘^ = 1, 0 .0019 ;
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where the absolute value of the first row, and the second row in 
A and B are related to the parameter-effects (PE) and intrinsic 
curvature (IN), respectively.
Both PE and IN are measures of nonlinearity and may be 
tested using the F distribution. F(1,1;0.05) = 161.4, so 1/2^ F = 
0.0394. Since IN < 0.0394 and PE < 0.0394, the model in equation
(3.3.2) with the shape parameter k is linear whereas, since IN < 
0.0394 but PE > 0.0394 the model in equation (3.3.1) with the 
shape parameter p is not. Figures (3.7) and (3.8) show the 
spacing for an equal increment in p and k, respectively: this is 
almost equal throughout k's range while it is far from being so 
for p.
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Figure 3.7 Sample space representation of data (equation 3.3.1).
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Figure 3.8 Sample space representation of data (equation 3.3.2),
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3.3 .4
Smith (1987) parametrized equation (3.1.1) as
(P-1) Bf(t;u,p,9 ) = (p p (t-u) exp{- 9 (t-u) }, t > u (3.3.3)
Where u,p, and 9 > 0 are parameters. He applied both a Bayesian 1
method and the MLE to estimate u, p, and 9 for a real data set, I
his sample 1, by optimizing on u, p, and log 9 to obtain u = -1.6 , 
p = 11.9, and log 9 = -13.9.
The advantage of the parametrization (3.2.1), so far as 
parameter estimation is concerned, can be seen from the 
follow ing investigation. Using these estimated parameter 
values, we generated 100 data sets of size n = 63. With 
parametrization (3.3.3) using MLE we found that for 57 data 
sets the process converged, for 15 data sets it did not converge, 
and for 28 data sets the programme met numerical difficulties 
too severe to allow it to continue with optim ization. When 
applying MLE using our reparametrization, it was found that in 
92 data sets the optim ization converged and in 8 data sets it 
did not. In no case did the programme encounter severe 
numerical d ifficulties. Moreover the time needed to run the 
programme was less than 20% of that for the Sm ith 
param etrization.
1 \  •‘F ’-  ^ il..-- vL'Ll .3 -V V; V... I.
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Figure 3.9 The profile likelihood for Smith's sample 1 with his 
param etrization.
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The profile likelihood for Sm ith's sample 1 w ith the f
parametrization (3.3.3) is shown in Figure 3.9. From this it is i
clear that the MLE will be subject to difficulties in estimating 
the threshold parameter since it is not easy to identify a local 
maximum likelihood in the appropriate range. Moreover the 
correlations between parameter estimates are corr(u,p)=- 
0.993, corr(u, logç ) = 0.986, and corr(P, log<p ) = -0.999. The 
pro file likelihood for the same data set but using M
parametrization (3.2.1) is shown in Figure 3.10 and its peaked 
shape demonstrates the efficacy of maximum likelihood in this 
case. It is d ifficult to select d irectly comparable horizontal 
scales, but Figure 3.10 would appear to be at least as peaked as 
Sm ith's marg inal posterior dens ity in his Figure 2 . The 
correlations between estimated parameters obtained by MLE on 
parametrization (3.2.1) are corr(;C,k)=-0.303, corr(X,6)=-0.224, |
and corr(k, 0 )= 0.247. These are a great improvement over the 
above values.
Smith also estimated the parameters of the reversed GEV by 
MLE and obtained estimates (and standard errors) 1.641 
(0.038), 8 =0.273 (0.026), k=0.084 (0.070). Equivalent estimates 
are also obtained by MLE with our parametrization.
4Î
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F igure 3.10 The profile likelihood for the Sm ith's sample 1 
w ith GW distribution.
3.4.1 PWM
Probability weighted moments, were defined in section 2 .2 .6 . 
The use of these moments to estimate the parameters of the 
generalized extreme-value distribution (a close relation of the 
three-parameter Weibull distribution) was proposed by Hosking 
et al. (1985).
For estimating the parameters of the generalized Weibull 
d istribution, the first part of equation (2.2.19) is used with q
88 iJ
if3.4 Estimation of the parameters for the generalized 
Weibull distribution (k=0, 0).
In this section methods for estimating the parameters of the 
d is tribution are stud ied includ ing PWM, introduced by 
Greenwood et. al. (1979), GLS and MMLE. Each of these methods I
;W;is described below. A simulation study will be used in section |
3.5 to compare these methods. In order to assess the usefulness ^
of the methods of estimation two types of comparison are
employed: (a) the bias and mean squared error of parameter 
estimates (MSE), (b) the root mean squared relative error 
(RMSRE) in the estimated 95% and 99% quantiles.
For GW with positive values of k, the estimated quantiles 
w ill take the same values as those for the ordinary three-
parameter We ibull d istribution for a particular method of 
estim ation.
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and r taking values 1 and 0 respectively, and s taking the values 
0 , 1, 2 . Thus
M io s = (s + i) - ' ' [ 3 I - | { 1  - { s  + i r ' ^ r o + k ) } ]  (3.4.1)
where k > -1.
Writing ^ g (3.4.2)
Aj, = X - ^ { 1 - r(1 + k)} (3.4.3)
2 A i - Ao = ^  r  (1+ k) (2''^ - 1) (3.4.4)
and
3Ag - Ao = ^  r (1 + k) (3’ *^ - 1) (3.4.5)
The PWM estimators X  , 0 and k of the parameters are the 
solutions of equations (3.4.3, 3.4.4 and 3.4.5) for X, 0 and k when 
As is replaced by its unbiased estimator a$ (Arnell et al 1986), 
which is defined as
as = n'^ 2  ( ) tj /  ( " ;^  ) ,  s= 0. 1. 2
1 =1
where t. is an ordered observation.
Hosking offers an approximate estimator for k from (3.4.4) and
(3.4.5)
^ 2 2a i-an log 2k = 7.8590 C + 2.9554 C . C = 5^  - (3.4.8)
The scale and location parameters can be estimated 
successively from equations (3.4.3, 3.4.4) as
0 = (2a-) -ag) k ^ - kr ( i+ k ) (2  - 1 )
(3.4.7)
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1
X  — 3q+ A [1- r ( i  + k )] 3.4.8)
Sim ilarly PWM can be used to estimate the parameters for 
the special case of the Generalized Weibull distribution where 
k s= 0 .
ao - 2a-|0 = log2
X  -  ag + 7 0
3.4.2 GLS
GLS depends on the use of a plotting position, Pj, to estimate
the d is tribution function correspond ing to the ith order 
statistic and on the variance-covariance matrix of the order 
statistics. Using the concept of inverse density and inverse 
d istribution function, (Parzen 1979), from equation (3.2.2), 
adapting the procedure used by LaRiccia and Kindermann (1983) 
for the lognormal distribution, the expected order statistics can 
be approximated by the first order Taylor series:
E(t|) = x-e ( d, ° ) + 6g (k- kg ) [ (1- d.'^ O )
1 k„+  Z ~  à.  ° In d. ] (3.4.9)Kq
where
d. = -log(1- p.) (3.4.10)
Regressing the ordered values on their expectations, n linear 
equations are obtained in the unknowns, 6, X  and 8(k - kg), with 
coefficient matrix W. GLS requires the covariance between t| 
and tj, the ith and jth order statistics. This is approximated by
(n+1 )
(3.4.11)
where ftj^^( ^ ^ )  is the density function.
Define D as the n x n diagonal matrix with ith entry
evaluated at kg, and V as n x n matrix with elements:
The elements of the inverse of V are: 
v'i = 2(n + 1), i = 1, ... , n
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vù *  vJi = - (n + 1 ), i =1, .... , n - 1, j = i + 1 
vU= 0, |i - j| > 1
Writing M = D V ”*D , the GLS iterate for X ,  0, 0 (k-kg) is :
-1 '  a(W M W) W M t
where t  denotes the vector of ordered observations.
Starting from an initial estimate of the parameter vector, 
perhaps from PWM, iteration continues until the estimate 
converges. In the same manner GLS can be used as estimator for 
the Generalized Weibull distribution for k=0 .
3.4.3 MLE and MMLE
J
From equation (3.2.1) the log likelihood function LL is
n
LL= - n log 0 + (1-k) V  y: - S  e * (3.4.13)
i = 1 ' = ^
where
Yj = k [ ■’+0 <V ]
and log [ ] denotes natural logarithm.
For one method of maximizing the LL, its first partial 
derivative with respect to each of the three parameters to be 
estimated is equated to zero. This yields three nonlinear
E(- ^ ) = 7  [ ( -^T^ 'k ) + y  + T + :^  ]
a^LL . -n  
Where
P=( 1 - k f  r  (1- 2k),
Q= r(2 -k ) [ v ( i - k )  ]
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equations which can be solved by an iterative procedure using 
the formula, for j > 0,
<j)(j+i) a <j)^  ^ + M-^grad LL
where = (0, X,  k ) , <j>(o) is an initial estimate of the parameters, 
and M 'i and grad LL are evaluated at which is the jth 
iterative solution of the first partial derivative of LL with 
respect to each of the three parameters. The maximum 
likelihood estimates of the parameters are obtained from the 
inverse of the information matrix M of F(t), the elements of |
which may be expressed, following the notation of Prescott and 
Walden (1980), in terms of r(m ) and \}/(m) = d log r(m)/dm as:
90 0 k
a^LL. n , . , 1 ,2 2Q P
■"à
■1
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The regularity conditions are satisfied for k < 1/2, in which 
case, the elements of M-"*, which may be readily derived from 
the above equations, give the asymptotic variances and 
covariances.
Alternatively LL can be maximized numerically using the 
optimize facility in Genstat (Alvey et al 1980), but there may 
be difficulties in obtaining convergence for some data sets.
These are often due to the estimated value of the threshold 
approaching the value of the smallest order statistic, and hence 
involving the logarithm of a very small quantity. In order to 
avoid this for non zero k a MMLE can be used. For the GW 
distribution with sample size n, the expected value of the first 
order statistic is
E(ti) = X,- 1 +  { | r  (1+k) } /  n \  k?É 0 (3,4.14)
and the mean of this distribution is
0 0m '^(t) = X - r  (1+k) , k:?t 0 (3.4.15)
In order to estimate X  the MMLE of location parameter X,  m'.^  is 
replaced by the sample mean t to obtain
t + r ( i - r ( l +  k ) ) (3.4.16)
where 0 and k are still to be estimated.
I
i
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An initial estimate k of shape parameter k can be obtained by 
PWM, and an initial estimate of the scale parameter 0 from 
(3.4.14) w ith the expectation replaced by the first order 
statistic and from (3.4.16).
k “^ k n"" (t- t J  
r(1 + k ) (n -1)
With these starting values we optimize LL over 0 and k using 
equation (3.4.16) to evaluate ^ at each iteration.
2 ) k=0
From equation (3.2.3) the log likelihood function LL is 
n n
LL = - n log(6) + %(exp(x|))
i = 1 i = 1
where 
Xj= (1/e ) (tj- X ) .
Then
-3LL/aX = (1/e) Q 
-3LL/ae = (1/8) R
where
n
Q= n - %(exp(x|)) 
u i
R=n+ %(x|) - %(x|exp(x|)) 
i= l 1 = 1
As in part 1, one can estimate the two parameters by 
equating the maximum likelihood equations to zero and solving 
them iteratively, or by maximizing the likelihood numerically.
In order to avoid convergence problems, MMLE is used setting
k =  t +7 e .
An initial estimate 0 of scale parameter 0 can be obtained by 
PWM and then improved by optimization.
3.5 Examples
3.5.1
The two- and three-parameter Weibull distributions are fitted 
to three real data sets for ceram ic materials. Assessment of 
the goodness of fit of each distribution is made using the 
Anderson-Darling test. A table of test values is available for 
the two-param eter W e ibull d istribution (D 'Agostino and 
Stephens 1986 Table 4.17), while it is not for the three- 
parameter Weibull distribution. Ahmad (1988) has tabulated the 
critical values of the Anderson-Darling test statistic for the 
GEV distribution. These are presented in his Table 4.1. Therefore 
it is more convenient to use the GW distribution for the case 
k > 0 instead of the three-parameter Weibull distribution. There 
is a direct relationship between the k, 0, X  of the former and the 
a, p, u of the latter as given in section 3.2.
The estimated values of the two-param eter W e ibull 
distribution which is obtained by MLE, and the estimated values 
of the GW and three-parameter Weibull distribution, obtained by
96 S
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PWM, and the test statistic values, are shown in Tables 3.4a, 
3.4b, and 3.4c.
The shape parameter of the ordinary Weibull distribution is 
inversely related to skewness. This relationship is shown in 
section 3.1, and in Table 3.4b.
When the threshold parameter is introduced, the two- 
parameter Weibull distribution becomes three-parameter. The
estimated value of the shape parameter reduces if the three-
parameter Weibull is used to fit the data instead of the two-
parameter Weibull distribution, which is shown in Tables 3.4a
and 3.4b. Sim ilarly the Anderson-Darling value, which is 
independent of the shape parameter, reduces when we fit the 
three-parameter Weibull rather than the two-parameter Weibull 
distribution. A significance level of 1% is used for the two- 
parameter Weibull distribution, and 5% for the three-parameter 
distribution. The points of Tables 4.17 and 4.1 (as cited above) 
relevant to case 3 (i.e. where the parameters are estimated) are 
used for the two- and the three-parameter Weibull distribution, 
respectively. The comparison between Table 3.4a and Table 4.17 
indicates that the two-parameter Weibull is rejected at the 1% 
level. Similarly the comparison between Table 3.4b and Table
4.1 shows that the three-parameter Weibull distribution is 
acceptable at the 5% level as a model for fitting all three data 
sets. A reason for rejections the two-parameter Weibull 
d is tribu tion  in favour of the three-param eter W e ibull 
distribution is evident in Figures 3.11a and 3.11b.
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F igure 3.11a Cdf for two- and three-parameter We ibuil 
distributions with Edf of the ceramic data set of size 26.
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F igure 3.11b Cdf for two- and three-parameter Weibull 
distributions with Edf of the ceram ic data set of size 32.
Table 3.4a
MLE of the two-parameter Weibull distribution, Anderson-
pDarling test statistic values, and 1% critical value of A .
p a A : n Critical A^ References
1.96 8.68 1.43 12 0.981 Govila 1982
6.30 100.87 1.27 32 1.003 Jones et al 1979
11.69 59707 1.05 26 0.999 Jeryan 1978
Table 3.4b
PWM of the three-parameter Weibull distribution, Anderson- 
Darling test statistic values, and the coefficient of skewness
o
P a u A^ n Skewness
0.62 1.98 4.80 0.56 1 2 2.234
1.36 22.31 73.98 0.29 32 0.908
1.91 9145.81 49458.19 0.40 26 0.864
1 0 0
■Î
Table 3.4c
PWM of the GW distribution (case k > 0), Anderson-Darling test
2statistic values, and 5% critical value of A .
k 0 X a 2 n Critical A^
1.602 3.194 6.787 0.56 12 0.605
0.735 16.400 96.286 0.289 32 0.575
0.524 4791.4 58604 0.395 26 0.579
3 .5 .2
The following example illustrates a data set where the GW 
distribution with k < 0 is appropriate. Kalish et al (1977) 
illustrated the tensile strength for two data sets for each of 
four groups of fused silica optical fibres. He noted that a 
po ten tia lly  bimodal m odification of the usual W eibull 
distribution which is introduced by Kies (1958) can be fitted to 
some of these data sets. Figure 4 of Kalish’s paper shows the 
strength distributions as histograms. Group C fibres show 
negative skew distribution, as does the 0.051 m data set of 
group D.
The GW distribution is used to fit the 0.61 m optical fibres 
data of group C. Figure 3.12 shows the histogram of the 60 
experimental data for tensile tests and the pdf of the fitted GW 
distribution. Table 3.5 shows the estimated parameter values of
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the GW, obtained by PWM, along with the Anderson-Darling test 
statistic vaiue and the skewness. As expected, due to the large 
negative skewness coefficient, the estimated value of k is large 
and negative. Referring the Anderson-Darling value of 0.755 to 
Ahmad's Table (4.1) (0.565 for 5% level and 0.808 for 1% level), 
indicates that the GW distribution is acceptable at the 1% level 
as a model for fitting this data set. The difficulty in achieving 
an excellent fit is due to the iow observed frequency for the 
interval 4600 to 4800 rather than to failure to cope with the 
overall negatively skew shape.
Table 3.5
Estimated values of the parameters of the GW distribution, the 
Anderson-Darling test statistic value, and the coefficient of
skewness.
oMETH. k 0 X A% Skew
PWM -0.358 340.99 4781.5 0.755 -2.152
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F igure 3.12 Histogram of the fibre data and pdf of the GW 
d is tr ibu tion .
a
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3.6 Simulation
A small simulation study to compare three methods of 
estimation of the parameters and quantiles of the GW 
distribution is described below. One hundred random samples 
consisting of 20 observations were generated from the GW 
distribution with (1) k = 0.04, 8 = 0.4; (2) k= 0.067, 0 = 0.67;
(3) k=0.2, 0 = 2, and X  = 30, using the Genstat package (Alvey et 
al 1980). These k values correspond to large p values of 25, 15, 
and 5 respectively. For each sample the parameters 0, X  and k, 
and the quantiles t(F), were estimated by each of three methods 
described in the previous section, i.e.
1. PWM, 2. MMLE, and 3. GLS.
For the MMLE we applied equation (3.4.16) to estimate X.  If 
the MMLE failed to find estimates, the sample was discarded. 
The MMLE procedure failed to find estimates 5 times for k =
0.04, 5 times for k = 0.067 and 6 times for k = 0.2. PWM and GLS 
successfully provided estimates for all the simulated data sets.
Tables 3.6 and 3.7 give the bias, mean squared error of 
parameter estimates (MSE), and the root mean squared relative 
error (RMSRE) in the estimated 95% and 99% quantiles, 
respectively, for the PWM, MMLE, and GLS estimators based on 
the undiscarded samples.
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So far as parameter estimation is concerned, the PWM 
method has in general smaller mean squared error than the 
other estimators, and also less bias. In particular, for 
estimating the location parameter X, there is not much to 
choose between the three methods. For estimating the scale 
parameter 0, PWM and MMLE are both equal. For estimating the 
shape parameter k, PWM has a distinct advantage over other 
methods.
For estimating the quantiles, RMSRE indicates that MMLE is 
slightly better than PWM when k=0.04, and 0.067, but for k=0.2 
PWM is slightly better than MMLE .
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Table 3.6
Bias and mean square error for GW parameter estimates.
Bias in X Bias in 0 Bias in k
k
METH.
0 . 0 4 0 . 0 6 7 0 .2 0 . 0 4 0 . 0 6 7 0 .2 0 . 0 4 0 . 0 6 7 0.2
PWM - 0 . 0 0 3 - 0 . 1 0 0 0 . 0 0 8 0 . 0 0 6 0 . 0 0 9 0 .0 01 - 0 . 0 1 7 - 0 . 0 1 6 - 0 . 0 3 5
MMLE - 0 . 0 1 5 - 0 . 0 3 0 - 0 . 0 6 0 - 0 . 0 0 7 - 0 . 0 1 5 - 0 . 0 6 3 - 0 . 0 0 1 0 . 0 0 2 - 0 . 0 0 6
GLS 0 . 0 0 3 0 . 0 0 2 0 .051 0 . 0 4 3 0 . 0 6 8 0 . 1 6 4 - 0 . 0 4 7 - 0 . 0 4 4 - 0 . 0 4 7
MSE Of X MSE Of 0 MSE Of k
k
METH.
0 .0 4 0 . 0 6 7 0 .2 0 . 0 4 0 . 0 6 7 0 .2 0 . 0 4 0 . 0 6 7 0 .2
PWM 0 . 0 0 9 0 . 0 2 5 0 . 2 2 0 0 . 0 0 6 0 . 0 1 7 0 . 1 1 8 0 . 0 2 4 0 .0 2 3 0 .0 2 0
MMLE 0 . 0 1 0 0 . 0 2 7 0 . 2 1 9 0 . 0 0 5 0 . 0 1 5 0 . 1 1 8 0 .0 3 1 0 .0 3 2 0 . 0 2 8
GtS 0 . 0 0 9 0 . 0 2 4 0 . 2 1 5 0 . 0 0 8 0 . 0 2 3 0 . 1 6 3 0 . 0 3 3 0 . 0 3 4 0 . 0 2 7
Table 3.7
Root mean squared relative error of the predicted quantiles for 
data sets where MMLE found estimates.
True value
Method
RMSRE 95% RMSRE99% k 6 X
PWM 0.0038 0.0054 0.04 0.4 30
MMLE 0.0037 0.0053
GLS 0.0042 0.0060
PWM 0.0066 0.0092 0.067 0.67 30
MMLE 0.0064 0.0091
GLS 0.0073 0.0104
PWM 0.0202 0.0270 0.2 2 30
MMLE 0.0208 0.0287
GLS 0.0226 0.0305
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The advantage of the GW over the ordinary three-parameter 
Weibull distribution in quantile estimation is due to the ability |
o f the former to provide estimates with negative shape 
parameter k. For many of the undiscarded samples above, 
estimation of the three-parameter Weibull distribution gives 
infeasible negative estimates of shape, as seen in table 3.8, 
particularly for smaller k i.e. large p. Tables 3.9, a, b, c, show 
the estimates of shape for these data sets for k=0.067.
The RMSRE of predicted quantiles for the data sets that give 
feasible parameter estimates for the three-parameter Weibull 
distribution are shown in table 3.10. A comparison of table 3.10 
w ith table 3.7 indicates that the RMSRE of quantiles in table 
3.10 are larger in the cases k=0.04 and k=0.0G7. Thus the use of 
the GW d istribution rather than the three-parameter Weibull 
distribution clearly leads to better estimates of the 95 and 99 
percent quantiles for small values of k (< 0.067) correspond ing 
to large values of p (> 15). For larger k, corresponding to p = 5, 
at first sight it appears that the three-parameter Weibull 
distribution gives better estimates, but it does so only as a 
result of om itting the significant number of samples that would 
give rise to negative estimates of k if the GW distribution were 
used.
il
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Table 3.8
Number of sets which give negative estimates of the shape 
parameter out of 100 sets.
Method
k—0.04 k-0.067 k=0.2
PWM 45 38 13
MMLE 43 34 9
GLS 48 45 1 5
When it is restricted to a data set that has a positive 
estimate of k, the GW gives exactly the same estimates of 
quantiles as does the three-parameter Weibull distribution, 
provided that the same method of estimation is applied.
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Table 3.9
Stem-and-leaf for k=0.067, ( a ) PWM, ( b ) GLS, and ( c ) MMLE,
leaf unit = 0.010.
2 3 1
1 9876655544320 
0 99988876665444433211100
0 000112235556677778999
1 0001111122334445789
2 000013356779
3 126
4 30
( a )
3 6 
2 933
1 9655543333210 
0 98766664442222100
0 000111122246778889
1 00001112223344455667789
2 000013667899
3 00348
4 0 
6 0 
7 0
( c )
- 5 0
- 3 00
- 2 54330
- 1 9887664443222100
- 0 999877766554433221100
0 01234555556677889
1 0111122233445567778
2 012335669
3 018
4 9
5 2
(b)
i
%
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Table 3.10
Root mean squared relative error of the predicted quantiles for 
data sets that give positive k estimate.
True value
Method
RMSRE 95% RMSRE99% k 0 X
PWM 0.0041 0.0059 0.04 0.4 30
MMLE 0.0038 0.0057
GLS 0.0050 0.0074
PWM 0.0067 0.0097 0.067 0.67 30
MMLE 0.0063 0.0090
GLS 0.0084 0.0124
PWM 0.0187 0.0247 0.2 2 30
MMLE 0.0197 0.0269
GLS 0.0224 0.0302
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3.7 Summary and conc lus ions
A new parametrization and generalization for the three- 
parameter Weibull distribution is derived and its properties 
established. The GW distribution with the case k > 0 is compared 
with the traditional parametrization and provides a better way 
of parametrizing the shape of the distribution. The parameter- 
effect of the GW distribution is essentially linear, whereas that 
of the ordinary Weibull distribution is subject to considerable 
nonlinearity. Furthermore, the shape of the distribution is more 
uniformly described with k than with p.
For MLE the correlation between estimated parameters is 
much smaller than for the traditional parametrization. Also the 
GW (k=0, k*0 ) has advantages in quantile estimation because of 
its ability to provide estimates for a wider range of data sets. 
Methods of parameter estimation for the GW distribution are 
described and compared. For p > 3.6 and n=20, the method of PWM 
does not involve iteration and is found to be reliable and 
conveniently to provide parameter estimates that have 
satisfactory bias and MSE, and to lead to estimated quantiles 
that have satisfactory RMSRE.
We suggest that the GW is such an improvement on the 
traditional way of parametrizing the three-parameter Weibull 
distribution, that it should be thought of as a replacement 
rather than merely as a better way of obtaining parameter 
estimates, i. e. make engineering judgments on the basis of the 
k value rather than the p one. Engineers are already fam iliar 
with the use of positive values of the shape parameter k=1/p, as
it is the scale parameter in the log Weibull, in its two- 
parameter version.
Although it can in principle have negative lower threshold we 
have not found this to happen in practise with lifetime data. 
This should create no more difficulty than the infinite upper 
threshold for the ordinary Weibull or the lognormal distribution. 
Equally the infinite range in the case k-0 should cause no more 
difficulty than in the case of the normal distribution.
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CHAPTER 4
Estimation of Parameters of The Beta 
D istribution
The problem of estimating the four parameters of the Beta 
d istribution is considered. A group method is suggested for 
estimating the end points a and c, then the methods for 
estimating the two-parameter Beta distribution are used. The 
methods MMLE, CORBPE, SMLE, SME, and ME of estimating the 
four parameters of the Beta d istribution are described and 
compared. The comparison is made using:
(a) the bias, variance, and the root mean square error (RMSE), 
of the parameter estimates, and of the estimated 5% and 95% 
quantiles;
(b) goodness of fit statistics (Anderson-Darling and minimum 
of the -log likelihood).
Two simulation studies of 200 data sets are undertaken 
using sample size 100 and with the values of a and c fixed at 4 
and 7. In the first study (p,q) are chosen to be (2,3), and in the 
second (2,10). The simulation studies Indicate that for these 
values of shape parameters the MMLE Is the best method for 
estimating the four parameters of the Beta d istribution, and 
SMLE Is the second best.
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4.1 Introduction
The general Beta distribution with parameters a, c ,  p, q is
denoted by B (a, c) and has pdf P>4
f(t; a. c, p, q) .    , a s t ^ c  (4.1.1)
where p > 0, q > 0, b= c - a and B(p,q) is the Beta function. If the 
four-parameter Beta variable T is transformed to X by
X = (4.1.2)
with Jacobian J = b, then the pdf of X is
f(x; p. q) = B(p,q) C-x)*’ ’ ’ , 0 < x < 1 (4.1.3)
i.e. X has the standard Beta distribution with parameters p, q.
If the standard Beta variable X is transformed to Z by
Z = X /  (1- X) (4.1.4)
w ith Jacobian J = 1/(1+z)^. Then Z has probab ility density 
function
The random variable Z is said to have a Beta-prime distribution. 
The fam ily of Beta distributions is related to a number of
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others, including the t, F, binomial, and negative binomial 
distributions. These relations can be used to evaluate the Beta 
cdf or vice versa, (Bury 1975).
The Moment estimator (ME) and the Maximum likelihood 
estimator (MLE) can be used to estimate the two- and four- 
parameter versions of the Beta distribution. Gnanadesikan et al.
(1967) applied MLE for estim ating the two-param eter 
distribution. When the two end points are known, Johnson and 
Kotz (1970) used the MLE for estimating the two shape
parameters p and q, and solved the likelihood equations by trial 
and error starting with approximate values for p and q. With a 
and b unknown they repeated the above procedure using a 
succession of trial values of a and b to maximize the likelihood 
function. Also they described the ME for estimating the four- 
parameter Beta distribution. Whitby (1971) discussed the ^
problem of estimating the parameters of the generalized Beta 
distribution by MLE when at least one of the end points is
known. He used ME as Initial values for an iterative solution of î|
the likelihood equations.
Carnahan (1989) reviewed the problems of maximum 
likelihood estimation and regularity conditions for the four- 
parameter Beta distribution and concluded that with large 
sample size a useful parameter estimate can be obtained at a 
local maximum of the likelihood function. He also noted the 
conflicts of the regularity conditions apparent In the literature.
The main problem considered here is that of estimating the 
four parameters of the Beta d istribution. This involves 
estim ating the location/scale parameters, followed by a
..........   ■' ''''' ' :: -^1., . .ii j .'v,/'-'.; I ' '
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second phase of estimating the shape parameters for the 
resultant two-parameter Beta distribution.
Section 4.2 describes three methods for estimating the two- 
parameter Beta distribution: two of them are already known, 
while the third method is new. These methods are:
(I) Moments estimator (ME2);
(ii) Maximum likelihood estimator (MLE2);
(ill) Beta prime estimator (BPE).
In section 4.3 a simple method is proposed for estimating the 
location/scale parameters. It will be called the group method 
(GM). It can be implemented either by using an optimization 
algorithm or by a straightforward search method to estimate 
the location/scale parameters. The combined method using 
optimization followed by BPE will be called CORBPE. The group 
method by search, followed by ME2, w ill be called SME. 
Similarly, the group method by search, followed by ME2 and 
MLE2, w ill be called SMLE. In addition, a modified maximum 
likelihood estimator (MMLE) will be described which uses the 
group method estimator and the ME2 to obtain initial values for 
numerical maximization of the likelihood function.
In section 4.4 an example is given and in section 4.5 a 
simulation study will be done, with sample size 100, and for 
d ifferent values of the two shape parameters (p=2, q= 3 and 
pas2, q=10).
Section 4.6 will consist of summary and conclusions.
* J -r ' .J" J"-':'  ill__: 'Z.'-'h J ' '  ' J 1 - ' -■'J'• ‘ T.' ' •'
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4.2 Methods For The Two-Parameters Case
When the range (a, c) of the four-parameter variable T is 
known, the transformation (4.1.2) can be applied to the data on T
tj- a
b
Three methods for the two-parameter Beta model can then be 
applied to the transformed sample X;, i=1...n. These methods are:
Moment Estimator (ME2), (section 4.2.1);
Maximum Likelihood Estimator (MLE2), (section 4.2.2);
Beta-prime Estimator (BPE), (section 4.2.3).
4.2.1 ME2
ME2 can be used for the standard Beta d istribution to 
estimate p and q by equating the first two Beta moments to 
corresponding sample moments
■"'i - i V
where m'.j and m'g are the sample moments about zero.
Solving equations ( 4.2.1, 4.2.2 ) simultaneously gives the 
moment estimators
m \ ^ - m \ m \
P =  m V - o , y
119
m'., - m '2
q (4.2.4)m '2 - m ^
4.2.2 MLE2
From equation (4.1.3) the log likelihood (LL) for a sample x,, 
1 = 1 n is
n
LL = n In r(p+q) - n In r(p ) - n In F(q) + (p-1) %  In x, +
i = l
n
{ q - 1 ) Z ln  ( 1 - X j  ) (4.2.5)
1 = 1
where r(.)  is the gamma function, a numerical approximation 
for which can be obtained by using the formula 6.1.48 in 
Abramowitz and Stegun (1965).
An initial estimate p and q of the shape parameters can be 
obtained by ME2, and then the equation (4.2.5) can be solved by 
using the optimize facility in Genstat (Alvey et al 1980) to 
estimate p and q values.
4.2.3 BPE
To estimate the shape parameters p and q, the first moment 
of the standard Beta and Beta-prime distributions, respectively, 
are equated to the corresponding sample moments,
m ' i = ^  (4.2.6)
■J ' -‘v , -I'.’ ’' • f >■ YH. X,..-.L
1 2 0
^'1 (4 .2 .7 )
where m'., and v'.| are the sample mean of the standard Beta and
Beta-prime, respectively. Then the solution of equations 4.2,6 
and 4.2.7 gives
Q - m \  v \
P “  m'.,+m'^v'.,-v'., (4.2.8)
Q m% V .-v '.
^ m \+ m '.jV Y v 'i (4.2.9)
Q fiwhere p and q are the BPE estimators.
4.3 Methods For The Four-Parameter Case
When the values of a and c are unknown and are to be 
estimated along with p and q from data on Tj, i=1 ...n, the
estimation of all these parameters at once is difficult.
4.3.1 MLE
Johnson and Kotz (1970) show that the maximum likelihood 
estimators of a, c, p, q can be obtained by applying the 
procedure for estimating the shape parameters (Equations 22.1 
and 22.2) with a succession of trial values of a and c, until the 
pair (a, c) is found that maximizes the likelihood function. They 
indicate that this procedure is long, expensive, and it is not
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generally employed. Clearly it is not suited for simulation 
studies.
Carnahan (1989) investigated the problem of estimating the 
parameters of the Beta distribution using MLE, He mentioned 
that there is the problem of a global maximum for the likelihood 
function, which is liable to produce nonsensical parameter 
estimates. He found that the frequency of such a global 
maximum was greater when q was large and when the sample 
size was small. His table IV shows that, with q=10 and n=80 (or 
120), the frequency of a global maximum is 32% (28%), for 100 
data sets.
The above considerations led us to avoid the use of MLE in our 
simulation study. Instead, modified maximum likelihood (MMLE), 
as described in section 4.3.4 is suggested for estimating the 
four-param eter Beta distribution. With this method fewer 
convergence problems, more rapid convergence and no global 
maximum problems are found.
4.3.2 ME
For the ME, the first four sample moments are equated to 
expressions for the corresponding population moments in order 
to obtain four equations for estimating the four parameters. The 
sample size n should be large if estimates with a reasonably 
small sampling variance are to be obtained. Following Whitby's 
equations ( 8.5, 8.6, 8.7, 8.8 ) (1971), the moment estimators for 
a, c, p, q are easily computed. In our simulation study, ME was 
found frequently to lead to infeasible estimates for a and c (i.e.
"t
1 2 2
w ith â > or c < t^^^, where and t^^  ^ are the smallest 
and the largest order statistics respectively).
4.3.3 A Group Method (GM)
If the parameters a and c can be estimated, then methods for 
estimating the two-parameter Beta distribution can be used. A 
simple method to estimate the end points a and c is described 
below. This involves treating the logarithm of the distribution 
function (or its complement) as being a log linear function of 
t - a (or c - t). Let Pj= (i - 0.5)/n be a plotting position where 
i=1...n, and n is the sample size, and let qj=1 - pj.
For the shape parameter p, the logarithm of the Beta cdf can 
be approximated for smaller t values via
In FB(t; p) « p In (t J - a)
where tj are the ordered observations of a sample of size n from
the four-parameter Beta distribution.
In the description below n Is taken to be 100, the extension 
to general n is obvious.
Let
Hj= In ( t j-a )  (4.3.1)
Also, the logarithm of the complement of the Beta cdf can be 
approximated for large t values by
In [1 - Fg(t; q)] = q In (c - tj) .
' . z  ’ -O '-' i - .......... i ' : i
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Let
Vj = In (c - tj) (4.3.2)
The range of t; values over which this linear behaviour
extends will depend on the values of the as yet to be estimated
shape coefficients p and q. An iterative method can be used to
determine this range for each of the ends of the data. The n 
pairs (Pj, Hj) and the n pairs (p;, V|) are put in order, usually by
reference to the T values. A number r is chosen (15 < r < 50), and 
then the first r pairs of (pj, Hj) i= 1 ,..., r are put in group G^, the
last r pairs of (p;, V|) i= n-r+1..... n in group Gg, and the
remainder of (pj, Hj) and (Pj, Vj) are put in group Gg. Then a is 
estimated from G.j, by choosing the value that maximizes the 
correlation coefficient (p^) between In(Pj) and Hj i= 1 ,..., r, and c 
is estimated from Gg, by choosing the value that maximizes the 
correlation coefficient (p^) between In(Pj) and Vj i= n-r+1,..., n.
To estimate a (or c), r is initially large. If the correlation 
coe fficient p^ (or p^) is sufficiently large to allow us to accept
approximate linearity the current value of a (or c) is taken as
our estimate. The necessary critical values are introduced 
below and are shown in Table 4.1. If pg^  (or p ^ ) is not
sufficiently large, r is decreased by 5 and we seek the value of a 
(or c) that maximizes p^ (or p^) for the reduced number of
po ints. We continue in this way until either a satisfactory 
estimate of a (or c) is obtained, or we reach a value of r=15, in 
which case we conclude that either the data contains one or 
more outliers or it does not come from a Beta distribution. 
Section 4.3.6 describes how to cope with the possible outliers. 
The objective functions
... ...
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RA = w [1 - (Pa)2] 
and
RC = w [1 - (pc)2]
can be minimized by searching or optimization. The factor w
(= 10^) is introduced to ensure that the objective function does
not have too small a value. However in each case a good starting
value and a correct choice of step length is necessary in order
to avoid convergence problems.
In order to obtain a starting value c.j, a small value e can be
chosen and added to the largest observation (t^pj). In the same
manner, to obtain the starting value a.,, e can be subtracted from
the first order statistic (t^.,^). The starting values a., and c.j can
be improved by searching or optimization until (In(Pj) vs Hj),
i = 1 ,..., r and (In(Pj) vs Vj) i = n-r+1,..., n have maximum
correlation coefficients. Then, having obtained these estimates 
a and c by the group method, the two parameter methods for the 
standard Beta distribution ME2, MLE2, and BPE, can be used to 
estimate p and q.
The group method by search, followed by ME2, is called SME, 
and followed by ME2 and MLE2 is called SMLE. Similarly, the 
group method by optimization procedure followed by BPE is 
called CORBPE.
4.3.4 Critical values of the correlation coefficient
For each of 200 data sets s imulated from the Beta 
d istribution with q=3 and q=10, the correlation coe ffic ient
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between the points (In(Pj), Hj) 1=1,..., r is calculated by using GM
with different numbers of points r (r= 50, ..., 15). Then the lower
10% quantile for each is estimated using the average of the 20th
and 21st ordered values of the correlation coefficient for each
number of po ints r. S im ilarly, the correlation coe ffic ient 
between the points (ln{qj), Vj) i= n-r+1,..., n is calculated by GM
with different points of r (r = 50, ..., 15) and again the average
of the 20th and 21st ordered correlation coe ffic ients is 
obtained for each number of points r. The 16 estimated 10% 
quantiies obtained in this way are smoothed as described in 
section 4.3.5 to reduce sampling variation. These smoothed 
values of the correlation coefficient are used as critical values 
in the test of linearity that is introduced in selecting the range 
of values of t to be used in estimating a (or c).
In the test of linearity of ln(p;) vs H| i=1,..., r and r= 50, ..., 15 
or of In(qj) vs V, i= n-r+1,..., n the 10% significance ievel is used
because it gives a smaller probability of type 2 error than for a 
5% significance level. This will reduce the chance of a wrong 
decision of the type accept a larger number of points r which 
are used to estimate a (or c).
4.3 .5  Smoothed values of the critical correlation  
c o e ff ic ie n t
A fter the estimated 10% quantiies o f the correlation 
coefficient values are collected, a regression is used to smooth 
these values. The GLIM package (Baker and Nelder 1978), 
provides a convenient way of fitting a nonlinear model to these 
observations.
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After experimenting with several d ifferent models, the 
model below was selected as the one which best fitted the data. 
It is
This is similar to that employed by D'Agostino and Stephens
(1986) to smooth empirically determined critical values of the
Anderson-Darling and other test statistics. This model has
acceptable limiting behaviour for large r. The dependent variable 
Y j is the 10% quantile of the correlation coefficient values for
rj, j=1..... 8 I. e. r= 50, ..., 15. The X variable is the link
function is the reciprocal, and the error term is distributed as 
N(0, o^). In this case Maximum Likelihood is equivalent to 
minimizing the sum of squares of residuals for the nonlinear 
model 4.3.3. The resulting regression equations which provide 
the smoothed values of the correlation coefficient are given in 
Table 4.1. It is better to obtain a single equation that applies to |
both vaiues of q if possible.
For a, this was confirmed by fitting a more general model to 
the 16 values of Y j that included extra terms to distinguish the
intercept to and the slope r \ for different values of q. The 
deviance for a succession of fitted models showed that these 
terms could be omitted from the model w ithout significant 
increase in deviance.
For c the model with common intercept is satisfactory but 
different coefficients for are required for the d ifferent
values of q. It is not surprising that this is the case whereas a
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single slope coefficient is adequate for a, as the upper end 
behaviour is influenced by the upper end shape parameter q to a 
greater extent than the lower end behaviour.
Table 4.1a
Regression Equations ( q=3, 10 ) =
to obtain smooth values of correlation coefficient for 
estimating the parameter a.
Pi P2 r
90% 1 0.1088 [ 15, 50 ]
Table 4.1b 
Regression Equations =
to obtain smooth values of correlation coefficient for 
estimating the parameter c.
q P3 P4 r
90% 3 0.9958 0.1235 r 15. 50 1
10 0.9958 0.1374 [ 15, 50 ]
In order to assess the adequacy of the smoothed values of 
cr itica l correlation coe fficients, the number of correlation
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coefficients that lie below the smoothed value is counted in
each set of 200 for a given value of q, and r. This observed
number is compared with its expected value (20) using the
likelihood ratio test. The calculations can conveniently be done
using GLIM with binomial error, default logit link, an offset of 
-logg(9), and fitting a zero vector. The resulting deviance for
the 16 counts is shown in Table 4.2.
Note that the degrees of freedom (d. f.) are shown as 14 (13)
to take account of the 2 (3) parameters fitted in equation 4.3.3 
for smoothing (p^).
It is noted that the deviances have the chi squared
distribution if the data sets are independent and binomially
distributed with number of trials 200 and success probability
0.1. These deviances are satisfactorily small. The smoothed 
critical values of the correlation coefficients pg and ç>q  can be
accepted as in equation 4.3.3. However it would have been better 
to use a different set of 200 simulations to obtain these counts 
from the 200 used to derive the smoothed values. In such a cross 
validation the d. f. in Table 4.2 could have remained at 16, and 
presumably larger deviances would have resulted.
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Table 4.2
Deviance for the fit of the numbers of observed correlation 
coefficients that lie below the smoothed critical values.
90% DF
Fitted value 16
a 5.084 14
c 5.841 13
4.3.6 Outliers
In our simulation studies, it is found that GM occasionally 
has difficulty in obtaining satisfactorily large values of the 
correlation coefficient between the points (In(pj), Hj) i=1..... r
which are used to estimate the parameter a. This difficulty is
evident in the case of three data sets when q=10, and two data
sets when q=3. Also, the same d ifficulty arose in obtaining
appropriate values of the correlation coefficient between the 
points (In(qj), V;) i=n-r+1,..., n which are used to estimate the
parameter c. This problem is encountered in eight data sets 
when q=10, and one data set when q=3. This difficulty may be 
due to the presence of one or more outlying values in the part of 
the data used to estimate a (or c). The data sets which are 
affected can be identified in their probability plot (p-p) or 
quantile quantile plot (q-q) , (Wilk and Gnanadesikani 968). As an 
example, Figures 4.1a and 4.1b illustrate the use of q-q and p-p,
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respectively for detecting an outlier, and show the piot of the
s imulation data sets numbered 25, and 106, with q= 1 0 , 
respectively. To avoid this problem, a single 'outlier' (Inp.,, H^)
is disregarded and the ordered pairs (Inpj, Hj) i= 2,.,.,r are used
to estimate a. In estimating a, one potential outlier (lnp.j,H.,)
can be weighted out of the fit and the resuiting correlation 
coe fficient for (Inpj, Hj) i=2.......  r compared with the critical
values in Table 4.1. Similarly two potential outliers can be 
weighted out of the fit and the correlation coefficient for (Inp;,
H|) i= 3 .........  r can be compared with the appropriate critical
value. Outliers at the large t end of the data can be dealt with in 
the same way. Then GM is repeated to estimate the parameter a 
or c with suitable number of r.
1
'A:~ ■ -- c j./
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Figure 4.1a Quantlle-quantile plot of the theoretical quantiies 
for sample number 25 with q=10 against the ordered data, 
illustrating an upper outlier.
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Figure 4.1b Probabliity-plot of the sample number 106 with 
q=10 against four parameter Beta distribution, illustrating 
lower outliers.
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4.3.7 Modified Maximum Likeiihood Estimator (MMLE)
From equation (4.1.1) the log likelihood function (LL) is
n
LL *  n In r(p+q) - n In r(p ) - n In r(q ) + (p-1) In (t j-a )
i= 1
n
+ (q-1) % In (c-tj) - n (p+q-1) In (b) (4.3.4)
i = 1
★ *Initial estimates a, c, p, q which are obtained by GM, and ME2
respectively, are used in a search to obtain a local maximum for
the LL. These starting values can be improved by maximizing LL
numerically by treating q and c as fixed to obtain MMLE for a
and p. Then the optimization procedure is repeated treating a
and p as fixed to obtain q and c.
In order to keep LL defined, the estimated values a and c
must not lie within the observed range of the sample. In
practise, using either a search that moved outwards from the
initial values of a (or c) or using the optimize fac ilities of
Genstat, it was not necessary to constrain the estimates of a
and c. If this had been a problem the use of the upper or lower
sub-commands of optimize could have ensured that a was less 
than t( ., j and c greater than A lte rn a tiv e ly  a
reparametrization can produce the necessary restriction in the
range.
e.g.
a =   ^ L  (4.3.5)
ensures that a is less than t^.,j for any value of the parameter ¥
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4. 4 Example
The four-parameter Beta distribution is fitted to a data set 
of lifetimes of 107 right rear brake of a Dqg- 66A Caterpillar 
tractor. This data set is given in Barlow and Campo (1975).
GM is used for estimating the two end points a, and c. The 
number of points which are used to estimate a and c are 15, and 
50, respectively. With these numbers of points the correlation 
coefficients obtained are 0.9869 between the points used to 
estimate a, and 0.9938 between the points used to estimate c. 
The comparison between these correlation coefficient values, 
and those calculated using the equations from Table 4.1 
confirms that 15 and 50 points are appropriate for estimating 
the parameters a and c respectively. Then the four methods 
MMLE, GORBPE, SMLE, SME are used to complete the estimation of 
the four parameters a, c, p, q. ME is used to estimate directly 
the four parameters a, c, p, q. The estimated values of the 
parameters with the corresponding Anderson-Darling statistic 
are shown in Table 4.3. From this table, it is clear that the 
methods which used GM give reasonable estimated values, while 
ME has an infeasible estimate for the parameter a,
A table of Anderson-Darling test values is not available for 
the four-parameter Beta distribution, and should be derived by 
simulations with p=1.8 and q=24.8. However we have used the 
values of Anderson-Darling which are obtained in our simulation 
study using MMLE with p=2 and q=10. Comparing the Anderson-
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Darling value 0.4938 for MMLE in Table 4.3 with our values 
(0.799 for 5% level and 1.293 for 1% level), we conclude that 
the four-parameter Beta distribution is acceptable at the 5% 
level as a model for fitting this data set.
Table 4.3
Estimated values of the parameters of Beta distribution, and 
the values of the Anderson-Darling test statistic.
Meth. est. of a est. of c est. of p est. of q a 2
MMLE 48.824 29625 1.7778 24.798 0.4938
CORBPE 50.553 27772.58 1.766 23.036 0.5035
SMLE 50.613 28485. 1.537 20.650 0.7888
SME 50.613 28485 1.786 23.944 0.4998
ME 131.57 * 41973 1.689 35.650
* in feas ib le; because it exceeds each of the firs t four 
observations (56, 83, 104, 116).
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Jewell (1977) showed the TOT plot of this data set for the vl
two-parameter Weibull distribution. This indicates that the 
two-parameter Weibull distribution is a satisfactory fit. The 
Anderson-Darling statistic is 0.340 and reference to D’Agostino 
and Stephens (1986) Table 4.17 of critical values for case 3 
(both parameters estimated) confirms that this is a good fit. It 
is surprising to find a large value (0.494) for the Anderson- 
Darling statistic for the distribution with the greater number of 
parameters.
The difference is not due to lack of accuracy of the algorithm 
used to calculate the cdf of the Beta distribution. This can be 
verified by comparing the cdf values of Beta d istribution 
obtained by Minitab package with those in the Beta tables in 
Abramowitz and Stegun (1965). Unfortunately the same cannot 
be said for the Beta cdf derived for the F distribution in the 
Genstat package.
Comparison of the individual contributions for each 
observation reveals that this difference is mainly due to the 
first 4 observations, especially the first and the fourth. When 
the data set is fitted by the four-parameter Beta distribution, 
these observations give smaller values for the term F (t;) [1- 
F (t|)] than when it is fitted by the two-parameter Weibull
distribution. The reciprocal of these small values gives large 
weight values to the squared difference [F ^ ( t j)  - F (t,)]^.
Therefore these weight values have a greater effect on the 
Anderson-D arling value when the four-param eter Beta 
distribution is used, than when the two-parameter Weibull 
distribution is used. For this particular data set it seems that 
the model with threshold zero gives a better fit. So if the three-
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I parameter Beta distribution (a=0) is used to fit this data set, the Anderson-Darling value is 0.354 which is smaller than when the four-parameter Beta distribution is used and close to the Anderson-Darling value obtained by using the two-parameter 
Weibull distribution. From Figure 4.2a and Figure 4.2b the three- 
parameter Beta distribution has slightly worse p-p plot than the 
two-parameter Weibull distribution, the main difference being 
in the 'middle' of the data. So it can be concluded that the two- 
parameter Weibull distribution is a more appropriate model than 
the three-parameter Beta distribution for this data set; but that 
the three-param eter Beta and the four-param eter Beta 
distributions are also satisfactory.
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Figure 4.2a Probability plot of the Caterpillar Right Rear Brake
data against the three-parameter Beta distribution.
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Figure 4.2b Probability plot of the Caterpillar Right Rear Brake
data against the two-parameter Weibull distribution.
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4.5 Simulation
Two simulation studies of 200 data sets, generated from the 
four-parameter Beta distribution, were undertaken using sample 
size 100 and with the values of a and c fixed at 4 and 7. In the 
first (p, q) are chosen to be (2, 3), and in the second (2, 10). 
(Because of the time required the investigation was restricted 
to 200 simulation data sets, and only 2 values of q.) The pseudo 
random number generator used is that in the Minitab package 
Version (6).
Anderson-Darling (A^) goodness of fit tests were applied to 
verify that the generated data followed the parent distribution. 
The values of the A^ test statistic are compared with case 0 in 
table 4.2, D'Agostino and Stephens (1986) and the numbers 
falling above the 1%, 5%, 10% critical values were in accord 
with expectation.
The following methods of estimating the four parameters of 
the Beta distribution are compared: ME, MMLE, SME, SMLE, 
CORBPE. They are compared using:
the bias, variance and the square root of the mean squared error 
(RMSE) of both parameter estimates, and the estimated 5% and 
95% quantiies;
goodness of fit through plotting the square root of P ?  with the 
-LL;
the ranges of values of trimmed mean (TM) of -LL (the smallest 
5% and the largest 5% of the values being trimmed and the 
middle 90% averaged).
In our simulation study it is found that ME has 129 and 74 
data sets which have feasible estimated values for a and c when
1
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q= 3 and q=10, respectively. ME was compared with other 
methods using only the data sets for which ME resulted in 
feas ible estimates.
The results for RMSE, variance, and bias of the parameter 
estimates which are obtained by each of the methods are 
summarized in Tables 4.4 and 4.5. Tables 4.4a and 4.4b show the 
result of parameter estimation for 200 data sets with q=10 and 
q=3, while Tables 4.5a and 4.5b show the results of 74, and 129 
data sets with q=10 and q= 3, respectively for which the ME has 
feas ible estimated values.
From table 4.4a, with q=10, MMLE has smaller RMSE for the 
parameter a, SMLE, SME, CORBPE have similar and slightly worse 
RMSE. MMLE and CORBPE have similar RMSE for the parameter c, 
SMLE and SME have slightly worse. For both the parameters p and 
q MMLE has smaller RMSE, while SME and CORBPE have second 
best RMSE for p and q, respectively. In addition Table 4.4a 
shows that MMLE has smaller variance for both parameters a and 
p, CORBPE has smaller variance for c and q, while SMLE and SME 
have less bias for c, p, q. On 74 data sets where it gave feasible 
estimated values Table 4.5a shows that ME has large RMSE.
Table 4.4b with q=3 shows that MMLE has smaller RMSE for a, 
while SMLE, SME, CORBPE have similar RMSE. The four methods 
have similar RMSE for the parameter c. MMLE and SME have 
smaller RMSE for parameters p and q, respectively, while SMLE 
and CORBPE have worse RMSE for p and q, respectively. Table 
4.5b shows that ME has worse RMSE for a, c, p, q.
In general, from tables 4.4 and 4.5 when q=10 MMLE has 
smallest RMSE for all parameters, followed by CORBPE; MMLE 
has smaller variance for both parameters a and p, while CORBPE
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has smaller variance for c and q. SMLE and SME have less bias 
for c, p, q. When q=3, MMLE has smaller RMSE for a and p 
parameters, while SME has smaller RMSE for q.
It is interesting to compare our parameter estimates which 
are obtained by MMLE, with those obtained by Carnahan (1989) 
and given in his Table III. The comparison can not be made 
directly, because he used different sample sizes, and different 
values of p, but similar q (=10) values. His sample sizes are 80 
and 120 whereas our sample size is 100. Of his 100 data sets, 
he ignored 32 data sets of sample size 80, and 28 data sets of 
sample size 120. These data sets give nonsensical parameter 
estimates, while in our study all 200 data sets are included. 
Table 4.4a for the 200 data sets, shows that the estimated 
values of a, c, p have smaller standard dev iation than his 
estimated values which are obtained by MLE. The estimated 
value of q in our study has slightly worse standard deviation 
than his. This is due to some large estimated values of q. If 
these 9 data sets that have large values (q > 20) are ignored, 
then the standard deviation of the estimated values of a, c, p, q 
are 0.028, 0.728, 0.416, 3.495, respectively. These standard 
deviations are all less than Carnahan's values.
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Table 4.4a
Result of 200 simulations with q=10 used to compare four 
methods of estimation through the RMSE, Bias, and Variance for
estimators a, c, p, and q.
METH. a c P
Aq
MMUE Bias 0.0238 -0.8059 -0.4015 -3.9004
Variance 0.00081 0.8214 0.2090 21.682
RMSE 0.037 1.213 0.608 6.074
SMLE Bias 0.0141 -0.8052 -0.3447 -3.8231
Variance 0.0016 1.0034 0.2848 24.5622
RMSE 0.042 1.285 0.635 6.259
SME Bias 0.0141 -0.8080 -0.3609 -3.7957
Variance 0.0016 1.0064 0.2421 26.4160
RMSE 0.042 1.288 0.610 6.389
CORBPE Bias 0.0140 -0.8869 -0.4563 -4.3793
Variance 0.0016 0.6844 0.2586 18.6650
RMSE 0.042 1.213 0.683 6.152
j
?
"1
1
144
Table 4.4b
Result of 200 simulations with q=3 used to compare four 
methods of estimation through the RMSE, Bias, and Variance for
estimators a, c, p, and q.
METH, a c P q
MMŒ Bias 0.0606 -0.1560 -0.2502 -0.4647
Variance 0.0096 0.0898 0.2236 0.8447
RMSE 0.115 0.338 0.535 1.030
SMLE Bias 0.0345 -0.1552 -0.2295 -0.5069
Variance 0.0198 0.0866 0.3158 0.7383
RMSE 0.145 0.333 0.607 0.998
SME Bias 0.0345 -0.1552 -0.1910 -0.4388
Variance 0.0198 0.0866 0.2990 0.7316
RMSE 0.145 0.333 0.579 0.961
CORBPE Bias 0.0340 -0.1545 -0.2211 -0.4607
Variance 0.0201 0.0870 0.2711 0.8554
RMSE 0.146 0.333 0.567 1.033
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Table 4.5a
Result of 74 simulations with q=10 used to compare five 
methods of estimation through the RMSE, Bias, and Variance for
estimators a, c, p, and q.
METH. a c P
A
q
MMLE Bias 0.0214 -0.7881 -0.3005 -3.5728
Variance 0.00099 0.7947 0.2196 22.8390
RMSE 0.038 1.190 0.557 5.967
SMLE Bias 0.2279 -0.6195 -0.3651 -3.1658
Variance 0.00089 1.1807 0.1980 27.4657
RMSE 0.037 1.251 0.576 6.123
SME Bias 0.02279 -0.6346 -0.2821 -2.8416
Variance 0.00089 1.20067 0.1860 31.3716
RMSE 0.037 1.266 0.515 6.281
CORBPE Bias 0.0227 -0.7122 -3.5750 -3.2795
Variance 0.00090 0.8609 0.2697 26.3761
RMSE 0.037 1.166 0.631 6.094
U E Bias -0.0052 0.8861 0.0879 11.0001
Variance 0.0038 96.1989 1.0550 9220.44
RMSE 0.062 9.848 1.031 96.651
1
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Table 4.5b
Result of 129 simulations with q=3 used to compare five 
methods of estimation through the RMSE, Bias, and Variance for
estimators a, c, p, and q.
METH. a c P q
MMLE Bias 0.0492 -0.1376 -0.1589 -0.3747
Variance 0.0114 0.8229 0.2634 0.8398
RMSE 0.118 0.318 0.537 0.990
SMLE Bias 0.03593 -0.1171 -0.1875 -0.4279
Variance 0.2531 0.0801 0.3971 0.6841
RMSE 0.163 0.306 0.658 0.931
SME Bias 0.0359 -0.1171 -0.1118 -0.3177
Variance 0.0253 0.0801 0.3701 0.6852
RMSE 0.163 0.306 0.619 0.887
CORBPE Bias 0.0354 -0.1162 -0.1319 -0.3135
Variance 0.0257 0.0805 0.3264 0.8216
RMSE 0.164 0.307 0.586 0.959
ME Bias -0.0379 0.0833 0.2772 0.4919
Variance 0.0281 0.2300 . 0.9599 4.0023
RMSE 0.172 0.487 1.018 2.060
1
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The simulation results for the bias, variance, and RMSE, of 
the 5% and 95% quantiies, with q=3 and q=10, are summarized in 
tables 4.6 to 4.9. Tables 4.6 and 4.8 show the results of 200 
data sets obtained by methods CORBPE, MMLE, SME, and SMLE 
with q=3 and q=10, respectively. Table 4.7 with q=3, and Table 
4.9 with q=10, show the results of all methods including ME for 
the 129 and 74 data sets, respectively, for which the ME has 
feasible estimated values. Tables 4.6 to 4.9 do not show much 
difference between the methods for estimating the 5% and 95% 
quantiies. For the 5% quantiies both with q=3 and with q= 10, 
Tables 4.6 and 4.8 lead to same conclusion that MMLE and SMLE 
have similar RMSE, SME slightly worse, and CORBPE considerably 
worse. Also, on the 129 and 74 data sets where it gave feasible 
estimated values. Tables 4.7 and 4.9 show that ME is comparable 
with MMLE and SME.
For the 95% quantiies and q=10, Table 4.8 shows that MMLE 
and SME have similar RMSE, SMLE slightly worse, and CORBPE 
considerably worse. On the 74 data sets which have feasible 
estimated values. Table 4.9 shows ME comparable with MMLE.
For the 95% quantiies with q=3, Table 4.6 shows that MMLE 
has smallest RMSE, CORBPE slightly worse, while SME and SMLE 
considerably worse. On the 129 data sets where it give feasible 
estimated values. Table 4.7 shows the ME is comparable with 
MMLE.
The difference in estimating the RMSE of the 95% quantile by 
CORBPE with q=10 and with q=3 is mainly due to 11 data sets 
where q=10. Those data sets occur in the following order 25, 67, 
96, 105, 132, 134, 166, 173, 185, 194, 195. Each data
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set has few extremely high values. These large values have more
influence on the sample mean and the dispersion of the
observations. CORBPE, as did the other methods, used the GM to
estimate a and c; but it is different in estimating the two shape
parameters p and q. The sample mean of the standard Beta and
Beta prime are used for estimating the shape parameters p and
q. In the 11 problem data sets we notice that the estimate of c 
is close to leading to very large transformed Beta prime
values for one or more of the observations, and consequently to 
large values for v'.,, the mean of the Beta prime, and hence to
small estimated values for both p and q, typ ically 0.6, 1.2 
respectively, rather than 2, 10. The 95% quantile for Beta 
(0.6,1.2) is 0.871 whereas that for Beta (2,10) is 0.364. Hence 
with those small shape values the 11 data sets have large 
estimated value of the 95% quantile. If these 11 estimated 
values of the 95% quantile are ignored, then the comparison 
between methods is MMLE and CORBPE have similar RMSE, SME 
slightly worse and SMLE considerably worse.
The bias in the estimated 5% and 95% percentiles is 
significantly different from zero at 5% level in the cases 
marked *.
It is noted that, in estimating the 5% quantile and the 95% 
quantile with q=10, RMSE is less than with q=3.
For fixed p < q the effective range of the central 90% of the 
data decreases as q increases, e.g. for q=3, the expected 
difference between 95% and 5% quantiies is 6.3 - 4.3 i.e. 2, 
while with q=10 this is 5.1 - 4.1 i.e. 1. Also the distance 
between the estimated value of the 5% quantile and the lower 
end of the range is smaller than the distance between the
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estimated value of the 95% quantile and the upper end of the 
range for both q=3 and q=10. The thickness of the tail of the 
distribution of the estimated values of the quantiies increases 
as the distance between the estimated values and the end of the 
range decreases. This can help to give more information about 
the estimated values. Therefore it is not surprising that the 5% 
quantile has smaller RMSE than the 95% quantile for all 
methods.
Table 4.6
Comparison of methods using Bias, Variance, and RMSE of 5% 
and 95% quantiies when (p, q) are (2, 3) for 200 data sets.
Method Bias Variance RMSE Quantiies
CORBPE -0.00578 0.00594 0.0773 5%
-0.00503 0,00917 0.0959 95%
MMLE 0.01030* 0.00287 0.0546 5%
-0.00708 0.00870 0.0935 95%
SME 0.00133 0.00362 0.0607 5%
-0.01169 0.00939 0.0976 95%
SMLE -0.00392 0.00310 0.0559 5%
0.00142 0.00977 0.0988 95%
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Table 4.7
Comparison of methods using Bias, Variance, and RMSE of 5% 
and 95% quantlles when (p, q) are (2, 3) for the 129 data sets 
for which the ME is feasible.
Method Bias Variance RMSE Quantiles
CORBPE 0.01296 0.00570 0.0766 5%
-0.00299 0.00882 0.0940 95%
MMŒ 0.01913 0.00267 0.0551 5%
-0.00384 0.00825 0.0909 95%
SME 0.17780 0.00312 0.0587 5%
-0.00554 0.00905 0.0952 95%
SMLJE 0.00525 0.00293 0.0543 5%
0.01244 0.0955 0.0985 95%
ME 0.01166 0.00294 0.0554 5%
-0.00466 0.00844 0.0920 95%
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Table 4.8
Comparison of methods using Bias, Variance, and RMSE of 5% 
and 95% quantiles when (p, q) are (2, 10) for 200 data sets.
Method B ias Variance RMSE Quantiles
CORBPE -0 .0 12 94* 0.00103 0,0346 5%
0.00139 0.00646 0.0804 95%
MMŒ -0.00113 0.00040 0.020 5%
-0 .01098* 0.00519 0.0729 95%
SME -0.00594* 0.00062 0.0255 5%
-0 .01662* 0.00530 0.0742 95%
SMLE -0.00437* 0.00045 0.0217 5%
-0 .01332* 0.00566 0.0764 95%
-ÎÎ *1- ■
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Table 4.9
Comparison of methods using Bias, Variance, and RMSE of 5% 
and 95% quantiles when (p, q) are (2, 10) for the 74 data sets 
for which the ME is feasible.
Method Bias Variance RMSE Quantiles
CORBPE 0.00045 0.00113 0.0336 5%
-0.00480 0.00664 0.0816 95%
MMLE 0.00553 0.00039 0,0205 5%
-0.01943 0.00422 0.0678 95%
SME 0.00658 0.00045 0.0221 5%
-0.02106 0.00460 0.0710 95%
SMLE 0.00096 0.00043 0.0207 5%
-0.00216 0.00542 0.0736 95%
kE 0.00320 0.00052 0.0230 5%
-0.02252 0.00429 0.0692 95%
^  uV- v .Ù-». - <2.  : . . . »
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Histograms in figures 4.3 to 4.12 with q=3 and q=10 show 
the comparison between methods using the distribution of the 
estimated values of the 5% and 95% quantiles. The true values of 
the 5% and 95% quantiles with q=3 are 4.293 and 6.254, 
respectively, and with q=10 are 4.100 and 5.093.
For the 5% and 95% quantiles with q=3, Figures 4.3 to 4.6 
ind icate the conclusion that MMLE has the narrowest 
distribution, SME and SMLE slightly worse, CORBPE considerably 
worse. On the 129 data sets where it gives feasible estimated 
values, figure 4.7 shows ME is comparable with MMLE.
Overall for the 5% quantiles with q=3, MMLE has least 
dispersion. MMLE, SME, SMLE, ME have positive skew, while 
CORBPE has negative skew. For the 95% quantiles MMLE and 
CORBPE have negative skew, while SMLE, SME, ME have positive 
skew.
For q=10 with the 5% quantiles. Figures 4.8 to 4.12 show that 
MMLE has the narrowest distribution, followed by SMLE and SME.
CORBPE is considerably worse. For the 95% quantiles MMLE and 
SME have similar distributions, SMLE and CORBPE are slightly I
worse. On the 74 data sets where it gives feasible estimated 
values, ME Is comparable with MMLE.
Overall for the 5% quantiles with q=10 MMLE, SMLE, SME, ME 
have positive skew, while CORBPE has negative skew. For the 
95% quantiles all methods have positive skew.
i
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In addition, with q=10 the distribution of the 5% and 95% 
quantiles has a more peaked shape than with q=3. This takes 
e ffect on the estimated values of the quantiles which have 
better estimated values with q=10 than with q=3.
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Figure 4,3 Histogram of estimated values obtained by MMLE of
(a) 5% and (b) 95% quantiles with q«3. denotes true value
o f quantile. denotes sample mean of quantile estimates.
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o f quantile. denotes sample mean of quantile estimates.
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Figure 4.12 Histogram of estimated values obtained by ME of
(a) 5% and (b) 95% quantiles with q«10. -—  denotes true value
of quantile. ^  denotes sample mean of quantile estimates.
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In order to assess how well the estimation methods have 
fitted the data, the Anderson-Darling statistic (A^) and the Log 
Likelihood (LL) measures of goodness of fit are calculated and 
graphed.
The P ?  statistic measures the discrepancies between the
empirical and the theoretical distributions and is weighted to 
give greater importance to the tails of the d istributions. 
However, the LL statistic measures how well the Beta 
distribution fits the data. In this case every observation in the 
data set is equally important in determining the statistic.
Both measures of goodness of fit use estimated values for 
the parameters. To make comparison easier by keeping the log 
likelihood and A^ in the same direction, -LL is used. Because 
there are some large values of A^ which are due to poor
parameter estimate values, the square root of the P ?  values is 
taken. These are arranged in ascending order and plotted versus 
the serial number of each data set which is used In the
simulation study. These plots have increasing curvature with 
sharp end for some methods. Similarly, -LL values are plotted 
versus the serial number of the simulated data set, using
scatter plot, and the lower points indicate small values for -LL , 
while upper points are large values. Together the square root of 
A^ and the -LL values have the same tendency in describing the 
plot points.
For a particular data set, a large value of A^, and of -LL, 
provides evidence that the method used has resulted in a poorly 
fitted Beta distribution. Therefore, the comparison between the 
methods take place by plotting the square root of P ?  values and
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-LL together vs the number of data sets. These plots are 
presented In Figures 4.13 to 4.22.
For q=3 and N=200, it can be seen from Figures 4.13 to 4.16 
that the methods can be ranked in decreasing goodness of fit 
(i.e. in increasing value for A^) as MMLE, followed by SME, SMLE 
and CORBPE. Furthermore by comparing the first 129 data sets 
on these figures (corresponding to the feasible estimate values) 
with figure 4.17, it becomes apparent that ME is ranked poorer 
than MMLE, but better than SME.
Using the same conditions and comparison it can also be seen 
that consideration of dispersion leads to the identical ranking, 
w ith the exception that the differentiation is less clear 
between SME and SMLE.
Similarly, for q=10 and N=200, comparison of A^ values in 
figures 4.18 to 4.21 indicates the same ranking for MMLE, SME, 
SMLE and CORBPE. However comparison of the 74 relevant data 
sets with figure 4.22 shows that ME is the worst estimator of 
a ll.
Meanwh ile using once again the same conditions and 
comparisons, it can be seen that in this case, dispersion shows 
a different ranking:
SME is slightly better than SMLE, with both preferable to 
CORBPE which is slightly better than MMLE. On this occasion 
comparison of the valid data sets with figure 4.22 locates ME 
between SME and SMLE.
Overall, with q=3 MMLE has the best fit, closely followed by 
SME, while CORBPE has worst fit. When q=10, there is not much 
to choose between MMLE, SMLE and SME.'
• i’'
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Figure 4.13 Plot of the square root of A and -LL vs number 
of observations. The estimated values are obtained by MMLE 
with q=3.
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Figure 4.14 Plot of the square root of A and -LL vs number 
of observations. The estimated values are obtained by CORBPE 
with q=3.
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Figure 4.15 Plot of the square root of A and -LL vs number 
of observations. The estimated values are obtained by SMLE 
with q=3.
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Figure 4.16 Plot of the square root of A and -LL vs number 
of observations. The estimated values are obtained by SME with 
q=3.
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Figure 4.17 Plot of the square root of A and -LL vs number 
of observations. The estimated values are obtained by ME with 
q=3.
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Figure 4.18 Plot of the square root of A and -LL vs number 
of observations. The estimated values are obtained by MMLE 
with q=10.
■ r'( • a A i . -f.-i ••«Vv
173
f
(0
9c
0
■gc<
oot r
2CO3Œ
CO
*  X
X X X*
h m >
?o•-E'®J*;
CDO
0 100 200
Figure 4.19 Plot of the square root of A and -LL vs number 
of observations. The estimated values are obtained by CORBPE 
with q=10.
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Figure 4.20 Plot of the square root of A and -LL vs number 
of observations. The estimated values are obtained by SMLE 
with q=10.
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Figure 4.21 Plot of the square root of A and -LL vs number 
of observations. The estimated values are obtained by SME with 
q -1 0 .
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Figure 4.22 Plot of the square root of A and -LL vs number 
of observations. The estimated values are obtained by.ME with 
q=10.
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Neither the sample median nor the mean is reliable to use for 
making inferences about the population from which the sample 
is drawn. The median has the disadvantage that it does not use 
all the data available in the sample, and has greater sampling 
fluctuation than the mean. However the mean is often affected 
by a particularly small or large value in the sample.
Therefore the trimmed mean (TM) of the -LL is preferred to 4
either the mean or the median for use as another criterion to
compare the methods in our simulation. The smallest 5% and the 
largest 5% of the values of -LL are trimmed, the middle 90% are 
then averaged. A large value of TM of the -LL indicates that the 
method has achieved a poor fit for the data set In question.
Figure 4.23 with q=10, shows the TM of the -LL for result of
200 and 74 values. It is clear that, for the result of 200 data
sets, MMLE has smallest TM value, followed by SMLE, while for 
74 data sets, SMLE and ME have similar TM. Figure 4.24 with q=3 
shows MMLE has smallest TM for both results of 200 and 129 
values, followed by SMLE. For both figures CORBPE has the 
largest TM.
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Figure 4.23 Trimmed mean of the - iog iikeiihood with q=10
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Figure 4.24 Trimmed mean of the - log likelihood with q=3
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4.6 Summary And Conclusions
The four parameters of the Beta distribution are estimated. A 
group method is derived to estimate the unknown end points. The 
estimated values are obtained by maximizing the correlation 
coe fficient between part of the empirical distribution function 
and part of the transformed observations. Critical values of the 
correlation coefficient are calculated and smoothed using the 
regression. Also a treatment for possible outlier points was 
outlined. The group method followed by methods of estimating 
the two-parameter Beta distribution were used as methods for 
estimating the four parameters of the Beta distribution. These 
methods are called MMLE, CORBPE, SMLE, SME, and ME.
To assess the usefulness of the methods of estimation, three 
types of comparison are employed:
the bias, variance, and root mean squared error (RMSE) of the 
parameter estimates.
the bias, variance, root mean squared error (RMSE), and
histograms of the 5% and 95% quantiles.
goodness of fit statistics for the data are used through:
i) Log Likelihood ( LL )
2ii) Anderson Darling ( A )
The conclusions below are based on the results of two 
simulation studies. In each, 200 samples of size 100 with fixed 
end point values (a=4, c=7) were generated. The shape 
parameters took values p=2, q=3, and p=2 q=10.
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From the results of these simulations, comparison of the 1
methods reaches the same conclusion regardless of the criterion 
used to determine their appropriateness.
In general the methods show slightly different values in 
estimating the parameters and the 5% and 95% quantiles. Both 
with q=3 and with q=10 MMLE has smaller RMSE of parameter 
estimates and second best is SMLE, while SME and CORBPE have 
similar estimated values. On data sets where it gave feasible 
estimated values ME is comparable with MMLE.
For estimating the 5% quantiles with q=3 and with q= 1 0 
MMLE has sm aller RMSE, variance and the narrowest 
distribution, followed by SMLE. For the 95% quantiles MMLE has 
smaller RMSE and variance, with as second best, SMLE and SME 
when q=10 and CORBPE when q=3.
For fitting the data, with q=3 the figures indicate that MMLE 
has a smaller Anderson-Darling value and the least dispersion of 4
the -LL. With q=10 , the MMLE also has a smaller Anderson- 
Darling value, while SMLE has the least dispersion of the -LL.
CORBPE, SMLE, and SME have some large values of both the 
Anderson-Darling statistic and -LL. These large values occur 
because some data sets are particularly poorly fitted.
We note that if we ignore the more extreme data sets by 
looking at the TM, MMLE has smaller TM of -LL, followed by |
SMLE, while CORBPE is worst.
For q=3 and q=10 ME fails to estimate the parameters from 
71 and 126 data sets, respectively.
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Overall MMLE is best for all three criteria: parameter 
estimates, quantile estimates, and goodness of fit.
Through applying the methods, it is found that MMLE needs 
more time for convergence than other methods. Furthermore a 
good choice for the step length is necessary in order to avoid 
problems of lack of convergence. Similarly, CORBPE, in the first 
stage, needs a suitable step length to avoid the convergence 
problem. SMLE and SME are more robust with regard to the 
convergence problem and require less computing time.
For the above methods it is very important to begin with good 
starting values for a and c. Also when the estimated value of the 
parameter c is close to the largest ordered observation, small 
estimated values are obtained for the two shape parameters p 
and q. Finally ME needs least time. However, it is found that ME 
frequently leads to infeasible estimated values. The Genstat 
package can be used to apply the methods with its optimization 11
facilities very useful especially for MMLE and SMLE. However, 
the simpler Minitab package can be used for CORBPE, SME, and 
ME, of which SME is best.
Overall, if the Genstat package is available, MMLE is the best 
method to recommend for estimating the four parameters and 
the 5% and the 95% quantiles of the Beta distribution with p=2 
and q between 3 and 10, and SMLE is the second best. Otherwise 
SME is a good method to use, and ME can be good when it 
provides feasible estimates.
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Chapter 5
Summary of the Conclusions and Suggestions for
Further Research.
A brie f account of the aims and achievements of the 
investigations presented in the previous chapters is given. The 
findings and recommendations of this study are reviewed. The 
areas which require further study are outlined and some 
suggestions are made for future research.
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5.1 Introduction
This work aimed to examine a number of varied methods for 
obtaining point estimates for parameters of some important 
lifetime distributions, with the prediction of quantiles as a 
secondary goal. A simulation study for d ifferent sample sizes 
and parameter values was carried out in order to compare the 
estimation methods.
A shape parameter of the lifetime model is often the most 
important and usually the most difficult parameter to estimate. 
Also, it has a significant effect on the basic shape of a model 
f ( t ) .
In order to cover a range of values of practical importance in 
materials engineering, different shape values (0.5 < p < 30) were 
used for the two-parameter Weibull distribution.
A new parametrization and generalization for the three- 
param eter We ibull distribution was suggested. This new 
parametrization reduced the effect of the nonlinearity of the 
shape parameter of the ordinary Weibull distribution. It also 
provided parameter estimates that were less correlated with 
one another.
In order to extend the estimation to the case with a possibly 
non zero lower lim it and a fin ite upper lim it, the four- 
parameter Beta distribution was used, as another lifetime 
model used in the reliability area. A new method called GM was 
derived and investigated. It was used for estimating the two end 
points of the d istribution. The GM followed by methods of
j  . L  % ' / / . ' k  'i - ' j  i • I... .. s ' i- ■' ■ . ’L .4 L- '•''''I;-..- ... ..... Ï.'. , * . J ' .. 'a • • ‘.\r P. . ./.•s..-*'-'’.*.' i - J ' ' ' - t ..... .v.. s . ■,
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estimating the two-parameter Beta distribution was used for 
estimating the four parameters of the Beta distribution. The 
associated MMLE method was shown to be the best of those 
investigated for estimating the parameters and the quantiles of 
the Beta distribution when p=2 and q=3 or 10, and sample size 
is moderately large.
The previous chapters, in which the ideas above were 
discussed, are reviewed in the following sections.
Further research requirements are discussed and certain 
recommendations are made, including possible extension to the 
case of censored data. Ansel! and Phillips (1989) indicate that, 
when dealing with practical fa ilure data, a high degree of 
censoring is encountered. Moreover they affirm that right 
censoring is particularly common, while Lawless (1982) notes 
that left censoring is fa irly rare. Therefore we restrict our 
comments to the case of right censored data.
5.2 Point Estimation for The Two-Parameter Weibull 
d is tr ib u tio n
For the two unknown parameters p and a of the Weibull 
d istribution several methods were applied. The methods, 
including the OLS, HAZ, MM1, MM2, MLE, OSM, TOT, GLS, and PWM 
were compared. The comparison of the methods was made via a 
simulation study using two different sample sizes (10, 25). In 
this study, the criteria used for comparison are RMSE, RE, bias 
and the MSRE of the 95% and 99% quantiles. From the result of 
the study, the best method to use depends on the aim of the 
analysis, and the value of the shape parameter. A wide range of
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values for the shape parameter was used. In terms of parameter 
estimation GLS is the best method for estimating the shape 
parameter and also it is the best for estimating the scale 
parameter when the shape parameter is in the range 2 < p < 30.
It employs an easily calculated approximation of the exact 
covariance matrix. For p=2, TQT is a good method for estimating 
the scale parameter. It is also a diagnostic method and can be 
used for model identification. For estimating the 95% and 99% 
quantiles MLE is the best method and MM1 second best.
Nelson (1982) states that for data analysis using linear 
methods Type I censoring (time censoring as favoured in 
practice) and Type II censoring (failure censoring as favoured in 
theory) may be considered as sufficiently similar to warrant no 
discrimination in the analysis procedures.
Cohen (1965), and Jewell (1977) also state that both Type I 
and Type II censoring may be accommodated using MLE and TQT 
respective ly.
The methods including GLS, OLS, HAZ, MM1, MM2, TQT, and MLE 
can be readily used for censored data, but there is scope for i
further investigation to compare the effectiveness of these
methods for data with varying amounts of censoring. Whether 
the OSM could be modified to cope with censored data requires |
further investigation. PWM is only appropriate for complete
data.
For the accelerated life testing of ceram ics, the data sets 
rarely are as large as we would like. A few are as large as 100.
In th is work the estimation methods were applied for small 
sample sizes (10, 25).
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For larger sample sizes, GLS which requires the covariance 
matrix of the ordered observations may meet computational 
problems. In order to reduce both the dimension of matrices to 
be manipulated and the time required for calculation, a subset 
of the ordered observations might be used. Optimal choice of 
subset, and the resulting degradation in quality of estimator 
would need to be explored.
For the comparison of estimation methods, several other 
criteria might also be of significant importance, e. g. skewness 
of the d istribution of the parameter estimates, correlation 
between the parameter estimates, goodness of fit.
Lawless (1982) writes that in place of the We ibull 
distribution, it is often more conven ient to work with the 
equivalent extreme-value distribution. The main convenience in 
working with the extreme-value distribution stems from the 
fact that 8 = 1/p and Ç = log (a) are the scale and location 
parameters of the extreme-value distribution. However a new 
parametrization of the Weibull distribution may be preferred. 
The two-parameter GW d istribution with case k=0, which is 
essentia lly equivalent to the extreme-value distribution, is 
suggested. The performance of the above estimation methods for 
estimating the parameters of the GW distribution with k=0, need 
to be investigated.
5.3 Use of GW Distribution
For estimating the three-parameter Weibull distribution for 
shape parameter p > 3.6, the case which has negative skewness, 
it was found that the known methods (Kappenman's estimator.
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MLE, ME, PWM) gave biased and extremely variable estimates of 
the shape parameter. A new parametrization and generalization, 
the GW distribution was suggested for the three-parameter 
We ibull distribution.
The GW distribu tion was shown to have s ign ificant 
advantages over the ord inary three-param eter W eibull f
d istribution. It is a better way of parametrizing the shape 
parameter, as was shown by consideration of the measures of 
nonlinearity. Both GW and the three-parameter W eibull 
distribution have the same measure of intrinsic nonlinearity,
GW has linear parameter effect, while the three-parameter 
W eibull d is tribu tion  in troduces s ign ifican t non linearity .
Changes in shape of the distribution, assessed through skewness 
or kurtosis are more uniformly described by changes in k than by 
changes in p. For MLE the correlation between estimated 
param eters is much sm aller than for the trad itiona l 
parametrization. Also, with this new parametrization, data sets 
leading to negative and zero shape parameters can be dealt with.
The GW distribution is capable of providing estimates for a 
w ider range of data sets. This property gives it advantages in 
quantile estimation. A simulation study to compare three 
methods (PWM, MMLE, GLS) for estimating the parameters and 
quantiles of the GW distribution was carried out. For estimating 
the parameters and the quantiles, for p > 3.6 and n=20, PWM is 
found to be the best.
A large number of simulation studies with different complete 
sample sizes are required in order to draw more definitive 
conclusions. With such simulations, however, significance i
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points for the Anderson-Darling test statistic can be obtained.
Further work of this type could lead to a powerful test of 
goodness of fit for the GW distribution in the case where all 
three parameters are estimated.
In goodness of fit tests the power of such tests using A^ 
would have to be estimated by using data generated from a 
number of alternative distributions. If we find it is not 
powerful against certain alternatives we could consider a 
m odified Anderson-Darling statistic using an asymmetric 1
weight function as in Sinclair et al (1987) because we expect 
the main information that would allow discrimination between 
lifetime distributions to be in the upper tail of the data.
Hosking (1990) states that right censoring does not, in 
principle, present any obstacle to PWM estimation. However it 
can not in practice be applied to censored data because explicit 
expressions for L-Moments in this case when the shape 
parameter p is not equal to 1, involve the incomplete gamma 
function. MMLE and GLS can be used for right censored data for 
the case k > 0 and case k-0. In the case k < 0 in which the GW 
distribution is bounded from above, MMLE and GLS need further 
investigation to discover how right censoring affects parameter 
estimation in this case.
5.4 Point Estimation for The Four-Parameter Beta 
D is tr ib u tio n
The problem of estimating the four parameters of the Beta 
distribution has been investigated. A group method was applied 
to estimate the unknown end points. It is simple to apply and in |
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some situations is more accurate than existing methods. The 
performance of this method largely depends on the number of 
po in ts which are used to estimate the location/scale 
parameters, and also on the plotting position. Appropriate 
values of the correlation coefficient between the points used to 
estim ate  the location/scale param eters is needed for 
com b inations of shape param eter values of practical 
importance. The GM and methods of estimating the two- 
parameter Beta distribution were used for estimating the four- 
parameter Beta distribution. Two simulation studies of 200 data 
sets were made using sample size 100 and with the values of a 
and c fixed at 4 and 7. In the first study (p,q) are set as (2,3),
J.and in the second (2,10). The simulation studies indicated that |
for particular values of shape parameters the MMLE was the best 
method to use for estimating parameters and the 5% and 95% 
quantiles. It needs more computing time and a good choice of 
initial step length. SME is the second best and requires less 
computing time. ME needs least time and can be a good method in 
those cases where it provides feasible estimates.
There are further research needs, such as to cover other p 
and q values with different sample sizes and a large number of 
simulations. The plotting position used in chapter 4 p.«(i-0.5)/n
may not be the optimal one for parameter estimation or for
goodness of fit. Plotting positions of the type P ;= ( i-a )/(n -a - 4
p+1) (Blomb 1958) could be investigated and bias and location
invariance of resulting estimates of the parameters taken into
consideration.
I
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Until now, tables of significance points for goodness of fit
tests such as the Anderson-Darling test, of the case where the
parameters of the Beta distribution have to be estimated, are
unavailable. Therefore further work is needed to derive critical
values of the Anderson-Darling test statistic for a range of
sample sizes and different parameter values.
To assess the valid ity of the critica l values of the
correlation coefficient, a cross-validation can be used, i. e.
another 200 simulation study with the same parameter values
can be used to obtain correlation coefficients. Then a goodness
of fit test can be applied using smoothed values obtained from
the firs t 200 simulations on the corre lation coe ffic ient
obtained from the second 200 simulations.
Another approach to fitting the four-param eter Beta
distribution could be used for complete data in large samples. 
The range of the data is divided into several Intervals by Uj,
1= 0,1... h. Then the number of observations mj in each interval is
counted. A reasonable lower limit for h is 10 and ideally each 
interval would include at least 10 observations. Then m; has a
m ultinom ial d istribu tion. The likelihood function o f the 
multinomial can be expressed in terms of the difference in cdf 
of the Beta d istribution, and hence optimized over the four 
parameters a, c, p, q, perhaps using Genstat. Investigation would 
reveal whether this method is effective and indicate whether It 
continued to be effective if either the number of intervals or 
the number of observations in the interval is reduced.
This new approach could be used for censored data, but clearly 
estimation of the upper limit c will be d ifficu lt for heavily I
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right censored data. The GM can not be applied for censored data 
because it mainly depends on observations in the lower and 
upper parts of the data for estimation of a and c.
5.5 Asymptotic Distribution of Estimators
In the previous chapters simulation studies were used for 
d ifferent sample sizes and different distributions. These led to 
empirical estimates of the standard error, variance, and bias for 
parameter and quantile estimates. For the best estimation 
methods which are indicated in our study, their standard error 
for parameter estimates and quantile estimates from an 
individual data set should be derived. For GLS which is the best 
method for estimating parameters for the two-parameter 
W e ibull d istribu tion, asymptotic variances for parameter 
estimates can be obtained using general linear model theory. 
Also for MLE which is the best method for estimating the 
quantiles for the two-parameter We ibull d istribution, the 
asymptotic variance-covariance matrix for parameter estimates 
can be obtained by inverting the information matrix. Hence 
approximate values for the asymptotic variance of the quantile 
estimates can be derived. For PWM estimators of the GW 
parameters the asymptotic variances and covariances of 
parameter estimates can be obtained follow ing Hosking's work 
for the GEV d istribution, while the asymptotic variance- 
covariance matrix of the MMLE requires further investigation. If 
MMLE is used to obtain initial values for a four-parameter 
optim ization of the log likelihood the estimated variance-
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covariance matrix is readily available for the parameter 
estimates corresponding to this local maximum.
5.6 Application to ceramics
Due to unforeseen delays the data for the investigation 4
described in section 1.1 has not become available as yet. When it 
does become available it will be necessary to establish which 
distribution is appropriate using goodness of fit tests. Before 
proceeding to estimate parameters for each level of stress and 
volume, either regression of parameter estimates on stress and 
volume or regression using the appropriate distribution for the 
data, w ith parameters being suitable functions of stress and 
volume, may yield results of value to engineers.
5.7 Final Remarks
This work has introduced a new parametrization and 
generalization for the three-parameter Weibull distribution and 
some improved procedures for obtaining point estimates for 
parameters of some lifetime models. Application of these 
procedures has provided improved estimates of the parameters 
and quantiles. Various suggestions were made for future work 
that appear to be quite straight forward and which would 
provide worthwhile areas of research and could lead to further 
refinement of the methods proposed in this thesis.
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