Abstract: This papcr will dcmonstratc flcxiblc ncural nctworks application. as a possiblc solution. to automatic load frcqucncy control problcm in a dcrcgulatcd clcctric powcr systcm cnvironmcnt. Wc considcr a typical powcr systcm in a compctitivc. distributcd control cnvironmcnt with opcn acccss organizational structurc. With this ncw structiirc. thc convcntional controllcrs arc incapablc of obtaining good dynamical pcrformancc, thcn, i t coincs thc nccd for novcl control stratcgics to maintain thc rcliability and climinatcs thc fi-cqucncy cri-or.
I. INTRODUCTION
Any power system has a fundamental control problem of matching real powcr generation to load plus losses, a problem called Load Frequency Control (LFC) or frequency regulation. The purpose of Load Frequency Control is tracking of load variation while maintaining system frequency and tie line power interchanges close to specified values. Reference [I] . give a detailed discussion of LFC.
In this paper, we consider the system as an area that includes separate generation. transmission and distribution companies with an open access policy. In this new structure, each control area has its own generation and transmission network, and distribution company is responsible for tracking its own load and honoring tie-line power exchange contracts with its neighbors by securing as much transmission and generation capacity as needed.
Under current organizations, several notable approaches based on classical, optimal, Hm, F-synthesis, conventional neural networks and other control theorems have already been proposed [2-131. [ 141, discusses several LFC scenarios and issues in power system operation after deregulation. This paper will demonstrate Flexible Neural Networks (NNs) application to automatic LFC in a deregulated electric power system environment. The application of Artificial Neural Networks (ANNs) in control of complex system has been a subject of extensive studies in the past decade.
As we know, the ANNs are based on the biological nervous systems. Learning algorithms cause the adjustment of the weights so that the controlled system gives the desired response. there is a strong relationship between the training of ATWs and adaptive control. Therefore, increasing the flexibility of structurc induces a more efficient learning ability in the system, which in turn causes less iteration and better error minimization. To obtain the improved flexibility, teaching signals and other parameters of ANNs (such as connection weights) should be related to each other.
In this paper we use a sigmoid unit function, as a mimic of the prototype unit, to give a flexible structure to the neural network. For this purpose, we introduce a hyperbolic tangential from of the sigmoid unit function, with a parameter that must be learned, to fulfill the abovementioned goal.
Following We consider as a sigmoid unit function, the following hyperbolic tangent function:
The shape of this bipolar sigmoid function can be altered by changing the parameter a, as shown in Fig. 1 
B. Learning Algorithms
The main idea is to present an input pattern, allow the network to compute the output, and compare this to the desired signals representing provided by the supervisor or reference signal. Then, the et-ror is utilized to modify connection weights and SFPs in the network to improve its performance with minimizing the error.
Thc learning process of FNNs is to minimize the following performance function given by:
(4)
Where Ydi represent reference signal, y , M represent output units, M denote output-layer and n is the number of units in the output-layer. It is desirable to find a set of the parameters in the connection weights and SFPs that minimizes the J, considering the same inputautput relation between the k-th layer and the (k+l)-th layer. It is useful to consider how the error varies as a function of any given connection weights and SFPs in the system. The error function procedure finds the values of all of the connection weights and SFPs that minimize the error function using a gradient descent method. That is, after each pattern has been presented, the error gradient moves toward its minimum for that pattern, provided a suitable learning rate.
Learning of SFPs by employing the gradient descent method, the increment of aik denoted by Aaih, can be obtained as. Where 111 > 0 is a learning rate given by a small positive constant. Now, in the output-layer M, the partial derivative of J with respect to a is described as, Here. definine gives
(7)
The next step is to calculate a in the hidden-layer k: (9) where h, denotes outputs of hidden layer, and defining
-._ we have
Gradually, it follows that Therefore, the learning update equation for a in the output and hidden-layers neurons is obtained, respectively,
where f * ( ... ) is defined by df(.,aiM)/dylM i n the output layer, df(.,aih)/dYik in the hidden-layer and aI is a stabilizing coefficient defined by 0 < CI 1 < 1 .
Generally, the learning algorithm of connection weights has been studied with different authors. Here, we simply summarize this algorithiii as
where and 61 = f r ( h j h )~&~l + ' w i / . h + ' 
III. DESIGN METHODOLOGY

A. A Sample System, [5,9-IO]
Based on the new structure, let us consider a simple distribution company and its suppliers as shown in Fig. 2 . In this example the distribution company (DISCO) buys film power from one generation company (GENCO 2) and enough power from other generation company (GENCO I ) to supply its load and support the LFC task. Transmission company (TRANSCO I ) delivers power from GENCO I . TRANSCO 1 is also contracted to deliver power associated with the LFC problem.
In the structure proposed the DISCO are to be responsible for tracking the load and hence performing the load frequency control task by securing as much transmission and generation capacity as needed. Connections of the DISCO to other companies are considered as disturbances (d 1 ).
For simplicity assume that GENCOs 1 and 2 have one generator each. The state space realization of the distribution area as presented in [9] , has the following form: The state-space model is based on equation (17), however it is augmented to include the rotor angle of GENCO 1 since one of objectives of LFC problem is to guarantee that the frequency will return to its nominal value following a step disturbance. Hence, we use the augmented system that its state vector becomes: xT =[Af, AP,, APvI ASl -AS2 Af2 AP,, APv2 AS,]
B. FNN Based Load Frequency Controller
First, in order to problem formulation, let the output variables be given by the Distribution Company Error (DCE) and its integral. DCE is defined in this paper analogously to the traditional ACE (Area Control Error) by:
where Pi is the frequency response characteristic of unit i. Therefore, the output variables are given by: y = C x + G w (19) where, fig. 3 .
C = [ a
As shown in fig. 3 , we have constructed one multilayer neural network, which consist of three layers. This network has nine units in the input-layer, seven units in the hiddenlayer, and one unit in the output-layer. The neural network acts as a feed forward controller to supply the plant a correct driving input u(k), which is based on the reference input signal yd (k), previous plant output signals y(k), y(k-I), _._, y(k-4) and control output signals u(k), u(k-I), ..., u(k-3). yd (k), is the output variable y(k), when DCE must be equal to zero. Then the input vector of neural network is:
hi, . . . , h7 are outputs of hidden-layer, u(k) is the output of the output-layer.
As shown in above figure, in the learning process not only the connection weights, but als 0, the SFPs are adjusted. Adjusting the SFPs causes a change in the shapes of sigmoid functions in turn. The proposed learning algorithm considerably reduces the number of training steps, resulting in a much faster training in comparison to traditional ANNs.
In the following simulations, we will show that the plant can be controlled by using only three layers for ANN.
Increasing the number of layers dose not significantly improve the control performance. In fact, the number of units required is entirely dependent on the system. For the problem at hand, the FSFs ( bipolar ) are used in hidden and output-layers, with the form of ( I ) .
The main idea is to modify connection weights and SFPs in the proposed controlled system to minimizing the DCE signal and improvement its performance. On the other hand, it is desirable to find a set of the parameters in the connection weights and SFPs that minimizes the DCE signal.
When the Neural Network Controller ( NNC ) i s native, i.e. the network is with random initial weights and SFPs, an erroneous plant input u(k) may be produced erroneous output y(k). This output will then be compared with the reference signal yd(k). The resulting error signal e(k) is used to train the weights and SFPs in the network using the back-propagation algorithm. With repetitive training, the network will learn how to response correctly to the reference signal input. As the number of training increases, the network is becoming more and more mature, hence the power system output error WO uld be smaller and smaller.
However, back-propagation of error signal cannot be directly used to train the NNC. In order to properly adjust the weights and SFPs of the network using the backpropagation algorithm, the error in the NNC output where the partial derivative is the Jacobean of the plant. Thus, the application of this scheme requires a through knowledge of the Jacobean of the plant. For simplicity, insist of ( IS). we use:
The proposed load frequency controller act as a selftuning controller, that, it can learn from experience, in the sense that connection weights and SFPs are adjusted online; in other words this controller should produce everdecreasing tracking errors from sampling by using FNN.
W . SIMULATION RESULTS
As an example, consider a distribution company as depicted in figure I . Parameters of selected sample power system and other required data is given in table I , according to [5, [9] [10] . It is assumed that the control sampling period is T=5 ms.
The following figures show the simulation results following a 10% load increase in the distribution system by using the conditions given in table 2, and, initial weights and initial Uniform Random Number (URN) of sigmoid function unit parameters that are shown as WlO and W20. In proposed structure, the training of SFPs causes change in the shape of individual sigmoid functions according to input space and reference signal and achieves betterment convergence compare to traditional ANNs, [ 121. Totally, it can be recognized from these simulations that the learning parameters of connection weights and SFPs increase the load of learning algorithms with keeping high capability in the training process. But the proposed algorithm causes to reduce the sensitivity of ANN to the parameters such as connection weights while increasing the sensitivity of ANN to the SFPs.
Simulation results show that Changes in power coming to the distribution company from GENCO I and GENCO 2, shows that power is initially coming from both units to respond to the load increase, which will result in a frequency drop that is sensed by the speed governors of both machines. But at steady state the additional power is coming from GENCO 1 only and GENCO 2 does not contribute to the LFC problem solution.
V. CONCLUSION
An approach to load frequency controller for electric power system for a possible structure in a deregulated environment is proposed using the flexible neural networks.
The system is modeled as a collection of independent distribution companies supplied by generation companies either directly or trough transmission companies. The distribution companies are responsible for tracking the load and hence they are in charge of the LFC problem.
Connections between distribution companies and the rest of the system are taken as disturbances. The methodology presented here can be extended to larger size systems.
A simple test system is given to demonstrate the effectiveness and validity of the proposed approach. It has been shown that the suggested ANN structure of the FNN load frequency controller gives a better ACE minimization and a quick convergence to the desired trajectory in comparison with one based on the traditional ANNs. Simultaneous learning of the connection weights and the sigmoid unit function parameters in the proposed method causes an increase in the number of adjustable parameters in comparison with the traditional method.
Based on extensive simulation results, it is verified that all proposed design objectives are met.
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