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Using first principles modeling and simulation, unique and intriguing electronic 
properties of a set of two/one dimensional (2D/1D) systems, and their applications 
were demonstrated. CO oxidation is a prototypical heterogeneous catalytic reaction 
with industrial importance. It is meaningful to discover novel CO oxidation catalysts 
and to probe the catalytic properties of 2D/1D systems with CO oxidation reaction. It 
was shown that the catalytic activity of graphene can be greatly enhanced by doping 
the underlying metal substrate. This proposal avoids direct treatment of graphene that 
hinders its industry applications, therefore offers promising opportunities for 
graphene catalysis. Transition metal doped 2D MnO2 was also proposed to be a CO 
oxidation catalyst with high activity. Moreover, it was revealed for the first time that 
the Pt induced 1D nanowires on Ge surface can be excellent catalysts, paving the way 
for a family of novel 1D catalysts. Notably, the CO oxidation mechanisms of the 
three systems predominately proceed through the Eley-Rideal, Mars-van Krevelen 
and Langmuir-Hinshelwood mechanism respectively.  
Mechanistic studies of WO3/MoO3 based catalysts were preformed, with the aim 
of shedding light on inexpensive replacement of precious metal catalysts. The role of 
water in accelerating the formation of hydrogen tungsten bronze (HxWO3) were 
highlighted. The hydrogenation processes of pyrrole on Ru(0001) and hydrogen 
molybdenum bronze (HxMoO3) surfaces were elaborated.  
Based on the recently proposed steady-state density functional theory, the 
spin-dependent transport properties of an interesting type of 1D molecular junctions 
consisting of two carbon nanotubes (CNTs) and nickelocene molecules were 
vii 
 
investigated. The junction can be used as a high-performance spin filter with some 
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With decades of advancement in basic theory, computational methodology and 
computer power, the edifice of quantum chemistry1-16 is becoming increasingly 
magnificent. Implemented in a computer program, quantum chemistry methods can 
deal with atomic systems of different dimensionalities and sizes. By revealing the 
most fundamental aspect of matter, it helps us to penetrate into numerous chemical 
phenomena. The applications of quantum chemistry cover a wide spectrum, such as 
description of unconventional chemical bonds17, calculation of the electronic 
structures of solids18, prediction of unknown molecule and crystal structures19, 
high-throughput screening of heterogeneous catalysts20, simulation of photochemical 
reactions21, calculation of the transport properties of a molecule junction under a 
finite bias voltage22 and quantitative description of the reaction thermodynamics and 
kinetics23. The development of quantum chemistry has now gone beyond chemistry 
discipline and is closely related with physics, materials science, biology and even 
geoscience.  
The prosperity of modern civilization is inextricably based on continuous energy 
supply24, which is largely from fossil fuels. However, due to the limited resource of 
fossil fuels and considerable environmental impacts accompanied with energy 
consumption, there are increasing concerns over these issues, which arouse extensive 
studies over decades. Innovation in catalysis studies can be effective in addressing 
these problems, and the three-way catalyst25 for conversion of automotive exhaust 
gases is a salient example. High speed information processing is also indispensable in 
modern society. The miniaturization of integrated circuit, which largely determines 
the increase of information processing speed, tends to reach a limit in the foreseeable 
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future26. Molecular electronics is believed to be the next generation of electronic 
devices.  
The development of human society is concomitant with the perception and 
utilization of new materials. Materials with reduced dimensionalities (0D, 1D and 2D) 
exhibit quite different properties with their bulk counterparts, providing new 
opportunities for intriguing chemistry and physics. The discovery of new allotropes of 
carbon-fullerene-C60(0D)27, carbon nanotubes(1D)28 and graphene(2D)29-represent 
prominent landmarks in the quest for new materials. The applications of fullerene 
range from demonstrating fundamental physics such as wave–particle duality30, to 
more practical aspects such as catalysis31 and lubrication32. The unusual properties of 
fullerene have inspired exploration of other atomic clusters, leading to exciting 
discoveries such as metallocarbohedrenes(metcars)33,34 and all-boron fullerene35. Due 
to the exceptional mechanical properties and superior thermal and electric properties, 
carbon nanotubes have been the focus of considerable research36. Discovered in 2004, 
graphene has been the most extensively explored materials over the past decade37. 
This is not only due to the outstanding intrinsic properties of graphene such as high 
thermal conductivity and stiffness, the impermeability to gases and the extraordinary 
charge carriers mobility 38, but also its tunable physical and chemistry properties 39-45. 
The successful scientific stories of graphene have also stimulated investigations of the 
2D forms of heavier group-IV elements Si, Ge and Sn46, borophenes47, phosphorene48, 
hexagonal boron nitride (h-BN)49, transition metal dichalcogenides (TMDs)50and 
transition metals carbides (MXenes)51.  
Undoubtedly, the enormous amount of low dimensional materials and their 
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intriguing properties offer new application prospect in catalysis and molecular 
electronic devices. Computational studies can have profound implications for the 
discovery of novel catalyst with desired properties52 and the design of molecular 
electronic devices53. This thesis mainly focuses on mechanistic study of 
heterogeneous catalytic reactions, the design of new catalysts and also the discovery 
of new molecule electronic devices via quantum chemical calculations. The 
organization of this thesis is as follows: the background of quantum chemistry is 
briefly outlined in section 1.1, with emphasis laid on periodic density functional 
theory. Several commonly used computational programs are also introduced. The 
general aspects on computational study of heterogeneous catalysis are discussed in 
1.2, where CO oxidation catalysts and WO3/MoO3 based catalysts are emphasized. In 
section 1.3, molecule electronics associated with the recently proposed steady state 
density functional theory is briefly introduced. The first-principles design of two 
types of CO oxidation catalysts and investigation of CO oxidation reaction on a 
surface are presented in chapter 2. The formation mechanism of hydrogen tungsten 
bronze via hydrogen spillover and the hydrogenation of an unsaturated compound on 
hydrogen molybdenum bronze are discussed in chapter 3. Finally, design of a 
nickelocene-based molecule electronic device is presented in chapter 4.  
1.1 Outline of Quantum Chemistry 
Founded by Bohr, Schrodinger, Heisenberg and Dirac et al. in 1920s, quantum 
mechanics has become a highly mature subject and forms the cornerstone of quantum 
chemistry1,2. The solution of the electrons’ Schrodinger equation yields the electronic 
structure of a given system, which provides important insight into the properties of 
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the system. While the form of Schrodinger equation is straightforward, solution of it 
is nontrivial for many-electron systems. Approximate methods have been proposed to 
solve the Schrodinger equation for atoms, molecules and condensed matters54. Among 
them, the Born–Oppenheimer (B-O) approximation decouples the motions of 
electrons and nuclei. Since in most cases electron moves much faster than nucleus 
and responses instantaneously to the motion of nucleus, the Schrodinger equation of 
electrons is solved for a given set of stationary nuclei. With the B-O approximation, 
the potential energy surface (PES) is defined as the energy of a system with respect to 
the positions of nuclei. Besides, the nonrelativistic approximation of electrons and 
several other approximations are usually assumed. A calculation that does not depend 
on any external parameters except the atomic numbers of the constituent atoms is said 
to be from first-principles or ab initio. The term “first-principles” is preferred by the 
computational condensed matter community, while “ab initio” is more frequently 
used in molecular quantum chemical calculations. All the calculations are based on 
first-principles or ab initio electronic structure method throughout this thesis; 
semiempirical or molecular mechanics-based computational methods are not 
concerned here.  
Most of the real systems consist of more than one electron and the many-electron 
problem, however, is still too complicated to be analytically solved; reasonable 
approximations need to be made to the many-electron Schrodinger equation (atomic 
units are used for all the formalism). The Hartree approximation states that a 
n-electron wavefunction is the product of n one-electron wavefunctions, called 
Hartree product:  
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1 2 1 1 2 2( , ,..., ) ( ) ( )... ( )N N Nr r r r r r     .                            (1.1) 
Given the variational principle, the single-electron Hartree equation can be 
obtained(atomic units are used throughout unless stated elsewhere):  
2 1( ) | | ( ) ( )
2 | |ion j i i i ij i
V r r r
r r
            
                   (1.2), 
where 1| |
| |j ij i r r      is called Hartree potential (VH). 
In principle, the Hartree equation should be solved self-consistently. Starting 
from a set of trial ψ, the solution of the Hartree equation for each ψ given all other ψ 
yields a new set of orbitals. This iteration continues until the input and output ψ are 
the same up to a tolerance δ. However, the antisymmetric condition of fermion 
wavefunction is neglected. Improvement over the Hartree product was made by the 
Slater determinant, which naturally obeys the antisymmetric condition.  
1 1 1 2 1
2 1 2 2 2
1 2
1 2
( ) ( ) . . ( )
( ) ( ) . . ( )
. . . . .( , ,..., )
. . . . .













.                                              (1.3) 
By expressing the total energy with the Slater determinant (many-electron 
Hartree-Fock wavefunction) and a variational calculation, we can obtain the 
Hartree-Fock(HF) equation: 
2 1( ) ( ) ( ) | | ( ) ( )
2 | |
H
ion i i j i j i i
j i
V r V r r r r
r r
                  .    (1.4) 
Compared with the Hartree equation, the HF equation has an additional term, 
known as the exchange term, which tends to reduce the total energy. Despite that the 
exchange energy is incorporated explicitly in the HF method, the way that the 
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treatment of interactions between electrons in an average way neglects instantaneous 
electron-electron(e-e) interactions. Due to the e-e repulsion, one electron forms a so 
called Coulomb hole surrounding it that lowers the probability of finding another 
electron. The HF method which uses a single Slater determinant completely neglects 
the correlation energy. The motions of electrons are correlated with each other and 
this energy lowering than HF total energy is called correlation energy. The correlation 
energy is usually on the order of magnitude of chemical bond energy. Therefore 
higher level of sophistications inclusive of correlation energy are necessary to 
describe chemical reaction. Based on H-F method, the configuration interaction (CI) 
method, the Moller-Plesset(MP) perturbation method and the coupled-cluster(CC) 
method were developed, which incorporate correlation energy and are referred to as 
post H-F method. Both H-F and post H-F pertain to the wave function theory (WFT). 
Due to the groundbreaking work for the development of computational methods in 
quantum chemistry, John Pople was awarded the Nobel Prize in Chemistry in 1998.2 
Despite the solid theoretical background, the application of WFT in extended systems 
has been limited. The unfavorable scaling properties of computational cost with the 
system size for WFT-based methods limit their applications in large systems. Another 
main branch of quantum chemistry is density functional theory (DFT), which was 
proposed Hohenberg, Kohn and Sham et al.55,56. Although far from being a panacea 
for all chemical and physical problems, DFT has the best trade-off of accuracy and 
computational efficiency among all ab initio methods, and has seen remarkable 
success in many areas of science and engineering. As Walter Kohn put it in his Nobel 
lecture1, DFT “has been most useful for systems of very many electrons where wave 
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function methods encounter and are stopped by the exponential wall”. 
The modern formalism of the DFT was first proposed by Hohenberg and Kohn 
(H-K) in 196455. One year later, Kohn and Sham (K-S) introduced a scheme for 
approximate treatment of the interacting electron system within the H-K framework56. 
The H-K formalism is an exact theory for many-body nondegenerate ground 
electronic states and consists of two theorems55. The theorem I states that the external 
potentials (the potential of nuclei acting on electron) in the absence of an 
electromagnetic field are determined by the ground state electron density. It follows 
that the Hamiltonian and therefore the many-body wavefunctions for all states 
(ground and excited) are determined. Hence the ground state electron density 
determines practically all properties of the system. The theorem II states that a 
universal functional for the energy in terms of the electron density can be defined, 
valid for any external potential. For any external potential, the exact ground state 
energy of the system is the global minimum value of this functional, and the electron 
density that minimizes the functional is the exact ground state density. It follows from 
the theorem II that the functional alone is sufficient to determine the exact ground 
state energy and density. Later on, Levy and Lieb extended the nondegenerate ground 
state requirement in the original H-K theorem to non-degenerate ground states.  
Rigorous as it is, the H-K formalism neither provides the universal functional, 
nor suggests a general way to search the functional. The striking success of DFT is 
largely due to the K-S approach, which replaces the original many-body problem with 
an auxiliary independent-electron problem, with the intractable complexity of the e–e 
interactions in many-electron systems cast into the so-called exchange-correlation 
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potential. The K-S single electron total energy is expressed as:  
 
3( ) ( ) ( ) ( ) ( )KS s ext H xcE T dr V r r E E                             (1.5) 
where  





T                                             (1.6) 
is the kinetic energy of a non-interacting system with the same density of the real 
system, 
3 31 ( ) ( )( )
2 | |H
r rE dr dr
r r
   
                                       (1.7) 
is the Hartree energy describing the Coulomb interaction energy of the electron 
density interacting with itself, and Exc(ρ) is the correction to the energy of the 
fictitious system.  
Variational minimization of the K-S energy with respect to the density and using 
the orthonormalization constraints lead to the K-S equation.  




( )KS SKH V r   ,                                      (1.9) 
and 
( ) ( ) ( ) ( )KS ext H xcV r V r V r V r   .                               (1.10) 








r  .                                           (1.11) 
Although the present formalism is for spin non-polarized system, extension to 
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spin-polarized system can also be achieved. The K-S orbitals are single-electron 
wavefunctions for the fictitious independent-electron system, and therefore these 
orbitals have no physical significance other than obtaining the exact ground state 
density. Despite that, in practice, the K-S orbitals resemble those obtained from H-F 
method and can be used for qualitative discussions of molecular properties. The exact 
K-S exchange-correlation energy functional is also unknown, same with H-K 
universal functional. Various approximate functionals have been proposed, which 
made feasible the electronic structure calculation of real material for DFT.  
The exchange-correlation energy functional contains the kinetic correlation 
energy (the difference of real kinetic energy and the auxiliary noninteracting 
electrons), the exchange energy (arising from the antisymmetry requirement), the 
Coulombic correlation energy (related with e-e repulsions) and a self-interaction 
correction (SIC). The SIC is due to the smeared out part of an electron interacts with 
all smeared out electrons including the considered electron. Physically, an electron 
does not interact with itself. This error is made evident by the fact that the Hartree 
term of a single-electron system gives an inter-electronic repulsion. The simplest 
approximation for Exc is the local-density approximation (LDA), which is expressed 
as:.  
[ ( )] ( ) ( ( ))XC XCE r r r dr                                      (1.12) 
As mentioned by Kohn and Sham, solids can be considered as close to the limit 
of the homogeneous electron gas(HEG). The exchange contribution to ( )XC   is 
1
33 3( ) ( )
4X
     , which can be obtained analytically. The correlation contribution 
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needs to be calculated numerically. Seminal work was done by Ceperley and Alder57 
in 1980, who performed a set of quantum Monte-Carlo calculations for HEG with 
different densities. The correlation part of LDA is based on HEG results and the most 
popular ( )C   is due to the parameterization of Perdew and Zunger58. Seemingly 
the LDA functional use very crude approximation, it gives remarkably good results, 
especially in description the properties of solids. Improvement over local density 
approximation is made by generalized-gradient approximation (GGA), which 
accounts for the value of density, as well as the gradient of the density at each point. 
Among various forms of GGAs, the PW9159 and PBE60 functionals are the most 
commonly used ones, especially in calculations of extended systems. LDA and GGA 
are the two lowest rungs of the so-called Jacob’s ladder of functionals, proposed by 
Perdew. Better exchange-correlation functionals lie at high rungs of the Jacob’s ladder 
61. The meta-GGA lies at the third rung of the ladder, which takes into account the 
second derivative of the density. The hybrid-GGA (or hyper-GGA) adds another 
ingredient: the exact exchange energy, which is a nonlocal functional of the occupied 
K-S orbitals. A famous example of hybrid-GGA is B3LYP62, which is undoubtedly 
the most popular functional in molecular quantum chemistry. If the unoccupied K-S 
orbitals are furfure considered such as in hyper-GGA, it leads to the highest rung of 
the Jacob’s ladder. An example is the random phase approximation (RPA).  
Crystalline solids exhibit an extremely wide range of properties. The noticeable 
success of DFT in the early ages is largely due to its correct description of solid 
properties such as lattice parameters and band structures. The solution of a solid’s 
Schrodinger equation with the B-O approximation, in principle, can yield all 
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properties of a solid. However, explicit treatment of all atoms consisting ~1023 
primitive unit cells (PUCs) with DFT is a daunting task, nor is it necessary. Due to the 
periodic potential of an electron feels in a solid, its behavior follows certain rules, 
which can be employed to simplify the electronic structure calculations. The electron 
wavefunction of a periodic solid was proven to obey the Bloch’s theorem, which 
states that the eigenstates of the one-electron Hamiltonian for all R(direct lattice 
vector) in a Bravais lattice, can be chosen to have the form of a plane wave times a 
function with the periodicity of the Bravais lattice. Considering the periodic boundary 
(Born-von Karman) conditions, the inequivalent k values are restricted in a reciprocal 
space, known as the first Brillouin Zone(BZ). The values of k are equivalent if one 
adds to them any reciprocal lattice vector G. Therefore, we only need to solve the 
single-electron equations for values of k within the first BZ. For the same value of k 
there may be several solutions of the single-electron equation, corresponding to the 
allowed states for a PUC. Two indexes are therefore needed to fully identify the 
solutions to the single-electron equations, denoted as ( )kj r , with k representing 
different k-points in BZ and j representing different eigenstates for the same k; the 
corresponding eigenvalues are denoted as jk . Due to the amount of k-points in the 
first BZ equals the PUC in the solids, the plot of jk with respect to k forms almost 
continuous curves, known as energy bands.  
The Kohn-Sham orbitals or Hartree-Fock orbitals can be expanded as a linear 
combination of basis functions: 
1
( ) ( )
M
j jr c r 

   ,                                               (1.13) 
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where j labels the wave functions and α labels basis functions.  




j jH S c  

   ,                                     (1.14) 
Hαβ and Sαβ are Hamiltonian and overlap matrix elements respectively: 
^
| |H H      ,                                       (1.15) 
|S      ,                                          (1.16) 
For periodic systems, the Bloch’s theorem must be satisfied: 
( ) ( )k ik r kr e u r
   ,                                        (1.17) 
With the Fourier transform of the periodic part, the general expression for the 
wavefunction is: 
0









    ,                                      (1.18) 
where Ω is the volume of a PUC 
For different eigenstates j: 
0









    ,                                  (1.19) 
Defining the k-dependent plane wave(PW) basis function, 
( )1( )k i k G rG r e
    ,                                       (1.20) 
so that 
0
( ) ( ) ( )kj jk G
G
r C G r


   ,                                        (1.21) 
which assumes the form of  
Using the PW basis function,  
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, ,G G G GS    ,                                             (1.22) 
The Hamiltonian element is: 
 , , ,  
k k k
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1| | ( ) ( )k k k i G G rG G G GV V r e dr VV G G

 
         ,               (1.25) 
where V(G-G′) is the Fourier transform component of the potential. 
Within the framework of Kohn-Sham DFT, V is the Kohn-Sham potential VKS, 
expressed as: 
  KS ext H xcV V V V   ,                                            (1.26) 
with  
 ( ) Iext I I
I I I
ZV V r R
r R
                                        (1.27) 
where I denotes atomic species and Z denotes the nuclear charge. 









    ,                                       
(1.28) 
which can be calculated by solving the Poisson’s equation:  
2 ( ) 4 ( )HV r r   ,                                        (1.29) 
The electron density is calculated as: 
2
3






r r r r dk        .                      (1.30) 







  .                                           (1.31) 
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The Schrodinger equation for a periodic system becomes: 
2
,
1 | | ( ) ( ) ( )
2 G G KS jk jk jkG
k G V G G C G C G

          .             (1.32) 
Throughout the calculation, Fourier transforms can be performed with the fast 
Fourier transformation (FFT) method, which has the favorable scaling of 
O(NPWlogNPW), where NPW is the number of PWs.  
For a general function related with the property of a crystal, 
_
3 ( )(2 ) BZ
f f k dk   .                                       (1.33) 
Due to the symmetrical operations of a crystal,  
( ) ( )nf R k f k ,                                               (1.34) 




f should be obtained by integration in IBZ. However, a finite 






f w f k ,                                               (1.35) 
wk is the weight percentage depending on how many times the particular point is 
folded during symmetry operations. The most widely used k-points sampling method 
was proposed by Monkhorst and Pack63.  
An infinite number of PWs is a complete set for wavefunction expansion. 
However, in practical calculation, only a finite number of PWs can be used, which is 





  .                                           (1.36) 
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Using an energy cutoff implies the incompleteness of basis function. Despite that, 
a reasonably high cutoff can be used to ensure the convergence of total energy. 
For a many-electron atom, the behavior of core orbitals and valence orbitals are 
quite different: the core orbitals are tightly bound to the nucleus, while the valence 
orbitals are delocalized, contributing to the bonding in molecules and solids. Also the 
valence orbitals have complex nodal character in the region close to the nuclei. As 
mentioned, plane waves are a natural choice for expansion of wavefuntion in periodic 
system, however, they are inefficient for representing both the core orbitals and the 
nodal character of valance orbitals in the core region. That is, very high energy cutoff 
of plane waves (“hard” plane waves) is required to correctly describe those orbitals. 
Various approaches have been proposed to address this problem, the pseudopotential 
methods being the best trade-off of accuracy and computational efficiency. For a 
pseudopotential method, it replaces the strong nuclear potential and the core 
contribution to the Hartree and exchange-correlation potentials by an artificial 
effective potential, therefore the name pseudopotential. Only the valence electrons are 
treated explicitly. As such, the pseudized valence orbitals are much smoother in the 
core region and can be expanded with comparatively soft plane waves.  
For the solution of the K-S equation, the Hartree and exchange-correlation 
potential are determined by total electron density, which is in turn calculated with the 
wavefuntion. Therefore, the K-S equation must be solved iteratively until 
self-consistency is achieved. The input electron density can be the output density of 
the previous step. However, this almost inevitably lead to instabilities. To avoid them, 
one usually mixes the output density from previous iterations, Broyden64 and Pulay65 
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mixing schemes being representative ones. 
With the K-S equation being solved, one needs to calculate the total energy of the 
system. The general formula of the total energy is written as: 
2
 
3 3 31 1 ( ) ( )| | ( ) ( )
2 2 | |
occ
total j j ext xc
j
r rE dr V r r dr dr E
r r
                ,  (1.37) 
which can be simplified using the K-S equation, to obtain  
3
 
1[ ( ) ( )] ( )




E dr V r V r r E       .                    (1.38) 
For periodic system, k-points sampling should be performed to calculate the total 
energy. 
When performing geometry optimization, one needs to add ion-ion interactions 




I J I J
Z ZE
R R
  .                                        (1.39) 
The calculation of ion-ion interactions are straightforward for finite systems. But 
for periodic systems, as the interaction is long-ranged, the convergence of Eion-ion is 
very slow. A method due to Ewald allows us to circumvent this problem. Up to now, 
several approximations for solution of electrons’ Schrodinger equation with DFT 
have been introduced, i.e. the B-O approximation, the nonrelativistic approximation, 
the single-electron approximation, the mean-field approximation, the K-S functional 
approximation, the incompleteness of basis set and the finite number k-point 
sampling.  
While the electronic structure at a certain geometry can be optimized iteratively, 
structure relaxation can also be performed routinely with DFT. The system, be it a 
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molecule or a solid, will reach the minimum-energy configuration for which the 
forces at each atom are vanishingly small. The force acting on a nucleus is calculated 
according to the Hellmann–Feynman theorem, reads as: 
3 ( )( ) ext III
I I I
dV rdE dEF d r r
dr dR dR
      .                          
(1.40) 
Energy minimization can be achieved by varying the positions of all nuclei based 
on the total energy and the energy gradient. In other words, the process of geometry 
optimization is to find a local minimum point on PES. Usually the initial structure is 
assumed to be close to a minimum configuration. The expression “local minimum” is 
used here to differentiate it with global optimization which finds global energy 
minimum from arbitrary atomic coordinates and is still is a major challenge in 
physical sciences. Commonly used algorithms for local geometry optimization 
involves the quasi-Newton method and the conjugate gradient (CG) method.  
While the above-mentioned electronic structure and geometry optimization 
describe a system when it is “at rest”, molecular dynamics (MD) make it possible to 
investigate the statistical and dynamical properties of a system. The temperature 
effects, usually neglected in DFT based electronic structure calculations, can be 
accounted for in MD66. With the B-O approximation imposed, a MD simulation is 
simplified into reproducing the propagation of nuclei on their PES. MD can classified 
into classical MD or ab initio MD, depending on whether the interactions between 
atoms are treated with empirical parameters or ab initio calculations (e.g. DFT). In a 
standard treatment of nuclei propagation, the classical equation equations of motion 
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are solved numerically66. The numerical integrations for equations of motion can be 
done with an effective algorithm such as the Verlet Algorithm or the Velocity Verlet 
Algorithm67. A certain type of thermostat can be applied to control the distribution of 
nuclei velocities, which determine the temperature of the considered system.  
Several hundreds of quantum chemistry programs of different functionalities are 
available with the general purpose of performing electronic and structural 
minimizations as well as molecular dynamics simulations. The implementation of 
various levels of ab initio WFT or DFT methods is the most fundamental feature of a 
program. Atom-centered basis sets are usually used in molecular quantum chemistry 
codes while plane wave basis together with periodic boundary condition are used for 
calculation of solids. The core electrons can be described with a pseudopotential or 
full potential in different codes. Several programs used in this thesis are introduced 
here.  
Gaussian is one of the earliest quantum chemistry programs, originally 
developed by John Pople in 1970. Various versions of Gaussian are labeled by the 
release years. The latest version (Gaussian 09) 68 implements most of the common ab 
initio WFT methods and various DFT functionals, as well as semiempirical and 
molecular mechanics method. As the name suggests, earlier versions of Gaussian 
uses Gaussian type basis set, although other types of atom-centered basis set are now 
available. Designed mainly for molecular quantum chemistry, Gaussian performs 
very well for molecular systems and is particularly favored by the computational 
organic chemistry community. While calculations with PBC can also be implemented 
in Gaussian, its applications in periodic systems are much less common than that in 
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isolated molecules. The parallel efficiency of Gaussian is unsatisfactory, which 
impedes its applications in a broader context.  
The Vienna Ab-initio Simulation Package (VASP) 69,70 is a plane wave DFT code 
for electronic structure and ab initio MD calculations. Either the Vanderbilt untrasoft 
pseudopotentials71 or the projector augmented wave (PAW)72 method can be 
implemented in VASP. It allows use of a hierarchy of DFT methods corresponding to 
the five rungs of the Jacob’s ladder. Owing to the accuracy of PAW that is comparable 
to full potential method, the high parallel efficiency and the robustness of the program, 
VASP has emerged as one of the most popular tools for treating periodic solids and 
surfaces. Calculations of non-periodic molecules or atomic clusters are also feasible 
in VASP, in so far as a sufficiently large simulation box is used. Interfaced with a 
global minimization algorithm, VASP can also be employed to find the global 
minimum of given composition.  
The SIESTA package is designed for calculating large periodic systems using 
atom-centered basis set.73 Several popular DFT functionals are implemented. 
Linear-scaling algorithms can be applied to accelerate the calculations. Apart from the 
implementation of electronic structure and ab initio MD calculations for standard 
SIESTA, an extension of SIESTA was developed for DFT+NEGF 53 (non-equilibrium 
Green’s function) calculations, which is named as tranSIESTA74 and also distributed 
together with the standard version. The tranSIESTA code allows for calculations of 
transport properties for molecular junctions under a finite bias voltage.  
1.2 Computational Study of Heterogeneous Catalysis 
1.2.1 General aspects 
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Heterogeneous catalysis is essential for the majority of industrial chemical 
production and closely related with energy harvesting and conversion processes such 
as light-driven water splitting and the oxygen reduction reaction in fuel cells.75 
Traditionally, the study of heterogeneous catalysis is usually on a trial-and-error basis 
while mechanistic insight into the catalytic reaction is lacking. The development of 
surface science has far-reaching impact on heterogeneous catalysis.76 This is because 
heterogeneous catalysis often occurs at the interface between solid and gas or liquid, 
effective probe and characterization of surface chemical reactions are necessary to 
understand heterogeneous catalysis. Surface science experiments are able to identify 
the morphology of a heterogeneous catalyst, the surface structure and chemical 
composition, the surface electronic structure as well as those surface reaction 
intermediates, providing invaluable insights into a range of catalysis phenomena.76 
Due to the impressive development of electronic structure programs and the 
ever-increasing computational power over the past two decades, DFT have been 
widely applied in surface science and heterogeneous catalysis.77 As an example, the 
complex arrangement of Si(111) surface atoms was established as early as 1959 by 
electron diffraction experiments, but the details of surface reconstruction remained 
elusive for decades. It was not until 1992 that DFT calculations with a periodic slab 
model were performed to unveil the atomic structure of Si(111)-(7×7) surface 
reconstruction.78 Another example is about an experimental study which reveals that 
CeO2(111) supported Pt nanoparticles has high catalytic activity for the water-gas 
shift(WGS, CO+H2O → CO2+H2) reaction; DFT calculations suggest that the 
supported Pt is able to dissociate water efficiently, supporting the experimental 
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evidence.79 DFT calculations were also performed to design new catalyst, and the 
computationally designed catalysts are tested by catalysis experiments.80 The 
interplay of catalytic performance measurement, experimental surface 
characterization and DFT calculation has greatly enriched our knowledge in 
heterogeneous catalysis. 
The ultimate goal of catalysis research is to design catalyst with high activity, 
desired selectivity and low energy consumption; meanwhile the cost of catalyst and 
the environmental effects should be kept minimal. The kinetics of a catalytic reaction 
lies at the heart for a catalysis, which is influenced by elementary reaction steps-the 
processes of making and breaking of chemical bonds-as well as mass and heat 
transport.77 The sequential occurrence of elementary steps constitute the reaction 
mechanism. With reasonable simplifications, a nanosized catalyst can be described by 
a cluster model while a semi-infinite crystalline surface be described by a periodical 
slab model81. In the periodical slab model, the concerned surface with a specific 
Miller index is described by repeating unit; the direction normal to the surface has 
finite thickness, therefore the name slab, for which several bottom layers of atoms are 
fixed during optimization to represent bulk phase and the rest are optimized to 
represent surface relaxation; a vacuum space is inserted between two neighboring 
slabs to avoid the interaction of the top of one slab and the bottom of the next one; the 
periodic boundary condition is applied in all three dimensions; only Γ(the center of 
BZ) point is used for k-points sampling along the surface-normal direction. The 
reactants are treated as gas phase species adsorbed on a cluster (cluster model) or on a 
solid surface (periodical slab model). While solvation effects can be important in 
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determining the reaction kinetics, explicit incorporation of solvent on surface is not 
very common82 because the requirement of computational resources is more 
demanding than otherwise.  
Having established a reasonable atomistic model for the considered catalytic 
reaction, DFT calculations can be implemented in a computational code, yielding the 
adsorption (free) energies of reactants, intermediates and products on the catalyst 
together with the minimum energy profiles (MEPs) along the reaction paths81. A MEP 
is a curve on PES for which any point on the curve is at an energy minimum in all 
directions perpendicular to it. The highest energy point along the MEP is the 
transition state (TS), characterized by one imaginary vibrational frequency. 
Considering the Arrhenius equation, the kinetics of each elementary step is largely 
determined by respective activation energies, which are reflected on the calculated 
MEP. Among various algorithms for mapping out the MEP, the nudged elastic band 
(NEB)83,84 method is probably the most popular one, especially in modelling reactions 
on crystalline surfaces implemented in planewave DFT codes. The NEB method uses 
a string of images (geometric configurations of the system) to describe a MEP. These 
images are connected by a harmonic spring (the “elastic band”) to ensure equal 
spacing along the reaction path. In principle, the convergence of a NEB calculation 
leads to each images residing at the MEP. A NEB calculation starts from an initial and 
a final state and a string of images connecting the initial and final states, typically 
generated by linear interpolation of the initial and final states. The NEB forces on 
each image contains two independent components, one is due to the potential 
perpendicular to the band, and the other is the spring force parallel to the band. NEB 
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forces are then minimized with an optimization method until it drops below a 
specified criteria. A variant of NEB is called climbing-image NEB, which ensures 
that the highest energy image feels no spring forces and climbs to the saddle point 
(transition state). Apart from mapping out the MEP of a reaction, DFT calculation can 
naturally yield the electronic structure of a certain configuration, therefore the 
contribution of a given electronic state to the reactivity and the charge transfer during 
the reaction process are made evident. The information of electronic structure can 
help to better understand the calculated reaction mechanism and provide a guideline 
for improving the performance of the catalyst. Besides, the dynamic process of a 
catalytic reaction at a certain time interval can be examined using MD simulations, 
which also incorporate the temperature effects81. 
For a specific catalytic reaction (e.g. CO oxidation on Pt(111)), its reaction 
mechanism can be unraveled by DFT together with an efficient MEP searching 
algorithm or by MD simulations. To qualitatively describe the kinetics of a certain 
type catalytic reactions (e.g. CO oxidation on several close-packed metal surfaces) 
and to guide the discovery of novel catalyst, various descriptors have been proposed 
to correlate with the activation energy of the rate-determining step85. These 
descriptors are mainly classified as electronic structure-related parameters and 
adsorption energies of certain species. The famous d-band center is a noticeable 
example of the former.86 Effective descriptors allow for large-scale computational 
screening of catalysts, then the performance of catalyst can be accessed by MEP 
calculations and finally confirmed by experiments.80  
1.2.2 CO oxidation reaction, a prototypical heterogeneous catalytic reaction 
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The study of carbon monoxide (CO) adsorption and oxidation over various 
crystalline surfaces and catalysts has been a long-standing topic. The interest in 
fundamental research is due to the rich-chemistry of CO and the ubiquitous presence 
of it. Mechanistic studies on the adsorption and oxidation of CO shed light on a wide 
range of catalysis phenomena. The chemisorption of CO on transition-metal surfaces 
has been the subject of numerous experimental and theoretical theory87-89, aiming at 
understanding the nature of chemical bonding between adsorbent molecules and the 
metal substrate serving as semi-infinite electron source. The strong metal-support 
interactions(SMSI), originally proposed by Tauster90, manifests itself as the strongly 
suppressed or vanishingly small chemisorption of CO and H2 group VIII metals 
supported on TiO2 and activated in H2. As a model reaction, the CO oxidation reaction 
is usually used to demonstrate the identification of catalytic active sites91 and to probe 
various effects involved in catalysis. Gold is a well-known noble material in its bulk 
form92, while its nanoparticles, loaded on a metal oxide substrate, exhibit high 
catalytic activity, which can be probed by CO oxidation reaction activities. An 
experimental study by Goodman et al.93 shown that two atomic layers of gold 
supported on titania exhibit high catalytic for CO oxidation at room temperature. 
With a synergy of experiment and computation94, Landman et al. revealed the high 
catalytic activity of Au8 cluster deposited on MgO (001) surface, as exemplified by 
CO oxidation reaction. DFT calculations suggested that Au8 cluster is adsorbed on the 
oxygen-defect site, causing electron transfer from the MgO(001) surface to the Au8 
cluster. The negatively charged Au8 in turn donates electron to O2, activating O2 to a 
peroxo-like state which is responsible for facile CO oxidation. The promotional effect 
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of H2O for CO oxidation was then elucidated via first-principles calculations.95 
Another example highlighting the critical role of water for CO oxidation is about a 
recent combined experimental and computational study with an Au/TiO2 catalyst.96 
The non-scalable CO oxidation reactivity on MgO supported Aun(n≤20) of different 
sizes was also observed.97 Using infrared-kinetic measurements, Yates et al. identified 
the dual Ti-Au sites at the Au/TiO2 interface as the active sites for CO oxidation on an 
Au/TiO2 catalyst.98 Now the concept of gold catalysis99 has gone beyond CO 
oxidation and other applications such as hydrogenation of organic compounds were 
reported.100 Similar with the Au cluster cases, the size-dependent property of Pd 
clusters deposited on rutile TiO2(110) was probed by CO oxidation reactivity, which 
is correlated with shifts in the Pd 3d-electron binding energy. The concept of 
single-atom catalysis was originally exemplified with CO oxidation on Pt1/FeOx101, 
which has been extended in other catalytic processes such as the WGS reaction.102 
The discovery of graphene has prompted extensive studies on it, leading to many 
breakthroughs and numerous applications. There is also quest of using graphene for 
heterogeneous catalysis. The pristine graphene is well acknowledged to be catalytic 
inert. Via DFT simulation, it was shown that by applying mechanical strain44, creating 
a defect,103 doping carbon with a heteroatom or forming graphene oxide104, graphene 
exhibit high catalytic activities for CO oxidation.  
 On the other hand, in practical applications, there are also enormous attention to 
CO oxidation catalysts, which is mainly due to the need to remove CO in the 
atmosphere or automotive exhaust gas, to alleviate the CO poisoning effect in fuel 
cells and to preferentially oxide CO in the presence of hydrogen for H2 purification. 
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Conventional CO oxidation catalysts mainly involve metal oxide(e.g. hopcalite 
catalysts105, mixtures of manganese and copper oxides), noble metal106, metal oxides 
supported gold nanoparticles93 as well as inverse metal-supported oxide107. The 
hopcalite catalysts were developed in 1930s for eliminating the toxic CO in 
submarines, yet with mediocre performance. In 2009, Xie et al. reported the 
exceptional CO oxidation activity occurring at -77 oC catalyzed by Co3O4 nanorods 
which expose (110) surface.108 The high catalytic activity is attributed to the high 
concentration of Co3+ on Co3O4 (110) plane. CO oxidation on metal surfaces is more 
of a topic in fundamental research than in practical applications due to the notorious 
CO-poisoning effect.106 That is, the adsorption of CO impedes the O2 chemisorption, 
which renders the CO oxidation process difficult. In application, the metal oxides 
supported gold nanoparticles have superior low-temperature and stability under 
moisture93. However, gold must be in nanoparticulate form and the metal oxide 
support is indispensable. The inverse metal-supported oxide means that a metal oxide 
is supported on a metal substrate.107 For a CeOx/Cu(111) catalyst, it has high catalytic 
activity at relatively low temperatures (325-375K), which can outperform expensive 
noble metal surfaces such as Rh(111), Pd(110) or Pt(100).107  
In principle, there are three possible mechanisms that a catalytic CO oxidation 
reaction can take place.106 For the Langmuir-Hinshelwood (LH) mechanism, CO and 
O2 are co-adsorbed on a surface and O2 is activated to the extent that permits facile 
O-O dissociation; the O2 dissociation is concomitant with the approaching of the first 
CO in the reaction, usually being the rate-determining step; the CO2 desorption can 
readily occur and the reaction of the second CO and the adsorbed oxygen radical is 
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facile. The co-adsorption of CO and O2 implies that CO and O2 has comparable 
adsorption energies on a surface. Different with the LH mechanism, the Eley-Rideal 
(ER) mechanism corresponds to the reaction of the chemisorbed O2 (CO) with the 
physisorbed CO (O2). Usually, a physisorbed CO reacts with a chemisorbed O2 which 
is activated by the catalyst surface. Unusual ER mechanism was also reported, e.g. 
one physisorbed O2 can react with two chemisorbed CO in one-step.109 The Mars-van 
Krevelen(M-vK) mechanism110, for which the substrate oxygen participates in the CO 
oxidation process, usually occurs on metal oxide supported transition metal 
nanoparticles. Using MD simulation, it was demonstrated that the M-vK mechanism 
is more favorable than LH or ER for CO oxidation on a rutile TiO2 (110) supported 
Au16 cluster. The scenario of Au18 is quite different, with LH mechanism being 
favored.111 In another mechanistic study of CO oxidation ab initio MD simulations 
were performed, suggesting that CO oxidation on CeO2(111) supported nanoparticles 
follows the M-vK mechanism, provided the existence of low coordinate Au sites at 
the interface.112 
Despite extensive studies, it is still meaningful to discover novel CO oxidation 
catalysts and to investigate CO oxidation reaction on novel surfaces with intriguing 
properties. In this thesis, two types of CO oxidation catalysts were designed and CO 
oxidation reaction was examined on a semiconductor surface with unconventional 
morphology. Remarkably, the most favorable reaction pathways on the three 
substrates correspond to the three types of mechanisms, respectively. Graphene is first 
considered for the design of the catalyst. As mentioned, graphene-based 
heterogeneous catalysis represents a new direction in applications of graphene 
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44,103,104,113 and has attracted a lot of interests recently. However, the difficulty in fine 
control and large-scale production of previously proposed graphene catalysts greatly 
limits their industrial applications. Here a novel way to enhance the catalytic activity 
of graphene is presented, which is highly efficient yet easy to fabricate and control. 
By first-principles calculations, it will be shown that when the underlying metal 
substrate is doped with impurities, the catalytic activity of the supported graphene can 
be drastically enhanced. Graphene supported on a Fe/Ni(111) surface is chosen as a 
model catalyst, and the chemical reaction of CO oxidation was investigated. When 
the underlying Fe/Ni(111) substrate is impurity free, the graphene is catalytically 
inactive. When a Zn atom is doped into the substrate, the reaction barrier of the 
catalyzed CO oxidation is greatly reduced. Throughout the process, the ER 
mechanism is followed. Design of another CO oxidation catalyst is based on two 
dimensional (2D) MnO2, which can be prepared by delamination of layered 
manganese oxide114. Pristine MnO2 sheet does not exhibit high catalytic activity for 
CO oxidation and active sites were created by doping Mn with transition metal atoms. 
CO oxidation occurs readily via a M-vK mechanism on Ru doped MnO2 sheet as 
suggested by low activation energies, while the reaction is less likely to occur for 
other dopant including Rh, Pd, Pt, Au. The discrepancy of catalytic activity is 
rationalized by electronic structure calculations. CO oxidation reaction will also be 
tested with one dimensional (1D) metal-induced nanowires on a semiconductor 
surface, which have attracted enormous interest recently because of their unique 
electronic properties and great potential in device applications arising from the ideal 
1D nature of the systems.26,115-121 The catalytic properties of Pt-induced nanowires 
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(Pt-INWs) on a Ge(001) surface, which have been successfully fabricated in 
experiments, will be demonstrated. A new ground-state configuration of Pt-INWs on 
Ge (001) that is significantly more stable than previously reported ones is predicted. 
The 1D atomic wires were found to exhibit excellent catalytic activity for chemical 
reaction of CO oxidation, where the LH mechanism is followed.  
1.2.3 Hydrogen spillover on tungsten trioxide and hydrogenation of unsaturated 
compounds on hydrogen molybdenum bronze 
Not only catalytic applications of recently emerged low dimensional materials, 
but also conventional materials are investigated in this thesis. Recent studies on 
catalysis have seen increasing interest in transition metal(TM) oxides as a promising 
class of materials that can supplement and potentially replace other traditional TM 
based industrial catalysts.122-127 The electronic structures and physicochemical 
properties of various TM oxides as well as their corresponding metal bronze materials 
have been investigated by experimental and computational approaches. The 
understanding of existing catalytic reactions and the quest for new catalysts have 
been a topic of everlasting interest in chemistry. In this thesis, mechanistic studies on 
some WO3/MoO3-related catalytic processes will be presented. 
As a common TM oxide, tungsten trioxide (WO3) is an extensively studied 
electrochromic material,128,129 which exhibits a blue color upon electrochemical 
reduction. The electronic structure of WO3 was investigated in several recent studies. 
130,131 Tungsten bronzes are well-defined nonstoichiometric compounds with general 
formula MxWO3132, where M is usually an alkali metal or hydrogen. They were first 
obtained by passing dry hydrogen over heated acid sodium tungstate, forming golden 
31 
 
yellow crystals of metallic appearance and therefore the name bronzes. With the 
incorporation of hydrogen into WO3, blue color hydrogen tungsten bronzes HxWO3 (x 
in the range from 0.1 to 0.6) are formed.133-148 The formation process and 
crystallographic properties of HxWO3, along with the associated catalytic activity and 
other physicochemical properties, have drawn considerable attention, notably on 
experimental aspects.133,135,141 In general, hydrogen bronze complexes can be prepared 
via a hydrogen spillover process, which is defined as the transport of active species 
sorbed or formed on a surface onto another surface that does not sorb or form the 
active species under the same conditions.149,150 Hydrogen spillover process often 
occurs from metal particles such as Pt or Pd, on which hydrogen undergoes 
dissociative chemisorption, to substrates including metal oxides (WO3, MoO3, TiO2, 
etc.)135,151-153, nanostructured carbon materials (graphene, carbon nanotubes, etc.)154-156, 
and porous materials (zeolites, metal−organic frameworks, etc.).157,158 Hydrogen 
spillover phenomenon in WO3 and MoO3 was extensively studied since the 1970s.135 
Experimentally, the formation of HxMoO3 was investigated and compared with 
HxWO3, revealing that the rate of hydrogen spillover in MoO3 is much faster than in 
WO3.159 The spillover phenomena have also been computationally studied. Chen et al. 
showed that the formation of hydrogen molybdenum bronze is due to the fact that 
hydrogen is able to move nearly freely on the surface and diffuse into the bulk lattice 
and that hydrogen migration inside the bulk is also facile. 152-154 Migration of 
hydrogen from terminal oxygen on MoO3 surface to bulk was found to be the 
rate-limiting step with an activation barrier of ca. 0.6 eV. 
In principle, HxWO3 can be formed directly via spillover under 500 K.160 
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However, with addition of a small amount of precious metal catalysts such as 
platinum dispersed on WO3, the spillover can take place at room temperature. 
Furthermore, water was reported to mediate hydrogen migration on metal oxide 
surfaces by accepting a proton to form a hydronium ion species at the transition state 
as revealed by both scanning tunneling microscopy (STM) and density functional 
theory (DFT) calculations.161 For hydrogen spillover from platinum particles to WO3, 
Benson found that water is necessary to enable the reduction of WO3 by hydrogen at 
room temperature with a platinum catalyst.133 In the absence of water, this process 
only takes place around 100 °C at a much lower rate. Experimentally, Vondrak and 
Bludska estimated the apparent activation energy of the water-mediated hydrogen 
spillover process to be roughly 0.49 ± 0.12 eV.140 Nevertheless, to date, the 
mechanistic details of hydrogen spillover in WO3 to form bronze materials have not 
been fully understood. 148 In this thesis, density functional theory calculations were 
performed to address the mechanisms of hydrogen spillover from a platinum catalyst 
to a WO3 surface and further into the bulk. 
Catalytic hydrogenation of unsaturated compounds is of fundamental importance 
for a wide range of commodity chemicals, petrochemicals, and pharmaceuticals.162-167 
Design of efficient and selective hydrogenation catalysts using earth-abundant 
elements has been an active areas of research in chemistry for decades.168,169 
Extensive studies have been performed on hydrogenation of aromatic rings on many 
heterogeneous catalysts.170 With a nitrogen-containing five-membered aromatic ring, 
pyrrole has attracted considerable attention, partly due to its negative impact on fuel 
reforming as an environmental hazard.171 Another aspect showing the importance of 
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pyrrole hydrogenation is the usefulness of partially (pyridines) or fully H-saturated 
pyrroles (pyrrolidines) in pharmaceutical processes.172-174 Apart from these, 
hydrogenation of pyrrole can also be used as a probe for studying size and shape 
effects of metal catalysts.175,176 
Hydrogenation of pyrrole and its derivative was achieved over precious metals 
(Pt, Pd, Ru, Rh) or Raney nickel as early as the 1930s.177-185 Diastereoselection 
products of hydrogenation of pyrrole derivatives were also obtained by adding a 
chiral auxiliary to the heterogeneous catalyst.172 The poisoning effect of pyrrole in 
hydrogenation is attributed to the unshared pair of electrons on N,185 which is 
commonly eliminated using protic acids. The interactions between pyrrole and 
heterogeneous catalyst were extensively studied by experimental methods including 
near edge X-ray absorption fine structure (NEXAFS), angle-resolved UV 
photoelectron spectroscopy (ARUPS), sum-frequency generation (SFG), surface 
vibrational spectroscopy, and helium spin−echo (HeSE) methods over Pd(111), 
Pt(111), Rh(111), and Cu(111) crystalline surfaces.185-188 In contrast to the extensive 
experimental studies of pyrrole hydrogenation and adsorption, there is a relative 
paucity of computational investigations. Pyrrole adsorption modes on Mo(110) have 
been elaborated with DFT calculations.189 Mechanisms of pyrrole hydrogenation on 
NiMoS, a catalyst involved in a hydrotreating process whereby sulfur and nitrogen 
are removed from petroleum fractions, were explored computationally.190 
Unfortunately, a fundamental mechanistic understanding of the hydrogenation of 
pyrrole on surfaces of commonly used transition-metal catalysts is still lacking. 
Hydrogen bronzes have been perceived as promising hydrogenation 
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catalysts.127,191,192 Experimentally, it was demonstrated that ethylene191 and acrolein192 
can be hydrogenated by bronze materials with high efficiency. DFT calculations 
revealed that hydrogenation of ethylene over HxMoO3 occurs with a moderate 
activation energy ranging from 0.4 to 0.8 eV, depending on the hydrogen content of 
HxMoO3. The calculated thermodynamics was found to be consistent with the 
experimental observations.127 Therefore, it is reasonable to expect that hydrogen 
bronzes may display similar catalytic performance for hydrogenation of pyrrole. 
Despite that HxWO3 is the porotype of hydrogen bronzes, its H content at full 
hydrogen saturation is well below that of HxMoO3. Thus it is reasonable to choose 
HxMoO3 for investigations of its hydrogenation activity. First principles calculations 
were performed to calculate the mechanism of the hydrogenation of pyrrole on 
HxMoO3, which is compared to a conventional Ru catalyst.  
1.3 Computational Study of Molecular Electronics 
The key idea of molecular electronics is that single molecules can be employed 
as functional units of a circuit. Stimulated by the seminal theoretical concept of Arieh 
Aviram and Mark Ratner193, molecular electronic device has seen remarkable 
advances in fundamental research on both theoretical and experimental aspects. 
Along the direction of miniaturization of electronic devices, enormous attentions have 
been paid to molecular electronics. The diversity of molecules allows for tunable 
device functionalities, greatly enriching the perceptions of electron transport behavior. 
194-199 Molecules with sizes on the order of 1 nm can perform the task of current 
limiting, rectification and switching, serving as potential candidate for replacement of 
silicon-based devices which are on the order of 10 nm. 200 A synergy of experimental 
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and theoretical approaches have been used to characterize molecular electronics. The 
electrochemical break junction or the mechanical break junction are the main 
approaches for electron transport measurement. Theoretically, the non-equilibrium 
Green’s function (NEGF) combined with density functional theory (DFT) approach 
ignited extensive investigations, providing more details of electron transport 
regarding electric structures. The agreement between the calculation and experiment 
is now quite good. 
The calculation of electron transport for a molecular electronic device within the 
NEGF framework53,74,201 requires the system to be divided into a device region and 
electrode regions(only two-electrode device is considered here). The electrodes are 
defined as semi-infinite metallic leads and are assumed to exhibit the bulk properties 
from which they are created. The interactions of the two leads are also neglected, 
which is also a reasonable assumption.  
In the NEGF formalism, the Green's function (GF) of the system is used to 
compute the observables of the device region: 
1( ) [ ]G E ES H                                                (1.41) 
where S is the overlap matrix between orbitals, and H is the Hamiltonian matrix, 
both of which are calculated with conventional DFT approach.  












      
                                         (1.42) 
where HD is the Hamiltonian of the device region, H1 and H2 are the Hamiltonian 
of the two leads, V is the coupling between electrodes and device. 
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The retarded GF for the finite device section can be expressed as: 
1( ) [( ) ( )]r rD D DG E E i S H E
                                    (1.43) 
where r is the total self energy of the contacts: 
( ) [( ) ] ( )[( ) ]r rD D D DE E i S V g E E i S V                             (1.44) 
The retarded GF of the electrode is expressed as: 
1( ) [( ) ]r Dg E E i S H

                                          (1.45) 
The retarded GF of the electrode is often referred to as the surface GF. Properties 
such as transmission function and charge density can be expressed in terms of the 
electrode self energies and the retarded GF for the device. 
The total transmission function, Tμν(E), between electrodes μ and ν can be 
expressed as: 
a+( ) ( ) ( ) ( ) ( )rD v DT E Tr E G E E G E                                 (1.46) 
( ) ( ) ( )r rE i E E                                              (1.47) 
where Γα is the anti-Hermitian part of Σα. 
The current between electrodes for the system can be computed using 
2 ( ) ( ) ( )eI T E f E E f E E dE
h   
                             (1.48) 
Despite that DFT+NEGF approach53 has been successful in description of 
electron transport in molecular electronics, the discrepancy that DFT+NEGF is based 
on ground state DFT(GS-DFT) while a molecular junction under finite bias is at 
steady state should not be neglected. To address this problem, steady state DFT under 
finite bias was proposed.22,202 Based on Hershfield’s nonequilibrium quantum 
statistics203, it was shown that the Hamiltonian of steady state nonequilibrum junction 
can be mapped to an effective equilibrium system while the Hamiltonian of the 
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effective system is uniquely determined by the total electron density and the 
current-carrying electron density. By minimizing the energy of the effective 
equilibrium system, a self-consistent dual mean-field (DMF) approach based on the 
two densities can be derived. Combined with NEGF, the transmissions for 
steady-state DFT (SS-DFT) can be calculated, in the same vein with the conventional 
DFT+NEGF approach. In real calculations, SS-DFT+NEGF invariantly yields lower 
energy than DFT+NEGF for the same system; and also the local equilibrium 
properties of a limiting case with isolated center molecule is correctly described while 
DFT+NEGF fails. In this thesis, a spin-filtering junction was proposed via SS-DFT 






Chapter 2  
Discovery of novel CO catalytic 
oxidation reactions on low 




This section presents first-principles design of two types of CO oxidation 
catalysts based on two dimensional materials and investigation of CO oxidation 
reaction on a one-dimensional Pt-Induced atomic nanowires on Ge(001) surface. The 
general computational methodology is presented in Section 2.1. The discovery of a 
novel graphene-based CO oxidation catalyst is presented in Section 2.2, followed by 
monolayer MnO2-based catalyst in Section 2.3. Then the catalytic activity of a 
one-dimensional Pt-Induced atomic nanowires on Ge(001) surface is probed with CO 
oxidation reaction, as elaborated in Section 2.4. 
2.1 Computational Methodology 
The first-principles calculations were performed using the spin-polarized density 
functional theory as implemented in VASP.69,70 Reaction barriers of catalyzed CO 
oxidations are determined by the Climbing Image Nudged Elastic Band (c-NEB) 
method.83 The generalized gradient approximation (GGA) in the 
Perdew-Burke-Ernzerhof (PBE)60 format for exchange-correlation functional and the 
projector-augmented wave (PAW)72,204 method of describing electron-ion interactions 
are employed in all calculations. To describe the strongly-correlated d-electrons of 
Mn, the Dudarev’s DFT+U scheme with U= 3.9 eV was adopted, following the 
reported value.205 A plane wave basis with cut-off energy of 400 eV were used. The 
convergence criteria for energy and structure optimizations are set to 1×10-5 eV and 
0.03 eV/Å, respectively. The adsorption energy of molecules on surface is calculated 
by the difference between the energy of the combined system and the total energy of 
separated ones as follows, Eads= Esurface+adsorbate - (Esurface + Eadsorbate). 
2.2 Enhancing the Catalytic Activity of Graphene by Doping the 
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Underlying Metal Substrate 
2.2.1 Background 
Great research efforts have been made in the last decade to potential applications 
of graphene as an electronic material. Very recently, a new direction in applications of 
graphene, graphene-based solid-state catalysis, started to attract attention. 
38,41,43,44,103,104,113,206-211 Due to its chemical inertness, pristine graphene is not a good 
candidate for catalysts. Several ways have been proposed in literatures to modify and 
activate graphene such as applying a moderate mechanical strain44, introducing 
carbon-vacancy defects103, and doping impurity elements into graphene.113 Some 
groups have demonstrated that inert graphene can be used as a cover to promote and 
‘protect’ catalyzed chemical reactions.43,208,211 Unusual effects of graphene on 
catalyzed chemical reactions have been reported in these studies. However, the 
difficulty in fine control and large-scale production of previously proposed 
graphene-supported or covered catalysts limits their industrial applications. To find a 
way that is efficient yet easy to fabricate and control to activate graphene is therefore 
essential for the future development of graphene-based heterogeneous catalysts. 
Here through first-principles calculations, a novel way of activating graphene for 
catalyzed CO oxidation is proposed. It is demonstrated that when supported on a 
metal substrate that is doped with an impurity metal atom, graphene can be activated 
to be an excellent catalyst for the chemical reaction of CO oxidation. The observed 
high catalytic activity of graphene originates from the significant changes of local 
chemical properties of graphene right on top of the impurity due to charge transfer. 
Unlike previously suggested catalysts where graphene serves as a substrate or a 
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‘cover’ for metal catalysts41,44,103,113,206, in the present case, graphene itself is the 
catalytic center. Intriguing reaction mechanism of the catalyzed CO oxidation that is 
different from previously reported ones is revealed and discussed. 
2.2.2 Results and Discussion  
Ni (111) is regarded as an excellent metal substrate for graphene due to the very 
small lattice mismatch between them. Graphene supported on Ni (111) has been 
extensively studied both experimentally and theoretically.212-215 It has been pointed 
out that the van der Waals (vdW) interactions play an essential role in theoretically 
reproducing the experimentally observed stable adsorption configuration of graphene 
on Ni (111). 213,215 A very recent experiment demonstrated that one or two monolayers 
of Fe can be ‘inserted’ between graphene and Ni (111).216 The Fe layers were shown 
to adopt the same lattice structure of Ni(111) surface and the supported graphene 
remains flat (without the Moiré pattern) after the Fe insertion. Unlike the case of 
graphene on Ni, previous DFT calculations without vdW interactions yielded 
adsorption energies and configurations of graphene on Fe/Ni (111) that agree well 
with experiments. Since the vdW type of adsorption is undesired for graphene 
catalysis, in current study, two monolayers of Fe on Ni (111) was chosen as the 
underlying substrate, and then study the catalytic activity of the supported graphene. 
The atomic model of graphene on Fe/Ni (111) is shown in Figure 2-2-1a where 
five layers of Ni are included in the supercell to make sure that the correct surface 
properties of Ni (111) can be obtained. In structure optimizations, three bottom layers 
of Ni are fixed to bulk structures. DFT calculations show that the Ni-Fe and 
graphene-Fe bond lengths are around 2.48 Å and 2.15 Å, respectively. The adsorption 
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energy of graphene is estimated to be 0.42 eV per carbon pair. All of these results 
agree very well with previous studies. The isosurface of charge redistribution caused 
by the graphene adsorption is plotted in Figure 2-2-1b,c. The formation of chemical 
bonding between graphene and the top Fe layer can be clearly seen from the figures. 
Note that the effects of vdW interactions were also tested by the so-called DFT+D217 
calculations. The DFT+D method gives unreasonably high adsorption energy of 
graphene (more than 1.27 eV per carbon pair). Therefore, vdW correction is not 
considered throughout the calculations. 
 
Figure 2-2-1. (a) Atomic model of graphene supported on Fe/Ni (111) (Ni in dark red, Fe in grey, C in 
black). Five layers of Ni are included in the model. The supercell includes 4 × 4 of pristine unit cell of 
graphene and 15 Å of vacuum in the direction perpendicular to the graphene surface; (b,c) are the top 
and side views of the isosurface of charge redistribution caused by the adsorption of graphene. The 
isosurface value of 0.008 e/Å3. The accumulation (depletion) of electrons is denoted by yellow (green).  
The chemical reactivity of the supported graphene is tested by the adsorption of 
O2 and CO molecules. According to the present calculations, both O2 and CO do not 
bind to graphene on impurity-free Fe/Ni (111), which is expected because of the 
chemical inertness of graphene. The effects of substrate doping on properties of 
supported graphene was then investigated. Compared with doping in graphene, the 
substrate doping considered here has an obvious advantage that it does not ‘damage’ 
graphene and therefore is easier to control. Zn is chosen as a dopant in current study 
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because Zn is cost effective and has been widely used as dopant in various kinds of 
applications. One Zn atom is doped in the top Fe layer as shown in Figure 2-2-2. 
After the Zn-doping, graphene remains essentially flat, while the local electronic 
properties of graphene is significantly changed. To demonstrate this, the 
impurity-induced charge redistribution, which is defined as the difference between 
electron densities with and without the impurity, is displayed Figure 2-2-2. The figure 
suggests that the Zn-C bond loses electrons compared with Fe-C bonds, and there are 
electrons accumulated on the impurity atom and the graphene surface right on top of 
the impurity, which weaken the bonding between the C atom on top of the impurity 
and the metal surface and in turn change the local chemical reactivity. As a result, 
after the Zn doping, O2 does bind to graphene at places around the C atom that forms 
chemical bond with the impurity Zn atom. 
 
Figure 2-2-2. Graphene supported on Zn doped Fe/Ni (111). The Zn atom (in blue) is doped in the top 
Fe layer below the graphene. The charge difference between electron densities with and without Zn 
doping were also shown. The color scheme is the same as Figure 2-2-1. Inset: the side view of the charge 
difference.  
It is displayed in Figure 2-2-3a that the most stable adsorption configuration of 
O2 on graphene that is supported on Zn doped Fe/Ni (111). The adsorption energy of 
O2 in this case is calculated to be around 0.42 eV. The O-O bond of the O2 molecule is 
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significantly elongated to 1.48 Å (compared with 1.24 Å in gas phase). Other 
inequivalent adsorption sites near the Zn impurity were also tested and the site shown 
in Figure 2-2-3a is the only one that exhibits chemisorption of O2. When far away 
from the impurity atom, there is no binding of O2. Note that CO still does not bind to 
graphene after doping. Cases of doping multiple Zn atoms in the supercell were also 
considered. It was found that when two Zn impurities are close to each other, only 
one O2 is adsorbed on graphene.  
 
Figure 2-2-3. (a) O2 (O in red) adsorbed on graphene supported on Zn doped Fe/Ni (111). The 
adsorption energy of O2 is around 0.42 eV. The isosurface of charge redistribution caused by O2 
adsorption is superimposed. (b,c) are side views of charge redistribution. (d) projected density of states 
(PDOS) of O2 molecule before (upper) and after (lower) adsorption. The PDOS of O2 before adsorption 
is calculated by putting the molecule 5 Å away from the graphene in the same supercell. 
To confirm the stability of the O2 adsorption, ab initio molecular dynamics 
(AIMD) simulation of the system with adsorbed O2 (Figure 2-2-3a) was performed at 
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300 K. The variations of bond lengths (the difference between the bond length of the 
present step and its equilibrium value) of O-O(O2) and two C-O bonds (between 
graphene of O2) as functions of MD steps are shown in Figure 2-2-4. The variation of 
O-O bond length at room temperature is always less than 0.1 Å, and the bond lengths 
of two C-O bonds oscillate between ±0.1 Å after 2000 MD steps, indicating that the 
adsorption of O2 on graphene after the impurity doping is stable at room temperature. 
To understand the interaction between the supported graphene and the O2 molecule, 
the isosurface of charge redistribution caused by O2 adsorption is plotted in Figure 
2-2-3a. The side views of the charge redistribution are shown in Figure 2-2-3b,c. It 
can be seen that electrons transferred to 2π* orbital of O2, causing the O-O bond 
elongated. The adsorption induced change of O2 electronic structures is further 
illustrated in Figure 2-2-3d where the projected density of states (PDOS) of O2 before 
and after adsorption is plotted. Before adsorption, the O2 molecule is magnetic and 
the 2π* orbital of spin-down channel is unoccupied. After adsorption on graphene, 
there are electrons transferred to the originally empty 2π*, pulling the orbital below 
the Fermi energy and eliminating the magnetic moment of the molecule. This picture 
is consistent with the Bader charge analysis that nearly one electron is transferred to 




Figure 2-2-4. Variations of bond lengths (in Å) as functions of MD steps. The MD simulations were 
done for O2 adsorbed on graphene-Zn@Fe/Ni (111). O1, O2, C1, C2 are atoms as shown in Figure 
2-2-3b. The temperature is set to 300 K. NVT ensemble is used in simulations. The MD step is set to 1 
fs. 
The significantly elongated O-O bond of the adsorbed O2 implies that the 
molecule is activated for CO oxidation. Since CO does not bind to graphene, there are 
no CO poisoning problems and only need to consider the Eley-Rideal (ER) 
mechanism of the reaction is considered, for which the CO molecule approaches the 
O2 from vacuum. As aforementioned, the reaction barrier is determined by c-NEB 
method. The energy profile along the reaction paths for two steps of the CO oxidation 
(the first step: CO+O2→CO2+O and the second step: CO+O→CO2) is shown in 
Figure 2-2-5. Reaction barriers of both steps are low (<0.5 eV), indicating high 
catalytic activity of the supported graphene. In the first step of the reaction, the 
barrier of 0.47 eV originates from the breaking of the O-O bond and also one C-O 
bond between the O2 and graphene. To get some rough ideas on the extent to which 
these two bond breaking processes contribute to the barrier, the O-O bond breaking 
process was examined(without the presence of the CO molecule). As indicated in 
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Figure 2-2-6, a 0.31 eV barrier is required for O-O bond breaking on graphene 
surface. After one O atom of O2 is taken away in the first step of reaction, the binding 
between the left-over O atom and the graphene becomes stronger, which can be seen 
from the fact that the C-O bond is shorten from 1.50 Å to 1.35 Å. The shorter C-O 
bond length means more energy is needed to break the bond. The reaction barrier of 
the second step of the reaction is estimated to be 0.40 eV (Figure 2-2-5b). The barrier 
is attributed to the breaking of the left-over C-O bond. The barriers of two steps are 
similar, suggesting that two steps are of comparable importance and the reaction rate 
of the catalyzed CO oxidation is determined by both steps. 
 
Figure 2-2-5. The energy profile of two-step CO oxidation catalyzed by graphene supported on 
Zn@Fe/Ni(111). The calculations are done by the c-NEB method. (a) the first step of the reaction: CO+ 
O2→ CO2+ O. The initial state (IS): d(O-O) = 1.48 Å, d(C-O) = 1.14 Å, and d(CO-O2) = 3.10 Å; The 
transition state (TS): d(O-O) = 2.12 Å, d(C-O) = 1.16 Å, and d(CO-O2)= 1.85 Å, in the final state (FS), 
CO2 forms. (b) the second step of the reaction: CO+ O→ CO2. The initial state (IS): d(C-O)= 1.14 Å, 
and d(CO-O2) = 3.30 Å; The transition state (TS): d(C-O) = 1.17 Å, and d(CO-O) = 1.76 Å. CO2 does 
not bind to the graphene surface in both cases. Note that d(O-O) denotes the O-O bond length of O2, 
d(C-O) the C-O bond length of CO, and d(CO-O2) the distance between the C atom in CO and the 




Figure 2-2-6. Energy profile of O2 dissociation on graphene-Zn@Fe/Ni (111). Simulations were done 
using c-NEB method. It was found that about 0.31 eV is needed to break the O-O bond of O2 adsorbed 
on graphene surface. IS: O2 adsorbed on graphene with a bond length of 1.50 Å. Transition State (TS): 
the O-O bond length is 1.80 Å. FS: O2 dissociated on graphene. 
2.2.3 Conclusion  
Based on first-principles calculations, a novel method of activating graphene for 
catalyzing chemical reaction of CO oxidation is proposed. When supported on 
impurity free Fe/Ni (111) surface, graphene is chemically inert. After doping an 
impurity Zn atom in the underlying Fe layer, graphene is activated and become an 
excellent catalyst for CO oxidation. The reaction barriers of the two-step chemical 
reaction of CO oxidation catalyzed by graphene supported on Zn doped Fe/Ni (111) 
are estimated to be low (<0.5 eV). Unlike the previously proposed 
graphene-supported or covered catalysts, the catalysis center here is the graphene 
itself. Since CO does not bind to graphene, the CO poisoning is not an issue for the 
proposed catalyst here. Also, considering the cost-effective materials (Ni, Fe, Zn, C) 
used here, the proposed method of activating graphene may have important 
applications in the future design of graphene-based catalysis. The observed 
substrate-impurity induced high catalytic activity of graphene is not limited to the 




2.3 Predicted High CO Oxidation Activity of Metal-Doped Two 
Dimensional MnO2 
2.3.1 Background 
The intriguing properties of 2D materials218 prompt extensive studies of their 
catalytic applications, graphene-based catalysts for CO oxidation and 2D transition 
metal dichalcogenide for hydrogen evolution reaction219 being noticeable 
examples.44,220 Even earlier than the successful exfoliation of graphene29, MnO2 
monolayer was prepared by delamination of a layered protonic manganese oxide 
(H0.13MnO2·0.7H2O) in 2003.114 New methods were then proposed to prepare MnO2 
monolayer221,222, which has seen its application in supercapacitors223,224 and 
biosensing.225 Despite the extensive studies of 2D MnO2, its catalytic properties, in 
particular for CO oxidation reaction remains unexplored, in contrast with the 
conventional MnO2-containing hopcalite catalytic or other nanostructured MnOx 
catalysts.226,227 While the pristine MnO2 monolayer does not exhibit high catalytic 
activity for CO oxidation (vide infra), the presence of Mn vacancies, which can be 
easily tuned by controlling the temperature at which the manganese oxide precursor is 
prepared,228 suggests a way to modify the chemical prosperities of MnO2 monolayer 
by filling the vacancies with other transition metal(TM) elements. In this thesis, via 
first-principles calculations, several TM elements including Ru, Rh, Pd, Pt and Au 
were used as dopants for replacement of Mn atom on the MnO2 monolayer. The 
minimum energy pathways of CO oxidation on TMs doped MnO2 were mapped out 




2.3.2 Computational models 
An MnO2 monolayer is composed of edge-shared MnO6 octahedral(Figure 
2-3-1), for which the lactic parameter was calculated to be 2.896 Å and is in good 
agreement with the reported value of 2.925 Å.205 The concentration of Mn vacancy 
was reported to be ca. 3%.229 To model the TM doped MnO2 monolayer, a 6×6 
supercell with one Mn atom being replaced by a heteroatom were use, corresponding 
to the vacancy concentration of 2.8%. 
 
Figure 2-3-1. Top and side view of the 6×6 MnO2 monolayer 
2.3.3 Results and Discussion 
To describe the reaction of CO and O2 on pristine MnO2 and TM doped MnO2 
monolayer, the adsorption of CO and O2 on MnO2 need to be identified first. It was 
found that CO is adsorbed only on Ru doped MnO2 with the adsorption energy of 
-0.35 eV and CO resides on top of Ru (Figure 2-3-2a). The CO bond is slightly 
elongated from 1.143 Å in the gas phase to 1.147 Å on Ru/MnO2. As evident from 
isosurfaces of charge difference in Figure 2-3-2a, charge accumulation occurs 
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between C and Ru, indicative of the formation C-Ru bond. In contrast, pristine MnO2 
as well as Rh, Pd, Pt and Au doped MnO2 monolayer exhibit vanishingly small CO 
adsorption energies, with the distance between the C and the underlying metal atom 
larger than 3 Å (Figure 2-3-2b). The adsorption energies of O2 on either of the 
surfaces are negligible, which are expected due to its repulsion with the oxygen rich 
plane. Therefore the oxidation of CO is only possible by depleting the lattice oxygen 
of MnO2.  
 
 
Figure 2-3-2. (a) Energetic profile of the first step CO oxidation(CO*+MnO2→CO2+MnO2-x) on 
Ru/MnO2 monolayer; IS=initial state, TS= transition state, FS= final state; isosurface of charge density 
difference upon CO adsorption for initial state is also displayed (yellow, charge accumulation; light blue, 
charge depletion); selected bond lengths are labelled. (b) Activation energies of the first-step CO 
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oxidation (CO+MnO2→CO2+MnO2-x) on pristine MnO2 monolayer as well as Pt, Rh, Pd and Au doped 
MnO2 against the exothermicity of the respective reactions. The configurations of IS, TS and FS are also 
presented.  
The reactivity of CO was then investigated. The energetic profile of the first step 
CO oxidation on Ru/MnO2 is displayed on Figure 2-3-2a, for which the carbon atom 
of CO approaches the neighboring lattice oxygen in the transition state and the 
activation energy(Ea) was found to be 0.16 eV. The formation of CO2 creates an 
oxygen vacancy on MnO2 and the desorption energy of CO2 is calculated to be 0.29 
eV. This process follows the M-vK mechanism,110 which is well-documented in other 
CO oxidation catalysts such as titania111 or ceria112 supported Au clusters. The low Ea 
can be ascribed to strong electrostatic interaction between the positively-charged C 
carbon (1.61|e|) and the negatively-charged lattice O(0.93|e|) due to the close 
proximity of the two atoms (2.318 Å). The exothermicities and activation energies, 
together with the configurations of respective transition states and final states for 
pristine MnO2 as well as Rh, Pd, Pt and Au doped MnO2 are presented in Figure 
2-3-2b. In each process, the lattice oxygen is depleted and the M-vK mechanism is 
also followed. The trend of activation energies with respect to reaction 
exothermicities are in fair agreement with the Brønsted−Evans−Polyani (BEP)85 
relationship, i.e. increased exothermicity tends to lower reaction barriers. The low 
activation energy of CO oxidation for Au-doping is concomitant with its highest 
exothermicity. Despite that, since the electrostatic attraction is lacking for Au/MnO2 
upon CO physisorption, its Ea of CO oxidation is still well above the Ru/MnO2 
counterpart. To gain insight into the distinctive adsorption behavior of CO on various 
substrates, the density of states (DOS) for each substrate and the local DOS(LDOS) 
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on each dopant(Ru, Pt, Rh, Pd and Au) or Mn (pristine MnO2) were plot in Figure 
2-3-3a. As expected, the spin-up and the spin-down electrons are not fully paired 
since MnO2 monolayer has intrinsic ferromagnetism.205 The total DOS and LDOS of 
dopants for Ru/MnO2 and Rh/MnO2 have non-vanishing population of states in the 
Fermi level, in contrast with that of Pt/MnO2, Pd/MnO2, Au/MnO2 and MnO2. In the 
latter case, the devoid of electron occupation in Fermi level for Pt, Pd, Au and Mn 
renders the hybridization of C orbital and the underlying metal relatively difficult, 
leading to the weak physisorption. The adsorption of CO on metal surface can be 
rationalized by the classic Blyholder model.230 To further differentiate CO adsorption 
on Ru/MnO2 and Rh/MnO2, the projected density of states (PDOS) of their 
4d-orbitals and the respective dxz, dyz and dz2 components were plot in Figure 2-3-3b, 
which would contribute to the adsorption of CO. The 3σ orbital of CO can donate 
electron to the unoccupied dz2 orbital of metal elements while electrons in dxz or dyz 
orbitals can be retro-donated to 2π orbitals of CO. Matching of the donor and 
acceptor energy levels leads to efficient orbital overlap. The dxz and dyz features of Rh 
4d-oribtal in Fermi-level (-5.4 eV) are less prominent than that of Ru(-4.9 eV) and 
more distant from the 2π orbitals of CO (-2.4 eV) than Ru. Also the dz2 PDOS of Ru 
has a noticeable peak near -4.6 eV, while Rh only has a small peak around -3.7 eV. 
These two factors contribute to the different adsorption behavior of CO on Ru/MnO2 
and Rh/MnO2. The unveiled fundamentally different electronic structures of various 






Figure 2-3-3. (a) Total density of states for Ru, Pt, Rh, Pd, Au doped MnO2 and also LDOS on each 
dopant; for pristine MnO2, the total DOS and the LDOS on Mn are displayed; the energy of Fermi level 
is set to 0. (b) PDOS for 4d orbitals of Ru and Rh together with the total DOS of CO(the PDOS for dxz 
and dyz of Rh are degenerate); the shape of 3σ and 2π orbitals of CO are displayed.  
Owing to the fact that Pt, Rh, Pd and Au doping do not exhibit a significant 
improved CO oxidation reactivity as compared with pristine MnO2, the respective full 
catalytic cycles were not investigated while Ru/MnO2 is subjected to further 
examination. O2 is preferably adsorbed on the oxygen vacancy with a moderate 
adsorption energy of -0.72 eV and the O-O bond is activated to 1.323 Å. Next, the 
adsorption of CO on Ru was examined. The geometry optimization starts from a 
putative coadsorption configuration of CO and O2 with CO placed on top of Ru. 
However, CO reacts with its adjacent oxygen automatically after optimization and it 
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is actually not possible to obtain a stable CO adsorption configuration as in the case 
of the first step oxidation process. To confirm the reactivity of CO and the adsorbed 
O2, CO is treated as physisorbed on Ru/MnO2 near the protruding O(Figure 2-3-4), 
analogues to the case of the first step reaction for other dopants. By surmounting only 
a 0.38 eV barrier CO reacts with the protruding O, which permits high catalytic 
activity at low temperature. The calculated low barrier is reasonable considering that 
the exothermicity of this reaction (-4.92 eV) is much larger than that of the first step 
oxidation for Au/MnO2. It is worthy to note that the calculated barrier only represents 
an upper bound of the real case. The formed CO2 can desorb on the Ru/MnO2 
monolayer readily, completing the catalytic cycle. To this end, it has been established 
that substitutional doping of MnO2 monolayer with Ru can dramatically enhance its 
catalytic activity for CO oxidation. MnO2 have been reported to enhance the catalytic 
activity of methanol oxidation in direct methanol fuel cells(DMFCs).231 From the 
present computational results, it can be envisaged that by using Ru/MnO2 monolayer 
in DMFCs, the notorious CO-poisoning effect can be greatly alleviated. MnO2 
monolayer also becomes metallic after Ru doping as evidenced by the presence of 
non-vanishing states in the Fermi level (Figure 2-3-3a). This is favorable in practical 
operation since the conductivity of pristine MnO2 is low, which was avoided 
previously by forming Pt-MnO2-graphene ternary composites.231 In general, materials 
with reduced dimensionality are more likely to exhibit high catalytic performance due 
to their intrinsic high surface areas. The favorable CO oxidation energy profiles, the 
high surface area and the low-cost of MnO2, make 2D Ru/MnO2 to be a promising 




Figure 2-3-4. Energetic profile of the second step CO oxidation on Ru/MnO2 
monolayer(CO+O2*+MnO2-x→CO2+MnO2). 
2.3.4 Summary 
A novel catalyst for low-temperature CO oxidation were designed. Via 
first-principles calculations, the catalytic activities of CO oxidation over Ru, Rh, Pd, 
Pt and Au doped 2D MnO2 were investigated, which are compared with that of 
pristine MnO2. Ru/MnO2 stands out as a promising CO oxidation catalyst due to its 
unique electronic structure. The CO oxidation predominantly proceeds through the 
M-vK mechanism, for which the upper bound of activation energy on Ru/MnO2 was 
calculated to be 0.38 eV. This study has important implications for future 
development of low-temperature CO oxidation catalysts. 
2.4 Catalytic Oxidation of CO on One-Dimensional Pt-Induced Atomic 
Nanowires on Ge(001) Surface 
2.4.1 Background 
Recently, one-dimensional (1D) metal-induced nanowires (M-INWs) on a 
semiconductor (Si or Ge) surface have attracted great extensive 
attentions.26,115,116,120,121,232-234 These self-assembled atomic nanowires can be readily 
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fabricated in experiments by depositing metal atoms (Au, Bi, Co, In, Ir, Pt, etc.) on 
Ge or Si surface followed by a nicely controlled annealing process.26,115-121 Due to the 
ideal 1D nature of these M-INWs, fascinating electronic phenomena such as 
charge-density waves, spin charge separation, and Luttinger-liquid behaviors of 
electrons have been observed. 120,232 Current research effort has been mainly focused 
on improving fundamental understanding of M-INWs (atomic structures and 
electronic properties etc.) and exploring their potential in applications of novel 1D 
solid state electronic devices. In contrast, discussions on possible applications of 
these exciting 1D materials on solid-state chemistry are still missing. Herein, via 
first-principles calculations, it is demonstrated for the first time that M-INWs may 
exhibit high catalytic activity and therefore can be used as high performance 
heterogeneous catalysts, providing new avenues for future applications of M-INWs. 
Among all M-INWs, Pt-induced nanowires (Pt-INWs) on Ge(001) surfaces are 
probably the most intensively studied one. Here, Pt-INWs were chosen as model 
systems to examine the catalytic activity. One-atom-thick Pt-INWs (as solitary wires 
or in large arrays) have been fabricated in several different experiments under various 
conditions.116,233,234 On the theoretical side, two distinctly different types of atomic 
models of Pt-INWs have been proposed by computational studies. One corresponds 
to the uniform distribution of Pt atoms on Ge(001) with low concentrations (∼0.25 
ML), a typical example of which is the so-called tetramer−dimer chain (TDC) model. 
235Another one (the best example so far is the PINW(Pt-induced nanowire) model236) 
assumes the nonuniform distribution of Pt atoms with relatively high local 
concentrations. Both TDC and PINW models suggest that the nice 1D feature of the 
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system originates from Pt-induced one-atom-thick Ge (instead of Pt) wires on the 
surface and agree reasonably well with scanning tunneling microscopy images 
obtained in experiments. A recent experiment provided evidence of nonuniform 
distribution of Pt atoms on Ge surface with a local concentration of 0.75 ML or 
higher.237 The same assumptions of the latter model are therefore adopted in current 
study. A new model is proposed, which is significantly more stable than the PINW 
structure and then theoretically examine the catalytic activity of these 1D wires for 
the chemical reaction of CO oxidation. 
2.4.2 Results and Discussion  
As mentioned above, the nonuniform distribution with 0.75 ML of local 
concentration of Pt atoms on Ge(001) is assumed, which seems to agree well with 
experimental conditions. The proposed atomic model of Pt-INWs is displayed in 
Figure 2-4-1a. This model also suggests that the 1D nature of the system comes from 
the Pt-induced formation of one-atom-thick Ge Nano Wires (PGNWs) on the surface. 
The atomic structure in Figure 2-4-1a is referred to as the PGNW model in the rest of 
the paper. As a comparison, the previously suggested PINW model that has the same 
concentration of Pt atoms is shown in Figure 2-4-1b. The two models have the same 
c(4 × 2) symmetry on surface that leads to around 16 Å separation of two neighboring 
wires, in good agreement with experiments. The PGNW model (one supercell) is 
energetically 1.10 eV more stable than the PINW model. The lower energy of PGNW 
stems from the fact that compared with PINW, two Ge atoms in the 1D wire of 




Figure 2-4-1. Top and side views of (a) PGNW and (b) PINW models. The supercell with c(4 × 2) 
symmetry is indicated by dashed red line in panel a. Ge (Pt) atoms are in gray (yellow). Top-layer Ge 
and Pt atoms (labeled as Ge1−6 and Pt1−4) are highlighted by black and darker yellow, respectively. The 
bottom Ge surface is saturated by H atoms (in white). To avoid the unphysical interaction between 
different slabs, a vacuum layer of 15.0 Å is added into the supercell in the direction perpendicular to the 
surface. 
AIMD simulation was also performed to test the stability of the two models. The 
MD simulation was done under a temperature of 600 K.116,233,237 In experiments, the 
annealing process started from around 600 K or higher (∼1000 K). As illustrated in 
Figure 2-4-2, the MD simulation begins with the PINW model. Then, starting from 
around 500 fs, the Ge dimer glides along the [110] direction, forming bonds with 
more top-layer Pt atoms, and finally ends at the more stable PGNW model around 
1300 fs. After that, the system stays as the PGNW, indicating the good temperature 
stability of the model. Later, it will be shown that such automatic structure transition 
from PINW to PGNW can also occur at zero temperature when O2 molecules are 
approaching the surface. Because of these findings, the proposed PGNW model may 




Figure 2-4-2. (a) Energy evolution in MD simulations of the PINW model under a temperature of 600 K. 
After around 1300 fs, the system goes to the PGNW model. Average energies of the PINW and PGNW 
models are indicated by blue dashed lines. (b) Snap shots of the system at different times. The MD step 
is set to 1 fs. 
The chemical reactivity of the PGNW model using the adsorption of CO and O2 
molecules is then examined. All possible inequivalent adsorption sites (Ge1−6 and 
Pt1−4 as shown in Figure 2-4-1a) on the surface are tested. According to the 
computational results, O2 can be strongly adsorbed on top-layer Ge sites next to Pt 
atoms (Ge1−Ge2 or Ge3−Ge4) with the adsorption energy of −1.38 eV on Ge1−Ge2 
or −1.36 eV on Ge3−Ge4. However, the adsorption of an O2 molecule on the Pt sites 
is much weaker (around −0.30 eV), making the O2 adsorption predominant at Ge sites. 
In contrast, the CO molecule strongly adsorbs on Pt sites with the adsorption energy 
around −1.0 eV and binds weakly on Ge sites with the adsorption energy less than 
−0.20 eV, which agree with previous theoretical studies.238,239 The optimized 
adsorption configurations of O2 are displayed in Figure 2-4-3. It is worth mentioning 
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here that when an O2 molecule is approaching the Ge nanowire in the PINW model, 
the whole system automatically turns to the Ge1−Ge2 adsorption configuration of O2 
on PGNW as shown in Figure 2-4-4, indicating that PINW is not stable under O2-rich 
conditions. 
 
Figure 2-4-3. Adsorption configurations and energies of O2 on PGNW model. The O2 molecule can be 
adsorbed either on Ge1-Ge2 (with an adsorption energy of -1.38 eV) or Ge3-Ge4 (with an adsorption 
energy of -1.36 eV).  
 
Figure 2-4-4. When an O2 molecule is approaching the Ge wire in PINW model (left panel), the system 
automatically goes to the configuration of O2 adsorbed on Ge1-Ge2 in PGNW model (right panel), 
indicating the stability of PGNW model in O2 rich environment. All calculations were done under zero 
temperature. 
In Figure 2-4-5a and 2-4-5b two different configurations of coadsorption of CO 
and O2 (co-1 and co-2) were displayed. In both cases, all Pt sites are bonded by CO 
62 
 
molecules with O2 on Ge1−Ge2 for co-1 and O2 on Ge3−Ge4 for co-2. The two cases, 
co-1 and co-2, have comparable adsorption energies (for all adsorbates), being 5.1 
and 4.7 eV, respectively. The two cases also have similar O−O bond lengths around 
1.45 Å, which leads to a nonmagnetic peroxo-state of the O2 molecule. In Figure 
2-4-5c,d, the isosurfaces of charge redistribution caused by CO and O2 coadsorption 
are plotted. It is evident that upon adsorption, electrons are transferred from Ge atoms 
to 2π* orbital of O2, elongating the O−O bond and activating the molecule. The Bader 
charge analysis240 indicates that for both coadsorption configurations, nearly 1.1 
electrons are transferred to the O2 molecule, making each O atom negatively charged 
by around 0.55 |e|. On the other hand, each C atom in adsorbed CO molecules is 
positively charged according to Bader charge analysis by around 0.6 |e|, resulting in 
significant electrostatic attractions between these C atoms and the O2 molecule. 
 
Figure 2-4-5. Co-adsorption of CO and O2 on PGNW. (a) The co-1 configuration: O2 adsorbed on 
Ge1−Ge2. (b) The co-2 configuration:O2 adsorbed on Ge3−Ge4. Isosurfaces of charge redistribution 
caused by the adsorption of CO and O2 are shown for (c) co-1 and (d) co-2. Charge accumulation 




Figure 2-4-6. (a) Summarized energy profile along the CO oxidation reaction path for the co-1 case. (b) 
Atomic structures of key species along the reaction path. IS (initial state): d(O−O) = 1.45 Å. TS1 
(transition state for O2 dissociation): d(O−O) = 2.04 Å. Int1 (the dissociation of O2): d(O−O) = 4.29 Å, 
d(O2-CO@Pt1) = 3.33 Å. TS2 (transition state of the first CO oxidation): d(O2-CO@Pt1) = 2.13 Å. 
Int2(CO@Pt1 is oxidized and one CO2 is formed): d(O2-CO@Pt2) =3.42 Å. TS3 (transition state of the 
second CO oxidation): d(O2-CO@Pt2) = 2.13 Å. FS: CO@Pt2 is oxidized and another CO2 is formed. 
Definitions: d(O−O) is the O−O bond length of O2 molecule, d(O2-CO@Pt1) the distance between the C 
in CO@Pt1 and the nearest O in O2, and d(O2-CO@Pt4) the distance between the C in CO@Pt4 and the 
nearest O in O2. Color scheme is the same as that in Figure 2-4-3. 
The chemical reaction of CO oxidation has been intensively used in previous 
theoretical studies to probe the catalytic activity of low dimensional (zero and/or 
two-dimensional) systems.44,103,220,241,242 In this case, because both CO and O2 strongly 
bind on the surface, only the Langmuir−Hinshelwood (LH) type of reaction is 
accounted for. The co-1 configuration was analyzed first. For this case, the 
simulations suggest that the catalyzed CO oxidation proceeds in the following way:(1) 
the dissociation of O2 with a low barrier of 0.34 eV; (2) the oxidation of the CO 
molecule adsorbed on Pt1, CO+O2→CO2+O; and (3) the oxidation of the CO on Pt2 
by the leftover O atom, CO+O→CO2. The O2 dissociation in this case is found to be 
exothermic by 0.44 eV. After dissociation, two O atoms reside on top of Ge1 and Ge2, 
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respectively. The top-site bonded O atoms then can react with the two CO molecules 
on Pt1 and Pt2 with a barrier around 0.2 eV for each reaction of CO oxidation. The 
formed CO2 molecules can desorb with a small energy less than 0.2 eV. The reaction 
path is summarized in Figure 2-4-6. Note that Ge5−Ge6 sites are equivalent to 
Ge3−Ge4, so the catalyzed reaction can also happen in the same manner for O2 on 
Ge5−Ge6 and CO molecules on Pt3 and Pt4. 
Low reaction barriers for the co-1 case clearly suggest that the 1D Pt-INW on Ge 
surface can be used as an excellent catalyst for CO oxidation. One obvious advantage 
of this 1D catalyst is that because CO and O2 bind on different places of the surface, 
CO poisoning is not an issue here. The catalytic activity of the co-2 case was then 
examined. The CO oxidation for the co-2 configuration is quite different from that of 
the co-1 configuration. For this case, it was found that the catalyzed CO oxidation 
prefers to follow a one-step mechanism for which two CO molecules on Pt1/Pt4 sites 
(which are closer to O2 on Ge3−4 than the other two CO) react with O2 
simultaneously, 2CO+O2→2CO2. A similar one-step mechanism has been reported 
previously in a different system.109 For this mechanism, c-NEB calculations yielded 
low reaction barrier of 0.38 eV. Two CO2 molecules formed at the final stage can 
desorb with a negligible energy penalty similar to the co-1 case. The low barrier of 
the one-step mechanism originates from two factors. One, of course, is the activation 
of O2 molecule by the charge transfer from the Ge dimer. The other is the significant 
electrostatic attractions between O2 and both C atoms on Pt1/Pt4 sites, which are in 
opposite directions and therefore helpful for breaking the O−O bond. The energy 
profile along the reaction path is presented in Figure 2-4-7. Considering both co-1 
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and co-2 configurations, 4 out of 6 Pt atoms in one super cell of the PGNW model 
play essential roles in the catalytic reactions; therefore, the atom efficiency of the 1D 
Pt-INW is comparable to single-atom Pt catalysts. The usual two-step reaction 
mechanism of CO oxidation for the co-2 case was also tested. It was found that the 
first step of the reaction, the oxidation of CO on Pt1 (CO+O2→CO2+O), has a high 
reaction barrier around 0.8 eV and therefore cannot happen at room temperature. The 
energy profile of the aforementioned first step CO oxidation is displayed in Figure 
2-4-8. 
 
Figure 2-4-7. Energy profiles of the one-step mechanism of CO oxidation for co-1. The initial state (IS): 
d(O−O) = 1.45 Å, d(O2−CO@Pt1) =3.16 Å, d(O2−CO@Pt4) = 3.10 Å. The transition state (TS): 
d(O−O)= 2.56 Å, d(O2−CO@Pt1) = 2.55 Å, and d(O2−CO@Pt4) = 2.48 Å. The final state (FS): two CO2 
molecules are formed. 
 
Figure 2-4-8. First step CO oxidation in the usual two-step reaction mechanism for co-2 case. High 
reaction barrier suggest that the reaction is unlikely to happen under room temperature. IS: initial state; 
TS: transition state; FS: final state in which a CO molecule is formed.   
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2.4.3 Conclusion  
Via first-principles modeling, a new atomic model (PGNW model) for 
experimentally fabricated Pt-induced nanowires on Ge(001) was proposed and the 
stability as well as the catalytic activity of the model were examined. The PGNW 
model is significantly more stable than the previously proposed one with the same Pt 
concentration. Under a temperature of 600 K or O2-rich conditions, the system 
automatically turns from PINW to PGNW. The adsorption of CO and O2 molecules 
on the PGNW structure is discussed, and the high catalytic activity of the system for 
CO oxidation is demonstrated. Four out of six Pt atoms in one unit cell of PGNW 
play essential roles in the catalyzed reaction, indicating the high atom efficiency of 
this novel Pt catalyst. Also, the CO poisoning effect that is often a serious problem for 
Pt catalysts is minimal for the catalyst presented here. The predicted excellent 
catalytic performance for Pt-INWs on Ge(001) may also exist for other M-INWs. 





Chapter 3  
Mechanistic study of hydrogen 
spillover on tungsten trioxide and 
the hydrogenation of an unsaturated 





This section presents a mechanistic study of H spillover on WO3 and the 
hydrogenation process of pyrrole on a transition metal surface(Ru(0001)), which is 
compared with its hydrogenation on HxMoO3. The general computational 
methodology is presented in Section 3.1. The mechanism of hydrogen spillover on 
WO3(001) and the formation of hydrogen tungsten bronze (HxWO3) are elaborated in 
Section 3.2, followed by mechanistic study of the hydrogenation of pyrrole in Section 
3.2.  
3.1 Computational Methodology 
The first-principles calculations were carried out using periodic density 
functional theory, as implemented in VASP.69,70 The exchange-correlation effects were 
incorporated in the spin-polarized generalized gradient approximation (GGA) with 
the PBE functional.60 The Kohn-Sham equation was solved iteratively using a plane 
wave basis set with a cutoff energy of 400 eV to describe the valence electrons and 
the electron-ion interactions were described by the projector augmented wave 
(PAW)72,204 method. The force threshold for structural optimization was set to 0.05 
eV/Å. The energetic profiles along the prescribed reaction pathways were located 
using the climbing image nudged elastic band (c-NEB) method.83 The calculated 
transition states were verified by computing the vibrational frequencies that yields 
one imaginary frequency. The adsorption energy of molecules on surface is calculated 
by the difference between the energy of the combined system and the total energy of 
separated ones as follows, Eads= Esurface+adsorbate - (Esurface + Eadsorbate). 
3.2 Mechanism of Hydrogen Spillover on WO3(001) and Formation of 
HxWO3 (x = 0.125, 0.25, 0.375 and 0.5)  
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3.2.1 Computational Model 
At room temperature, the γ-monoclinic structure of WO3 is the stable phase with 
the space group of P21/n131 and the (001) surface is the most stable orientation. 243 In 
the present study, the lattice parameters of bulk WO3 were taken from a previous 
experimental work(adoption of experimental WO3 lattice parameters244 in calculation 
was discussed in a previous study), and to facilitate description of hydrogen diffusion 
pathways in the lattice245, the unit cell was chosen by replicating the primitive cell by 
2 × 2 × 2. To model the surface processes, a four-layer WO3 slab model was used in 
several previous studies, which yielded surface energy and band gap in good 
agreement with experimental data.148,246 Herein the same four-layer structure was 
adopted for both bulk model (Figure 3-2-1) and slab model (Figure 3-2-2), both of 
which contain four O2−(WO2)4−O2 layers with each layer consisting of four in-plane 
WO2 units as well as two top and two bottom out-of-plane oxygen atoms. A one-layer 
c(4 × 4) WO3 slab, which can accommodate a Pt6H21 cluster(the population of H 
atoms on Pt6 follows a previous study247), is constructed to model hydrogen spillover 
from a platinum catalyst to the WO3 surface (Figure 3-2-3). For both the one-layer 
and the four-layer slabs, a vacuum layer of 15.0 Å was inserted in the [001] direction 
between two neighboring slabs to avoid unphysical interactions between the slabs. All 
atoms in the chosen surface cells were allowed to relax during geometry optimization 
to avoid potential spurious surface states and incorrect description of electronic 
structure.148 For convenience, the following nomenclatures will be used. In the bulk 
model, oxygen atoms along the [100], [010], and [001] orientations are represented 
by Ox, Oy, and Oz, respectively. In the four-layer slab model, Oix and Oiy denote the 
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oxygen atoms along the [100] and [010] directions, and Oit and Oib stand for the top 
and bottom (out of the (001) plane) oxygen atoms, respectively; tungsten atoms are 
denoted by Roman numerals I−VI. All concerned W and O atoms are labeled in 
Figures 3-2-1 and 3-2-2. 
 
Figure 3-2-1. The WO3 bulk model. H migrates along the route O1→O2→O3 or O4→O5→O6 as 
indicated by the arrows.  
 
Figure 3-2-2. The WO3 slab model. The Roman numerals I-VI denote tungsten atoms. H migration 
routes O1t→O1y, O1t→O1t’and O1y’→O1y→O2t→O2y are indicated by the arrows.  
3.2.2 Results and Discussion 
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Mechanistically, a hydrogen spillover process includes three steps. In the first 
step, a molecular hydrogen undergoes dissociative chemisorption on a Pt catalyst 
particle, forming platinum hydrides. Upon saturation, an atomic hydrogen then 
migrates onto a WO3 surface in the vicinity of the catalyst. In the second step, 
diffusion of the H atom adsorbed near the Pt catalyst particle to the surface sites far 
away from the catalyst takes place, and in the last step, the H atom migrates into the 
bulk lattice. To fully unveil the spillover mechanism, possible minimum-energy 
pathways at each of the steps were investigated. It should be noted that hydrogen 
dissociative chemisorption on small Pt clusters at full coverage has been studied 
previously, and the results suggested that at the full hydrogen saturation limit both the 
dissociative chemisorption energy of H2 and the desorption energy of H atoms from 
the clusters are virtually independent of the cluster size. Therefore the step of 
hydrogen dissociative chemisorption will not be included on the selected Pt cluster in 
the present study. 
 
Figure 3-2-3. The one-layer WO3 slab model used to describe hydrogen spillover from Pt6H21 cluster to 
WO3 (001) surface. The migrating H atom is highlighted.  
3.2.2.1 H Diffusion from Pt−H Cluster to WO3 Surface. 
Under practical catalytic conditions, a certain pressure of hydrogen is maintained, 
and as a result, catalyst surfaces are saturated by atomic hydrogen. Previous 
72 
 
theoretical studies have shown that hydrogen dissociative chemisorption on Pt 
clusters to form hydrides is facile both thermodynamically and kinetically.248 In 
particular, it was found that H desorption energy at full H-saturation is not sensitive to 
the cluster size. Thus, a fully saturated small Pt−H cluster may serve as a good model 
for the description of spillover of atomic hydrogen from a Pt catalyst to WO3 (001). 
Here, a Pt6 cluster with an octahedral configuration was employed to represent the 
catalyst. The Pt6 cluster resides at a 4-fold hollow site formed by four terminal 
oxygen atoms on the WO3 (001) surface and is saturated with 21 H atoms. The 
bottom Pt atom adsorbs fewer H atoms as it is anchored by the surface oxygen atoms. 
The adsorption energy of Pt6H21 on the WO3 (001) surface was calculated to be -1.6 
eV. The shortest distances between Pt−O and H−O are 3.186 and 2.455 Å, 
respectively. A fundamental question is that given the choice of the Pt cluster and the 
WO3 (001) surface, what the energetic preference of an H atom would be. The 
migration of an H atom from the Pt6 cluster to the substrate was first examined. As 
indicated in Figure 3-2-4, the H atom adopts a direct migration pathway from Pt6H21 
cluster to terminal oxygen, accompanied by slight geometry relaxation. The H 
migration proceeds as the O−H distance decreases from 2.455 to 1.019 Å and the 
positive charge on H increases from 0.19 to 0.66|e|. The calculated energetic profile 
suggests that an H atom desorbs readily from the Pt6 cluster and diffuses onto the 
terminal oxygen to form an O−H bond with a low energy barrier of 0.17 eV. The 
reverse migration is also feasible in view of the relatively small barrier of 0.37 eV, 
although thermodynamically H adsorption on the WO3 (001) surface is more 
favorable. This is in accordance with the experimental evidence that desorption of H 
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in HxWO3 is feasible in the presence of platinum under ambient temperature and low 
pressure. In comparison, a calculation of the minimum-energy pathway for direct 
dissociative adsorption of H2 on WO3 surface yields a barrier of 1.86 eV, 
underscoring the necessity of Pt catalysts in the spillover process. 
 
Figure 3-2-4. The calculated energy profile of H migration from the Pt6H21 cluster to the c(4×4) WO3 
(001) surface and the images of the initial and final steps.  
3.2.2.2 H Surface Diffusion. 
In order to clearly describe the diffusion of the H atom on the surface, the likely 
adsorption sites should be identified first, which provides insight into possible 
diffusion pathways for the atom. Subsequently, minimum-energy pathway 
calculations along the prescribed diffusion routes were performed. 
The likely H adsorption sites were determined by the relative strengths of atomic 
hydrogen adsorption. The calculated hydrogen adsorption energies on various 
adsorption sites predicted based on the slab model and the Bader charge on H are 
shown in Table 3-2-1. Here, the absorption energy is defined as: 	ܧ௔ௗ௦ ൌ
ଵ
௫ ሾܧሺ܅۽૜ሻ ൅ ݔܧሺ۶ሻ െ ܧሺ۶ܠ܅۽૜ሻሿ. 
Table 3-2-1 
The calculated atomic H adsorption energies (in eV) of WO3 and the Bader charge on the adsorbed H 
atom with slab model (Figure 3-2-2).  
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Adsorption site Eads Charge
O1t 2.83 1.00 
O1x 2.56 0.80 
O1y 2.84 0.71 
O1b 2.15 0.72 
O2t 2.81 0.93 
O2x 2.89 0.72 
O2y 3.08 0.68 
O3y 3.09 0.68 
Upon adsorption on oxygen, H loses charge and becomes essentially protonic. 
The calculated H adsorption energies are comparable with those obtained by Ling et 
al., who predicted an adsorption energy of 2.77 eV on O1t.246 Hydrogen on O1y site 
has the highest adsorption energy and the adsorption strength on O1t is slightly 
weaker than on O1y by 0.01 eV. Thus, O1t and O1y have essentially equivalent 
energetic preference. The adsorption on O1x and O1b is considerably weaker than on 
O1y, and therefore these two sites are less favored by hydrogen upon migration from 
the Pt catalyst to the WO3 surface. The fact that H adsorption energy on O2y is 0.24 
eV lower than O1y is attributed to the extensive hydrogen bonding network inside the 
bulk than on the surface. Calculation of H adsorption energy was also done for O3y, 
and an essentially identical result on O2y was obtained. To gain insight into the H 
adsorption, the calculated W−O bond lengths and Bader charges of the W atoms 
bound to various O adsorption sites were presented in Table 3-2-2. In all cases, upon 
H adsorption, the W−O bonds become longer and the positive charges on the W 
atoms are smaller. Hence, the W−O bonds are weakened, resulting from the partial 
reduction by H. It is also noteworthy that the W−O bond lengths along the y-direction 
become essentially equal in length upon hydrogen adsorption. 
Table 3-2-2. 
Bader charges on W atoms that is bound to different O adsorption sites as well as W-O bond lengths 
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before and after H adsorption. WO3 and HxWO3 denote those values before and after H adsorption 
respectively. Various O and W atoms are labeled in Figure 3-2-2.  
Adsorption site W site Charge Bond 
length 








HxWO3 2.67 1.890  
O1x WO3 WI 2.63 1.935 WII 2.62 1.867 
HxWO3 2.58 2.075 2.57 2.012 
O1y WO3 WII 2.62 1.997 WV 2.63 1.861 
HxWO3 2.57 2.044 2.55 2.080 
O1b WO3 WII 2.62 1.744 WIV 2.70 2.294 
HxWO3 2.61 1.852 2.67 2.441 
O2t WO3 WV 2.63 2.430 WVI 2.67 1.755 
HxWO3 2.58 2.613 2.69 1.948 
O2x WO3 WIII 2.66 1.897 WIV 2.70 1.906 
HxWO3 2.61 2.023 2.61 2.031 
O2y WO3 WIV 2.70 2.030 WVI 2.67 1.834 
HxWO3 2.61 2.044 2.64 2.056 
Based on the relative energetic preference, the H migration routes O1t→O1y, O1t
→O1t′and O1y→O1y→O2t→O2y were designed (Figure 3-2-2), corresponding to 
the diffusion pathways from terminal to in-plane, from terminal to terminal and from 




Figure 3-2-5. The calculated energy profile of H migration route O1t →O1y and O1t →O1t’. 
3.2.2.3 Terminal to In-Plane and Terminal to Terminal Diffusion. 
The adsorbed H on the terminal oxygen can migrate to the in-plane site and to 
another terminal oxygen. The terminal to in-plane migration is denoted as O1t→ 
O1y(Figure 3-2-2). The calculated energy profile is shown in Figure 3-2-5. At the 
transition state, the typical O sp3 configuration is significantly distorted, which gives 
rise to a high activation energy of 0.99 eV. The H−W distance is reduced from 2.578 
Å in the initial state to 2.114 Å, resulting in an increase of electrostatic repulsion 
between the H atom and the W atom bound to O1t, both of which are positively 
charged. The high diffusion barrier suggests that H migration from O1t to O1y is 
energetically difficult despite similar H adsorption strengths at these sites. 
The calculated activation energy of terminal-to-terminal (O1t→O1t′) migration is 
2.91 eV, a virtually insurmountable barrier for the spillover process. The long 
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distance of 4.646 Å between the adjacent terminal oxygen atoms requires the H atom 
to migrate without mediation of an H-bonding network necessary to minimize the 
energetic process. Indeed, the Bader charge analysis reveals that the charges on the H 
atom in the proximity of the transition state are essentially neutral, indicating a lack 
of strong interaction between the migrating H atom and the two terminal O atoms. As 
a consequence, the terminal-to-terminal migration is essentially forbidden. 
3.2.2.4 Terminal to In-Plane and Terminal to Terminal Diffusion with H2O 
as Cocatalyst. 
In contrast to the prohibitively high energy barriers associated with the O1t→
O1y and O1t→O1t′ routes, experimental evidence of H spillover in WO3 has been 
abundant.135,136,249 Obviously, H spillover would not take place at ambient conditions 
with the high diffusion barriers. It is noted, however, that experimentally water 
presence is necessary for the spillover phenomenon to occur. Previous experimental 
studies suggested that water can meditate hydrogen migration on metal oxide surfaces 
by accepting a proton to form a hydronium ion species at the transition state.140,249 
Therefore, including water in the spillover model may better represent realistic 
catalytic situation and is expected to substantially reduce the activation barrier. 
Indeed, the calculated energy profiles of the two routes O1t→O1y (H2O) and O1t→
O1t′ (H2O) shown in Figures 3-2-6 and 3-2-7 indicate that the diffusion barriers are 
greatly reduced with the participation of water in the spillover process. 
For the route O1t→O1y, the calculated reaction barrier is reduced to 0.51 eV 
from 0.99 eV with water acting as a catalyst. The energetic stabilization of the O−H 
bond formation compensates the destabilization of the simultaneously occurred 
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bond-breaking, leading to a significantly lower activation energy. The Bader charge 
analysis shows that the calculated charges on the OH3 groups near the transition state 
are ca. 0.77|e|, indicating the formation of a hydronium ion. The terminal hydrogen 
migrates to the in-plane site upon the formation of the intermediate state in step 6, 
where the O−H bond is still distorted from the stable in-plane mode. Further process 
involves structural relaxation to the most favorable configuration. 
 
Figure 3-2-6. The calculated energy profile of the H migration route O1t →O1y with water participation.  
 
Figure 3-2-7. The calculated energy profile of the H migration route O1t →O1t’ with water participation.  
For terminal to terminal diffusion with participation of water, the change of the 
activation energy is even more dramatic. A reduction of barrier height from 2.91 to 
0.11 eV suggests that this process can readily occur. Again, the facile diffusion of H 
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atom between neighboring terminal oxygen atoms is catalyzed by water which 
bridges the terminal O atoms to facilitate proton exchange. Unlike the route O1t→
O1t′ (H2O) where a distorted O−H bond is involved, the O−H bond maintains an 
energetically favorable configuration throughout the migration pathway, which gives 
an even lower barrier. 
3.2.2.5 H Horizontal and Vertical Migration on WO3 Surface. 
As the effectiveness of H migration from the Pt−H cluster to the terminal oxygen 
and further to the in-plane oxygen has been demonstrated, H horizontal migration 
between neighboring in-plane oxygen atoms and vertical insertion into the lattice 
within the slab were investigated next. An H atom is first attached to O1y′ with the 
O−H bond pointing to the [−100] direction; then it rotates to the [100] direction. 
Subsequently, the H atom jumps to O1y and further diffuses to O2y via O2t. This 
integrated pathway is denoted as the route O1y′→O1y→O2t→O2y. As is indicated in 
the calculated energy diagram (Figure 3-2-8), rotation on O1y′ requires overcoming a 
0.38 eV energy barrier. From the intermediate state to the final state, H jumps in a 
direct fashion from O1y′ to O1y with only a 0.11 eV barrier. Then the H atom on O1y 
rotates parallel to the (010) plane and approaches O2t with a 0.34 eV barrier. The last 
activation barrier, corresponding to H migration from O2t to O2y, is 0.30 eV. The low 
calculated activation barriers suggest that intralayer and interlayer H motion on the 




Figure 3-2-8. The calculated energy profile of H migration through the route O1y′→O1y→O2t→O2y. 
3.2.2.6 H Diffusion in the Bulk. 
To understand H diffusion inside the WO3 lattice, the bulk model shown in 
Figure 3-2-1 was employed. Absorption energies of H at various sites in the bulk 
were obtained. The energetically most favorable sites are Ox, Oy, and Oz with the 
calculated absorption energies of 2.81, 2.82, and 2.84 eV, respectively. Two H 
migration routes, denoted as route O1→O2→O3 and route O4→O5→O6, were 
designed to include movements along the x, y, and z directions. For the first pathway, 
H on O1 jumps along the x direction to O2, rotates to the z direction on O2, hops 
vertically to O3, and further rotates to the in-plane position. The calculated 
minimum-energy profile is shown in Figure 3-2-9. The highest barrier is 0.23 eV. For 
the route O4→O5→O6, H migrates from O4 to O5, rotates on O5 to the z direction, 
jumps from O5 to O6, and further rotates to the in-plane position. The highest energy 
barrier along the route O1y′→O1y→O2t→O2y is 0.18eV. The demonstrated low 
barriers of H diffusion in the bulk are consistent with the high H mobility in WO3 




Figure 3-2-9. The calculated energy profile of H migration through the route O1→O2→O3 and the route 
O4→O5→O6. 
3.2.2.7 Effects of Bronze Concentration and Electronic Structures of 
HxWO3. 
As mentioned, the formation of HxWO3 via spillover can readily occur, the 
effects of bronze concentration HxWO3 are investigated. 2, 4, 6 and 8 H atoms are 
populated into the bulk model to form HxWO3 (x=0.125, 0.25, 0.375 and 0.5). In the 
present work, phase transition141 that might accompany with the increase of bronze 
content was not considered. The average (Eav) and sequential (Eseq) H absorption 
energies were obtained (Table 3-2-3), according to     	ܧ௔௩ ൌ ଵ௫ ቂܧሺ۶࢞܅۽૜ሻ െ
ܧሺ܅۽૜ሻ െ ௫ଶ ܧሺࡴ૛ሻቃ	 and ܧ௦௘௤ ൌ
ଵ
଴.ଵଶହ ቂܧሺ۶࢞ା૙.૚૛૞܅۽૜ሻ െ ܧሺ۶࢞܅۽૜ሻ െ
଴.ଵଶହ
ଶ ܧሺࡴ૛ሻቃ respectively. 
Table 3-2-3.  
The average and sequential H2 absorption energies (in eV) of HxWO3 (x=0.125, 0.25, 0.375, 0.5) with 
bulk model, in comparison with available experimental data.  
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 HxWO3 Eav Eseq 
Present work H0.125 WO3 0.50  0.50 
H0.25 WO3 0.43  0.35 
H0.375 WO3 0.36  0.22 
H0.5 WO3 0.19  -0.30 
Experimental 
studies 
H0.18 WO3 0.28±0.03a  
H0.35 WO3 0.28±0.02 a  
H0.45 WO3 0.20±0.03b  
aReference 136. bReference 140. 
Hydrogen absorption energies in this work are slightly larger than Dickens’ 
experimental data.136 Better agreement of calculated hydrogen adsorption with 
experimental data occurs for H0.5WO3, which is on a par with a more recent literature 
data of H0.45WO3.140 As expected, the sequential absorption energy becomes a positive 
values as H loading increases and absorption becomes an endothermic process at x = 
0.5, suggesting that it becomes increasingly difficult for WO3 to accommodate H 
atoms. In fact, HxWO3 with x larger than 0.5 are relatively few.141 
Deeper insight into the properties of HxWO3 can be gained from their electronic 
structures. The calculated band structures and densities of states for selected hydrogen 
tungsten bronzes are shown in Figure 3-2-10. Evidently, HxWO3 exhibits strong 
metallic features with the valence bands merged with the bottom of the conducting 
band. Hence, H adsorption can lead to the transition of the semiconducting WO3 to 





Figure 3-2-10. The calculated band structure and electronic density of state for HxWO3 (x=0, 0.125, 0.25, 
0.375 and 0.5).  
3.2.2.8 Discussion. 
Obviously, there are numerous possible pathways for hydrogen spillover in WO3. 
Admittedly, the calculated energetic profiles throughout the H spillover process can 
only represent the upper bound of the energetics associated with these diffusion 
routes; only one-hydrogen processes were considered. Nevertheless, the calculated 
thermochemical and activation energies are still low enough to be justifiable for the 
effectiveness of H spillover in WO3 and the realistic behavior of hydrogen can be a 
considered as a combination of those one-hydrogen processes. According to the 
aforementioned activation energies, the route O1t→O1y(H2O) with a barrier of 0.51 
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eV is the rate-limiting step,135,249 which is in the range of Vondrák’s estimation.140 
Thus, a 0.6 eV barrier for the rate-limiting step of H spillover in MoO3 from Chen’s 
computational study152 cannot justify the fact that the formation of HxMoO3 is much 
faster than HxWO3. Because of the fact that water was not included in Chen’s model, 
this discrepancy could probably be resolved by including water in the computational 
model to lower the diffusion barrier.  
The fact that H can readily insert into WO3 and diffuse throughout the lattice can 
be rationalized by the extensive H bonding network. Throughout the route O1y′→
O1y →O2t→O2y, O1→O2→O3, and O4→O5→O6, hydrogen jumps or rotates with 
the longest distances to neighboring oxygen being 1.238, 1.233, and 1.242 Å, 
respectively, ensuring H-bonding interactions and therefore low energy barrier. The 
fact that the migration H in the three routes is highly positively charged (ca. 0.6−1|e| 
according to Bader charge), which enhances H-bonding interactions in the lattice, is 
accountable for the low activation barrier. The devoid of the H-bonding interactions 
can result in a prohibitively high energy barrier, as is exemplified in the 
terminal−terminal migration case (O1t→O1t′). The unraveled hydrogen spillover 
mechanism in WO3 and MoO3 is distinctively from that in carbon materials, where 
physisorbed H atoms can diffuse freely and the H atoms may rapidly undergo either 
recombination to form H2 molecules or hydrogenation to form C−H bonds with the 
substrates.154 
3.2.3 Summary 
First principles calculations based on periodic DFT were performed to depict a H 
spillover process in WO3, along which hydrogen undergoes dissociative 
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chemisorption on a platinum catalyst, migration to terminal O on WO3 surface and 
then diffusion across the surface or insertion into the lattice. It was revealed that H 
migrates from Pt-H cluster to WO3 has a 0.17 eV barrier and the reverse process is 
also facile with a 0.37 eV barrier. Atomic H adsorption energies were obtained, based 
on which the H spillover migration pathways on WO3 surface were designed. 
Terminal H migration to its underneath neighboring oxygen has a 0.99 eV barrier 
while diffusion to another terminal oxygen has a prohibitively high energy of ca. 2.91 
eV, both of which seemingly suggest the infeasibility of H migration. However, the 
migration can be facilitated catalytically by water, which bridges two separated O 
atoms to mediate proton exchange. The energy increase of O-H bond breaking is 
compensated by the simultaneously occurred O-H bond formation. This results in a 
drastic reduction of the diffusion barriers. For H migration to the oxygen underneath, 
the barrier height was reduced to 0.51 eV; for terminal to terminal diffusion, more 
dramatic reduction of the diffusion barrier to 0.11 eV was achieved. Furthermore, H 
can also readily diffuse across the surface and between different layers. H inside bulk 
WO3 can diffuse throughout the lattice with an activation energy lower than 0.23 eV. 
The fact that H insertion into WO3 and diffusion throughout the lattice has low 
activation energies is due to the favorable H-bonding interactions available during the 
entire process. By distributing H atom in the WO3 lattice, the absorption energies of 
molecule H2 at various concentrations were obtained, which agree reasonably well 
with the available experimental data. The electronic structure calculations reveal that 
the HxWO3 bronze materials are metallic, while WO3 itself is semi-conductive. This 
again is consistent with experimental results.250 The unraveled mechanisms provide 
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useful insight into hydrogen spillover phenomena in TM oxides, in which water may 
also play a similar role in facilitating H migration on surfaces. 
3.3 Mechanisms of pyrrole hydrogenation on Ru(0001) and hydrogen 
molybdenum bronze surfaces 
3.3.1 Computational Model 
The optimized lattice parameters of the hexagonal close packed (hcp) Ru were 
found to be a = 2.72 Å and c = 4.31 Å, in good agreement with the experimental 
values of a = 2.71 Å and c = 4.28 Å.251 A four-layer (4 × 4) Ru(0001) slab with a 
vacuum layer of 15.0 Å was constructed to model the reaction pathways of pyrrole on 
ruthenium. The optimized lattice parameters of a=3.963 Å, b=14.031 Å, and c=3.696 
Å for the MoO3 unit cell are in reasonable agreement with the experimental data of 
3.963Å, 13.855Å, and 3.696 Å, respectively.153 To describe the hydrogenation of 
pyrrole on HxMoO3, a four-layer (2 × 2) MoO3 (010) slab with a 15.0 Å vacuum layer 
was constructed, which is in line with a previous study (Figure 3-3-1).127 HxMoO3 
was described by attaching two H atoms to the terminal oxygen of the MoO3 slab 
comprising 16 MoO3 units, corresponding to x= 0.125.  
 
Figure 3-3-1. (a) Schematics of the Ru(0001) slab model. Pyrrole in gas phase and the most favorable 
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adsorption configuration on Ru(0001)(Atop-1 mode in Table 3-3-1) and different adsorption sites on 
Ru(0001) are also shown. The bond lengths are labelled in Å. (b) Isosurface of charge density difference 
upon formation of the pyrrole/Ru(0001) interface. Pink, charge accumulation; yellow, charge depletion. 
(c) The slab model of molybdenum oxide. Different oxygen sites are assigned. 
3.3.2 Results and Discussion 
3.3.2.1 Pyrrole Adsorption on Ru(0001). 
To map out the reaction pathways of pyrrole hydrogenation, the most favorable 
adsorption mode needs to be identified first. The parallel mode was first taken into 
account. Four types of adsorption sites are presented in Figure 3-3-1. Geometry 
optimization was performed with the N atom located at each of the adsorption sites 
and other parts of the molecule placed in a symmetric fashion on the Ru(0001) 
surface, constituting eight initial structures, as displayed in Table 3-3-1, among which 
the atop mode (Figure 3-3-1a; see also Atop-1 in Table 3-3-1) with an adsorption 
strength of −1.64 eV was identified to be the lowest energy structure. Upon 
adsorption, the carbon atoms of pyrrole favor the sp3 electronic configuration with the 
four H atoms tilting from the C4N plane. The C−C and C−N bonds are elongated by 
0.053−0.085 Å. Figure 3-3-1b displays the isosurfaces of the calculated charge 
density difference of the Atop-1 mode structure. It is evident that the charge 
accumulates between the pyrrole ring and the Ru surface, which indicates a covalent 
bonding interaction between the molecule and the substrate and is consistent with the 
strong calculated adsorption energy. The charge depletion on the pyrrole ring is also 
indicative of the weakened C−C and C−N bonds. A few possible vertical adsorption 
modes were also considered. Starting from several putative vertical configurations 
with the N atom anchored on the Ru(0001) surface, only those adsorption structures 
in parallel to the Ru(0001) surface were obtained after optimization. Interestingly, 
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these structures are also coincident with the optimized structures with the initial 
putative parallel configurations. Previous studies on pyrrole adsorption on Pt(111)186 
and Pd(111)188 surfaces revealed that the N−H bond undergoes dissociation upon 
adsorption. Therefore, it is informative to investigate the N−H scission in the case of 
pyrrole on Ru(0001). Taking Atop-1 as the initial state, however, a high dissociation 
barrier of 1.24 eV was obtained (Figure 3-3-2), indicating that N−H dissociation is 
unlikely to occur on the Ru(0001) surface under ambient conditions. On the basis of 
the above analysis, the Atop-1 mode was chosen for the ensuing studies of pyrrole 
hydrogenation. 
 
Figure 3-3-2. The calculated energetic profile for N-H bond dissociation of pyrrole on Ru(0001). 
TS=transition state.  
Table 3-3-1. Putative and optimized configurations of pyrrole on different adsorption sites of Ru(0001) 





























3.3.2.2 Hydrogenation of Pyrrole on Ru(0001). 
Partial hydrogenation of pyrrole forms dihydropyrrole, which can be further 
saturated to tetrahydropyrrole. For clarity, the following nomenclature was used to 
describe the reaction species and pathways (Figure 3-3-3): 
i).  I and R denotes reaction (I)ntermediate and (R)eaction steps respectively.  
ii). 1I denotes the intermediate state for which H is added to C1, while the fully 
hydrogenated species is denoted by 1234I ; int in superscript or subscript denotes initial 
state for hydrogenation.  
iii). Int
12
1R denotes the first step of 1,2-addition, where the superscript denotes 1,2 
addition and the subscript stands for addition of hydrogen on C1 of IntI ;  
iv). 21R denotes the consecutive steps of 21Int 2R and 
21
2 12R , i.e. a H is added to C2 




Figure 3-3-3. Schematic illustrations of possible reaction pathways, nomenclatures for reaction species 
and pathways and labeling scheme. C1 and C4, as well as C2 and C3 are in symmetrical positions when 
pyrrole is in gas phase. 14R and 23R are identical to 41R and 32R here. Depending on the symmetry of catalyst 
surfaces, however, C1 and C4 or C2 and C3 may have different environments. Hence, 14R , 41R , 23R and 
32R are all accounted for (in the case of 1,4-2,3 addition for HxMoO3, vide infra). 
In principle, partial hydrogenation of pyrrole on Ru(0001) occurs in three ways, 
forming 1,2-adduct (identical to the 3,4-adduct due to symmetry), 1,4-adduct, and 
2,3-adduct. The third way, however, forms unstable diradical, which was not 
considered in this study. The complete hydrogenation process can be either 1,2−3,4 
addition or 1,4−2,3 addition. 
The adsorption of H on the fcc, hcp and atop sites (Figure 3-3-1a) of Ru(0001) 
were calculated to be -0.67eV, -0.62eV and -0.18eV, respectively, which agree well 
with the reported value that the fcc site is 0.05 eV more energetically favorable than 
the hcp site. 252 H adsorption on bridge site is unstable; after geometry optimization it 
resides on the fcc site. The activation energy for the dissociative chemisorption of H2 
on Ru(0001) was calculated to be only 0.05 eV and the diffusion of H is also facile, 
with the energy barrier being around 0.1 eV(Figure 3-3-4), in accord with 
literature.252,253 The dissociative chemisorption of H2 on Ru(0001) (-1.31 eV in Figure 
3-3-4) is comparable with the adsorption energy of pyrrole (-1.64 eV). Hence it is 
reasonable to expect the reaction to follow the Langmuir−Hinshelwood(LH) 
mechanism. Given the fact that the dissociation of H2 and the migration of H on the 
surface are both facile, it is reasonable to assume that atomic hydrogen is abundant on 
the surface for the hydrogenation reaction. H atoms are placed at the fcc sites 
neighboring to the C atoms to which the H atoms are supposed to add. The 12-34 
pathways were first considered, corresponding to 12R - 34R , 21R - 34R , 12R - 43R , 21R
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- 43R . The MEPs, associated with the initial, the intermediate and the final states, are 
displayed in Figure 3-3-5. The co-adsorption energy of pyrrole and 2H atoms ( intI ) on 
Ru(0001) was calculated to be -2.53 eV, slightly higher than the sum of the adsorption 
energy of pyrrole and tow H atoms (-2.95 eV). 12Int 1R  has an activation energy of 0.73 
eV, forming 1I with a slight endothermicity of 0.09 eV. 12R is then completed via 
12
2 12R , which has an energy barrier of 0.82 eV. Overall, 
12R has an effective barrier254 
of 0.91 eV and is endothermic by 0.44 eV. In parallel, 21Int 2R  needs to surmount a 1.21 
eV barrier, forming 2I with an endothermicity of 0.34 eV, which further overcomes a 
0.67 eV barrier to form 12I (pyridine). Considering the whole energetic profile, 21R  
has an effective barrier of 1.21 eV. The noticeable difference of the activation 
energies of 12Int 1R  and 
21
Int 2R  can be understood from the calculated frontier orbitals 
of pyrrole. Both the HOMO and the LUMO of the molecule have a larger lobe on the 
α-carbon (C1 or C4) than the β-carbon (C2 or C3)(Figure 3-3-6), suggesting a higher 
reactivity of C1. It is worthy to note that for H addition on the same atom, the 
activation energy of 212 12R  is lower than that of 
12
Int 1R (corresponding to H addition on 
C1); also the activation energy 121 12R  is lower than that of
21
Int 2R ( H addition on 
C2).This is due to the fact that a one-hydrogen-adduct is energetically unstable, 




Figure 3-3-4. The energetic profile for the adsorption, dissociation and diffusion of hydrogen on 
Ru(0001) surface. 
 
Figure 3-3-5. Energetic profiles of 12R - 34R , 21R - 34R , 12R - 43R , 21R - 43R on Ru(0001). The H atoms 
involved in the reactions are highlighted in green; the relative energy of transition states are shown in red; 
both the top view and the side view of 1 23 4I are displayed.  
 
Figure 3-3-6. Frontier orbitals of pyrrole, calculated with Gaussian 0968 suite at B3LYP/6-311+G* 
level.  
12I can be further hydrogenated to 1234I  through 
34R or 43R  in the presence of 
another H2. 
34
Int 3R and 
43
Int 4R  proceed with the activation barriers of 0.66 and 1.05 eV, 
respectively, and the intermediate state of 123I  is energetically lower than that of 
12
4I  
by 0.13 eV. To produce 1234I  (pyrrolidine), a 0.94 eV barrier is required for 
34
3 34R , as 
compared to 0.57 eV for 434 34R . Again, the activation energy of 
34
Int 3R  is higher than 
that of 434 34R . For H addition on C3, the barrier for 
43
Int 4R  is larger than that of 
34
3 34R
(H addition to C4), in the same vein with the above-mentioned case of 1,2 addition. 




Figure 3-3-7. Energetic profiles of 14R - 23R on Ru(0001). H atoms involved in reactions are highlighted 
in green; relative energy of transition states are shown in red.    
The 1,4-2,3 reaction pathways were investigated subsequently (Figure 3-3-7). 
14
Int 1R proceeds with a barrier of 1.13 eV to form 
1I , which is further hydrogenated 
to 14I upon surmounting a 0.80 eV barrier. The energy of the formed 14I is 0.10 eV 
higher than that of 12I , in line with the gas phase stability that 12I  is energetically 
more stable than 14I by 0.24 eV. Therefore, 1,2-addition is more favorable than 
1,4-addition both thermodynamically and kinetically. Two H atoms are placed on 
symmetrical fcc sites neighboring to C2 and C3. The formation of 
14
2I  via 
23
Int 2R  
needs to overcome a 0.23 eV barrier (to differentiate 142I  with the states of on-going 
steps, it is denoted as 142I (fcc-1) in Figure 3-3-5). Due to the facile migration of H on 
Ru(0001) (see Figure 3-3-4), the other H atom can migrate to a nearby hcp site 
(denoted as 142I (hcp) in Figure 3-3-7) and further to another fcc site (
14
2I (fcc-2)). The 
14
2I (fcc-2) state is 0.1 eV lower in energy than 
14
2I (fcc-2) and is identical to the 
12
4I  
state in Figure 3-3-5. Thus 232 23R  has the same energetic profile as 
43
4 34R  with an 
activation energy of 0.57 eV. Hence, 14Int 1R with an activation energy of 1.13 eV was 
identified to be the rate-limiting step of 14R - 23R . Compared with the energetic 
profiles of the 1,2-3,4 addition, the 12R - 43R pathway was finally identified to be the 
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most favorable one for the hydrogenation process. To complete the reaction, however, 
a 1.24 eV barrier needs to be overcome for pyrrolidine to desorb from the Ru(0001) 
surface. As shown in Figure 3-3-5, the N atom of 1234I  interacts with the Ru surface 
with the calculated N-Ru bond length of 2.275 Å. The high adsorption energy of 
pyrrolidine/Ru(0001) can be attributed to the strong interaction between the unshared 
electron pair of N and the Ru surface, which is in agreement with the experimental 
observation.185 As mentioned, the poisoning effect of pyrrolidine can be eliminated by 
using protic acids.172  
3.3.3.3 Hydrogenation of pyrrole on HxMoO3(010) 
Hydrogenation of unsaturated compounds by hydrogen bronzes was 
demonstrated in experiments.192 Herein, the reaction pathways of pyrrole 
hydrogenation over the H0.125MoO3(010) surface was examined. Starting from the 
eight configurations, adsorption modes of pyrrole on MoO3(010) were optimized 
(Figure 3-3-8). The configuration 1 with the hydrogen bonded to nitrogen pointing to 
oxygen has marginal energetic preference (0.03 eV) over 2 where the hydrogen atoms 
on α carbon atoms of pyrrole are attracted by the terminal oxygen atoms of the bronze. 
In both cases, the elongation of C-N or C-C bond lengths upon pyrrole adsorption is 
within 0.016 Å, much smaller than the value in the pyrrole/Ru(0001) counterpart. The 
other six configurations exhibit considerably higher energies and are thus less stable. 
Therefore, 1 and 2 are subjected to ensuing investigations. Two H atoms are then 
populated to the terminal oxygen of 1 and 2, which are favorable for hydrogenation 
along the prescribed pathways. This is due to the fact hydrogen diffusion between the 
adjacent terminal sites or from the internal sites to the terminal sites has low 
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barriers152,255 and therefore H atoms are available whenever possible. The adsorption 
energies of two H atoms on MoO3(010) were calculated to be -0.43 eV for O1 and O2 
(or O3 and O4), -0.53 eV for O1 and O3(or O2 and O4), -0.65 eV for O1 and O4(or 
O2 and O3), respectively, with different oxygen sites depicted in Figure 3-3-1c. 
Essentially the same labeling scheme was adopted with that used in the 
pyrrole/Ru(0001) case, except that the reactions initiated from 1 and 2 are 
differentiated by additional (a) and (b), respectively (e.g. 1I (a), 1I (b)); also intI
(a)-pre ( intI (b)-pre) and intI (a) ( intI (b)) are used to differentiate the adsorption 
configurations on H0.125MoO3 and MoO3(010) surface respectively. The co-adsorption 
energies of two H atoms and pyrrole on the MoO3(010) surface for the two 
configurations ( intI (a) and intI (b) in Figure 3-3-9) are -1.11 eV and -0.83 eV, 
respectively, which are comparable to the sum of adsorption energies for 2H atoms on 
MoO3 and pyrrole on the surface at respective configurations (-0.86 eV and -0.93eV). 
This suggests that the presence of H on the MoO3 surface does not impede the 
adsorption of pyrrole.  
 
Figure 3-3-8. Optimized adsorption configurations (1-8) of pyrrole on MoO3(010); adsorption strength 
is also presented; selected bond lengths are labeled in Å.  
The 12R (a), 12R (b), 21R (a) and 21R (b) reaction routes were considered first, 
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as shown in Figure 3-3-9. intI (a) is formed by attaching two H atoms to O3 and O4 
(oxygen sites are labeled in Figure 3-3-1) of intI (a)-pre. Starting from intI (a), 1I (a) 
and 2I (a) can be formed through 12Int 1R (a) and 
21
Int 2R (a) with the activation barriers 
of 0.30 eV and 0.53 eV (Figure 3-3-9a), respectively. Despite the long distance from 
the H atom on O4 to C2 (3.761 Å, Figure 3-3-9d), the relatively weak adsorption of 
pyrrole (0.24 eV) enables the molecule to adjust its position for more favorable 
hydrogen attack, accounting for the moderate barrier of 21Int 2R (a). Again, the same 
frontier orbital rationale applies for the energy barrier discrimination of H addition on 
α and β carbons. To form 12I (a), an essentially insurmountable barrier of 2.32 eV was 
observed for 121 12R (a), probably because the open-shell intermediate species 
1I (a) is 
strongly anchored by the HxMoO3 surface with a desorption energy of 1.55 eV, which 
makes it difficult for 1I (a) to reorient to shorten the long distance (3.642 Å) between 
C2 and the H on O4. In contrast, 212 12R (a) proceeds with a much lower barrier of 0.62 
eV. Considering the endothermicity of 21Int 2R (a) (0.34 eV),
21R (a) has an effective 




Figure 3-3-9. (a), (b) and (c): energetic profiles of pyrrole hydrogenation on H0.125MoO3 along the 
1,2-3,4 route; the activation energies of the transition states are shown in red. (d) The optimized surface 
structures of the reactant, the intermediates and the product. The H atoms involved in the reactions are 
highlighted in green. The H-C or H-O bond distances are labeled in Å.  
For intI (b), H atoms are first placed at O1 and O3 (Figure 3-3-1), which are then 
added to C1 and C2, respectively. 
12
Int 1R (b) has a 0.21 eV barrier and is exothermic 
by -0.23 eV (Figure 3-3-9b). Subsequently, 1I (a) undergoes hydrogenation with a 
0.78 eV barrier. In parallel, the respective barriers for 21Int 2R (b) and 
21
2 12R (b) are 
0.23 eV and 0.72 eV, making 21R (b) to be the most kinetically favorable pathway to 
form 12I .  
The formation of 1234I  was considered subsequently. In principle, both 
12I (a) and 
12I (b) should be the starting points for forming 1234I  in view of the fact that 
12I (b) is 
the kinetic product while 12I (a) is energetically lower than 12I (b) by 0.14 eV. 
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However, the orientation of 12I (a) is unfavorable for further hydrogenation. The 
energy barrier for the reorientation of 12I (a) to 12I (b) was calculated to be 0.22 eV, 
as shown in Figure 3-3-10. Hence, only the hydrogenation of 12I (b) is treated and no 
differentiation of (a) and (b) is thus needed. Two H atoms are positioned in 12I (b) to 
form 12intI (Figure 3-3-9c). Notably, the formation of 
12
3I  was found to be essentially 
barrierless, as the NEB algorithm failed to locate a transition state along the 
prescribed pathway, and exothermic by 0.92 eV. 343 34R  then proceeds with a 0.55 eV 
barrier to complete the reaction. 43Int 4R and 
43
4 34R  have energy barriers of 1.25 and 
0.23 eV, respectively. The distinctive energetic profiles of 34Int 3R  and 
43
Int 4R  are 
consistent with the difference of the bond distances of H(O2)-C4 and H(O4)-C3 
(3.778 vs 2.274Å). The shorter bond distance suggests that migration of H atoms 
from the HxMoO3 surface to 
12I is more facile. The desorption of the fully saturated 
pyrrolidine ( 1234I ) needs to overcome a moderate energy of 0.67 eV, considerably lower 
than that of Ru(0001) (1.24 eV). 
 
Figure 3-3-10. Energetic profile for the reorientation of 12I (a) to 12I (b). 
Another possible reaction route of pyrrole hydrogenation on HxMoO3 is the 
1,4-2,3 addition route, which also bifurcates since two initial adsorption states are 
99 
 
involved (Figure 3-3-11). Two H atoms are placed on O2 and O3 of intI (a)-pre 
(Figure 3-3-11c and 1 in Figure 3-3-8) and on O1 and O2 of intI (b)-pre (Figure 
3-3-11c and 2 in Figure 3-3-8) to form intI (a) and intI (b), which allow reactions to 
proceed along the prescribed pathways.  
 
Figure 3-3-11. (a) and (b): energetic profiles of pyrrole hydrogenation on H0.125MoO3 along the 1,4-2,3 
route; the activation energies of the transition states are shown in red. (c): the optimized structures of the 
reactant, the intermediates and the product. The H atoms involved in reactions are highlighted in green. 
The H-C and H-O bond distances are labeled in Å.  
Since C1 and C4 in intI (a) are essentially in symmetric positions, only the route 
14
Int 1R (a) and 
14
1 14R (a) were considered (Figure 3-3-11a). 
14
Int 1R (a) has an activation 
energy of 0.27 eV, forming 1I (a), which is further hydrogenated via 141 14R (a) with a 
barrier of 0.83 eV. In contrast, C1 and C4 of intI (b) have distinctive coordination 
environments, as displayed in Figure 3-3-11c. Therefore the preference of H addition 
onto C1 and C4 is accounted for. 14Int 1R (b) requires to overcome a 0.52 eV barrier 
and has an endothermicity of 0.38 eV. The reaction is then followed by further 
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hydrogenation via 141 14R (b) with a barrier 0.68 eV. Hence, 
14R (b) has an effective 
barrier of 1.01 eV. In parallel, the respective barriers for 41Int 4R (b) and 
41
4 14R (b) are 
0.59 eV and 0.64 eV, with the effective barrier of the overall process being 1.10 eV. It 
should be noted that the configuration of 14I (b) is favorable for further hydrogenation 
while 14I (a) is not. Therefore, the 14I (a) intermediate, despite being formed with a 
lower activation energy, must be reoriented to 14I (b) to enable further hydrogenation.  
Starting from 14I (b), two H atoms are positioned at O3 and O4 to form 14intI . 
Unlike the case for 2,3 addition of 14intI on Ru(0001), C2 and C3 have quite different 
environment on the HxMoO3 surface, therefore both 
23R  and 32R were considered. 






3 23R  proceed with comparable 
energetics(Figure 3-3-11b). The former has activation energies of 0.70 eV and 0.16 
eV, while the respective values for the latter are 0.77 eV and 0.12 eV. The effective 
barriers of the 23R  and 32R  routes are 0.72 eV and 0.65 eV, respectively. From the 
calculated energetic profiles of 1,2-addition, the MEP of pyrrole hydrogenation on 
HxMoO3 was finally identified as the 
21R (b)- 343 34R  route.  
3.3.3 Discussion 
According to the computational results, the energetic profiles of pyrrole 
hydrogenation on the two crystalline surfaces with distinctively different nature. On 
the Ru(0001) surface, H atoms are negatively charged for which the calculated Bader 
charge 240 on H is ca. -0.2|e| and thus the pyrrole molecule encounters nucleophilic 
attack by hydrogen. In sharp contrast, on HxMoO3(010), the H atoms are essentially 
protonic152 and, consequently, pyrrole is under electrophilic attack by hydrogen. The 
hydrogenation of pyrrole on Ru(0001) necessitates to overcome a 1.05 eV barrier and 
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the desorption of the fully saturated product is endothermic by 1.24 eV. In 
comparison, hydrogenation of pyrrole and the desorption of pyrrolidine on 
HxMoO3(010) have respective barriers of 0.72 and 0.67 eV, considerable lower than 
the former case. For pyrrole adsorption on Ru(0001), the unsaturated C atoms are 
sp3-like and can be readily attacked by hydrogen. Despite that, the aromatic ring is 
strongly anchored on the surface due to the covalent interaction with the substrate, 
which makes it difficult to adjust its orientation upon the initial hydrogen addition. 
Consequently, further hydrogenation requires a relatively high activation barrier. In 
contrast, the adsorption of pyrrole on HxMoO3(010) is much weaker, which makes it 
easier for pyrrole to adjust its adsorption configuration. Another key factor 
responsible for the lower reaction barrier is that the protonic H on HxMoO3 gives rise 
to a favorable electrostatic interaction with the negatively charged carbon of pyrrole, 
making the electrophilic attack relatively facile. Usually, the hydrogen content of 
HxMoO3 is up to x=2, well above the value used in the present study. It has been 
shown that the hydrogenation rate of olefins increases with the hydrogen content in 
bronze materials.127 We can envisage that the hydrogenation efficiency of 
molybdenum bronzes can be improved at higher hydrogen contents. HxMoO3 can be 
prepared with several means256 and upon release of hydrogen HxMoO3 can be 
regenerated. Thus, MoO3 serves the role of catalyst in the entire reactive process. In 
particular, diastereoselective hydrogenation by HxMoO3 may be expected with the 
participation of appropriate chiral auxiliaries.172 
3.3.4 Conclusion 
Hydrogenation of pyrrole and its derivatives is of fundamental importance in 
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chemical and pharmaceutical processes. Mechanistic understanding of pyrrole 
catalytic hydrogenation is essential for design of cost-effective and efficient catalysts. 
In the present study, the energetic profiles of pyrrole hydrogenation on Ru(0001) 
along the prescribed pathways of the 1,2-3,4 addition and the 1,4-2,3 addition were 
examined. By sampling different adsorption configurations and examining the 
feasibility for N-H bond dissociation, the initial structure for hydrogenation reaction 
was identified. The most favorable hydrogenation pathway was found to be 12R -
43R , which has a 1.05 eV barrier in the rate-limiting step. The desorption energy of 
the fully hydrogenated product is 1.24 eV. The calculated energetics of the reaction is 
in accordance with the experimental condition of comparatively high temperature and 
pressure, and also echoes the necessity of adding a protonic acid to the reaction 
system. The hydrogenation of pyrrole by hydrogen molybdenum bronze was also 
considered, for which the reaction pathways were examined in the same vein with 
pyrrole/Ru(0001). The activation energy of the rate-limiting step along MEP was 
calculated to be 0.72 eV and the desorption energy of the fully saturated product is 
0.67 eV. The more favorable energetics than pyrrole/Ru(0001) was ascribe to the 









Chapter 4  
Design of Spin-filter with 







The molecular electronic devices, for which one spin channel is conducting and 
the other one is insulating, pertain to the field of spintronics.257 Spintronic devices are 
believed to decrease the power consumption and increase data processing speed. 258 
Herein, via first-principles calculations based on SS-DFT+NEGF, a spintronic device 
with nickelocene259 as the spin filter and carbon nanotube as lead is reported. Metallic 
CNT has been used as lead material in molecular electronics.196,260 It was found that a 
single nickelocene exhibits only mediocre spin-filtering efficiency. Intuitively, the 
filtering efficiency can be improved by two nickelocenes in the tandem arrangement. 
Following an experimental study, two nickelocenes were bridged with a CH2-CH=CH 
group, forming a dinickelocene.261 
4.2 Computational model and methods 
Two unit cells of (5,5) CNT is used as left and right lead while the rest part of the 
two junctions are treated as scattering region, as displayed in Figure 4-1. In both 
cases the screening part consists of one unit cell (5,5) CNT, which is capped by a 
semi-C60. The semi-C60 cap is linked with nickelocene or dinickelocene through a 
CH2 group.  
 
Figure 4-1. (a) and (b) Optimized structures of nickelocene and dinickelocene molecular junction. C: 
black or purple. Ni: orange. H: green. The carbon atoms of the lead are shown in black. 
The first-principles structural optimizations were carried out using periodic 
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density functional theory, as implemented in VASP.69,70 The exchange-correlation 
effects were incorporated in the spin-polarized generalized gradient approximation 
(GGA) with the PBE functional.60 The Kohn-Sham equations were solved iteratively 
using a plane wave basis set with a cutoff energy of 400 eV. The force threshold and 
the SCF convergence criterion were set to be 0.03 eV/Å and 1×10-5eV respectively.  
Quantum transport calculations are performed using the SS-DFT+NEGF 
approaches with the SIESTA code, which are also compared with the conventional 
DFT+NEGF approach using TranSIESTA74. Double-ζ polarized (DZP) basis set and a 
cutoff energy of 150 Ry for the grid integration with the GGA-PBE functional were 
adopted in all the transport calculations. 
4.3 Results and discussion 
The calculated magnetic moment of nickelocene and dinickelocene are 2 and 4μB 
respectively, consistent with the fact that a nickelocene molecule has 2 unpaired 
electrons. By forming molecular junctions, the nickelocene and dinickelocene are 
slightly distorted and the magnetic moment of the two junctions differs with the 
respective isolated molecules, being 1.63 and 4.71μB. 
Starting from the nickelocene junction, the current−voltage curve in the range of 
0.1 and 0.5 V with both DFT+NEGF and SS-DFT+NEGF approaches were calculated. 
As displayed in Figure 4-2a, the total electric current with both approaches are in the 
range of ca. 100 and 180 nA and spin polarization of the current is observed. The 
spin-filtering efficiency is defined as ξ= |(I↑-I↓)/(I↑+I↓)| where I↑ and I↓ denote spin-up 
and spin-down current respectively. With this definition, spin-filtering efficiency of 
the nickelocene junction is around 97%(Figure 4-3). To account for the spin 
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polarization of current, the spin-dependent transmission spectrums and the local 
density of states (LDOS) of the nickelocene were plotted in Figure 4-2b. Evidently 
the spin-up electron has noticeably higher transmission than the spin-down electron 
within the bias window. This feature is also reflected by the LDOS. The transmission 
calculated with SS-DFT+NEGF at 0.4 and 0.5 V are quite different with that of 
DFT+NEGF, despite that the total currents are comparable in the two cases. The 
distinctive transport behaviors of the spin-up and spin-down electron are also made 
evident by the transmission eigenchannels262, where the spin-up electron 
eigenchannel spreads throughout nickelocene while the spin-down one essentially 
localizes at the left lead. As mentioned above, the nonequilibrium electrons are charge 
carriers, indicating that the transport behavior is characterized by the nonequilibrium 
electrons density. The results of nonequilibrium electron density is consistent with the 
transmission spectrums and the transport eigenchannels. In general, a pure spin state 
is required for applications of spintronic devices, therefore the spin-filtering 




Figure 4-2 (a). Current−voltage curve of the nickelocene junction calculated with both SS-DFT+NEGF 
and DFT+NEGF approaches. (b). Spin-dependent transmission spectrums and the local density of states 
(LDOS) of the nickelocene at 0.3 V calculated with SS-DFT+NEGF. The bias windows are indicated by 
dashed lines. 
 
Figure 4-3. Spin-filtering efficiency of the nickelocene junction calculated with both SS-DFT+NEGF 





Figure 4-4. (a). comparison of the spin-up and spin-down transmission eigenchannels of the nickelocene 
junction under 0.3 V bias at 0.097eV where the transmission peak within bias window appears. (b). 
comparison of the spin-up and spin-down nonequilibrium electrons density under 0.3 V bias.  
The dinickelocene junction were then accounted for. The calculated I-V curve is 
displayed in Figure 4-5a. Unlike the nickelocene case, the dinickelocene junction 
exhibits a negative-differential-resistance (NDR) feature, with the peak at 0.075V 
predicted by SS-DFT+NEGF or 0.1 V by DFT+NEGF. The peak current reaches 696 
nA from SS-DFT+NEGF while DFT+NEGF yields slightly lower peak current. As 
displayed in Figure 5b, the transmission peak and the LDOS of dinickelocene is low 
within the bias window at 0.025V while nontrivial transmission and LDOS features 
can be observed at 0.075V. The electron transmission and LDOS are suppressed 
under a 0.125V voltage within the bias window. Remarkably, the spin-filtering 
efficiencies are ca. 99.9% within the considered voltage range (Figure 4-6), indicating 
that the tandem arrangement spin filter can be an effective way of improving filtering 
efficiency. The high filtering efficiencies are in accordance with the spin-dependent 
transmission spectrums and LDOS, where the spin-up ones are 3-4 orders higher than 
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the spin-down ones. Also, in the present case the filtering efficiency is improved 
without sacrificing current strength. To penetrate into the electron transmission of the 
nickelocene and dinickelocene junction, the respective spin-up transmission 
eigenchannels(Figure 4-4a and Figure 4-7) are compared with the frontier orbitals of 
nickelocene and dinickelocene. It is found that the characteristics of the both 
transmission eigenchannels are consistent with the highest occupied molecular 
orbitals (HOMOs, Figure 4-8), suggesting that electrons essentially tunnel through 
the HOMOs in both junctions.  
 
Figure 4-5 (a). Current−voltage curve of the dinickelocene junction calculated with both SS-DFT+NEGF 
and DFT+NEGF approaches. (b). Spin-dependent transmission spectrums and the local density of states 
(LDOS) of the dinickelocene at 0.025, 0.075 and 0.125V calculated with SS-DFT+NEGF. The bias 




Figure 4-6. Spin-filtering efficiency of the dinickelocene junction calculated with both SS-DFT+NEGF 
and DFT+NEGF methods. 
 
Figure 4-7. Spin-up transmission eigenchannels of the dinickelocene junction under 0.75 V bias at 
0.035eV where the transmission peak within bias window appears 
 
Figure 4-8. The spin-up HOMOs of the (a) nickelocene and (b) dinickelocene molecules.  
To find a plausible explanation of the distinctive peak current of the nickelocene 
and dinickelocene junction, the spin-up LDOS of the former under 0.3 V and the 
latter under 0.075V bias are shown in Figure 4-9. As suggested by the LDOS, the 
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central molecule of the dinickelocene junction has better orbital overlap with the left 
cap within respective bias window than that of the nickelocene junction. Also the 
right cap of the dinickelocene junction has orbital overlap with the central molecule 
within a wider energy range, in contrast to the sharp peak of the right cap of the 
nickelocene junction. Indeed, better orbital overlap between the central molecule and 
the caps is beneficial for electron tunneling.  
 
Figure 4-9. Spin-up LDOS of the nickelocene junction under 0.3 V and the dinickelocene junction under 
0.075V bias. Central molecule denotes the nickelocene or dinickelocene molecule plus the CH2 linkers; 
left(right) cap denotes semi-C60 and the screening layer. The bias windows are indicated by dashed lines.  
4.4 Summary 
A spin-filter junction was predict via calculations of the recently proposed 
steady-state density functional theory. Unlike conventional DFT for which the total 
electron density can determine the properties of the system, both total and 
non-equilibrium electron density are necessary in determining the properties of a 
junction under finite bias as suggested by SS-DFT. The dinickelocene molecule can 
be a spin-filter and the role of tandem arrangement of two nickelocenes in improving 
the filtering efficiency is highlighted.  
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Chapter 5  




DFT has become the most popular computational tool for the description of 
molecules and solid state materials. Now it is not only an indispensable part in 
quantum chemistry, but also in computational condensed matter physics. Due to its 
multidisciplinary nature, it is hard to say which part of DFT belongs to chemistry or 
physics. Indeed, Walter Kohn used to be a condensed matter physicist, but he was 
awarded Nobel Prize in chemistry. Since this thesis will be submitted to the 
department of chemistry, DFT is put under the umbrella of quantum chemistry.  
Despite its versatility and wide application, DFT is not a panacea for treating all 
chemical and physical problems. For example, it is well known that pure functionals 
have difficulties in treating van der Waals interactions. In real calculations, some 
approximations are usually made to simplify a calculation. Regarding the calculation 
of a surface reaction, the zero point energy, the entropy and the pressure contributions 
on the Gibbs free energy are not accounted for in many cases, with the assumption 
that those effects for reactants and products are cancelled. Due to these 
approximations and the inaccuracy introduced by a DFT functional, the 
thermodynamics of calculated results may have somewhat deviations from 
experimental values. Nonetheless, GGA-PBE calculations usually yield reliable 
results and is still the most popular functional used in modeling of surface reactions. 
Hence the PBE functional is used throughout the thesis.   
As an analogy of graphene, borophene has been successfully synthesized recently 
on silver substrate47. It would be interesting to investigate the transport properties of 
borophene. Since borophene is metallic, a molecular junction can be built using silver 
supported borophene as lead materials and the semiconducting phosphorene as the 
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scattering region. The properties of this junction can be compared with the one where 
bare silver as lead materials.  
TiO2 is a typical material for photocatalytic water splitting 263-265. Two 
dimensional TiO2 have been reported extensively, with the band gaps scattered in a 
wide range. However, the atomic structure of only one type 2D TiO2 was reported, 
which has a lepidocrocite-like structure266,267. Therefore it would be meaningful to 
explore the structures of 2D TiO2, which can be realized through first-principles 
global structural optimization method.  
As mentioned in Chapter 4, it is meaningful to designed spintronic devices. Very 
recently, it was found that two zigzag graphene nanoribbons, linked with a 
four-membered ring, can be an excellent spin-filter268. Hexagonal boron nitride is an 
analogy of graphene with similar lattice structure and parameters. Therefore it is 
interesting to investigate the electronic structure of boron nitride nanoribbons which 
have the same structure of the reported graphene counterpart. Moreover, zinc oxide 
monolayer also adopts the honeycomb lattice. Therefore, systemic studies of those 
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