Many real life problems can be reduced to the solution of a complex exponentials approximation problem which is usually ill posed. Recently a new transform for solving this problem, formulated as a specific moments problem in the plane, has been proposed in a theoretical framework. In this work some computational issues are addressed to make this new tool useful in practice. An algorithm is developed and used to solve a Nuclear Magnetic Resonance spectrometry problem, two time series interpolation and extrapolation problems and a shape from moments problem.
Introduction
Many signal processing problems (see e.g. [23] ) can be formulated as a complex exponential interpolation problem (CEIP): given the complex numbers s k , k = 0, 1, 2, . . . 2p − 1, to find complex numbers {c j , ξ j }, j = 1, . . . , p such 
or, equivalently [15] , to find poles ξ j and corresponding residues r j = c j /ξ j of the rational function s(z) whose first 2p Taylor coefficients at z = 0 are where D is a compact subset of I C and δ is the Dirac distribution. It turns out that for k = 0, 1, 2, . . .
Therefore s k is the k-th harmonic moment of the measure S and the complex exponential interpolation problem is equivalent to a specific moment problem in the plane consisting in retrieving the distribution S from s k , k = 0, 1, 2, . . . 2p − 1. Conditions for existence and unicity of the solution are detU 0 (s) = 0, detU 1 (s) = 0 (see e.g. [15, Th.7 .2c]).
More realistically, by denoting in bold all random quantities, let us consider the discrete stochastic process defined by a k = s k + ν k , k = 0, 1, 2, . . . , n − 1 (2) where n ≥ 2p and ν k is a complex Gaussian zero-mean white noise discrete process with known variance σ 2 . We want therefore to solve the complex exponential approximation problem (CEAP) consisting in estimating p and {c j , ξ j }, j = 1, . . . , p, from a realization a k , k = 0, 1, 2, . . . , n − 1 of a k . This is equivalent, when p is known, to solve a Pade' approximation problem i.e. to compute the [p, p − 1] Pade' approximant of the formal power series f (z) = k a k z −k , or to solving a generalized eigenvalue problem for nonsquare pencils [17, 7] or a specific noisy moments problem in the plane. Even if p were known the problem would be quite difficult and usually ill-posed.
A wide literature exists on the subject. We can summarize some well known facts as follows (see e.g. [19, 14, 10] ). The problem is optimally conditioned when ξ j are equispaced on the unit circle. In this case in fact model (1) reduces to the Fourier model which is an orthogonal one. Clusters of ξ j are more difficult to estimate than well separated ones. Complex exponentials with relatively small |c j | are more difficult to estimate than those with relatively large weight.
Recently a new approach for solving the complex exponential approximation problem in a stochastic framework was proposed [1] , which exploits the relation with generalized eigenvalue problems and with moments problems outlined above but without assuming to know p. It makes use of tools from the theory of logarithmic potential with external fields [22] and the theory of random polynomials [5, 11] and provides an estimate of p and point and interval estimates of {c j , ξ j }.
In this work some computational and numerical issues are addressed to make this new tool useful in practice. An algorithm is developed and tested on well known difficult problems.
The paper is organized as follows. In Section 1 the method introduced in [1] is shortly summarized. In Section 2 the proposed algorithm is discussed.
In Section 3 the algorithm is used to solve a Nuclear Magnetic Resonance spectrometry problem, a time series interpolation and extrapolation problem and a shape from moments problem providing some comparisons with existing methods.
The new transform
Starting from a k , k = 0, 1, 2, . . . , n − 1, assuming n even, let us consider the stochastic CEIP (i.e. a CEIP for each realization of {a k })
and the associated random measure
Let us also define the random Hankel
, where a = [a 0 , . . . , a n−1 ]. The generalized eigenvalues ξ j , j = 1, . . . , n/2 of the
where p n/2 (z) is a random polynomial. We can then consider the expected value of the (random) normalized counting measure on the zeros ξ j , j = 1, . . . , n/2 of this polynomial (condensed density, [11, 5] ):
In [2] it was proved that, when s = 0, in the limit for n → ∞ the condensed density is a distribution supported on the unit circle and it can be proved ( [1] ) that in the limit for σ → ∞ the generalized eigenvalues ξ j tend to concentrate on the unit circle and, in the limit for σ → 0, they concentrate around the true ξ j , j = 1, . . . , p. It is therefore evident that in order to solve CEAP, the first issue to address is the identifiability one. If the Signal-to Noise ratio (SNR) is not large enough with respect to the signal structure as discussed in the introduction, there is no hope to solve CEAP. The first step of the method introduced in [1] provides a tool for assessing if CEAP is solvable based on the properties of the condensed density of the generalized eigenvalues h n (z). More precisely we give the following:
The following result, proved in [1] , gives the relation between S n (z, σ), and the unknown measure S(z)
As in the limit for σ → 0, the condensed density tends continuously to a distribution supported on the true ξ j , j = 1, . . . , p, it does exist σ small enough to make S(z) identifiable from a and in this case we can use the random measure S n (z, σ) to estimate S(z) by using Theorem 1. To perform this program we need two steps. The first one consists in either to check the identifiability of the measure S(z) from a or to properly design the experiment (i.e. to choose n and σ) in order to get identifiability. The second step consists in building an estimator of S n (z, σ).
About the first step we notice that of course the function h n (z) cannot be computed because we do not know s i.e. the mean of a. However, assuming to know s, we can use h n (z) to state whether S(z) is identifiable from the data.
Unfortunately even in the Gaussian assumption the analytic computation of h n (z) is hard. However it can be approximated ( [1] ) bỹ
where ∆ is the Laplacian operator acting on z and µ j (z) are the eigenvalues
where
and overline denotes conjugation.
Remark. From equation (5) it follows that n should not be as large as possible to get the best estimates of S(z). In fact too many data will convey too much noise which could mask the signal s k .
We have therefore a tool either to check identifiability or to design properly the experiment. In most real problems we have some prior information about the unknown measure S(z). We can then computeh n (z) for several candidate measures compatible with our prior information and choose values n and σ that make the candidate measures identifiable.
We now move to the second step of the procedure consisting in estimating the random measure S n (z, σ) and extracting from it the required information.
If we have R samples from the data discrete stochastic process a we can estimate E[S n (z, σ)] by solving CEIP for each sample a (r) , r = 1, . . . , R,
i.e. finding (c
. . , n − 1 and then taking the sample mean
If only one sample is available we can use the following method proposed in [1] . We notice first that in order to cope with the Dirac distribution appearing in the definition of S n (z, σ), it is convenient to use an alternative expression given by (see [2] )
Then we build independent replications of the data process (pseudosamples)
by defining
where {ν
zero mean complex Gaussian variables with variance
where (c
. . , n/2 are the solution of CEIP for the pseudodata a (r) k , k = 0, . . . , n − 1 which are computable by a MonteCarlo procedure given a. In [1] the following theorem is proved Theorem 2 Let M(z) and M c (z) be the mean squared error of S n (z, σ) and S c n,R (z,σ) respectively. In the limit for σ → 0, it exists σ ′ and R(σ
In order to estimate (c j , ξ j ), j = 1, . . . , p, we make use of Theorem 1. In j ) which belong to eachN k . The name "transform" is justified by observing that to the vector a we associate the matrix P (direct transform), and to the matrix P we associate the vector whose components
The algorithm
The method for estimating the unknown parameters p, {(c j , ξ j ), , j = 1, . . . , p} outlined in the previous section is quite expensive and delicate from the numerical point of view. In this section we discuss the main issues to be ad-dressed to implement the basic method and suggest a new approach which mimics the basic one giving rise to a fast and reliable algorithm.
The computation of the P-transform is the most critical part of the whole procedure. There are many algorithms to compute (ĉ j ,ξ j ) based on different approaches (see e.g. [12, 3] for short reviews) which are useful in different applied contexts. If computational burden is the principal issue and the geometric structure of the unknown measure S(z) is simple, extremely fast algorithms based on the generalized orthogonality of Pade' polynomials can be used to compute (ĉ j ,ξ j ) ([15, pg.631-632], [6] ). If clusters of poles can be expected it is better to solve the generalized eigenvalue problem e.g. as discussed in [19] and [12] where several advanced methods are presented or [14] , where the Hankel structure of the pencil P = [U 1 (a), U 0 (a)] is taken into account to speed up the computation and QR factorization and QZ iteration are used as well as a suitable diagonal scaling of the pencil P , for achieving numerical stability. An even more expensive method is described in [24] where a total least squares approach is used taking into account the Hankel structure and the noise affecting the elements of P . A classical approach is given by Prony's method [20] which splits the problem in three parts by solving two linear least squares problems with Toeplitz and Vandermonde structure respectively and a polynomial rooting problem. Fast codes for all these sub-steps do exist [13, sect.4.6,4.7] as well as total least squares [27] and structured total least squares algorithms [17] .
A further complication is due to the fact that for computing the P-transform R generalized eigenvalue problems have to be solved. An effective compromise between accuracy and speed of computation is given by the following procedure:
• compute (c
j ), j = 1, . . . , n/2, by solving the generalized eigen-value problem for the pencil P by one of the accurate methods quoted above. If the method described in [14] is used the computational cost of this step is O((
• select the generalized eigenvalues ξ • for each pseudosample a (r) compute the coefficients of the polynomial
by the first step of Prony's method. This requires O((
2 ) flops because of the Hankel structure of U 0 (a (r) )
• to compute ξ • to compute c ) flops.
• The last step for computing the P-transform consists in evaluating the summation in (6) and then computing a discrete Laplacian. This can 
for z ∈ N k , k = 1, . . . ,p where N k is a small regular mesh of points with size δ, centered on the centroid of the k−th cluster. Finally, after theorem 1, we select thep ≤p clusters such that
where K > 1. Estimates (ĉ j ,ξ j ), j = 1, . . . ,p of (c j , ξ j ), j = 1, . . . , p are then obtained by averaging the (c Summing up we can solve the CEAP problem in O((
In most applications R < n is enough to get good results, therefore O(n 3 )
flops is a reasonable upper bound for solving the problem in most cases (fast method). In a few particularly difficult problems the computation of ξ (r) j , j = 1, . . .p, r = 1, . . . , R is better performed by the same accurate methods used for r = 0. In these cases the computational burden becomes O(n 4 ) (slow method).
Numerical experiments
In order to appreciate the behavior of the proposed algorithm in practice, four It turns out that the identification of a polygonal region in the plane from its complex moments can be formulated as a specific CEIP [9, 14] . Synthetic data sets are generated and the results are compared with those obtained in [12] when the number of the polygon vertices is known. Moreover the case when the number of vertices is unknown is also addressed.
We notice that several hyperparameters have to be chosen e.g. the upper boundp of p, the number R of pseudosamples, the variance σ ′2 of {ν (r) k } and the constant K. Moreover one of the most critical hyperparameter is the number n of data points, as noted in the Remark in section 2. Usually we can only cut some data in order to reduce the noise. In order to select good hyperparameters a performance criterion is chosen and the method is applied for several values of the hyperparameters in suitable intervals. Then those that give the best value of the performance criterion are used to compute the final results. The performance criterion is problem dependent. However a standard residual analysis provides usually a good basis to build up a good criterion. In the following the number of residuals whose absolute value is larger than σ is used as performance criterion.
NMR spectroscopy
In the top part of fig.1 In order to apply the proposed method the FID is first filtered by a passband Fourier filter [4, 3] . In the middle-bottom part of the same figure, the absorption spectrum of the filtered FID is shown. When the main peaks of the spectrum are clustered and the clusters are well separated, it is in fact possible to split the analysis by filtering out from the FID all the frequencies but those belonging to a given interval [18] . The filtered FID is given by only 300 data points and the proposed method was applied to solve the CEAP for it. The The agreement with the zoomed absorption spectrum on the middle-bottom part is quite good.
Time series interpolation and extrapolation
In order to apply the proposed method to solve extrapolation problems it is enough to solve a CEAP for the measured data and then evaluate the model on the extrapolation abscissas. To solve an interpolation problem we notice that, in the noiseless case, we can consider the segments of data before and after the missed segment as produced by the same model (1) for a set of indices k displaced by a fixed quantity q. It is easy to show that the generalized eigenvalues and eigenvectors are invariant for such a displacement. Therefore we can solve two separate CEAPs for the observed segments, and apply the proposed method to the pooled generalized eigenvalues and eigenvectors. We need only to modify the Vandermonde matrix for computing c (r) j in the last step to take into account the gap in the observations. Assuming that each segment has n observations we have c (r) = V † a, where
The interpolated values are then obtained by
. . .ξ 
Shape from moments problems
In [9, 14] it was shown that the p vertices ξ 1 , . . . , ξ p of a non degenerate polygon P and its complex moments µ k , k = 0, 1, . . . , 2p − 1 are related by
assuming that the vertices are arranged in counterclockwise direction in the order of increasing index and extending the indexing of the ξ j cyclically so that ξ 0 = ξ p , ξ 1 = ξ p+1 . Therefore to identify the polygon (i.e. its vertices) from its complex moments is equivalent to solve a CEIP for the data
In [12] several methods for solving this specific problem were compared on two different polygons for σ = 10 −3 , 10 −4 , 10 −5 by a simulation experiment involving N = 100 independent replications and n = 101 noisy moments. For comparison, in Table 1 the results obtained by the proposed method and the best among those reported in [12, Tables IV, VIII, bold figures] are reported. The root mean squared error (RMSE) averaged over all parameters ξ j is computed by
As the best results were obtained in [12] by using GPOF method ( [16] ) but in one case, also in the proposed procedure the solution of the generalized eigenvalue problem (step 1) was obtained by GPOF with the same setup used in [12] . Thereforep = p is assumed to be known, as in [12] , and the P-transform was not computed because all the p estimated clusters were retained. Moreover this was the only example where GPOF was used also for computing ξ (r) j , j = 1, . . .p, r = 1, . . . , R (slow method). An improvement can be noticed in all cases. In the first column of fig. 4 the estimated ξ j for σ = 10 −4 and for the considered polygons are plotted. We notice that in some vertices, the ξ j are so concentrated that they coincide with one point at the used resolution. Next we use the full fast proposed procedure assuming not to know p and puttingp = n/2. The RMSE averaged over all parameters ξ j and the mean and standard deviation ofp are reported in Table 2 . In the second column of fig. 4 the estimated ξ j for σ = 10 −4 and for the considered polygons are plotted. 
Conclusion
A new approach for solving a classic inverse ill-posed problem is discussed from the computational point of view. The approach is a perturbative one, therefore it exploits the information generated by solving several closed prob-lems by any standard method which best suits the user's needs such e.g. numerical quality and/or computational speed. The final results are obtained by an "averaging" step, hence they are quite stable with respect to noise and, provided that some hyperparameters are properly selected, sensitivity is also preserved, allowing to retrieve features of the signal which are masked by the noise. Several numerical examples are presented which confirm these practical abilities often improving on the results given by known methods. Left: the true number of vertices is known. Right: the true number of vertices is unknown.
