ABSTRACT This paper presents a linear mismatched model-based offset-free model-predictive control approach for nonlinear systems (also suits for mismatched linear systems) with both bounded stochastic and deterministic disturbances. By treating the objective function (using disturbance observer model) and the constraints (using mismatched predictive model) individually, offset-free tracking for piece-wise constant references in an expectation manner and constraints contentment has been achieved. A combined state and disturbance-affine feedback control law has been incorporated to achieve least conservativeness. Well-designed invariant set for tracking is used for convergence. An iterative computation procedure has been proposed to find the recursively feasible set, which ensures recursive feasibility. The final optimal control problem has been converted to a semidefinite programming problem that can be efficiently solved by existed solvers. The proposed method has been applied to a nonlinear continuously stirred tank reactor system, and the performance has been compared to several existing approaches.
I. INTRODUCTION
Model Predictive Control (MPC) refers to a class of computer control algorithms that compute a sequence of manipulated variable adjustments to optimize the future behavior of a system by predicting the future response of the system through an explicit process model [1] . The conceptual simplicity of MPC as well as its ability to effectively cope with complex dynamics of systems with multiple inputs and outputs, system constraints (i.e. input and state constraints), and conflicting control objectives made it widely used in engineering applications, ranging from process industries to enormously widened fields such as automobile, energy, environment, aerospace and medical treatment [2] , [3] . Successful MPC applications depend on the accuracy of open loop predictions, which in turn depend on the accuracy of the process models. Uncertainties (including uncertain disturbances and model mismatches) may cause control performance to be sluggish, overly conservative or, in the worst-case scenario, unstable [4] . To systematically handle system uncertainties, Robust MPC(RMPC) (for deterministic uncertainties) and Stochastic MPC(SMPC) (for stochastic uncertainties) has been proposed and well developed in recent decades.
Whether the statistic information (expectation, covariance, probability distribution, etc) of an unknown disturbance is available decides the disturbance to be deterministic or stochastic. Both RMPC and SMPC use a constraintstightening method to prevent constraints violation and the extent of tightening directly influences the extent of system conservativeness. Min-max RMPC and tube-based RMPC are two popular RMPC schemes in engineering applications [5] . For min-max RMPC, different input control law (such as, open-loop [6] , state-affine feedback [7] and disturbance-affine feedback [8] ) has different impact on the tightening constraints while tube-based RMPC is mainly influenced by the different types of tubes (such as rigid tube [9] , homethetic tube [10] and parameterized tube [11] ). There are also bundles of SMPC methods to deal with stochastic noises including sample-based [12] , scenario-based [13] and deterministic equivalents-based [14] approaches. To deal with systems with both stochastic and deterministic disturbances, advantages from both RMPC and SMPC methods are synthesized in this paper.
Offset-free control is actually a zero-error tracking problem. Paper [15] proposed a invariant set (for tracking) based method to track arbitrary piece-wise references by parameterizing the target calculation equations. Paper [16] then extended this method to robust case for system with deterministic disturbances. However, these methods cannot work when mismatch exists between the predictive model and real system. Paper [17] used a deterministic disturbance variable to represent model mismatch in the predictive model by which prevented the violation of constraints and tried to achieve offset-free tracking through a compensation to the original reference. But this compensation is impractical to find accurately due to model mismatch. To realize offset-free tracking when model mismatch exists, paper [18] proposed a disturbance observer-based method by using the observer model as predictive model during the predictive horizon. However, this kind of realization of offset-free tracking is at the expense of violation of the constraints because the observer model could not predict the behavior of the system precisely when handling constraints. This paper presents a linear mismatched model based MPC approach for nonlinear systems (also suits for mismatched linear systems) with both bounded stochastic and deterministic disturbances. The deterministic disturbance in the linear predictive model accounts for both unknown structural/ parametric plant-model mismatch and the original deterministic disturbances. To realize offset-free tracking and prevent constraints violations, a disturbance observer model is used to form the objective function and a different mismatched predictive model is used to handle constraints. A combined state feedback and disturbance-affine feedback control law has been incorporated to achieve least conservativeness. Well-designed invariant set for tracking is used for convergence. To maintain recursive feasibility, a novel iterative procedure is proposed to compute a recursively feasible set for the 1-step ahead state and the min-max objective function will be transformed to a Linear Matrix Inequality (LMI). The final Optimal Control Problem (OCP) is then converted to a semidefinite programming problem and can be efficiently solved by existed solvers. Finally, the proposed method has been successfully applied to a nonlinear Continuously Stirred Tank Reactor (CSTR) system.
Contributions of this paper lie in five aspects: 1. Achieved offset-free tracking and satisfied the constraints requirement under stochastic, deterministic disturbances and model mismatch (caused by linearization of nonlinear model or unknown structural/parametric plant-model mismatch of the nonlinear or linear model itself). 2. Proposed a less conservative and more general method to guarantee recursive feasibility. 3. Proposed a SVD-based method for cases when the weighted matrix in LMI non-invertible. 4. Achieved least conservativeness by implementing a combined state feedback and disturbance-affine feedback control law. 5. Discovered the connection between the observer and mismatched model and built the tracking invariant set to improve the posibility of convergence.
Notations: The sets of reals and non-negative reals are denoted by R and R + respectively. Given two sets X ⊆ R n and Y ⊆ R n , the Minkowski set addition is defined by X ⊕ Y = {x + y|x ∈ X, y ∈ Y} and the Pontryagin set difference is then defined by X Y = {x|x ⊕ Y ⊆ X}. Given α ∈ R(B ∈ R m×n ), αX(BX) := {αx(Bx)|x ∈ X}. Given matrix Q, diag(Q, . . . , Q) denotes the block diagonal matrix with matrix Q on the main diagonal while diag(v) denotes the square diagonal matrix with the elements of v on the main diagonal when v is a vector. Given set Z ⊆ R n+m , its projection onto R n is defined by Proj x (Z) = {x ∈ R n |∃y ∈ R m such that (x, y) ∈ Z }. E(·) denotes expectation. x Q = x T Qx denotes the weighted 2-norm while
Without particular specification, a k and a k|k are identical and a k|k = a k|k−1 .
II. PROBLEM SETUP
Assume that the real systems has the form:
where f r and g r are some unknown functions. x r t ∈ R n x , u t ∈ R n u , y r t ∈ R n y ,r c t ∈ R n c are the state, input, output and controlled output respectively. p t ∈ R n p is a bounded deterministic noise and q t ∈ R n q is a bounded stochastic noise with zero mean.
A nonlinear description of system (1) can be obtained through mechanism analysis or model identification:
where x t , y t , y c t are the state, output and controlled output respectively. In practice, functions f (·) and g(·) usually cannot be acquired precisely because of the insufficient knowledge of the structure and inaccurate evaluation of the components. Linearization process will also generate new residual errors. To capture both the structural/parametric plant-model mismatch and linearization error, the discrete system of (2) can be equally described as a mismatched linear model x k+1 = Ax k + Bu k + m ek + Dp k + Sq k where m ek ∈ M VOLUME 6, 2018 presents model mismatch and acts as a compensation between the linear model and the real system. A pre-knowledge of M is needed and should satisfy ∃m ek+i ∈ M, s.t. x r k+i+1 = x k+i+1 , ∀i ≥ 0, this can be obtained from either input-output system data, or from a high-fidelity system model. Because the model mismatch can be treated as a kind of deterministic disturbance, and for representation and design convenience, we can let d k = m ek + Dp k and w k = Sq k , the linearized discrete-time model used in controller then can be described as:
where d ∈ D ⊂ R n d is the bounded deterministic disturbance which represent the original deterministic noise as well as the model mismatch and w ∈ W is the stochastic disturbance. y k ∈ R n y , y c k ∈ R n c are the output and controlled output respectively.
Our goal is to design an model predictive controller based on (3) to have r c k track r k under the chance state constraints:
and hard input constraints:
or equally, to make (r c k −r k ) stays around 0 as k → ∞, where r c k ∈ R n c is the controlled output of the real system and r k ∈ R n c is the reference signal.
Because of the existence of disturbances and model mismatch, tracing the reference signal r k without offset while satisfying the constraints will be challenging. Disturbances or model mismatch will make the observer-based method (like [18] ) violate constraints and model mismatch alone will make the tracking invariant set-based method (like [16] ) offset. But inspired by these two kind of methods and the techniques used in RMPC and SMPC to handle constraints, a systematical method is proposed to achieve the goal. The whole design process can be divided into four subtasks: 1. constraints handling. 2. offset-free tracking (including observer design, target design and cost function design). 3. convergence guarantee 4. recursive feasibility ensurance.
III. CONTROLLER DESIGN A. CONSTRAINS HANDLING
Different control law will lead to different constraintshandling methods in literature. Before we start to cope with constraints, the control law has to be decided first. As specifies in [19] , a disturbance-affine feedback control law may lead to a less conservative controller. In order to benefit from this property, we set the control law as u k+j|k 
and z k+j|k is defined subsequently. Here, the statefeedback component K (x k+j|k − z k+j|k ) will help us to deal with deterministic and stochastic disturbances separately. (6) As x k+j|k = z k+j|k + e k+j|k = z k+j|k + j−1 w k|k + . . . + w k+j−1|k , within every predictive horizon, constraint (4) can be replaced by the tightened hard constraint:
where the pth element of β j is the solution to:
where g p is the pth row of G. Constraint (4) and (7) can be proved to be equivalent: Proof: As x k+j|k = z k+j|k + e k+j|k and ∃m k+j|k , s.t. x r k+j+1|k = x k+j+1|k . The p-th row of constraint (4) is equal to
whereḡ p is the p-th element of g. Constraint (9) is then equal to
We can find that (10) is equal to the j-th row of (7) with (8) .
Problem (8) is a standardized Stochastic Programming problem which can be solved by scenario-based method like in [20] with a sample numberN = (1/ε x )(e/(e−1))(ln(1/η)) where η is the confidence parameter or by deterministic equivalent-based methods as described in [14] which replaces the chance constraints with a hard constraints through a distribution standardization process.
It would be less conservative if the hard input constraints is treated as probabilistic ones during predictive horizon [21] . Thus, input constraints (5) can be replaced similarly by:
where α j is the solution to min α α, s.t.P r {f p Ke k+j|k ≤ α} ≥ 1 − ε u , ε u is a small positive chosen by user. As e k|k = 0 ⇒ α o = 0 and only the first input will be executed, hard input constraints (5) 
Then, the disturbance-affine feedback law can be rewritten as
Then (7) can be replaced by: (12) where
is decision variable and function Re(A, B, i) is defined as Re(A, B, i)
Similarly (11) can be replaced by: (13) Hence, all constraints have been converted to a noise-free form.
B. OFFSET-FREE TRACKING 1) OBSERVER DESIGN
We cannot make a proper prediction of the future behavior of the system to eliminate tracing offset without the knowledge of the mismatch-incorporated disturbance d k which is either unmeasurable. So, observer would be a good solution we could turn to. However, traditional observer model lacks the ability to observe the disturbance part of the system. But the disturbance d k can be treated as a new state and build the observer model as an augmented one: (14) where d k|k ∈ R n d is the integrating disturbance which contains the mismatch information between x k|k and x r k and the original deterministic disturbances, ξ k ∈ R n d is a zero mean white noise and η k|k ∈ R n y is the output noise. B d and C d would be designed by user.
To achieve unbiased and efficient (minimum variance) estimation, a steady-state Kalman filter can be used to estimate the state and integrating disturbance. The correction of the filter is described as:
and the prediction is given by: 
2) TARGET DESIGN
When the controlled output r c t reaches the reference and stays around it, the system will stays at a new steady state. However, as d k and w k are unmeasurable, it is impossible to compute the new steady state (i.e. the target) from model (3) so that the correct control sequence is unobtainable. References [16] and [17] used the nominal model of (3) to calculate the new steady state and then compensated by a observed value in order to get the right control sequecne. However, when model mismatch exists, the compensation will not be accurate and offset still exists. The observer model (16) , on the other hand, would solve this problem as suggested in [22] and [18] . In order to avoid non-unique target, it is better to perform an additional optimization problem based on the observer model (16) :
Notice that (18) is very different from that in [22] and [18] which make e t = 0 as a constraint to the TCOP and has no slack variables α and β. This renders the TCOP easily to be infeasible becaused k|k changes unpredictably during the process because of the disturbances and it is hard to find a solution for everyd k|k if e t = 0 while constraints (with no slack variables) exist. Thus, admitting an error between the observed y c t and r k and allowing target violate constraints during the process would be more reasonable.
3) COST FUNCTION DESIGN
Because of the existence of the stochastic noise, outputs of the system would also be stochastic. Thus, an absolute zero offset cannot be achieved. However, an offset-free controller can be designed respecting to expectation by defining the cost function as:
where r c k+i is the controlled output of the real system. Model mismatch leads deviation between y c k+i and r c k+i during the prediction horizon. So, using y c k+i to represent r c k+i may not be proper. As the observer is an unbiased one, we have E(ŷ c k+i ) = E(r c k+i ). As E(u k+i ) = π k+i and E(x k+i ) :=x k+i , substituting corresponding equations into (19) yields:
wherex k+1|k = Ax k|k +Bπ k|k +B ddk|k with initialx k|k =x k|k and Q c = (HC) T QHC. Such a min-max cost function can then be converted to a SDP problem through Schur complement [23] and semidefinite relaxtions [24] :
where
One may notice that Q will be non-invertible if HC is not full rank and this often happens in practice. So, a SVD based alternative of (21) is presented to cope with such cases and details can be found in the V.
C. TERMINAL CONSTRAINTS DESIGN (FOR CONVERGENCE)
A widely used strategy to ensure convergence is to design a proper robust invariant control set as the terminal constraints. However, normal invariant set which considers only input and state constraints is not appropriate as the predetermined control law u = Kx will steer the state to the neighborhood of the original instead of the neighborhood of the tracing target. Thus, a well-designed invariant set for tracing is needed.
Nominal state of system (3) 
i D and define the augmented state as
It's easy to derive the innovation equation of s k as s k+1|k = Ss k|k and constraint set S λ = {s = (z, θ)|v = K (z − x t + x c ) + u t = Kz + Lθ ∈Ū,z ∈X, x t = M x θ ∈ λX, u t = M u θ ∈ λŪ}. Build the admissible invariant set as O s = {s|S i s ∈ S λ , i ≥ 0} [15] . O s will be finitely determined and arbitrarily close to the real maximal invariant set by choosing λ < 1 and arbitrarily close to 1 [25] . Then, the invariant set forz k is Oz = Projz(O s ) = {z|G f z ≤ g f }.Thus, we have ∀z ∈ Oz,z + = z + BLθ ∈ Oz. The terminal constraints would bez k+N |k ∈ Oz, that is:
. Reference [19] has certified that the state-affine feedback control law has an one-to-one correspondence to the disturbance-affine feedback control law. So, there exists a certain L N such that x and u will fulfill the constraints as 
D. RECURSIVE FEASIBILITY
For system with deterministic disturbance, if the tightened system is recursively feasible, the recursive feasibility can be ensured for the disturbed one. But for system with stochastic disturbance, Kouvaritakis has pointed out in [26] that the current solution satisfying the constraints of the tightened system at time k ensures that future constraints will be satisfied only with a given probability, but not for all possible realizations of the stochastic disturbance. As the probability of constraint violation l steps ahead at time k is not the same as l − 1 steps ahead at time k + 1 with a given x k+1 , in particular: Gz k+l|k ≤ g − β Gz (k+1)+(l−1)|k+1 ≤ g−β, the recursive feasibility cannot be held. Paper [26] then proposed a conservative method by treating only the first time step constraints probabilistic and the rest hard (i.e. the worst case). That is Pr{Fx k+1|k ≤ 1} ≥ 1 − x , Fx k+j|k ≤ 1, j = 2, . . . N − 1. Paper [27] proposed an less conservative method by using a first-step constraint which is in fact an invariant set. This method can be used when the control law is designed as the state feedback law u = Kx + v. To achieve less conservativeness, the disturbance-affine feedback control law u = K (x − z) + Lw + v is considered. Thus, a new method to guarantee recursive feasibility is proposed in this subsection and the proposed method is not restricted to the form of control law which means that it is a more general method.
The proposed method is based on such an idea: if the next step x k+1|k can be steered into a set in which the OCP always has a feasible solution and x (k+1)+1|k+1 will also be in this set, the OCP will be recursively feasible. Define the feasible set of OCP (23) as F 0 = {x|∃ such that (x, ) is feasible} = {x|F 0 x ≤ f 0 }. The OCP will be feasible at the next time step if x k+1|k ∈ F 0 which can be described as:
Adding constraint (24) to OCP (23) forms the new OCP 1 (x, ). Added a new constraints, feasible set F 1 to 1 (x, ) will be smaller than F 0 . Again, add constraint x k+1|k ∈ F 1 to 1 (x, ) and compute F 2 . This process continues until we get a converged F ∞ . From the derivation of the LMI in (23) we notice that constrains (21) will not influence the domain of F i . Thus, (22), (12), (13), i = 0, . . . , N − 1}. The procedure of computing the recursively feasible set can be described as: Step0 i=0 and 0 (x, ) = (x, ) Step1 Compute feasible set F i of i (x, ) Step2 Add constraint x k+1|k ∈ F i to i (x, ) and get
and stop the process.
Otherwise, i = i + 1 and go back to step1. Since a more tightened constraint is added to the former OCP, F i+1 ⊆ F i and F ∞ will be computed in finite steps.
Once F ∞ is computed off-line, we can build the final OCP as:
(12), (13) , i = 0, . . . , N − 1 (21), (22)
Proposition 1 (Recursive Feasibility): If the final OCP (25) is feasible at the initial state, then it is recursively feasible.
Proof: If ∞ (x k|k , ) is feasible at time k, then there exists a control law which ensurs x k+1|k ∈ F ∞ . As F ∞ is also the feasible set of ∞ (x k|k+1 , ), ∞ (x k|k+1 , ) will also be feasible and again x k+1|k+1 ∈ F ∞ . Recursive feasibility has been proved. 
Thus, k decreases and will finally converge.
As c in (25) is the upper bounder of (20) and the candidate control law v k+N −1|k+1 = K δ k+N |k + u t ) will maintain z k+N +1|k staying in the invariant set for tracking, proposition 2 implies that (25) will also converge if the candidate control law is feasible.
IV. CSTR APPLICATION
The continuously stirred tank reactor (CSTR) is a widely used reactor in chemical engineering for liquid-phase or multiphase reactions [28] . As Figure 1 shows, CSTR consists of a vessel with a stirrer and the vessel is covered by surrounding coolant jacket. Reactant streams are continuously fed into the vessel, and product streams are withdrawn. Coolant (or hot) medium that flows through the jacket removes (or increases) the heat of reaction. Meanings of parameters are shown in Table 1 . CSTR shows extremely non-linear behaviour and generally has varied operating range. In our case, an irreversible exothermic reaction A → B takes place in the CSTR. Reactant A is converted to the desired product B. To maintain a highly efficient production, the conversion of reactant A is needed to stay at a high level where the conversion of A is defined as (C A0 − C A )/C A0 . High conversion means low concentration of A in the product. Thus, the purpose is to keep concentration of reactant A (C A ) in the product at a desired low value. Flowrate of coolant (F J ) works as the manipulated variable. Feed temperature (T 0 ), feed concentration of A (C A0 ) and product flowrate (F) act as deterministic disturbances while cooling medium temperature (T C,in ) acts as stochastic disturbance. The mathematical model of this reactor is described by a set of four Ordinary Differential Equations (ODE) [29] :
Total mass balance:
Component A balance:
Reactor energy balance:
Dynamic model of the jacket:
The following assumptions have been made regarding the CSTR process:
(i) Perfect Mixing (ii) Constant physical properties (densities and heat capacities) (iii) Reactor jacket if perfectly insulated and Perfect mixing of coolant in jacket (iv) Constant reactor and jacket volume Then, equations (26) (27) (28) (29) reduce to:
Linearize (30-32) at its steady state:
RT R and the overscored variables are the steady-state values. Table 1 shows the values of steady state with the base case feed flowrate of 4.377 × 10 −3 m 3 /s and the conversion of 90%, which corresponds to an annual production rate of 110,000 metric tons. The discrete linearized model at this steady state with sample time T s = 120 seconds is: and:
where m e presents model mismatch as well as linearization error and w = B. If the mechanism model (26) (27) (28) (29) can fully represent the real system, m e is equal to the remainder of the Taylor's formula of the linearization. at the OCP optimizer and apply the first input into the plant; 5. go back to step 2. Figure 4 shows the results of the proposed approach as well as several existed methods when the disturbances above enter the system. As the existing methods are not designed to handle stochastic disturbance, deterministic disturbance and model mismatch simultaneously, some modification has been done to make them comparable. Assume that the deterministic disturbance in Limon's approach [16] also contains model mismatch error which makes it capable to prevent constraints violation. However, since this method is a RMPC approach, bounded stochastic noise has to be treated as deterministic which leads to a more tightened constraints (more conservative) and this is the cause to a farer distance from the boundary of the constraints of T J near 100 minutes even it has the tendency to come closer to the boundary. Because of the mismatched model used in target calculation and reference compensation, Limon's method fails to trace the reference without offset. Rawlings' method in [18] will be infeasible because of its strict target calculation method, it is modified by applying the target calculation optimizer proposed in this paper to make it feasible. The blue line shows the result of the modified method. It can trace the reference correctly. But as this method uses the observer model to handle constraints, constraints will be violated as the figure shows. Besides, Rawlings' method cannot ensure feasibility and convergency. The approach proposed in this paper, however, achieves the offset-free tracking (in expectation manner) as well as the constraints contentment. The magenta line shows the results of the proposed approach when the model mismatch m e is ignored in the proposed method. We can see that constraints will be violated. This shows the importance of taking model mismatch into account. Figure 5 shows the results of 100 times simulations in which constraints violation happens only 8 times. This probability of violation(8%) satisfies the chance constraints(which allows for 10% violations) and we can see that the expectation of C A will finally stay at the desired value.
Constraints for the CSTR are
To exhibit the capability of tracking piece-wise constant references, the set point is made to change after 1500 minutes. We can see from Figure 6 that the output traces piece-wise constant references well. Figure 7 shows the result of the recursively feasible set designed in Section 3.4. The recursively feasible set converges after 47 iterations as Figure 7a shows. The range of x 3 during the iteration do not change, so a 2-D version (Figure 7b ) is used to show the process more clearly of convergence. The dual model structure proposed in this paper can be used under different control laws, such as the u 1 = v and u 2 = K (x −z)+K (z−Z )+v. However, we can see from Figure 7c that the combined state and disturbance-affine feedback control law u 3 = K (x − z) + Lw + v has the largest feasible set which means that the control law proposed in this paper (u 3 ) maintains the least conservativeness. Since the range of x 3 is the same for feasible sets of this three control laws, they can be demonstrated in axis-x 1 x 2 .
As stated above that the proposed method also works for linear mismatched systems, we assume that the real system has the same structure as the linearized model(36) as well as the same disturbance values and constraints. But A r = A + 0.01I and other system matrices keep the same. The result in Figure 8 shows that the proposed approach works well in linear mismatched systems.
Computational complexity is rather low for the proposed method since it mainly solves tow standard problem: one is the QP problem computing the target and the other one is the SDP problem computing the input sequence. The average of computational time for the proposed method is 2.364s. Compared with Limon's 1.938s and Rawlings' 0.834s, the proposed method is computationally acceptable and practically applicable. Computation of recursively feasible set is complex and time costly which will cost several hours, however this part will be only computed once and can be done off-line. Besides, the tightened hard constraint from chance constraint can also be computed off-line, this step cost an average time of 1.313s.
V. CONCLUSION
In this paper, a linear mismatched model based offset-free MPC approach has been proposed for offset-free tracking of nonlinear systems with both bounded stochastic and deterministic disturbances. This method also works for mismatched linear systems. A disturbance observer model is used in the objective function to trace the reference and another mismatched predictive model is used to account for constraints. From the CSTR application we can see that offset-free tracking for piece-wise constant references in an expectation manner and constraints contentment has been achieved. The combined state and disturbance-affine feedback control law shows the least conservativeness. The invariant set for tracking designed in this paper improves the chance of convergence and the recursively feasible set computed through a iterative computation procedure ensures the recursive feasibility. The comparison to the existed method shows the advantaged of the proposed approach.
However, if the disturbance is too large such that the state is drifted far away from the chosen linearized point, the mismatched error me integrates so rapidly that the observer may not capture this change accurately. Performance, therefor, deteriorates quickly. This issue, however, will be addressed in the future work by using the piecewise affine(PWA) models under the proposed dual model structure. 
