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Data processing over single-port homodyne detection to realize super-resolution and
super-sensitivity
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Performing homodyne detection at one port of squeezed-state light interferometer and then binarzing mea-
surement data are important to achieve super-resolving and super-sensitive phase measurements. Here we pro-
pose a new data-processing technique by dividing the measurement quadrature into three bins (equivalent to
a multi-outcome measurement), which leads to a higher improvement in the phase resolution and the phase
sensitivity under realistic experimental condition. Furthermore, we develop a new phase-estimation protocol
based on a combination of the inversion estimators of each outcome and show that the estimator can saturate the
Crame´r-Rao lower bound, similar to asymptotically unbiased maximum likelihood estimator.
I. INTRODUCTION
Optimal measurement scheme followed by a proper data
processing is important to realize high-precision and high-
resolution phase measurements [1–3]. For the commonly used
intensity measurement over quasi-classical coherent states,
the achievable phase sensitivity is subject to the shot-noise
limit (SNL) δθ ∼ O(1/√n¯), where n¯ is the number of particles
of the input state. Furthermore, the intensity measurement
at the output-port of the coherent-state light interferometer
gives rise to an oscillatory interferometric signal ∝ sin2(θ/2)
or cos2(θ/2), which exhibits the fringe resolution λ/2 deter-
mined by wavelength of the incident light λ. This is often
referred to the classical resolution limit of interferometer, or
the Rayleigh resolution criterion in optical imaging [4]. These
two classical limits in the sensitivity and the resolution can be
surpassed with non-classical states of the light [5, 6] such as
the N-photon NOON state (|N, 0〉a,b + |0, N〉a,b)/
√
2. This is a
maximally entangled state with all the particles being either in
the mode a or all in the mode b, leading to the super-sensitivity
δθ ∼ O(1/N) and the super-resolution λ/(2N) [3–7]. How-
ever, the NOON states are difficult to prepare and are fragile
to the loss-induced decoherence [8–10].
Recently, several important progresses have been reported.
The first one is the achievement of super-resolution by feed-
ing the interferometer with a coherent laser, followed by co-
incidence photon counting [11], parity detection [12, 13],
and homodyne detection with a proper data processing [14].
Specially, Distante et al [14] detect the field quadrature at
one port of coherent-state light interferometer and then bi-
narize the measurement data p ∈ (−∞,+∞) into two bins
p ∈ [−a, a] and p < [−a, a], which results in a determin-
istic and robust super-resolution with classical states of the
light. The second progress is the recent theoretical proposal
and experimental demonstration [15] that feeding a coherent
state and a squeezed vacuum state into the two input ports
∗Electronic address: aixichen@zstu.edu.cn
†Electronic address: wenyang@csrc.ac.cn
‡Electronic address: grjin@zstu.edu.cn
of the interferometer followed by the same data processing
over the single-port homodyne detection, which can realize
deterministic super-resolution and super-sensitivity simulta-
neously with Gaussian states of light and Gaussian measure-
ments [15]. This result may provide a powerful and efficient
way to enhance the sensitivity of gravitational wave detec-
tors [16, 17] and that of correlation interferometry [18].
The data-processing method proposed by Refs. [14, 15] is
equivalent to a binary-outcome measurement [19–21], where
the outcome “0” corresponds to p ∈ [−a, a] and the out-
come “∅” for p < [−a, a]. To infer an unknown phase
shift, the simplest protocol of the phase estimation has been
used by inverting the averaged signal [14, 15]. The advan-
tage of the inversion estimator is that it has a relatively sim-
ple analytical expression and its sensitivity follows the sim-
ple error-propagation formula [14, 15]. Moreover, for any
binary-outcome measurement, it has been shown that the in-
version estimator asymptotically saturates the Crame´r-Rao
lower bound (CRB) [19–21]. However, the binarization of
measurement data and the inversion estimator suffer from a
serious drawback, i.e., they do not take into account all the in-
formation from the measurement [22, 23]. Consequently, they
tend to degrade the achievable sensitivity significantly, e.g., at
θ = 0, the sensitivity diverges [14, 15], so the inversion esti-
mator cannot infer the true value of phase shift in the vicinity
θ ∼ 0.
In this paper, we propose a new strategy capable of further
improving both the resolution and the sensitivity using the ex-
perimental setup similar to Schafermeier et al [15]. Our strat-
egy consists of two essential ingredients. The first one is to di-
vide the measurement data into three bins: (−∞,−a), [−a, a],
and (a,∞), corresponding to three outcomes “−”, “0”, and
“+” , respectively. This is equivalent to a three-outcome mea-
surement and enjoys two advantages over the previous binary-
outcome case [15]: (i) The divergence of phase sensitivity at
θ = 0 is removed, which is useful for estimating a small phase
shift; (ii) Higher improvement in the resolution and the sen-
sitivity is achievable under realistic experimental parameters.
The second ingredient is a composite estimator based on a
linear combination of the inversion estimators associated with
each measurement outcome. This estimator takes into account
available information from all the measurement outcomes of
2a general multi-outcome measurement, so it is capable of sat-
urating the CRB asymptotically. Therefore, this composite
estimator enjoys the good merits of the inversion estimator
(i.e., the simplicity) and the well-known maximum-likelihood
estimator (i.e., unbiasedness and asymptotic optimality in the
sensitivity). In addition to the squeezed-state light inteferom-
etry, our estimation protocol may also be applicable to other
kinds of multi-outcome measurements.
II. SINGLE-PORT HOMODYNE DETECTION WITHOUT
DATA-PROCESSING
As depicted by Fig. 1(a), we consider the homodyne de-
tection at one port of the interferometer that fed by a coher-
ent state |α0〉 and a squeezed vacuum |ξ0〉 (i.e., the so-called
squeezed-state interferometer) [24, 25]. To enlarge available
information about the phase shift θ, the field amplitudes are
chosen as α0 ∈ R and ξ0 = −r ∈ R (i.e., argα0 = 0 and
arg ξ0 = π); See Refs. [26–28] and also the Appendix. The
total number of photons injected from the two input ports is
given by n¯ = α2
0
+ sinh2 r. Furthermore, the Wigner function
of the input state is given by [29]
Win(α, β) = W|α0〉(α)W|ξ0〉(β)
=
2
π
e−2[(xa−α0)
2
+p2a] · 2
√
µ˜ν˜
π
e−2(µ˜x
2
b
+ν˜p2
b), (1)
where α = xa + ipa, β = xb + ipb, and
µ˜ = ̺2e−2r, ν˜ = e2r, (2)
with ̺ (≤ 1) and e−r describing the purity and the squeeze
parameter of |ξ0〉. The Wigner function of the output state
takes the same form with the input state Wout(α, β; θ) =
Win(α˜θ, β˜θ) [30–32], where the variables (α, β) have been re-
placed by (α˜θ, β˜θ); see the Appendix. Integrating the Wigner
function over {xa, xb, pb}, we obtain the conditional probabil-
ity for detecting a measurement quadrature p ∈ (−∞,∞),
P(p|θ) =
√
2
πηθ
exp
[
− 2
ηθ
(
p +
α0
2
sin θ
)2]
, (3)
where, for brevity, we omit the subscript “a” in the quadrature
pa, and introduce
ηθ =
µ˜ + ν˜ + 2µ˜ν˜ − 2µ˜(ν˜ − 1) cos θ + (µ˜ − ν˜) cos2 θ
4µ˜ν˜
. (4)
Note that Eq. (3) holds for the homodyne detection at one port
of the interferometer fed by the input |α0〉⊗ |ξ〉. Here |ξ〉 could
be arbitrary gaussian state of light, with µ˜ and ν˜ to be deter-
mined by |ξ〉. As the simplest case, the coherent-state input
|α0〉 ⊗ |0〉 corresponds to µ˜ = ν˜ = ̺ = 1 and hence ηθ = 1, in
agreement with our previous result [19].
In Fig. 1(b), we show density plot of P(p|θ) against the
phase shift θ and the measurement quadrature p, where the
red dashed line is given by p = −α0 sin(θ)/2. This equation
takes the same form with that of the signal
〈pˆ(θ)〉 =
∫ ∞
−∞
P(p|θ)pdp = −α0
2
sin θ, (5)
which shows the full width at half maximum (FWHM) =
2π/3, and hence the Rayleigh limit in fringe resolution [14,
15].
FIG. 1: (a) Homodyne detection (i.e., measuring the quadrature op-
erator pˆ) at one port of the interferometer that fed by a coherent state
|α0〉 and a squeezed vacuum |ξ0〉. (b) Density plot of the probabil-
ity P(p|θ) against the phase shift θ and the measurement quadrature
p, given by Eq. (3). (c) Occurrence probabilities P−(θ), P0(θ), and
P+(θ) for detecting p ∈ (−∞,−a), [−a, a], and (a,∞). This data-
processing method is equivalent to a multi-outcome measurement.
(d) The CRB of the phase sensitivity for the multi-outcome measure-
ment δθmul (red solid line), better than that of a binary-outcome mea-
surement δθbin (blue dashed line), where the measured data is divided
into only two bins [15]: p ∈ [−a, a] and p < [−a, a]. Vertical lines in
(c) and (d): the FWHM of the scaled P0(θ) and the best sensitivity of
the binary-outcome measurement δθbin,min = δθbin(θmin). The shaded
area in (d): the region for the sensitivity better than the SNL 1/
√
n¯,
where n¯ = 200 (with α2
0
= 199.3) and the bin size a = 0.1.
According to Refs. [33–36], the ultimate phase estimation
precision is determined by the CFI:
F (θ) =
∫ ∞
−∞
[P′(p|θ)]2
P(p|θ) dp
=
(α0 cos θ)
2
ηθ
+
[
µ˜ − µ˜ν˜ + (µ˜ − ν˜) cos θ]2 sin2 θ
8(µ˜ν˜ηθ)2
, (6)
where P′ ≡ ∂P/∂θ. When the coherent-state component dom-
inates over the squeezed vacuum, maximum of the CFI occurs
at θ = 0, i.e., F (0) = α2
0
/η0 = ν˜α
2
0
≃ e2rn¯, which yields a sub-
shot-noise sensitivity:
δθCRB,min =
1√
F (0)
≃ e
−r
√
n¯
. (7)
This is the best sensitivity attained from the single-port homo-
dyne detection in the limit α2
0
≫ sinh2 r, coincident with the
intensity-difference measurement [24, 25].
3III. BINARY-OUTCOME HOMODYNE DETECTION
To improve the resolution, one can separate the measured
data into two bins [14]: p ∈ [−a, a] as an outcome, denoted
by “0”, and p < [−a, a] as an another outcome “∅”, with the
bin size 2a. Using Eq. (3), it is easy to obtain the conditional
probabilities of the outcomes,
P0(θ) =
∫
+a
−a
dpP(p|θ) = 1
2
Erf
[
g−(θ), g+(θ)
]
, (8)
and hence P∅(θ) = 1 − P0(θ). Here, Erf[x, y] = erf(y) − erf(x)
denotes a generalized error function, and
g±(θ) =
√
2
ηθ
(
α0
2
sin θ ± a
)
, (9)
with ηθ being defined in Eq. (4). The above data-processing
method is equivalent to a binary-outcome measurement [32],
with the observable Πˆ = µ0Πˆ0 + µ∅Πˆ∅, where Πˆ0 =∫
+a
−a |p〉〈p|dp and Πˆ∅ = 1ˆ− Πˆ0. Obviously, the output signal is
given by
〈Πˆ(θ)〉 = µ0P0(θ) + µ∅P∅(θ), (10)
where we have used the relation 〈Πˆk(θ)〉 = Pk(θ) for k = 0
and ∅. Following Schafermeier et al [15], in Fig. 1(c), we
choose the eigenvalues µ∅ = 0 and µ0 = 1/erf(
√
2aer) to show
the signal as a function of θ (see the red solid line), which
shows 〈Πˆ(0)〉 = 1. This treatment is useful to determine the
FWHM of the signal and hence the resolution, as depicted by
the vertical lines of Fig. 1(c).
In Fig. 2(a), we show numerical results of the FWHM as
functions of the bin size a and the squeezing parameter e−r.
Similar to Ref. [15], one can note that the improvement of
the FWHM compared to the Rayleigh criterion 2π/3 (i.e., the
ratio
2π/3
FWHM
) increases as a → 0 and r → ∞. For a given and
finite number of photons n¯, this means that a better resolution
beyond the Rayleigh criterion (i.e., the super-resolution) can
be obtained when a, α0 → 0.
Independent on µ0 and µ∅, the phase sensitivity of the
binary-outcomemeasurement is given by
δθbin =
∆Πˆ
|∂〈Πˆ(θ)〉/∂θ| =
√
P0(θ)P∅(θ)∣∣∣P′
0
(θ)
∣∣∣ , (11)
where ∆Πˆ =
√
〈Πˆ2〉 − 〈Πˆ〉2 and P′
0
= ∂P0/∂θ. On the other
hand, the CFI of this binary-outcome measurement is given
by [19]
Fbin(θ) =
∑
k=0,∅
[
P′
k
(θ)
]2
Pk(θ)
=
1
(δθbin)2
, (12)
where, in the last step, we have used the normalization re-
lation P0(θ) + P∅(θ) = 1. The above results indicate that
the phase uncertainty predicted by the error-propagation δθbin
always saturates the CRB 1/
√
Fbin(θ), which holds for any
binary-outcome measurement [19–21]. As illustrated by the
blue dashed line of Fig. 1(d), one can see that the sensitivity
reaches its maximum at the optimal working point θmin (the
vertical lines) and the best sensitivity δθbin,min ≡ δθbin(θmin)
can beat the SNL (= 1/
√
n¯).
Similar to Ref. [15], in Fig. 2(b), we show the improvement
in the sensitivity δθbin,min/SNL as functions of the bin size a
and the squeezing parameter e−r. For a given n¯ = 100, the
best sensitivity can reach 4dB when a = 0.5 and e−r = 0.2
(i.e., sinh2 r/n¯ ≈ 0.06). From the squares of Fig. 3, one can
also find that the FWHM scales as (2π/3)/
√
n¯ and the best
sensitivity δθbin,min ∼ 0.75/n¯0.54, with the scaling better than
the SNL (i.e., the super-sensitivity). Specially, a 22-fold im-
provement in the phase resolution and a 1.7-fold improvement
in the sensitivity can be obtained with a = 0.5, α2
0
= 427, and
sinh2 r = 0.687 (i.e., e−r = 0.47) [15].
FIG. 2: For the purity of the squeezed vacuum ̺ = 0.5 and given
number of photons n¯ = α2
0
+ sinh2 r = 100, density plot of the im-
provement factor in the resolution 2π/3
FWHM
(a) against the bin size a and
the squeeze parameter e−r , and that of the best sensitivities (in units
of dB), obtained from the binary-outcome measurement δθbin,min (b)
and the multi-outcome measurement δθmul,min (c). (d) The scaling of
the sensitivity
− log δθmul,min
log n¯
(= 0.5 for the shot-noise limit, and 1 for
the Heisenberg limit). The solid lines in (b)-(d): the shot-noise limit.
Normally, the data processing over the measurement
quadrature p ∈ (−∞,∞) can increase the resolution, at the cost
of reduced phase sensitivity. In this sense, the ultimate phase
sensitivity obtained from the single-port homodyne measure-
ment without any data-processing (i.e., δθCRB,min) is the best
sensitivity of the binary-outcome measurement in the limit
a → ∞ [15]. From Fig. 3, one can see δθbin,min > δθCRB,min
(the thick solid line). More importantly, δθbin diverges at
θ = 0 and therefore no phase information can be inferred for
a small phase shift θ ∼ 0. To avoid this problem, we present a
new data-processing technique (equivalent to a multi-outcome
measurement), based upon the experimental setup similar to
Schafermeier et al [15].
4IV. MULTI-OUTCOME HOMODYNE DETECTION
We now consider a new data-processing method by treat-
ing the measurement quadrature p ∈ (a,∞) as an outcome,
denoted hereinafter by “+”, and similarly p ∈ (−∞,−a) as an
outcome “−”. The conditional probabilities for detecting “±”
are given by
P+(θ) =
∫ ∞
a
dpP(p|θ) = 1 − erf[g+(θ)]
2
, (13)
P−(θ) =
∫ −a
−∞
dpP(p|θ) = 1 + erf[g−(θ)]
2
, (14)
which obey the normalization condition P+(θ) + P0(θ) +
P−(θ) = 1 and g±(θ) have been defined in Eq. (9). This is in-
deed a multi-outcome measurement with the observable Πˆ =∑
k µkΠˆk [32], defined by the projections Πˆ+ =
∫ ∞
a
|p〉〈p|dp,
Πˆ− =
∫ −a
−∞ |p〉〈p|dp, and Πˆ0. In Fig. 1(c), we show P0 and P±
as functions of θ, for n¯ = 200, a = 0.1, and the purity ̺ = 1.
Hereinafter, we choose a relatively small value of a than that
of Ref. [15] to obtain a better resolution and an enhanced sen-
sitivity [see below Figs. 2(c) and (d)].
For a general multi-outcome measurement, the averaged
signal can be obtained by taking expectation value of Πˆ with
respect to a phase-encoded state ρˆ(θ), namely
〈Πˆ(θ)〉 =
∑
k
µkPk(θ) ≈
∑
k
µk
Nk
N , (15)
where µk and Pk(θ) = 〈Πˆk〉 = Tr[ρˆ(θ)Πˆk] denote the eigen-
value and the conditional probability associated with the kth
outcome. WithN independentmeasurements, one records the
occurrence number of each outcome Nk at given θ ∈ (−π, π).
As N ≫ 1, the conditional probabilities can be measured by
the occurrence frequencies, due to Pk(θ) ≈ Nk/N . For the
multi-outcome homodyne measurement, we numerical sim-
ulate P0(θ) and P±(θ) using M replicas of N random num-
bers [32]. As illustrated by the solid circles of Fig. 4(a) and
(b), one can note that statistical average of the occurrence fre-
quenciesN0/N andN±/N , fitted as P(fit)0 (θ) and P(fit)± (θ), show
good agreement with their analytical results.
Once all phase-dependent {Pk(θ)} and hence 〈Πˆ(θ)〉 are
known, one can infer θ via the inversion estimator θinv =
g−1(
∑
k µkNk/N), where g−1 denotes the inverse function of
g(θ) = 〈Πˆ(θ)〉. This protocol of phase estimation is commonly
used in experiments, since its performance simply follows the
error-propagation formula. However, the inversion estimator
based on the averaged signal does not take into account all
of the available information, especially the fluctuations in the
measurement observable at the output ports [22]. To improve
the phase information, one can adopt data-processing tech-
niques such as maximal likelihood estimation or Bayesian es-
timation [23], which saturates the CRB [33–36]:
∆θmul =
1√
NFmul(θ)
, (16)
where Fmul(θ) =
∑
k fk(θ), being a sum of the CFI of each
outcome, with
fk(θ) =
1
Pk(θ)
[
∂Pk(θ)
∂θ
]2
. (17)
The phase-dependent {Pk(θ)} and hence { fk(θ)} can be ob-
tained in principle, at least, from the interferometric calibra-
tion, where the value of θ is known and tunable.
In Fig. 1(d), we show the sensitivity per measurement
δθmul ≡
√
N∆θmul as a function of θ (the red line). The best
sensitivity occurs at θ = 0 and hence δθmul,min ≡ 1/
√
Fmul(0).
The improvement of δθmul,min compared with the SNL is de-
picted in Fig. 2(c), which shows larger quantum-enhancement
region than that of δθbin,min. In Fig. 2(d), we show the scal-
ing of the best sensitivity
− log δθmul,min
log n¯
against the bin size a and
the squeezing parameter e−r, where the solid line implies the
SNL. For a given n¯ ≫ 1, one can find that the scaling can
even reach the Heisenberg limit as α0, a → 0.
In Fig. 3, we show the scaling of δθmul,min and compare
it with δθbin,min, using the parameters sinh
2 r = 0.687 and
̺ = 0.58. To optimize the performance, we choose the bin
size a = 0.1 for the multi-outcome measurement; While for
the binary-outcome case, we take a = 0.5 [15]. One can
find that numerical results of δθmul,min (the solid circles) can
be well fitted as 1.1e−r/
√
n¯, better than that of δθbin,min (the
squares). This result almost approaches the best sensitivity
of the single-port homodyne measurement without any data-
processing (the thick line). From the inset, one can also note
that the signal becomes further narrowing in a comparison
with that of Ref. [15]. For instance, a 38-fold improvement
in the resolution and a 1.9-fold improvement in the sensitivity
is achievable with the realistic experimental parameters [15]:
a = 0.1, α2
0
= 427, and sinh2 r = 0.687.
To saturate the CRB, we adopt two estimation protocols
based on the single-port homodyne detection in the squeezed-
state interferometer. The first one is maximum-likelihood es-
timation. It is well known that the MLE is unbiased and can
saturate the CRB when N ≫ 1 (see e.g. Ref. [33]). Numeri-
cally, the estimator θmle can be determined by maximizing the
likelihood function (i.e., a multinomial distribution):
P(θ|{Nk}) = N!
∏
k
1
Nk!
[
P
(fit)
k
(θ)
]Nk
, (18)
where Nk = Nk(θ0) denotes the occurrence number of each
outcome at a given true value of phase shift θ0, and P
(fit)
k
(θ)
is a fit of the averaged occurrence frequency. To speed up
numerical simulations, we directly use the analytical results
of Pk(θ). For large enough N , the phase distribution can be
well approximated by a Gaussian [21]:
P(θ|{Nk}) ∝ exp
[
− (θ − θmle)
2
2σ2
]
, (19)
where σ is 68.3% confidence interval of the Gaussian around
θmle, determined by
σ ≈
√
1∣∣∣∂2P(θ|{Nk})/∂θ2∣∣∣ . (20)
5FIG. 3: For given sinh2 r = 0.687 (i.e., e−r = 0.47) and the purity
̺ = 0.58, the best sensitivity as a function of n¯ for the multi-outcome
measurement with a = 0.1 (solid circles), and that of the binary-
outcome measurement with a = 0.5 (red squares) and a → ∞ (blue
thick line, given by Eq. (7)). Red thin line: the SNL. Dot-dashed
line: δθbin,min ∼ 0.75/n¯0.54; Red dashed line: δθmul,min ∼ 1.1e−r/
√
n¯.
Inset: the FWHM of the scaled P0(θ) as a function of n¯ for a = 0.5
(red squares) and 0.1 (solid circles). The dot-dashed line in the inset:
(2π/3)/
√
n¯; The red dashed line: 1.21/n¯0.51 .
In Fig. 4(c), we plot the averaged phase uncertainty per mea-
surement
√
Nσ (see the circles) and its standard derivation
(the bars) for each given θ0, using M replicas of N random
numbers. One can find that the circles follows the blue solid
line (i.e., δθmul). Furthermore, from Fig. 4(d), one can find
that standard derivation of θmle (the bars) is larger than av-
eraged value of the error (θmle − θ0), indicating that θmle is
unbiased [23].
A new phase-estimation protocol can be obtained from a
convex combination of the CFI of each outcome fk(θ). First,
we define the inversion estimator of each outcome θinv,k =
P−1
k
(Nk/N) by inverting the equation Pk(θ) = Nk/N . Next,
we construct a composite phase estimator with the weight de-
termined by fk(θ),
θest =
∑
k
ckθinv,k, ck =
fk
(
θinv,k
)∑
k fk
(
θinv,k
) , (21)
where fk(θ) has been defined by Eq. (17), with k = 0, ±
for the multi-outcome homodyne measurement. Obviously,
this result is physically intuitive. For example, if the CFI
of the outcome k = 0 dominates over that of the others (so
that θinv,0 is much more reliable than θinv,±), then the above
equation reduces to θest ≈ θinv,0. Furthermore, this estima-
tor enjoys the good merits of the inversion estimator (i.e., the
simplicity) and the well-known maximum-likelihood estima-
tor (i.e., unbiasedness and asymptotic optimality in the sensi-
tivity). In Fig. 4(e) and (f), we numerically obtain the estima-
tors {θ(1)est , θ(2)est , · · · , θ(M)est } using M replicas of N random num-
bers at each given θ0. Unlike the MLE, the performance of θest
is simply determined by the root-mean-square fluctuation
σest =
√
〈(θ(i)est − θ0)2〉s, (22)
where 〈(· · · )〉s ≡
∑M
i=1(· · · )/M denotes the statistical average.
As shown in Fig. 4(e) and (f), one can find that the averaged
phase uncertainty per measurement
√
Nσest almost follows
the CRB δθmul and the bias 〈θest〉s − θ0 is almost vanishing,
similar to the MLE.
FIG. 4: With M = 100 replicas of N = 1000 random numbers at
each given θ ∈ (−1/4, 1/4), (a) and (b) statistical average of the oc-
currence frequencies N0/N and N±/N (solid circles) and their stan-
dard derivations (the bars), following P0(θ) and P±(θ). (c) and (e)
The averaged phase uncertainty per measurement of θmle and θest,
following δθmul (blue solid lines) and surpassing the phase sensitiv-
ity of the binary-outcome measurement δθbin (dashed lines). (d) and
(f) The bias of θmle and θest (solid circles), smaller than their standard
derivations (the bars), indicating unbiasedness of them. The horizon-
tal lines in (c) and (e): the SNL. Other parameters: ̺ = 0.58, a = 0.1,
α2
0
= 42, and sinh2 r = 0.687 (e−r = 0.47).
It should be mentioned that the dashed lines in Fig. 4(c) and
(e) show the sensitivity of the binary-outcome scheme δθbin,
which can beat the SNL if one takes a = 0.5 (see Ref. [15]).
Based on Eq. (15), one can also investigate the performance
of the simplest inversion estimation θinv, which depends on the
choice of the eigenvalues µk [32]. When µ+ = µ−, it is simply
given by δθbin. For other choices of {µk}, the performance
of θinv cannot outperform that of the MLE and hence the
new estimator θest, as predicted by the Cra´mer-Rao inequal-
ity [33–36]. Finally, in addition to the squeezed-state light
interferometry, we believe that our estimation protocol may
also be applicable to other kinds of multi-outcome measure-
ments (e.g., intensity-difference measurement over the twin-
Fock states [37], which will be shown elsewhere).
6V. CONCLUSION
In summary, we have proposed a new data-processing
method for the homodyne detection at one port of squeezed-
state light interferometer, where the measurement quadra-
ture are divided into three bins: p ∈ (−∞,−a), [−a, a],
and (a,∞), corresponding to a multi-outcome measurement.
Compared with previous binary-outcome case [15], we show
that (i) the divergence of phase sensitivity at θ = 0 can be
removed, which is useful for estimating a small phase shift;
(ii) Higher improvement in the resolution and the sensitiv-
ity is achievable with the realistic experimental parameters.
For instance, we obtain a 38-fold improvement in the resolu-
tion with the average number of photons n¯ ∼ 427, while the
sensitivity ∼ 1.1e−r/√n¯, almost approaching the best sensi-
tivity of the single-port homodyne measurement without any
data-processing. Furthermore, a new phase-estimation proto-
col has been developed based on a combination of the inver-
sion estimators of each outcome. Similar to the well-known
maximum-likelihood estimator, we show that the estimator
is unbiased and its uncertainty can saturate the Crame´r-Rao
bound of phase sensitivity. Our estimation protocol may also
be applicable to other kinds of multi-outcome measurements.
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Appendix A: Details of Eq. (3)
The output state is given by |ψout(θ)〉 = Uˆ(θ)|ψin〉, where
Uˆ(θ) is an unitary operator
Uˆ(θ) = exp
(
−iπ
2
Jˆy
)
exp
(
−iθaˆ†aˆ
)
exp
(
−iπ
2
Jˆy
)
= exp
(
−iπJˆy
)
exp
(
iθGˆ
)
, (A1)
which represents a sequence actions of the 50:50 beamsplitter
at the output port [29], the phase accumulation at one of the
two paths, and the 50:50 beamsplitter at the input port. For
brevity, we have introduced Schwinger’s representation of the
angular momentum Jˆ = 1
2
(aˆ†, bˆ†)σˆ
(
aˆ
bˆ
)
and Gˆ = Jˆx − nˆ/2, with
the Pauli matrix σˆ = (σˆx, σˆy, σˆz) and nˆ = aˆ
†aˆ + bˆ†bˆ.
The ultimate phase-estimation precision is determined by
the so-called quantum Crame´r-Rao bound [33–36]: δθQCRB =
1/
√
FQ, where FQ is the quantum Fisher information. For
the unitary operator Uˆ(θ) and the squeezed-state input state
|ψin〉 = |α0〉 ⊗ |ξ0〉, it is simply given by
FQ = 4
(
∆Gˆ
)2
in
= 4
〈Jˆ2x〉in + (∆nˆ)
2
in
4
 , (A2)
which is optimal when the phases of the two incident
light fields satisfy the phase-matching condition cos(arg ξ0 −
2 argα0) = −1, e.g., argα0 = 0 and arg ξ0 = π [26–28].
For the homodyne detection at one of two ports of the in-
terferometer, the conditional probability for detecting a mea-
surement quadrature p ∈ (−∞,∞) is given by
P(pa|θ) =
∫ ∞
−∞
dxa
∫ ∞
−∞
dxb
∫ ∞
−∞
dpbWout(α, β; θ), (A3)
where α = xa + ipa and β = xb + ipb. The Wigner function of
the output state is given by [32]
Wout(α, β; θ) = Win(α˜θ, β˜θ), (A4)
where
{
α˜θ = α
eiθ−1
2
+ β e
iθ
+1
2
,
β˜θ = −α eiθ+12 − β e
iθ−1
2
.
(A5)
Note that Eqs. (A3)-(A5) hold for the two-path interferome-
ter described by Uˆ(θ), independent from specific form of the
input state. For the input state |α0〉 ⊗ |ξ0〉, we obtain the condi-
tional probabilities for detecting a field quadrature at one port
of the squeezing-state interferometer, as Eq. (3) in main text.
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