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Abstract—In this paper, we consider the problem of estimating
and detecting a signal whose associated spatial signature is known
to lie in a given linear subspace but whose coordinates in this
subspace are otherwise unknown, in the presence of subspace
interference and broad-band noise. This situation arises when,
on one hand, there exist uncertainties about the steering vector
but, on the other hand, some knowledge about the steering vector
errors is available. First, we derive the maximum-likelihood
estimator (MLE) for the problem and compute the corresponding
Cramér–Rao bound. Next, the maximum-likelihood estimates are
used to derive a generalized likelihood ratio test (GLRT). The
GLRT is compared and contrasted with the standard matched
subspace detectors. The performances of the estimators and
detectors are illustrated by means of numerical simulations.
Index Terms—Cramér–Rao bound, detection, generalized like-
lihood ratio test, maximum-likelihood estimation, steering vector
uncertainties.
I. PROBLEM STATEMENT
I N many applications of radar, sonar, or communications, it isdesired to recover a signal of interest in the presence of inter-
ferences and noise using an array of sensors [1], [2]. Briefly
stated, the problem amounts to estimating the temporal wave-
form in the model
(1)
where stands for the signature (or steering vector) of
interest, while and denote the interference and broad-
band noise, respectively.
In most situations, exact knowledge of is difficult to obtain,
due to uncalibrated arrays, uncertainties about the direction of
arrival (DOA) of the source, local scattering, etc. Differences
between the actual signature and the presumed one are known
to have deleterious effects on signal waveform estimation un-
less some proper measures are taken. Robust adaptive beam-
forming [2], [3] turns out to be an effective solution to mitigate
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the effects of steering vector errors. This approach consists of
designing a beamformer whose performance does not deteri-
orate dramatically when the actual signature departs from the
presumed signature. Among the many methods presented in the
literature, diagonal loading has proved to be one of the most effi-
cient. Diagonal loading is able to compensate for a wide variety
of errors while remaining a simple solution. However, when the
errors on the signature grow large, then its performance is no
longer optimal (see, e.g., [4]), and its performance departs sub-
stantially from that of a (hypothetical) clairvoyant beamformer
that would know . This suggests another alternative, namely
estimating and then using this information to estimate the
waveform of interest. This kind of approach was used in [5]–[9],
among others. Weiss and Friedlander [7], [8] consider the case
where the steering vector depends on some unknown determin-
istic parameters (for instance, the gains and phases of the sen-
sors), while [5] and [9] use Bayesian approaches where the un-
known parameters are random with a known probability den-
sity function. As a prerequisite to a Bayesian approach, some
a priori knowledge is necessary. This is often available. For
instance, one can know in which range the sensors gains and
phases fall.
In this paper, we consider estimating the unknown steering
vector of interest, assuming some knowledge about it is available.
More precisely, we assume that the steering vector of interest
belongs to a known linear subspace but that its coordinates within
this subspace are otherwise unknown. The rationale for doing so
is now briefly explained through a couple of examples. Let us
assume that the actual steering vector can be written as ,
while the presumed direction of arrival is , i.e., there exists an
uncertainty about the DOA. Then, assuming that the error
is “small,” one can write the following Taylor series expansion:
Therefore, the actual steering vector belongs to the subspace
spanned by . Note
that another intuitively appealing solution in the case of DOA
uncertainties would be to assume that belongs to the range of
, where is related to the
expected range of DOAs for the source of interest. Again, this
results in subspace modeling of the steering vector. Another
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Fig. 1. Eigenvalues of C in (3). Scatterers uniformly distributed on
[  ; ]. L = 10.
pertinent example stems from the case of a Ricean channel for
which the steering vector can be written as [10]
(2)
where corresponds to the line-of-sight component. The are
zero-mean, independent, and identically distributed randomvari-
ables with power , and are independent random variables
with probability density function . The covariance matrix of
the steering vector errors is given by [10]
(3)
When the standard deviation of (referred to as angular spread
in the literature) is small, it is well known that the covariance ma-
trix of the matrix is close to rank deficient. As an illustration,
Fig. 1 plots the eigenvalues of in case of a uniform linear array
with ten elements spaced a half-wavelength apart when is uni-
formly distributed on . In this figure, BW refers to
the null-to-null beamwidth of the array. As observed, even if
is full rank, the eigenvalues drop very quickly to zero. At least,
one can define an “effective rank” that contains most of the en-
ergy in the eigenvalues of . That is, , where
contains the -dominant eigenvectors and is the diagonal
matrix of the -dominant eigenvalues. Consequently, the actual
steering vector approximately lies in the subspace spanned by
. Note that in the Rayleigh case, , but the sub-
space modeling of remains valid. Therefore, assuming that the
steering vector lies in a given linear subspace appears to be a rele-
vant approach to model uncertainties. Such a subspace model for
the steering vector was also advocated in [11] and [12], where it
is referred to as a generalized array manifold and is used to model
spatial signatures in the presence of local scattering. The use of a
subspace model when there exist uncertainties about the steering
vector is also proposed in [13], where the space–time steering
vector is modeled as the rank-one Kronecker product of a spa-
tial and a temporal signature, each subject to uncertainties and
assumed to belong to a linear subspace. Therefore, the overall
space–time signature lies in a subspace. This modeling is rele-
vant in space–time problems where, for instance, the presence of
a target is detected on a grid of potential spatial and Doppler fre-
quencies, whereas the actual spatial and Doppler frequencies lie
in between the grid (see, e.g., [14]). As argued in [13], a subspace
model for the steering vector is also adequate to account for mul-
tipath effects. Finally, it should be mentioned that the detection of
a subspace signal from a single snapshot has been considered in
the literature (see, e.g., [1], [13]–[20] and reference therein). The
general theory of matched subspace detectors is developed in [1]
and [15]. A robustification is presented in [14] in the case where
there exists an uncertainty about the signal subspace. Methods
for choosing an extended signal subspace are proposed and eval-
uated. In [20], robust detectors are presented to handle the case of
a partially known or unknown interference subspace and gener-
alized Gaussian noise. In [19], the assumption of known interfer-
ence subspace is relaxed, and the authors showhow the projection
operators needed in the GLRT can be computed from the data.
References [13] and [16]–[18] consider the problem of detecting
a subspace signal in the presence of interference with arbitrary
covariance matrix, i.e., not necessarily low rank. Bose and Stein-
hardt [13] utilize the theory ofmaximal invariants to detect uncer-
tain rank-one waveforms, while [16]–[18] assume that secondary
data is available to estimate the interference plus noise covariance
matrix and the GLRT is derived. A comprehensive overview of
adaptive subspace detectors along with a thorough analysis of
their properties is presented in [18].
In many practical situations of interest, it seems reasonable
to model noise as subspace interference plus broad-band noise
[15], [19]. Herein, we consider the case where belongs to
a known linear subspace. This assumption is somehow restric-
tive as precise knowledge of the interference subspace is, ex-
cept for a few specific cases, generally not available. Hence, the
detectors to be derived subsequently can be viewed as a refer-
ence to which detectors that do not need to know the interfer-
ence subspace should be compared. Deriving such detectors is
beyond the scope of the present paper and constitutes a topic of
future research. To summarize, this paper addresses the problem
of detecting and estimating a signal whose spatial signature is
unknown but lies in a given subspace, and in the presence of
low-rank interference. The paper is organized as follows. Our
modeling assumptions are stated in Section II. In Section III,
the maximum-likelihood estimator (MLE) is derived along with
the associated Cramér–Rao bound (CRB). The maximum-likeli-
hood estimates are then used in Section IV to derive a GLRT for
detecting the presence of the signal of interest. The estimators
and detectors we derive might reasonably be called matched di-
rection estimators and detectors, as they use multiple snapshots
of array data to determine a maximum-likelihood direction in an
interference-free subspace. Numerical illustrations are provided
in Sections V, and VI draws conclusions and perspectives.
II. DATA MODEL
Let us consider the following model for the -dimensional
received signal
(4)
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where:
1) is the steering vector of interest that belongs to the -di-
mensional subspace ;
2) is the emitted signal waveform;
3) the columns of span the -dimensional interference
subspace , and denotes the interference wave-
forms;
4) is a zero-mean complex-valued Gaussian noise with
covariance matrix .
In this paper, we assume that and are known full-rank
matrices and that the subspaces and are linearly inde-
pendent. This implies that no element of can be written as
a linear combination of vectors in and that the composite
matrix is full rank. Furthermore, we consider the case
where . In “space-only” problems, this applies if the
number of interferences plus sources is smaller than the number
of array elements; note that is usually very small (see below).
In space–time problems, where is the number of array ele-
ments times the number of pulses, this assumption is not restric-
tive. Various assumptions can be made regarding and ,
leading to different statistical models. (See [19] for a discus-
sion.) Herein, it is assumed that and are deterministic
sequences such that
(5)
where is a full-rank matrix. Finally, we assume that the noise
level is known.
In the sequel, we consider the problem of estimating
and from snapshots drawn
from (4). Since the estimates of will depend
on the maximum-likelihood estimate of , we focus on the
latter and derive the corresponding CRB. Observe that there
exists an inherent scaling ambiguity between and in (4)
as multiplying by any scalar and by results in
the same model. In order to remedy this problem, a constraint
may be enforced on . A meaningful constraint, when the first
column of is , is to set the first element of to 1. This is
the convention we adopt in the sequel, and thus we partition
as and as .
Prior to deriving the MLE, the following remarks are in order.
The present model is related to that in [1], [15], and [19], where
the problem of estimating and detecting a signal subspace in the
presence of interference subspace is considered. However, the
model in (4) considers multiple snapshots and shows a major
difference with that of [1], [15], and [19]. The model in [1],
[15], and [19] for multiple snapshots would be
with a 1 vector that wanders unconstrained
in . The model herein writes ,
with forced to wander along the line . Hence,
the problems are different, as will be the associated estimators.
However, for , the problems become identical, and we
will show later that the generalized likelihood ratios derived here
reduce to those of [15] and [19] in the single-snapshot case.
III. ESTIMATION
In this section, we consider the problem of estimating the un-
known parameter in the model of (4). First, the MLE is de-
rived, and we show that it amounts to searching for the max-
imum eigenvector of a certain matrix. Then, the CRB for the
problem at hand is derived. Finally, an analysis of the output
signal-to-interference-and-noise ratio (SINR) obtained with the
maximum-likelihood beamformer is carried out.
A. Maximum-Likelihood Estimation
For the sake of clarity in subsequent derivations, let us first
define , , and
. Under the hypotheses made, the ob-
servations are proper Gaussian distributed and the likelihood
function is given by [1] and [21]
(6)
In order to derive the MLE, should be maximized, or
equivalently
(7)
should be minimized with respect to and . It is important
to note that is a rank-one outer product, whereas the model
in [15] and [19] would permit it to be rank . Moreover, with
estimated, will be a one-dimensional spatial model. The
model in [15] and [19] would allow for space–time variation in
the model , whereas this model allows for time variation
only in .
For any given and , the matrix , which minimizes (7), is
given by [1]
(8)
Inserting this value into (7), we are left with the problem of
minimizing
(9)
where denotes the orthogonal projection onto and
the projection onto its orthogonal complement.
Note that under the hypotheses made. The max-
imum-likelihood estimate of is thus given by the principal
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generalized eigenvector of with
and
(10)
is the sample covariance matrix. In other words
(11)
where stands for the principal eigenvector of the matrix
between braces, and the scalar is determined such that .
Equivalently, can be obtained up to a scaling factor as the
generalized singular vector of associated with the
largest generalized singular value [22]. This result shows that,
when multiple snapshots are available, a preferred direction in
the subspace may be determined. When , this pre-
ferred direction in is , where denotes the
orthogonal projection onto .
It is straightforward to show that the above maximum-likeli-
hood estimate is consistent. Indeed, under the hypotheses made,
the sample covariance matrix converges, as goes to infinity,
to
(12)
Since , it follows that
(13)
Obviously, is an eigenvector of with eigen-
value . In addition, since
is the sum of a rank-one matrix—whose eigenvector is —and
a scaled identity matrix, is associated with the largest eigen-
value, which proves consistency. We should also mention that
when the signal-to-noise ratio grows large, i.e., when goes
to zero, converges to . To see this, note that for ,
and thus the principal generalized singular
vector of is . This proves that converges to as
or .
Finally, note that the ML signal waveform estimate can be
written as
(14)
(15)
and hence the beamformer weight vector belongs to the pro-
jection of onto the orthogonal complement of . More
precisely, the maximum-likelihood direction places the beam-
former in the best direction in the subspace . The weight
vector hence cancels interference while being matched to the
best direction in the interference-free signal subspace.
B. Cramér–Rao Bound
Before deriving the CRB, a few remarks are in order. Since
and are considered as deterministic sequences, the
number of unknowns in the model grows with , and thus,
there does not exist a consistent estimate of the whole param-
eter vector. The framework considered here is in fact very sim-
ilar to that of DOA estimation with deterministic signals [23],
[24]. Hence, the general theory of maximum-likelihood estima-
tion (which states that the MLE is asymptotically efficient) does
not apply and one cannot claim asymptotic efficiency of [23],
[24]. However, the CRB is still a lower bound with which the
MLE should be compared. In the appendix , we show that the
CRB for estimation of can be written as
CRB (16)
with , , ,
and where is the orthogonal projector onto the orthogonal
complement of . Note that corresponds to the columns
of for which the coordinates of in —namely, —are
unknown. It is interesting to note that (16) is identical in form to
the CRB formula in [25]. Observe that the CRB goes to zero as
or , which agrees with the previous discussion
about consistency. It is also instructive to observe that the CRB
depends on the projection of onto the space orthogonal to
the interferences and to the actual steering vector. Therefore, if
the first column of is the nominal steering vector and
under the hypothesis of small steering vector errors , it is
preferable to choose the columns of orthogonal to so as
to minimize the CRB.
C. SINR Analysis
We now turn to the analysis of the SINR provided by the
maximum-likelihood beamformer (15). For any weight vector
, we define the corresponding SINR as
SINR (17)
where denotes the interference-plus-noise
covariance matrix. It is well known [2] that the weight vector,
which maximizes SINR , is given, up to a scaling factor that
does not affect the SINR, by
(18)
which provides the optimal output SINR
SINR (19)
Note that the SINR definition in (17) is more appropriate when
the signal waveforms are stochastic. Hence, the maximum-like-
lihood beamformer derived herein under the assumptions of de-
terministic waveforms may not be optimal for this definition.
However, as discussed in [19], when the interference to noise
ratio is large, its performance should be relatively close to that
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of (18). The SINR provided by the ML beamformer (15) can be
written as
SINR
(20)
where we used the fact that . SINR is a random
quantity. It appears difficult to derive its probability density
function, although SINR is the ratio of two quadratic forms
in , and the latter is asymptotically Gaussian distributed.
However, under mild conditions, SINR converges in mean
square to
SINR (21)
This asymptotic SINR should be compared with SINR ,
which can be rewritten as
SINR
(22)
where and are the eigenvectors and eigen-
values of . Comparing (21) with (22), it can be inferred,
as discussed in [19], that the MLE provides a close-to-optimal
SINR. This fact will be illustrated in the numerical examples of
Section V.
IV. DETECTION
In this section, we address the problem of detecting the pres-
ence of the signal of interest and thus of deciding between the
two hypotheses
(23)
Toward this end, the maximum-likelihood estimates derived in
the previous section are used in a GLRT. As discussed in [15],
it is convenient to replace the GLR by the logarithmic GLR
(24)
where is the likelihood function under hypothesis
with the unknown parameters replaced by their maximum-like-
lihood estimates. and are the maximum-likelihood esti-
mates of under and , respectively, and are given by
(25)
(26)
Using (9), under the null hypothesis, is given by
(27)
whereas under
(28)
Here, is the largest eigenvalue of the matrix between
braces. However, observe that
(29)
where is the orthogonal projection onto and
stands for the largest singular value of the matrix between
braces. Therefore, the GLR takes the form
(30)
Briefly stated, the detector consists of searching for the direc-
tion of maximum energy in the subspace , i.e., in the part of
, which is orthogonal to the interference subspace. Equiv-
alently, it computes the covariance of in the subspace
and tests the energy along its principal direction. Hence, the de-
tector here can be called a matched-direction detector. This con-
trasts with the corresponding detector in [15], which would use
, the total energy in , as the signal would
be allowed to move around in the subspace from snapshot
to snapshot. In the present paper, the signal is fixed in the sub-
space , and multiple snapshots may be used to estimate its
fixed location . Therefore, the detector searches for a single
vector in , namely the one that bears most energy, and then
compares this energy with a threshold. Inspection of (30) also
reveals that the GLR is invariant to transformations that
rotate within and add a component in .
Remark 1: In the single-snapshot case, boils down to a
vector and the GLR becomes
(31)
where is the orthogonal projection onto . Equation (31)
coincides with [15, eq. (7.3)], i.e., the generalized likelihood
ratio for detecting a subspace signal in subspace interference
and noise of known level when a single snapshot is available.
This agrees with the fact that the models here and in [15] are
identical for .
The detection test is thus
.
(32)
In order to set the threshold of the test for a given proba-
bility of false alarm and to obtain the probability of de-
tection, it is required to derive the probability density function
(pdf) of or at least its cumulative distri-
bution function (CDF). For notational convenience, let us define
, and let us denote by the
largest eigenvalue of .
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Under the null hypothesis
(33)
since . Hence, we are left with the problem of
deriving the pdf—or the CDF—of the largest eigenvalue of
, where is an matrix whose columns
are independent -variate complex Gaussian vectors with
covariance matrix . Results for the pdf of the largest
eigenvalue of are available (see, e.g., [26] and
references therein). We now make use of them to derive the pdf
of . Toward this end, let be
an orthonormal basis for so that . We can
thus rewrite as
(34)
where is a matrix whose columns are in-
dependent -variate complex Gaussian vectors with covariance
matrix . Then, the CDF of is given by [26]
(35)
where is an Hankel matrix function of whose
element is given by
(36)
and stands for the incomplete gamma
function. Note that an expression for the exact pdf of can
also be found in [26]. Equation (35) provides the necessary
material to compute the threshold for a given
.
Under , the GLR can be written as
(37)
with . Hence, has a multivariate
normal distribution with mean and covariance
matrix . The results of [26]—especially Corollary 1 and
Appendix B—can again be used to obtain the pdf or CDF of
. More precisely, let be
the single nonzero eigenvalue of . Then, the CDF of
is given by [26]
(38)
where is a matrix whose expression can be found
in [26]. Equation (38) enables us to calculate the probability of
detection .
V. NUMERICAL EXAMPLES
The aim of this section is twofold. First, we evaluate the
SINR performance of the maximum-likelihood estimated
beamformer. Second, the detection performance is illustrated.
Throughout this section, we use a uniform linear array of
10 sensors spaced a half-wavelength apart. The source
of interest impinges from broadside and we consider the case
of a Ricean channel. We assume a Gaussian distribution for
the scatterers with standard deviation . The actual
steering vector is generated as
(39)
where is the matrix formed by the principal eigenvectors of
, and the latter is given by (3). Unless otherwise stated,
, and is drawn from a proper complex-valued multivariate
normal distribution with zero-mean and unit variance. We define
the uncertainty ratio (UR) as
UR (40)
UR as defined above can be viewed as a multidimensional ex-
tension of the inverse of the conventional Rice factor for scalar
signals. It measures the ratio of the average power of the non-
line-of-sight component to the power of the line-of-sight com-
ponent. In all simulations, we consider that the noise compo-
nent consists of a proper complex white noise contribution with
power and two interferences whose DOAs are 20 and 30
and whose powers are 20 and 30 dB above the white noise level,
respectively. The SNR is defined as
SNR
and corresponds to an average array SNR.
A. Performance of the Maximum-Likelihood Estimator
In order to evaluate the performance of the MLE, we first
compare its mean-squared error (MSE) with the CRB. A fixed
value of is considered and the number of snapshots is varied
so as to test the asymptotic performance of the MLE. Fig. 2 dis-
plays both the MSE of and the CRB versus . As was conjec-
tured above, and similarly to what is known for the deterministic
ML DOA estimation, the MLE is consistent but not asymptot-
ically efficient. However, its performance is quite close to the
CRB. Next, we consider the “average” behavior of the max-
imum-likelihood beamformer in terms of output SINR. Toward
this end, 500 Monte Carlo simulations are run with a different
random drawn from (39). For each value of , random snap-
shots are generated, is computed, and the optimal and max-
imum-likelihood SINRs are evaluated as in (19) and (20). They
are then averaged. Hence, we display the average performance
when is drawn randomly. Figs. 3 and 4 study the influence of
the number of snapshots and the signal to noise ratio, respec-
tively. From inspection of these figures, it can be verified that
the MLE has a performance very close to the optimal SINR
when increases. However, even for small values of , the
SINR obtained with the MLE is close to optimal. For instance,
for , the SINR of the MLE is only 0.5 dB from the
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Fig. 2. Mean-square error of the MLE and CRB versus the number of
snapshots. UR =  6 dB and SNR = 3 dB.
Fig. 3. Output SINR versus the number of snapshots. UR =  6 dB and
SNR = 3 dB.
optimum. Accordingly, when the noise level decreases, the per-
formance of the MLE becomes closer and closer to the optimal
performance.
Finally, we test for the robustness of the estimator. is now
generated according to (2) and the MLE is evaluated with dif-
ferent values of . Observe that the actual steering vector no
longer obeys the model (4) since is not entirely in . Fig. 5
displays the average SINR versus the UR—which is defined
here as in (40) with replaced by —for 2, 3, 4. As
can be observed, despite the fact that is not actually in ,
the performance remains very good. Moreover, for low UR, se-
lecting only and the first eigenvector of as the basis for the
steering vector subspace provides the best performance. When
the UR increases, it is preferable to include an additional eigen-
vector to account for the increasing power of the non line of
sight component. However, choosing is not useful as the
performance decreases. Therefore, even if the steering vector is
Fig. 4. Output SINR versus SNR. UR =  6 dB and N = 10.
Fig. 5. Output SINR versus UR for various steering vector subspace
dimensions. N = 10 and SNR = 3 dB.
not entirely in a subspace, using a subspace modeling turns out
to be an effective approach.
B. Detection Performance
We now consider the detection performance. First, we vali-
date the theoretical expression of as given by (38). Toward
this end, a fixed is drawn from (39), and 500 000 simulations
are run to evaluate the empirical probability of detection. The
latter is compared with the theoretical probability of detection
in Fig. 6. As can be observed the empirical and theoretical re-
sults are in perfect agreement, which validates (38).
Next, we characterize the average behavior of the GLRT by
changing in each of the 500 000 runs. Fig. 7 displays the av-
erage probability of detection versus the SNR for different .
Comparing Figs. 6 and 7 it follows that the “average” behavior
is similar to that obtained with a single realization of . In Fig. 8,
we investigate the influence of the number of snapshots on
the detection performance. The false alarm probability is set to
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Fig. 6. Theoretical and empirical probability of detection versus SNR. UR =
 6 dB and N = 10.
Fig. 7. Average probability of detection versus SNR. UR =  6 dB andN =
10.
. It can be observed that has a significant in-
fluence on the detection performance, especially in moderate
SNR, where can be significantly improved. For instance,
for , a 5.4-dB SNR improvement is observed when
goes from to , and an additional 2.1-dB im-
provement occurs from to .
Finally, we test the robustness of the detector when is no
longer exactly in a subspace but is generated according to (2).
Fig. 9 displays for different values of the subspace dimen-
sion used in the detector. Similarly to the estimation part, it
can be observed that no real improvement is achieved when in-
creasing ; the best results are even obtained with ; note,
however, that is always included in . Of course, the op-
timal value of depends on both the uncertainty ratio and the
eigenvalue spread of . In conclusion, for detection purposes
as well, subspace modeling of the spatial signature seems to be
a robust and effective solution.
Fig. 8. Average probability of detection versus SNR for various number of
snapshots. P = 10 and UR =  6 dB.
Fig. 9. Average probability of detection versus SNR for various steering vector
subspace dimensions. P = 10 , UR =  6 dB and N = 10.
VI. CONCLUSION
In this paper, we have considered the problem of detecting
and estimating a signal whose spatial signature lies in a given
linear subspace. The work in this paper can be viewed as an ex-
tension of the matched subspace detectors of [15] to the case of
multiple snapshots. We showed that the estimator and the de-
tector can be interpreted as matched direction estimators–de-
tectors as they are given by the principal eigenvector and eigen-
value of the data matrix projected onto the subspace orthogonal
to the interference and matched to the spatial signature sub-
space. Cramér–Rao bounds were derived along with a theoret-
ical expression for the probability of detection. Numerical ex-
amples illustrate the performance and the robustness of the pro-
posed schemes. A future area of research consists of extending
the estimators–detectors proposed herein to the case of unknown
interference subspace.
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APPENDIX
CRAMÉR–RAO BOUNDS
In this appendix, we derive the Cramér–Rao bounds (CRBs)
for estimation of the unknown parameters of the model, and we
focus more particularly on the CRB for estimation of . As ad-
vocated in [27]–[29], the CRB will be derived in two steps. First,
an expression for the unconstrained CRB —i.e., the CRB where
no constraints on are enforced—is obtained. Next, constraints
are taken into account and the theory developed in [27] and [28]
is used to derive the constrained CRB. For the sake of clarity,
let us introduce the following vectors and matrices (along with
their dimensions), which will be of use in subsequent deriva-
tions:
(41)
We also let and denote the th column of and , respec-
tively. Accordingly, stands for the th element of . Let
us denote by the Fisher Information Matrix (FIM) for esti-
mation of , where the subscript stands for “unconstrained.”
Under the stated assumptions, is Gaussian distributed with
mean and covariance matrix . Hence, the th ele-
ment of the FIM is given by [21]
(42)
The FIM will have the following partitioned form:
(43)
where the partitioning corresponds to that of . We now derive
the FIM on a block-by-block basis. Toward this end, the fol-
lowing relations will be used repeatedly:
(44)
Using the previous relations, it is straightforward to establish
that
(45a)
(45b)
(45c)
(45d)
where . Gathering the set of previous
equations yields the following compact expression:
(46)
Let us now turn to the derivation of . Observing that
(47a)
(47b)
(47c)
(47d)
it follows that
(48)
In order to complete the derivation of the FIM, let us write that
(49a)
(49b)
(49c)
(49d)
and therefore
(50)
where stands for the Kronecker product. This completes the
derivation of the unconstrained FIM. Next, the constraints on
are enforced, namely, we impose that . The 2
gradient matrix of the constraints is given by
(51)
where is a 1 vector whose first element is one, and all
others are equal to zero. Let be a
orthonormal matrix whose columns span the null space of
and define
(52)
Then, the columns of form an orthonormal basis for the null
space of , i.e., and . Similarly, let
us define the orthonormal matrix
(53)
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CRB
(54)
which is orthogonal to the gradient of the constraints with re-
spect to the whole parameter vector . Then, the CRB for esti-
mation of is given by (54) [28], shown at the top of the page
with
(55)
To obtain the last equality, we made use of (46), (48), and (50).
Let us now partition as ; the columns
of correspond to the unknown coordinates of in
since is known. Then, one can partition as
(56)
where the “ ” denote components that will not be of use below.
Using the upper left corner of CRB in (54), the CRB for
estimation of can be written in closed form as
CRB
(57)
In order to obtain the second equality, we made use of the readily
verified fact that, for any , extract the
last lines and last rows, while restores
the original size of by inserting zeros in the first row and first
column. Finally, the CRB for estimation of is given by
CRB (58)
Before closing this appendix, note that the CRB for estimation
of is always given by the first line of (57), provided that
is orthonormal and spans the null space of .
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