In this paper we revisit the classical results on the St. Petersburg sum. We determine the limit distribution of the St. Petersburg sum conditioning on its maximum, and we analyze how the limit depends on the value of the maximum. As an application we obtain an infinite sum representation for the distribution function of the possible semistable limits, and we provide exact asymptotics for the ratio P{S n > x}/P{X 1 > x}, as x → ∞. We show that although the St. Petersburg distribution is only O-subexponential, the subexponential property almost holds.
Introduction
Peter offers to let Paul toss a fair coin repeatedly until it lands heads and pays him 2 k ducats if this happens on the k th toss, k ∈ N = {1, 2, . . .}. Thus if X denotes Paul's winning in this St. Petersburg game, then P X = 2 k = 2 −k , k ∈ N. Put x for the lower integer part, x for the upper integer part and {x} for the fractional part of x. Then the distribution function of the gain is F (x) = P {X ≤ x} = 0, if x < 2 , 1 − , if x ≥ 2 .
Let X, X 1 , X 2 , . . . be iid St. Petersburg random variables, let S n = X 1 + . . . + X n denote their partial sum, and X * n = max 1≤i≤n X i their maximum. Since the bounded oscillating function 2 {log 2 x} in the numerator of the distribution function in (1) is not slowly varying at infinity, by the classical Doeblin -Gnedenko criterion (cf. [8] ) the underlying St. Petersburg distribution is not in the domain of attraction of any stable law. That is there is no asymptotic distribution for (S n − c n )/a n , in the usual sense, whatever the centering and norming constants are. This is where the main difficulty lies in analyzing the St. Petersburg games.
However, asymptotic distributions do exist along subsequences of the natural numbers. Martin-Löf [13] 'clarified the St. Petersburg paradox', showing that S 2 k /2 k − k converges in distribution, as k → ∞. Csörgő and Dodunekova [4] showed that there are continuum of different types of asymptotic distributions of S n /n − log 2 n along different subsequences of N.
In order to state the necessary and sufficient condition for the existence of the limit, we introduce the positional parameter γ n = n 2 log 2 n ∈ (1/2, 1], which shows the position of n between two consecutive powers of 2. Csörgő [2] showed that the following merging theorem holds (in fact a sharp estimate for the rate is also given):
where G γ is the distribution function of the infinitely divisible random variable W γ , γ ∈ (1/2, 1] with characteristic function 
From this form, it is clear that W γ is a semistable random variable with characteristic exponent 1. For the precise rate of the convergence in (2) see Csörgő [3] , where short merging asymptotic expansions are provided, and also additional historical background and references are given. The natural framework of the merging theorems is the class of semistable distributions, see Csörgő and Megyesi [5] . It turns out that the maximum X * n has similar asymptotic behavior. For γ ∈ (1/2, 1] introduce the distribution function
Berkes, Csáki and Csörgő [1] showed that although there is no limit theorem for the normed maximum through the whole sequence, the following merging theorem holds:
A more general setup is treated by Megyesi [14] . The merging theorems (2) and (4) immediately imply that S n /n − log 2 n and X * n /n converges along the subsequence {n k } if and only if γ n k → γ, as k → ∞, for some γ ∈ [1/2, 1], or {γ n k } has exactly two limit points, 1/2 and 1. This is called circular convergence, as it can be seen as convergence on the interval [1/2, 1], 1/2 and 1 identified. See [2] and [3] .
Having seen these similarities it is tempting to investigate the maximum and the sum together. In Figures 1 and 2 one can see that the histograms of log 2 S n are mixtures of unimodal densities such that the first wave is a mixtures of overlapping densities, while the side-waves have disjoint support. It turns out that the waves are determined by the behavior of the maximum term. For doubling n, in Figure 1 the pairs of corresponding side-waves are almost identical, while Figure 2 shows the histograms of log 2 S n for n = 2 6+η , η = 0, 0.25, 0.5, 0.75, 1.
In the present paper we investigate together the maximum and the sum of the St. Petersburg random variables. Conditioning on the maximum value we determine the asymptotic distribution of S n , and we demonstrate how Figure 1: The histograms of log 2 S n for n = 2 6 and for n = 2 7 . Figure 2: The histograms of log 2 S n for n = 2 6+η , η = 0, 0.25, 0.5, 0.75, 1.
the limit depends on the maximum. Figure 3 shows the different blocks of the smoothed histogram of log 2 S n , n = 2 7 , such that in each block the maximum is the same, that is each wave is the smoothed histogram for S n given that X * n = 2 k , for k = 5, 6, . . . , 11. As (4) states, the typical value for k is log 2 n. The first waves correspond smaller values of X * n , and so it is natural to expect a Gaussian limit; Proposition 1 deals with this case. The typical values of the maximum make the important contribution, and this is where the limiting semistable law appears. The middle waves are the density functions of infinitely divisible distribution functions, each of these has finite expectation. This conditional limit theorem is stated in Proposition 2. Finally, as the maximum becomes larger and larger it dominates the whole sum S n , which is more visible in Figures 1 and 2 . The conditional limit for large maximum is contained in Proposition 3. In Section 3 we consider two applications of this approach. As a consequence of Proposition 2, in Theorem 1 we give an infinite series representation of the semistable distribution function G γ . A sharp estimate for the tail 1 − G γ (x) follows from this representation by a simple use of Chebyshev's inequality.
As another application we investigate the behavior of P{S n > x}, when n is fix and x → ∞. This leads to the theory of subexponential and Osubexponential distributions.
Let G be a distribution function of a non-negative random variable Y .
where * stands for the usual convolution, and G n * is the n th convolution power, for n ≥ 2. The characterizing property of the subexponential distributions is that the sum of iid random variables behaves like the maximum of these variables, that is for any n ≥ 1
For properties of subexponential distributions and their use in practice we refer to the survey paper by Goldie and Klüppelberg [10] . It is well-known that distributions with regularly varying tails are subexponential. What makes the St. Petersburg game so interesting is that its tail is not regularly varying. In fact it was already noted by Goldie [9] that the St. Petersburg distribution F is not subexponential. What we have instead is that
This can be proved by showing that for 1 ≤ k ≤
We have that
, and lim
Moreover, it is simple to see that 4 is in fact the limsup. This naturally leads to the extension of subexponentiality. A distribution
It is known that the corresponding lim inf is always ≥ 2, and it was shown recently by Foss and Korshunov [6] that it is exactly 2 for any heavytailed distribution. The notion of O-subexponentiality was introduced by Klüppelberg [12] . The properties of the OS class, in particular in the case when the distribution is also infinitely divisible, were investigated by Shimura and Watanabe [16] . In their Proposition 2.4 they prove that if G ∈ OS then for every ε > 0 there is a c 1 > 0 such that for all n and x ≥ 0
In the St. Petersburg case l * (F ) = 4. In Theorem 2 we determine the exact asymptotic behavior of F n * (x). Let us examine the case n = 2 in detail. Note that
From this it is clear that when both and k tends to infinity, then the limit exists and equal to 2; i.e. for any δ > 0 lim x→∞,{log 2 x}≥δ
where {x} stands for the fractional part of x. That is, the St. Petersburg distribution is 'almost' subexponential. We prove the corresponding result for general n, i.e. for any δ > 0 lim x→∞,{log 2 x}≥δ
Conditioning on the maximum
In this section first we revisit the limit properties of X * n , and then conditioning on different values of the maximum, we determine the limit distribution of the sums.
Asymptotics of the maximum
For j ∈ Z and γ ∈ [1/2, 1] introduce the notation
The following lemma is a reformulation of (4). We give the short proof for completeness.
Lemma 1. We have that
In particular for any j ∈ Z, as n → ∞
Proof. For any k = 1, 2, . . . we have P X * n ≤ 2 k = 1 − 2 −k n , and so
Since the latter holds uniformly, i.e.
and
the proof is complete.
Remark 1. The random variables log 2 X * n − log 2 n have a limit distribution along subsequences {n k = γ2 k } k∈N , with 1/2 < γ ≤ 1, since using Lemma 1 above, as k → ∞ Table 1 : Limit distribution of log 2 X * n k − log 2 n k with γ = 1. Table 1 contains the few largest values of p j,1 . This is the main part of the limit distribution, as 5 j=−2 p j,1 ≈ 0.943. The asymptotic distribution (5) implies that inf n Var (log 2 X * n ) > 0, while Var (log 2 S n ) = O(1/ log 2 n), see Remark 2 in Györfi and Kevei [11] .
Remark 2. We note that the merging theorem (6) already appears in Földes [7] . Let µ(n) be the longest tail-run after tossing a fair coin n times. Then Theorem 4 in [7] states that for any integer j P {µ(n) − log 2 n < j} = e −2 −(j+1−{log 2 n}) + o(1).
In our setup the quantity log 2 X * n − 1 can be thought as the longest tailrun in a fair coin tossing sequence, in which we are tossing the coin until a random time, until heads appears n times.
We investigate the conditional distribution of S n given that
Introduce the corresponding distribution function
In the following X (k) , X
1 , . . . , are iid random variables with distribution function F k , and S (k) n stands for their partial sums. Calculating the moments we obtain
For the expectation we obtain
According to Lemma 1 the typical values for X * n = 2 kn are of the form 2 log 2 n +j , for some j ∈ Z. Therefore the case 2 kn /n → 0 corresponds to small maximum, and 2 kn /n → ∞ corresponds to large maximum. In what follows we determine the asymptotic behavior of the sum conditioned on small, typical and large maximum.
Conditioning on small maximum
The following proposition is the conditional counterpart of Theorem 4 in [11] , which states that for the sum of truncated variables at c n the central limit theorem holds if and only if c n /n → 0. The proof is also similar, therefore we only sketch it.
if and only if 2 kn /n → 0.
Proof. By (9) given that X * n = 2 kn
n−1 . We may assume that k n → ∞. Then for the variance
By the Lindeberg-Feller central limit theorem
holds if and only if for every ε > 0
If 2 kn /n → 0, then the domain of integration in L n (ε) will be empty for large n, while if 2 kn /n > 3ε 2 for some ε > 0, then
The proof is complete. Also note that 2 kn /s n → 0, that is the contribution of the largest term is negligible, as expected.
Finally, we note that in this case conditioning on X * n = 2 kn and X * n ≤ 2 kn gives the same asymptotics.
Conditioning on typical maximum
According to Lemma 1 the typical value for X * n is 2 log 2 n +j , j ∈ Z. The following proposition deals with this case.
Proposition 2. Given that X * n = 2 log 2 n +j , j ∈ Z, the centered and normed sum S n k n k − log 2 n k converges in distribution if and only if γ n k → γ, for some γ ∈ [1/2, 1]. In this case the limit W j,γ has characteristic function
Note that the random variables W j,1/2 and W j+1,1 have the same distribution. This implies that when the set of limit points of the sequence {γ n k } k∈N is {1/2, 1} then convergence in distribution does not hold, contrary to the unconditional case described after (4).
Proof. Using again (9) we have
Recall the notation in (7). According to Theorem 25.1 in Gnedenko and Kolmogorov [8] the centered and normalized sum S ( log 2 n +j) n−1 /n − A n converges in distribution with some A n along the subsequence {n k } if and only if
for any x > 0, which is a continuity point of the corresponding limit function, and
Condition (12) holds for any subsequence with 0 as the limit function. Using (7) after some calculation condition (11) reduces to the convergence of − γ n k 2 j + 1 x 2 {log 2 n k x} for x < 2 j /γ n k , which is a continuity point of the limit. This holds if and only if γ n k converges to some γ ∈ [1/2, 1], in which case the limit function is L j,γ , as stated. Finally, for condition (13) assume that ε < 2 j−1 . Then
for n large enough, which shows that (13) holds along the whole sequence with σ 2 = 0.
Theorem 25.1 in [8] states that the centering sequence A n can be chosen as
for arbitrary τ > 0. Let us choose τ > 2 j+1 . Then
where o(1) → 0 as n → ∞. We obtain that whenever
where
as stated.
Introduce the notation
The form of the Lévy function L j,γ implies that the support of W j,γ is R for every γ, j, and the expectation is finite, see e.g. Sato [15] , Chapter 5. The Lévy function L j,γ is a pure-jump function with jumps at
The inconvenient added term in the formulas below is due to the last jump. The logarithm of the characteristic function can be written as
The same way as in the proof of Lemma 3 in [2] one has that
Re log ϕ j,γ (t) ≤ −
By standard Fourier analysis this implies that G j,γ is infinitely many times differentiable. In particular, by the density inversion formula we obtain for
Differentiating the characteristic function we can compute the first two moments of the variable W j,γ . A little calculation gives that
, and The histogram of S n for n = 2 7 conditioned on X * n = 2 10 (solid) and a fitted Gaussian density (dashed). and so
As a simple corollary we obtain the following conditional merging theorem.
Corollary 1.
On the whole sequence of natural numbers
Proof. The simple proof relies upon the same compactness reasoning as the proof of Theorem 2 in [5] . We show that any subsequence {k n } contains a further subsequence on which (15) holds. Let {k n } be an arbitrary subsequence. The Bolzano-Weierstrass theorem allows us to choose a further subsequence {k n } such that γ k n → γ, for some γ ∈ [1/2, 1]. As ϕ j,γ k n (t) → ϕ j,γ (t), by the continuity of G j,γ for any j and γ we have that G j,γn k (x) → G j,γ (x) for any x. Using Proposition 2 the statement follows. Figure 4 illustrates the histogram of S n for n = 2 7 conditioned on X * n = 2 10 and a fitted Gaussian density. The histogram has the property of positive skewness, which means that the right hand side tail is larger than the left hand side one. The scaled and translated version of the histogram corresponds to the density function of W 3,1 .
Conditioning on large maximum
As mentioned in the Introduction, the side-waves in Figures 1 and 2 correspond to the conditional histograms of log 2 S n conditioning the large values of X * n , such that they have disjoint support contained in an interval of length 1. It means that log 2 X * n < log 2 S n < log 2 X * n + 1, or equivalently X * n < S n < 2X * n , if X * n is large enough. In the next proposition we make this observation precise.
We have seen in (10) that when the maximum term 2 kn dominates the whole sum then necessarily k n ≥ log 2 n + log 2 log 2 n. In the following we investigate the case when X * n = 2 kn is large, i.e. what happens for k n > log 2 n.
Proof. Proceeding as in the proof of Proposition 2 one can see that in order to obtain a non-degenerate limit the normalization for S (kn) n−1 should be n, but 2 kn /n → ∞, so the maximum alone is too large. That is in this case there is no non-degenerate limit distribution.
We shall determine the limit behavior of the sum S (kn) n−1 /2 kn − A n , with some centering A n . Using Theorem 25.1 in [8] one can check as in the proof of Proposition 2 that condition (13) holds, and also (11) and (12) hold with constant 0 as the limit function. Choosing τ > 2, we get the centering sequence
The limit distribution is degenerate at 0, so we obtain that
in distribution, and so in probability. Adding the maximum term we obtain the statement.
Remark 3. In particular, for k n = log 2 n + log 2 log 2 n + j, j ∈ Z, given that X * n = 2 kn we again obtain a precise oscillatory behavior
In fact (16) states more. For k n = log 2 n + a log 2 log 2 n , with some a ∈ (0, 1), given X * n = 2 kn S n 2 kn − (log 2 n) 1−a 2 {log 2 n+a log 2 log 2 n} P −→ 1.
Note the interesting phenomena that although the maximum does not dominate the sum, it is large enough to cause a deterministic growth rate.
For k n > log 2 n + (1 + δ) log 2 log 2 n for some δ > 0, Proposition 3 says that S n /X * n P → 1, given X * n = 2 kn . By Chebyshev's inequality one can get the following bound for the rate of convergence
Applications

A series representation of the semistable limit
The next theorem gives a representation of the semistable distribution function G γ introduced in (2).
Proof. We show that for any fixed x, one has
which together with formula (2) implies the statement. To ease the notation introduce
log 2 n +j and q n,j = P X * n = 2 log 2 n +j . By the law of total probability
For ε > 0 choose j min < 0 < j max such that for all n ≥ 1
q n,j < ε/4,
By (4) and Lemma 1 this is possible. Thus,
where in the last step we applied Lemma 1 and Corollary 1.
As a consequence of Theorem 1, using simply Chebyshev's inequality one can obtain sharp bounds on the tail of G γ .
Corollary
However, the exact asymptotic behavior of the semistable tail is known. It follows from a general recent result by Watanabe and Yamamuro [17] . Recall that R γ is the Lévy function of the semistable limit W γ defined in (3). In Theorem 3 [17] they show that lim inf
x(−R γ (x)) = 1, and
The O-subexponentiality of the St. Petersburg distribution
In the sequel we bound the tail distribution
For any n ≥ 1, j ≥ 1 − log 2 n and x ≥ 0, we have that
η j,γn , and
Proof. For any λ > 0, we apply the Chernoff bounding technique:
.
One has that
E exp λ n X ( log 2 n +j) − EX ( log 2 n +j)
where we used that by (8) E X ( log 2 n +j)
and that for all k ≥ 1, ≥ 2
moreover, for k = 1 or ≤ 3 the factor 2 on the right-hand-side is not needed. Therefore
For the choice
the first half of the proposition is proved. The proof of the second half of the proposition is similar.
Remark 4. Note that h(x) ∼ x ln x, as x → ∞, therefore the upper bound for large x is approximately exp −γ2 −j x ln x . Applying the elementary inequalities
and so for any x ≥ 0
8η j,γn .
Remark 5. If instead of the Chernoff bounding technique in the proof of Proposition 4 we apply the Chebyshev-Cantelli bound, then we get just slightly worse upper bound on the tail distribution:
Note that in the following theorem the limit is taken as x → ∞ restricted to those values, for which {log 2 (γ n x)} ≥ δ, that is γ n x is separated from the integer powers of 2.
Theorem 2. For any n ≥ 2 and δ > 0 lim x→∞,{log 2 (γnx)}≥δ
Moreover, the result above is sharp in the sense that for any c > 1 we have
Before the proof we mention some important consequences. Theorem 2 readily implies that for any n ≥ 1 we have
Note that {log 2 (γ n x)} = {log 2 (nx)}, and so writing x instead of nx we obtain that for any δ > 0 for {log 2 x} > δ xP{S n > x} ∼ n2 {log 2 x} , and n = lim inf x→∞ xP{S n > x} < lim sup x→∞ xP{S n > x} = 2n.
Since xP{X > x} = 2 {log 2 x} , x ≥ 2, we have
This convergence also shows that (17) does not hold without the restriction, since that would imply the subexponentiality of F . For the maximum term, for fixed n we have P{X * n > x} ∼ nP{X > x}, and so (18) 
If c = c(x) tends to infinity arbitrarily slowly, then the limit above is 1, that is the St. Petersburg distribution is very close to having the subexponential property.
Proof. Notice that Proposition 4 can be formulated such that for any x
With this notation from the proof of Theorem 1 we get that
n > x − a n,j q n,j =:
First we show that lim
By Proposition 4
Simple estimation implies that a n,j ≤ 2 j γ n + 1 + 2 · 2 −( log 2 n +j) ( log 2 n + j)
For j ≤ 0 we have a n,j ≤ 4+log 2 n for any n, therefore for x large enough
x ln x 0 j=1− log 2 n q n,j ≤ e
x ln x .
(20) For j ≤ log 2 (γ n x) − 2, for x large enough
Using again the monotonicity and the asymptotic behavior of h, for large x we have h(x − a n,j )
and so
The term in I 1 corresponding to j = log 2 (γ n x) − 1 has to be handled separately. First we determine the asymptotic behavior of q n,j when n is fix and j → ∞. Simply q n,j = P{X * n = 2 log 2 n +j } = P{X * n ≤ 2 log 2 n +j } − P{X * n ≤ 2 log 2 n +j−1 } = 1 − 2 − log 2 n −j n − 1 − 2 · 2 − log 2 n −j n ∼ γ n 2 −j .
Let j = log 2 (γ n x) − 1. Then, the same estimates as before show that for large enough x a n,j ≤ 2 3 x, thus h(x − a n,j ) η j,γn ≥ (x ln x)/4 x/2 = ln x 2 .
So we obtain exp − h(x − a n,j ) η j,γn q n,j ≤ x − 1 2 2γ n 2 − log 2 (γnx) +1 ≤ 8x 
The estimates (20), (21) and (23) imply (19). Now, we consider I 3 . For j ≥ log 2 (γ n x) + 1 we cannot use Proposition 4, since a n,j > x. In fact, it is easy to see that if x is large enough then for all j ≥ log 2 (γ n x) + 1 P S ( log 2 n +j) n−1 − ES ( log 2 n +j) n−1 n > x − a n,j ≡ 1.
Therefore
q n,j = P X * n ≥ 2 log 2 n + log 2 (γnx) +1
as x → ∞. (Recall that n is fixed.) Finally, we investigate the most delicate term I 2 . By (22) we have
i.e. it is asymptotically equal to I 3 (x). It turns out that the term P S ( log 2 n + log 2 (γnx) ) n−1 n > x − 2 log 2 (γnx) γ n oscillates between 0 and 1, and thus it is solely responsible for the oscillatory behavior. The probability above can be written as P S ( log 2 n + log 2 (γnx) ) n−1
Now we see that if x → ∞ such that {log 2 (γ n x)} > δ for some δ > 0 then this probability tends to 0, and so (17) This, together with (25) and (24) proves (18).
Recall the notation µ 1 (j, γ) = 2 j γ + log 2 2 j γ introduced in (14) . Straightforward calculations show that max − log 2 log 2 n<j<log 2 n |a n,j − log 2 n − µ 1 (j, γ n )| ≤ 2 (log 2 n) 2 n .
Therefore, similarly as in the proof of Theorem 2 we obtain for large n the bound for P{S n /n − log 2 n > x} is approximately For n = 2 7 , Figure 5 shows that the tail distribution function P S n n − log 2 n ≥ x , and its approximate upper bound 
