Abstract. Based on minimizing a piecewise differentiable lp function subject to a single inequality constraint, this paper discusses algorithms for a discretized regularization problem for ill-posed inverse problems. We examine computational challenges of solving this regularization problem. Possible minimization algorithms such as the steepest descent method, iteratively weighted least squares (IRLS) method and a recent globally convergent affine scaling Newton approach are considered. Limitations and efficiency of these algorithms are demonstrated using the geophysical traveltime tomographic inversion and image restoration applications.
1. Minimization and Ill-posed Inverse Problems. Minimization algorithms have long been used in regulating an ill-posed inverse problem. Assuming that a desired property of a solution is known a priori, an ill-posed inverse problem can be regulated by solving a constrained minimization problem. In particular, properties expressed in nondifferentiable form have increasingly been found more appropriate in many applications. Discretization of such a regularization problem often leads to minimizing a large-scale piecewise differentiable function with a single constraint. In this paper, we consider regularization using piecewise differentiable minimization, possibly with a single inequality constraint.
Consider an ill-posed inverse problem,
where A is an operator in a Hilbert space. Assume that · 2 denotes the Euclidean norm and an a priori condition (e.g., continuity and boundedness) of the desired solution is given by Bu 2 ≤ ρ for some linear operator * This paper is written for the proceedings of the workshop Large-Scale Optimiza The well-known constrained least squares approach, e.g., [14] for image restoration, corresponds to solving either (1.2) or (1.3).
Increasingly, properties involving a nonsmooth piecewise differentiable measurement have been found more appropriate in many applications [20, 22, 21, 9, 1, 23, 15, 18, 26] . We consider image restoration, for example. Let u(x, y) denote the intensity of an image in a region Ω. Osher et al propose [20, 22, 21] to minimize total variation Ω u 2
x + u 2 y dxdy to achieve image restoration:
This is a departure from the popular constrained least squares approach where the functional to be minimized is Ω u 2 x +u 2 y dxdy. The total variation functional is not differentiable everywhere. Let U be a matrix representation of a 2-D image and u be a vector representation, a discretization of the problem (1.4) gives
where B l u is a discretized approximation to [u x ; u y ] and Au is a discretized approximation to Au. Applying the same total variation minimization principle, Li and Santosa [17] consider a slightly different discretized regularization problem:
Similarly, a component of Bu denotes a discretization of u x or u y .
In geophysical traveltime tomographic inversion applications [23, 15, 18, 26] , subsurface slowness structure can be determined based on the inverse problem t(ray) = ray s(x, y)dℓ.
In [23] , a discretized linear traveltime inversion problem is considered:
here B denotes a distance matrix, c is the recorded traveltime perturbation and Bu = c is an overdetermined system. More generally, a linear l p problem
has been considered [15, 31] .
The discretized regularization problems (1.6) and (1.8) are examples of a general problem formulation:
where A and B are matrices of the appropriate sizes and σ > 0 is a given parameter. Further generalization to a minimization problem using the more complicated objective function m i=1 B i u − c i p with the same inequality constraint of (1.9) (which then includes the formulation (1.5)) is worthy of future research.
Problem (1.9) is a piecewise differentiable minimization possibly with a single inequality constraint (if σ is infinity then the problem is unconstrained). Solving the minimization problem (1.9) is a computationally challenging task, particularly since a problem instance can be very large. However, if a reliable and efficient computational method can be developed to solve (1.9), then this minimization approach has great potential for solving various ill-posed inverse problems in many different applications.
The main objective of this paper is to compare a few possible algorithms for minimizing a piecewise differentiable function subject to a single quadratic inequality constraint. Image restoration and traveltime inversion applications are used to compare different computational algorithms. In §2, we illustrate the usefulness of the piecewise differentiable minimization for regulating ill-posed inverse problem using a traveltime tomographic inversion example. We analyze in §3 applicability of the steepest descent, iteratively reweighted least squares (IRLS), and a recent globally convergent affine scaling Newton approach for minimizing unconstrained piecewise differentiable l p functions. We emphasize that the steepest descent method is not guaranteed to converge to a solution for a nondifferentiable minimization problem and can indeed fail in practice. In §4, the affine scaling Newton approach is adapted to further include the single inequality constraint. This algorithm is demonstrated with the image restoration application. Concluding remarks are given in §5. 2. Piecewise Differentiable Measurements. Perhaps due to simplicity and availability of algorithms for smooth minimization, simple smooth convex function has been most widely used for data measurement. Increasingly, however, it has been recognized that a nondifferentiable measurement, e.g., a piecewise differentiable l p norm, can be more appropriate in many different applications [25, 15, 26, 20, 22, 21, 9, 1, 17] . Computational algorithms have been developed for problems using these piecewise differentiable measurement [4, 2, 15, 29, 11, 16, 31, 32, 5] . Specifically, the piecewise linear l 1 measurement has become an increasingly attractive alternative to the 2-norm due to an appealing property of the l 1 solution: a small number of isolated large errors in the data typically do not change the solution of an unconstrained l 1 problem (e.g., [10, 23, 26] ).
To illustrate the usefulness of the piecewise differentiable minimization problem (1.9), we use a synthetic geophysical tomographic inversion problem described in [23] , in which a square velocity anomaly is to be reconstructed.
FIG The l p solution with 1 < p < 2 has been used less often in practice (e.g, [23] , [31] ). For the synthetic seismic tomographic inversion problem considered, the l p solutions, with p close to unity, have similar error resistance property, as illustrated in FIG. 3.2.
3. Minimization Algorithms for Unconstrained l p Problems. Solving a constrained piecewise differentiable problem (1.9) is challenging, especially when a problem is large (which is typical for many applications). We first focus on dealing with piecewise differentiability and consider
Fig. 2.3. The Exact Solution for the Synthetic Geophysical Tomographic Inversion Example
where B ∈ ℜ m×n . We delay discussion on handling of the additional single inequality constraint until §4.
Let r = Bu − c denote the residual vector. The objective function φ(u) in (3.1) is generally not differentiable everywhere, e.g., the gradient does not exist when a residual component r i = 0. When p = 1, the linear l 1 problem can be solved by finite simplex algorithms based on linear programming [28] or a projected gradient method [4, 3, 6] . In this paper, we do not discuss this type of algorithms because it is less suitable for large-scale problems.
Most algorithms for unconstrained smooth nonlinear minimization problem are iteratively descent methods. At each iteration k, given a current approximation u k to the solution, a descent direction d k is computed and a new iterate u k+1 = u k + α k d k is determined which produces a sufficient decrease of the objective function, i.e., φ(u k+1 ) is significantly less than φ(u k ) ( The stepsize α k can be an approximation to the minimizer of φ(u k + αd k )). This minimization process can be terminated when decrease in function φ(u) is sufficiently small, e.g.,
where tol is a small positive number denoting acceptable accuracy and itmax is the maximum number of iterations allowed. In this paper, we consider three types of descent directions including the simple steepest descent, iteratively reweighted least squares, and the more sophisticated affine 
Steepest Descent Directions
The most appealing aspect of steepest descent is its low cost. For example, when p = 1, the gradient ∇φ(u k ) = B T sgn(Bu k − c) (when exists) can be computed with a matrix vector product. (In this paper, we define sgn(0) = 1.) If φ(u) is not differentiable everywhere, e.g., for φ(u) = Bu − c 1 , then the steepest descent method does not, in general, lead to convergence to a solution of the problem (3.1). Moreover, even if {u k } converges to a solution, the convergence can be extremely slow.
To illustrate this, the reconstruction of the velocity for the traveltime inversion example in FIG.2.1, using steepest descent, is given in FIG.3.1 . The descent method using steepest descent directions fails to provide any visible improvement over the starting least squares reconstruction after 500 iterations (maximum number of iterations allowed). Moreover, convergence will not be achieved eventually.
Another fairly common approach for overcoming nondifferentiability, used in many applications, is smoothing. Smoothing eliminates nondifferentiability by slightly perturbing the objective function. For example, one may choose p close to one in (3.1) in the hope of using minimization techniques for a smooth problem, e.g., the steepest descent method. We believe that this is a wrong reason for choosing p. In particular, the steepest de- scent method can fail for the slightly perturbed problem, similar to the case when applied directly to the original nondifferentiable problem. To illustrate this, we apply the steepest descent method for minimizing Bu − c p , with p = 1.001. As illustrated in FIG. 3 .2, the steepest descent method again is unable to provide significant improvement over the least squares reconstruction after 500 iterations, even though the solution of (3.1) with p = 1.001 is essentially the same as the exact solution in FIG. 2.3 (the solution is computed using the affine scaling Newton directions described in §3.3).
Iteratively Reweighted Least Squares.
In order to compute a solution with improved efficiency, an iteratively reweighted least squares (IRLS) approach has often been used for the linear l p problem (3.1), e.g., [24, 7, 19] . The IRLS algorithm has become popular due to its simplicity: a weighted least squares problem is solved at the iteration k to get a descent direction and hence an improved approximation u k+1 . For some applications, e.g., [8] , this algorithm can indeed be useful, particularly if an accurate solution is not necessary. However, there is evidence [19] which does not recommend this method in general due to its linear convergence.
The IRLS algorithm can be derived by considering a Newton step for φ(u) but ignoring the fact that the objective function may not be sufficiently smooth. Let r denote the residual vector Bu − c. Bu − c p is
which is the normal equation for the weighted least squares problem
The direction d k computed from above equations is descent, and, the iterates {u k } generated by IRLS satisfy u k+1 = u k + (p − 1)d k and converge linearly to a solution [30, 19] . A line search acceleration of IRLS can be easily made to achieve a better reduction of φ(u) along the descent direction d k . Subsequently, when we refer to the IRLS method, we are referring to this accelerated IRLS.
The reconstruction using the IRLS method is given in FIG. 3.1 . The iterates from the IRLS indeed converge in 30 iterations and a good reconstruction is achieved.
A Globally Convergent Affine Scaling Newton Approach.
The IRLS method successfully achieves convergence with a significant cost: solving a weighted least squares problem at each iteration. With increasing computing power and availability of reliable and efficient least squares solver on sequential and parallel computers, the additional cost of IRLS may become more acceptable.
Nonetheless, the IRLS method is only a linearly convergent method. Fast convergence is essential for efficiency if an accurate solution of a large problem (3.1) is desired.
In [16, 12] , a globally convergent affine scaling Newton method is developed for the problem (3.1). This globalized Newton approach (GNCS) is derived by considering complementarity conditions for the piecewise differentiable minimization (3.1). In particular, a descent direction is defined based on both the current primal iterate u k and approximations to the dual multipliers λ k . Consider min x Bu − c p . Let r = Bu − c and g = p|r| p−1 sgn(r). The optimality conditions for this problem are described in both x and dual multipliers λ: a point u is a solution to (3.1) if there exists λ such that
with |λ| ≤ |g|. Here Z is a matrix whose rows form a basis for the null space of B, i.e., Z T = null(B). We note that explicit knowledge of Z is not necessary in the actual algorithm.
Let D r = diag(|r|) and
Observing the special structure of the linear system (3.4), it is easy to see that the Newton direction d k equals
Globalization of the Newton step is typically required in the minimization context to ensure proper descent directions are defined everywhere. Let θ k ∈ ℜ m denote the optimality measurement below
), max(max(|λ| − |g|, 0))) (3.6) where 0 < γ < 1 is a constant and e is the vector of all ones. We use the Matlab [27] definition for the function max: max(x) denotes the maximum component of a vector x and the value of max(x, y) is a vector whose components are the maximum of the corresponding components of x and y.
There are many possible ways to globalize. An example which works well computationally is given in [12, 16] . This globalization replaces the diagonal matrix D 
Hence a globalized descent direction d k is computed from
It is easy to see that this direction d k can be computed as a weighted least squares solution
Dual multipliers approximations can be updated:
The new iterate is
where α k is the stepsize which approximately minimizes the piecewise differentiable function φ(u k + αd k ) and can be determined easily (we refer a reader to [12, 16] for details of the line search).
We observe that the weighted least squares problems (3.2) and (3. We have performed many computational experiments which indicate that the globally convergent affine scaling Newton approach [12, 16] generally takes significantly fewer iterations than the IRLS method (less than half). Table 3 .3 illustrates typical behaviors of the two methods in iteration accounts for some randomly generated problems (3.1) with p = 1. The stopping tolerance is 10 −12 and the maximum number of iterations allowed is 50.
4. Solving a Linear l p Problem with a Single quadratic Constraint. For many ill-posed inverse problems, e.g., image restoration, an a priori condition on the desired solution is needed for regularization. Hence it may be appropriate to solve a constrained piecewise differentiable minimization problem (1.9). In this section, we will use image restoration as an example to illustrate how to incorporate the constraint information using the affine scaling Newton method [12] described in §3.3. Specifically, we consider solving (1.6): GNCS  IRLS  10  17  50  30  17  50  50  15  50  70  21  50  90  15  50  110  14  50  130  17  50  150  13  50  170  13  50  190 9 50
It is well recognized that generating iterates to follow nonlinear constraints is difficult; even a single nonlinear constraint adds substantial computational difficulty. The classical approaches for nonlinear constraints include the l 1 penalty and Lagrangian method [13] . The difficulty with these methods is determination of the a priori unknown penalty parameter. We believe that a more appealing approach here is to maintain feasibility for the single constraint Ax − u 0 2 ≤ σ explicitly.
For image restoration application, a solution typically appears on the quadratic surface. If the solution lies strictly inside the constraint Ax − u 0 2 < σ, then the problem is essentially unconstrained and can be solved as described in §3.3. In general, a decision can be made as to whether the solution is exactly on the nonlinear constraint surface with available dual multipliers approximation. Employing the active set strategy on the single quadratic constraint, descent directions can be computed to leave or remain on this single constraint surface, e.g. [13] . We assume subsequently that the solution lies on the quadratic constraint surface Au − u 0 2 = σ.
Feasibility to the constraint Au − u 0 2 ≤ σ can be achieved by applying a minimization process (e.g., a conjugate gradient method) to the convex quadratic function Au − u 0 2 2 until feasibility Au − u 0 2 ≤ σ is obtained. This feasibility can be easily maintained using a line search with a correction [13, 17] . We subsequently concentrate on computing a good descent direction for (4.1).
Let
The nonlinear system which captures optimality of the constrained piecewise linear minimization problem (4.1) is
Note that the additional condition, |λ i | ≤ 1 for anyr i = 0 and i > 1, needs to hold.
Similar to discussion in §3.3, globalization is needed to ensure that descent directions are properly determined and the globalized Newton directions converge to the Newton direction (4.3) asymptotically. We consider a similar globalization as described before: we replaceD
and consider a globalized Newton direction as below:
Eliminating the dual variables, we have (|λ
Compared to (3.7), (4.4) has an additional term |λ 
A simple correction technique for maintaining feasibility can be incorporated to stay on the quadratic surface [17] . For efficient computation, the single dense row structure for the least squares problem (4.5) needs to be exploited.
To demonstrate the descent algorithm using the affine scaling Newton direction (4.5) for the constrained minimization problem (1.6), we generate the blurred and noisy image u 0 by a motion blurring function A, and adding a measured amount of random noise ε, i.e., u 0 = Au true + ε. The amount of noise in the noisy and blurred image u 0 is described by the signal-to-noise ratio (SNR): SNR = 10 log variance of the blurred image variance of the noise (dB).
When assessing the quality of the restored images, we consider the signalto-noise ratio improvement e SNR e SNR = 10 log u true − u 0 2 2
When SNR is high, a larger signal-to-noise ratio improvement e SNR suggests a better restoration. In FIG. 4.1 and 4 .2, we demonstrate the quality of image restoration for a 32-by-32 and 64-by-64 blurred and noisy images respectively. We apply both the steepest descent and affine scaling Newton directions for comparison. The stopping criteria for these images are 0.5 × 10 −4 with the maximum of 200 iterations allowed. The parameter σ = 0.95 × ε 2 where ε is the random white noise.
Unlike the geophysic traveltime inversion problem, surprisingly good improvements are achieved using steepest descent directions. However, the images computed using the affine scaling Newton directions are consistently better and achieve higher signal-to-noise ratio improvements. Compared to the affine scaling Newton direction, a steepest descent direction is significantly cheaper to compute. Nonetheless, the steepest descent method is more sequential than the Newton approach. In a parallel computing environment with a good parallel least squares solver, the affine scaling Newton method with a dominant work on the least squares solve may prevail if a sparse matrix A is available.
If the matrix A is not available or is very dense, the computation of an affine scaling Newton step (4.5) may be impossible or extremely expensive. We are currently investigating possibility of computing an affine scaling Newton step (4.5) iteratively.
5. Concluding Remarks. Piecewise differentiable minimization with a single quadratic constraint has great potential in regulating ill-posed inverse problems. We analyze three descent methods using steepest descent, iteratively reweighted least squares and the more recent affine scaling Newton directions [12, 16] . We illustrate with a geophysic traveltime inversion example, that the steepest descent can fail to achieve convergence for a piecewise differentiable minimization and produce entirely unacceptable results. The alternative iteratively reweighted least squares method is more computational extensive and can be inefficient due to its linear convergence. The globally convergent affine scaling Newton approach achieves quadratic convergence with negligible additional cost, compared to the IRLS approach. The affine scaling Newton approach is further adapted to include a single inequality constraint. Compared to the steepest descent, the affine scaling Newton method produces better reconstruction with higher signal-to-noise improvement ratios in image restoration applications.
The future investigation includes possible iterative solvers for computing the Newton steps for the globalized Newton approach [12, 16] . The issue of preconditioner becomes extremely important in this regard. Moreover, algorithms for a more general piecewise differentiable problem of the form 
