Ionic models are used to describe the evolution of the electrical potential across the cardiac cell membranes. The Mitchell-Schaeffer model is a simple two variables nonlinear ionic model with a limited set of parameters. This model can still capture the main features of the cardiac action potential, namely the action potential duration (APD), the conduction velocity (CV), depolarisation time (DT), recovery time (RT), etc. In this paper we have developed an optimization method to recover the specific characteristics ADP, DT and RT by identifying the values that the four parameters τ = [τ in , τ out , τ open , τ close , σ] of the Mitchell-Schaeffer must take. By using the fonction ode in Scilab, Mitchell-Schaeffer model solutions have been oabtained numerically.
Introduction
Ionic models are used to describe the evolution of the electrical potential across cardiac cell membranes. These models usually read as a systems of coupled highly nonlinear first order ordinary differential equations (ODE). The right-hand-side of these ODEs is not always continuous, for instance to model instantly closing ionic gates controlled by the trans-membrane potential. This results in solutions that are less regular and difficulties in adjusting the model parameters, in particular using optimal control and differentiable optimization methods.
This paper addresses numerical methods to optimally adjust the parameters in such ionic models. We will illustrate the method for the Mitchell-Schaeffer model [7] , which is a simple two variables ionic model with a limited set of parameters and one discontinuity in r.h.s. of the ODE for the gating variable. This model captures the main features of the cardiac action potential (AP), namely the action potential duration (APD), the conduction velocity (CV), depolarization time (DT), recovery time (RT), etc. A one-to-one relation exists between the model parameters and the AP main characteristics, but the adjustment of the parameters based on asymptotic formula is not yet automatics [12] . We will present optimal control problems, in particular one where the cost functional is related to the characteristics of the AP. In this problem, the state variable is the solution the ODEs of the ionic model. Numerical methods are used to solve the ODEs, within the loop of a non-differentiable optimization method. Any attempts at differentiable optimization methods, for instance with gradient methods, did not work. Looking at a regularized version of the Mitchell-Schaeffer model, we showed that the sensitivities of the solution with respect to the model parameters grows rapidly with the regularization parameter, explaining the difficulties with gradient methods even with the regularized model. We will show that our non-differentiable optimization method can easily recover the ADP, DT, RT and so on, by identifying the values of the four parameters τ = [τ in , τ out , τ open , τ close ] of the Mitchell-Schaeffer model. The method is general and can easily be applied to other ionic models.
Models Mitchell-Schaeffer
In this section, we present the standard Mitchell-Schaeffer ionic model and introduce notions that will be required later, such as the phase plane and asymptotic analysis of the model done in [20] .
Standard Mitchell-Schaeffer model
The Mitchell-Schaeffer model [7] is composed of two ordinary differential equations, that describe the dynamics of the transmembrane potential u of a single cardiac cell and a gating variable v representing in a phenomenological way the opening and closing of ionic channels controlling the passage of ions across the cell membrane. The dependent variables u = u(t) and v = v(t), t > 0, are solutions of:
The Mitchell-Schaeffer model is characterized by three currents I in , I out and I stim , respectively, the inward, outward and stimulation currents. In particular,
• I in characterizes all the currents that tend to depolarize the cardiac cell, for instance the currents induced by the passage of N a + and Ca 2+ ions across the cell membrane from the extracellular medium to the intracellular space. In the Mitchell-Schaeffer model, these currents are lumped into the term I in = vc(u)/τ in , where the cubic function c(u) = u 2 (1 − u) describes the voltage-dependence of this current while the gating variable v controls the opening and closing of the ionic channels.
• I out characterizes all the currents that tend to repolarize the cardiac cell, e.g. those induced by the K + ions flowing out of the cell and the Cl − ions flowing in the cell. In the Mitchell-Schaeffer model, these currents are lumped in I out = −u/τ out . This current is not controlled by any gating variable and its intensity is weighted by the time constant τ out controlling the length of the repolarization phase.
• I stim represent an isolated external current produced by a stimulation electrode such as a pacemaker.
The dynamics of the gating variable v depends on the treshold potential u gate for the initiation of an action potential, and on two time constants, τ open and τ close , respectively controlling the durations of the action potential and of the recovery phase (time for v to come back to rest past the most recent action potential).
Phase plane analysis and asymptotic behavior
As in [7] , we make the following hypothesis: τ in τ out τ open ,τ close . This implies that the dynamics of the variable u is faster than for the variable v. The trajectory of the point (u(t), v(t)) in the phase plane during an action potential is determined extensively by the nullclines f (u, v) = 0 and g(u, v) = 0, and the equilibrium points at the intersection of these two nullclines. Setting I stim (t)= 0, the equation of the nullcline f (u, v) = 0 reduces for u = 0 to
or by isolating u as a function of v,
One notes that du dt is positive for u − (v) < u < u + (v) and negative for u <
The minimum value of v on the nullcline is obtained by minimizing v in (3), which gives v min = 4τ in /τ out . The nullcline g(u, v) = 0 is not a continuous curve. It reads for the variable v as: 0) ) and the stimulation current I stim (t) = 0.004 for t ∈ [100, 150], 0 elsewhere, is applied to initiate a single action potential.
To describe the course of the trans-membrane potential over time, one distinguishes four phases, here numbered from 1 to 4. Phases 1, 2 and 3 belong to the action potential. Phase 4 corresponds to the end of the refractory period of the cell during which the cell is still recovering from the most recent action potential but is not yet excitable again. In details,
• Phase 1 is called the depolarization phase, during which the current I in dominates I out and the potential u quickly rises till it reaches its maximal value u u + (1) on the nullcline f (u, v) = 0. The duration of this phase is of the order of the parameter τ in . The variation of v, during this period, is negligible and is often assumed to take its value at equilibrium (unless an action potential closely precedes the current one).
• Phase 2 is the excited phase, leading the contraction of the cardiac cells. It is characterized by a relatively constant or slowly varying transmembrane potential, for maintaining the contraction of the cell. As long as u remains larger than u gate , the ionic gates represented by v propgressively close (v slowly shrinks towards zero) while the potential u follows its course along the nullcline f (u, v) = 0, therefore u(t) u + (v(t)). Physically, this results from a balance between the inward Ca + and N a + currents and the outward K + current. The duration of this phase is of the order of τ close .
• Phase 3 is called the repolarization phase. When the gating variable reaches the value v min , the solution curve leaves the nullcline f (u, v) = 0. Therefore, I out dominates I in and the potential u decreases towards the resting potential u = 0. The duration of this phase is of the order of τ out .
• Phase 4 will be called the "recovery phase". The potential u is nearly equal to its equilibrium value while the gates slowly reactivates, i.e. v goes back to its equlibrium value v = 1. The duration of this phase is of the order of τ open . The recovery phase corresponds to the last portion of the refractory period past the return to equilibrium of the potential u.
Numerical methods
The Mitchell-Schaeffer model [7] is a system of coupled nonlinear ordinary equations differential (ODE) that can only be solved numerically. We proceed in the following way to solve these ODE and calculate the durations of the different phases:
• We use the function ode from Scilab implementing an Adams PredictorCorrector method to obtain an approximate solution (u j , v j ) at times t j = j∆t, j = 0, 1, ...N , where the time step ∆t is given by ∆t = T N . The final time T is set to T = 1400ms in our simulations. The initial solution (u 0 , v 0 ) is set to the equilibrium value (0, 1).
• We identified five times T i , i = 1, . . . , 5, for which T i and T i+1 represents respectively, the beginning and the end of phase i. Figure 2 .3 illustrates how we proceeded to identify those times. For i = 1, 3, 4, these times were set according to the value reached by the trans-membrane potential, namely u(T i ) = γ i for treshold values γ i prescribed by the user. The end of the depolarization phase occurs when the potential reaches its maximal value, that is T 2 = arg max t u(t). The last time T 5 corresponds to a time where the cell can be excited again, at which time the potential u has already recovered its equilibrium value. We had to use a treshold on the gating variable, namely v(T 5 ) = γ 5 . The duration of phase i is then computed according to: 
with a similar formula for time T 5 based on v j and v j−1 .
Identification of the model parameters
To identify the parameters in the standard Mitchell-Schaeffer [7] , we introduce an optimization problem whose goal is to reduce the gap between the phase durations ∆T i predicted by the model and target durations ∆T * i , for instance obtained experimentally.
This optimization problem read as: Find τ * minimizing the following leastsquare objective function
where the ∆T i = T i+1 − T i result from solving the ODEs with parameters
and setting
In this minimization problem, the objective function J is an indirect function of the parameters τ through a sequence of function compositions:
Questions arise about the relative sensitivity of the phase durations with respect to the variation of the parameters τ and the differentiability of the cost function J = J(τ ). We look at these questions in the next two sections. For the differentiability of J, the critical problem is the (lack of) differentiability of the function τ −→ (u(τ ), v(τ )).
Sensitivity analysis of the phase durations
We now investigate numerically the sensitivity of the phase durations ∆T i , i = 1, . . . , 5, with respect to the time step ∆t, the tresholds γ i , i = 1, 3, 4, 5 used to define the times T i , and the parameters τ in , τ out , τ open , τ close , u gate of the Mitchell-Schaeffer model. We vary each of these parameters separately by small increments, recompute the solution of the ODEs and the durations ∆T i .
Sensitivity with respect to ∆t
We want to determine the largest time-step ∆t that gives sufficient accuracy in the calculation of the times T i . Results are reported in Table 1 . Table 1 : Phase durations ∆T i for various time-steps ∆t: From ∆t ≤ 0.05, all posted figures are significant. Henceforth for the rest of the calculations, we will work with ∆t = 0.01, to guarantee a sufficient precision in the calculation of the times T i , i = 1, 2, ..., 5.
Sensitivity with respect to the tresholds γ i
As the tresholds γ i are chosen in a relatively arbitrary way, it is interesting to see how one or the other choice of the γ i influence the durations ∆T j . Table  2 reports on the phase durations for varying γ i , i = 1, 3, 4, 5. The time T 2 is always set as the time where the potential u reaches its maximal value, hence there is no associated treshold. Variations on the tresholds are made in relation to their reference values, given by γ 1 = 0.13, γ 3 = 0.5, γ 4 =0.05, γ 5 = 0.9. For instance, for −10% one has γ 1 = 0.117, γ 3 = 0.45, γ 4 =0.045, γ 5 = 0.81. From 0% until +40% the calculations have been made for γ 5 = 0.9, since it does not make sense to take γ 5 ≥ 1.
We notice that: • ∆T 1 shows maximal variations of +44.7% and −17.4% for variations of −40% and +40%, respectively, on the reference value of γ 1 . Duration of phase 1 is affected by treshold γ 1 only, from the definition of T 2 with no treshold. As the depolarization phase is short, a large relative variation corresponds to no more than 4ms of difference between the maximum and minimum durations of phase 1. This is an induced absolute error much smaller than for any other phase. Still, care is needed in the selection of the treshold γ 1 due to rapid variation of the potential u during this phase;
• ∆T 2 shows maximal variations of +6.4% and −15.4% for variations of −40% and +40%, respectively, on the reference value of γ 3 . Duration of phase 2 is affected by treshold γ 3 only, from the definition of T 2 with no treshold. The excited phase is long, therefore the relative error is generaly small. This is good feature as the treshold γ 3 splitting phases 2 and 3 is by far the most arbitrary of all the tresholds γ i . One must be aware though that this small relative error corresponds to a maximal absolute error of nearly 55ms on ∆T 2 ;
• ∆T 3 shows maximal variations −36.5% and +105.5% for variations of −40% and +40%, respectively, on the reference values of γ 3 and γ 4 . The treshold γ 4 being so small, this is mostly γ 3 that affects the duration ∆T 3 . Repolarization being a short phase, the relative error is the biggest for an absolute error on ∆T 3 slightly smaller than on ∆T 2 . In fact, the treshold γ 3 delimits the excited and repolarization phases: miliseconds taken out of one phase are given to the other phase, but relative error mostly affects phase 3.
• ∆T 4 shows maximal variations of −74.7% and +0.9% for variations of −40% and +40%, respectively, on the reference values of γ 4 and γ 5 . Recall that γ 5 = 0.9 for +10% to +40%, which explains the small variation of ∆T 4 in that range. The return of v to its equilibrium value takes an infinite time, therefore ∆T 4 tends to ∞ when γ 5 approaches 1 from below.
Sensitivity with respect to the model parameters
In this section, we are going to study the sensitivity of the duration of the phases of the action potential at a time according to the parameters of the model a, while fixing the other parameters to their initial values, and to try to determine the duration of the accessible phases when one has the parameters varied. The step ∆t is fixed to 0.01 and γ 1 = 0.13, γ 2 = 0.95, γ 3 = 0.5, γ 4 =0.05, γ 5 = 0.9, for all calculations below .
Sensitivity following τ in
We make an analysis of sensitivity in relation to the parameter τ in , to determine the influence of the parameter τ in on the durations of the phases of action potential. The table 3 give the values of the durations of every phase of the action potential while modifying the parameter τ in defined in the standard Mitchell-Schaeffer model [7] . The variations of τ in have been made in relation to its initial value τ in = 0.3, for example for +10% its value is τ in = 0.33. The variation of τ in influences mainly the duration ∆T 1 of the phase 1 of the action potential, because this phase is due to the scale of time of the order of τ in (to see section 2), and this variation has a few influence on the duration ∆T 2 of the phase 2 of the action potential. This influence is very slightly on the durations ∆T 3 of the phase 3 and ∆T 4 of the recovery period. The accessible values of the durations for ∆T 1 are between 2 and 12 ms.
Sensitivity following τ out
We make an analysis of sensitivity in relation to the parameter τ out , to determine the influence of the parameter τ out on the duration of the phases of the action potential. The table 4 gives the values of duration of every phase of the action potential while modifying the parameter τ out defined in the standard Mitchell-Schaeffer model [7] . The variations of τ out have been made in relation to its initial value τ out = 6, for example for −10% its value is τ out = 5.4.
As statement above, the variation of τ out influences the durations of the 
Sensitivity following τ close
We want to analyze the sensitivity in relation to the parameter τ close , to determine the influence of the parameter τ close on the duration of the phases of the action potential.In the table refclose we give the values of duration of every phase of the potential membranaire while modifying the parameter τ close defined in the standard Mitchell-Schaeffer model [7] . The variations τ close have been made in relation to its initial value τ close = 150, for example for −10% its value is τ close = 135. The variation of τ close influences mainly the duration ∆T 2 of the phase 2 of the action potential and slightly the other phases 1,3,4. The accessible values of ∆T 2 are situated between 150 and 350 ms.
Sensitivity of the lengths of the phases following u gate
We make an analysis of sensitivity in relation to the parameter u gate , to determine the influence of the parameter u gate on the duration of the phases of the action potential. The table 7 gives the values duration of every phase of the potential membranaire while modifying the parameter u gate defined in the standard Mitchell-Schaeffer model [7] . The variations of u gate have been made in relation to its initial value u gate = 0.13, for example for −10% its value is u gate = 0.117. The variation of u gate influence very few the durations of the phases. The parameter u gate controls the excitability of the cell and not the durations of the phases. We don't include the parameter u gate among the parameters τ using to adjust the duration of the phases in the problem of parameters identification.
Recommendation
According to the study of sensitivity of the durations phases, we recommend for a good precision on the durations of the phases of the standard MitchellSchaeffer model to take the interpolation step ∆t of the solution to 0.01. The choice of the tresholds γ i is more arbitrary. While fixing γ 1 to 0.13, γ 2 to 0.96, γ 3 to 0.5, γ 4 to 0.05 and γ 5 to 0.9. We observed the following results: * While adjusting τ open , we control the duration ∆T 4 exclusively for values of ∆T 4 between 150 and 400ms.
* In making variation on τ close , we change mainly ∆T 2 for values inclued between 150 and 350ms.
* While adjusting τ in , There are influences on the duration ∆T 1 and also on ∆T 2 for values ∆T 1 between 3 and 12 ms.
* In making variation on τ out , we influence ∆T 2 and ∆T 3 for values of DeltaT 3 between 30and 50 ms;
* u gate has few influence on the durations.
Regularized Mitchell-Schaeffer Model
The regularized Mitchell-Schaeffer model [16] is a simple ionic model, as the standard Mitchell-Schaeffer model [7] , composed of two ordinary differential equations, describing the dynamics of the action potential u and of the gating variable v:
where
and s(u; k,
The regularized Mitchell-Schaeffer model [16] presents the same characteristics that the model standard Mitchell-Schaeffer model [7] , the difference between these two models is introduced by the parameter k, that controls the slope of the regular function s = s(u; k, u gate ) view as a function of the variable u and corresponding to Heaviside regularized function centered in u = u gate .
In making variation to the parameter k defined in the regular function s = s(u; k, u gate ) we note that more the parameter k is big, more the function s = s(u; k, u gate ) comes closer of the Heaviside function centered in u = u gate .
Choice of the parameter k defined in the regularized Mitchell-Schaeffer model
The idea here, is to make an analysis of sensitivity in relation to the parameter k, to determine the influence of the parameter k on the phases duration of the action potential and try to find the values of the parameter k that will give the durations gotten with the standard Mitchell-Schaeffer model [7] . The table 8 gives the values of the durations of every phase of action the potential while modifying the parameter k defined in the regularized Mitchell-Schaeffer model [16] .
The variation of the parameter k influences, mainly all the durations of the cardiac wave . For values of k upper to 50, the durations, ∆T 1 , ∆T 2 , ∆T 3 and ∆T 3 come closer of the values of the ldurations gotten with the standard Mitchell-Schaeffer model. Therefore for k upper to 50 the solutions of the models of standard and regularized Mitchell-Schaeffer model are very near. 
Analytic calculation of sensitivity
In this section we will try to calculate analytically, the directional derivatives
of the solution of the regularized Mitchell-Schaeffer model in relation to the parameters
The functions u τ , v τ being defined for all t ∈ [0, T ] , we try to derivate the function
The couple u τ (t), v τ (t) is solution of: 
While choosing ε > 0, δu = lim
While applying the Taylor development of first order to the functions f and g defined in (16), we get
Dividing (17) by ε, supposing u τ (t)and v τ (t) derivable as function of τ , making stretch ε toward zero, we have
Expressing the components of the vector δτ , we have the following system:
We show that the system of differential equations (18) is linear,let's put:
Let be Y 1 and Y 2 , the solutions of (21) for two variations of the parameters δτ 1 and δτ 2 , respectively.
We show the linearity on verifying that:
is solution of the system (21) for:
The calculation of the derivatives of the functions f and g depend of the numerical solution of the regularized Mitchell-Schaeffer model. For that we have numerically calculated this solution bound to these derivatives in points
We used cubic spline interpolation [17] , [18] to spread to all t ∈ [0, T ] the numeric solution through the values known at the instants t i . We tried some methods to solve the equations (19) - (20), in particular:
• The function ode of Scilab that uses the method of Adams predictorcorrector step adaptive didn't permit to solve (19) - (20);
• The implicit Euler method because of its stability was the only one that allowed us to calculate some solutions (δu, δv) of (19) - (20) and again for a choice limited of the parameters, example k small enough ( k = 20 rather than k = 1000) and δτ tiny. The figure 4 illustrate the sensibility of action potential u and the gating variable v in relation to the parameter τ in . The lost of precision on (δu, δv) is observable on the graph.
Following the stiffness of the function s = s(u; k, u g ) and In the inability to find a good method for the determination of the sensitivities (δu, δv), we don't hope to calculate the derivatives of the regularized Mitchell-Schaeffer model . It brought us to use a method of non differentiable optimization, the Nelder-Mead method, to solve the problem, (7) -(9).
Optimization numerical method used
We want to solve the problem of minimization (7) - (9), we have to minimize the function J = J(τ ) and to identify the parameters τ of the standard Mitchell-Schaeffer model. We used the defined function fminsearch in Scilab, who searches for the minimum of the function without calculating the gradient of the cost function. It is based on the actualization of a simplexe, that is a whole of N + 1 summits, where each summit is associated to one point and a value of the function J. This algorithm is the algorithm of Nelder-Mead [14] .
Numerical simulation
To validate our approach, we want to recover with the Nelder-Mead algorithm, the value of the parameters, τ * = [0. 
for two successive iterations τ k and τ k+1 , k ≤ k max . we display the parameter τ f inal gotten when the criteria of convergence is reached. In the following table 9 and 10, NIter et NEval represent the numbers of iterations and evaluation of the function, respectively. In the case of the table 9, we reached the global minimum of J with the precision 10 −10 . The precision on the value of the τ f inal , is of order 10 −2 . For this case in the table 10, we didn't reach the optimal solution in particular for τ close = 169.48 who is very far from τ * close = 150. We have two alternatives: Nelder-Mead algorithm refuses to converge, or a local minimum has been reached. The Nelder-Mead algorithm requires an initial value τ 0 sufficiently close to τ * to guarantee the convergence toward a global minimum. The fact that J(τ f inal ) = 0 allows us to verify that we have identified well the parameters .
Applications
The objective here is to find the values of the parameters τ * to adjust the durations T i predicted by the model of Mitchell Schaeffer standard with the experimental durations T * i of three action potentials defined in the table 11, [19] . We try to determine the values of the parameters τ f inal and of J(τ f inal ) corresponding to the durations of the action potentials for every cardiac region defined in the table 11, and to display the numerical duration correspondents to every region.
The table 12 gives the values of the parameter τ f inal , parameter for which the minimum of the function J = J(τ ) is reached and the numerical duration in the three cardiac regions defined in the table 11. We have used a tolerance of 10 −8 to test the convergence. The figure 5 illustrate the solution (u, v) according to the time t for the three cardiac regions. In agreement with data of the table 12, the duration of the action potential is very long in the fibers of Purkinje, average in the ventricles and very short in the auricles. The methodology of identification of parameters developed permits to show that the model of Mitchell Schaeffer standard can reproduce a cardiac action potential variety, at least in what milked to the durations of the phases. [7] in the ventricle (A), fiber of Purkinje (B) and auricles (C).
Conclusion
In this paper we have used the Nelder-Mead method which is a non differentiable method to identify the parameters in three regions of the heart, while using the Mitchell-Schaeffer model. We could control the duration of every phase of the action potential as adjusting the parameters of the model in particular for a action potential short (auricles), average duration (ventricle) and long (Fiber of Purkinje). It demonstrates the versatility of the method proposed. The continuation of work would be to try to make the identification of the parameters with other variables as u gate and the speed of conduction in the case of propagation one-dimensional. We could also try to apply this method to other models, as the Fenton-Karma model that is the model on which deduced the Mitchell-Schaeffer model.
