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The relationship between microscopic observations and macroscopic behavior is a funda-
mental open question in biophysical systems. Here, we develop a unified approach that—in
contrast with existing methods—predicts cell type from macromolecular data even when
accounting for the scale of human tissue diversity and limitations in the available data. We
achieve these benefits by applying a k-nearest-neighbors algorithm after projecting our data
onto the eigenvectors of the correlation matrix inferred from many observations of gene ex-
pression or chromatin conformation. Our approach identifies variations in epigenotype that
impact cell type, thereby supporting the cell type attractor hypothesis and representing the
first step toward model-independent control strategies in biological systems.
Introduction
Genetically identical human cells are classified by their distinct behaviors into cell types, implying that non-
genetic factors—including chromatin organization—contribute to their distinctive gene expression patterns.
Being stably heritable through cell division, both chromatin organization and the unique pattern of gene ex-
pression are therefore epigenetic (1). Observing these epigenetic degrees of freedom, or epigenotype, of a
wide variety of cells has become increasingly widespread thanks to technological advances in gene expression
microarrays (2) and, more recently, genome-wide chromatin conformation capture (Hi-C, which measures the
genome-wide frequency of physical contact between pairs of loci) (3) and RNA-sequencing (4). Collections
of data from these experiments are available in public databases, of which two especially large ones are the
Gene Expression Omnibus (GEO) (5) and the Sequence Read Archive (SRA) (6). Yet, existing approaches
remain too limited in scope to distinguish a large number of cell types on the basis of epigenotype, hampering
the discovery of underlying physical principles that would facilitate manipulating cell behavior, cell repro-
gramming, and developing regenerative therapies. On the other hand, statistical physics (7) and nonlinear
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dynamics (8), combined with machine learning (9–11), offer a promising framework to determine cell type
solely from macromolecular data.
Inferring cell type from epigenotype is a challenging problem largely because the complexity and scale of
the intracellular networks considered here (consisting of 104 − 106 genes or gene products) preclude the use
of many existing approaches. These approaches range from direct simulation (12, 13) for networks smaller
than 10 genes, to Boolean models (14, 15) for networks up to 100 genes, to nonlinear embedding methods
(16,17) for networks up to 1,000 genes, to inverse Ising models (18,19) for networks larger than 1,000 genes.
Inverse Ising models and other recent network identification approaches (19, 20) must contend with effective
interactions between genes, such as those induced by the competition for cellular resources (21), and are
sensitive to missing links in the reconstructed network when making predictions about cell behavior. On the
other hand, approaches to predict the growth rate of micro-organisms from gene expression (10,11), and cell-
fate decisions in mice from epigenetic markers (9), suggest that prediction of cell behavior from whole-cell
measurements should be possible.
Here, motivated by these latter approaches, we present a data-driven approach that benefits from machine-
learning techniques to infer cell type based on genome-wide observations of gene expression or chromatin
conformation without the benefit of a network model. The gene-gene or contact-contact correlation matrices
provide the structure of the data obviating the need for an explicit network model. We show that our approach
preserves cell type homogeneity (less variability exists within than between cell types), local consistency
(states nearby measurements of a cell type likely belong to it), and data efficiency (state-space regions belong-
ing to cell types may be estimated with few measurements). Applying this approach to both gene expression
and Hi-C datasets, we distinguish cell types better than existing methods, even when considering a large set
of cell types representative of the variety of human normal and cancer tissues.
Assigning gene expression or chromatin conformation states to a phenotype may be regarded as a coding
problem in information theory, in which we want to choose the set of L binary features that most reliably clas-
sify the cell types when measurements may be incorrect with probability t. Here, we use “feature” to refer to
either a single gene or eigengene, where an eigengene is a projection along a single eigenvector of correlations
between genes. For Hi-C, features are either contacts between pairs of loci or eigenloci, which are defined
analogously to eigengenes. Non-redundant codes transmit the most information per feature transmitted, but
are also the most error prone, as the probability of correct transmission scales with (1− t)L. In the approach
described here, we quantify the cell type homogeneity, local consistency and data efficiency criteria and use
them to identify sets of features that reliably encode cell types. The flexibility of our approach is apparent
from the application to two different methods for characterizing cell state across a diverse collection of cell
types, and its reliability is demonstrated by comparing against other approaches.
Results
Dataset description.
We obtain human gene expression data from GEO (5), all publicly available Hi-C data from SRA (6), and
RNAseq data from the Genome-Tissue Expression database, referring to these datasets as GeneExp, Hi-C,
and GTEx, respectively. Each dataset Xuvi consists of u ∈ 1, .., N features, v ∈ 1, ..,M experiments, and i ∈
1, ..K cell types where “experiment” is used to refer to a single measurement of all features. Here (N , M , K)
take the values of (17,525, 8,842, 102) for GeneExp, (103,827, 453, 11) for Hi-C, and (20,689, 9,850, 26) for
GTEx (details available in Methods). We develop our model on the GeneExp and Hi-C datasets and apply it to
the GTEx dataset. Furthermore, the columns are ordered by cell type such that if v ∈ [1+∑j−1k=1Mk,∑jk=1Mk]
then i = j, where j is an index over the K cell types and Mj is the number of associated experiments in the
dataset.
We investigate the prevalence of correlations in macromolecular data by generating randomly resampled
and correlated resampled data for each dataset and combine the resampled data with the actual data, as de-
scribed in Methods. In Fig. S1, dark blues in the diagonal going from the lower left to the upper right rep-
resent correct predictions of the state. Note that correlated data often are confused for the real data (at a rate
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of > 70%, much higher than the corresponding rate for uncorrelated data), indicated by the blue in the top
left and middle left squares, respectively. We further investigate the possibility of using correlations to the
distinguish cell types in synthetically generated data when they are defined by differences along correlation
eigenvectors (Fig. S2A, B), differences along genes (Fig. S2C, D), or a combination of both (Fig. S2E, F).
Concluding that using correlations could be advantageous in distinguishing cell types, we choose to construct
a redundant encoding based on correlations between genes and loci to define cellular state, as indicated in
Fig. 1A.
Description of the approach.
We summarize our approach to translate bio-molecular data into cell type in Fig. 1. Our goal is to select a
subset of features that reliably encode cell type. To this end we formalize the cell type homogeneity, local
consistency and data efficiency criteria.
Cell type homogeneity asserts that there should be less variation within types than between them. Thus,
we compare the distribution of distances between measurement pairs within a given “test” cell type (labelled
with c) with the corresponding distributions between the test cell type and all other “query” cell types. In the
test cell type, certain pathways will be active leading to stronger correlations between the constituent genes.
We propose that after projecting to the correlation eigenvectors, the data should be rescaled in terms of the
variance along each eigenvector, as we describe next.
Formally, let X˜uvi = (Xuvi − µu)/σu, where µu and σu are the mean and standard deviation (SD) of each
row. Using boldface to indicate the suppression of the matrix indices, we decompose the correlations using
X˜ = UΣV , (1)
where U (V ) are the left (right) eigenvectors of the feature correlations and where X is substituted for X˜ in
the case of Hi-C. Let c be a set of column indices corresponding to a particular cell type (or possibly all cell
types), and let σ(c)u be the SD of row u calculated using only these indices. Then, we assign weights using
λ(c)u =
1/σ
(c)
u√∑N
k=1 1/σ
(c) 2
k
. (2)
Noting that U = [G1, .., GM ], where G` are the axes in Fig. 1A, we obtain the eigenspace representation of
the data
X ′ = U ᵀXλ(c) (3)
where λ(c) is a diagonal matrix whose entries are given by Eq. (2). In the weighted versions of our approach, c
is the test cell type in one-versus-all classification or any cell type in {1, .., K} for all-versus-all classification,
while in the unweighted version, λ(c) = I for all c, and in the weighted case λ(c).
To construct the pairwise distance distributions, let J1 = 1 and Ji = 1 +
∑i−1
k=1Mk for i > 1, where Mk
is the number of experiments associated with the kth cell type. Then the cumulative distribution function of
pairwise distances is
BijS (d)=
1
MiMj
Ji+1−1∑
w=Ji
Jj+1−1∑
v=Jj
1
(||X`wi−X`vj||2`∈{S}>d), (4)
with the added condition that w 6= v if i = j, where 1(·) is the indicator function, which is 1 if the argument
is true and 0 otherwise. Let bijS (p) be the inverse of B
ij
S (d), where the argument p ∈ [0, 1] is the percentile of
the distribution. Then, cell type homogeneity is quantified as
min
S
∑
i 6=j
1
(
max
p
(
biiS(p)− bijS (p)
)
> 0
)
, (5)
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Table 1 Comparison between our machine-learning techniques and existing methods applied to both datasets
measured by the percentage correct classifications under LOGO cross-validation.
Method GeneExp (%) Hi-C (%)
KNN 68.4 63.4
SVC 57.8 43.7
RF 39.7 40.0
HNN 5.6 11.5
PDM 18.8 59.3
which is illustrated in Fig. 1B.
In our feature selection procedure, Eq. (5) represents “soft” constraint by using it as a regularization term in
dimension reduction to reflect the possibility that closely (i.e., functionally) related cell types have overlapping
distance distributions.
Local consistency, the idea that the most similar macromolecular profiles should be accurate predictors of
cell identity, undergirds our approach to construct a mapping between genome-wide measurements and cell
type. We proceed by dividing our dataset Xuvi into a training set Puvi and test set Qlmj . For ease of notation,
we represent the training set data matrix Puvi as ordered pairs of experiments and cell type labels (xv, i) = Puvi
with the boldface type to indicate that index over the feature labels u is suppressed and i ∈ {1, .., K}. Let Dm
be the set of column indices of the training data matrix corresponding to the k-nearest neighbors (KNN) of
the test experiment and label (zm, j) = Qlmj .
Taking k = 9 (k = 7 for Hi-C) since we restrict our datasets to have at least 10 measurements per cell
type, the KNN estimate for the cell type probabilities wˆ(c)im of zm is
wˆ
(c)
im = KNN(zm; c) =
∑
n∈Dm ||λ(c)(zm − xn)||2δij∑
n∈Dm ||λ(c)(zm − xn)||2
, (6)
as illustrated in Fig. 1C (top panel). The resulting cell type prediction is then wˆ(c)m = arg maxi wˆ
(c)
im.
For data efficiency, we define a chord between any two measurements of cell type i such that Cvv(s) =
(X`vi − X`vi)s + X`v, where s ∈ [0, 1] and ` ∈ {S}. We sample a total of P = 10, 000 points along each
of Q realizations of Cvv(s) as follows: let κ = 2P//(Q2 − Q), where // denotes integer division. Then, we
randomly select (κ + 1)(Q2 − Q)/2 − P chords, which are sampled at s = [ 1
κ
, .., κ−1
κ
], and the remaining
chords are sampled at s = [ 1
κ+1
, .., κ
κ+1
]. Applying KNN, we obtain yˆSa = KNN(Cvv(s);S), where a is an
index over the P chords. The third criterion is
min
S
P∑
a=1
1(yˆSa 6= i), (7)
as illustrated in Fig. 1C (bottom panel).
The data efficiency criterion (Eq. (7)) estimates the probability that the convex hull defined by the mea-
surements of a cell type also belong to it. Equations (6) and (7) both reflect the fact that cell identity
tends to be robust to small perturbations. The data decomposition and rescaling, in concert with the KNN
method and the three criteria, constitute our approach, which is implemented in the source code available at
https://github.com/twytock/Distinguishing_Cell_Types.
Comparison with other methods.
We compare KNN with two other machine-learning techniques, support vector classifiers (SVC) and random
forests (RF) to verify that it performs best. In Table 1, KNN, SVC and RF are compared with two other
existing methods based on Hopfield Neural Networks (HNN) (18) and spectral clustering (PDM) (22). In
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this comparison, we perform all-versus-all classification of cell types. In KNN, we calculate λ(c) in Eq. (3)
using all the data as we are performing an all-to-all comparison. The remaining methods use X˜uv. Let v ∈
{Ek}, k ∈ 1, .., A be the set of columns belonging to a the kth GEO Series Accession (GSE), SRA Sequencing
Read Project (SRP), or GTEx subject ID. To test the accuracy of each method, we take {1, ..,M}\{Ek} and
{Ek} as training and test sets and compare the predicted and actual cell types for each {Ek}. We use the
shorthand “leave-one-GSE-out” (LOGO) to refer to this validation strategy, as it reflects the situation of the
method being applied to a new experiment about which it has no information, as described in the Methods. We
note that PDM is an unsupervised method, therefore we need to interpret the clusters generated as described
in Supplementary Information.
In addition to the methods in Table 1, we also compared our approach with that of principal component
analysis (PCA), which can be used to reduce the data dimensionality while maintaining most of the variance.
As in our approach, the principal components are calculated using Eq. (1), whereX is the covariance matrix,
Σ are the associated eigenvalues and the rows of U are the eigenvectors. In PCA, dimension reduction
proceeds by finding s such that arg mins
∑s
r=1 Σrr/Tr Σ > t. Here, the elements of Σ and associated rows
of U are ordered by decreasing magnitude, and t is a threshold representing the fraction of the total variance
accounted for by the first s rows. In contrast, our forward feature selection procedure, selects sets of features
based on an objective function (Methods).
Figure S3 shows the improvement of our feature selection method on PCA. We show that the feature
sets S4 for GeneExp in Fig. S3A and S3 for Hi-C in Fig. S3C perform significantly better than their PCA
counterparts when 5%, 10%, 15% and 20% of the data is held out. In Fig. S3B, D, we show that feature
selection converges to the accuracy it achieves for large feature sets for small numbers of features in both
datasets. Interestingly, PCA achieves a higher average value for the Hi-C dataset for feature sets with more
than 15 features, highlighting that the forward feature selection procedure can get caught in a local maximum.
Although fewer cell types are represented in the Hi-C dataset, we can still verify that our forward selection
algorithm outperforms PCA for small numbers of features in Fig. S3C, D. Because feature selection differs
from PCA for both datasets, we suggest that the difference from PCA is a generic feature of our overall
approach in the context of cell types.
We also compared the KNN method applied to the GTEx dataset with two methods designed for single-
cell RNA-sequencing: SC3 (23) and MetaNeighbor (24). The former is an unsupervised method that achieves
63.0% accuracy compared with 92.5% for the KNN method. The latter is supervised, but its fit criterion
is the Area Under the Receiver Operator Characteristic (AUROC), which is 0.966 compared with 0.986 for
the KNN method (Fig. 2A). In addition, the KNN method outperforms PCA; in particular, a classifier using
KNN-selected eigengenes trained on 10% of the data outperforms a classifier using PCA-selected eigengenes
trained on 95% of the data (Fig. 2B). The classification rates as a function of predicted and actual cell types
are presented in Fig. 2C for the GTEx dataset.
Comparison between versions of the method.
Because KNN offers superior performance on all datasets, we confirm that both the eigenvector representation
(Eq. (1)) and the rescaling transformation (Eq. (2)) are necessary. To achieve this we benchmark the previously
described WC version against an unweighted uncorrelated version (UU) and a weighted uncorrelated version
(WU). The WC version of the KNN technique uses both Eqs. (1) and (2) against that of a WU version,
which uses Eq. (2) only, and an UU version which uses neither. Note that using an unweighted correlated
benchmark is equivalent to UU because they are related by a unitary transformation. Table S1 demonstrates
the superiority of WC to both alternatives in distinguishing cell types using both datasets for all three criteria
as detailed below.
The results reported in the Eq. (5) row of Table S1 are broken down by cell type in Fig. 3 and Fig. S4A.
Over 90% of squares in the plot are gray, indicating that most cell types satisfy the cell type homogeneity
criterion. In the GeneExp dataset, breast cancers, colon cancers, monocytes, lymphocytes, and leukemias
are almost devoid of overlaps with other cell types for all three versions of the method. The homogeneity
as characterized by the WC version, in particular, has few overlaps between cancer cell type groups and any
other. Meanwhile, the epithelial cell tissues tend to overlap substantially, reflecting their functional similarity
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as shown in the second row from the bottom and second column from the left in the checkerboard. In addition,
neural precursor cells (86th row from the bottom) are difficult to distinguish from others, particularly for the
uncorrelated versions. This lack of distinguishability is consistent with neural precursors’ known reprogram-
ming capacity as manipulation of a single transcription factor is sufficient to induce a pluripotent state (25).
These findings suggest that our approach is preserving aspects of the gene expression space relevant to cell
function.
In the Hi-C dataset, the WC version has substantially fewer overlaps in Fig. S4A. Out of the 110 compar-
isons, there are only 7 overlaps for the WC version. The manner in which cell type heterogeneity manifests
itself reveals biological similarities. The UU version shows cell type heterogeneity for types with few observa-
tions (top rows) when compared with types with many (left columns). On the other hand, the WU version fails
to distinguish highly variable cell types with a substantial number of measurements, such as K562. While the
leukemia cell line K562 shows substantial overlap with the other cell lines for all versions, in the WC version
two of those overlaps are with GM12878 and monocyte-derived macrophages (MDM). The latter are a B cell
line and a macrophage line, respectively. Because the overlaps are all between cell lines derived from white
blood cells, the overlap may be due to functionally relevant similarities in chromatin structure.
In Fig. 4, we demonstrate the superior predictive ability of the WC version by showing that it maintains
its predictive power as the size of the test set grows for both datasets. In this case, the test set is constructed
25 times by randomly selecting a set of indices {g} ∈ 1, .., A such that ∑k∈{g} |{E}k| ≥ fM , where f is
the test fraction, with the constraint that all K cell types are in {1, ..,M}\⋃k∈{g}{E}k. In Fig. 4A, the WC
version performs significantly better than the UU or WU versions for test fractions of 0.15 and 0.20. Similar
results are obtained for the Hi-C dataset in Fig. 4C. The WC version is significantly more accurate than UU
for f = 0.05, more accurate than WU for 0.15, and more accurate than both for f = 0.10 and f = 0.20.
The WC version also achieves higher accuracy when optimizing for a small number of features, as shown
in Fig. 4B, D. Letting α` and β` be the mean and SD of the accuracy for a KNN model with ` features and
fixed size of the test set, we impose a cutoff for model complexity at
α`+1 − α`√
β2` + β
2
`+1
< 2, (8)
resulting in ` = 4 for GeneExp, ` = 3 for Hi-C, and ` = 9 for GTEx. We note that this criterion corresponds
to an increase in accuracy being statistically significant at the 95% confidence level. For larger values of `,
the accuracy becomes highly dependent on the construction of the training and test sets, suggesting that the
performance of the method is comparable for ` > 10.
Figure 5 breaks down the KNN results for both datasets when the LOGO validation is used on models of
` features. The cell type groups are ordered left to right and bottom to top by the number of experiments in
the dataset in all panels. The presence of darker squares along the diagonal in the lower left shows that more
data make cell types easier to classify. In Fig. 5A, experiments are assigned to the correct cell type group
with 76.9% accuracy for the WC version, as indicated by the presence of orange color along the diagonal
of the right panel. Monocytes (column 7), lymphocytes (column 12), leukemias (column 13), liver tissue
(column 16), kidney tissue (column 25), and renal cancer (column 25) are classified without errors using the
WC version, reflecting their uniqueness compared with the other cell type groups. The color in the second row
from the bottom in all three panels shows that a variety of cell type groups are often misclassified as epithelial
cells, reflecting this cell type group’s heterogeneity. In addition, the lack of data for the last three groups in the
top right accounts for the method’s inability to classify them correctly. Under the WC version the brain tissue
samples (column 22) tend to be classified as neurons, brain cancers or epithelial cells, while the remaining
missing square along the diagonal corresponds to other tissue sample (column 20), which is a miscellaneous
group of cell types.
For the Hi-C data in Fig. 5B, the classifier maintains accuracy after reducing the entire ensemble of chro-
matin contacts to 3 dimensions. In the WC version (orange color), seven of eleven cell types have their largest
fraction in a column along the diagonal, while misclassifications occur between a lung cancer (A549) and two
lung cell lines (LF1 and IMR-90, 6th and 8th columns from left, 5th row from bottom). The misclassification
of HeLa cells as embryonic stem cells (ESCs) is interesting, possibly hinting at common replicative potential
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of both cell lines. Prostate tissue, on the other hand, has the smallest number of samples in the dataset, making
it difficult to classify.
Results for the WC version of the KNN method applied to GTEx dataset are presented in Fig. 2C. In
this case, 9 features are used to classify the cell types reflecting the increased sensitivity of RNAseq as a
method compared with gene expression microarrays. Classification errors are primarily associated with func-
tionally similar tissues (small intestine, stomach, colon, and esophagus) and tissues for which the number of
experiments is small.
We break down the results of Table S1 and Fig. 5 by cell type in Fig. S5. In contrast with pairwise-distance
distinguishability, cell types fail to be locally indistinguishable in a less organized fashion, reflecting individual
measurement variability. Nevertheless, most misclassifications happen within cell type groups (diagonal of the
checkerboard), particularly for the WC version of the method, suggesting that when this version misclassifies
cell types, it often classifies them as a functionally related type. This point is further evidence that the WC
version is preserving aspects of the gene expression related to cell function.
The number of experiments of each cell type impacts how accurately the cell type can be predicted. Fig-
ure S5 reveals that the most prevalent cell type of each group tends to provoke the majority of the mis-
classifcations (i.e., the top row of each checkerboard row and upper diagonal of the diagonal blocks of the
checkerboard). This follows from the fact that an outlier point in feature space is more likely to be near the
most common cell type than any other. Taken together, these results support our ansatz thatG` and λ(c) consti-
tute a metric that improves the ability to classify cell types, because changes in gene expression and chromatin
conformation must work in concert to effect changes in cell behavior.
Table S1 presents the overall fraction chords connecting points of the same cell type that exhibit noncon-
vexity, with 77.5% of the chords being convex in the GeneExp dataset and 89.5% being convex in the Hi-C
dataset for the WC version of our approach. Specifically, Fig. S4B and Fig. S6 break down the fraction of non-
convex chords by cell type. The WC version exhibits greater convexity relative to the UU and WU versions,
and with it, more certainty that the interior of the convex hull is part of the cell type.
In Fig. S6, we see most of the nonconvexity occurring in cell types is structured by cell type group, because
the block of pairs with more nonconvex chords than threshold align with the checkerboard boundaries. We
observe lung cancers, muscle cells, stromal cells, brain cancers, lymphocytes, melanomas, neurons, fetal lung
cells, and uterine cancers all have overlapping chords for the three versions of our approach.
Comparing the smaller Hi-C dataset in Fig. S4B with the larger GeneExp dataset, we see that the advantage
of the WC version becomes more pronounced. Only the lung fibroblast cell line LF1, the prostate tissue, and
the K562 cell line overlap more than two other cell types for the WC version. On the other hand, the WU
and UU versions show substantial overlaps with the other cell types. Notablly, the IMR-90 cell line does not
appear to overlap with LF1 cell line, despite both of these being developed from lung fibroblasts. Since IMR-
90 was isolated four decades ago and LF1 was more recently, this lack of similarity in chromatin structure
may be a side-effect of culturing a cell long term.
Since the overall counts of cell type pairs are not immediately apparent by eye in the preceding figures,
they are enumerated in Fig. S7. For all three criteria and for both datasets, the WC version has the smallest
number of errors. Because there are fewer cell types in the Hi-C dataset compared with the GeneExp dataset,
Fig. S7D has smaller numbers than Fig. S7A.
Discussion
The prediction accuracy of > 60% achieved here is greater than what is expected from RNA-protein correla-
tions, given that fluctuations in mRNA only account for < 45% of the variance of the protein abundance (26).
Moreover, given the number of cell types and variables in the GeneExp, Hi-C, and GTEx datasets, it is unclear
a priori that machine-learning approaches would work. Typically such approaches are developed to classify a
small number of distinct items with the number of measurements for each item much larger than the number
of variables per measurement. For Hi-C data in particular, the prediction accuracy is surprisingly high since
chromatin structure is another step away from protein expression. Previous analyses of Hi-C data tend to
focus on short-range contacts (i.e., contacts between loci that are < 500 kb apart), like CTCF-mediated Topo-
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logically Associating Domains (TADs), which are often conserved across cell types and species (27); they
are thus less useful for characterizing cell type compared with alternatives like histone methylation data from
ChIP-seq (28,29). Nevertheless, our analysis is able to predict cell type from Hi-C data by taking into account
the physical interactions between distant portions of the genome. This is shown in Fig. S8A, B, where only
contacts between loci respectively greater than or less than a certain distance are included. Understanding
the role that chemical interactions play in shaping the long-range physical structure of DNA is an intriguing
application case for our method. Thus, the efficacy of our approach is greater than anticipated from biological
and computational considerations.
The success of the approach in reducing dimension to 3-9 features while maintaining predictive accuracy
has several biological implications. First, this success stands in contrast to the previous lack of success in
establishing biomarkers that reliably identify cancer subtypes (30). Second, the selected features differ from
those selected by PCA in that they contain subdominant eigenvalues of the correlation matrix, reflecting the
multi-scale nature of cell type (Fig. 2B and Fig. S3) arising from the hierarchical character of differentiation.
This is particularly pronounced in Figs. 2, 3, S5 and S6, where misclassifications tend to cluster between sim-
ilar cell types, particularly for the WC approach. These trends suggest that closely related cell type are being
distinguished by subtle changes (features associated with smaller eigenvalues) and distant cell types are being
distinguished by broader changes (features associated with larger eigenvalues). Third, the inclusion of smaller
eigenvalues, which contribute to noise sensitivity in so-called “sloppy” models (31), reinforces the necessity
of using larger datasets and highlights the shortcomings of PCA in terms of distinguishing cell type. Fourth,
successful dimensional reduction suggests that the selected features constrain variability in the unobserved
cellular degrees of freedom (11, 32), which is consistent with previous equation-free nonlinear embedding
methods that distinguish network behaviors (16,17). The compression of genome-wide data to 3-9 features is
also consistent with the observed small scaling exponent between the number of cell types and the number of
genes (33,34), and supports the hypothesis that cell types are attractors of the underlying intracellular network
dynamics (35). The empirically determined convex hull approximates the basin of attraction of the cell type
attractor.
The successful application of our method to (protein-coding) RNAseq data across a diverse set of tissue
types reflects both its accuracy and flexibility. The increase in predictive power from 76.9% in the GeneExp
dataset to 92.5% in the GTEx dataset suggests that most misclassifications are attributable to the less sensitive
nature of microarray experiments compared with RNAseq. Second, the favorable comparisons between our
method and others applied to the GTEx dataset strengthen the conclusion that our method can predict cell type
better than existing ones. Furthermore, application of our method to three datasets suggests that it could also
be applied to non-coding RNAs to understand their functional role of in shaping cell types (36). It is possible
to use the annotations to attribute functional information by masking the information for specific sets of genes
and observing the change in predictive accuracy (Supplementary Information). The success of our method
also demonstrates its expected ability to interpret phenotype in forthcoming experiments in the context of
large databases of existing cell type patterns.
Here, we showed that the correlation decomposition in Eq. (1) and rescaling factors in Eq. (2) increase the
fraction of points in the convex hull identified with the cell type in Fig. S4B and Fig. S6. These transformations
are motivated by the usage of a nonlinear transformation to improve the convexity of predictions of network
properties from data (37). In other words, these transformations enhance the resolution of the basin. Thus, our
approach offers a solution to the challenging problem of estimating basins of attraction for high-dimensional
systems from data and provides evidence for the notion that cell types are identifiable from genome-wide
expression or chromatin conformation in spite of the high dimension of these measurements.
Two additional opportunities derive from our approach. First is the development of a semi-supervised
version that could identify previously unrecognized cell behaviors, using ideas from refs. (22, 23). Second
is the application of manifold discovery techniques like t-distributed stochastic neighbor embedding (t-SNE)
(38) to further refine the selected features and enhance data visualization.
Our approach advances the field of network medicine, which seeks to integrate large bioinformatic datasets
to direct research into disease treatment (39). The global scope of our approach, in tandem with the result-
ing evidence for the cell type attractor hypothesis is the first step in developing model-independent control
strategies in cellular networks. Such strategies consist of identifying cell type attractors, curating the macro-
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molecular responses of the cell to perturbations, and finding combinations of these responses that together
steer the cell from one attractor to another. Thus, in addition to distinguishing cell types based solely on
genome-wide measurements, our approach could orient the development of rational strategies for cell repro-
gramming, the identification of therapeutic interventions, and other applications involving a combinatorially
large number of options.
Methods
Data preprocessing.
All of the data used in this study is publicly available on the GEO and SRA databases maintained by the
NIH (for a list of accession numbers, see source code). For the gene expression data, we chose to look for
experiments conducted on the Affymetrix HG-U133+2 platform (GPL570 GEO accession), because its use
was widespread and the probes could be mapped to the hg19 build of the human genome. We applied five
different filters for experiments on this platform:
(I) We searched for experiments in which genes were perturbed to gain insight into how the cellular network
processes information and thus to infer how the genes are correlated with one another under different
conditions.
(II) We chose to gather gene expression assays using the NCI-60 cell lines as a proxy of human cancers
because these cell types are commonly available and used to screen drugs and other compounds for
their effectiveness in treating cancer.
(III) We obtained gene expression data from the Cancer Cell Line Encyclopedia to sample a wider variety of
cancer cell lines.
(IV) We also included “normal” cell types and intermediate cell states obtained by searching for reprogram-
ming experiments.
(V) We retrieved data from a study that attempted to identify transcription factors that control cell identity
to broaden the spectrum of cell types included.
Data from source (I) was used only for the purpose of constructing the correlation matrix, while only un-
perturbed cells in sources (II–V) were used to train and validate the model. Taken together, the combined
dataset, collectively referred to as “GeneExp,” comprises 102 distinct cell types with > 10 observations. We
downloaded the raw data from GEO and preprocessed it with a custom CDF file based on the hg19 build of
the human genome to select the probes that correspond to genes (40). After preprocessing the gene expression
using Robust Median Averaging (41), we “batch corrected” the data, which attempts to filter out systematic
experimental effects (42).
The chromatin conformation data, referred to as “Hi-C,” was also obtained from GEO/SRA by searching
for “Hi-C” or “HiC” while filtering the organism to Homo sapiens (Access date: September 25, 2018). The
files were iteratively corrected as described previously (3), using the tools available at https://github.
com/mirnylab/. Chromosomal contacts were binned at 100 kb resolution so that experiments with lower
resolution sequencing coverage could be included.
The RNAseq data, referred to as “GTEx,” was obtained from the GTEx Portal website: https://
www.gtexportal.org/home/. We used the version 8 gene count data and associated annotations. For
RNAseq data derived from lysate or cell pellet, the data were normalized for the total number of reads in
each experiment, filtered to include only genes form high-quality experiments (SMATSSCR< 2) that were
expressed in > 1% of all experiments at > 10 times the minimum expression level. The remaining data were
log-transformed and batch corrected based on the SMGEBTCH identifier. We also filtered out any cell types
with fewer than 8 experiments. The preprocessing according to the described criteria resulted in 9,850 samples
with 20,689 gene identifiers representing 26 cell types (SMTS identifier) from 980 subjects.
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The data processing results in gene expression levels which have SDs approximately independent of their
mean, making decomposition of X˜ advantageous. However, the distribution of Hi-C counts have a long tail
because nearby loci come into contact exponentially more frequently than distant loci, so decomposing X
rather than X˜ in Eq. (1) is more appropriate as the SD of interlocus contacts are dependent on the mean.
Testing correlation predominance.
To test whether correlations imparted noticeable structure in each dataset, a classifier was trained on a dataset
consisting of the actual data, uncorrelated random data, and correlated random data. First, uncorrelated and
correlated data were generated by randomly permuting actual measurements of each feature before and after
projecting onto the eigenvectors, respectively, resulting in a dataset consisting of M instances of each exper-
imental observations, uncorrelated simulated profiles, and correlated simulated profiles. From this set of 3M
instances, a training set of size 2M was drawn, comprising one third of each real data, uncorrelated data, and
correlated data, with each instance labeled based on how it was generated. A KNN classifier trained on this
data predicted the generation method for each profile in the test data. For the GeneExp dataset, classification
was performed using correlation eigenvectors with an associated eigenvalue λ > 1, a total of 1, 063, to reduce
the impact of noise.
We also explored our method’s performance on synthetic data as a function of the signal-to-noise ratio
(SNR). Simulated data for 100 “genes” from 2 “cell types” were generated using a fixed correlation structure
derived from randomly resampling the correlations from the GeneExp dataset. Cell types were distinguished
by introducing differences into randomly selected genes/eigengenes at SNRs ranging from 0.05 to 20. All
models were trained on a small set of fixed size and evaluated on a validation set of 10,000 randomly generated
profiles. Both training and test sets had equal numbers of cell types. This analysis was performed for three
cases:
I Eigengene-defined cell types. The data for 1-4 (randomly selected) eigengenes was perturbed by adding
the SNR/2 to one cell type and subtracting it from the other.
II Gene-defined cell types. The data for 1-4 genes was perturbed by adding the SNR/2 to one cell type and
subtracting it from the other.
III Correlation-defined cell types with confounding genes. The data for one eigengene is perturbed at an
SNR of 5 and the data for one gene is perturbed by cell type in the training set only, at the prescribed
SNR.
The the size of the training set per cell type was 2, 3, or 5 in cases (I) and (II) and 3, 4, or 5 in case (III),
which are the smallest numbers required to distinguish cell types in each case. In cases (I) and (II), the SNR
is simply the nominal SNR used to generated the data. In case (III), the SNR= 5/max |µ′i − µi|, where µi is
the mean difference between the cell types along eigengene i before the gene perturbation is added and µ′i is
this quantity after it is added, as reported in Fig. S2E, F. This accounts for the instances in which an eigengene
with a small associated eigenvalue is dominated by the gene perturbation.
KNN cross-validation.
In our cross-validation analysis, we apply Eq. (6) to each experiment of the test set and compare the resulting
predictions wˆ(c)jm with the known measurements wjm. We use a one-versus-all classification scheme in which
the test cell type had one label and the remaining cell types had another because (wˆ(c)jm − δcj)2 is the same
regardless of the number of remaining cell types.
We adopted different standards for Eq. (6) and strategies for choosing the test set and training set depending
on whether we were performing cross-validation or testing our approach’s performance on unseen data. In
the case of cross-validation, we adopt the one-versus-all standard, in which measurements of a cell type were
assigned to the test class and all remaining measurements assigned to the query class.
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• Cross-validation proceeded by dividing the dataset into three pieces, called “folds,” constrained to be
equal both in size and in the ratio of test to query cell types. We cross-validate three times, once with
each fold as the test set. We then calculated
∑K
c=1(wˆ
(c)
jm−δcj)2 to evaluate the overall accuracy across all
single cell type frames of reference. This cross-validation scheme is employed in the feature selection
method.
• For the purposes of Figs. S4a, S5, and S7A, D, we employ the LOGO strategy under the standard of
all-versus-all classification. In this standard, each cell type is assigned to its own class. In the figures,
we color the block white if 1/Mj
∑Jj+1
m=Jj
wˆ
(c)
jm, c 6= j < R, with threshold R = 0.05 for GeneExp and
R = 0.1 for Hi-C. Note that some GSE/SRPs contain all of the observations of a given cell type. In such
cases, the KNN method automatically fails for that cell type under that particular test set. Therefore, our
success could be even higher if we had restricted to cases where all cell types is available in the training
set.
• The largest GSE/SRP/Subject ID was < 5% of the data, so we extended the LOGO procedure to con-
struct larger test sets as reported in Fig. 4A, C and Fig. S3A, C. For these figures, we randomly selected
GSEs/SRPs until the test set was at least as large as the desired fraction f ∈ {0.05, 0.10, 0.15, 0.20} (or
up to 0.90 in the case of the GTEx dataset) with the restriction that all cell types must be represented in
the training data.
Feature selection.
Our framework is a hybrid of metric learning and supervised learning techniques. Thus, our objective function
consists of a loss term based on the accuracy of the classifier described in Eq. (6) and a regularization term
based on Eq. (5). To make explicit the impact of the set of features S, we rewrite Eq. (6) as
wˆ
(c,S)
im = KNN(zm; c, S) =
∑
n∈Dm ||λ(c)(z`m − x`n)||2`∈{S}δij∑
n∈Dm ||λ(c)(z`m − x`n)||2`∈{S}
(9)
and note that S is already explicit in Eq. (5). Letting rijS = 1
(
biiS(p) > b
ij
S (p)
)
, our objective function is
F (S) =
∑
c∈{T}
∑
m∈{M}
(wˆ(c,S)cm − δcj)2 + γ
i 6=j∑
i,j
{0,0.5,1}∑
p
rijS (p), (10)
where γ = 0.5 is a scalar regularization parameter that controls the strength of Eq. (5), giving it approximately
half the importance of Eq. (6). Values of γ  1 will select features solely based on satisfaction of the Eq. (5),
while γ  1 will ignore this requirement in favor of Eq. (6).
With the objective function defined, we describe the forward feature selection algorithm. Recall that N
is the number of features of the dataset. We first define {U1} = {{i}, i ∈ {1, .., N}}. Our scheme for
dimension reduction proceeds by finding S1 = arg min{S∈U1} F (S), then constructing {U2} = {{S1, i} i ∈
{1, .., N}\S1}. Continuing iteratively, sets of features of arbitrary length S` may be constructed. We continue
until ` = 50, which is long after the addition of features has stopped improving the classification accuracy in
the LOGO tests (Fig. 4).
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Fig. 1 Schematic illustration of our approach to distinguish cell types. (A)The epigenomic measure-
ments of two different cells in blue and orange (top left) yield different epigenotypes (top right) from which
an condition-specific effective network (bottom right) is determined from correlations in the data, where solid
or dashed lines indicate relationships that are enforced or not enforced but possible, respectively, under the
specified conditions. Projection to the state space of correlation eigenvectors approximates the attractors. (B)
The probability distribution functions of distances between pairs of measurements of the same and different
types are compared at selected percentiles (shaded regions) to determine whether pairs of the same type are
more similar than pairs of different types. (C) The performance is evaluated by using KNN to predict unseen
data (top) and by measuring the frequency with which chords cross cell type boundaries (grey dashed line,
bottom panel).
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Fig. 2 Assessment of our method applied to the GTEx dataset and comparison with alternatives. (A)
AUROC for each cell type presented as a box plot for each number of features. Asterisks indicate significant
improvement (p < 0.05, Kolmogorov-Smirnov test) relative to the MetaNeighbor performance. (B) Accuracy of
LOGO validation as a function of the number of features and the size of the test set expressed as a fraction of
all experiments. Optimization-selected features perform better than PCA-selected ones, especially for models
with few features. (C) LOGO validation accuracy using 9 features, where the cell types are listed in order of
the number of experiments.
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Fig. 3 Distinguishing cell types by the cell type homogeneity criterion for the GeneExp dataset. Equa-
tion (5) quantifies the cell type homogeneity according to the unweighted UU, WU, and WC versions of mea-
suring distance. The grey and white checkered background corresponds to the cell type groupings, and tick
labels indicate the cell type associated with each row and column based on the key below the figure. The
color-coding defined in the legend above the figure marks the cases in which one or more of the versions
failed for each query (row) and test (column) cell type. Grey indicates that the identification was successful
for all three versions (91.4% of all cases). Self-comparisons (white diagonal) were not evaluated.
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Fig. 4 Comparison of the UU (blue), WC (orange), and WU (green) versions of the KNN technique
applied to the GeneExp and Hi-C datasets. (A) Boxplots summarizing the distribution of classification
accuracy over n = 25 test sets plotted as a function of the set size indicated as a fraction of all experiments
for the GeneExp dataset. Red lines, boxes, and whiskers denote the median, interquartile range and 5th-95th
percentile range, respectively. (B) Mean accuracy plotted as a function of the number of features for the
GeneExp dataset. (C) and (D) Same as (A) and (B), respectively, but for the Hi-C dataset. Brackets indicate
statistically significant differences between version accuracies as reported in Table S2.
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Fig. 5 Comparison of LOGO validation for the three versions of the KNN technique for the GeneExp
and Hi-C datasets. (A) Validation for the GeneExp dataset using 4 features. The colors indicate the version of
the method used to classify the cell types (blue for UU, green for WU, and orange for WC), while the opacity
indicates fraction of the total number of experiments belonging to the x axis cell type that are predicted to
belong to the y axis cell type. (B) Same as (A), but for the Hi-C dataset using 3 features.
19
Supplementary Information
Method testing for synthetic data.
We generated synthetic data as described in Methods under three scenarios to test the efficacy of the KNN
eigengene method versus the gene-based method. The first scenario, reflected in Fig. S2A, B, shows that the
correlation-based method does indeed perform better than the gene-based method. In (A), the rate at which the
correlation method correctly identifies at least one of the cell-type defining eigengenes climbs steeply between
as the SNR varies from 1 to 10. In (B), the correlation method, but not the gene method, accurately identifies
cell types over this SNR range, as measured by the root mean squared error between the KNN-predicted prob-
ability of cell type membership (wˆim) and the actual cell type measurement. If the probability of belonging to
a cell type were uniformly distributed between 0 and 1, this measurement would converge to
√
2, while perfect
prediction corresponds to 0. The deviation from
√
2 for small SNR is attributable to the feature optimization
step, as it selects the best feature out of a set of 100. We note that incorrect identification of one of the eigen-
genes tends to penalize model accuracy. This reflects eigengenes with small eigenvalues being selected to
define the difference between cell types, resulting in the effective SNR being much smaller than the nominal
SNR. Figure S2C, D shows that the correlation method still manages to perform well, even when the genes
define the cell type in lieu of the eigengenes. While the probability of identifying the correct gene increases
faster than the probability of identifying the correct eigengene, the gene-based method fails more drastically
when it cannot identify the correct gene. The superior performance of the correlation method in this case is
explained by the fact that the difference in a given gene is distributed across all of the correlation eigenvectors
so that the method is not sensitive to whether the correct gene is deduced or not. Finally, we consider the case
in which cell type differences are defined by a correlation difference, but a single gene is spuriously differ-
entially expressed in the training set, but not in the test set (Fig. S2E, F). When the correlation eigenvector
can be identified, which happens almost as often as in (A), the correlation method uniformly outperforms the
gene-based method. Thus, the correlation-based method is robust to single-gene errors and can work even in
cases where the cell types are defined by genes. We note that our method performs well because there is an
underlying correlation structure to the data in all cases, which is a well grounded assumption for biological
systems. In contexts where the underlying variables are uncorrelated, we would expect the performance of
the correlation-based method to deteriorate relative to single-feature methods.
Assessing unsupervised methods.
Since PDM (22) and SC3 (23) are unsupervised methods, the number of clusters C that it produces is not
constrained to be equal to the number of cell types K. If C  K, (as is the case in which PDM is applied
to the GeneExp dataset), then PDM will necessarily have limited accuracy, but we can assign a cell type to
each cluster by determining the cell type of the largest fraction of measurements belonging to that cluster.
However, in the case that C = M , where M is the number of experiments, assignment of each cluster to
the cell type of that experiment would rate as “perfectâA˘Z´âA˘Z´ prediction. Such a partition is uninformative.
Thus, simply assigning each cluster to the largest fraction cell type will overstate the methodâA˘Z´s accuracy
when the clustering method subdivides the experiments to many groups.
Therefore, we calculate the accuracy using the following thought experiment. Suppose that we sample one
experiment from each cluster, chosen at random, and determine the cell type. Then p(k)i = m
(k)
i /m
(k) is the
probability of sampling cell type i in cluster k, where m(k) is the total number of measurements in cluster k,
of which m(k)i belong to cell type i. The average number of experiments correctly predicted in the cluster is
n(k) =
∑
i∈{k}
p
(k)
i m
(k)
i , (11)
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where {k} is the set of cell types in cluster k. The total fraction predicted is then
h =
1
M
∑
k∈C
n(k). (12)
Suppose further that each cell type is only able to be assigned once, then Eq. (11) remains the same, but
Eq. (12) must be modified so that no cell type is assigned to two different clusters. We look for the best
assignment of cell types to clusters by randomly assigning cell types to each cluster, and continue until either
all clusters have a cell type or all cell types have been assigned. We repeat this 1,000 times and take the
maximum value found as the method accuracy.
On the role of long-range contacts in Hi-C data.
Previous work has used Hi-C data to investigate the short-range structure (< 500 kb) of chromatin and under-
stand how proteins like CTCF package DNA into loops called TADs (27). In Fig. S8, we show that long-range
contacts, rather than short-range contacts, arise as important for predicting cell type. This is significant be-
cause short-range contacts have been well-studied and are thought to be highly conserved between cell types
and even species, whereas less is known about the nature of long-range contacts. To assess the contribution
of long-range versus short-range contacts to predict cell type, we removed all contacts in a range either below
(A) or above (B) the distance indicated by the legend. We observe that removal of all contacts < 500 kb does
not meaningfully impact the predictive accuracy, but removing contacts above this range causes accuracy to
decrease. In addition, when keeping only the local contacts, the method is relatively poor at distinguishing
cell types. Keeping contacts in the 500–1000 kb range and the 2.5–10 Mb range appears to enhance predictive
accuracy.
To further substantiate whether Hi-C structures are different in different cell types, we employed a func-
tional attribution method in which we removed the contacts of all loci associated with Variable-Diversity-
Joining (VDJ) recombination (igH , igK, and igL) (43) and re-ran our prediction model. Since VDJ is present
in only the B cells in our dataset, the masking of this data should reduce the confidence of classifying B cells,
which is exactly what happens. We calculated the number of B cell measurements whose prediction accuracy
improves upon inclusion of VDJ loci and found that 40 instances do under the correlation-based model with
three eigenloci. We calculated a bootstrapped distribution by randomly selecting the same number of loci and
examining how many total B cell measurements improved, and we found that the observed number is> 5 SDs
larger than the null expectation. This analysis demonstrates that (i) aspects of chromatin structure are cell-type
and species specific, as these chromosomal regions are not conserved across organisms or human cell types
and (ii) functional attribution is achievable by masking the loci and observing the change in probability.
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Fig. S1 Confusion matrices for discerning actual and simulated data. (A) Distinguishability of actual data
from the GeneExp dataset from uncorrelated simulated data (Uncorrelated), and correlated simulated data
(Correlated), with accuracies color-coded as a fraction of the number of states predicted. In the confusion
matrix, rows correspond to the actual method used to generate the data and columns map to the predicted
method used to generate the data. (B) Same as (A), but for the Hi-C dataset. In both datasets, actual data are
confused with the simulated, correlated data much more frequently than they are with simulated, uncorrelated
data. The misclassification rates are > 33% for GeneExp and > 70% for Hi-C.
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Fig. S2 Method testing results as a function of the SNR under three scenarios (rows) for two criteria
(columns). (A) Probability of identifying a differentially expressed eigengene as a function of the SNR and the
number of experiments (color-coded), with error bars denoting the standard error of the mean, for eigengene-
based cell types. (B) Root mean square deviation between the KNN-inferred probability wˆim and the actual
cell type as a function of SNR. Instances in which differentially expressed genes or eigengenes are not
identified are colored in gray. (C and D) Results for gene-based cell types. Axes, colors, and symbols are as
defined in (A) and (B), respectively. (E and F) Results for eigengene-based cell types with one confounding
differentially expressed gene between the cell types in the training set. Axes, colors, and symbols are as
defined in (A) and (B), respectively.
23
AC
A
c
c
u
ra
c
y
A
c
c
u
ra
c
y
0.0
0.2
0.4
0.6
0.8
0.0
0.2
0.4
0.6
0.8
Test set size
0.05 0.10 0.15 0.20
0.05 0.10 0.15 0.20
Test set size
M
e
a
n
 a
c
c
u
ra
c
y
M
e
a
n
 a
c
c
u
ra
c
y
Number of features
Number of features
0.2
0.4
0.6
0.2
0.4
0.6
0.3
0.5
0.7
0.1
0.3
0.5
0.7
0 10 20 30 40 50
0 10 20 30 40 50
Fig. S3 Comparison of forward selection with PCA. (A) Accuracy of PCA (grey) with forward selection
(orange) as a function of test set size, expressed as a fraction of the total number of experiments in the
GeneExp dataset. (B) Accuracy as a function of the number of features for the GeneExp dataset. (C) Same
as (A), but for the Hi-C dataset. (D) Same as (B), but for the Hi-C dataset. Axes labels for (A)–(D) retain
their meanings from Fig. 4. Differences in all distributions in (A) and (C) are significant at the p < 0.01 level
(Kolmogorov-Smirnov test).
Fig. S4 Distinguishing cell types for the Hi-C dataset. (A) Cell type homogeneity, where axes and color
code retain their meanings from Fig. 3. (B) Nonconvex fraction for a sampling of chords between pairs of
same cell type measurements with predicted cell types on the y axis and actual cell types on the x axis. Each
square is colored if > 0.1% of chords of the actual cell type are classified as the predicted cell type using the
versions of the method indicated in the legend.
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Fig. S5 KNN Classification accuracy by cell type for the GeneExp dataset under LOGO cross-
validation. Version abbreviations and colors bars are the defined in Fig. 5A, and the grey and white checkered
background and tick label legend retain their meaning from Fig. 3. The accuracies averaged by cell type group
correspond to those presented in Fig. 5A.
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Fig. S6 Fraction of nonconvex chords for each cell type. Colors, background, abbreviations and tick label
legend retain their values described in Fig. 3. The predicted cell type was distinguishable from the actual one
if < 0.1% of the chords from the actual cell type (column) were classified as the predicted cell type (row).
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Fig. S7 Compilation of the number of squares of each color found in the preceding figures. (A) Fig. S5.
(B) Fig. 3. (C) Fig. S6. (D) Fig. 5B. (E) Fig. S4A. (F) Fig. S4B. In (D), cell types are distinguishable (and
therefore not counted) if < 10% of the experiments of a given cell type are classified as that specified by the
y axis. The fraction of cases in which all versions of our approach distinguish cell types are not shown to
emphasize the differences between the versions.
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Fig. S8 Accuracy as a function of the genomic distance between loci and the number of features
for the Hi-C dataset. (A) Accuracy when classifying on loci pairs separated by more than the distance in
megabases (Mb) indicated by the legend. (B) Same as (A), but for loci pairs separated by less than the stated
distance.
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Supplementary Tables
Table S1 Comparison between the three versions of the KNN technique on the three criteria measured
by the percentage of cell type pairs distinguished for each dataset when limited to 4 (GeneExp) or 3 (Hi-C)
features. (This corresponds to the “Version Comparison” sheet of “Table S1.xlsx” accompanying the published
manuscript.)
Dataset Criterion UU (%) WU (%) WC (%) N
GeneExp Eq. (5) 92.8 94.6 96.4 10,302
Eq. (6) 51.8 51.8 57.9 3,109
Eq. (7) 72.5 72.4 77.5 1, 020, 000
Hi-C Eq. (5) 70.0 81.8 93.6 110
Eq. (6) 27.4 36.9 52.8 453
Eq. (7) 68.6 66.1 89.5 110, 000
Table S2 Kolmogorov-Smirnov Test p-values for the box plots in Fig. 4A, C. Column labels indicate the
versions compared. (This corresponds to the “KS test p-values” sheet of “Table S1.xlsx” accompanying the
published manuscript.)
GeneExp Hi-C
Fraction UU-WU UU-WC WC-WU UU-WU UU-WC WC-WU
0.05 0.03 0.24 0.12 0.41 0.12 0.00
0.10 0.24 0.24 0.01 0.24 0.03 0.00
0.15 0.24 0.00 0.00 0.24 0.03 0.12
0.20 0.65 0.03 0.00 0.03 0.00 0.00
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