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EXPONENTIAL RUNGE KUTTA TIME SEMIDISCETIZATIONS
WITH LOW REGULARITY INITIAL DATA
CLAUDIA WULFF
Abstract. We apply exponential Runge Kutta time discretizations to semi-
linear evolution equations dU
dt
= AU +B(U) posed on a Hilbert space Y. Here
A is normal and generates a strongly continuous semigroup, and B is assumed
to be a smooth nonlinearity from Y` = D(A`) to itself, and ` ∈ I ⊆ [0, L],
L ≥ 0, 0, L ∈ I. In particular the semilinear wave equation and nonlinear
Schro¨dinger equation with periodic boundary conditions or posed on Rd fit
into this framework. We prove convergence of order O(hmin(`,p)) for non-
smooth initial data U0 ∈ Y`, where ` > 0, for a method of classical order p.
We show in an example of an exponential Euler discretization of a linear evolu-
tion equation that our estimates are sharp, and corroborate this in numerical
experiments for a semilinear wave equation. To prove our result we Galerkin
truncate the semiflow and numerical method and balance the Galerkin trun-
cation error with the error of the time discretization of the projected system.
We also extend these results to exponential Rosenbrock methods.
Keywords: Semilinear evolution equations, exponential integrator semidis-
cretizations in time, fractional order of convergence. exponential Rosenbrock
methods.
AMS subject classification: 65J08, 65J15, 65M12, 65M15.
1. Introduction
We analyze the convergence of exponential Runge Kutta time semidiscretizations
of the semilinear evolution equation
dU
dt
= AU +B(U) (1.1)
for low regularity initial data U(0) = U0. As in [15] we assume that (1.1) is posed on
a Hilbert space Y, A is a normal linear operator that generates a strongly continuous
semigroup, and that B is smooth on a scale of Hilbert spaces {Y`}`∈I , I ⊆ [0, L],
0, L ∈ I, see condition (B) below. Here Y` = D(A`) ⊆ Y, ` ≥ 0. This condition is
for example satisfied for the semilinear wave equation and the nonlinear Schro¨dinger
equation in periodic domains or the full space with smooth nonlinearities, but, for
` > 0, poses additional restrictions in the case of other boundary conditions, see
[15].
Existence of the semiflow of (1.1) is shown in [12]. We discretize (1.1) in time by a
possibly implicitly defined exponential Runge Kutta method of the class considered
in [1] which, as we show, is well-defined on Y. At the end of the paper, in Section
7, we also study exponential Rosenbrock methods as introduced in [6].
Given a time T > 0 we prove an order of convergence O(h`) in the Y norm for
the time-semidiscretization up to time T for any solution U(t) of (1.1) with a given
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2 C. WULFF
Y` bound, ` ∈ I, for 0 < ` ≤ p. Here ` > 0 is such that `− k ∈ I for k = 1, . . . , b`c
(the greatest integer ≤ `), and p is the order of the exponential integrator, i.e.,
the order of the integrator if A in (1.1) is a bounded operator (e.g., if dimY < ∞
so that (1.1) is an ODE). We show in an example of a linear evolution equation
that this estimate is sharp (Example 6.2) and for a semilinear wave equation we
demonstrate numerical evidence as well, cf. Figure 1 below.
We follow the same strategy as in [15] where we proved an order of convergence
O(h`p/(p+1)) for A-stable Runge Kutta time semidiscretizations applied to semilin-
ear evolution equations (1.1) for initial data in Y`, 0 < ` < p + 1: our approach
is to apply a spectral Galerkin truncation to the evolution equation (1.1) and to
estimate the error of the time discretization of the projected evolution equation
in terms of the accuracy of the projection. We then balance this error with the
projection error to obtain an estimate for the error of the time semi-discretization.
Related results in the literature are as follows: in [7] full order of convergence
is shown for explicit exponential Runge Kutta methods (and other classes of ex-
plicit exponential integrators) in the case of sufficiently smooth solutions t→ U(t)
and/or nonlinearities t → B(U(t)) and sectorial operators A under suitable order
conditions. In [8] order conditions for smooth solutions of exponential Runge Kutta
and exponential Rosenbrock methods are derived. In [13] the author considers the
exponential Euler Rosenbrock method applied to a parabolic PDE for non-smooth
initial data and proves (in general) fractional order of convergence under certain
smoothness assumptions of derivatives of the nonlinearity evaluated at the contin-
uous solution. In [4] the author studies trigonometric integrators applied to the
semilinear wave equation with polynomial or analytic nonlinearity on S1 = R/Z
and proves error estimates for non-smooth initial data under some conditions on the
filter functions of the method. In [11] the authors carry out a coodinate transforma-
tion on the “good” Boussinesq equation that transforms it into a semilinear PDE
with bounded linear part and design exponential integrators for the transformed
PDE which, due to the special structure of the PDE, yields higher convergence
estimates than our results for non-smooth initial data in the original coordinates.
The order of convergence of splitting methods applied to semilinear evolution
equations is studied in [9], [14], [3],c, see also references therein. In [9] a second
order Strang splitting is applied to the nonlinear Schro¨dinger equation on R3 and
convergence in the Sobolev norm H2 of order 1 and in the L2 norm of order 2 is
shown for initial data in the Sobolev space H4. In [14] the author studies conver-
gence of high order time splitting methods with pseudospectral space discretizations
of nonlinear Schro¨dinger equations where the nonlinearity has the form B(U)U and
obtains full order in time convergence and high order spatial convergence for smooth
initial data. In her analysis she uses fractional order spaces Y` as we do. In [3] a
Strang splitting is applied to the Vlasov-Poisson equation and full order of conver-
gence is shown for smooth initial data. In [5] a Lie-Trotter time and Fourier space
discretization is applied to the Zakharov system and convergence of order 1 in time
is proved under a CFL condition.
2. Semilinear PDEs on a scale of Hilbert spaces
In this section we list our assumptions on the semilinear evolution equation (1.1).
These are the same as in [15].
We make the following assumptions on the semilinear evolution equation (1.1):
3(A1) A is a normal linear operator on Y that generates a strongly continuous
semigroup of linear operators etA on Y in the sense of [12].
We define Y` = D(A`), ` ≥ 0, Y0 = Y. For m > 0 we define Pm to be the spectral
projection of A to spec(A)∩BmC (0), and let Qm = id−Pm. Here for a normed space
X we let
BRX (U0) = {U ∈ X : ‖U − U0‖X ≤ R}.
We endow Y` with the inner product
〈U1, U2〉Y` = 〈P1U1,P1U2〉Y + 〈|A|`Q1U1, |A|`Q1U2〉Y , (2.1)
In the following for ` ∈ R let b`c = max{n ∈ N0 : n ≤ `} and d`e = min{n ∈
N0 : n ≥ `}. Moreover for R > 0 and ` ≥ 0 we abbreviate BR` = BRY`(0). We make
the following assumption for the nonlinearity B(U) of (1.1).
(B) There exists L ≥ 0, I ⊆ [0, L], 0, L ∈ I, N ∈ N, N > dLe, such that
B ∈ CN−d`eb (BR` ;Y`) for all ` ∈ I and R > 0.
Here for Banach spaces X , Z, U ⊆ X , we denote by Ckb(U ,Z) the set of k times
continuously differentiable functions F : intU → Z such that F and its derivatives
DiF are bounded as maps from the interior intU of U to the space of i-multilinear
bounded maps from X to Z and extend continuously to the boundary of intU for
i ≤ k. We set Cb(U ,Z) = C0b(U ,Z).
We denote the supremum of B : BR` → Y` as M`[R] and the supremum of its
kth derivative as M
(k)
` [R] and set M
′
`[R] = M
(1)
` [R], M [R] = M0[R] and M
′[R] =
M ′0[R]. Moreover we define
I− := {` ∈ I, `− k ∈ I, k = 1, . . . , b`c}. (2.2)
We write Φt(U0) ≡ Φ(U0, t) ≡ U(t) for the solution of (1.1) with initial value
U(0) = U0 ∈ Y which exists on some time interval [0, T ], T > 0 by [12]. The
following theorem [15, Theorem 2.2] provides additional regularity of the semiflow
Φt under our assumptions.
Theorem 2.1 (Regularity of the semiflow). Assume (A1) and (B). Let R > 0.
Then there is T∗ > 0 such that there exists a semiflow Φ of (1.1) which satisfies
Φt ∈ CNb (BR/20 ;BR0 ) (2.3a)
with uniform bounds in t ∈ [0, T∗]. Moreover if ` ∈ I−, k ∈ N0, k ≤ `, then
Φ(U) ∈ Ckb([0, T∗];BR0 ) (2.3b)
with uniform bounds in U ∈ BR/2` . The bounds on T∗ and Φ depend only on R, ω
from (2.4), and the bounds afforded by assumption (B) on balls of radius R.
Examples of PDEs satisfying assumptions (A) and (B) are the semilinear wave
equation and nonlinear Schro¨dinger equation with periodic, Neumann and Dirichlet
boundary conditions as discussed in [15].
Assumption (A1) implies that
<(spec(A)) ≤ ω, ‖etA‖Y→Y ≤ eωt, (2.4)
for some ω ≥ 0, see [12]. Let us decompose A as Askew = 12 (A − A∗), Asym =
1
2 (A + A
∗). Then Askew and Asym commute, A = Askew + Asym, Askew is a skew
symmetric operator and Asym is self-adjoint and its spectrum is bounded from
above by (2.4): spec(Asym) ≤ ω. Let P±sym the spectral projection of Asym to R±
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and A±sym := P±symAsym. From now on we assume without loss of generality that
ω = 0 in (2.4) by adding A+symU to B(U) and replacing A by Askew +A
−
sym.
(A2) A satisfies (2.4) with ω = 0.
3. Exponential Runge Kutta methods
As in [1] we consider numerical methods of the form
W = exp(hcA)U01 + ha(hA)B(W ), (3.1a)
U1 = exp(hA)U0 + hbT (hA)B(W ). (3.1b)
which are called exponential Runge Kutta methods. Here we define
U1 =
U...
U
 ∈ Ys for U ∈ Y, W =
W
1
...
W s
 , B(W ) =
B(W
1)
...
B(W s)
 . (3.2)
W 1, . . . ,W s are the stage vectors, 0 ≤ c1 ≤ c2 ≤ . . . ≤ cs ≤ 1 and we denote
(aW )i =
s∑
j=1
aijW
j , bTW =
s∑
i=1
biW
i, cW =

c1W
1
c2W
2
...
csW
s
 .
We define
‖W‖Ys` := maxj=1,...,s ‖W
i‖Y` . (3.3)
Examples 3.1.
(a) For the exponential Euler method
U1 = exp(hA)U0 + hϕ1(hA)B(U
0)
we have s = 1, b(z) = ϕ1(z), a = c = 0 and ϕ1(z) =
ez−1
z , see e.g. [7].
(b) For the Euler-Larson method U1 = exp(hA)U0 + h exp(hA)B(U0) we have
s = 1, b(z) = exp(z), a = c = 0.
(c) For the implicit Lawson-Euler method U1 = exp(hA)U0 + hB(U1) we have
s = 1, b(z) = 1, a = c = 1.
We assume the following:
(EXP) a : C−0 → MatC(s, s), b : C−0 → Cs and their derivatives are analytic and
bounded with bounds M
(k)
a = supz∈C−0 ‖a
(k)(z)‖∞, k ∈ N0, Ma = M (0)a ,
M ′a = M
(1)
a , and M
(k)
b = supz∈C−0 ‖b
(k)(z)‖1, M (0)b = Mb, M ′b = M (1)b .
Assumption (EXP) is true for the examples above. Note that a(hA) and b(hA)
are well defined by functional calculus because A is a normal operator.
4. Regularity of the exponential Runge-Kutta method
To prove regularity of the exponential Runge-Kutta method we use the following
estimate which follow from (2.1):
‖A`‖Y`→Y ≤ 1 for ` ≥ 0 and ‖U‖Y` ≤ ‖U‖Yn for 0 ≤ ` ≤ n (4.1)
We also need the following lemma:
5Lemma 4.1 (Bounds on the h derivatives of a(hA) and b(hA)). Assume (EXP),
(A1) and (A2). Then for all ` ≥ 0, k ∈ N0, ` ≥ k, h ≥ 0, W ∈ Ys` ,
h 7→ a(hA)W ∈ Ckb(R+0 ;Ys`−k), h 7→ b(hA)W ∈ Ckb(R+0 ;Y`−k)
and
‖∂kh(a(hA))‖Ys`→Ys`−k ≤M (k)a , |∂kh(b(hA))‖Ys`→Y`−k ≤M
(k)
b , (4.2a)
‖∂kh(ha(hA))W‖Ys`−k ≤ kM (k−1)a ‖W‖Ys`−1 + hM (k)a ‖W‖Ys` ≤M
(k)
h,a ‖W‖Ys` , (4.2b)
‖∂kh(hb(hA))W‖Y`−k ≤ kM (k−1)b ‖W‖Ys`−1 + hM
(k)
b ‖W‖Ys` ≤M
(k)
h,b‖W‖Ys` , (4.2c)
with M
(k)
a , M
(k)
b from (EXP) and M
(k)
h,a = kM
(k−1)
a + hM
(k)
a , M
(k)
h,b = kM
(k−1)
b +
hM
(k)
b .
Proof. We define PmW such that (PmW )i = PmW i, i = 1, . . . , s. The fact that
a(hA) : Ys` → Ys` and b(hA) : Ys` → Y` are bounded and strongly continuous in h
follows from the smoothness of a(hA)Pm and b(hA)Pm in h which is guaranteed by
assumptions (EXP), (A1) and holds for all m > 0. Moreover ∂kha(hA) = A
ka(k)(hA)
and so by (4.1) we have ‖∂kh(a(hA))‖Ys`→Ys`−k ≤ M
(k)
a . The same holds for b(hA).
We have ∂h(ha(hA)) = a(hA) + hAa
′(hA) and iteratively
∂kh(ha(hA)) = kA
k−1a(k−1)(hA) + hAka(k)(hA)
and so (4.2b) holds. The same applies for b(hA) which proves (4.2c). 
Theorem 4.2 (Regularity of numerical method). Assume (A1), (A2) and (B), and
apply an exponential integrator Ψ satisfying condition (EXP) to (1.1). Let R > 0.
Then there is h∗ > 0 such that
W i(·, h),Ψ(·, h) ∈ CNb (BR/20 ;BR0 ) (4.3a)
for i = 1, . . . , s, with uniform bounds in h ∈ [0, h∗]. Moreover, for ` ∈ I−, k ∈ N0,
k ≤ `, i = 1, . . . , s,
W i(U, ·),Ψ(U, ·) ∈ Ckb([0, h∗];BR0 ) (4.3b)
with uniform bounds in U ∈ Br` . The bounds on Ψ, W and h∗ depend only on R,
the bounds from (B) for B and its derivatives on balls of radius R and the bounds
of the constants of the numerical method from (EXP).
Proof. If the numerical method is explicit (i.e., aij = 0 for i ≤ j) then we choose
h∗ > 0 such that h∗max(Ma,Mb)M [R] ≤ R2 noting (3.1) and (A2). If the method
is implicit, then, similarly as in [15], we compute W as fixed point of the map
Π : BRYs(0)× BR/2Y (0)× [0, h∗]→ Ys, given by
Π(W,U, h) = exp(hcA)1U + ha(hA)B(W ) (4.4)
using (3.1a). For U ∈ BR/2Y (0), W ∈ BRYs(0) we get from (3.3), (A2) and (B) that
‖Π(W,U, h)‖Ys ≤ ‖ exp(hcA)1U‖Ys + h‖a(hA)‖Ys→YsM [R]
≤ R/2 + hMaM [R] ≤ R (4.5)
for h ∈ [0, h∗] and h∗ as above. So Π maps BRYs(0) to itself. Next choose h∗ such
that also 2h∗MaM ′[R] ≤ 1. Then ‖DWΠ(W,U, h)‖Ys→Ys ≤ hMaM ′[R] ≤ 1/2 for
W ∈ BRYs(0), h ∈ [0, h∗], and Π is a contraction. Moreover Π is continuous in
h by assumption (A1) and Lemma 4.1. Therefore, by (B), W ∈ Cb(BR/2Y (0) ×
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[0, h∗];BRYs(0)) with N derivatives in U . This proves (4.3a) and also (4.3b) in the
case k = 0 for W . If k 6= 0 then, since ` ∈ I−, the above argument also holds
if Y is replaced by Y`−j , j = 0, . . . , k. Hence there is some h∗ > 0 such that
W i ∈ Cb(BR/2`−j × [0, h∗];BR`−j), j = 0, . . . , k, i = 1, . . . , s. The map Π from (4.4)
belongs to the class of contraction mappings studied in [10, Appendix]. Hence by
the results of [10, Appendix] for U ∈ BR/2` the h derivatives up to order k of W can
then be obtained by implicit differentiation of Π(W,U, h) = W (U, h). Moreover the
h derivatives of Ψ can be obtained by differentiating (3.1b), using Lemma 4.1. 
5. Galerkin truncation of the exponential Runge Kutta method
In this section we truncate the semiflow Φt of (1.1) and the numerical method
Ψh defined by (3.1) to a Galerkin subspace of Y and study the truncation error.
Let φtm(u
0
m) = um(t) be the flow of the projected evolution equation
dum
dt
= Aum +Bm(um) (5.1)
where Bm(U) = PmB(PmU), Am = PmA and define Φtm := φtm ◦ Pm. (2.1) implies
the followig estimates which are crucial for our analysis: for ` ≥ 0, k ≥ 0, m ≥ 1,
‖A`PmU‖Y ≤ m`‖PmU‖Y , ‖Pm‖Y`→Y`+k ≤ mk, ‖QmU‖Y ≤ m−`‖U‖Y` .
(5.2)
As shown in [15] the following holds:
Lemma 5.1 (Projection error for the semiflow). Assume (A1), (A2) and (B) and
let ` > 0. Then Theorem 2.1 applies to the Galerkin truncated semiflow of (1.1)
uniformly in m ≥ 0. Moreover for fixed δ > 0 and T > 0 and for all U0 with
‖Φt(U0)‖Y` ≤ R, t ∈ [0, T ] (5.3a)
there is m∗ ≥ 0 such that for m ≥ m∗ we have Φtm(U0) ∈ BR+δ0 for t ∈ [0, T ], and
‖Φt(U0)− Φtm(U0)‖Y = m−`RetM
′
= O(m−`) (5.3b)
for m ≥ m∗ and t ∈ [0, T ], where M ′ = M ′0[R+δ]. Here m∗ and the order constant
depend only on δ, R, T , (2.4) and the bounds afforded by (B) on balls of radius
R+ δ.
Let ψhm(u
0
m) be the exponential Runge-Kutta integrator Ψ applied to the pro-
jected semilinear evolution equation (5.1) and wm = wm(u
0
m, h) its stage vector
and set Wm(·, h) = wm(Pm·, h), Ψhm = ψhm ◦ Pm. Similar to Lemma 5.1, we have
the following result: .
Lemma 5.2 (Projection error of numerical method). Assume (A1), (A2), (B),
and (EXP). Let R > 0. Then there is h∗ > 0 such that Theorem 4.2 applies to
the stage vector Wm and numerical method Ψm of the projected system (5.1) with
uniform bounds in m ≥ 0. Moreover, if ` ∈ I, ` > 0, then for m ≥ 0 we get
sup
U∈BR/2`
h∈[0,h∗]
‖W (U, h)−Wm(U, h)‖Ys = O(m−`) (5.4a)
and
sup
U∈BR/2`
h∈[0,h∗]
‖Ψ(U, h)−Ψm(U, h)‖Y = O(m−`). (5.4b)
7The bounds on h∗, Ψm and Wm and the order constants depend only on R, the
bounds from (B) on B and its derivatives on balls of radius R and on the bounds
of the constants of the numerical method from (EXP).
Proof. The fact that Theorem 4.2 applies to the projected system uniformly in
m ≥ 0 is immediate from its proof. Moreover using (3.1a) we find
‖W (U, h)−Wm(U, h)‖Ys ≤ ‖exp(chA)‖Ys→Ys‖QmU‖Y + ‖ha(hA)QmB(W )‖Ys
+ h‖a(hA)‖Ys→Ys‖Pm(B(W )−B(Wm)))‖Ys
≤ ‖QmU‖Y + hMam−`M`[R]
+ hMa‖PmB(W (U, h))− PmB(Wm(U, h))‖Ys
≤ ‖U‖Y`m−` + hMam−`M`[R]
+ hMaM
′‖W (U, h)−Wm(U, h)‖Ys . (5.5)
Here M ′ = M ′0[R] and we used (A1), (A2), (EXP) and (5.2). Hence
sup
U∈BR/2`
h∈[0,h∗]
‖W (U, h)−Wm(U, h)‖Ys ≤
m−`R/2 + h∗Mam−`M`[R]
1− h∗MaM ′
proving (5.4a). For the numerical method using (3.1b), Lemma 4.1, (A1), (A2) and
(5.2) we obtain
‖Ψh(U)−Ψhm(U)‖Y ≤ ‖exp(hA)‖Y→Y‖QmU‖Y + ‖Qmb(hA)B(W )‖Ys
+ h‖b(hA)‖Ys→Y‖Pm(B(W )−B(Wm))‖Ys
≤ ‖U‖Y`m−` + h‖b(hA)‖Ys→Ym−`M`[R]
+ h‖b(hA)‖Ys→YM ′‖W (U)−Wm(U)‖Ys
≤ ‖U‖Y`m−` + hMbm−`M`[R] + hMbM ′O(m−`).
Here we used (5.4a) in the last line. 
Note that an analogous result has been obtained, for A-stable Runge-Kutta
methods, in [15, Lemma 4.3].
6. Trajectory error bounds for non-smooth data
In this section we prove our main result for exponential Runge-Kutta methods:
Theorem 6.1 (Trajectory error for nonsmooth data). Assume (A1), (A2) and (B)
and apply an exponential Runge-Kutta method (3.1) subject to (EXP) to (1.1). Let
` ∈ I−, ` > 0, and fix T > 0 and R > 0. Then there exist constants h∗ > 0, c1 > 0,
c2 > 0 such that for every U
0 with
‖Φt(U0)‖Y` ≤ R, for t ∈ [0, T ] (6.1)
and for all h ∈ [0, h∗] we have
‖Φnh(U0)− (Ψh)n(U0)‖Y ≤ c1ec2nhhmin(`,p), (6.2)
provided that nh ≤ T . The constants h∗, c1 and c2 depend only on R, T , the bounds
from (EXP) on the numerical method and the bounds afforded by (B).
Before we prove this result we provide an example of a linear evolution equation
and some numerical evidence where the estimates are sharp.
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Example 6.2. Applying the exponential Euler method to a linear evolution equa-
tion U˙ = AU +BU with A skew-symmetric and [A,B] = 0 gives
U(nh)− Un = enhA(enhB − (id +hC(hA))n)U0.
where C(hA) = ϕ1(−hA)B. Assume that spec(A) = iZ and let Aek = ikek, Bek =
λkek, ‖ek‖Y = 1. Let h = pi/k, n = k. Then we compute that C(hA)ek = − 2ipi λkek
and so
(id +hC(hA))n)ek = (e
−2iλk +O(h))ek
which is not close to enhBek = e
piλkek, so the global error is O(1) for U
0 = ek. If
we choose U = O(k−`)ek then ‖ϕ1(−hA)U − U‖Y = O(khk−`) = O(h`) and so we
get an convergence error of order h`. So the estimate of Theorem 6.1 is sharp in
this case.
Figure 1. Plot of a numerical estimate of q(`) against ` for the
exponntial Euler method applied to the semilinear wave equation,
with the prediction of Theorem 6.1 for comparison.
Example 6.3. In Figure 1 we display the order of convergence of the exponential
Euler method (see Example 3.1) which has classical order p = 1 applied to the
semilinear wave equation utt = uxx − V ′(u), x ∈ [0, 2pi], with periodic boundary
conditions and V ′(u) = u−4u2 for ` = j/2, j = 0, . . . , 6, on the integration interval
t ∈ [0, 0.5], using a fine spatial mesh (we use N = 1000 grid points on [0, 2pi]). As
in [15] we choose the initial values U0 = (u0, v0) ∈ Y` where
u0(x) =
N=1∑
k=0
cu
k`+1/2+
(cos kx+ sin kx), v0(x) =
N=1∑
k=0
cv
k`+1/2+
(cos kx+ sin kx).
Here cu and cv are such that ‖U0‖Y` = 1, with U0 = (u0, v0), and  = 10−8.
Approximating the order of convergence of the method numerically as in [15] we see
that the numerical data confirm the theoretically predicted order of convergence
q(`) = ` for initial data in Y`, ` ≤ p of Theorem 6.1. Note that the order of
convergence does not decrease to exactly 0 at ` = 0 because we simulate a space-
time discretization rather than a time semidiscretization.
9To prove Theorem 6.1 we analyze the dependence on m of the local error of an
exponential Runge-Kutta method (6.1) applied to the Galerkiin truncated equa-
tion (5.1) for low regularity initial data under the assumptions (A1), (A2), (B)
and (EXP). As in [15] for A-stable Runge-Kutta methods, by coupling m and h
and balancing the Galerkin truncation error and trajectory error of the Galerkin
truncated system, we prove our convergence result, Theorem 6.1.
6.1. Some lemmas. We first present some lemmas that will be needed in the proof.
Let Φˆtm = Φ
t
m − etAmPm, where Am = PmA. In the following let [a]+ = max(a, 0)
for a ∈ R.
Lemma 6.4 (m-dependent bounds for derivatives of Φm and Φˆm). Assume (A1),
(A2) and (B) and choose ` ∈ I−, T > 0 and R > 0. Then for all U0 satisfying
Φtm(U
0) ∈ BR` for t ∈ [0, T ], m ≥ m∗, (6.3a)
and for all k ∈ N, N ≥ k, Φm(U0) ∈ Ckb ([0, T ];BR0 ) with m dependent bounds on
the derivatives that satisfy
‖∂kt Φtm(U0)‖Cb([0,T ];Y) = O(m[k−`]+) (6.3b)
and
‖∂kt Φˆtm(U0)‖Y = O(m[k−`−1]+) +O(tm[k−`]+). (6.3c)
The order constants only depend on T , R, (2.4) and the bounds from (B).
Proof. (6.3b) is shown in [15, Lemma 5.1]. To prove (6.3c) note that we have
∂tΦˆ
t
m(U
0) = AmΦ
t
m(U
0) +Bm(Φ
t
m(U
0))−AmetAmPmU0
= AmΦˆ
t
m(U
0) +Bm(Φ
t
m(U
0)).
Similarly
∂2t Φˆ
t
m(U
0) = A2mΦˆ
t
m(U
0) +
d
dt
(
Bm(Φ
t
m(U
0))
)
+AmBm(Φ
t
m(U
0))
and more generally
∂kt Φˆ
t
m(U
0) = AkmΦˆ
t
m(U
0) +
k−1∑
j=0
Ak−1−jm
dj
dtj
(
Bm(Φ
t
m(U))
)
.
Hence for U0 ∈ Y` by (4.1)
‖∂kt Φˆtm(U0)‖Y ≤ ‖Φˆtm(U0)‖Yk +
k−1∑
j=0
‖ d
j
dtj
(
Bm(Φ
t
m(U
0))
) ‖Yk−1−j (6.4)
Moreover
Φˆtm(U
0) =
∫ t
0
e(t−s)AmBm(Φsm(U
0))ds
and so by (A2) and (B)
‖Φˆtm(U0)‖Yk ≤ t max
s∈[0,t]
‖Bm(Φsm(U0))‖Yk ≤ t max
s∈[0,t]
m[k−`]+‖Bm(Φsm(U0))‖Y`
≤ tm[k−`]+Mmin(`,k)[R]. (6.5)
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Using the Faa` di Bruno formula [2] we find that for any i ∈ N, i ≤ N , with
um = Φ
t
m(U
0) ∈ BR` ,
di
dti
(Bm(um)) =
∑
1≤β≤i
i!DβuBm(um)
j1! · · · ji!
i∏
α=1
(
∂αt um
α!
)jα
, (6.6)
where β = j1 + · · · + ji and the sum is over all jα ∈ N0, α = 1, . . . , i, with
j1 + 2j2 + · · ·+ iji = i. Using (6.3b) and the Faa di Bruno formula we then get∥∥∥∥∥ i!DβuBm(um)j1! · · · ji!
i∏
α=1
(
∂αt um
α!
)jα∥∥∥∥∥
Y
= O(mn)
with
n = (d`e − `)jd`e + · · ·+ (i− `)ji ≤ [i− `]+. (6.7)
Hence for N ≥ i, ` ≥ 0
‖ d
i
dti
(Bm(um)) ‖Y = O(m[i−`]+).
Replacing Y by Yk−1−j , ` by `− (k − 1− j) and i by j we see that for U ∈ Y`
‖ d
j
dtj
(Bm(um)) ‖Yk−1−j = O(m[j−(`−(k−1−j))]+) = O(m[k−`−1]+).
Plugging this into (6.4) and using (6.5) shows (6.3c). 
Similar to Lemma [15, Lemma 5.2] for A-stable Runge Kutta methods we have:
Lemma 6.5 (m-dependent bounds for derivatives of Wm). Assume (A1), (A2) and
(B), and apply an exponential Runge-Kutta method Ψ satisfying (EXP) to (1.1).
Let R > 0 and ` ∈ I− and k ∈ N0 with ` ≤ k ≤ N . Then there is h∗ > 0 such that
for m ≥ 0 and i = 1, . . . , s,
W im(U, ·) ∈ Ckb ([0, h∗];BR0 ) for i = 1, . . . , s (6.8a)
with m-dependent bounds which are uniform in U ∈ BR/2` . Moreover
sup
U∈BR/2`
h∈[0,h∗]
‖∂khWm(U, h)‖Ys = O(mk−`) (6.8b)
and
‖∂jhPmB(Wm(U, h))‖Ys = O(mj−`) (6.8c)
for all h ∈ [0, h∗], U ∈ BR/2` and k ≥ j ≥ `. The order constants in (6.8b) and
(6.8c) depend only R, the bounds of the constants of the numerical method from
(EXP) and the bounds from (B) for B and its derivatives on balls of radius R.
Proof. To prove (6.8b), differentiate (3.1a) k times in h:
∂khWm = ∂
k
h(exp(chA))PmU1 +
k∑
j=0
(
k
j
)
∂k−jh (ha(hA)Pm)∂
j
hB(Wm). (6.9)
By (5.2), for k ≥ `,
sup
h∈[0,h∗]
‖∂kh(exp(chA)Pm‖Ys`→Ys = sup
h∈[0,h∗]
‖ckAk exp(chA)Pm‖Ys`→Ys
≤ ‖ck‖Ys→Ys‖Pm‖Ys`→Ysk = O(mk−`). (6.10)
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Next for 0 ≤ j ≤ ` ≤ k
‖∂k−jh (ha(hA))Pm‖Ys`−j→Ys ≤ ‖∂
k−j
h (ha(hA))‖Ysk−j→Ys‖Pm‖Ys`−j→Ysk−j
≤M (k−j)h,a ‖Pm‖Ys`−j→Ysk−j = M
(k−j)
h,a m
k−`. (6.11)
where we used (4.2b) (with k replaced by k− j) and (5.2). Moreover the regularity
of the stage vector on Ys`−j (see Theorem 4.2 and Lemma 5.2) gives
W im(U, ·) ∈ Cjb ([0, h∗];BR`−j), (6.12)
for i = 1, . . . , s, j = 1 . . . , b`c, with bounds uniform in m ≥ 0 and U ∈ BR/2` .
Using these two estimates we can obtain for the j-th term in the sum of (6.9) for
0 ≤ j ≤ ` ≤ k and h ∈ [0, h∗] the following:
‖∂k−jh (ha(hA))∂jhPmB(Wm(U, h))‖Ys
≤ ‖∂k−jh (h(a(hA))Pm‖Ys`−j→Ys‖∂
j
hB(Wm(U, h))‖Ys`−j
≤M (k−j)h,a mk−`‖∂jhB(Wm(U, h))‖Ys`−j ≤ O(mk−`). (6.13)
To estimate the jth term in the sum of (6.9) for j > ` and hence prove (6.8b) and
(6.8c) we proceed inductively for k = d`e, . . . , N . If ` ∈ N0 then the start of the
induction is k = `, and (6.8b) and (6.8c) follow from Theorem 5.2. If ` /∈ N0, then
the start of the induction is k = d`e > `. If k = d`e then the first term in (6.9) is
of order O(mk−`) by (6.10), and all terms in the sum of (6.9) are O(mk−`) for all
h ∈ [0, h∗] due to (6.13) except for the last term. Hence,
sup
h∈[0,h∗]
U∈BR/2`
‖∂khWm(U, h)‖Ys ≤ O(mk−`) + h∗Ma sup
h∈[0,h∗]
U∈BR/2`
‖∂khB(Wm(U, h))‖Ys . (6.14)
The Faa` di Bruno formula (6.6) gives
∂khB(Wm(U, h)) =
∑
1≤β≤k
k!DβwBm(Wm(U, h))
j1! · · · jk!
k∏
α=1
(
∂αhWm(U, h)
α!
)jα
(6.15)
where β = j1 + · · · + jk and the sum is over all jα ∈ N0, α = 1, . . . , k with
j1 + 2j2 + · · · + kjk = k. All terms in the sum in (6.15) contain h-derivatives
of order at most k − 1 and are therefore bounded independent of m except when
β = jk = 1 and jα = 0 for α 6= k. Therefore
sup
h∈[0,h∗]
U∈BR/2`
‖∂khB(Wm(U, h))‖Ys ≤ O(mk−`) +M ′0[R] sup
h∈[0,h∗]
U∈Br`
‖∂khWm(U, h)‖Ys .
(6.16)
Plugging this into (6.14) gives (6.8b) for k = d`e and h∗ small enough. This estimate
and (6.16) also shows (6.8c) for k = d`e.
Now assume these estimates hold true for all kˆ ∈ N0 with ` ≤ kˆ ≤ k − 1 and let
k ≤ N . Then the first term in (6.9) is O(mk−`) by (6.10) and by (6.13) the terms
in the sum of (6.9) with ` ≥ j are O(mk−`) as well. For k > j > ` we estimate
‖∂k−jh (ha(hA))∂jhPmB(Wm(U, h))‖Ys
≤ ‖∂k−jh (h(a(hA))Pm‖Ys→Ys‖∂jhB(Wm(U, h))‖Ys
≤M (k−j)h,a mk−j‖∂jhB(Wm(U, h))‖Ys ≤ O(mk−j)O(mj−`) = O(mk−`) (6.17)
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where we used (6.11) and the induction hypothesis (6.8c) for j < k. Therefore
under the induction hypothesis all terms in (6.9) are O(mk−`) except from the last
term in the sum, hence (6.14) holds true under the induction hypothesis, and so,
each term in the sum of the Faa` di Bruno formula (6.15) with jk = 0 is of order
O(mn) in the Ys norm with n ≤ k − ` as in (6.7) (with i replaced by k). Hence
(6.16) remains valid, and from (6.14) we deduce (6.8b) and (6.8c). 
Let Ψˆm = Ψm − ehAm .
Lemma 6.6 (m-dependent bounds for derivatives of Ψˆm). Assume (A1), (A2) and
(B), and apply an exponential Runge-Kutta method Ψ satisfying (EXP) to (1.1).
Choose ` ∈ I− and k ∈ N0 with ` ≤ k ≤ N . Let R > 0. Then there is h∗ > 0 such
that for m ≥ 0
Ψm(U, ·) ∈ Ckb ([0, h∗];BR0 ) (6.18)
with m-dependent bounds which are uniform in U ∈ BR/2` . Moreover
sup
U∈BR/2`
h∈[0,h∗]
‖∂khΨˆhm(U)‖Y = O(hmk−`) +O(m[k−`−1]+). (6.19)
The order constants in (6.19) depend only R, the bounds on the numerical method
from (EXP) and the bounds afforded by (B) on balls of radius R.
Proof. From (3.1b) we formally obtain
∂khΨˆm =
k∑
j=0
(
k
j
)
∂k−jh (hb
T (Ah))∂jhPmB(Wm(U, h)). (6.20)
From (4.2c) and (5.2) we obtain for n ∈ N, n ≥ `,
‖∂nh (hbT (hA)Pm‖Ys`→Y ≤ nM
(n−1)
b ‖Pm‖Ys`→Ysn−1 + hM
(n)
b ‖Pm‖Ys`→Ysn
≤ O(hmn−`) +O(m[n−`−1]+). (6.21)
Using (6.21) (with n = k − j and ` replaced by `− j) and (6.12), we can estimate
the j-th term in the sum of (6.20) for j ≤ `, j < k, as follows:
‖∂k−jh (hbT (hA))∂jhPmB(Wm(U, h))‖Y
≤ ‖∂k−jh (h(bT (hA))Pm‖Ys`−j→Y‖∂
j
hB(Wm(U, h))‖Ys`−j
≤ O(hmk−`) +O(m[k−`−1]+). (6.22)
Using (6.21) and (6.8c) we can estimate the j-th term in the sum of (6.20) for
k > j ≥ `, U ∈ BR/2` , as follows:
‖∂k−jh (hbT (hA))∂jhPmB(Wm(U, h))‖Y
≤ ‖∂k−jh (hbT (hA))Pm‖Ys→Y‖∂jhB(Wm(U, h))‖Ys
= (O(hmk−j) +O(mk−j−1))O(mj−`) = O(hmk−`) +O(m[k−`−1]+).
(6.23)
When j = k then the second term in the estimates of (6.22) and (6.23) disappears.
These estimates together with (6.20) then prove (6.19). 
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6.2. Proof of Theorem 6.1. The proof has the same format as in [15]. To es-
timate the error of the time semi-discretization we first discretize in space by a
Galerkin truncation and prove regularity of the solution of the truncated system.
Then we estimate the error of the time discretization of the space-discretized system
and couple the spatial discretization parameter m with the time step size h. Finally
we prove regularity of the space-time discretization to estimate the truncation error
of the time discretization.
We assume without loss of generality that ` ≤ p noting (4.1), i.e., we replace `
by min(`, p).
Step 1 (Regularity of solution of the Galerkin truncated system) This step is identical
to [15]. We include it for sake of completeness. We denote R from (6.1) as RΦ to
indicate that it is a bound on Φt(U0). Then we have
‖Φtm(U0))‖Y` ≤ ‖PmΦt(U0)− Φtm(U0)‖Y` + ‖PmΦt(U0)‖Y`
≤ m`‖PmΦt(U0)− Φtm(U0)‖Y + ‖Φt(U0)‖Y`
≤ RΦeM ′0[2RΦ]T +RΦ =: rφ (6.24)
for U0 satisfying (6.1), t ∈ [0, T ] and m ≥ m∗, where m∗ ≥ 0 is sufficiently large.
Here we used (5.2) in the second estimate and Lemma 5.1 with δ = RΦ and (6.1)
in the final estimate.
Step 2 (Trajectory error of the space time discretization) Next we estimate the
global error of the space time discretization, for jh ≤ T ,
Ejm(U
0, h) = ‖Φjhm (U0)− (Ψhm)j(U0)‖Y . (6.25)
Using (6.24) for any U0 satisfying (6.1) and all (n+ 1)h ≤ T , h ∈ [0, h∗], m ≥ m∗
we have
En+1m (U
0, h) = ‖Φ(n+1)hm (U0)− (Ψhm)n+1(U0)‖Y
≤ ‖Φhm(Φnhm (U0))−Ψhm(Φnhm (U0))‖Y + ‖Ψhm(Φnhm (U0))−Ψhm((Ψhm)n(U0))‖Y
≤ h
p+1
(p+ 1)!
(
sup
t∈[0,T ]
‖∂p+1h Φˆhm(Φtm(U0))‖Y + sup
t∈[0,T ]
‖∂p+1h Ψˆhm(Φtm(U0))‖Y
)
+ sup
U∈B2rφ0
‖DΨhm(U)‖Y→Y · Enm(U0, h) (6.26)
provided that
Enm(U, h) ≤ rφ, nh ≤ T, h ∈ [0, h∗]. (6.27)
The first term in (6.26) is hO(mp+1−`) +O(mp−`) by Lemma 6.4, with R replaced
by rφ and Lemma 6.6, with R replaced by 2rφ, respectively. To bound the second
term note that by Lemma 5.2 (with R replaced by 4rφ in (4.3a)) there is h∗ > 0
such that W ih,Ψ
h
m ∈ C1b(B2rφ0 ;B4rφ0 ), i = 1, . . . , s, for m ≥ 0, h ∈ [0, h∗] with uniform
bounds in m ≥ 0, h ∈ [0, h∗]. Then, using (3.1b), (2.4), (A2) and (EXP) we get for
h ∈ [0, h∗]
‖DUΨhm(U)‖Y→Y ≤ ‖ exp(hA)‖Y→Y + h‖b(hA)‖Ys→YM ′0[4rφ]‖DUWm(U)‖Y→Ys
≤ 1 + hMbM ′0[4rφ]‖DUWm(U)‖Y→Ys = 1 + σΨ[2rφ]h (6.28)
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uniformly in U ∈ B2rφ0 , m ≥ 0, h ∈ [0, h∗] for some constant σΨ[2rφ] > 0. Plugging
these estimates into (6.26) gives
En+1m (U
0, h) ≤ ρhp+1(hmp+1−` +mp−`) + (1 + σΨh)Enm(U0, h), (6.29)
for some ρ > 0, where σΨ = σΨ[2rφ]. Hence
Enm(U, h) ≤ ρhp+1(hmp+1−` +mp−`)
(1 + σΨh)
n
σΨh
≤ ρ
σΨ
hp(hmp+1−` +mp−`)enσΨh.
Choosing m(h) = h−1 we see that for nh ≤ T , h ∈ [0, h∗] and ` ≤ p
‖(Ψhm)n(U0)− Φnhm (U0)‖Y ≤
ρ
σΨ
eσΨThp(2h`−p) = CeσΨTh`. (6.30)
Using (6.30) we can ensure (6.27) by possibly reducing h∗ > 0.
Step 3 (Global truncation error of numerical trajectory) We will prove that for
m(h) = h−1, nh ≤ T , h ∈ [0, h∗],
en(U0) := ‖(Ψh)n(U0)− (Ψhm(h))n(U0)‖Y = O(m−`) (6.31)
uniformly for initial data U0 satisfying (6.1). The proof is as in [15] for A stable
Runge Kutta time discretizations, with the necessary adaptations: For n ∈ N,
(n+ 1)h ≤ T ,
en+1(U0) ≤ ‖(Ψh ◦ (Ψh)n)(U0)− (Ψh ◦ (Ψhm)n)(U0)‖+ e1((Ψhm)n)(U0))
≤ sup
U∈B2rψ0
‖DΨh(U)‖Y→Y‖en(U0)‖Y + ‖e1((Ψhm)n(U0))‖Y (6.32)
provided that
‖(Ψhm)n(U0)‖Y ≤ rψ, ‖en(U0)‖Y ≤ rψ, 0 ≤ nh ≤ T. (6.33)
To obtain the first estimate of (6.33) we use that for m = m(h) = h−1, nh ≤ T ,
h ∈ [0, h∗], we have
‖(Ψhm(h))n(U0)‖Y` ≤ ‖(Ψhm)n(U0)− Φnhm (U0)‖Y` + ‖Φnhm (U0)‖Y`
≤ m`‖(Ψhm)n(U0)− Φnhm (U0)‖Y + rφ ≤ CeσΨT + rφ = rψ
(6.34)
for some rψ > 0. Here rφ is as in (6.24) and we used (5.2) in the second and (6.30)
in the third inequality.
To obtain the second estimate of (6.33) note that Theorem 4.2, with R replaced
by 4rψ, gives W
i,Ψ ∈ C1b(B2rψ0 ;B4rψ0 ). Then (6.28) applies, with Ψm replaced by Ψ,
Wm by W and rφ by rψ, and so (6.32) for n ∈ N, h ∈ [0, h∗] and (n+ 1)h ≤ T gives
‖en+1(U0)‖Y ≤ (1 + σΨh)‖en(U0)‖Y + hO(m−`), (6.35)
where m = m(h) = h−1 and σΨ = σΨ[2rψ], with order constant uniformly in all U0
satisfying (6.1), as long as the second estimate of (6.33) holds. Here we need that
for U ∈ PmY,
e1(U) = hbT (hA) ((Pm(B(W (U, h))−B(Wm(U, h))) +QmB(W (U, h))) , (6.36)
so that for U ∈ Brψ` ∩ PmY, h ∈ [0, h∗], by (5.4a) (with R replaced by 2rψ)
‖e1(U)‖Y ≤ hMb(M ′0[2rψ]‖W (U, h)−Wm(U, h)‖Ys + ‖QmB(W (U, h))‖Ys)
≤ hMb(M ′0[2rψ]O(m−`) +m−`M`[2rψ]) = hO(m−`), (6.37)
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where m = m(h).
From (6.35) we deduce for nh ≤ T , h ∈ [0, h∗] and all U0 satisfying (6.1) that
‖en(U0)‖Y ≤ eσΨT (‖e1(U0)‖Y +O(m−`)) = O(m−`), (6.38)
with m = m(h). Here we used that (5.4b) with R = 2RΦ implies that ‖e1(U0)‖Y =
O(m−`). By choosing a possibly smaller h∗ and thereby increasing m = h−1, the
second estimate of (6.33) is satisfied. This proves (6.31).
Hence, (5.3b), (6.30) and (6.31) show that
‖Φnh(U0)− (Ψh)n(U0)‖Y ≤ ‖Φt(U0)− Φtm(U0)‖Y + Enm(U0, h) + en(U0) = O(h`)
for nh ≤ T , m(h) = h−1, h ∈ [0, h∗] and U0 satisfying (6.1). 
7. Error estimates for exponential Rosenbrock methods
In this section we extend our results to exponential Rosenbrock methods. As in
[6] we define an exponential Rosenbrock method as
W = echJ(U
0)
1U0 + ha(hJ(U0))G(W,U0), (7.1a)
U1 = ehJ(U
0)U0 + hbT (hJ(U0))G(W,U0), (7.1b)
where
J(U0) = A+ DB(U0), G(U,U0) = B(U)−DB(U0)U.
Here we define (G(W,U0))i = G(W i, U0), i = 1, . . . , s, analogously to the definition
of B(W ), see (3.2). We need stronger conditions for a(z) and b(z) because J(U0)
might not be a normal operator, so that a(hJ(U0)) and b(hJ(U0)) are in general
not defined under assumption (EXP). But we can define exp(tJ(U0)) as flow map
for the evolution equation X˙ = J(U0)X on Y`, ` ∈ I, ` ≤ N−1, under assumptions
(A2) and (B) by [12]. We therefore modify condition (EXP) following [6]:
(EXP’) For each coefficient aij : C → C, bi : C → C, i, j = 1, . . . , s, there is a
sequence {λk}k∈N with λk ≥ 0, such that these coefficents are linear combi-
nations of the functions ϕk(λkz), k ∈ N0, with ϕk(z) :=
∫ 1
0
e(1−s)z s
k−1
(k−1)!ds,
k ∈ N, and φ0(z) = ez.
Since G contains a derivative of B and we need the nonlinearity G(U,U0) to be C1
on all Y`, ` ∈ I, we also need to modify condition (B) as follows:
(B’) (B) holds with N > dLe+ 1.
Lemma 7.1 (Bound on ehJ and ϕk(hJ)). Assume (A1), (A2) and (B’) and let
R > 0, ` ∈ I. Then for all U0 ∈ BR` , h ≥ 0
‖ehJ(U0)‖Y`→Y` ≤ eM
′
`[R]h and ‖ϕk(hJ(U0))‖Y`→Y` ≤ ϕk(M ′`[R]h) for all k ∈ N.
Proof. We have
etJ(U
0) = etA +
∫ t
0
e(t−s)ADUB(U0) exp(sJ(U0))ds. (7.2)
Let x(t) = ‖ exp(tJ(U0))‖Y`→Y` . Then
x(t) ≤ 1 +
∫ t
0
M ′`[R]x(s)ds.
Hence x(t) ≤ etM ′`[R]. The second estimate follows from the definition of ϕk. 
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Lemma 7.2 (Bound on Jj). Assume (A1), (A2) and (B’) and let R > 0, `−1 ∈ I−.
Then for all j ∈ N, j ≤ ` and all U0 ∈ BR` , h ≥ 0,
‖Jj(U0)‖Y`→Y`−j ≤
j∏
n=1
(1 +M ′`−n[R]), (7.3a)
‖∂jhϕk(hJ(U0))‖Y`→Y`−j ≤ ϕ(j)k (M ′j−`[R]h)
j∏
n=1
(1 +M ′`−n[R]). (7.3b)
Proof. We have
‖Jj(U0)‖Y`→Y`−j ≤
j∏
n=1
‖A+ DB(U0)‖Y`+1−n→Y`−n ≤
j∏
n=1
(1 +M ′`−n[R]).
The integrand of ϕ
(j)
k (z) =
∫ 1
0
(1− s)je(1−s)z sk−1(k−1)!ds is non-negative so that
‖ϕ(j)k (hJ(U0))‖Y`−j→Y`−j ≤ ϕ(j)k (hM ′`−j [R]).
Hence
‖∂jhϕk(hJ(U0))‖Y`→Y`−j = ‖ϕ(j)k (tJ(U0))Jj(U0)‖Y`→Y`−j
≤ ϕ(j)k (hM ′`−j [R])‖Jj(U0)‖Y`→Y`−j .

Lemma 7.3 (Bounds on h derivatives of a(hJ) and b(hJ)). Assume (A1), (A2),
(B’) and (EXP’) and let R > 0, ` ∈ I−. Then Lemma 4.1 on the h derivatives of
a(hJ(U0)) and b(hJ(U0)) holds true for U0 ∈ BR` and all k ∈ N0 such that ` ≥ k
with bounds M
(k)
a,,`[R], M
(k)
b,` [R], M
(k)
h,a,`[R], M
(k)
h,b,`[R] that also depend on ` and R.
Proof. Using (EXP’) this follows from Lemma 7.1 in the case k = 0 and from (7.3b)
and (4.1) in the case k > 0. 
We also need bounds on DjUe
hJ(U), a(hJ(U) and b(hJ(U):
Lemma 7.4 (Bounds on U derivatives of ehJ(U), a(hJ(U) and b(hJ(U)). Assume
(A1), (A2) and (B), let R > 0 and ` ∈ I. Then for all j ∈ N, j + ` ≤ N − 1, and
all U ∈ BR` ,
‖DjUetJ(U)‖Y`→Y` ≤ Pj(t)eM
′
`[R]t (7.4)
where Pj(t) is a polynomial of degree j in t with Pj(0) = 0 and coefficients which
are polynomials in M
(n)
` [R], 2 ≤ n ≤ j + 1.
These kinds of bounds also hold for ‖DjUa(tJ(U))‖Ys`→Ys` and ‖D
j
Ub(tJ(U))‖Ys`→Y` .
Proof. The last statement follows from (7.4) due to (EXP’). To prove (7.4), note
that for j ∈ N, j + ` ≤ N − 1,
∂tD
j
Ue
tJ(U) = DjU
(
J(U)etJ(U)
)
=
j−1∑
i=0
Dj+1−iU B(U)D
i
Ue
tJ(U) + J(U)DjUe
tJ(U).
Assume that DiUe
tJ(U) exist for i ≤ j − 1. Then
DjUe
tJ(U) =
∫ t
0
e(t−s)J(U)
j−1∑
i=0
Dj+1−iU B(U)D
i
Ue
sJ(U)ds
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is well defined on Y`. Moreover, for U ∈ BR` ,
‖DjUetJ(U)‖Y`→Y` ≤
∫ t
0
eM
′
`[R](t−s)
j−1∑
i=0
M
(j+1−i)
` [R]‖DiUesJ(U)‖Y`→Y`ds
For j = 1 Lemma 7.1 yields ‖DUetJ(U)‖Y`→Y` ≤ M (2)` [R]teM
′
`[R]t and inductively
this gives (7.4): Assume that for some ak,n and all 1 ≤ n ≤ j − 1
‖DnUetJ(U)‖Y`→Y` ≤ eM
′
`[R]t
n∑
k=1
ak,nt
k
k!
.
Then
‖DjUetJ(U)‖Y`→Y` ≤ eM
′
`[R]t
∫ t
0
M
(j+1)
` [R]
j−1∑
i=1
M
(j+1−i)
` [R]
i∑
k=1
ak,is
k
k!
ds
= eM
′t(tM
(j+1)
` [R]
j−1∑
i=1
M (j+1−i)
i∑
k=1
ak,it
k+1
(k + 1)!
)
= eM
′
`[R]t(tM
(j+1)
` [R]
j∑
k=1
(
j−1∑
i=k
M
(j+1−i)
` [R]
ak,it
k+1
(k + 1)!
)
= eM
′
`[R]t
j∑
k=1
ak,jt
k
k!
with a1,j = M
(j+1)
` [R] and ak,j =
∑j−1
i=k−1M
(j+1−i)
` [R]ak−1,i for k ≥ 2. 
Due to this lemma Theorem 4.2 on the regularity of the numerical method holds
true, if N is replaced by N − 1 in (4.3a) and (EXP’), (B’) is assumed. To show
that Lemma 5.2 on the projection error of the numerical method also remains true
under these assumptions we need the following:
Lemma 7.5 (Projection error of ehJ(U
0), a(hJ(U0)) and b(hJ(U0))). Assume
(A1), (A2), (B’), (EXP’) and let R > 0, h∗ > 0, ` ∈ I. Let Jm(U) = PmJ(PmU)Pm.
Then
‖ehJ(U0) − ehJm(U0)‖Y`→Y = O(m−`)
‖a(hJ(U0))− a(hJm(U0))‖Ys`→Ys = O(m−`),
‖b(hJ(U0))− b(hJm(U0))‖Ys`→Y = O(m−`)
with order constants uniform in for all U0 ∈ BR` and h ∈ [0, h∗].
Proof. Due to (EXP’) it is enough to prove the first estimate. Note that (7.2) also
holds for the Galerkin truncated system
etJm(U
0) = etAm +
∫ t
0
e(t−s)ADBm(U0)esJm(U
0)ds,
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where A = PmA, Hence with x(t) = ‖etJ(U0) − etJm(U0)‖Y`→Y
x(t) ≤ ‖etA − etAm‖Y`→Y +
∫ t
0
‖(DB(U0)−DBm(U0))esJ(U0)‖Y`→Yds
+
∫ t
0
‖DBm(U0)‖Y→Yx(s)ds
≤ ‖Qm‖Y`→Y +
∫ t
0
‖(DB(U0)−DBm(U0))‖Y`→YesM
′
`ds+M ′0
∫ t
0
x(s)ds
where we used Lemma 7.1 and (A2) and M ′n = M
′
n[R] for n ∈ I. From (5.2) we
know that ‖Qm‖Y`→Y = m−`. Moreover
‖(DB(U0)−DBm(U0))‖Y`→Y ≤ ‖Pm(DB(U0)−DB(PmU0))‖Y`→Y
+ ‖QmDB(U0)‖Y`→Y
≤M ′′‖QmU0‖Y +m−`M ′` = m−`(M ′′R+M ′`)
with M ′′ = M ′′0 [R]. Hence
x(t) ≤ m−` +
∫ t
0
m−`(M ′′R+M ′`)e
sM ′`ds+M ′0
∫ t
0
x(s)ds (7.5)
and by Gronwall’s lemma
‖etJ(U0) − etJm(U0)‖Y`→Y = x(t) =
(
m−` +m−`(M ′′R+M ′`)
(etM
′
` − 1)
M ′`
)
etM
′
.

Lemma 7.6 (Projection error of the exponential Rosenbrock method). Assume
(A1), (A2), (B’) and (EXP’). Then Lemma 5.2 remains valid.
Proof. We have, with J = J(U0), Jm = Jm(U
0) = PmJ(PmU0),
ehcJ1U − ehcJm1PmU = (ehcJ1U − ehcJ1PmU) + (ehcJ1PmU − ehcJm1PmU)
and so by Lemma 7.1 and Lemma 7.5 for U ∈ BR/2`
‖echJ1U − ehJm1PmU‖Ys ≤ ‖echJ‖Ys→Ys‖QmU‖Y + ‖ehJ − ehJm‖Y`→Y‖PmU‖Y`
≤ ehM ′[R/2]m−`R
2
+O(m−`) = O(m−`).
Similarly, with Gm(U) = PmG(PmU),
a(hJ)G−a(hJm)Gm = a(hJ)(G−Gm) + (a(hJ)− a(hJm))Gm
= a(hJ)(G− PmG) + a(hA)(PmG−Gm) + (a(hJ)− a(hJm))Gm
so that by Lemma 7.3 and Lemma 7.5 using (5.2) and that for U, Uˆ ∈ BR` we have
‖G(U, Uˆ)‖Y` ≤M`+M ′`R (with M` = M`[R], M ′` = M ′`[R]) we get for W = W (U0),
Wm = Wm(U
0), U0 ∈ BR/2` ,
‖a(hJ)G(W )− a(hJm)Gm(Wm)‖Ys ≤ ‖a(hJ)‖Ys→Ys(M` +M ′`R)m−`
+ ‖a(hJ)‖Ys→Ys‖G(W )−G(Wm)‖Ys
+ ‖a(hJ)− a(hJm)‖Ys`→Ys(M` +M ′`R)
≤ O(m−`) +Ma,0[R]‖G(W )−G(Wm)‖Ys .
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Hence, from ‖DUG(U, Uˆ)‖Y→Y = ‖DUB(U)−DUB(Uˆ)‖Y→Y ≤ 2M ′[R] for U, Uˆ ∈
BR0 we get, using (7.1a) for both W and Wm, similarly as in (5.5),
‖W −Wm‖Ys ≤ O(m−`) + 2hMa,0[R]M ′0[R]‖W −Wm‖Ys
which for h ∈ [0, h∗] with h∗ small enough shows (5.4a) for exponential Rosenbrock
methods. For b(hJ) we obtain in the same way that
‖b(hJ)G− b(hJm)Gm‖Y ≤ O(m−`) +Mb,0[R]‖G(W )−G(Wm)‖Ys
≤ O(m−`) + 2Mb,0[R]M ′0[R]‖W −Wm‖Ys .
Using (7.1b) for both Ψ and Ψm and (5.4a) for exponential Rosenbrock methods
gives (5.4b) for exponential Rosenbrock methods as well. 
Lemma 7.7 (m dependent bounds on Wm for exponential Rosenbrock methods).
Lemma 6.5 remains true for exponential Rosenbrock methods if (A1), (A2), (B’)
and (EXP’) hold.
Proof. We have to replace A by Jm = Jm(U) and B(Wm) by G = G(Wm, U)
throughout the proof of Lemma 6.5. (6.10) becomes for ` ∈ I−, k ≥ `
sup
h∈[0,h∗]
‖∂kh(exp(chJm)Pm‖Ys`→Ys = sup
h∈[0,h∗]
‖ckJkm exp(chJm)Pm‖Ys`→Ys
≤ ‖ck‖ sup
h∈[0,h∗]
‖ exp(chJm)‖Ys→Ys‖Jkm‖Ys`→Ys
≤ ‖ck‖e‖c‖M ′h∗‖Jb`cm ‖Y`→Y`−b`c‖Jk−b`cm ‖Y`−b`c→Y = O(mk−`).
Here we used (7.3a) and Lemma 7.1 with J replaced by Jm noting that the proof
holds true with the same bounds. Moreover we used that for k ≥ `
‖Jk−b`cm ‖Y`−b`c→Y ≤ ‖Jk−b`c−1m ‖Y→Y‖Jm‖Y`−b`c→Y = O(mk−b`c−1)O(m1−(`−b`c))
= O(mk−`).
We replace the bound M
(k−j)
h,a by M
(k−j)
h,a,k−j [R] in (6.11), (6.13) and by M
(k−j)
h,a,0 [R] in
(6.17) and replace the bound Ma by Ma,0[R] in (6.14). Then (6.11) holds true with
A replaced by Jm by Lemma 7.3 which also applies to Jm with the same bounds.
In the analogue of (6.16) we have to replace M ′0[R] by 2M
′
0[R] since this is the
required bound for DG(Wm(U, h), U). 
Lemma 7.8 (m dependent bounds on Ψm for exponential Rosenbrock methods).
Lemma 6.6 remains true for exponential Rosenbrock methods if (A1), (A2), (B’)
and (EXP’) hold.
Proof. The proof of Lemma 6.6 remains valid if we replace A by Jm(U) and
B(Wm(U, h)) by G(Wm(U, h), U) throughout the proof and in (6.21) replace M
(i)
b
by M
(i)
b,i [R], i = n− 1, n. 
Theorem 7.9 (Trajectory error for nonsmooth data of exponential Rosenbrock
methods). Theorem 6.1 remains true for exponential Rosenbrock methods under
conditions (A1), (A2), (B’) and (EXP’).
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Proof. Most of the proof of Theorem 6.1 carries over In the analogue of (6.28) we
use Lemma 7.4 to obtain for U ∈ B2rφ0 ,
‖DUΨhm(U)‖Y→Y ≤ ‖ exp(hJm)‖Y→Y + ‖DUehJm‖Y→Y‖U‖Y
+ h‖DUb(hJm)‖Ys→Y2M0 + hMb,0M ′0‖DUWm(U)‖Y→Ys
=: 1 + σΨ[2rφ]h
where constants are evaluated with radius R = 4rφ. In (6.36) and (6.37) we have
to replace B(W (U, h)) by G(W (U, h)), and in (6.37) also Mb by Mb,0 and M
′
0 by
2M ′0. 
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