The current study addressed when in the course of stimulus processing, and in what brain areas, activity occurs that supports the interpretation of cues that signal the appropriateness of different and competing behaviors. Twelve subjects completed interleaved no-go--, pro-, and antitrials, whereas 64-channel electroencephalography was recorded. Principle component and distributed source analyses were used to evaluate the spatial distribution and time course of cortical activity supporting cue evaluation and response selection. By 158 ms poststimulus, visual cortex activity was lower for no-go trials than it was for both pro-and antitrials, consistent with an early sensory filter on the no-go cue. Prefrontal cortex (PFC) activity at 158 ms was highest during antitrials, consistent with this brain region's putative involvement in executive control. At 204 ms poststimulus, however, PFC activity was the same for pro-and antitrials, consistent with an ostensible role in response selection. PFC activity at 204 ms also was robustly inversely correlated (r 5 20.75) with visual cortex activity on antitrials, perhaps indicating top-down modulation of early sensory processing that would decrease the probability of an error response. These data highlight how a distributed neural architecture supports the evaluation of stimuli and response choices.
Introduction
The saccadic eye movement control system is ideal for studying the neural correlates of response selection (Merriam et al. 2001; Schall 2001; Fecteau et al. 2004; Nakamura et al. 2004; Everling and DeSouza 2005) as saccades can be precisely measured and variation in task demands are easily manipulated. The neural circuitry supporting saccadic performance is similar for simple and complex saccades (Leigh and Zee 2006) , although additional neural regions are often recruited to support performance when saccades are initiated based on an analysis of contextual cues instead of simple sensorimotor control. Measurements of strength of activity across time in brain regions comprising saccadic circuitry, therefore, provide information about ''where'' and ''when'' decisions are made that will guide subsequent behavior.
The importance of specific cortical regions for saccadic control during both simple and complex cognitive tasks has been highlighted by single unit and lesion studies of nonhuman primates and studies of humans with specific brain lesions (e.g., Funahashi et al. 1993; Pierrot-Deseilligny et al. 2002; Lynch and Tian 2005; Ploner et al. 2005) . Numerous blood flow--based neuroimaging studies of saccade control in normal humans have been largely consistent with the nonhuman primate and human lesion data (for recent reviews, see Hutton and Ettinger 2006; Sweeney et al. 2007 ). Neocortical circuitry common to all voluntary saccades includes the parietal eye field (PEF), frontal eye field (FEF), and supplementary eye field (SEF) and precuneus in superior parietal cortex. Striate and extrastriate cortices are necessarily involved in visual stimulus processing to guide visuomotor responses. Prefrontal cortex (PFC) is involved in more complex tasks when participants learn arbitrary stimulus--response (S--R) pairings to select the correct response, inhibit an unwanted response, and/or remember information relevant for proper task performance over time (Sweeney et al. 1996; Merriam et al. 2001; Miller and Cohen 2001; McDowell et al. 2002; Munoz and Everling 2004; Everling and DeSouza 2005; Ford et al. 2005) .
Assessing strength of activity in cortical regions supporting response selection requires placing participants in situations where they must evaluate a cue and select an appropriate response from a set of alternatives. Understanding how the brain determines the appropriate response during such tasks requires collecting data with high temporal resolution, which facilitates comparison of neural activity functions in different brain regions and helps clarify whether such activity is a cause or a consequence of a particular response. Electroencephalography (EEG) and magnetoencephalography (MEG) allow for direct measurement of distributed neural activity with a high temporal (millisecond) resolution (e.g., Dale and Halgren 2001; Liu et al. 2002; Wang and Kaufman 2003) . Several findings of note can be culled from EEG/MEG investigations of saccade generation and inhibition. There is activity over largely contralateral visual cortex associated with stimulus registration beginning 100--120 ms after stimulus onset (Matthews et al. 2002; Richards 2003; Tzelepi et al. 2004; McDowell et al. 2005; Tendolkar et al. 2005) . When executive control is theoretically required for correct performance, there is neural activity over frontal cortex sensors about 150--200 ms after cue onset (Evdokimidis et al. 1996; Matthews et al. 2002; McDowell et al. 2005) . EEG/MEG studies are also consistent with a preresponse role for involvement of posterior parietal cortex in the response planning required especially for successful antisaccade performance (Matthews et al. 2002; Richards 2003) and for the role of the frontal eye fields in especially prosaccade preparation and generation (Vanni and Uutela 2000; McDowell et al. 2005) .
For a number of reasons, however, there is uncertainty about the time course and spatial locations of neural activities that support response selection in ocular motor tasks (e.g., Merriam et al. 2001; Munoz and Everling 2004; Pouget et al. 2005) . First, study designs have been suboptimal for addressing this specific issue. For instance, no-go--, pro-, and antiparadigms are often used to assess cortical activations associated with response generation and inhibition. Pro-and antitasks both require response generation, and no-go--and antitasks both theoretically require response inhibition. Some studies that relied on these tasks, however, used blocked trial types, which does not allow for evaluation of on line response selection. Even those studies that randomly interleaved trial types tended to include only 2 alternatives (save Wauschkuhn et al. 1998 ) and/or heavily weighted cue probability toward a particular trial type (typically toward trials requiring an overt response). Brain activity differences in such studies could be associated with cognitive phenomena other than response selection, including predetermined response set, expectancy, and/or novelty. Second, few EEG/MEG studies on this topic have used either dense sensor arrays or source estimation algorithms. Such methodological and analytical advancements provide important means for determining the time course and spatial locations of neural activities supporting response selection in ocular motor tasks (e.g., Srinivasan et al. 1996; Picton et al. 2000) .
The goal of the current study was to understand when in the course of stimulus processing, and in what brain areas, differential activities occur that correlate with the ability to properly perform no-go--, pro-, and antitrials. The appropriate, equally probable, response was randomly determined on individual trials, and highly similar stimuli (peripheral cues of the same size and spatial location which differed only in their color, with color indicating task type) were used to initiate all 3 trial types. Sixty-four EEG sensors were used to measure neural activity during performance, and a distributed source estimation algorithm (L2 minimum norm; Ha¨ma¨la¨inen and Ilmoniemi 1984; Wang and Kaufman 2003) was used to estimate cortical regions from which this activity emanated.
The following 3 issues were of particular interest. First, how early and where in neural processing do the trial types differ in strength of neural activity? We predicted that pro-and antitrials would deviate in occipital cortex by 100--150 ms poststimulus (e.g., McDowell et al. 2005) . Differences this early in visual processing are expected given that attention modulates extrastriate cortex activity (Hillyard and Anllo-Vento 1998) and that these 3 trial types differ in extent of attentional demands (antitrials most because of necessary additional processing in relation to the cue for correct responding, and no-go trials least because the peripheral cue is irrelevant for subsequent behavior). Second, does PFC support executive control (i.e., do not look at the cue) on both no-go--and antitrials (Konishi et al. 1998; Liddle et al. 2001; Merriam et al. 2001; Matthews et al. 2002; Ford et al. 2005) ? If so, early PFC activity should not differentiate between no-go--and antitrials. Third, does PFC bias neural activity early in the course of cue evaluation? If so, this would indicate that PFC can affect distant neural activity supporting sensory and perceptual processing in the face of changing situational demands.
Materials and Methods

Participants
Twelve normal right-handed females (age range 18--22 years), drawn from the Psychology Department research pool, participated in the study after providing written informed consent. Participants had normal or corrected-to-normal vision, had no evidence of neurological impairment, were free of psychiatric or substance use disorders (by selfreport), and were given class credit and monetary compensation ($10 US) for their participation. This project was approved by the relevant institutional review board.
Procedure
Subjects were taken to a quiet, darkened room. They were seated in a comfortable armchair, and a wraparound neck pillow was used to reduce head movements during the experiment. For stimulus presentation, a Zenith 1792 flat-panel color monitor was located 67 cm directly in front of a subject's eyes. Subjects were asked to remain still during the course of the experiment so that movement artifacts could be minimized.
Trials (see Fig. 1 ) took an average of 4000 ms and began with a precue period (2000--3000 ms; rectangular distribution) consisting of a central square box (2°on a side), within which was centered a small square (0.5°on a side). Peripheral circles (2°in diameter) were located ±8°f rom the central square, within which smaller circles were centered (each 0.5°in diameter; the small circles provided the desired response location). This means that the response location, regardless of pro-or antitrial, was always visible and was the same for both pro-and antitrial types. This stimulus approach was used to increase the similarity of response locations between pro-and antitrial types and to focus on neural activity associated with response selection separate from the need for participants to calculate spatial coordinates for antiresponses (although they would still need to compute the appropriate coordinate transformation to properly generate the response into the opposite visual field on antitrials). Immediately following the precue period came the cue period (200 ms) during which one of the large circles turned red (4.7 cd/m 2 ), green (4.6 cd/m 2 ), or blue (4.3 cd/m 2 ). A peripheral cue for trial type was used to accentuate the salience of the peripheral target in an effort to stimulate more response errors (although in practice, subjects quickly learned the task and generated too few errors for analysis purposes; see Results). If the cue was red, subjects were to remain fixated on the central square (no-go trial). If the cue was green, subjects were to saccade toward the colored stimulus (protrial). If the cue was blue, subjects were to saccade toward the mirror image of the colored stimulus (antitrial). Presentation side and color were varied randomly. The cue was extinguished contemporaneously with presentation of the response period screen (1000 ms). The response period was followed by the postresponse period (300 ms), during which the small square (no-go trial) or small circle (pro-and antitrials) at the proper eye position was illuminated to reinforce the accuracy component of the task.
To ensure that subjects understood the task, they were given practice consisting of 12 no-go--, 12 pro-, and 12 antitrials using the stimulus procedures described above. Upon completion of the practice, subjects were presented with interleaved 300 no-go--, 300 pro-, and 300 antitrials. In each condition, 150 cues were presented in each visual Figure 1 . An example trial that includes the time course of each trial segment. Each trial starts with a precue period screen (the degree of visual angle markers and labels are not visible to the subject during task presentation). A cue period follows during which either the larger left or right circle will be filled with 1 of 3 colors (red indicates a no-go trial, green indicates a protrial, and blue indicates an antitrial). The response period is followed by illumination of the small central stimulus at the correct eye location given the cue (in this case, central fixation for a no-go trial).
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Electrophysiological Recording and Screening EEG data were collected using a 64-channel SA Instrumentation (San Diego, CA) Isometric Bioelectric amplifier system and a low-profile EasyCap (Falk Minnow Services, Herrsching-Breitbrunn, Germany) with evenly spaced sensor locations using a forehead ground. Impedances were kept below 10 kohms. EEG data were referenced to Cz, sampled at 1000 Hz, and analog bandpass filtered from 0.1 to 200 Hz. Eye movements were detected using sensors at the outer canthi of the 2 eyes (horizontal electro-oculography) and above and below the eyes (vertical EOG). Following task presentation, 3-dimensional (3D) sensor and fiducial locations (nasion and left and right preauricular points) were localized using a Polhemus Fastrak 3D digitization wand (Polhemus Inc., Colchester, VT) for later registration of the sensor locations with respect to the brain by matching the digitized fiducial locations to the corresponding locations on the head.
Data were digitally filtered (using Matlab, Release 12, the Mathworks, Inc., Natick, MA) from 0.5 to 50 Hz with a third-order Butterworth filter. Bad channels were identified by visual inspection (no more than 4 for any subject), and their voltage values were set to zero. Trials with EEG activity greater than 100 lV were automatically eliminated. The remaining trials were visually inspected, and those with blinks and movement artifacts were eliminated. Useable pro-and antitrials were then scored for saccade direction and latency . Stimulus-locked averages for correct trials were generated for no-go--, pro-, and anticonditions by cue direction (left or right). Individual subject averages for each condition and cue direction were then read into EEG analysis software (BESA Version 5.1, MEGIS Software, Gra¨felfing, Germany). To preserve the maximum channel information for all subjects, bad channels were interpolated using BESA's spherical spline interpolation method. The data were then transformed to a common reference.
Principle Component Analysis
Tasks requiring complex cognitive operations result in multiple sources of distinct neural activities that may overlap in time. The averaged eventrelated potential (ERP) signal recorded at the scalp at any one sensor and at any single time point, therefore, may contain activity from multiple neural generators (Dien et al. 2005) . A common method for addressing this issue is to use statistical procedures that capture specific ERP components with more distinct neural source configurations (e.g., Carretie´et al. 2004) . For the present case, spatial principle component analysis (PCA) was calculated (PCA Toolbox, V1.09; Dien et al. 2003) . PCA identifies the percentage of variance accounted for by linear combinations of sensors (factors) with distinct spatial distributions but variable time courses (see, e.g., Spencer et al. 2001) . The percentage of variance accounted for provides a basis by which meaningful components may be distinguished from more negligible ones.
PCA analysis was performed separately for left and right visual field cues largely following the recommendations of Dien et al. (2005) . The primary interest here was the identification of between-trial type differences in brain activities associated with stimulus registration and response selection, so brain activity time locked to response generation was not considered here. The first 300 ms after the initiation of the color cue were analyzed (as this was the time before generation of the earliest saccades at 300 ms after cue onset in this response selection task). In sum, the data matrix consisted of 65 sensors by 300 time points by 3 conditions by 12 subjects (65 sensors 3 10 800 total observations). Calculating the PCA using all conditions simultaneously may reduce sensitivity for subtle differences but will accentuate the identification of primary differences in activity that are commonly observed between conditions (which was the major focus here). The PCA solution was rotated to simple structure using the Varimax rotation (with Kaiser normalization). For both the left and right visual field cues, 4 spatial factors accounted for more than 90% of the total variance, with no additional factors accounting for more than 2.5% of the total variance. The first 4 factors, therefore, were used in subsequent analyses.
Global Field Power of Factor Scores
After transforming the data from factor scores back to microvolts (see, e.g., Spencer et al. 2001) , the global field power (standard deviation [SD] of microvolts across sensors at each time point) was calculated for each subject for each condition and for each factor. Global field power is a measure of variation of signal at each point in time such that high values correspond to greater signal strength. The time courses of the global field power plots (whose peaks were within a few milliseconds for the left and right visual field cues for each factor), therefore, reveal the time of maximal activity for each spatial factor (see Fig. 2 ). These time courses were then used to order the data analysis sequence. Only peaks in the global field power plots that were greater in magnitude than 3 times baseline activity (average of activity during the 100 ms before cue presentation) for every subject were considered to identify significant activations. Times of maximal activity for each factor were calculated from the onset of the cue. Factor 4 had the earliest postcue peak (158 ms), followed by Factor 1 (178 ms), Factor 2 (204 ms), a repetition of Factors 1 and 4 (250 ms), and finally Factor 3 (294 ms). 
Distributed Source Analyses
The spatial distribution of ERP voltage for the 4 factors as a function of cue direction was then estimated using distributed source analysis. Locations of sources in the brain cannot be directly inferred from the spatial distribution of ERPs, and activity at any individual sensor does not unambiguously clarify from what region of the brain that activity emanated. Algorithms are available, however, that allow for neural sources to be estimated from the distribution of ERP signals recorded from multiple sensors on the scalp (see Hauk et al. 1999) . Source analyses in the present manuscript used the L2 minimum norm approach to solving this computation problem (Ha¨ma¨la¨inen and Ilmoniemi 1984; Wang and Kaufman 2003) .
Cortical sources were estimated for each of the 4 spatial factors as a function of condition and cue direction following surface Laplacian transformation (Babiloni et al. 2000) . The Laplacian transformation attenuates deep, nonfocal sources that are a cause of diffuse noise when examining cortical activity and accentuates the cortical sources best measured by surface ERP recordings (Nunez and Srinivasan 2006) , leading to more focal solutions in source estimation algorithms (for an example of a similar approach, see also Moores et al. 2003) . L2 minimum norm solutions (Ha¨ma¨la¨inen and Ilmoniemi 1984) were calculated using BESA 5.1. For the minimum norm approach, the source configuration is fixed a priori (fixed source locations are specified on the surface from which ERP signals emanated; e.g., the cerebral cortex). Given the measured data, dipolar strength is estimated for each source at each time point. In BESA 5.1, 713 locations are evenly distributed on the surface of a smoothed standard cortical surface. For each subject and each factor, the minimum norm solutions for the first 300 ms across all sources were transformed to standard scores (mean 0 and unit variance).
Quantification of Brain Activations
For all factors, there were distinct regions of source activity that could be identified via visual inspection. These regions were consistent with those identified and described in previous functional magnetic resonance imaging (fMRI; Sweeney et al. 2007) and EEG/MEG studies . Labels for these regions were based on knowledge of the functional anatomy of ocular motor control (Leigh and Zee 2006) and/or the general spatial location of the region (see, e.g., McDowell et al. 2005; Sweeney et al. 2007 ). The source location with the largest standard score value within a region of interest, averaged over all conditions, defined the ''center of mass'' for that region. Source locations that were immediately adjacent to this center of mass were added to a region definition if their averaged standardized values were at least 75% that of the center of mass standard score value and had a standard score value of at least 2.0. Source locations that were immediately adjacent to the new sources were tested in the same way until source locations no longer entered the definition. Thus, the number of adjacent sources used to quantify regions of interest ranged from a low of 7 for the right frontal eye field region seen in Factor 1 (at 178 ms) to a high of 39 for the temporo--parietal junction region seen in Factor 3 (at 294 ms). For each subject, condition, and cue direction, strength of activation for each region of interest was quantified by averaging over all sources that defined that region. These values were then used in subsequent statistical analyses.
Results
Behavioral Results
No differences were found in response accuracy across cue types. Participants remained fixed at the central location 94% of the time on no-go trials, generated a saccade toward the cue 91% of the time on protrials, and generated a saccade to the mirror image location of the cue without first making a proerror 91% of the time on antitrials. Given the high proportion of correct behavior for all conditions, only correct trials were used in data analyses. Latencies of responses for correct protrial (M = 363.0 ms, SD = 23.3) and antitrial (M = 369.7 ms, SD = 25.8) did not differ significantly, which is consistent with other studies that used similar response selection tasks (e.g., Wauschkuhn et al. 1998 ). Figures 3 and 4 provide the topographic maps (voltages and surface Laplacians) and source analyses (minimum norm results plotted on an averaged cortical surface), respectively, for the 4 spatial factors. The source analysis results for the spatial factors will be presented in relation to their temporal order of occurrence. Repeated measures analyses of variance (ANOVAs) with Huynh--Feldt adjusted degrees of freedom were used to test for differences in neural activity by region of interest between conditions and visual field of cue presentation. For regions of interest with bilateral activations (middle occipital gyrus, occipito--parietal junction, and frontal eye fields), the ANOVA also included a level capturing whether the activity was contra-or ipsilateral to the visual field of cue presentation. Table  1 lists the anatomical regions of interest and the standardized means (SDs) of activity in those regions as a function of condition.
Electrophysiological Data
Factor 4 (158 ms) For this factor, there were 2 identifiable regions of interest: bilateral middle occipital gyrus and right PFC. For middle occipital gyrus, there was a significant main effect of condition, F 2,22 = 20.1, P < 0.001, and e = 0.917. Pro-and anticonditions, which did not differ significantly, had higher middle occipital gyrus activity than the no-go condition. There was also a significant main effect of hemisphere, F 1,11 = 37.2 and P < 0.001, with contralateral being higher than ipsilateral middle occipital gyrus activity (relative to visual field of cue presentation). The condition by hemisphere interaction was also significant, F 2,22 = 29.9, P < 0.001, and e = 1.00. Analysis of simple main effects revealed that in ipsilateral middle occipital gyrus, both the pro-and anticonditions, which did not differ significantly (P > 0.05), had higher activity than the no-go condition (P values < 0.05). In contralateral middle occipital gyrus, all 3 conditions differed on strength of neural activity (anti > pro > no go).
For right PFC, there was a significant main effect of condition, F 2,22 = 6.2, P = 0.022, and e = 0.616. Post hoc comparisons demonstrated that the anticondition had higher activity than both the pro-and no-go conditions (P values < 0.05). The proand no-go conditions did not differ significantly on PFC activity at 158 ms following cue onset (P values > 0.05).
Factor 1 (178 ms) For this factor, there were 2 regions of interest: bilateral medial inferior parietal lobe and bilateral frontal eye fields. For medial inferior parietal lobe, there was a significant main effect of condition, F 2,22 = 20.4, P < 0.001, and e = 0.705, with the proand anticonditions, which did not differ significantly (P > 0.05), having higher activity than the no-go condition (P values < 0.05). There was also a significant main effect of hemisphere, F 1,11 = 14.5 and P = 0.003, with contralateral being higher than ipsilateral medial inferior parietal lobe activity (relative to visual field of cue presentation). The condition by hemisphere interaction was also significant, F 2,22 = 8.8, P = 0.003, and e = 0.862. Post hoc analyses revealed that the 2-way interactions comparing antiactivity to separate no-go--and proactivities in medial inferior parietal lobe were both significant, F 1,11 values > 9.4 and P values < 0.011. The 2-way interaction comparing no-go--and proactivities, however, was not significant, F 1,11 = 0.7 and P > 0.05. This pattern indicated that medial inferior parietal lobe showed a similar hemisphere effect for both no-go--and Cerebral Cortex November 2007, V 17 N 11 2637 protrials (contralateral activity greater than ipsilateral activity, P < 0.05), but this same pattern was not observed for antitrials (contralateral activity not different from ipsilateral activity).
For frontal eye fields, there was a significant main effect of condition, F 2,22 = 11.1, P < 0.003, and e = 0.668, with the anticondition having higher activity than both the no-go--and proconditions (P values < 0.05), which did not differ significantly (P > 0.05). There was also a significant main effect of hemisphere, F 1,11 = 14.5 and P = 0.003, with contralateral being higher than ipsilateral frontal eye field activity (relative to visual field of cue presentation). The condition by hemisphere interaction was also significant, F 2,22 = 14.4, P < 0.001, and e = 1.0. Post hoc analyses revealed that the 3 conditions did not differ significantly on ipsilateral frontal eye field activity (P values > 0.05) and that the anticondition had higher contralateral frontal eye field activity than both the no-go--and proconditions (P values < 0.05), which did not differ significantly (P > 0.05).
Factor 2 (204 ms) For this factor, there were 3 regions of interest: bilateral lateral middle occipital gyrus, superior parietal lobe, and right PFC. For middle occipital gyrus, there was a significant main effect of condition, F 2,22 = 33.1, P < 0.001, and e = 0.965, with the proand anticonditions, which did not differ significantly (P > 0.05), having higher activity than the no-go condition (P values < 0.05). There was also a significant main effect of hemisphere, F 1,11 = 298.7 and P < 0.001, with contralateral being higher than ipsilateral middle occipital gyrus activity (relative to visual field of cue presentation). The condition by hemisphere interaction was also significant, F 2,22 = 29.9, P = 0.003, and e = 1.0. Post hoc analyses revealed that the groups did not differ significantly on ipsilateral middle occipital gyrus activity (P values > 0.05), so the main effect of condition was primarily a function of the contralateral activity.
For superior parietal lobe, there was a significant main effect of condition, F 2,22 = 4.9, P = 0.017, and e = 0.923. Post hoc comparisons revealed that the anticondition had higher superior parietal lobe activity than both the no-go--and proconditions (P values < 0.05), which did not differ significantly (P > 0.05). For right PFC, there was also a significant main effect of condition, F 2,22 = 21.9, P < 0.01, and e = 0.657. Post hoc comparisons demonstrated that the anti-and proconditions, which did not differ significantly (P > 0.05), had higher right PFC activity than the no-go condition (P values < 0.05). Factor 3 (296 ms) For this factor there were 2 regions of interest: right lateral temporo--parietal junction and supplementary eye field. For temporo--parietal junction activity, there was a significant main effect of condition, F 2,22 = 7.3, P = 0.004, and e = 0.004. Post hoc comparisons revealed that the no-go--and anticonditions, which did not differ significantly (P > 0.05), both had higher temporo--parietal junction activity than the procondition (P values < 0.05). There were no significant effects on supplementary eye field activity, suggesting consistent increases in activity this brain region across all 3-task conditions.
Correlations between Regions of Interest on Neural Activity
In a preliminary exploration of the relationship between brain regions on strength of neural activity, correlations were calculated within specific time points (158, 178, 204, and 250 ms) between variables that showed significant condition effects in the above analyses. Bootstrapped confidence intervals (CIs) were used to determine whether a specific correlation was statistically significant and whether the strength of that correlation differed as a function of condition. First, 12 observations were selected, sampling with replacement, from the original 12 subjects. A Pearson correlation was then calculated between the relevant variable pairs, separately for each condition (no-go, pro, and anti), using this randomly generated sample of 12 observations. This procedure was repeated 2000 times. The median of these 2000 correlations within a condition was used to estimate the population correlation coefficient, and the 95% CI for this correlation was estimated from the distribution of these values.
Only 2 relationships had a 95% CI that did not include zero (Fig. 5) . First, there was an inverse relationship for the anticondition between contralateral middle occipital gyrus and right PFC activities at 204 ms postcue (median r = -0.75; 95% CI = -0.91 to -0.34) such that higher PFC activity was associated with lower activity in middle occipital gyrus. This correlation significantly differed from the same no-go condition (median r = +0.32; 95% CI = -0.30 to +0.69) and procondition (median r = -0.21; 95% CI = -0.73 to +0.33) correlations, both of which did not differ significantly from either zero or each other. Second, there was a relationship for the anticondition between contralateral medial inferior parietal cortex and right PFC activities at 250 ms postcue (median r = +0.86; 95% CI = +0.13 to +0.95), such that higher medial inferior parietal cortex activity was associated with higher right PFC activity. This relationship differed significantly from the same procorrelation (median r = -0.12; 95% CI = -0.58 to +0.48) but not from the same no-go condition correlation (median r = +0.43; 95% CI = -0.06 to +0.81). The no-go--and procondition correlations did not differ significantly from either zero or each other.
Discussion
The present study investigated where and when brain activity differences occurred that differed as a function of cue evaluation and response selection during the performance of interleaved no-go--, pro-, and antitasks. In general, activity patterns in posterior brain regions showed more similarity in preparation for performing pro-and antitrials, with no-go trials associated with decreased activity from very early in stimulus evaluation. Differences between pro-and antitrials on activity in posterior brain regions may provide important information about where and when neural processing supports the response requirements of these different behaviors. Frontal brain regions, however, tended to show relatively greater activity associated with antitrials. Moreover, PFC and middle occipital gyrus activities were related only during antitrials, suggesting the presence of top-down and/or bottom-up control mechanisms that helped support performance of the correct antibehavior. Specific issues concerning the nature of the distributed neural circuitry supporting task performance are discussed below.
Early Between-Task Differences in Neural Activity
The first specific issue of interest was that early differences were expected between trial types in visual cortex. The data showed that the decision about whether movement was required on a trial occurred by 158 ms postcue, and neural activity associated with this decision was present at least 40 ms earlier (see the temporal course of activity for Factor 4 in Fig. 2 ). At this point in stimulus processing, middle occipital gyrus activity for no-go trials was significantly less than for both pro-and antitrials. This finding is consistent with the thesis that subjects' initial node in the decision tree was dichotomous: do not move versus prepare to move.
PFC and Response Inhibition during No-go--and Antitasks
The second specific issue of interest was whether PFC supported executive control processes (i.e., do not look at the cue) necessary for correct no-go--and antiperformances (Konishi et al. 1998; Liddle et al. 2001; Merriam et al. 2001; Matthews et al. 2002; Ford et al. 2005 ). Early right PFC activity (at 158 ms poststimulus) had a specific relationship to antiperformance: it was larger in response to anticues as opposed to no-go--and procues. Activation of PFC on this time scale is consistent with nonhuman primate (Hasegawa et al. 2000) and other EEG (Foxe and Simpson 2002) studies. The timing and cue-related pattern of this PFC response is concordant with it mediating executive control processes necessary for correct performance on antitrials (Munoz and Everling 2004) .
The results showing increased PFC activity during correct antitrials but not on no-go trials are inconsistent with the thesis that the no-go cues elicited a trial-by-trial (phasic) inhibitory (stop) signal in PFC. Indeed, in the present task, the only similarity between no-go--and antitrial activities was at 296 ms after cue onset in temporo--parietal junction, part of the right hemisphere attention system devoted to sensory processing of relevant and novel information (Corbetta and Shulman 2002) . No-go--and antitrials, which have more atypical behavioral Figure 5 . Relationships between right PFC activity and contralateral middle occipital gyrus (MOG) activity 204 ms after cue presentation (upper plot) and between right PFC and contralateral medial inferior parietal cortex (IPC) activity 250 ms after cue presentation (lower plot). Data for the individual conditions are indicated by color coding (red for no-go condition, green for procondition, and blue for anticondition). The best fitting linear regression line is also display for each condition using the same colorcoding scheme.
requirements than do protrials, may be expected to require greater voluntary attentional control. Consistent with this explanation, temporo--parietal junction activity was similarly high during correct no-go--and antitrials. The finding that no-go cues did not elicit substantial cuerelated PFC activity may indicate that inhibition-related signals are not necessary for proper performance of no-go tasks. There are at least 2 matters to consider before drawing such a conclusion. In the first place, most studies of no-go--related brain activity heavily weight trial probabilities toward those that necessitate generation of an overt response, but in the present study, we used equally probably no-go--, pro-, and anticues. Although the former paradigms could lead to brain activity differences that are associated with cognitive phenomena other than cue evaluation and response selection (which were the phenomena of interest here), they may provide the most effective means for eliciting no-go--related inhibitory activities.
In the second place, the reduced middle occipital gyrus activity by 158 ms for no-go cues compared with pro-and anticues is consistent with an early sensory filter on the no-go cue. It is likely that this early sensory filter was imposed on a ''controlled'' brain region (middle occipital gyrus in the present case) by a ''controlling'' region (perhaps PFC; e.g., Miller and Cohen 2001; see also, Trappenberg et al. 2001; Moore and Armstrong 2003) . If so, it is likely that this early sensory filter (if the cue color is red, no further action is required), imposed by PFC, would be instituted on the time scale of the task (not time locked to stimulus presentation) rather than on the time course of individual trials (and time locked to stimulus presentation). Activity not time locked to stimulus presentation would be undetected with EEG/MEG in studies like the present one but could be readily observed in fMRI and PET studies. EEG/MEG, however, would detect stimulus-locked activity differences that could be a consequence of a tonic filtering operation (i.e., lower early middle occipital gyrus activity in relation to the no-go cue).
This thesis is speculative, but having such filtering operations, imposed by PFC but computed in sensory cortex, would confer a number of functional advantages, including reducing risk of an error if the attenuation signal did not reach sensory cortex promptly and freeing PFC to perform other operations for which it is well suited (see below). An early filtering operation, computed in sensory cortex even though initiated by PFC, would greatly reduce the risk of saccade generation to the peripheral no-go cue, trials on which neither additional computational effort nor cognitive operations were required. Upon detection of the pro-and anticues, however, additional executive control activity would be needed because, unlike on no-go trials, subjects still need to invest attentional resources in the peripheral location to successfully complete the computations necessary for proper behavioral performance.
PFC and Modulation of Visual Cortex Activity
The third specific issue was whether there was evidence that PFC provides an early bias signal on stimulus processing in visual cortex. Of relevance, after the initial antispecific increase in right PFC activity at 158 ms, there was a later increase in right PFC activity that peaked at 204 ms postcue. Between-conditions analyses indicated that this activity was of equally high magnitude in relation to both pro-and anticues. PFC is known to be involved in integrating perception and action planning (Fuster 1997) by, for instance, using learned rules to guide behavior in the appropriate situation (for a review, see Bunge 2004 ). In the present task, participants' initial decision seemed to be whether no movement was required on a particular trial (thus, the strongly attenuated extrastriate cortex activity to no-go cues at the beginning of cue evaluation). Past this initial decision, participants needed to select and initiate the appropriate response. One possibility is that this later PFC activity was associated with response selection: move toward versus move opposite the peripheral cue. Indeed, in the present task, there were no significant differences between pro-and antiresponse times (see also Wauschkuhn et al. 1998 ), a finding consistent with the possibility that the movement direction decision was made on the same time scale during both trial types.
Although this PFC activity at 204 ms was equal in magnitude for pro-and antitrials, its pattern of intracondition correlations with extrastriate cortex activity suggested a direct involvement with response inhibition on antitrials. At this time, there was a robust inverse relationship (r = -0.75) between right PFC and contralateral middle occipital gyrus activities only during antitrials. This effect suggests that PFC at this time was serving multiple functions. Although it may have been involved in response selection, it also appears that PFC was simultaneously modulating middle occipital gyrus activity, perhaps to suppress buildup of neuronal firing in relation to the peripheral cue that would otherwise bias output of sensorimotor systems to the generation of an unwanted response (Munoz and Everling 2004) . Given the increased processing resources that such dual functions may have required, it is not surprising that superior parietal lobe activity was accentuated specifically in response to anticues at this same time (cf. Simon et al. 2002) .
There was also a strong and statistically significant positive correlation (r = +0.86) between right PFC and contralateral medial inferior parietal cortex activity at 250 ms postcue. The same relationship did not differ from zero during no-go--and protrials, although the no-go correlation (r = +0.43) and anticorrelation did not differ significantly. The current task manipulations do not allow for an unambiguous interpretation of this relationship, but it may reveal a bottom-up influence of reentrant parietal cortex activity. If, for instance, attention-related inferior parietal cortex activity reached a level that was dangerously close to a response generation threshold (on the possible relationship between attention-related and saccadegenerating structures, see Corbetta 1998) , an inhibitory input, perhaps directly from PFC to superior colliculus, may be needed to decrease the probability of this unwanted occurrence. The PFC-inferior parietal cortex correlations suggest that such a mechanism may have been operative during both anti-, and, to a lesser extent, no-go trials.
S--R Mapping during Antiperformance
Early medial inferior parietal cortex activity (peaking at 178 ms, but starting at least 40 ms earlier; see Factor 1 in Fig. 2 ) had a unique role in antiperformance. In this study, brain regions with bilateral activations (middle occipital gyrus, medial inferior parietal cortex, and frontal eye fields) showed stronger responses contralateral to the visual field of cue presentation. Medial inferior parietal cortex activity was largely contralateral to cue location during no-go--and protrials, but during antitrials contra-and ipsilateral activities did not differ significantly. This finding suggests that parietal cortex activity contralateral to the Cerebral Cortex November 2007, V 17 N 11 2641 response direction (but ipsilateral to the cue location) was specifically involved in correct antiperformance. Activation in the vicinity of this same inferior parietal cortex region was also identified in a previous MEG/EEG study . The neural activity patterns across both studies are consistent with this medial inferior parietal cortex region being involved in the S--R mapping (or spatial remapping) process necessary for correct antiperformance (Zhang and Barash 2000; Merriam et al. 2003) .
Conclusion
The present data provide insights into how a distributed neural architecture supports the ability to manage cue evaluation and response selection and highlight the key role played by PFC in supporting such processes in the face of varying situational demands (Miller and Cohen 2001) . This study also highlights issues that should be addressed in subsequent investigations. First, pro-and antitrials did not differ on response times in our paradigm (see also Olk and Kingstone 2003) , even though prosaccades are typically generated more promptly than are antisaccades when visually guided saccades are made reflexively rather than based on cue evaluation. Nevertheless, there were a number of brain activity differences consistent with expectations when comparing pro-and antitrial types (i.e., antispecific increases in early PFC activity, antispecific PFC-extrastriate cortex brain activity relationships, and evidence for a spatial remapping process in parietal cortex during antitrials). Second, brain activity differences of importance for this investigation cannot be assessed using a single imaging modality or research design. A comprehensive picture of how the brain supports response selection may require multimodal neuroimaging studies (fMRI and MEG/EEG data on the same subjects) and/or translational research involving collection of multimodal neuroimaging data on humans and single-unit data on nonhuman primates who performed the same tasks.
Notes
