Isothermal titration calorimetry (ITC) is the only technique able to determine both the enthalpy 18 and entropy of noncovalent association in a single experiment. The standard data analysis method based 19 on nonlinear regression, however, provides unrealistically small uncertainty estimates due to its neglect 20 of dominant sources of error. Here, we present a Bayesian framework for sampling from the posterior 21 distribution of all thermodynamic parameters and other quantities of interest from one or more ITC 22 experiments, allowing uncertainties and correlations to be quantitatively assessed. For a series of ITC 23 measurements on metal:chelator and protein:ligand systems, the Bayesian approach yields uncertainties 24 which represent the variability from experiment to experiment more accurately than the standard data 25 analysis. In some datasets, the median enthalpy of binding is shifted by as much as 1.5 kcal/mol. A Python 26 implementation suitable for analysis of data generated by MicroCal instruments (and adaptable to other 27 calorimeters) is freely available online. 28 29 33 be used to study more complex processes such as competitive binding [15, 36], binding cooperativity [2], 34 and binding events coupled to changes in the protonation state [6, 28] or tautomeric state [11] of one or 35 more components. Provided reaction rates are slower than cell mixing times, ITC can even be used to study 36 the kinetics of association [23]. 37 Here, we focus on the thermodynamics of simple two-component association (one-to-one binding). A 38 unique and powerful property of ITC is that it can not only determine the free energy of binding (Δ ), but 39 1 of 21 Bayesian ITC also decompose it into enthalpy (Δ ) and entropy (Δ ) without having to resort to multiple experiments 40 at different temperatures to determine these quantities via the van 't Hoff equation. This decomposition 41 has been used to draw conclusions into, for example, how entropy is related to antibody flexibility [35] 42 and ordering of disordered loops [4] during antibody affinity maturation. It has also been used to suggest 43 that iterative improvements in generations of drugs result in their interactions being increasingly driven by 44 enthalpy [14]. Furthermore, it has been used to suggest how force fields might be improved [9]. 45 It is possible to perform enthalpy-entropy decomposition with ITC because the instrument not only 46 detects a binding process, but can determine the heat of binding. The raw data from an ITC instrument is the 47 differential power required to maintain a reference cell at the same temperature as the titrand in a sample 48 cell (usually a macromolecule dissolved in buffer) as a titrant (usually a small molecule ligand) is injected into 49 it. The experimental data  can be summarized as the measured heats of injection,  ≡ { 1 , 2 , … , } ob-50 tained by integrating the differential power over the duration of each injection. Thermodynamic parameters 51 are then determined by fitting binding heat models (expressions for the heat in terms of unknown thermo-52 dynamic and experimental parameters) to the integrated heat [38]. The standard protocol for parameter 53 estimation, implemented in the Origin software package [17] distributed with the popular MicroCal VP-ITC 54 instrument [18], uses a nonlinear least squares fit to estimate the association constant , enthalpy Δ , and 55 stoichiometry (number of binding sites per mole of receptor), along with their estimated uncertainties. 56 Unfortunately, this established procedure for analyzing ITC data does not accurately determine uncer-57 tainties for enthalpy-entropy decomposition because it fails to account for all relevant sources of error. In a 58 large-scale interlaboratory study (ABRF-MIRG'02) of a model protein : small molecule binding reaction -the 59 binding of carboxybenzenesulfonamide (CBS) to bovine carbonic anhydrase II (CAII) -the variation among 60 the reported ITC binding constant and enthalpy from 14 participants was more than an order of magnitude 61 larger (and up to three orders of magnitude larger) than standard errors reported by the individual least 62 squares analyses [21]. 63 Spectrophotometric results suggested that titrant concentration errors were likely a major cause of this 64 unexpectedly large variation. The standard analysis method accounts for error in the titrand concentration 65 131 Experimental 132 Titration of Mg(II) into EDTA 133
Introduction
Isothermal titration calorimetry (ITC) is a widely used biophysical technique for measuring the binding affinity 31 between small molecules and biological macromolecules (such as proteins and RNA [8, 15, 26, 27] ), as well 32 as between proteins [37] . In addition to simple two-component (one-to-one) binding processes, ITC may also by treating the stoichiometry as a free parameter that can take any real and positive value. On the 66 other hand, the titrant concentration, likely an important source of discrepancies among laboratories [34] , 67 is often treated as exactly known. While precise titrant concentrations are systematically achievable [1] , 68 strong evidence suggests that large (10-20%) errors in titrant concentration are widespread even amongst 69 laboratories skilled in biomolecular calorimetry [21] . It is possible to explicitly treat titrant concentration 70 error in nonlinear least squares fitting [1] , but this is not typically performed. 71 In addition to concentration error, another important source of error that is frequently neglected is 72 the so-called first injection anomaly, in which the heat of injection from the first injection is smaller than 73 expected. The anomaly often emerges due to backlash in the motorized screw mechanism used to drive 74 the syringe plunger [20] ; if the last operation of the plunger prior to the first injection is upwards, then less 75 titrant will be injected via a subsequent downward movement of the plunger. This issue may be overcome 76 by executing a short downward movement of the plunger prior to insertion into the sample cell. Another 77 contributing factor to the first injection anomaly is leakage of titrant out of the syringe during instrument 78 equilibration. Because the initial injection generally carries the largest magnitude of heat per mole of titrant 79 injected, the first injection anomaly (or the inability to account for it) can lead to significant errors in reported 80 measurements. 81 Here we introduce a new data analysis protocol that accounts for these sources of error and, as we 82 shall show, more accurately estimates the uncertainty in derived thermodynamic parameters -especially 83 entropy and enthalpy. The approach is modular; additional sources of uncertainty or variability can be 84 modeled through simple extensions of the model. Importantly, this analysis procedure also allows the joint 85 uncertainties in entropy and enthalpy to be resolved, an essential requirement to evaluating hypotheses 86 regarding entropy-enthalpy compensation. Our approach is based on Bayesian statistics, which uses the 87 posterior probability distribution, 88 ( |) ∝ (| ) ( ).
where (| ) is the likelihood, a conditional probability of observing data  (in our case, the injection heats 89 { 1 , … , }) given unknown thermodynamic parameters . ( ) is the prior probability, a function describing 90 foreknowledge of the parameters before conditioning this distribution on the observed data  from this 91 experiment. 92 A Bayesian analysis has several significant potential advantages over the standard analysis protocol, 93 including: 94 1. Multimodal posteriors: Bayesian analysis makes no assumptions about the shape of the posterior. 95 Therefore, it can treat multimodal posteriors in which two or more distinct sets of parameters describe 96 the data. On the other hand, the standard analysis assumes a multivariate Gaussian, which is based 97 on a single mode. 98 2. Nonlinear parameter correlation: It is feasible to determine whether parameters are correlated, 99 even if correlations are nonlinear. 100 3. Modularity: Additional sources of uncertainty can be incorporated in a modular fashion simply by 101 adding more random variables (nuisance parameters) with associated priors. were conducted at 298.1 K, and the reference power was fixed at 5 cal/s. 158 The baseline was corrected and injection heats integrated using NITPIC [12] .
159
Titration of phosphonamidate-type inhibitors into thermolysin 160 To demonstrate our approach on protein:ligand systems, we also analyzed titrations of phosphonamidate- laboratories. Dataset 2 was generated by an instrument called the CSC 4200 ITC (see Table 2 in [21]) for 197 which we could not find the user's manual to obtain information such as the cell volume. Therefore, we 198 excluded this dataset. We also excluded dataset 4 because we were not able to reliably digitize the large 199 number of injections. For other datasets, the experimental design parameters were taken from Table 2 200 of the study, while the reported thermodynamic parameters and standard errors were taken from Table   201 3 [21] . In the ABRF-MIRG'02 study [21] , most experiments obtained standard errors were using a nonlinear 202 least squares fit. The exceptions were datasets 10 and 14, in which the standard deviation was obtained by 203 repeating the same experiment 3 and 5 times, respectively. In these datasets, it was not clearly specified 204 whether the entire experiment or just the titration was repeated in each replicate.
205
Frequentist confidence intervals 206 Origin software was used to perform nonlinear least squares fit of the heat data to obtain the binding 207 constant , enthalpy Δ , and the stoichiometry number , and their corresponding standard errors. 208 Each parameter was assumed to be normally distributed and the standard error was used as a standard Our Bayesian model is constructed to infer the unknown true parameters, The data  ≡ { 1 , 2 , … , } consists of the observed heats per injection determined by integrating the 223 differential power over the injection time. The corresponding data likelihood function was based on the 224 assumption that, because the observed injection heat is the sum of many power measurements, the 225 measurement error added to the true (unknown) heat * will be normally distributed due to the central limit 226 theorem, 227 ∼  ( * ( ), 2 ).
(3)
The total data likelihood for  ≡ { 1 , 2 , … , } is therefore given by
The 
where = min{ 1 , 2 , … , }, = max{ 1 , 2 , … , } and Δ = − , usually reported in units of cal. 236 We used three different sets of priors for the true concentrations of titrant in the syringe, [ ] , and 237 receptor in the cell, [ ] 0 (Table 1) an orthogonal method to quantify titrant concentration or carefully tracks the uncertainty during preparation 245 steps, as described in Boyce et al. [1] , this more precise concentration uncertainty could be used instead. 246 Alternatively The Kullback-Leibler divergence quantifies differences between thermodynamic parame-310 ter distributions obtained from Bayesian and nonlinear least-squares approaches 311 To compare posterior marginal distributions, we computed the Kullback-Leibler divergence (KL-divergence), 312 between the posterior marginal densities in the two most important thermodynamic quantities of interest, 
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326
MCMC sampling leads to precise estimates of Bayesian credible intervals 327 Our MCMC sampling protocol appears to yield precise estimates of 95% BCIs (Figure 2 and Figures S1 to S4 Given that the correlations appear to be linear, they can be succinctly summarized via the correlation 348 coefficient. The estimated correlation matrix shown in other variations in the analysis procedure may lead to different estimates of Δ and Δ . We compare 362 different analysis methods by considering how the median (which is less sensitive to outliers than the mean) 363 of each quantity within a dataset. For all datasets, the median estimate of Δ is largely consistent across the 364 different analysis methods. In contrast, with the thermolysin datasets, Δ estimates are consistent between 365 all models except for the General model, which differ by as much as 1.5 kcal/mol (Table 3) . 366 The consistency between all models except for the General model indicates that the major reason for 367 discrepancy is the prior on the receptor concentration. In all but the General model, the titrand concentration S9 S10 S11 ligand 3:thermolysin S12 S13 S14 CBS:CAII S15 S16 S5 , S8, S11, S14, and S16 in the Supplementary Material). 393 One complication with assessing confidence interval estimates is that we do not know the "true" value. 394 Because we do not know the "true" value, we used the median value from repeated experiments as an 395 approximation. The mean value is also a suitable choice, but the median is less sensitive to outliers. S8, S11, S14, and S16 in the Supplementary Material). The size of these intervals appear to be significantly 401 underestimated in all of our systems. 402 Bayesian approach Nonlinear least squares In this study we have applied Bayesian statistics to analyze ITC data for the first time. 
where Δ is the enthalpy change associated with binding, [ ] is the complex equilibrium concentration 553 after injection , 0 is the cell volume, and is the dilution factor after an injection with volume , defined as 554 = 1 − ( ∕ 0 ).
In what follows, we will express the complex equilibrium concentration after injection , [ ] , in terms of 555 , the cell volume 0 , the initial concentration of the receptor [ ] 0 , and syringe concentration of the ligand 556 [ ] .
557
The total quantity (number of moles) of receptor and ligand in the cell after injection is given by 
where cum, is the cumulative dilution factor given by 
