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Abstract
A multiple-relaxation-time discrete Boltzmann model (DBM) is proposed for multicomponent
mixtures, where compressible, hydrodynamic, and thermodynamic nonequilibrium effects are taken
into account. It allows the specific heat ratio and the Prandtl number to be adjustable, and is suit-
able for both low and high speed fluid flows. From the physical side, besides being consistent with
the multicomponent Navier-Stokes equations, Fick’s law and Stefan-Maxwell diffusion equation in
the hydrodynamic limit, the DBM provides more kinetic information about the nonequilibrium
effects. The physical capability of DBM to describe the nonequilibrium flows, beyond the Navier-
Stokes representation, enables the study of the entropy production mechanism in complex flows,
especially in multicomponent mixtures. Moreover, the current kinetic model is employed to in-
vestigate nonequilibrium behaviors of the compressible Kelvin-Helmholtz instability (KHI). It is
found that, in the dynamic KHI process, the mixing degree and fluid flow are similar for cases
with various thermal conductivity and initial temperature configurations. Physically, both heat
conduction and temperature exert slight influences on the formation and evolution of the KHI.
PACS numbers: 47.11.-j, 47.20.Ft, 51.10.+y
I. INTRODUCTION
Numerical simulations of multicomponent mixtures with essential nonequilibrium char-
acteristics are of great importance in many fields of science and engineering [1–5], as these
practical systems are often too complex to be studied by experiment or theory in a simple
and intuitive way. A typical case is the spacecraft reentry into the atmosphere under the
condition of low air density and high flight speed [6–8]. Other typical examples include the
porous media bio-filtration device, micro electro-mechanical system, microfluidic device, ge-
ological storage of nuclear wastes, carbon dioxide sequestration, combustion chamber, and
rotating detonation propulsion engine. In fact, the thermodynamic nonequilibrium effect
(TNE) accompanied by the hydrodynamic nonequilibrium effect (HNE) takes place due to
remarkable regional variations, such as around the shock front, rarefaction wave, and ma-
terial interface [9]. For such phenomena where both TNE and HNE have a significant role
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due to the small characteristic length and/or sharp physical gradient (noticeable differences
exist between the distribution functions and their equilibrium counterparts, the equiparti-
tion of energy between different degrees of freedom breaks down), the traditional continuum
description may be inadequate [6, 10, 11], and the need for a microscopic or mesoscopic
description arises [11, 12].
To resolve the above issue, the computational kinetic theory is sought as a promising
approach. As a central equation in the kinetic theory, the Boltzmann equation has the
capability to describe complex fluid flows with both HNE and TNE. However, in practice,
it is usually too complicated to be employed for simulations in a straightforward way due to
the quadratic nonlinearity of the collision integral dependence of the integrand function on
postcollision velocities and high multiplicity of integration [10]. An alternative approach to
the use of the Boltzmann equation is the molecular dynamics (MD) that provides accurate
results, but is incapable of simulating large-scale systems owing to prohibitive increasing of
the computational cost [11, 13–15]. As another alternative method, the direct simulation
Monte Carlo (DSMC) method is widely used for modeling nonequilibrium systems, including
multicomponent flows and chemically reacting flows [10, 16–18], but the probabilistic nature
of DSMC leads to noisy solutions [19]. To overcome these difficulties, various kinetic models
based on a simplified Boltzmann equation were proposed [20–25]. Such kinetic models
have existed for a very long time, starting with the famous Bhatnagar-Gross-Krook (BGK)
equation in 1954 [26]. Later, an ellipsoidal statistical (ES) model [27] and a Shakhov model
[28] were proposed. An overview of their properties can be found in the reference [29].
Moreover, there were also kinetic models for the gas mixtures [30, 31] and gas flows consisting
of molecules with internal degrees of freedom [12]. Numerous effective numerical methods
were proposed for solving these equations [6, 19, 32–34], and a large number of essentially
nonequilibrium problems where the continuum description is inadequate or adequate have
been solved.
To further utilize the simplified Boltzmann equations, a straightforward method is to
discretize the time, space, as well as the particle velocity. In fact, the idea of using a
finite set of discrete speeds appeared early in the seminal work [35], where the discrete
velocity model was constructed for the Boltzmann equation, and the collision integral was
expressed as a nonlinear quadratic term. In recent three decades, the lattice Boltzmann
method (LBM), developed from the lattice gas method and originally based on the discrete
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simplified Boltzmann equations [20, 36–41], has been successfully used as an alternative tool
of various partial differential equations for complex systems with multi-phase [42–47], multi-
component [48–50], mass diffusion [51, 52], external force [53], and/or chemical reactions
[54, 55], etc. In the evolution of the discrete Boltzmann equation, the particle velocity
space is dicretized besides the discretization in physical space. The physical variables are
calculated from the discrete distribution functions whose evolution is obtained with proper
numerical methods. To be specific, there are two stages (i.e., “collision” + “propagation”) in
the procedure of the standard LBM. In the stage of collision, the lattice distribution functions
evolve under the control of the artificial relaxation time. In the phase of propagation, the
artifical particle population transfers from one node of the square grid in physical space to
exactly one of the neighboring nodes. To meet the requirement that the time step, space step
and discrete velocities are coupled, the discrete speeds should be chosen in a particular way
(such as D1Q5, D2Q9, D3Q27, etc.), which is one of the characteristic features of standard
LBMs [20]. Although the LBM has achieved great success in replacing traditional continuum
governing equations, few of the lattice Boltzmann models go beyond the continuum equations
to provide various significant thermodynamic nonequilibrium information.
To address this problem, one possible method is to modify the discrete Boltzmann equa-
tion by introducing an artificial discrete equilibrium distribution function that satisfies higher
order kinetic moments [56]. However, the artifical term becomes particularly complicated
with increasing kinetic moments required [56]. In fact, a more direct way is to invoke a novel
methodology, the discrete Boltzmann method (DBM), which is regarded as a modern variant
of the standard LBM [9, 57–68]. The DBM is based on the discrete Boltzmann equation
which can be solved with various numerical approaches. For time discretization, the im-
plicit, explicit or implicit-explicit scheme [69] can be employed. For space discretization, the
frequently used schemes include the finite difference, the finite volume, the finite element,
and the spectral methods. The numerical flexibility makes it eaiser to perform simulations
with desirable robustness, accuracy and efficiency. The numerical scheme for the DBM can
be chosen to balance the desired physical fidelity and computational cost.
Actually, the DBM does not belong to the family of classic LBM solvers. Standard LBMs
mainly serve as solvers of (incompressible or slightly compressible) Navier-Stokes (NS) equa-
tions or other partial differential equations and aim to be loyal to these original equations.
The DBM is equivalent to a modified hydrodynamic model plus a coarse-grained model of
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the thermodynamic nonequilibrium behaviors [9, 57–68]. In other words, the DBM kinetic
modeling goes beyond traditional macroscopic governing equations in terms of physics re-
covered. To be specific, the DBM provides two tools to describe the TNE: One is to employ
the viscous stresses and heat fluxes derived via Chapman-Enskog multi-scale analysis; The
other is to use kinetic moments of the differences between the distribution functions and
its equilibrium counterparts [9, 57–68]. The former simply describes the TNE upon the
evolution of macroscopic fluid behaviors, while the latter provides a detailed description of
the specific nonequilibrium degree. The study of TNE based on the DBM is helpful to deep-
ening the understanding of the linear and nonlinear constitutive relations in hydrodynamic
fluid models from a more fundamental point of view [61]. It is convenient to use the DBM
to probe the relationship between the nonequilibrium quantities and other concerned phys-
ical variables (e.g., entropy), and identify the correlation and similarity between different
nonequilibrium states or processes [66].
Due to its solid physical foundation, the DBM has been applied to investigate various
complex fluid flows and gained some new physical insights into the corresponding systems,
including multiphase flows [57, 58], reactive flows [60–63], and fluid instabilities [9, 64–
66, 70, 71]. Besides by theoretical analyses and experimental data [62], DBM results have
been confirmed and supplemented by numerical solutions of MD [13, 14], DSMC [72], etc.
Generally, in terms of relaxation time, the DBM can be divided into two classes, single-
relaxation-time (SRT) DBM [57, 63, 64, 72] and MRT DBM [59, 66–68]. From the perspec-
tive of fluid species, it can be classified into two categories, single-component DBM [9, 57]
and multi-component DBM [59, 62, 63, 65]. Now, we propose a first MRT DBM for multi-
component flows. Compared with SRT DBMs where there is only one relaxation time and
a fixed Prandtl number Pr = 1 [57, 58, 63], the MRT DBM has various relaxation times for
different nonequilibrium processes and a flexible Pr. In contrast to single-component DBMs
[9, 57], N -component DBM describes each chemical species by an individual distribution
function, and consequently presents a much finer treatment of the flow system, for example,
each component has its own particle mass, density, flow velocity, temperature, viscosity,
heat conductivity, etc. As a preliminary application, the current model is used to study the
nonequlibrium mixing process induced by the Kelvin-Helmholtz instability (KHI) in this
work.
The KHI is a fundamental interfacial instability in fluid mechanics [73–75]. It occurs
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when there is velocity shear across a wrinkled interface in a fluid system, and leads to the
formation of vortices and turbulence [73]. KHI phenomena are ubiquitous in nature and
are of considerable interest in scientific and engineering fields [70, 76–80]. Although the
KHI has been investigated extensively, there are still some open problems, such as the effect
of heat conduction or ablation, on which the conclusion is highly controversial [70, 76–79].
Viscous potential flow analysis of the KHI around an liquid-vapor interface suggests that
heat transfer (resulting in mass transfer) tends to enhance the unstable process of a fluid
system [76, 77]. On the contrary, comparison of numerical results between the classical
and ablative KHIs indicates that thermal conduction (with dissipative nature) stabilizes
the flow by impeding the linear growth rate and frequency, suppressing the perturbation
transmission and fine structures, but it promotes the vortex pairing process and large-scale
structures [78, 79]. Very recently, Gan et al. proposed an easily implementable DBM for
the KHI with flexible specific-heat ratio and Prandtl number, and found that the thermal
conduction firstly restrains then strengthens the KHI afterwards [70] because it extends both
density and velocity transition layers simultaneously.
However, the aforementioned studies on KHI are based on numerical models only appli-
cable to single-component fluids. These models have the following constraints: (i) The fluid
within the same chemical species can be studied, while the interaction between different
components is beyond its capability. (ii) To set the pressure invariant across a material in-
terface in an initial configuration, a heavy (light) medium on one side of the interface should
have a low (high) temperature, because the pressure is a linear function of the concentration
and temperature. (iii) As changes of density and temperature are strongly coupled due to
the equation of state, the heat transfer always results in mass transfer, and vice versa. In
other words, the independent impact of either density or temperature (i.e., mass or heat
transfer) can not be accurately probed. For example, the effect of the Atwood number is
bound to the influence of temperature differences. For the sake of investigating an indepen-
dent thermal effect (or impact of temperature variation) on KHI, it is necessary to adopt
a two-component (or multicomponent) physical model suitable for the practical situation
where the changes of mass density and temperature are not combined together [65]. For in-
stance, the multicomponent model is applicable to fluid systems where the Atwood number
is constant and the component temperature is variable. In fact, it is one reason why we de-
velop the MRT DBM for multicomponent mixtures and apply it to the thermal KHI in this
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research. The rest of the paper is organized as follows. Details of our DBM are described in
Sec. II. In Sec. III, the model is validated by three benchmarks, i.e., the three-component
diffusion, the thermal Couette flow, and the Sod tube shock. Then, the DBM is employed
to investigate the compressible nonequilibrium KHI with various initial temperature and
thermal conductivity in Sec. IV. Finally, Sec. V gives conclusions and discussions.
II. DISCRETE BOLTZMANN MODEL
In nonequilibrium statistical physics, the system is described by the particle velocity
distribution functions that are equivalent to all their kinetic moments (from zero to infinite
orders). In theory, the main features of the distribution function can be captured by the
initial parts of its kinetic moments (with relatively low orders) [29]. More kinetic moments
are needed to describe the nonequilibrium behaviors with increasing deviation from the
equilibrium state.
In the constructing process of the DBM, there are three main stages: (i) simplification
of the collision term, (ii) discretization of the velocity space, and (iii) description of mean-
ingful nonequilibrium information. The first two phases belong to coarse-grained physical
modeling, where the concerned physical variables (including conserved quantities and some
nonconserved ones) should remain unchanged during the simplification and discretization
process. The last step is actually the core and main purpose of DBM, where the nonequi-
librium effects can be measured by using the high-order kinetic moments of the differences
between the discrete distribution functions and their equilibrium counterparts.
Note that the DBM is a special discretization of the Boltzmann equation in particle
velocity space. First of all, let us introduce symbols fσi and fˆ
σ
i which denote the discrete
distribution functions in the velocity and moment spaces, respectively, see Eq. (14). Here
the subscript i (= 1, 2, . . . , N) represents the number of discrete velocities vσiα, and the total
number is N (= 16) in this work, see Eq. (25). The superscript σ stands for the chemical
species in a fluid mixture.
The individual mass density ρσ, molar number density nσ, momentum Jσα , and velocity
uσα are obtained from the following relations,
ρσ = mσnσ = mσ
∑
i
fσi , (1)
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Jσα = ρ
σuσα = m
σ
∑
i
fσi v
σ
iα, (2)
with the molar mass mσ. The mixing mass density ρ, number density n, momentum Jα,
and velocity uα are given by
ρ =
∑
σ
ρσ, (3)
n =
∑
σ
nσ, (4)
Jα = ρuα =
∑
σ
Jσα . (5)
The individual and mixing energies are, respectively,
Eσ =
1
2
mσ
∑
i
fσi
(
vσ2i + η
σ2
i
)
, (6)
E =
∑
σ
Eσ, (7)
where ηi is used to describe extra energies corresponding to molecular rotation, vibration,
and a third translational motion hidden by the two-dimensional DBM. The remaining de-
grees of freedom serve to adjust the heat capacity ratio to a desired value. Results of the
two-dimensional model are helpful in understanding the real processes of energy exchange
between translational, rotational and vibrational degrees of freedom of molecules, which play
an important role in nonequilibrium flows.
The individual temperature relative to the mixing velocity uα and average temperature
are, respectively,
T σ∗ =
2Eσ − ρσu2
(D + Iσ)nσ
, (8)
T =
2E − ρu2∑
σ (D + I
σ)nσ
, (9)
where D = 2 and Iσ indicates extra degrees of freedom. Different from the definition (8),
T σ =
2Eσ − ρσuσ2
(D + Iσ)nσ
, (10)
denotes the individual temperature relative to the individual velocity uσα
The individual and mixing pressures take the form
pσ∗ = nσT σ∗, (11)
p =
∑
σ
pσ∗, (12)
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respectively. Corresponding to Eq. (10), the definition
pσ = nσT σ, (13)
is introduced as well.
Furthermore, let us introduce two kinds of discrete equilibrium distribution functions in
the velocity and moment spaces, respectively. The first sets are fσeqi and fˆ
σeq
i which are
functions of (nσ, uα, T ) (see Appendix A). The second ones are f
σseq
i and fˆ
σseq
i that depend
upon (nσ, uσα, T
σ), and their expression are given by substituting (nσ, uσα, T
σ) for (nσ, uα,
T ) in formulas of fσeqi and fˆ
σeq
i , respectively (see Appendix A). The projection of discrete
(equilibrium) distribution functions from velocity onto moment spaces is
fˆσ =Mσfσ, (14)
fˆσeq =Mσfσeq, (15)
fˆσseq =Mσfσseq, (16)
in terms of the column matrices
fσ =
(
fσ1 f
σ
2 . . . f
σ
N
)T
, (17)
fˆσ =
(
fˆσ1 fˆ
σ
2 . . . fˆ
σ
N
)T
, (18)
fσeq =
(
fσeq1 f
σeq
2 . . . f
σeq
N
)T
, (19)
fˆσeq =
(
fˆσeq1 fˆ
σeq
2 . . . fˆ
σeq
N
)T
, (20)
fσseq =
(
fσseq1 f
σseq
2 . . . f
σseq
N
)T
, (21)
fˆσseq =
(
fˆσseq1 fˆ
σseq
2 · · · fˆσseqN
)T
. (22)
The discrete Boltzmann equations take the form,
∂tf
σ
i + v
σ
iα∂αf
σ
i = −Mσil−1Sσlk
(
fˆσk − fˆσeqk
)
+ Aσi . (23)
On the left-hand side, t is the time, and α = x, y the physical space for a 2-D system. On
the right-hand side, Sσlk is the element of a diagonal matrix S
σ = diag (Sσ1 S
σ
2 · · · SσN ), and
the parameter Sσi controls the relaxation speed of fˆ
σ
i approaching fˆ
σeq
i . M
σ
il
−1 is the element
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FIG. 1. Sketch of the discrete velocities.
of the square matrix Mσ−1 which is the inverse of Mσ with the element Mσil (see Appendix
A). Aσi is an additional term expressed by Eqs. (29) and (30).
Actually, Eq. (23) is a reduced form of
∂tf
σ
i + v
σ
iα∂αf
σ
i = −Mσil−1
[
Sσslk
(
fˆσk − fˆσseqk
)
+ Sσlk
(
fˆσseqk − fˆσeqk
)]
+ Aσi , (24)
where Sσslk = S
σ
lk. Equations (23) and (24) are regarded as one- and two-step relaxation
models, respectively. During the thermodynamic process described by Eq. (23), fˆσk tends
towards fˆσeqk with a speed controlled by the relaxation parameter S
σ
lk in a straightforward
way. While in Eq. (24), fˆσk firstly relaxes to fˆ
σseq
k at a speed controlled by the parameter
Sσslk , then fˆ
σseq
k to fˆ
σeq
k with S
σ
lk. (Further study on the latter equation is beyond this work.)
As shown in Fig. 1, there are two groups of discrete velocities whose magnitudes are vσa
and vσb , respectively. The expression of the discrete velocities reads
(
vσix, v
σ
iy
)
=


vσa
(
cos ipi
4
, sin ipi
4
)
for 1 ≤ i ≤ 8,
vσb
(
cos ipi
4
, sin ipi
4
)
for 9 ≤ i ≤ N.
(25)
Obviously, there is a good isotropy in the velocity space. Besides, we define ησi = η
σ
a for
1 ≤ i ≤ 4, and ησi = ησb for 9 ≤ i ≤ 12, otherwise, ησi = 0. Here vσa , vσb , ησa , and ησb
are flexible parameters. It is worth mentioning that these parameters can be adjusted to
optimize the DBM properties. (I) The conditions vσa 6= vσb 6= 0 and ησa 6= ησb 6= 0 should be
satisfied to ensure the matrix Mσ invertible. (II) For the sake of numerical stability, the
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sizes of vσa and v
σ
b should be given by reference to the values of flow velocity u
σ and sound
speed vσs =
√
γσT σ/mσ, where γσ denotes the specific heat ratio. For example, vσa is less
than vσs , v
σ
b is greater than v
σ
s , and one of them is around u
σ. However, in general, both
the flow velocity and sound speed take variable values in different fluid areas and also vary
with time. Further, in a slow flow, the real molecular velocities still remain large and there
are no two distinct groups of molecules, one of which moves at low speeds, and the other at
high speeds. The complexities of practical systems often challenge the numerical robustness
of the current model. One feasible method to solve this problem is to use adaptive discrete
velocities which are functions of uσ and sound speed vσs . For simplicity, the discrete velocities
are constant in this work. (III) The values of ησa and η
σ
b should be set by reference to the
value of η¯ =
√
IσT σ/mσ, because the extra internal energy is 1
2
mση¯2 = 1
2
IσT σ in the local
thermodynamic equilibrium according to the equipartition of energy theorem. One of them
should be less than η¯ if the other is greater than η¯, and vice versa. For instance, ησa < η¯ and
ησb > η¯. Moreover, for convenience, (v
σ
a , v
σ
b , η
σ
a , η
σ
a ) can be given the same values for various
chemical species σ if their properties (including uσ, T σ, and vσs ) do not have remarkable
differences in practical simulations.
It is noteworthy that, to ensure consistency with traditional NS equations in the hydro-
dynamic limit (see Appendix B), an additional term Aσi is imposed on the right-hand side
of Eq. (23). Similar to Eqs. (14) - (16), the relation between the additional term Aσ and
its moment Aˆσ takes the form
Aˆσ =MσAσ, (26)
with
Aσ =
(
Aσ1 A
σ
2 . . . A
σ
N
)T
, (27)
Aˆσ =
(
Aˆσ1 Aˆ
σ
2 . . . Aˆ
σ
N
)T
, (28)
where Aˆσi = 0 for 1 ≤ i ≤ 7 and 10 ≤ i ≤ 16, and
Aˆσ8 = 2 (S
σ
8 − Sσ5 )uσx∆σ5 + 2 (Sσ8 − Sσ6 ) uσy∆σ6 , (29)
Aˆσ9 = 2 (S
σ
9 − Sσ7 )uσy∆σ7 + 2 (Sσ9 − Sσ6 ) uσx∆σ6 , (30)
in terms of
∆σ5 =
2nσT σ
Sσ5m
σ
(
1−D − Iσ
D + Iσ
∂xu
σ
x +
∂yu
σ
y
D + Iσ
)
, (31)
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∆σ6 = −
nσT σ
Sσ6m
σ
(
∂yu
σ
x + ∂xu
σ
y
)
, (32)
∆σ7 =
2nσT σ
Sσ7m
σ
(
∂xu
σ
x
D + Iσ
+
1−D − Iσ
D + Iσ
∂yu
σ
y
)
. (33)
From Eq. (26), the following formula is derived,
Aσ =Mσ−1Aˆσ, (34)
which is the expression of the additional term.
In addition, the Fick’s laws of diffusion and Stefan-Maxwell diffusion equation could also
be derived from the multicomponent NS equations under corresponding assumptions (see
Appendix C). Besides giving the continuum equations, the DBM also provides a set of handy,
effective and efficient tools to describe and probe the abundant kinetic information beyond
them. Let us define fˆσi = fˆ
σsneq
i + fˆ
σseq
i , with the equilibrium part fˆ
σseq
i and nonequilibrium
part fˆσsneqi , respectively. In a similar way, we can define fˆ
σ
i = fˆ
σneq
i + fˆ
σeq
i . Namely,
there are two kinds of nonequilibrium physical quantities fˆσsneqi and fˆ
σneq
i , which can be
obtained in each iterative step and used to investigate the nonequilibrium effects. (It is
the key reason why fˆσseqi and fˆ
σeq
i are introduced.) Concretely, fˆ
σsneq
i = 0 for 1 ≤ i ≤ 4
in line with conservation laws, as fˆσi = fˆ
σseq
i = n
σ, Jσx /m
σ, Jσy /m
σ, 2Eσ/mσ for i = 1, 2,
3, 4, respectively. In contrast, the nonequilibrium quantity fˆσsneqi may not equal zero for
5 ≤ i ≤ 16 in a nonequilibrium state. Physically, fˆσsneqi denotes the departure of a kinetic
mode fˆσi from its equilibrium counterpart fˆ
σseq
i . The speed of relaxation process from fˆ
σ
i to
fˆσseqi is controlled by the relaxation parameter S
σ
i , and both fˆ
σsneq
i and S
σ
i exert influence on
the thermodynamic and hydrodynamic behaviors. Simultaneously, various nonequilibrium
effects interplay with each other, and these kinetic modes are coupled as well. For instance,
at the NS level,
fˆσsneq5 = ∆
σ
5 − nσ
(
uσ2x − u2x
)
+
2Sσ2 n
σ
Sσ5
uσx (u
σ
x − ux)
−S
σ
4 n
σ
Sσ5
(uσx − ux)2 +
(
uσy − uy
)2
D + Iσ
+ (Sσ4 − Sσ5 )nσ
T σ − T
Sσ5m
σ
, (35)
fˆσsneq6 = ∆
σ
6 − nσ
(
uσxu
σ
y − uxuy
)
+
Sσ2 n
σ
Sσ6
uσy (u
σ
x − ux) +
Sσ3 n
σ
Sσ6
uσx
(
uσy − uy
)
, (36)
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fˆσsneq7 = ∆
σ
7 − nσ
(
uσ2y − u2y
)
+ 2
Sσ3 n
σ
Sσ7
uσy
(
uσy − uy
)
−S
σ
4 n
σ
Sσ7
(uσx − ux)2 +
(
uσy − uy
)2
D + Iσ
+ (Sσ4 − Sσ7 )nσ
T σ − T
Sσ7m
σ
, (37)
which are derived from the Chapman-Enskog analysis, reduce to fˆσsneq5 = ∆
σ
5 , fˆ
σsneq
6 = ∆
σ
6 ,
and fˆσsneq7 = ∆
σ
7 under conditions of u
σ
α = uα and T
σ = T .
The above mentioned capability of this DBM makes convenient to study behaviors in the
nonequilibrium process, such as the entropy production [58, 61, 80]. Especially, with Xσ the
molar fraction of species σ, the entropy of mixing,
SM = −
∑
σ
nσ lnXσ, (38)
which is part of the increasing entropy as separate mixable fluids contact and mix, can be
obtained in each iterative step.
It should be stressed that kinetic effects are significant and traditional hydrodynamic
models are not sufficient for fluid flows with small characteristic scales or large Knudsen
numbers [9, 57–68]. The TNE becomes crucial and even dominant in the evolution of
multicomponent flows due to the existence of various complex material and/or mechanical
interfaces [9, 57–68]. In such complicated cases, to investigate the TNE is a significant
and convenient way to study the fundamental kinetic processes, which is made easy by
the discrete Boltzmann modeling. The DBM is equivalent to the modified NS equations
plus a coarse-grained thermodynamic nonequilibrium model in fluid systems with essential
TNE. In the continuum limit, it reduces to the usual NS equations supplemented with a
coarse-grained model for the most relevant thermodynamic nonequilibrium behaviors. In any
case, a DBM brings more physical information than a pure hydrodynamic model. Because
the hydrodynamic model generally consists of only the evolution of the conserved kinetic
moments, i.e., the density, momentum and energy.
In addition, the DBM has the advantage of simplicity for coding and high efficiency
of parallel processing, since the set of formulas in Eq. (23) is uniformly linear and the
information transfer in DBM is local in both time and space [80]. Actually, the parallel
programming based on the message-passing interface are used for all simulations in this
work. Moreover, we adopt the second-order nonoscillatory and nonfree-parameter dissipation
difference scheme [81] to deal with the space derivatives and the second-order Runge-Kutta
method to treat the time derivative in Eq. (23). Note that the current Runge-Kutta method
13
is an explicit scheme, so the temporal step should be no greater than the minimum of the
relaxation times τm in order to have accurate and robust solutions. To be specific, it is
necessary to satisfy the relation ∆t ≤ τm, where τm = min (1/Sσi ) is the minimum of the
reciprocal of Sσi , and another restriction is on the Courant number: ∆t ≤ ∆x/max(vσi ).
Remark: The DBM and other discrete ordinate methods are based on special discretiza-
tion forms of the (simplified) Boltzmann equation in particle velocity space [6, 19, 35]. These
kinetic models have the common feature that the time, space and particle velocity are dis-
cretized in particular ways. The essential differences among them lie in how the collision
term is simplified and how the discrete (equilibrium) distribution functions are calculated,
which leads to different capabilities of the models. In the pioneering discrete velocity model
(DVM) that aims to solve the Boltzmann equation [35], there are only six molecular veloc-
ities and the collision term is written as the gain minus the loss (in a nonlinear quadratic
form). But the model is too simple to describe a real physical system [35]. With the Gauss-
Hermite or Newton-Cotes rule used in the discrete ordinate method, the DBM (for BGK
or ES equation) is applicable to rarefied gas flows over a wide range of Mach and Knudsen
numbers [6]. Furthermore, the conservation laws and entropy dissipation are obeyed, as the
discrete equilibrium distribution functions are expressed by an exponential function with
the introduction of a discrete-velocity grid [19]. Although the set of allowable velocities
becomes finite in the DVM, the computational cost is still often too expensive to perform
satisfactory simulations [6, 19]. In contrast, the DBM is designed to accurately predict fluid
flows with HNE and TNE. To this end, a list of moment relations of discrete equilibrium
distribution functions is required in the DBM. The collision term (including several relax-
ation times) and discrete equilibrium distribution functions (with the total number 16 in
this work) are calculated through the matrix inversion method, which is physically accurate,
computationally efficient and numerically robust [68].
III. VERIFICATION AND VALIDATION
For practical calculations, it is convenient and useful to use dimensionless variables. In
this work, physical quantities are expressed in nondimensional forms using the following
references, i.e., the molar mass m0, molar number density n0, length L0, temperature T0,
and universal gas constant R. For example,
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FIG. 2. Initial configuration of the three-component diffusion.
Distribution functions: fσi by n0
Mass density: ρσ, ρ by m0n0
Speed and velocity: vσs , η
σ
i , u
σ, u by
√
RT0/m0
Energy density: Eσ, E by n0RT0
Pressure: pσ, p by n0RT0
Temperature: T σ, T by T0
Coordinate: x, y by L0
Time: t by L0/
√
RT0/m0
In the following are three subsections. The first part is for the three-component diffusion,
which is to demonstrate the capacity of the present DBM in dealing with the interaction
among various nonpremixed chemical species. The second subsection is to use the thermal
Couette flow to validate that our DBM is suitable for fluid flows where both Prandtl number
and specific heat ratio are flexible. Finally, the Sod shock tube is simulated to show that
this model has the capability of describing the shock wave with a high Mach number (as
well as the rarefaction wave).
A. Three-component diffusion
Diffusion is the net movement of molecules driven by a gradient in chemical potential of
fluid species [1, 82]. As one of the most important and fundamental transport processes,
it has received great attention due to its significance in chemical process and biological
engineering [1, 2, 82], etc.
To demonstrate that the DBM could describe the interaction among various chemical
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FIG. 3. Grid convergence analysis: (a) the horizontal distribution of mole fractions XA at the time
t = 0.05, (b) relative errors under various spatial steps.
species, we carry out the simulation of multicomponent diffusion. As shown in Fig. 2, the
initial configuration is 

(
nA, nB, nC
)
L
= (0.80, 0.15, 0.05) ,(
nA, nB, nC
)
R
= (0.20, 0.60, 0.20) ,
(39)
where the subscripts L and R indicate 0 < x ≤ L0/2 and L0/2 < x ≤ L0, respectively, with
L0 = 0.1. The superscripts A, B, and C represent three chemical species, respectively. For
simplicity, the molar mass is chosen as mσ = 1. The average velocity and temperature are
u = 0 and T = 1. The pressure on the two sides equals p = 1, hence the interface remains
rest. In the horizontal direction the quantities on the ghost nodes outside the boundary are
replaced by the neighbouring ones [83, 84], while the boundary conditions are periodic in
the vertical direction. In fact, this case is a 1-D problem as the physical field is the same
in the y direction. Hence, the mesh is chosen as Nx × Ny = Nx × 1. The spatial step is
∆x = ∆y = L0/Nx, the temporal step ∆t = 4 × 10−4, the relaxation parameters Si = 103,
the extra degrees of freedom Iσ = 3, and the parameters (vσa , v
σ
b , η
σ
a , η
σ
a ) = (0.01, 2, 2.7,
2.55).
First of all, let us perform a grid convergence analysis, which is an important issue for
numerical models. To this end, we carried out some simulations under various spatial steps
∆x1 = L0/10, ∆x2 = L0/20, ∆x3 = L0/40, and ∆x4 = L0/80, respectively. Figure 3
(a) shows the mole fraction of species A. The long-dashed, short-dashed, dash-dotted and
short-dotted lines stand for DBM results under ∆x1, ∆x2, ∆x3, and ∆x4, respectively. The
16
solid line denotes the analytical solution [1, 82],
Xσ =
XσL +X
σ
R
2
− X
σ
L −XσR
2
Erf
(
x− x0√
4Dt
)
, (40)
where Erf is the complementary error function, x0 = L0/2 is the location of the interface,
D = 10−3 is the diffusivity. It can be found that, with decreasing spatial steps (i.e., increasing
resolution), the numerical results converge towards the analytical solution. Particularly, the
results with spatial step ∆x4 are quite close to the solution, which is satisfactory.
For the purpose of a quantitative analysis, Fig. 3 (b) gives relative errors versus spatial
steps. The relative error takes the form
Error(φ) =
√√√√∑(x,y) |φa(x, y, t)− φn(x, y, t)|2∑
(x,y) |φa(x, y, t)|2
, (41)
where φa and φn denote the analytical and numerical results of the variable φ (e.g., the
mole fraction XA). The circles represent the DBM results and the line stand for the fitting
function, ln(Error) = 2.079 ln(∆x)+7.6887. Clearly, the slope of the fitting function is close
to 2.0, which indicates that the current model has a second-order convergence rate in space.
Figure 4 illustrates molar fractions, Xσ = nσ/n, at various times in the diffusion process.
The spatial step is ∆x4, which is valided in Fig. 3 (a). Symbols denote numerical results
at various times t = 0.005 (squares), 0.02 (circles), 0.06 (triangles), and 0.2 (diamonds),
respectively. Lines denote the analytical solutions. It is evident that the DBM results
coincide with the analytical solutions in the evolution of the diffusion.
Moreover, to further validate that the DBM has the capability of capturing nonequilib-
rium effects, Fig. 5 plots nonequilibrium quantities fˆσsneq5 at time t = 0.02 in the diffusion
process. Symbols represent our DBM results, and lines represent the analytical solutions in
Eq. (35). Obviously, our simulation results are in excellent agreement with the analytical
solutions. Consequently, it is confirmed that the DBM can be used to probe and measure
nonequilibrium manifestations.
B. Thermal Couette flow
In fluid dynamics, thermal Couette flow is the flow of a viscous fluid between two surfaces
with relative shear movement. It is a classical benchmark to test a model for compressible
17
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FIG. 4. Molar fractions in the diffusion process: XA (top), XB (middle), and XC (bottom).
Squares, circles, triangles, and diamonds denote DBM results at time constants t = 0.005, 0.02,
0.06, and 0.2, respectively. Solid lines stand for the corresponding analytical solutions.
fluid flows where viscosity and heat transfer dominate [85, 86]. Here we conduct simulations
of the thermal Couette flow for two purposes. One aim is to verify that the DBM is suitable
for various values of the specific heat ratio γ and Prandtl number Pr. The other aim is to
verify the DBM for the case with premixed compressible fluid species.
Figure 6 delineates the sketch of initial configuration for this problem. A premixed fluid
flow with species, σ = A, B, C, is between two infinite parallel flat plates separated by a
distance H = 0.1. The concentrations are (nA, nB, nC) = (0.1, 0.3, 0.6), the molar mass
mσ = m0 = 1, the temperature T
σ = T0 = 1, and the velocity u
σ = 0. The upper plate
moves horizontally at the speed u0 = 0.1, while the lower plate keeps motionless. The
nonequilibrium extrapolation scheme is imposed on the top and bottom, respectively [87].
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FIG. 5. Nonequilibrium quantities at time t = 0.02 in the diffusion process. Squares, circles, and
triangles denote DBM results of fˆAsneq5 , fˆ
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corresponding analytical solutions.
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FIG. 6. Initial configuration of the thermal Couette flow.
Periodic boundary conditions are applied for the left and right boundaries, respectively.
Because the field is the same in the y direction, the configuration is actually a 1-D case. The
mesh is chosen as Nx × Ny = 1 × 200, the spatial step ∆x = ∆y = 5 × 10−4, the temporal
step ∆t = 2× 10−5, the parameters (vσa , vσb , ησa , ησa ) = (1.5, 1.8, 1.6, 2.5), and the remaining
parameters are listed in Table I.
Five cases are under consideration with various values of the specific heat ratio and
Prandtl number in Table I. In the current DBM, the specific heat ratio of species σ takes
the form γσ = (4 + Iσ)/(2 + Iσ), and the Prandtl number of species σ is Prσ = Sσκ/S
σ
µ
under the conditions Sσµ = S
σ
5 = S
σ
6 = S
σ
7 and S
σ
κ = S
σ
8 = S
σ
9 . Consequently, in terms of
Iσ, Sσi=5,6,7 and S
σ
i=8,9, we set Pr = 1.0 and γ = 1.3, 1.4, and 1.5 for Runs I, II, and III,
respectively. While the parameters are γ = 1.4 and Pr = 0.5, 1.0, and 2.0 for Runs II, IV,
19
Cases Pr γ Sσi=5,6,7 S
σ
i 6=5,6,7 I
σ
Run I 1.0 1.3 1000 1000 14/3
Run II 1.0 1.4 1000 1000 3
Run III 1.0 1.5 1000 1000 2
Run IV 0.5 1.4 2000 1000 3
Run V 2.0 1.4 500 1000 3
TABLE I. Parameters for the thermal Couette flow.
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FIG. 7. Vertical distribution of the horizontal speed ux (a) and nonequilibrium quantity fˆ
Asneq
6
(b) in the thermal Couette flow. Squares, circles, triangles, and diamonds represent DBM results
at time constants t = 0.1, t = 0.4, t = 2.0, and t = 30, respectively. Solid lines stand for the
corresponding analytical solutions.
and V, respectively.
As an important parameter characterizing nonequilibrium flows, the Knudsen number
is defined as Kn = λ/H , where H denotes the characteristic length scale, λ = vsτ stands
for the molecular mean-free-path, and τ = 1/Sσi 6=5,6,7 is the representative relaxation time.
Hence, the Knudsen number is Kn = 0.0114, 0.0118, and 0.0122 for γ = 1.3, 1.4, and 1.5,
respectively. Moreover, the Mach number is defined as Ma = u0/vs with the sound speed
20
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FIG. 8. Vertical distribution of the temperature in the steady Couette flow. (a) Cases with
Pr = 1.0 and γ = 1.3, 1.4, and 1.5, respectively. (b) Cases with γ = 1.4 and Pr = 0.5, 1.0, and 2.0,
respectively.
vs =
√
γT0/m0. Thus, the Mach number is Ma = 0.0877, 0.0845, and 0.0816 for γ = 1.3,
1.4, and 1.5, respectively.
Firstly, we consider the case of Run IV in Table I. Figure 7 (a) exhibits the comparisons
between the numerical and analytical results of the horizontal speed along the y axis at var-
ious time constants. Symbols represent numerical results, and lines represent the following
analytical solutions [73, 88],
u =
y
H
u0 +
2
pi
u0
∞∑
n=1
[
(−1)n
n
exp
(
−n2pi2 µt
ρH2
)
sin
(npiy
H
)]
, (42)
where µ is the viscosity coefficient. Clearly, we can find a good agreement between them
in the evolution of the thermal Couette flow. To further demonstrate its capability of
measuring nonequilibrium manifestations, Fig. 7 (b) plots the vertical distribution of the
nonequilibrium quantity fˆσsneq6 of species σ = A. Via the Chapman-Enskog analysis, we can
obtain the analytical solution in Eq. (36). Obviously, the DBM results are consistent with
the analytical solution in the thermal Couette flow.
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Figure 8 shows the vertical distribution of the temperature when the thermal Couette
flow achieves its steady state. In theory, the analytical solution reads [73, 88],
T = T0 +
Pr
2cp
u20
y
H
(
1− y
H
)
, (43)
where T0 is the temperature of the top/bottom wall, cp = γcv the specific heat at constant
pressure, cv the specific heat at constant volume. Temperature depends upon the specific
heat ratio and Prandtl number. Figure 8 (a) is for the cases with fixed Pr = 1.0 and various
γ = 1.3, 1.4, and 1.5, respectively. Figure 8 (b) is for the cases with fixed γ = 1.4 and
various Pr = 0.5, 1.0, and 2.0, respectively. It is clear that simulation results match the
corresponding analytical solutions for all cases.
C. Sod shock tube
To verify the DBM for high-speed compressible flows, we consider a typical benchmark,
the Sod shock tube that includes abundant and complex characteristic structures [89]. It
is worth mentioning that, compared with single-component models, the current DBM is
applicable to the Sod shock tube that contains various species (with different molar mass
and/or specific-heat ratios, etc.) in different locations. As shown in Fig. 10, the initial field
reads, 

(
nA, nB, nC , p
)
L
= (1.25, 0, 0, 1) ,(
nA, nB, nC , p
)
R
= (0, 0.0625, 0.0521, 0.1) ,
(44)
where the subscripts L and R denote the left part −L0/2 ≤ x < 0 and right part 0 ≤ x <
L0/2, respectively, with L0 = 1.0. Both parts are initially at rest, i.e. u = 0. The molar
mass is (mA, mB, mC) = (0.8, 1, 1.2). Consequently, it is easy to obtain (ρL, ρR) = (1, 0.125)
and (TL, TR) = (0.8, 0.87273) in terms of ρ =
∑
σm
σnσ and T = p/
∑
σ n
σ. The specific-heat
ratios are (γA, γB, γC) = (1.4, 1.5, 1.5), and the parameters Sσi = 2 × 104, (vσa , vσb , ησa , ησa )
= (1.5, 3.3, 1.1, 3.9). The boundary conditions are the same with those in Fig. 4.
As numerical accuracy and robustness should be under consideration, we carry out sim-
ulations of the Sod shock tube with various spatial and temporal steps. Figure 10 plots
density profiles at a time constant t = 0.2 in the Sod shock tube. In Fig. 10 (a), the
dashed, dotted, dash-dotted, and solid lines represents numerical results under spatial steps
∆x1 = 4 × 10−3, ∆x2 = 2 × 10−3, ∆x3 = 10−3, and ∆x4 = 5 × 10−4, respectively. The
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FIG. 9. Initial configuration of the Sod shock tube.
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FIG. 10. Profiles of density at a time constant t = 0.2 in the Sod shock tube with various spatial
steps (a) and temporal steps (b).
corresponding meshes are Nx ×Ny = 250× 1, 500× 1, 1000× 1, and 2000× 1, respectively.
Besides, in Fig. 10 (b), the dashed, dotted, dash-dotted, and solid lines represents numerical
results in cases with temporal steps ∆t1 = 5×10−5, ∆t2 = 2.5×10−5, ∆t3 = 1.25×10−5, and
∆t4 = 6.25×10−6, respectively. The inset maps in Figs. 10 (a) and (b) are the enlargements
of portions within 0.186 ≤ x ≤ 0.195. It indicates that simulation results start to converge
with decreasing spatial and temporal steps. Moreover, it can be found that the spatial step
∆x = 5 × 10−4 and temporal step 2.5 × 10−5, which are used in Fig. 11, are small enough
to give satisfactory simulation results.
Figure 11 illustrates the density (a), horizontal speed (b), temperature (c), and pressure
at a time constant t = 0.2 in the Sod shock tube. Symbols and lines stand for our DBM
results and the Riemann solutions, respectively. As shown in Figs. 11 (a)-(d), the rarefac-
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FIG. 11. Profiles of density (a), horizontal speed (b), temperature (c), and pressure (d) at a time
constant t = 0.2 in the Sod shock tube. Symbols represent DBM results, and solid lines stand for
Riemann solutions.
tion wave (moving leftward), the contact discontinuity (between two media with different
concentrations), and the (left-propagating) shock front are captured well. It is clear that the
numerical and exact results coincide well with each other. For this problem, the Reynolds
number is defined as Re = ρcucLc/µc, where the characteristic density ρc = 0.25340, velocity
uc = 0.91661, dynamic viscosity µc =
∑
σ µ
σ = 0.30728/(2×104) are behind the shock front,
and the characteristic length equals the length of the shock tube Lc = L0, hence Re = 15117.
Besides, the Knudsen number is Kn = λ/Lc = 6.74 × 10−5 in terms of the characteristic
length scale Lc = L0 and the molecular mean-free-path λ = vsτ , where τ = 1/S
σ
i = 5×10−5
is the relaxation time and vs = 1.3487 is the sound speed behind the shock wave. The
Knudsen number is in the continuum regime (namely, the TNE is relatively weak), this is
the physical reason why the DBM results (involving detailed TNE) agree with the exact
solutions (without consideration of any TNE).
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FIG. 12. Initial configuration of the KHI.
IV. KELVIN-HELMHOLTZ INSTABILITY
As an essential physical mechanism in turbulence and fluids mixing process, the KHI has
been studied extensively with experimental [90–92], theoretical [76, 77, 93], and computa-
tional [70, 78–80] methods during the past decades. In this section, we further utilize the
DBM to simulate and investigate the compressible KHI with both HNE and TNE.
Figure 12 portrays the initial configuration for the KHI. The length and height of the
calculation domain are Lx = 1.5 and Ly = 0.5, respectively. Initially, the left half part is
occupied by upward-moving species A with velocity uL = 0.5ey, and the right is filled with
B travelling downwards with velocity uR = −0.5ey. To have an initial smooth interface, we
impose a transition layer with width W = Lx/300 on the concentration and velocity fields
across the interface. Moreover, to trigger the formation of the KHI, a sinusoidal perturbation,
w = w0 cos(2piy/Ly), is imposed on the interface with an amplitude w0 = Lx/200. The
concentration and velocity are expressed by,

n = nL+nR
2
− nL−nR
2
tanh(x−x0+w
W
),
u = uL+uR
2
− uL−uR
2
tanh(x−x0+w
W
),
where x0 = Lx/2 denotes the averaged x position of the cosine-shaped interface, nL and
nR are the concentrations in the left and right parts, respectively. Across the interface,
pressure keeps homogeneous, i.e., pL = pR. The two species have an identical velocity and
temperature at the same location. In addition, the specular reflection (periodic) boundary
condition is used in the x (y) direction. The time and space steps are as small as ∆t =
2.5× 10−5 and ∆x = ∆y = 5× 10−4 to reduce numerical errors. Correspondingly, the mesh
is Nx ×Ny = 3000× 1000.
Next, let us study the influence of heat conduction upon the formation and evolution
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Cases (TL, TR) Pr
σ (κA, κB)
Run I (1, 1) 0.25 (2.8, 2.8)×10−3
Run II (1, 1) 0.5 (1.4, 1.4)×10−3
Run III (1, 1) 1.0 (7.0, 7.0)×10−4
Run IV (1, 1) 2.0 (3.5, 3.5)×10−4
Run V (1, 1) 4.0 (1.75, 1.75)×10−4
Run VI (1, 2) 0.25 (2.8, 1.4)×10−3
Run VII (1, 2) 0.5 (1.4, 0.7)×10−3
Run VIII (1, 2) 1.0 (7.0, 3.5)×10−4
Run IX (1, 2) 2.0 (3.5, 1.75)×10−4
Run X (1, 2) 4.0 (17.5, 8.75)×10−5
TABLE II. Parameters for the KHI.
of the nonequilibrium KHI. To this end, ten representative cases are under consideration,
see Table II. For the first five cases, the temperatures in the two parts are equal, i.e.,
TL = TR = 1.0, the concentrations nL = nR = 1, the molar mass m
σ = 1, and the
parameters (vσa , v
σ
b , η
σ
a , η
σ
a ) = (2, 3.7, 1.5, 5.5). Moreover, the relaxation parameters are
S8 = S9 = 1.25× 103, 2.5× 103, 5.0× 103, 1.0× 104, and 2.0× 104, respectively. The other
relaxation parameters are Si = 5.0× 103. The extra degrees of freedom Iσ = 3. Actually, in
these cases, the initial dynamic viscosity is fixed, and the thermal conductivity is variable,
i.e., κσ = 2.8 × 10−3, 1.4 × 10−3, 7.0 × 10−4, 3.5 × 10−4, and 1.75 × 10−4, respectively. In
other words, the Prandtl number is variable in the five cases. In contrast, for the latter five
cases, the temperatures in the two parts are different, namely, TL = 1.0 and TR = 2.0, the
molar mass mA = 1 and mB = 2, and the parameters (vσa , v
σ
b , η
σ
a , η
σ
a ) = (1.4, 2.8, 5.0, 2.5).
The particular thermal conductivity is (κA, κB) = (2.8, 1.4)×10−3, (1.4, 0.7)×10−3, (7.0,
3.5)×10−4, (3.5, 1.75)×10−4, (17.5, 8.75)×10−5, respectively. The other parameters in the
latter five cases are the same with the former corresponding ones. Additionally, for all above
cases, the density is homogeneous, i.e., ρ = 1 in the system, hence the Atwood number is a
constant At = (ρL − ρR)/(ρL + ρR) = 0.
To give an intuitive impression, we take Run I for example and depict the entropy of
mixing in the evolution of KHI in Fig. 13. From top to bottom are its contours at time
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FIG. 13. Contours of the entropy of mixing at time constants t = 0.0, 0.5, 1.0, 1.5, and 3.0 in the
evolution of KHI.
constants t = 0.0, 0.5, 1.0, 1.5, and 3.0, respectively. It is clear to find a sequence of distinct
evolutionary stages, namely, the initial linear growth period, then the nonlinear growth
stage, the later time with a highly rolled-up vortex, and finally a sufficiently mixed phase
with nonregular structures. To be specific, firstly, the smooth interface starts to wiggle due to
the initial perturbation and the velocity shear between the two layers. At the early stage, the
perturbation grows exponentially in accordance with the linear stability theory (see Figs. 14
and 15), and the sinusoidal structure gradually becomes asymmetric. Then, in the nonlinear
stage, a braid-shape region is formed and a roughly circular vortex appears. Subsequently,
the vortex becomes elliptical with its roll-up movement and it is further stretched in the
vertical direction. In the final phase, with the development of the vortex, the rotating
movements promote the mixing between the two parts until its saturation state (see Figs.
14 and 15).
Figure 14 displays the evolution of physical quantities for the first five cases in Table
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FIG. 14. Physical quantities in the evolution of KHI with TL = TR: (a) the entropy of mixing and
its growth rate, (b) the mixing area and its growth rate, (c) the mixing width and its growth rate,
(d) the kinetic energy, (e) the internal energy, (f) the total energy, (g) the maximum temperature,
(h) the minimum temperature, (i) the temperature difference. The inserts in (d) and (e) correspond
to the rectangles, respectively. The lines with squares, circles, upper triangles, lower triangles, and
diamonds indicate Pr = 0.25, 0.5, 1.0, 2.0, and 4.0, respectively.
II. The lines with squares, circles, upper triangles, lower triangles, and diamonds stand for
the Prandtl number Pr = 0.25, 0.5, 1.0, 2.0, and 4.0, respectively. Figure 14 (a) shows the
whole entropy of mixing
∫ ∫
SMdxdy and its growth rate. Here the integral is extended over
the physical region Lx × Ly. Figure 14 (b) exhibits the value of Sa/(LxLy) and its growth
rate, with the mixing area Sa where the mass fraction of species A is within the range
1% ≤ λA ≤ 99%. Figure 14 (c) gives the value of LM/Lx and its growth rate. Here the
mixing width LM is defined as the horizontal distance between the leftmost and rightmost
points within the region 1% ≤ λA ≤ 99%. It is clear in Figs. 14 (a)-(c) that the mixing
degree, area, and width coincide well with each other in the five cases.
With the definition of the kinetic energy Ek =
1
2
ρ|u|2, Fig. 14 (d) plots the whole kinetic
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energy
∫ ∫
Ekdxdy. With the introduction of the internal energy Ei =
1
2
∑
σ (D + I
σ)nσT ,
we show the whole internal energy
∫ ∫
Eidxdy and its growth rate in Fig. 14 (e). The inserts
in Figs. 14 (d) and (e) are enlargements of the portions in the corresponding rectangles.
It can be found that the kinetic and internal energies in the five cases are almost the same
with each other, and their differences are very small. The kinetic (internal) energy becomes
only a little larger (smaller) with the increasing Prandtl number, i.e., the decreasing thermal
conductivity. Figure 14 (f) plots the whole energy
∫ ∫
Edxdy in terms of E = Ek + Ei. It
is evident that the energy is a conserved quantity in the KHI process. For instance, in the
first case, our DBM gives
∫ ∫
Edxdy =
∫ ∫
Ekdxdy +
∫ ∫
Eidxdy = 0.0883230 + 1.8798020
at the time t = 3, which equals its initial result
∫ ∫
Edxdy = 0.0931250 + 1.8750000. It is
noteworthy that, apart from the energy conservation, the mass and momentum conservation
is ensured by the DBM as well (which is not shown here).
Figures 14 (g)-(i) are for the maximum temperature Tmax, the minimum temperature
Tmin, and their difference Td = Tmax − Tmin. On the whole, the maximum temperature is
smaller for larger thermal conductivity. The minimum temperature with various Prandtl
numbers competes with each other before the time t = 1.5, afterwards it is larger for larger
thermal conductivity. Hence, the temperature difference becomes smaller with the increasing
thermal conductivity that facilitates heat exchange.
Figure 15 exhibits the evolution of physical quantities for the latter five cases in Table II.
In the following, comparison is made between Figs. 14 and 15. The former is for the cases
in an initial homogeneous temperature field, while the latter initially has a temperature
difference between the left and right half parts of the physical domain. Some findings are
listed as follows.
(I) From Figs. 14 (a)-(c) and Figs. 15 (a)-(c), it is apparent that the whole entropy
of mixing, the mixing area, the mixing width, and their growth rates for various Prandtl
numbers basically coincide with each other. That is to say, the heat conduction has a weak
effect on the formation and evolution of the KHI for the parameter range here we considered.
(II) It can be found in Figs. 14 (d)-(e) and Figs. 15 (d)-(e) that, the kinetic and internal
energies have slight differences for various Prandtl numbers. The inserts show that, for
either TL = TR or TL 6= TR, the kinetic (internal) energy becomes only a bit smaller (larger)
with the reducing Prandtl number, i.e., the increasing thermal conductivity.
(III) The energy conservation is held in the DBM simulation, which is validated in Fig.
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(a)
(b)
(c)
(d)
(e)
(f)
(g)
(h)
(i)
FIG. 15. Physical quantities in the evolution of KHI with TL 6= TR: (a) the entropy of mixing and
its growth rate, (b) the mixing area and its growth rate, (c) the mixing width and its growth rate,
(d) the kinetic energy, (e) the internal energy, (f) the total energy, (g) the maximum temperature,
(h) the minimum temperature, (i) the temperature difference. The inserts in (d) and (e) correspond
to the rectangles, respectively. The lines with squares, circles, upper triangles, lower triangles, and
diamonds indicate Pr = 0.25, 0.5, 1.0, 2.0, and 4.0, respectively.
14 (f) and Fig. 15 (f). Take Run X in Table II for instance, the simulation result remains∫ ∫
Edxdy = 1.96813, which is exactly equal to its exact solution 1.96813. Actually, the
mass and momentum conservation is also obeyed by the DBM (which is not shown here).
(IV) Comparison between Figs. 14 (g)-(i) and Figs. 15 (g)-(i) shows that the maximum
and minimum temperatures and their differences for TL = TR are quite different from those
for TL 6= TR. In Figs. 15 (g)-(i), both maximum and minimum temperatures, and their
differences on the whole are larger for a larger thermal conductivity.
(V) Although the evolutionary temperature fields are quite different for various Prandtl
numbers, the mixing process is almost the same for homogeneous or inhomogeneous initial
temperature configuration. Consequently, the temperature plays a nonessential role in the
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FIG. 16. Comparison of physical fields at the time t = 1.5 in the KHI process. From top to bottom
are the mass fraction of species A, vorticity, and temperature in the three rows, respectively. From
left to right are the cases (TL = TR and Pr = 0.25), (TL = TR and Pr = 4.0), (TL 6= TR and
Pr = 0.25), and (TL 6= TR and Pr = 4.0) in the four columns, respectively. Only a part of
horizontal range 0.5 ≤ x ≤ 1.0 is shown in each subfigure.
formation and evolution of the KHI.
Finally, for the sake of validating above conclusions again, let us compare the specific KHI
fields in four representative cases, i.e., Run I (TL = TR and Pr = 0.25), Run V (TL = TR
and Pr = 4.0), Run VI (TL 6= TR and Pr = 0.25), and Run X (TL 6= TR and Pr = 4.0),
respectively. Figure 16 depict the contours of physical fields at a time constant t = 1.5 in
the KHI process. The four cases are shown from left to right columns, respectively. The
mass fraction (λA), the vorticity (ω = ∂xuy − ∂yux), and the temperature (T ) are plotted
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from top to bottom rows, respectively. Only a part of the physical domain 0.5 ≤ x ≤ 1.0
and 0 ≤ y ≤ 0.5 is shown in each subfigure. Obviously, the fields of mass fraction and
vorticity are almost the same (with negligible differences) for all cases. Their shapes and
sizes are very similar, despite few differences of the vorticity maxima and minima in the
four cases. On the contrary, the contours of temperature fields are similar for the same
initial configurations, and are distinguishable for different initial configurations. It is further
confirmed that neither temperature nor thermal conductivity has a strong influence on
the mass fraction and vorticity in the KHI process. From the point view of mixing state
(such as mixing area and degree) and flow state (including the vortex shapes and sizes), the
temperature and thermal conductivity play inessential roles in the spatio-temporal evolution
of the KHI.
V. CONCLUSIONS AND DISCUSSIONS
We presented an MRT DBM for compressible multicomponent mixtures with both HNE
and TNE. Physically, the DBM formulation is not only consistent with the NS equations,
Fick’s law and Stefan-Maxwell diffusion equation under corresponding conditions in the
continuum limit, but also provides more detailed kinetic thermodynamic nonequilibrium
information. Such a capability of the DBM allows the study of nonequilibrium processes
like the entropy production. Mathematically, a set of uniform discrete Boltzmann equations
are used to describe multicomponent mixtures, and the linear form of evolution equations
makes it easy to code. Computationally, it can be implemented on massively parallel clusters
with excellent scalability because all information transfer in DBM is local in time and space.
In addition, several prototype problems, including the three-component diffusion, thermal
Couette flow, and Sod shock tube, are simulated to verify and validate the model. It is
demonstrated that the present DBM is suitable for both low and high speed compressible
nonequilibrium flows, with premixed or nonpremixed chemical species, whose specific heat
ratio and Prandtl number are adjustable. Various detailed TNE in complex fluid flows can
be captured, measured, and predicted effectively by the current versatile kinetic model.
Furthermore, the current model is utilized to investigate the compressible KHI with TNE.
Ten cases with various values of thermal conductivity and initial temperature configurations
are compared and analyzed. It is found that the mixing state (such as the mixing area
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and degree) and flow state (including the vortex shapes and sizes) are quite similar for all
cases in the dynamic KHI process, although the temperature is similar for the same initial
configurations and is distinguishable for different initial configurations. The whole kinetic
(internal) energy becomes only a bit smaller (larger) with the increasing thermal conduc-
tivity. It is concluded that both heat conduction and temperature exert slight influences on
the formation and evolution of the KHI, which is absolutely different from previous studies
for single component fluids [70, 76–79].
Moreover, the temperature field shows different trends in cases with or without spatial
variation of temperature across the material interface in an initial configuration. To be
specific, for the initial homogeneous temperature, the maximum temperature is smaller
for larger thermal conductivity as a whole, while the minimum temperature with various
Prandtl numbers competes with each other in the early stage and is larger for larger thermal
conductivity afterwards. For the initial inhomogeneous temperature, both maximum and
minimum temperatures, and their differences on the whole are larger for larger thermal
conductivity.
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Appendix A
In essence, to choose the discretization of velocities (e.g., Fig.1) is a process of deter-
mining the calculation of discrete (equilibrium) distribution functions, wherein the order of
physical accuracy is specified. Actually, the physical accuracy is directly related to the ki-
netic moment relations. (The Boltzmann equation is equivalent to an infinite list of coupled
moment equations [29].) The more the moment relations, the higher the physical accuracy.
In the current work, there are 16 moment relations satisfied by the discrete equilibrium
distribution functions fσeqi as below,
∑
i
fσeqi =
∫ ∫
fσeqdvdη, (A1)
∑
i
fσeqi v
σ
iα =
∫ ∫
fσeqvαdvdη, (A2)
∑
i
fσeqi
(
vσ2i + η
σ2
i
)
=
∫ ∫
fσeq
(
v2 + η2
)
dvdη, (A3)
∑
i
fσeqi v
σ
iαv
σ
iβ =
∫ ∫
fσeqvαvβdvdη, (A4)
∑
i
fσeqi
(
vσ2i + η
σ2
i
)
vσiα =
∫ ∫
fσeq
(
v2 + η2
)
vαdvdη, (A5)
∑
i
fσeqi v
σ
iαv
σ
iβv
σ
iχ =
∫ ∫
fσeqvαvβvχdvdη, (A6)
∑
i
fσeqi
(
vσ2i + η
σ2
i
)
vσiαv
σ
iβ =
∫ ∫
fσeq
(
v2 + η2
)
vαvβdvdη, (A7)
where the equilibrium distribution function reads
fσeq = nσ
(
mσ
2piT
)D/2(
mσ
2piIσT
)1/2
exp
[
−m
σ|v− u|2
2T
− m
ση2
2IσT
]
. (A8)
Mathematically, Eqs. (A1) - (A7) can be expressed in a uniform form (15), which leads to
the solution of the discrete equilibrium distribution functions, fσeq =Mσ−1fˆσeq.
The square matrix Mσ has 16 × 16 elements: Mσ1i = 1, Mσ2i = vσix, Mσ3i = vσiy, Mσ4i =
vσ2i + η
σ2
i , M
σ
5i = v
σ2
ix , M
σ
6i = v
σ
ixv
σ
iy, M
σ
7i = v
2
iy, M
σ
8i = (v
σ2
i + η
σ2
i ) v
σ
ix, M
σ
9i = (v
σ2
i + η
σ2
i ) v
σ
iy,
Mσ10i = v
σ3
ix , M
σ
11i = v
σ2
ix v
σ
iy, M
σ
12i = v
σ
ixv
σ2
iy , M
σ
13i = v
σ3
iy , M
σ
14i = (v
σ2
i + η
σ2
i ) v
σ2
ix , M
σ
15i =
(vσ2i + η
σ2
i ) v
σ
ixv
σ
iy, M
σ
16i = (v
σ2
i + η
σ2
i ) v
σ2
iy .
The column matrix fˆσeq has 16 elements: fˆσeq1 = n
σ, fˆσeq2 = n
σux, fˆ
σeq
3 = n
σuy, fˆ
σeq
4 =
nσ [(D + Iσ) T/mσ + u2], fˆσeq5 = n
σ (T/mσ + u2x), fˆ
σeq
6 = n
σuxuy, fˆ
σeq
7 = n
σ
(
T/mσ + u2y
)
,
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fˆσeq8 = n
σξσux, fˆ
σeq
9 = n
σξσuy, fˆ
σeq
10 = 3n
σuxT/m
σ + nσu3x, fˆ
σeq
11 = n
σuyT/m
σ +
nσu2xuy, fˆ
σeq
12 = n
σuxT/m
σ + nσuxu
2
y, fˆ
σeq
13 = 3n
σuyT/m
σ + nσu3y, fˆ
σeq
14 = n
σξσT/mσ +
nσu2x (ξ
σ + 2T/mσ ), fˆσeq15 = n
σuxuy (ξ
σ + 2T/mσ ), fˆσeq16 = n
σξσT/mσ +nσu2y (ξ
σ + 2T/mσ ),
with ξσ = (D + Iσ + 2) T/mσ + u2.
Moreover, the expression and moment relations of fσseqi are obtained in a similar way
(which is not shown here for brevity). The column matrix fˆσseq has 16 elements: fˆσseq1 = n
σ,
fˆσseq2 = n
σuσx, fˆ
σseq
3 = n
σuσy , fˆ
σseq
4 = n
σ [(D + Iσ) T σ/mσ + uσ2], fˆσseq5 = n
σ (T σ/mσ + uσ2x ),
fˆσseq6 = n
σuσxu
σ
y , fˆ
σseq
7 = n
σ
(
T σ/mσ + uσ2y
)
, fˆσseq8 = n
σξσsuσx, fˆ
σseq
9 = n
σξσsuσy , fˆ
σseq
10 =
3nσuσxT
σ/mσ + nσuσ3x , fˆ
σseq
11 = n
σuσyT
σ/mσ + nσuσ2x u
σ
y , fˆ
σseq
12 = n
σuσxT
σ/mσ + nσuσxu
σ2
y ,
fˆσseq13 = 3n
σuσyT
σ/mσ + nσuσ3y , fˆ
σseq
14 = n
σξσsT σ/mσ + nσuσ2x (ξ
σs + 2T σ/mσ ), fˆσseq15 =
nσuσxu
σ
y (ξ
σs + 2T σ/mσ ), fˆσseq16 = n
σξσsT σ/mσ + nσuσ2y (ξ
σs + 2T σ/mσ ), with ξσs =
(D + Iσ + 2)T σ/mσ + uσ2.
It is worth mentioning that there are 16 discrete velocities and discrete (equilibrium)
distribution functions. Correspondingly, there are only 16 sets of discrete Boltzmann equa-
tions (23). Obviously, this type of methodology is economic. To achieve the same order
of physical accuracy (namely, to have the same moment relations), more discrete velocities,
discrete (equilibrium) distribution functions, and discrete Boltzmann equations are required
in other kinetic models. For example, there are 65 discrete velocities in a finite difference
LBM proposed by Watari[94], and much more are needed in the discrete velocity model [19].
Appendix B
Let us give the NS equations recovered from the DBM in the continuum limit via the
Chapman-Enskog analysis. The Einstein summation convention is adopted here. The NS
equations of individual species take the form,
∂tρ
σ + ∂αJ
σ
α = 0, (B1)
∂tJ
σ
α + ∂β
(
δαβp
σ + ρσuσαu
σ
β + P
σ
αβ + U
σ
αβ
)
= SσJαρ
σ (uα − uσα) , (B2)
∂tE
σ + ∂α
(
Eσuσα + p
σuσα − κσα∂αT σ + uσβP σαβ + Y σα
)
=
1
2
Sσ4 ρ
σ
[
(D + Iσ)
T − T σ
mσ
+ u2 − uσ2
]
, (B3)
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in terms of
P σαβ =
pσ
SσPαβ
(
2δαβ
D + Iσ
∂χu
σ
χ − ∂βuσα − ∂αuσβ
)
, (B4)
Uσαβ = δαβ
Sσ4 − SσPαβ
SσPαβ
ρσ
T σ − T
mσ
+ ρσ
(
uαuβ − uσαuσβ
)
+
SσJα
SσPαβ
ρσ
(
uσαu
σ
β − uαuσβ
)
+
SσJβ
SσPαβ
ρσ
(
uσαu
σ
β − uσαuβ
)
−δαβ S
σ
4
SσPαβ
ρσ
u2 + uσ2 − 2uσχuχ
D + Iσ
, (B5)
Y σα = −
Sσ4
Sσκα
ρσuσα
D + Iσ
(
uσβ − uβ
)2
+
SσJα − Sσ4
Sσκα
ρσuσα
(
uσ2 − uσβuβ
)
+
ρσ
2Sσκα
(Sσ4 u
σ
α − Sσκαuα)
[
(D + Iσ + 2)
T σ − T
mσ
+ uσ2 − u2
]
+
Sσκα − SσJα
Sσκα
ρσ
2
(uα − uσα)
[
(D + Iσ + 2)
T σ
mσ
+ uσ2
]
, (B6)
where SσJx = S
σ
2 , S
σ
Jy = S
σ
3 , S
σ
Pxx = S
σ
5 , S
σ
Pxy = S
σ
6 , S
σ
Pyy = S
σ
7 , S
σ
κx = S
σ
8 , S
σ
κy = S
σ
9 . The
thermal conductivity is
κσα =
D + Iσ + 2
2Sσκα
pσ
mσ
, (B7)
which is reduced to
κσ =
D + Iσ + 2
2Sσκ
pσ
mσ
, (B8)
in the case Sσ8 = S
σ
9 = S
σ
κ . Moreover, if S
σ
5 = S
σ
6 = S
σ
7 = S
σ
µ , Eq. (B4) can be rewritten into
P σαβ = µ
σ
(
δαβ
2
D
∂χu
σ
χ − ∂βuσα − ∂αuσβ
)
− δαβµσB∂χuσχ, (B9)
with the dynamic, kinematic, and bulk viscosities
µσ =
pσ
Sσµ
, (B10)
νσ =
µσ
ρσ
=
T σ
mσSσµ
, (B11)
and
µσB = µ
σ
(
2
D
− 2
D + Iσ
)
, (B12)
respectively.
The specific heat at constant pressure and volume are, respectively,
cσp =
D + Iσ + 2
2mσ
, (B13)
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cσv =
D + Iσ
2mσ
, (B14)
hence the specific-heat ratio is
γσ =
cσp
cσv
=
D + Iσ + 2
D + Iσ
. (B15)
The number of degrees of freedom is a tunable parameter, which leads to a flexible specific
heat ratio. To take account of real-gas effects associated with the gradual excitation of
vibrational degrees of freedom with increasing temperature, the extra degrees of freedom
are a function of temperature, i.e., Iσ = Iσ(T σ). In addition, the Prandtl number is
Prσ =
cσpµ
σ
κσ
=
Sσκ
Sσµ
. (B16)
Consequently, both the specific-heat ratio and Prandtl number are flexible.
Furthermore, summing Eqs. (B1) - (B3) over all species σ results in the NS equations
describing mixing fluids as bellow,
∂tρ+ ∂α (ρuα) = 0, (B17)
∂t (ρuα) + ∂β
∑
σ
(
δαβp
σ + ρσuσαu
σ
β + P
σ
αβ + U
σ
αβ
)
= 0, (B18)
∂tE + ∂α
∑
σ
(
Eσuσα + p
σuσα − κσα∂αT σ + uσβP σαβ + Y σα
)
= 0, (B19)
under the condition of momentum and energy conservation,
∑
σ
ρσ (uα − uσα) = 0, (B20)
∑
σ
ρσ
(
D + Iσ
2
T σ − T
mσ
+
uσ2 − u2
2
)
= 0. (B21)
In addition, if individual velocities and temperatures of various chemical species are quite
close to each other, i.e., uσα = uα and T
σ = T , Eqs. (B17) - (B19) are simplified as
∂tρ+ ∂α (ρuα) = 0, (B22)
∂t (ρuα) + ∂β (δαβp+ ρuαuβ + Pαβ) = 0, (B23)
∂tE + ∂α (Euα + puα − κα∂αT + uβPαβ) = 0, (B24)
with
Pαβ = µ
(
2δαβ
D
∂χuχ − ∂βuα − ∂αuβ
)
− δαβµB∂χuχ, (B25)
37
µ =
∑
σ
µσ, (B26)
E =
∑
σ
Eσ, (B27)
κα =
∑
σ
κσα. (B28)
Clearly, the coefficients of viscosity and thermal conductivity become
µ =
p
Sµ
, (B29)
κ =
D + I + 2
2Sκ
p
m
, (B30)
where Sσµ = Sµ, S
σ
κα = Sκ and m
σ = m. Moreover, in practical systems, the parameters Sσi
are a function of physical variables, such as the density and temperature [6, 19, 95]. For
simplicity, values of Sσi are kept constant in this work.
In fact, the expressions of viscosity µ and thermal conductivity κ depend upon a partic-
ular simplified kinetic model that is an approximation to the original complex Boltzmann
equation. For example, the ellipsoidal statistical model [27] gives
µ = Pr
p
S
, (B31)
κ =
5
2
p
S
, (B32)
where S denotes the collision frequency, and the Prandtl number is specified as Pr = 1 in
the BGK model [26]. For power potentials for the interaction between the particles, they
take the form
µ = µ0
(
T
T0
)ω
, (B33)
κ =
5
2
µ
Pr
, (B34)
where µ0 represents the viscosity at a reference temperature T0, and ω ∈ [0.5, 1] is a param-
eter depending upon the interaction potential [29].
Appendix C
In a similar way to previous works [60, 96], it is easy to demonstrate that the NS equations
(B1)-(B3) lead to the following diffusion equations.
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(I) Fick’ first law
Φσα = −Dσ∂αρσ, (C1)
where Φσα = ρ
σ (uσα − uα) is the individual diffusion flux of mass in the α direction, and
Dσ = T/(mσSσJα) is the individual diffusivity.
(II) Fick’s second law
∂tλ
σ = Dσ∂α (∂αλ
σ) , (C2)
where λσ = ρσ/ρ represents the mass fraction.
(III) Stefan-Maxwell diffusion equation
∂αX
j =
SjJα
p
Ns∑
k 6=j
ρjρk
ρ
(
ukα − ujα
)
+
λj −Xj
p
∂αp. (C3)
Additionally, comparing Eq. (C3) with the traditional Stefan-Maxwell diffusion equation
∂αX
j =
Ns∑
k 6=j
XjXk
Djk
(
ukα − ujα
)
+
λj −Xj
p
∂αp, (C4)
we get
SjJα = p
Ns∑
k 6=j
XjXk
Djk
(
ujα − ukα
)
Ns∑
k 6=j
ρjρk
ρ
(
ujα − ukα
) , (C5)
with Djk the binary diffusivity. With the assumption that the quantity
(
ujα − ukα
)
is of the
same order for all j 6= k, the above equation is reduced to
SjJα = p
Ns∑
k 6=j
XjXk
Djk
Ns∑
k 6=j
ρjρk
ρ
= p
Xj
Ns∑
k=1
Xk
Djk
ρj (1− λj) =
pXj
ρjD¯j
, (C6)
in terms of
D¯j =
(
Ns∑
k 6=j
Xk
Djk
)−1 (
1− λj) , (C7)
which is the mixture-averaged diffusion coefficient of component j [97].
Note that substituting Eq. (C6) into (B2) may give a result in contradiction to Eq.
(B20). A solution to this problem is to set SσJα =
∑
j S
j
Jα/Ns . Namely, the condition of
momentum conservation is satisfied if all individual parameters SσJα are equal to each other
[95]. Another solution is to modify the right-hand side of discrete Boltzmann equation (23)
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[98]. Similarly, a way to overcome the inconsistency between Eqs. (B3) and (B21) is to set
Sσ4 as the same value, or to add a modified term to Eq. (23). More discussion is out of this
paper.
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