ABSTRACT. We introduce new Hermite-style and Bernstein-style geometric decompositions of the cubic order serendipity finite element spaces S 3 (I 2 ) and S 3 (I 3 ), as defined in the recent work of Arnold and Awanou [Found. Comput. Math. 11 (2011), 337-344]. The serendipity spaces are substantially smaller in dimension than the more commonly used bicubic and tricubic Hermite tensor product spaces -12 instead of 20 for the square and 32 instead of 64 for the cube -yet are still guaranteed to obtain cubic order a priori error estimates when used in finite element methods. The basis functions we define have a canonical relationship both to the finite element degrees of freedom as well as to the geometry of their graphs; this makes the bases ideal for applications employing isogeometric analysis where domain geometry and functions supported on the domain are described by the same basis functions. Moreover, the basis functions are linear combinations of the commonly used bicubic and tricubic polynomial Bernstein or Hermite basis functions, allowing their rapid incorporation into existing finite element codes.
INTRODUCTION
Serendipity spaces offer a rigorous means to reduce the degrees of freedom associated to a finite element method while still ensuring optimal order convergence. The 'serendipity' moniker came from the observation of this phenomenon among finite element practitioners before its mathematical justification was fully understood; see e.g. [14, 10, 11, 7] . Recent work by Arnold and Awanou [1, 2] classifies serendipity spaces on cubical meshes in n ≥ 2 dimensions by giving a simple and precise definition of the space of polynomials that must be spanned, as well as a unisolvent set of degrees of freedom for them. For degree r convergence, the serendipity space is defined as the span of m monomials in n variables and is denoted S r (I n ). 1 Since these m monomials bear no obvious correspondence to the m domain points of the n-dimensional unit cube I n nor to the m degrees of freedom described in the papers, alternative local bases for the serendipity spaces must be derived.
In this paper, we provide two coordinate-independent geometric decompositions for both S 3 (I 2 ) and S 3 (I 3 ), the cubic serendipity spaces in two and three dimensions, respectively. We present sets of polynomial basis functions associated in a natural and symmetric fashion to the cubic serendipity domain points of the square or cube and prove that they provide a basis for the corresponding cubic serendipity space. Each basis is designated as either Bernstein or Hermite style, as each function restricts to one of these common basis function types on each edge of the square or cube.
The Hermite style bases have the desirable property of being Lagrange-like with respect to vertex values and coordinate directional derivative values at vertices. More precisely, if a Hermite style function is associated to a vertex, it has value 1 at that vertex, value 0 at other vertices, and coordinate directional derivatives equal to 0 at all vertices. If a Hermite style function is associated to an edge domain point, it has directional derivative equal to 1 at the nearest vertex (in the direction of that domain point) with all other coordinate directional derivative values equal to 0 (at vertices) and all vertex function values equal to zero. The Bernstein style basis functions have the more simply-stated property of obtaining a unique maximal value at the associated domain point. x (x 2 − 1) (y − 1) FIGURE 1. Cubic serendipity functions on I 2 from [15] . The left function is associated to the vertex below the peak. The middle and right functions are associated to the edge y = −1 but do not correspond to the domain points (± 1 3 , −1) in any canonical or symmetric fashion, making them less useful for geometric modeling or isogeometric analysis.
To the author's knowledge, the only basis functions previously available for cubic order serendipity finite element purposes employ Legendre polynomials, which lack a clear relationship to the domain points. Definitions of these basis functions can be found in Szabó and Babuška [15, Sections 6.1 and 13.3]; the two functions from [15] associated to the edge y = −1 of I 2 , are shown in Figure 1 (middle and right). The restriction of these functions to the edge gives an even polynomial in one case and an odd polynomial in the other, forcing an ad hoc choice of how to associate the functions to the corresponding domain points (± 1 3 , −1). On the other hand, as was just described, the functions presented in this paper do have a natural correspondence to the domain points of the geometry.
Maintaining a concrete and canonical relationship between domain points and basis functions is an essential component of the growing field of isogeometric analysis (IGA). One of the main goals of IGA is to employ basis functions that can be used both for geometry modeling and finite element analysis, exactly as we provide here for cubic serendipity spaces. Each function is a linear combination of bicubic or tricubic Bernstein or Hermite polynomials; the specific coefficients of the combination are given in the proofs of the theorems. This makes the incorporation of the functions into a variety of existing application contexts relatively easy. Note that tensor product bases in two and three dimensions are commonly available in finite element software packages (e.g. deal.II [4] ) and cubic order tensor products in particular are commonly used both in modern theory (e.g. isogeometric analysis [9] ) and applications (e.g. cardiac electrophysiology models [16] ). Hence, a variety of areas of computational science could directly employ the new cubic order serendipity basis functions presented here.
The benefit of serendipity finite element methods is a significant reduction in the computational effort required for optimal order (in this case, cubic) convergence. Cubic serendipity methods on meshes of squares requires 12 functions per element, an improvement over the 16 functions per element required for bicubic tensor product methods. On meshes of cubes, the cubic serendipity method requires 32 functions per element instead of the 64 functions per element required for tricubic tensor product methods. Using fewer basis functions per element reduces the size of the overall linear system that must be solved, thereby saving computational time and effort. An additional computational advantage occurs when the functions presented here are used in an isogeometric fashion. The process of converting between computational geometry bases and finite element bases is a well-known computational bottleneck in engineering applications [8] but is easily avoided when basis functions suited to both purposes are employed.
The outline of the paper is as follows. In Section 2, we fix notation and summarize relevant background on Hermite and barycentric basis functions as well as serendipity spaces. In Section 3, we present polynomial Bernstein and Hermite style basis functions for S 3 (I 2 ) that agree with the standard bicubics on edges of I 2 and provide a novel geometric decomposition of the space. In Section 4, we present polynomial Bernstein and Hermite style basis functions for S 3 (I 3 ) that agree with the standard tricubics on edges of I 3 , reduce to our bases for I 2 on faces of I 3 , and provide a novel geometric decomposition of the space. Finally, we state our conclusions and discuss future directions in Section 5. In words, sldeg(q) is the ordinary degree of q, ignoring variables that enter linearly. For instance, the superlinear degree of xy 2 z 3 is 5.
Definition 2.2. Define the following spaces of polynomials, each of which is restricted to the domain
P r (I n ) := span R {monomials in n variables with degree ≤ r} S r (I n ) := span R {monomials in n variables with superlinear degree ≤ r} Q r (I n ) := span R {monomials in n variables with each variable degree ≤ r}
, with proper containments when r, n > 1. The space S r (I n ) is called the degree r serendipity space on the n-dimensional unit cube I n . In the notation of the more recent paper by Arnold and Awanou [2] , the serendipity spaces discussed in this work would be denoted S r Λ 0 (I n ), indicating that they are differential 0-form spaces. The spaces have dimension given by the following formulas (cf. [1] ).
We write out standard bases for these spaces more precisely in the cubic order cases of concern here.
Observe that the dimensions of the three spaces are 10, 12, and 16, respectively. 
Observe that the dimensions of the three spaces are 20, 32, and 64, respectively. The serendipity spaces are associated to specific degrees of freedom in the classical finite element sense. For a face f of
For the cases considered in this work, n = 2 or 3 and r = 3 so the only non-zero degrees of freedom are when f is a vertex (d = 0) or an edge (d = 1). Thus, the degrees of freedom for our cases are the values 
Cubic Bernstein and Hermite Bases.
For cubic order approximation on square or cubical grids, tensor product bases are typically built from one of two alternative bases
is the cubic Bernstein basis and the set [ψ] is the cubic Hermite basis. Both bases are shown in Figure 2 . Bernstein functions have been used recently to provide a geometric decomposition of finite element spaces over simplices [3] . Hermite functions, while more common in geometric modeling contexts [12] have also been studied in finite element contexts for some time [6] . The Hermite functions have the following important property relating them to the geometry of the graph of their associated interpolant:
We have chosen these sign and basis ordering conventions so that both bases have the same symmetry property: 
Bases for Q 3 ([0, 1] n ) are easily constructed by taking tensor products of bases for
where
3 ) with basis functions denoted β ijk . We now rephrase the fact that [β] is a basis for P 3 ([0, 1]) as a 'precision property,' i.e. that linear combinations of the basis functions recover certain monomials exactly. The extension of this property to tensor product bases will be used to prove that the sets of functions presented in Sections 3 and 4 are indeed bases for S 3 (I 2 ) and S 3 (I 3 ).
, and [β 3 ] take on the respective forms
12)
13)
Proof. One easily confirms that
, and x 0 = β 4 + 3β 3 + 3β 2 + β 1 , which is the statement of (2.12). The other two statements follow immediately from the first.
We have a similar proposition for the Hermite basis [ψ] and its tensor products [
where v ai denotes the (a, i) entry (row, column) of V from (2.11). For 0 ≤ r, s, t ≤ 3, the precision properties of [ψ], [ψ 2 ], and [ψ 3 ] take on the respective forms
16)
17)
Proof. By swapping the order of summation, we see that
by (2.12), proving (2.16). The other two statements follow immediately from the first. 
In geometric modeling applications, the coefficient |b − a| is sometimes left as an adjustable parameter, usually denoted s for scale factor. [5, 16] . For all the Hermite and Hermite style functions, we will use derivative-preserving scaling which will include scale factors on those functions related to derivatives; this will be made explicit in the various contexts where it is relevant. Before defining local bases on the square, we fix notation for the domain points to which they are associated. For [0, 1] 2 , define the ordered paired index set
Then X is the disjoint union V ∪ E ∪ D where 
Fix the basis orderings (2x − 1, 2y − 1) . Given the basis orderings in (3.5)-(3.6), it can be confirmed directly
where B is the 12 × 16 matrix with the structure
where I is the 12 × 12 identity matrix and B is the 12 × 4 matrix
Using ij ∈ X to denote an index for β ij and m ∈ V ∪ E to denote an index for ξ We now observe that for each ij ∈ X,
for all (r, s) pairs such that sldeg(x r y s ) ≤ 3 (recall Definition 2.1). Note that this claim holds trivially for the first 12 columns of B, i.e. for those ij ∈ V ∪ E ⊂ X. For ij ∈ D ⊂ X, (3.11) defines an invertible linear system of 12 equations with 12 unknowns whose solution is the ij column of B ; the 12 (r, s) pairs correspond to the exponents of x and y in the basis ordering of S 3 (I 2 ) given in (2.2)-(2.3). Substituting (3.11) into (2.13) yields:
Swapping the order of summation and regrouping yields
The inner summation is exactly ξ 2 is described by an equation of the form {x or y} = {0 or 1}. Since β 2 (t) and β 3 (t) are equal to 0 at t = 0 and t = 1, β ij ≡ 0 on the edges of Remark 3.2. It is worth noting that the basis [ξ 2 ] was derived by essentially the reverse order of the proof of part (i) of the theorem. More precisely, the twelve coefficients in each column of B define an invertible linear system given by (3.11). After solving for the coefficients, we can immediately derive the basis functions via (3.7). By the nature of this approach, the edge agreement property (ii) is guaranteed by the symmetry properties of the basis [β]. This technique was inspired by a previous work for Lagrange-like quadratic serendipity elements on convex polygons [13] 2 ). Define the following set of 12 functions, indexed by V ∪ E; note that each function is to be scaled by a factor of 1/8.
Fix the basis orderings 
The set [ϑ 2 ] has the following properties:
Proof. 
Denote the entries of H by h m ij (cf. (3.10) ). Recalling (2.15), observe that for each ij ∈ X,
for all (r, s) pairs such that sldeg(x r y s ) ≤ 3. Similar to the Bernstein case, we substitute (3.20) into (2.17), swap the order of summation and regroup, yielding
The inner summation is exactly ϑ 2 , as desired. For (iii), the geometric decomposition is given by the indices of the basis functions, i.e. the function ϑ m is associated to the domain point for m ∈ V ∪ E. This follows immediately from (ii), the fact that [ψ 2 ] is a tensor product basis, and Remark 2.5.
LOCAL BASES FOR S 3 (I 3 )
Before defining local bases on the cube, we fix notation for the domain points to which they are associated. For [0, 1] 3 , define the ordered triple index set note that each function is to be scaled by a factor of 1/32. 
2 + 2y + y 2 + 2z + z 2 ) (x + 1)(y − 1)(z − 1)(−5 + 2x + x 2 − 2y + y 2 − 2z + z 2 ) −(x + 1)(y − 1)(z + 1)(−5 + 2x + x 2 − 2y + y 2 + 2z + z 2 ) −(x + 1)(y + 1)(z − 1)(−5 + 2x + x 2 + 2y + y 2 − 2z + z 2 ) (x + 1)(y + 1)(z + 1)(−5 + 2x + x 2 + 2y + y
We fix the following basis orderings, with omitted basis functions ordered lexicographically by index. 
Proof. where U is the 32 × 64 matrix with the structure
where I is the 32 × 32 identity matrix and U is a specific 32 × 32 matrix whose entries are integers ranging from -16 to 4. Instead of writing out U in its entirety, we describe its properties and how it can be constructed (cf. Remark 3.2). Using ijk ∈ Y to denote an index for β ijk and mn ∈ V ∪ E ⊂ Y to denote an index for ξ [0, 1] mn , the entries of U will be denoted by k mn and β mn are identical. After scaling back, we have ξ mn and β I mn identical on the edges of I 3 , as desired. For (iv), the geometric decomposition is given by the indices of the basis functions, i.e. the function ξ mn is associated to the domain point for mn ∈ V ∪ E. This follows immediately from (ii) and (iii), the fact that [β 3 ] is a tensor product basis, and Remark 2.5. . Define the following set of 32 functions, indexed by V ∪ E; note that each function is to be scaled by a factor of 1/16. 
(x − 1)(y − 1)(z − 1)(−2 + x + x 2 + y + y 2 + z + z 2 ) −(x − 1)(y − 1)(z + 1)(−2 + x + x 2 + y + y 2 − z + z 2 ) −(x − 1)(y + 1)(z − 1)(−2 + x + x 2 − y + y 2 + z + z 2 ) (x − 1)(y + 1)(z + 1)(−2 + x + x 2 − y + y 2 − z + z 2 ) −(x + 1)(y − 1)(z − 1)(−2 − x + x 2 + y + y 2 + z + z 2 ) (x + 1)(y − 1)(z + 1)(−2 − x + x 2 + y + y 2 − z + z 2 ) (x + 1)(y + 1)(z − 1)(−2 − x + x 2 − y + y 2 + z + z 2 ) −(x + 1)(y + 1)(z + 1)(−2 − x + x 2 − y + y 2 − z + z 2 ) (x − 1)(y − 1)(z − 1) 2 (z + 1) −(x − 1)(y − 1)(z − 1)(z + 1) 2 (z + 1) (x + 1)(y + 1)(z − 1) 2 (z + 1) −(x + 1)(y + 1)(z − 1)(z + 1)
(4.14)
We fix the following basis orderings, with omitted basis functions ordered lexicographically by index. indices in E
