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Graphical Method for Analyzing Digital Computer Efficiency 
.
Thie problem: 
To optimize the computational efficiency of gen-
eral-purpose digital computers, taking into account 
such factors as computation costs as measured by 
computing time, hardware requirements, and error 
probabilities. 
The solution: 
An analysis method utilizing the graph-theoretic 
approach for evaluating the computation cost. This 
method is new in that it makes a logical distinction 
between the linear graph of a computation and the 
linear graph of a program and shows the impor-
tance of the relationships between these two graph 
models without going into any great depth to 
describe the algebra of the relationships. Because 
the method is general, it applies equally well to 
schedules, signal flow graphs, and any other process 
which depends on quantitative edge nomenclature 
and precedence relationships between edges. 
How it's done: 
The first step in the analysis of a computational 
task is the generation of a linear oriented graph, 
known also as a directed graph or digraph, repre-
senting the computation process. A quantitative 
evaluation is assigned to the nodes or vertices of 
the graph, and a precedence relationship, i.e., the 
essential topology of the graph, is assigned to the 
directed edges. In a sequence of operations within a 
computational task, a vertex represents a significant 
temporal point or the instant that a particular 
operation begins or ends. Since the graph cor-
responds closely to a signal flow graph and the 
type of graph used in communications theory, it 
benefits from the mathematical developments of 
these related fields.
A typical simplified model of the linear oriented 
graph of a computer task (solution of the pytha-
gorean formula) is given in Figure 1. In this ex- 
ample, as in every computational task, certain 
precedence relationships . remain inviolate. For 
example, for this function, the squares must be 
taken before, summing and each sum must be com-
pleted before the final square root operation is 
performed. This simplified linear oriented compu-
tation graph is topologically very different from the 
graph in Figure 2, which represents a simple 
sequential computer program for this function. A 
set of rules or an algorithm could be developed for 
systematically generating the program graph from 
the computation graph. For the more complex pro-
gramming tasks, where a multiprocessing capability 
exists, the program graph for the simultaneous use 
of two processors would be topologically identical 
to the computation graph. As a result, the compu-
tation task would take less time. 
In the topological analysis of a computation task, 
the following terms are essential: 
(a) Edges represent computing operations, and 
the weight or value assigned to an edge rep-
resents the set of quantities that measure the 
computing operation, such as probability of 
execution, execution time, memory require-
ment, chance of error, etc. 
(b) Vertices represent the beginning and end of 
an operation. 
(c) Paths represent a sequence of operations, with 
weights or values computed as joint probabili-
ties, total time of execution, and total chance 
of error, etc., for the edges traversed. 
(d) Loops (recursive or indexed) represent cyclic 
operations or a recurring set of identical 
operations.	 (effiltintled overleaf) 
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In order to evaluate quantitatively a computation 
graph containing a deterministic cycle, quantitative 
information such as operation time and probability 
of occurrence is assigned for each edge of the 
graph, and all cyclic operations or loops are identi-
fied and transformed into acyclic equivalents. A 
program graph can then be developed on the basis 
of some fixed computer hardware configuration. 
This program graph produces the desired results in 
the form of the computation task cost (measured in 
seconds) and the output occurrence probability. 
When the probability of occurrence of each edge is 
unity, the output is a certainty. 
If the hardware can be varied to provide the 
greatest amount of computing parallelism, the short-
est possible computation time is proportional to the 
longest path of the computation graph from start to 
finish, whereas the longest time is the sum of all 
operation times. 
The computation graph for computing a probabil-
.istic function becomes more complex, and the func-
tion program graph using serial computing hard-
ware is not a single path, but two alternate paths. 
The probability of output is the sum of the joint 
probabilities through each path. 
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