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ABSTRACT 
We obtain high-density fluctuation limits for the trajectories of the motions in Cox systems of in- 
dependent motions in Rd. The motions are quite general including a large class of diffusions, 
Brownian bridges and fractional Brownian motions. The limits take values in a space of distribu- 
tions on Wiener space and in general are non-Gaussian. We give two examples and discuss time- 
localixations of the trajectorial results. 
1. INTRODUCTION 
Let C = C([O, I], R?). A nuclear Gelfand triple S(C) c L2(C,W) c S(C)‘, 
where W is a o-finite Wiener measure on C, was constructed in [9] for the pur- 
pose of studying trajectorial fluctuation limits of infinite particle systems in Rd. 
The ‘trajectorial approach’ which provides more information than the usual 
‘temporal approach’ has been taken by Martin-L6f [13], Gorostiza [8], Tanaka 
and Hitsuda [17], Tanaka [la], Sznitmann [15], Grigorescu [lo], and others. 
However, the fluctuation limits were not characterized as random elements of 
some topological space, or ad hoc spaces were used in some cases. The space of 
distributions S(C)’ is a suitable state space for such limits. The nuclear struc- 
ture is necessary for the validity of the Levy continuity theorem [14]. 
A natural question regards the possibility of deriving temporal fluctuation 
limits in C([O, l],~‘(R’)), where S’(R’) is the space of tempered distributions 
on Rd, from trajectorial fluctuation limits. This is done by a ‘time-localization’ 
procedure described as follows. Given a random element X of S(C) ‘, an 
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S’(l@)-valued process X = {X(t), t E [0, l]}, called the time-localization of X, 
is defined formally by (X(t), up) = (X, F,,J, where F&w) := cp(w(t)), ‘p E S(Wd) 
(predual of S’(Wd)), t E [O, 11, w E C. Moreover, if (Xn) is a sequence of random 
elements of S(C) ’ such that X,, =+ X (weak convergence), then we should have 
X, =S X in C( [0, 11, S’( Rd)). Analytical difficulties arise because F,,, # S(C), 
and because there is no direct relationship between the topologies of S( C) ’ and 
C([O, I], S’(Rd)), so that some technical assumptions are necessary to carry out 
these ideas. This has been achieved in [2,3,5]. 
In several of the particle systems whose fluctuations have been investigated, 
the initial configuration is assumed to be a Poisson random measure on lRd with 
intensity measure p, and the fluctuation limit is a Gaussian process with tra- 
jectories in C( [0, 11, S’( Rd)), or a Gaussian random element of S(C)’ in the 
trajectorial approach. In this paper we consider initial configurations given by 
a Cox random measure (i.e., a doubly stochastic Poisson measure where the 
intensity p is also random). The particle motions can be quite general since 
Markov or martingale properties are not needed in our approach. The fluctua- 
tion limits are non-Gaussian unless p is deterministic. We give two examples of 
trajectorial fluctuation limits, one where the time-localization is easily carried 
out and the other where the time-localization is unresolved. We give only an 
outline of the proof of the main result due to lack of space. A detailed version of 
the paper with all the proofs is given in the technical report [4]. 
2. MODEL AND MAIN RESULT 
Let C(Rd) and M(Rd) denote the spaces of bounded continuous functions and 
Radon measures on Rd, respectively, Cc(lRd) the subspace of elements of C(Rd) 
with compact support, and write (m,f) = Jfi. 
Forp > 0, we define ‘pp(x) = (1 + ]x]‘)-~, x E Rd, 
&J(Rd) = {‘p E C(Wd) : cp = $ + acp,, $ E Cc(oBd),a E R}, 
C,(Rd) = {cp E C(Rd) : ,Ji~~&)/‘pp(x) exists}, 
The space C,(Rd) is equipped with the norm ]]I+$ = sup, ]+)]/p&). On 
Mp(Rd) we consider thep-vague topology, i.e., the smallest topology that makes 
the mappings p++ (II, ‘p) continuous for all cp E Kp(Rd). The sup norm is de- 
noted by ]I . 11,. 
Fix p > 0. Let p,, be random measures in Mp(Rd), n = 1,2,. . ., and let & be 
a Cox random measure on Rd with intensity measure p,,. For each x E Rd, let 
<” = {t”(t), t E [0, 11) denote a continuous process in Rd starting from x. For 
any n we define the Cox particle system by letting the process in <” evolve from 
each point x of II,, these processes being independent. Let MX denote the 
distribution of <” on C, and put df& = dM*h(dx), n = 1,2,. . . . M, is a 
random measure (a&rite) on C. Let N,, denote the trajectorial empirical 
measure of the system, N,, = xi 6~ X, , where {xj}j are the points of fl, and 6, is 
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the Dirac measure at w E C. We are interested in the limit behaviour of the 
trajectorial fluctuation X,, defined by 
when the density of the system increases towards infinity (as n -+ co). We regard 
N, and X, as random elements of S( C) ‘. 
Theorem. Assume that (i) Eli<” - XII”, 5 J”fiforallx E Rd,n = 1,2,. . . ,and 
some constant J; (ii) thefunction XI+ ElF( is continuousfor each F E S(C); 
(iii) $F?- p in MP(Rd) as n --f oo, for some random element ,u of M,,(Pk’). 
Define M by dM = dM*p(dx). 
Then X,, =+- X in S(C) ‘, where X is a random element of S( C) ’ with character- 
istic functional 
Eexp{i(X,F)) = Eexp -~(kft,F ) { ’ * }=LP(;(M.,F’)), FES(C), 
and L, is the Luplace functional of F 
This theorem should be compared to Theorem 1.2 of [3]. The main feature of 
the present version is that the p,, are random, satisfying assumption (iii), 
whereas in that paper we had pLn = np with a non-random ,u. On the other hand, 
due to the randomness of ,u,, the assumptions on [” have to be slightly stronger 
than those in [3], but they are sufficiently general to cover interesting examples. 
Outline of Proof. The measures M, and fVl can be regarded as (random) ele- 
ments of S(C)‘. This follows from Theorem 2.5 of [5] by assumption (ii), and 
because the measures pn and p are assumed to belong to MP(Rd). (U, and M 
are almost surely admissible measures; see Section 3 below). Therefore X,, is 
actually a random element of S(C)‘. We prove that for each F E S(C), the 
function x w ElF( belongs to CP(Rd). Due to assumption (ii) it suffices to 
show that the function x H (1 + IxI*~EIF(<~) I is bounded for each p > 0. This 
is done using the chaos expansion of F in the Wiener space and the topology of 
S(C). As S(C) is a Frechet nuclear space, the Levy continuity theorem and the 
Bochner-Minlos theorem hold in S(C) ’ [14,11]. Hence, to prove the theorem it 
suffices to show that E exp{i(X,,, I;)} -+ E exp{ - 1 (Ml, F*)} as n --) 00 for each 
F E S(C). Generalizing slightly formula (4.3) of [3] and observing that 
(M,, J’) = (pn, EJ’(c)), we have 
E[exp{i(X,, F>]ltinl = exp{ - -& (cln, @(EN} exp{(p”, Ee@(E’) - 1)) 
where 
= exp( -f(~,EF2(C)))exp~(Bn,EGn)}, 
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G(x) =exp{+F(p)} - 1 -&E(P) +&W). 
After some technical steps we obtain 
Ebp{@k F>b] * exp{ - i (cl, EF2(C))} = exp( - f (MI, F2)} 
in the sense of convergence in distribution of real random variables. Finally, it 
suffices to observe that the random variables E[exp(i(&, F)}lpn] are uniformly 
integrable, and the desired result follows. Cl 
Remark. An analogous result holds for a system of particles having ‘charges’ 
f 1 (see [l, 71 for such models). 
Some examples of random motions 5” to which the Theorem applies are: 
(a) <” = x + to, where (i) co is the standard Brownian motion in Rd, or (ii) 
to is a diffusion in IF@ starting at the origin, i.e., a solution of the stochastic 
differential equation d.$O(t) = b(t, co(t))& + o(t, <o(t))dE(t), <O(O) = 0, where 
B is a standard Brownian motion in Rd, 0 is bounded and b has at most linear 
growth in the space variable, or (iii) to is the standard Brownian bridge in iI@, 
or (iv) co is a fractional Brownian motion starting at the origin with arbitrary 
Hurst parameter h E (0,l). 
(b) {tX, x E Iwd} is a system of diffusions in Rd, solutions of the above s.d.e. 
with eX(0) = x, where b and u are Lipschitz and bounded. 
3. TIME-LOCALIZATION AND CONVERGENCE 
Let X be a random element of S(C)‘. Recall that F,,, $ S(C). The time-locali- 
zation X(t) of X is carried out by extending X to a continuous random linear 
functional on an extension of S(C). The extension is constructed by means of 
an admissible measure (non-random) M on C, which means that M has a disin- 
tegration of the form dkvf = dMxp(dx), where /J is a o-finite measure on F8’ such 
that j’(l + Ix12)-kp(dx) < oc for some k 2 0, and MX is a probability measure 
on C, := {w E C : w(0) = x),x E Wd, such that the measure M,X(.) := 
MX(x + .) satisfies 
J 
( 
J Ilw&M,“(dw) 
) 
‘(I + Ix12)-k@(dx) 5 .I%! 
ti co 
foralln= 1,2,..., and some constant J. A key point is that Fp,, E U( C, &II) for 
eachp 2 1, where &Q(dw) := (1 + Iw(0)(2)kkA(dw), and the mapping 9~ Fv,, is 
continuous on S(C). Let 3; denote the closure of S(C) in the topology of 
LP( C, M). A random element X of S( C) ’ is said to be admissible if there exist an 
admissible measure M and p 2 1 such that the mapping F H (X, F) is a con- 
tinuous random linear functional (in the sense of [12]) on S(C) with the topol- 
ogy induced by U’( C, 6Il). Admissible random elements of S(C) ’ can be time- 
localized [3, 51. X(t) is obtained from X by the regularization theorem [12] 
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(since S(C) is nuclear), and it is important that x(t) does not depend on the 
particular h/B and p used for the localization. Under additional assumptions the 
time-localization process X = {x(t), 1 E [0, 11) of X has a version in C(p, l], 
S’(i$)), and with some extra conditions (not too restrictive in the context of 
particle systems), X, =+ X in S(C) ’ implies X, =+ X in C( [O, 11, S’(lF@)) (in- 
cluding tightness) [3]. 
In some cases an admissible measure Ml arises in a natural way from the 
given particle system. 
4. EXAMPLES 
In both examples below the random motions <” are assumed to satisfy condi- 
tions (i) and (ii) of the Theorem. 
4.1. A simple Cox system 
LetjJ”=P”V,n= 1,2 f..., where v is a 6xed non-random element of Mp(Rd), 
andpl,pz,... are real positive random variables such that 2 + p as n --t 00, for 
some non-negative random variable p. Define M by dN = dM*v(dx), and let 
Ml, = pRN and M = pN. 
From the Theorem we obtain: 
Proposition 1. X, =k- &5X0 in S(C) ‘, where X0 is a centered Gaussian random 
element of S(C)‘, independent of p, with variance functional E(Xo, F)’ = 
(N, I;‘), F E S(C). 
A temporal version of this result can be obtained easily by the time-localization 
procedure sketched in the previous section, the admissible measure being N [4]. 
Namely, we have: 
. 
Proposition 2. Let Nn(t) = &Ea. ~cx,Q), &(t) = S;;(N,(l) - pnv). t E [0, 11. 
Then X, =+ @X0 in C( [O, 11, S’(R )), w h ere X0 is a continuous centered Gaus- 
sian process in S’(@) with covariance functional E(X’(s), q~)(X~(t), v+!J) = 
JRd EWYs))W(0)v(dx), s, t E 10, 11, cp, 1cI E S(Rd), independent of p. 
A ‘charged particle’ version of this result was proved (in the temporal ap- 
proach) by Feldman and Iyer [7] for the special case of Brownian motion, Y = 
Lebesgue measure, and pn integer-valued. 
4.2. A Cox system driven by a superprocess 
We start with the following particle system on Rd. At time 0 the particles are 
distributed according to a Cox random measure with intensity V, which is a 
random element of Mq(Wd). The particles evolve. independently according to 
the spherically symmetric a-stable process, CI! E (0,2], they branch at rate 1 with 
a critical (1 + 0) branching law, /3 E (0, 1] (whose generating function is 
s+ (1 +p)-‘(1 -s)l+@, s E [0, I]), and the offspring particles obey the same 
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rules. A high-density and small-life limit of this system yields an M4(Rd)- 
valued Markov process Y = { Y(t), t L 0}, called the ((Y, d, @superprocess [6]. 
(q is chosen so that q > d/2, and in addition q < (d + o)/2 if (Y c 2). The 
Laplace functional of Y(l) is given in terms of the Laplace functional of v 
by Eexp{-( Y(f), cp)} = Eexp{-(v, Qcp)}, cp E K&l?!‘)+, where U,cp is the 
unique non-negative solution of the non-linear equation U,cp = T,cp- 
7 j’l T,_,( U,cp)‘+‘ds, with 7 = l/( 1 + p), and (T,) the semigroup of the a-stable 
process. Note that Y(0) = V. A basic fact is that for each t 2 0, the empirical 
measure N(t) of the branching particle system at time t is a Cox random 
measure whose intensity is Y(t), the state of the superprocess at the same time. 
We now consider a modification of the particle system as follows. The system 
evolves as described above up to a fixed time to, at which the branching mech- 
anism stops and the particles just go on moving independently. Moreover, at 
time to the particle motion can change to a different one. Taking to to be the new 
origin of time, we consider the trajectorial fluctuations of the system as the 
density of particles tends to infinity. This model may have some interest, but 
our aim here is only to study the trajectorial fluctuations of a Cox system of 
independent motions driven by the random measure Y(to). Note that even if 
the measure v is deterministic, the initial condition (at time to) is of a different 
type than that of the model in the previous example. Let the Cox measure that 
initiates the branching particle system (at time 0) have intensity nv, n a positive 
integer, and let Y, denote the corresponding superprocess. Thus, our Cox sys- 
tem of independent motions is driven by the random measure Y*(t,-,). The va- 
lidity of the assumption (iii) of the Theorem is a consequence of the fact that for 
anyp > q and each t 2 0, Y,(t)/n =S T:u in M,,(Rf), where T: is the adjoint of 
T,. For the proof it suffices to show that the Laplace functional of! Y,,(t) con- 
verges to that of TRY in Mp(Rd) for any p > q. 
The trajectorial fluctuation limit for the system follows from the Theorem, 
with t” denoting the particle motions starting from time to. 
Proposition 3. X,, =+ X in S(C) ‘, where X is given by 
Eexp{i(X,F)} = Eexp T;Ov, (M.,F2))}, F E S(C). 
In this case the main difficulty for the time-localization is that there is not a 
single admissible measure that works. We do not have a time-localization pro- 
cedure for examples like this one. 
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