This study aims to improve the accuracy of detecting acute tonic cold pain (CP) perception from microwave transcranial transmission (MTT) signals. Two different types of CP and no-pain (NP) MTT signals are obtained from 15 subjects. Four features, namely, power spectral exponential entropy, improved multiscale permutation entropy, refined composite multiscale dispersion entropy, and refined composite multiscale fuzzy entropy, are extracted in the variational modal decomposition domain. The feature datasets are divided into training datasets and test datasets in a 3:1 ratio. Random forest (RF) and support vector machine (SVM) are selected as classifiers. The training datasets are imported into the classifier, and the optimal training dataset is obtained with a 10-fold cross validation strategy. The feature dimension reduction algorithm of the principal component analysis is used to reduce the complexity of the feature datasets and select the most recognizable features. The classification performance of the test datasets is evaluated by the optimal classifiers. Results showed that the RF classifier performs better than the SVM classifier. The RF classifier provides high values of specificity (91.67%), sensitivity (95.83%), positive predictive value (92.00%), accuracy (93.75%), and area under curve (0.867). The combination of the microwave detection approach and machine learning algorithm can effectively detect brain activity induced by nociceptive stimulation. This approach is important in improving the accuracy of pain detection.
I. INTRODUCTION
Objective pain description is necessary in clinical pain assessment and management, and it promotes the study of pain measurement and prevention. Subjective pain, however, is difficult to quantify [1] . For many years, measures of pain were based on subjective assessments, e.g., self-reported and numerical ratings [2] . However, these methods are impractical for patients who are dying or noncommunicative [1] , [2] . Several reports use facial expressions to evaluate pain intensity [3] , [4] . However, this approach has major drawbacks because of patients' varying pain thresholds.
For quantitative pain testing methods, emphasis is placed on EEG, fMRI, and MEG imaging techniques [5] - [7] . How-The associate editor coordinating the review of this manuscript and approving it for publication was Rajeeb Dey . ever, these methods cannot be widely used in daily life because they require expensive and heavy equipment. As a solution to these restrictions, microwave imaging technology has been increasingly used, especially in the detection of traumatic and nontraumatic intracranial hemorrhage, because it is portable and inexpensive [8] - [13] . The microwave frequency range for biomedical signal detection and diagnosis is 0.1-10 GHz [8] . The aforementioned microwave detection is mainly used for large intracranial targets. With the development of social needs, the measurement of brain activity is also of interest [14] - [22] . However, previous studies were mostly based on EEG oscillations in the electromagnetic (microwave) radiation environment to detect neural activity in the resting state brain [23] - [26] .
Measurements of brain dynamics using microwaves have begun to appear a few reports [27] , [28] . These reports explain that microwaves propagating through the activated functional site change with variations in dielectric permittivity [27] , [28] . On the basis of these theories, we recently developed a method to extract relative energy change (REC), refined composite multiscale dispersion entropy (RCMDE), refined composite multiscale fuzzy entropy (RCMFE), and autoregressive (AR) model coefficients from wavelet packet transform (WPT), variational modal decomposition (VMD), and their superposition algorithm; in addition, we successfully identified and detected cold pain (CP) and no-pain (NP) signals from microwave transcranial transmission (MTT) signals [29] . Despite our success, we did not achieve the desired classification accuracy.
Therefore, in the current work, we aim to improve the extracted feature indexes in the VMD domain by using several machine learning algorithms to improve the accuracy of pain detection. Features such as power spectral exponential entropy (PSEE), improved multiscale permutation entropy (IMPE), RCMDE, and RCMFE are extracted in the VMD domain. A machine learning contrast classification approach is adopted to improve the accuracy of classification. After the reduction of feature dimensionality, the feature datasets are sent to the support vector machine (SVM) and random forest (RF), and the optimal training dataset is selected through a 10-fold cross validation strategy. Then, the performance evaluation and accuracy comparison of the test datasets are carried out.
II. EXPERIMENTAL METHODOLOGY A. PARTICIPANTS AND EXPERIMENTAL PROCEDURE
Fifteen healthy volunteers from Guilin University of Electronic Science and Technology, aged approximately 22 years old, took part in the experiment. The volunteers comprised nine males and six females. All subjects were randomly assigned a label from 1 to 15, respectively. All subjects were right-handed. The study was approved by the Institutional Review Committee of Guilin University of Electronic Technology and was conducted in accordance with the Helsinki Declaration.
In this experiment, each subject was laid flat in a quiet and bright room at room temperature (25±1 • C). Each subject kept their eyes closed during the test. Each subject underwent two ice water (0 • C-1 • C) shocks to the left hand within FIGURE 2. Data acquisition and test setup diagram. The network analyzer display resolution is 640 × 480. S-parameter is set to S21, 1 is the transmitting end, 2 is the receiving end, and test port power is set to −15 dBm. d is the distance between the antenna and the scalp and is equal to 1 cm. L stands for left, and R stands for right. a full trial (120 s): 20-50 and 70-100 s for the CP condition and the remaining time segments for NP control. All these operations were performed by the experimenter while each subject remained stationary. Each subject participated in six groups of experiments, with each group given 10 trials. Between two groups of experiments, each subject was given a 2-5 min break. The detailed experimental setup process is shown in Fig. 1 .
B. DATA ACQUISITION AND PREPROCESSING
The experimental device for receiving and transmitting signals is a broadband horn antenna (frequency range: 2.0-18.0 GHz, transmission gain: 12 dB; ChengDu Ainfo Inc., Chengdu, China). The radio frequency electromagnetic (EM) wave emission and processing equipment is an Agilent N5230A two-port vector network analyzer (Agilent Technologies, Inc., USA).
In collecting MTT signals with high reliability and accuracy in this work, the network analyzer transmits 5 GHz of radio frequency EM wave with port power of −15 dBm. This wave propagates through the subject's head via the antenna setting of the transmission coefficient S21 (S-parameter). The left and right antennas are about 1 cm away from the outer edge of the head. The sample frequency of the recorded MTT signals is 250 Hz, and the sampling time is 120 s. Hence, the data comprise 30,000 samples. Each collected MTT signal contains two columns of data: amplitude-changing and phase-changing data points. The schematic diagram of the data collection and test setup is shown in Fig. 2 .
Data calculation using MATLAB (2014b) R (The Math Works Inc., Natick, MA, USA) and data statistical analysis are implemented in SPSS 22.0 R (IBM Corp., Armonk, NY, USA). The collected electromagnetic signal is preprocessed to convert the original signal into amplified and digitized data with a sampling rate of 250 Hz. High frequency components were removed using a bandpass filter in the range of 0.3-50 Hz.
C. FEATURES
For a univariate signal of length L:
The feature datasets (1) PSEE, (2) IMPE, (3) RCMDE, and (4) RCMFE are extracted. Each feature extraction algorithm is described in detail below.
1) PSEE
We introduce PSEE [30] to an MTT signal to measure the distribution of CP and NP spectral energy in different frequency domains. After exponential transformation, the PSEE value of a single variable can be obtained. The calculation method is as follows:
where P k represents the power spectral density of a time series at each frequency domain and N represents the number of all frequency domains.
2) IMPE
IMPE is proposed on the basis of multiscale sample entropy and multiscale permutation entropy (PE) [31] , [32] . To compute IMPE, we need to compute PE. The calculation of PE depends on the embedding dimension m and time delay d. For time series x(t), the vector order V = {x t+(j i −1)l , x t+(j 2 −1)l , · · · , x t+(j d−1 −1)l , x t+(j d −1)l } of length m is given by sample x j . Then, V is sorted in the order of increasing size. Different samples have d! potential ordinal patterns, π , also known as ''motifs.'' Therefore, PE is calculated as follows [32] :
where P(π k ) demonstrates the relative frequency. However, PE instability occurs in sample reduction during coarsegrained sequence reduction. To solve this defect, we proposed the improved IMPE. For each scale factor τ and embedding dimension m, x(t) is mapped into z (τ ) i |(i = 1, 2, · · · , τ ) ; thus, the calculation of IMPE is as follows:
According to the recommendation in the literature [31] and the results of our experiments, we set m = 3, d = 1, and τ = {1, 2, 3, 4} to achieve can result in good recognition effects.
3) RCMDE
RCMDE is a new MDE-based method proposed by [33] and [34] for distinguishing different types of biological signals. For a raw signal x(t), it is divided into non-overlapping signals according to the specified scale factor τ ; coarse-grained signals are averaged as follows [35] :
where j = {1, 2, · · · , N } and N = L τ . The coarse-grained approximation signal x(t) is mapped into y(t) = {y 1 , y 2 , · · · , y N } from 0 to 1 as follows:
where µ is the mean and σ is the standard deviation of the coarse-grained signal x i . Each y i is an integer to z c j = round(c * y i + 0.5) from 1 to c.
For an embedding dimension m and time delay d, time series z m,c i can be defined as z m,c [38] . Thus, RCMDE is calculated as follows by using Shannon's definition of entropy:
RCMDE values can be calculated given the embedding dimension (m), number of classes to be mapped (c), time delay (d), and scaling factor (τ ). We set c = 6, m = 3, d = 1, and τ = {1, 2, 3, 4}, as suggested in [33] , [34] , [36] , [38] , to ensure that a moderate number of features affect the detection accuracy.
4) RCMFE
RCMFE is an extension of fuzzy entropy in multiple scales and has been widely used to distinguish between different types of biomedicine signals [39] , [40] .
For a given fuzzy sample power n and tolerance r, the similarity degree d t 1 t 2 between composite delay vectors U m t 1 and U m t 2 is calculated according to the fuzzy membership µ(d t 1 t 2 , n, r). Thus, φ m is defined as follows:
where φ m represents the probability that any two composite delay vectors are dimensionally identical. Hence, the RCMFE is calculated as follows:
To calculate RCMFE, we need to set four parameters: embedding dimension (m), fuzzy power (n), tolerance (r), and scaling factor (τ ). The values of m, n and r are set to 3, 2, and 0.15, respectively, by using the recommendation given by [31] , [39] - [42] . Meanwhile, the scaling factor is τ = {1, 2, 3, 4} to ensure satisfactory precision requirements while keeping a moderate number of features [43] , [44] .
D. VMD FEATURE EXTRACTION ALGORITHM
VMD can decompose the original signal x(t) into different principal modes, which are called band-limited intrinsic mode functions (BLIMFs) u k , in which each component has a limited bandwidth around its central frequency (ω k ) [45] , [46] .
For each mode u k , the associated analytic signal is computed by means of the Hilbert transform to obtain a unilateral frequency spectrum. The constrained variational problem is calculated as follows:
where {u k } := {u 1 , · · · , u k } is the set of all modes and
With thee introduction of quadratic penalty and Lagrangian multiplier to calculate the augmented Lagrangian, the expression is derived as follows:
Then, the improved multiplier (ADMM) method is used to determine the saddle point of the extended Lagrangian expression from updates u n+1 k , ω n+1 k , and λ n+1 k gained from the solution in the Fourier domain by alternating the two directions. The estimate of the k-th mode is updated as fol-
where α is the balancing parameter of the data fidelity constraint. Therefore, the Wiener filter may be embedded in the VMD algorithm to make it robust to sampling and noise. The center frequency ω k is converted into the frequency domain and updated to the center of gravity of the corresponding positive part of the power spectrum. The center frequency ω k can be expressed as
The modes and center frequencies are continuously updated in the frequency domain. Then, the adaptive decomposition of the signal is realized.
E. FEATURE EXTRACTION
In one trial (120 s), each subject experienced two painful stimuli (20-50 and 70-100 s). To shorten the data length and improve the classification accuracy, we selected the first 40 s (NP: 1-20 s; CP: 20-40 s) as the analysis data. The sliding window was used to divide the selected time series into a series of segments. Thus, the time series were divided into 10 NP and 10 CP segments per 2 s. Each segment contained 2 × 500 sample points. In the end, each subject had 600 NP datasets and 600 CP datasets. According to the ratio of 3:1, we divided the CP and NP data into training datasets and test datasets, respectively. FIGURE 3. Six-mode VMD of an MTT signal and its unilateral frequency spectra. VOLUME 8, 2020 Therefore, four sets of feature data were extracted from these time series segments: (1) PSEE, (2) IMPE, (3) RCMDE, and (4) RCMFE.
A six-mode VMD was carried out on each amplitudechanging and phase-changing data of the intercepted fragment, and six BLIMF components were decomposed. The decomposition results and the unilateral spectrum are shown in Fig. 3 . The frequency domains of BLIMF1, BLIMF2, and BLIMF3 are between 0.3-50 Hz. BLIMF1 represents the trend line of the original signal [45] , [46] and is not subjected to feature extraction. Therefore, BLIMF2 and BLIMF3 were selected to extract entropy features. Thus, one PSEE feature, four IMPE features (for scales 1-4), four RCMDE features (for scales 1-4), and four RCMFE features (for scales [1] [2] [3] [4] were derived from these two BLIMFs. In total, 52 features
As a large number of features were extracted, the existence of many redundant or interference features was likely. Therefore, principal component analysis (PCA) was used to reduce the dimension of the feature datasets.
F. CLASSIFICATION AND PERFORMANCE INDEXES
To improve the accuracy of pain detection, we selected SVM and RF as classifiers and then compared them [47] - [50] . An accurate distinction between the CP and NP types was achieved. For SVM, the data extracted from the training datasets after PCA dimensionality reduction were the input of the SVM classifier with RBF kernel. The optimal model parameters of the classifier were obtained by a 10-fold cross validation strategy. For RF, the random selection of training datasets and feature subsets relied on a 10-fold cross validation to construct, test, and verify the decision trees. The decision tree of type C4.5 was selected, and the leaf node contained the minimum sample number minleaf is 24 to generated the optimal decision tree. Then, from simulating a result from 50 trees to 1,000 trees, add 50 trees at a time, run each case 100 times, and take the average. The detection results were assessed to select the optimal classification and generate the optimal RF classifier. Then, the selected optimal classifier was used to evaluate the classification performance of the test dataset. The detailed classification scheme is shown in Fig. 4 .
Accuracy, specificity, sensitivity, and positive predictive values were selected as evaluation indexes of pain-related brain activity detection with the classifiers; the calculation methods are as follows [51] - [53] :
where TP denotes true positives, FN denotes false negatives, TN denotes true negatives, and FP denotes false positives. Fig. 5 shows the average PSEE of 15 subjects calculated from BLIMF2 and BLIMF3 via the six-mode VMD. The results of CP and NP were significant ( * * P < 0.01) regardless of the amplitude-or phase-changing data. This result indicates that PSEE was strongly capable of distinguishing different types of signals. In particular, the difference between the CP domain and the NP domain was highly significant, thus proving that the power change of CP was more obvious than that of NP in the phase-changing data. Through a paired t-test, we found that CP and NP showed the most significant difference in BLIMF3 probably because of the high frequency of BLIMF3. The brain activity induced by pain stimulation significantly changed the relative power of the corresponding frequency band rhythm, resulting in differences in the PSEE of the different types of NP and CP signals. Therefore, BLIMF2 and BLIMF3 in the 0. = 3) , the entropy results obtained were stable and uniform. Therefore, the ability to distinguish CP from NP was greatly enhanced. However, we compared the SDs of the entropy on each scale factor and found that the SDs of RCMDE and RCMFE showed minimal fluctuations. Hence, RCMDE and RCMFE were insensitive to signal processing with changes in scales, and their accuracy was higher than that of IMPE. A high entropy indicates a signal's high complexity. The IMPE curve implies that the entropy values of NP were always greater than those of CP. Hence, IMPE was VOLUME 8, 2020 superior to RCMDE and RCMFE in terms of distinguishing the complexity of different types of signals. Table 1 shows the performance of the SVM and RF classifiers in final pain detection according to the subjects' data.
III. RESULTS

A. AVERAGE PSEE IN DIFFERENT DECOMPOSITION MODES
C. RESULTS OF PAIN PERCEPTION DETECTION AND CLASSIFICATION COMPARISON
In terms of accuracy, the RF classifier (accuracy=93.75%) was superior to the SVM classifier (accuracy=89.58%). The SVM classifier had an extremely low specificity and positive predictive value of 83.33% and 85.19%, respectively; hence, SVM was prone to FPs. Table 2 shows that the accuracy, specificity, sensitivity, and positive predictive value obtained by the RF classifier reached over 90% and that its AUC was the highest. This result suggests that the RF approach achieved the best pain detection effect and classification accuracy. However, we found that SVM and RF had the same sensitivity (95.83%). Therefore, neither SVM nor RF was likely to produce FNs. The evaluation of SVM and RF models and the comparison of confusion matrix are shown in Fig. 12 and Fig. 13 , respectively. We found that the FP rate of SVM was 8.33%, which is twice that of RF (4.17%). We also found that SVM and RF had the same FN rate. Overall, the accuracy of pain detection for the 15 subjects shows that the stability of RF was higher than that of SVM. The evaluation of the classification performance of SVM and RF reveals that SVM was more likely than RF to produce FP rates. Accuracy and the positive predictive value were affected in this case. Hence, SVM was less accurate than RF in detecting brain activity associated with acute tonic pain. Fig. 14 shows the ROC curves of the SVM and RF classifiers. The AUC value of the RF classifier with a low FP rate was 0.867, which is much higher than that of the SVM classifier (AUC=0.812). This difference was due to the RF classifier producing low FP and FN rates, which allowed high sensitivity and specificity to be obtained and facilitated the accurate detection of pain-related neural activity. Table 3 shows the feature types and accuracy values of various methods in the current literature. The proposed pain detection method using the RF classifier achieved the ideal accuracy of 93.75%, which is better than those achieved by most reported methods. The results of our methods are lower than those of other data modalities (EEG or fMRI). To obtain a high detection accuracy, we attempted to extract the entropy-based features of pain-related brain activity from MTT signals. In comparison with domain SVM methods, the RF method was superior or equal to SVM in terms of accuracy, specificity, sensitivity, and positive predictive value. Overall, RF was more accurate than SVM in detecting noise-related MTT signals. 
IV. DISCUSSION
We used microwave scattering to measure neural activity associated with pain perception. The BLIMFs of the specified frequency band were screened on the basis of the VMD algorithm. The PSEE, IMPE, RCMDE, and RCMFE values were successfully extracted in the VMD domain. Then, we compared the SVM and RF classifiers. After training and testing, SVM and RF achieved accuracies of 89.58% and 93.75%, respectively. This result proves that machine learning algorithms based on multi-entropy are reliable in detecting pain information. It also further validates our previous suggestion that transcranial microwaves could detect information about induced brain-like activity [27] - [29] .
Most previous reports focused on the quantitative measurements of pain-related brain activity using fMRI, EEG, EMG, and ECG with exciting precision [54] - [60] . However, such studies rarely used microwave-based methods. In the early stage, we tried to use composite features to achieve an accurate detection of pain perception [29] . On the basis of our results, we made further improvements. We placed emphasis on the use of good entropy characteristics for distinguishing different types of biomedical signals, i.e., CP and NP of MTT signals.
Therefore, in the present study, the extracted features of PSEE, IMPE, RCMDE, and RCMFE were obtained from amplitude-changing and phase-changing data. Fig. 5 shows that in the screened BLIMF2 (0.3-30 Hz) and BLIMF3 (30-50 Hz) components, the PSEE of the extracted CP and that of NP showed a significant difference (P < 0.01) in terms of the overall mean value. PSEE is a single-scale approach to distinguish biomedical signals on the basis of power spectral variations [30] . The brain activity evoked by noxious stimulation causes changes in the relative power of different frequency bands, resulting in differences in PSEE under the CP state and NP state (0.3-12 Hz) [29] .
Unlike PSEE, IMPE, RCMDE, and RCMFE are all multiscale entropy indicators, and they have become prevalent algorithms for quantifying the complexity of biomedical time series [31] , [33] , [34] , [36] , [38] . Compared with singlescale entropy, multiscale entropy can quantify the features of time series on multiple time scales and thus benefits the analysis of complex nonlinear nonstationary signals [36] , [38] . According to Figs. 6-11, the IMPSE, RCMDE, and RCMFE of the CP and NP time series greatly differed at the four time scales and indicated their improved ability to distinguish CP from NP controls. Under the condition of constant embedding dimension (m = 3), IMPE is better than RCMDE and RCMFE in distinguishing the complexity of signals, whereas the latter two are more stable than the former [38] . The computation cost and time cost of IMPE are much lower than those of RCMDE and RCMFE because IMPE only needs to set m and τ , whereas RCMDE and RCMFE need to set four parameters. As the 2 s data we intercepted (1,000 sample points) is considered a short signal, RCMDE and RCMFE have great advantages in handling short signals and they do not generate uncertain values [33] - [39] ; hence, they are useful in distinguishing CP from NP types. In addition, acute pain causes intense oscillations in brain activity, leading to a huge entropy difference between CP and NP. Therefore, multi-entropy can improve the accuracy of pain detection. In conclusion, multiple entropy is a reliable and accurate way to distinguish different biomedical signals.
To improve the accuracy of detecting pain-related brain activity, we introduced SVM and RF as classifiers [50] . MTT signals are more complex than EEG, fMRI, MEG, and ECG signals. To accurately detect brain activity, we should extract better distinguishing features and select appropriate machine learning algorithms. SVM and RF are the most commonly used pain detection classifiers among many machine learning algorithms [54] - [65] . In previous reports, many pain detectors used facial expressions as features [3] , [4] . However, this approach has many drawbacks; for example, it cannot obtain the desired facial features from patients facing imminent death or facial injuries, and the method cannot satisfactorily reflect the dynamic changes in neural activity. Therefore, we selected MTT signals to extract multi-entropy features to quantitatively analyze the changes in pain-related brain activity. According to the classification results ( Table 1 and  Table 2 ), RF is superior to SVM in terms of classification ability. As shown in Figs. 12 to 14, we calculated Precision (SVM) = TP/(TP+FP) = 0.8516, Precision (RF) = 0.9200; Recall (SVM) = Recall (RF) = TP/(TP+FN) = 0.9583; F1 score (SVM)=(2×Precision×Recall)/(Precision+Recall) = 90.18, F1 score (RF) = 93.88. Therefore, SVM does have a strong classification effect, but it easily generates more FPs than RFs, thereby affecting the improvement of accuracy. Obviously, RF has more advantages than SVM in detecting pain perception overall.
Although we further improved the classification accuracy on the basis of previous studies [29] , our work still suffers from shortcomings, which need to be addressed one by one in the future. We have yet to solve the problem of detecting and evaluating pain intensity; for example, no pain, mild pain, or moderate/severe pain are still regarded as important evaluation indexes in clinical diagnosis [65] . In addition, different microwave radiation frequencies and different antenna S-parameters may affect the accuracy of brain activity detection. These factors were not considered in our study. Thus, our research still needs continuous improvement.
V. CONCLUSION
Based on previous studies, this work combined the use of entropy characteristics (i.e., PSEE, IMPE, RCMDE, and RCMFE) with advanced machine learning algorithms (RF and SVM) to achieve relatively high accuracy, specificity, sensitivity, and positive predictive values. An RF's classification accuracy is better than that of SVM, and it does not easily produce FPs. These results suggest that multi-entropy features and RF methods can be applied to many types of pain studies in the future. This study also confirmed that the microwave scattering method can be used to detect large intracranial targets with stationary signals and detect brain dynamics. Therefore, in future studies, microwave scattering technology may be used to detect brain dynamics, such as motor imagery, epilepsy, and depression. According to existing defects, we will further improve our detection method, search for other excellent features to distinguish different types of biomedical signals, and continuously improve the accuracy of detecting pain sensation. In summary, the proposed machine learning method based on multi-entropy features does improve the accuracy of detecting pain-related brain activity. However, we still have a long way to go to make microwave scattering technology mature in all types of evoked brain dynamics detection. He started his research in the field of neural engineering, and has made good achievements. He has been published three articles in the field of brain neural engineering, since 2014. His current research interests include microelectronics and microsystems packaging technologies, LED packaging and system integration, reliability analysis, and numerical and experimental mechanics. He is a Reviewer of several international journals.
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