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SEMIAUTOMORPHIC INVERSE PROPERTY LOOPS
MARK GREER
Abstract. We define a variety of loops called semiautomorphic, inverse property loops that
generalize Moufang and Steiner loops. We first show an equivalence between a previously
studied variety of loops. Next we extend several known results for Moufang and Steiner
loops. That is, the commutant is a subloop and if a is in the commutant, then a2 is a
Moufang element, a3 is a c-element and a6 is in the center. Finally, we give two constructions
for semiautomorphic inverse property loops based on Chein’s and de Barros and Juriaans’
doubling constructions.
1. Introduction
A loop (Q, ·) consists of a set Q with a binary operation · : Q×Q → Q such that (i) for
all a, b ∈ Q, the equations ax = b and ya = b have unique solutions x, y ∈ Q, and (ii) there
exists 1 ∈ Q such that 1x = x1 = x for all x ∈ Q. Standard references for loop theory are
[1, 14]. In a loop Q, the left and right translations by x ∈ Q are defined by yLx = xy and
yRx = yx respectively. We define the multiplication group of Q, Mlt(Q)= 〈Rx, Lx | x ∈ Q〉.
Similarly, we define the inner mapping group of Q, Inn(Q)=Mlt1(Q)= {θ ∈Mlt(Q)| 1θ = 1}.
In general, the inner mappings of a nonassociative loop are not automorphisms of the loop
(except in the class of automorphic loops which are defined by that very property). However,
in some of the various classes of loops which are commonly studied, the action of the inner
mapping group still preserves some of the loop structure.
Moufang loops, which are easily the most studied class of loops, are defined by the identity
(xy)(zx) = x((yz)x) (or other identities equivalent to this). Every inner mapping θ of a
Moufang loop Q is a semiautomorphism, that is, 1θ = 1 and
(xyx)θ = xθ · yθ · xθ
for all x, y ∈ Q. (Since Moufang loops are flexible, that is, (xy)x = x(yx) for all x, y, we
may write xyx unambiguously.)
Steiner loops, which arise from Steiner triple systems, are loops satisfying the identities
xy = yx, x(yx) = y. Every inner mapping θ of a Steiner loop is also a semiautomorphism:
(xyx)θ = yθ = xθ · yθ · xθ.
In this paper, we focus on this property of inner mappings to study a class of loops
generalizing both Moufang loops and Steiner loops.
Definition 1.1. A loop Q is said to be a semiautomorphic, inverse property loop (or just
semiautomorphic IP loop) if
(1) Q is flexible, that is, (xy)x = x(yx) for all x, y ∈ Q;
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(2) Q has the inverse property (IP), that is, for each x ∈ Q, there exists x−1 ∈ Q such
that x−1(xy) = y and (yx)x−1 = y for all y ∈ Q:
(3) Every inner mapping is a semiautomorphism, that is, for each θ ∈ Inn(Q), xθ · yθ ·
xθ = (x · y · x)θ for all x, y ∈ Q.
Remark 1.2. We could have dispensed with flexibility as part of the definition and simply
fixed a convention for what a semiautomorphism is, such as xθ · (yθ · xθ) = (x · (y · x))θ.
However, it is easy to show that flexibility is then a consequence.
If θ is a semiautomorphism of a flexible loop Q, then for all x ∈ Q, xθ = (xx−1x)θ =
xθ·x−1θ·xθ, and canceling gives 1 = xθ·x−1θ. Thus if we define the inversion map J : Q→ Q
by xJ = x−1, we have θJ = θ for any semiautomorphism θ.
It follows that any semiautomorphic IP loop is an example of a variety of loops which
have already appeared in the literature called ”J-loops” or “RIF loops” (RIF = Respects
Inverses and Flexible). J-loops were introduced in [8] and RIF loops were introduced in
[9]. Commutative RIF loops were studied in [11]. Recalling that a loop is diassociative if
any subloop generated by at most two elements is associative, we have the following, which
follows from the main result of [9].
Proposition 1.3. [9]. Every semiautomorphic IP loop is diassociative.
Remark 1.4. Throughout, we will make explicit use of diassociativity for simplifications,
without reference.
Our first main result, proved in §2 is the converse of our observation that every semiau-
tomorphic IP loop is a RIF loop. We state this as the following characterization (eschewing
the somewhat cryptic “RIF” terminology).
Theorem 1.5. Let Q be a loop. The following are equivalent.
(1) Q is a semiautomorphic IP loop;
(2) Q is a flexible IP loop such that θJ = θ for all θ ∈ Inn(Q).
The commutant of a loop Q is the set C(Q) = {a ∈ Q | ax = xa ∀x ∈ Q}. In general,
the commutant of a loop is not a subloop, although it is known to be so in certain cases,
such as for Moufang loops. In §3, we study the commutant of a semiautomorphic IP loop
and show that it is a subloop (Theorem 3.12). Toward that end, we also show that for
any a ∈ C(Q), a2 is a Moufang element (Theorem 3.2). This immediately gives us that
for each a ∈ C(Q), a6 ∈ Z(Q), where Z(Q) denotes the center of Q (Corollary 3.14). This
simultaneously generalizes two results: that in a Moufang loop, the cube of any commutant
element is central [1], and that in a commutative semiautomorphic IP loop, the sixth power
of any element is central [11].
In §4 we discuss two construction of semiautomorphic IP loops. There is a well-known
doubling construction of Chein which builds nonassociative Moufang loops from nonabelian
groups. The construction itself makes sense even when one starts with a loop instead of a
group. It turns out that if one applies the construction to a semiautomorphic IP loop, the
result is another semiautomorphic IP loop (Theorem 4.4). In particular, this allows us to con-
struct nonMoufang, nonSteiner, semiautomorphic IP loops by starting with nonassociative
Moufang loops.
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We then give our second construction, which is based on another doubling technique of
de Barros and Juriaans. It was already noted (without human proof) that applying the de
Barros-Juriaans construction to a group gives what we are now calling a semiautomorphic IP
loop. Here we show that just as with the Chein construction, starting with a semiautomor-
phic IP loop in the de Barros-Juriaans construction yields another semiautomorphic IP loop
(Theorem 4.6). In §5, we consider connections between the two constructions. Specifically,
we show that if we start with a semiautomorphic IP loop, apply the de Barros-Juriaans
construction and then apply the Chein construction to the result, we end up with the same
loop up to isomorphism as if we had applied the Chein construction twice (Theorem 5.5).
Finally in §6 we give conditions on when our constructions give commutative loops. We
also use our constructions to give some concrete examples of nonMoufang, nonSteiner, semi-
automorphic IP loops.
2. Semiautomorphic Inverse Property Loops
Throughout juxtaposition binds more tightly than an explicit · so that, for instance, xy · z
means (xy)z. It is well known that the inner mapping group of any loop is generated by all
inner mappings of the form Lx,y, Rx,y, and Tx [1], where
Tx = RxL
−1
x Lx,y = LxLyL
−1
yx Rx,y = RxRyR
−1
xy .
Lemma 2.1. [8, 9]. Let Q be an IP loop. Then the following are equivalent:
(2.1.1) For all θ ∈ Inn(Q), x−1θ = (xθ)−1.
(2.1.2) Q is flexible and Rx,y = Lx−1,y−1 for all x, y ∈ Q.
(2.1.3) RxyLxy = LyLxRxRy for all x, y ∈ Q.
(2.1.4) LxyRxy = RxRyLyLx for all x, y ∈ Q.
By flexibility, the left hand sides of (2.1.3) and (2.1.4) are equal and thus we can equate
(2.1.3) with either side of (2.1.4). For convenience, define
Px = LxRx = RxLx
by flexibility. Then in an IP loop conditions (2.1.3) and (2.1.4) can be written as
LxPyRx = Pyx,(RIF1)
RxPyLx = Pxy.(RIF2)
We will use the RIF acronym as an equation label for historical reference. We also use the
ARIF condition,
(ARIF) RxRyxy = RxyxRy, LxLyxy = LxyxLy,
which hold in any loop satisfying the conditions of Lemma 2.1; see [9].
Theorem 2.2. Let Q be an IP loop satisfying (RIF1) and (RIF2). Then every inner map-
ping is a semiautomorphism.
Proof. By (2.1.2), it is enough to show that each Tx and each Rx,z is a semiautomorphism.
Note that an inner mapping θ is a semiautomorphism if and only if Pxθ = θPxθ for all x ∈ Q.
First, 1 = 1Tx = 1Rx,y = 1Lx,y by definition. Thus we compute
PyTx = PyRx Lx−1
(RIF1)
= Lx−1 PyxLx−1
(RIF2)
= Lx−1RxPx−1yx = TxPyTx .
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For Rx,z, we compute
PyRx,z = PyRxRzR(xz)−1
(RIF1)
= Lx−1 PyxRz R(xz)−1
(RIF1)
= Lx−1Lz−1 Pyx·zR(xz)−1
(RIF1)
= Lx−1Lz−1LxzP(yx·z)(xz)−1
= Lx−1,z−1 PyRx,z
(2.1.2)
= Rx,zPyRx,z .

Hence, we have shown that semiautomorphic IP loops coincide with the variety formerly
known as RIF loops.
Proof of Theorem 1.5. This follows immediately from Theorem 2.2 and the earlier observa-
tion that semiautomorphisms preserve inverses. 
3. Commutant of a Semiautomorphic loop
Let Q be a loop. Then we have the following subsets of interest.
• The commutant of Q,
C(Q) = {a ∈ Q | ax = xa ∀x ∈ Q} = {a ∈ Q | La = Ra}.
• The nucleus of Q,
N(Q) = {a ∈ Q | a · xy = ax · y, x · ay = xa · y, x · ya = xy · a, ∀x, y ∈ Q}.
• The center of Q, Z(Q) = C(Q) ∩N(Q).
• The set of Moufang elements,
M(Q) = {a ∈ Q | a(xy · a) = ax · ya, a(x · ay) = (ax · a)y, (ya · x)a = y(a · xa), ∀x, y ∈ Q}.
It is well known that Z(Q) and N(Q) are always subgroups [1]. The set M(Q) of Moufang
elements is also a subloop of any loop [15].
In a Moufang loop Q, it is noted in [1] that C(Q) is a subloop and an explicit proof is
given in [14]. In this section we will prove the same result for semiautomorphic IP loops.
We note that in an IP loop Q, to verify that a subset S is a subloop, it is sufficient to
check that S is closed under multiplication and taking inverses.
Theorem 3.1. The commutant of a semiautomorphic IP loop is a subloop.
To this end, we will first prove the following.
Theorem 3.2. Let Q be a semiautomorphic IP loop and let a ∈ C(Q), then a2 is a Moufang
element.
The proof will occupy most of this section and will require some technical lemmas. We note
that in a semiautomorphic IP loop Q, each θ ∈ Inn(Q) preserves powers, that is, xnθ = (xθ)n
for all x ∈ Q, n ∈ Z. We will use this without comment in what follows.
Lemma 3.3. [11]. In a semiautomorphic IP loop Q, a ∈ M(Q) if and only if (yx · a)x =
y · xax for all x, y ∈ Q.
Lemma 3.4. Let Q be a dissociative loop and a ∈ C(Q). Then 〈a〉 ⊆ C(Q).
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Proof. We simply note anx = xLan = xL
n
a = xR
n
a = xRan = xa
n. 
Lemma 3.5. Let Q be a diassociative loop. For all a ∈ C(Q), x ∈ Q and all n ∈ Z,
(xa)n = xnan.
Proof. This follows easily from Lemma 3.4 and an induction argument. 
Lemma 3.6. Let Q be a semiautomorphic IP loop and let a ∈ C(Q). For all x ∈ Q
(3.6.1) PaLxRaL
−1
x = LxRaL
−1
x Pa.
Proof. We have PaLxRaL
−1
x = PaθRa where θ = LxRaL
−1
x R
−1
a ∈ Inn(Q). Since θ is a
semiautomorphism, Paθ = θPaθ. We have aθ = aLxRaL
−1
x R
−1
a = a by diassociativity, and so
PaLxRaL
−1
x = LxRaL
−1
x R
−1
a PaRa = LxRaL
−1
x Pa, as claimed. 
Lemma 3.7. Let Q be a semiautomorphic IP loop and let a ∈ C(Q). For all x ∈ Q
(3.7.1) R2ax = RaR
2
xRa L
2
ax = LaL
2
xLa.
Proof. Using diassociativity, we have
x = (x · ay)(ya)−1 = (x · ay)2[(x · ay)−1(ya)−1] = (x · ay)2[ya · x · ay]−1,
and so
(3.7.2) x = (x · ay)2R−1(ya·x·ay).
Our intermediate goal is to prove
(3.7.3) [(xy)2]Lx−1LaLax = (a · xy)
2
We have
[(xy)2]Lx−1LaLax = [(xy)
2]θLa2 = a
2 · [(xy)2]θ
where θ = Lx−1LaLaxLa−2 ∈ Inn(Q). Since inner mappings preserve powers, we then have
[(xy)2]Lx−1LaLax = a
2 · [(xy)θ]2 = [a · (xy)θ]2 .
Now
a · (xy)θ = (ax · a(x−1 · xy))La−2La = (ax)RayPa−1 La
(RIF1)
= PyL
−1
ay La = [(ay)
−1]R(ax)PyLa
= (x · ay)R(ay·x·ay)−1R(ax)PyLa = (x · ay)ϕ ,
where ϕ = R−1xPayR(ax)PyLa and where the fifth equality follows from diassociativity. Thus
[(xy)2]Lx−1LaLax = [(x · ay)ϕ]
2 .
Since
xPay
(RIF1)
= (xa)PyLa = a · (ax)Py ,
we see that ϕ = R−1
a·(ax)Py
R(ax)PyLa is an inner mapping. So putting our calculations together,
we have
[(xy)2]Lx−1LaLax = [(x · ay)
2]ϕ = [(x · ay)2]R(ay·x·ay)−1 R(ax)PyLa
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(3.7.2)
= xR(ax)PyLa = aRxPyLx La
(RIF1)
= aPxyLa = a · xy · a · xy
= (a · xy)2 .
This establishes (3.7.3). Now in (3.7.3), replace y with x−1y and rearrange to get
(ax)−1 · (ay)2 = a · x−1y2 .
Then replace x with (ax)−1 and simplify to get
x · (ay)2 = a(ax · y2) ,
that is, xR(ay)2 = xRaRy2Ra. This establishes half of the desired result, and the other half
follows by a dual argument. 
Lemma 3.8. Let Q be a semiautomorphic IP loop and let a ∈ C(Q). For all x ∈ Q
(3.8.1) RxR
−1
a2x
Ra = RaRxR
−1
a2x
.
Proof. Since x = ax · (a2x)−1 · ax, we have
RxR
−1
a2x
Ra = Rax·(a2x)−1·axR(a2x)−1 Ra
(ARIF)
= RaxR(a2x)−1·ax·(a2x)−1Ra .
Now (a2x)−1 · ax · (a2x)−1 = a−1 · (ax)−1 · a−1 and Rax = R
2
axR(ax)−1 , and so by the above,
RxR
−1
a2x
Ra = R
2
axR(ax)−1Ra−1·(ax)−1·a−1 Ra
(ARIF)
= R2axR(ax)−1·a−1·(ax)−1Ra−1Ra .
We have R2ax = RaRx2Ra by Lemma 3.7 and (ax)
−1 · a−1 · (ax)−1 = (a2x)−1 · a · (a2x)−1, and
so
RxR
−1
a2x
Ra = RaRx2 RaR(a2x)−1·a·(a2x)−1
(ARIF)
= RaRx2Ra·(a2x)−1·aR(a2x)−1
= RaRx2Rx−1R
−1
(a2x) = RaRxR
−1
(a2x) ,
as claimed. 
Lemma 3.9. Let Q be a semiautomorphic IP loop and let a ∈ C(Q). For all x ∈ Q
(3.9.1) (xy)−1 · ax = ax · (yx)−1.
Proof. By diassociativity, ax = (xy · y−1)a = (xy · (a · (a2y)−1 · a))a, and so we have
(xy)−1 · ax = (xy)−1 · (xy · (a · (a2y)−1 · a))a = [(a2y)−1]PaLxyRaL(xy)−1
(3.6.1)
= [(a2y)−1]LxyRaL(xy)−1Pa = xRyR(a2y)−1Ra L(xy)−1Pa
(3.8.1)
= xRaRyR(a2y)−1L(xy)−1Ra.
Now
(xa · y)(a2y)−1 = (a2y)−1 Pxa·y R(xa·y)−1
(RIF2)
= (a2y)−1LyPxaRyR(xa·y)−1
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= (x2)RyR(xa·y)−1 = (x
2y)R(xa·y)−1 ,
using diassociativity in the third equality. Combining this with the calculation above, we
have
(xy)−1 · ax = (x2y)R(xa·y)−1 L(xy)−1Pa = [(xa · y)
−1]Lx2yL(xy)−1Pa .
Since x2y = xy · y−1 · xy, we get
(xy)−1 · ax = [(xa · y)−1]Ly Ly−1Lxy·y−1·xy L(xy)−1Pa
(ARIF)
= [(xa · y)−1]LyLy−1·xy·y−1 LxyL(xy)−1 Pa = [(xa · y)
−1]LyLy−1·xy·y−1Pa.
Now [(xa · y)−1]Ly = (xa)
−1 and y−1 · xy · y−1 = y−1x, and so
(xy)−1 · ax = [(xa)−1]Ly−1xPa = (y
−1x)R(xa)−1PaL(ax)−1 Lax
(RIF1)
= (y−1x)Px−1 Lax = (x
−1y−1)Lax
= ax · (yx)−1,
using (xa)−1 · a = x−1 in the second equality. This completes the proof. 
Lemma 3.10. Let Q be a semiautomorphic IP loop and let a ∈ C(Q). For all x ∈ Q
(3.10.1) Tax = Tx
Proof. Invert both sides of (3.9.1) to get
(ax)−1 · xy = yx · (ax)−1
which is
LxL
−1
ax = RxR
−1
ax .
Rearranging gives
L−1axRax = L
−1
x Rx,
which establishes the claim. 
We are now ready to prove the two main results of this section.
Proof of Theorem 3.2. Let a ∈ C(Q). Then for all x ∈ C(Q),
RxRa2Rx = Rx PaRx
(RIF1)
= RxL
−1
x Pax = Tx Pax
= TaxPax = RaxL
−1
axRaxLax = RaxL
−1
axLaxRax
= R2ax = R(ax)2 = Rxa2x,
where the fourth equality follows from Lemma 3.10. Hence, (yx · a2)x = yRxRa2Rx =
yRxa2x = y(x · a
2 · x). By Lemma 3.3, we have the desired result. 
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Proof of Theorem 3.1. Let a, b ∈ C(Q). Then, for all x, y ∈ Q,
ab · x · ab
(RIF2)
= a(b · xa · b) = (xa · b)b · a = (xa · b2) · a
= x · ab2a = x · (ab)2 = (x · ab) · ab,
where the fourth equality follows from the fact that b2 is a Moufang element, Theorem 3.2.
Hence, cancelling ab on the right gives ab · x = x · ab. 
Lemma 3.11. [1]. Let Q be an IP loop. Then for every x ∈M(Q) ∩ C(Q), x3 ∈ Z(Q).
Thus, we have the following,
Corollary 3.12. Let Q be a semiautomorphic IP loop. If a ∈ C(Q), then a6 ∈ Z(Q).
Proof. This immediately follows from Theorem 3.2 and Lemma 3.11. 
An element a of a loop Q is a C-element if it satisfies the following equation for all x, y ∈ Q.
(C0) x(a · ay) = (xa · a)y
We denote C0(Q) be the set of all c-elements in a loop Q.
Lemma 3.13. [4]. In an IP loop Q, a ∈ C0(Q) if and only if a
2 ∈ N(Q).
Hence we have the following,
Corollary 3.14. Let Q be a semiautomorphic IP loop. If a ∈ C(Q), then a3 is a c-element.
Proof. This follows immediately from Theorem 3.12 and Lemma 3.13. 
Recall that semiautomorphic IP loops are generalized by flexible loops satisfying (ARIF)
[9]. The following shows we cannot generalize Theorems 2.2 and 3.1 to such loops.
Example 3.15. Let (Q, ·) be a loop with multiplication given by Table 1. Then Q is a flexible,
nonsemiautomorphic, IP, C-loop of order 20 were Rx,y and Lx,y are not semiautomorphisms
and the commutant is not a subloop, found by Mace4 [12].
4. Constructing semiautomorphic IP loops
We now give two constructions of semiautomorphic IP loops. We follow the notation given
in [2, 3, 10]. To show that Q is a semiautomorphic IP loop, by Theorem 1.5, it is enough
to show Q is an IP loop and satisfies either (RIF1) or (RIF2). The following will be used
without comment.
Lemma 4.1. [10]. Let Q be an IP loop and ∗ : Q→ Q a bijection such that gg∗ ∈ Z(Q) for
every g ∈ Q. Then g∗g = gg∗ ∈ Z(Q) for every g ∈ Q.
Proof. Since Q in an IP loop,
g∗g = (g−1 · gg∗)g = (gg∗ · g−1)g = gg∗. 
Our first construction for semiautomorphic IP loops is based on Chein’s M(G, ∗, g0) Mo-
ufang loop from nonabelian groups [2, 3]. We begin with the following lemma.
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· 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
2 2 4 1 3 7 8 6 5 10 12 9 11 19 20 17 18 16 15 14 13
3 3 1 4 2 8 7 5 6 11 9 12 10 20 19 18 17 15 16 13 14
4 4 3 2 1 6 5 8 7 12 11 10 9 14 13 16 15 18 17 20 19
5 5 7 8 6 4 1 3 2 13 17 18 14 12 9 19 20 11 10 16 15
6 6 8 7 5 1 4 2 3 14 18 17 13 9 12 20 19 10 11 15 16
7 7 6 5 8 3 2 1 4 15 19 20 16 17 18 9 12 13 14 10 11
8 8 5 6 7 2 3 4 1 16 20 19 15 18 17 12 9 14 13 11 10
9 9 10 11 12 13 14 16 15 1 2 3 4 5 6 8 7 19 20 17 18
10 10 12 9 11 17 18 20 19 2 4 1 3 16 15 13 14 6 5 7 8
11 11 9 12 10 18 17 19 20 3 1 4 2 15 16 14 13 5 6 8 7
12 12 11 10 9 14 13 15 16 4 3 2 1 6 5 7 8 20 19 18 17
13 13 19 20 14 12 9 18 17 5 15 16 6 4 1 11 10 7 8 3 2
14 14 20 19 13 9 12 17 18 6 16 15 5 1 4 10 11 8 7 2 3
15 15 17 18 16 19 20 12 9 7 14 13 8 10 11 4 1 3 2 6 5
16 16 18 17 15 20 19 9 12 8 13 14 7 11 10 1 4 2 3 5 6
17 17 16 15 18 11 10 14 13 19 6 5 20 8 7 3 2 1 4 9 12
18 18 15 16 17 10 11 13 14 20 5 6 19 7 8 2 3 4 1 12 9
19 19 14 13 20 16 15 11 10 17 8 7 18 3 2 6 5 9 12 1 4
20 20 13 14 19 15 16 10 11 18 7 8 17 2 3 5 6 12 9 4 1
Table 1. Multiplication Table for (Q, ·)
Lemma 4.2. Let Q be a semiautomorphic IP loop and let ∗ be a semiautomorphism of Q
such that
(g∗)∗ = g,(4.2.1)
g∗h · (k · g∗h)∗ = (g · h∗k)∗g · h∗.(4.2.2)
Then for all g, h ∈ Q,
g(hg)∗ = (g∗h)∗g∗,(4.2.3)
((gh)∗g)∗ = (g∗h∗)∗g∗,(4.2.4)
(g(hg)∗)∗ = g∗(h∗g∗)∗.(4.2.5)
Proof. Recall that (x−1)∗ = (x∗)−1 for all x ∈ Q since ∗ is a semiautomorphism. For (4.2.3),
simply let g = 1 in (4.2.2). For (4.2.4), we see
g∗ = ((g∗h)−1)∗((g∗h)∗ · g∗) = ((g∗h)−1)∗(g(hg)∗) = (h−1(g−1)∗)∗(g(hg)∗).
Replace h with h−1 and then interchange g and h gives h = (gh−1)∗(h∗(g−1h∗)∗). Applying
this to (4.2.2), we get
(hg)∗ = (h(gh−1 · h))∗ = (h∗ ·(gh−1)∗) · h∗
=
(
(g−1h)∗
[
(h∗(g−1h∗))∗ · (gh−1)∗
])
∗
h∗
(4.2.2)
=
[
((gh−1)∗)∗h
] [
(g−1h∗)∗(((gh−1)∗)∗h)
]
∗
=
[
gh−1 · h
] [
(g−1h∗)∗(gh−1 · h)
]
∗
= g
[
(g−1h∗)∗g
]
∗
.
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Replacing h with (g∗h)∗, g with g∗, and using (4.2.3), we have
(g(hg)∗)∗
(4.2.3)
= ((g∗h)∗g∗)∗ = g∗
([
(g−1)∗((g∗h)∗)∗
]
∗
g∗
)
∗
= g∗
([
(g−1)∗(g∗h)
]
∗
g∗
)
∗
= g∗(h∗g∗)∗
(4.2.3)
= (gh∗)∗g.
Therefore, we have (g∗h∗)∗g∗ = (g∗(hg∗)∗)∗ = ((gh)∗g)∗. Lastly, (4.2.5) follows from (4.2.4)
and the previously stated fact that semiautomorphisms respect inverses. 
Lemma 4.3. Let Q be a semiautomorphic IP loop, let g0 ∈ Z(Q) be fixed and let ∗ be a
semiautomorphism of Q such that, for all g, h, k ∈ Q
(g∗)∗ = g,(4.3.1)
(gg0)
∗ = g∗g0,(4.3.2)
g∗h · (k · g∗h)∗ = (g · h∗k)∗g · h∗.(4.3.3)
For an indeterminate t, define multiplication ◦ on Q ∪Qt by
g ◦ h = gh, g ◦ (ht) = (g∗h∗)∗t, gt ◦ h = (gh∗)t, gt ◦ ht = g0(g
∗h)∗,
where g, h ∈ Q. Then (Q ∪Qt, ◦) is a semiautomorphic IP loop.
Proof. Let x, y, z ∈ (Q ∪ Qt, ◦). The calculations for ◦ are straightforward and left to the
reader. However, the following eight equalities must be verified. Note that we have moved
g0 to the far left in each expression.
Cases x y z (x ◦ y) ◦ (z ◦ (x ◦ y)) ((x ◦ (y ◦ z)) ◦ x) ◦ y
Case 1: g h k gh · (k · gh) (g · hk)g · h
Case 2: g h kt [(gh)∗(k · (gh)∗)∗]∗t [(g∗ · h∗k∗)∗g∗ · h∗]t
Case 3: g ht k g0[g
∗h∗ · (k∗ · g∗h∗)∗]∗ g0[(g
∗(hk∗)∗ · g∗)∗ · h]∗
Case 4: gt h k g0[(gh
∗)∗ · (k∗ · (gh∗)∗)∗]∗ g0[((g · (hk)
∗)∗ · g)∗h]
Case 5: gt ht k g0g0(g
∗h · (k∗ · (g∗h)))∗ g0g0((g
∗ · hk∗)g∗ · h)∗
Case 6: gt h kt g0((gh
∗) · (k∗ · gh∗))t g0(((g
∗ · (h∗k∗)∗)g∗)∗ · h∗)t
Case 7: g ht kt g0((g
∗h∗)∗ · (k∗ · (g∗h∗)∗))t g0((g(h
∗k)∗ · g)∗ · h∗)∗t
Case 8: gt ht kt g0g0((g
∗h)∗ · (k · (g∗h)∗)∗)∗t g0g0((g · h
∗k)∗g · h∗)∗t
Note that cases 1 and 5 follow directly from (RIF1). Similarly, case 8 follows from (4.3.3).
For the case 2, we have
[(gh)∗(k · (gh)∗)∗]∗ t
(4.2.3)
= [gh · (k∗ · gh)∗]t
(4.3.3)
= [(g∗ · h∗k∗)∗g∗ · h∗]t.
For case 3, we have
g0[g
∗h∗ · (k∗ · g∗h∗)∗]∗
(4.3.3)
= g0 [(g · hk
∗)∗g∗ ·h]∗
(4.2.4)
= g0[(g
∗(hk∗)∗ · g∗)∗ · h]∗.
For case 4, we have
g0 [(gh
∗)∗ · (k∗ · (gh∗)∗)∗]∗
(4.2.5)
= g0[gh
∗ · (k · gh∗)∗]
(4.3.3)
= g0[((g · (hk)
∗)∗ · g)∗h].
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For case 6, we have
g0((gh
∗) · (k∗ · gh∗))t
(RIF1)
= g0((g · h
∗k∗)g ·h∗)t
(4.2.3)
= g0(((g
∗ · (h∗k∗)∗)g∗)∗ · h∗)t.
For case 7, we have
g0((g
∗h∗)∗ · (k∗ · (g∗h∗)∗))t
(4.2.3)
= g0((g
∗h∗) · (k · (g∗h∗)))∗t
(RIF1)
= g0 ((g
∗ · h∗k)g∗ · h∗)∗ t
(4.2.3)
= g0((g(h
∗k)∗ · g)∗ · h∗)∗t.
Now, to see (Q ∪Qt, ◦) is an IP loop, suppose x ∈ Qt with x = gt for some g ∈ Q. Then
note
1 ◦ x = 1 ◦ gt = (1g∗)∗t = gt = x = gt = (g1∗)t = gt ◦ 1 = x ◦ 1.
Moreover, x−1 = (gt)−1 = (g−10 g
−∗)t, where g−∗ = (g−1)∗ = (g∗)−1. For x−1 ◦ (x ◦ y) = y, we
have the following 4 cases:
Case 1. Let x = g, y = h for some g, h ∈ Q. Thus
g−1 ◦ (g ◦ h) = g−1(gh) = h.
Case 2. Let x = g, y = ht for some g, h ∈ Q. Thus
g−1 ◦ (g ◦ ht) = g−1 ◦ (g∗h)∗t = (g−∗(g∗h∗))∗t = (h∗)∗t = ht.
Case 3. Let x = gt, y = h for some g, h ∈ Q. Thus
(gt)−1 ◦ (gt ◦ h) = (g−10 g
−∗)t ◦ (gh∗)t = g0[g
−1
0 (g
−∗)∗ · gh∗]∗ = [g−1 · gh∗]∗ = (h∗)∗ = h.
Case 4. Let x = gt, y = ht for some g, h ∈ Q. Thus
(gt)−1 ◦ (gt ◦ ht) = (g−10 g
−∗)t ◦ (g0(g
∗h)∗) = [g−10 g
−∗ · (g0(g
∗h)∗)∗]t = [g−∗ · g∗h]t = ht.
Finally, (y ◦ x) ◦ x−1 follows by a similar argument and is left to the reader. 
Theorem 4.4. Let Q be a semiautomorphic IP loop, g0 ∈ Z(Q), and ∗ an involutory
antiautomorphism of G such that g∗0 = g0, gg
∗ ∈ Z(Q) for every g ∈ Q. For an indeterminate
t, define multiplication ◦ on Q ∪Qt by
g ◦ h = gh, g ◦ (ht) = (hg)t, gt ◦ h = (gh∗)t, gt ◦ ht = g0h
∗g,
where g, h ∈ Q. Then (Q ∪Qt, ◦) is a semiautomorphic IP loop.
Proof. We see that by letting ∗ be an involutory antiautomorphism, (4.3.1), (4.3.2) and
(4.3.3) of Lemma 4.3 are satisfied. Note that multiplication in Lemma 4.3 becomes the
multiplication in Theorem 4.4. 
We now move to our second construction, based on de Barros and Juriaans’ construction
[5, 6]. We note that if Q is commutative, then multiplication defined by Theorem 4.4 is
equivalent to multiplication from Theorem 4.6. We begin with the following lemma.
Lemma 4.5. Let Q be an IP Loop and ∗ be a bijection such that gg∗ ∈ Z(Q) for all g ∈ Q.
Then ∀g, h ∈ Q,
g · hh∗ = gh · h∗,(4.5.1)
gg∗ · h = g · g∗h,(4.5.2)
g(hh∗) · g∗ = gh · h∗g∗.(4.5.3)
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Proof. For (4.5.1), simply note that
g · hh∗ = (gh · h−1) · hh∗ = gh · (h−1 · hh∗) = gh · h∗.
Similarly for (4.5.2), since gg∗ ∈ Z(Q), we have g−1(gg∗ · h) = (g−1 · gg∗)h = g∗h. Multiply
by g on the left to get gg∗ · h = g · g∗h.
For (4.5.3), we see hh∗ = hh∗ · g−1g = g−1(hh∗ · g)
(4.5.2)
= g−1 · h(h∗g). Now replace g with
(h∗)−1g to derive g−1h∗ · hg = hh∗. Now,
g∗h · k = (g−1 · gg∗)h · k = gg∗(g−1h · k)
(4.5.2)
= g · g∗(g−1h · k).
Finally, substitute k = (hg) and h = h∗ so that
g∗h∗ · hg = g · g∗(g−1h∗ · hg) = gg∗ · (hh∗)
(4.5.2)
= h(gg∗) · h∗.
Since g∗h∗ · hg = hg · g∗h∗, we have hg · g∗h∗ = h(gg∗) · h∗. 
Theorem 4.6. Let Q be a semiautomorphic IP loop, g0 ∈ Z(Q), and ∗ an involutory
antiautomorphism of Q such that g∗0 = g0, gg
∗ ∈ Z(Q) for every g ∈ Q. For an indeterminate
t, define multiplication ◦ on Q ∪Qt by
g ◦ h = gh, g ◦ (ht) = (gh)t, gt ◦ h = (h∗g)t, gt ◦ ht = g0gh
∗,
where g, h ∈ Q. Then (Q ∪Qt, ◦) is a semiautomorphic IP loop.
Proof. As before, we summarize the eight cases below.
Cases x y z (x ◦ y) ◦ (z ◦ (x ◦ y)) ((x ◦ (y ◦ z)) ◦ x) ◦ y
Case 1: g h k gh · (k · gh) (g · hk)g · h
Case 2: g h kt (gh · ((gh)∗ · k))t (h∗(g∗(g · hk)))t
Case 3: g ht k g0(gh · h
∗g∗)k g0(g
∗(g · k∗h) · h∗)
Case 4: gt h k g0((h
∗g) · ((h∗g)∗ · k∗)) g0((k
∗h∗ · g)g∗)h
Case 5: gt ht k g0g0(gh
∗ · (k · gh∗)) g0g0((g · h
∗k)g · h∗)
Case 6: gt h kt g0((h
∗g · k∗) · (h∗g))t g0(h
∗ · (g · (hk)∗)g)t
Case 7: g ht kt g0((gh · k
∗) · gh)t g0(((g · hk
∗)g · h)t)
Case 8: gt ht kt g0g0(gh
∗ · hg∗)k)t g0((kh
∗ · g)g∗ · h)t
Note that cases 1, 5 and 7 follow from (RIF1), and case 6 follows from (RIF2).
For the case 2, we have
(gh · ((gh)∗ · k))t
(4.5.2)
= ((gh · (gh)∗)k)t = ((gh · h∗g∗)k)t
(4.5.3)
= (((g · hh∗)g∗)k)t
= ((gg∗ · hh∗)k)t = (g∗g · (h∗h · k))t = (h∗ · (g∗g · hk))t
(4.5.2)
= (h∗(g∗(g · hk)))t.
For case 3, we have
g0(gh · h
∗g∗)k
(4.5.3)
= g0(g(hh
∗) · g∗)k = g0(hh
∗gg∗)k = g0(gg
∗(k · hh∗))
(4.5.1)
= g0(gg
∗(kh · h∗)) = g0((g
∗g · k∗h)h∗)
(4.5.2)
= g0(g
∗(g · k∗h) · h∗).
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For case 4, we have
g0((h
∗g) · ((h∗g)∗ · k∗))
(4.5.2)
= g0((h
∗g · (h∗g)∗)k∗) = g0((h
∗g · g∗h)k∗)
(4.5.3)
= g0((h
∗ · gg∗)h · k∗)
= g0((gg
∗ · hh∗)k∗) = g0((k
∗ · h∗h) · gg∗)
(4.5.2)
= g0((k
∗h∗ · h) · gg∗)
= g0(k
∗h∗ · gg∗)h
(4.5.1)
= g0((k
∗h∗ · g)g∗)h.
For case 8, we have
g0g0((gh
∗ · hg∗)k)t
(4.5.3)
= g0g0((g(h
∗h) · g∗)k)t = g0g0((g
∗g · h∗h)k)t = g0g0((k · h
∗h) · gg∗)t
= g0g0((kh
∗ · gg∗)h)t
(4.5.2)
= g0g0((kh
∗ · g)g∗ · h)t
The argument for IP is similar to Theorem 4.4 and is left to the reader. 
5. Connections between the extended Chein and extended de
Barros-Juriaans constructions
We now focus our attention on combining the two constructions from Theorems 4.4 and
4.6. We note that most of the following computations are straightforward, and are therefore
left to the reader.
Proposition 5.1. Let Q be a semiautomorphic IP loop and let g0 ∈ Z(Q). Then g0 ∈
Z(Q ∪Qt, ◦) in either construction.
Proof. Suppose (Q∪Qt, ◦) has the multiplication as in Theorem 4.4 and let g0 ∈ Z(Q). First
note
g0 ◦ ht = (hg0)t = (hg
∗
0)t = ht ◦ g0.
Hence, g0 ∈ C(Q∪Qt). Now, let x, y ∈ Q∪Qt. It is enough to show g0 ◦ (x◦y) = (g0 ◦x)◦y
and x ◦ (y ◦ g0) = (x ◦ y) ◦ g0. We have the following four cases:
Case 1. Let x = g, y = h for some g, h ∈ Q. Thus
g0 ◦ (g ◦ h) = g0(gh) = (g0g)h = (g0 ◦ g) ◦ h,
g ◦ (h ◦ g0) = g(hg0) = (gh)g0 = (g ◦ ht) ◦ g0.
Case 2. Let x = g, y = ht for some g, h ∈ Q. Thus
g0 ◦ (g ◦ ht) = g0 ◦ (hg)t = (hg · g0)t = (h · g0g)t = g0g ◦ ht = (g0 ◦ g) ◦ ht,
g ◦ (ht ◦ g0) = g ◦ (hg0)t = (hg0 · g)t = (hg · g0)t = (hg)t ◦ g0 = (g ◦ ht) ◦ g0.
Case 3. Let x = gt, y = h for some g, h ∈ Q. Thus
g0 ◦ (gt ◦ h) = g0 ◦ (gh
∗)t = (g0 · gh
∗)t = (gg0 · h
∗)t = (gg0) ◦ h = (g0 ◦ gt) ◦ h,
gt ◦ (h ◦ g0) = gt ◦ (hg0) = (g · h
∗g0)t = (gh
∗ · g0)t = (gh
∗)t ◦ g0 = (gt ◦ h) ◦ g0.
Case 4. Let x = gt, y = ht for some g, h ∈ Q. Thus
g0 ◦ (gt ◦ ht) = g0 ◦ g0(h
∗g) = g0 · g0(h
∗g) = g0 · h
∗(gg0) = (gg0)t ◦ ht
= (g0 ◦ gt) ◦ ht,
gt ◦ (ht ◦ g0) = gt ◦ (hg0)t = g0 · (hg0)
∗g = g0 · (h
∗g0 · g) = (g0 · h
∗g) ◦ g0
= (gt ◦ ht) ◦ g0.
13
The argument is similar if the multiplication is define as in Theorem 4.6 and is left to the
reader. 
Proposition 5.2. Let Q be a semiautomorphic IP loop and ∗ an antiautomorphism of Q.
Reusing the symbol ∗, we extend ∗ on Q ∪Qt as
g∗ = g∗,
(gt)∗ = gt.
Then in either construction, the extended ∗ is an antiautomorphism of (Q ∪Qt, ◦).
Proof. Let x, y ∈ Q ∪ Qt. Then, using either multiplication, 4 straightforward cases are
needed to verify (x ◦ y)∗ = y∗ ◦ x∗ and are left for the reader. 
Theorem 5.3. Let Q be a semiautomorphic IP loop with g0 = 1 and ∗ an antiautomorphism
(which we can extend by Proposition 5.2). Let Q1 = (Q ∪ Qs, ◦) with multiplication from
Theorem 4.6 and Q2 = (Q ∪ (Qs)t, ◦2) where we apply the multiplication from Theorem 4.4
twice. Then Q1 ∼= Q2.
Proof. Note the multiplication in (Q2, ◦2) is shown in Table 2.
(Q2, ◦2) h (hs)t
g gh ((hg∗)s)t
(gs)t ((gh)s)t g∗h
Table 2. Multiplication Table for (Q2, ◦2).
Consider the bijection φ : Q1 7→ Q2 by
gφ = g (gs)φ = (g∗s)t.
To show (x ◦1 y)φ = xφ ◦2 yφ for all x, y ∈ Q ∪Qt, 4 cases arise. These are straightforward
and left to the reader. 
Proposition 5.4. Let Q be a semiautomorphic IP loop and ∗ an antiautomorphism of Q.
Let c ∈ Z(Q) such that c2 = 1 and c∗ = c. Then, reusing the symbol ∗, we extend ∗ on
Q ∪Qt as
g∗ = g∗,
(gt)∗ = c · gt.
Then in either construction, the extended ∗ is an antiautomorphism of (Q ∪Qt, ◦).
Proof. Again, 4 cases are needed to verify (x ◦ y)∗ = y∗ ◦ x∗ for all x, y ∈ Q ∪Qt. These are
straightforward and left to the reader. 
Theorem 5.5. Let Q be a semiautomorphic IP loop with g0 ∈ Q, g
2
0 = 1 and ∗ an antiauto-
morphism extending as in Proposition 5.4 with c = g0. Then doubling Q twice first using the
multiplication in Theorem 4.6 followed by the multiplication in Theorem 4.4 is equivalent to
doubling Q twice using the multiplication in Theorem 4.4 twice.
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Proof. Let
Q1 = ((Q ∪Qs) ∪ (Q ∪Qs)t, ◦1) = (Q ∪Qs ∪Qt ∪ (Qs)t, ◦1)
be the loop formed by first using the doubling construction in Theorem 4.6 and then doubled
again using the multiplication in Theorem 4.4. Similarly, define
Q2 = ((Q ∪Qs) ∪ (Q ∪Qs)t, ◦2) = (Q ∪Qs ∪Qt ∪ (Qs)t, ◦2)
where we double Q twice using the multiplication in Theorem 4.4 twice. Then we have the
following tables.
(Q1, ◦1) h hs ht (hs)t
g gh (gh)s (hg)t ((g∗h)s)t
gs (h∗g)s g0(gh
∗) ((hg)s)t (g0 · hg
∗)t
gt (gh∗)t [g0 · ((gh)s)]t g0(h
∗g) ((g∗h)s)
(gs)t (((hg)s)t) gh∗t g0((h
∗g)s) g0(hg
∗)
Table 3. Multiplication Table for (Q1, ◦1).
(Q2, ◦2) h hs ht (hs)t
g gh (hg)s (hg)t ((hg∗)s)t
gs (gh∗)s g0(h
∗g) ((gh)s)t (g0 · g
∗h)t
gt (gh∗)t [g0 · ((hg)s)]t g0(h
∗g) ((hg∗)s)
(gs)t (((gh)s)t) (h∗g)t g0((gh
∗)s) g0(g
∗h)
Table 4. Multiplication Table for (Q2, ◦2).
Consider the bijection φ : Q1 → Q2 defined as:
gφ = g (gs)φ = (g∗s)t (gt)φ = g0 · gt ((gs)t)φ = g
∗s.
Let x, y ∈ Q ∪ Qt. Then, to verify (x ◦1 y)φ = xφ ◦2 yφ, 16 cases are needed. Again, the
calculations are straightforward and left to the reader. 
6. The constructions on other varieties of loops and examples
A loop Q is a C-loop if C0(Q) = Q (i.e. x · y(yz) = (xy)y · z holds for all x, y, z). Since
C-loops are closely related to Moufang and Steiner loops, it is natural to see examples of
C-loops arise in this context.
Theorem 6.1. Let Q be a semiautomorphic IP loop, g0 ∈ Z(Q), and ∗ an involutory
antiautomorphism of Q such that g∗0 = g0, gg
∗ ∈ Z(Q) for every g ∈ Q. Then, using either
multiplication in Theorem 4.4 or 4.6, the following are equivalent:
(i) (Q ∪Qt, ◦) is commutative.
(ii) g∗ = g for all g ∈ Q.
Moreover, if either hold, then g2 ∈ Z(Q) for all g ∈ Q and Q is a commutative C-loop.
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Proof. Let (Q ∪ Qt, ◦) have the multiplication from Theorem 4.4. If (Q ∪ Qt, ◦) is commu-
tative, then (gh∗)t = gt ◦ h = h ◦ gt = (gh)t. Letting g = 1, we have the desired result. Al-
ternatively, ∗ is antiautomorphism of Q, and since g∗ = g, we have hg = h∗g∗ = (gh)∗ = gh.
Hence, (Q ∪Qt, ◦) is commutative. Finally, if either (i) or (ii) holds, then g2 = gg∗ ∈ Z(Q)
for all g ∈ Q. Therefore, by [4] and the fact that Q is an IP loop, Q is a commutative
C-loop. 
Example 6.2. LetQ be a Steiner loop of order 16 with |Z(Q)| = 2 (e.g. SteinerLoop(16,2)).
Let g0 ∈ Z(Q), g0 6= 1 and g
∗ = g−1. Then (Q ∪ Qt, ◦) with multiplication from Theorem
4.4 (or 4.6) is a commutative, non-Moufang, non-Steiner C-loop.
Corollary 6.3. Let Q be a Steiner loop. Then, for either multiplication in Theorem 4.4 or
4.6, if (Q ∪Qt, ◦) is a Steiner loop, then (Q ∪Qt, ◦) ∼= Q×Q.
Proof. Let (Q ∪ Qt, ◦) have the multiplication from Theorem 4.4. If (Q ∪ Qt, ◦) is Steiner,
hence commutative, then g∗ = g by Theorem 6.1. Moreover, 1 = gt◦gt = g0(g
∗g) = g0(g
2) =
g0. 
It is natural to ask what (Q ∪ Qt, ◦) would be if Q started as a flexible loop satisfying
(ARIF).
Theorem 6.4. Let Q be a flexible loop satisfying (ARIF), g0 ∈ Z(Q), and ∗ an involutory
antiautomorphism of Q such that g∗0 = g0, gg
∗ ∈ Z(Q) for every g ∈ Q. For an indeterminate
t, define multiplication ◦ on Q ∪ Qt by either multiplication in Theorem 4.4 or 4.6. Then
(Q ∪Qt, ◦) is a flexible loop satisfying (ARIF).
Proof. Again, eight cases arise for either multiplication. Using Lemmas 4.1 and 4.5, it is
straightforward to show (z ◦ x) ◦ (y ◦ x ◦ y) = (z ◦ (x ◦ y ◦ x)) ◦ y or (y ◦ x ◦ y) ◦ (x ◦ z) =
y ◦ ((x ◦ y ◦ x) ◦ z). 
Example 6.5. Let G be the Symmetric Group on 3 letters (i.e. SymmetricGroup(3)). Define
g0 = 1 and g
∗ = g−1 for all g ∈ G. Then (G ∪ Gt, ◦) with multiplication from Theorem
4.4 gives a Moufang loop of order 12 (i.e MoufangLoop(12,1)), the smallest example of a
nonassociative Moufang loop [2, 3]. Moreover, (G∪Gt, ◦) with multiplication from Theorem
4.6 gives a semiautomorphic IP loop of order 12, the smallest example that is non-Moufang
and non-Steiner [10].
Note that for Moufang and Steiner loops, the nucleus is always a normal subloop [1, 16].
Example 6.6. Let Q be a commutative Moufang loop of order 81 (e.g. MoufangLoop(81,1)).
Define g0 = 1 and g
∗ = g−1 for all g ∈ G. Then (Q ∪Qt, ◦) with either multiplication from
Theorem 4.4 (or 4.6) gives a semiautomorphic IP loop where N(Q) 5 Q.
Acknowledgement. Some investigations in this paper were assisted by the automated deduc-
tion tool Prover9 and the finite model builder Mace4 both developed by McCune [12].
Similarly, all presented examples were verified using the GAP system [7] together with the
LOOPS package [13].
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