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Resumen
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racter´ıstico, ı´ndice de Poincare´, Paillier, encriptacio´n homomo´rfica
En este proyecto se pretende explicar el tratamiento digital de un tipo de dato
biome´trico concreto: la huella dactilar. Se explica el proceso que se realiza para codifi-
car una huella obtenida mediante un sensor. Este proceso se inicia mediante la obtencio´n
digital de una huella. La codificacio´n de la huella depende del algoritmo de codificacio´n
que se emplee. En nuestro caso nos hemos centrado en los algoritmos basados en la estruc-
tura de crestas de la huella. Se explica el funcionamiento de dicho algoritmo paso a paso
para obtener un vector, denominado vector caracter´ıstico, que representa la codificacio´n
de la huella.
La codificacio´n de una huella se emplea para realizar comparaciones entre huellas y
determinar si dos huellas pertenecen o no al mismo individuo. En la vida real, cuando
un individuo pretende identificarse para acceder a un cierto servicio mediante su huella
dactilar, introduce su dedo ı´ndice en un sensor y la huella digital obtenida se compara
con todas las huellas almacenadas en una base de datos de todos los usuarios que tienen
permiso para acceder a este servicio.
Por otra parte, se trata la posibilidad de encriptar los vectores caracter´ısticos de las
huellas con el fin de que aquel que tenga acceso a las bases de datos de un cierto servicio no
pueda utilizar los datos de e´sta para crear huellas falsas de un modo artificial y, de ese modo
poder suplantar la identidad de alguien. Teniendo en cuenta lo que el vector caracter´ıstico
representa y el modo de comparar huellas digitales, el criptosistema utilizado debe tener
propiedades que se adapten a estos dos factores. El criptosistema empleado, ha sido el
de Paillier, del que se detalla su funcionamiento, en lo que esta´ basado, as´ı como sus
propiedades homomo´rficas.
Abstract
Keywords: biometrics, fingerprint, processing, orientation, Poincare´ index, feature vec-
tor, Paillier, homomorphic encryption
The purpose of this project is to explain the digital treatment of fingerprints as a
specific biometric type of data. It will be detailed the process that it is made in order to
encode a fingerprint obtained from a sensor. This process is initiated through the digital
obtaining of a fingerprint. The fingerprint code depends on the code algorithm that is used.
In this case, I have been focused on the algorithms based on the structure of fingerprints
ridges. The functioning of this type of algorithms will be explained step by step in order
to get a vector, called feature vector. This vector is representative of the fingerprint code.
The fingerprint code is used to compare different fingerprints and determine whether
two fingerprints belong to the same individual or not. In real life, an individual can be
identified through a fingerprint. The person must introduce the index finger in a sensor
device and the fingerprint obtained is compared with all the stored fingerprints information
in a database for all the service users who have access to a specific service.
By other, the likelihood of encrypt fingerprints feature vectors to access databases
within a specific service is treated in order not to allow its data to create false fingerprints in
a artificial mode and therefore, being able of impersonate somebody. Considering what the
characteristic vector represents and the mode used to compare fingerprints, the encryption
system used must have properties to be adapted to this two factors. The encryption system
used is Paillier’s. Its functioning will be also detailed, how it is based of, just like its
homomorphic properties.
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Cap´ıtulo 1
Introduccio´n
La identificacio´n personal consiste en asociar a cada individuo una identidad.
Desempen˜a un papel fundamental en nuestra sociedad en cuestiones como ”¿Es esta
persona quie´n dice ser”, ”¿Tiene esta persona permiso para realizar esta transac-
cio´n?”,etc. Podr´ıamos encontrar cientos de preguntas de este tipo que se efectu´an a
diario millones de veces por servicios financieros, sanidad, comercio electro´nico, te-
lecomunicaciones, etc. Dada la ra´pida evolucio´n de la tecnolog´ıa de la informacio´n,
la sociedad esta´ cada vez ma´s conectada digitalmente. Por ello, lograr caracterizar
con gran precisio´n ciertos rasgos de las personas de un modo digital es un tema
cada vez ma´s necesario.
Una amplia variedad de sistemas requieren esquemas de autentificacio´n perso-
nal fiables para confirmar o determinar la identidad de las personas que solicitan
sus servicios. El propo´sito de estos esquemas es garantizar que a estos servicios
u´nicamente tengan acceso el usuario leg´ıtimo, y no cualquier otro individuo. Ejem-
plos de dichos sistemas son: el acceso a edificios, ordenadores, mo´viles, cajeros. Si
estos esquemas no son suficientemente robustos, los sistemas sera´n vulnerables ante
posibles impostores.
Tradicionalmente, las contrasen˜as y las tarjetas de identificacio´n han sido em-
pleadas para restringir el acceso a los sistemas. Las ventajas de estos me´todos son su
simplicidad y la posibilidad de ser integrados en diferentes sistemas con bajo coste.
Sin embargo, este enfoque no esta basado en atributos inherentes a un individuo.
Es por ello que tambie´n tiene sus desventajas: se pueden perder, robar, olvidar, re-
emplazar,etc. La seguridad de estos me´todos puede verse totalmente quebrantada
cuando una contrasen˜a es divulgada sin autorizacio´n a un usuario no autorizado o
bien cuando una tarjeta es robada por un impostor. Por otro lado, las contrasen˜as
sencillas pueden ser descubiertas con facilidad por un impostor, mientras que con-
trasen˜as complicadas pueden ser dif´ıciles de recordar por el usuario leg´ıtimo. Por
lo tanto, son incapaces de satisfacer los requisitos de seguridad de nuestra sociedad
electro´nicamente interconectada. La biometr´ıa pretende solventar los problemas de
seguridad de los me´todos tradicionales.
La biometr´ıa es el estudio mensurativo o estad´ıstico de los feno´menos o proce-
sos biolo´gicos. En otras palabras, las personas tienen atributos personales u´nicos
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que pueden ser empleados para el fin de la identificacio´n: la huella digital, ciertas
caracter´ısticas de la voz, el iris,etc.
1. Te´cnicas de autentificacio´n biome´trica
Una autentificacio´n biome´trica es esencialmente un patro´n de reconocimiento que
hace una identificacio´n personal mediante la determinacio´n de la autenticidad de
una caracter´ıstica fisiolo´gica o del comportamiento espec´ıfico pose´ıdo por el usuario.
Una cuestio´n importante es el disen˜o de un me´todo pra´ctico para determinar co´mo
se identifica a un individuo. Una autentificacio´n se compone de dos partes:
• Registro de los datos
• Identificacio´n o verificacio´n
El registro de datos consiste en caracterizar un cierto rasgo biome´trico. La persona
ofrece primero un identificador, como una tarjeta de identidad y presenta sus da-
tos biome´tricos (por ejemplo, el dedo ı´ndice, la mano, el iris,etc.) a un dispositivo
de adquisicio´n. Las caracter´ısticas distintivas se encuentran y una o ma´s muestras
se extraen, codificadas, y se almacenan como una plantilla de referencia para fu-
turas comparaciones. Dependiendo de la tecnolog´ıa, la muestra biome´trica puede
ser recogida como una imagen, una grabacio´n, o un registro de mediciones dina´mi-
cas relacionadas. Los sistemas biome´tricos extraen caracter´ısticas,las codifican y
almacenan la informacio´n mediante algoritmos propios del proveedor del sistema.
El taman˜o de plantilla var´ıa dependiendo del servicio y de la tecnolog´ıa. Las
plantillas pueden ser almacenadas de forma remota en una base de datos central o
dentro de un mismo dispositivo o lector biome´trico. Cambios de hora, el posiciona-
miento, la distancia, la presio´n, el medio ambiente, y otros factores influyen en la
generacio´n de una plantilla. En consecuencia, cada vez que los datos biome´tricos de
un individuo son capturados, la nueva plantilla sera´ u´nica. Dependiendo del sistema
biome´trico, una persona puede necesitar presentar los datos biome´tricos en varias
ocasiones con el fin de de generar su plantilla. La calidad de la plantilla o plantillas
es importante en el e´xito general de la aplicacio´n biome´trica. Debido a que las carac-
ter´ısticas biome´tricas pueden cambiar con el tiempo, las personas pueden tener que
volver a inscribirse para actualizar su plantilla de referencia. Algunas tecnolog´ıas
pueden actualizar la plantilla de referencia. El proceso de registro depende tambie´n
de la calidad de los datos biome´tricos que el identificador presenta. La plantilla de
referencia esta´ vinculada a la identidad especificada en el documento de identifica-
cio´n. Si el documento de identificacio´n no especifica la verdadera identidad de la
persona, la plantilla de referencia estara´ ligada a una identidad falsa.
El paso siguiente al registro de datos es la verificacio´n. En ella se tiene que
comprobar que una persona es quie´n dice ser, o bien, que e´sta esta registrada en
un cierto servicio. Para ello, e´sta proporciona sus datos biome´tricos y se comparan
con todos los almacenados en la base de datos del sistema. El fin de este proceso
es relacionar a la persona con alguna de las plantillas almacenadas en la base de
datos.
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En este proyecto nos centraremos exclusivamente en un tipo de dato biome´trico: la
huella dactilar. Veremos co´mo generar una plantilla a partir de ella y co´mo verificar
la identidad de un individuo cuando e´ste pretenda acceder a un cierto servicio.

Cap´ıtulo 2
Codificacio´n de la huella
Existen diferentes modos de clasificar y tratar una huella dactilar. Pero principal-
mente los algoritmos existentes para el reconocimiento de huellas digitales son estos
dos:
• Algoritmos basados en extraccio´n de minucias.
En los casos en los que los patrones biome´tricos esta´n definidos por minucias,
los me´todos de reconocimiento se basan generalmente en te´cnicas de compa-
racio´n eucl´ıdea. Estos comparadores realizan transformaciones matema´ticas
entre los patrones de puntos para poder estimar el grado de similitud entre
ellos. La mayor´ıa de ellos, mediante procesos iterativos, pueden comparar los
patrones con suficiente exactitud.
• Algoritmos basados en la estructura de crestas de la huella. Esta´n
basados en el estudio de la estructura de crestas de la huella dactilar. En ellos
se busca un punto de referencia de la huella y se hace un estudio de las crestas
alrededor de dicho punto para identificar ciertas caracter´ısticas de la huella.
Evidentemente existen muchas variantes posibles de estos algoritmos. En este
trabajo nos centraremos exclusivamente en los del segundo tipo. Los algoritmos
basados en la estructura de crestas de la huella son los ma´s empleados en la actua-
lidad. La finalidad de estos algoritmos es transformar la huella en un vector, al que
como veremos ma´s adelante, llamaremos vector caracter´ıstico.
A lo largo del cap´ıtulo veremos todo el proceso que sigue una huella dacti-
lar desde que se digitaliza hasta convertirla en un vector. Tambie´n veremos como
comparar diferentes huellas digitales a partir de sus vectores caracter´ısticos.
1. Obtencio´n de la huella
Tradicionalmente las huellas dactilares se obten´ıan mojando el dedo en tinta. La
tecnolog´ıa ha evolucionado de tal modo que aquellos tiempos ya no se recuerdan.
Hoy en d´ıa las huellas se obtienen mediante la adquisicio´n directa de la huella
dactilar al colocar el dedo sobre la superficie sensible de un sensor electro´nico. El
procedimiento de la conversio´n de la huella capturada en una imagen digital depende
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de los principios f´ısicos de funcionamiento del sensor utilizado. Atendiendo a estos
principios f´ısicos, puede establecerse la siguiente clasificacio´n de sensores:
• Sensores o´pticos. Entre estos sensores esta´n aquellos que se basan en la
reflexio´n de la luz sobre la yema del dedo, los sensores basados en fibra o´ptica,
los electro-o´pticos y los sensores sin contacto.
• Sensores de estado so´lido. A este grupo pertenecen los sensores capacitivos,
te´rmicos, de campo ele´ctrico y piezoele´ctrico.
• Sensores u´ltraso´nicos. Estos dispositivos funcionan proyectando impulsos
ultraso´nicos.
Figura 1. Lector o´ptico,de estado so´lido y ultraso´nico respectivamente.
Independientemente de la naturaleza del sensor, todos tienen una misma funcio´n:
convertir la huella dactilar en una imagen digital y tratarla. Para efectuar prue-
bas del funcionamiento del algoritmo de reconocimiento de huellas hemos emplea-
do el programa MATLAB R2011. Es importante entender como interpreta pues
MATLAB las ima´genes.
MATLAB tiene funciones implementadas que permiten leer ima´genes. Estas se
almacenan como matrices de taman˜o n×n en las cuales, cada uno de sus elementos
representa el color del correspondiente p´ıxel de la imagen. Por defecto, estos colores
vienen determinados por valores comprendidos entre 0 y 255, siendo 0 el blanco y
255 el negro.
Figura 2. Huella dactilar digitalizada
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2. Normalizacio´n
La media y la varianza de las ima´genes capturadas mediante sensores de huella
dactilar dependen de diversos factores: caracter´ısticas particulares del sensor, grado
de sequedad o humedad de la piel de la yema del dedo, nivel de presio´n que ejerce
el usuario sobre la superficie del sensor, etc. Varios de los procesos o etapas que
intervienen en el ana´lisis de la huella dactilar acaban finalmente comparando el
resultado con un umbral cuyo valor depende en gran medida del nivel medio de la
intensidad de la imagen. El objetivo de la etapa de normalizacio´n es fijar la media
y la varianza de la imagen a un valor fijo y determinado previamente , de forma
que el resultado de las etapas posteriores no dependa de los valores umbrales que
intervienen en el procesado de la imagen.
Una huella digital, I, se define como una matriz de taman˜o n×n, donde I(i, j)
representa la intensidad de gris del pixel (i, j). Sean M y V la media y la varianza
estimadas de I, respectivamente:
M(I) =
1
n2
n−1∑
i=0
n−1∑
j=0
I(i, j)
V (I) =
1
n2
n−1∑
i=0
n−1∑
j=0
(I(i, j)−M(I))2
Definiremos la imagen normalizada como:
In(i, j) =
 M0 +
√
V0(I(i,j)−M)2
V si I(i, j) > M
M0 −
√
V0(I(i,j)−M)2
V si I(i, j) ≤M
donde M0 y V0 son la media y varianza deseadas, respectivamente. La normalizacio´n
es una operacio´n p´ıxel a p´ıxel. Su principal objetivo es reducir las variaciones en el
nivel de gris entre valles y crestas. Esto facilitara´ el subsiguiente proceso.
Figura 3. Huella digitalizada y su imagen normalizada respectivamente
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3. Punto de referencia
La estructura de una huella digital esta´ definida por crestas y valles entrelazados
en la punta del dedo.
Figura 4. Crestas y valles en la huella y sus respectivas intensidades de gris
Los puntos singulares son aquellos que se diferencian del resto por sus caracter´ısticas
concretas y se dividen en dos tipos: puntos esenciales y puntos delta. Un punto
esencial se define como el punto ma´s alto en el interior de las curvas formadas por
las crestas. Un punto delta es el centro de regiones triangulares de crestas en el
que tres diferentes direcciones se encuentran.
Figura 5. Los puntos esenciales y delta vienen representados, respectivamente,
en rojo y verde.
Aunque no esta´ probado se considera cierto que cualquier persona tiene un punto
esencial en su dedo ı´ndice. La identificacio´n de estos puntos es vital para el tra-
tamiento posterior de la imagen digitalizada. Es por ello que nos centraremos en
encontrar puntos esenciales. El objetivo de este proceso es poder obtener, cada vez
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que un individuo introduce su dedo en el sensor, el mismo punto de referencia.
Hallar los puntos singulares consta de 2 fases:
• Estimar el campo de orientacio´n
• Calcular el ı´ndice de Poincare´
3.1. Campo de orientacio´n.
La estimacio´n del campo de orientacio´n es fundamental en los sistemas de reconoci-
miento de huellas. Su objetivo es determinar la orientacio´n de las crestas dentro de
la imagen de la huella dactilar. Los a´ngulos del campo de orientacio´n representan
la direccio´n en que fluyen las crestas de la huella. Esto nos permite revelar carac-
ter´ısticas intr´ınsecas de la topolog´ıa de las huellas. Esta´ra representado por una
matriz {θxy} con θxy ∈ [0, pi].
Para obtener el campo de orientacio´n de un modo eficiente, trataremos la huella
normalizada como un campo vectorial, en el que a cada pixel le correspondera´ un
vector. El me´todo ma´s utilizado es el del gradiente (discreto) obtenido de la imagen
normalizada In. El vector gradiente en un punto de una huella digital representa la
variacio´n ma´xima de intensidad de gris en ese punto, por lo tanto, sera´ perpendicular
a las l´ıneas de las crestas. Dicho me´todo consiste en lo siguiente:
1. Dividiremos In en bloques disjuntos de taman˜o w = 16 (16 × 16). Esto nos
servira´ para obtener una estimacio´n de la orientacio´n de la imagen por bloques.
2. Computaremos Gx = ∂xIn(i, j) y Gy = ∂yIn(i, j) en cada pixel,(i, j). Para ello
utilizaremos el operador de Sobel.
Definimos
Sy =
 +1 +2 +10 0 0
−1 −2 −1
 y Sx =
 −1 0 +1−2 0 +2
−1 0 +1

Las aproximaciones vertical y horizontal de las derivadas de las intensidades de gris
de la imagen vienen dadas respectivamente por
Gx(x, y) = ∂xIn(i, j) = Sx ∗ In(x, y) =
1∑
u=−1
1∑
v=−1
Sx(u+ 2, v + 2) · In(x− u, y − v)
Gy(x, y) = ∂yIn(i, j) = Sy ∗ In(x, y) =
1∑
u=−1
1∑
v=−1
Sy(u+ 2, v + 2) · In(x− u, y − v)
donde la operacio´n ∗ es el producto de convolucio´n discreto.
Debido a que la funcio´n de intensidad de gris de una imagen digital esta´ definida
so´lo para puntos discretos, las derivadas no pueden estar definidas a menos que
asumamos que existe una funcio´n continua que represente los puntos de la imagen.
Asumiendo esto resulta que las derivadas en cualquier punto particular son funcio-
nes que dependen de los valores de intensidad de gris. Las aproximaciones a estas
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funciones diferenciales pueden ser definidas con el nivel de precisio´n requerido te-
niendo en cuenta u´nicamente una pequen˜a regio´n de puntos alrededor del estudiado
empleando el operador de Sobel.
3. Calcularemos el a´ngulo domimanante de cada de unos de los bloques en que
hemos dividido la imagen. Para ello, parece natural promediar los vectores gradien-
tes de los p´ıxeles pertenecientes a cada bloque y despues calcular el a´ngulo que se
obtiene del vector promedio obtenido. Sin embargo, esto no es efectivo dado que
las l´ıneas de cresta tienen dos bordes, y por lo tanto, para cada p´ıxel podemos
obtener dos vectores gradientes distintos. Sin embargo, la u´nica diferencia que exis-
tira´ entre ambos sera´ el sentido, y en consecuencia, al realizar el promedio estos se
cancelara´n. Para resolver este problema, utilizaremos una idea simple: en lugar de
promediar los vectores gradientes de cada bloque para obtener as´ı el a´ngulo domi-
nante, calcularemos el promedio de los vectores gradientes con sus componentes al
cuadrado.
Observemos que G(i, j) = (Gx, Gy) = (|G| cos(α), |G| sen(α)) donde |G| es el mo´du-
lo de G y α es su argumento.
Sabemos que
sin(2α) = 2 sin(α) · cos(α)(1)
cos(2α) = cos2(α)− sin2(α)(2)
Por lo tanto, las componentes del cuadrado del gradiente, que denotaremos por Gs
pueden escribirse del siguiente modo:[
Gsx
Gsy
]
=
[
G2cos(2α)
G2sin(2α)
]
=
[
G2(cos2(α)− sin2(α))
G2(2sin(α)cos(α))
]
=
[
G2x −G2y
2GxGy
]
(3)
Combinando las expresiones de (1), a(2) y (3) estimaremos la orientacio´n local de
cada bloque centrada en el pixel (i, j), usando las siguientes ecuaciones:
Vx(i, j) =
i+w2∑
u=i−w2
j+w2∑
v=j−w2
2∂xG(u, v)∂yG(u, v)
Vy(i, j) =
i+w2∑
u=i−w2
j+w2∑
v=j−w2
(∂2xG(u, v)− ∂2yG(u, v))
φ(i, j) =
1
2
tan−1(
Vy(i, j)
Vx(i, j)
)
Dado que Im(tan−1) = (−pi2 , pi2 ), tenemos que Im(φ) = (−pi4 , pi4 ). Queremos que la
orientacio´n local de cada bloque este´ definida en (0, pi). De modo que definimos la
orientacio´n local del bloque centrado en (i, j) como
θ(i, j) = φ(i, j) + kpi
donde:
k =

1
2 si φ(x, y) < 0 y Vx(x, y) < 0 o φ(x, y) ≥ 0 y Vx > 0
1 si φ(x, y) < 0 y Vx(x, y) ≥ 0
0 si φ(x, y) ≥ 0 y Vx(x, y) ≤ 0
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3.2. I´ndice de Poincare.
Tras estimar la orientacio´n local de cada bloque obtendremos una matriz cuadrada
en la que cada elemento representara´ el a´ngulo dominante de cada bloque. Mediante
dicha matriz obtendremos los puntos singulares de la huella, es decir, los puntos
esenciales y los puntos delta. Para ello emplearemos el ı´ndice de Poincare´. Antes
de definir que es el ı´ndice de Poincare´ procederemos a realizar unas definiciones
previas.
Sea ahora el bloque (i, j). Consideramos los 8 bloques adyacentes tal como se
puede ver en la siguiente figura:
Figura 6. Bloque (i, j) y sus 8 bloques adyacentes
.
Estos bloques los definiremos de la siguiente manera:
(i0, j0) = (i, j + 1), (i1, j1) = (i+ 1, j + 1), (i2, j2) = (i+ 1, j),
(i3, j3) = (i+ 1, j − 1), (i4, j4) = (i, j − 1), (i5, j5) = (i− 1, j − 1),
(i6, j6) = (i− 1, j), (i7, j7) = (i− 1, j + 1)
Definimos tambie´n δk(i, j) =
{
θ(ik+1, jk+1)− θ(ik, jk) si 0 ≤ k ≤ 6
θ(i0, j0)− θ(i7, j7) si k = 7
Observamos que δk(i, j) es la diferencia angular de los gradientes entre los bloques
(ik+1, jk+1) y (ik, jk)
Ahora ya estamos en condiciones de definir el ı´ndice de Poincare´. El ı´ndice de
Poincare del bloque (i, j) se define como:
P (i, j) =
1
2pi
7∑
k=0
∆k(i, j)
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donde:
∆k(i, j) =
 δk(i, j) si |δk(i, j)| <
pi
2
pi + δk(i, j) si δk(i, j) ≤ pi2
δk(i, j)− pi en cualquier otro caso
De modo que el ı´ndice de Poincare´ del elemento (i, j) representa el nu´mero de
vueltas que los gradientes de los bloques adyacentes dan alrededor del p´ıxel central
del bloque (i, j).
Mediante el ı´ndice de Poincare´ obtendremos valores que sera´n mu´ltiplos de 12 . Ob-
servemos que se obtienen un punto esencial y un punto delta cuando el ı´ndice de
Poincare´ es 12 ,
−1
2 respectivamente.
Figura 7. En la figura de la izquierda obtenemos un punto esencial, mientras
que en la derecha obtenemos un punto delta
El resultado de calcular el ı´ndice de Poincare´ en cada bloque nos permite obtener
una matriz cuadrada del mismo taman˜o que la matriz de orientacio´n. Los elementos
de esta matriz sera´n 0, 12 ,− 12 . Como mencionamos al principio de la seccio´n, se
considera cierto que cualquier persona tiene un punto esencial en su dedo ı´ndice.
Por lo tanto, tomaremos como punto de referencia el pixel de In, que corresponde
al punto central del bloque cuyo ı´ndice de Po´ıncare´ es 12 .
Puede ocurrir que se obtenga ma´s de un bloque con ı´ndice de Poincare´ 12 . En
tal caso hay que diferenciar entre:
• Bloques contiguos: En tal caso se establece como punto de referencia el
p´ıxel de In correspondiente a la media de los centros de los bloques.
• Bloques no contiguos: Se establece como punto de referencia el pixel co-
rrespondiente al centro del bloque que es ma´s ce´ntrico en In
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4. Particio´n del anillo en sectores
Una vez fijado el punto de referencia estudiaremos la huella en torno a dicho punto.
Consideraremos una regio´n en torno al punto de referencia sobre la que realizaremos
algunos ca´lculos.
Definimos la regio´n de intere´s (ROI) como un anillo centrado en el punto
de referencia de radio R. Observemos que dado que estamos tratando con ima´genes
el radio R estara´ definido por un determinado nu´mero de p´ıxeles.
Figura 8. Regio´n de intere´s de la huella
A continuacio´n haremos una particion de la ROI en NR anillos y NA arcos
obteniendo NS = NR ·NA sectores Si tal como se puede ver en la figura 9.
Ahora de cada uno de estos sectores extraeremos informacio´n utilizando los filtros
de Gabor.
5. Filtro de Gabor
En esta seccio´n veremos como obtener informacio´n de la ROI. Concretamente ob-
tendremos informacio´n de la orientacio´n y la frecuencia local de las crestas de la In.
Para ello, emplearemos una herramienta muy utilizada en el procesado de ima´genes:
el filtro de Gabor.
La fo´rmula general del filtro sime´trico de Gabor viene dada por la siguiente
expresio´n:
H(x, y; f, θ) = exp{−1
2
[
x′
δx′ +
y′
δy′ ]} cos(2pifx′)
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Figura 9. Regio´n de intere´s dividida en sectores circulares
donde
x′ = x sin(θ) + y cos(θ)
y′ = x cos(θ)− y sin(θ)
f es la frecuencia del plano sinusoidal a lo largo de la direccio´n θ desde el eje x, y
δx′ y δy′ son constantes espaciales de la campana de Gauss a lo largo de los ejes x
e y, respectivamente. En la figura (10) se puede observar el comportamiento de H
para ciertos para´metros.
La frecuencia f viene dada por la frecuencia media de crestas (1/K), donde
K es la media de las distancias entre crestas. Los valores correspondientes a δx′
y δy′ se establecen emp´ıricamente. Para filtrar la imagen se realiza la convolucio´n
discreta entre la imagen normalizada, In y H. La convolucio´n discreta de In y H
en el punto (i, j) se define como:
In ∗H(i, j; f, θ) =
8∑
u=−8
8∑
−8
In(i− u, j − v) ·H(u, v; f, θ)
Dado que lo que nos interesa es el comportamiento de las crestas en torno al punto
de referencia, u´nicamente aplicaremos el filtro de Gabor a nuestra regio´n de intere´s.
Denotaremos por Fiθ a la suma del filtrado de todos los puntos del sector Si con
direccio´n θ:
Fiθ =
∑
(x,y)∈Si
In ∗G(x, y; f, θ)
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Figura 10. Imagen de H con para´metros δx = 4,δy = 4,f = 16 ,θ = 0
6. Vector Caracter´ıstico
En esta seccio´n obtendremos la codificacio´n de la huella mediante un vector.
La desviacion absoluta media (AAD) de la media de valores en escala de grises
de cada sector viene dada por la siguiente fo´rmula:
Viθ =
1
ni
(
ni∑
1
|Fiθ(x, y)− Piθ)|
donde ni es el nu´mero de p´ıxeles del sector Si y Piθ es la media de los valores de
los p´ıxeles de Fiθ(x, y) del sector Si.
Caracterizaremos la huella digital por un vector H de NS×NF componenentes. La
imagen se filtra en ma´s de una direccio´n para tener en cuenta de este modo diferentes
rotaciones posibles de la huella. Usualmente se toma NF = 9, y se consideran as´ı las
9 rotaciones que hay entre -45o y 45o con paso 11.25o.
Definimos el vector caracter´ıstico de la huella como:
H = (V1,−45o , . . . , VNS ,−45o , . . . , V1,45o , . . . , VNS ,45o)
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7. Comparacio´n de huellas
Para efectuar la verificacio´n de la identitad de un individuo que pretende acceder
a un cierto servicio, necesitamos tener previamente su informacio´n digital, es decir,
el registro de su huella. Esta huella queda almacenada en una base de datos como
un vector caracter´ıstico que servira´ para hacer comprobaciones posteriores.
Cuando el individuo desee identificarse, introducira´ su dedo en el sensor, y la
imagen que se digitalice se comparara´ con todos los vectores caracter´ısticos alma-
cenados en la base de datos.
Llamaremos huella actual, y la denotaremos por Iid, a la imagen de la huella que
se digitaliza cuando un individuo desea verificar su identitad. Para poder comparar
Iid con las huellas almacenadas en forma de vector caracter´ıstico en la base de
datos, se transfomara´ Id en el vector
V = (V1,0o , . . . , VNS ,0o)
Observemos que en este caso a Iid u´nicamente se le aplica el filtro de Gabor con
direccio´n θ = 0.
Definicio´n 1. Sean H, una huella cualquiera de la base de datos, y Iid, la huella
actual. Se define la distancia entre ambas huellas como
d(Iid, H) = mı´n
i
√√√√ Ns∑
j=1
(HNS ·(i−1)+j − Vj)2
con i = 1, . . . , 9
Por lo tanto, para verificar la identidad de un individuo bastara´ con calcular la
distancia entre su huella actual y todas las huellas almacenadas en la base de datos.
Si esta distancia es menor que un cierto umbral se considerara´ aute´ntica la identidad
del individuo. En cuanto al valor del umbral, este debe determinarse empir´ıcamente.
Tenemos pues, un me´todo que nos permite codificar huellas dactilares de tal modo
que su comparacio´n es sencilla.
Cap´ıtulo 3
Encriptacio´n de la huella
En el cap´ıtulo anterior hemos visto que en la actualidad los sensores de huellas
obtienen un vector caracter´ıstico. Las componentes de este vector se almacenan en
coma flotante. Este vector se compara con los vectores almacenados en una cierta
base de datos y entonces se decide si el usuario pertenece a dicha base de datos. En
todo esto hay un grave inconveniente: la seguridad de la base de datos. Si alguien
tuviese acceso a e´sta, podr´ıa tener datos suficientes para crear huellas artificiales
que le permitiesen suplantar identidades. Para evitar este problema plantearemos
realizar un encriptamiento de la huella, de modo que en la base de datos u´nicamente
se almacene el vector de la huella encriptado. De este modo, si un impostor tuviese
acceso a la base de datos no podr´ıa crear una huella artificial de una determinada
huella ya que antes tendr´ıa que ser capaz de desencriptarla.
El cifrado utilizado nos debe permitir comparar las huellas de algu´n modo, ya
que en caso contrario, no podr´ıamos proceder al proceso de identificacio´n. Dado que
tendremos los vectores caracter´ısticos almacenados en la base de datos encriptados,
¿co´mo se podra´ realizar la identificacio´n sin perder informacio´n sobre la huella y
sin revelar ma´s informacio´n que la justa y necesaria?
Dado que queremos utilizar un criptosistema para cifrar el vector caracter´ıstico,
necesitaremos que las componentes de e´ste sean nu´meros enteros. Sin embargo, he-
mos visto que estos se almacenan en la base de datos en coma flotante. Para solucio-
nar este problema multiplicaremos todas las componentes del vector caracter´ıstico
por un cierto escalar adecuado y despue´s truncaremos todas las componentes del
vector resultante, eliminando de este modo los datos en coma flotante.
1. Criptosistema de Paillier
Para cifrar los vectores caracter´ısticos necesitamos un cierto criptosistema. El crip-
tosistema escogido ha sido el de Paillier por sus propiedades homomo´rficas. A lo
largo de esta seccio´n veremos en que consiste Paillier y sus propiedades. Para ello
necesitamos antes una serie de conceptos previos.
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1.1. Preliminares matema´ticos.
A continuacio´n introduciremos algunas definiciones y resultados.
Notacio´n. Sea k ∈ Z. Los conjuntos Zk y Z∗k se definen como
Zk = {z|z ∈ Z, 0 ≤ z < n}
Z∗k = {z|z ∈ Z, 0 ≤ z < n, gcd(z, k) = 1}
El correspondiente grupo multiplicativo se denota (Z∗k, ·) con la operacio´n · mo´dulo
k.
Notacio´n. n = pq es el producto de dos nu´meros primos p y q muy grandes.
Definicio´n 2. Decimos que z ∈ Z∗n2 es un n-residuo mo´dulo n2 si ∃y ∈ Z∗n2 tal
que
z ≡ yn mo´d n2
Notacio´n. Denotamos al conjunto de n-residuos mo´dulo n2 como NR.
Definicio´n 3. El problema CR(n). Dado z ∈ Z∗n2 decidir si z es un n-residuo
mo´dulo n2.
Asumiremos que no existe un algoritmo que resuelva el problema CR(n) en tiempo
polinomial.
El criptosistema de Paillier y su seguridad esta´n basados en los n-residuos mo´dulo
n2 y sus propiedades. Es conocido que el problema CR(n) no puede ser resuelto en
tiempo polinomial, aunque no entraremos en detalles para probarlo.
Los siguientes lemas y teoremas tienen como finalidad demostrar el lema 6, que
sera´ fundamental en las demostraciones realacionadas con la encriptacio´n.
Definicio´n 4. Sea x =
∏
i p
li
i , donde los pi’s son primos y ∀i, j, pi 6= pj. La
funcio´n Φ de Euler se define como
Φ(x) =
∏
i
pli−1i (pi − 1)
Lema 1. Φ(x2) = xΦ(x).
Demostracio´n.
φ(x2) =
∏
i
p2li−1i (pi − 1)
=
∏
i
plii p
li−1
i (pi − 1) = (
∏
i
plii )(
∏
i
pli−1i (pi − 1))
= x
∏
i
pli−1i (pi − 1) = xφ(x)
uunionsq
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Lema 2. ∀x ∈ Zn, se satisface
(1 + n)x ≡ 1 + xn mo´d n2(4)
Adema´s, todo elemento de la forma (1 + n)x es una ra´ız de la unidad en (Z∗n2 , ·).
Demostracio´n.
Por el Teorema del Binomio de Newton tenemos que
(1 + n)x =
x∑
k=0
(
n
x
)
1x−knk =
x∑
k=0
(
n
x
)
nk ≡ 1 + nx mo´d n2
Estas son las ra´ıces de la unidad ya que por la expresio´n de (4) tenemos
(1 + n)nx ≡ 1 + (nx)n mo´d n2 ≡ 1 mo´d n2
Observacio´n: (n+ 1)x ∈ Z∗n2 , ya que gcd(1 + n, n2) = gcd(1 + n, n) = 1 uunionsq
Lema 3. Sea u el nu´mero de n-ra´ıces de la unidad en (Z∗n2 , ·). Entonces
|Z∗n2 | ≥ |NR|u
Demostracio´n.
Para cada n-residuo r, existen almenos tantas n-ra´ıces como ra´ıces de la unidad, ya
que una n-ra´ız de r multiplicada por una n-ra´ız de la unidad es de nuevo otra n-ra´ız
de r. Por lo tanto:
|Z∗n2 | =
∑
r∈NR
|{n-ra´ız mo´d n2 de r}| ≥
∑
r∈NR
u = |NR|u
uunionsq
Lema 4. |NR| = Φ(n)
Demostracio´n.
≤)
Por el lema 2 existen almenos n n-ra´ıces de la unidad en (Z∗n2 , ·). Este resultado
nos sirve para establecer que
nφ(n) = φ(n2) = |Z∗n2 | ≥ |NR|n
Tenemos que nφ(n) ≥ |NR|n. Dividiendo por n llegamos a lo que quer´ıamos de-
mostrar:
|NR| ≤ φ(n)
≥)
Consideramos los grupos c´ıclicos (Z∗p2 , ·) y (Z∗q2 , ·) con generadores gp y gq respec-
tivamente. Consideramos ahora, ∀i, con 0 ≤ i < p−1, los nu´meros ginp . Claramente
son n-residuos mo´dulo p2. Adema´s, los nu´meros ginp son diferentes dos a dos:
20 3. ENCRIPTACIO´N DE LA HUELLA
Supongamos que ∃r 6= s : grnp = gsnp con 0 ≤ s < r < p− 1.
⇒ g(r−s)np ≡ 1 mo´d p2
⇒ φ(p2)|(r − s)n⇒ p(p− 1)|(r − s)pq
⇒ (p− 1)|(r − s)⇒ r − s = 0 ya que r − s < p− 1
⇒ r = s
lo cual contradice el hecho de que r 6= s.
Los nu´meros ginq con 0 ≤ j < q − 1 tienen exactamente las mismas propiedades.
Por lo tanto, tenemos
|{ginp |0 ≤ i < p− 1}| = p− 1
|{gjnq |0 ≤ j < q − 1}| = q − 1
Aplicando ahora el Teorema del Resto Chino llegamos a
|NR| ≥ (p− 1)(q − 1) = φ(n)
uunionsq
Lema 5. Existen exactamente n n-ra´ıces de la unidad en (Z∗n2 , ·).
Demostracio´n.
Por el lema 2 existen almenos n n-ra´ıces de la unidad. Veamos ahora que exis-
ten como mucho n n-ra´ıces de la unidad en (Z∗n2 , ·). Supongamos que existen ma´s
de n n-ra´ıces de la unidad en (Z∗n2 , ·) y sea u el nu´mero de n-ra´ıces de la unidad en
(Z∗n2 , ·). Entonces
φ(n2) = |Z∗n2 | ≥ |NR|u Por el lema 3
> |NR|n = φ(n)n = φ(n2) Por el lema 1
Hemos llegado a una contradiccio´n que proviene de suponer que u > n. Por lo
tanto, hemos demostrado que u = n. uunionsq
Corolario 1. Existe exactamente una n-ra´ız de la unidad en (Z∗n2 , ·), estrictamente
menor que n, 1.
Demostracio´n.
Por el lema 5 tenemos que existen exactamente n-raices de la unidad en (Z∗n2 , ·).
Estas n-raices de la unidad son expl´ıcitamente las dadas por el lema 2. So´lo una de
estas ra´ıces es estrictamente ma´s pequen˜a que n, 1. uunionsq
Lema 6. La funcio´n
f :Z∗n −→ NR
x 7−→ xn mo´d n2
es biyectiva.
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Demostracio´n.
Por el corolario 1, en (Z∗n2 , ·) hay exactamente una ra´ız de la unidad ma´s pequen˜a
que n, 1. Por lo tanto, ker(f) = 1, y en consecuencia f es inyectiva.
Por el lema 4 tenemos que |NR| = φ(n). Adema´s |Z∗n| = φ(n), y por lo tanto,
|NR| = |Z∗n|, lo cual es suficiente para demostrar que f es exhaustiva. uunionsq
1.2. Encriptacio´n de Paillier.
La funcio´n de encriptacio´n tiene que tener tres requisitos. Tiene que ser una bi-
yeccio´n, d´ıficil de invertir y se tiene que poder evaluar eficientemente en tiempo
polinomial. A continuacio´n, probaremos que el criptosistema de Paillier satistace
estas tres propiedades.
Lema 7. Sea λ = lcm(p − 1, q − 1). Consideramos el grupo (Z∗n2 , ·). Entonces
∀x ∈ Z∗n2 , se satisface que
xnλ ≡ 1 mo´d n2
Demostracio´n.
Es consecuencia directa del Teorema del resto chino. Los ordenes de Z∗p2 y Z
∗
q2
vienen dados por
|Z∗p2 | = φ(p2) = p(p− 1)
|Z∗q2 | = φ(q2) = q(q − 1)
Entonces tenemos que ∀x ∈ Z∗n2 ,
xnλ = xp·q·lcm(p−1,q−1) ≡ 1 mo´d p2
xnλ = xp·q·lcm(p−1,q−1) ≡ 1 mo´d q2
Por el Teorema del Resto Chino tenemos que
xnλ ≡ 1 mo´d n2
uunionsq
Definicio´n 5. Sea B = {u ∈ Z∗n2 | ord(u) = kn, k ∈ {1 . . . λ}} y g ∈ B. La funcio´n
de encriptacio´n se define como
Eg : Zn ×Z∗n −→ Z∗n2
(m, r) 7−→ gmrn mo´d n2
De la definicio´n de funcio´n de encriptacio´n deducimos directamente que se puede
evaluar en tiempo polinomial.
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Teorema 1. La funcio´n de encriptacio´n Eg es biyectiva.
Demostracio´n.
Sean (m1, r1), (m2, r2) ∈ Zn ×Z∗n tal que Eg(m1, r1) = Eg(m2, r2). Tenemos que
gm1rn1 mo´d n
2 = Eg(m1, r1) = Eg(m2, r2) = g
m2rn2 mo´d n
2
⇒ gm1−m2rn1 ≡ rn2 mo´d n2 ⇒ g(m1−m2)λrnλ1 ≡ rnλ2 mo´d n2
⇒ gλ(m1−m2) ≡ 1 mo´d n2 Por el lema 7
De esto podemos deducir que ord(g)|λ(m1 −m2) y adema´s n|λ(m1 −m2), por la
eleccio´n de g.
Adema´s n|(m2 −m1), ya que gcd(λ, n) = 1. Esto lo podemos reescribir como:
m1 −m2 ≡ 0 mo´d n⇒ m1 ≡ m2 mo´d n⇒ m1 = m2
Sustituyendo esto en la ecuacio´n gm1rn1 ≡ gm2rn2 mo´d n2 tenemos que:
rn1 ≡ rn2 mo´d n2
Utilizando la biyeccio´n del lema 6 podemos reescribir esta ecuacio´n:
f(r1) = f(r2)⇒ r1 = r2
Por lo tanto, hemos visto que
Eg(m1, r1) = Eg(m2, r2)⇒ (m1, r1) = (m2, r2)⇒ Eg es inyectiva.
Por otra parte, por el lema 2 tenemos que
|Zn ×Z∗n| = nφ(n) = φ(n2) = |Z∗n2 |
Lo cual es suficiente para ver que Eg es exhaustiva.
uunionsq
Definicio´n 6. ∀g ∈ B, definimos la funcio´n [·]g como
[·]g :=Z∗n2 −→ Zn
c 7−→ E−g 1(c)[1]
donde E−g 1(c)[1] es la primera componente de E
−1
g (c).
Lema 8. Sea g ∈ B
c ∈ NR⇐⇒ [c]g = 0
Demostracio´n.
=⇒) Sea c ∈ NR. Por el lema 6, ∃r ∈ Z∗n, tal que
c ≡ rn mo´d n2
Por lo tanto, ∀g ∈ B tenemos que
c ≡ rn mo´d n2 = Eg(0, r)
Por lo tanto, tenemos que
[c]g = E
−1
g (c)[1] = 0
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tal como quer´ıamos ver.
⇐=) Sea c ∈ Z∗n2 tal que [c]g = 0. Para un cierto r ∈ Z∗n apropiado esto pue-
de ser reescrito como:
E−1g (c) = (0, r)⇒ c ≡ rn mo´d n2
Por lo tanto, c ∈ NR. uunionsq
Lema 9. ∀c ∈ Z∗n2 , g1, g2 ∈ B,
[c]g1 ≡ [c]g2 [g2]g1 mo´d n
[c]g2 ≡ [c]g1 [g2]−1g1 mo´d n
Demostracio´n.
Cualquier c ∈ Z∗n2 se puede escribir de dos modos diferentes. Por un lado tene-
mos:
c ≡ g[c]g22 rn2 mo´d n2
g2 ≡ g[g2]g11 rn3 mo´d n2
}
⇒ c ≡ (g[g2]g11 rn3 )[c]g2 rn2 mo´d n2
⇒ c ≡ g[c]g2 [g2]g11 (r2r[c]g23 )n ≡ Eg1([c]g2 [g2]g1 , r2r[c]g23 ) mo´d n2
Por otra parte
c ≡ Eg1([c]g1 , r1)
Igualando estas dos expresiones tenemos que
Eg1([c]g1 , r1) = Eg1([c]g2 [g2]g1 , r2r
[c]g2
3 )
Usamos ahora que la aplicacio´n Eg1 es inyectiva tenemos que
[c]g1 ≡ [c]g2 [g2]g1 mo´d n(5)
De igual modo, se puede deducir que:
[c]g2 ≡ [c]g1 [g1]g2 mo´d n(6)
Sustituyendo la ecuacio´n (6) en la ecuacio´n (5) obtenemos
[c]g1 ≡ ([c]g1 [g1]g2)[g2]g1 mo´d n
⇒ 1 ≡ [g1]g2 [g2]g1 mo´d n
Hemos visto que [g2]g1 es invertible y podemos reescribir la ecuacio´n (9) como
[c]g2 ≡ [c]g1 [g2]−1g1 mo´d n
uunionsq
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Ahora ya estamos en condiciones de definir el proceso de encriptacio´n de Paillier:
(1) Clave pu´blica: n = pq, g ∈ B
(2) Clave privada: p, q primos.
(3) Dado un texto plano m ∈ Zn lo encriptaremos como texto cifrado c ∈ Z∗n2 .
Para ello realizaremos los siguientes pasos:
(a) Escogeremos r ∈ Z∗n aleatorio.
(b) Computaremos c = Eg(m, r) = g
mrn mo´d n2
1.3. Desencriptacio´n de Paillier.
En este apartado veremos como descrifrar mensajes cifrados con Paillier y veri-
ficaremos que el modo descrito para descifrar es correcto.
Definicio´n 7. Sea Sn el conjunto
Sn = {u < n2|u ≡ 1 mo´d n}
Definimos la funcio´n L(u) para u ∈ Sn como:
L(u) =
u− 1
n
Lema 10. ∀w ∈ Z∗n2 , se satisface
L(wλ mo´d n2) ≡ λ[w]n+1 mo´d n
Demostracio´n.
Por el lema 2, ord(n + 1) = n en (Z∗n2 , ·). Por lo tanto n + 1 ∈ B. Escogiendo
y ∈ Z∗n apropiadamente podemos reescribir w ∈ Z∗n2 como:
w = En+1([w]n+1, y)
≡ (n+ 1)[w]n+1yn mo´d n2
⇒ wλ ≡ (n+ 1)λ[w]n+1ynλ mo´d n2
≡ (n+ 1)λ[w]n+1 mo´d n2
≡ 1 + λ[w]n+1 mo´d n2 Por el lema 2
Aplicando ahora la funcio´n L definida anteriormente llegamos al resultado que
quer´ıamos ver:
L(wλ mo´d n2) ≡ λ[w]n+1 mo´d n
uunionsq
Este resultado nos servira´ para probar que el proceso de desencriptacio´n de Paillier
es correcto.
Sea m ∈ Zn un texto plano y c ∈ Z∗n2 su cifrado. Para obtener m a partir de c
conociendo la clave privada computamos
L(cλ mo´d n2)
L(gλ mo´d n2)
mo´d n
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Comprobacio´n:
L(cλ mo´d n2)
L(gλ mo´d n2)
≡ λ[c]n+1
λ[g]n+1
mo´d n Por el lema 10
≡ [c]n+1
[g]n+1
mo´d n
≡ [c]g ≡ m mo´d n
2. Propiedades del criptosistema de Paillier
Sean E : P −→ C la funcio´n de encriptacio´n de un cierto criptosistema y
D : C −→ P su funcio´n de desencriptacio´n, donde P y C son el dominio plano y
cifrado respectivamente.
Definicio´n 8. Decimos que una encriptacio´n es homomo´rfica respecto a una ope-
racio´n  si
D[E(m1) • (E(m2)] = D[E(m1 m2)] = m1 m2
para una cierta operacio´n • en C.
Las buenas propiedades de Paillier se traducen en que el cifrado de Paillier es
homomo´rfico respecto a la suma. Por ello tenemos las siguientes 3 propiedades que
sera´n muy u´tiles en la siguiente seccio´n.
Propiedad 1. D[Eg(m1, r1) · Eg(m2, r2) mo´d n2] ≡ m1 +m2 mo´d n.
Demostracio´n.
Sean c1 = Eg(m1, r1) ≡ gm1rn1 mo´d n2 y c2 = Eg(m2, r2) ≡ gm2rn2 mo´d n2.
Entonces tenemos que
c1 · c2 ≡ gm1rn1 gm2rn2 mo´d n2
=⇒ c1 · c2 ≡ gm1gm2rn1 rn2 ≡ gm1+m2(r1r2)n mo´d n2
Dado que r1, r2 ∈ Z∗n, r1r2 ∈ Z∗n, y por lo tanto, el mensaje m1 + m2 esta´ bien
definido. uunionsq
Propiedad 2. D[Eg(m1, r1) · gm2 mo´d n2] ≡ m1 +m2 mo´d n
Demostracio´n. Es consecuencia inmediata de la propiedad 1 tomando Eg(m2, 1)
uunionsq
Propiedad 3. D[Eg(m, r)
k mo´d n2] ≡ k ·m mo´d n
Demostracio´n.
Sea c = Eg(m, r) ≡ gmrn mo´d n2. Entonces ck = Eg(m, r)k ≡ (gmrn)k ≡ gmkrnk
mo´d n2. uunionsq
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3. Comparacio´n de huellas empleando Paillier
Hemos llegado al objetivo del cap´ıtulo. En esta seccio´n veremos como comparar dos
huellas mediante Paillier y su posible uso. Para empezar comentaremos la informa-
cio´n que necesitamos de cada una de las huellas.
Sean Hx y Hy dos huellas. Sean x e y los vectores caracter´ısticos de Hx y Hy y
sean Eg(x), Eg(y) sus cifrados. Supongamos que u´nicamente conocemos x, Eg(x)
y Eg(y), es decir, no conocemos el vector caracter´ıstico de Hy. Sea Ds la distancia
al cuadrado entre x e y:
Ds = d
2(x, y) =
N∑
i=1
x2i − 2xiyi + yi
Entonces mediante las propiedades homomo´rficas podemos encriptarDs del siguien-
te modo:
Eg(Ds) = Eg(d
2(x, y)) = Eg(
N∑
i=1
x2i − 2xiyi + yi)
=
N∏
i
E(x2i ) · Eg(−2xiyi) · Eg(y2i ) mo´d n2
=
N∏
i
Eg(x
2
i ) · Eg(xi)−2yi · Eg(y2i ) mo´d n2
donde N es el nu´mero de componentes del vector caracter´ıstico.
Observacio´n: Puede resultar u´til computacionalmente que los vectores carac-
ter´ısticos contengan tambie´n cada una de sus componentes al cuadrado.
3.1. Utilidad.
El objetivo de la fo´rmula anterior es poder verificar la identidad de alguien com-
parando su huella actual con las huellas de una base de datos en la que todos sus
elementos esta´n u´nicamente cifrados.
El funcionamiento de este proceso ser´ıa el siguiente:
1. Un individuo introduce su huella dactilar en el sensor. Se crea el vector carac-
ter´ıstico de la huella y se cifra.
2. Mediante la fo´rmula se determina la encriptacio´n de la distancia al cuadrado
entre la huella actual y todas las almacenadas en la base de datos.
3. Se descifran todas las distancias al cuadrado entre la huella actual y todas las
de la base de datos utilizando la clave privada del individuo.
4. Se calculan todas las distancias entre la huella actual y todas las de la base de
datos a partir de las distancias al cuadrado.
5. Se determina si alguna de esas distancias es menor que un cierto umbral esta-
blecido previamente para verificar la identidad.
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La verificacio´n de la identidad de un individuo mediante este proceso tiene una
gran ventaja:
• El incremento de la seguridad. Si un impostor accede a la base de datos en
la que se almacenan las huellas encriptadas, e´ste no podra´ extraer ningu´n tipo
de informacio´n u´til para tratar de suplantar la identidad de alguien mediante
la creacio´n de huellas artificiales.
Sin embargo, tambie´n tiene algunos inconvenientes:
• La base de datos sera´ de un taman˜o mucho mayor.
• Computacionalmente la verificacio´n de la identidad de un individuo es de
mayor coste, y en consecuencia, el proceso de verificacio´n ma´s lento.

Cap´ıtulo 4
Conclusiones y trabajos futuros
Tras la realizacio´n, del trabajo tenemos el estudio de un algoritmo que nos
permite verificar la identidad de un individuo mediante su huella dactilar. Fun-
damentalmente e´ste se basa en convertir la digitalizacio´n de la huella dactilar en
un vector caracter´ıstico. Los vectores caracter´ısticos que obtenemos nos permiten
comparar las huellas de un modo natural mediante la distancia eucl´ıdea. En nuestra
opinio´n, el punto clave de e´ste algoritmo es la determinacio´n del punto de referencia.
No estimar correctamente dicho punto puede conllevar a falsos positivos, ya que los
ca´lculos que determinan el vector caracter´ıstico dependen totalmente de e´l. En este
trabajo, el punto de referencia se ha estimado mediante el ı´ndice de Poincare´, pero
se han valorado otros me´todos posibles para su determinacio´n. De cara al futuro,
nos gustar´ıa poder comparar la eficiencia de diferentes me´todos para estimar el
punto de referencia, as´ı como su complejidad. Visualmente, localizar el punto de
referencia es muy sencillo, y de hecho en muchos art´ıculos, hemos encontrado que
en lugar de utilizar un me´todo para hallarlo, lo determinaban manualmente.
Por otra parte, hemos estudiado el criptosistema de Paillier y sus propiedades
homomo´rficas. La finalidad del estudio de Paillier en este trabajo ha sido tratar de
hallar una utilidad totalmente distinta a la habitual. Hemos visto que Paillier se
adapta bien, por sus propiedades homomo´rficas, a la definicio´n del cap´ıtulo 2 de
distancia entre huellas. La combinacio´n de Paillier con el algoritmo de codificacio´n
de las huellas, podr´ıa proporcionar un aumento en la seguridad de las bases de
datos en las que se almacena informacio´n sobre e´stas. Sin embargo, en la actualidad
no resulta sencillo encontrarle una aplicacio´n pra´ctica. Personalmente, opino que
podr´ıa resultar realmente u´til en el caso de que la identificacio´n mediante huella
dactilar se extienda a ma´s a´mbitos, especialmente a aquellos que este´n relacionados,
con la identificacio´n mediante redes. En cualquier caso, pienso que falta mucho para
que esto se produzca.
Durante el desarrollo del trabajo he tenido ciertas dificultades con los temas
basados en el procesado de ima´genes. He utilizado varias bases de datos de huellas
para realizar pruebas sobre el algoritmo de codificacio´n. Esto me ha permitido com-
prender mejor co´mo funciona. Dejo como objetivo para el futuro realizar pruebas
con un sensor mediante el algoritmo descrito, ya que me gustar´ıa ver, analizar e
investigar la eficacia del mismo.
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