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1 Zielsetzung
Im Rahmen des Projektes
"
Multimedia NRW: Die virtuelle Wissensfabrik\
wurde von Seiten des Lehrstuhls f

ur Informatik VI der RWTH Aahen eine er-
ste Version eines Systems zur Dokumentensuhe in multimedialen Datenbanken
entwikelt und evaluiert. Dabei stand die automatishe Erkennung und Verar-
beitung von Audiodaten sowie die Entwiklung geeigneter Retrieval-Methoden,
die sih robust gegen

uber Fehlern in der Erkennung verhalten, im Vordergrund.
W

ahrend des Projektes wurde hierzu am Lehrstuhl f

ur Informatik VI zun

ahst
ein textbasiertes Information-Retrieval (IR)-System entwikelt, mit dem sih
Anfragen in nat

urlih geshriebener Sprahe an eine Datenbank rihten lassen.
Das IR-System ermittelt zu jeder Anfrage eine Menge von Dokumenten, die
anshlieend dem Benutzer in einer Rangfolge gem

a ihrer angenommenen
Relevanz pr

asentiert werden.
In einer zweiten Phase wurde dieses System durh Integration des Aahener
Spraherkenners f

ur groen Wortshatz im Hinblik auf die Audiosuhe
erweitert. Der Erkenner transkribiert hierbei automatish die Sprahdoku-
mente und stellt sie der Datenbank f

ur die weitere Verarbeitung zur Verf

ugung.
Das entwikelte IR-System wurde an der Aufgabe des Spoken-Doument-Re-
trieval (SDR) Traks der Text Retrieval Conferene 7 (TREC-7) 1998 auf dem
Hub-4 Korpus getestet.
2 Einf

uhrung
Angesihts der steigenden Informationsut an unstrukturierten Daten in
multimedialen Datenbanken und auh im Internet gewinnen die Methoden
des Information-Retrievals zunehmend an Bedeutung. Bereits heute gibt es
sog.
"
Searh Engines\, die die im Internet zug

anglihen Text-Dokumente nah
verwertbaren Informationen absuhen und entsprehende Verweise anlegen.
Um die darin enthaltenen Informationen dem Benutzer zug

anglih zu mahen,
werden eÆziente Verfahren ben

otigt, um die Dokumente und die in ihnen
enthaltene Information zu strukturieren, zu klassizieren und zu ltern.
Ein wihtiger Gesihtspunkt hierbei ist, da die Information h

aug niht
mehr als geshriebener Text, sondern nur als Audiosignal vorliegt, z.B. f

ur
Nahrihtensendungen, Interviews, Diskussionsrunden usw. Hier ergibt sih
die Notwendigkeit, aus diesen multimedialen Datenbanken, d.h. insbesondere
Sprah- und Videoaufzeihnungen, den gesprohenen Text zu erkennen und zu
extrahieren und so erst ein eÆzientes Information-Retrieval zu erm

oglihen.
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Abbildung 1: Arhitektur eines Information-Retrieval-Systems f

ur die Suhe in
Audio-Dokumenten.
Im Rahmen dieses Projektes wurde von Seiten der RWTH eine Spraherken-
nungskomponente zur automatishen Transkription von Nahrihtensendungen
sowie ein Information-Retrieval-System f

ur die Volltextsuhe in den durh die
Erkennung aufbereiteten Tondokumenten entwikelt. Die automatishe Tran-
skription der Audio-Dokumente erfolgt dabei aufgrund der hohen Rehenzeitan-
forderungen im oine-Betrieb, das heit die Tondokumente werden vorab
durh das Spraherkennungssystem transkribiert und die so generierten Tran-
skriptionen f

ur die sp

atere Volltextsuhe in einer Datenbank abgelegt. Die Voll-
textsuhe erfolgt unter Verwendung von Methoden des Information-Retrievals
in einem von der Transkriptionsaufgabe unabh

angigen Proze. Abbildung 1
zeigt shematish den Aufbau eines Information-Retrieval-Systems f

ur die Su-
he in Audio-Dokumenten. Im folgenden werden die beiden Komponenten n

aher
beshrieben.
3 Das Hub-4 Erkennungssystem
Zur automatishen Transkription der Audio-Dokumente wurde der Aahe-
ner Spraherkenner eingesetzt, der f

ur die spreherunabh

angige Erkennung
kontinuierlih gesprohener Sprahe bei groem Wortshatz ausgelegt ist
[Ney et al. 98a℄. Der Erkenner basiert auf einem zeitsynhronen Suhalgorith-
mus unter Verwendung wortabh

angiger Baumkopien wobei die Worthypothesen
mittels eines integrierten Trigramm-Sprahmodells rekombiniert werden. Um
den Suhaufwand zu reduzieren, wird neben den

ublihen Pruningtehniken, zu
denen das akustishe Pruning und das Histogramm-Pruning geh

oren, zus

atz-
lih ein Sprahmodell-look-ahead Pruning verwendet [Ortmanns et al. 98℄. Die
Segmentierung von Sprah- und Niht-Sprahanteilen im akustishen Signal
erfolgt auf Grundlage eines eigens hierzu trainierten Gaushen Mishvertei-
lungsmodells. Training und Erkennung verwenden epstrale Merkmalsvektoren,
von denen jeder aus 16 MFC-KoeÆzienten zusammengesetzt ist. Von den re-
sultierenden Merkmalsvektoren werden jeweils neun aufeinanderfolgende Vek-
toren unter Verwendung einer linearen Diskriminanzanalyse (LDA) auf einen
45-komponentigen Merkmalsvektor abgebildet. Das System arbeitet unter Ver-
wendung Gausher Mishverteilungsdihten und einem

uber alle Zust

ande ge-
poolten Varianzvektor.
4 Die IR-Komponente
Die entwikelte IR-Systemkomponente ist f

ur die Verarbeitung und Suhe
in englishsprahigen Texten ausgelegt. Die Dokumente k

onnen vorverar-
beitet und automatish indiziert werden. Hierzu werden zun

ahst s

amtlihe
Funktionsw

orter aus den Texten entfernt, die f

ur eine Dokumentensuhe
keine Bedeutung besitzen (stopping). Die verwendete Stoppliste umfat
319 der h

augsten englishen Funktionsw

orter. Als Indexterme werden die
Wortst

amme der verbleibenden W

orter verwendet, wobei zur Wortstammbil-
dung der Algorithmus nah Porter [Porter 80℄ eingesetzt wird.
Im folgenden bezeihne d ein Dokument, q eine Anfrage und t einen Indexterm.
Ein Dokument d ist eine Folge von Indextermen der Form d = [t
d
1
;...; t
d
N(d)
℄.
Analog sei f

ur eine Anfrage q = [t
q
1
;...; t
q
N(q)
℄. Jedem Indexterm t eines Doku-
mentes d wird nun ein Gewiht ew(t; d) zugwiesen, das gem

a [Choi et al. 98℄ als
Verh

altnis aus dem Logarithmus der absoluten Termfrequenz (term frequeny)
tf (t; d) und der mittleren Termfrequenz tf (d) deniert ist:
ew(t; d) =
(
h
1 + log
 
tf (t; d)

i
=
h
1 + log
 
tf (d)

i
falls t 2 d
0 falls t 62d
(1)
Die absolute Termfrequenz tf (t; d) gibt an, mit welher H

augkeit der Term t
im Dokument d auftritt:
tf (t; d) =
N(d)
X
n=1
Æ(t; t
d
n
)
(2)
Die mittlere Termfrequenz tf (d) ist deniert als die durhshnittlihe Zahl der
Vorkommen von Termen t in einem Dokument d:
tf (d) =
X
t
tf (t; d)
X
t : tf (t;d)>0
1
(3)
Die Logarithmen in Gleihung (1) verhindern nun, da Dokumente mit sehr klei-
nen Termfrequenzen durh Dokumente mit groen Termfrequenzen

uberdekt
werden. Zur Bestimmung des endg

ultigen Gewihts w(t; d) wird der Ausdruk
in Gleihung (1) durh eine Linearkombination aus einem Pivot-Wert k und
der Zahl der Singletons n
1
(d) f

ur ein gegebenes Dokument d dividiert:
w(t; d) =
ew(t; d)
0:8  k + 0:2  n
1
(d)
mit n
1
(d) :=
X
t : tf (t;d)=1
1
(4)
F

ur die Wahl des Pivot-Wertes wird
k =
1
D
X
d
X
t : tf (t;d)=1
1
(5)
gew

ahlt, wobei D die Gesamtzahl aller Dokumente in der Datenbank bezeih-
net. In

ahnliher Weise werden nun die Termgewihte w(t; q) bzgl. einer An-
frage q bestimmt. Diese Gewihte sind nah Gleihung (6) deniert als das
Produkt aus dem Logarithmus der Termfrequenz tf (t; q) und der inversen Do-
kumenth

augkeit (inverse doument frequeny) idf (t):
w(t; q) =

1 + log
 
tf (t; q)

 idf (t) (6)
Hierbei ist idf (t) durh den folgenden Ausdruk bestimmt:
idf (t) = log
D
df(t)
mit df(t) :=
X
d
N(d)
X
n=1
Æ(t; t
d
n
)
(7)
Anfragen an das System werden mit einer Liste der f

ur relevant befundenen
Dokumente beantwortet, wobei sih die Relevanzbeurteilung (retrieval status
value, RSV) eines Dokumentes d bzgl. einer Anfrage q als
"
Abstand\ zwi-
shen den Gewihtsvektoren w(d)  (w(t
d
1
; d); : : : ; w(t
d
N(d)
; d))
>
und w(q) 
(w(t
q
1
; q); : : : ; w(t
q
N(q)
; q))
>
ergibt:
RSV(q; d) =
N(q)
X
n=1
w(t
q
n
; q)  w(t
q
n
; d)
(8)
5 Bewertung der Retrieval-Eektivit

at
Um die Retrieval-Eektivit

at ermitteln zu k

onnen, werden sog. Reall-
Preision-Graphen bestimmt, die den Anteil der relevanten Dokumente unter
allen ermittelten Dokumenten (preision) in Beziehung setzen zu dem Verh

alt-
nis aus gefundenen relevanten Dokumenten und insgesamt in der Datenbank
vorhandenen relevanten Dokumenten (reall) [Sh

auble 97℄.
5.1 Berehnung von Reall-Preision-Graphen
Im folgenden bezeihne D eine Menge von Dokumenten. Q sei eine Menge von
Anfragen. F

ur jede Anfrage q 2 Q zerf

allt die Menge D in zwei Teilmengen
D
rel
(q) und D
irr
(q). Hierbei bezeihnet D
rel
(q) die Menge der bzgl. q relevanten
Dokumente und D
irr
(q) die Menge der bzgl. q irrelevanten Dokumente.
Die Dokumente d 2 D werden nun f

ur jede Anfrage q 2 Q gem

a der Be-
wertungsfunktion RSV(q) in absteigender Reihenfolge angeordnet. Unter der
vereinfahenden Annahme, da s

amtlihe Retrieval-Status-Werte vershieden
sind, existiert genau eine Permutation , die die Menge D = fd
1
;...; d
D
g bijek-
tiv auf sih selbst abbildet
 :

D ! D
d 7! (d)
; (9)
so da gilt:
RSV(q; d
(1)
) > RSV(q; d
(2)
) > : : : > RSV(q; d
(D)
)
(10)
F

ur die Denition der Reall- und Preision-Werte wird ferner noh der Begri
derAntwortmenge ben

otigt. Die Antwortmenge D
r
(q) ist deniert als die Menge
der Dokumente mit den r gr

oten Retrieval-Status-Werten bzgl. q:
D
r
(q) :=

d
(1)
; : : : ; d
(r)
	
(11)
Bez

uglih einer Anfrage q sind die Reall- und Preision-Werte dann wie folgt
deniert:
Reall-Wert: 
r
(q) :=
jD
rel
r
(q)j
jD
rel
(q)j
Preision-Wert:  
r
(q) :=
jD
rel
r
(q)j
jD
r
(q)j
(12)
Hierbei gilt D
rel
r
(q) := D
rel
(q)\D
r
(q), d.h. die Menge D
rel
r
(q) identiziert unter
den r gefundenen Dokumenten den f

ur die Anfrage relevanten Anteil.
Um nun jedem Reall-Wert  2 [0; 1℄ einen Preision-Wert zuzuordnen, wird
die folgende Funktion deniert:
	
q
() := max

 
r
(q) j
r
(q)  
	
(13)
Bestimmt man nun das arithmetishe Mittel der Funktion 	
q
() f

ur jedes  2
[0; 1℄, so ergibt sih der sog. Reall-Preision-Graph als Graph der Funktion
	() :=
1
jQj
X
q2Q
	
q
() :
(14)
6 Experimente und Diskussion der Ergebnisse
Das entwikelte Information-Retrieval-System wurde auf dem SDR-Trak der
TREC-7 Evaluierung f

ur den Hub-4 Korpus (98er Trainings-Daten) getestet
[Robinson et al. 99℄. Die Datenbasis umfat

uber 100 Stunden Tonmaterial
amerikanisher Rundfunk- und Fernsehnahrihten, die in 2866 Einzeldoku-
mente untershiedliher L

ange zerfallen. F

ur die Lernphase wurden a. 43h der
insgesamt 76h des Trainingsmaterials der 96er und 97er Trainingsdaten des
Hub-4 Korpus verwendet.
Zur Evaluierung wurden 23 Testanfragen an das System gestellt, f

ur die jeweils
die Menge der relevanten Dokumente zu ermitteln war. Die Testl

aufe wurden so-
wohl auf den manuell transkribierten Daten (Originaltranskriptionen) als auh
auf den automatish erzeugten Transkriptionen durhgef

uhrt. Als Ma f

ur die
Retrieval-Eektivit

at wurden die oben eingef

uhrten Reall-Preision-Graphen
verwendet. Die auf den 98er-Trainingsdaten erzielte Erkennungsfehlerrate so-
wie die Eektivit

at der Retrieval-Ergebnisse sind aus Tabelle 1 bzw. aus Ab-
bildung 2 ersihtlih.
Tabelle 1: Wortfehlerrate (word error rate) auf den 98er Trainingsdaten des
Hub-4 Korpus und mittlere Pr

azisionsrate (mean average preision) auf den
Originaltranskriptionen (text) sowie auf den automatish generierten Transkrip-
tionen (speeh).
Corpus Hub-4 Train.
Duration[h℄ 107
Word Error Rate[%℄ 32.5
text 46.56
Mean Average Preision[%℄
speeh 42.01
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Abbildung 2: Reall-Preision-Graph.
Die nahfolgende Tabelle zeigt exemplarish einige typishe Anfragen aus der
TREC-7 Evaluierung sowie einen Auszug der hierzu gefundenen Dokumente
(durhgef

uhrt auf den Originaltranskriptionen). Das Symbol 3 bedeutet dabei,
da es sih um ein relevantes Dokument handelt, w

ahrend 5 ein irrelevantes
Dokument kennzeihnet.
Tabelle 2: Beispiele f

ur Text-Retrieval-Anfragen auf den Originaltranskriptio-
nen.
Query: Do genes and/or hormones pay a role in ausing or preven-
ting aner? If so, what is it?
Do.: Also on health, a gene inherited by people with a rare inte-
stinal disease ould help sientists unlok some lues about
aner. ... 3
Query: What areas of the United States suered from ooding?
Do.: Cheking our top stories, ash ood warnings are posted for
parts of Georgia and the Carolinas Remnants of hurriane
Danny, ... 3
Do.: The Australian government has delared a state of emergeny
in ood ravaged areas of North Queensland. ... 5
Query: What data is available on volani ativity on the island of
Montserrat?
Do.: Many residents of Montserrat attended mass Sunday despite
a deadly volano blowing nearby. ... 3
Tabelle 3: Beispiel f

ur eine Spoken-Doument-Retrieval-Anfrage auf den auto-
matish generierten Transkriptionen.
Query: What data is available on volani ativity on the island of
Montserrat?
Spoken: ... A volano threatens a tiny Caribbean island, but only a few
residents are eeing. We'll tell you why when we return. 3
Reog.: ... of volanoes friends a tiny Caribbean island but only
a few residents are eeing. We'll tell you why when we
return. 3
Spoken: Many residents of Montserrat attended mass Sunday despite
a deadly volano blowing nearby. ... 3
Reog.: Any residents of months the rot attended mass Sunday de-
spite and deadly volano blowing nearby. ... 3
Tabelle 3 vermittelt einen Eindruk

uber die Suhe in den automatish
transkribierten Dokumenten. Aufgef

uhrt ist die zugrundeliegende Anfrage
sowie Ausshnitte aus den Original-Dokumenten (Spoken) bzw. den erkannten
Dokumenten (Reognized).
Ein Vergleih der mittleren Pr

azisionsrate (mean average preision) f

ur ein
Retrieval auf den Originaltranskriptionen mit den automatish generierten
Transkriptionen (siehe Tabelle 1) zeigt, da sih die verwendete Retrieval-
Metrik verh

altnism

aig robust gegen

uber Fehlern in der Erkennung verh

alt.
So ergibt sih trotz einer Wortfehlerrate (word error rate) von 32:5% lediglih
eine Relativvershlehterung von 9:8% bzgl. der mittleren Pr

azisionsrate, wenn
man von der Volltextsuhe auf den Originaltranskriptionen zur Textsuhe auf
den automatish generierten Transkriptionen wehselt.
Tabelle 4 enth

alt exemplarish f

ur die Volltextsuhe auf den Originaltran-
skriptionen neben den f

ur relevant befundenen Dokumenten zus

atzlih die
berehneten Retrieval-Status-Werte. Zum Vergleih sind in Tabelle 5 die
Retrieval-Status-Werte der gefundenen Dokumente auf den automatish
transkribierten Dateien aufgef

uhrt.

Ubliherweise ist das f

ur die Lernphase des Spraherkenners zur Verf

ugung
stehende Trainingsmaterial niht umfangreih genug, um damit die verwendeten
statistishen Modelle siher sh

atzen zu k

onnen. Die Konsequenz hieraus ist ein
Verlust in der Performanz des Retrieval-Systems aufgrund von Fehlern in der
Erkennung. Sieht man nun Methoden vor, die auh im laufenden Betrieb des
Systems eine Fortf

uhrung des Trainings erm

oglihen, so l

at sih damit die
Performanz des Spraherkenners und somit auh die Eektivit

at der Retrieval-
Komponente verbessern. Ein solhes Verfahren erm

ogliht das un

uberwahte
Lernen (sog. unsupervised training).
Tabelle 4: Beispiel f

ur eine Text-Retrieval-Anfrage auf den Originaltranskriptio-
nen des 98er Hub-4 Trainingskorpus. Die zweite Spalte enth

alt die Bewertungen
der gefundenen Dokumente.
Query: What states have reahed a settlement of suits vs tobao om-
panies?
Do. 14.62 Florida's joined Mississippi as the seond state to settle a
ourt ase against the big tobao ompanies, ... 3
Do. 13.14 The national multi-billion dollar tobao settlement reahed
last month may not be a done deal, but the state of Missis-
sippi is made sure it gets it's share of the money no matter
what happens. ... 3
Do. 12.26 The tobao industry has agreed to pay the state of Missis-
sippi 3.6 billion dollars to over the ost of treating tobao
releated illness. ... 3
Do. 12.12 A ouple of minutes ago, we reported that the big tobao
ompanies were in Congress today, pushing hard for a natio-
nal settlement of all the lawsuits against them. ... 5
Do. 11.22 In Washington, a California biotehnology ompany has plea-
ded guilty to illegally onspiring with a major tobao om-
pany to grow tobao with extra niotine. ... 5
Tabelle 5: Beispiel f

ur eine Spoken-Doument-Retrieval-Anfrage auf den auto-
matish generierten Transkriptionen des 98er Hub-4 Trainingskorpus. Die zwei-
te Spalte enth

alt die Bewertungen der gefundenen Dokumente.
Query: What states have reahed a settlement of suits vs tobao om-
panies?
Do. 12.97 The tobao industry has agreed to pay the state of Missis-
sippi 3.6 billion dollars to over the ost of treating tobao
releated illness. ... 3
Do. 12.45 The national multi-billion dollar tobao settlement reahed
last month may not be a done deal, but the state of Missis-
sippi has made sure gets its share of the money the
matter what happens. ... 3
Do. 12.27 Let's go , we reported the big tobao ompanies were in
Congress today, pushing hard for a national settlement of all
lawsuits against them. ... 5
Do. 11.09 In Washington, a California biotehnology ompany has
pleaded guilty to illegally onspiring with the major tob-
ao ompany to grow tobao with extra niotine. ... 5
Do. 11.02 Forester in Mississippi as a seond state to settle a ourt
ase against the big tobao ompanies, ... 3
Von Seiten der RWTH wurden hierzu bereits erste Experimente auf den 98er
Trainingsdaten des Hub-4 Korpus durhgef

uhrt. Dabei bildete die automatish
generierte Transkription der 98er Daten die Grundlage f

ur ein neu aufgesetz-
tes Training. Mit den so trainierten Referenzen konnte auf dem Eval96 Korpus
(Hub-4) eine Fehlerrate von 36:2% erzielt werden. Im Vegleih dazu betrug die
Fehlerrate der mit den Originaltranskriptionen des 98er Korpus trainierten Mo-
delle 34:9%. Der verh

altnism

aig geringe Performanzverlust kann als Indiz f

ur
die Durhf

uhrbarkeit eines un

uberwahten Lernens zur Verbesserung der Er-
kennungskomponente im laufenden Betrieb eines Retrieval-Systems betrahtet
werden.
7 Zusammenfassung und Ausblik
Im Rahmen des Projektes
"
Multimedia NRW: Die virtuelle Wissensfabrik\
wurde von Seiten der RWTH Aahen eine Spraherkennungskomponente zur
automatishen Transkription von Audio-Dokumenten sowie ein Information-
Retrieval-System f

ur die Volltextsuhe in den durh die Erkennung aufberei-
teten Tondokumenten entwikelt. Experimente auf den 98er Daten des Hub-4
Korpus zeigten auf dem SDR-Trak der TREC-7 Evaluierung eine Retrieval-
Eektivit

at von 46:56% auf den Originaltranskriptionen sowie 42:01% auf den
automatish transkribierten Dokumenten. Um die Performanz des Erkenners zu
verbessern, wurden erste Experimente zu einem un

uberwahten Lernen durh-
gef

uhrt. Hierbei zeigte sih, da die Erkennungsergebnisse f

ur Parameters

atze,
die auf automatish generierten Transkriptionen traininert werden, bereits eine
erste Basis f

ur eine Fortsetzung des Trainings im laufenden Betrieb des Systems
bilden. F

ur die Zukunft stehen die folgenden Arbeiten an:
 Kompensation von Erkennungsfehlern
Um Erkennungsfehler besser zu ber

uksihtigen, k

onnen zum einen Tabel-
len mit Phonem-Verwehslungswahrsheinlihkeiten eingesetzt und in die
IR-Metrik einbezogen werden. Zum anderen kann man auh sogenannte
Wortgraphen (statt der besten erkannten Wortfolge) verwenden. Durh
einen Wortgraphen kann die Menge der wahrsheinlihsten Wortfolge-
Alternativen kompakt dargestellt werden und als weitere Wissensquelle
in die Retrieval-Metrik einieen.
 Entwiklung eines IR-Systems f

ur die deutshe Sprahe
F

ur die Suhe in Audio-Dokumenten bietet sih ferner die Entwiklung ei-
nes IR-Systems f

ur die deutshe Sprahe an. Da im Untershied zum Eng-
lishen die deutshe Sprahe die Bildung zahlreiher Komposita zul

at,
ergeben sih hier wihtige Aufgabenfelder, die die Vorverarbeitung der
Dokumente betreen. Insbesondere sind Algorithmen zu entwikeln, die

ahnlih dem Porter-Algorithmus eine Reduktion der W

orter auf ihren
Wortstamm erm

oglihen sowie Verfahren, die die Komposita in die zu-
grundeliegenden Einzelw

orter zerlegen.
 Shnelles Training
Aus Gr

unden der Handhabbarkeit und um den personellen Aufwand beim
Aufbau einer Erkennungskomponente f

ur ein IR-System m

oglihst gering
zu halten, ist es erforderlih, Systeme zu entwikeln, die auh mit sehr be-
grenztem Trainingsmaterial in Betrieb gehen k

onnen. Um die Performanz
derartiger Systeme zu verbessern, m

ussen Verfahren entwikelt werden,
die eine Fortf

uhrung des Trainings im laufenden Betrieb erm

oglihen. Die
hierzu z

ahlende Methode des un

uberwahten Lernens kann durh den
Einsatz von Kondenzmaen verbessert werden. Die Kondenzmae de-
tektieren hierbei die korrekt erkannten W

orter aus einer automatish ge-
nerierten, aber m

ogliherweise fehlerbehafteten Transkription. F

ur das
weiterf

uhrende Training werden dann nur diejenigen Segmente aus dem
akustishen Signal verwendet, f

ur die die Erkennung hinreihend kon-
dent war. Auf diese Weise ist es m

oglih, die Modelle des Systems auh
im laufenden Betrieb zu trainieren, was zu einer kontinuierlihen Verbes-
serung der Performanz f

uhrt.
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