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The simulation of global illumination is one of the most fundamental problems in
computer graphics, with applications in a wide variety of areas, such as architec-
ture and lighting design, computer-aided design, and virtual reality. This prob-
lem concerns the transport of light energy between reflective surfaces in an en-
vironment. During the past decade, radiosity has become the method of choice
for simulating global illumination in diffuse environments.
Despite much recent progress in efficiency and applicability of radiosity
methods, there are several very important open issues remaining: 1) Radios-
ity images suffer from many visual artifacts, resulting from lack of reliable au-
tomatic discretization algorithms; and 2) Current radiosity algorithms do not
provide the user with guaranteed bounds or reliable estimates of the approxi-
mation errors. As a result, current radiosity systems require very careful and
time-consuming user intervention in the discretization process, and the accu-
racy of the resulting solutions can only be assessed by visual appearance.
This thesis presents new radiosity algorithms for diffuse polyhedral envi-
ronments that address the open problems mentioned above. First, we have im-
proved and combined together two recently developed radiosity approaches: hi-
erarchical radiosity and discontinuity meshing. An improved hierarchical ra-
diosity algorithm that is based on a discontinuity-driven subdivision strategy to
achieve better numerical accuracy and faster convergence is used to compute the
global distribution of light energy in an environment. Then, a new algorithm
based on discontinuity meshing uses the hierarchical solution to reconstruct a
visually accurate approximation to the radiance function. Thus, results of high
visual quality can be obtained even from coarse global illumination simulations.
The solution is performed entirely in object-space, which enables users to “walk”
through high-fidelity shaded virtual environments in real time, using appropri-
ate display hardware.
Second, we have developed algorithms that compute a posteriori error bounds
and estimates for local and total errors in hierarchical radiosity solutions. A con-
servative algorithm computes guaranteed upper bounds on the errors. A non-
conservative algorithm is capable of computing more realistic error estimates
more efficiently. These error estimates are used in a new error-driven refinement
strategy for hierarchical radiosity, resulting in faster convergence.
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Chapter 1
Introduction
1.1 Photorealism and Global Illumination
Photorealistic image synthesis is one of the most important fields of computer
graphics. Given a geometrical and physical description of a three-dimensional
scene (environment), the goal of photorealistic image synthesis is to produce im-
ages that would be indistinguishable from photographs taken of the actual scene.
Applications of photorealistic image synthesis arise in the fields of architecture
and lighting design, computer-aided design, flight simulators, virtual reality, en-
tertainment (computer animation, special effects), and the creative arts.
There are three main tasks involved in the simulation process: (i) obtaining
accurate input to the simulation; (ii) accurately and efficiently simulating the in-
teraction of light with the environment; and (iii) mapping the results to output
devices. This thesis is concerned with the second of these three tasks. This prob-
lem is known as the global illumination problem since, in general, the light emit-
ted from the light sources can bounce off various surfaces several times before
reaching a given point. Thus, the illumination at any given point is determined
1
2by many other surfaces in the environment.
Solving the global illumination problem is important not only for photoreal-
istic image synthesis, but also in a number of other disciplines such as radiative
heat transfer, remote sensing, machine vision (“shape from shading”), and in-
frared signature analysis. However, the simulation of global illumination in the
context of photorealism is uniquely challenging, as the resulting images must ap-
pear convincing to the human visual system, an extremely sensitive instrument
that is not yet sufficiently understood.
Existing methods for solving the global illumination problem can be classi-
fied into two broad categories:
View-dependent methods are geared towards solving the problem at a set of
locations on the image plane (e.g. pixel centers). These methods typically
use ray tracing and Monte-Carlo techniques. The concepts of solution and
image are nearly synonymous in this context, and thus a new solution is
necessary for each image.
View-independent methods compute an approximation to the radiance func-
tion across each surface in the environment. Most of these methods are
derivatives of the radiosity method. In this approach the solution and the
image are two separate entities: many different images can be produced by
different projections of the same solution onto the image plane.
Of course, many forms of hybrids of these two approaches are possible. Each
approach has its own advantages and disadvantages that make it more suitable
for certain applications and less suitable for others.
This thesis deals with view-independent global illumination simulations.
3Such simulations are particularly advantageous when many different views of
the same static environment are to be displayed. The main applications in which
the need for multiple views or “walk-through”s arises are: architectural design,
interior and lighting design, illumination engineering, and virtual reality.
1.2 Radiosity Methods
To date, most view-independent methods have been derived from the radios-
ity method that was originally developed to solve radiative heat transfer prob-
lems [SPAR63b]. Computer graphics researchers adopted this method to com-
pute the global illumination in diffuse polyhedral environments [GORA84,
COHE85,NISH85]. Subsequent research has concentrated on improving the ef-
ficiency of the method [COHE86,COHE88,HANR91] as well as on extending
the method to handle non-diffuse surfaces [IMME86,WALL87,SHAO88,SILL89,
RUSH90,SILL91] and participating media [NISH87,RUSH87].
Despite this impressive progress in efficiency and applicability, there are still
several important open problems remaining in radiosity methods:
Visual artifacts: Radiosity images suffer from many visual artifacts such as
Mach bands, light and shadow leaks, jagged shadow boundaries, and
missing shadows. There artifacts are the result of inadequate discretiza-
tion. There are currently no automatic discretization algorithms for radios-
ity that are both reliable and efficient.
As the numerical accuracy of the solution increases, visual artifacts dimin-
ish. Unfortunately, experience has shown that the human visual system is
extremely sensitive to small artifacts that are difficult to quantify. The sim-
4ulated environments can be very complex and, therefore, the computation
of ultra-accurate solutions is generally impractical.
Lack of error bounds: Radiosity methods are only capable of approximating
the solution; thus, reliable error bounds estimates are crucial for assessing
the acceptability of a particular solution, as well as for automatic adap-
tive refinement. Current radiosity algorithms do not provide the user with
guaranteed bounds on the total approximation error, or reliable estimates
of the total error. As a result, the accuracy of the solution can only be judged
by its visual appearance. Various heuristics have been used to guide adap-
tive refinement, but these heuristics are not completely reliable.
As a result of these deficiencies, radiosity systems are seldom user-friendly and
require massive user intervention: typically, a time consuming trial-and-error
process is required to produce an image that looks right. Baum et al. [BAUM91]
and Haines [HAIN91a] provide good discussions and more details regarding the
various pitfalls of radiosity methods.
Because of the above problems, radiosity has not yet become a standard tool
in the hands of its intended users, and almost all commercial systems that offer
photorealistic rendering capabilities use only ray tracing.
1.3 Contributions
This thesis presents new radiosity algorithms that overcome the open problems
described in the previous section. These algorithms were designed and imple-
mented as a part of a radiosity system with the following properties:
 high visual accuracy through automatic and reliable meshing;
5 guaranteed error bounds or reliable error estimates;
 faster convergence than previous methods;
 easy user control through a small number of intuitive parameters;
Specifically, progress has been achieved in two orthogonal directions:
First, we have improved and combined together two recently developed ra-
diosity approaches: hierarchical radiosity [HANR91] and discontinuity mesh-
ing [HECK92,LISC92]. An improved hierarchical radiosity algorithm that uses
a discontinuity-driven subdivision strategy to achieve better numerical accuracy
and faster convergence is used to compute the global distribution of light en-
ergy in an environment. Then, a new algorithm based on discontinuity meshing
uses the hierarchical solution to reconstruct a visually accurate approximation to
the radiance function. Thus, results of high visual quality can be obtained even
from coarse global illumination simulations. The solution is performed entirely
in object-space, which enables users to walk through high-fidelity shaded virtual
environments in real-time, using the proper display hardware.
Second, we have developed algorithms that compute a posteriori error bounds
and estimates for local and total errors in hierarchical radiosity solutions. A con-
servative algorithm computes guaranteed upper bounds on the errors. A non-
conservative algorithm is capable of computing more realistic error estimates.
These error estimates are used in a new error-driven refinement strategy for hi-
erarchical radiosity, resulting in faster convergence.
The common thread throughout the research presented in this thesis is that
through better understanding of the sources of error in radiosity simulations and
through improved error control, we are able not only to achieve more accurate
6results, but also to achieve them faster than previously possible. Together, our
contributions constitute a significant step forward towards high-fidelity global
illumination simulations and photorealistic image synthesis.
1.4 Organization
This thesis is structured as follows. Chapter 2 provides the necessary back-
ground by presenting the rendering equation and discussing the properties of
radiance functions. A survey of previous work is given in Chapter 3. Chapter
4 describes the combination of hierarchical radiosity with discontinuity mesh-
ing. Chapter 5 presents an algorithm for computing guaranteed error bounds
and realistic error estimates for radiosity solutions. Chapter 6 concludes the the-
sis with a summary of the current contribution and discusses direction for future
research.
Chapter 2
Background
2.1 The Rendering Equation
The distribution of radiant energy in an environment is governed by a Fredholm
integral equation of the second kind [HECK91a]. This equation was first pre-
sented to the computer graphics community by Jim Kajiya [KAJI86], who coined
the name rendering equation. Here we present a slightly different formulation of
the rendering equation using radiometric terms:
L(x,x   )  Le(x,x   ) 	


S
fr(x  , x,x   )L(x  , x)
cosθi cosθj
r2
v(x,x  )dA  , (2.1)
where
L(x,x
 
) is the radiance (the radiant flux per unit solid angle per unit projected
area) leaving a differential surface element centered at x in the direction of
the point x
 
. The units of radiance are watts per steradian per square meter
(Wsr  1m  2).
Le(x,x
 
) is the radiance emitted from x towards x
 
.
S is the union of all the surfaces in the environment.
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9fr(x  , x,x   ) is the bidirectional reflectance-distribution function (BRDF) at point x, de-
fined as the ratio of the radiance reflected in the direction of x
 
to the radi-
ant flux density incident from the direction of x

through a differential solid
angle dω (see Figure 2.1). The BRDF has units of inverse steradians.
θi and θj are the angles between the surface normals at x and x  and the line con-
necting the two points (see Figure 2.2).
r is the distance between x and x

;
v(x,x

) is a visibility term; it is 1 if x and x

are visible to each other, and 0 other-
wise;
dA

is a differential surface area at x

.
The radiances L, Le, and the BRDF fr all depend on the light wavelength λ. This
dependency is omitted for simplicity of notation. This form of the rendering
equation excludes participating media, transparency, and energy transfer be-
tween different wavelengths (for instance, by absorption and re-emission at sur-
faces). For a detailed derivation of the equation the reader is referred to Pat Han-
rahan’s chapter in the recent book by Cohen and Wallace [COHE93].
If all the surfaces are ideal diffuse (Lambertian) reflectors, the radiance L is
equal in all the outgoing directions from a given point x, and Equation (2.1) can
be simplified to:
L(x)  Le(x) 	 fr(x)


S
L(x  )
cosθi cosθj
r2
v(x,x  )dA  (2.2)
This equation will be referred to as the diffuse rendering equation.
In the computer graphics literature, the diffuse global illumination problem
has traditionally been formulated in terms of radiosity [GORA84]. Radiosity,
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B(x), is the total radiant flux density leaving a differential surface element cen-
tered at x. For ideal diffuse surfaces it is easy to show that B(x)  piL(x), which
yields the (continuous) radiosity equation:
B(x)  E(x) 	 ρ(x)


S
B(x  )
cosθi cosθj
pir2
v(x,x  )dA  (2.3)
where E(x) is the emitted radiosity at x, and ρ(x)  pifr(x) is the reflectance, i.e., the
fraction of incident radiant energy that is reflected at x. Reflectance is a unitless
scalar in the interval [0,1].
2.2 Solution Methods
One basic approach towards solving the global illumination problem is the use
of Monte-Carlo ray tracing to solve Equation (2.1) at locations and directions de-
termined by the view specification [KAJI86,WARD88,SHIR90a]. These global il-
lumination methods are typically referred to as view-dependent, and the concepts
of image and solution are synonymous in this case.
This thesis is concerned with radiosity methods, which compute an approxi-
mation to the radiance function across the surfaces in the environment. Solutions
produced by radiosity methods can be used to render images from any view-
point, and therefore these methods are referred to as view-independent.
Heckbert and Winget [HECK91b] have shown that the radiosity method that
originated in the field of radiative heat transfer [SPAR63b] is essentially a sim-
ple finite element method. The idea behind the finite element formulation is to
look for an approximate solution B(x) in some known finite-dimensional func-
tion space Xn, a subspace of the infinite-dimensional function space X that con-
tains the exact solution B(x).
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The basic steps of the finite element approach are [COHE93]:
1. Subdivide the surfaces into a mesh of elements.
2. Select locations or nodes on the elements and associate a basis function N i(x)
with each node. The sum of the basis functions (weighted by the corre-
sponding nodal values Bi) yields an approximation B(x) to the radiosity
function:
B(x) 
n
∑
i  1
BiNi(x)
3. Select a finite error metric to minimize by projecting the residual function
r(x) B(x)  E(x)  ρ(x)


S
B(x  )
cosθi cosθj
pir2
v(x,x  )dA  (2.4)
onto a set of weighting functions  Wi(x)  . Thus, the infinite dimensional
problem is cast into a finite set of linear equations.
4. Compute the coefficients of the linear system.
5. Solve the resulting system of equations for the unknown nodal values.
The Galerkin formulation [DELV85,HECK91b,ZATZ93], for example, selects the
same basis functions used to approximate the radiosity function as the weighting
functions. Thus, a solution B(x) is sought that satisfies


S
r(x)Ni(x)dA  0, for i  [1, n] 
Substituting the definitions of r(x) and B(x) and regrouping results in:

n
∑
j  1
Bj 


S
Ni(x)Nj(x)dA 


S
Ni(x)ρ(x)


S
Nj(x  )
cosθi cosθj
pir2
v(x,x  )dA  dA 



S
E(x)Ni(x)dA  0
(2.5)
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There are n such expressions, one for each i  [1, n], so we obtain a linear system
of size n with the nodal values Bi as the unknowns.
Most radiosity algorithms use constant basis functions,
Ni(x)  

ﬀ
1 if x is inside element i
0 otherwise
This simplifies Equation (2.5) to

n
∑
j  1
Bj ﬁ δijAi  ρiAiFij ﬂ ﬃ EiAi  0, (2.6)
where Ei is the area-averaged emission for element i, ρi is the average reflectance
for element i, and Fij, called the form factor, is given by
Fij 
1
Ai


Ai


Aj
cosθi cosθj
pir2
v(x,x  )dAjdAi  (2.7)
The form factor represents the fraction of energy that leaves element i and arrives
directly at element j. Because of energy conservation it follows that
∑
j
Fij  1 
From definition (2.7) it is easy to see that form factors satisfy a reciprocity rela-
tionship:
AiFij  AjFji 
Dividing Equation (2.6) through by Ai and using the reciprocity relationship we
derive the simplified equation
n
∑
j  1
Bj ﬁ δij  ρiFij ﬂ  Ei,
which can be written in matrix notation as
MB  (I  K)B  E, (2.8)
where Kij  ρiFij, and I is the identity matrix.
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2.3 Sources of Error
Sources of error in global illumination algorithms can be classified into three cat-
egories [ARVO94a]:
Perturbed Boundary Data: Boundary data consists of surface geometry, re-
flectance functions, and emission functions, all of which may be perturbed by
errors in measurement, or by simplifications made for computational efficiency.
Discretization Error: Discretization error is introduced by replacing the con-
tinuous rendering equation with a finite-dimensional linear system. This error
depends mostly on the distance between the actual solution B and the finite-
dimensional subspace Xn that contains the approximate solution B.
Computational Errors: Computational errors perturb the finite-dimensional lin-
ear system through imprecise form factors, inner products, visibility, etc., as well
as by halting iterative solvers after a finite number of steps.
In this thesis we will concentrate on the two latter sources of error, since
boundary data is usually provided as input to radiosity algorithms, and thus,
the algorithms have no control over errors of the first category.
2.4 Properties of Radiance Functions
Radiosity methods solve the global illumination problem by computing an ap-
proximation to the radiance function over the surfaces of an environment. In this
section we examine various properties of these functions. This will enable us to
better evaluate and criticize existing radiosity methods, as well as motivate the
algorithms described in this thesis. We limit the analysis to the domain of polyg-
onal environments where the polygons do not interpenetrate.
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Consider the simple case of a receiving surface R illuminated by a single
source surface S. From Equation (2.2) it follows that the radiance function on
the receiver is given by:
LR(x)  fr(x)


x  "! S
LS(x  )
cosθi cosθj
r2
v(x,x  )dA # (2.9)
Since v(x,x

) can only assume values of 0 or 1, we can take it out of the integrand
by limiting the range of integration to the parts of S visible from x, which we
denote by VS(x):
LR(x)  fr(x)


x  $! VS(x)
LS(x  )
cosθi cosθj
r2
dA   (2.10)
Let us assume, for now, that the radiance function across S is smooth (C∞), as is
the case with typical primary sources. We will also assume that there is no con-
tact between R and S, so that r % 0. Under these assumptions the integrand is a
smooth function, and hence LR will be smooth itself, so long as the visibility of
the source is constant or varies smoothly. It has been conjectured that for a con-
vex source L is unimodal, i.e., it has a single maximum, and it is monotonically
decreasing as a function of the distance from that maximum [DRET93]. Abrupt
changes in visibility, however, will introduce discontinuities of various orders
into LR. In the rest of this section we will enumerate the various possible types
of discontinuities and explain their causes. A similar discussion first appeared
in Heckbert’s thesis [HECK91a], and we therefore adhere to the terminology and
notation used there.
We will use the notation that a function L has a Dk discontinuity at x, if it is
Ck  1 but not Ck there. If the radiance over the light source is smooth, the radiance
function on the receiver can have D0, D1, and D2 discontinuities.
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2.4.1 D0 Discontinuities
By definition, D0 discontinuities are value (or jump) discontinuities in the func-
tion itself. They are introduced by edges or vertices of occluders (or the light
source itself) lying on the receiver. Thus, they can occur either along line seg-
ments, or in a pointwise fashion. An example is shown in Figure 2.3.
D0 discontinuities also occur along shadow boundaries cast by point light
sources. In this case no penumbra regions are present, and the transition from the
umbra into the unoccluded area is a discontinuous one. For conciseness, only fi-
nite area light sources will be treated in this thesis. The correct treatment of point
light sources is simpler and is a straightforward extension of the described tech-
niques.
In an environment with m edges, no interpenetrating polygons, and no point
light sources, there can be O(m2) D0 discontinuities, as it is possible for each of
O(m) edges to lie on O(m) faces. However, in typical environments without in-
terpenetration the number of D0 segments is roughly linear in m, because each
edge typically lies on only a small number of input surfaces.
2.4.2 D1 and D2 Discontinuities
Discontinuities in the first and second derivatives of the function are referred to
as D1 and D2 discontinuities, respectively. They are caused by objects that inter-
vene between the source and the receiver, causing abrupt changes in the visibil-
ity of the former as seen from the latter. Such visibility changes (known as visual
events) have been thoroughly studied in the computational geometry and com-
puter vision literature [GIGU90,GIGU91]. In particular, it has been shown that
all the visual events in a polyhedral environment can be classified into two types:
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Figure 2.3: An example of a D0 discontinuity. (a) Edge AB of the occluder O lies
on the receiver R. (b) The radiance function over R. (d) The radiance function
along the line through x and y.
Points on R immediately to the left of AB cannot see the source S and the radi-
ance there is zero. Immediately to the right of AB, the entire source is visible,
and the radiance there is non-zero. Thus, the radiance function is discontinuous
along AB. The points A and B are points of singularity in the radiance function.
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Figure 2.4: A D1 discontinuity caused by edge-vertex (EV) events. (a) Edge AB
of the light source S is coplanar to edge CD of the occluding polygon O. The
critical surface (shaded area) defined by A and CD intersects the receiving plane
along EF. (b) The radiance function over R. (c) The occluder O and the light
source S as seen from x. (d) The radiance function along the line through x and y.
From point y on R none of the source is visible, hence the radiance there is zero.
As we move from y towards x, part of the source adjacent to AB becomes re-
vealed. The visible area grows linearly in the displacement from EF towards x.
Thus, along EF the radiance function has a D1 discontinuity. In this example
there are in fact two partially overlapping EV events, one involving vertex A and
the other involving vertex B.
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Figure 2.5: A D2 discontinuity caused by an edge-vertex (EV) event. (a) The crit-
ical surface (shaded area) defined by vertex A and edge BC intersects the receiv-
ing plane along DE. (b) The radiance function over R. (c) The occluder O and the
light source S as seen from x. (d) The radiance function along the line through x
and y.
From point y on R none of the source is visible, hence the radiance there is zero.
As we move from y towards x, part of the source adjacent to vertex A becomes
revealed. The visible area grows quadratically in the displacement from DE to-
wards x. Thus, along DE the radiance function has a D2 discontinuity.
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Figure 2.6: An edge-edge-edge (EEE) event. (a) The quadric critical surface de-
fined by the three edges AB, CD, and EF intersects the receiver R, resulting in
a conic critical curve (shown dashed). (b) The radiance function over R. (c) The
occluders O1 and O2 and the light source S as seen from x. (d) The radiance func-
tion along the line through x and y.
As we move from y towards x, part of the source becomes revealed. A displace-
ment from the critical curve towards x results in quadratic growth in the visi-
ble source area, hence the discontinuity along that curve is D2. This example il-
lustrates that when several occluding obstacles are involved, the boundaries be-
tween umbra and penumbra regions on a receiver may be curved.
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edge-vertex (EV) edge-edge-edge (EEE) events [GIGU90].
EV events occur on a subset of the plane defined by an edge and a vertex fully
or partially visible to each other. The set of points on that plane from which the
vertex can be seen coinciding with the edge is called the critical surface. Visibil-
ity changes on a receiver occur along the curves of intersection between the re-
ceiving plane and the critical surfaces. These critical curves are line segments in
the case of an EV event. They correspond to either D1 or D2 discontinuities, as
demonstrated in Figures 2.4 and 2.5. D1 discontinuities are perceived as Mach
bands on the receiver. Strong D2 discontinuities are noticeable as well.
EEE events occur on a subset of a ruled quadric surface defined by the family
of lines that go through three skew edges, each visible to the others. The critical
surface is the set of all the points from which the three participating edges can be
seen intersecting at the same point. The critical curves are conics and generally
correspond to D2 discontinuities as demonstrated in Figure 2.6.
In the examples shown in the figures all the visual events involve either a ver-
tex or an edge of the source. However, visual events can be defined by edges
and vertices belonging to any object in the environment. Thus, in an environ-
ment with m edges, there can be O(m2) EV critical surfaces, and O(m3) EEE criti-
cal surfaces. These can give rise to O(m3) and O(m4) critical curves, respectively.
In general, the event will cause a discontinuity in the radiance on the receiver if
it is defined by edges and vertices located between the receiver and the source
and if it is visible from both.
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Figure 2.7: A singularity in the radiance function
2.4.3 Propagation of Discontinuities
The preceding discussion assumed that the radiance function on the source is
smooth, as is usually the case for primary light sources. However, the radiance
over secondary light sources can have discontinuities of various orders, as we
have just seen. Heckbert [HECK91a] summarized the effect of these discontinu-
ities as the “Discontinuity Propagation Law”, which states that Dk discontinu-
ities on the source can result in Dk & 1 and Dk & 2 discontinuities on the receivers. In
general, discontinuities of higher orders are less noticeable than low order ones.
2.4.4 Singularities
Singularities in the radiance function may occur at the endpoints of D0 disconti-
nuity segments where the radiance gradient may become infinite.
As an example, consider the simple environment shown in Figure 2.7. In this
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environment a light source illuminates a cube resting on the floor. The umbra
and the penumbra regions on the floor are shown shaded. The penumbra re-
gion provides a continuous transition between the unoccluded and the totally
occluded (umbra) regions. As we move towards point P, at which a vertex of
the cube touches the floor, the width of the penumbra gets smaller and the gradi-
ent of the radiance function becomes larger. In the limit, the transition from total
visibility of the source to complete shadow becomes instantaneous, and the radi-
ance gradient becomes infinite. Points A and B in Figure 2.3a are also examples
of singularities.
Chapter 3
Previous Work
3.1 Early Radiosity Methods
Radiosity was introduced to computer graphics by Goral et al. ten years ago
[GORA84]. Their method used the Galerkin formulation with constant elements,
as described in Section 2.2. Form-factors were computed by transforming each
of the two area integrals in Equation (2.7) into a contour integral using Stokes’
theorem [SPAR63a,SPAR78]. These contour integrals were then evaluated using
Gaussian quadrature. The linear system (2.8) was solved using Gaussian elimi-
nation with partial pivoting.
This first radiosity implementation was limited to quadrilaterals and did not
account for occlusion. Each input surface was discretized using a uniform mesh.
The number of elements in the mesh had to be specified to the program by the
user. Obviously, this was a limited implementation, unable to handle general
complex environments.
A more general and improved radiosity method was soon to follow: Co-
hen’s hemi-cube algorithm [COHE85] enabled computation of form-factors in
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the presence of occlusion. Gaussian elimination was replaced by Gauss-Seidel
iteration, utilizing the fact that the matrix in Equation (2.8) is strictly diagonally
dominant. Cohen observed that the iteration typically converged very rapidly,
finding a solution in a fraction of the time required for Gaussian elimination.
Subsequent research has extended radiosity’s applicability from purely dif-
fuse to partially specular environments [IMME86,WALL87,SILL89,RUSH90], to
arbitrary bidirectional reflectance functions [SILL91]. Radiosity has also been ex-
tended to simulate participating media [NISH87,RUSH87]. Researchers have
also investigated alternative solution methods [COHE88], and accurate algo-
rithms for computing form-factors [BAUM89,WALL89]. A complete survey of
the radiosity literature is beyond the scope of this thesis, and the reader is re-
ferred to the recent textbook by Cohen and Wallace [COHE93]. In the remainder
of this chapter we shall survey only results that are directly relevant to our re-
search.
3.2 Hierarchical Methods
At first glance, radiosity methods appear to inherently require at least O(n2)
work, where n is the number of elements in the solution. This is so, because
forming Equation (2.8) requires computing an interaction between every pair of
elements. In this section we survey hierarchical radiosity algorithms that avoid
computing all the possible interactions by grouping elements together.
3.2.1 Substructuring and Adaptive Subdivision
Cohen et al. [COHE86] developed the first hierarchical radiosity algorithm. This
method uses a two-level hierarchy: input surfaces are subdivided coarsely into
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patches which are further subdivided into elements. The patches act as the sources
and the elements as the receivers of illumination in the environment.
Let m be the number of patches and n the number of elements in the envi-
ronment (m ' n). The algorithm first computes the mn form-factors from all the
elements to all the patches. By averaging the element form-factors of each patch
the m2 patch-to-patch form-factors are obtained. The m ( m linear system (2.8)
is then formed and solved using Gauss-Seidel iteration. The solution gives the
patch radiosities. Element radiosities can now be computed by “gathering” light
to each element from all the patches using the precomputed element-to-patch
form-factors. Thus, a solution with n elements is computed using only mn form-
factors, as opposed to the n2 form-factors required by the previous methods.
An additional improvement introduced in this algorithm is adaptive subdivi-
sion. The solution is first computed with a relatively coarse element mesh. If
the difference in radiosity between neighboring elements is higher than a user-
specified threshold, the elements are further subdivided. The form-factors are
then updated and the solution is recomputed. This step can be repeated as
needed.
Note that even though adaptive subdivision can be triggered by shadow
boundaries, the shape of the mesh depends on the original geometry of the sur-
face (e.g., an axis aligned rectangle must have axis aligned rectangular elements).
Thus, the shape of the elements is not affected by the geometry of the shadow
boundary. As we shall see in Section 3.3 this may result in a variety of visual
artifacts.
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Figure 3.1: Hierarchical subdivision of a pair of perpendicular polygons. The
line segments show the interactions between pairs of elements at different levels
in the quadtree hierarchies (after Hanrahan [HANR91]).
3.2.2 Hierarchical Radiosity
Hanrahan et al. [HANR91] have generalized the substructuring idea to multiple
levels. In their method, a patch at any level of the hierarchy can interact (i.e.,
exchange light energy) with any other patch at any other level (see Figure 3.1).
Given the accuracy at which a single interaction is to be represented, the n ( n
matrix of interactions is decomposed into O(n) blocks. These blocks correspond
to interactions of roughly equal magnitude, and the same computational effort
is required for computing each block. This is achieved by constructing a hierar-
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Void Refine(p, q, Feps)
Fpq ) FormFactorEstimate(p, q)
Fqp ) FormFactorEstimate(q, p)
if Fpq * Feps and Fqp * Feps
Link(p, q)
else
if Fpq + Fqp and Subdivide(p)
foreach r  p.children do Refine(r, q, Feps)
else if Subdivide (q)
foreach r  q.children do Refine(p, r, Feps)
else
Link(p, q)
end if
end if
Figure 3.2: Pseudocode for the Refine routine
chical subdivision of each input surface. Each node in the hierarchy represents
some area on the surface. Two nodes are linked together if the interaction be-
tween their corresponding areas can be adequately represented by a single form-
factor; otherwise, the algorithm attempts to link their children with each other.
Each link corresponds to a block in the interaction matrix. Pseudocode for the
Refine routine that performs the linking is given in Figure 3.2.
Once all the links have been formed, the system is solved using Jacobi iter-
ation. At each iteration, light is first gathered by each patch through all of its
links; the radiosities of all the patches are then updated by pushing the gathered
value down to the leaves of the hierarchies, and then pulling them up towards
the roots. See pseudocode in Figure 3.3.
The number of links created by HR is O(n 	 m2) where n is the final number of
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Void Gather(node)
node.tmp ) 0
foreach l  node.links do
node.tmp ) node.tmp 	 Contribution(l)
end for
if IsInterior(node) then
foreach r  node.children do Gather(r)
end if
Spectrum PushPull (node, rad)
node.tmp ) node.tmp 	 rad
if IsInterior(node) then
node.rad ) 0
foreach r  node.children do
w ) r.area , node.area
node.rad ) node.rad 	 w - PushPull(r, node.tmp)
end for
else
node.rad ) rad
end if
return node.rad
Figure 3.3: Pseudocode for Gather and PushPull routines
nodes and m is the number of input surfaces. As the complexity of the environ-
ment increases, the m2 term eventually becomes dominant, drastically reducing
the efficiency of the algorithm. This problem can be solved by grouping the input
surfaces into higher level clusters, as described by Smits et al. [SMIT94].
HR is the most promising method for us to build upon: it is the most efficient
radiosity algorithm to date, the error in each interaction created by the algorithm
is bounded, and it is easy to control: the user is able to trade-off speed for accu-
racy by specifying only two parameters (the error tolerance for each interaction
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and the minimum element area).
However, HR still suffers from visual artifacts such as shadow leaks and
jagged shadow boundaries. This occurs because surfaces are subdivided regu-
larly, not taking into account the geometry of the shadows, as explained in the
next section. HR uses point sampling to classify the inter-visibility between two
surfaces, so it is prone to missing small shadows altogether. Of course, as the
user-specified error tolerance becomes smaller, the solution becomes more accu-
rate, and the visual artifacts decrease. Nevertheless, images of high visual qual-
ity would require solutions of prohibitively high accuracy.
3.3 Discontinuity and Shadow Meshing
Most radiosity methods attempt to approximate the radiance function with con-
stant elements and use linear interpolation to display the result. However, as
was shown in Section 2.4, the actual radiance function is neither piecewise con-
stant nor piecewise linear. It is usually smooth, except along certain curves
across which discontinuities in value or in derivatives may occur.
These discontinuities are very important both numerically and visually: all
the boundaries separating unoccluded, penumbra, and umbra regions corre-
spond to various discontinuities. When a discontinuity curve crosses a mesh
element, the approximation to the radiance function over that element becomes
less accurate. The resulting errors usually correspond to the most visually dis-
tracting artifacts in radiosity images, such as missing shadows, jagged or oth-
erwise distorted shadow boundaries, shadow and light “leaks”, and “float-
ing” objects. These problems are surveyed by Baum et al. [BAUM91] and by
Haines [HAIN91a].
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Radiosity algorithms typically use adaptive subdivision [COHE86] to reduce
these errors; however, there are several problems with this approach. First, the
user must specify an initial mesh that is sufficiently dense, or features will be lost.
Second, the shape of the mesh is determined by the geometry of the surface being
meshed, and the discontinuities are not resolved exactly. As a result, many small
elements are created as the method attempts to converge to shadow boundaries.
In order to circumvent these problems and produce high-quality images, ra-
diosity systems frequently require intensive user intervention. The density of the
mesh elements is often specified on a surface-by-surfacebasis and repeatedly ad-
justed through a tedious and time consuming trial-and-error process. Despite
these manual adjustments, the resulting radiosity solutions are generally accu-
rate for only a small range of views and thus, are not truly view-independent.
For example, zooming in on a shadow is likely to reveal a jagged boundary.
Discontinuity meshing (DM) algorithms compute the location of certain dis-
continuities and represent them explicitly, as boundaries, in the mesh. This leads
to solutions which are both numerically and visually more accurate. This idea
has been used to various extents in several different recent algorithms that we
now survey.
3.3.1 D0 Preprocessing
Baum et al. [BAUM91] describe a series of clever techniques designed to prepro-
cess an input model into a mesh that meets certain geometrical and topological
requirements needed for computing accurate solutions. In particular, they have
realized that the D0 discontinuities at surface intersections are responsible for se-
vere errors in radiosity solutions, which manifest themselves visually as shadow
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Figure 3.4: Computing D0 discontinuities prior to meshing. (a) The initial envi-
ronment has object A resting on surface B. (b) The area covered by object A is
removed from surface B; the resulting D0 edges are shown as thicker lines (ob-
ject A is not shown).
and light “leaks”. To solve this problem, all pairs of intersecting polygons in the
model are identified, and cut along their lines of intersection. Thus, no elements
in the mesh are allowed to be crossed by a D0 discontinuity. See Figure 3.4.
However, errors and visual artifacts due to higher order discontinuities are
not eliminated. Mesh boundaries are not aligned with shadow boundaries, so
shadows may still appear jagged or distorted. The method uses numerical algo-
rithms for determining visibility, so small shadows or light spots may be missed
entirely. Also, the meshing is still not completely automatic: it is up to the user
to specify an adequate initial patch density.
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3.3.2 Shadow Meshing
Shadow meshing for radiosity originates from earlier object-precision shadow
algorithms, such as the algorithm by Atherton et al. [ATHE78], and by Chin and
Feiner [CHIN89]. These algorithms split the input polygons along the D0 dis-
continuities corresponding to shadow boundaries from point light sources. In
order to make these algorithms applicable to radiosity they must be extended to
handle area light sources.
Campbell and Fussell [CAMP90] approximate each area light source by a set
of point light sources. Polygons in the environment are meshed along their inter-
sections with the shadow volumes from each of the points sources, as illustrated
in Figure 3.5(a,c). This is equivalent to computing discontinuities with respect to
the approximating point light sources, rather than the actual area sources. This
method works well for small light sources, which can be adequately represented
by a small number of points. However, as the number of point sources needed
for an adequate approximation grows, subdivision within regions of penumbra
becomes too fine.
Campbell’s approach was later improved by treating area light sources in a
more analytical fashion [CAMP91]. Umbra and penumbra volumes are com-
puted for each area light source. Using these volumes, the environment is classi-
fied into unoccluded, umbra, and penumbra regions, as shown in Figure 3.5(b,d).
Each region is further split into elements, and the illumination at the vertices of
each element is computed analytically. To our knowledge, this is the first object-
space algorithm to accurately compute shadows cast by area light sources. A
weakness of this method seems to be its reliance on numerical optimization for
determining the correct element density inside penumbra regions. We suspect
33
(a) (b)
(c) (d)
S S
OO
RR
RR
Figure 3.5: Shadow volumes (a) and penumbra volumes (b) constructed from
source S and object O are used to classify surface R into regions of umbra,
penumbra, and total visibility. The resulting subdivisions (c-d) are represented
as two-dimensional BSP trees.
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that this might become expensive and/or inaccurate for large penumbrae. This
algorithm is also liable to produce poorly shaped elements.
Chin and Feiner [CHIN92] describe a very similar algorithm, but they pro-
vide no automatic means for determining the element density inside penum-
bra regions. Instead, a regular grid is superimposed over each (non-umbra) re-
gion.The density of the grid is user-specified and can be different for unoccluded
and penumbra regions.
3.3.3 Discontinuity Meshing
The idea of explicitly representing discontinuities in radiance functions and their
derivatives as boundaries between mesh elements was first developed by Heck-
bert [HECK91a]. Similar ideas were pursued independently by Lischinski et al.
[LISC91]. In both cases, the ideas were implemented and tested in 2D, showing
promising results. In particular, Heckbert has shown that the potential of higher
order elements for radiosity could fully be realized only in conjunction with dis-
continuity meshing.
Both Heckbert and Lischinski et al. have independently extended their ideas
to 3D environments. Heckbert [HECK92] constructs a discontinuity mesh that
contains all the discontinuity lines arising from EV events in which primary light
sources directly participate. First, the critical lines are computed on all the sur-
faces in the environment, and then Delaunay triangulation and mesh relaxation
are used to produce the final discontinuity mesh on each surface. This imple-
mentation forms and solves the full n ( n radiosity matrix; thus, it is impractical
for all but the simplest environments.
Lischinski et al. [LISC92] describe a progressive DM radiosity algorithm for
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3D polyhedral environments. At each iteration of the algorithm one input poly-
gon is chosen as the current light source S, and a discontinuity mesh is computed
with respect to S. This mesh is used to compute and represent the contribution
of S to the other surfaces in the environment. Adaptive subdivision is used to in-
crease the mesh density automatically where necessary. The contributions due
to different light sources are combined into a cumulative radiance function on
each surface, also represented as a discontinuity mesh.
This algorithm has been able to produce radiosity solutions of impressive vi-
sual accuracy. Experimental evidence indicates that this algorithm is also very
accurate numerically [TAMP93]. The meshing in this algorithm is completely
automatic.
However, this method is too expensive for computing converged solutions of
complex environments. The main reason for this is that all energy transfers are
computed very accurately, regardless of their magnitude. This may be appro-
priate for capturing the direct component of the illumination (due to the primary
light sources), but quickly becomes an overkill as the amount of light energy shot
from a source becomes smaller. Also, this algorithm only offers limited user con-
trol in trading off speed for accuracy.
3.4 Solution Post-Processing
The simplest form of solution post-processing was described by Goral et al.
[GORA84]. Observing that smoothing the piecewise-constant approximation
enhances the quality of the image, they perform linear interpolation of the ele-
ment radiosities in image space.
Cohen et al. [COHE85] suggested performing the smoothing in object space:
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they obtain radiosity values for element corners by interpolating and extrapolat-
ing from element centers; then, the radiosity at each point is bilinearly interpo-
lated from the corners of the containing element.
Several researchers have realized that one can compute a reasonable approx-
imation to the indirect component of global illumination with a relatively coarse
regular mesh. This is so, because in typical environments the indirect illumi-
nation varies rather slowly across the surfaces. Most of the high frequency il-
lumination features that we see come from direct illumination (or from non-
diffuse effects such as caustics). This observation has motivated several two-pass
approaches by Nishita and Nakamae [NISH85], Shirley [SHIR90b], Chen et al.
[CHEN91], Kok and Jensen [KOK91], and Reichert [REIC92]. The first pass typ-
ically solves for the indirect component of the illumination using a coarse mesh.
The second pass computes an accurate value for each pixel in the image by com-
puting the direct illumination there and combining it with the indirect compo-
nent.
Note that the second pass in the above approaches operates in image space,
after the view and the resolution have been specified. While this may be appro-
priate when the objective is to obtain a single image or a small number of images,
this form of solution post-processing is impractical for applications such as archi-
tectural walkthroughs.
3.5 Error Estimation
Cohen’s adaptive subdivision algorithm [COHE86] can be viewed as the first
attempt at a posteriori error estimation. In this algorithm, elements are subdi-
vided if their radiosity differs from that of their neighbors by more than a cer-
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tain threshold. Thus, the difference between radiosities of adjacent elements is
treated as an indicator of the local error. Note that this heuristic may fail to iden-
tify elements that should be subdivided.
A more conservative approach is described by Campbell [CAMP91], who
uses numerical optimization to find the minimum and the maximum radiosity
over each element. The difference between these extrema is used as a criterion
for adaptive subdivision.
Among the various radiosity methods, hierarchical radiosity comes closest
to bounding the errors in the solution: a bound is computed on the error in each
interaction (link) between patches. Hanrahan et al. [HANR91] compute an ap-
proximate upper bound on the form-factor corresponding to the link, and use it
to obtain an approximate upper bound on the transferred energy.
Smits et al. [SMIT92] estimate the error in each interaction by point sampling
the kernel function over the areas of the two interacting patches. The difference
between the maximum and the minimum values thus obtained is taken to be the
error in the form-factor. This error estimate is less conservative than Hanrahan’s,
but it is generally more accurate.
Given error estimates for all the links in an environment, one can approxi-
mate the total error over each patch by summing up the errors associated with all
its links. However, this does not take into account propagation of errors, which
parallels the propagation of light.
Several other error estimation techniques are surveyed by Cohen and Wal-
lace [COHE93]. These techniques can be classified into two groups: (i) compar-
ing the approximation to a higher order approximation, and (ii) computing the
residual given by Equation (2.4). Both of the above are computationally expen-
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sive and do not provide foolproof subdivision criteria.
To summarize, radiosity methods to date can provide the user with neither
guaranteed bounds on the total error, nor reliable error estimates. Some heuris-
tics that are used to guide adaptive refinement are not always reliable and may
miss some elements with large errors; other heuristics may cause unnecessary
refinement.
Chapter 4
Combining Hierarchical Radiosity
and Discontinuity Meshing
4.1 Overview
Hierarchical radiosity (HR) and discontinuity meshing (DM) seem to comple-
ment each other in their strengths and weaknesses: HR is fast, but the visual
appearance of the results can be disappointing; DM, on the other hand, has pro-
duced visually accurate results, but so far it has been too expensive for simula-
tion of complex environments. This observation motivated us to look for ways of
merging the two methods. Our investigation resulted in the following two-pass
approach:
The global pass uses a modified HR algorithm to compute a radiosity solution
within a prespecified tolerance. Instead of regular quadtree subdivision, the
modified algorithm subdivides surfaces along discontinuity segments. This im-
proves the numerical accuracy and results in faster convergence.
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Figure 4.1: The structure of the new radiosity system
The local pass uses DM and quadratic interpolation to refine the approximation
to the radiance function locally on each surface in the environment. Thus, the
piecewise-constant approximation computed by the global pass is transformed
into a more visually accurate form.
When the computation is arranged in this way the simulation becomes more
efficient. The global pass need not be concerned with visual accuracy. This elimi-
nates the need to maintain a topologically connected mesh, to prevent T-vertices,
or to use extremely fine subdivision around shadow boundaries, since this has
little effect on the global distribution of light in the environment. The local pass,
on the other hand, can create as many elements as necessary for a high quality
reconstruction of the radiance function, without overburdening the global illu-
mination simulation. As a result, it is possible to produce images of high visual
accuracy even from quick simulations.
To test our approach we have implemented a new radiosity system whose
overall structure is shown in Figure 4.1. The global and the local passes are dis-
cussed in detail in the next two sections. In the rest of this section we briefly de-
scribe the preprocessing stages of initial linking and discontinuity location.
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Void ILink(p, q)
if CanCullLink (p, q)
return
case ClassifyVisibility (p, q, blockers) in
VISIBLE : vis ) 1
PARTIAL : vis ) EstimateVisibility (p, q, blockers)
OCCLUDED : return
end case
Link(p, q, vis), Link(q, p, vis)
Figure 4.2: Pseudocode for the ILink routine
4.1.1 Initial Linking
The initial linking stage creates for each input polygon a list of links to all the
other polygons that are visible from it. For each link it is determined whether
the two polygons are completely or partially visible to each other. This creates a
starting point for the global pass, which proceeds to refine these links as needed.
Pseudocode for initial linking is given in Figure 4.2.
We test visibility between two polygons p and q using a combination of
shaft-culling [HAIN91b] and the visibility algorithms described by Teller and
Hanrahan [TELL93]. The routine ClassifyVisibility first constructs the shaft
defined by p and q, which is the convex hull of the two polygons’ vertices.
Then, we compute a list of blockers: all the polygons in the environment that
intersect the shaft. This is done efficiently by using a hierarchy of bounding
boxes [GOLD87]. If the blocker list is empty, p and q are entirely visible to each
other and ClassifyVisibility returns VISIBLE . Otherwise, p and q are at least par-
tially occluded. In this case, rays between all the vertices of p and q are tested
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against the blockers in the list. If a single blocker is found that intersects all
the rays, there is complete occlusion and no links need be created. Otherwise,
ClassifyVisibility returns PARTIAL .
For partially visible links EstimateVisibility computes an approximate inter-
visibility factor by shooting a constant number (typically sixteen) rays, which
randomly sample the areas of p and q, as described by Hanrahan et al. [HANR91].
Unfortunately, the initial linking stage can produce O(n2) links, where n is
the number of input polygons. Thus, in complex environments there can be a
very large number of initial links, most of which represent interactions of very
small magnitude. A rigorous solution to this problem was recently proposed by
Smits et al. [SMIT94]. In our current implementation we use link culling, a sim-
ple heuristic to reduce the number of initial links. Before classification of visibil-
ity between two polygons p and q takes place, the predicate CanCullLink com-
putes the unoccluded form factor between the two. If neither p nor q is a primary
source, and the form factor between them is less than a user-specified threshold,
CanCullLink returns TRUE, and no links are created. This ad hoc solution was
found to work well in practice: the number of initial links can be significantly
reduced without severe effects on the resulting images.
4.1.2 Discontinuity Location
The discontinuity location stage first computes the location of all the D0 disconti-
nuities. These discontinuities are responsible for the most severe errors in global
illumination simulations, both numerically and visually. To locate the D0 dis-
continuities, which arise due to contact between surfaces, we use the algorithm
described by Tampieri [TAMP93]. This algorithm utilizes the same hierarchy of
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bounding boxes that is used for visibility computations. Given an edge of an in-
put polygon, the algorithm traverses the hierarchy visiting only the nodes whose
bounding boxes contain at least part of the edge. If a leaf node is reached, the
contained polygons are tested for intersection with the edge, yielding D0 discon-
tinuity segments or points of singularity.
In order to produce accurate solutions we need to take into account not only
D0 discontinuities, but also strong higher order (D1 and D2) discontinuities. In
general, it is impossible to establish a priori which discontinuities are going to
be the strongest. In our current implementation we assume that these discon-
tinuities are all caused by the primary light sources (emitters). Therefore, we
compute all of the D1 and D2 discontinuities caused by EV events involving the
primary light sources. The computed discontinuities are henceforth collectively
referred to as primary discontinuities.
As explained in Chapter 2, D1 and D2 discontinuities are also caused by EEE
events. EEE events are more difficult to handle because their corresponding crit-
ical surfaces are curved, rather than planar. However, the resulting discontinu-
ities always lie within penumbra regions, and never define the outer boundaries
of a shadow. Thus, it is unclear how important it is to take them into account. For
these reasons, we have excluded EEE events from our current implementation.
The discontinuity location algorithm for EV events is described by Lischin-
ski et al. [LISC92] and in more detail by Tampieri [TAMP93]. This algorithm uses
a binary space partitioning (BSP) tree [FUCH80] to trace the wedge-shaped vi-
sual events through the environment. Heckbert [HECK92] and Teller [TELL92]
describe alternative algorithms for locating these discontinuities. It should be
noted that Teller’s algorithm is also capable of handling EEE events.
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4.2 The Global Pass
In this section we describe a modified HR algorithm that computes the global
distribution of light energy in an environment using a discontinuity-driven strat-
egy, capable of achieving better accuracy and faster convergence.
In order to understand how the accuracy of HR can be improved, we must
examine the sources of error in this algorithm. Consider two nodes s and r linked
together directly by a single link. Let Brs(x) denote the actual radiosity function
due to node s at point x on node r. The algorithm approximates this function by
a constant
Brs(x) .Brs  ρrBsFrsVrs,
where ρr is the reflectivity of node r; Bs is the average radiosity of node s; Frs is the
unoccluded form factor from r to s; and Vrs is the inter-visibility factor between
r and s (the visible fraction of the area of s, averaged over r).
We are interested in bounding the error between the computed and the actual
radiosities
Ers  sup
x ! r /
/
/
Brs(x) 0Brs
/
/
/
 (4.1)
To that end, we define the following upper and lower bounds:
Bs  infx ! s Bs(x) Bs  supx ! s Bs(x)
ρ
r
 infx ! r ρr(x) ρr  supx ! r ρr(x)
Frs  infx ! r Fxs Frs  supx ! r Fxs
Vrs  infx ! r Vxs Vrs  supx ! r Vxs
where Bs(x) is the radiosity at point x on s; ρr(x) is the reflectivity at point x on r;
Fxs is the unoccluded form factor from point x to s; and Vxs is the fraction of the
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area of s visible from x. Clearly, both Brs(x) and Brs lie in the interval
1
ρ
r
BsFrsVrs,ρrBsFrsVrs 2 
Therefore, the error Ers is bounded by the width of the above interval
Ers 43 ρrBsFrsVrs  ρrBsFrsVrs 5  (4.2)
Assuming that the reflectivity across r is constant, i.e., ρ
r
 ρr  ρr, three main
factors remain that affect the magnitude of the error:
1. the variation in the actual radiosity Bs across the source
2. the variation in the point-to-area form factor Fxs across the receiver
3. the variation in the point-to-source visibility Vxs across the receiver
Therefore, if we find the potential error in the transfer of light energy from s to
r too large, we can try to reduce the error by reducing any of these factors. For
instance, subdividing the receiving node will reduce the variation in the form
factor. Subdividing the source will reduce the variation of the radiosity on the
source. Subdividing either of the two may reduce the variation in the visibility.
Unfortunately, errors due to visibility are more difficult to handle than er-
rors of the other two types. If the two nodes are completely visible to each other,
the error usually decreases rapidly as the nodes are subdivided. When the two
nodes are completely occluded from each other no light energy transfer occurs,
and the error is zero. Partial visibility, on the other hand, often results in very
fine subdivisions, primarily because of loose bounds on the variation in visibil-
ity between two finite areas. In HR, visibility is estimated by casting a number
of rays between the two nodes. Thus, if partial visibility is detected, all we know
is that the actual visibility is in the interval [0,1].
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Clearly, it would be to our advantage to use a subdivision strategy that would
result in as many totally visible or totally occluded pairs, as quickly as possible.
Since discontinuity lines on the receiver correspond to abrupt changes in the vis-
ibility of the sources, subdividing the receiver along these lines should quickly
resolve partial occlusion conditions.
We have modified the HR algorithm to perform discontinuity-driven subdi-
vision instead of regular subdivision. There are two main changes in the data
structures used by the new algorithm: first, we store with each node a list of all
the discontinuity segments on the corresponding polygon; second, we use a 2D
binary space partitioning (BSP) tree, instead of a quadtree to represent the hi-
erarchical subdivision of each initial polygon, since BSP-trees allow for subdi-
vision of polygons along arbitrarily oriented lines. Two-dimensional BSP-trees
were also used by Campbell [CAMP91] in his shadow-meshing algorithm.
Pseudocode for subdividing a node is given in Figure 4.3. When a node is
subdivided we choose one of its discontinuity segments and split the node using
the corresponding line equation. ChooseBestSegment chooses a segment such
that the split is as balanced as possible. Priority is given to D0 segments over
higher order ones, since the former typically bound areas totally occluded from
the rest of the environment. The subdivision is completed by splitting the list
of discontinuity segments into two new lists, one for each child. If no segments
are stored with the node, SplitEqual splits the node by connecting the midpoint
of the longest edge to a vertex or another midpoint chosen so that the resulting
children have roughly equal areas.
47
Boolean Subdivide (node)
if not IsLeaf(node) then
return TRUE
end if
if node.area * minNodeArea then
return FALSE
end if
if node.DSegments % NIL then
DSegment s ) ChooseBestSegment(node)
(left,right) ) SplitNode (node,s)
(leftList,rightList) ) SplitSegmentList (node,s)
else
(left,right) ) SplitEqual (node)
(leftList,rightList) ) (NIL, NIL)
end if
node.left ) CreateNode(left,leftList)
node.right ) CreateNode(right,rightList)
return TRUE
Figure 4.3: Pseudocode for the Subdivide routine
4.2.1 Results
Figure 4.4 demonstrates the improved hierarchical algorithm using a simple en-
vironment illuminated by two small triangular light sources. A 3D view of the
environment is shown in image a1. All the other images show a top view of the
floor. The radiance function on the floor is shown in image a2. Image a3 shows
the discontinuity segments on the floor. D0 discontinuities are drawn in red; D1
and D2 discontinuities in yellow. In rows b and c, we compare the subdivision
produced by the discontinuity-driven algorithm to the one produced by regu-
lar subdivision. The level of subdivision shown increases from left to right: the
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Figure 4.4: Discontinuity-driven vs. regular subdivision
leftmost pair shows the subdivision at level 2, then level 4, 6, and 8.
The new algorithm is much quicker to correctly separate regions correspond-
ing to complete occlusion, partial visibility, and complete visibility. Already at
subdivision level 4 (image b2), most of the nodes can be classified as either to-
tally visible or totally occluded with respect to each of the two light sources. For
these areas there are no more visibility errors. At subdivision level 6 (image b3)
all of the discontinuities have been used, and the partially visible nodes are now
confined exactly to the areas of penumbra.
In order to compare the rates of convergence of the two strategies we com-
puted a set of approximations to the direct illumination on the floor using a suc-
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Figure 4.5: A comparison of errors between the two subdivision strategies
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cessively larger number of elements. Figure 4.5 shows the RMS and the maxi-
mum absolute (L∞) errors as a function of the number of elements for the two
strategies. These errors were computed with respect to an analytical solution at
the vertices of a 400 by 400 grid on the floor. All the values were scaled to set the
maximum brightness on the floor to 1.
The regular subdivision strategy fails to converge in the L∞ error metric. The
reason is that there are D0 segments on the floor that are not aligned with the sub-
division axes. Thus, there are always elements that are partially covered by the
pyramid while the remaining part is brightly illuminated by the light sources.
The algorithm assigns a single constant value to each such element, and this re-
sults in a large error there. This error cannot be diminished by making the floor
elements smaller. Our algorithm, on the other hand, resolves D0 discontinuities
and therefore does not suffer from this problem.
In the RMS error metric regular subdivision does converge, because the el-
ements that contain the errors become progressively smaller, and this is ac-
counted for by this area-weighted metric; however, the convergence is substan-
tially slower than that of the discontinuity-driven method.
4.3 The Local Pass
The global pass results in a hierarchical solution that is essentially a piecewise-
constant approximation to the radiance function on each polygon in the environ-
ment. Often, this approximation is quite coarse. Now our goal is to convert this
solution into a form more suited for producing visually accurate images. To that
end, we need to locally refine the radiance approximation on each polygon.
Previous DM algorithms [LISC92,TAMP93] have demonstrated that repro-
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ducing the discontinuities in the radiance function, while maintaining a smooth
approximation elsewhere is key to achieving visual accuracy, especially when
multiple views of the same solution are to be rendered. Therefore, in this pass
we construct a discontinuity mesh containing all the precomputed primary dis-
continuities for each polygon. The element nodes in this mesh are assigned radi-
ance values by gathering light through the links computed during the previous
pass. Thus, the local pass essentially performs an additional gathering iteration
over the environment. However, instead of gathering to the nodes in the hier-
archy, we gather to the discontinuity mesh element nodes. The shaded mesh is
then used for the display of the environment from any given viewpoint.
4.3.1 Constrained Delaunay Triangulation
The discontinuity mesh is constructed using constrained Delaunay triangulation
(CDT) [CHEW89]. The Delaunay triangulation (DT) of a point set maximizes
the minimum angle over all possible triangulations of that set and has a num-
ber of other desirable properties [BERN92]. These properties are important be-
cause they result in well-shaped elements that yield more accurate approxima-
tions and reduce visual artifacts during display [BAUM91]. CDT takes as input
a point set and a set of edges connecting some of the points, and creates a tri-
angulation of the points that is constrained to include all the input edges. CDT
preserves the properties of DT over all the constrained triangulations. We have
implemented an incremental CDT algorithm that is a simple extension of the in-
cremental DT algorithm described by Guibas and Stolfi [GUIB85]. An alterna-
tive easy-to-implement algorithm is described in the excellent survey by Bern
and Eppstein [BERN92].
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Figure 4.6: A quadratic triangular element
For each input polygon we provide the CDT routine with all of its boundary
edges and discontinuity segments. The corners of all the leaf nodes in the corre-
sponding hierarchy are given as well. Thus, the resulting mesh is dense enough
to adequately sample the solution computed by the global pass. As a result of the
properties of the CDT, most of the triangles are well shaped unless the hierarchy
is very coarse.
4.3.2 Quadratic Elements
The radiance function across each triangle is approximated using a standard
quadratic element commonly used in finite element methods [ZIEN89]. Six ra-
diance values B1, 66 ,B6 are computed at the vertices and the edge midpoints of
each element (see Figure 4.6). Except for D0 edges, these values are shared be-
tween adjacent faces (the quad-edge data structure [GUIB85] used by our CDT
algorithm is suitable such information sharing). The six values are then interpo-
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lated by a quadratic bivariate polynomial
B(x) 
6
∑
i  1
BiNi(u,v,w)
where (u,v,w) are the barycentric coordinates of x with respect to the triangle,
and the basis functions Ni are defined as follows
N1(u,v,w)  w(2w  1) N2(u,v,w)  4uw
N3(u,v,w)  u(2u  1) N4(u,v,w)  4uv
N5(u,v,w)  v(2v  1) N6(u,v,w)  4vw
This scheme yields a C0 piecewise quadratic interpolant to the radiance on
each polygon. This interpolant was found to provide approximations that look
smoother and are less prone to Mach bands than the traditional piecewise linear
interpolation [LISC92]. Salesin et al. [SALE92] describe a piecewise cubic inter-
polant that can be used instead, if C1 interpolation is desired.
4.3.3 Computing the Radiance at a Point
To obtain a radiance value at a point x we use the information available to us
from the hierarchical solution. Below we describe four different methods that
we have experimented with. Pseudocode for the last three methods is given in
Figure 4.7.
Method A. The simplest approach is to use the radiance value stored in the hi-
erarchy leaf that contains x. If x is on the boundary between two or more
leaves, their values are averaged to yield the radiance at x. This method
has no overhead other than locating the containing leaves.
The accuracy of the resulting value depends on the accuracy of the global
pass solution. Consider the path from the root of the hierarchy to the leaf
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Spectrum Shade(node,x)
rad ) 0
foreach l  node.links do
ff ) FormFactor(x, l.source)
v ) Visibility (x, l)
rad ) rad 	 ff - v - l.source.radiosity
end for
if IsInterior(node) then
if Contains(node.left, x) then
rad ) rad 	 Shade(node.left, x)
elseif Contains(node.right, x) then
rad ) rad 	 Shade(node.right, x)
else
rad ) rad 	 (Shade(node.left, x) 	 Shade(node.right, x)) , 2
end if
end if
return rad
Real Visibility (x, link)
case ShadingMethod in
B: v ) link.visibility
C: v ) RecomputeVisibility (x,link.source)
D: if IsPrimary(link.source) then
v ) RecomputeVisibility (x, link.source)
else
v ) link.visibility
end if
end case
return v
Figure 4.7: Pseudocode for the Shade routine
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containing the point x. Every node along this path has zero or more links
to other nodes, representing areas on primary or secondary sources that il-
luminate x. The error at x due to one such link between a containing node
r and an illuminating node s is bounded by equation (4.2). The total error
at x is the sum of the errors over all the contributing links.
Method B. Each contributing link stores the unoccluded form factor from the
center of its node to the corresponding source, as well as the visibility fac-
tor. To obtain a more accurate radiance value for x we can recompute the
unoccluded form factor to each source at point x. Each form factor is multi-
plied by the visibility stored with the link and by the radiosity of the source.
This results in a smaller bound on the error due to a link between r and s
Ers(x)  ρrFxs 7 BsVrs  BsVrs 8  (4.3)
Method C. The next logical step is to recompute both the form factor and
the visibility of each source as seen from x. In order to obtain an accu-
rate visibility value the visible parts of the source are computed analyti-
cally [LISC92]. As a result, the error bound shrinks further:
Ers(x)  ρrFxsVxs 7 Bs  Bs 8  (4.4)
However, the computation becomes more expensive.
Method D. To reduce the cost, we can recompute the visibility for links to pri-
mary light sources only. This is justified by the fact that primary sources are
typically responsible for the most noticeable shadows. Moreover, these are
precisely the sources for which discontinuities have been computed and in-
serted into the mesh. Thus, we obtain the same accuracy as in method C
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Figure 4.8: Exhibit Room. Global pass solutions (top row) and the corresponding
local pass meshes (bottom row). The accuracy of the solutions increases from left
to right.
for links to primary sources, while the error due to other links remains the
same as in method B.
4.3.4 Results
We demonstrate the local pass on a simple model of a square exhibit room dis-
playing a modern sculpture illuminated by two small square light sources.
Three global pass solutions of the exhibit room are shown at the top row of
Figure 4.8, in order of increasing accuracy starting from the left. For each solu-
tion, the elements (leaf nodes) of the hierarchical subdivision are shown as flat
shaded, outlined polygons. The bottom row of the same figure shows the corre-
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Table 4.1: Statistics for images in Figures 4.8 and 4.9. All times are in seconds for
execution on an HP 9000/755 workstation.
Solution Accuracy
low medium high
input polygons 47 47 47
disc. segments 662 662 662
initial links 674 674 674
total links 749 1376 22466
total nodes 161 855 6095
total leaf nodes 104 451 3071
CDT elements 1691 2446 7884
shading calls 4130 5841 17455
initial linking 0.85 0.85 0.85
discontinuity comp. 0.45 0.45 0.45
hierarchical sol. 0.26 1.00 16.90
triangulation 0.16 0.21 0.65
method A 0.32 0.58 3.32
method B 1.94 3.30 25.24
method C 64.80 92.54 387.20
method D 3.62 4.56 26.20
sponding local pass meshes. Table 4.1 reports statistics for both passes.
The results of the global pass were fed to the local pass four times, once for
each of the methods A, B, C, and D, yielding a total of twelve radiosity solutions
shown in Figure 4.9. Columns 1, 2, and 3 were computed respectively from the
low, medium, and high accuracy global pass solutions shown in Figure 4.8. Each
row corresponds to a different shading strategy starting with method A for the
top row.
As demonstrated in the top row, method A is prone to visual artifacts: the
shading on walls is flat or not sufficiently smooth; some shadows are entirely
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B
C
3
D
1 2
Figure 4.9: Exhibit Room. A comparison of shading strategies. Columns 1, 2, and
3 were computed respectively from the low, medium, and high accuracy global
pass solutions shown in Figure 4.8. Each row corresponds to a different shading
strategy; starting from the top: method A, method B, method C, and method D.
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missing (image A1), while others have incorrect boundaries. These artifacts are
the result of interpolating radiance values obtained by sampling the piecewise
constant global pass solution.
Method B reduces some of these artifacts. The appearance of unoccluded ar-
eas is greatly improved, since accurate form factor are recomputed at every in-
terpolated point in the mesh. However, the penumbra regions of the shadows
cast by the sculpture are still incorrect and shadows are still missing from the
coarse solution (image B1). The reason is that method B still uses node-to-node
visibility factors to approximate node-to-point visibility.
As shown in row C, method C correctly reconstructs all of the shadows. In
particular, note the appearance of the shadows in the coarse solution (image C1).
This method results in the best visual accuracy we were able to obtain, given a
global solution.
Method D yields results that are almost indistinguishable from those given
by method C. However, as can be seen from the timings reported in Table 4.1,
method D takes only a fraction of the time required by method C. In fact, it is
not much more expensive than method B.
When using methods C or D, little difference can be seen between the medium
and high accuracy solutions (columns 2 and 3). Although the latter solution is
objectively more accurate, from a visual standpoint, the former solution is almost
as good. If fact, it is apparent that even very low accuracy global pass solutions
can yield results of reasonable visual quality when followed by a local pass using
method D (image D1).
When comparing the computation times reported in Table 4.1, it can be seen
that the local pass is in most cases costlier than the global pass. It may be argued
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that the time used by the local pass could be better spent in further refinement
of the subdivision hierarchy in the global pass. One might expect that if the hier-
archy were sufficiently refined, even a very simple shading strategy would have
sufficed for visually accurate results. Figure 4.9, however, demonstrates that this
is not the case. Image D2, computed from the medium accuracy global pass fol-
lowed by method D for the local pass, is visually more accurate than images A3
and B3; yet, it took considerably less time to compute (7 versus 22 and 44 sec-
onds, respectively).
A Quantitative Comparison
To obtain a more quantitative comparison between the four shading methods
another set of experiments was performed. First, an extremely fine global so-
lution was computed; a reference image of the environment was then computed
by gathering light from every element of that solution for each pixel in the im-
age. Following that, we computed seven increasingly accurate global solutions.
The local pass was performed four times on each global solution using the four
shading methods, yielding a total of 28 different solutions. From each solution
an image was rendered, and the relative L1 error was computed for each image
with respect to the reference image. These errors are plotted in Figure 4.10.
The top plot simply shows the errors corresponding to the four shading meth-
ods. As expected, method C is the most accurate of the four, with method D
as a close second. The bottom plot shows the errors as a function of the com-
putation time. Here, the advantage of method D over method C becomes ap-
parent: although the two methods result in similar accuracy, the computation
times required by method D are by an order of magnitude smaller than these re-
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Figure 4.10: A comparison of errors between the four shading methods.
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Figure 4.11: Exhibit Room Floor. A comparison of meshing strategies. Mesh (top
row) and computed radiance (bottom row) on the floor using simple CDT (left),
CDT with D0 discontinuity segments (middle), and CDT with D0, D1, and D2 dis-
continuity segments (right).
quired by method C. Note that as the accuracy of the global solutions increases,
the difference between methods B and D becomes smaller, so it is possible that
for extremely accurate global solutions there would be no advantage in choosing
method D over method B.
Discontinuity Meshing Strategies
Another set of comparisons was made to illustrate the importance of including
discontinuity segments in the mesh for the local pass. Figure 4.11 shows a view
of the floor of the exhibit room. The top row shows the mesh in wireframe with
D0 discontinuities in red and D1 and D2 discontinuities in yellow. The bottom
row shows the shaded floor as reconstructed by the local pass. All images were
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Table 4.2: Statistics for the comparison of meshing strategies shown in Fig-
ure 4.11. All times are in seconds for execution on an HP 9000/755 workstation.
Discontinuities in the Mesh
none D0 D0 D1 D2
triangulation 0.09 0.10 0.21
shading 1.84 2.06 4.56
disc. segments 0 48 614
CDT elements 1174 1200 2446
shading calls 2753 3088 5841
computed from the medium accuracy global pass solution shown Figure 4.8 and
all of them used method D in the local pass. As can be seen from the top row
of Figure 4.11, no discontinuity segments were included in the left mesh, only
D0 discontinuities were included in the middle mesh, and all the discontinuity
segments were included in the right mesh.
When comparing the corresponding images in the bottom row, the higher
quality of the right image stands out. Image b1 presents many of the visual ar-
tifacts typical of conventional radiosity methods: shadow and light leaks, fuzzy
shadow boundaries, and incorrectly shaped shadows. Image b2 shows how in-
cluding D0 discontinuities greatly reduces shadow and light leaks, but still has
problems reproducing shadow boundaries and penumbra areas. Finally, im-
age b3, correctly captures all shadow boundaries. We conclude, therefore, that
it is necessary to represent discontinuities explicitly in the local pass mesh, even
though some or all of them may have been resolved by the subdivision in the
global pass.
As the statistics reported in Table 4.2 show, building a mesh that incorporates
discontinuity segments takes longer than building one without discontinuities.
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Furthermore, including the discontinuities generally results in a larger number
of elements and, consequently, shading the mesh takes longer. We believe, how-
ever, that the increased computation time is well justified in most cases.
4.4 Display of Solutions
The radiosity solution computed by our system is represented and output as a
collection of triangular meshes: one for each input surface. Each triangle in such
a mesh is endowed with six radiosity values: three at the vertices and three at
the edge midpoints.
Since the solution is represented in object-space, once it is computed it can
be displayed from any viewpoint. We have experimented with two methods for
rendering images from our solutions: ray tracing and hardware rendering.
4.4.1 Ray Tracing
To ray-trace an image from our solution we only need to trace primary rays (rays
from the viewpoint through the image plane). There is no need to trace shadow
rays to light sources, since the all the shading information is already represented
by the mesh on each surface. In our implementation, all the input surfaces are
culled and clipped against the viewing frustum. The surfaces inside the frustum
are projected onto the image plane, and a bounding two-dimensional extent is
computed for each projection. A hierarchy of such extents is then constructed
and used to accelerate the ray-surface intersection search.
Once the first intersection along the ray has been found, we need to deter-
mine the color associated with this ray. The triangular mesh data structure of
the intersected surface is searched to determine which face contains the intersec-
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tion point. Once the containing face is found, the barycentric coordinates of the
intersection point are computed. The quadratic polynomial describing the shad-
ing over the face is then evaluated at these coordinates, as described in Section
4.3.2.
With ray tracing it is possible to apply texturing to surfaces in the environ-
ment, as described by Cohen et al. [COHE86]. It is also possible to perform anti-
aliasing by using stochastic sampling of the image plane [COOK86].
The images of the sunlit room and the gallery in Figures 4.14 and 4.15 were
generated using ray tracing. On an HP 9000/755 workstation it can take from a
few minutes to an hour to ray trace a full screen (1284 ( 1024) image, depending
on the amount of anti-aliasing that needs to be performed.
4.4.2 Hardware Rendering
In order to render our solutions using today’s graphics engines, we need to con-
vert the local pass meshes into a collection of linearly shaded triangles. Our cur-
rent implementation accomplishes that by simply rendering each quadratic tri-
angle as four linear triangles. For fine meshes this is sometimes unnecessary, and
it is sufficient to render each quadratic triangle as a linear one. Figures 4.12 and
4.13 show a sequence of eight images, all hardware rendered from the same ra-
diosity solution.
Obviously, the rendering speed and quality greatly depends on the graph-
ics hardware used. On the HP 9000/755 graphics workstation with a CRX48Z
frame buffer we have been able to render solutions consisting of between 60,000
and 167,000 quadratic elements, which were displayed as 240,000 and 668,000
Gouraud shaded triangles, at a rate of between 1.70 and 3.33 seconds per frame.
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Figure 4.12: Four hardware rendered images from a radiosity simulation of a mu-
seum.
Although this rate is too slow for real-time walkthroughs, it still enables the
user to interactively explore the simulated environment. When the user moves,
the environment is displayed coarsely, e.g., in wireframe, or by displaying the in-
put polygons only with constant shading (using the average color of each poly-
gon’s elements). When the user stops moving, the solution is displayed in full
detail.
We have also experimented with displaying our solutions on the Pixel-Planes
5: an experimental heterogeneous multiprocessor graphics system that was de-
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Figure 4.13: Four hardware rendered images from a radiosity simulation of a mu-
seum.
veloped at the University of North Carolina in Chapel Hill [FUCH89]. To display
our solutions on the Pixel-Planes 5 we have converted each quadratic triangle to
a single Gouraud shaded triangle. On this machine, we have been able to dis-
play our solutions at rates between 10 and 30 frames per second! Thus, users
can walk through the full-detail global illumination rendering of these environ-
ments in real time.
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Figure 4.14: A comparison of Hierarchical Discontinuity Meshing Radiosity (left)
vs. Hierarchical Radiosity (right)
4.5 Results
4.5.1 A Comparison with HR
In this section we demonstrate the performance of our combined approach on an
environment of moderate complexity (1,688 input polygons.) Figure 4.14 shows
a rendered view of the scene. There are two primary light sources: a small distant
polygonal source outside the room simulates sunlight, and another polygonal
source close to the ceiling provides the artificial illumination.
The figure shows two images of the same environment. The left image
(HDMR) was generated using D0, D1, and D2 primary discontinuity segments in
both passes with shading method D in the local pass. To generate the right image
(HR) we modified our algorithm to essentially emulate regular HR: discontinu-
ities were not used in either pass, the vertices of the triangles were shaded using
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Table 4.3: Statistics for the comparison of hierarchical discontinuity meshing ra-
diosity (HDMR) vs. hierarchical radiosity (HR) shown in Figure 4.14. All times
are for execution on an HP 9000/755 workstation.
Radiosity Algorithm
HDMR HR
initial linking 09:00 09:00
discontinuity computations 02:40 00:00
hierarchical solution 05:02 36:26
triangulation 00:07 00:08
shading computations 05:48 00:37
total time (min:sec) 22:37 46:11
input polygons 1,688 1,688
discontinuity segments 19,340 0
initial links w/o culling 301,636 301,636
initial links with culling 30,781 30,781
total links 62,411 566,532
total nodes 14,730 74,460
total leaf nodes 8,209 38,074
avg. depth of hierarchy 1.91 2.95
CDT elements 61,392 84,072
shading calls 160,306 57,382
recomputed form factors 11,720,352 0
recomputed visibility terms 185,230 0
method A, and linear interpolation was used for display.
As can be expected in a complex environment, the initial linking stage would
have resulted in a very large number of initial links, most of which represent in-
teractions of very small magnitude. Using link culling (Section 4.1.1) this num-
ber was significantly reduced, without significant changes to the appearance of
the solution.
Table 4.3 reports various statistics for the two solutions from which the im-
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ages in Figure 4.14 were rendered. The total time for the HR solution was
roughly twice the total time to compute the HDMR solution. The HR solution
produced almost ten times as many links as the HDMR solution, almost five
times as many elements in the global solution, and 1.4 times as many triangles
in the final mesh. Despite all this, the HDMR solution looks dramatically better
than the HR solution. While the latter exhibits many of typical problems of ra-
diosity images, HDMR produces sharp shadow boundaries and correct penum-
brae, eliminates shadow and light leaks, and captures some small features that
are entirely missed by HR.
The solution produced by HDMR does not only look visually more accurate
than the HR solution, it is also more accurate numerically. A reference image
was computed for this model, as described in Section 4.3.4 (page 60. Errors were
computed with respect to the reference image for each of the two images in Fig-
ure 4.14. The maximum relative error over a single pixel for the HDMR image
was 16 percent, while the same error for the HR image was 38 percent. The RMS
error for the entire image was 0.095 for HDMR and 0.22 for HR.
We attempted to perform a similar comparison with the progressive DM al-
gorithm [LISC92,TAMP93]. However, we were not able to obtain a converged
solution for this environment in a reasonable amount of time; after several hours
of computation the progressive DM algorithm had only completed a few itera-
tions.
4.5.2 Complexity of Discontinuity Meshing
A legitimate concern regarding discontinuity meshing is that, in theory, l light
source edges and m polygon edges can result in O(lm) distinct EV visual events.
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In the worst case, each event intersects O(m) polygons, resulting in a total num-
ber of O(lm2) discontinuity segments. In such a case each polygon has O(lm) dis-
continuity segments, which can result in as many as O(l2m2) elements in the dis-
continuity mesh for that polygon.
We have found that this worst case analysis is too pessimistic in practice. Ta-
ble 4.4 reports discontinuity meshing statistics for three different environments.
The first environment is the sunlit room shown in Figure 4.14. The second en-
vironment is a gallery with six large ceiling light sources (see Figure 4.15). The
third environment is a room modeled after an interior design by Charles Ren-
nie Mackintosh (see Figure 4.16). Note that in all of these environments the ac-
tual number of discontinuity segments is nowhere near the worst-case predicted
number.
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Table 4.4: A comparison of worst case complexity versus observed complexity
of discontinuity meshes for three different environment.
Environment
sunlit room gallery Mackintosh
light source edges l 8 24 26
polygon edges m 6,744 2,112 11,544
worst case (per polygon) 107,904 101,376 369,408
actual segments (total) 19,340 22,737 64,238
most segments per polygon 2,653 5,058 8,072
most triangles per polygon 12,724 21,494 27,138
Figure 4.15: Gallery with sculptures
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Figure 4.16: Mackintosh room
Chapter 5
A Posteriori Error Bounds and
Estimates for Radiosity
In Section 2.1 it was shown that global illumination in diffuse environments is
governed by a Fredholm integral equation of the second kind:
B(x)  E(x) 	 ρ(x)


k(x,y)B(y)dy, (5.1)
where the kernel of the integral operator
k(x,y) 
cosθx cosθy
pir2xy
v(x,y)
describes the point-to-point transfer from y to x.
Radiosity algorithms compute an approximate solution B(x) to equation (5.1)
by projecting the continuous integral equation into a finite dimensional function
space. The projection of the continuous equation results in a discrete system of
n linear equations, where n is the dimension of the finite dimensional space:
(I  K)B  E  (5.2)
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Since radiosity algorithms produce only approximate results, reliable error
bounds and realistic error estimates are crucial for assessing the acceptability of
a particular solution, as well as for automatic adaptive refinement.
The theory of integral equations [ANSE65,DELV85] provides an a priori error
analysis of computational methods for Fredholm equations of the second kind.
This general framework is valuable for analyzing convergence rates [DELV85],
and for bounding various components of the error in terms of the corresponding
operator norms [ARVO94b]. However, a priori error bounds are typically pes-
simistic and often difficult to evaluate, requiring information about the opera-
tors or the exact solution, which may not be available. In this chapter we discuss
a posteriori methods that bound the combined effect of the various error sources
for a particular instance of the problem. Because the analysis takes place after
or during the computation of the solution, such methods can provide tighter
bounds more easily.
During the 1980’s the issues of a posteriori error estimation and automatic
adaptive refinement received considerable attention in the finite elements litera-
ture [BABU86,SZAB91]. Most of the work has related to partial differential equa-
tions. More recently, results have become available also for boundary integral
equations and boundary element methods [BREB93].
In the radiosity literature, however, very little has been written regarding a
posteriori error analysis. In particular, current radiosity algorithms can provide
the user with neither guaranteed bounds on the total error 9 B(x)  B(x) 9 , for any
function norm 9;:<9 , nor reliable estimates of the total error. Our goal in this chap-
ter is to address these deficiencies.
In Section 5.1 we describe an algorithm that computes two piecewise constant
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functions that are guaranteed to bound the exact solution B(x) from below and
from above. This can be done simultaneously with the computation of the ap-
proximate solution B(x). These bounds pertain to both B(x) and B(x), so they can
be used to compute a conservative upper bound on the error
9 B(x)  B(x) 9=
Our algorithm resembles the general bracketing technique suggested by Brown
[BROW65], but we utilize special properties of equation (5.1) to produce tighter
bounds.
In many instances, a conservative error bound is not required, or is too pes-
simistic, and a good error estimate is preferable. In Section 5.2 we describe a
non-conservative bounding algorithm that computes tighter “bounds”, which
are no longer guaranteed to contain the exact solution B(x) everywhere. These
non-conservative bounds are much cheaper to compute, and result in more real-
istic error estimates, i.e., estimates which are closer to the actual errors.
Our final contribution is the derivation of an expression that describes the ef-
fect that a particular interaction has on the total error bound. This expression
uses bounds on importance and on radiosity that can be computed using our al-
gorithms. This gives rise to a new error-driven refinement strategy for hierarchi-
cal radiosity, which is shown to be superior to brightness-weighted refinement.
5.1 A Radiosity-Bounding Algorithm
For simplicity, we start with a radiosity-bounding algorithm for full matrix ra-
diosity. Later in this section, we extend this algorithm to work within a more
efficient radiosity algorithm, namely hierarchical radiosity.
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The goal of the bounding algorithm is to compute two piecewise constant
functions B(x) and B(x) that bound the exact radiosity B(x) from below and from
above, respectively. In other words, given a discretization of the environment
into a set of n elements S1, 66 , Sn, we compute B1, 66 ,Bn and B1, 66 ,Bn, such that
Bi  B(x)  Bi for all x  Si.
Roughly, this is achieved by replacing the coefficients of the discrete linear sys-
tem (5.2) by infima and suprema bounding the corresponding continuous func-
tions over the areas of the elements S1, 66 , Sn.
5.1.1 Computing Lower Bounds
Let ρ
i
and Ei denote the infima on the reflectivity and on the emission, respec-
tively, over Si. Also, let Fij denote the infimum on the (point-to-area) form-factor
from a point on Si to Sj:
Fij  inf
x ! Si


Sj
k(x,y)dy,
and let Kij  ρiFij. Then the lower bounds vector B  (B1, 66 ,Bn)
T can be obtained
by solving a linear system of n equations
(I  K)B  E,
using a standard method such as Jacobi or Gauss-Seidel iteration.
Proof. It is easy to see that the matrix I  K is strictly diagonally dominant, from
which it follows [GOLU89] that the spectral radius of K is strictly less than 1.
Thus, the inverse matrix (I  K)  1 exists, and can be expressed as a Neumann
series
(I  K)  1  I 	
∞
∑
i  1
Ki 
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The solution vector B can then be written as
B  (I  K)  1E  E 	
∞
∑
i  1
KiE 
Alternatively, B can be expressed as the limit of the series of vectors B (k) that are
defined by the recurrence relation
B(0)  E
B(k & 1)  E 	 KB(k) 
Note that the above corresponds to Jacobi iteration in matrix notation. It is easy
to see by induction that B(k) is a lower bound on the radiosity after k light bounces.
Therefore, the limit B is a lower bound on the total radiosity function B(x). >
5.1.2 Computing Upper Bounds
Unfortunately, we cannot use the same straightforward approach for computing
the upper bounds B  (B1, 66 ,Bn)
T
. Let K be defined in the same way as K, except
that suprema are taken instead of infima. Then the matrix I  K is not necessarily
diagonally dominant: the entries of K are upper bounds on the form-factors and
thus the sum of the absolute values of the entries in a row of I  K can exceed 1.
In such a case, iterative solution methods such as Jacobi or Gauss-Seidel could
diverge. Furthermore, it is possible for I  K to be singular.
We now describe an iterative algorithm that transforms I  K into a strictly
diagonally dominant matrix I  K ? , such that the solution to the linear system of
equations
3
I  K ?
5
B  E
is a vector of upper bounds. The solution B is computed simultaneously with the
transformation of K into K ? .
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The algorithm starts by forming the matrix K. We then perform Jacobi itera-
tions using a modified matrix. Because the sum of the form-factors from a given
element cannot exceed 1, we can zero out elements in each row of K until the
form-factors corresponding to the remaining non-zero entries sum to at most 1.
To ensure that the modified matrix still yields an upper bound on the current
light bounce, we zero out those entries corresponding to the dimmest elements.
Since the brightness ordering of the elements may change from one iteration to
another, different entries on the matrix may be zeroed out in each iteration. How-
ever, as the iterates converge to the solution B, the order of the elements becomes
fixed, at which point we obtain K ? .
More precisely, at each iteration we sort the current solution vector B(k) in or-
der of decreasing brightness, and permute the columns of the matrix accordingly.
Each entry in the solution vector is updated by:
B
(k & 1)
i  Ei 	 ρi

l
∑
j  1
FijB
(k)
j 	A@ 1 
l
∑
j  1
Fij B B
(k)
l & 1  , (5.3)
where l is the largest index in row i such that
l
∑
j  1
Fij  1 
It can be shown by induction that, if the iterates are sorted as described above,
B
(k)
is an upper bound on the radiosity after k interreflections. Thus, if the iterates
converge, they converge to a total upper bound on the radiosity function B(x).
Proof. To prove convergence, we must examine the behavior of each entry in
the solution vector as the algorithm progresses. Because all the entries in the
matrix K are non-negative, if B(0) is set to E, each entry in the solution vector in-
creases at each iteration, i.e., for all i, B
(k)
i  B
(k & 1)
i . Because we do not allow the
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form-factors in a row to exceed 1, each entry of B
(k)
is bounded from above:
B
(k)
i  Emax 7 1 	 ρmax 	C:6:6:D	 ρkmax 8 *
Emax
1  ρmax
,
where Emax is the maximum emission and ρmax the maximum reflectivity in the
environment. From elementary analysis, we know that a monotonically increas-
ing series that is bounded from above must converge. Since the vectors B
(k)
are
of a finite dimension, it follows that the vector sequence converges. >
5.1.3 A Radiosity-Bounding Algorithm for HR
The algorithms in Sections 5.1.1 and 5.1.2 are presented in the context of the full
matrix radiosity algorithm. They involve O(n2) work to compute the bounds on
the form-factors, and therefore are not practical. However, they can be modified
to work more efficiently within the HR framework. This requires a few changes
to the standard HR algorithm. We need to compute and store upper and lower
bounds Fmin and Fmax on the form-factor associated with each link. We can then
gather, push, and pull radiosity bounds, in a way similar to that of the patch ra-
diosities themselves. See Figures 5.1 and 5.2.
Note that gathering, pushing, and pulling are all performed in a single sweep
of the hierarchy. Thus, the bounds are updated in place, which makes this a
Gauss-Seidel iteration. This iteration converges faster than the Jacobi iteration
used in previous HR algorithms. The speedup applies not only to the computa-
tion of bounds, but to the computation of the radiosities as well.
Gathering upper bounds is a bit more involved than gathering lower bounds,
as can be seen from the pseudocode in Figure 5.2. GatherUpperBounds essen-
tially pushes links down to the leaves, where they are sorted according to the
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GatherLowerBounds(node, lower)
foreach link  node.links do
lower+=node.rho - link.Fmin - link.source.lower
end for
if IsLeaf(node) then
node.lower  lower 	 node.emission
else
node.lower  ∞
foreach child  node.children do
GatherLowerBounds(child, lower)
node.lower  min (node.lower, child.lower)
end for
end if
Figure 5.1: Pseudocode for GatherLowerBounds
brightnesses of the corresponding source nodes. The upper bound of the leaf
node is then updated using equation (5.3).
One undesirable feature of this algorithm is the sorting of the links, which im-
plies that O(k logk) work must be done to update the upper bound at each leaf
node, where k is the number of the contributing links. However, complete sort-
ing can be avoided in many cases. Sorting is only necessary when the sum of
the contributing form-factors exceeds 1. Even then, only a few of the dimmest
sources must be removed from the list. This can be done efficiently using a heap
data structure with a DeleteMin operation. Tarjan [TARJ83] provides a detailed
description of such data structures.
82
GatherUpperBounds(node, contribList)
foreach link  node.links do
add the pair (link.Fmax, link.source.upper) to contribList
end for
if IsLeaf(node) then
ffSum  0
node.upper  node.emission
Sort(contribList)
foreach pair (ff, upper)  contribList do
if ffSum 	 ff * 1 then
ffSum+= ff
node.upper+=node.rho - ff - upper
else
node.upper+=node.rho - (1  ffSum) - upper
break
end if
end for
else
node.upper  0
foreach child  node.children do
GatherUpperBounds(child, contribList)
node.upper  max(node.upper, child.upper)
end for
end if
Figure 5.2: Pseudocode for GatherUpperBounds
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5.1.4 Bounding Form-Factors
Thus far we have assumed that the bounds Fij and Fij are available to us. How
do we obtain them? We know of no analytical way of computing such bounds.
Thus, we must resort to numerical optimization to find the minimum and the
maximum values of the point-to-polygon form-factor from points on Si to Sj.
Such numerical methods are discussed in detail by Campbell [CAMP91]. These
methods generally require the computation of form-factor gradients in the pres-
ence of occluders, which can be done either using finite differences or analyti-
cally, as described by Arvo [ARVO94a].
In our current implementation we estimate form-factor bounds by evaluat-
ing the analytical point-to-polygon form-factor [SPAR63a] at the center and at
the vertices of each receiving patch. In the partially occluded case, the analyti-
cal formula is applied only to the visible parts of the source [NISH83]. The up-
per and lower bounds on the form-factor are then set to the maximum and the
minimum of these values. While these bounds are not conservative, as elements
decrease in size the point-to-area form-factor function becomes monotonic over
most elements, and the heuristic yields accurate bounds. This is particularly so
when the discontinuity-driven subdivision strategy described in Section 4.2 is
employed.
5.1.5 Results
The plots in Figures 5.4, 5.5, and 5.6 show the piecewise-constant bounding func-
tions computed by the hierarchical bounding algorithm for three simple environ-
ments shown in Figure 5.3. The exact radiosity function is also plotted for each of
the three cases. The functions are plotted along the dotted lines across the floor
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(a) (b) (c)
Figure 5.3: Three simple test cases: (a) direct illumination only; (b) in-
ter-reflections without occlusion; (c) inter-reflections with occlusion. All the sur-
faces are grey with reflectivities between 0.3 and 0.7.
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Figure 5.4: Upper and lower bounds for the configuration shown in Figure 5.3a.
The smooth curve in the middle is the exact radiosity function.
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Figure 5.5: Nested lower and upper bounds corresponding to two HR solutions
for the configuration in Figure 5.3b. One solution is coarse and the other is fine.
The smooth curve in the middle is the exact radiosity function.
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Figure 5.6: Nested lower and upper bounds corresponding to two HR solutions
for the configuration in Figure 5.3c. One solution is coarse and the other is fine.
The smooth curve in the middle is the exact radiosity function.
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of each environment.
The bounds in Figure 5.4 were found in a single iteration, since there are no in-
terreflections in this environment, and errors do not propagate. Because of this,
the bounds are very tight: in fact, tighter piecewise constant bounds are only pos-
sible if more elements are used.
Figures 5.5 and 5.6 show two cases with interreflections, which result in
looser bounds due to error propagation. As illustrated in the figures, the bounds
computed by the algorithm become tighter as the accuracy of the solution in-
creases. Note that the radiosity function and the bounds are not symmetric, be-
cause in the corresponding environments the reflectivity of the left wall is higher
than that of the right wall.
5.2 Computing Realistic Error Estimates
Having obtained bounds on the radiosity of each element, we can obtain an up-
per bound on the local error there. Assuming that the approximate radiosity B i
lies halfway between Bi and Bi, the errors over Si in the L∞, L1,and L2 norms are:
9 B(x)  Bi 9 ∞ E maxSi F
B(x)  Bi
F

(Bi  Bi) , 2, (5.4)
9 B(x)  Bi 9 1 E


Si F
B(x)  Bi
F
dx

Ai(Bi  Bi) , 2, (5.5)
9 B(x)  Bi 9 22 E


Si F
B(x)  Bi
F
2dx

Ai(Bi  Bi)
2
, 4, (5.6)
where Ai is the area of Si. However, these error bounds represent a worst case
scenario, and do not give an accurate error estimate even when the bounds on
radiosity are as tight as in Figure 5.4. More realistic estimates are obtained if we
assume that the values of B(x) over Si are uniformly distributed between Bi and
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Bi. Under this assumption the L1 and L2 norm errors are estimated as:
9 B(x)  Bi 9 1 . Ai(Bi  Bi) , 4, (5.7)
9 B(x)  Bi 9
2
2 . Ai(Bi  Bi)
2
, 12  (5.8)
We compute local error estimates at all the leaves of the hierarchy. These esti-
mates are then pulled up to the roots of the hierarchies, and combined to obtain
the estimate for the total error. The error at a parent node is the sum of the chil-
dren’s errors in the L1 norm, and the maximum over the children’s errors in L∞
norm. For the L2 norm, the squares of the children’s errors are summed and the
square root of the sum is taken.
5.2.1 Obtaining Tighter Non-Conservative Bounds
The conservative algorithm produces bounds which are quite loose even for sim-
ple environments, resulting in pessimistic error estimates. For most practical
purposes good non-conservative error estimates could prove more useful than
conservative error bounds. To quote Delves and Mohamed [DELV85]:
Given two error estimates of equal realism and equal cost and given that one
is also a bound, we would clearly prefer the bound. In practice bounds usu-
ally prove expensive and pessimistic. Most users will then usually prefer
a cheaper and more realistic error estimate, recognizing and accepting that
estimates can sometimes err on the side of optimism.
We now present a way for computing tighter, although not conservative, bounds
on radiosity. Error estimates computed from these radiosity bounds are not guar-
anteed error bounds, but they are typically much closer to the true errors. To
compute these tighter bounds we make the assumption that the error over an el-
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ement results primarily from the errors in its links, and not from errors on the
other elements. Under this assumption, we approximate B and B as follows:
B . E 	 K B
B . E 	 K B 
Thus, we are using the approximate radiosities B in order to compute the upper
and lower bounds B and B. This is done by performing a single gathering itera-
tion over the environment using the same routines as before for gathering lower
and upper bounds. Because only one iteration is performed, error propagation
is no longer accounted for, but the computation becomes significantly cheaper.
More conservative estimates can be obtained by using two or more iterations,
yielding a trade-off between speed and conservativity.
An additional change to the algorithm has been used to produce even tighter
bounds. Instead of bounding each form-factor separately and summing the
bounds, we directly bound the radiosity contributed to each node through all
its links: the contribution is evaluated at the center and at the vertices of the
patch, and the extrema values are used as bounds.
5.2.2 Results
To test the quality of our error estimates we computed an extremely fine radios-
ity solution for each of the three environments in Figure 5.3. The floor polygon
in each environment was sampled on a 400 by 400 grid to serve as a reference.
We then computed a series of radiosity solutions of various degrees of accuracy
for each environment. The floor polygon was sampled as before, and the differ-
ence between each solution and the reference solution was computed. This dif-
ference is referred to as the measured error. During each solution, two error esti-
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Figure 5.7: Estimated and measured errors as a function of the element size for
the environments shown in Figure 5.3a. L∞ errors are shown in the top and L1
errors in the bottom.
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Figure 5.8: Estimated and measured errors as a function of the element size for
the environments shown in Figure 5.3b. L∞ errors are shown in the top and L1
errors in the bottom.
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Figure 5.9: Estimated and measured errors as a function of the element size for
the environments shown in Figure 5.3c. L∞ errors are shown in the top and L1
errors in the bottom.
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mates were computed: one from the conservative bounds, and the other from the
tighter non-conservative bounds. In both cases equations (5.4), (5.7), and (5.8)
were used to estimate the errors.
Figures 5.7 through 5.9 show plots of the error estimates together with the
measured error for each of the three test cases. Error plots for L2 norm are not
given, since they look almost exactly the same as the L1 plots for these test cases.
In the first pair of plots (corresponding to Figure 5.3a) the conservative and
the non-conservative bounding algorithms yield the same bounds, and therefore
the corresponding error estimates are always the same. For the L∞ norm these es-
timates follow tightly the measured error, and for the L1 norm they give realistic
upper bounds.
In the remaining two cases there is a significant difference between the two
types of error estimates. In the L∞ norm, the non-conservative estimates do not
always yield a bound on the error (see top plot in Figure 5.9). Also, these esti-
mates do not always decrease as the accuracy of the solution increases.
In the L1 norm, both types of estimates bound the measured error from above,
but the conservative error estimates are much more pessimistic than their non-
conservative counterparts. Both types of estimates become closer to the mea-
sured error as the accuracy of the solutions increases. Both the estimated and the
measured errors vary linearly in the element size h, as expected for piecewise-
constant approximations.
5.3 Error-Driven Refinement
Hanrahan’s hierarchical radiosity algorithm [HANR91] adaptively improves the
accuracy of a solution by estimating the error associated with each link. All links
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for which this error estimate exceeds a given threshold ε are refined and the solu-
tion is recomputed. More specifically, Hanrahan et al. suggest refining all those
links for which the estimated upper bound on the transferred energy exceeds ε.
A link is refined by subdividing the node which has the greater form-factor, as
seen from the center of the other node. This strategy is referred to as brightness-
weighted refinement, as it gives priority to links transferring energy from bright
sources.
We make two observations with respect to brightness-weighted refinement:
(i) The links carrying the largest amount of energy are not necessarily the ones
with the greatest errors in the transferred energy. (ii) Due to propagation of er-
rors, refining the link between nodes i and j reduces not only the error over patch
i, but may also reduce errors on other patches receiving light from it. Thus, to
make the most benefit of each link refinement, priority should be given to links
with the greatest effect on the total solution error.
The first observation suggests using ∆Kij  Kij  Kij as the estimate of the link
form-factor error, rather than using an upper bound on the form-factor. The error
in the transferred energy is then given by ∆KijBj.
To address the second observation, we need an expression that relates ∆K ij to
the overall value of 9 B  B 9 1, which is an upper bound on the overall error in L1
norm. This expression is derived in the next section.
5.3.1 Linear Functionals and Importance
Any linear functional f (B) of the radiosities can be expressed as an inner product
RTB, where Ri gives the contribution of Bi to the value of f (B). In particular, since
all the entries in the vector B  B are non-negative, the value of its L1 norm can
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be expressed as a linear functional:G
G
B  B
G
G
1  R
T
7
B  B
8
,
where R  [A1, 66 ,An]T is the vector of patch areas.
Let M denote the transport matrix I  K. Since M is a real matrix, its adjoint
is given simply by MT. Importance, which we shall denote by Z, is defined as the
solution to the adjoint of the transport equation [LEWI65,SMIT92]:
MTZ  R, (5.9)
where R is determined by some linear functional f (B). It follows that
f (B)  RTB  (MTZ)
T
B  ZTMB  ZTE 
Thus, the i-th element of the importance vector gives the contribution made by
a unit of emission at patch i to the value of the scalar function f (B).
Using the above, we can now derive the following expression:G
G
B  B
G
G
1  Z
T∆KB 	 ZT
7
E  E
8
 (5.10)
This expression relates 9 B  B 9 1 to the link errors ∆K and to errors in the emis-
sion. The term ZT∆KB is a sum over all links. The values summed are the link
form-factor error ∆Kij weighted by the lower bound on the importance of the re-
ceiver Zi and the upper bound on the radiosity of the source B j. Intuitively, ∆KijBj
is an upper bound on the incorrect radiosity that patch i receives from patch j,
while Zi gives the contribution of this incorrect radiosity on the total error bound.
The ZT(E  E) term gives the effect non-constant emission has on the total error
bound.
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Proof. Let M  I  K ? and M  I  K. The system for lower bounds on the ra-
diosities and its adjoint equation can now be written as
MB  E and MTZ  R,
and the upper bounds system can be written as MB  E. Noting that
∆K  K  K  M  M,
we obtain
MB  (M  ∆K)B  E,
from which it follows that
MB  E 	 ∆KB  (5.11)
Since RTB  ZTE, we can express RT(B  B) in terms of ∆K as follows:
RT(B  B)  RTB  RTB
 RTB  ZTE
 (MTZ)
T
B  ZTE
 ZTMB  ZTE 
Substituting equation (5.11) into the above expression we have
RT(B  B)  ZT(E 	 ∆KB)  ZTE
 ZT∆KB 	 ZT(E  E) 
>
5.3.2 A New Refinement Strategy
Equation (5.10) suggests a new error-driven refinement strategy for HR. In this
strategy we refine all links for which Zi∆KijBj H ε, since these links have the great-
est effect on the total error bound. In order to evaluate this expression for each
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Figure 5.10: Measured relative L1 error as a function of the number of links:
brightness-weighted vs. error-driven refinement.
link, the routine GatherLowerBounds must be modified to solve for the lower
bounds on importance in addition to lower bounds on radiosity. These changes
are straightforward, and they do not significantly increase the amount of work
done in the routine.
When we refine a link between a receiver node i and a source node j, we need
to decide which node to subdivide to obtain the greatest reduction in the error.
We use the following heuristic: node i is subdivided if
3
Kij  Kij 5 Bj + Kij 3 Bj  Bj 5 ,
and node j is subdivided otherwise. Intuitively, this means that we subdivide the
receiver if the error due to the non-constant form-factor is greater than the error
due to non-constant radiosity on the source.
5.3.3 Results
We implemented both brightness-weighted and error-driven refinement strate-
gies and tested them on the simple environment shown in Figure 5.3c. The plot in
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Figure 5.10 shows how the measured relative L1 error on the floor decreases as a
function of the number of links. This plot demonstrates clearly that error-driven
refinement is much more efficient: it is capable of achieving much smaller errors
using only a fraction of the links required by brightness-weighted refinement.
Similar results were observed for the environment in Figure 5.3b.
Chapter 6
Conclusion
6.1 Summary
We have presented new radiosity algorithms that address several important
open problems with current radiosity methods.
First, we have improved and combined together two recently developed
radiosity approaches: hierarchical radiosity (HR) and discontinuity meshing
(DM). The resulting radiosity method is superior to both of its ancestors: it is
more accurate than the HR algorithm, both numerically and visually, and it is
faster and more flexible than DM algorithms. The new method is capable of
producing images of high visual quality even from coarse global illumination
simulations.
In contrast to previous techniques for post-processing radiosity solutions,
our algorithms operate entirely in object-precision, which enables users to walk
through high-fidelity shaded virtual environments in real time, using high-end
graphics hardware.
We have also described a hierarchical radiosity algorithm that computes con-
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servative bounds on the exact radiosity function simultaneously with the com-
putation of the approximate solution. In contrast to previous attempts to esti-
mate the errors in radiosity, our algorithm properly accounts for the propagation
of errors due to interreflections, and provides conservative upper bounds on the
error. A non-conservative version of this algorithm has been presented that pro-
vides tighter bounds and more realistic error estimates. Finally, we have derived
a new error-driven adaptive refinement strategy for hierarchical radiosity that
significantly outperforms the brightness-weighted refinement strategy.
We hope that the results described in this thesis will prove useful not only
for high-fidelity image synthesis, but also for other fields in which similar inte-
gral equations arise. Examples include radiative heat transfer, illumination engi-
neering, and remote sensing. In all of these fields the numerical accuracy of the
results is even more crucial than in image synthesis.
6.2 Directions for Further Research
6.2.1 Extensions for Complex Environments
Using our system we have been able to compute radiosity solutions for a variety
of environments consisting of up to approximately 5,000 polygons. It is difficult
to compute solutions for more complex environments because of two reasons:
1. As was mentioned earlier, the complexity of the initial linking stage in HR
is O(n2), where n is the number of input polygons. For complex environ-
ments, the initial linking time becomes dominant, even when link culling
heuristics are used.
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2. Representing the radiance function on thousands of surfaces, many of
which have complex shadows, results in many elements in the local pass
mesh. Once the number of elements becomes too large to fit in the physical
RAM memory, paging starts to drastically slow down the computation.
However, these problems are not inherent in our approach. Several techniques,
described below, have been recently presented that improve the handling of very
complex environment, and we believe that our method can (and should) be com-
bined with these techniques.
Clustering
Smits et al. [SMIT94] present a clustering algorithm, which significantly speeds
up HR in complex environments. This algorithm works by clustering the input
surfaces together and allowing energy transfer to occur between the clusters,
while maintaining reliable error bounds on each transfer. In contrast with the
O(n2) links that may be created by HR, the clustering approach generates only
O(n) links.
It should not be difficult to incorporate clustering into our system. In the
global pass, inter-cluster energy transfers should be handled as described by
Smits et al. , while interactions between individual patches should be handled
as described in Chapter 4. For the local pass, we need to develop methods for
gathering energy from a cluster of surfaces to a mesh node.
Importance
Importance-driven radiosity [SMIT92] is another improvement to HR that is very
useful when only a part of the environment is of visual interest to the user. This
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method drastically reduces the amount of computation for regions that con-
tribute little to the surfaces of interest. For instance, suppose we have a model
of a building that is too complex to simulate entirely on a current workstation.
Using importance, we can simulate the global illumination one room at a time,
by making each room important in turn.
Again, it is easy to extend our system to solve for importance, simultaneously
with the radiosity solution in the global pass. The local pass will then need to re-
construct the radiance function only on surfaces that were specified as important.
Visibility Preprocessing
Complex environments are often densely occluded: any given surfaces in such
an environment can only see a small fraction of the environment. Teller and Han-
rahan [TELL93] describe a global visibility preprocessing algorithm, which re-
moves totally invisible pairs of surfaces from further consideration, and gener-
ates lists of blockers for the partially occluded pairs. This can result in dramatical
acceleration for global illumination algorithms such as HR. Global visibility pre-
processing would be even more useful for our system, since it can speed up not
only the HR algorithm, but also the process of locating the discontinuities.
6.2.2 Improving Discontinuity Meshing
Adaptive Discontinuity Meshing
Our algorithm is particularly effective for environments with a limited number
of primary sources that are responsible for the most noticeable shadows. This is a
result of computing and using only discontinuities due to primary light sources,
both in the global and in the local pass. Additionally, in the local pass, we re-
compute the exact visibility only for primary sources. In general, however, pri-
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mary light sources do not dominate the illumination on all the surfaces in an en-
vironment. Our algorithm should be extended to determine the most dominant
sources, primary or secondary, with respect to each receiving surface. This set
should then be used both for computing the discontinuities on that surface and
for determining when visibility should be recomputed in the local pass.
Even if the source is important for a particular receiver, not all the disconti-
nuities corresponding to the source are equally significant. In the global pass, for
example, we should choose discontinuities that would resolve partial visibility
most effectively and reduce the approximation error the most, rather than ones
that split the node most evenly. In the local pass we need to identify the disconti-
nuities that are visually significant and insert only these discontinuities into the
mesh.
Thus, we should develop techniques for quantifying the effect of visual
events and discontinuities on the approximation. Instead of precomputing all
the discontinuities, we should compute on the fly only as many discontinuities
as are needed to achieve the desired accuracy. This should result in considerable
savings.
Isolux Contour Meshing
Discontinuity meshing is effective because it splits surfaces into regions over
which the radiance function is smooth. However, it does not tell us how the in-
terior of such regions should be meshed. In our local pass we insert the corners
of the hierarchy leaves into the mesh, but it is not clear whether this is optimal.
We believe that isolux contour meshing [ARVO94a] should be very effective
for meshing such smooth regions, particularly for large unoccluded regions or
103
for large penumbrae regions due to large sources like windows and skylights.
Thus, combining discontinuity meshing with isolux contour meshing within
large smooth regions appears promising.
6.2.3 Real-Time Walkthroughs for Complex Environments
Although we have been able to walk through our radiosity solutions in real time
on the Pixel-Planes 5 (an experimental parallel machine at University of North
Carolina, Chapel Hill), solutions for more complex environments may contain
too many elements to allow interactive frame rates with existing technology. Be-
low, we briefly discuss some recent work on speeding up the hardware display
of complex environments and offer two new ideas for further research.
Adaptive Detail Control
Funkhouser and Se´quin [FUNK93] present an algorithm for interactive frame
rates during display of complex environments. They observe that viewing frus-
tum culling and visibility processing [TELL91] alone are not sufficient to guaran-
tee an interactive frame rate, since even the visible complexity can be too large.
A further reduction in the number of rendered polygons can be obtained by rep-
resenting each object at multiple levels of detail and rendering the lowest accept-
able level. Funkhouser and Se´quin perform constrained optimization that selects
a level of detail for each object to be rendered in order to produce the best results
while still meeting the target frame rate.
Their algorithm has been used to display flat shaded building models and it
should be extended to display radiosity solutions, where most of the complex-
ity comes from the shading on the surfaces of the objects, rather than from the
geometry of the object. Thus, we should develop algorithms for constructing
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multi-resolution representations for shading on surfaces, and for smooth blend-
ing between adjacent levels of detail.
Quadratic Element Display
The solutions produced by our system represent the shading on each surface by a
collection of quadratic triangles. In our current implementation each of these tri-
angles is rendered as four Gouraud shaded triangles. However, this approxima-
tion is quite coarse, and for large elements more Gouraud triangles are needed
for accurate representation. Research is needed to determine whether it would
be faster to scan convert quadratically shaded triangles directly, particularly if
quadratic expressions can be evaluated in hardware.
Quadratic interpolation is most effective for large triangular elements. Small
triangles in densely sampled regions can be adequately rendered with a single
Gouraud shaded triangle. We need to determine the order of each element adap-
tively, while taking care to preserve continuity between adjacent elements of dif-
ferent order. This should speed up not only the display of the solution, but also
the local pass, by reducing the number of mesh nodes at which radiosity must
be computed.
6.2.4 Improving and Extending the Error Analysis
To improve the efficiency and the reliability of our a posteriori error bounds
and estimates, we need techniques for efficiently computing guaranteed tight
bounds on form-factors, perhaps using tools such as Arvo’s irradiance Jacobians
[ARVO94a].
Also, we would like to extend our error analysis to higher order basis func-
tions. While we are able to bound the exact radiosity function, our bounds will
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not necessarily contain higher order approximations, as they may exhibit oscil-
lations [ZATZ93]. Even if the approximation is contained within our bounds,
equations (5.7) and (5.8) will probably produce pessimistic error estimates, since
they assume that the approximation is constant over each element.
Prior to rendering an image, the radiosity solution is usually projected onto a
new set of basis functions, typically piecewise-linear or piecewise-quadratic (as
is the case in our system). We need to analyze the effect of such projections on
the error in order to extend our error estimates from solutions to images.
Finally, we would like to emphasize the need for the development of percep-
tual error metrics for image synthesis. Fast convergence in a quantitative error
metric, such as the L1 norm, does not necessarily imply fast convergence of the
resulting images, as perceived by a human observer. Thus, we expect that a per-
ceptual error-driven refinement strategy would be more appropriate for image
synthesis.
6.2.5 Parallelization
We have begun experimenting with a parallel implementation of our system.
This implementation runs on a cluster of HP workstations, using the PVM mes-
sage passing subroutine library [GEIS94]. Currently, only the local pass has been
parallelized. A single master process reads in the description of the environment
and computes the global pass solutions. Then, patches are distributed to work-
ers, which perform the local pass. This is done using a dynamic load balancing
strategy.
We chose to parallelize the local pass because it is currently the most expen-
sive stage in our system, and because it lends itself well to parallelization: the
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information stored with the patch and with its links is sufficient to perform the
local pass, so each worker can perform the computations independently of the
others. Preliminary results indicate that this simple scheme is capable of signif-
icantly speeding up the local pass.
One problem that we have encountered in our experiments is that certain
patches tend to dominate the local pass computation time; thus, good load bal-
ancing is hard to achieve. Usually, these are large patches with many elements
and partially occluded links, such as floors, walls, and ceilings. One solution to
this problem is to preprocess the environment by splitting large surfaces. This
seems to improve the load balancing significantly, but sometimes results in the
seams between the pieces of the same original surface being visible in the final
solution. Therefore, we need to develop techniques for “seamless splitting”.
Another direction for future research is the parallelization of the global pass.
This is a much more challenging problem: it is not clear how to break down the
work into pieces that could be done in parallel without excessive communication
overhead.
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