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Préface
Les besoins accrus de surveillance en milieux urbains pour des appli-cations sécurité et/ou défense ont conduit à vouloir rendre "visible"
ce qui ne l’était pas. C’est dans ce contexte, que la détection à travers
des obstacles tels que les murs, les décombres ou les sols, fut un vrai
sujet de recherche de la communauté scientifique. En effet, la détection
de mines enterrées et encore d’êtres humains sous les décombres d’un
tremblement de terre ou d’une avalanche, permettrait de sauver des vies.
De plus, la détection de personnes à travers les murs dans des situations
de prise d’otages, apporterait une aide certaine aux forces de l’ordre pour
l’établissement de stratégies de sauvetage les moins risquées.
Différentes approches sont utilisables pour la détection d’êtres humains à
travers les murs. Il est ainsi recensé des méthodes basées sur les ultrasons,
d’autres dans l’infrarouge avec de l’imagerie thermique, puis d’autres
encore basées sur de l’imagerie radar dans les gammes des ondes centimé-
triques, de la bande S, ou des Rayons X. Chacune de ces technologies pos-
sède ses avantages et inconvénients. Par exemple, les techniques utilisant
l’infrarouge et les ondes centimétriques ont des capacités de pénétration
dans les murs très limitées. Les méthodes basées sur les ultrasons n’ont
pas une assez bonne résolution. Les approches en bande S sont plus
sensibles aux multi-trajets et celles avec Rayons X, sont très coûteuses. En
général, les technologies basées sur le radar en bande S sont préférées aux
autres de par leur très bonne résolution distance, leurs bonnes capacités
de pénétration dans beaucoup de matériaux ainsi qu’une opérabilité dans
toutes conditions (nuit, brouillard, .. ). Le tableau ci-dessous résume les
capacités des différentes approches pour la détection à travers les murs.
Ultrasons Infrarouge Ondes Bande S Rayons X
Centimétr.
Résolution Faible Bonne Moyenne Bonne Bonne
Portée 0.1m-1m 1m-5m 1m-10m 1m-30m 1m-5m
Pénétration Faible Faible Faible Bonne Bonne
dans mur
Conditions Oui Non Oui Oui Non
jour, nuit, ..
1
2 Préface
La capacité des ondes électromagnétiques à pénétrer la matière, les pré-
disposent alors pour la tâche de détection à travers les obstacles. Les
principes du radar, utilisant justement les ondes électromagnétiques, ont
conduit naturellement à l’établissement de dispositifs radar pour la dé-
tection à travers les obstacles. Ainsi, des systèmes radar à pénétration de
sol et à travers les murs ont vu le jour. La volonté de "visibilité" à travers
les obstacles justifie alors la détection par imagerie radar et facilite par la
même occasion l’interprétation d’utilisateurs divers. Or, l’imagerie n’est
acquise qu’avec une ouverture d’antenne importante. Cette ouverture est
alors obtenue soit par la synthèse d’ouverture soit par un réseau d’an-
tennes. Parmi, les arrangements antennaires pour la détection à travers
les obstacles, sont donc retrouvées les architectures radar SAR et/ou
celles possédant un émetteur et plusieurs récepteurs (SIMO). C’est dans
le contexte d’une architecture radar innovante, dite MIMO, appliquée à
la détection à travers les murs, que les travaux de cette thèse s’inscrivent.
Une architecture MIMO possède cette fois-ci plusieurs émetteurs outre les
divers récepteurs.
Le MIMO, pour multiple input multiple output, est un concept qui vise
à soumettre un environnement à plusieurs sollicitations et à en observer
sa réponse sous divers aspects. Le MIMO trouve des applications dans
divers domaines tels que l’automatique, les télécommunications et depuis
la dernière décade le radar. Suite à son application révolutionnaire dans le
monde des télécoms, la communauté radariste se pencha sur ses potentia-
lités pour l’amélioration des performances de détection. C’est donc dans
cet élan d’intérêt accordé au concept MIMO appliqué en radar, que cette
thèse a pour objectif d’étudier les apports d’un dispositif radar MIMO
pour la détection à travers les murs.
L’étude se doit naturellement d’aborder les aspects généraux propres
au radar MIMO. Cependant, l’étude devra également comprendre le
développement de méthodes innovantes de traitement du signal pour
radar MIMO. La propagation à travers les murs et ses effets sur le signal
radar seront présentés. L’étude comprendra alors une partie modélisa-
tion et caractérisation de la propagation à travers les murs. Les aspects
de conception radar seront aussi abordés. Enfin, l’étude devra à terme
aboutir à un dispositif expérimental donnant lieu à une détection à travers
les murs sur données mesurées. Pour répondre à ces objectifs, ce rapport
s’articule selon quatre axes qui se veulent volontairement assez indépen-
dants, explicités comme suit.
Le premier chapitre, intitulé Radar MIMO - Définition, Concepts et
Potentiels expose ce qu’est le concept MIMO appliqué au radar d’un
point de vue théorique. L’ensemble des notions propres au radar MIMO
y sont spécifiées et les notions de radar classiques sont étendues au cas
MIMO. Les différents types de radar MIMO à savoir les MIMO cohérent,
statistique et phasé, y sont explicités. La notion de vecteur directionnel
est généralisé en matrice directionnelle puis la matrice impulsionnelle et la
matrice de canal y sont définies. Les formes d’onde radar ainsi que les
différents multiplexages sont discutés. Puis la généralisation de la fonction
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d’ambiguïté étendue au MIMO est présentée.
Le second chapitre intitulé Propagation électomagnétique à travers les
murs expose les aspects de la propagation électromagnétique du point
de vue théorique et présente des techniques expérimentales de caracté-
risation des murs. Les équations de propagation des champs électrique et
magnétique dans un milieu diélectrique y sont formulées. Les effets de la
traversée des murs sur les ondes sont présentés. Les effets les plus cri-
tiques pour l’imagerie radar sont la destruction partielle des fronts d’onde et
la distorsion du signal. La caractérisation du mur par mesure de la fonction
de transfert et par une modélisation aléatoire sont également exposées.
Le troisième chapitre intitulé Localisation à travers les murs par ima-
gerie radar présente différentes techniques d’imagerie radar à travers
les murs pour une architecture radar MIMO. D’autres pré-traitements
nécessaires pour révéler la cible y ont également été abordés. Un modèle
de signal théorique ainsi qu’un modèle de signal approché sont présentés.
Divers traitements cohérents, incohérents et haute résolution, ainsi qu’un
procédé de fusion de données, y sont exposés.
Enfin, le quatrième chapitre intitulé Détection à travers les murs par un
dispositif radar MIMO - simulateur et dispositif expérimental expose
différents travaux menés dans la détection à travers les murs en terme
de simulation de scénarii radar, de considération de conception d’un dis-
positif MIMO et de mesures expérimentales. Deux types de simulateurs
sont présentés, un simulateur réaliste basé sur la FDTD, puis, un simulateur
comportemental. Une discussion sur l’intérêt du MIMO pour la détection
à travers les murs en terme de robustesse y est menée. La conception
d’une architecture radar MIMO est détaillée et la réalisation d’un banc
de mesure est exposée. Le positionnement des antennes d’émission y
est adressée par optimisation algorithme génétique. Enfin, les traitements et
résultats sur des données de mesure sont présentés.
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un peu d’Histoire sur le radar
Le concept de radar (radio detection and ranging) trouve ses origines
au début du XXe siècle. En 1904, Ch. Hulsmeyer développe et dépose
un brevet pour un premier système permettant la détection de bateau
pour aider la navigation maritime. Bien que ce système reste très limité,
il constitue la 1e`re forme de radar. Le 20 juillet 1934, les français dé-
posent un premier brevet (no. 788.795) d’un détecteur radar opérationnel
dont le prototype fut embarqué sur le cargo Oregon à peine six mois
après. Cependant ce n’est qu’en 1935, après les travaux et le brevet de R.
Watson-Watt que le radar se fait réellement connaître. Le dispositif établi
par Watson-Watt est alors d’ores et déjà constitué des principaux éléments
encore utilisés dans les systèmes radar actuels.
Durant la 2nde guerre mondiale, le système développé par Watson est
reconsidéré et modifié pour en améliorer les capacités et performances.
L’État major de la Royal Air Force britannique saisit immédiatement l’im-
portance d’un tel système de détection pour la protection du territoire et
fit ainsi construire la Chain Home : un ensemble de soixante installations
radar sur l’ensemble des côtes britanniques. L’attaque de Pearl Harbor
pour laquelle l’assaut ennemi fut mis en évidence par les premiers radars
de veille aérienne alors que l’armée américaine déclina l’information. Ceci
démontra une fois encore l’importance et les potentiels du radar pour
la sécurité des nations. C’est donc durant la 2nde guerre mondiale que
la crédibilité accordée au système radar est réellement obtenue. Et c’est
durant cette période que furent développer les techniques radar encore
d’actualité aujourd’hui que ce soit les radars aériens ou encore de visua-
lisation des cibles mobiles (VCM) communément appelés MTI (moving
target indicator).
Après guerre, les radars continuent leurs évolutions et dans les années
1950 apparaît le concept de radar à synthèse d’ouverture (SAR) marquant
une nette avancée par rapport à la notion initialement définie par Huls-
meyer. Les radar à réseaux phasés font leur apparition dans les années
1960 et le radar devient alors un domaine de recherche très actif. Les
progrès théoriques en traitement numérique du signal des années 1970 et
après marquent une nouvelle ère pour le radar notamment sur les aspects
traitements adaptatifs. C’est ainsi que les systèmes radar modernes ac-
tuels voient le jour. Récemment le concept de radar à plusieurs antennes
d’émission, inspiré du domaine des télécommunications, émerge et ouvre
ainsi de nouvelles perspectives de recherches pour le radar.
les concepts fondamentaux en radar
Un radar est un système qui utilise les ondes électromagnétiques pour
détecter et/ou localiser et/ou déterminer la vitesse d’objets. Un émetteur
envoie une onde qui se réfléchit sur la cible et est détectée par un ou
plusieurs récepteurs. La position est estimée grâce aux temps de retour de
l’onde sur les différents récepteurs informant sur la distance et la position
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angulaire de la cible. La vitesse peut être mesurée par le changement de
fréquence de l’onde émise dû à l’effet Doppler.
Les dispositifs radar
Le positionnement et le nombre d’antennes utilisées pour former un sys-
tème radar permet de le classifier selon une certaine nomenclature.
En fonction du positionnement des antennes, il y a d’une part le ra-
dar monostatique pour lequel les antennes d’émission et de réception
sont placées au même endroit. Et d’autre part, le radar bistatique, pour
lequel ces antennes sont placées à des endroits assez espacés relativement
à la longueur d’onde.
En fonction du nombre d’antennes, on répertorie les radar :
‚ SISO, une seule antenne en émission et en réception
‚ SIMO, une seule antenne en émission et plusieurs en réception
‚ MISO, plusieurs antennes en émission et une seule en réception
‚ MIMO, plusieurs antennes en émission et en réception
La surface équivalente radar
La surface équivalente radar (SER) est une mesure de la rétrodiffusion
d’un objet et informe sur la détectabilité de la cible par un radar. Plus elle
est importante, plus il est facile de détecter l’objet. La SER dépend d’une
part de la nature de l’objet, à savoir sa forme ainsi que ses matériaux
constitutifs, et d’autre part, du rayonnement de l’onde émise par le radar,
à savoir sa fréquence et des angles d’incidence et de réflexion de l’onde
puis de l’état de polarisation de l’onde. La formule théorique de la SER
notée σ est donnée par la relation :
σ “ lim
RÑ8
4piR2
Pr
Pi
ou σ “ lim
RÑ8
4piR2
ˆ
Er
Ei
˙2
(1)
Avec Pi la densité de puissance au niveau de la cible et Pr la densité de
puissance mesurée sur une sphère de rayon R centrée en la cible. De la
même façon, la SER s’exprime également en fonction des champs incident
Ei et réfléchi Er.
Les principes de détection et d’estimation de distance et vitesse
Considérons une antenne émettrice d’un dispositif radar émettant un si-
gnal sptq. Ce signal atteint une cible se déplacant à la vitesse ~v, une partie
du signal est réfléchie et retourne vers le dispositif radar cf. fig (1). Le
signal reçu srptq par une antenne de réception s’écrit :
srptq “
?
σspt´ τqej2pip fc` fdqpt´τq + nptq (2)
Avec τ le temps requis par l’onde pour aller de l’antenne d’émission à
la cible et retourner à l’antenne de réception, fc la fréquence centrale et
fd la fréquence Doppler puis nptq un bruit de mesure additif. Dans le
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Figure 1 – Illustration du principe radar
cas général bistatique, les quantités contenant l’information distance τ et
vitesse fd s’expriment sous la forme :
τ “ rt + rr
c
(3)
fd “ ~v ¨ ~ut + ~v ¨ ~ur
λ
(4)
Où c représente la vitesse de propagation de l’onde et λ la longueur
d’onde. Les distances rt et rr sont les distances de l’antenne d’émission à la
cible et de l’antenne de réception à la cible, respectivement. Les vecteurs ~ut
et ~ur représentent les vecteurs unitaires directionnels de l’antenne d’émis-
sion vers la cible et de l’antenne de réception vers la cible, respectivement.
Puis l’opérateur ¨ représente le produit scalaire cartésien. La détection et
estimation de la position et vitesse peuvent alors se réaliser en observant
les maxima de la fonction de corrélation χ suivante :
χp∆τ,∆ f q “
ˇˇˇ
ˇ
ż
srptqspt´∆τq˚e´j2pi∆ f tdt
ˇˇˇ
ˇ (5)
Formation de voie
La formation de voie est un procédé de traitement numérique du signal
qui vise à privilégier l’information provenant de certaines directions de
l’espace. Cette technique est généralement utilisée pour l’imagerie et/ou
la détection d’angle d’arrivée sur des dispositifs comprenant plusieurs
antennes de réception. Considérons un réseau d’antennes en réception
fig (2) et un vecteur de paramètre ζ. Les paramètres pouvant être une
position ζ “ rx, y, zs ou une direction ζ “ rθ, φs. En prenant une com-
binaison linéaire des signaux reçus psriptqqi“1..N pondérés par des coeffi-
cients pwiqi“1..N eq. (6), on privilégie en sortie yptq l’information provenant
de la direction souhaitée et discrimine l’information parasite provenant
d’ailleurs.
yptq “
Nÿ
i“1
wisriptq (6)
Dans le cas d’une formation de voie conventionnelle, les pondérations
compensent les déphasages de propagation pour chacune des voies et se
mettent sous la forme wi “ e´jϕipζq. Pour la formation de voie adaptative,
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Figure 2 – Illustration formation de voie
les pondérations peuvent être obtenues, par exemple, en résolvant des
problèmes d’optimisation ou par des projections orthogonales pour les
formateurs de faisceau Capon et MUSIC, respectivement. D’autres tech-
niques de calcul des pondérations peuvent être mises en place en fonction
des objectifs fixés.
L’imagerie radar
L’imagerie radar consiste à donner une information sur la réflectivité σ(x)
d’une cible radar positionnée en x appartenant à la scène à analyser.
Comme pour tous systèmes imageurs, la grandeur à mesurer, ici la ré-
flectivité, est représentée par une intensité d’image I(x) calculée à partir
des échos radar mesurés.
σpxq 9 Ipxq “ F pmesuresq (7)
Selon les opérations de traitement effectuées sur les données de mesure,
les méthodes d’imagerie diffèrent. Naturellement, les limitations de me-
sure entraîne un rendu I(x) représentatif d’une réflectivité σ(x) non idéal.
Ce rendu constitue la fonction d’ambiguïté, ou fonction d’étalement du point
(point spread function), du dispositif imageur. Cette fonction décrit la ré-
ponse du système d’imagerie à une cible ponctuelle. La qualité d’un dis-
positif imageur est mesurée par la résolution de l’image formée d’un ré-
flecteur ponctuel, idéalement un point sur l’image formée, et du niveau de
ses lobes secondaires ainsi que du pouvoir séparateur du dispositif pour
deux cibles rapprochées.
La résolution spatiale en radar
La résolution spatiale d’un radar est sa capacité à distinguer des cibles
très proches les unes des autres. On distingue d’une part, la résolution en
distance ∆r liée à la bande qu’occupe le signal émis par le radar. Et d’autre
part, la résolution azimutale ∆ar liée à la taille de l’antenne utilisée par le
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Figure 3 – Illustration imagerie radar
dispositif. L’expression théorique de ces résolutions est donnée eq. (8) :
∆r “ 1.2 c
2B
et ∆ar „ λrL (8)
Avec r la distance de la cible, B la bande occupée par la forme d’onde radar
et L l’ouverture effective de l’antenne ou du réseau d’antennes utilisé. La
haute résolution est recherchée en radar pour améliorer la précision des
estimations de position et/ou vitesse et/ou angle d’arrivée. Elle présente
également un intérêt pour la classification et reconnaissance de cibles. La
haute résolution permet également la détection de cibles à faible SER dans
des milieux complexes à fort fouillis (clutter).
Haute résolution en distance
On note alors que pour augmenter la résolution distance, il faut augmen-
ter la bande occupée par le signal émis par le radar. On parle alors de
radar ultra large bande (ULB). Soit fc la fréquence centrale du signal émis,
un dispositif radar est considéré comme ULB si le rapport B{ fc ě 0.2 ou
s’il occupe une bande de fréquence B ě 500MHz.
L’aspect large bande peut être obtenu soit par l’émission d’impulsions
ultra courtes ou par la compression d’impulsion. Typiquement les im-
pulsions ultra courtes ont une durée de l’ordre de la dizaine de nanose-
condes et occupent ainsi une bande de l’ordre du gigahertz. Néanmoins
l’impulsion doit être de très forte amplitude pour conserver un niveau
d’énergie suffisant et assurer la détection. Ceci entraîne des problèmes de
conception électronique. Pour pallier cette difficulté, on peut utiliser la
compression d’impulsion. Son principe est le suivant ; on génère un signal
dont la durée est relativement longue pour augmenter l’énergie émise.
Cependant, on module en fréquence le signal émis de manière à ce qu’il
occupe une bande de fréquence importante. Plus de détails seront fournis
en (1.4.1 p.32).
D’autres techniques issues du traitement numérique du signal permettent
d’améliorer significativement la résolution distance par des traitements
dits haute résolution.
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Haute résolution en azimut
Concernant la résolution azimutale, il faut augmenter l’ouverture de l’an-
tenne afin de l’améliorer. Plutôt que d’augmenter la taille physique de
l’antenne ce qui deviendrait vite compromettant, les architectures radar à
plusieurs antennes (ex : SAR, MIMO ..) présentent ici un intérêt certain.
En effet, la répartition spatiale des antennes permet la synthèse virtuelle
d’une antenne équivalente à grande ouverture. De même que précédem-
ment, d’autres techniques de traitement numérique du signal permettent
d’améliorer grandement la résolution azimutale par les traitements haute
résolution.
les applications radar
Les principaux domaines d’application du radar sont la surveillance et
le contrôle que ce soit dans un contexte civil ou militaire. On utilise, par
exemple, le radar pour le contrôle aérien, maritime et routier. Le radar est
également utilisé en météorologie et astronautique pour l’observation de
la Terre et de sa biomasse. Le tableau fig (4) recense en grande partie les
applications radar actuelles. Pour les applications strictement militaires,
on retrouve, par exemple, les radars de défense aérienne qui détectent
et suivent les aéronefs ou missiles représentant un danger ainsi que les
radars de contre batterie servant à déterminer le point de départ d’un tir
d’artillerie adverse. Pour les applications utilisées dans les deux contextes,
il y a naturellement les radars de contrôle aérien et routier mais également
les radars météo. Il y a, d’autre part, les radars subsurface, tels que les
radars à détection d’objets souterrains et à travers les murs, utilisés pour
le déminage de terrains et la détection en milieu urbain.
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Figure 4 – Les applications radar

1Radar MIMO : Définition,Concepts et Potentiels
Sommaire
1.1 Qu’est-ce que le radar MIMO? . . . . . . . . . . . . . . . . . 14
1.1.1 Les différents types de radar MIMO . . . . . . . . . . . . . 14
1.1.2 État de l’art : avancée des recherches en radar MIMO . . . 18
1.2 Radar MIMO : formulations théoriques . . . . . . . . . . . 19
1.2.1 Réponse impulsionnelle de la cible dans son environnement 19
1.2.2 Fonctions de Green . . . . . . . . . . . . . . . . . . . . . . . 20
1.2.3 Signal MIMO et matrice impulsionnelle . . . . . . . . . . . 21
1.2.4 Signal MIMO bande étroite et matrice directionnelle . . . 23
1.2.5 Signal MIMO domaine fréquentiel et Matrice de canal . . 25
1.3 Concept de Réseau d’Antennes Virtuelles MIMO . . . . 26
1.4 Les formes d’onde radar MIMO . . . . . . . . . . . . . . . . . 29
1.4.1 Forme d’onde pour multiplexage temporel et fréquentiel . 30
1.4.2 Forme d’onde pour multiplexage par codes orthogonaux 33
1.5 La Fonction d’ambiguïté radar MIMO . . . . . . . . . . . . 36
Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
Bibliographie . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
13
14 Chapitre 1. Radar MIMO : Définition, Concepts et Potentiels
MIMO, pour «Multiple Input Multiple Output », est un concept géné-ral qui suggère plusieurs sollicitations et observations d’un environ-
nement afin d’en décrire le contenu. Quel que soit le domaine considéré,
les potentialités d’amélioration des performances générales des systèmes
MIMO en ont fait un domaine de recherche très attractif et reconnu. Le
concept de MIMO n’est pas tout à fait récent et remonte même aux années
1970. En effet, des travaux datant de 1974 en automatique [1] proposent
une sé´lection optimale des entrées d’un système pour améliorer l’estima-
tion de ses paramètres. Néanmoins, le concept est vraiment devenu célèbre
dans le début des années 1990 après son utilisation dans le domaine des
télécommunications [2]. Cette application du concept MIMO fut une vraie
révolution et permit le transfert de données à plus longue portée et à plus
grande vitesse. Ce n’est que dernièrement que le concept émergea dans le
domaine du radar. Initialement, le concept MIMO fut introduit en radar
pour tirer parti du scintillement de la cible pour améliorer la précision
d’estimation d’angle d’arrivée [3]. C’est alors que le concept MIMO appli-
qué au radar devint un nouvel axe de recherche [4] et ouvrit des nouvelles
perspectives en radar.
1.1 Qu’est-ce que le radar MIMO?
Le concept MIMO appliqué au domaine du radar consiste en l’utili-
sation de l’information provenant de senseurs placés à différents endroits
de l’espace. Il est communément admis qu’un radar MIMO est un dispo-
sitif comprenant plusieurs antennes d’émission et de réception cf. fig (1.1),
bien que conceptuellement parlant d’autres systèmes radar existants pour-
raient être qualifiés de MIMO. Plusieurs classifications des radars MIMO
peuvent être envisagées, néanmoins on identifie communément deux clas-
sifications. Une première classification se fait en fonction de l’agencement
spatial des antennes. On distingue alors le radar MIMO cohérent pour le-
quel les antennes sont relativement peu espacées, du radar MIMO statis-
tique qui présente un espacement important entre les différentes antennes.
Une seconde classification se fait en fonction du traitement de l’informa-
tion provenant des multiples paires <émetteur|récepteur>. On différencie
alors le radar MIMO phasé qui utilise un traitement cohérent des signaux
mesurés par les divers senseurs, du radar multistatique qui utilise géné-
ralement un traitement incohérent. Les radars usant de traitements à la
fois cohérents et incohérents sont dits radars multisites.
1.1.1 Les différents types de radar MIMO
Radar MIMO vs. diversité spatiale
L’appellation coherent MIMO provient du fait que pour des antennes
émettrices et réceptrices peu distantes les unes par rapport aux autres,
les signaux réfléchis par la cible et captés en réception sont corrélés.
Cette corrélation des signaux font qu’ils présentent une certaine cohérence
spatiale justifiant le qualificatif coherent MIMO. Au contraire, pour des
antennes assez espacées, les échos de la cible sont décorrélés et les diffé-
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Figure 1.1 – Illustration d’un radar MIMO
rents signaux récoltés constituent alors une statistique d’observation de
la cible d’où l’appellation statistical MIMO. Cependant, ces notions de
proche et espacé sont à définir et dépendent naturellement de l’application
considérée mais surtout de l’environnement à analyser.
Afin d’expliquer ces notions de distances relatives, considérons un
scénario simple représenté fig (1.1). Il constitué de deux antennes
d’émission placées en (xtm)m“1,2 = [xtm, ytm]T et deux de réception
en (xrn)n“1,2 = [xrn, yrn]T ainsi que d’une cible étendue centrée en
(xc) = [xc, yc]T de dimension Dx en largeur et Dy en profondeur. Notons

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Figure 1.2 – Illustration d’un scénario radar MIMO
d(xc,xp.q) la distance de la cible aux différentes émettrices ou réceptrices et
λ la longueur d’onde de travail. Les travaux de Fishler et al. [5] montrent
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que les signaux obtenus en réception sont décorrélés si, au moins, l’une
des quatre conditions données par les inéquations suivantes est vérifiée :
xt1
dpxc, xt1q ´
xt2
dpxc, xt2q ą
λ
Dx
yt1
dpxc, xt1q ´
yt2
dpxc, xt2q ą
λ
Dy
xr1
dpxc, xr1q ´
xr2
dpxc, xr2q ą
λ
Dx
yr1
dpxc, xr1q ´
yr2
dpxc, xr2q ą
λ
Dy
(1.1)
Ces inéquations peuvent aisément être généralisées à un dispositif MIMO
constitué de M ě 2 antennes d’émission et N ě 2 antennes de réception.
Physiquement, les relations eq. (1.1) expriment le fait que les signaux sont
décorrelés s’ils n’appartiennent pas au même cône de retrodiffusion de la
cible fig (1.1).
Selon l’application radar visée et surtout l’environnement à analyser,
il peut arriver que la propagation de l’onde dans un milieu complexe
entraîne naturellement la décorrélation des signaux [6]. On caractérise
alors ces milieux par leur longueur de cohérence D en azimuth et/ou en
profondeur. Les relations eq. (1.1) peuvent ainsi être écrites à nouveau en
substituant Dx{y par la longueur de cohérence adéquate.
La discussion menée sur la longueur de cohérence permet maintenant de
redéfinir la classification des différents types de radar MIMO en fonction
de l’agencement spatial des antennes. Il conviendra donc de dire qu’un
radar MIMO est un coherent MIMO si l’espacement entre les antennes
est faible devant la longueur de cohérence de l’environnement de propa-
gation. Dans le cas contraire, le système sera considéré comme étant un
statistical MIMO.
Remarque 1.1 Diversité spatiale. La notion de distance de cohérence permet également de pré-
ciser le terme de diversité spatiale souvent utilisée dans la littérature du radar
MIMO [7]. On parle de diversité spatiale dans le cas où le dispositif MIMO ex-
ploite des signaux échos de la cible indépendants pour améliorer la probabilité de
détection. C’est donc typiquement le cas du statistical MIMO.
Radar MIMO vs. traitement de l’information
La première forme du radar MIMO est très certainement le radar mul-
tistatique. Bien que le thème du radar MIMO est relativement récent et
date de cette dernière décade, l’idée du radar multistatique est bien plus
ancienne. On retrouve même dans la littérature une édition spéciale en
1986 sur le radar bistastique et multistatique [8, 9]. Le radar multistatique
se distingue du radar MIMO phasé par la nature des traitements réalisés
sur les mesures provenant des différents senseurs. Le radar multistatique
privilégie la fusion d’information [10] et les traitements incohérents utili-
sant l’amplitude des signaux reçus. Tandis que le radar MIMO phasé opte
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pour des traitements cohérents utilisant conjointement amplitude et phase
des signaux captés [11]. On peut également considérer des traitements à
la fois cohérents et incohérents, on parle alors de radar multisite.
Considérons un dispositif MIMO avec M antennes d’émission et N
de réception et une répartition spatiale des antennes quelconques. Notons
de manière générale MX la matrice des signaux reçus :
MX “
»
———–
x11 x12 ¨ ¨ ¨ x1M
x21 x22 ¨ ¨ ¨ x2M
...
...
. . .
...
xN1 xN2 ¨ ¨ ¨ xNM
ﬁ
ﬃﬃﬃﬂ (1.2)
À noter que la matrice MX peut dépendre du temps, la fréquence ou de
la polarisation, ou encore représenter les MN sorties après filtrage adapté
voire un autre type de filtrage. En vectorisant la matrice MX on forme le
vecteur X :
X “ rx11, . . . , xN1, x12, . . . , xN2, . . . , x1M, . . . , xNMsT (1.3)
Dans le cas d’un traitement pourMIMO multistatique, la détection et/ou
localisation peuvent se mettre sous la forme :
}X}2 “
ÿ
m,n
|xmn|2
H1
ě
ă
H0
ρ (1.4)
La décision de présence (H1) ou absence (H0) de la cible se fait par com-
paraison à un seuil ρ fixé par l’utilisateur en fonction du taux de fausse
alarme et de la probabilité de détection souhaités [12]. Pour un radar
MIMO phasé, les opérations se mettent sous la forme :
ˇˇˇ
ˇˇÿ
m,n
xmn
ˇˇˇ
ˇˇ
2 H1ě
ă
H0
ρ (1.5)
La sommation cohérente est généralement utilisée pour l’imagerie radar
[11] et permet d’obtenir un gain en résolution azimutale comparé aux trai-
tements incohérents. On peut également envisager des procédés hybrides
mêlant à la fois traitements cohérents et incohérents, on parle alors de
plutôt de radar multisite. Dans ce cas, le traitement est souvent cohérent
en réception et incohérent en émission. L’opération peut, par exemple, se
mettre sous la forme suivante :
ÿ
m
ˇˇˇ
ˇˇÿ
n
xmn
ˇˇˇ
ˇˇ
2 H1ě
ă
H0
ρ (1.6)
Les fonctions principales d’un dispositif radar sont la détection et l’esti-
mation de ses paramètres. Il y a également la poursuite (tracking) de cible
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ainsi que l’imagerie de sa réflectivité. Divers travaux ont montré que cha-
cun de ces objectifs peut être amélioré grâce à un dispositif MIMO. Entre
autres, le concept MIMO permettrait :
‚ un gain en performance de détection [5]
‚ une meilleure estimation des paramètres de la cible [13]
‚ une meilleure résolution angulaire grâce à la formation d’un réseau
d’antennes possédant une grande ouverture virtuelle [14]
‚ une sensibilité accrue aux cibles se déplaçant lentement et permet-
tant ainsi leur détection [15]
‚ l’amélioration et l’implémentation directe des techniques adapta-
tives en traitement d’antennes [16]
‚ la conception et l’optimisation de forme d’onde pour adapter les
signaux émis à la scène à analyser [17]
Remarque 1.2 Optimisation de forme d’onde. La forme d’onde est la représentation des va-
riations temporelles du signal utilisé par le radar pour éclairer la scène. L’opti-
misation de forme d’onde est une nouvelle perspective propre aux architectures
présentant plusieurs émetteurs, ie. MIMO et MISO. Ce procédé est impossible
avec les architectures conventionnelles SISO et SIMO. La conception de forme
d’onde permet, par exemple, de modifier de manière adaptative le diagramme de
rayonnement de réseau d’antennes MIMO pour l’imagerie radar et l’estimation
de paramètres.
1.1.2 État de l’art : avancée des recherches en radar MIMO
Le concept de radar MIMO permet de revoir et d’étendre les notions dé-
finies pour les architectures radar classiques SISO et SIMO. La révolution
du concept MIMO appliquée aux télécommunications laissa entrevoir de
grandes avancées pour son application dans le radar. Ainsi le domaine
de recherche a très rapidement séduit et de nombreux travaux théoriques
ont été proposés dans la littérature scientifique 1. Le but de cette section
n’est naturellement pas de couvrir la totalité des travaux de recherche
sur le domaine du radar MIMO. Il s’agit plutôt de présenter les travaux
précurseurs et pionniers qui permettent d’avoir une vision globale de ce
qu’est le concept MIMO en radar et d’en comprendre les subtilités. On
identifie alors principalement quatre axes de recherche : le radar statisti-
cal MIMO, le radar coherent MIMO, l’optimisation de forme d’onde et
quelques rares dispositifs expérimentaux MIMO.
˛ Statistical MIMO : Les travaux de Haimovich, Fishler et al. [3, 5] ainsi que
ceux de Lehmann et al. [18] définissent le radar MIMO à diversité spatiale.
Cette notion est revue dans [19] qui permet de revisiter le concept pour
une architecture MIMO avec un espacement des antennes moindre. De
manière générale, ces travaux portent sur l’amélioration des performances
de détection radar permise par l’écartement spatiale des antennes pour
pallier au scintillement de la cible. La notion de diversité spatiale peut
être étendue aux environnements de propagation complexe [20] où la
1. le livreMIMO Radar Signal Processing [4] ainsi que les références incluses fournissent
une lecture assez exhaustive sur les travaux théoriques menés en radar MIMO.
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diversité de point de vue de la scène permet la détectabilité de la cible.
˛ Coherent MIMO : L’architecture radar MIMO avec des antennes co-
localisées a tout d’abord été proposée dans les travaux de Bliss et al.
[14, 21]. Un résumé sur les différents récents travaux existants sur le
coherent MIMO est fourni en [22]. Les principes d’antennes virtuelles
MIMO et de degrés de liberté sont mis en avant dans les travaux [21, 23].
L’obtention de réseaux d’antennes équivalents pleins à partir de réseaux
d’antennes MIMO lacunaires est explicitée en [21]. Les travaux de Xu et
Stoica et al. dans [11], envisagent l’application des techniques adaptatives
en traitement du signal MIMO.
˛ Optimisation de forme d’onde : Pour l’optimisation de la forme d’onde
à émettre, on identifie deux approches. Une première qui vise à synthéti-
ser directement la forme d’onde [24]. Et une seconde qui opère plutôt sur
la matrice d’inter-correlation entre les signaux [25]. Les travaux [25, 26]
montre une optimisation de forme d’onde émise avec contrainte sur la
puissance émise. Une optimisation de signaux MIMO ULB est présentée
dans [27].
˛ Quelques dispositifs radar MIMO expérimentaux existants : La réalisation
d’un radar MIMO opérationnel reste encore un challenge technologique à
l’heure actuelle. En effet, la synthèse de formes d’ondes orthogonales ainsi
que l’accroissement des calculs dû à la multiplicité des voies émettrices et
réceptrices complique la réalisation. De ce fait, on ne recense que très peu
de dispositifs MIMO expérimentaux. Néanmoins, certains systèmes radar
de surveillance aérienne MIMO ont déjà vu le jour [23, 28]. D’autres ex-
périmentations proposent l’utilisation du concept MIMO dans la réjection
spatiale du fouillis pour les radars de veille à longue distance [29]. Enfin
d’autres travaux au MIT démontrent l’intérêt d’un dispositif MIMO pour
la détection à travers les murs [30].
1.2 Radar MIMO : formulations théoriques
Cette section présente les concepts mathématiques théoriques du ra-
dar MIMO. Ainsi, la problématique de détection radar sera formulée en
introduisant dans un premier temps un modèle général de signal MIMO.
Après quoi, l’ouverture virtuelle équivalente d’un radar MIMO sera défi-
nie. Ensuite, diverses formes d’onde possibles seront adressées. Enfin, la
notion de fonction d’ambiguïté généralisée au le cas d’un radar MIMO
sera définie.
1.2.1 Réponse impulsionnelle de la cible dans son environnement
Les phénomènes de propagation et de réflexion des ondes radar sont sup-
posés comme étant linéaires, obéissant aux principes de superposition.
Une méthode courante pour qualifier ce type de processus est de les consi-
dérer comme des systèmes linéaires et d’étudier alors la relation entre
l’entrée du système (signal en émission) et sa sortie (signal en réception).
De plus, le principe du radar permet d’affirmer en première approche que
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le signal reçu est celui émis, excepté décalé en temps et multiplié par une
amplitude représentative de la réflectivité de la cible. Ainsi, le système
est alors clairement invariant en temps. En traitement du signal, l’outil
généralement utilisé pour caractériser de tels systèmes est la réponse im-
pulsionnelle et permet alors d’obtenir une expression du signal reçu en
fonction du signal émis. Le tableau ci-dessous illustre les correspondances.
 	
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
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système entrée réponse impulsionnelle sortie
phénoménologie signal émis propagation d’onde signal reçu
radar
Table 1.1 – Correspondance radar et système linéaire temps invariant
La réponse impulsionnelle de la cible représente les phénomènes de pro-
pagation dans leur intégralité. Ainsi, elle tient compte de la propagation
de l’onde depuis l’antenne d’émission jusqu’à la cible et de cette dernière
vers l’antenne de réception. La réponse impulsionnelle dépend donc na-
turellement de la position de la cible xcible et des antennes émettrice xt
et xr réceptrice mais également du milieu de propagation. En notant par
hpt, xcible, xt, xrq la réponse impulsionnelle de la cible, le signal reçu sreçuptq
s’exprime en fonction du signal émis se´misptq par le produit de convolution
suivant :
sreçuptq “
ż `8
´8
hpτ, xcible, xt, xrqse´mispt´ τqdτ (1.7)
Remarque 1.3 Cible ponctuelle vs. cible étendue. Le modèle de la cible ponctuelle est proba-
blement le plus répandu. Cette hypothèse est généralement vraie pour les signaux
faible bande. Cependant, si la bande B occupée par la forme d’onde émise devient
comparable à c{2D, avec D la dimension de la cible et c la vitesse de l’onde, alors
le modèle de cible ponctuelle n’est plus valide et ne représente plus la nature du
réflecteur. Il est alors plus correct de considérer la cible comme un ensemble (voire
un continuum) de points réflecteurs répartis dans l’espace. Le signal retour est
alors formé par la somme des signaux retour élémentaires. C’est le modèle de la
cible étendue.
1.2.2 Fonctions de Green
La méthode de Green est largement utilisée en physique et notamment
pour résoudre des équations de propagation d’onde. Cette théorie prend
en compte toutes les interactions avec le milieu lors de la propagation de
l’onde (réflexions, diffractions . . . ). Elle permet également d’exprimer de
façon simple le champ rayonné par une source en tout point de la scène
et peut donc être appliquée en radar pour donner l’expression du signal
reçu. On définit alors les fonctions de Green élémentaires exprimant la
propagation de l’antenne d’émission à une cible ponctuelle gtpt, xcible, xtq
et de la cible à l’antenne de réception grpt, xr, xcibleq respectivement. Le
signal en réception s’exprime alors par un double produit de convolution
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en temps, notée ˚, des fonctions de Green et du signal émis :
sreçuptq “ grpt, xr, xcibleq ˚ gtpt, xcible, xtq ˚ se´misptq (1.8)
Les formulations 1.7 et 1.8 sont équivalentes et représentent les mêmes
phénomènes. La première formulation 1.7 se place plutôt du point de vue
traitement du signal tandis que la seconde adopte une approche plus phy-
sique et propagation de l’onde. La relation reliant la réponse impulsion-
nelle et les fonctions de Green s’écrit :
hpt, xcible, xt, xrq “ grpt, xr, xcibleq ˚ gtpt, xcible, xtq (1.9)
En fonction des phénomènes de propagation mis en jeu, il peut être ju-
dicieux de passer d’une représentation à l’autre. Par exemple, pour les
applications radar subsurface pour lesquelles les effets sur la propagation
d’onde sont complexes, une représentation physique peut être privilégiée.
Remarque 1.4 Fonction de Green en espace libre. En espace libre, les fonctions de Green
pour les trajets aller de l’onde gt et retour gr sont des distributions de Dirac δ.
En supposant les rayonnements isotropes et une vitesse de l’onde c constante, ces
fonctions s’écrivent :
gtpt, xcible, xtq “ 14pi |xcible ´ xt|
δpt´ |xcible ´ xt| {cq
grpt, xr, xcibleq “
1
4pi |xcible´ xr|
δpt´ |xcible ´ xr| {cq
En notant que τpxcible, xrq “ |xcible´ xt| {c représente en fait le temps de trajet
pour aller de l’antenne d’émission à l’antenne. Il en est de même pour pour le
trajet retour jusqu’à l’antenne de réception. La réponse impulsionnelle peut donc
s’écrire :
hpt, xcible, xt, xrq “
δpt´ τpxcible, xtq ´ τpxcible, xrqq
16pi2 |xcible ´ xt| |xcible´ xr|
Pour faciliter la lisibilité, l’amplitude est notée de la façon suivante
αpxcible, xt, xrq “ 1{16pi2 |xcible ´ xt| |xcible´ xr|. Le signal reçu s’exprime alors
en fonction du signal émis :
sreçuptq “ grpt, xr, xcibleq ˚ gtpt, xcible, xtq ˚ se´misptq
“ αpxcible, xt, xrqse´mispt´ τpxcible, xtq ´ τpxcible, xrqq
L’équation décrivant le principe du radar est ainsi retrouvée. À savoir, le signal
reçu est, à un facteur d’amplitude près, le signal émis retardé du temps de trajet
des antennes à la cible.
1.2.3 Signal radar MIMO et matrice impulsionnelle
Les cibles sont supposées ponctuelles. Néanmoins, les notations peuvent
être facilement généralisées au cas d’une cible étendue en tenant compte
de la remarque (1.3). Considérons un radar MIMO constitué de M an-
tennes d’émission placées en (xt,m)m“1..M et N antennes de réception en
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(xr,n)n“1..N. Les signaux émis par les différentes antennes d’émission no-
tés psmptqqm“1..M sont regroupés dans le vecteur sptq P CMˆ1. Notons alors
yptq P CNˆ1, le vecteur des signaux reçus sur les différentes antennes de
réception. Le signal reçu par la cible est formé par la somme des signaux
provenant des différentes antennes d’émission :
scibleptq “
Mÿ
m“1
ż `8
´8
ht,mpτqsmpt´ τqdτ (1.10)
Avec ht,mptq “ hpxcible, xt,m, tq la réponse impulsionnelle représente la pro-
pagation de la mie`me antenne d’émission vers la cible. En notation matri-
cielle l’équation (1.10) se réécrit sous la forme :
scibleptq “
ż `8
´8
hTt pτqspt´ τqdτ (1.11)
Où htptq “ rht,1ptq, . . . , ht,MptqsT P CMˆ1. Le signal reçu par la nie`me antenne
de réception est alors donné par :
ynptq “
ż `8
´8
hr,npςqsciblept´ ςqdς (1.12)
Ici hr,nptq “ hpxcible, xr,n, tq. En reprenant eq.(1.11), l’équation précédente se
met sous la forme :
ynptq “
ż `8
´8
ż `8
´8
hr,npςqhTt pτqspt´ τ ´ ςqdτdς (1.13)
De même que précédemment, avec hrptq “ rhr,1ptq, . . . , hr,NptqsT P CNˆ1, le
vecteur des signaux reçus s’écrit au final :
yptq “
ż `8
´8
ż `8
´8
hrpςqhTt pτqspt´ τ ´ ςqdτdς (1.14)
L’équation (1.14) donne l’expression des signaux reçus pour un radar
MIMO sous sa forme la plus générale sans aucune hypothèse simplifi-
catrice particulière. Les aspects propagation sont donc contenus dans le
vecteur htptq pour l’émission et dans hrptq pour la réception. En notant
hnmptq les réponses impusionnelles suivantes :
hnmptq “ hpxcible, xr,n, tq ˚ hpxcible, xt,m, tq (1.15)
Compte tenu de la discussion eq.(1.9) et de l’associativité du produit de
convolution, l’équation les équations eq.(1.14)-(1.15) permettent de faire
apparaître la matrice impulsionnelle Hmimopt, xcibleq :
Hmimopt, xcibleq “
»
—–
h11ptq ¨ ¨ ¨ h1Mptq
...
. . .
...
hN1ptq ¨ ¨ ¨ hNMptq
ﬁ
ﬃﬂ (1.16)
Le vecteur des signaux reçus est alors obtenu par :
yptq “
ż `8
´8
Hmimopτ, xcibleqspt´ τqdτ (1.17)
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1.2.4 Signal radar MIMO bande étroite et matrice directionnelle
Ici, tous les signaux sont supposés bande étroite. Cette hypothèse sera ex-
plicitée quantitativement par la suite, cf. remarque (1.5). De plus, le milieu
de propagation est également supposé non dispersif dans la bande consi-
dérée. Afin d’expliciter certaines notions, un dispositif constitué d’une an-
tenne d’émission et de N antennes de réception sera tout d’abord consi-
déré. La forme d’onde émise en bande de base, notée sbbptq, occupe une
certaine largeur spectrale B centrée sur porteuse à fc, cf. fig (1.3).





Figure 1.3 – Illustration du spectre d’un signal bande étroite
Le signal sptq ainsi formé se met sous la forme d’enveloppe complexe :
sptq “ sbbptqej2pi fc t “ αptqejφptqej2pi fct (1.18)
Ici, αptq et φptq représente alors amplitude et phase de l’enveloppe com-
plexe, respectivement. En omettant, dans un premier temps, les facteurs
de réflexion de la cible, les signaux en réception s’écrivent :
yptq “
»
———–
spt´ τ1q
spt´ τ2q
...
spt´ τNq
ﬁ
ﬃﬃﬃﬂ (1.19)
Où τn est le temps requis par l’onde pour se propager de l’antenne
d’émission vers la cible et revenir au nie`me récepteur. En reprenant les no-
tations de la remarque (1.4), ce temps s’écrit τn “ τpxcible, xtq` τpxcible, xr,nq.
L’hypothèse bande étroite consiste à dire que le temps de traversée du
réseau par le front d’onde est négligeable devant l’inverse de la bande du signal
de telle sorte que l’amplitude et la phase de l’enveloppe n’ont pas le
temps de varier et sont donc considérées comme constantes. Ainsi, on a
αpt´ τnq » αptq et φpt´ τnq » φptq entraînant :
ynptq » αptqejφptqej2pi fcpt´τnq
» αptqejφptqej2pi fcte´j2pi fcτn
» e´j2pi fcτnsptq
(1.20)
En d’autres termes, le temps de propagation se traduit par un simple déphasage
du signal. Le vecteur des signaux reçus peut alors s’écrire :
yptq “
»
———–
e´j2pi fcτ1
e´j2pi fcτ2
...
e´j2pi fcτN
ﬁ
ﬃﬃﬃﬂ sptq “ asptq (1.21)
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Le vecteur a est appelé vecteur directionnel et mesure la fonction de
transfert du réseau. Il dépend naturellement de la géométrie du réseau
d’antennes et de la position de la cible à travers les temps d’arrivée
pτnqn“1..N.
Remarque 1.5 Hypothèse bande étroite. Soit L la longueur totale du réseau et B la bande du
signal. L’hypothèse bande étroite précise que le temps de traversée du réseau par
le front d’onde est négligeable devant l’inverse de la bande. Cette hypothèse se
traduit donc par :
L
c
! 1
B
(1.22)
Posons ℓ la longueur adimensionnée du réseau de sorte que L “ ℓλc avec
λc “ cfc la longueur d’onde de la porteuse. L’équation précédente devient :
ℓλc
c
! 1
B
ñ ℓ
fc
! 1
B
ñ ℓB ! fc (1.23)
Ce qui revient finalement à dire que la bande B doit être faible vis-à-vis de la
porteuse fc.
Revenons maintenant au cas du radar MIMO. Compte tenu de la discus-
sion précédente, le signal reçu par la cible s’écrit :
scibleptq “
Mÿ
m“1
e´j2pi fcτt,mpxcibleqsmptq “ aTt pxcibleqsptq (1.24)
Avec τt,mpxcibleq “ τpxcible, xt,mq, le temps de trajet de la mie`me antenne
d’émission à la cible. Et atpxcibleq le vecteur directionnel en émission est
donné par :
atpxcibleq “ r e´j2pi fcτt,1pxcibleq ¨ ¨ ¨ e´j2pi fcτt,Mpxcibleq sT (1.25)
Le signal reçu par la nie`me antenne de réception est :
ynptq “ e´j2pi fcτr,npxcibleqscibleptq “ e´j2pi fcτr,npxcibleqaTt pxcibleqsptq (1.26)
Où τr,npxcibleq “ τpxcible, xr,nq représente le temps de trajet de la cible vers
la nie`me. De même, le vecteur directionnel en réception s’écrit :
arpxcibleq “ r e´j2pi fcτr,1pxcibleq ¨ ¨ ¨ e´j2pi fcτr,Npxcibleq sT (1.27)
En adoptant la notation matricielle, le vecteur des signaux reçus se met
alors sous la forme :
yptq “ arpxcibleqaTt pxcibleqsptq “ Hpxcibleqsptq (1.28)
La matrice directionnelle H du réseau d’antenne MIMO est alors mise en
évidence et est obtenue par :
Hpxcibleq “ arpxcibleqaTt pxcibleq (1.29)
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L’équation précédente explicitant la matrice directionnelle peut être com-
plétée pour tenir compte des coefficients de réflexion de la cible. Soit
Θpxcibleq “ pσnmq la matrice de taille M ˆ N constituée de la SER de la
cible pour les différentes incidence d’émission et de réception. La matrice
directionnelle s’écrit :
Hpxcibleq “ Θpxcibleq dHpxcibleq (1.30)
Où d représente le produit matriciel de Hadamard, ie. le produit matriciel
terme à terme.
Remarque 1.6 Formation de faisceau en émission. De même que pour pour la formation de
voie en réception, la présence d’un vecteur directionnel en émission permet de
réaliser de la formation de faisceau en émission. C’est une des nouvelles perspec-
tives et voies de conception propre au dispositif MIMO. Par exemple, le vecteur
directionnel en émission peut être pondéré de manière adaptative au milieu de
propagation pour ne transmettre de l’énergie que dans des directions privilégiées.
1.2.5 Signal radar MIMO dans le domaine fréquentiel et Matrice de
canal
Pour traiter les aspects large bande il est plus commode de se placer dans
le domaine de Fourier. Les mêmes notations seront gardées excepté en
changeant la dépendance au temps t par celle à la fréquence f . Le passage
du domaine temporel au fréquentiel se fait par transformée de Fourier.
Pour rappel, le signal reçu par la cible dans le cas général s’écrit :
scibleptq “
Mÿ
m“1
ż `8
´8
ht,mpτqsmpt´ τqdτ
“
Mÿ
m“1
pht,m ˚ smq ptq
(1.31)
Dans le domaine fréquentiel, les produits de convolution deviennent des
produits simples. Ainsi le signal reçu par la cible devient :
sciblep f q “
Mÿ
m“1
ht,mp f qsmp f q
“ hTt p f qsp f q
(1.32)
Où htp f q “ rht,1p f q, . . . , ht,Mp f qsT P CMˆ1. Le signal reçu par la nie`me an-
tenne de réception est donné par :
ynptq “ phr,n ˚ scibleq ptq (1.33)
Ce qui peut être réécrit en prenant la transformée de Fourier :
ynp f q “ hr,np f qhTt p f qsp f q (1.34)
De même, avec hrp f q “ rhr,1p f q, . . . , hr,Np f qsT P CNˆ1, le vecteur des si-
gnaux reçus s’écrit au final dans le domaine fréquentiel sous la forme :
yp f q “ hrp f qhTt p f qsp f q (1.35)
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Il apparait alors la matrice de canal Hp f q qui est donnée par la relation
suivante :
Hp f q “ hrp f qhTt p f q (1.36)
L’avantage de l’écriture des signaux reçus dans le domaine de Fourier
réside tout d’abord dans le fait qu’aucune hypothèse n’est faite sur l’en-
vironnement de propagation ou sur les formes d’onde émises et permet
de représenter le cas des dispositifs ULB. D’autre part, les milieux de
propagation complexes sont généralement caractérisés dans le domaine
fréquentiel et peuvent ainsi être abordé directement dans les vecteurs
htp f q et hTt p f q. Enfin, les traitements sont plus aisément mis en œuvre
avec des produits matriciels qu’avec des produits de convolution. Ainsi,
les notations dans le domaine fréquentiel seront privilégiées.
1.3 Concept de Réseau d’Antennes Virtuelles MIMO
L’agencement spatial des différents senseurs constituant un dispositif
MIMO donne de nouveaux degrés de liberté dans la conception radar
et la notion d’antenne virtuelle MIMO voit le jour. Dans ce qui suit, ce
concept va être présenté. Des détails plus approfondis sont fournis dans
les travaux [14, 21, 23]. Pour la présentation du concept de réseau virtuel,
les capteurs sont supposés omni-directionnels et le milieu de propagation
non-dispersif.
En repartant de l’expression de la matrice directionnelle eq.(1.29), les
termes de la matrice Hpxcibleq sont donnés par :
pHpxcibleqqnm “ e´j2pi fcpτr,npxcibleq`τt,mpxcibleqq (1.37)
Les expressions des temps de trajet à la cible sont données par
τt,mpxcibleq “ |xcible´ xt,m| {c pour l’émission et τr,npxcibleq “ |xcible ´ xr,n| {c
pour la réception.
La cible est supposée assez éloignée, et x0 désigne le centre du repère
puis ucible le vecteur unitaire dirigé du centre du repère vers la cible, cf.
fig (1.4).
La distance entre le centre du repère et la cible est |xcible´ x0| “ R et la
distance entre une antenne d’émission et la cible peut être approximée
par :
|xcible´ xt,m| “
´
|xcible ´ x0 ` x0 ´ xt,m|2
¯1{2
“
´
|xcible ´ x0|2 ` |x0 ´ xt,m|2 ` 2(xcible´ x0qTpx0 ´ xt,mq
¯1{2
“ R
´
1` 2uTciblepx0 ´ xt,mq{R` |x0 ´ xt,m|2 {R2
¯1{2
» R` uTciblepx0 ´ xt,mq
(1.38)
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Figure 1.4 – Illustration d’un réseau d’antennes MIMO en champ lointain
La même approximation est effectuée pour les antennes de réception de
sorte à obtenir :
τt,mpxcibleq “ R{c` uTciblepx0 ´ xt,mq{c
τr,npxcibleq “ R{c` uTciblepx0 ´ xr,nq{c
(1.39)
En omettant les termes de phase constante en e´j2pi fcpR`u
T
ciblex0q{c et tenant
compte du fait que c{ fc “ λc, le terme général de la matrice Hpxcibleq
devient :
pHpxcibleqqnm “ exp
ˆ
j
2pi
λc
uTciblepxt,m ` xr,nq
˙
(1.40)
La réponse de la cible eq.(1.40) est donc la même que celle obtenue pour
un réseau d’antennes en réception constitué de NM éléments dont les
senseurs seraient placés en :
t xt,m ` xr,n | n “ 1..N et m “ 1..M u (1.41)
Ce réseau d’antennes à NM éléments constitue l’antenne virtuelle. La fi-
gure fig.(1.5) illustre le réseau d’antennes équivalent obtenu à partir d’un
dispositif MIMO avec M “ 3 antennes émettrices et N “ 4 antennes ré-
ceptrices. Le vecteur directionnel hpxcibleq associé est alors formé à partir
de Hpxcibleq en concaténant les colonnes les une en-dessous des autres :
hpxcibleq “ vec pHpxcibleqq (1.42)
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Figure 1.5 – Illustration du réseau d’antenne virtuelle MIMO pour M=3 et N=4
Il est ainsi mis en évidence la capacité du MIMO à réaliser une réseau
d’antennes équivalent de NM éléments avec seulement N `M antennes
physiques.
Remarque 1.7 Redondance MIMO. Sur l’illustration fig.(1.5), les antennes d’émission sont as-
sez espacées pour qu’il n’y ait pas de chevauchement entre les différents éléments
du réseau virtuel. Dans le cas contraire, il est dit qu’il y a recouvrement (over-
lapping) ou redondance dans le réseau virtuel. La redondance peut être utilisée
pour diminuer le niveau des lobes secondaires en imagerie et détection d’angle
d’arrivée.
La relation entre réseaux d’antennes émetteur, récepteur et virtuel peut
être formalisée par des produits de convolution spatiale. Soit p les dis-
tributions définissant les emplacements des antennes émettrices et récep-
trices :
ptpxq “
Mÿ
m“1
δpx´ xt,mq
prpxq “
Nÿ
n“1
δpx´ xr,nq
(1.43)
Compte tenu du fait que les NM éléments du réseau virtuel sont situés
en t xt,m ` xr,n u, la fonction de répartition spatiale pvirtuel suivante est ob-
tenue :
pvirtuelpxq “
Mÿ
m“1
Nÿ
n“1
δpx´ pxt,m ` xr,nqq (1.44)
En comparant ces deux dernières équations, il apparaît clairement que :
pvirtuelpxq “ ppt ˚ prqpxq (1.45)
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La figure 1.6 illustre le réseau virtuel obtenu à partir de réseaux d’an-
tennes linéaires uniformes en émission et réception. Il est ainsi obtenu un
réseau équivalent plein avec une ouverture antennaire agrandi. L’accrois-
sement de l’ouverture équivalente permet l’amélioration de la résolution
azimutale en imagerie et méthode d’estimation d’angle d’arrivée.
La notion de réseau virtuel MIMO est apparentée au concept déjà existant
pour les architectures SIMO du co-réseau [31]. En terme de géométrie,
le co-réseau somme de [31] est identiquement le réseau d’antennes virtuel
MIMO. Cependant, les deux notions diffèrent de par leur approche. En
effet, le vecteur directionnel MIMO présente NM degrés de liberté alors
que celui du co-réseau uniquement N `M.
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Figure 1.6 – Illustration du réseau d’antenne virtuel MIMO pour un réseau linéaire
uniforme pour M=3 et N=4
1.4 Les formes d’onde radar MIMO
L’utilisation de plusieurs voies en émission nécessite la mise en œuvre
de mesures pour pouvoir différencier en réception les signaux provenant
des divers émetteurs. Il s’agit dumultiplexage. Trois types de multiplexage
sont possibles :
‚ le multiplexage temporel.
‚ le multiplexage fréquentiel.
‚ le multiplexage par code.
Le multiplexage temporel répartit les signaux des différentes voies d’émis-
sion dans le temps. Ainsi, chaque senseur transmet successivement un
signal sur la totalité de la bande occupée. Le multiplexage fréquentiel par-
tage la bande occupée pour les différentes voies. Chaque antenne d’émis-
sion possède ainsi sa propre sous-bande en permanence. Enfin, le mutli-
plexage par code pour lequel chaque senseur utilise la totalité de la bande
en permanence. La figure (1.7) représente les occupations temps et fré-
quence des multiples voies d’émission pour les différents multiplexages.
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Figure 1.7 – Occupation en temps et fréquence pour les différents types de multiplexage
1.4.1 Forme d’onde radar pour multiplexage temporel et fréquentiel
Dans le cas du multiplexage temporel, l’émission par chacune des an-
tennes est séquentielle. Aussi, une seule antenne à la fois émet un signal.
Ceci permet d’utiliser les formes d’onde radar classiques déjà existantes.
Le multiplexage fréquentiel attribue à chaque émetteur une sous-bande
propre. Pareillement, les formes d’onde présentées ici restent appli-
cables pour le multiplexage fréquentiel en s’assurant qu’elles occupent
bien la sous-bande adéquate. L’avantage du multiplexage fréquentiel est
l’émission simultanée des signaux permettant d’éviter les problèmes de
stationnarité de la scène. Il y a alors, d’une part les formes d’onde impul-
sionnelles, et d’autre part les formes d’onde à émission continue.
Sans être exhaustif, parmi les formes impulsionnelles, les plus courantes
sont : l’impulsion rectangulaire, l’impulsion gaussienne, le monocycle ou
encore l’ondelette de Ricker. Il est à noter que le monocycle et l’ondelette
de Ricker ne sont, respectivement, que les dérivées première et seconde
d’une forme d’onde gaussienne. L’impulsion peut naturellement être
mise sur porteuse à fc. Les impulsions ULB ont une durée T de l’ordre
0.25 ď T ď 2 nanosecondes. Les expressions analytiques des différentes
formes d’onde sont les suivantes :
impulsion rectangulaire
sptq “ 1 si t P r0, Ts
sptq “ 0 sinon
impulsion gaussienne sptq “ e´at2
monocycle sptq “ ´de
´at2
dt
“ 2ate´at2
1.4. Les formes d’onde radar MIMO 31
ondelette de Ricker sptq “ ´d
2e´at
2
dt2
“ 2ap1´ 2at2qe´at2
La figure (1.8) illustre les allures temporelle et fréquentielle des différentes
formes d’onde impulsionnelles ainsi que leur fonction d’ambiguïté [32],
donnée par l’expression 1.55 p.36, pour T “ 1ns et une variance gaus-
sienne de 1{?a “ 0.2ns.
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Figure 1.8 – Représentation des allures temporelle (a) fréquentielle (b) ainsi que la
fonction d’ambiguïté pour différentes impulsions.
Dans le cas des formes d’onde à émission continue, le signal est gé-
néralement modulé en fréquence de sorte à occuper la bande souhaitée.
Le terme "modulé en fréquence" signifie que la fréquence du signal syn-
thétisé n’est plus constante mais devient une fonction du temps f “ f ptq,
faisant alors apparaître la notion de fréquence instantanée. Le signal émis
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se met ainsi sous la forme suivante :
sptq “ exp
ˆ
j2pi
ż t
0
f pτqdτ
˙
(1.46)
La modulation en fréquence sert à obtenir un signal large bande et de
longue durée T „ 1ms et permet de pallier les problèmes de conception
de radar impulsionnel ULB, cf. p.10. La modulation la plus fréquente
reste la modulation linéaire, le signal ainsi formé est connu sous le nom
de chirp. Cependant, d’autres modulations sont possibles telles que les
modulations sinusoïdales f ptq “ cosp2pi fmodtq ou quadratique f ptq “ αt2.
Néanmoins ces modulations ne sont pas utilisées en radar.
Dans le cas particulier de la modulation linéaire, la fréquence instan-
tanée est alors une fonction linéaire du temps et s’écrit :
f ptq “ f0 ` αt (1.47)
En supposant alors que le signal balaie la bande B pendant le temps
d’émission T, cf. fig. (1.10), les fréquences initiale et finale sont donc :"
f p0q “ f0
f pTq “ f0 ` B ñ α “ B{T (1.48)
Le signal se met alors sous la forme suivante :
sptq “ exp
ˆ
j2pi
ˆ
f0t` B2T t
2
˙˙
(1.49)
La figure (1.9) illustre l’allure temporelle d’un signal chirp. La représen-
tation fréquentielle ainsi que la fonction d’ambiguïté y sont également
montrées pour BT “ 40.
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Figure 1.9 – Représentation de l’allure temporelle d’un chirp(a). Et représentation
fréquentielle (b) ainsi que la fonction d’ambiguïté pour un chirp avec BT “ 40.
Remarque 1.8 Step Frequency et Frequency Hopping. Le balayage en fréquence peut égale-
ment se faire de manière discrète. Le signal est alors constitué de sous-impulsions
de fréquence fixe. En notant B la bande occupée pendant la durée d’émission T
et Ni le nombre de sous-impulsion. La nie`mei sous-impulsion est une impulsion de
fréquence fixe fni “ f0 ` ni
B
Ni
d’une durée Ti “ T{Ni. Dans ce cas, la fréquence
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instantanée est une fonction en escalier, cf. fig.(1.10). Le balayage de la fréquence
se fait par pallier avec un pas fréquentiel constant d’où l’appellation step fre-
quency. Néanmoins si le balayage se fait avec un pas fréquentiel non constant
alors on parle plutôt de frequency hopping.

	





	







paq pbq
Figure 1.10 – Fréquence instantanée d’un chirp (a) et d’un step frequency (b).
1.4.2 Forme d’onde radar pour multiplexage par codes orthogonaux
Le multiplexage par codes permet l’émission simultanée des signaux des
différents senseurs. Parmi les formes d’onde radar à code, il y a d’une
part les codes phasés et d’autre part les codes fréquentiels.
Une forme d’onde à code phasé est une impulsion constituée de Ni
sous-impulsions de même durée Ti “ T{Ni auxquelles sont attribuées
différentes valeurs de la phase. Le signal ainsi formé, écrit en fonction de
l’impulsion rectangulaire notée rect(.), se met sous la forme :
sptq “
Niÿ
i“1
ejφirect
ˆ
t´ iTNi
TNi
˙
(1.50)
La séquence à Ni éléments tφ1, . . . , φNiu constitue alors le code phasé.
Il existe de nombreux codes phasés, cependant les raisons qui font que
certains sont privilégiés par rapport à d’autre proviennent généralement
de bonnes propriétés des codes en terme de fonction d’ambiguïté, oc-
cupation spectrale ou simplicité de mise en œuvre. Les codes les plus
connus sont les codes binaires de Barker ou encore les codes complexes
de Franck. Une littérature quasiment exhaustive des différentes formes
d’onde à code phasé est fournie chap.6 [33]. Dans le cadre d’une architec-
ture radar MIMO, chacune des voies en émission possède alors son propre
code phasé Φm “ rejφm1 , . . . , ejφ
m
Ni sT P CNi comme le montre la figure (1.11).
Ces codes sont orthogonaux entre eux. En notant H l’opération transposée
conjuguée, cette condition se met sous la forme :
Φ
H
mΦl “ δpm, lq “
"
1 si l “ m
0 sinon
(1.51)
Les travaux [34] montrent une application des séquences de Gold dans le
cadre de la détection MIMO.
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Figure 1.11 – Représentation de l’enveloppe complexe d’une forme d’onde à code phasé
pour différentes voies d’émission.
Remarque 1.9 Forme d’onde OFDM. La forme d’onde OFDM pour Orthogonal Frequency Di-
vision Multiplexing directement issue du domaine des télécommunications peut
être utlisée en radar. Cette forme d’onde appartient aux formes d’onde à multi-
plexage par code. En effet, chaque voie en émission occupe toutes les sous-bandes.
De plus, le signal sur chacune des sous-bandes est modulé par un code orthogonal.
Le signal formé pour la mie`me antenne d’émission se met sous la forme :
sptq “
Niÿ
i“1
cmpiqrect
ˆ
t´ iTi
Ti
˙
ej2pii
B
Ni
t (1.52)
Avec cm P CNi les symboles de données à transmettre. La matrice de données
C “[c1,..,cM] possède des vecteurs orthogonaux entre eux (ie. cHmcl “ δpm, lq. Les
travaux [35] illustrent une utilisation opportuniste de la forme d’onde OFDM
pour l’imagerie radar passive.
La forme d’onde à code fréquentiel, quant à elle, est également une im-
pulsion constituée de Ni sous-impulsions de durée Ti “ T{Ni. Chacune
des sous-impulsions est en fait, ici, une impulsion à fréquence constante.
Le signal ainsi formé s’écrit :
sptq “
Niÿ
i“1
rect
ˆ
t´ iTi
Ti
˙
ej2pi fit (1.53)
Avec fi la fréquence de la ie`me sous-impulsion donnée par :
fm “ f0 `Πpiq BM (1.54)
Où Π est une permutation de l’ensemble d’entiers J1, 2, .. , NiK. La per-
mutation définit alors le code. Si la permutation est l’identité (ie. Πpiq “ i)
alors le code fréquentiel est tout simplement la forme d’onde en step
frequency. Sinon, il s’agit d’une forme d’onde en frequency hopping.
A titre explicatif, soient par exemple que Ni “ 7 puis Πi la permu-
tation identité et Π une permutation autre. Les correspondances entre
1.4. Les formes d’onde radar MIMO 35
permutation et fréquence de la iie`me sous-impulsion émise sont suivantes :
Πi fréquence émise
1 ÞÑ 1 f1 “ f0 ` 1pB{Mq
2 ÞÑ 2 f2 “ f0 ` 2pB{Mq
3 ÞÑ 3 f3 “ f0 ` 3pB{Mq
4 ÞÑ 4 f4 “ f0 ` 4pB{Mq
5 ÞÑ 5 f5 “ f0 ` 5pB{Mq
6 ÞÑ 6 f6 “ f0 ` 6pB{Mq
7 ÞÑ 7 f7 “ f0 ` 7pB{Mq
Π fréquence émise
1 ÞÑ 4 f1 “ f0 ` 4pB{Mq
2 ÞÑ 7 f2 “ f0 ` 7pB{Mq
3 ÞÑ 1 f3 “ f0 ` 1pB{Mq
4 ÞÑ 6 f4 “ f0 ` 6pB{Mq
5 ÞÑ 5 f5 “ f0 ` 5pB{Mq
6 ÞÑ 2 f6 “ f0 ` 2pB{Mq
7 ÞÑ 3 f7 “ f0 ` 3pB{Mq
Table 1.2 – Correspondance entre permutations et fréquences associées aux
sous-impulsions pour un step frequency (gauche) et un frequency hopping.
Ces permutations représentent les formes d’onde dont l’occupation temps
fréquence est donnée figure (1.12).
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(a) step frequency.
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(b) frequency hopping
Figure 1.12 – Occupation en temps et fréquence pour les différentes permutations
De même que précédemment, dans le cadre d’une architecture radar
MIMO, chacune des voies en émission possède son propre code (ie. sa
propre permutation) Πm. Lors de la définition des différentes permuta-
tions, il faut naturellement s’assurer qu’il n’y ait pas de chevauchement
dans l’espace des fréquences. Concrètement, il s’agit de garantir que
deux antennes n’émettent pas la même fréquence en même temps. Le
nombre de permutations possibles est Ni !. Il est clairement impossible
de déterminer et tester toutes les possibilités. Par exemple, pour seule-
ment Ni “ 10, soit seulement 10 points fréquentiels dans la bande B
souhaitée, il y a plus de 3, 5 millions de possibilités ! L’ordre dans lequel
les différentes fréquences sont émises influe grandement sur la fonction
d’ambiguïté. Les travaux de Costas proposent une construction des codes
permettant d’obtenir de bonnes propriétés en termes d’auto-corrélation
cross-corrélation, cf. chap.5 [33]. D’autres travaux proposent de travailler
sur le corps Z{NiZ pour construire les codes. Les permutations sont
alors définies par une relation de congruence sur ce corps. Les travaux de
Titlebaum fournissent les différentes classes de codes frequency hopping
[36, 37].
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Les codes de Costas ont été utilisés pour l’imagerie radar Range-Doppler
à l’aide d’une architecture MIMO [38]. D’autres travaux démontrent
l’amélioration des performances d’estimation des paramètres de la cible à
l’aide de code frequency hopping [39, 40]. Une formalisation de la fonc-
tion d’ambiguïté radar MIMO pour les formes d’onde à codes fréquentiels
est présentée dans [41].
1.5 La Fonction d’ambiguïté radar MIMO
La volonté de réaliser des dispositifs radar de plus en plus perfor-
mants, précis et complexes a nécessité la définition d’outils permettant de
quantifier les performances de tels systèmes. C’est ainsi que fut introduite
la fonction d’ambiguïté de Woodward [42, 43] :
χpτ, νq “
ˇˇˇ
ˇ
ż
sptqs˚pt´ τqe´j2piνtdt
ˇˇˇ
ˇ
2
(1.55)
Cette fonction informe sur la résolution distance et Doppler et permet
donc de déterminer les performances d’estimation de distance et vitesse.
Remarque 1.10 Fonction d’ambiguïté et filtrage adapté. La fonction d’ambiguïté peut égale-
ment être interprétée comme l’inter-correlation entre le signal émis et le signal
reçu d’une cible distante de d “ cτ{2 et de vitesse apparente v “ λ fd{2. En
notant κ “[d v] les paramètres de la cible, on note alors de manière équivalente :
χpτ, νq “ χpκq (1.56)
Cette définition de la fonction d’ambiguïté s’est vue modifiée par la suite
pour pouvoir prendre en compte les signaux ULB et ainsi que les cas où
la cible se déplace à une vitesse de l’ordre de la vitesse de propagation du
signal [44, 45]. On parle alors de fonction d’ambiguïté généralisée. Avec
l’apparition des systèmes radar avec réseaux d’antennes, une nouvelle
définition de la fonction d’ambiguïté tenant compte de la répartition
géométrique des antennes a été proposée [46, 47]. Dans le domaine de
l’imagerie radar, on parle plutôt de point spread function [48], qui repré-
sente en fait l’image obtenue d’une cible ponctuelle par le système radar
imageur. Enfin, dernièrement, la notion de fonction d’ambiguïté a été
généralisée pour les dispositifs radar MIMO [49]. Dans ce qui va suivre,
une formulation de la fonction d’ambiguïté MIMO basée sur différents
travaux [49, 50, 51] sera proposée.
Soit une cible en xcible se déplaçant à la vitesse v, paramétrée par le
vecteur κcible “[xcible vcible] et un système radar MIMO, cf. fig (1.13). Soit
aussi, u(xcible,xp.q) le vecteur unitaire directeur d’une antenne vers la cible
et fd la fréquences Doppler.
fd,mn “ fd,m ` fd,n “
upxcible, xt,mqTv
λc
` upxcible, xr,nq
Tv
λc
(1.57)
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Le temps τmnpxcibleq “ τt,mpxcibleq ` τr,npxcibleq désigne le temps de trajet
pour aller de la mie`me antenne émettrice à la cible et revenir au nie`me récep-
teur. Les signaux provenant des différentes senseurs émetteurs, réfléchis
par la cible et reçu par la nie`me antenne de réception s’écrivent 2 3 :
ynptq “
Mÿ
m“1
smpt´ τmnpxcibleqqe´j2piτmnpxcibleqp fc` fd,mnqej2pi fd,mnt (1.58)
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Figure 1.13 – Scénario radar MIMO
Il est alors formé M corrélations avec les différentes formes d’onde émises :
χmnpκq “
ż
ynptqs˚mptqej2pi fc t (1.59)
En développant l’expression :
χmnpκq “
Mÿ
mˆ“1
ż
smˆpt´ τmˆnqs˚mptqe´j2piτmˆnp fc` fd,mˆnqej2pi fd,mˆnt (1.60)
Où τmˆn et fd,mˆn les retards et Doppler d’une cible de paramètres quel-
conques κ “[x v]. La fonction d’ambiguïté MIMO est alors donnée par :
χpκq “
ˇˇˇ
ˇˇ Mÿ
m“1
Nÿ
n“1
χmnpκq
ˇˇˇ
ˇˇ
2
(1.61)
En développant l’expression de la fonction d’ambiguïté MIMO, la forme
générale suivante est alors obtenue :
χpκq “
ˇˇˇ
ˇˇ Mÿ
m“1
Nÿ
n“1
Mÿ
mˆ“1
ż
smˆpt´ τmˆnqs˚mptqe´j2piτmˆnp fc` fd,mˆnqej2pi fd,mˆnt
ˇˇˇ
ˇˇ
2
(1.62)
2. la notation en signal analytique est adoptée
3. les amplitudes représentatives de la réflectivité de la cible sont omises pour une
meilleure lisibilité
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Sauf hypothèses particulières sur les différents signaux émis et/ou la
géométrie du réseaux d’antennes, l’expression de la fonction d’ambiguïté
ne peut pas être simplifiée. Néanmoins, cette fonction fait apparaître les
inter-corrélations entre les différents signaux émis. Elle tient également
compte de la géométrie du réseau d’antennes par les différents temps de
trajets et Doppler apparent liés à chaque couple émetteur récepteur.
Afin de pouvoir différencier les signaux des différents senseurs, les
signaux émis (sm)m“1..M sont généralement supposés avoir des propriétés
idéales en terme d’inter-corrélation, à savoir :
si m ‰ mˆ alors @pτ, νq
ż
smptqsmˆpt´ τqej2piνt “ 0
Sous ces hypothèses idéales, les termes d’inter-corrélation dans l’expres-
sion eq. (1.62) peuvent être négligés 4 et la fonction d’ambiguïté devient
alors :
χpκq “
ˇˇˇ
ˇˇ Mÿ
m“1
Nÿ
n“1
ż
smpt´ τmnqs˚mptqe´j2piτmnp fc` fd,mnqej2pi fd,mnt
ˇˇˇ
ˇˇ
2
(1.63)
Tenant compte du fait que la fonction d’ambiguïté est une fonction à nom-
breuses variables 5, différentes fonctions d’ambiguïté peuvent être définies
en restreignant certains paramètres. Il est ainsi défini la fonction d’ambi-
guïté en position et celle en vitesse, respectivement, par les relations sui-
vantes :
χpxq fi χpκq |v“0
χpvq fi χpκq |x“xcible
(1.64)
D’autres simplifications de la fonction d’ambiguïté MIMO sont proposées
dans [49, 52] et chap.3 [4] pour des signaux orthogonaux à bande étroite
et un réseau coherent MIMO (ie. des antennes colocalisées) ainsi que dans
l’hypothèse "champ lointain".
Pour illustration, soit un scénario avec M “ 4 émetteurs et N “ 8 ré-
cepteurs. Les formes d’onde émises sont supposées orthogonales entre
elles et à bande étroite. Elles occupent une bande de 0.5 MHz ou 1 MHz
mis sur porteuse à fc “ 1.5GHz. Les réseaux d’antennes émettrices et
réceptrices sont linéaires uniformes centrés par rapport à la scène placé le
long de l’axe x. La cible est située xcible = [0 20 0]Tm. Les tracés ci-dessous
donnent la fonction d’ambiguïté en position χpxq pour différentes valeurs
de l’espacement entre les éléments antennaires.
Les tracés de la fonction d’ambiguïté en position ci-dessus révèlent clai-
rement l’influence de la bande et de la répartition spatiale des antennes
sur les performances de détection. Comme il est illustré, la bande agit sur
la résolution en distance. En effet, les tracés fig. (1.14) sont plus étalés en
distance (axe y) que ceux de fig. (1.15). Tandis que l’étalement spatial des
4. ie. que l’on ait
ş
smptqsmˆpt´ τqej2piνt „ 0 pour mˆ ‰ m
5. la fonction d’ambiguïté MIMO est une fonction à 6 variables : 3 pour la position et
3 pour la vitesse
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Figure 1.14 – Représentation de la fonction d’ambiguïté en position obtenue pour
xcible=[0 20 0]Tm avec B “ 0.5 MHz à fc “ 1.5 GHz et un réseau d’antennes placé le
long de l’axe x avec espacement entre antennes de dxt “ λc pour l’émission et
dxr “ λc{4 (a) ou dxr “ λc (b) pour la réception.
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Figure 1.15 – Représentation de la fonction d’ambiguïté en position obtenue pour
xcible=[0 20 0]Tm avec B “ 1 MHz à fc “ 1.5 GHz et un réseau d’antennes placé le
long de l’axe x avec espacement entre antennes de dxt “ λc pour l’émission et
dxr “ λc{4 (a) ou dxr “ λc (b) pour la réception.
antennes permet d’obtenir une meilleure résolution sur l’axe longitudinal.
Les tracés de droite sont plus étendus en azimut (axe x). Il est alors naturel
de penser qu’un design conjoint entre forme d’onde et répartition spatiale
des antennes permettrait de réduire les niveaux de lobes secondaires et
d’améliorer significativement les performances de détection radar.
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Conclusion
Ce chapitre a servi à définir clairement ce qu’est le concept MIMO ap-
pliqué au radar. L’ensemble des notions propres au radar MIMO y ont
ainsi été spécifiées et les notions de radar classiques ont été étendues au
cas MIMO. Une formulation générale du signal radar MIMO a également
été présentée.
Dans un premier temps, il a été défini les différents type de radar MIMO.
Il a ainsi été mis en évidence que selon l’agencement spatiale des antennes,
il s’agit de statistical MIMO si les antennes sont espacée, ou de coherent
MIMO si les antennes sont rapprochées. De même, selon le traitement de
l’information, la distinction est faite entre le radar MIMO phasé qui utilise
un traitement cohérent sur les signaux mesurés par les divers senseurs, du
radar multistatique qui use de traitements incohérents. Une bibliographie
a ensuite été proposée, permettant d’appréhender le domaine du radar
MIMO et d’avoir une vision globale du concept MIMO.
Dans un second temps, une formulation théorique générale du signal
MIMO a été proposée. Un parallèle entre fonction de Green et réponse
impulsionnelle a été mis en avant. Trois formulations différentes de la
matrice signal MIMO ont été présentées. Il y a d’une part, la matrice im-
pulsionnelle et son équivalent dans le domaine de Fourier, la matrice de
canal. Et d’autre part, la matrice directionnelle qui est en fait une géné-
ralisation au cas MIMO du concept de vecteur directionnelle. Cependant,
cette représentation n’est valable qu’en champ lointain. La notion de ré-
seau d’antennes virtuelles MIMO a ensuite été définie.
Enfin, dans un dernier temps, les aspects formes d’onde et fonction d’am-
biguïté MIMO ont été abordés. Il a été établi qu’un dispositif MIMO né-
cessite des mesures particulières pour pouvoir différencier en réception les
signaux provenant des différents senseurs émetteurs. Ces mesures se tra-
duisent par la mise en place d’un multiplexage à l’émission. Il est identifié
alors trois types de multiplexage, le multiplexage temporel, fréquentiel et
à codes. Certaines formes d’ondes propres à chacun de ces multiplexages
ont été présentées. Enfin, une généralisation de la fonction d’ambiguïté
de Woodward a été proposée pour le cas MIMO. Cette fonction relative-
ment complexe fait apparaître des produits d’inter-corrélation entre les
différents signaux émis. Elle tient également compte de la géométrie du
réseau d’antennes en faisant intervenir les différents temps de trajets et les
Doppler apparents à chaque nœud <émetteur|récepteur>.
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La traversée des ondes électromagnétiques dans un milieu complexe en-traîne atténuations et distorsions sur celles-ci. La compréhension des dif-
férentes interactions mises en jeu dans la propagation des ondes ainsi que
leur modélisation sont nécessaires pour en tenir compte dans les appli-
cations visées. Notamment, dans le contexte de la détection radar [1] à
travers les murs, l’identification des phénomènes de propagation interve-
nant à la traversée du mur permet d’adapter les traitements de détection
et/ou localisation pour de meilleures performances. De même, dans le
cadre des télécommunications, la bonne estimation de l’atténuation à la
traversée les murs permet l’établissement de bilans de liaison adéquats [2].
La diversité des matériaux constituant les murs ainsi que leur structure
interne complexifie une caractérisation globale paramétrique des murs.
Ainsi plusieurs approches sont envisagées, on distingue alors les modé-
lisations déterministes des modélisations statistiques pour caractériser la
propagation de l’onde à travers un mur.
2.1 Les Équations de Propagation à Travers les Murs
Cette section présente les équations de Maxwell dans les milieux di-
électriques. À l’aide des relations constitutives du milieu et des équations
de Maxwell, les équations de propagation des champs sont formulées.
Les notations ainsi que les unités des différentes grandeurs sont pré-
sentées ci-dessous.
~E champ d’excitation électrique V.m´1
~B champ d’induction magnétique T
~D champ d’induction électrique C.m´2
~H champ d’excitation magnétique A.m´1
~jc courant de conduction A.m´2
ρs densité de charge C.m´3
σs conductivité du milieu S.m´1
ε1 permittivité absolue du milieu C2.N´1.m´2
εr permittivité relative du milieu adimensionnel
ε0 permittivité absolue du vide 8.85e´12 C2.N´1.m´2
ε permittivité complexe du milieu C2.N´1.m´2
µ perméabilité magnétique absolue du milieu H.m´1
µr perméabilité magnétique relative du milieu adimensionnel
µ0 perméabilité magnétique absolue du vide 4pie´7 H.m´1
rot opérateur différentiel rotationnel
div opérateur différentiel divergence
grad opérateur différentiel gradient
∆ opérateur différentiel laplacien
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2.1.1 Les Équations de Maxwell à Travers les Murs
Les équations différentielles de Maxwell reliant le champ électrique au
champ magnétique sont données par les quatre équations suivantes :
Équation de Maxwell-Faraday rot~E “ ´B
~B
Bt
Équation de Maxwell-Ampère rot~H “ B
~D
Bt `
~jc
Équation Flux Magnétique div~B “ 0
Équation de Maxwell-Gauss div~D “ ρs
(2.1)
Les différents champs intervenant dans ces équations dépendent du temps
et de l’espace 1. Les équations (2.1) constituent la forme locale des équa-
tions de Maxwell. À la traversée d’un milieu hétérogène, ces équations
peuvent être réécrites sous forme d’intégrales et permettent alors de spé-
cifier les conditions de passage aux interfaces. Une interprétation rapide
de ces quatre équations consiste à dire que les équations de Faraday et du
flux traduisent les comportements intrinsèques des champs électrique et
magnétique indépendamment des densités de courant et de charges qui
les créent. D’autre part, les équations d’Ampère et de Gauss relient les
champs magnétiques et électriques aux densités de courant et de charge
dans le milieu.
Les équations de Maxwell doivent être complétées par les relations
constitutives du milieu qui traduisent les réponses d’un matériau. Dans
le cas d’un milieu linéaire isotrope, ces relations sont formées par la loi
d’Ohm locale ~jc “ σs~E ainsi que les équations suivantes :
~D “ ε1~E
~B “ µ~H
(2.2)
2.1.2 Équations de propagation des champs électrique et magnétique
À partir des équations de Maxwell et des relations constitutives du milieu,
les équations de propagation des champs peuvent être obtenues.
Par exemple, pour le champ électrique, en appliquant le rotationnel
de l’équation de Faraday :
rot
´
rot~E
¯
“ grad
´
div~E
¯
´ ∆~E (2.3)
1. la notation de ces dépendances a été omise pour la lisibilité
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En utilisant les équations de Maxwell et les relations constitutives, le dé-
veloppement du membre de gauche s’écrit :
rot
´
rot~E
¯
“ ´µrot
˜
B~B
Bt
¸
“ ´µ
B
´
rot~B
¯
Bt
“ ´µε1 B
2~E
Bt2 ´ µ
B~jc
Bt
(2.4)
De plus, en utilisant l’équation de Gauss, la première partie du membre
de droite de l’équation (2.3) s’écrit également :
grad
´
div~E
¯
“ grad
´ρs
ε1
¯
(2.5)
D’où, l’équation d’onde pour le champ électrique :
∆~E´ µε1 B
2~E
Bt2 “ grad
´ρs
ε1
¯
` µB
~jc
Bt (2.6)
Cette équation (2.6) constitue l’équation de propagation du champ élec-
trique. Un raisonnement similaire, non détaillé ici, permet d’obtenir
l’équation de propagation du champ magnétique.
En l’absence de charge (ρs “ 0) et compte tenu la loi d’Ohm, l’équa-
tion (2.6) se réécrit sous la forme :
∆~E´ µσs B
~E
Bt ´ µε
1 B2~E
Bt2 “ 0 (2.7)
Et l’équivalent pour le champ magnétique :
∆~H ´ µσs B
~H
Bt ´ µε
1 B2~H
Bt2 “ 0 (2.8)
En régime harmonique de pulsation ω (ie. ~E “ ~E0ejωt), l’équation de pro-
pagation se met sous la forme :
∆~E “ jωµσs~E´ω2µε1~E “ γ2~E (2.9)
Où γ désigne la constante de propagation et s’exprime en fonction de la
permittivité effective εe 2 :
γ “
c
´ω2µpε1 ´ jσs
ω
q
“
a
´ω2µε
“ α` jβ
(2.10)
2. cf. eq.(2.19) p. 53
2.2. Propagation à travers les murs 49
Les paramètres α et β sont plus communément appelés coefficient
d’atténuation et constante de propagation respectivement. En notant
c “ 1{?ε0µ0 la vitesse de propagation des ondes électromagnétiques
dans le vide, le coefficient d’atténuation se met sous la forme :
α “ ω
gffeµ´aε12e ` εe”2 ´ ε1e¯
2
“ ω
gffeµε0ε1r
2
˜d
1` εr”
2
ε12r
´ 1
¸
“ ω
c
gffeµrε1r
2
˜d
1` εr”
2
ε12r
´ 1
¸
(2.11)
En notant que α2 ´ β2 “ ´ω2µε1, la constante de propagation est obtenue
par la relation suivante :
β “ ω
c
gffeµrεr
2
˜d
1` εr”
2
ε12r
` 1
¸
(2.12)
Les discussions faisant intervenir ces paramètres sont données p.53 pour
le coefficient d’atténuation et p.54 pour la constante de propagation.
2.2 Propagation à travers les murs
Les principaux phénomènes auxquels est soumise une onde électro-
magnétique à sa traversée d’un mur sont une importante atténuation,
la dispersion ainsi que la destruction partielle des fronts d’onde. Ces
effets sont critiques en radar et compliquent la détection ainsi que la
localisation. En effet, si l’atténuation est telle que le retour de la cible est
inférieur au bruit de mesure et clutter ambiant alors la détection s’avère
impossible. D’autre part, en cas de destruction des fronts d’onde, les
traitements cohérents et l’imagerie radar sont sévèrement dégradés.
Cette section présente dans un premier temps les différents phéno-
mènes impliqués lors de la traversée des murs. Après quoi, la propagation
dans les milieux diélectriques est présentée avec quelques interprétations
physiques. Les différents phénomènes de propagation sont ensuite repris
dans le détail pour apporter une compréhension plus approfondie des
mécanismes de propagation.
2.2.1 Phénomènes de Propagation subits
Les effets d’atténuation et de distorsions mis en avant précédemment sont
en fait liés à d’autres phénomènes de propagation [1] et cf. fig. (2.1) :
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‚ le changement de vitesse de propagation de l’onde EM dans le mur
‚ la réfraction, ie. le changement de chemin optique à la traversée
‚ l’absorption, une partie de l’énergie est absorbée par le mur
‚ la réflexion, l’énergie est en grande partie réfléchie par le mur
‚ les réflexions multiples à l’intérieur du mur
‚ la diffraction sur les bords et les hétérogénéités du mur
Les phénomènes de réflexion déterminent en grande partie l’atténuation
à la traversée du mur, tout au moins en première approximation. Les phé-
nomènes d’absorption agissent sur la dispersion de l’onde, cependant ils
peuvent apporter une atténuation non négligeable en haute fréquence et
selon l’humidité du mur. Tandis que les phénomènes de diffraction et ré-
flexions multiples à l’intérieur du mur, eux, déforment les fronts d’onde et
engendrent des interférences. La réfraction et le changement de vitesse de
propagation à la traversée peuvent être pris en compte au premier ordre
à l’aide des lois de Snell Descartes. Les matériaux constituant le mur dé-
terminent globalement les aspects de propagation à travers les murs, bien
que la structure interne des murs a elle aussi son influence.
paq changement de vitesse pbq réfraction
de propagation
pcq absorption pdq réflexion
peq diffraction sur les bords et p f q réflexion à l’intérieur
hétérogénéités du mur du mur
Figure 2.1 – Les différents phénomènes de propagation à la traversée d’un mur
2.2.2 Propagation à travers les milieux diélectriques
Les matériaux de construction des murs sont considérés comme étant iso-
lants, bien qu’ils soient à pertes car ils contiennent toujours un peu d’eau
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(béton, ciment, ...). Les caractéristiques physiques déterminant la propaga-
tion électromagnétique dans un matériau sont les propriétés diélectriques
et conductrices de celui-ci. En effet, ces grandeurs permettent d’une part
de préciser le changement de vitesse et la modification du chemin optique
de l’onde à la traversée du matériau. D’autre part, elles permettent égale-
ment de déterminer l’absorption et l’atténuation de l’onde passante.
La réponse d’un matériau à une sollicitation électromagnétique fait
intervenir les trois paramètres suivants :
§ la permittivité diélectrique ε, traduisant les phénomènes de polari-
sation au sein du matériau
§ la perméabilité magnétique µ, décrivant la modification des lignes
de champ magnétique
§ la conductivité électrique σ exprimée en Siemens par mètre [S.m´1],
reliant les courants de conduction au champ électrique
Les valeurs des permittivité et perméabilité sont communément rappor-
tées à celle dans le vide (ε0,µ0). On parle alors de permittivité relative
ε “ εrε0 et perméabilité relative µ “ µrµ0.
Les matériaux de construction des murs sont généralement des mi-
lieux diélectriques et non magnétiques. Ainsi, le champ magnétique se
trouve peu (voire pas) modifié à la traversée et la perméabilité relative
est considéré comme constante µr “ 1. Cependant, comme toute matière,
ces milieux sont formés de molécules avec des charges positives et néga-
tives soumis à l’influence du champ électrique traversant. Pour certaines
molécules constituant le matériau, tel que l’eau, les centres de gravité des
charges négatives diffèrent naturellement de celui des charges positives
et forme ainsi un dipôle électrique qualifié de permanent. D’autres di-
pôles, dits induits, sont créés au sein du matériau par l’application d’un
champ électrique qui entraîne le déplacement des charges présentes dans
les molécules. Par nature, les dipôles induits sont alignés sur le champ
électrique qui les crée. Les dipôles permanents, quant à eux, s’alignent
sur les lignes de champ en fonction de leur moment dipolaire. L’orienta-
tion des dipôles suivant une direction privilégiée entraîne la polarisation
du milieu. La densité volumique totale de moments dipolaires observée
dans le matériau définit la polarisation électrique du milieu, notée P. Cet
état de polarisation du matériau retient une partie de l’énergie de l’onde
traversante qui sera par la suite restituée après disparition de l’excitation
électromagnétique. La capacité de polarisation d’un matériau traduit
donc son potentiel à stocker de l’énergie.
L’induction électrique D faisant intervenir l’effet du champ électrique
sur la matière est définie par :
D “ ε0E` P (2.13)
Avec E le champ électrique présent. Le rapport de l’induction électrique
en présence du matériau à celle dans le vide forme la permittivité relative
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aussi appelé constante diélectrique du matériau :
εr “ 1` P
ε0E
(2.14)
La permittivité relative quantifie donc cette capacité de stockage d’éner-
gie électromagnétique du mur. Le tableau cf. fig. (2.2) donne les valeurs
de la permittivité relative à très basse fréquence pour des matériaux de
construction typiques des murs.
Matériaux Permittivité Diélectrique Tangente de Perte
béton 5 à 7 1.10´1 à 7.10´1
bois 1.2 à 4.5 1.10´2
verre 4 à 9 1.10´3
contreplaqué 1.7 à 2.9 2.10´1
Figure 2.2 – Permittivité diélectrique relative et tangente de perte pour des matériaux
typiques de construction de mur
La rotation des dipôles pour s’aligner parallèlement au champ doit
s’opposer à des forces de frottements et de rappel ainsi qu’à l’agitation
de molécules due à la température ambiante [3]. L’existence de ces forces
s’opposant à l’orientation des dipôles a une double conséquence, en
particulier lorsque le champ électrique appliqué est variable et à haute
fréquence. Le travail développé pour contrecarrer les forces de frottement
consomme de l’énergie prélevée au champ électrique. Cette énergie se
dissipe dans le matériau sous forme de chaleur. Un diélectrique absorbant
de l’énergie par ce mécanisme est qualifié de diélectrique à perte. D’autre
part, l’orientation des dipôles se fait avec un certain retard. Ce retard est
négligeable lorsque le champ varie lentement, l’induction électrique est
alors en phase avec le champ électrique. Néanmoins, lorsque la fréquence
augmente, le retard devient significatif causant ainsi un déphasage entre
champs et induction. En régime harmonique de pulsation ω, l’équation
2.13 est alors modifiée :
D “ εE
où ε “ ε1 ´ jε”
(2.15)
Avec εr la permittivité complexe. Le déphasage introduit dépend de la
fréquence et induit alors la dispersion et déforme les formes d’ondes
traversantes. Dans l’écriture d’une permittivité complexe, la partie réelle
représente la capacité de stockage de l’énergie du matériau. Puis, la partie
imaginaire rend compte des pertes d’énergie dues au déplacement des
dipôles précédemment citées ainsi que de la dispersion de l’onde.
Les matériaux de construction des murs ne sont pas parfaitement iso-
lants et leur conductivité électrique est donc non nulle. L’application d’un
champ électrique variable à ce type de milieu engendre donc un courant
de conduction ainsi qu’un courant de déplacement. Aux pertes diélec-
triques évoquées s’ajoutent alors des pertes ohmiques par effet Joule. La
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conductivité du matériau peut être redéfinie pour prendre en compte
les deux phénomènes de perte. Il s’agit de la conductivité effective σe
exprimée par :
σe “ σs ` σd “ σs `ωε0εr” (2.16)
Avec σs la conductivité du matériau prenant en compte les pertes par ef-
fet Joule dans le matériau. Et σd, la conductivité dynamique représentant
les pertes due aux réorientations des dipôles. Le rapport entre la perte
d’énergie totale et l’énergie stockée à la traversée permet de définir l’angle
de perte δ :
tan δ “ σs ` σd
ωε0ε1r
“ σs
ωε0ε1r
` εr”
ε1r
(2.17)
En pratique, pour des matériaux de mur, les pertes par effet Joule sont
négligeables devant les pertes diélectriques et l’équation précédente se
simplifie :
tan δ » εr”
ε1r
(2.18)
De la même manière, on peut définir la permittivité effective εe donnée
par :
εe “ ε´ j σ
ω
“ ε1 ´ jpε”` σs
ω
q
“ ε1e ´ jεe”
“ ε0pε1r ´ jεr”q
(2.19)
Permittivité et conductivité électriques décrivent deux phénomènes phy-
siques de perte d’énergie distincts. Dans un diélectrique et conducteur
non parfait, il est impossible de distinguer les contributions respectives
des phénomènes de conduction et de polarisation pour la gamme de
fréquence radar à détection à travers les murs généralement comprise
entre 500 à 5000 MHz. Toutefois, les matériaux de construction des murs
sont considérés comme diélectriques ayant une permittivité effective com-
plexe. La conductivité du matériau est alors prise en compte par la partie
imaginaire de la permittivité.
2.2.3 Atténuation dans les murs et profondeur de pénétration
Le coefficient d’atténuation permet de déterminer l’atténuation caractéris-
tique d’une onde plane progressive de pulsation ω se propageant dans le
mur, cf. remarque (2.1). Pour rappel celui est obtenu par la relation :
α “ ω
c
gffeµrε1r
2
˜d
1` εr”
2
ε12r
´ 1
¸
(2.20)
Pour une distance parcourue dans le mur de 1{α, l’onde se voit atténuée
du facteur e “ 2.718. À partir du coefficient d’atténuation, la profondeur
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de pénétration ep est alors définie par :
ep “ 1
α
“
?
2c
ω
1c
µr
´a
ε12r ` εr”2 ´ εr
¯ (2.21)
La profondeur de pénétration diminue quand la fréquence augmente. Ceci
signifie que plus la fréquence est importante plus l’onde sera atténuée à la
traversée du mur. Dans le cas d’un matériau diélectrique non magnétique
(µr “ 1) de faible conductivité, comme les matériaux constituant les murs,
la simplification suivante peut être réalisée :
α » ωεr”
2c
dˆ
1
ε1r
˙
(2.22)
Remarque 2.1 Propagation d’une Onde Plane Progressive à Travers les Murs. Une onde
plane progressive monochromatique (OPPM) est une onde monochromatique
se propageant dans une seule direction et dont les propriétés des champs élec-
tromagnétiques sont les mêmes sur tout plan perpendiculaire à la direction de
propagation. L’intérêt d’étudier la propagation d’une OPPM tient du caractère
linéaire des équations de Maxwell ainsi que le principe de superposition qui
permettent de reconstituer à partir d’ondes planes n’importe quelle onde électro-
magnétique.
Une OPPM est caractérisée par une direction de propagation ainsi qu’une
fréquence f déterminant alors la pulsation ω “ 2pi f et la longueur d’onde
λ “ v{ f avec v la vitesse de propagation de l’onde.
La solution aux équations de Maxwell sous forme d’une OPPM se propageant
par exemple selon un axe x perpendiculaire au mur, sans perte de généralité, se
met sous la forme :
~Epx, tq “ ~E0ejωte´γx
“ ~E0e´αxejωt´βx (2.23)
Ainsi une OPPM est atténuée en amplitude d’un facteur e´αx en fonction de la
distance parcourue dans le milieu. Par exemple, une atténuation caractéristique
de valeur e “ 2.718 a lieu pour une distance parcourue de 1{α.
2.2.4 Vitesse de propagation dans les murs
La vitesse de propagation d’une impulsion électromagnétique est déter-
minée par la vitesse de groupe vg, qui correspond en fait à la vitesse de
déplacement de l’énergie électromagnétique :
vg “ dωdβ (2.24)
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Si on admet que le milieu que le milieu est non dispersif, alors la vitesse
de groupe est égale à la vitesse de phase vφ “ ωβ 3. Si l’on considère éga-
lement le matériau comme non magnétique et de faible conductivité, la
simplification suivante est généralement admise :
β » ω
a
µ0ε1e (2.25)
On obtient donc l’expression de la vitesse de propagation de l’impulsion
v “ vφ dans le matériau :
v “ 1a
ε1rε0µ0
“ ca
ε1e
(2.26)
Ainsi, on montre que dans le cas d’un diélectrique à faibles pertes, la
vitesse de propagation ne dépend plus de la fréquence et dépend alors
uniquement de la constante diélectique du matériau.
En revanche, si le milieu est considéré comme dispersif, alors le modèle
de Debye donne l’expression de la permittivité complexe du matériau en
fonction de la pulsation :
εr “ ε8 `
εrs ´ ε8
1` jωτ (2.27)
Avec, εrs la constante diélectrique du matériau à très basse fréquence. Puis
ε8, la permittivité relative à très haute fréquence. Et τ le temps de relaxa-
tion du matériau. Ce modèle est en accord avec la discussion portée sur
le comportement des dipôles p.52. En effet, lorsque le champ varie lente-
ment, ie. ω Ñ 0, les dipôles suivent les variations du champ entraînant
une polarisation importante et une permittivité réelle. Cependant, quand
le champ varie de manière importante, ie. ω Ñ 8, les dipôles n’arrivent
plus à suivre impliquant une polarisation moins importante et un dépha-
sage impliquant une permittivité complexe.
Remarque 2.2 Vitesse de phase. La vitesse de phase d’une onde est la vitesse de déplacement
d’un plan équi-phase et correspond donc en fait à la vitesse de déplacement d’un
front d’onde. La remarque 2.1 donne l’expression de la phase φ sur un plan
d’onde :
φ “ ωt´ βx (2.28)
Ce qui permet de donner l’expression de la vitesse de phase :
vφ “
ˆ
dx
dt
˙
φ“constante
“ ω
β
(2.29)
2.2.5 Réflexion due au mur et réfraction
Lors de l’arrivée de l’onde EM à l’interface du mur, une partie de l’onde
est réfléchie et une autre traverse l’interface puis est réfractée, comme le
montre la figure (2.3) ci-dessous.
3. cf. remarque (2.2)
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Figure 2.3 – Illustration de la réflexion et réfraction d’une onde incidente à l’interface
de deux milieux diélectriques
Le phénomène de réfraction est en fait la modification de la direction de
propagation de l’onde qui passe d’un milieu à un autre et dépend des
propriétés diélectriques des différents milieux. Les lois de Snell-Descartes
permettent d’exprimer le changement de direction en fonction de l’indice
de réfraction des milieux.
L’indice de réfraction n d’un milieu mesure le facteur de réduction
de la vitesse de phase de l’onde dans le milieu par rapport à la vitesse
qu’elle aurait dans le vide pour une pulsation donnée :
n “ c
vφ
(2.30)
Dans le cas général, la vitesse de phase est donnée par la relation :
vφ “ 1a
µε1
“ 1a
ε1rε0µrµ0
“ ca
ε1rµr
(2.31)
D’où la relation pour l’indice de refraction :
n “
a
ε1rµr (2.32)
Pour les matériaux de construction des murs µr “ 1 et l’expression de
l’indice devient n “aε1r.
Considérons un cas général avec un premier milieu de permittivité
diélectrique ε1 et une perméabilité magnétique µ1 et un second milieu
de propriétés diélectriques (ε2, µ2). À la rencontre de l’interface entre les
deux milieux, une onde incidente se propageant dans le milieu 1 donne
naissance à une onde réfléchie se propageant dans le milieu 1 et une onde
transmise ou réfractée se propageant dans le milieu 2, cf. fig.(2.3). Les
lois de Snell-Descartes établissent que les ondes incidente, réfléchie et
réfractée sont dans un même plan. Notons alors θi, θr et θt les directions
des ondes incidente, réfléchie et transmise. Ces lois permettent également
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d’obtenir les relations reliant ces différents angles :
θr “ θi
n2 sin θt “ n1 sin θi (2.33)
Les relations de Fresnel permettent de donner les amplitudes des ondes
réfléchie et transmise par rapport à l’onde émise, il s’agit des coefficients
de réflexion r et de transmission t respectivement. L’expression de ces
coefficients dépend du mode de propagation :
§ mode transverse électrique (TE), les champs électriques sont nor-
maux au plan d’incidence
§ mode transverse magnétique (TM), les champs électriques sont pa-
rallèles au plan d’incidence
L’état de polarisation de l’onde pouvant être quelconque, l’onde doit
d’abord être projetée dans une base orthogonale faisant intervenir ces
deux états canoniques. Pour les différents composantes des champs proje-
tés correspondant aux différents modes cités, les coefficients de transmis-
sion et de réflexions sont donnés par les relations suivantes :
rTE “ n1 cos θi ´ n2 cos θtn1 cos θi ` n2 cos θt tTE “
2n1 cos θi
n1 cos θi ` n2 cos θt
rTM “ n1 cos θt ´ n2 cos θin2 cos θi ` n1 cos θt tTM “
2n1 cos θi
n2 cos θi ` n1 cos θt
(2.34)
D’autres facteurs traduisant la réflexion et transmission de l’énergie sont
utilisés dans l’étude de la propagation des ondes en milieu complexe :
R “ r2 T “ t2 (2.35)
Avec R le facteur de réflexion en intensité et T le facteur de trans-
mission en intensité. La conservation de l’énergie 4 impose la relation
R ` n2 cos θt
n1 cos θi
T “ 1.
Remarque 2.3 Cas de l’incidence normale. Dans le cas de l’incidence normale les coefficients
de réflexion et de transmission ne dépendent plus du mode de propagation, en
effet θi “ θr “ θt “ 0. Compte tenu de la relation n “
a
ε1rµr et µr » 1, les
coefficients s’écrivent :
r “
?
ε1 ´?ε2?
ε1 `?ε2 t “
2
?
ε1?
ε1 `?ε2 (2.36)
Ces coefficients sont généralement utilisés en première approximation pour la pro-
pagation à travers le mur quelle que soit l’incidence de l’onde arrivante.
4. Rappel : La conservation de l’énergie impose la conservation du flux l’intensité sur
un surface fermée. La projection des vecteurs d’onde fait apparaître cos θt et cos θi et
l’intensité I est proportionnelle à nE2.
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Remarque 2.4 Angle d’incidence limite. La deuxième loi de Snell-Descartes eq.(2.33) révèle
l’existence d’une incidence limite au-delà de laquelle l’onde ne pénètre plus le
second milieu. En effet supposons n1 ą n2, l’angle d’incidence de l’onde arrivante
est limité à :
θi,max “ arcsin n2n1 (2.37)
La limitation de l’angle d’incidence à la première interface du mur n’a pas lieu
étant donné que nmur ą nair, cependant la limitation a lieu à la seconde interface.
Ainsi l’angle de réfraction dans le mur est limité ce qui limite alors l’incidence de
l’onde arrivante. Au delà de cette incidence, l’onde ne traverse plus le mur.
2.2.6 Diffusion et Hétérogénéités des Murs
La présence d’hétérogénéités dans le milieu de propagation, tels que les
grains, aspérités et micro-fissures ou même cavités, peut entraîner la dis-
persion des ondes passantes. On parle alors de diffusion par dispersion
[4]. Ce phénomène de diffusion est en réalité causé par les multiples inter-
férences et/ou diffractions suite aux réflexions et réfractions des ondes sur
ces hétérogénéités. Une partie de l’énergie est alors diffractée dans toutes
les directions de l’espace et les fronts d’onde sont également déformés,
cf. fig. (2.4) ci dessous.
Figure 2.4 – Illustration de la diffraction sur les hétérogénéités à l’intérieur du mur
Les théories sur la multidiffusion permettent de relier l’importance de ces
phénomènes à la taille caractérique des hétérogénéités, notée a, par rap-
port à la longueur d’onde considérée λ. On distingue trois domaines :
domaine de Rayleigh a ! λ
domaine transitoire ou résonance a „ λ
domaine géométrique a " λ
(2.38)
Dans le domaine de Rayleigh, les pertes par diffusion sont négligeables.
Ainsi, lorsque la dimension des plus grandes hétérogénéités reste très
inférieure à la longueur d’onde, le milieu apparaît comme homogène
vis-à-vis de la propagation de l’onde électromagnétique. À l’inverse,
quand les hétérogénéités sont très grandes devant la longueur d’onde,
les approximations de l’optique géométrique sont applicables pour la
propagation des ondes électromagnétiques.
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Dans le domaine transitoire, les interactions sont complexes et diffi-
cilement prédictibles c’est pourquoi ce domaine est également appelé
domaine stochastique. Dans ce domaine, les pertes deviennent significa-
tives et doivent être prises en compte. Les interactions entre les différentes
ondes réfléchies, réfractées et diffractées se traduisent par de la disper-
sion sur la permittivité du milieu de propagation appelé dispersion par
multidiffusion. Une lecture plus approfondie sur la modélisation de la
multidiffusion pour la propagation des ondes est fournie en [5, 6] ainsi
qu’en [7, 8]. Une modélisation simplificatrice souvent utilisée pour les
applications radar visent à modéliser le matériau par un matériau homo-
gène au propriété diélectrique équivalent, il s’agit de modélisation par
"homogénéisation" [9].
Il restera surtout à retenir que dans le domaine stochastique, les ef-
fets du mur sur la propagation d’une onde traversante sont difficilement
prédictibles. Il est également important de noter qu’une perte de cohé-
rence sur les fronts d’onde a lieu. Les travaux en [7] affirment que la
perte totale de la cohérence se produit pour une distance parcourue dans
le mur de plusieurs fois le libre parcours moyen. Cependant, la valeur
du libre parcours moyen reste à définir pour les matériaux considérés. Il
conviendra donc de dire qualitativement qu’une partie de la cohérence
est perdue bien qu’une description quantitative reste à à fournir.
Remarque 2.5 Quel domaine de fréquence pour les radars à travers les murs ? Les ap-
plications radar à travers les murs utilisent généralement des fréquences allant
de 500 MHz à 5000 MHz donnant ainsi des longueurs d’onde dans la tranche
des 10 cm. Les matériaux conventionnels tels que les briques et les moellons, pré-
sentent des cavités d’une taille de l’ordre de 5 cm. Ainsi, les applications radar à
travers les murs aux fréquences f „ 1 GHz se trouvent dans le domaine stochas-
tique. Ceci complique alors grandement la détection et la localisation.
L’atténuation d’une onde à la traversée d’un mur est, somme toute,
généralement attribuée aux pertes de conductivité effective, à la
réflexion sur la première interface du mur ainsi qu’aux réflexions
multiples à l’intérieur du mur provoquant la dispersion. Les pertes
par conductivité équivalente sont d’autant plus grandes que le ma-
tériau est humide et la fréquence importante. Tout de même, pour
des murs secs les pertes par conductivité sont relativement faibles.
Les pertes à la réflexion dépendent du contraste entre la permit-
tivité du mur et de l’air mais aussi de l’angle d’incidence. En ef-
fet, au-delà de l’incidence maximum tolérée par les lois de Snell-
Descartes, l’onde ne pénètre même plus dans le mur. Les pertes
dues aux réflexions multiples à l’intérieur du mur deviennent plus
compliquées pour des murs hétérogènes avec des cavités, c’est par
exemple le cas des murs en moellon ou en brique. Ces pertes
sont alors difficilement prédictibles et la diversité de fréquence
et/ou d’incidence sera nécessaire pour y pallier. La cohérence des
fronts d’onde est partiellement perdue compliquant ainsi la mise
en œuvre de traitements cohérents.
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2.3 Techniques de Caractérisation des Murs
Les principaux phénomènes compliquant la détection radar sont l’at-
ténuation et la dispersion. Ainsi, il est nécessaire de pouvoir le mesurer.
Les méthodes de mesures directes seront donc présentées dans cette sec-
tion. De plus, il a été dit précédemment que ces principaux phénomènes
intervenant à la traversée des murs dépendent de la permittivité effective
du matériau. Pour permettre une modélisation de ces phénomènes, il faut
donc développer des techniques permettant de déterminer la permittivité
à partir de ces mesures. Ces techniques seront donc également présentées.
Enfin une modélisation paramétrique déterministe ainsi qu’une modélisa-
tion probabiliste d’un mur seront proposées.
2.3.1 Mesure Directe de l’Atténuation et de la Dispersion
La caractérisation des matériaux de construction pour la propagation
d’onde peut être réalisée à partir des mesures directes de l’atténuation
et de la dispersion pour le mur considéré. Elle permet d’établir des tables
d’atténuation en référence au matériau et la fréquence considérée. On dis-
tingue alors les techniques de mesure dans le domaine temporel et celle
dans le domaine fréquentiel.
Mesure dans le Domaine Temporel
Dans le domaine temporel, une série d’impulsions ultracourtes d’une du-
rée de l’ordre de la nanoseconde sont émises. Les antennes d’émission et
de réception doivent être ultra-large bande pour ne pas apporter de distor-
sions supplémentaires sur les signaux émis et reçus. Des amplificateurs li-
néaires peuvent être ajoutés sur chacune des voies. L’oscilloscope doit être
capable d’assurer un échantillonnage au delà du gigahertz. Des procédés
de calibration en amplitude et temps d’arrivée permettent d’améliorer la
précision de la mesure. La connaissance du signal émis permet ensuite de
retrouver la réponse impulsionnelle du mur par des procédés de décon-
volution sur les données de mesure, cf. p.62. La phase et le gain de la
fonction de transfert complexe estimée fournissent alors l’atténuation et la
dispersion. Un schéma descriptif de l’opération est fourni ci-dessous.
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Figure 2.5 – Montage pour mesures d’atténuation et dispersion en temporel.
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Mesure dans le Domaine Fréquentiel
Dans le domaine fréquentiel, les mesures se font par un balayage en fré-
quence sur la bande d’intérêt. Le montage est constitué d’antennes d’émis-
sion et de réception ultra-large bande et d’un analyseur de réseau vecto-
riel. Les mesures sont alors réalisées à l’analyseur vectoriel afin de pouvoir
accéder à l’amplitude et la phase complexe de la fonction de transfert du
mur. Généralement, le balayage en fréquence est linéaire dans le temps, si
les chemins optiques pour la mesure à travers les murs deviennent impor-
tants, il se peut que la fréquence en réception diffère de celle en émission
induisant des aberrations dans la mesure de la phase. Pour s’affranchir du
problème, le balayage en fréquence peut être réalisé par pallier. L’avantage
de la mesure en fréquentiel comparativement à celle en temporel, réside
dans une meilleure dynamique de numérisation pour les mesures.
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Figure 2.6 – Montage pour mesures d’atténuation et dispersion en fréquentiel.
2.3.2 Réponse impulsionnelle du mur
La fonction de transfert du mur représente en fait la réponse impulsion-
nelle du mur, cf. p.19. Par la mesure temporelle ou fréquentielle, il est
obtenu une fonction de transfert comprenant bien évidemment la propa-
gation à travers le mur, notée hmur, mais également d’autres phénomènes
de propagation, notée hautre. Ces phénomènes comprennent par exemple
les effets des antennes ainsi que de l’environnement de mesure et les ré-
flexions sur sols, parois et autres réflecteurs. Cette fonction de transfert,
notée hmesure, est donc donnée par :
hmesureptq “ phmur ˚ hautreq ptq (2.39)
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Pour estimer les paramètres du mur, il faut s’affranchir des autres effets
de propagation pour ne garder que l’effet du mur. Pour cela, une configu-
ration de mesure sans le mur, identique au maximum à la configuration
avec mur, doit être réalisée de sorte à ce qu’uniquement les effets autres
soient mesurés. Idéalement, cette mesure dite en espace libre, notée hlibre,
permet donc d’obtenir hlibre “ hautre. La déconvolution de hmesure par hlibre
permet alors d’extraire hmur. Généralement, la déconvolution se fait dans
le domaine fréquentiel 5, les équations ci-dessous explicite le procédé :
hmesureptq “ phmur ˚ hautreqptq hlibreptq “ hautreptq
Ó TF Ó TF
Hmesurepωq “ HmurpωqHautrepωq Hlibrepωq “ Hautrepωq
Œ Ö
Hmurpωq “ HmesurepωqHlibrepωq
Ó TF´1
hmur “ TF´1rHmurpωqs
(2.40)
L’estimation de hmur est d’autant plus précise que la configuration de me-
sure est propre. Une configuration idéale serait, par exemple, des mesures
effectuées en chambre anéchoïque avec des antennes placées en champ
lointain et un mur suffisamment grand pour pouvoir supposer un mur
infiniment grand. Cependant, ce genre de configuration est compliquée
à mettre en œuvre ainsi en pratique, on veillera surtout à produire des
configurations de mesure en espace libre et à travers un mur identique
dans la mesure du possible.
2.3.3 Mesure des Propriétés Diélectriques
À partir de la mesure de la fonction de transfert du mur, les grandeurs
diélectriques du matériau peuvent être estimées [10]. L’estimation des
paramètres diélectriques est d’autant plus valide que l’estimation de hmur
est correcte.
Soit alors Hmurp f q “ |Hmurp f q| ejΦmurp f q la fonction de transfert du mur.
Dans le cas où le mur est supposé homogène et à faible perte, la constante
diélectrique est obtenue [10] 6 par :
ε1rp f q »
„
1` ∆τp f q
τ0
2
“
„
1´ Φmurp f q
2pi fτ0
2
(2.41)
Où τ0 “ emur{c représente le temps de parcours nécessaire à l’onde pour
traverser une couche d’épaisseur du mur emur. Il est important de noter
5. on utilisera de manière équivalent la notation en pulsation Hpωq et en fréquence
Hp f q, sachant que ω “ 2pi f
6. équations (11) et (12) de la référence citée.
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que la phase Φmur doit être continue, les discontinuités de 2pi doivent être
corrigées. Si la phase est supposée dépendre linéairement de la fréquence,
le terme Φmurp f q{ f de eq.(2.41) devient dΦmurp f q{d f . L’utilisation la déri-
vée de la phase est privilégiée car cela permet d’éviter les problèmes de
discontinuités de la phase. L’angle de perte peut ensuite être déduit [10]
de la relation suivante :
tan δ » ´ 1
pi fτ0
a
ε1rp f q
ln
«“
1`aε1rp f q‰2
4
a
ε1rp f q
|Hmurp f q|
ﬀ
(2.42)
Si le mur n’est pas homogène, alors les grandeurs diélectriques estimées
sont les paramètres équivalents en considérant un mur homogénéisé [9].
Remarque 2.6 Mur homogène ou hétérogène? Les matériaux de construction des murs
peuvent être classés en deux catégories. Il y a d’une part les matériaux homo-
gènes : c’est par exemple le cas du placo-plâtre, bois, verre, béton. Et d’autre part,
il y a les matériaux hétérogènes : c’est par exemple le cas de la brique et du moel-
lon. En fonction du constituant du mur, celui-ci sera dit homogène ou hétérogène.
En ultra-large bande, en général la constante diélectrique diminue quand
la fréquence augmente pour les murs homogènes. Cependant, pour des
murs hétérogènes, les variations de ces paramètres sont bien plus com-
plexes et diffèrent grandement avec la structure interne des murs [11]. Des
pics d’atténuation ont lieu à des fréquences particulières provenant pro-
bablement de phénomènes de résonance dans les cavités du mur. La po-
sition en fréquence de ces pics d’atténuation sont difficilement prévisibles
et varient également selon l’incidence. Ces paramètres mesurés autour de
5 GHz pour différents types de matériaux sont présentés en [12].
2.3.4 Modélisation Probabiliste
La modélisation déterministe de la fonction de transfert d’un mur est
relativement bien représentative de la réalité pour les murs homogènes.
Cependant, cette modélisation trouve ces limites pour les murs hété-
rogènes. En effet, les multiples réflexions dans les cavités ainsi que la
diffusion précédemment présentées ne sont pas pris en compte par cette
modélisation malgré le procédé d’homogénéisation du mur. De plus, pour
les murs hétérogènes, l’apparition de pics d’atténuation à certaines fré-
quences difficilement prévisibles suggère une modélisation probabiliste.
La prise en compte de la réflexion d’une partie de l’onde sur les hé-
térogénéités et/ou une paroi de cavité, quelle qu’elle soit, à l’intérieur du
mur et qui traverse ensuite tout de même le mur, peut être décrite par une
réponse impulsionnelle temps invariante du type :
hptq “ aδpt´ τqejθ (2.43)
Avec a l’amplitude de la portion qui retraverse le mur, τ le retard induit
pour la retransmission, θ le déphasage introduit et δ la fonction Dirac.
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Compte tenu des multiples diffracteurs et cavités à l’intérieur du mur, la
fonction de transfert du mur est donnée par :
hmurptq “
Nτÿ
k“1
akδpt´ τkqejθk (2.44)
Où Nτ représente le nombre de chemins optiques traversant le mur. Les
séquences (ak, τk, θk) représentent alors respectivement les amplitudes,
retards et phases considérés comme aléatoires. Pour modéliser la réponse
impulsionnelle du mur, il s’agit donc de déterminer Nτ ainsi que de ca-
ractériser ces variables aléatoires par une densité de probabilité adéquate.
La détermination du nombre de trajets traversant le mur Nτ , se fait
expérimentalement. Les différentes densités de probabilités sont pour
les instants d’arrivée (τk), amplitude (ak) et déphasage (θk) utilisé pour
la modélisation de canal sont présentées en [13]. Les densités les plus
courantes sont présentées dans ce qui suit.
Distribution de Poisson pour les temps d’arrivée
Pour une mesure donnée, l’ensemble des instants d’arrivée (tk) forme un
ensemble d’événements discrets. Le processus de Poisson défini sur cette
ensemble d’événements, est un processus de comptage d’occurrences des
instants tk. Ce processus est caractérisé par son facteur d’intensité ζ, qui
représente le nombre d’instants moyens par unité de temps. En notant
Nτ le nombre d’instants d’arrivée pendant la durée T, un processus de
Poisson exprime la probabilité Pr d’avoir Nτ “ l :
PrpNτ “ lq “ eζT pζTq
l
l!
(2.45)
L’aspect strictement aléatoire du processus peut ne pas correspondre pour
la modélisation du canal de propagation à travers les murs ainsi le modèle
de Poisson s’est vu étendre pour prendre en compte l’aspect d’arrivée par
"paquet" des instants d’arrivée [13].
Distribution de Rayleigh pour les amplitudes
En absence de grands réflecteurs, un modèle convenant aux fluctuations
aléatoires d’amplitude (ak) est le modèle de Rayleigh. La densité de proba-
bilité de Rayleigh, caractérisé par le paramètre de Rayleigh σ, est définie
par :
Prpak “ rq “
r
σ2
e´
r2
2σ2 (2.46)
En présence de forts réflecteurs, il convient mieux d’utiliser une loi de
Rice. D’autres densités telle que la log-normal peut également convenir
pour la modélisation de canal [13].
Distribution uniforme pour les déphasages
La modélisation des déphasages introduits est nettement plus compli-
quée. Bien que l’importance de celle-ci est évidente très peu de travaux
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se sont véritablement penchés sur la question [14]. En général, les dépha-
sages sont supposés suivre une loi uniforme sur 0 et 2pi : θk „ Upr0, 2pisq.
Cette modélisation est d’autant plus vraie que le nombre chemins parve-
nant est important et que les différences entre temps d’arrivée pτk ´ τk´1q
sont importantes. Cependant, cette modélisation ne permet pas de gar-
der la cohérence qui pourrait exister entre les trajets très rapprochés
dm “ c pτk ´ τk´1q ! λ. Ainsi, pour garder cette cohérence, il a été
proposé le modèle de phase à incrément [14] :
θk “ θk´1` Òθpdm{λq (2.47)
Avec Òθpdm{λq, l’incrément de phase aléatoire. La densité de probabilité
de Òθ dépend alors de l’écart en distance dm{λ et doit retransmettre le fait
que pour dm ! λ l’incrément est très petit. Une loi normale de variance
σ “ pdm{λq2 peut par exemple convenir : Òθpdm{λq „ N p0, σq.
Remarque 2.7 Réponse impulsionnelle temps variant. En réalité, une cible mobile n’expéri-
mente pas les mêmes effets de diffraction et réflexions multiples au cours de son
déplacement. Ainsi la réponse impulsionnelle varie en fonction de la position et
du temps de sorte à ce que la réponse impulsionnelle devient plutôt :
hmurpt, τq “
Nτptqÿ
k“1
akptqδpt´ τkptqqejθkptq (2.48)
Néanmoins, la dépendance au temps de la fonction de transfert sera omise et
supposée compensée par les itérations du tirage aléatoire.
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2.4 Caractérisation des Murs sur Mesures Expérimen-
tales
2.4.1 Matériel de mesure
Le matériel de mesure est constitué de deux antennes cornet
SATIMO R© Dual Ridge ultra large bande 0.8GHz - 12GHz, d’un ana-
lyseur vectoriel de réseau Rhodes&Schwarz R© ZVL mesurant sur la
bande 0.9kHz - 13.6GHz et de câbles coaxiaux micro-coax UTIFLEX R©
UFA147B couvrant une bande DC - 15GHz.
(a) (b)
Figure 2.7 – Matériel de mesure : antenne SATIMO ultra large bande (a), analyseur
vectoriel de réseau Rhode&Schwarz ZVL (b)
2.4.2 Configuration de mesure
Les scénarii de mesure consistent à placer les antennes émettrice et
réceptrice de part et d’autre du mur. Les antennes ne sont pas plaquées
contre le mur mais distantes de 50 cm pour éviter d’être dans la zone
de champ réactif et éliminer les effets de résonances et couplages an-
tenne/murs. Les mesures se font en polarisation verticale en émission et
en réception (polarisation VV). Les antennes émettrice et réceptrice sont
ensuite translatées le long du mur tout en s’assurant qu’elles restent en
face l’une de l’autre, cf. fig.(2.8.a). Pour observer les effets de l’incidence,
d’autres mesures de transmission ont été réalisées en décalant l’antenne
réceptrice le long du mur tout en gardant fixe l’antenne émettrice. Cepen-
dant, les mesures ont été menées de sorte à ce que l’antenne réceptrice
demeure dans l’ouverture principale de l’antenne émettrice, cf. fig.(2.8.b).
(a) (b)
Figure 2.8 – Configuration des mesures de transmission du mur en incidence normale
(a) et pour plusieurs incidences (b).
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Les mesures de calibration n’ont pas été faites en chambre anéchoïque
mais elles ont été réalisées en espace libre en évitant au maximum les
perturbations extérieures. Les mesures ont été réalisées dans le domaine
fréquentiel sur une bande allant de 1 GHz à 4 GHz avec 2000 points de
mesures sur cette bande. Concernant les réponses impulsionnelles, pour
faciliter l’interprétation, l’abscisse est donnée en distance et non en temps
d’arrivée par la relation d “ ct. Les réponses impulsionnelles ont été ob-
tenues par transformée de Fourier inverse en appliquant une pondération
de Hamming sur les fréquences pour limiter les lobes secondaires et un
zero padding de facteur multiplicatif 10 sur le nombre d’échantillons. La
résolution en temps ∆t des tracés impulsionnels est donc de :
∆t “ 1
B
“ 1
3e9
“ 3.33e´10 ô ∆distance “ 0.1m (2.49)
2.4.3 Méthologie de caractérisation des murs
Compte tenu d’une résolution distance de ∆distance “ 10 cm dans les
tracés impulsionnels alors que les murs ont une épaisseur de la vingtaine
de centimètres, la modélisation statistique présentée précédemment ne
peut pas être implémentée. Dans un premier temps, une modélisation
déterministe sera mise en œuvre. Tout de même, il est à noter sur les tra-
cés impulsionnels donnés par la suite, l’apparition de pics à des instants
d’arrivée de l’ordre de multiples de l’épaisseur du mur. Les positions
des pics sont donc déterministes (et dépendent de l’incidence) cependant
c’est dans l’étalement de ces pics que se trouvent les instants d’arrivée
aléatoires décrits précédemment.
La mesure du temps d’arrivée du premier pic τcross de la réponse im-
pulsionnelle, représentant le temps de traversée du mur, permet d’obtenir
l’ordre de grandeur de la constante diélectrique du matériau. En effet
d’après l’équation (2.41) p.62, la constante diélectrique peut être approxi-
mée par :
ε1r „
„
1` ∆τ
emur{c
2
(2.50)
Avec ∆τ l’écart de temps de parcours de l’épaisseur du mur dans le
vide et à travers le matériau ∆τ “ τcross ´ emur{c “ τcross ´ τvide. La
relation (2.41) p .62 peut être retrouvée simplement en notant que
τcross „ emur
a
ε1r{c et τvide “ emur{c d’où ∆τ “ emurp
a
ε1r ´ 1q{c et la
déduction de la relation (2.50) ci-dessus.
Comme il est constaté sur les mesures de transmission qui suivent,
selon le type de mur et surtout pour les murs hétérogènes, l’atténuation
présente un aspect quasi-aléatoire en fonction de la fréquence et du dé-
calage en azimuth. La transmission du mur sera donc modélisée par un
processus aléatoire dont il faut déterminer la loi. Les aspects déterministes
de la propagation seront donc compris dans la mesure de la constante
diélectrique ε1r et les aspects non maîtrisés de permittivité complexe, mul-
tiples réflexions et diffusion seront abordés par une modélisation par un
processus aléatoire de l’atténuation du mur.
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L’atténuation peut prendre ponctuellement des valeurs très importantes
loin de sa valeur moyenne ainsi une modélisation par une loi normale
n’est pas appropriée. Une modélisation par un processus aléatoire de den-
sité de probabilité du type Gamma ou Weibull s’est avérée plus adéquate.
Remarque 2.8 Densité de probabilité Weibull et Gamma. La densité de probabilité de Wei-
bull est caractérisée par ses paramètres d’échelle a et de forme b. Ses densités de
probabilité et fonction de répartition sont données par :
densité de probabilité fonction de répartition
f px|a, bq “
ˆ
b
a
˙´x
a
¯pb´1q
e´p xa q
b
Fpx|a, bq “ 1´ e´p xa q
b
La loi de Weibull recouvre en fait toute une famille de lois, en particulier, les lois
exponentielles pb “ 1q et Rayleigh pb “ 2q. La loi Gamma est également carac-
térisée par deux paramètres. Ses densités de probabilité et fonction de répartition
sont données par :
densité de probabilité fonction de répartition
f px|a, bq “ 1
baΓpaq x
a´1e´p tbqe´p xb q Fpx|a, bq “ 1
baΓpaq
ż x
0
ta´1e´p tb qdt
Avec Γ la fonction gamma de Euler. Les distributions Gamma inclut également
entre autres les lois exponentielles ainsi que les loi χ2.
2.4.4 Mesure de la transmission d’un mur en moellon
Photographie de la mesure
(a) (b)
Figure 2.9 – Configuration de mesure de la transmission d’un mur en moellon : mesure
de calibration (a) et antennes de part et d’autre du mur
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Transmission du mur en fonction de la fréquence
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Figure 2.10 – Transmission du mur en incidence normale pour plusieurs positions le
long du mur (a) et réponses impulsionnelles associées (b).
Influence de l’incidence : transmission du mur pour différents décalages
en azimuth
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Figure 2.11 – Transmission du mur en fonction du déplacement azimutal pour diverses
fréquences (a) et réponses impulsionnelles pour différents décalages en azimuth (b).
Caractérisation du matériau
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Figure 2.12 – Estimation de la constante diélectique du moellon par la mesure du retard
du premier pic de la réponse impulsionnelle (a) et représentation d’un moellon (b).
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Les mesures effectuées fournissent en moyenne xcτcrossymoyen “ 0.24m
comme l’illustre la figure (2.12.a). L’épaisseur du mur étant de
emur “ 0.2m, une constante diélectrique moyenne de xε1rymoyen “ 1.4
en est déduite. En considérant que la constante diélectrique mesurée est
celle du mur homogénéisé [9], la constante diélectrique moyenne du ma-
tériau moellon peut être retrouvée en respectant les proportions de vide
et de matériau plein cf. p.90. À l’aide de la représentation fig.(2.12.b) qui
donne les dimensions réelles du moellon utilisé, la relation suivante est
vérifiée :
xεrymoyen » 2ˆ 0.070.2 rεrsvide `
ˆ
3ˆ 0.02
0.2
˙
xrε1rsmoellonymoyen (2.51)
Avec rεrsvide “ 1 la permittivité relative du vide et xrε1rsmoellonymoyen la
constante diélectrique moyenne du matériau moellon. L’application nu-
mérique donne xrε1rsmoellonymoyen “ 2.5.
La valeur moyenne des pertes à la traversée du mur est de
xLmurymoyen “ 10 dB tandis que l’atténuation peut prendre ponctuel-
lement des valeurs de 35 dB à 40 dB et très occasionnellement au dessus
de 50 dB. Selon le décalage en azimuth, les variations de la transmission
sont assez importantes même pour de légers décalages de la dizaine de
centimètres. En effet, comme le montre la figure (2.11.a), un décalage
d’à peine 10 cm peut entraîner des variations de 30 dB pour certaines
fréquences.
L’estimation des paramètres des densités de probabilité pour la modéli-
sation de l’atténuation d’un mur en moellon a été réalisée par maximum
de vraisemblance avec un jeu de 21 mesures soit 21 ˆ 2000 “ 42000
échantillons de mesure. Pour la modélisation de l’atténuation, un proces-
sus aléatoire de type Weibull a donné une meilleure adéquation qu’un
processus Gamma. Les paramètres d’échelle et de forme déterminés ex-
périmentalement valent respectivement a “ 11.3 et b “ 1.9. Ci-dessous
une représentation du fitting des pertes du mur avec la loi Weibull ainsi
qu’un résumé des valeurs statistiques caractéristiques :
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2.4.5 Mesure de la transmission d’un mur en béton
Photographie de la mesure
(a) (b)
Figure 2.13 – Configuration de mesure de la transmission d’un mur en béton : mesure
de calibration (a) et antennes de part et d’autre du mur
Transmission en fonction de la fréquence
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Figure 2.14 – Transmission du mur en incidence normale pour plusieurs positions le
long du mur (a) et réponses impulsionnelles associées (b).
Transmission en fonction de l’incidence
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Figure 2.15 – Transmission du mur en fonction du déplacement azimutal pour diverses
fréquences (a) et réponses impulsionnelles pour différents décalages en azimuth (b).
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Caractérisation du matériau
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Figure 2.16 – Estimation de la constante diélectique du moellon par la mesure du retard
du premier pic de la réponse impulsionnelle (a) et représentation du mur en béton (b).
Les mesures effectuées fournissent en moyenne x cτcrossymoyen “ 0.49 m
comme l’illustre la figure (2.12.a). L’épaisseur du mur étant de
emur “ 0.25 m, une constante diélectrique moyenne de xε1rymoyen “ 3.85 en
est déduite.
La valeur moyenne des pertes à la traversée du mur est de
xLmurymoyen “ 25 dB bien que l’atténuation prend très ponctuelle-
ment des valeurs en dessous de 50 dB. Contrairement au cas du moellon,
l’atténuation du mur homogène en béton est nettement moins sensible au
décalage en azimuth. En effet ces variations d’atténuation sont de l’ordre
de 5 à 10 dB comme le montre la figure (2.15.a).
Le comportement quasi-aléatoire de la transmission n’est pas vraiment
justifié pour un mur homogène. Les mesures présentées figures (2.14.a)
montrent qu’en translatant l’émetteur et le récepteur le long du mur tout
en les gardant face à face, la transmission garde les mêmes caractéris-
tiques contrairement au moellon. L’atténuation semble même prédictible
et suivre une décroissance linéaire de pente d’environ -7dB/GHz, excep-
tion faite de l’apparition de fréquences de résonance à 2 GHz puis 3 GHz
et 4 GHz. L’histogramme de la transmission sur la bande 1GHz à 4GHz
est donnée par la figure ci-dessous :
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Figure 2.17 – Histogramme de la transmission d’un mur en béton
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En observant les mesures de transmission données par la figure (2.14.a),
l’histogramme ci-dessus révèle clairement les trois atténuations moyennes
de -22 dB puis -30 dB et -36 dB des sous-bandes 1-2 GHz puis 2-3 GHz
et 3-4 GHz, respectivement. Une modélisation aléatoire de la transmis-
sion du mur dans le cas d’un mur homogène n’est donc pas vraiment
pertinente. Au contraire, une modélisation déterministe par une droite
affine comme présenté dans les travaux [15] serait plus adéquate. La
transmission se mettrait alors sous la forme suivante :
|Hpωq| “ 20 log10pemurq ´ a f (2.52)
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Figure 2.18 – Modélisation de l’atténuation d’un mur homogène par une droite affine
Pour les mesures réalisés, 20 log10pemurq=-12 dB et a “ 7dB/GHz. La pente
négative coïncide avec le fait la transmission diminue quand la fréquence
augmente. Il est tout de même important de noter l’apparition de pics d’at-
ténuation à certaines fréquences particulières sur les mesures réalisées. Les
mesures n’ayant pas été faites dans des conditions optimales (en chambre
anéchoïque), ces pics seraient probablement dus à de la réverbération sur
les murs environnants.
2.5 Outil de Simulation pour la Propagation d’Onde
Électromagnétique à travers les Murs
En parallèle des dispositifs de mesure à mettre en place pour caracté-
riser l’environnement de propagation à travers les mur, il est nécessaire de
développer des moyens de simulation réalistes. Ces moyens permettent
par exemple d’étudier indépendamment certains aspects de la propaga-
tion électromagnétique à travers les murs. Ils permettent également de
pouvoir facilement tester différentes configurations spatiales des antennes
et/ou cible radar au sein de la scène. La réalisation de simulateur est
essentielle pour les études amont et un outil d’intérêt afin d’avoir un
ordre d’idée des performances attendues des systèmes à réaliser. Compte
tenu de la complexité des différents phénomènes de propagation mise en
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évidence jusqu’à présent, les simulateurs se doivent d’être réalistes autant
que faire se peut. Cette partie présente les moyens de simulation mis en
œuvre.
Les équations de propagation électromagnétique peuvent être formu-
lées de différentes manières suivant les hypothèses auxquelles elles sont
soumises et ne sont donc pas strictement équivalentes en terme d’ap-
proximation. On distingue en général les formulations intégrales et diffé-
rentielles des équations de Maxwell alors exprimées soit dans le domaine
temporel ou fréquentiel. À chacune de ces représentations correspond
une technique particulière de résolution des équations. Quelle que soit la
méthode utilisée, l’idée directrice est de résoudre les valeurs de champs
électromagnétiques en temps et espace en discrétisant les opérateurs
différentiels et le milieu de propagation. Les trois méthodes de réso-
lution utilisées en modélisation électromagnétique sont sommairement
présentées.
Lancer de rayons
La méthode par lancer de rayons consiste en une généralisation des lois
d’optique afin de résoudre une formulation différentielle des équations de
propagation électromagnétique. L’idée directrice de cette méthode réside
dans la décomposition d’un ensemble de fronts d’onde successifs en un
réseau de lignes, normales à chaque instant à ces fronts.
L’outil de simulation par lancer de rayons utilisé pour la propagation
à travers les murs a été développé par l’entreprise Oktal SE. La figure
(2.19) représente un scénario de simulation sans cible à l’intérieur de la
pièce. Cette première modélisation avec un mur à lame à faces parallèles
a l’avantage d’être peu coûteuse en temps de calcul. Cependant, elle ne
permet pas la modélisation de murs hétérogènes constitués de moellons
ou de briques. De plus, la méthode de résolution par lancer de rayons
est une méthode de résolution approchée et les approximations faites ne
permettent pas de prendre en compte les phénomènes de propagation
précédemment cités. En effet, la prise en compte de phénomènes disper-
sifs complexes et de la diffraction reste prohibitive. Ainsi, la simulation
de propagation à travers les murs par lancer de rayon a été mise de côté.
	












Figure 2.19 – Illustration scénario de propagation à travers les mur par lancer de rayon
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Méthode des Moments
La méthode des moments correspond à la résolution de la formulation
intégrale des équations de Maxwell. Elle consiste en l’application du prin-
cipe d’équivalence (surfacique ou volumique), principe grâce auquel la
réponse d’un corps caractérisé par ses propriétés diélectriques, peut être
assimilée à une distribution de courants équivalents dans le volume ou à
la surface de l’hétérogénéité en question (ce qui revient par ailleurs à l’ap-
plication du principe de Huygens). Dans les travaux effectués aucun outil
de simulation utilisant la méthode des moments n’a été mis en œuvre.
Méthode des éléments finis
Pour la méthode des éléments finis, l’approche consiste en la discrétisa-
tion en temps et en espace des équations différentielles de propagation.
La première étape consiste à mailler le domaine de calcul en des éléments
géométriques adaptés. Les équations différentielles discrétisées en temps
et en espace forment un système d’équations matricielles qui sont ensuite
résolues de proche en proche. Ces méthodes de résolution, qualifiées
d’exactes, permettent d’une part une modélisation plus réaliste de la
structure interne du mur et d’autre part la prise en compte en grande
partie des phénomènes de propagation cités.
Au cours des travaux, il a été utilisé, dans un premier un temps, le
logiciel commercial CST R© pour la modélisation de la scène ainsi que
la résolution des champs. L’avantage certain de ce logiciel réside dans
la génération du maillage qui est faite automatiquement à partir de
l’assemblage d’éléments géométriques définissant la scène. Cependant,
l’utilisation faite ne permet pas de monter à des fréquences au delà de
1.5 GHz c’est pourquoi un autre outil a été utilisé par la suite. Cet outil
est développé en interne à l’ONERA, le maillage de la scène est nettement
plus compliqué à effectuer et est réalisé par un programme en fortran.
La résolution des équations des champs est alors réalisé par le logiciel
ALICE développé à l’ONERA. Ci-dessous les images de la modélisation
de la scène.
(a) (b)
Figure 2.20 – Illustration modélisation de la scène avec briques ou moellons avec le
logiciel CST R© (a) et celui réalisé manuellement en fortran (b)
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2.6 Les Avancées des Recherches sur la Propagation
d’Onde Électromagnétique à Travers les Murs
La révolution des transmissions sans fil et de la communication mo-
bile de ces deux dernières décennies fut un réel moteur pour les travaux
de recherche en modélisation et caractérisation de la propagation d’ondes
électromagnétiques à travers les murs. Cette partie propose une classifi-
cation des différents travaux de recherches en propagation à travers les
murs issue de [16]. Naturellement, la liste n’est pas exhaustive, cependant
elle permet d’avoir une vision d’ensemble sur les différentes approches
abordées pour la caractérisation des murs et la modélisation de la propa-
gation à travers. En particulier, les travaux référencés sont regroupés par
type de matériau, condition et structure interne des matériaux, méthode
de détermination des grandeurs diélectriques puis bande fréquence.
Matériau de Construction
Type
verre : [11], [17],
[18], [19], [20]
bois : [11], [19], [20]
béton : [21], [11]
béton armé : [22]
brique : [17], [21],
[22]
contreplaqué : [21],
[11]
placoplâtre : [17],
[21], [19]
moellons : [23], [19]
Condition
mouillé : [24]
humide : [25]
sec : [21]
Structure
homogène : [22],
[26], [19]
multi-couche : [12]
mono-couche :[11],
[19], [20]
rugosité : [27]
Méthodologie
Expérimentation
temporel : [11], [20],
[28]
fréquentiel : [17],
[11], [19], [23], [29],
[20], [18]
transmission : [30],
[29], [19]
réflexion : [30], [27]
Théorie
[31], [32], [22], [19]
Simulation
[21], [31], [30],
[24],[17]
Incidence normale
[11], [29], [23]
Incidence oblique
[17], [22], [19], [27]
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Fréquence
ultra-large bande : [31], [11], [21],
[20], [28], [26], [18]
bande S : [30]
1 à 16 GHz : [23],[19]
bande X : [29]
Application
télécommunications : [22]
imagerie : [33], [34]
détection et localisation : [35],
[36]
Report de paramètres
constante diélectrique : angle de perte : conductivité :
[11], [29], [22], [19], [17], [11], [23] [17], [21], [19],
[28] [22]
coefficient transmission : coefficient réflexion : perte d’insertion :
[30], [23], [22], [19] [30], [23], [29], [22] [11], [13], [18],
[19]
fonction de transfert : retard :
[11] [29], [28], [18]
Conclusion
Ce chapitre a exposé les aspects de la propagation électromagnétique
à travers les murs dans son ensemble. Tant les aspects théoriques que ex-
périmentaux y ont été abordés et les outils de simulation utilisés y ont
également été présentés.
Tout d’abord, en partant des équations de Maxwell dans les milieux diélec-
triques complétées par les relations constitutives du milieu, les équations
de propagation des champs électrique et magnétique ont été formulées.
Ensuite, l’ensemble des phénomènes de propagation intervenant à la tra-
versée des murs ont été mis en évidence. Entre autres, il a été dit que les
phénomènes compliquant grandement la détection et localisation radar,
sont l’atténuation de l’onde ainsi que la destruction partielle des fronts
d’onde. L’atténuation est généralement attribuée aux pertes de conducti-
vité effective, à la réflexion sur la première interface du mur ainsi qu’aux
réflexions multiples à l’intérieur du mur causant la dispersion.
L’influence d’un milieu diélectrique sur la propagation électromagnétique
a ensuite été décrite. Il a ainsi été défini la profondeur de pénétration, lon-
gueur de parcours dans le mur pour une atténuation caractéristique. La
modification de la vitesse de propagation dans ces milieux y a également
été mis en évidence et les lois exprimant réflexion et réfraction ont été
revues. Enfin la diffraction due aux hétérogénéités du mur, aspérités et
micro-fissures et cavités, fut abordée.
Les effets de propagation pouvant être reliés à la permittivité diélectrique
effective, les moyens de mesure expérimentale de celle-ci ont été présen-
tés. Partant de cette grandeur, il a été proposé un modèle déterministe de
la fonction de transfert du mur. Cette modélisation, bien que pertinente
pour les murs homogènes, trouve ses limites pour modéliser la propaga-
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tion à travers les murs hétérogènes tel que ceux constitués de moellons et
briques. Ainsi un modèle probabiliste de la fonction de transfert du mur
fut présenté. Des caractérisations de mur sur mesures expérimentales ont
alors été effectuées.
Enfin, ce chapitre se clôture par un état de l’art de l’avancée des recherches,
fournissant une liste de références permettant d’avoir une vision globale
sur théories, méthodes, expérimentations et modélisations de la propaga-
tion à travers les murs.
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Les besoins accrus en sécurité pour les forces de l’ordre militaires et civilesdans les situations de prises d’otages et/ou de secours de personnes dans
des décombres, justifient l’intérêt certain de la détection à travers les obs-
tacles [1]. La capacité des ondes électromagnétiques à traverser les murs a
permis d’envisager la possibilité d’y "voir" à travers. Les principes du ra-
dar utilisant justement la propagation des ondes pour détecter la présence
de cible et indiquer leur position et/ou vitesse, sont de ce fait naturel-
lement privilégiés. La détection et la localisation de cibles à travers les
murs sont alors effectuées par de l’imagerie radar. Les efforts réalisés par
la communauté scientifique pour caractériser la propagation des ondes
à travers les murs alliés aux méthodes d’imagerie radar développées en
traitement du signal ont conduit à la réalisation des premiers dispositifs
opérationnels, cf. préambule [2].
3.1 MIMO et Détection à Travers les murs
3.1.1 Difficultés de la détection radar à travers les murs
L’environnement de détection à travers les murs est généralement qualifié
d’environnement complexe par les difficultés rencontrées pour la détec-
tion radar en de tels milieux. Cet environnement regroupe à la fois les
aspects dit "intra-muros" (indoor) puis "à travers les murs" (through the
wall).
D’une part, le qualificatif d’environnement "through the wall" (TTW),
traduit les problèmes apportés lors de la traversée du mur par les ondes
électromagnétiques. Il s’agit donc de la forte atténuation subie par l’onde
qui traverse, atténuation aux variations importantes en fonction de la
fréquence et de la position des cibles et capteurs, comme l’illustre la
figure 3.1. De plus, la réflexion sur le mur qui parvient en réception
masque le faible retour de la cible et soulève le problème de la dynamique
en détection. Il y a également la destruction partielle des fronts d’onde qui
vient compliquer la mise en œuvre de traitements cohérents imageurs.
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Figure 3.1 – Mesure de transmission à travers un mur en moellons en fonction de la
fréquence pour deux incidences proches.
D’autre part, le qualificatif "indoor", exprime les difficultés rencontrées
pour la détection dans un milieu confiné. Il s’agit tout d’abord, des effets
de multi-trajets dus aux réflexions sur les murs constituant la pièce à
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analyser, pouvant entraîner l’apparition de cibles fantômes, cf. fig.(3.2.a).
Il s’agit également des multiples réflexions sur le mobilier présent dans la
scène qui induisent un fort clutter et augmentent les probabilités de fausse
alarme. De plus, le mobilier pourrait cacher la cible, celle-ci se trouverait
alors dans une zone d’ombre et ne serait pas détectée, cf. fig.(3.2.b).
(a) (b)
Figure 3.2 – Illustration des effets en "indoor", multi-trajet (a) et zone d’ombre (b).
3.1.2 Apport d’un dispositif MIMO pour la Détection à Travers les
Murs : la Diversité Spatiale
La répartition spatiale des antennes permise par une architecture MIMO
permet de modérer les problèmes de la détection intervenant en environ-
nement indoor et TTW.
La répartition des antennes d’émission permet la couverture des zones
d’ombre et améliore la probabilité de détection de la cible. En effet, même
si la cible est cachée par un meuble pour une antenne d’émission, il
est probable qu’elle ne le soit pas pour une autre position d’antenne
émettrice. De plus, concernant les effets des multi-trajets, la position des
cibles fantômes change selon les différents émetteur/récepteur tandis que
la vraie cible reste fixe ce qui permet donc de réduire ces artefacts [3].
L’accroissement de l’ouverture radar grâce au réseau d’antennes virtuelle
équivalent MIMO p.29 permet d’augmenter la résolution azimutale en
imagerie.
Outre les aspects précédemment cités qui sont bien évidemment d’un
intérêt certain pour la détection radar. Il est important, et novateur dans
le domaine de la détection à travers les murs, de considérer le MIMO
comme l’apport de la diversité spatiale nécessaire face à un canal de
propagation potentiellement critique. En effet, pour les murs hétérogènes,
tels que ceux en moellon ou en brique, l’atténuation dépend de l’incidence
et de la fréquence. Les valeurs de l’atténuation en module peuvent être
très importante, jusqu’à -50 dB. Avec la répartition spatiale des antennes,
certains trajets émetteur-cible-récepteur favorables pour la détection sont
attendus quand d’autres sont défavorables. Cette multiplicité des trajets
à la cible permettant d’obtenir des chemins favorables face à un milieu
de propagation complexe constitue la diversité spatiale offerte par un
dispositif MIMO pour la détection à travers les murs, comme le montre la
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figure ci-dessous.

	


	

 



Figure 3.3 – Illustration de la diversité spatiale d’un radar MIMO pour la détection à
travers les murs
Les apports d’un radar MIMO face à un milieu de propagation complexe
et non maîtrisé seront présentés dans le chapitre 4 p.125. En outre, les
avantages d’un dispositif MIMO pour une détection par imagerie radar
tient aussi de l’amélioration de la résolution azimutale permise la forma-
tion d’un réseau virtuel à grande ouverture. Ces aspects seront également
illustrés p.125
3.2 Prise en compte des Effets de Propagation du Mur
La prise en compte des effets de propagation à la traversée des murs
est essentielle pour garantir les bonnes performances de détection et
de localisation. Cependant, compte tenu de la diversité et aussi de la
complexité des phénomènes de propagation intervenant à la traversée
des murs, ces effets ne sont adressés qu’en partie. De plus, du fait que
déphasage et atténuation sont très difficilement prévisibles pour les murs
hétérogènes, la compensation complète des effets du mur ne serait pas
réaliste. Cette partie présente donc dans un premier temps un modèle de
signal complet. Ensuite, le modèle de signal approché utilisé en image-
rie radar sera exposé. Les modèles de signal présentés considèrent des
champs scalaires représentant une polarisation particulière en émission et
réception.
Considérons une scène constituée d’une antenne d’émission située en
xT = [xT , yT]T et une antenne de réception en xR = [xR, yR]T ainsi qu’une
cible de SER σc en xc = [xc, yc]T derrière un mur, cf. fig.(3.4).
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Figure 3.4 – Scénario typique de détection à travers les murs
3.2.1 Modèle de Signal
Soit st le signal émis, en espace libre et champ proche, le signal en récep-
tion sr se met sous la forme :
srptq “
a
σcpxc, xT, xRq
16pi2}xc ´ xT}}xc ´ xR}
stpt´ τcq ` bptq
τc “ }xc ´ xT}c `
}xc ´ xR}
c
(3.1)
Avec τc le temps nécessaire pour aller de l’antenne d’émission à la cible
et revenir à l’antenne de réception. Le bruit additif de mesure est noté
b et la dépendance de σc aux positions des senseurs et cible traduit la
dépendance de la réflectivité de la cible à l’incidence de l’onde arrivante
et partante.
Dans le cas de la détection à travers les murs, d’autres signaux viennent
s’ajouter, les réponses impulsionnelles du mur interviennent dans le
signal écho de la cible :
srptq “
a
σcpxc, xT, xRq
16pi2}xc ´ xT}}xc ´ xR}
hmurpt, xc, xTq ˚ hmurpt, xc, xRq ˚ stpt´ τcq
` smurptq ` sclutterptq ` bptq
(3.2)
Le signal smur représente le signal réfléchi par le mur. Ce signal est de forte
amplitude comparativement au retour de la cible et masque alors la cible.
Les multiples réflexions sur le mobilier perçues en réception sont com-
prises dans sclutter. Le clutter est non-désiré et entraîne des artefacts d’ima-
gerie et une augmentation des probabilités de fausse alarme. La réponse
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impulsionnelle du mur hmur dépend également des incidences 1 ainsi que
de l’état de polarisation de l’onde. En fréquentiel, l’équation précédente
se met sous la forme :
Srp f q “
a
σcpxc, xT, xRq
16pi2}xc ´ xT}}xc ´ xR}
Hmurp f , xc, xTqHmurp f , xc, xRqStp f qe´j2pi f τc
` Smurp f q ` Sclutterp f q ` Bp f q
(3.3)
La fonction de transfert du mur Hmur tient compte de tous les phénomènes
de propagation précédemment présentés, à savoir l’atténuation de l’onde,
les déphasages introduits ainsi que la diffraction et la dispersion de l’onde.
Après pré-traitement pour s’affranchir de la réflexion du mur et du clut-
ter, la connaissance parfaite de la fonction de transfert permettrait de la
compenser et de pouvoir utiliser les méthodes d’imagerie en espace libre.
Cependant, cette fonction de transfert reste souvent indéterminée, en par-
ticulier pour des incidences obliques. Cette indétermination est d’autant
plus grande dans le cas de murs hétérogènes. La modélisation détermi-
niste des murs présentée au chapitre précédent peut tout de même être
utilisée pour les corrections en amplitude.
3.2.2 Modèle de Signal Approché
Les efforts réalisés dans la caractérisation de la propagation à travers
les murs permet la prise en compte d’une partie des phénomènes cités
au chapitre précédent. En effet, l’atténuation à la traversée ainsi que la
réfraction et la modification de vitesse dans le mur peuvent être adressées.
Cependant, la connaissance encore insuffisante des déphasages introduits
ne permet d’en tenir compte dans les modèles de signal. Ainsi, la perte de
cohérence partielle sur les fronts d’onde ainsi que les déphasages ne sont
pas considérées car ils restent imprédictibles. La non prise en compte de
ces effets entraîne la dégradation des performances d’imagerie. Tout de
même, la localisation des cibles en radar repose sur la bonne estimation
des temps d’arrivée. Or, la prise en compte de la modification des che-
mins optiques permet de corriger les temps d’arrivée et ainsi de mieux
déterminer la position de la cible malgré la dégradation de l’image formée.
Considérons un mur homogène d’épaisseur emur et de permittivité εmur.
Le temps d’arrivée τT d’une onde émise d’une antenne en xT pour arriver
à la cible en xc est à déterminer. En constatant que le temps d’arrivée est
invariant en translatant le mur selon l’axe y, la détermination du temps
nécessaire au parcours peut se faire sur la configuration équivalente fi-
gure (3.5.b) avec h “ h1 ` h2. En notant que dans le mur l’onde se déplace
à vitesse v “ c{?εmur, le calcul du temps de trajet revient à déterminer la
position du point d’inflexion x2 sur la figure (3.5.b).
Le calcul de la position x2 est en théorie réalisé en résolvant un pro-
blème de minimisation de temps parcours imposé par le principe de
1. Rappel : ˚ désigne l’opération de convolution et la dépendance aux positions des
senseurs et cible traduit la dépendance de la réponse impulsionnelle à l’incidence de
l’onde.
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Figure 3.5 – Prise en compte de la modification du chemin optique due à la réfraction à
la traversée du mur (a) et sa configuration équivalente (b).
Fermat 2. Les travaux en [4] présente une méthode coûteuse en temps de
calcul et en complexité pour obtenir le vrai temps de parcours. Cepen-
dant, en travaillant sur la configuration équivalente, la relation suivante
est vérifiée x2 = [x2, y2]T = [x2, yT+emur]T [5], ce qui permet donc d’écrire :
x2 “ x1 ` 1?
εmur
px3 ´ x1q “ xT ` 1?
εmur
emur
h` emur pxc ´ xTq
avec h “ h1 ` h2
(3.4)
En notant alors dmur la distance parcourue dans le mur et dair celle est en
espace libre, le temps de trajet se met donc sous la forme :
τT “ dmurv `
dair
c
“
?
εmur}x2 ´ xT}
c
` }xc ´ x2}
c
(3.5)
Enfin, en procédant de la même manière pour le trajet de la cible à l’an-
tenne de réception τR, le temps de trajet total est obtenue par la somme
τc “ τT ` τR. Le modèle de signal alors retenu est le suivant :
Srp f q “
?
σc
16pi2}xc ´ xT}}xc ´ xR}
LmurStp f qe´j2pi f τc `
Smurp f q ` Sclutterp f q ` Bp f q
(3.6)
Avec Lmur les pertes en transmission du mur. Les pertes à la propagation à
travers le mur fait intervenir deux termes de pertes. D’une part, les pertes
dues à la réflexion de l’onde à l’interface du mur Lair{mur. Et d’autre part,
les pertes dues à la propagation à l’intérieur du mur Linte´rieur. En décibel,
ces pertes sont estimées par les relations suivantes [6] :
Lair{mur “ 20 log10
˜
2
a
εmur ´ sin2θi
εmur cos θi `
a
εmur ´ sin2θi
¸
Linte´rieur “ 20 log10 pexpp´αemurqq
(3.7)
2. Rappel du principe de Fermat : « La lumière se propage d’un point à un autre sur
des trajectoires telles que la durée du parcours soit localement minimale. »
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Avec α le coefficient d’atténuation cf. p.53 et emur l’épaisseur du mur :
α “ 2pi f
c
c
ε1r
2
´a
1` tan2δ´ 1
¯
et tan δ » εr”
ε1r
(3.8)
3.2.3 Cas de Murs Hétérogènes : Homogénéisation des Murs
La prise en compte de la modification de chemin optique pour les murs
hétérogènes peut également être approchée en modélisant celui-ci par
un mur homogène de même épaisseur et d’une permittivité équivalente
[7]. On parle alors de homogénéisation du mur. Cette approximation
est d’autant plus correcte que la longueur d’onde est grande devant la
taille des cavités présentes. Les grandeurs diélectriques équivalentes pour
différents types de matériaux de construction sont fournies en [7].
Le procédé d’homogénéisation utilise les développements asymptotiques
des champs électromagnétiques ainsi que le concept multi-échelle pour
décomposer les champs en des termes à variations faibles et à varia-
tions fortes [8]. En retenant uniquement les termes à variations faibles,
le concept d’homogénéisation permet de déterminer les champs moyens
et permettent de déduire par la suite les grandeurs diélectriques équiva-
lentes du matériaux [7]. Une lecture plus détaillée sur le procédé d’ho-
mogénéisation est fournie en [8, 9, 10] et ainsi que références incluses.
Selon l’agencement géométrique particulier des constituants du mur, le
tenseur de permittivité diélectrique ¯¯ε peut être relativement compliqué.
Cependant, on retiendra qu’en première approximation la permittivité
diélectrique équivalente est la moyenne des permittivités pondérées par
les quantités correspondantes :
ε e´q “ gεr ` p1´ gqε0 (3.9)
Avec g le ratio de matière de permittivité εr par rapport au vide dans la
géométrie de mur, nommé fill parameter dans la littérature. Par exemple, la
figure (3.6) explicite le procédé d’homogénéisation dans le cas d’un mur
en moellon à deux trous dans le sens de la largeur.
3.3 Pré-traitement
La dynamique d’un dispositif radar représente le rapport entre la plus
grande amplitude de signal reçu sur la plus petite amplitude de cible à dé-
tecter. En détection à travers les murs, une grande partie de la puissance
émise est réfléchie par la première interface du mur et est perçue en ré-
ception alors qu’un très faible écho ne parvient de la cible après les divers
atténuations dues aux deux traversées du mur. Il est alors évident que le
signal provenant du mur masque le retour de la cible et des traitements
doivent être mis en œuvre pour détecter la cible. De même, la présence
de mobilier à l’intérieur de la pièce entraîne la détection de réflecteurs qui
ne sont pas d’intérêt. Ces derniers constituent les fausses alarmes qu’il
faudrait supprimer.
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Figure 3.6 – Homogénéisation du mur
3.3.1 Mitigation de la Réponse en Amplitude du Mur
Une première technique consiste en un fenêtrage temporel, dit time gating.
Cette technique consiste à ne conserver que la partie du signal intervenant
après un temps τmur représentant le temps de trajet aller-retour jusqu’au
mur. Connaissant les dispositions géométriques des antennes et du mur,
le calcul de τmur est aisé. Dans ce cas, uniquement les réponses de ce
qui se situe derrière le mur sont considérées. Cette technique présente
l’avantage d’être extrêmement simple d’implémentation, cependant l’éta-
lement temporel de la réponse impulsionnelle du mur ne permet pas un
emploi efficace de cette technique. De plus, les cibles à proximité du mur
se verraient supprimées.
Une seconde technique d’imagerie différentielle consiste à soustraire
la mesure actuelle à celle précédente. Ce procédé, dit de soustraction des
échos fixes, permet d’enlever (quasi-) entièrement la réponse du mur et par
la même occasion atténue fortement le clutter ambiant. L’imagerie diffé-
rentielle peut se faire soit sur les signaux bruts ou soit après formation
d’image. L’opération se met sous la forme générique :
Zpnq “ Xpnq ´Xpn´ 1q (3.10)
Selon que la différence se fait avant ou après formation de l’image, Xpnq
représente soit la nie`me donnée de mesure brute ou la nie`me image respec-
tivement. Idéalement, l’imagerie différentielle devrait être réalisée avec
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un jeu de mesures de la scène sans cibles qui serait ensuite soustrait à
la mesure de sorte à ce que uniquement les retours des cibles d’intérêt
ne soient conservés. Cependant, ce n’est possible que dans le cadre de
la simulation. Sur données expérimentales, ce procédé 3 ne révèle alors
que les cibles mobiles, ce qui constitue la principale limitation de cette
technique. Cependant les travaux en [2] montrent la localisation de cible à
travers les murs par leur respiration et ne se déplaçant pas. Il est tout de
même important de savoir si l’information de la scène est bien contenue
dans la différence des signaux. Les travaux en [11] chapitre 2 théorème 1,
démontrent mathématiquement l’assertion sous certaines hypothèses.
D’autres travaux utilisent les échos du mur sous différentes polarisations
pour soustraire la réflexion du mur [12, 13]. Une disposition particulière
des antennes en radar SAR appliquée à la détection à travers les murs
permet la soustraction du mur en une seule mesure [14]. Avec cette même
disposition des antennes par rapport au mur, une technique de filtrage
spatial [15], issue des radars à pénétration de sol, permet également
d’atténuer la réponse du mur.
Remarque 3.1 Atténuation de la réponse du mur pour radar FMCW. En radar FMCW, le
retour d’une cible est une sinusoïde dont la fréquence est d’autant plus grande
que la cible est lointaine. Ainsi la réponse du mur peut être atténuée en plaçant
un filtre passe haut dont la fréquence de coupure serait supérieur à la fréquence
de battement du mur.
3.3.2 Technique de Suppression de Fouillis (clutter)
Comme il a été dit, la technique de suppression des échos fixes permet
de supprimer efficacement le fouillis statique et constitue la principale
méthode pour s’affranchir des réflecteurs non désirés.
D’autres techniques issus du traitement du signal statistique permettent la
mitigation du clutter [16] 4. Notamment la décomposition en éléments simples
peut être utilisée en complément de l’imagerie différentielle pour réduire
les artefacts d’imagerie. Ce procédé permet de séparer les données de
mesure en deux sous-espaces complémentaires dits : sous-espace signal
et sous-espace bruit. La reconstruction des données en ne conservant que
le sous espace-signal permet alors de se défaire des petits réflecteurs non-
souhaités. D’autres techniques de réduction du clutter telles que l’analyse
de composant principal ou l’analyse de composant indépendant ont été étudiées
en [16].
3.4 Principe de l’Imagerie Radar à Travers les Murs
La méthode retenue pour la détection et la localisation de cibles à tra-
vers les murs est l’imagerie radar. Le principe consiste en la subdivision
3. Le procédé d’imagerie différentielle est l’équivalent du « simple delay line canceller »
implementé en radar MTI pour la suppression de clutter.
4. Les procédés de réduction de clutter se font par des traitements matriciels sur une
matrice 2D extraite de la matrice de signal MIMO 3D
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de la scène en pixels et en l’attribution à chacun de ces pixels d’une in-
tensité. Selon le calcul de l’intensité, les méthodes d’imagerie diffèrent.
Un schéma descriptif de l’opération est représenté figure 3.7. Dans ce qui
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Figure 3.7 – Principe de l’imagerie radar à travers les murs
va suivre, il sera considéré un dispositif radar MIMO constitué de M an-
tennes d’émission situées en (xtm)m“1..M et de N antennes de réception si-
tuée en (xrn)n“1..N. L’implémentation des différentes méthodes d’imagerie
sera effectuée sur des données de simulation en espace libre et à travers les
murs pour une configuration représentée figure 3.8. Le scénario de simula-
tion est constitué de 3 cibles situées en [-1 -1], [0 0] et [1 1] et les antennes
sont disposées le long d’une ligne en y=-3. La pièce est formée par des
murs homogènes d’épaisseur 0.2m de permittivité relative de εr “ 6.8 5 et
les données de simulation sont obtenues par calcul FDTD. L’état de pola-
risation utilisé pour l’obtention des signaux synthétiques est verticale en
émission et en réception. Les signaux d’émission sont gaussien avec une
bande de 1GHz centré sur une porteuse à fc “ 2GHz.
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Figure 3.8 – Représentation des scénarii de simulation en espace libre (a) et à travers
les murs (b).
5. la partie imaginaire de la permittivité n’est pas prise en compte ainsi, les pertes dues
à une permittivité complexe sont incluses dans la valeur numérique de la conductivité, cf.
4.1.1 p.118 pour plus d’explication.
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3.5 Imagerie par Trilatération
L’imagerie par trilatération est une méthode d’imagerie non cohérente
qui découle directement des méthodes d’estimation des temps d’arrivée
en radar [17, 18]. Partant du signal reçu par la nie`me antenne de réception
provenant de la mie`me d’émission en espace libre :
snmptq “
?
σcsmpt´ τcq (3.11)
Le temps de trajet à la cible est alors estimé par :
τˆc “ arg max
τ
Inmpτq “ arg max
τ
ˇˇˇ
ˇ
ż
snmptqs˚mpt´ τqdt
ˇˇˇ
ˇ “ arg max
τ
Γsmpτ´ τcq
(3.12)
Avec Γsm la fonction d’auto-corrélation de sm signal émis par la m
ie`me an-
tenne. Compte tenu des propriétés de la fonction d’auto-corrélation le
maximum est bien atteint en τ “ τc. Le procédé d’imagerie consiste à
attribuer à un pixel en x=[x,y]T une valeur de l’intensité Inmpτq pour un
temps τx correspondant au temps de trajet d’une cible située en x. Concrè-
tement, cela s’écrit :
Inmpxq “ Inmpτq
ˇˇ
τ“τnmpxq
avec τnmpxq “ }x´ xt,m}c `
}x´ xr,n}
c
(3.13)
Ainsi, le pixel dont la position est celle de la cible, correspondant à
τnmpxq “ τxc , se voit attribuer l’intensité maximale Inmpτcq. Cependant,
tout autre pixel dont le temps d’arrivée vérifie τnmpxq “ τxc se verra
également attribué une intensité maximale. Il est aisé de montrer que l’en-
semble des points vérifiant cette relation se situent sur l’ellipse passant
par la cible et dont les deux foyers sont l’antenne d’émission et celle de
réception, comme l’illustre la figure (3.9).
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Figure 3.9 – Représentation de la localisation de la cible sur l’ellipse dont les foyers
sont les antennes émettrice et réceptrice, la configuration schématique (a) et
l’implémentation de la méthode d’imagerie (b).
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Dans le cas de la détection à travers les murs, le temps au pixel τx
considéré tient compte de la modification de chemin optique et du chan-
gement de vitesse dans le mur. Ce temps de parcours est déterminé
comme il a été indiqué p.89.
La localisation par trilatération est alors obtenue par l’intersection des
différentes ellipses associées au multiples émetteurs et récepteurs consti-
tuant le dispositif radar, cf. fig.(3.10). L’intensité de chaque pixel est
donnée par :
I(x) “
Mÿ
m“1
Nÿ
n“1
Inmpxq (3.14)
Le procédé d’imagerie est un traitement incohérent multistatique et la fu-
sion d’image se fait par sommation des différentes images obtenues. Un
autre procédé de fusion d’images consiste à ne garder que le minimum
des intensités :
I(x) “ min
m,n
Inmpxq (3.15)
De telle sorte à ce que si le pixel contient effectivement une cible alors I(x) a
une forte amplitude. En effet, chacune des intensités Imnpτcq est importante
même la plus petite d’entre elles. Alors que si le pixel ne contient pas de
cible, il se peut qu’il appartienne à une ellipse et pas à une autre, ainsi
en attribuant le minimum des intensités la valeur associée au pixel sera
plus faible et la localisation est rendue plus aisée. Le calcul de l’intensité
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Figure 3.10 – Implémentation des méthodes d’imagerie par trilatération avec méthode
de fusion d’image par sommation (a) et association du minimum des images (b) pour une
configuration MIMO avec M “ 2 et N “ 4 sur données de simulation en espace libre.
Inmpτq fait intervenir le filtrage adapté du signal reçu smn par celui émissm.
Cette opération est généralement réalisée dans le domaine de Fourier en
utilisant l’égalité de Parseval 6. Ainsi le calcul de l’intensité se met sous la
forme :
Inmpτq “
ˇˇˇ
ˇ
ż
snmptqs˚mpt´ τqdt
ˇˇˇ
ˇ “
ˇˇˇ
ˇ
ż
Snmp f qrSmp f qe´j2pi f τs˚d f
ˇˇˇ
ˇ (3.16)
6. Soit x(t) et y(t) deux signaux de représentation fréquentiel X(f) et Y(f). L’égalité sui-
vante est vérifiée
ż
xptqy˚ptqdt “
ż
Xp f qY˚p f qd f
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Il est à noter que le signal retardé snmptq 9 smpt´ τcq s’écrit en fréquentiel :
Snmp f q 9 Smp f qe´j2pi f τc (3.17)
Ainsi après déconvolution dans le domaine fréquentiel de Snmp f q par
Smp f q, le signal S˜nm formé s’écrit :
S˜nmp f q “ e´j2pi f τc (3.18)
Le signal S˜nm dans le domaine des fréquences est alors un signal de fré-
quence τc. Les méthodes d’estimation spectrale [19] peuvent donc être
appliquées au signal S˜nm pour estimer le retard τc. L’équivalent de la mé-
thode d’estimation du temps d’arrivée décrite précédemment et retraduit
en fréquentiel par l’équation (3.16) s’écrit simplement par :
Inmpτq “
ż
S˜nmp f qre´j2pi f τs˚d f “
ż
S˜nmp f qej2pi f τd f “ T F´1tS˜nmu (3.19)
Avec T F´1, la transformée de Fourier inverse aussi nommée méthode
conventionnelle. Cette dernière connue pour son manque de résolution
peut être changée par d’autres méthodes dites haute résolution telles que
les méthodes MUSIC, Capon ou ARMA [19]. Ces techniques appliquées
pour l’estimation des temps d’arrivée peuvent donc peuvent être mise en
œuvre pour effectuer l’imagerie par trilatération.
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Figure 3.11 – Implémentation des méthodes d’imagerie par trilateration avec la méthode
MUSIC pour une fusion d’image par sommation (a) et association du minimum des
images (b) sur données de simulation en espace libre avec M “ 2 et N “ 4.
La figure (3.11) illustre l’imagerie par trilatération réalisée avec la méthode
MUSIC pour l’estimation des temps d’arrivée. Il apparaît clairement que
la résolution en distance est nettement améliorée sur l’image formée.
Cependant, un étalement de la cible en azimuth est observé par rapport
à la méthode conventionnelle. Les images obtenues pour des données de
simulations à travers les murs sont données figures (3.12) et (3.13).
Les vraies positions des cibles sont représentées par des ronds sur les
images formées. La figure (3.12) présente l’imagerie sans compensation
des retards de trajet dus à la traversée du mur. Les intersections des
ellipses fournissent des positions de cibles assez biaisées avec des écarts
de l’ordre de 40 cm en distance (downrange). De plus, la non-prise en
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Figure 3.12 – Implémentation des méthodes d’imagerie sans compensation des effets du
mur par, trilatération avec méthode de fusion d’image par sommation classique (a) et
trilatération avec la méthode MUSIC (b) sur données de simulation à travers les murs.
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Figure 3.13 – Implémentation des méthodes d’imagerie avec compensation des effets du
mur par, trilatération avec méthode de fusion d’image par sommation classique (a) et
trilatération avec la méthode MUSIC (b) sur données de simulation à travers les murs
avec M “ 2 et N “ 4.
compte des modifications des temps de trajet fait que les ellipses ne se
croisent plus en un point unique mais en plusieurs lieux donnant des
représentations de cibles assez diffuses comparées à l’imagerie en espace
libre. La compensation des retards dus à la traversée du mur permet
d’obtenir les positions de cibles plus justes.
L’imagerie par trilatération avec la méthode MUSIC pour l’estimation
des temps d’arrivée donnent des images plus nettes, cependant le traite-
ment ne met en évidence que deux cibles. Ceci s’explique par le fait que
la méthode MUSIC est une méthode d’estimation spectrale paramétrique
qui nécessite un choix judicieux de la dimension du sous espace signal.
La surestimation de la dimension du sous-espace signal n’est pas une
solution pour estimer les composantes du signal car les pôles liés au
bruit perturbent l’analyse spectrale. Les critères AIC (Akaike Information
Criterion) ou MDL (Minimum Description Length) permettraient de dé-
terminer la dimension du sous espace signal de chacun des MN signaux,
cependant dans le cadre de ces travaux ces technique n’ont pas été plus
investies.
Les techniques d’imagerie basées sur la trilatération sont des méthodes
non cohérentes qui sont assez robustes à la propagation à travers les murs.
Les principales limitations de ces techniques sont l’absence de résolution
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azimutale et la difficulté d’interprétation de l’image. En effet, certains
croisements d’ellipses peuvent être pris comme des cibles fantômes. Des
procédés particuliers de fusions d’images et d’agencement d’antennes
pourraient modérer ces limitations.
3.6 Imagerie par Migration
Les traitements d’imagerie radar par migration dérivent des procédés
d’imagerie utilisés en sismologie [20]. Ces techniques furent utilisées pour
améliorer la résolution spatiale et augmenter le rapport signal à bruit sur
les images formées. La migration vise à focaliser les échos des réflecteurs
à leur position spatiale en fonction des temps d’arrivée et voire même à
retrouver la forme physique de la cible.
L’imagerie par migration est réalisée en deux étapes :
§ la reconstruction de l’onde réfléchie par la cible à partir des champs
mesurés
§ l’application d’une condition d’imagerie sur les champs reconstruits
pour former l’image
Tous les algorithmes de migration sont basés sur la linéarisation du pro-
blème de résolution des équations d’onde. Cela signifie que l’interaction
entre les différents champs diffusés par les cibles présentes dans la scène
est négligée. Il s’agit de l’approximation de Born [21].
3.6.1 Rétro-projection : Migration sans reconstruction d’onde
Compte tenu de la difficulté à reconstruire les champs, les tous premiers
procédés de migration ne réalisaient pas la reconstruction des ondes réflé-
chies à partir des signaux mesurés. La condition d’imagerie est alors ap-
pliquée directement sur les mesures effectuées. Ainsi, l’imagerie consiste
en l’attribution à un pixel en x, d’une intensité égale à la valeur du champ
à un instant correspondant au temps de trajet au pixel. Ceci s’écrit :
Ipxq “
Mÿ
m“1
Nÿ
n“1
smnptq
ˇˇ
t“τnmpxq
(3.20)
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Figure 3.14 – Implémentation de la méthodes d’imagerie par stack diffraction
sommation sur données de simulation en espace libre avec M “ 2 et N “ 4.
Les résultats d’imagerie avec données de simulation à travers les murs
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sont présentées figure (3.15). En l’absence de correction des retards dus
à la traversée du mur, les trois cibles sont identifiés à des positions déca-
lées en distance. Avec correction, les positions des cibles sont retrouvées à
peu de choses près. L’imagerie est légèrement dégradée comparativement
à celle en espace libre ainsi les traitements sont assez robustes. Une limi-
tation du procédé réside dans le fait que la fonction d’ambiguïté dépend
fortement de la forme géométrique de la forme d’onde émise. Ainsi des
formes d’ondes impulsionnelles avec très peu voire pas d’oscillation, type
gaussiennes, sont privilégiées. En général, la sommation est faite sur des
amplitudes de signaux réels et les traitements sont donc incohérents, ce
qui fournit une certaine robustesse.
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Figure 3.15 – Implémentation de la méthodes d’imagerie par stack diffraction
sommation sur données de simulation à travers les murs sans compensation (a) et avec
compensation (b) des effet du mur avec M “ 2 et N “ 4.
Ce type de procédé plutôt instinctif, connu sous le nom de « stack dif-
fraction summation » ou encore « back-projection » [20, 22], fut parmi les
premières méthodes d’imagerie implémentée en sismologie. La simplicité
d’implémentation a permis de l’appliquer pour d’autres dispositifs ima-
geurs tels que les radars à pénétration de sol [22] et de généraliser le pro-
cédé pour n’importe quelle répartition spatiale des antennes. Afin de tenir
compte de certains effets de propagation en champ proche, le procédé
d’imagerie peut être modifiée en corrigeant l’atténuation en amplitude en
1/r et en ajoutant le facteur d’obliquité [23]. Cependant, la non prise en
compte de la physique de propagation des ondes limite les performances
d’imagerie atteignables.
3.6.2 Rétro-propagation : Migration avec reconstruction d’onde
Les méthodes d’imagerie de migration sans reconstruction d’onde se
basent en fait uniquement sur des conditions géométriques (ie. temps
d’arrivée) et ne prennent pas en compte la théorie physique de la propa-
gation d’onde. Ainsi d’autres approches pour la migration, se basant sur
les équations théoriques de propagation des ondes, ont été développées.
Ces procédés commencent par reconstruire les champs rayonnés par la
cible et appliquent ensuite la condition d’imagerie. Parmi les méthodes
de reconstruction des champs, trois approches sont communément ad-
mises bien que de nombreuses variantes sont apparues par la suite. La
méthode d’intégrale de Kirchhoff permet de reconstruire une onde dans
un volume à partir des champs mesurés sur son contour [24]. Tandis que
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les méthodes de migration telles que les traitements "ω-k" de Stolt [25]
ou "phase shift method" de Gadzag [26] utilisent des déphasages dans les
domaines de fréquence en temps et fréquence en espace pour reconstruire
les champs. Les algorithmes d’imagerie pour les différentes méthodes de
migration sont décrits en détails dans les travaux [27]. L’implémentation
de certaines de ces méthodes pour la détection radar à travers les murs
sont présentées en [28].
Initialement, les algorithmes d’imagerie ont été développés pour des
architectures antennaires de type SAR, à savoir pour des paires <émet-
teur/récepteur> colocalisées. La reformulation des algorithmes existants
pour convenir à une architecture MIMO n’est pas chose facile. Les travaux
chap. 6 [29] proposent déja une reformulation de la migration de Kirchhoff
et de Stolt dans le cas d’une architecture radar MIMO. Ainsi, une refor-
mulation de la méthode dite "phase shift method" est reformulée dans le
cas MIMO. Parmi les différentes techniques de migration, l’avantage du
procédé par phase shift method réside dans le fait que les variations de
vitesse en fonction de la profondeur sont plus aisément prises en compte.
Cette reformulation se base sur les travaux [30, 31].
Soit xt=[xt, yt]T et xr=[xr, yr]T. En pratique, les senseurs sont généra-
lement placés sur une même ligne parallèle au mur ainsi yr=yt=ysenseur.
Pour l’imagerie en 2D, les champs électromagnétiques sont supposés être
indépendants de la hauteur z. Soit e le champ partant de xt et reçu en xr,
l’équation de propagation du champ électrique en espace libre s’écrit :
B2e
Bt2 “ c
2
„ B2e
Bx2r
` B
2e
By2r

(3.21)
Le principe de réciprocité permet d’interchanger émetteur et récepteur,
ainsi le champ électrique est également solution de l’équation :
B2e
Bt2 “ c
2
„ B2e
Bx2t
` B
2e
By2t

(3.22)
En prenant les transformées de Fourier temporelle et spatiale de ces équa-
tions, notant kr la fréquence spatiale associée à xr, puis kt celle à xt et
ω “ 2pi f , les relations suivantes sont obtenues :
B2E
By2r
“ ´
´ω
c
¯2 „
1´
´
kr
c
ω
¯2
E
B2E
By2t
“ ´
´ω
c
¯2 „
1´
´
kt
c
ω
¯2
E
(3.23)
Chacune de ces équations possède 2 solutions, l’onde progressive et l’onde
régressive. En ne conservant uniquement que les ondes progressives :
BE
Byr “ j
ω
c
“
1´ κ2r
‰1{2
E avec κr “ krc
ω
BE
Byt “ j
ω
c
“
1´ κ2t
‰1{2
E avec κt “ ktc
ω
(3.24)
3.7. Imagerie par Formation de Faisceau Conventionnelle 101
En notant que yr “ ys “ y, l’équation suivante, dite double-square-root
equation [31], est obtenue 7 :
BE
By “
BE
Byr `
BE
Byt
“ jω
c
”
p1´ κ2r q1{2 ` p1´ κ2t q1{2
ı
E
(3.25)
La solution à l’équation (3.25) est obtenue de proche en proche, et le
champ à différentes profondeurs est obtenu récursivement par la relation :
Epy`∆yq “ Epyqexp
´
j
ω
c
”
p1´ κ2r q1{2 ` p1´ κ2t q1{2
ı
∆y
¯
(3.26)
En sismologie, les points médian x1 et demi-écart x”, aussi dit midpoint et
half-offset, sont généralement introduits :
x1 “ xr ` xt
2
et x” “ xr ´ xt
2
(3.27)
Et les relations vérifiées par les fréquences spatiales sont alors exprimées
par :
κr “ pkx1 ` kx”q c2ω et κt “ pkx1 ´ kx”q
c
2ω
(3.28)
Une fois le champ reconstruit avec la relation 3.26, la condition d’imagerie
est réalisée en associant au pixel en x la valeur du champ à t “ 0 et x” “ 0.
Ainsi, le calcul de l’intensité du pixel est obtenu par la transformée de
Fourier inverse :
Ipxq “
ż
kx”
ż
kx1
ż
ω
Epkx1 , kx”,ω, zqejkx1xdkx1dkx”dω (3.29)
3.7 Imagerie par Formation de Faisceau Convention-
nelle
La formation de faisceau conventionnelle cherche à focaliser les si-
gnaux provenant du réseau d’antennes émettrices et réceptrices aux lieux
du pixel en x afin d’estimer la réflectivité d’une cible qui y serait située. Le
principe consiste en fait à compenser le déphasage induit par la propaga-
tion vers la cible en x avant de sommer de façon cohérente. Ce procédé est
fortement utilisé en imagerie et possède ainsi beaucoup de dénomination.
Ainsi les termes suivants représentent en fait le même procédé d’image-
rie : formateur de faisceau « delay and sum », « retournement temporel »
ou encore « filtrage adapté spatio-temporel ». En effet, les travaux [32] font
le lien entre filtre adapté et retournement temporel. Dans le domaine fré-
quentiel, le procédé d’imagerie se met sous la forme suivante :
Ipxq “
Mÿ
m“1
Nÿ
n“1
ż
Wnmp f qSnmp f q
”
Smp f qe´j2pi f τnmpxq
ı˚
d f (3.30)
7. En effet
BE
By
“
BE
Byr
Byr
By
`
BE
Byt
Byt
By
“
BE
Byr
`
BE
Byt
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La pondération Wnmp f q intègre les pertes de transmission dans le mur et
la divergence en 1/r due à la propagation en champ proche. La pondéra-
tion peut également moduler l’importance attribuée à chaque nœud mie`me
Tx - nie`me Rx pour améliorer les niveaux de lobes secondaires. De plus, le
filtrage adapté est également considéré comme une méthode d’estimation
de la réflectivité d’une cible placée en x, ce qui la rend de ce fait consis-
tante pour l’imagerie radar [33].
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Figure 3.16 – Implémentation des méthodes d’imagerie par filtrage adapté
spatio-temporel sur données de simulation en espace libre avec M=3 et N=7.
Remarque 3.2 Filtrage adapté spatio-temporel. En omettant la pondération Wnm, le terme de
sommation dans l’équation (3.30) s’écrit :ż
Snmp f q
”
Smp f qe´j2pi f τnmpxq
ı˚
d f “
ż
snmptq rsmpt´ τnmpxqs˚ dt (3.31)
Il s’agit donc d’un filtrage adapté au signal qui serait reçu d’une cible se situant
en x. Ainsi dans la dénomination de « filtrage adapté spatio-temporel », l’aspect
filtre adapté en temps vient de la sommation de filtres adaptés temporels et l’aspect
filtre adapté en espace vient de la sommation sur un réseau d’antennes émettrices
et réceptrices réparties dans l’espace.
Remarque 3.3 Lien entre retournement temporel et filtrage adapté Dans la littérature en
traitement du signal, le filtre adapté h est celui qui maximise le rapport signal à
bruit. Considérons le problème de détection classique pour lequel il faut estimer le
temps d’arrivée de la cible. Soit le signal snm revenant de la cible auquel s’ajoute
un bruit n :
snmptq 9 smpt´ τcq ` nptq (3.32)
Le problème de détection optimale consiste à déterminer la valeur de τc à partir
de l’observation snm. Pour ceci, il s’agit de déterminer le filtre tel que la puissance
en sortie à l’instant t “ τc soit maximal. Autrement dit, il faut maximiser le
rapport signal à bruit (SNR) à l’instant t “ τc. Le SNR défini par le rapport de
la puissance en sortie de filtre par la puissance du bruit :
SNRptq “
ˇˇˇ
ˇ
ż
hpuqsnmpu´ tqdu
ˇˇˇ
ˇ
2
ż
|npuq|2du
(3.33)
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Il est aisé de montrer que hptq “ s˚mpτc ´ tq. Le filtre adapté est le signal reçu ex-
cepté retourné en temps, smpt´ τcq ÞÑ smpτc´ tq d’où le retournement temporel.
Les travaux en [34] utilisent le formalisme de Green pour démontrer rigoureuse-
ment l’équivalence entre filtrage adapté et retournement temporel.
Les résultats d’imagerie sur données de simulation à travers les murs sont
fournis figure (3.17). En l’absence de correction des retards de propaga-
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Figure 3.17 – Implémentation des méthodes d’imagerie par filtrage adapté
spatio-temporel sur données de simulation à travers les murs sans compensation (a)
et avec compensation (b) des retards dus à la traversée du mur avec M=3 et N=7.
tion, l’imagerie est détériorée et les positions des cibles sont biaisées. Ce-
pendant, la correction des temps de trajet permet de retrouver les cibles
à leur position. Le filtre adapté en temps et en espace est un traitement
cohérent qui permet d’obtenir une résolution azimutale intéressante pour
la détection d’être humain à travers le mur. L’imagerie est tout de même
dégradée comparativement à celle en espace libre. En effet, il y a, d’une
part, les artefacts d’imagerie dus aux niveaux des lobes secondaires, et
d’autre part, ceux apparus après compensation des temps de trajet. Les
artefacts dus aux lobes secondaires peuvent être atténués par des posi-
tionnements d’antennes particuliers et l’utilisation de pondération sur les
voies de réception.
3.8 Imagerie par Formation de Faisceau de Capon
La formation de faisceau de Capon est une technique adaptative d’es-
timation dite « haute résolution » [35]. Appliquée à l’imagerie radar, elle
permet d’augmenter significativement la résolution des images formées
comparée à la formation de faisceau conventionnelle [36, 37]. L’imagerie
est alors considérée comme un problème d’estimation pour lequel il faut
estimer la réflectivité de chacun des pixels [38]. Le formateur de faisceau
de Capon, ou MVDR, détermine un filtrage qui vise à minimiser la puis-
sance en sortie de filtre de tous les autres contributeurs autre que celui
provenant d’une cible x, sous la contrainte de conserver la réponse de
cette cible.
Soit le signal reçu par la nie`me antenne de réception provenant de la
mie`me antenne d’émission :
snmptq “
a
σcpxqsmpt´ τnmpxqq (3.34)
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Dans le domaine fréquentiel, cette équation s’écrit :
Snmp f q “ Smp f qe´j2pi f τnmpxq (3.35)
Soit alors le vecteur S(f ) obtenu en concaténant verticalement les éléments`
Snmp f q
˘
n“1..N,m“1..M :
Sp f q “ r S11p f q, ¨ ¨ ¨ , SN1p f q, S12p f q, ¨ ¨ ¨ , SNpM´1qp f q, S1Mp f q, ¨ ¨ ¨ , SNMp f q sT
(3.36)
La formation de faisceau pour chacun des pixels en x s’écrit :
I “
NMÿ
l“1
w˚l p f qSlp f q “ wHp f qSp f q (3.37)
Le formateur de faisceau de Capon minimise la puissance des signaux
en sortie du filtrage wcapon(x) 8 tout en gardant un gain unité de l’écho
d’une cible en x. L’intensité attribuée au pixel est alors déterminée par la
puissance en sortie de ce filtre :
Ipxq “ E“|Icaponpxq|2‰
“ E“|wHcaponpxqSp f q|2‰
“ E“wHcaponpxqSp f qSHp f qwcaponpxq‰
“ wHcaponpxqRp f qwcaponpxq
(3.38)
Avec E
“
.
‰
l’espérance et R la matrice de covariance. En termes mathéma-
tiques, le formateur de Capon est solution du problème d’optimisation
sous contrainte suivant :
min
w
wHRw
avec la contrainte wHepxq “ 1
(3.39)
Où e(x) représente le vecteur directionnel (plus communément nommé
steering vector), qui caractérise le retour d’une cible en x. En omettant les
facteurs d’amplitude le steering vector se met sous la forme :
epxq “ r e´j2pi f τ11pxq, ¨ ¨ ¨ , e´j2pi f τN1pxq, e´j2pi f τ12pxq, ¨ ¨ ¨ , e´j2pi f τNpM´1qpxq,
¨ ¨ ¨ , e´j2pi f τ1Mpxq, ¨ ¨ ¨ , e´j2pi f τNMpxqsT
(3.40)
Pour le cas de la détection à travers les murs, le steering vector prend
en compte les modifications des chemins optiques ainsi que le ralentisse-
ment de l’onde dans le mur dans l’expression de τmn. Sous réserve que
la matrice R(f) soit inversible, le problème d’optimisation (3.45) peut être
résolu analytiquement par la méthode des multiplicateurs de Lagrange.
L’expression de la pondération se met alors sous la forme [35, 39] :
wcaponpxq “ R
´1p f qepxq
eHpxqR´1p f qepxq (3.41)
8. En fait wcapon dépend également de la fréquence et devrait s’écrire wcapon(x,f) mais
cette dépendance est omise pour plus de lisibilité
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L’imagerie se fait alors en attribuant au pixel x l’intensité :
Ipxq “ ˇˇwHcaponpxqSp f qqˇˇ (3.42)
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Figure 3.18 – Implémentation des méthodes d’imagerie par filtrage adaptatif de Capon
sur données de simulation en espace libre (a) et à travers les murs (b) avec M “ 2 et
N “ 8.
Il apparaît que le formateur de faisceau de Capon ne donne aucun ré-
sultat pour le traitement des signaux à travers les murs. Ceci vient du
fait que le formateur de faisceau n’est pas assez robuste pour compenser
les erreurs de modèle de signal. En effet, le modèle de signal retenu à
travers les murs prend en compte les effets d’atténuation et de réfraction
mais n’adresse pas les déphasages pouvant intervenir suite aux multiples
réflexions et/ou diffusions à la traversée. Le steering vector e(x) est donc
faussé et la contrainte spécifiée wHe(x)=1 qui vise à garder un gain unité
de la réponse d’une cible en x est incorrecte. Ainsi le formateur de faisceau
de Capon minimise la puissance en sortie de tout ce qui arrive et l’image
est totalement aberrante. Le formateur de Capon robustifié, considérant
l’inverse de la matrice [Rp f q ` ςI] au lieu de Rp f q, n’a donné aucun résul-
tat.
Dans la pratique, la matrice de covariance est inconnue et doit être
estimée. Afin de pouvoir estimer cette matrice plusieurs réalisations de
la même mesure sont nécessaires cependant dans le cas de la détection à
travers les murs ceci n’est pas réalisable. La technique de coherent subspace
method permettent d’estimer la matrice de covariance par un procédé de
moyennage de matrices de covariance à diverses fréquences [40, 41]. En
effet, il est montré qu’il est possible d’exprimer la matrice de covariance à
la fréquence f0 en fonction de celle à la fréquence f à l’aide de matrices
de passage notées T( f , f0) nommées focusing matrices [40, 41]. L’estimation
de la matrice de covariance est alors réalisée par le moyennage de matrice
à différentes fréquences :
Rp f0q “ 1K
Kÿ
k“1
Tp fk, f0qSp fkqSHp fkqTHp fk, f0q (3.43)
Avec K le nombre de points fréquentiels utilisés pour l’estimation de la
matrice de covariance. La procédure détaillée du calcul de la matrice de
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covariance par moyennage fréquentiel aussi appelée frequency averaging
est fournie en [41, 42]. La transformation consiste à déterminer la matrice
T( f , f0) telle que :
Sp f0q “ Tp f , f0qSp f q (3.44)
Les travaux [40] montrent que la matrice de passage doit être unitaire.
Ainsi, T( f , f0) est déterminée par la résolution du problème d’optimisation
avec contrainte suivant :
min
Tp f , f0q
}Sp f0q ´Tp f , f0qSp f q}
avec la contrainte Tp f , f0qHTp f , f0q “ I
(3.45)
Avec I la matrice identité. La solution de ce problème est donnée par :
Tp f , f0q “ Vp f , f0qUp f , f0qH (3.46)
Avec Vp f , f0q et Up f , f0q les matrices issues de la décomposition en valeurs
singulières (SVD) de la matrice Sp f qSp f0qH. En fait, la matrice de passage
déterminée permet d’obtenir le vecteur directionnel à une fréquence par-
ticulière f0 à partir du vecteur directionnel à une fréquence quelconque :
epx, f0q “ Tp f , f0qepx, f q (3.47)
3.9 Imagerie par MUSIC - Time Reversal
Aussi connus sous le nom de méthodes du goniomètre adaptatif, les
traitements haute résolution MUltiple SIgnal Classification (MUSIC) font
partie des méthodes à sous-espaces [43]. En effet, ces traitements usent de
la décomposition des signaux reçus en deux sous espaces orthogonaux.
Idéalement, le sous-espace signal contient les signaux d’intérêt revenant des
cibles et le sous-espace bruit contient le bruit et autres fouillis indésirés.
Utilisée en sonar [44] et pour la détection radar d’objets enfouis [45],
l’application de traitement type MUSIC pour l’imagerie radar multista-
tiques fut introduite en [46]. La formulation du traitement se base sur les
équations de propagation des ondes dans le domaine fréquentiel ainsi que
sur la théorie des fonctions de Green [46]. Avec les notations de Green,
cf. p.21, après déconvolution par la forme d’onde émise, le signal reçu en
fréquentiel par la nie`me antenne de réception provenant de la mie`me antenne
d’émission se met sous la forme :
S˜nmp f q “ σcGp f , xr,n, xcqGp f , xt,m, xcq (3.48)
Avec G la fonction de Green du milieu. On forme ainsi la matrice de trans-
fert K P CNˆM :
Kp f q “
»
—–
S˜11p f q ¨ ¨ ¨ S˜1Mp f q
...
. . .
...
S˜N1p f q ¨ ¨ ¨ S˜NMp f q
ﬁ
ﬃﬂ (3.49)
Dans la terminologie des traitements par retournement temporel, K est
aussi connu sous le nom de matrice de diffusion ou scattering matrix. En
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écriture matricielle, les vecteurs de Green en émission Gtp f q et en récep-
tion Grp f q permettent d’écrire la matrice de diffusion :
Gtp f , xcq “ rGp f , xt,1, xcq, ¨ ¨ ¨ ,Gp f , xt,M, xcq sT
Grp f , xcq “ rGp f , xr,1, xcq, ¨ ¨ ¨ ,Gp f , xt,N, xcq sT
Kp f q “ σcGrp f , xcqGTt p f , xcq
(3.50)
À partir de la matrice de diffusion, l’opérateur de retournement temporel
(ORT) est formé par la relation :
Tp f q “ Kp f qKHp f q (3.51)
La matrice Tp f q P MNpCq à la propriété d’être auto-adjoint, ie.
THp f q “ Tp f q. De ce fait, Tp f q est diagonalisable dans une base ortho-
gonale de vecteurs propres. Soit, (vn)n“1..N les vecteurs propres ordonnés
par ordre décroissant de la valeur propre positive associée (λn)n“1..N :
λ1 ě λ2 ě ¨ ¨ ¨ ě λN ě 0 (3.52)
L’espace engendré par les (vn)n“1..N peut être décomposé en deux sous-
espaces orthogonaux, dits sous-espace signal et sous-espace bruit. Le sous-
espace bruit alors est déterminé par l’espace engendré par les vecteurs
propres ayant des valeurs propres inférieur ou égal à un seuil σseuil. En
général, le seuil choisi est le niveau de puissance du bruit de mesure de
sorte à ce que l’espace signal contiennent uniquement les réflecteurs d’in-
térêt. Pour exemple, si λns est la première valeur propre en dessous du
seuil alors les différents sous-espaces sont déterminés :
sous-espace signal sous-espace bruit
spanpv1, . . . , vns´1q spanpvns , . . . , vNq
(3.53)
Avec span(.) l’espace vectoriel engendré par les vecteurs concernés. Le
pseudo-spectre de MUSIC est alors déterminé par :
Pmusicpxq “ 1ÿ
λnďσseuil
ˇˇ
vHn Grp f , xq
ˇˇ2 (3.54)
Il est à noter que les opérations effectuées sur la matrice T( f )=K( f )KT( f )
pourraient être appliquées à la matrice T( f )=KT( f )K( f q PMMpCq. La ma-
trice Tr( f )=K( f )KT( f ) est en fait considérée comme l’ORT en réception et
Tt( f )=KT( f )K( f ) comme l’ORT en émission [46]. Soit alors, (um)m“1..M les
vecteurs propres associées à la matrice Tt( f ), par le même raisonnement,
le pseudo-spectre en émission est exprimé par :
Pmusicpxq “ 1ÿ
λmďσseuil
ˇˇ
uHmGtp f , xq
ˇˇ2 (3.55)
Dans le cadre d’une architecture radar MIMO, l’intensité attribuée au pixel
par la méthode MUSIC Time-Reversal est alors obtenue par :
Ipxq “ 1ÿ
λmďσseuil
ˇˇ
uHmGtp f , xq
ˇˇ2 ` ÿ
λnďσseuil
ˇˇ
vHn Grp f , xq
ˇˇ2 (3.56)
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Figure 3.19 – Implémentation des méthodes d’imagerie par MUSIC Time Reversal
sur données de simulation en espace libre (a) et à travers les murs (b) avec M “ 5 et
N “ 7.
Les résultats d’imagerie sur données de simulation à travers les murs sont
fournis figure (3.19.b). La compensation ou non des retards liés à la pro-
pagation à travers le mur n’apporte pas de grand changement à l’imagerie
par MUSIC Time Reversal (TR). Ceci s’explique par le fait que la méthode
ne possède pas une très bonne résolution distance. Une attention tout par-
ticulière est à accorder à la dimension du sous-espace bruit auquel cas
la détection n’est plus opérationnelle. Pour les résultats présentés ici avec
données à travers les murs, la dimension du sous-espace signal choisie
a été de 5 (=nombre de cible`2). De plus, les effets de multi-trajets dans la
pièce introduit des f aisceaux dans l’image compliquant l’interprétation de
celle-ci. L’imagerie permet de déterminer les régions de la scène contenant
des cibles mais une localisation précise est difficile. Du fait de sa très bonne
résolution azimutale, cette méthode d’imagerie fut utilisée en [47] couplée
avec une méthode d’estimation des temps d’arrivée, similaire à celles ba-
sées sur la trilatération présentées précédemment, pour une détection par
fusion d’images. Cependant, la méthode TR MUSIC toute seule, n’est ap-
propriée pour la détection à travers les murs que pour des scénarii avec
très peu de cibles 1 ou voire 2 au maximum, au delà les vecteurs propres
du sous espace signal ne représentent plus un seul réflecteur mais plutôt
une partie de plusieurs réflecteurs. La projection d’un vecteur propre si-
gnal sur le sous espace bruit donne plusieurs maxima au lieu d’un seul à la
position de la cible. L’image est alors sévèrement dégradée et la détection
devient difficile.
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Parmi les différentes techniques d’imagerie présentées, plusieurs
catégories de traitement ont été abordées :
§ des méthodes incohérentes basées sur de la multilatération ou la
sommation incohérentes d’amplitudes
§ des méthodes cohérentes obtenues par filtrage adapté spatio-
temporel
§ des méthodes dites haute résolution avec le formateur de fais-
ceau de Capon et l’imagerie par MUSIC Time Reversal
Les techniques incohérentes présentent l’intérêt d’être robustes à
la propagation à travers les murs, cependant elles ne possèdent
pas de résolution azimutale. L’imagerie par filtrage adapté permet
d’obtenir une résolution azimutale intéressante pour la détection à
travers les murs et est assez robuste mais présentent des artefacts
d’imagerie. Le formateur de faisceau de Capon n’est pas assez ro-
buste face aux erreurs de modèle de signal et ne fournit aucun
résultat. La technique TR MUSIC possède l’avantage d’une très
bonne résolution azimutale cependant elle n’est efficace que pour
des scénarii avec très peu de réflecteurs (ď 2). Des procédés de
fusion d’images issues de différentes techniques d’imagerie per-
mettraient de tirer partie des avantages de chacune et d’obtenir
des images plus faciles à interpréter.
3.10 Les Avancées en Détection et Localisation à Tra-
vers les Murs
L’imagerie radar à travers les murs est un domaine de recherche multi-
disciplinaire faisant intervenir à la fois des connaissances en propagation
électromagnétique à travers les murs afin de pouvoir compenser des effets
de la traversée, la conception d’antenne ULB ainsi que le choix de formes
d’onde pertinentes, le traitement du signal ainsi que l’imagerie.
Les aspects formes d’onde et propagation à travers les murs ayant déjà
été abordés aux premier et second chapitre, respectivement. Cette partie
fera donc référence aux différents travaux menés par la communauté
scientifique dans les méthodes d’imagerie et traitements associés pour
la détection et la localisation à travers les murs. Une fois encore, l’étude
bibliographique proposée n’est naturellement pas exhaustive mais elle
permet d’avoir une vision d’ensemble du sujet.
Les éditions spéciales sur la détection à travers les murs dans IEEE
Geoscience and Remote Sensing [48] ainsi que le Journal of Franklin Institute
[49] éditées par M. G. Amin présentent une collection d’articles (ainsi
que les références incluses) qui permettent de rapidement appréhender le
domaine.
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En terme de traitement, bien que formulé différemment selon les tra-
vaux, le procédé le plus souvent utilisé reste le filtre adapté [4, 50, 51]
malgré une connaissance imparfaite du milieu de propapation. Des traite-
ments type SAR ont été mis en œuvre dans [52, 53]. Tandis que l’imagerie
à travers les murs traitée dans le cadre d’un problème inverse est présen-
tée en [54]. La détection TTW par tomographie est illustrée en [54, 55].
L’imagerie par migration est présentée dans [28]. En terme de traitement
haute résolution, les techniques dérivées dite beamspace MUSIC [56]
et beamspace MVDR [57] appliquées après formation d’image ont été
utilisées.
Conclusion du chapitre
Ce chapitre a présenté différentes techniques d’imagerie radar à tra-
vers les murs pour une architecture MIMO. D’autres procédés à mettre en
œuvre en complément, tels que les pré-traitements nécessaires pour révé-
ler la cible, ont également été abordés.
Tout d’abord, les difficultés dans la détection liées à la propagation à tra-
vers les murs ont été exposées. Il a alors été expliqué que l’apport im-
portant d’un dispositif MIMO réside dans la diversité spatiale offerte par
la répartition des antennes d’émission. Cette diversité permet de mitiger
l’atténuation du mur, d’augmenter les probabilités de détection et d’amé-
liorer la résolution azimutale des images.
Ensuite, le modèle de signal a été présenté. D’une part, un modèle théo-
rique dans le domaine fréquentiel complet a été exposé, cependant le
manque de connaissance des fonctions de transfert des murs ne per-
mettent pas son utilisation pour des traitements imageurs. Ainsi, un mo-
dèle de signal approché adressant la modification des chemins optiques et
l’atténuation du mur fut présenté. Le procédé d’homogénéisation du mur
a été décrit pour la prise en compte de la propagation à travers murs hé-
térogènes dans les traitements.
Les procédés permettant de diminuer la réflexion du mur en réception
pour pouvoir détecter la cible ont été abordés après quoi différentes mé-
thodes d’imagerie furent décrites. Parmi les traitements incohérents, l’ima-
gerie par trilatération fut explicitée ainsi que deux méthodes de fusion
d’image ont été décrites. Puis, l’imagerie par migration a été exposée. Le
traitement cohérent par filtrage adapté spatio-temporel a été présenté.
Pour les méthodes d’imagerie haute résolution, le formateur de faisceau
de Capon a été mis en place pour l’imagerie, cependant il s’est avéré qu’il
ne donne aucun résultat dans la détection à travers les murs à cause des
erreurs de modèle dans le signal approché. Puis, le traitement MUSIC
Time Reversal pour l’imagerie a été décrit. Une discussion des différentes
méthodes d’imagerie appliquées sur différents scénarii a été menée.
Enfin, le chapitre se termine par la présentation d’une collection de ré-
férence sur les traitements d’imagerie radar à travers les murs. Ce syn-
thétique recueil de références bibliographiques permet de rapidement se
familiariser avec les différents traitements utilisés pour la détection et lo-
calisation à travers les murs.
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La détection à travers les murs demeure toujours un challenge malgré plusd’une décennie de travaux de recherche d’une communauté scientifique
et technique répartie aux quatre coins du globe. En effet, l’importance des
perturbations des murs hétérogènes ainsi que la diversité des structures
internes et matériaux mettent à défaut la garantie d’une opérabilité des
dispositifs réalisés. Face aux enjeux civils et militaires de la détection à
travers les murs, les apports d’une architecture radar MIMO éveillèrent
l’intérêt de l’ONERA, par ses potentiels déjà connus d’amélioration de la
détection. C’est ainsi que l’étude réalisée présente les apports du MIMO
pour la détection à travers les murs. Cette étude s’appuie d’une part sur
des travaux de simulation mais également sur la mise en œuvre d’un pro-
totype expérimental de radar MIMO avec traitement sur données de me-
sure.
4.1 Simulation de scénarii de détection à travers les
murs
Dans le domaine de la recherche et du développement de capteurs in-
novants, la simulation tient une part de plus en plus importante. En effet,
elle permet d’anticiper les performances et fournit une souplesse appré-
ciable pour le test de différentes configurations. Dans ce qui va suivre,
seront présentés un simulateur réaliste de scénarii à travers les murs ainsi
qu’un simulateur "comportemental". Dans la problématique étudiée, la
réalisation d’un simulateur de scénarii à travers les murs a servi entre
autres à pouvoir évaluer différentes configurations d’agencement spatial
des antennes d’un radar MIMO. Les données de simulation ont égale-
ment été utilisées pour analyser les performances des techniques d’ima-
gerie dans le cas de la détection à travers les murs présentées au chapitre 3.
4.1.1 Simulateur FDTD
La complexité des phénomènes de propagation mis en jeu lors de la
traversée du mur ainsi que la réverbération des murs de la pièce nécessite
la mise en œuvre d’un outil de simulation adressant au mieux tous ces
aspects. C’est ainsi que le choix de la méthode permettant l’obtention des
signaux synthétiques a abouti sur la méthode FDTD, méthode du type dif-
férences finis cf. chapitre 2 p.75, qui est une méthode de résolution exacte
des équations de Maxwell. L’outil utilisé est le solveur FDTD ALICE dé-
veloppé à l’ONERA et présente l’intérêt d’avoir une grande liberté dans
le choix des formes d’onde et constituant de la scène. Le maillage de
la scène a été réalisé en Fortran. Les valeurs numériques des permitti-
vités et conductivités sont celles présentées dans les travaux de Dogaru
et al. 1. Il est important de mentionner qu’une modélisation complète de-
vrait prendre en compte la partie imaginaire de la permittivité. Cepen-
dant, les calculs FDTD réalisés utilisent des matériaux dont les propriétés
diélectriques ne dépendent pas de la fréquence. Ainsi, les pertes dues à
1. SAR Images of Rooms and Buildings Based on FDTD Computer Models, Traian Dogaru et
Calvin Le, mai 2009.
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une permittivité complexe seront incluses dans la valeur numérique de la
conductivité.
Les murs et la pièce constitutifs de la scène
Pour prendre en compte les effets d’interférences multiples et de des-
truction partielle des fronts d’onde intervenant lors de la traversée des
murs hétérogènes tels que les moellons ou les briques, la modélisation de
la structure interne du mur a été respectée. Ainsi, le simulateur réalisé
permet de choisir plusieurs types de mur :
§ mur homogène
§ mur de brique pleine : briques et des jointures
§ mur de brique creuse : briques avec cavités et jointures
§ mur en moellon : moellons avec cavité et des jointures
Les constantes diélectriques choisies pour les constituants du mur sont :
matériau brique béton parpaing
permittivité 3.8 6.8 3
conductivité 0.03 0.1 0.1
L’épaisseur du mur a été fixée à emur “ 20 cm. Quel que soit le type de mur,
la modélisation de la pièce est constituée de piliers en béton aux quatre
coins de la pièce. Les représentations des différents constituants brique et
moellon ainsi que les pièces entières associées sont fournies figures (4.1-
4.3).
Figure 4.1 – Maillage d’une pièce avec des murs homogènes en béton plein (a) et avec
des murs formés de briques pleines et des jointures (b).
Modélisation de l’être humain
Toujours dans une optique de réaliser un simulateur réaliste plusieurs
modélisations de l’être humain sont disponibles :
§ un modèle simplifiée formé par un cylindre de diamètre 30cm et de
hauteur 1.7m
§ un modèle complexe de forme humaine de taille 1.7m
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Figure 4.2 – Maillage d’une pièce avec des murs hétérogènes constitués de briques
creuses et jointures (a) et une coupe transverse du mur (b).
Figure 4.3 – Maillage d’une pièce avec des murs hétérogènes constitués de moellons et
jointures (a) et une coupe transverse du mur (b).
Les propriétés diélectriques des cibles utilisées sont proches de celles d’un
être humain à savoir εr “ 50 et σ “ 1S.m´1.
Figure 4.4 – Maillage pour la modélisation des cibles radar humaines par un cylindre et
par un être humain.
Le mobilier et autres constituants de la scène
Enfin, du mobilier de base peut être ajouté à l’intérieur de la pièce. Diffé-
rents types de mobilier sont disponibles :
§ une armoire en métal
§ une table en bois
§ une chaise en bois
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La constante diélectrique du bois utilisée est ε “ 2.5 et la conductivité
électrique σ “ 0.004. Le matériau métal est considéré comme un matériau
parfaitement conducteur.
Figure 4.5 – Maillage du mobilier armoire table et chaise.
L’outil utilisé permet, en outre, d’incorporer aisément d’autres types d’élé-
ments à partir des maillages d’objets complexes issus de logiciels de mo-
délisation en 3D.
Émission et réception des champs
L’émission est modélisée par une source ponctuelle. L’émission peut se
faire en polarisation verticale ou horizontale. La réception consiste à défi-
nir des points de sortie qui fournissent des points de mesure des champs
vectoriels électriques et magnétiques selon toutes les polarisations. La
forme d’onde choisie à l’émission est une forme d’onde gaussienne cen-
trée sur une fréquence porteuse f0 :
s´misptq “ exp
˜
´
„
t´ t0
T0
2¸
cosp2pi f0tq (4.1)
Avec t0 le paramètre réglant le décalage dans le temps de la gaussienne et
T0 le paramètre déterminant la bande occupée par la gaussienne. Pour les
simulations réalisées, les valeurs numériques prises pour ces paramètres
sont t0 “ 2.6ns, T0 “ 1ns et f0 “ 2GHz. Un module d’ajout de formes
d’onde permet également de synthétiser toutes autres formes d’onde ar-
bitraire.
L’utilisation du simulateur
L’utilisation du simulateur consiste tout d’abord à fixer la fréquence maxi-
mum de sondage fmax. Cette fréquence détermine alors le pas de maillage
qui est choisi comme étant le dixième de la longueur d’onde minimale :
dx=c{10 fmax. Après quoi, en fonction du type de mur et de la taille de la
pièce qui sont entrés en paramètres, une pièce vide est générée. Cette pièce
vide n’est générée qu’une seule fois et peut ensuite être utilisée pour plu-
sieurs scénarii. Ensuite, les autres éléments constituant la scène, tels que
les cibles humaines et le mobilier sont rajoutés. La position de l’antenne
émettrice et des diverses antennes réceptrices sont ensuite à fournir. Une
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fois tout cet assemblage de scène réalisé, l’obtention des signaux synthé-
tiques est effectuée par calcul parallèle sur le super calculateur STELVIO
de l’ONERA situé à Châtillon. La récupération des données et leur mise
en forme sont réalisées par des programmes Fortran fournissant des fi-
chiers de données numériques pouvant être exploités avec Matlab R©. Un
exemple de scène complexe est représenté figure (4.6).
Figure 4.6 – Scénario de simulation avec mobilier et cible
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Figure 4.7 – Exemple d’image obtenue par formation de faisceau conventionnelle avec
un scénario de simulation formé de mobilier et d’une cible
La figure (4.7) présente par exemple un résultat d’imagerie obtenue par
formation de faisceau conventionnelle avec une scène complexe comme
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représentée figure (4.6) après soustraction de données de simulation sans
la cible. La détection est toujours possible, cependant, des artefacts d’ima-
gerie apparaissent et peuvent être prises pour des cibles fantômes.
Les scénarii d’intérêts
Les scénarii de simulation représentent des scènes avec une pièce de di-
mension 4 m en longueur sur 4 m en largeur et 2 m de hauteur. La configu-
ration générique de la scène consiste en une pièce à l’intérieur de laquelle
divers éléments ont été rajoutés et une ligne de senseurs placés à l’exté-
rieur à 1m du mur, comme l’illustre la figure (4.8).
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Figure 4.8 – Scénario de simulation générique
Les données de simulation FDTD ont servi à tester différentes méthodes
d’imagerie au chapitre précédent. D’autres résultats utilisant des données
de simulation FDTD sont présentés p.130 pour mettre en évidence la dé-
gradation d’imagerie selon le type de mur homogène ou hétérogène ainsi
que l’intérêt du MIMO par rapport au SIMO.
4.1.2 Simulateur comportemental
Le terme de "simulateur comportemental" ici traduit le fait de mettre
en place un simulateur qui, bien que simplifié en complexité et/ou lour-
deur de calcul, conserve les phénomènes importants et critiques pour la
détection et localisation radar. Le signal synthétisé est scalaire et se base
sur les mesures de transmission réalisées en polarisation VV présentées
au chapitre 2. Ainsi, le simulateur comportemental fournit des données
synthétiques sur cette même polarisation.
Les points complexifiant la détection sont principalement la destruc-
tion partielle des fronts d’onde et la distorsion de l’onde. La destruction
partielle des fronts d’onde sera modélisée par une erreur aléatoire δτ sur
le temps de trajet à la cible. La distorsion sera abordée en introduisant
un déphasage aléatoire ∆ϕp f q et une atténuation aléatoire qui dépendent
de la fréquence. La densité de probabilité de la variable aléatoire δτ est
supposée uniforme sur un support de largeur 2∆τ : δτ „ Up´∆τ,∆τq. La
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densité de probabilité de ∆ϕ est supposée normale centrée de variance
σϕ : ∆ϕ „ N p0, σϕq. L’atténuation du mur L en décibel suivra soit une
loi Gamma ou soit une loi Weibull dont il faudra spécifier les paramètres
pa, bq, cf. chap.2 p.68. Le signal reçu s’écrit dans le domaine fréquentiel :
Srp f q “ α L1L2}xc ´ xt}}xc ´ xr}Sep f qe
´j
`
2pi f rτpxcq`δτs`∆ϕ
˘
(4.2)
Où α est une amplitude représentative de la SER de la cible. Puis, (xc,xt,xr)
les positions de la cible, de l’émetteur et du récepteur, respectivement. Les
pertes du mur aux trajets aller et retour sont notées L1 et L2. En résumé :
Grandeurs Notations Détails
SER α α P r0, 1s
retard aléatoire δτ δτ „ Up´∆τ,∆τq
déphasage aléatoire ∆ϕ ∆ϕ „ N p0, σϕq
transmission du mur L
-20log10pLq „ Lgammapa, bq
-20log10pLq „ Lweibullpa, bq
Le simulateur comportemental fut réalisé à l’aide de Matlab R© et consiste
en une fonction compsim qui renvoie en sortie les signaux des différentes
antennes de réception dans le domaine fréquentiel. Cette fonction prend
en entrée plusieurs paramètres tels que les positions des senseurs et des
cibles, la bande, les variances et paramètres des lois aléatoires. La fonction
se met sous la forme :
[Sr] = compsim(alfa, x_c, x_tx, x_rx, delta_tau, ...
sgma_phi, ’dsty_fctn’, a, b, B, Ns, Se)
% Sorties:
% Sr: matrice des signaux reçus
% taille [ Ns, Ntx x Nrx ]
% chaque bloc [ Ns, Nrx ] constitue les signaux
% reçus sur les Nrx récepteurs provenant d’un seul
% émetteur
%
% | tx1 | | tx2 | | tx3 | | ...
% Nrx Nrx Nrx
% ------------------------------------
% Sr = | + - - + + - - + + - - + + ... + |
% | + - - + + - - + + - - + + ... + | Ns
% | + - - + + - - + + - - + + ... + |
% ------------------------------------
%
% Entrées:
% alfa: vecteur ligne de taille N_c contenant
% les amplitudes représentatives de la SER
% x_c: vecteur de taille [ 2, N_c ] contenant
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% la position des cibles x_c = |x1,x2,..|
% |y1,y2,..|
% x_tx: vecteur de taille [ 2, Ntx ] contenant
% les positions des émetteurs
% x_rx: vecteur de taille [ 2, Nrx ] contenant
% les positions des récepteurs
% delta_tau: demi-support des retards additionnels
% sgma_phi: variance des déphasages additionnels
% ’dsty_fctn’: chaîne de caractères valant ’weibull’
% ou ’gamma’
% a: premier paramètre de la densité gamma
% ou weibull
% b: second paramètre de la densité gamma
% ou weibull
% B: vecteur [fmin fmax] indiquant la bande
% Ns: nombre d’échantillons
% Se: signal fréquentiel émis (optionnel)
L’ordre de grandeur pour la variance στ „ 2e´10 correspondant en fait
à des écarts en distance de l’ordre de ∆distance „ 5cm. Et pour le dé-
phasage, une variance σϕ „ 0.4 correspondant à des écarts angulaires de
l’ordre de pi{8. Les paramètres de la loi Weibull peuvent par exemple
prendre des valeurs identiques à celle déterminées au chapitre 2, à savoir
a “ 11.3 et b “ 1.9.
4.2 Avantages du MIMO par rapport au SIMO pour la
détection TTW
Cette section présente dans un premier temps les potentiels du MIMO
pour l’amélioration de la résolution azimutale d’un dispositif radar ima-
geur. Dans un second temps, la robustesse permise par la diversité spa-
tiale d’un dispositif MIMO face à un milieu de propagation non correcte-
ment caractérisé sera abordée.
4.2.1 Résolution azimutale
La résolution azimutale est l’écart minimum selon l’axe azimut (cross-
range) pour lequel le radar imageur reste capable de distinguer deux cibles
se présentant à la même distance (down-range). Cette résolution est déter-
minée par la largeur à 3dB du lobe principal localisant la cible, cf. in-
troduction p.9. En notant R la distance de la cible au dispositif et λ la
longueur d’onde de sondage, la résolution azimutale ∆a est de l’ordre :
∆a „ λR
L
(4.3)
Avec L l’ouverture effective de l’antenne. Cette relation montre d’abord
qu’à configuration d’antenne donnée, la résolution azimutale devient
moins bonne quand la cible s’éloigne. Cependant, la relation met égale-
ment en évidence qu’une ouverture effective importante améliore cette
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résolution. C’est donc sur cet aspect d’ouverture qu’une architecture
MIMO offre un avantage face au SIMO, grâce au réseau virtuel équivalent
formé par l’agencement spatial des antennes émettrices et réceptrices,
cf. chapitre 1 p.26. Le réseau virtuel possède alors une ouverture effective
plus importante et permet un gain en résolution.
Les figures ci-dessous illustrent le gain en résolution azimutale en consi-
dérant un nombre de senseurs identiques Nant “ 10 mais une architecture
SIMO avec M “ 1 émetteurs et N “ 9 récepteurs espacés d’une demi-
longueur d’onde, et une architecture MIMO avec M “ 3 espacés à deux
fois la longueur d’onde et N “ 7 récepteurs également espacés à demi-
longueur d’onde. La scène est considérée en espace libre avec 3 cibles
placées respectivement à 2 m, 3 m et 4 m du réseau d’antenne pour obser-
ver la perte de résolution en fonction de l’éloignement. Un autre scénario
a également été testé avec les mêmes configurations d’antennes mais deux
cibles placées à la même distance sauf espacées de 50 cm en azimut.
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Figure 4.9 – Illustration de l’amélioration de la résolution azimutale. À gauche, l’image
obtenue en SIMO avec M “ 1 émetteur et N “ 9 récepteurs. À droite l’image obtenue
en MIMO avec M “ 3 émetteurs et N “ 7 récepteurs
Selon l’agencement des antennes émettrices, les résolutions azimutales
obtenues avec un radar MIMO peuvent être diminuées de moitié. Il appa-
raît même que les cibles ne soit plus distinguables en SIMO alors qu’elles
le sont en MIMO. Il est donc clair qu’une architecture MIMO présente un
avantage certain face à une architecture SIMO dans le cas où la détection
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se fait par imagerie radar 2.
Pour les applications de détection à travers les murs, la résolution azi-
mutale souhaitée est au moins de la taille d’un tronc humain à savoir au
moins de 40 cm.
4.2.2 Robustesse face au canal de propagation complexe
Dans le cas des murs homogènes, les effets du mur restent relativement
prédictibles 3 et malgré l’ignorance des épaisseurs et de la permittivité
du mur, les procédés d’auto-focalisation permettent de corriger les dé-
gradations d’imagerie. Pour les murs hétérogènes (briques, moellons),
la présence de cavités d’air entraîne deux aspects critiques pour l’ima-
gerie par traitements cohérents. Le premier aspect est lié aux réflexions
multiples à l’intérieur du mur qui entraîne des interférences multiples.
Cet effet est adressé par le simulateur comportemental en ajoutant un
déphasage aléatoire. Le second aspect est lié au temps de parcours de
l’onde. Celui-ci peut varier de manière erratique d’une antenne à l’autre
du fait que certains trajets expérimentent des volumes pleins alors que
d’autres traverse en grande partie du vide (cavité) et peu de matière.
Cette variation des temps de trajet est modélisée par le simulateur com-
portemental en ajoutant un temps de trajet additionnel. Ces deux effets
entraînent principalement une focalisation dégradée (voire détruite) en
imagerie et des écarts sur le positionnement. La répartition spatiale des
antennes d’émission et de réception d’une architecture MIMO offrirait
une certaine statistique d’observation qui permettrait d’obtenir une bonne
robustesse.
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Figure 4.10 – Illustration de la dégradation de l’imagerie. À gauche, l’image obtenue en
SIMO avec M “ 1 émetteur et N “ 9 récepteurs. À droite l’image obtenue en MIMO
avec M “ 3 émetteurs et N “ 7 récepteurs.
Les figures ci-dessus illustrent des résultats d’imagerie dans le cas SIMO
et MIMO en utilisant les signaux synthétiques adressant des déphasages
de variance ∆ϕ “ 0.4 et un demi-support des décalages en temps de trajet
∆τ “ 1e´10 correspondant à des erreurs sur les distances de trajet de 3cm.
2. Il ne faut cependant pas omettre la remontée des lobes secondaires, cette discussion
sera menée plus tard cf. 4.5
3. cf. chap.3 p.93 du livre "Through The Wall Radar Imaging"
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La bande de fréquence utilisée est de 1.5GHz centrée autour de 2GHz
et les paramètres de la loi de Weibull sont a “ 11.3 et b “ 1.9. La scène
simulée est la même que précédemment avec les 10 senseurs et les 3 cibles.
Les dégradations de l’imagerie en SIMO et MIMO ne peuvent pas être
comparées directement. En effet, comme il a été dit précédemment les per-
formances d’imagerie, en termes de résolution et lobes secondaires, sont
meilleures pour le MIMO que celle pour le SIMO. Ainsi, pour pouvoir
quantifier la dégradation, les images obtenues par un système imageur
(SIMO ou MIMO), doivent être rapportées à leurs performances en espace
libre. La mesure utilisée pour quantifier la dégradation de l’imagerie est
l’entropie d’image. Pour pouvoir comparer les résultats, l’entropie relative
de l’image est utilisée : l’entropie de l’image dégradée est alors rapportée
à celle de l’image en espace libre. Plus l’entropie relative est grande, plus
la dégradation est importante.
Le calcul de l’entropie est en fait effectué sur l’image en niveau de
gris (grayscale image). Soit puiqi“1..U les différents niveau de gris, U le
nombre de niveaux. Soit alors ppuiq la fréquence d’occurrence du niveau
de gris ui dans l’image considérée, l’entropie de l’image H est définie par :
H “ ´
ÿ
ppuiq log2pppuiqq (4.4)
L’entropie relative est ensuite définie par le rapport de l’entropie de
l’image obtenue à travers les murs sur l’entropie de l’image en espace
libre dans les mêmes configurations géométriques de la scène.
Pour les scénarii présentés, les entropies et entropies relatives sont :
Entropie SIMO MIMO
Entropie image en espace libre 0.7085 0.3627
Entropie image dégradée 1.5088 0.5780
Entropie relative 2.1 1.6
Les résultats du tableau ci-dessus montrent que l’entropie relative en
MIMO est plus faible qu’en SIMO. Ceci révèle d’une part que la dégra-
dation en imagerie en moins importante dans le cas MIMO que dans le
cas SIMO. Et d’autre part, ces résultats justifient que le MIMO est plus
robuste que le SIMO face à l’environnement de propagation complexe et
non maîtrisé dû à la traversée du mur.
Une des raisons de la dégradation de l’imagerie est la perte de focali-
sation à l’endroit de la cible. En effet, la sommation de contributions à
des temps d’arrivée biaisés entraîne des intensités importantes autour
de la cible lors de la formation de l’image. La perte de focalisation peut
donc en partie être reliée à la variance des écarts δτ expérimentés sur les
différents nœuds <émetteur/récepteur> du système imageur. De ce fait,
la robustesse du MIMO face au SIMO peut être en partie abordée quan-
titativement en étudiant la variance globale στ des décalages en retard
pour le système imageur et en montrant que cette variance est inférieure
en MIMO qu’en SIMO.
4.2. Avantages du MIMO par rapport au SIMO pour la détection TTW 129
Soit un système imageur constitué de Nant antennes et parmi ces an-
tennes M antennes sont prises pour l’émission et N “ Nant ´M antennes
sont prises en réception. En SIMO, une mesure radar est assimilée à
un tirage aléatoire de N “ Nant ´ 1 variables uniformes sur r´∆τ,∆τs
représentant le décalage en retard en réception. Soit alors la variable Xp1qτ
définie par :
Xp1qτ “ 1N
Nÿ
n“1
δτpnq (4.5)
Xp1qτ représente en fait le décalage moyen sur les temps de retard à la
cible sur une mesure SIMO. De la même façon, dans le cas d’un dispositif
MIMO avec M antennes en émission et N “ Nant ´ M en réception, le
décalage moyen sur les temps de retards XpMqτ se met sous la forme :
XpMqτ “ 1NM
Mÿ
m“1
Nÿ
n“1
δτpn,mq
“ 1
MpNant ´Mq
Mÿ
m“1
Nant´Mÿ
n“1
δτpn,mq
(4.6)
Avec δτpm,nq le décalage en retard sur la pair mie`me émission et nie`me ré-
ception. Pour justifier de façon quantitative une meilleure robustesse du
MIMO face au SIMO, il s’agit de montrer que la variance de XpMqτ diminue
quand M ą 1.
Les variables aléatoires δτpm,nq intervenantes dans X
pMq
τ sont supposées
deux à deux indépendantes entre elles et suivent chacune une même loi
uniforme centrée, δτ „ Up´∆τ,∆τq. La variance de δτ est donc ∆τ2{3.
Il est aisé de montrer que XpMqτ est de moyenne nulle quelle que soit la
valeur de M. En utilisant l’indépendance entre les variables aléatoires, le
calcul de la variance varpXpMqτ q donne :
varpXpMqτ q “ p∆τq
2
3MN
“ p∆τq
2
3MpNant ´Mq (4.7)
Le rapport des variances en MIMO par rapport au SIMO se met donc sous
la forme :
varpXMIMOτ q
varpXSIMOτ q
“ Nant ´ 1
MpNant ´Mq (4.8)
Le rapport des variances est toujours inférieur ou égal à l’unité ce qui jus-
tifie donc que le MIMO est plus robuste que le SIMO. Ce rapport diminue
quand M augmente avec 1 ď M ď Nant{2 et atteint son minimum quand
M “ N “ tNant{2u 4. La figure 4.11 représente la variance en fonction de
M pour Nant “ 10.
Ainsi, outre les avantages évidents du MIMO (cf. chapitre 3 p.85) pour la
détection en milieu complexe caché, à savoir une amélioration de la dé-
tectabilité de la cible par la couverture des zones d’ombre et masquage de
4. t.u désigne la partie entière.
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Figure 4.11 – Rapport des variances de Xτ MIMO par rapport à SIMO pour
Nant “ 10.
cible par le mobilier, le MIMO apporte d’autres points positifs. En effet, les
autres avantages majeurs du MIMO face au SIMO pour la détection par
imagerie radar reposent également sur les deux aspects de résolution azi-
mutale et robustesse. La discussion précédente explicite que le MIMO pos-
sède une meilleure résolution et robustesse qu’un dispositif SIMO, pour
l’imagerie et la détection à travers les murs. De ce fait, l’utilisation d’un
dispositif MIMO pour la détection à travers les murs est préconisée.
4.2.3 Dégradation en imagerie en fonction du type de mur
Cette partie compare la dégradation de l’imagerie en fonction du type
de mur constituant la scène à partir de données de simulation FDTD. Le
nombre d’antennes utilisés est Nant “ 10, ainsi dans le cas SIMO M “ 1 et
N “ 9 et dans le cas MIMO M “ 3 et N “ 7. Le scénario consiste en une
unique cible dans une pièce vide. La cible occupe la position [0,0] (scénario
1) ou [-1,-1] (scénario 2). Les différents environnements de propagation
sont l’espace libre, une pièce avec des murs homogènes en béton, des
murs hétérogènes constitués de briques trouées ou constitués de moellons,
cf. p.119. Les positionnements relatifs des antennes dans le cas SIMO et
MIMO sont représentés figure (4.12).
SIMO MIMO
3 2 1 0 1 2 3
espacement antennes 1/λ
Tx
Rx
3 2 1 0 1 2 3
espacement antennes 1/λ
Tx
Rx
Figure 4.12 – Positionnement des antennes dans le cas du SIMO et de MIMO pour les
scénarii d’imagerie à travers les murs
Les gains en imagerie du MIMO par rapport au SIMO pour la détection
en milieu complexe seront également mis en évidence par une discussion
sur l’entropie de l’image formée.
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Imagerie en espace libre
SIMO MIMO
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Imagerie à travers des murs homogène en béton
SIMO MIMO
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Imagerie à travers des murs en brique creuse
SIMO MIMO
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Imagerie scénario SIMO MIMO
en espace libre
scénario 1 0.526 0.341
scénario 2 0.435 0.277
à travers un mur en béton
scénario 1 1.312 1.123
scénario 2 1.039 0.544
à travers un mur en brique
scénario 1 1.508 1.035
scénario 2 1.416 1.265
à travers un mur en moellon
scénario 1 3.092 1.928
scénario 2 1.831 1.819
Le tableau ci-dessus représente les entropies des images formées à partir
des données FDTD pour les différents types de murs. Les valeurs nu-
mériques des entropies confirment que le MIMO est plus robuste que le
SIMO et que l’imagerie est meilleure en MIMO. En effet, quel que soit
le type de mur ou le scénario canonique considéré, l’entropie d’image en
MIMO est plus faible qu’en SIMO. D’autre part, il apparaît que l’imagerie
est plus dégradée à travers des murs hétérogènes que des murs homo-
gènes. En effet, les entropies des images sont plus importantes pour un
mur en moellon ou en brique creuse que pour un mur homogène. Cette
dégradation est liée aux phénomènes de réflexions multiples ainsi qu’à la
destruction partielle des fronts d’onde plus accentués dans le cas des murs
hétérogènes (brique ou moellon) que pour des murs homogènes.
4.3 Proposition d’un concept radar MIMO
La réalisation pratique d’un dispositif MIMO soulève le problème de la
différenciation des signaux. Comme il a été dit au chapitre 1, plusieurs so-
lutions sont envisageables parmi les multiplexages temporels, fréquentiels
ou par codes orthogonaux. Le radar à mettre en place se veut large bande
pour mitiger les atténuations à la traversée des murs. Or, la réalisation de
codes orthogonaux en large bande reste encore problématique. Ainsi uni-
quement deux concepts radar MIMO seront proposés avec pour l’un un
multiplexage fréquentiel et l’autre un multiplexage temporel. Cette section
présentera donc des moyens de réalisation d’un radar MIMO. Les aspects
émission large bande et chaîne de réception seront abordés.
4.3.1 Source d’émission ultra-large bande
La production d’une forme d’onde ultra large bande peut être réa-
lisée, soit par une impulsion ultra-courte de l’ordre de la nanoseconde,
ou soit par modulation de fréquence. Du fait des désavantages connus
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des formes d’ondes impulsionnelles, tels que de fortes puissances crête
d’émission pour garantir un SNR et les problèmes de numérisation, cette
solution n’a pas été approfondie. En modulation de fréquence, il y a la
modulation de fréquence continue et la modulation de fréquence discrète
(cf. chapitre 1 p.32).
La modulation de fréquence continue est relativement aisée à réaliser
grâce à des sources commandées en tension disponibles sur étagère com-
mercialement. La tension de commande dicte directement la fréquence
émise et la plage en tension donne alors la bande occupée par la forme
d’onde. Les systèmes électroniques réalisant cette opération sont soit
l’oscillateur contrôlé en tension (voltage controlled oscillator) dit VCO ou
soit l’oscillateur yttrium-iron-garnet dit YIG. L’oscillateur YIG, par rapport
au VCO, présente de meilleures performances en terme de linéarité de la
réponse à la commande et un très faible bruit de phase entraînant un très
faible jitter. Cependant, le YIG est généralement plus lent que le VCO et
consomme plus d’énergie.
La modulation de fréquence discrète est le saut de fréquence (frequency hop-
ping) et consiste à émettre des impulsions (step) de fréquence constante.
L’aspect large bande est obtenu en émettant des fréquences sur une bande
importante. Ce type de modulation peut également être réalisé grâce à
la mise à disposition de synthétiseur numérique (direct digital synthesizer)
dit DDS qui peut servir à la création de forme d’onde arbitraire. La
commande est effectué numériquement par FPGA. Une autre méthode
pour la réalisation du frequency hopping utilise un oscillateur YIG en
fournissant une tension de commande en escalier. Cependant, ce procédé
est nettement moins précis que l’utilisation d’un DDS à cause du temps
de réponse du YIG. Les DDS actuels ne permettent d’obtenir une bande
que de l’ordre de B „ 300 MHz fournissant une résolution distance
∆distance „ 60 cm. Ce qui reste insuffisant pour l’application visée.
Ainsi, la synthèse ultra large bande retenue en émission pour le prototype
réalisé a été celle utilisant un oscillateur YIG.
4.3.2 Chaîne de réception : homodyne vs hétérodyne
En détection radar, deux types de chaînes en réception peuvent être
mises en place :
§ chaîne de réception hétérodyne
§ chaîne de réception homodyne
En détection hétérodyne, le signal reçu (RF) est d’abord filtré par un
passe-bande autour de la bande du signal d’intérêt puis amplifié par des
amplificateurs faible bruit (low noise amplifier) LNA. Ensuite le signal
est translaté en fréquence sur une fréquence intermédiaire (IF). Le signal
IF est alors filtré par un passe-bande très sélectif pour ne garder que
l’information recherchée. Le signal (IF) est ensuite amplifié et ramené en
bande de base.
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La chaîne de réception homodyne, aussi dit zero-offset hétérodyne, n’uti-
lise pas de fréquence intermédiaire. Comme précédemment, le signal reçu
est d’abord filtré par un passe-bande et amplifié. Après quoi, le signal RF
est directement rapporté en bande de base. En général, un passe-bas est
rajouté en fin de chaîne pour réduire les signaux parasites.
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Figure 4.13 – Illustration des chaînes de réception hétérodyne (haut) et homodyne (bas).
La figure (4.13) donne un schéma descriptif des chaînes hétérodyne et
homodyne. La chaîne hétérodyne présente les avantages d’avoir une très
bonne réjection de fouillis et une meilleure sensibilité. En effet, le passage
par une bande intermédiaire IF permet de supprimer l’influence d’interfé-
rants et autre clutter. Cependant, sans compter les coûts et encombrement
dûs à l’électronique supplémentaires, ces qualités se font au détriment
de non linéarités entraînant la distorsion des signaux et de suppression
d’harmoniques pouvant contenir de l’information.
C’est pourquoi, pour l’application de détection à travers le mur, une
chaîne de réception homodyne a été retenue.
Remarque 4.1 Mesure de distance avec un dispositif à émission continue. Dans le cas
d’une modulation en fréquence, la mesure de la distance est réalisée en observant
le décalage en fréquence entre le signal émis et le signal reçu, cf. fig. 4.14.
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Figure 4.14 – Principe du calcul de la distance à la cible pour une modulation de
fréquence linéaire
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Soit un signal émis consistant en une modulation de fréquence linéaire balayant
une bande B pendant une durée T, comme l’illustre la figure (4.14). Le signal reçu,
décalé en temps de ∆t le temps de trajet à la cible, est alors décalé en fréquence de
∆ f . Les décalages en temps et fréquence sont reliés par la relation :
∆ f “ B
T
∆t (4.9)
Pour exemple, dans le cas d’une architecture monostatique, ∆t “ 2R{c avec R la
distance de la cible. La distance à la cible est alors obtenue par R “ 2c∆ f T{B.
La mesure de ∆ f est réalisée en multipliant le signal reçu par le signal émis,
opération dite de mélange. Le signal résultant est alors un signal purement
fréquentiel de fréquence f “ ∆ f , cette fréquence est aussi dite fréquence de
battement. Un fitrage passe bas/bande/haut permet alors aisément de ne conserver
que l’information provenant de certaines distances d’intérêt. Plus de détails sur
les traitement sont fournis p. 157.
4.3.3 Émission simultanée des formes d’onde radar modulées linéaire-
ment en fréquence
L’aspect large bande pose le problème de croisement dans le plan
temps-fréquence des signaux émis par le radar MIMO. Or, le principe de
mesure de distance d’un radar à onde continue, cf. remarque 4.1, impose
des espacements temps-fréquence suffisants entre les différents émetteurs.
En effet, dans le cas contraire le signal provenant d’une antenne d’émis-
sion sera prise pour une cible après "mélange" par le signal provenant
d’une autre antenne d’émission.
Soit smptq le signal modulé linéairement en fréquence (LFM) émis par
la me`me antenne :
smptq “ exppj2pi fmt` Bm2T t
2q (4.10)
Avec fm la fréquence minimale et Bm la bande balayée associées. En pra-
tique, Bm “ B est la même quelle que soit l’antenne d’émission. Plusieurs
agencements des émissions LFM constituant l’émission MIMO :
§ décalage en temps des signaux LFM
§ décalage en fréquence des signaux LFM
Pour des soucis de non linéarité des composants électroniques, la synthèse
de la forme d’onde LFM est en fait réalisée en balayant la fréquence de
fm Ñ p fm ` Bq puis de suite après de p fm ` Bq Ñ fm :
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smptq “ exp
„
j2pi fmt` B2T t
2

sur r0, Ts
“ exp
„
j2pip fm ` Bqpt´ Tq ´ B2T pt´ Tq
2

sur rT, 2Ts
Quel que soit le décalage en temps dans l’émission d’un signal LFM par
rapport à un autre, ceux-ci se recoupent dans le plan temps-fréquence
en des points dits de croisement, cf. figure (4.15). Autour de ces points,
le signal provenant d’une antenne d’émission sera pris pour une cible
par mélange avec le signal d’émission de l’autre antenne. Ceci introduira
des artefacts sur l’imagerie. Ainsi, l’émission simultanée de signaux LFM
décalés en temps est exclu.
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Figure 4.15 – Émission simultané de LFM décalée en temps
L’émission simultanée de LFM devra donc se faire en décalant en fré-
quence les différents signaux émis. Comme il a été noté remarque (4.1),
les signaux reçus sont des signaux purement sinusoïdaux dont la fré-
quence, dite fréquence de battement, est d’autant plus grande que le temps
de trajet à la cible est grand. Ainsi en fixant une distance maximale dmax
de sondage, une fréquence de battement maximale est déterminée fmaxbat
par la relation fmaxbat “ dmaxB{cT. En établissant un décalage en fréquence
supérieur à fmaxbat entre les différentes émission, ∆ f ą fmaxbat cf. fig. 4.16),
un espacement temps-fréquence entre les différents signaux est assuré et
permet de différencier les signaux d’émission.
Dans le cas où la réalisation d’une forme d’onde en frequency hopping
serait réalisable. Il est à noter que les travaux de Titlebaum 5 fournissent
une classe de code orthogonaux hyperbolic frequency hop code, permettant
de d’obtenir les séquences des fréquences émises par les différentes an-
tennes d’émission avec de très bonnes propriétés d’auto/cross-corrélation.
Pour déterminer les séquences, ces travaux présentent des permutations
obtenues par des relations de congruence dans le corps Z{N fZ, avec N f
le nombre de fréquences discrètes émises.
5. Frequency- and time-hop coded signals for use in radar and sonar systems and multiple
access communications systems, E. L. Titlebaum, novembre 1993.
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Figure 4.16 – Émission simultané de LFM décalée en fréquence
4.3.4 Émission séquentielle des formes d’onde radar modulées linéai-
rement en fréquence
Pour l’émission successive de formes d’onde LFM, chacune des an-
tennes émet l’une après l’autre son signal. Il faut cependant s’assurer que
la scène puisse être considérée comme statique sur le temps total de scan.
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Figure 4.17 – Émission séquentielle de LFM
4.3.5 Concept d’architecture radar MIMO pour différents types de mul-
tiplexage
Compte tenu des différents multiplexages présentés, deux concepts
d’architecture radar sont présentés. Un premier concept de radar MIMO
nommé "Frequency Shifted UltraWide Band FMCW MIMO radar" utilise
le multiplexage fréquentiel en émission. Un second concept nommé "Time
Multiplexed UltraWide Band FMCW MIMO radar" utilise le multiplexage
temporel en émission. Les architectures présentés reprennent les choix
justifiés précédemment d’une chaîne de réception homodyne et d’une
synthèse de forme d’onde UWB réalisé par un oscillateur YIG.
La figure (4.18) présente le concept d’architecture MIMO avec multi-
plexage fréquentiel pour l’émission simultanée des LFM. Chacune des
M voies d’émission décale en fréquence de pm∆ f qm“1..M le signal pro-
venant du YIG. Ces signaux passent ensuite par un coupleur séparateur
avant de parvenir aux différentes antennes d’émission. Les autres sorties
des M coupleurs séparateurs sont ensuite réutilisées en réception pour
l’opération de mélange. En réception, chacune des N voies fait intervenir
M chaînes de réception homodyne. Il y a donc NM voies de réception
nécessitant une multiplicité de NM sur les composants électroniques.
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Figure 4.18 – Architecture MIMO pour émission simultanée de LFM
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Figure 4.19 – Architecture MIMO pour émission séquentielle de LFM
La figure (4.19) présente le concept d’architecture MIMO avec multi-
plexage temporel pour l’émission séquentielle des LFM. Cette fois, le
signal provenant de la source n’est plus décalé en fréquence directement
transmis à un commutateur après passage par le coupleur séparateur.
Le composant commutateur est alors chargé d’adresser le signal aux
différentes antennes d’émission. De même, en réception un commutateur
adresse les différentes antennes de réception et fait l’intermédiaire à la
chaîne de réception homodyne.
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Pour pouvoir justifier de la diversité spatiale du radar MIMO au moins
deux positions d’antenne différentes sont à mettre en œuvre. Concernant
la réception, une ouverture de l’ordre du mètre est nécessaire pour la
résolution azimutale. Or une émission dans une bande typiquement entre
1 GHz à 5 GHz, impose un espacement des antennes de réception de
l’ordre de λ „ c{2 fmin “ 15 cm. D’où un nombre d’émetteurs de l’ordre
de huit. Dans ces configurations minimalistes, l’architecture MIMO avec
émission simultanée nécessiterait alors 18 mélangeurs, au moins 10 cou-
pleurs et une vingtaine de filtres passe-bande, passe-bas et amplificateurs.
Face à une telle complexité en composants, le choix de l’architecture se
porte sur un multiplexage temporel pour la réalisation d’un prototype en
laboratoire. L’architecture retenue ne nécessite alors plus que 1 mélan-
geur et 1 coupleur et 2 commutateurs ainsi que les filtres passe-bande et
passe-bas. Il est alors important de noter que le nombre de senseurs sera
alors limité par le temps total d’adressage à toutes les antennes. En effet,
le temps total de balayage doit rester inférieur au temps de stationnarité
de la scène.
4.4 Considérations techniques pour la conception du
radar MIMO pour la détection à travers les murs
4.4.1 Portée du radar et puissance émise
Pour pouvoir être détectées par le radar, les cibles doivent produire
des signaux assez forts par rétrodiffusion du signal transmis. Le qualifi-
catif de "assez fort" est généralement rapporter au niveau de puissance
du bruit. La cible est alors supposée détectable si la puissance du signal
reçu de la cible est supérieure à la puissance du bruit. Le rapport des
deux puissances est nommé rapport signal à bruit (SNR). Pour assurer
la détection le SNR doit être supérieur à un seuil noté SNR0. Ce seuil
est déterminé par le taux de fausse alarme et la probabilité de détection
imposés par l’utilisateur. En général, pour garantir une bonne détection,
ce seuil vaut : SNR0 „ 10´ 15 dB.
Avant de commencer la discussion, il est important de noter que l’ima-
gerie et donc la détection est effectuée sur un seul scan. Dans le cas où
la détection se ferait sur un jeu de plusieurs prises de vue (snapshots), le
gain d’un réseau MIMO serait à relativiser avec le temps d’observation 6.
Un raisonnement sur l’énergie, et non sur la puissance, permettrait alors
de former l’équation du radar dans le cas MIMO.
L’équation du radar permet de déterminer la puissance en réception
en fonction de la puissance rayonnée, des pertes de propagation et de la
distance de la cible. En supposant que les signaux émis sont orthogonaux,
la puissance reçue par une cible, distante de R (down-range) et de SER
σ, est simplement la somme des puissances reçues par chacun des M
6. les détails sont fournis p.69-70 du livre MIMO Radar Signal Processing
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émetteurs :
Pr “ MPt Gtσλ
2
p4piq3R2 (4.11)
Avec Pt la puissance émise, G le gain d’antenne et λ la longueur d’onde.
Dans les cas, où les signaux sont entièrement corrélés, la puissance reçue
par la cible se met sous la forme :
Pr “ M2Pt Gtσλ
2
p4piq3R2 (4.12)
Ainsi, selon le cas degré de corrélation des formes d’onde émises, la puis-
sance Pr, rayonnée par la cible et perçue par un récepteur, vérifie l’inégalité
suivante :
MPt
GrGtσλ2L
p4piq3R4 ď Pr ď M
2Pt
GrGtσλ2L
p4piq3R4 (4.13)
Les pertes générales sont englobées dans le facteur L. De même, avec N
récepteurs, selon le type de traitement implémenté en réception, le gain
du réseau en réception vaut N2 pour les traitements cohérents et N pour
les traitements incohérents. Ainsi, le gain du réseau d’antennes GR vérifie :
N ď GR ď N2 (4.14)
La puissance reçue par le réseau MIMO Pmimo revenant de la cible vérifie
donc :
pNMqPtGrGtσλ
2L
p4piq3R4 ď Pmimo ď pNMq
2Pt
GrGtσλ2L
p4piq3R4 (4.15)
Le gain du réseauMIMO Gmimo est alors compris dans l’intervalle suivant :
NM ď Gmimo ď pNMq2 (4.16)
En général, les signaux émis sont supposés décorrélés ainsi l’inégalité
peut être précisée et devient NM ď Gmimo ď N2M.
D’autre part, les radars opèrent en présence de bruit. Dans les dispo-
sitifs électroniques, la source principale de bruit est le bruit thermique qui
est dû à l’agitation des électrons causée par la chaleur. En supposant que
le bruit thermique est blanc spectralement, la puissance du bruit Pb est
donnée par la relation :
Pb “ kbTFBe (4.17)
Avec kb la constante de Boltzmann, T la température ambiante en Kelvin
et F le facteur de bruit du dispositif électronique. La bande Be est la bande
effective 7. Elle représente la bande utilisée dans le traitement et peut donc
être différente de la bande du signal émis.
Une cible est détectable tant que la puissance reçue est supérieure au
7. Bien que la bande balayée est de 2 GHz en T “ 2 ms, après l’opération de mélange,
la fréquence de battement associée à des distances aller-retour allant jusqu’à 20 m est
inférieure ou égale à 65 kHz. Ainsi, la bande effective de traitement est bien de 100 kHz.
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seuil fixé. La portée maximale, notée Rmax est donc atteinte quand la
puissance reçue est égale à la puissance seuil SNR0Pb :
GmimoPt
GrGtσλ2L
p4piq3R4 “ SNR0kbTFBe ñ Rmax “
4
d
GmimoPtGrGtσλ2L
p4piq3SNR0kbTFBe
(4.18)
En imposant la portée du radar, la puissance minimale à émettre peut
donc être déduite.
Pour l’application numérique de la puissance à émettre, le gain du
réseau MIMO n’a pas été pris en compte. En effet, ce gain additionnel sert
à compenser les pertes, qui pour certaines fréquences vont jusqu’à -40 dB
pour une seule traversée du mur et qui ne sont pas représentées dans la
valeur moyenne de l’atténuation. À titre indicatif, pour M “ 4 et N “ 8,
le gain du réseau MIMO Gmimo ą 10 log10pMNq “ 15 dB. Soit les valeurs
numériques suivantes pour les différents paramètres :
Paramètres Valeurs numériques
gain antenne, Gt “ Gr 5dB
pertes systèmes, Ls 15dB
pertes du mur, Lmur [10 20]dB
SNR minimal, SNR0 12dB
facteur bruit, F 7dB
bande effective, Be 100kHz
SER de la cible, σ [-5 0sdBm2
longueur d’onde, λ 0.15m
Pour la détection TTW, une portée de l’ordre de cinq mètres derrière le
mur est souhaitée avec un retrait en distance des antennes par rapport au
mur pouvant aller jusqu’à deux mètres. La portée désirée choisie est de
Rmax “ 8 m et une SER de la cible critique à -5dBm 2. Les pertes du mur
interviennent deux fois, à l’aller et au retour. Les puissances à émettre
pour différentes valeurs de pertes du mur sont données ci-dessous :
Perte du mur Lmur Puissance émise Pt
10dB 12dBm
15dB 21dBm
20dB 31dBm
4.4.2 Résolution requise pour la détection TTW
Le pouvoir séparateur entre deux cibles à l’intérieur d’une pièce est
déterminé par la résolution du système radar, cf. intro. p.9. La résolution
angulaire décrit la capacité du radar à différencier deux cibles proches
en azimut (cross-range). La résolution en profondeur décrit quant à elle la
capacité du radar à distinguer deux cibles proches selon l’axe de visée du
radar (down-range). Pour rappel, les résolutions en profondeur ∆r et en
azimut sont données par :
∆r „ c
2B
∆ar „ λRD (4.19)
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Avec B la bande effective, D l’ouverture équivalente du réseau d’antenne
et R la distance de la cible (down-range). Les résolutions distance et azi-
mut requises pour la détection à travers les murs sont typiquement de
l’ordre de ∆ “ 40cm. Ainsi, la bande à utiliser doit donc au moins être
de l’ordre de 0.5GHz. Pour mitiger les effets de propagation à travers les
murs, la diversité en fréquence est suggérée ainsi la bande utilisée expéri-
mentalement est de B “ 2GHz. Pour garantir la résolution azimutale pour
une cible distance de R “ 5m, une ouverture équivalente supérieur à 2 m
(D ą 2m) est nécessaire 8. L’avantage du MIMO est ici évident de par l’ou-
verture équivalente obtenue par la répartition des antennes d’émission qui
permet de garantir la résolution à moindre coût en nombre d’antennes.
4.4.3 Temps d’observation de la scène et choix du nombre d’antennes
Les mouvements d’un être humain peuvent être classés selon deux
catégories différentes :
§ les mouvements qui donnent lieu à un déplacement supérieur à la
taille d’une cellule de résolution : ces mouvements sont typique-
ment liés à la marche d’une personne ou une personne immobile
bougeant une partie de son corps tels que la tête ou un bras
§ les mouvements confinés à l’intérieur d’une cellule de résolution : la
personne est stationnaire, cependant une partie de son corps est en
mouvement tels que le thorax pour la respiration ou le changement
de posture, etc..
D’un point de vue de l’imagerie radar, les mouvements appartenant à la
première catégorie ont pour conséquence de limiter le temps d’observa-
tion de la scène. Or, plus le temps d’observation est long, meilleur est le
rapport signal à bruit. Un compromis est donc à réaliser sur le temps d’ob-
servation. La limite supérieure du temps d’observation est donnée par le
temps pendant lequel la cible reste dans une même fraction η P r0, 1s de
la cellule de résolution pour le cas d’une personne se déplaçant (marche
ou course selon le type de cible à détecter).
Soit la vitesse maximale d’une personne se déplaçant en marchant dans
une pièce v „ 3m.s´1 et une cellule de résolution toujours ∆ “ 40 cm, le
temps d’observation maximal Tobs est alors obtenu :
Tobs “ η∆v (4.20)
En prenant η “ 1{2, signifiant que la personne doit rester dans la moitié
de la cellule de résolution pendant le temps d’observation, on obtient un
temps d’observation maximal Tobs „ 70ms.
Un second critère lié à l’effet Doppler peut limiter le temps d’observation.
Il s’agit des mouvements des parties du corps humain. Ces mouvements
peuvent entraîner le brouillage de la phase rétrodiffusée et l’élévation des
8. calcul effectué pour λ “ 15cm.
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niveaux de lobes secondaires de la cible. Afin de n’avoir aucune perturba-
tion, la cible humaine ne doit pas se mouvoir d’une distance supérieure à
un quart de la longueur d’onde pendant la durée Tobs (critère de phase).
Supposons dans ce cas que la vitesse maximale d’une partie du corps est
du même ordre vmouv “ 3m.s´1 et que la fréquence moyenne du système
est de f “ 2GHz, le temps d’observation maximal est alors :
Tobs “ c4 f vmouv „ 13ms (4.21)
La discussion sur les temps d’observation de la scène influe directement
sur le nombre d’antennes utilisées pour le dispositif MIMO. En effet, l’os-
cillateur YIG utilisé permet de balayer une bande de 2 GHz en 2 ms. La
tenue de la contrainte sur l’effet Doppler ne peut clairement pas être res-
pectée ainsi elle n’a pas été prise en compte. Cependant, la contrainte de
stationnarité de la scène limitant le temps d’observation à Tobs “ 70 ms de-
vra être respectée. Cette limitation permet 70 ms/2 ms“ 35 nœuds pour le
dispositif MIMO. Il s’agit donc de choisir M et N, les nombres d’émetteurs
et de récepteurs tel que MN ă 35. Afin d’obtenir la diversité spatiale, il est
intéressant d’avoir M ą 2. En imposant N ą M, plusieurs configurations
sont possibles :
M “ 3 et N “ 11
M “ 4 et N “ 8
M “ 5 et N “ 7
La seconde configuration a semblé être un bon compromis entre diver-
sité spatiale et ouverture du réseau de réception, ainsi le dispositif réalisé
comprend M “ 4 antennes d’émission et N “ 8 antennes de réception.
4.5 Positionnement des antennes MIMO
Le positionnement des antennes influe directement sur la fonction
d’ambiguïté (point spread function ou PSF) du système imageur MIMO.
L’agencement spatial des antennes doit donc être choisi de sorte à fournir
des performances d’imagerie optimales en termes de niveau de lobes
secondaires et de résolution azimutale. La localisation d’être humain en
champ proche induit une dépendance de la PSF à la position de la cible
outre celle au positionnement des senseurs compliquant grandement la
détermination d’une configuration optimale pour tous les types de scé-
narii. Ainsi, la démarche mise en œuvre pour déterminer un agencement
des antennes correct fut de déterminer un agencement optimal pour une
position particulière de la cible et de vérifier ensuite que les performances
restaient acceptables pour d’autres positions de la cible.
Les critères d’intérêt sont la résolution azimutale et le niveau des lobes
secondaires. Il s’agit donc de déterminer une configuration d’antenne
qui minimise ces deux critères. Or, ces deux critères sont antagonistes.
En effet, à nombre d’antennes fixé, il est facile de s’apercevoir que pour
obtenir une meilleure résolution azimutale il faut espacer les antennes
afin d’obtenir une plus grande ouverture. Cependant, cet espacement
amène de la lacunarité dans le réseau qui entraîne la remontée des lobes
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secondaires. Une optimisation conjointe sur les deux critères doit donc
être effectuée.
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Figure 4.20 – Illustration résolution azimutale et lobes secondaires
Soit δaz la résolution azimutale et ∆sll le niveau de lobe secondaire. La
largeur à 3dB 9 du lobe principal détermine la résolution azimutale. La
fonction coût à optimiser se met alors sous la forme :
J “ γ δaz
δ0
` p1´ γq 1
∆sll
∆0
(4.22)
Avec δ0 et ∆0 une résolution et un niveau de lobe secondaire de référence.
Il est à noter que le niveau de lobe secondaire est à augmenter d’où l’uti-
lisation de l’inverse 1{∆sll . Le paramètre γ pondère les priorités accordées
aux différents critères d’intérêt. Cette fonction coût dépend de la confi-
guration d’antenne du dispositif MIMO et de la position de la cible. Les
expressions analytiques des gradients de la fonction J par rapport aux
positions des senseurs et de la cible ne sont pas disponibles. Ainsi, l’opti-
misation de la fonction coût a été réalisée par algorithme génétique.
Principe de l’Optimisation par Algorithme Génétique
L’optimisation par algorithme génétique (AG) est une méthode d’opti-
misation globale stochastique qui imite le procédé d’évolution biologique.
L’AG opère sur un ensemble (population) de solutions potentielles (indi-
vidus) en appliquant le principe de survie aux meilleures individus pour
produire (avec bon espoir) des solutions encore meilleures. À chaque
nouvelle génération, une population d’individus est créée par des proces-
sus de mutation et/ou croisement à partir de la génération précédente
selon les aptitudes (fonction à optimiser) des anciens individus. Ce proces-
sus d’évolution mène à la formation de populations d’individus encore
meilleurs. L’AG peut être arrêté lorsque la population n’évolue plus ou
plus suffisamment rapidement. Généralement, une solution correcte au
problème d’optimisation est alors obtenue, cependant cette solution peut
ne être pas être optimale.
9. cf. les travaux de thèse de X. Zhuge, chap.2 p.43 Short-Range Ultra-Wideband Imaging
with Multiple-Input Multiple-Output Arrays.
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Cette technique d’optimisation permet la résolution de problèmes impli-
quant des objectifs antagonistes multiples dans des espaces de recherche
vastes et complexes (continus et discrets).
Positionnement des antennes par algorithme génétique
Le scénario particulier d’optimisation consiste en une cible placée
au centre de la scène à analyser en espace libre ainsi que d’un réseau
d’émetteurs et un réseau de récepteurs. Les éléments antennaires sont
supposés isotropes et la bande utilisée est de 1.5GHz centrée autour
de 2GHz. L’état de polarisation considéré est vertical en émission et en
réception. Pour éviter une reconstruction d’image ambiguë, le réseau de
réception est fixé à un réseau de N “ 8 antennes uniformément espacées
à λ{2 centré en azimut par rapport à la scène. Il s’agit donc de placer les
antennes émettrices. Les réseaux d’antennes sont distantes de 1 m de la
scène à analyser. Les différentes positions possibles sont représentées par
un ensemble discret de positions placées sur une grille espacées de λ{2.
Une antenne d’émission est donc référencée par un numéro indiquant sa
position sur cette grille. Ainsi, un réseau de M “ 4 émetteurs est repré-
senté par un 4-tuplet ri1, i2, i3, i4s avec im P J1,NposK l’index de position du
mie`me émetteur et Npos le nombre total de positions possibles dans la grille.
Figure 4.21 – Configuration de la scène pour l’optimisation
Les correspondances entre la terminologie d’optimisation par AG et
le cas d’application de positionnement des antennes est le suivant :
§ un individu est un agencement particulier des antennes émettrices
§ le phénotype est une matrice ligne à M éléments donnant les positions
des émetteurs dans la grille de l’individu
§ le génotype est l’encodage bijectif de la matrice constituant le phéno-
type en un mot binaire formé par une matrice de 0 et 1
§ une population est un ensemble d’individus
§ la fitness est la fonction coût à minimiser
Ces différents concepts sont représentés schématiquement figure 4.22.
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Figure 4.22 – Représentation schématique de correspondances avec la terminologie
d’optimisation par Algorithme Génétique
Le procédé d’optimisation initialise aléatoirement une population et pro-
duit une nouvelle génération en conservant et/ou faisant évoluer certains
individus. Le processus est arrêté quand la performance du meilleur indi-
vidu de la population stagne sur une dizaine de générations.
Résultats de l’optimisation
Les mesures réalisées en laboratoire sont effectuées sur des scènes
s’étendant sur 3 m en azimut. Ainsi, la procédure d’optimisation aura
pour contrainte une ouverture maximale de L “ 3 m. Une seconde
contrainte est que le réseau doit être symétrique par rapport au centre de
la scène. La grille donnant les différentes positions d’antennes possibles
possède 64 éléments avec un espacement uniforme de 5 cm 10. Le procédé
d’optimisation par AG a permis d’obtenir une configuration intéressante
avec un niveau de lobe secondaire de -19 dB et une largeur à 3 dB du
lobe principal en azimut de 24 cm. En considérant que l’ordonnée est
centrée en azimut par rapport à la scène à analyser, les coordonnées
des 4 éléments émetteurs sont [-1.05 -0.3 0.3 1.05]m. Ces configurations
sont comparées avec d’autres configurations d’antennes connues dans la
littérature telles qu’un réseau d’émission uniformément espacé sur l’ou-
verture totale ou encore un réseau avec les antennes d’émission placées
en bord de scène. La configuration d’antennes en réception ainsi que les
différentes configurations en émission sont représentées figure (4.23).
Les performances d’imagerie des différentes configurations d’antennes,
configuration issue de l’optimisation (config. n˚1), antennes uniformé-
ment espacées (config. n˚2) et antennes en bord de scène (config. n˚3), sont
données par le tableau (4.24). La résolution azimutale à 3dB est notée δaz
et le niveau de lobe secondaire ∆sll .
10. λ{2 à 3 GHz
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Configuration antennes Représentation géométrique
configuration en réception
−1.5 −1 −0.5 0 0.5 1 1.5
1
0
Positions antennes [m]
Rx : [-0.35 -0.25 -0.15 -0.05 ..
.. 0.05 0.15 0.25 0.35]m
config. en émission n˚1
−1.5 −1 −0.5 0 0.5 1 1.5
0
1
Positions antennes [m]
issue de l’optimisation
Tx : [-1.05 -0.3 0.3 1.05]m
config. en émission n˚2
−1.5 −1 −0.5 0 0.5 1 1.5
0
0.5
1
Positions antennes [m]
uniformément espacées
Tx : [-1.25 -0.45 0.45 1.25]m
config. en émission n˚3
−1.5 −1 −0.5 0 0.5 1 1.5
0
1
Positions antennes [m]
en bord de scène
Tx : [-0.5 -0.4 0.4 0.5]m
Figure 4.23 – Configuration des antennes en émission et en réception.
Configuration n˚1 Configuration n˚2 Configuration n˚3
δaz = 24cm δaz = 20cm δaz= 40cm
∆sll = -19dB ∆sll = -15dB ∆sll= -13dB
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Figure 4.24 – Performances d’imagerie des différentes configurations d’antenne.
Il peut ainsi être observé que la configuration mise en évidence par
l’algorithme génétique permet d’obtenir un niveau de lobe secondaire
proche de -20dB avec une résolution d’à peu près 20cm tandis que d’autre
configuration classique fournissent des lobes secondaires plus importants,
d’au moins 5dB, compliquant l’interprétation de l’image. Il s’agit ensuite
de vérifier que la configuration déterminée possède des performances
acceptables pour d’autres positions de la cible. Pour cela l’imagerie est
effectuée avec différentes positions de la cible. Les résultats pour des
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positions canoniques de cibles : proche désaxée et lointaine désaxée sont
représentées figure (4.25). La configuration déterminée par AG permet
de garantir des niveaux de lobe secondaire de l’ordre de -15dB et des
résolutions azimutales de 30cm pour des cibles proches, 20cm pour des
cibles moyennement distantes et 45cm pour des cibles distantes.
configuration n˚1 et configuration n˚1 et
cible en position [-1 -1] cible en position [1 1]
δaz = 32cm δaz = 48cm
∆sll = -15dB ∆sll = -14dB
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Figure 4.25 – Performances d’imagerie pour différentes positions de cibles.
4.6 Prototype de radar MIMO mis en place
Synoptique du dispositif





	











	
	







	




 
!
"



 
!
"
#
 $%
&
	

&



				
''()
Figure 4.26 – Schéma synoptique du prototype radar réalisé
Un schéma présentant le synoptique du montage mis en place est
donné figure (4.26). Le système est formé d’une chaîne de réception
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homodyne, de deux commutateurs ainsi que l’électronique de filtrage
et amplification. La commande en tension de l’oscillateur YIG et des
commutateurs est réalisée par FPGA. Enfin, un boîtier de numérisation,
chargé de la conversion analogique/numérique, est relié directement à
un ordinateur portable qui effectue le traitement et l’affichage. La com-
mutation entre les différentes antennes d’émission se fait toutes les 16 ms
tandis que celle entre les antennes de réception toutes les 2 ms. Le résumé
des caractéristiques du prototype radar MIMO réalisé sont les suivantes :
Caractéristiques
nombre d’émetteurs 4
nombre de récepteurs 8
forme d’onde FMCW de 2 à 4 GHz
bande de fréquence 2 GHz
puissance émise 17 dBm
multiplexage temporel
temps de scan 64 ms
Les antennes
Le choix des antennes est crucial pour la détection TTW. En effet, il s’agit
d’avoir des antennes capables d’émettre des ondes électromagnétiques
sur une large bande de fréquences allant de 500 MHz à 5 GHz avec
des bonnes caractéristiques en terme de diagramme de rayonnement,
de réponse impulsionnelle et de maîtrise de la polarisation. De plus,
les antennes émettrices doivent posséder une ouverture importante afin
de pouvoir éclairer la scène même en étant décentrées. Les antennes
émettrices comme réceptrices doivent avoir un gain assez important,
idéalement autour de 10 dB, pour garantir les rapports signal à bruit. Les
antennes ULB les plus connues sont les antennes omnidirectionnelles bi-
conique et monopole, les antennes spirales, les antennes log-périodiques
puis les antennes cornets ainsi que les antennes Vivaldi.
Les antennes spirales comprennent trois sous-catégories : les spirales
logarithmiques, coniques ou Archimède. Ces antennes possèdent une polari-
sation circulaire ou elliptique et permettent de couvrir une bande allant
de 0.4 GHz à 4 GHz avec un ROS<2. Les antennes spirales présentent
cependant de fortes variations du centre de phase en fonction de la fré-
quence et entraîne donc de la dispersion.
Les antennes bi-conique et monopole sont des antennes omnidirec-
tionnelles qui émettent généralement en polarisation linéaire. Certaines
conceptions permettent de couvrir une bande allant 3 GHz à 12 GHz avec
un ROS<2. En tant que antennes omnidirectionnelles, les gains d’antenne
restent assez faibles, en dessous de 4 dB.
Les antennes log-périodique comprennent également trois sous-
catégories : les antennes de forme circulaire, celles de forme trapézoïdale et
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les antennes dipolaire. Les antennes circulaires et trapézoïdales possèdent
une polarisation linéaire mais un rayonnement bidirectionnel inappro-
priée pour la détection TTW. À cela, s’ajoute également une réalisation
de l’antenne difficile. Les antennes dipolaire log-périodique, dites LPDA,
ont un rayonnement unidirectionnel. Cependant, pour des raisons d’en-
combrement, elles sont inadaptées à la détection TTW. De plus, les fortes
variations du centre de phase en fonction de la fréquence entraînent de la
dispersion.
Parmi les antennes directives, il y a les antennes cornet ainsi que les
antennes Vivaldi. Les antennes ULB directives peuvent être décrites
comme des systèmes de transition entre un guide d’onde et l’espace
libre. Les lignes de transmission de l’antenne s’évasent graduellement
pour amener la structure à l’impédance du vide et jusqu’à laisser l’onde
rayonner. Les cornets corrugués (ridged horn) peuvent couvrir une très
large bande de fréquence allant 1 GHz à 18 GHz avec un ROS<2. Les
antennes cornet peuvent avoir un gain très important allant jusqu’à 17 dB
et présentent une grande pureté de polarisation. Ce sont en principe des
antennes peu dispersives, le centre de phase de ces antennes variant peu
avec la fréquence. Les antennes à fente à transition progressive (TSA Tape-
red Slot Antenna) constituent une autre catégorie importante d’antennes
ULB directives. La particularité de ces antennes réside dans le fait que
la transition du guide d’onde est imprimée sur une plaque permettant
la réalisation d’antenne plate. De plus, le couplage en zone d’émission
dipolaire est relativement faible, typiquement -15 dB, du fait que l’onde
reste à peu près confinée dans le guide imprimé. La géométrie plate des
antennes TSA ainsi que leur faible couplage sont intéressants pour la
mise en réseau. Selon le type de profil effectuant l’ouverture du guide,
il est distingué quatre types d’antennes TSA : le profil linéaire (LTSA),
profil constant (CWSA), profil linéaire par morceau (BLTSA) et le profil
exponentiel (ETSA). Le diagramme de rayonnement est unidirectionnel et
présente un faible niveau de polarisation croisée. La bande couverte est
typiquement de 1 GHz à 10 GHz avec un ROS<2 et les gains atteints par
ces antennes sont de l’ordre de 10 dB.
Compte tenu de la discussion menée, le choix des antennes s’est por-
tée sur des cornets corrugués pour l’émission et des antennes Vivaldi
pour la réception. En effet, ces antennes sont directives et présentent
l’avantage d’être peu dispersives avec un gain assez élevé. De plus, l’ou-
verture d’antenne importante des antennes cornets est intéressante pour
l’émission, et la géométrie 2D (antenne plate) des antennes Vivaldi facilite
la mise en œuvre d’un réseau. Cependant, le diagramme des antennes Vi-
valdi dépend assez de la fréquence et nécessite une attention particulière
lors de la conception.
Le diagramme de rayonnement et le gain des antennes cornets fournis
par le constructeur sont donnés figure (4.28). Les antennes Vivaldi de
dimension 27ˆ 28ˆ 1.5 cm ont été conçues et réalisées par le Laboratoire
d’Électronique, Antennes et Télécommunications (LEAT) de l’Université de
Nice Sophia Antipolis. Des mesures de caractérisation d’antenne, réalisées
sur les antennes Vivaldi, ont fourni des gains de 5 dB à 2 GHz, 8 dB à
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(a) (b)
Figure 4.27 – Antenne du dispositif expérimental : antenne cornet ridged horn
SATIMO pour l’émission (a) et antenne Vivaldi pour la réception (b).
3 GHz et 7 dB à 4 GHz. Le diagramme de rayonnement possède une
ouverture supérieure à 60˚ sur la bande de 2 GHz à 4 GHz.
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Figure 4.28 – Gain des antennes cornet à l’émission (a) et directivité à différentes
fréquences (b).
La source d’émission
Le module utilisé pour l’émission est l’oscillateur YIG de référence OM-
NIYIG YOM1317FD. Le module est vendu avec un convertisseur ten-
sion/courant permettant de simplifier la commande du module via un
générateur de tension. Cet oscillateur YIG permet de couvrir la bande de
2 GHz à 8 GHz avec une puissance moyenne générée de 17 dBm.
Figure 4.29 – Oscillateur YIG
Les commutateurs
Le multiplexage temporel est réalisé par l’utilisation de commutateur en
émission et en réception. Le module de commutation en émission est le
SP4T de PULSAR Microwave et comporte 4 voies. En réception, le mo-
dule utilisé est le SP8T du même constructeur. Ces multiplexeurs 4 et 8
voies possèdent des temps de commutation de 100 ns et fonctionnent sur
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la bande de 1 GHz à 8 GHz. L’adressage successif des 32 voies peut in-
troduire des déphasages, des mesures de calibration sont donc à prévoir
pour les traitements cohérents.
Figure 4.30 – Commutateurs pour les voies de réception SP8T (gauche) et pour les
voies d’émission SP4T (droite).
La commande
Le système de commande a pour objectif de fournir les commandes en
tension du module permettant la génération du signal (YIG) ainsi que des
modules d’adressage des antennes (commutateurs) et ceci de manière syn-
chrone. Dans le prototype réalisé, ce système est constitué par une unique
carte FPGA SPARTAN 3AN commercialisé par Xilink. L’utilisation d’une
carte FPGA a permis la synchronisation des 3 commandes en tension de
manière précise et une maniabilité permettant de faciliter les calibrations.
De plus, le système est reconfigurable afin de pouvoir modifier la bande
d’émission, les temps de commutation des antennes et aussi le temps de
balayage de la bande.
Figure 4.31 – Représentation du module de commande formé par une carte FPGA
Spartan 3AN de Xilink.
L’acquisition
Le module d’acquisition utilisé est un boîtier de numérisation
TiePie R© USB Handyscope 4 (HS4). Cet oscilloscope permet un taux
d’échantillonnage pouvant aller jusqu’à de 50Méch/sec sur 12 bits. Un
avantage du boîtier est qu’il est alimenté via un port USB.
L’acquisition des signaux est faite directement depuis Matlab R© par
l’intermédiaire de bibliothèques dynamiques dll (Dynamic Link Library)
fournies par le constructeur et la fonction matlab calllib. Ceci permet un
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Figure 4.32 – Boîter d’acquisition numérique Tiepie R© HS4
gain de temps appréciable pour l’interfaçage entre la mesure réelle et le
traitement des données réalisé également sous Matlab R©. La fréquence
d’échantillonnage utilisée est fs “ 1Méch/sec sur 16 bits. Le temps
d’observation étant de 64ms, le bloc de données contient donc 64000
échantillons pour les 32 nœuds du dispositif MIMO. Ainsi, pour chaque
pair Tx/Rx, un bloc de données de 2000 échantillons est fourni. Enfin,
sur ce bloc de 2000 échantillons, uniquement la moitié est gardée pour ne
conserver que la partie "montante" des chirps générés. Ainsi le bloc de don-
nées radar MIMO à traiter est un jeu de données de 32ˆ 1000 échantillons.
Un autre aspect important du TiePie R© HS4 est qu’il permet une nu-
mérisation sur 3 voies. Ces 3 voies de numérisation ont été utilisées :
une première voie acquiert les signaux provenant des antennes, une se-
conde acquiert la commande du commutateur des voies d’émission et
une troisième la commande du commutateur des voies de réception. Les
acquisitions des commandes de commutation permettent de s’assurer
que la récupération d’un bloc de 2000 échantillons correspond bien aux
données de mesure des mie`me Tx/nie`me Rx considérés.
Autres composants électroniques
Coupleur
Le coupleur est un composant électronique passif permettant de prélever
une partie du signal. Le module utilisé est le coupleur CS06-09 commer-
cialisé par PULSARMicrowave. Ce coupleur couvre la bande de fréquence
2 GHz à 8 GHz avec un couplage de 6 dB et une faible perte d’insertion
de 0.5 dB. De plus, la directivité de 20 dB permet de limiter les effets de
désadaptation sur la chaîne d’émission dus à l’aspect large bande.
Figure 4.33 – Coupleur
Amplificateur faible bruit
L’amplificateur de puissance faible bruit utilisé est le modèle Miteq AMF-
4D-01000800-30-29P. Le composant opère sur la bande de 1 GHz à 8 GHz
avec un gain moyen de 30 dBm et un facteur bruit de 3 dB.
4.6. Prototype de radar MIMO mis en place 155
Figure 4.34 – Amplificateur faible bruit
Mélangeur
Le mélangeur permet d’effectuer l’opération de mélange entre le signal
émis et le signal reçu. Le modèle utilisé est le Miteq DB0118LA2. Ce mé-
langeur couvre une bande allant 100 MHz à 8 GHz. Il est important de
noter qu’un filtre passe-bas a été intégré par le constructeur. Le mélangeur
accepte en entrée une puissance maximale allant jusqu’à 15 dBm (high IP3)
permettant ainsi les écarts de dynamique entre les signaux réfléchis par le
mur et ceux retrodiffusés par les cibles derrière le mur, dynamique pou-
vant dépasser les 40 dB.
Figure 4.35 – Mélangeur
Quelques représentations du dispositif assemblé
Le choix des composants électroniques constituant le système radar fut ef-
fectué par discussion avec le personnel d’encadrement et selon les moyens
du laboratoire. L’assemblage électronique du dispositif a été réalisé par
Guillaume Gourves, stagiaire ingénieur au sein du laboratoire, avec le sou-
tien de l’encadrement et de Joël Besson, personnel du laboratoire ainsi que
de l’auteur.
Figure 4.36 – Représentation de l’assemblage radar (gauche) et du module de
commande (droite)
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Figure 4.37 – Représentation complète du prototype radar réalisé.
4.7 Traitements sur données expérimentales
La technique d’imagerie radar utilisée pour un traitement temps réel
des données de mesure doit être rapide et fournir une image facile à
interpréter sans artefact de traitement. Le tableau ci-dessous présente
brièvement les avantages et inconvénients des traitements imageurs pro-
posés au chapitre précedent :
méthode d’imagerie avantages et inconvénients
traitements incohérents +© robuste car assez peu sensible aux
(basés sur la trilatération) erreurs de modèle de signal
+© rapide à implémenter
-© pas de résolution azimutale
filtre adapté spatio-temporel +© relativement robuste
+© bonne résolution azimutale
-© imagerie dégradée par les erreurs
de phase du mur
-© assez coûteux en temps de calcul
formateur de Capon -© n’a fourni aucun résultat pour la
détection TTW
MUSIC Time Reversal +© bonne résolution azimutale
+© relativement robuste
-© résolution distance perdue
-© efficace pour des scénarii avec peu
de réflecteurs
-© coûteux en temps de calcul
Pour le traitement visant la détection en temps réel des données de me-
sure, les traitements incohérents (sans fusion d’image) sont exclus du fait
de l’absence de résolution azimutale lors de l’imagerie. Les traitements
par MUSIC time reversal étant lourds en temps de calcul, c’est donc le
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traitement imageur par le filtre adapté spatio-temporel qui a été retenu
pour le temps réel. Ainsi, les détails de l’algorithme d’imagerie mis en
œuvre pour le cas d’une forme d’onde FMCW seront présentés dans cette
partie.
4.7.1 Détails d’implémentation des traitements
Signal reçu dans le cas FMCW
Le signal d’émission est un signal modulé linéairement en fréquence, aussi
dit "chirp" sur une bande B “ fmax ´ fmin pendant une durée T. L’ampli-
tude d’émission est supposée constante pendant le balayage de la bande.
Ce signal se met sous la forme :
se´misptq “ A cos
„
2pi fmint`pi BT t
2 ` φyigptq

(4.23)
Le phase additionnelle φyigptq représente la distorsion de phase et le bruit
de phase produit par l’oscillateur. Le signal réfléchi par une cible et perçu
en réception, introduit un retard τ ainsi qu’un déphasage θptq :
sreuptq “ Ac cos
„
2pi fminpt´ τq ` pi BT pt´ τq
2 ` θ ` φyigpt´ τq

(4.24)
Le signal en réception subit l’opération de "mélange" formé par la multi-
plication du signal reçu avec le signal émis et un filtrage passe bas pour
enlever les signaux de seconde harmonique 11. Le signal résultant se met
alors sous la forme :
srptq “ AAc2 cos
„
2pi
ˆ
B
T
τ
˙
t` 2pi fminτ ´ pi BT τ
2 ´ θ ` φyigptq ´ φyigpt´ τq

“ AAc
2
cos
„
2pi
ˆ
B
T
τ
˙
t`Θptq

(4.25)
Idéalement, le signal résultant est un signal purement sinusoïdal dont la
fréquence, aussi dit fréquence de battement, est obtenue par :
fbat “
B
T
τ (4.26)
Cependant, les distorsions et bruit de phase entraînent une fréquence ins-
tantanée plus complexe :
f ptq “ fbat ´
1
2pi
dΘptq
dt
(4.27)
L’ajout de ces parasites sur la fréquence instantanée détériore l’imagerie.
D’où la nécessité d’une synthèse de signal ainsi qu’un assemblage électro-
nique les plus soignés possibles.
11. En effet, la multiplication d’un signal utile sur porteuse à f0 par un signal à f0,
entraîne un signal utile en bande de base ainsi qu’un signal utile à 2 f0, ce signal est dit de
seconde harmonique. Le filtrage passe bas intervenant dans l’opération de mélange sert à
enlever les secondes harmoniques
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Traitement d’imagerie sur données expérimentales
Soit une cible située x=[x,y]T dans une scène éclairée par le dispositif
MIMO dont les émetteurs sont positionnés en (xt,m)m“1..M et les récep-
teurs en (xr,n)n“1..N. Idéalement, les MN signaux reçus se mettent sous la
forme :
snmptq “ Anm cos
„
2pi
ˆ
B
T
τnm
˙
t

(4.28)
Avec Anm une amplitude représentative de la SER et τnm “ }x´ xt,m}{c`
}x ´ xr,n}{c, le temps de trajet à la cible. En prenant la transformée de
Hilbert, les signaux analytiques suivant sont obtenus :
s˜nmptq “ Anm exp
„
j2pi
ˆ
B
T
τnm
˙
t` jθmn

“ Anmejrωnmpxqt`θmns
(4.29)
L’amplitude Anm est alors estimée par la projection de s˜nmptq sur la fonc-
tion exponentielle complexe ejωnmpxqt. D’où :
A˜nm “ 2xs˜nm|e´jωnmpxqty
“ 2
ż
T
s˜nmptqe`jωnmpxqtdt
(4.30)
Compte tenu de l’architecture MIMO, cette projection est effectuée MN
fois et la réflectivité de la cible en x est estimée par A(x)“ ř A˜nm. Ainsi,
dans le cas d’une forme d’onde FMCW, le filtre adapté en temps pour
l’instant d’arrivée τ est obtenu en effectuant la correlation du signal
reçu avec un signal purement fréquentiel à la fréquence de battement
fbat “ Bτ{T.
L’imagerie par filtrage adapté spatio-temporel est assimilable à un pro-
cédé d’estimation de la réflectivité des éléments de la scène à analyser, cf.
chap. 3 p.101. Pour former l’image, il s’agit donc d’estimer la réflectivité
de chacun des pixels formant l’image. D’où, les étapes suivantes pour
l’obtention de l’image :
1. subdivision de la scène en pixels
2. pour chacun des pixels à la position x :
(a) calcul des MN pulsations de battement
ωnmpxq “ 2pi f pnmqbat “
Bτnm
T
(b) calcul des MN projections A˜nm “ 2xs˜nm|e´jωnmpxqty
(c) calcul de l’intensité du pixel I(x)“ ˇˇř A˜nm ˇˇ
3. formation de l’image à partir des intensités de pixel calculées
Le nombre d’opérations de calcul est donc assez important et se pose le
problème d’imagerie temps réel. Ainsi des efforts sur l’optimisation des
codes de calcul en Matlab R© doivent être effectués.
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Remarque 4.2 Déphasages introduits par la mesure. Les déphasages introduits θnm en-
traînent que la sommation des amplitudes A˜nm n’est pas une sommation en phase.
Ainsi, l’amplitude I(x) résultante peut être plus petite que sa valeur nominale.
Pour pallier ce problème, il faudrait d’abord estimer les MN déphasages θnm en
admettant qu’il reste constant pendant la durée T. Après quoi, le calcul de l’in-
tensité se mettrait sous la forme I(x)“ ˇˇř A˜nme´jθnm ˇˇ.
4.7.2 Résultats sur données expérimentales
Les résultats présentés ici ont été obtenus à partir de données de mesure
issue du prototype radar MIMO mis en œuvre. Les mesures sont effec-
tuées en polarisation verticale en émission et en réception. Le scénario de
détection consiste en une unique cible placée derrière un mur en placo-
plâtre. La cible est une plaque métallique de 20cm de large sur 30cm de
hauteur reposée sur un support à une altitude de 1m du sol. La cible
occupe différentes positions marquées par un cercle noir sur les images
obtenues. Les différentes positions de la cible en profondeur sont : 0.6, 1.4
ou 2.2 m, et en azimut : -0.8, 0 ou 0.8 m. Où le zéro en profondeur est
l’interface intérieur du mur et le zéro en azimut le centre du mur. Pour
limiter l’apparition d’artefacts, une pondération de Hamming est utilisée
en réception.
Détection à travers un mur en placo-plâtre
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Détection à travers un mur en moellon
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Commentaires sur le dispositif expérimental réalisé
Le dispositif réalisé a permis d’effectuer expérimentalement la détection
à travers un mur homogène en placo-plâtre ainsi qu’à travers un mur
hétérogène en moellon. Cependant, lors de l’exploitation des données, il a
été mis en évidence des problèmes de déphasages intervenant nécessitant
une recalibration pour chaque expérimentation. L’origine des déphasages
n’a pas été clairement identifiée mais il semblerait que les commutations
faites sur le réseau d’émission soit une cause. Dans la finalisation des
travaux de thèse certaines tentatives de remaniement du dispositif ont
été effectuées mais n’ont pas résolu le problème. L’objectif de détection à
travers les murs en temps réel n’a ainsi pas pu être réalisé. Cependant,
des optimisations d’algorithmes ont été réalisés dans la mesure où les
problèmes de déphasage seraient résolus.
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4.8 État de l’art des dispositifs et prototypes existants
Les dispositifs de détection à travers les murs peuvent être répertoriés
dans la classe des radars dit "subsurface". Selon les besoins opérationnels,
le dispositif peut être compact et aisément transportable ou relativement
encombrant et de mobilité réduite. Un recensement des divers disposi-
tifs commerciaux existants sont présentés dans l’état de l’art des travaux
de thèse de N. Maaref 12. Ainsi, la présentation des différents systèmes
faite ici, est surtout axée sur les aspects MIMO et réseaux d’antennes ainsi
qu’une réelle opérabilité du dispositif en détection à travers les murs. Il
se peut cependant, que d’autres systèmes développés par la communauté
scientifique et demeurant au stade de "prototype de laboratoire" n’aient
pas été portés à l’attention de l’auteur.
Radar AKELA
Figure 4.38 – Radar AKELA
Début 2003, AKELA une société américaine présente un radar de détec-
tion à travers les murs dont la forme d’onde est de type Stepped Fre-
quency (saut de fréquence) sur la bande 450 MHz à 2 GHz. Le radar est
muni de quatre antennes à déployer qui dans sa configuration de déploie-
ment maximum permet d’obtenir une ouverture virtuelle de 2.2 m. Le
système global pèse 10 kg et est aisément transportable. Bien que les au-
teurs n’aient pas utilisé la terminologie MIMO à l’époque de la conception,
il s’agit bien d’un dispositif MIMO avec multiplexage temporel. En effet,
chacune des 4 antennes est adressée l’une après l’autre pour l’émission.
La mesure est réalisée en émettant avec 1 antenne et recevant sur les 3
autres antennes pour les 4 antennes. Les traitements implémentés s’appa-
rente à de la multi-latération démontrant les capacités du dispositif pour
la détection de mouvement et d’être humain à travers les murs et ainsi
que la haute résolution. La principale limitation du système réside dans
l’apparition de cibles fantômes dues à la multi-latération, cependant des
agencements d’antennes non uniformes ont été envisagés en perspective.
12. cf. les travaux de thèse de N. Maaref, partie État de l’art, Étude d’un Concept de Radar
de Détection de personnes à travers les murs et les obstacles.
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Radar Xaver 800
Figure 4.39 – Radar Xaver 800
En 2008, la start-up CAMERO en Israël commercialise son radar Xaver 800
à détection à travers les murs offrant la vision 3D en temps réel. Les détails
de conception n’ayant pas été communiqués, une discussion poussée ne
peut pas être menée. Cependant, le déploiement des quatre patchs anten-
naires laisse supputer des considérations de réseaux d’antennes dans la
conception. Le système émet des impulsions ultra courtes de spectre com-
pris entre 3 GHz et 10 GHz permettant d’obtenir une résolution spatiale
de 20 cm à une distance de 8 m. Les caractéristiques sont les suivantes. La
portée serait de 20 m et 8 m en mode imagerie 3D. Le champ de vision est
de 80˚ en azimut et élévation. L’encombrement du système déployé est de
84 cm.
Radar SIRE
Figure 4.40 – Prototype SIRE de l’ARL d’Adelphi
En 2009, le laboratoire de recherche de l’armée américaine (Army Research
Laboratory, ARL) à Adelphi met à profit le prototype radar SIRE utilisé en
détection d’objets enfouis sous le sol pour l’adapter à la détection à travers
les murs. Le dispositif est alors monté sur le toit d’un véhicule et permet
de détecter des cibles derrière un mur se déplaçant lentement. Le proto-
type radar opère en impulsionnel sur une bande allant de 0.3 GHz à 3 GHz
164 Chapitre 4. Détection à Travers les Murs par Radar MIMO
et forme un MIMO par ses 2 antennes d’émission et 16 antennes de récep-
tion. Le réseau de réception est uniformément espacé sur 2m d’ouverture
et les émetteurs sont placés en extrémité de réseau. Des traitements co-
hérents sont utilisés et permettent d’obtenir une résolution en dessous de
10 cm. La principale limitation du dispositif réside dans le temps d’acqui-
sition/traitement de la scène (3 images/seconde) qui fait que le système
n’est opérationnel uniquement sur des personnes se déplaçant lentement.
Prototype radar TTW du MIT
Figure 4.41 – Prototype du MIT
Un autre dispositif MIMO est celui réalisé au MIT (Massachusetts Institute
of Technology) permettant la détection d’être humain à travers les murs en
temps réel 13. Le dispositif décrit comportent 13 antennes d’émission pour
8 de réception. Le multiplexage en émission est un multiplexage tempo-
rel et les différentes antennes du réseaux MIMO sont adressées par des
commutateurs en émission et réception. La forme d’onde est un chirp qui
balaie la bande de 2 GHz à 4 GHz en 1 ms. Le système n’est pas vraiment
transportable mais tout de même mobile. Le réseau virtuel MIMO formé
possède une ouverture de 2.2 m avec 44 éléments virtuels à peu près espa-
cés de λ{2 dans cette ouverture. Ce réseau virtuel permet d’avoir une très
bonne résolution angulaire où la résolution distante obtenue grâce à l’ultra
large bande. Les traitements implémentés sont des traitements type SAR
range migration algorithm. Il est intéressant de noter les grandes similitudes
d’architecture présentées par rapport au prototype mis en place durant
ces travaux de thèse. Cependant, l’auteur souhaiterait porter à l’attention
des lecteurs, qu’au moment de la réalisation du prototype, il n’avait pas
connaissance des travaux présentés par le MIT.
Conclusion
Ce dernier chapitre présente les différents travaux menés dans la dé-
tection à travers les murs en terme de simulation de scénarii radar, concep-
13. Real-time Through-wall Imaging Using an Ultrawideband Multiple-Input Multiple-Output
(MIMO) Phased Array Radar System. Oct. 2010, T.S. Ralston and G.L. Charvat
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tion d’un dispositif MIMO et mesures expérimentales.
Dans un premier temps, il a été présenté deux types de simulateur, un
simulateur réaliste, puis, un simulateur comportemental. Le simulateur
réaliste se base sur les méthodes éléments finis FDTD pour l’obtention des
signaux synthétiques et aborde, en grande partie, les effets de propagation
à la traversée des murs. Ce simulateur permet une modélisation réaliste
des structures internes des murs et des cibles humaines ainsi que du mo-
bilier présent. Cependant, ce dernier est relativement lourd en calcul aussi
un autre simulateur comportemental a été développé en modélisant les ef-
fets du mur par des processus aléatoires. Bien que simplifié, ce simulateur
permet tout de même d’adresser les effets d’atténuation, de distorsion et
destruction partielle des fronts d’onde.
Après quoi, avant d’aborder la conception d’un radar MIMO, une discus-
sion a été menée sur les avantages d’une architecture radar MIMO face
au SIMO pour la détection TTW. Il y a d’abord le gain en résolution. En
analysant la dégradation en imagerie à l’aide de l’entropie d’image, il a
été montré que le MIMO présente une meilleure robustesse face aux effets
de propagation à travers les murs que le SIMO. Cette robustesse a été ex-
pliquée en étudiant la variance sur les écarts en temps de trajets à la cible
pour les cas MIMO et SIMO à nombre d’antennes fixé. Il s’est avéré que
cette variance est plus faible dans le cas MIMO, justifiant une meilleure
robustesse des traitements cohérents.
Dans un second temps, la conception d’une architecture radar MIMO a
été détaillée. Il y a ainsi été abordé les aspects de temps d’observation et
le bilan de liaison pour la détection. Le problème du positionnement des
antennes d’émission a été adressé par optimisation par algorithme géné-
tique. Deux architectures radar MIMO ont été proposées, une première
avec multiplexage fréquentiel et une seconde avec multiplexage temporel.
La réalisation du prototype MIMO avec multiplexage temporel ainsi que
les détails des traitements sur mesures expérimentales visant le temps réel
ont été exposés.
Enfin, le chapitre se clôt par un bref état de l’art des dispositifs commer-
ciaux permettant la détection TTW et la présentation du prototype MIMO
mis en place par le MIT.

Conclusion générale
Les travaux décrits dans ce mémoire présentent l’apport du concept
MIMO appliqué au domaine du radar pour la problématique de détection
d’êtres humains à l’intérieur des bâtiments. Depuis les premières appa-
ritions du radar MIMO, il y a de ça une décennie, de nombreux travaux
théoriques ont vu le jour tandis que les expérimentations en MIMO res-
tent très limitées. Ainsi, l’étude menée ici sur le MIMO tente d’aborder à
la fois des aspects théoriques, expérimentaux et appliqués à la détection à
travers les murs.
D’un point de vue purement théorique, les concepts classiques en
radar ont été reformulés pour le cas du MIMO. Il s’agit tout d’abord de
la généralisation des concepts de réponse impusionnelle et vecteur direc-
tionnel d’une cible, en, respectivement, matrice impulsionnelle et matrice
directionnelle. Il a été montré que la matrice de canal est obtenue en
prenant la transformée de Fourier de la matrice impulsionnelle. Les pro-
blèmes liés à la séparation des signaux d’émission ont été soulevés, ainsi
les différentes techniques de multiplexage (temporel, fréquentiel, codes
orthogonaux) ont été présentées avec diverses familles de formes d’onde
associées. D’autre part, une généralisation de la fonction d’ambiguïté
de Woodward a été proposée pour le cas MIMO. La réelle avancée du
concept MIMO résiderait dans l’obtention de nouveaux degrés de liberté
pour améliorer les performances en détection (probabilité de détection,
résolution azimutale, ..). Ces degrés de liberté supplémentaires sont prin-
cipalement l’agencement spatial des antennes émettrices et les traitements
multi-senseurs implémentés (cohérents, incohérents, fusion de données)
qui permettent d’envisager de nouvelles perspectives de conception radar.
Concernant la propagation électromagnétique à travers les murs, la
compréhension des différentes interactions mises en jeu à la traversée
des murs ainsi que leur modélisation sont nécessaires pour tenter d’en
tenir compte dans la détection radar. C’est donc à partir des équations
de Maxwell, complétées par les relations constitutives du milieu, que les
équations de propagation des champs dans les murs ont été formulées.
Parmi les différents effets intervenant sur une onde à la traversée d’un
mur, le plus critique pour l’imagerie radar est la destruction partielle des
fronts d’onde dues aux réflexions multiples à l’intérieur du mur ainsi
qu’aux diffractions sur les hétérogénéités des murs (cavités, aspérités).
Ces effets sont d’autant plus accentués lorsque la fréquence augmente.
Une caractérisation déterministe d’un mur, basée sur l’estimation de la
constante diélectrique du mur à partir de mesures expérimentales, a été
présentée. Pour les murs hétérogènes contenant des cavités (moellons,
briques), il a été montré que la transmission du mur présentait un carac-
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tère quasi-aléatoire en fonction de la fréquence et de l’incidence de l’onde
ainsi une modélisation de l’atténuation par un processus stochastique
a été proposée. Les densités de probabilité de type Weibull ou Gamma
conviennent pour la modélisation de l’atténuation du mur, contrairement
aux murs homogènes pleins, pour lesquels une modélisation déterministe
de la transmission est plus adéquate. La transmission est alors modélisée
par une fonction linéaire décroissante en fonction de la fréquence.
L’imagerie radar a été la technique utilisée en vue de la détection et
la localisation à l’intérieur d’une pièce. Tout d’abord, deux modèles de
signal ont été proposés : un modèle théorique complet puis un modèle de
signal approché. Ce dernier prend en compte la modification des chemins
optiques et l’atténuation du mur et peut être utilisé pour la correction
des effets du mur en partie. Ensuite, différents types de traitements ima-
geurs ont été présentés et modifiés pour tenir compte d’une architecture
radar MIMO. Les méthodes présentées ont été des méthodes incohérentes
basées sur la multi-latération, la sommation incohérente d’amplitude ou
la migration, puis une méthode cohérente obtenue par filtrage adapté
spatio-temporel, ainsi que des méthodes dites haute résolution avec le
formateur de faisceau de Capon et l’imagerie par MUSIC Time Reversal.
Ces différents traitements imageurs ont été implémentés sur données
de simulation FDTD en espace libre et à travers un mur homogène. Les
techniques incohérentes sont robustes à la propagation à travers les murs
mais ne possèdent pas de résolution azimutale. L’imagerie par filtrage
adapté permet d’obtenir une résolution azimutale intéressante pour la
détection et reste assez robuste malgré la présence d’artefacts. Le forma-
teur de faisceau de Capon n’est pas assez robuste face aux erreurs de
modèle de signal et n’a fourni aucun résultat. La technique TR MUSIC
possède l’avantage d’une très bonne résolution azimutale cependant elle
n’est efficace que pour des scènes avec peu de réflecteurs.
Les travaux menés dans le cadre de la simulation de scénarii com-
plexes de détection radar dans les bâtiments ont conduit à la réalisation
d’un simulateur 3D FDTD. Ce simulateur permet d’adresser en grande
partie les effets de la propagation à travers les murs et permet surtout
une modélisation réaliste des murs constituant les pièces. Ainsi le si-
mulateur permet de modéliser un mur homogène en béton mais aussi
des murs constitués de briques creuses ou de moellons. Le simulateur
permet également de modéliser un être humain ainsi que d’inclure du
mobilier (table, chaise, armoire) dans la scène. Les solveurs FDTD étant
relativement lourds en calcul, un simulateur comportemental a également
été développé en modélisant les effets du mur (atténuation, distorsion
et destruction partielle des fronts) par des processus aléatoires. Les si-
mulations ont permis de montrer que le MIMO permet d’obtenir de
meilleures résolutions azimutales pour l’imagerie. Et d’autre part, ont
permis de mettre en évidence le fait que le MIMO est plus robuste que
le SIMO pour la détection en milieu complexe. En effet, une étude sur
la dégradation de l’image formée, mesurée par l’entropie d’image, révèle
que les images obtenues en MIMO sont meilleures qu’en SIMO pour un
nombre de senseurs identique. Cette meilleure robustesse du MIMO a été
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quantitativement expliquée en étudiant la variance des écarts en temps de
trajets à la cible. Il a été montré que cette variance est inférieure en MIMO
qu’en SIMO, d’où une meilleure imagerie. En analysant, l’imagerie pour
différents types de murs, il a aussi été montré que l’imagerie était plus
dégradée à travers des murs hétérogènes (briques, moellons) qu’à travers
un mur homogène. Ceci confirme que les effets critiques de déformations
des fronts d’onde sont plus prononcés pour des murs avec des cavités.
La mise en œuvre d’un banc d’essai a permis d’aborder les aspects
expérimentaux. La conception d’une architecture radar MIMO pour la
détection à travers les murs a été détaillée. Les aspects temps d’observa-
tion et stationnarité de la scène ont ainsi été présentés limitant le nombre
total de senseurs du dispositif. Le positionnement des antennes a été
adressé par algorithmes génétiques en tentant de minimiser une fonction
coût indicatrice du niveau des lobes secondaires et de la résolution azi-
mutale. Enfin deux architectures radar ont été proposées, une première
avec multiplexage fréquentiel et une seconde avec multiplexage temporel.
Le montage avec multiplexage temporel a été effectué en laboratoire et
comprend 4 antennes d’émission et 8 antennes de réception adressées par
des commutateurs. La forme d’onde utilisée est un balayage fréquentiel
de 2 à 4 GHz en 2 ms. La puissance d’émission est de 17 dBm avec un
temps d’observation total de 64 ms. L’acquisition des signaux ainsi que les
traitements et l’affichage des images se font directement depuis Matlab R©.
Le dispositif a permis d’effectuer des traitements sur données de mesures
expérimentales. Il a ainsi été mis en évidence que la détection à travers les
murs avec le dispositif MIMO était réalisable.
Récapitulatifs des acquis
Cette section présentent de manière synthétique les principaux ap-
ports des travaux de thèse dans les divers domaines concernés.
Plusieurs avantages du MIMO pour la détection en milieu complexe
caché ont été mis en évidence. Tout d’abord le MIMO présente une
meilleure robustesse que le SIMO. En effet, il a été montré que la variance
sur les écarts en temps de trajet à la cible dû à la traversée du mur est
plus faible en MIMO qu’en SIMO. De plus, il a été illustré que le MIMO
possède un meilleur pouvoir discriminant de cibles rapprochées en azi-
mut. Et, des calculs d’entropie d’image pour mesurer la dégradation en
imagerie à travers les murs, ont révélé des artefacts d’imagerie moins
prononcés en MIMO qu’en SIMO.
Des algorithmes d’imagerie radar ont été formulés pour une architec-
ture radar MIMO. Le formateur de faisceau de Capon a été implémenté.
L’estimation de la matrice de covariance a été réalisée par la méthode
"coherent subspace" et la contrainte du formateur de faisceau obtenue
par la concaténation des éléments de la matrice directionnelle. L’imagerie
par MUSIC Time Reversal a été étendue au cas MIMO en formant l’opé-
rateur de retournement temporel en émission outre celui en réception.
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L’opération de filtrage adapté au cas MIMO a été obtenue en sommant
de manière cohérente l’ensemble des bancs de filtres adaptés de chacune
des pairs Tx/Rx du réseau MIMO. Enfin d’autres traitements incohérents
basés sur la multi-latération ont été présentés. Les traitements haute réso-
lution proposés ne sont pas assez robustes pour la détection à travers les
murs dû aux erreurs de modèle de signal. Les traitements incohérents ont
peu de résolution azimutale et compliquent l’interprétation de l’image.
Le filtrage adapté reste le meilleur compromis entre artefacts d’imagerie
et détection.
Diverses modélisations ont été proposées pour la transmission à
travers le mur et les signaux reçus. Pour les murs hétérogènes, une mo-
délisation de la transmission du mur par un processus aléatoire avec une
densité de probabilité Weibull ou Gamma a été proposée. Puis, pour les
murs homogènes, par une fonction affine décroissante en fonction de la
fréquence. Un modèle de signal approché tenant compte de la modifica-
tion des chemins optiques et l’atténuation du mur a été donné.
Deux outils de simulation ont été mis en place. D’une part, un simula-
teur FDTD permettant une modélisation réaliste de scénarii de détection
avec des murs homogènes ou hétérogènes et la possibilité d’inclure êtres
humains et/ou mobilier dans la scène. D’autre part, un simulateur com-
portemental adressant les effets d’atténuation et de destruction partielle
des fronts par des processus aléatoires.
Après discussion des considérations techniques pour la conception
d’un radar TTW (temps d’observation, puissance émise vs SNR), deux
concepts d’architecture radar MIMO ont été proposées. Il a ainsi été décrit
une architecture MIMO avec multiplexage fréquentiel et une avec multi-
plexage temporel. La réalisation en laboratoire a été celle présentant un
multiplexage temporel. Le dispositif a permis d’effectuer des traitements
sur données expérimentales.
Perspectives
Dans la continuité directe des travaux de thèse réalisés sur le point
de vue expérimental, il serait intéressant de régler les problèmes de dé-
phasages modifiés à chaque expérimentation, de sorte à ce qu’une seule
calibration soit effective pour permettre ensuite la détection en temps réel.
Vis-à-vis du traitement du signal, un point de vue déterministe a été
adopté bien qu’il ait été mis en évidence que la propagation à travers
les murs entraîne des temps de propagation à la cible avec des écarts
aléatoires. Pour combler ces effets, les procédés d’auto-focalisation per-
mettraient d’améliorer les performances d’imagerie. Il serait donc intéres-
sant d’implémenter ces techniques d’auto-focalisation en post-traitement
dans le cadre de la détection TTW. Dans le but d’améliorer la qualité des
signaux avant imagerie, des investigations sur les pré-traitements restent
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à mener. En effet, des opérations de pré-filtrage SVD tronqué à appliquer
à la matrice signal MIMO ou certaines de ses sous-matrices, permettrait
d’éliminer en partie bruit et artefacts. Également, un tout autre point de
vue pour la détection à travers les murs est proposé : il s’agit d’imagerie
radar spéculaire 14. L’imagerie radar spéculaire considère la réflectivité de
la cible comme une réalisation d’un processus aléatoire d’amplitude fixe
mais avec une phase aléatoire. Cette modélisation permettrait de prendre
en compte les déphasages aléatoires intervenant à la traversée des murs
hétérogènes et comblerait également les déphasages intervenant sur les
mesures expérimentales. Les effets micro-Doppler sur l’imagerie restent
encore également à aborder, notamment il serait important de voir si les
effets micro-Doppler apportent des artefacts d’imagerie supplémentaires.
Dans le cadre général de la détection en milieu urbain, un projet
impliquant l’ONERA ainsi que d’autres laboratoires universitaires, vise à
réaliser un dispositif radar de détection à travers les murs, portable et pla-
qué contre le mur. Le système radar étudié est ultra-large FMCW temps
réel. Le dispositif permettrait d’obtenir la diversité d’antennes nécessaire
à la détection à travers les murs mais également diverses polarisations
pour plus d’adaptations aux différents types de murs. Il contiendrait un
réseau d’antennes d’émission et de réception et offrirait l’imagerie 3D
ainsi que l’imagerie SAR 2D.
L’ONERA a fait l’acquisition de grandes antennes de dimension
1.6 ˆ 1 m et à très fort gain, 17 dB en moyenne, pour envisager la dé-
tection à distance à l’intérieur de bâtiments. La formation d’un dispositif
radar MIMO immobile avec 4Tx/8Rx serait alors intéressante à étudier.
En effet, la répartition spatiale des antennes d’émission permettrait d’une
part, la couverture du bâtiment ainsi que la diversité de canal. Et permet-
trait d’autre part, d’obtenir une résolution azimutale acceptable malgré la
distance des antennes par rapport à la scène. Une autre possibilité serait
de monter les antennes sur un véhicule qui se déplace. Le déplacement du
véhicule permettrait d’obtenir une synthèse d’ouverture (SAR) tandis que
la disposition verticale des antennes offrirait de l’information en élévation.
Ceci permettrait alors d’obtenir un aperçu 3D du contenu d’un bâtiment.
Le déplacement des senseurs imposerait alors l’émission simultanée des
signaux qui reste à développer.
Enfin, un projet mené à l’ONERA, impliquant plusieurs départements
dont le département électromagnétisme et radar (DEMR) et le départe-
ment commande des systèmes et dynamique du vol (DSCD), étudie la fai-
sabilité de dispositifs radar montés sur des drones. Ce projet serait alors
un cas d’application direct de détection radar MIMO. Cependant, l’enjeu
serait cette fois-ci la détection en plein air et/ou à l’extérieur des bâtiments
en milieu urbain.
14. Statistical radar imaging of diffuse and specular targets using an expectation-maximization
algorithm, A.D Lanterman, 2000.
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Titre Contribution à l’Étude de nouvelles techniques de Radar MIMO
pour la détection de cibles en contexte urbain (à l’intérieur des bâtiments)
Résumé L’objectif de cette thèse a consisté en l’étude des apports d’une
architecture radar MIMO pour la détection d’êtres humains à l’intérieur
des bâtiments. Pour ce faire, il a tout d’abord été mis en évidence sur un
point théorique la supériorité d’une architecture radar MIMO comparée
au SIMO, en terme de robustesse et de pouvoir discriminant de cibles
rapprochées. Ensuite, les effets de la traversée du mur sur le signal ra-
dar furent décrits et une caractérisation quantitative de la transmission à
travers un mur fut réalisée sur mesures expérimentales. Différents simu-
lateurs de scénarii de détection à travers les murs ont été produits : un
simulateur réaliste FDTD ainsi qu’un simulateur «comportemental» sim-
plifié. La méthode de détection et de localisation retenue est l’imagerie ra-
dar. Ainsi, différents algorithmes d’imagerie radar pour une architecture
MIMO furent développés. Des traitements incohérents (migration, multi-
latération), cohérents (filtrage adapté) et haute résolution (MVDR, MUSIC
Time Reversal) furent détaillés. Enfin des considérations techniques (bi-
lan de liaison, temps d’observation de la scène) ont été discutées et deux
architectures radar MIMO ultra-large bande furent proposées. Une archi-
tecture radar MIMO avec 2GHz de bande et un multiplexage temporel
pour l’adressage des antennes d’émission a été réalisée par le personnel
du laboratoire. Des mesures expérimentales ont conduites permettant de
réaliser la détection à travers les murs à l’aide du dispositif réalisé.
Mots-clés radar à travers les murs, imagerie radar, radar MIMO, image-
rie haute résolution, propagation électromagnétique à travers les murs.
Title Contribution in Studies on new technics in MIMO radar for target
detection in urban environment (inside buildings)
Abstract This thesis focused on the study of the contributions of MIMO
radar system for human beings detection inside buildings. First, on a theo-
retical point, it was highlighted the superiority of MIMO systems compa-
red with the SIMO, in term of robustness and discrimination abilities of
close targets. Then, through the wall propagation effects were described
and a quantitative characterization of the transmission through a wall was
realised based on experimental measures. Various simulators of scenarios
of detection through walls were produced : a full-wave FDTD simulator
and a simplified «behavioral» one. The method of detection and localisa-
tion is the radar imaging. So, differents algorithms of radar imaging for
MIMO system were developed. Among them, incoherent processings (mi-
gration, multi-lateration), coherent (matched filtering) and high resolution
(MVDR, MUSIC Time Reversal) were detailed. Finally, technical considera-
tions (link budget, observation time of the scene) were discussed and two
ultrawide band MIMO radar architectures were proposed. A experimental
bench of MIMO radar with 2GHz bandwidth and a temporal multiplexing
was realized in the laboratory. Experimental measures allow to realize the
detection through walls with the realized MIMO radar.
