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Die Entwicklung von autonom handelnden Programmen und Maschinen stellt sowohl 
die Ethik als auch das Recht vor neue Herausforderungen. Auch in der Vergangenheit 
hat die technologische Entwicklung stets Fragen aufgeworfen, mit denen sich diese Dis-
ziplinen auseinandersetzen mussten. So wurden etwa durch den Buchdruck Fragen des 
Urheberrechtsschutzes akut und der Einsatz von motorisierten Fahrzeugen führte zu  
einer stärkeren Gefährdung von Fussgängern. In den meisten Fällen handelte es sich bei 
solchen neuen technologischen Entwicklungen gewissermassen um Werkzeuge, die je-
weils von einem Menschen bedient werden. Insofern bedeuteten diese Entwicklungen 
eine Erweiterung menschlichen Handelns und konnten von Ethik und Recht auf diese 
Weise erfasst werden. 
Aktuell tritt nun ein neues Phänomen auf: die Entwicklung von autonom handelnden 
Maschinen und Computerprogrammen, welche mit einer unbestimmten Vielzahl von 
komplexen und nicht umfassend voraussehbaren moralischen Herausforderungen kon-
frontiert werden und Entscheidungen treffen müssen. Beispiele hierfür sind etwa auto-
nome Fahrzeuge, auf künstlicher Intelligenz beruhende Diagnoseprogramme in der Me-
dizin oder autonome Waffensysteme, möglicherweise eines Tages auch der in der 
Rechtswissenschaft angedachte Subsumtionsautomat1. Die Programmierung solcher 
Maschinen beinhaltet somit immer auch eine moralische Wertung, welche gesellschaft-
liche und rechtliche Implikationen haben kann. 
Im Folgenden soll zunächst ein Schlaglicht auf das Verhältnis von Moral und Recht 
geworfen werden, um die Bedeutung maschinenethischer Fragestellungen auch für das 
Recht zu verdeutlichen (II.). Im Anschluss sollen unterschiedliche Formen maschineller 
moralischer Akteure differenziert und so die Tragweite der gegenwärtigen Entwicklung 
klarer gemacht werden (III.). Sodann werden Optionen der Programmierung von mora-
lischen Aspekten und der damit zusammenhängende Regulierungsbedarf erläutert (IV.). 
In der Folge sollen auf dieser Grundlage Probleme eruiert werden, welche sich bei der 
Frage nach der Regulierung moralischer Algorithmen ergeben (V.), und schliesslich 
Ansätze aufgezeigt werden, um die Schwierigkeiten moralischer Entscheidungen von 
Maschinen und Programmen rechtlich zu erfassen (VI.). 
                                           
1  REGINA OGOREK hat den Begriff des Subsumtionsautomaten für eine rein logisch-mechani-
sche Rechtsfindung aus der Norm geprägt, wie sie von der Rechtstheorie beim Blick auf wis-
senschaftliche Positionen des 19. Jh. behauptet wurde (OGOREK, 1, 5 ff.). In der heutigen Zeit 
erlangt die Idee vom Subsumtionsautomaten Aktualisierung durch das Feld der Legal Tech, 
welche darauf abzielt, rechtliche Dienstleistungen zu digitalisieren. Zum weiten Feld von Legal 
Tech einführend WAGNER, passim m.w.H.; zuletzt zum Phänomen der smart contracts auch 
kritisch und in der historischen Entwicklung ERNST, ZSR 2018 II, 74 ff. und passim m.w.H. 
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II. Moral und Recht 
Die konkrete Moral- und besonders die Gerechtigkeitsbezogenheit von Recht ist in der 
Lehre umstritten. So werden unterschiedliche Ansichten vertreten, ob und inwieweit 
Recht einen inhärenten Gerechtigkeitsbezug hat (bzw. haben muss).2 Lehnt man einen 
solchen Gerechtigkeitsbezug ab, so könnte man zur Ansicht gelangen, dass die neu ent-
standenen Fragen im Bereich der Informations- und Maschinenethik für das Recht, die 
Rechtswissenschaft und die Gesetzgebung von keiner oder höchstens geringer Relevanz 
ist. 
Ein solcher Schluss würde aber trügen: Selbstverständlich verfolgt das Recht nicht als 
unbedingte Maxime die Durchsetzung von Gerechtigkeit oder Moral, sondern es dient 
auch weiteren Zwecken wie etwa der verbindlichen Konfliktentscheidung und der Er-
wartungssicherung.3 Es lässt sich aber nicht bestreiten, dass moralische Wertungen oft 
im Kern rechtlicher Regelungen stehen.4 So könnte ein aufwendiges Strafverfahren 
durch Münzwurf vermieden werden, doch wird eine Entscheidung im Lichte der tat-
sächlichen Geschehnisse durch das Recht priorisiert. Vor diesem Hintergrund wäre es 
nachlässig, moralisch bedeutsame Entwicklungen in einer Gesellschaft in der wissen-
schaftlichen Beschäftigung mit dem Recht nicht zu berücksichtigen. Die Frage, ob und 
welche gesetzgeberischen Massnahmen zur Förderung einer Moral oder (wie auch im-
mer konkret verstandenen) Gerechtigkeit tatsächlich ergriffen werden sollen, ist derweil 
selbstverständlich eine politische. 
                                           
2  So definiert etwa MAHLMANN, 94, Recht als eine «Ordnung aus Normen», welche, neben 
einer Reihe weiterer Merkmale, «inhaltlich vielfältig, z.B. auch zweckrational, motiviert sein 
kann, aber auf die Verwirklichung des Guten und Gerechten gerichtet ist». Abgelehnt wird 
der zwingende Moralbezug von Recht klassisch von KELSEN, 17: «[Die Reine Rechtslehre] 
lehnt es ab, das positive Recht zu bewerten. […] Sie lehnt es insbesondere ab, irgendwelchen 
politischen Interessen dadurch zu dienen, daß sie ihnen die Ideologien liefert, mittels deren 
die bestehende gesellschaftliche Ordnung legitimiert oder disqualifiziert wird.» Eine Defini-
tion von Recht ohne zwingenden Gerechtigkeitsbezug heute etwa bei THIER, 115: «Bestand 
von Regelungen mit normativer Verbindlichkeit und dem darauf beruhenden Anspruch auf 
Durchsetzbarkeit». 
3  Vgl. zu den Funktionen von Recht etwa RÜTHERS/FISCHER/BIRK, Rz. 72 ff. 
4  Vgl. THIER, 123: Recht setzt Wertungen voraus, schafft diese nicht selbst. A.a.O., 123 ff., 




III. Maschinen als moralische Akteure 
Die Frage nach der Programmierung moralischer Verhaltensweisen stellt sich für Ma-
schinen nur dann, wenn sie zu moralisch relevantem Handeln überhaupt in der Lage 
sind. In diesem Kontext wird in der Maschinenethik häufig unterschieden zwischen ver-
schiedenen Qualitätsstufen moralischer Akteure. Dabei wird oft auf eine Unterschei-
dung von vier Stufen moralischer Handlungsfähigkeit von Maschinen zurückgegriffen,5 
welche der amerikanische Ethiker JAMES H. MOOR geprägt hat. 
Als erste Kategorie von moralischen Maschinen definiert Moor die ethical impact 
agents. Diese zeichnen sich dadurch aus, dass ihr Betrieb moralisch relevante Konse-
quenzen hat, ohne dass aber die Maschine selbst auf ein moralisches Verhalten pro-
grammiert ist.6 Während das Handeln der Maschine moralisch neutral ist,7 entstehen 
ausserhalb des Maschineneinsatzes moralische Konsequenzen. 
Die zweite Stufe moralischer Akteure nach Moor sind die implicit ethical agents. Diese 
kennzeichnet, dass ihr Verhalten gestützt auf moralische Grundsätze programmiert ist, 
währenddem sie selbst keine moralischen Entscheidungen treffen.8 Ein typisches Bei-
spiel hierfür ist der Geldautomat.9 Dieser ist darauf programmiert, Geld auszugeben, 
allerdings – und dahinter stehen moralische (und rechtliche) Wertungen – nur an Be-
rechtigte. Die Entscheidung über Genehmigung oder Verweigerung einer Auszahlung 
fällt der Geldautomat nun aber nicht gestützt auf eine autonome und umfassende mora-
lische Bewertung der Situation, sondern auf ein vordefiniertes Programm. 
Im Unterschied zu solchen Maschinen haben diejenigen der dritten Kategorie, die ex-
plicit ethical agents, die Fähigkeit, in einer Vielzahl konkreter Situationen, die nicht alle 
im Detail vorhergesehen werden können, Entscheidungen anhand moralischer Kriterien 
zu treffen.10 Ein typisches Beispiel hierfür wäre ein autonomes Fahrzeug, welches in 
der Lage ist, moralisch relevante Faktoren, die sich in der Verkehrssituation ergeben, 
                                           
5  Siehe z.B. ANDERSON/ANDERSON, AI Magazine 4/2007, 15; MISSELHORN, 70 ff. 
6  MOOR, 19. Oftmals haben moderne Technologien sowohl erwünschte als auch unerwünschte 
moralische Konsequenzen. Als eindrückliches Beispiel nennt MOOR (ebenda) die Entwick-
lung von Jockey-Robotern für Kamelrennen, welche an die Stelle von Kindersklaven getre-
ten sind. 
7  Im Kontext des erwähnten Beispiels (Fn. 6) gilt dies, sofern der Einsatz von Tieren für Ren-
nen nicht grundsätzlich als unmoralisch beurteilt wird und ihnen durch die Roboter kein zu-
sätzliches Leid zugefügt wird. Davon soll hier des Arguments halber ausgegangen werden. 
8  MOOR, 19; MISSELHORN, 71; ANDERSON/ANDERSON, AI Magazine 4/2007, 15. 
9  MOOR, 19; MISSELHORN, 71.  
10  MOOR, 19 f.; ANDERSON/ANDERSON, AI Magazine 4/2007, 17; MISSELHORN, 71 f.  
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zu erkennen und gestützt darauf zu entscheiden und zu handeln, indem es beispielsweise 
einem Kind ausweicht und stattdessen gegen eine Mauer fährt.11 
Die vollständigste Form einer Maschine als moralischer Akteur nach Moor ist schliess-
lich ein full ethical agent. Ein solcher ist, wie für gewöhnlich erwachsene Menschen, 
umfassend in der Lage, moralische Entscheidungen zu treffen und diese zu begründen. 
Dazu gehören nach unserem Verständnis Fähigkeiten wie das Bewusstsein oder ein 
freier Wille. Ob Maschinen hierzu einst in der Lage sein werden, ist heute nicht definitiv 
zu beantworten.12 
Besonders aktuell und relevant sind die Konsequenzen der technischen Entwicklungen 
für Ethik und Recht im Bereich der explicit ethical agents. Während full ethical agents 
jedenfalls zurzeit nicht existent sind, sind uns ethical impact agents und implicit ethical 
agents nicht unbekannt und werden vielfach bereits durch die vorhandenen Rechtsbe-
stände und moralischen Theorien erfasst. Autonom handelnde Maschinen mit einem 
nicht abschliessend voraussehbaren Bereich von Anwendungssituationen, wie sie ge-
genwärtig und zukünftig wohl zunehmend entwickelt werden, erfordern allerdings oft-
mals die moralischen Kapazitäten eines explicit ethical agents. Als Konsequenz der ab-
sehbaren enormen Bedeutungszunahme autonomer Maschinen verändert sich die 
Tragweite der moralischen Aspekte ihrer Programmierung. Deshalb scheint eine ethi-
sche und auch eine rechtliche Begleitung der aktuellen technischen Entwicklung erfor-
derlich. 
IV. Moraltheorien, Dilemmata und die Monopolisierung  
von Moral? 
A. Grundlagen der ethischen Entscheidungen: Moraltheorien 
Die Ethik unterscheidet zwischen zahlreichen Moraltheorien. In vielen moralisch rele-
vanten Situationen führen die unterschiedlichen Theorien zu gleichen Ergebnissen, 
wenn auch auf anderen Argumentationswegen. In einzelnen Fällen können die verschie-
denen Theorien aber auch abweichende Handlungsimperative zur Folge haben. Die  
                                           
11  Selbstverständlich ist auch in einem solchen Fall das Fahrzeug mit bestimmten Informatio-
nen gefüttert, die den Mehrwert des Lebens eines Kindes gegenüber dem Sachschaden am 
Auto darstellen. Im Unterschied zur Situation bei implicit ethical agents kann aber niemals 
jede Konstellation vorhergesehen und programmiert werden, sodass das Fahrzeug in Echt-
zeit eine Analyse und Bewertung vornehmen muss. 
12  MOOR, 20 f.; MISSELHORN, 72. 
Hanno Menges 
 50 
Unterschiede sind also im vorliegenden Kontext deshalb relevant, weil die der Program-
mierung einer moralisch entscheidenden Maschine zugrunde liegende Theorie ihr kon-
kretes Verhalten bestimmt. Im Folgenden sollen daher die Grundzüge der Hauptströ-
mungen aufgezeigt werden. 
Mit dem Begriff Utilitarismus werden moralische Theorien bezeichnet, welche den mo-
ralischen Wert von Verhalten anhand der (zu erwartenden) positiven und negativen 
Auswirkungen bemessen. Es handelt sich also um eine konsequentialistische Ethik. 
Grundlage der moralischen Bewertung einer Handlung ist die Aufrechnung des erwach-
senden Nutzens mit dem resultierenden Leid. Nutzen und Leid werden dabei stets für 
alle betroffenen Individuen berücksichtigt.13 Massgeblich für die Beurteilung sind dabei 
die subjektiven Empfindungen der betroffenen Wesen, nicht eine objektive Beurteilung 
der Lebensbedingungen.14 
Eine zweite Gruppe von Moraltheorien wird mit den Begriffen deontologische Ethik 
oder Pflichtenethik bezeichnet. Im Unterschied zur konsequentialistischen Ethik be-
misst sich die Richtigkeit einer Handlung nicht an ihren Folgen, sondern an ihrer Über-
einstimmung mit moralischen Regeln und der Motivation zum Handeln aufgrund dieser 
Regeln.15 Besonders einflussreich ist die Ethik von Immanuel Kant, welche auf dem 
kategorischen Imperativ aufbaut, gemäss welchem stets nach der Maxime gehandelt 
werden soll, die man auch als Grundlage eines allgemeinen Gesetzes haben wollte.16 
Basierend auf der kantischen Ethik haben sich eine Vielzahl weiterer deontologischer 
Theorien entwickelt.17 
Die sogenannten Tugendethiken bilden eine dritte Kategorie von Moraltheorien. Diese 
orientieren sich an der Ausbildung positiver charakterlicher Qualitäten (Tugenden) im 
                                           
13  BIRNBACHER, 52 f.; BLACKBURN, passim; BROCK, passim; MISSELHORN, 54 f.; SLOTE, pas-
sim. 
14  BIRNBACHER, 55. 
15  ALEXANDER/MOORE, Abschnitt 2; CRISP, passim; MISSELHORN, 58. 
16  Der kategorische Imperativ bei Kant kennt mehrere Formulierungen mit verschiedenen 
Schwerpunkten. Die im Text angesprochene Universalisierungsformel findet sich etwa in 
der Grundlegung zur Metaphysik der Sitten (KANT, 420). Eine weitere bekannte und bedeu-
tende Formulierung fordert, dass ein Mensch immer auch als Zweck, niemals als blosses 
Mittel gebraucht werden dürfe (KANT, 429). 
17  Vgl. ALEXANDER/MOORE, insb. Abschnitt 2 m.w.H. Besondere Bekanntheit erlangt hat etwa 
die Theory of Justice von JOHN RAWLS, der in einem Gedankenexperiment die Regeln einer 
gerechten Gesellschaft in einem hypothetischen Diskurs hinter einem «veil of ignorance» 
über die eigene Position in der Gesellschaft auffinden will. Zum Konzept vgl. RAWLS, 11 ff.; 
zum veil of ignorance im Besonderen a.a.O., 136 ff.; zum komplexen Verhältnis von Inspi-
ration, Interpretation, Abgrenzung bei Rawls gegenüber Kant vgl. TAMPIO, passim m.w.H. 
Moralische Entscheidungen autonomer Technologien: eine Aufgabe für den Gesetzgeber? 
51 
Menschen. Es geht im Kern also darum, zu fragen, welche Einstellungen und Charak-
tereigenschaften (z.B. Hilfsbereitschaft, Ehrlichkeit) ein gutes und glückliches Leben 
bewirken und welches konkrete Verhalten diesen Einstellungen und Eigenschaften am 
besten entspricht. Moralische Handlungen ergeben sich nicht aus Pflichterfüllung, son-
dern aus dem Antrieb, sich tugendhaft zu verhalten. Als klassische Ausprägung der Tu-
gendethik und als Grundlage jüngerer Theorien gilt die aristotelische Ethik.18 
B. Praktische Unterschiede zwischen Moraltheorien 
Wie bereits angesprochen, gibt es in einzelnen Szenarien Unterschiede zwischen den 
Handlungsimperativen unterschiedlicher Moraltheorien. Ein Beispiel liefert das Trol-
ley-Problem19. Dabei rollt ein Zug auf fünf Personen zu, die sterben würden, wenn nicht 
ein externer Akteur eine Weiche umstellt, sodass der Zug eine einzelne Person tötet, die 
auf der Ausweichspur steht. Aus utilitaristischer Perspektive wäre regelmässig das Um-
stellen der Weiche gefordert, weil der Tod von nur einer Person weniger schwer wiegt 
als derjenige von fünf Personen. Aus deontologischer Sicht wird der Sachverhalt aber 
oft anders beurteilt, weil die Pflicht, niemanden zu töten, höher gewertet wird als die 
Pflicht, Leben zu retten.20 Zahlreiche Varianten dieses Szenarios werfen zusätzliche 
Fragen auf, beispielsweise ob es Kategorien von Menschen gibt, die besonders schüt-
zenswert sind (z.B. Kinder, Alte, Verantwortungsträger/innen).21 So ist es etwa denkbar, 
einen besonderen Schutz alter Menschen aufgrund ihrer Verletzlichkeit zu fordern, aber 
auch, sie gegenüber jüngeren Menschen zu benachteiligen, die von einer Verletzung 
länger beeinträchtigt wären. Mit der Wahl der moralischen Theorie, die einer Handlung 
zugrunde liegen soll, werden somit praktische Konsequenzen implizit vorweggenom-
men. 
Wenn auch derartige Gedankenexperimente nur selten eine unmittelbare praktische 
Übersetzung in die Realität erfahren, so sind die darin deutlich gemachten Abwägungen 
                                           
18  MISSELHORN, 64 ff.; PAUER-STUDER, 79 ff.  
19  BENDEL, 189 (als Roboterauto-Problem), 225 f. (als Trolley-Problem); vgl. auch JARVIS 
JOHNSON, The Yale Law Journal 94/6(1985), 1395 ff., mit weiteren Szenarien. 
20  Ausnahmen sind denkbar, vgl. RIEDO/MAEDER, 113 mit Fn. 86. 
21  Solche Szenarien wurden auch schon des Öfteren Gegenstand empirischer Untersuchungen, 
zuletzt etwa spezifisch für autonome Fahrzeuge in einer globalen Online-Studie («Moral 
Machine», <http://moralmachine.mit.edu>) bei AWAD et al., Nature 563, 59 ff. Die Autoren 
sehen in ihrem Vorhaben auch ein Stück weit einen demokratischen Wert: «Indeed, we can 
embrace the challenges of machine ethics as a unique opportunity to decide, as a community, 
what we believe to be right or wrong; and to make sure that machines, unlike humans, unerr-
ingly follow these moral preferences» (a.a.O., 63). 
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durchaus von realer Bedeutung. Dies gilt sowohl aus moralischer als auch – in Recht 
und rechtsgeleitete Abwägungen übersetzt – rechtlicher Sicht. Worin liegt also die Be-
sonderheit der aktuellen technischen Entwicklungen? Bisher hängt die Entscheidung 
solcher Dilemmata von der Entscheidungsfindung des Einzelnen in der konkreten Situ-
ation ab. Insofern sind sie wohl einerseits je nach Akteur unterschiedlich und anderer-
seits oft massgeblich von situativen Aspekten abhängig, wie z.B. von spontanen Emo-
tionen oder einer unvollständigen Erfassung des Sachverhalts. Dem entspricht es, dass 
der Gesetzgeber sich typischerweise nicht für eine bestimmte Moraltheorie entschieden 
hat. Zwar finden sich, wie bereits erwähnt, selbstverständlich im Recht moralische 
Werte umgesetzt, und diese Werte sind durch historische Entwicklungen und zeitgenös-
sische Tendenzen mitgeprägt.22 Eine eindeutige Anleitung zur Entscheidungsfindung 
fehlt aber in vielen Fällen bzw. sieht unter Umständen Milderungen in der Verantwort-
lichkeit vor. 
Im Fall des Trolley-Problems ist etwa an den rechtfertigenden Notstand zu denken 
(Art. 17 StGB). Das Umstellen der Weiche stellt eine vorsätzliche Tötungshandlung 
dar. Da diese aber allein der Lebensrettung von fünf Personen dient, stellt sich die Frage, 
ob das Verhalten gerechtfertigt werden kann. Das schweizerische Recht lehnt dies ab, 
da eine Notstandshandlung nur durch höherrangige Interessen gerechtfertigt werden 
kann, was bei der Beeinträchtigung der Menschenwürde, wie sie bei der Tötung eines 
unschuldigen Dritten auftreten würde, nicht infrage kommt.23 Allenfalls könnte aber an-
gesichts der schweren Konfliktsituation ein Schuldausschluss vorliegen.24 An dieser 
Stelle folgt das Recht also im Grundsatz einer deontologischen Ethik, welche in gewis-
sem Rahmen Relativierung erfahren kann. 
                                           
22  So lässt sich der historische Einfluss der christlichen Theologie und christlicher Werte auf 
die schweizerische Rechtsordnung nicht bestreiten; aber auch in neueren Erlassen finden 
sich moralische Wertungen repräsentiert (z.B. im Verbot der Leihmutterschaft, Art. 4 
FMedG). 
23  Vgl. BSK StGB I–SEELMANN, Art. 17 StGB N 9 ff., insb. 13 (nicht explizit zum Trolley-
Problem); mit Verweis auf das Trolley-Problem argumentiert STRATENWERTH, § 10 
Rz. 44 f., dass bei höchstpersönlichen Rechtsgütern die Zahl der betroffenen Personen nicht 
massgeblich sein dürfe, weil ihr Wert nicht multiplizierbar sei. Ausführlich diskutiert ist 
diese Frage in Deutschland, wo die herrschende Lehre und auch die Rechtsprechung diese 
Position vertreten (vgl. Lackner/Kühl-KÜHL, § 34 StGB/DE N 7 f. m.w.H.; BVerfGE 115, 
118 <151 ff.> [hier nicht als strafrechtliche Frage, sondern als verfassungsrechtliche 
Schranke der Gesetzgebung]). 
24  So STRATENWERTH, § 11 Rz. 85, in Anlehnung an die deutsche Doktrin. 
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C. Autonome Maschinen und die Kodifizierung von Moral 
Von einer solchen an den Einzelfall gebundenen Betrachtung moralischer Entscheidun-
gen kommt man nun ab, wenn man über die Anwendung autonomer Maschinen mit 
moralischer Entscheidungsfähigkeit (explicit ethical agents) spricht.25 Denn Maschinen 
sollen sich gerade nicht nach einem Zufallsprinzip für eine Variante entscheiden, son-
dern in allen gleich gelagerten Situationen die gleiche (und richtige) Entscheidung tref-
fen. Keine Entscheidung zu treffen, ist in moralischen Dilemmata keine Option, und das 
Zufallsprinzip ist kaum befriedigend.26 Die Relevanz moralischer Wertungen im Ent-
scheidungsfall ist damit nicht mehr eine individuelle, sondern eine sich grundsätzlich 
unbeschränkt wiederholende. Dazu kommt, dass einmal programmierter Code oftmals 
eine Grundlage weiterer Entwicklungen bildet und nicht zwingend periodisch vollstän-
dig neu gestaltet wird. Mit der Programmierung autonomer Maschinen findet damit eine 
gewisse Kodifizierung von Moral statt. 
Diese Kodifizierung aber erfolgt (bisher) i.d.R. nicht durch Staaten oder internationale 
Organisationen, und jedenfalls nicht zwingend unter Einbezug von Expertinnen und Ex-
perten auf dem Gebiet der Ethik, sondern ganz massgeblich durch einen Kreis privater 
Unternehmungen. Einfluss auf diese Entwicklungen können somit hauptsächlich Kon-
sumenten durch ihr Verhalten nehmen, wobei jedoch oft wenige Alternativen (insbe-
sondere moralischer Natur) zur Auswahl stehen. Zuspitzend könnte man deshalb von 
einer aus der technischen Entwicklung hervorgehenden Monopolisierung der Ethik 
durch einzelne private Anbieter sprechen. Diese Entwicklung steht jedoch in einem ge-
wissen Spannungsverhältnis mit dem in unserer Gesellschaft an sich bedeutsamen De-
mokratieprinzip, da die gesamte Gesellschaft von den programmierten moralischen Ent-
scheidungsalgorithmen betroffen ist. 
Vor diesem Hintergrund drängt sich eine Beschäftigung mit der Frage auf, wie der Ge-
setzgeber an der beschriebenen Kodifizierung von Moral mitwirken kann, um das Mit-
bestimmungsrecht der Bürgerinnen und Bürger über die gesellschaftlichen Lebensbe-
dingungen zu erhalten. Im Folgenden soll daher auf Probleme und mögliche Wege eines 
solchen regulierenden Wirkens des Staates eingegangen werden. 
                                           
25  Auch bei implicit ethical agents können die aufgeführten Probleme auftreten, allerdings ty-
pischerweise in einem besser vorhersehbaren Ausmass. 
26  Diese Einschätzung auch bei RIEDO/MAEDER, 109 mit Fn. 73 sowie 112 mit Fn. 83. 
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V. Probleme bei der Regulierung  
der aktuellen technischen Entwicklungen 
A. Technische Schranken 
Bei der Auseinandersetzung mit der ethischen und rechtlichen Erfassung moralisch re-
levanter Algorithmen in autonomen Maschinen muss auch die Frage gestellt werden, ob 
und in welchem Rahmen Moraltheorien überhaupt programmierbar sind.27 Eine Theorie 
wird zwar nicht richtiger, weil sie im Gegensatz zu einer anderen technisch (besser) 
umsetzbar ist, aber insbesondere rechtliche Vorschriften über die Programmierung ganz 
bestimmter Moraltheorien können nur im Rahmen der technischen Möglichkeiten Sinn 
ergeben. Die rechtliche Anordnung einer technisch nicht umsetzbaren Regel bedeutet 
de facto ein Verbot von Maschinen und Programmen mit der Fähigkeit zu moralischen 
Entscheidungen. 
Eine besondere Problematik werfen selbstlernende Systeme auf. Anders als bei Anwen-
dungen, denen bestimmte moralische Prinzipien als Entscheidungsgrundlage vorgege-
ben werden, formen sich ihr Verhalten und ihre Fähigkeiten in einem autonomen Lern-
prozess aus.28 Bei einer solchen Maschine stellt sich somit die Frage nach der 
Steuerbarkeit des Lernprozesses hinsichtlich moralischer Entscheidungen. Bisherige 
Einsätze von selbstlernenden Technologien haben zu eindrücklichen, aber teilweise 
auch zu problematischen Ergebnissen geführt. So musste ein selbstlernender Chatbot 
von Microsoft bereits nach kurzer Zeit deaktiviert werden, weil die auf Grundlage des 
Lerndatensatzes erlernten Fähigkeiten diskriminierend waren.29 
B. Moralischer Massstab 
Es stellt sich sodann auch die Frage, welches Ausmass moralischen Verhaltens von Ma-
schinen verlangt werden soll. Typischerweise stehen bei der Frage nach der moralischen 
Entscheidungsfähigkeit autonomer Maschinen Szenarien der Vermeidung unmorali-
schen Verhaltens im Fokus. So soll ein autonomes Fahrzeug beispielsweise einer auf 
die Strasse springenden Person ausweichen. Es ist allerdings auch denkbar, dass eine 
                                           
27  Zu unterschiedlichen Ansätzen der Moralimplementation vgl. MISSELHORN, 96 ff. m.w.H. 
28  Zu selbstlernenden Systemen (künstlichen neuronalen Netzen) vgl. HÖFER, 5 ff.; MISSEL-
HORN, 22 ff., 79 ff. (hier auch zur Frage, wie diese Systeme in Moors Klassifikation passen, 
da sie zwar unabhängiger handeln als implicit ethical agents, aber häufig nicht in der Lage 
sind, ihre moralischen Urteile zu begründen wie explicit ethical agents). 
29  BEUTH, Zeit Online vom 24. März 2016. 
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autonome Maschine darauf programmiert wird, jeweils das moralisch Beste zu tun.30 So 
könnte ein Auto, welches in einer kalten Winternacht eine obdachlose Person in der 
Nähe erkennt, die Türen entriegeln, um dieser Schutz vor der Kälte zu bieten. 
Heute kennt das Recht positive Pflichten zu moralischem Handeln nur in engen Gren-
zen, insbesondere im Rahmen von Art. 128 StGB (Unterlassung der Nothilfe) und 
Art. 11 StGB (Begehen von Verbrechen und Vergehen durch Unterlassen). Bereits aber 
etwa beim Fund (Art. 720 ZGB) ist die Pflicht zur Abgabe der Fundsache oder zur 
Nachforschung nach dem Eigentümer erst erstellt, wenn die Sache in Besitz genommen 
wird.31 Ein Liegenlassen der verlorenen Sache ist derweil nicht verboten, auch wenn sie 
bemerkt wurde.32 Es stellt sich die Frage, ob bei autonomen Maschinen solche morali-
schen Sachverhalte anders zu beurteilen sind, weil ihr Einsatz oftmals für den Eigentü-
mer oder Besitzer keine oder nur eine geringe Belastung bedeutet. 
C. Globale Entwicklungen – lokale Regulierungskontexte 
Die Entwicklung autonomer Maschinen erfolgt häufig durch private Akteure in einem 
bestimmten lokalen Rahmen. Ganz typischerweise sollen die fertigen Produkte dann 
aber global vermarktet und in Betrieb genommen werden. Mit Blick auf die Moral be-
deutet dies, dass moralische Entscheidungen, die beispielsweise in China oder den Ver-
einigten Staaten programmiert werden, praktische Bedeutung auch in der Schweiz  
erlangen würden. Möchte der schweizerische Gesetzgeber nun gewisse von der Herstel-
lerprogrammierung abweichende moralische Handlungen durchsetzen, bestehen im 
Kern zwei Möglichkeiten: Entweder der Hersteller ergänzt den entsprechenden Pro-
grammcode oder er verzichtet auf einen Markteintritt in der Schweiz.33 Für den Herstel-
ler ist die Entscheidung zwischen diesen Möglichkeiten eine wirtschaftliche, die  
abhängig ist vom Programmierungsaufwand und den Umsatzperspektiven im schwei-
zerischen Markt. Insbesondere kleinere Märkte würden damit vor die Entscheidung zwi-
schen technischem Fortschritt und der Durchsetzung (demokratisch legitimierter) mo-
ralischer Standards gestellt. 
                                           
30  Für eine Berücksichtigung positiver moralischer Pflichten im Maschinendesign aus ethischer 
Perspektive ANDERSON, 21 f. 
31  Vgl. die Definition des Finders in: BSK ZGB II-SCHWANDER, Art. 720 ZGB N 4; CHK-
HITZ, Art. 720 ZGB N 9; REY, Rz. 1807 ff. 
32  REY, Rz. 1811. 
33  Eine Alternative wäre die Subventionierung abweichender Programmierungen durch den 
Staat. Dies wäre allerdings mit bedeutenden Kosten für das Gemeinwesen und einem äus-




A. Moralischer Massstab 
Es stellt sich die Frage, welcher moralische Massstab bei einer Regulierung der Moral 
von Maschinen und Programmen gefordert werden sollte. Während es einleuchtet, dass 
autonome Maschinen unmoralisches Tun vermeiden sollten und auch die Hersteller in 
der Regel nicht gezielt unmoralisch handelnde Produkte konstruieren wollen,34 ist ihr 
Interesse an der Programmierung aktiven altruistischen Tuns in der Tendenz geringer. 
Das Vorschreiben von moralischem (bzw. altruistischem) Tun durch das Gesetz führt 
allerdings zu gewissen Problemen. In manchen Szenarien wie dem oben beschriebenen 
Entriegeln der Fahrzeugtüren zur Beherbergung einer obdachlosen Person können spür-
bare Nachteile für den Eigentümer entstehen. Zudem würde das staatliche Vorschreiben 
eines aktiven moralischen Handelns einen schwerwiegenden Eingriff in die wirtschaft-
liche Freiheit der Hersteller bedeuten. Dieser Eingriff würde dann nicht mehr dem 
Schutz vor der technologischen Anwendung selbst dienen, sondern einem grundsätzlich 
unabhängigen Interesse an einer durch Gemeinnutz geprägten Gesellschaft. 
Eine weitere Schwierigkeit ist diejenige der Programmierbarkeit moralischen Handelns. 
Der Staat kann aktives moralisches Tun vernünftigerweise nur dann verlangen, wenn 
dies überhaupt umsetzbar ist. Die Frage der Programmierbarkeit und der notwendige 
Aufwand sind aber wohl von aussen oft kaum abzuschätzen. 
Zum heutigen Zeitpunkt scheint aus diesen Gründen eine verbindliche Anordnung alt-
ruistisch begründeter Programmabläufe von moralisch agierenden Maschinen und 
Computerprogrammen zu weit zu greifen. Allerdings ist es denkbar, dass in einer in 
weit grösserem Umfang durch autonome Maschinen geprägten Gesellschaft diese Be-
urteilung neu in Betracht gezogen werden muss.35 
                                           
34  Ausnahmen oder zumindest Grenzfälle sind selbstverständlich denkbar (z.B. Glücksspiel). 
Bei den hier in den Blick genommenen Maschinen wie etwa autonomen Fahrzeugen liegt 
das Interesse eines Herstellers aber nicht in der Schädigung Unschuldiger. Im Falle autono-
mer Waffensysteme wird natürlich die Frage aufgeworfen, in welchem Rahmen solche über-
haupt moralischen Regeln genügen können. 
35  Die hier angesprochene Thematik ist insofern auch Teil der deutlich breiteren ethischen Fra-
gestellung, wie eine Gesellschaft auf die zu erwartenden massiven Konsequenzen des Robo-
tereinsatzes wie etwa die Ersetzung vieler Arbeitskräfte reagieren soll. Zu dieser umfassen-
deren Perspektive vgl. KIRCHSCHLÄGER, AJP 2017, 241 ff. und passim m.w.H. 
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In jedem Fall ist aber darauf zu achten, dass der Einsatz autonomer Maschinen nicht zu 
einer Senkung der moralischen Standards führt, welche heute rechtlich verbindlich gel-
ten. Heute ist beispielsweise ein Fahrzeugführer verpflichtet, seine Aufmerksamkeit auf 
die Strasse zu richten. Wenn autonome Fahrzeuge dereinst in allen Verkehrssituationen 
zuverlässig einsatzfähig sind, dürfte diese Pflicht für die Passagiere solcher Autos durch 
Gesetzesänderung wegfallen. Während heute der Fahrzeugführer durch die Aufmerk-
samkeitspflicht einen Unfall erkennt und auf die Nothilfepflicht schliessen muss, würde 
er die Notsituation als Passagier in einem autonomen Fahrzeug unter Umständen nicht 
mehr wahrnehmen. Es wäre daher im Interesse der Effektivität der Rechtsordnung, dass 
in den Fällen, in welchen das Recht bereits heute eine positive Pflicht zu moralischem 
Handeln vorsieht, autonome Maschinen diese Pflicht nicht vereiteln. So wäre denkbar, 
dass ein autonomes Fahrzeug bei einem Unfall anhalten und die Passagiere zur Nothilfe 
auffordern müsste. 
B. Rahmen rechtlicher Regelung 
1. Ansätze auf internationaler Ebene 
Die Frage der Regulierung moralischer Algorithmen ist, wie dargelegt, auf nationaler 
Ebene problembehaftet, vor allem weil dies potentiell die Wirtschaftlichkeit neuer tech-
nologischer Anwendungen beeinträchtigt. Die ökonomische Gesamtbetrachtung kann 
sich demgegenüber verändern, je grösser der Markt ist, für welchen dieselben Regulie-
rungen gelten. Insofern drängt sich gerade für kleinere Märkte wie die Schweiz eine bi- 
oder multilaterale Herangehensweise an die Regulierung der Moral autonomer Maschi-
nen auf. 
Bei gewissen Anwendungsszenarien ist eine solche völkerrechtliche Regelung nahelie-
gend. Dies gilt in besonderer Weise bei der Regulierung autonomer Waffensysteme, die 
unmittelbar das humanitäre Völkerrecht und damit einen klassischen Kernbereich des 
internationalen Rechts betreffen. In dieser Frage haben sich denn auch bereits Versuche 
ergeben, die neuen moralischen und rechtlichen Herausforderungen, welche solche Sys-
teme mit sich bringen, mit den Mitteln der internationalen Politik und des Völkerrechts 
zu erfassen.36 
                                           
36  Die Group of Governmental Experts on Lethal Autonomous Weapons Systems bei den Ver-
einten Nationen beschäftigt sich mit diesem Thema regelmässig. Im Jahr 2018 wurde auch 
die Option eines rechtlich verbindlichen Instruments zur Regulierung tödlicher autonomer 
Waffensysteme diskutiert. Dieser wie auch andere Ansätze sollen bei den kommenden Kon-
ferenzen weiterverfolgt werden (Report Autonomous Weapons Systems, 7).  
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In anderen Bereichen sind derartige moralische Standards noch nicht Gegenstand völ-
kerrechtspolitischer Bestrebungen.37 Angesichts der Komplexität und Langwierigkeit 
entsprechender Verhandlungsprozesse sind hier mit Sicherheit keine schnellen Lösun-
gen zu erwarten. 
2. Ansätze auf nationaler Ebene 
a. Kodifikation der Moral 
Theoretisch wäre es denkbar, dass ein Staat eine eigenständige Kodifikation einer Mo-
raltheorie für autonome Maschinen erlässt. Dies könnte jedoch insbesondere aufgrund 
der beschränkten technischen Machbarkeit einer Programmierung von Moral sowie des 
möglichen Ausstiegs von Anbietern aus dem regulierten Markt zu problematischen Er-
gebnissen führen. Ausserdem wäre das Anliegen, in einem demokratischen Verfahren 
eine bestimmte umfassende Moraltheorie für verbindlich zu erklären, ein überaus – 
wenn nicht übermässig – ambitioniertes. Ein solcher Ansatz erscheint daher nicht be-
sonders Erfolg versprechend. Eher drängt es sich auf, in spezifischen Fällen, in welchen 
eine bestimmte moralische Wertung erwünscht ist, diese konkret festzulegen. Wie ge-
zeigt, folgt die Erfassung des Trolley-Problems im Schweizer Strafrecht einer deonto-
logischen moralischen Perspektive. Soll diese Wertung auch für Maschinen Anwen-
dung finden, müsste dies wohl rechtlich so festgelegt werden, da die strafrechtliche 
Erfassung zumindest sehr unklar ist.38 
b. Haftungsrecht 
Wie aufgezeigt wurde, gehen multiple Probleme mit dem Vorschreiben bestimmter mo-
ralischer Programmierungen einher. In der Tat scheint die direkte Verpflichtung der 
Hersteller (bzw. Programmierer) auf ein bestimmtes Verhalten nur beschränkt Erfolg 
versprechend. Aussichtsreich ist der Ausschluss bestimmter unerwünschter Entschei-
dungen. Naheliegend ist daher ein bewährter Ansatz, wonach neue Gefahren insbeson-
dere durch das Haftungsrecht mittels Gefährdungshaftungen aufgefangen werden.39 Auf 
                                           
37  In gewissem Rahmen werden moralisch relevante Entscheidungen autonomer Technologien 
allerdings durch das Datenschutzrecht, insbesondere die DSGVO, miterfasst. Es geht hier 
um sog. Profiling; vgl. dazu DAEDELOW, 9 ff. und passim; THOUVENIN/FRÜH/GEORGE, 8 ff. 
38  Vgl. den Versuch bei RIEDO/MAEDER, 108 ff., mit der Forderung nach einer Klärung durch 
den Gesetzgeber (a.a.O., 112). 
39  Vgl. ROBERTO, Rz. 16.17 f.; ZECH, 21 f. 
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dem Weg der Kausalhaftung der wirtschaftlichen Nutzer einer Technologie40 wäre es 
möglich, die aus falschen moralischen Entscheidungen entstehenden Schäden zu erfas-
sen, ohne ein spezifisches moralisches Regelwerk (im Sinne einer Pflichtenethik), ein 
detailliertes Wertsystem (im Sinne des Utilitarismus) oder eine Konkretisierung ma-
schineller Tugenden (im Rahmen einer Tugendethik) zu kodifizieren. Ein besonderer 
Vorteil ergibt sich hier insbesondere für den Fall der selbstlernenden Systeme: Die Her-
stellung selbstlernender moralischer Systeme bliebe möglich, aber durch die Haftpflicht 
bestünde ein starker Anreiz zur Kontrolle der effektiven Lernergebnisse.41 
Es kann nun die Frage gestellt werden, ob das geltende Recht eine solche Regulierung 
nicht bereits ausreichend erfasst. Schliesslich kennt insbesondere das Produktehaft-
pflichtgesetz bereits eine Kausalhaftung des Herstellers für gewisse Schäden. Es erge-
ben sich aber einige Unsicherheiten: Die Produktehaftpflicht stellt auf die Sicherheits-
erwartung eines durchschnittlichen Kunden ab.42 Es ist jedoch unklar, inwiefern der 
durchschnittliche Anwender als Referenz in einem solchen neuen Szenario taugt: Wäh-
rend der durchschnittliche Nutzer nicht unbedingt tiefe Kenntnisse der Ethik zu haben 
braucht, sollte doch, wo keine klaren gesetzlichen Vorgaben bestehen, der Horizont von 
Ethikerinnen und Ethikern für die Beurteilung massgeblich sein.43 Schliesslich erfasst 
das Produktehaftpflichtgesetz nur bewegliche Sachen sowie Elektrizität (Art. 3 Abs. 1 
PrHG). Während etwa ein autonomes Fahrzeug in diese Definition fallen würde, sind 
aber auch reine Computerprogramme denkbar, die moralische Entscheidungen treffen 
können.44 Zusätzlich ergibt sich die Problematik, dass im Rahmen des vom Hersteller 
                                           
40  Zum Begriff und zur Abgrenzung des «wirtschaftlichen Nutzers» vom «Entwickler» und 
dem «nichtgewerblichen Anwender», die insbesondere auf der Zusammengehörigkeit von 
Vorteil und Risiko beruht, siehe ZECH, 28. 
41  Nicht zur Frage autonomer Maschinen, aber zu anderen modernen Technologien und allge-
mein zur präventiven Wirkung von Gefährdungshaftungen ZECH, 23 ff. 
42  SHK-HESS, Art. 4 PrHG N 20; umfassend zur Sicherheitserwartung der Allgemeinheit 
a.a.O., N 18 f. 
43  Der Fall ist hier anderen Szenarien ähnlich gelagert, wie demjenigen verschreibungspflich-
tiger Medikamente, bei denen die Allgemeinheit die Risiken nicht selber einschätzen kann 
und die Anknüpfung an den Horizont von Fachpersonen vertreten wird (s. hierzu SHK-Hess, 
Art. 4 PrHG N 26 ff.). Die Problematik des Sicherheitserwartung könnte also wohl auch bei 
der Anwendung autonomer Maschinen durch Auslegung gelöst werden. 
44  Zu denken wäre beispielsweise an ein autonomes, selbstlernendes Computerprogramm zur 
Kreditvergabe über das Internet, welches unmoralische Entscheidungskriterien erlernt und 
anwendet (z.B. die Herkunft von Namen). Die Erfassung von Software durch das PrHG ist 
umstritten. In der schweizerischen Literatur wird wohl in jüngerer Zeit mehrheitlich dafür 
argumentiert, vgl. SHK-HESS, Art. 3 PrHG N 30 ff.; ROBERTO, Rz. 09.10. Es lässt sich je-
doch kaum bestreiten, dass der Gesetzgeber im PrHG die Entwicklungen in den Bereichen 
Internet und Software nicht perfekt vorausgesehen hat (und voraussehen konnte). Eine klare 
Hanno Menges 
 60 
beabsichtigten autonomen Handlungsspielraums kein Produktfehler vorliegt, womit die 
Anwendbarkeit des PrHG entfällt.45 Schliesslich wird auch nur ein relativ enger Bereich 
von moralischen Entscheidungen erfasst, nämlich diejenigen, durch welche ein Perso-
nen- oder Sachschaden entsteht (Art. 1 PrHG). In der Gesamtbetrachtung zeigt sich, 
dass das PrHG in seiner heutigen Form zwar zumindest einen Teil der Fälle von Schä-
den durch falsche moralische Entscheidungen autonomer Maschinen abdecken kann, 
aber nicht alle überzeugend zu lösen vermag. Es spricht daher einiges für ein gesetzge-
berisches Eingreifen im Sinne einer ausdrücklichen Gefährdungshaftung für kommer-
ziell vertriebene Anwendungen mit moralischer Entscheidungsfähigkeit. 
c. Begleitung und Beobachtung der Entwicklungen 
Die Entwicklung autonomer Programme steckt nach wie vor in den Kinderschuhen und 
ihre Anwendungen lassen sich heute erst zu einem kleinen Teil abschätzen. Eine einge-
hende Beobachtung und Analyse der Entwicklungen im Bereich der Moral von Maschi-
nen und Computerprogrammen durch Experten aus Technik, Ethik, Recht und den kon-
kret betroffenen Gebieten (z.B. Medizin oder Militär) drängt sich daher auf. Eine auf 
diese Weise ausgestaltete Kommission könnte spezifischen Regulierungsbedarf identi-
fizieren und den Gesetzgeber in seiner Tätigkeit beraten. 
VII. Schluss 
Die aktuellen Entwicklungen im Bereich autonomer Maschinen und Computerpro-
gramme mit moralischer Entscheidungsfähigkeit werfen nicht nur neue Fragen auf, son-
dern aktualisieren auch klassische Probleme der Ethik und des Rechts. Durch die  
solchen Technologien inhärente Notwendigkeit einer Programmierung bestimmter mo-
ralischer Wertungen ergibt sich eine Entscheidungshoheit einzelner privater Akteure in 
moralischen Fragen mit Auswirkungen für die gesamte Gesellschaft. Im Interesse ge-
rade auch der demokratischen Grundordnung dieser Gesellschaft ist daher eine Ausei-
nandersetzung des Gesetzgebers mit den Problemstellungen in diesem Spannungsfeld 
sinnvoll. 
  
                                           
Regelung mit dem heutigen Horizont könnte die Erwartungssicherheit erhöhen und dogma-
tische Hilfskonstruktionen erübrigen. 
45  HÄNSENBERGER, 6, 10; a.a.O., passim, ausführlich zur Haftung für Schäden durch lernfähige 
Produkte im schweizerischen Haftungsrecht. 
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