Abstract
Introduction
One ubiquitous technique to generate complex geometric models in computer graphics, is to start from a coarse model and apply some refinement techniques to get the final enriched model. The many refinement techniques that have been proposed in the literature over the years, can be divided in two main families: displacement mapping that are usually employed to add some geometric details to a coarse model, and subdivision surfaces that are used to generate smooth surfaces from a small number of polygons. Trying to get a full GPU implementation of displacement mapping or subdivision surfaces is challenging because of one major limitation of current graphics hardware: the lack of geometry generation. Indeed, the rendering pipeline of current GPU has been designed to efficiently rasterize a huge list of indexed polygons, but it is not able to generate more polygons than those sent through the graphics bus, by the application running on the CPU. One major consequence is that in current high-end applications, the whole mesh refinement process is done on the CPU, and the huge set of refined triangles is then sent to the GPU. To avoid a bandwidth bottleneck on the graphics bus, a trade-off has to be found, between uploading detailed geometry or uploading detailed textures. This issue explains why subdivision surfaces or displacement mapping are mainly used in applications where the rendering is done 
Figure 1: Starting from a coarse mesh (a) provided by the CPU, the GPU uses a generic refinement pattern (b) to create an enriched mesh (c) in a standalone process, thus keeping the CPU resources totally free to perform other tasks, such as deforming or animating the coarse model.
off-line (e.g. movie industry) and are seldom implemented in realtime 3D engines. Note that some specific tessellation units (that were able to split some high-level geometric patch into a set of tris or quads) have sometimes been included in specialized hardware (e.g. B-Spline and Bezier tessellation on SGI hardware, Curved PN-Triangle tessellation [VPBM01] on the ATI Radeon 8500), but no current standard hardware does include a generic tessellation unit, that would enable a GPU implementation of multi-purpose refinement techniques.
In this paper, we propose a general principle to generate mesh refinement on existing GPUs that only requires an easy-to-implement vertex shader. The main idea is to define a generic refinement pattern that will be used to virtually create additional inner vertices for a given polygon. As a consequence, the footprint of the refined mesh is dramatically reduced, both on the CPU and the GPU memory, and the amount of data that is transmitted through the graphics bus becomes totally independent of the refinement depth used for the rendering (see Figure 1 ).
Previous Works
In the field of fast mesh refinement for real-time applications, a large among of work has been done to optimize evaluation of various subdivision surface schemes (see [ZS00] for a survey [CK03] , this refinement scheme is well adapted to hardware implementation, but it requires some specific tessellation unit (note that such a specific tessellation unit has actually been included in the ATI Radeon 8500 hardware in 2001). In contrast with our pure vertex shading approach, and for the case of subdivision surfaces, fragment shading techniques has been intensively used to render refined meshes, using for instance geometry images [LHSW03] or spiral-enumerated fragment meshes [SJP05] .
Mesh refinement on GPUs

Overview
While GPU-friendly primitives, such as display lists or vertex buffer objects, dramatically reduce the CPU memory footprint and the traffic jam on the graphics bus (the model is loaded once for all on the GPU memory and is then canceled from the CPU memory), it also involves some strong limitations:
• The whole mesh has to fit into the GPU memory (this may be difficult for very detailed meshes).
• When real-time constraints require some LOD rendering, the mesh has to be stored n times, for n different levels of detail.
• When the mesh includes a dynamic behavior that cannot be expressed by vertex shaders, it has to be updated from the CPU at each frame.
When considering these limitations, it appears quite obvious that a desirable solution would be to use only a coarse mesh at the CPU level (such a coarse mesh can be efficiently updated and transmitted on a frame by frame basis, in the case of complex dynamic behaviors) and to add some on-the-fly mesh refinement process at the GPU level (which only generates the appropriate level-of-detail, according to the viewing parameters). This section presents the solution that we propose for this mesh refinement process. 
Refinement Pattern
Figure 2: Our refinement method only requires one single refinement pattern RP stored at full resolution as a vertex buffer on the GPU memory. In our example, RP is a tessellated triangle that is splitted into 8 different triangle strips (each strip has a different color)
The main idea of our approach is to use one single Refinement Pattern (RP) for each polygonal shape that exists in the mesh. In the remainder of the paper, we only consider the usual case of triangular meshes (and thus the case of a triangular refinement pattern), but the approach is still valid for other polygonal shapes. This refinement pattern is transmitted once for all, from the CPU to the GPU, as a vertex buffer containing a few strips (see Figure 2 ). Let A T be the set of attributes of a coarse triangle T . Typically A T contains the 3 vertex position, 3 vertex normals, 3 vertex colors, and 3 texture coordinates. We propose to render the refined mesh with the following algorithm:
for each coarse triangle T of M do place A T as uniform variables for the vertex shader; draw RP;
Actually, embedded within the draw function, there is a vertex shader which transforms the vertices of RP toward the position, rotation and scale of T (see at the end of this subsection for details). One major advantage of this algorithm, is that the amount of data transmitted on the graphic bus is independent of the resolution of the refined mesh. The task of the CPU is thus reduced to the uploading of the coarse triangle attributes and eventually some additional properties that characterize the behavior of the refined mesh (for instance, a random value for a fractal noise). The uniform variables placed onto the GPU stay constant during all the drawing process of RP. Let now suppose that a functional f A T : [0, 1] 2 → R 3 can be constructed over A T . To evaluate f A T at each vertex V of RP, we have to recover its parametrization {u, v} onto T . Since RP is only used for the topological storage purpose, we propose to encode the parametrization at V as its position vector: V xyz := {w, u, v} where w = 1 − u − v. Now, during the vertex shading pass, the GPU can clearly identify the parametrization {u, v} for each vertex V of RP, and thus evaluate its functional value f A T (u, v). Of course, each attribute in the set A T may eventually be interpolated by a different functional. The most simple application of our principle is a tessellation of the mesh, combined with some height field texture. Let us consider the position attributes {P 0 , P 1 , P 2 } of the current coarse triangle drawn and the parametrization {1 − u − v, u, v} (encoded as the position of inner vertices) of each vertex V of RP. To perform a simple tessellation, we just have to interpolate between {P 0 , P 1 , P 2 } to obtain the output position V xyz of V : Figure 2 shows the principle of this scheme. Now, since we have a regular parametrization of RP, it is straightforward to use it to interpolate between the texture coordinates of T . For instance, if a height map is stored on the GPU as a texture, by querying a height value at each inner vertex V , a displacement mapping generated at the resolution of the RP is straightforwardly obtained. A basic LOD scheme (depending on the distance of the object to the current point of view) can be generated by storing on the GPU a set of patterns RP 0 , RP 1 ..., RP n computed at different resolutions and by selecting the desired resolution at rendering-time (see Figure 3 ).
Levels-Of-Detail on GPU
Examples
We have shown that the displacement mapping by height field texture was straightforward to integrate with our method. But a large variety of other local mesh enhancements can be integrated in the vertex shader, and consistently applied on the refined coarse meshes. This section illustrates some of the results that we have obtained with our generic on-the-fly refinement process. has introduced the access to the texture memory from the vertex shading stage. One direct consequence of this extension is to allow GPU implementation of displacement mapping. Unfortunately, several strong limitations occur with such an implementation: First, texture look-up with random access is very expensive when writing vertex or fragment shaders, which means that the performance is dramatically reduced in that case. The only solution to get reasonable performance is to achieve coherent cachefriendly texture access, which is far from being always possible. Second, aliasing artefacts are quite common as textures are not filtered when accessed by the vertex shader. Third, this approach is not suitable for dynamic effects, like waves on the ocean, for instance.
Following the work of Perlin, it is widely admitted that many kinds of visual enrichments (especially dynamic visual enrichments) can be efficiently replaced by a continuous procedural function, rather than storing and interpolating a discrete texture. This is of special interest for displacement mappings which often have dynamic behaviors. In our framework, implementing procedural displacement mapping simply means that the uploaded attributes at each coarse triangle should embed all the mandatory data for the construction of the procedural displacement map on that triangle, which usually means a few number of floating point values.
The nice property of this approach is that the refinement pattern can be adapted to the level of refinement needed to get correct antialiased effects. Figure 4 shows that, even with pathological examples that exhibit very high frequencies, the displacement process can be adapted to get a nice aliasing free rendering. The displacement process used in Figure 4 simply consists in an elevation of each inner vertex P along its normal vector N according to a sinusoidal function: a sin( f ||P||), so the only additional data to be transmitted to the GPU are the amplitude a and the frequency f . The same principle is obviously applicable to more complex functions such as the ubiquitous Perlin Noise. Practically, Curved PN-Triangles offer a visual quality similar to the Modifed Butterfly subdivision scheme [DLG90] , but are much more GPU friendly: they are local, require only a constant amount of data, and can be directly applied on an indexed face set representation, without any additional topological structure.
Unfortunately, even if Curved PN-Triangles have been integrated in the previous generation of ATI hardware (8500 family [ATI]), they have never been specified as a standard for all graphics cards. So, another contribution of the present paper is to provide a generic solution to the hardware implementation of the Curved PN-Triangles on all programmable GPUs. With our method, the CPU has just to precompute the 10 PN-Triangle coefficients (see Appendix A) associated to each coarse triangle, and transmit them with the set of color attributes, before the rendering call of the refinement pattern RP. The evaluation of the Bezier patch b(u, v) is then performed on the GPU by the vertex shader according to this bunch of uniform coefficients. Note that these coefficients are the only information transmitted through the graphics bus, whatever the level of refinement generated by the RP; these coefficients may also be updated at a very low cost, in the case of dynamic models. Figure  5 presents an example of our hardware PN-Triangles refinement on a coarse mesh. , that allows the user to manipulated some additional scalar shape parameters, classified in two families:
• vertex parameters: for instance, a tension parameter controls the local curvature of the refined surface, at each vertex;
• edge parameters: for instance, a sharpness parameter controls the amount of tangent plane discontinuity at each edge, and a bias parameter controls the orientation of this discontinuity.
These shape parameters are then simply combined to modify the Bezier coefficients used in the PN-Triangle model to generate the refined geometry and the normal vector field. The reader may find the formulations for these modified coefficients and normal in Appendix B. Here again, the coefficient are transmitted as uniform variables to the vertex shader, and the remainder of the process is totally similar as above. Figure 12 presents an example of our hardware refinement process applied on an ST-Mesh, where the scalar tags have been set to define two sharp creases.
Performance
We have analyzed the whole performance of our system, by comparing the rendering framerate and the memory footprint (number of stored triangles) of a given mesh stored at a given resolution, either by using a static vertex buffer object (VBO) storing the whole mesh as triangle strips, or by using our generic refinement technique where just one tessellated refinement pattern is actually stored. Our configuration is an Intel P4 at 3.0 GHz, 1GB RAM, with a NVIDIA Quadro FX 4400 (PCIe). All the tests have been performed under MS Windows using OpenGL Shading Language [KBR04] . The results are summarized in Figure 7 . The main result of our on-the-fly refinement technique is clearly visible: the framerate obtained is equivalent to the one obtained by storing the full refinement mesh, but the footprint is dramatically reduces, as expected. Globally, our approach divides the GPU footprint by about the number of input coarse triangles. Note that we have just given the number of vertices, but the GPU memory also handles the topology. After a strippification step, the static vertex buffer topology represents about 50% of additional data to manage in GPU memory, while the topology cost is totally negligible with our approach. In terms of framerate, the slight performance drop of our system is essentially due to the barycentric interpolation between the 3 original vertices, when evaluating the position and normal at each inner vertex of the RP. Actually, a simple tessellation is never used in practice and is usually combined with more advanced surface refinement procedures, like the ones presented in Section 4. In that case, the computation of the procedural function usually represents the most expensive part of the vertex shader, and the framerates obtained with static vertex-buffer objects and with our approach are totally equivalent. For instance, the ST-Mesh presented on Figure 12 is made of 162 triangles. We obtain the same framerate of 61 fps when it is refined to 331 938 triangles either statically (with a full vertex buffer object) or dynamically (with a RP at 64x64, which corresponds to a recursive subdivision at level 6, a quite usual refinement rate for CG models).
Coarse Triangles
Limitations: The simple LOD scheme described in Section 3.3 is not adaptative, and produces popping effects [Hop96] . One of our current works is to try to resolve this constraint locally, at the RP level.
Conclusion
We have proposed an easy-to-implement method to obtain a virtual mesh generation on the GPU. The contributions of our approach are:
• A very simple method to obtain a low cost tessellation of meshes.
• A generic and economic hardware implementation of the Curved PN-Triangle on standard programmable GPU.
• A virtual 'on-the-fly GPU tesselator unit, for the cost of a linear interpolation between 3 vertices by refined vertex.
• The possibility to render refined and enriched meshes without neither storing nor transmitting through the graphics bus, the high resolution ready-to-render mesh, that would virtually not fit in GPU memory for a very deep refinement.
Our method always involves a constant amount of data transmission to the GPU, independently of the target resolution. This approach is clearly interesting in the case of dynamic objects, for completely local refinement scheme and for procedural surfaces generated on simple shapes. Our approach is particulary fruitfully for very deep refinement and when the bottleneck of an application using intensively tesselation is identified on the CPU-GPU bus (AGP or PCI express for instance).
One of our main future work will be to propose a better LOD scheme, adaptive and geomorphic. We investigate also the rendering of true subdivision surfaces and high quality parametric surfaces, by reducing to a fixe size the per-triangle information required. 
