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1 Introduction
1.1 Overview
This thesis is divided into three parts. In the first part, we give an introduction to J. Harrison’s theory of
differential chains1. In the second part, we apply these tools to generalize the Cauchy theorems in complex
analysis. Instead of requiring a piecewise smooth path over which to integrate, we can now do so over non-
rectifiable curves and divergence-free vector fields supported away from the singularities of the holomorphic
function in question. In the third part, we focus on applications to dynamics, in particular, flows on compact
Riemannian manifolds. We prove that the asymptotic cycles are differential chains, and that for an ergodic
measure, they are equal as differential chains to the differential chain associated to the vector field and the
ergodic measure. The first part is expository, but the second and third parts contain new results.
1.2 Background
Differential chains are best thought of as domains of integration that behave well with calculus. That is, given
some differential form ω, we want to know the answer to the following question: what kind of domains A can
we integrate ω over to get an integral
∫
A
ω such that the theorems of calculus, in particular the Divergence and
Stokes’ theorems, hold? Classically, we can integrate only over smooth orientable (sub)manifolds. However,
it is possible to do much better.
If we are given a topological space of differential forms, the dual pairing φ(ω) where φ is an element of
the continuous dual space, called currents2, yields a tautological integral,
∫
φ
ω := φ(ω). One then defines
“boundary” on these domains to be the dual operator to exterior derivative, in which case Stokes’ theorem
holds by definition. This was the approach taken by de Rham [dR73,dR84]. However, it is not clear which
topological space of forms we should use, since each yields different spaces of currents. Moreover, currents
tend to have bad topological properties. If the topological space of forms is not given by a norm, then
the strong topology on currents is hard to work with. This is the case with Schwartz distributions, since
they constitute the continuous dual space of smooth functions with compact support, which is not a Banach
1In the past, these objects were called “chainlets.” We no longer use the term, since its definition and meaning were
ambiguous. Though, to be clear, a “differential chain” is not necessarily differentiable. Rather, the term “differential chain” is
used in reference to the cochains in the theory, which are none other than differential forms.
2Strictly speaking, “currents” refers only to the continuous dual space of C∞ forms with compact support when given the
topology of uniform convergence in all directional derivatives of all orders. We use the term more broadly here, to mean the
continuous dual space to any topological space of differential forms. We write “de Rham currents” to mean currents in the
strict sense.
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space.
Even more problematic, however, is the question of regularity. “Nice” geometric objects like piecewise
smooth orientable submanifolds should be currents, but what happens when we take a Cauchy sequence
of such elements? What does the resulting object “look” like? Do currents have any geometric meaning
beyond their purely topological definition? What is required is a representation theorem3. We would like to
be able to define the domains separately as geometric objects, and then to give a natural isomorphism from
a space of forms to the continuous dual space of the domains. Such a representation theorem would yield
actual “theorems” (such as that of Stokes) rather than simply consequences from duality as is the case with
de Rham currents.
Attempts have been made to solve these problems by looking at certain subspaces of currents. In particular,
the modern field of geometric measure theory (GMT) was built around the normal and integral currents of
Federer and Fleming [FF60, Fed69, Mor88]. Unfortunately, normal and integral currents fail to incorporate
many interesting examples.
The first example is the Dirac delta distribution. Given a point p, one may define a current δp, the Dirac
delta distribution, which when paired with a function f yields
∫
δp
f := 〈δp, f〉 = f(p). Analogously, the
distributional derivative of δp, call it δ
′
p, takes the value
∫
δ′p
f := 〈δ′p, f〉 = (∂f/∂x)(p) when f is smooth.
Neither δp nor δ
′
p are normal or integral currents however, as one can check (see [FF60] for the definition of
normal and integral currents). Essentially, the current δ′p fails to have finite mass. The currents δp and δ
′
p
are singularly supported, but there are many examples of non-pathological currents that are not, yet still
have infinite mass. Take, for example, the current Sˆ that takes the value Sˆ(ω) =
∫
S
L∂/∂e1ω, where S is
the unit circle in R2 and L is Lie derivative. We call these domains “dipoles” since one may define them as
limits of differences of currents with finite mass. For example, one may define Sˆ as limt→0 1t (S(te1,0) − S0),
where Sv denotes the unit circle centered at v ∈ R2.
This leads us to the second example on which normal and integral currents fail to be inclusive, and that is
soap films. Federer and Fleming used normal and integral currents to solve in [FF60] a version of Plateau’s
problem, the general problem being: given a closed wire (a 1-dimensional submanifold of R3, modified to
allow branching), is there a spanning surface (a soap film, possibly non-orientable and with branchings) with
minimal area bounded by the wire? Federer proved a regularity theorem in [Fed69, Chapter 5.3.17] which
states loosely that the rectifiable current of minimal area is a smooth embedded manifold. However, this
precludes possible spanning surfaces with self-intersection, as well as those that are non-orientable. As per
the definition of rectifiable currents in [FF60], such currents are required to have finite mass. It turns out
3That is, in the sense of the Riesz representation theorem: in the case of a Hilbert space X, one is able to define the
continuous dual space as the set of all operators {〈·, x〉 : x ∈ X}. We would like to do the same thing in a more general setting.
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that non-rectifiable domains, specifically dipole domains play a large role in Harrison’s existence theorem,
which guarantees a minimizer in this more broad context.
That said, we can also describe a great many rough domains if we drop the condition of finite mass. The
condition eliminates many examples supported on fractals, such as the Mandelbrot set and the Weierstrass
nowhere differentiable function, but also topological examples, such as the topologist’s sine circle. Thus,
normal and integral currents have limitations at both extremes of smoothness, soap films being objects
which are in a sense “as smooth as possible.”
Finally, normal and integral currents do not satisfy our goal of being defined independently from differential
forms, as one can check by looking at the definition in [FF60]. They do not have a representation theorem
as above.
Another approach to the general problem of finding a nice space of domains was tried by Whitney [Whi57].
Whitney’s idea was to start with a topological space whose continuous dual is a space of forms. The integral
is thus instead defined as
∫
A
ω := ω(A). He considered two norms on polyhedral chains (essentially formal
sums of simplices in Rn), called the sharp and the flat norms. This approach solves the representation
problem, since Whitney defines his chains independently from forms, and gave an isomorphism from a space
of forms to the dual of polyhedral chains. However, Whitney’s theory has several severe limitations. Whitney
could not prove the divergence theorem in either the flat or sharp topologies. In particular, problems arise
with his norms since the boundary operator is not continuous in the sharp norm and geometric Hodge star
and linear change of variables are not continuous in the flat norm [Har09a].
Harrison’s differential chains [Har06, Har09a]4 solve these problems. Her approach bypasses currents, by
focusing as Whitney did on a space whose dual was a space of differential forms. However instead of a pair
of norms, a whole family of norms is used, under which all the operators of calculus are well-defined and
continuous. The space is constructed as an inductive limit of completions of “pointed chains” with respect
to these norms, pointed chains being infinitesimal versions of polyhedral chains. These have the benefit of
being singularly supported and as such are much easier to work with. In particular, the structure of pointed
chains allows us to easily transition to an ambient abstract manifold. Furthermore, differential chains are not
required to have finite mass, and this allows us to work with dipoles (see Example 2.1.14) and non-rectifiable
curves.
Lastly, it is possible to axiomatize the space of differential chains and its topology, since in general the
continuity of the fundamental operators (see section 2.3) is what is important, not the topology itself.
4 [Har06,Har09a] are the most up-to-date references. For a general history of the subject, see [Har93,Har98b,Har98a,Har04a,
Har04b,Har07,Har99].
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However, since we will be working with examples, the constructive version is more pertinent to this discussion.
In what follows, we will give a definition of the space of differential k-chains Bˆ∞k on Rn and its topology,
after which we will define the operators used in the application sections. We will then generalize the theory
to manifolds, and finally, we will establish correspondences between classical domains of integration and
differential chains.
2 Preliminaries
Our goal in this section is to provide a relatively quick, non-exhaustive, yet self-contained introduction to
the theory of differential chains. We will use tools from many parts of the theory in the two applications
sections, and as such, it will be necessary to give a somewhat broad introduction.
2.1 The Space of Differential Chains Bˆ∞k and its Topology
Definition 2.1.1. Let Pk(Rn) denote the space of finitely supported sections of ΛkTRn. We call Pk(Rn)
the space of pointed k-chains on Rn. The set Pk(Rn) has a natural vector space structure induced by the
vector space structure on sections of ΛkTRn, denoted Γ(ΛkTRn). Let A ∈ Pk(Rn). We write A in formal
sum notation,
A =
N∑
i=1
(pi;αi),
where αi ∈ ΛkTpiRn is the value of A at pi. If A = (p;α) and α is a simple (decomposable) k-vector, then
we say A is a simple k-element, or that A is simple. Note that strictly speaking, each pi is allowed to
appear in the formal sum only once. We relax this condition for the sake of notation and allow the same
point to appear in the sum
∑
(pi;αi) any number of times. We also write Pk in place of Pk(Rn) if the specific
underlying space is not important.
The space Pk of pointed chains is the foundation upon which the rest of the theory rests. We will define a
sequence of norms ‖ · ‖Br on Pk, each smaller than the next. Upon completion, we will get a sequence of
Banach spaces, denoted Bˆrk, the space of differential k-chains on Rn of order r.5 This will yield an inductive
5The reason for this notation is that the continuous dual space of Bˆrk is very closely related to the space B
r, consisting of
bounded Cr functions with bounds on the derivatives up to order r. This space was studied by Schwartz as one whose dual
was that of “summable distributions” in [Sch66,Sch55,Sch59]. We use similar notation here for the sake of familiarity.
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Figure 1: A Pointed Chain in P2(R3), supported at 5 points. The oriented parallelograms here represent
2-vectors.
limit of topological vector spaces, which when given the final topology, will be called Bˆ∞k , the space of
differential k-chains on Rn.
Note that it is possible to start with pointed chains in a manifold instead of in Euclidian space, however
operators like translation cease to be commutative and the task becomes more difficult. Instead, we first
work in Euclidian space, and then move to manifolds using analogous definitions of the norms.
The idea behind pointed chains is vaguely reminiscent of a consequence of the Banach-Alaoglu theorem
[Rud91, §3.15, p.68] and the Krein-Milman theorem [KM40], or [Roy88, p.179], which imply in particular
that convex combinations of Dirac measures are dense in the set of probability measures given the vague
topology [Fed69]. Pointed chains are a generalization of convex combinations of Dirac measures, and we will
explicitly define a topology in which they are dense.
Lemma 2.1.2. The set of simple k-chains generates Pk.
Proof. This follows from the fact that each αi is the sum of simple k-vectors. Indeed, let A =
∑N
i=1(pi;αi) ∈
9
Pk be a sum of simple k-chains and let αi =
∑Ni
j=1 α
j
i where each α
j
i is simple. It follows that
A =
N∑
i=1
pi; Ni∑
j=1
αji
 = N∑
i=1
Ni∑
j=1
(pi;α
j
i ).
Since each (pi;α
j
i ) is a simple k-chain, we are done.
Definition 2.1.3. Fix an inner product6 〈·, ·〉 on Rn. The mass norm or 0-norm ‖ · ‖B0 on Pk is given by
‖A‖B0 = inf
{
N∑
i=1
‖αi‖ : A =
N∑
i=1
(pi;αi)
}
,
where the infimum is taken over all possible ways to write A =
∑N
i=1(pi;αi) and ‖αi‖ is the mass norm7 of
αi ∈ ΛkTpiRn induced by 〈·, ·〉. Recall the mass of a k-vector α is given by
‖α‖ := inf{
∑
|αi| : α =
∑
αi},
where the αi are simple, and |αi| denotes the k-volume of the parallelepiped associated to αi. Note that the
infimum in the definition of ‖ · ‖B0 is almost a tautology - by the triangle inequality on the mass norm on
k-vectors, the infimum is achieved when each pi appears only once in the sum. Also note that we could have
required the αi’s in the definition of ‖ · ‖B0 to be simple. The two definitions are equivalent.
Lemma 2.1.4. The function ‖ · ‖B0 : Pk → R is indeed a norm on Pk.
Proof. We first check positive definiteness. If A = 0, then clearly ‖A‖B0 = 0. Now, suppose ‖A‖B0 = 0 and
A =
∑N
i=1(pi;αi) where each pi appears only once in the sum. Then, ‖A‖B0 =
∑N
i=1 ‖αi‖ = 0, whereby
‖αi‖ = 0 for each 1 ≤ i ≤ N . This implies that αi = 0 for each 1 ≤ i ≤ N , hence A = 0.
Now, let A ∈ Pk. Write A =
∑N
i=1(pi;αi) where each pi appears only once. Thus, ‖A‖B0 =
∑N
i=1 ‖αi‖. If
λ ∈ R, then λA = ∑Ni=1(pi;λαi) and ‖λA‖B0 = ∑Ni=1 ‖λαi‖ = ∑Ni=1 |λ|‖αi‖ = |λ|‖A‖B0 .
Finally, if A,B ∈ Pk, where A =
∑N
i=1(pi;αi) and B =
∑M
j=1(qj ;βj) where each pi and qj appear once in
their respective sums, then,
6One can show that the resulting norms yield equivalent topologies under different inner products.
7Throughout, the notation ‖αi‖ will refer to the mass norm.
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‖A+B‖B0 = inf
{
L∑
h=1
‖γh‖ : A+B =
L∑
h=1
(rh; γh)
}
(1)
≤
N∑
i=1
‖αi‖+
M∑
j=1
‖βj‖ = ‖A‖B0 + ‖B‖B0 . (2)
The 0-norm is useful in some situations, but we will need some additional structure to define the higher
order norms, as motivated by the following example.
Example 2.1.5. For each h > 0, let Ah =
1
h ((he1; e2) − (0; e2)) =
(
he1;
e2
h
) − (0; e2h ) ∈ P1(R2), where e1
and e2 are the unit coordinate vectors. Let ω ∈ Ω1(R2). Then we can evaluate ω on Ah in the following
manner,
ω(Ah) = ωhe1
(e2
h
)
− ω0
(e2
h
)
=
1
h
(ωhe1(e2)− ω0(e2)),
where ωp(v) means evaluate ω at p on v ∈ TpR2. If we write ω = df , then this quantity is given by
1
h
(
∂f
∂e2
(he1)− ∂f
∂e2
(0)
)
.
So, as h → 0, it follows that ω(Ah) converges to ∂
2f
∂e1∂e2
(0). As such, we would like {A1/m}m∈N to be a
Cauchy sequence in our space of differential chains. However, this sequence diverges to +∞ in the 0-norm,
as one can easily verify.
Figure 2: The sequence {Ah}h diverges in the 0-norm, but limits to a “dipole.”
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Definition 2.1.6. Let u ∈ Rn and let Tu : Pk → Pk be the operator given by
Tu
N∑
i=1
(pi;αi) =
N∑
i=1
(pi + u;αi).
Likewise, let ∆u : Pk → Pk be the operator given by
∆u
N∑
i=1
(pi;αi) = (Tu − Id)
N∑
i=1
(pi;αi) =
N∑
i=1
(pi + u;αi)−
N∑
i=1
(pi;αi),
where Id denotes the identity map. We call Tu the translation operator and ∆u the difference operator.
Lemma 2.1.7. The operators Tu and ∆u are linear and satisfy
Tu1 ◦ Tu2 = Tu2 ◦ Tu1 = Tu1+u2 , ∆u1 ◦∆u2 = ∆u2 ◦∆u1 . (3)
Proof. Linearity is immediate, as is the commutativity of of Tu. We prove the last equality.
∆u1∆u2
N∑
i=1
(pi;αi) = ∆u1
N∑
i=1
(pi + u2;αi)−∆u1
N∑
i=1
(pi;αi) (4)
=
N∑
i=1
(pi + u1 + u2;αi)−
N∑
i=1
(pi + u2;αi)−
N∑
i=1
(pi + u1;αi) +
N∑
i=1
(pi;αi), (5)
whereby we are done, since this value is symmetric in u1 and u2.
Since ∆u is commutative, we will write ∆
j
U to mean ∆u1 ◦· · ·◦∆uj where U = {u1, . . . , uj} is a j-length index
set of vectors, possibly repeating, in Rn. If U is empty, let ∆0U denote the identity map on Pk. Geometrically
speaking, the operator ∆jU turns a simple pointed chain (p;α) into a possibly degenerate parallelepiped with
oriented copies of α at each vertex.
Definition 2.1.8. If U is empty, define |∆0U (p;α)|0 := ‖α‖. If j ≥ 1, and U = {u1, . . . , uj}, define
|∆jU (p;α)|j := ‖u1‖ · · · ‖uj‖‖α‖.
We are now ready to define the higher order norms on Pk.
12
u1
u2
u3
α
Figure 3: A Difference Chain ∆3{u1,u2,u3}(p;α)
Definition 2.1.9. For each r ≥ 1, the r-norm8 ‖ · ‖Br on Pk is given by
‖A‖Br := inf
{
N∑
i=1
|∆jiUi(pi;αi)|ji : A =
N∑
i=1
∆jiUi(pi;αi)
}
,
where 0 ≤ ji ≤ r, Ui is of size ji, and the infimum is taken over all possible ways of writing A in such a way.
Note that if in fact we set r = 0, this definition also gives the mass norm. Also note that we do not require
the (pi;αi)’s to be simple, though to do so would yield an equivalent definition, by the definition of the mass
norm on k-vectors.
Example 2.1.10. If A =
∑4
i=1(−1)i+1(pi;α) and the pi are the vertices of the parallelogram (p1, p1 +u, p1 +
u+ v, p1 + v), then ‖A‖B2 is bounded above by ‖u‖‖v‖‖α‖, as well as 2‖u‖‖α‖, 2‖v‖α‖, and 4‖α‖.
Lemma 2.1.11. For each r ≥ 1, the function ‖ · ‖Br : Pk → R is a semi-norm on Pk.
Proof. This is not hard to see: positive homogeneity follows from substitution, subadditivity follows from
taking infimums.
Lemma 2.1.12. If r ≤ s, then ‖A‖Bs ≤ ‖A‖Br for all A ∈ Pk.
8The idea for these norms first appears in [Har93] and is further developed in [Har98b]. The modern presentation using
pointed chains can be found in [Har09a].
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Proof. That r ≤ s implies that if A = ∑Ni=1 ∆jiUi(pi;αi) where 0 ≤ ji ≤ r, it also holds that A =∑N
i=1 ∆
ji
Ui
(pi;αi) where 0 ≤ ji ≤ s. It follows that ‖A‖Bs ≤ ‖A‖Br .
Theorem 2.1.13. For each r ≥ 1, the r-semi-norm ‖ · ‖Br is indeed a norm.
Proof. The proof is somewhat involved. See the appendix, section 5.1.
Example 2.1.14. In Example 2.1.5, the sequence A1/m is unbounded in the 0-norm, however, it is easy to
see that it is bounded in the 1-norm. In fact, as we will show in Lemma 2.1.15, the sequence is Cauchy in
the 2-norm.
Lemma 2.1.15. Let (p;α) ∈ Pk and let v ∈ Rn. The sequence Qt := ∆v/t(p; tα) is Cauchy in the 2-norm.
Proof. Using a telescoping sequence, we may write∥∥∥[(p+ 2−iv; 2iα)− (p; 2iα)]− [(p+ 2−(i+j)v; 2i+jα)− (p; 2i+jα)]∥∥∥
B2
(6)
=
∥∥∥∥∥∥
2j∑
m=1
[
(p+m2−(i+j)v; 2iα)− (p+ (m− 1)2−(i+j)v; 2iα)− (p+ 2−(i+j)v; 2iα) + (p; 2iα)
]∥∥∥∥∥∥
B2
(7)
=
∥∥∥∥∥∥
2j∑
m=1
∆(m−1)2−(i+j)v∆2−(i+j)v(p; 2
iα)
∥∥∥∥∥∥
B2
(8)
≤
2j∑
m=1
∥∥∆(m−1)2−(i+j)v∆2−(i+j)v(p; 2iα)∥∥B2 (9)
≤
2j∑
m=1
∣∣∆(m−1)2−(i+j)v∆2−(i+j)v(p; 2iα)∣∣2 (10)
=
2j∑
m=1
(m− 1)2−(i+j)‖v‖ · 2−(i+j)‖v‖ · 2i · ‖α‖ (11)
= 2−i−2j‖v‖2‖α‖
2j−1∑
m=1
m (12)
≤ 2−i‖v‖2‖α‖. (13)
Definition 2.1.16. Let Bˆrk denote the metric space completion of Pk with respect to the r-norm for each
r ≥ 0. It follows that Bˆrk is a Banach space for every r ≥ 0. Elements of Bˆrk are called differential k-
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chains of order r. As with differential forms, we sometimes drop the term “differential,” and simply write
“k-chain” to mean “differential k-chain.”
Lemma 2.1.17. The identity map on Pk extends uniquely to a continuous linear map φr,s : Bˆ
r
k → Bˆsk
whenever r ≤ s that satisfies
(1) φr,r = Id,
(2) φs,t ◦ φr,s = φr,t for all r ≤ s ≤ t.
Proof. This follows immediately from Lemma 2.1.12.
Therefore, it follows that the spaces Bˆrk along with the maps φr,s form a directed system of topological vector
spaces, and as such, we get an inductive limit in the category of topological vector spaces [Bou81, II.29].
Definition 2.1.18. Let Bˆ∞k denote the inductive limit of Bˆ
r
k. That is,
Bˆ∞k = lim→ Bˆ
r
k.
We give Bˆ∞k the final topology, making Bˆ
∞
k a locally convex topological vector space [Ko¨t66, §19.3]. The
final topology is by definition the finest locally convex topology on Bˆ∞k such that the canonical mappings
ψr : Bˆ
r
k → Bˆ∞k are continuous. We call Bˆ∞k the space of differential k-chains on Rn. As the inductive
limit of Banach spaces, it follows immediately that Bˆ∞k is a Mackey space [AR64, Ch.V §2 Prop. 7]. One
can also show that Bˆ∞k is Hausdorff.
One immediate and useful consequence of the definition of Bˆ∞k is the following:
Lemma 2.1.19. The space of pointed chains Pk (or rather strictly speaking, their equivalence classes in the
definition of the inductive limit) is dense in Bˆ∞k .
Proof. If [a] ∈ Bˆ∞k , then a ∈ Bˆrk for some r ≥ 0. We can find a pointed chain approximation {pn}n to a in
Bˆrk. Since pn → a and ψr is continuous, it follows that [pn]→ [a].
These norms may seem somewhat ad-hoc. However, as we will see, the dual space (Bˆrk)
′ consists of differential
forms whose differentiability class increases as r increases, and the operator norm is what we would expect.
One may also recognize the 1-norm as Whitney’s sharp norm [Whi57]. They are indeed the same on
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polyhedral chains. However, Whitney did not define higher order norms, which are necessary since the
boundary operator (see section 2.3) on a chain with finite r-norm is only guaranteed to have a finite r + 1-
norm.
2.2 The Dual Spaces (Bˆrk)
′
The structure of pointed chains allows us to easily move to a dual space of forms, since any exterior k-form
ω can be naturally evaluated on any pointed k-chain A =
∑N
i=1(pi;αi) by setting ω(A) =
∑N
i=1 ωpi(αi). As
such, we make the following definition:
Definition 2.2.1. If ω is a bounded k-form and j ≥ 0, define
|ω|Bj := sup{|ω(∆jU (p;α))| : |∆jU (p;α)|j = 1}.
Here, we may either require (p;α) to be simple, or not. The two definitions are equivalent, as one can check.
For r ≥ 0, define
‖ω‖Br := max{|ω|B0 , . . . , |ω|Br}.
Let Brk be the subspace of all bounded k-forms with ‖ω‖Br <∞.
Theorem 2.2.2. The following hold:
1. For r ≥ 0, the function ‖ · ‖Br : Brk → R+ is a norm, and turns Brk into a Banach space.
2. For s ≥ r ≥ 0, we have natural and continuous inclusions ιs,r : Bsk → Brk.
3. The space B0k is equal to the space of bounded k-forms.
4. The space B1k ⊂ B0k is the subspace of such forms that are Lipschitz continuous.
5. For r > 1, it holds that ω ∈ Brk if and only if ω ∈ Cr−1, its j-th directional derivatives are bounded for
0 ≤ j ≤ r − 1, and its (r − 1)-th directional derivatives are Lipschitz continuous.
6. For r ≥ 0, the space Brk is naturally isomorphic to (Bˆrk)′, the continuous dual of Bˆrk. Furthermore, the
injection map ιs,r is the transpose of φr,s (in the sense of Lemma 2.1.17).
7. For r ≥ 0 and for all ω ∈ Brk, the norm ‖ω‖Br is equal to ‖ω‖rOp, where ‖ · ‖rOp is the operator norm
on Brk considered as the dual space to Bˆ
r
k.
8. The projective limit lim←Brk via the inclusion mappings in #2 is naturally isomorphic (as a vector
space) to (Bˆ∞k )
′. The space lim←Brk is a Fre´chet space.
16
Proof. See section 5.2 in the appendix for a proof to these claims.
Definition 2.2.3. We denote the space lim←Brk by B
∞
k .
Thus, we have a characterization of the dual space of Bˆrk as a space of differential forms. Note that the two
equivalent norms above, ‖ · ‖Br and ‖ · ‖rOp are defined in relation to differential chains. There is a third
equivalent norm on Brk, given independently from differential chains:
Definition 2.2.4. Fix r ≥ 1. For all bounded forms ω and 0 ≤ j ≤ r − 1 define
|ω|Cj := sup |Djω(p;α)|,
|ω|Lr := sup Lip(Dr−1ω),
where the supremums are taken over all points p ∈ Rn, all α ∈ ΛkTpRn with ‖α‖ = 1, and all directional
derivatives Dj . If ω is not j-times differentiable, set |Djω(p;α)| = ∞. The operator D0 is just taken to
be the identity. The quantity Lip(Dr−1ω) is the Lipschitz constant of Dr−1ω. Recall that the Lipschitz
constant of a form ω is equal to the smallest C > 0 such that
|ω(p+ u;α)− ω(p;α)| ≤ C|u|
for all p, u ∈ Rn and ‖α‖ = 1.
Define ‖ω‖C0 = sup{|ω(p;α)| : p ∈ Rn, ‖α‖ = 1}. Also define
‖ω‖Cr−1+Lip := max{|ω|C0 , . . . , |ω|Cr−1 , |ω|Lr}.
Theorem 2.2.5. The quantities ‖ω‖C0 and ‖ω‖B0 are equal for all ω ∈ B0k. For r ≥ 1, the quantities
‖ω‖Cr−1+Lip and ‖ω‖Br are equal for all ω ∈ Brk.
Proof. See the appendix, section 5.3.
Remark 2.2.6. Note that our space Brk would more therefore more accurately be described as B
r−1+Lip
k
(i.e., the space of bounded r− 1 times differentiable k-forms, with bounds on the derivatives, whose (r− 1)-
th derivatives are Lipschitz. Or, more succinctly but less precisely, the space of bounded r-times Lipschitz
differentiable k-forms.) The classical definition of Br is the space of bounded Cr functions with bounds
on the derivatives. We weaken this requirement, needing only that the (r − 1)-th derivatives be Lipschitz
continuous. Indeed, to be precise, one should systematically replace Brk with B
r−1+Lip
k throughout. However,
for the sake of the reader’s eyesight, we instead opt for a slight abuse of notation.
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We now have three equivalent ways of describing the topology on Brk = (Bˆ
r
k)
′. We can use the operator
norm ‖ω‖rOp, we can compute ‖ω‖Br as a supremum over ∆jU (p;α)’s (definition 2.2.1), or we can compute
‖ω‖Cr−1+Lip as a supremum over directional derivatives and Lipschitz constants (Definition 2.2.4). All three
norms are the same by Theorems 2.2.2.7 and 2.2.5, so from this point onward, we will simply label this norm
as ‖ · ‖Br . The reason for establishing these equivalences is that now, as of Theorem 2.2.5, we have defined
Bˆrk and its dual space B
r
k completely separately, including their topologies.
As such, we have accomplished our goal of defining a space of domains (Bˆrk) and a space of forms (B
r
k) such
that the space of forms is the continuous dual to the space of domains. Moreover, we have defined topologies
on the domains and forms separately, and have shown that they agree in the sense that the topology on the
forms is the strong topology with respect to the topology on the domains. We can now define an integral
pairing between the two.
Definition 2.2.7. Let A ∈ Bˆrk and let ω ∈ Brk. Define
r
∫
A
ω := ω(A).
We call this integral the Harrison integral. By construction, it follows that if ωi → ω in the strong topology
on Brk (or even the weak-∗ topology), then r
∫
A
ωi → r
∫
A
ω. Likewise, if Ai → A in Bˆrk, then r
∫
Ai
ω → r∫
A
ω.
Thus, the Harrison integral is continuous and linear in both the domain and integrand, and jointly continuous
under the strong topology on Brk. Note that this integral is actually an integral: when A represents a classical
domain Aˆ (see section 2.6,) then the Harrison integral of ω over A is equal to the Riemann integral of ω over
Aˆ.
Theorem 2.2.8. The r-norm ‖ · ‖Br on Bˆrk equal to the norm ‖ · ‖′Br given by,
‖A‖′Br := sup
{∣∣∣∣r∫
A
ω
∣∣∣∣ : ω ∈ Brk, ‖ω‖Br ≤ 1} .
Proof. By Hahn-Banach, there is a canonical isometric injection Bˆrk ↪→ (Bˆrk)′′, given by A 7→ φA, where
φA(ω) := ω(A) [Rud91, p.95]. The result follows from Theorem 2.2.2.7.
The space B∞k is slightly more subtle. It is the space of bounded C
∞ forms with bounds on the j-th
derivatives, for j ≥ 1. Note that these bounds are not uniform over j. There are several topologies on B∞k :
we can give B∞k the strong topology considered as the continuous dual to Bˆ
∞
k , and we can give B
∞
k the
initial topology as the projective limit lim∞←r Brk. The strong and initial topologies are actually the same,
by [AR64, Ch.V, §4, Prop. 15]. Moreover, as a countable projective limit of Banach spaces, the space B∞k
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is naturally a Fre´chet space, with (semi)-norms ‖ · ‖Br , r ≥ 0. However, we can describe another topology
on B∞k , and that is the weak-* topology: we say that ωi → ω in the weak-* topology if r
∫
J
ωi → r
∫
J
ω for all
J ∈ Bˆ∞k .
Example 2.2.9. The function sin(x) ∈ Br0(R) for all r ≥ 0, and hence sin(x) ∈ B∞0 (R). The function
sin(x2) /∈ Br0(R) for r ≥ 1, since ∂∂x sin(x2) is not bounded. The function x is not in B00(R), since it is not
bounded. Smooth partition of unity functions are, however, elements of B∞0 (R), as is any smooth function
with compact support.
2.3 Operators on Bˆrk and Their Dual Operators on B
r
k
We now define four fundamental continuous linear operators on Pk(Rn). These will extend by continuity to
continuous linear operators on Bˆrk(Rn). Then, we will use these fundamental operators to build other, more
complicated (and interesting) ones.
2.3.1 Multiplication by a function
Definition 2.3.1. Let A =
∑
(pi;αi) ∈ Pk(Rn), f ∈ Br0(Rn), r ≥ 0. Define
mfA =
∑
(pi; f(pi)αi).
The linear map mf : Pk(Rn)→ Pk(Rn) is called multiplication by f .
Lemma 2.3.2. The map mf is continuous in the r-norm topology and thus extends to a map mf : Bˆ
r
k(Rn)→
Bˆrk(Rn). The map mf is also continuous and linear in f : if fi → f in the norm topology on Br0(Rn), then
mfiJ → mfJ for all J ∈ Bˆrk(Rn). As such, m· defines a jointly continuous map on Br0(Rn)× Bˆrk(Rn).
Proof. Linearity in both variables is immediate from the definition. We show continuity. If fi → 0 in Br0(Rn),
then
‖mfiA‖Br = sup
06=ω∈Brk(Rn)
r
∫
A
fiω
‖ω‖Br ≤ ‖A‖B
r‖fiω‖Br → 0
by the product rule on fiω.
Likewise,
‖mfAi‖Br = sup
06=ω∈Brk(Rn)
r
∫
A
fω
‖ω‖Br ≤ ‖Ai‖B
r sup
‖fω‖Br
‖ω‖Br .
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By the product rule, there exists some Kf > 0 such that ‖fω‖Br/‖ω‖Br < Kf for all 0 6= ω ∈ Brk(Rn). If
‖Ai‖Br → 0, it follows that ‖mfAi‖Br → 0 as well, and hence mf is continuous.
Lemma 2.3.3. The dual operator to multiplication by f is multiplication by f . That is,
r
∫
mfJ
ω = r
∫
J
fω
for all J ∈ Bˆrk(Rn) and all ω ∈ Brk(Rn).
2.3.2 Extrusion
Definition 2.3.4. Let v ∈ Rn and let vˇ be the constant vector field on Rn in the direction of v. Let
A =
∑
(pi;αi) ∈ Pk(Rn). Define
Ev(A) =
∑
(pi; vˇ(pi) ∧ αi).
This map is called extrusion through v9.
Lemma 2.3.5. The linear operator Ev : Pk(Rn) → Pk+1(Rn) is continuous in the r-norm topology for
all r ≥ 0. It is also linear and continuous with respect to v: if vi → v in Rn, then EviJ → EvJ for all
J ∈ Bˆrk(Rn).
Proof. It is enough to show that ‖Ev(A)‖Br ≤ ‖v‖‖A‖Br for all A ∈ Pk(Rn). First, note that Ev(∆jU (p;α)) =
∆jU (p; vˇ(p) ∧ α). It follows that for all r ≥ j,
‖Ev(∆jU (p;α))‖Br ≤ |∆jU (p; vˇ(p) ∧ α)|j ≤ ‖v‖|∆jU (p;α)|j .
Let A ∈ Pk(Rn), r ≥ 0, and  > 0. Then we can write A =
∑N
i=1 ∆
ji
U (pi;αi) such that ‖A‖Br >∑N
i=1 |∆jiU (pi;αi)|ji − . Thus,
‖Ev(A)‖Br ≤
N∑
i=1
‖Ev(∆jiU (pi;αi))‖Br (14)
≤ ‖v‖
N∑
i=1
|∆jiU (pi;αi)|ji (15)
≤ ‖v‖(‖A‖Br + ). (16)
9The extrusion operator first appears in [Har04a].
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Since the inequality holds for all  > 0, we conclude that ‖Ev(A)‖Br ≤ ‖v‖‖A‖Br .
Thus, for each r ≥ 0, we get a continuous linear operator Ev : Bˆrk(Rn) → Bˆrk+1(Rn). Since Bˆrk(Rn) is a
Banach space, it follows that E· defines a jointly continuous map on Rn · Bˆrk(Rn).
Lemma 2.3.6. The dual operator to extrusion is interior product. That is,
r
∫
EvJ
ω = r
∫
J
ιvˇω,
for all r ≥ 0, all J ∈ Bˆrk(Rn) and all ω ∈ Brk+1(Rn).
Proof. This is certainly the case for J ∈ Pk(Rn). Since Brk(Rn) = (Pk(Rn), ‖ · ‖Br )′, it follows that ιvˇω ∈
Brk(Rn). Thus, the equality holds by continuity of the integral for all J ∈ Bˆrk(Rn).
2.3.3 Retraction
Definition 2.3.7. Let v, vˇ be as before, and let A = (p; v1∧· · ·∧vk) ∈ Pk(Rn) be a simple k-element, k ≥ 1.
Define
E†v(A) =
k∑
i=1
(−1)i+1〈v, vi〉(p; v1 ∧ · · · ∧ vˆi ∧ · · · vk),
where vˆi signifies that vi is removed from the wedge product. This extends to a linear map on Pk(Rn), called
retraction10.
Lemma 2.3.8. The operator E†v : Pk(Rn) → Pk−1(Rn) is well-defined and continuous in the r-norm for
all r ≥ 0. It is also linear and continuous with respect to v: if vi → v in Rn, then E†viJ → E†vJ for all
J ∈ Bˆrk(Rn).
Proof. It is well known that this type of contraction on a k-vector is well-defined. We show continuity. It is
enough to show that
‖E†v(A)‖Br ≤ k‖v‖‖A‖Br .
For each r ≥ j, we know that
‖E†v(∆jU (p;α))‖Br = ‖∆jU (E†v(p;α))‖Br ≤ |∆jU (E†v(p;α))|j ≤ ‖u1‖ · · · ‖uj‖‖E†v(p;α)‖B0 .
10The retraction operator first appears in [Har05].
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We show that ‖E†v(p;α)‖B0 ≤ k‖v‖‖α‖ when α is simple. Let {e1, . . . , ek} be an orthonormal basis of the k-
dimensional subspace of Rn spanned by α. Then α = λe1∧· · ·∧ek for some λ ∈ R. Thus, E†v(p;λe1∧· · ·∧ek) =
(p;λ
∑k
i=1(−1)i+1〈v, ei〉(e1 ∧ · · · ∧ eˆi ∧ · · · ∧ ek)). It follows that ‖E†v(p;α)‖B0 ≤ k‖v‖‖α‖.
We conclude that ‖E†v(∆jU (p;α))‖Br ≤ k‖v‖‖u1‖ · · · ‖uj‖‖α‖ = k‖v‖|∆jU (p;α)|j .
Let A ∈ Pk(Rn), r ≥ 0 and  > 0. We write A =
∑N
i=1 ∆
ji
U (pi;αi) such that ‖A‖Br >
∑N
i=1 |∆jiU (pi;αi)|j− .
It follows that
‖E†v(A)‖Br ≤
N∑
i=1
‖E†v(∆jiU (pi;αi))‖Br
≤ k‖v‖
N∑
i=1
|∆jiU (pi;αi)|ji
≤ k‖v‖(‖A‖Br + ).
The result follows.
Thus, we get a jointly continuous map E†· : Rn × Bˆrk(Rn)→ Bˆrk−1(Rn) for all r ≥ 0, k ≥ 1.
Lemma 2.3.9. The dual operator to retraction is wedge product. That is, if J ∈ Bˆrk(Rn), k ≥ 1, then
r
∫
E†vJ
ω = r
∫
J
vˇ[ ∧ ω,
for all ω ∈ Brk−1(Rn), where vˇ[ denotes the 1-form (p, w)→ 〈vˇ(p), w〉.
2.3.4 Prederivative
Definition 2.3.10. Let v ∈ Rn and let (p;α) ∈ Pk(Rn), k ≥ 0. Define
Pv(p;α) = lim
t→0
∆tv(p;α/t) = lim
t→0
(p+ tv;α/t)− (p;α/t),
and extend linearly to all of Pk(Rn).
Lemma 2.3.11. The map Pv extends continuously to a map Pv : Bˆ
r
k(Rn) → Bˆr+1k (Rn) for all r ≥ 1. We
call this operator prederivative11. The map Pv depends linearly and continuously on v. Hence, P· defines
11The prederivative operator first appears in [Har04a]
22
a jointly continuous map on Rn × Bˆrk(Rn).
Proof. By way of Lemma 2.1.15, one can see that Pv(p;α) ∈ Bˆ2k(Rn) and so Pv : Pk(Rn)→ Bˆ2k(Rn) is a well-
defined linear map. We show that Pv is linear in v: homogeneity follows immediately since λ(p;α) = (p;λα),
and additivity reduces to showing
lim
t→0
(p; t(v1 + v2);α/t)− (p+ tv1;α/t)− (p+ tv2;α/t) + (p;α/t) = 0
in Bˆ2k(Rn). This holds since
‖(p; t(v1 + v2);α/t)− (p+ tv1;α/t)− (p+ tv2;α/t) + (p;α/t)‖B2 = ‖∆2{tv1,tv2}(p;α/t)‖B2
≤ |∆2{tv1,tv2}(p;α/t)|2
= t‖v1‖‖v2‖‖α‖.
To show that Pv extends to a continuous linear map Pv : Bˆ
r
k(Rn)→ Bˆr+1k (Rn) and that Pv is continuous in
v, it is enough to show the inequality
‖PvA‖Br+1 ≤ ‖v‖‖A‖Br
for all v ∈ Rn and all A ∈ Pk(Rn). For all j ≤ r, we may write
‖Pv(∆jU (p;α))‖Br+1 = limt→0 ‖∆tv∆
j
U (p;α/t)‖Br+1 ≤ limt→0 |∆tv∆
j
U (p;α/t)|j+1 = ‖v‖|∆jU (p;α)|j . (17)
So, let A ∈ Pk(Rn) and let  > 0. By Definition 2.1.9, we may write A =
∑N
i=1 ∆
ji
Ui
(pi;αi) such that
‖A‖Br >
N∑
i=1
|∆jiUi(pi;αi)|ji − .
By the triangle inequality and (17), it follows that
‖PvA‖Br+1 ≤
N∑
i=1
‖Pv∆jiUi(pi;αi)‖Br+1 ≤ ‖v‖
N∑
i=1
‖∆jiUi(pi;αi)|ji ≤ ‖v‖(‖A‖Br + ). (18)
Lemma 2.3.12. The dual operator to prederivative is Lie derivative. That is, if J ∈ Bˆrk(Rn) and r ≥ 1,
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then
r
∫
PvJ
ω = r
∫
J
Lvω,
for all ω ∈ Br+1k (Rn).
We now use the above operators to generate an operator algebra, A(Bˆ∞k (Rn)). Some of the more interesting
operators in this algebra are listed below.
2.3.5 Boundary
Definition 2.3.13. For r ≥ 1 define the map ∂ : Bˆrk(Rn)→ Bˆr+1k−1(Rn) by setting
∂ :=
n∑
i=1
Pvi ◦ E†vi ,
where {v1, . . . , vn} is a basis of unit vectors. We call this operator boundary12. If ∂J = 0, we say that J
is closed.
Lemma 2.3.14. The dual operator to boundary is exterior derivative. That is,
r
∫
∂J
ω = r
∫
J
dω,
for all J ∈ Bˆrk(Rn) and all ω ∈ Bˆr+1k−1(Rn).
Proof. Expanding out, we get
r
∫
∂J
ω = r
∫
J
n∑
i=1
dvi ∧ Lviω = r
∫
J
dω.
Lemma 2.3.15. The map ∂ is well-defined. That is, it does not depend on which unit basis we choose.
Proof. This follows since the exterior derivative d does not depend on the basis.
12The boundary operator first appears in [Har98a].
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Once we show that classical domains are represented in Bˆrk(Rn), Lemma 2.3.14 will imply the classical Stokes’
theorem. Lemma 2.3.14 also shows that ∂ ◦ ∂ ≡ 0. From this, we may calculate homology classes. We call
this homology theory differential homology. Harrison has shown [Har09b] that differential homology satisfies
a slightly modified version of the Eilenberg-Steenrod axioms [ES52].
2.3.6 Perpendicular Complement
Definition 2.3.16. For r ≥ 0 define the map ⊥: Bˆrk(Rn)→ Bˆrn−k(Rn) by setting
⊥:=
n∏
i=1
(Evi + E
†
vi),
where {v1, . . . , vn} is an orthonormal basis of Rn. This operator is called perpendicular complement, or
just perp13.
Lemma 2.3.17. The dual operator to perp is Hodge star. That is, for all r ≥ 0, J ∈ Bˆrk(Rn), we have
r
∫
⊥J
ω = r
∫
J
∗ω,
for all ω ∈ Brn−k(Rn).
Proof. Expanding the product ⊥= ∏ni=1(Evi − E†vi) to a simple k-element (p; av1 ∧ · · · ∧ vk), we get ⊥
(p; av1 ∧ · · · ∧ vk) = (p; avk+1 ∧ · · · ∧ vn). In general, the individual terms of the product expansion applied
to a simple k-element (p;α) will be identically zero unless the extrusion operators are not in the k-direction
of α. If so, the retraction operators will be in the k-direction of α, yielding the perpendicular complement
up to the appropriate sign change necessary for Hodge-∗.
Lemma 2.3.18. The operator ⊥ is well-defined. That is, it is independent of our choice of orthonormal
basis.
Proof. This follows since ∗ is independent of our choice of orthonormal basis.
13The perp operator first appears in [Har99], and can also be found in [Har06].
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2.3.7 The Generalized Divergence and Curl Theorems
We may combine boundary and perp to immediately get general versions of the Divergence and Curl theo-
rems:
Theorem 2.3.19 (Divergence Theorem). Let r ≥ 1 and let J ∈ Bˆrk(Rn). If ω ∈ Br+1n−k+1(Rn), then
r
∫
⊥∂J
ω = r
∫
J
d ∗ ω.
Theorem 2.3.20 (Curl Theorem). Let r and J be as in Theorem 2.3.19 and let ω ∈ Br+1n−k−1(Rn). Then
r
∫
∂⊥J
ω = r
∫
J
∗dω.
In fact, we can compose any of the above operators to yield similar integral relations. For example, set
♦ =⊥ ∂ ⊥. Then the dual operator to ♦ is δ = ∗d∗, and we have for all J ∈ Bˆrk(Rn), r ≥ 1, and
ω ∈ Br+1k+1(Rn) the integral relation
r
∫
♦J
ω = r
∫
J
δω.
Likewise, if we define  = ♦∂ + ∂♦, then the dual operator is ∆ = δd+ dδ, and we have for all J ∈ Bˆrk(Rn),
r ≥ 1, and ω ∈ Br+2k the integral relation
r
∫
J
ω = r
∫
J
∆ω.
2.3.8 Operators with respect to a Vector Field
More generally, we may define the extrusion, retraction, and prederivative operators with respect to a vector
field. Let V rB(Rn) be the space of vector fields on Rn whose coordinate functions are elements of Br0(Rn).
Clearly, the definition of V rB(Rn) is independent of a choice of basis.
Definition 2.3.21 (Extrusion with respect to a Vector Field). For X ∈ V rB(Rn), define
EX : Pk(Rn)→ Pk+1(Rn)∑
(pi;αi) 7→
∑
(pi;X(pi) ∧ αi).
Theorem 2.3.22. For each X ∈ V rB(Rn), r ≥ 0, the operator EX is continuous in the r-norm topology, and
thus extends to a continuous homomorphism EX : Bˆ
r
k(Rn) → Bˆrk+1(Rn). The dual operator to EX is ιX .
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That is, for all J ∈ Bˆrk(Rn), ω ∈ Brk+1(Rn), X ∈ V rB(Rn), r ≥ 0, we have
r
∫
EXJ
ω = r
∫
J
ιXω.
Proof. We begin by noting that for f ∈ Br0(Rn), we have Efvˇ(p;α) = (p; f(p)v ∧ α) = mf (p; v ∧ α) =
mfEvˇ(p;α). So, choosing a basis {ei}i of Rn, we have X =
∑
fiei, where fi ∈ Br0(Rn). It follows that
EX =
∑
Efieˇi =
∑
mfiEeˇi . Since mfi and Eei are continuous, it follows that EX is also continuous. The
fact that ιX is the dual operator to EX follows from the definition of EX on Pk(Rn).
Definition 2.3.23 (Retraction with respect to a Vector Field). For X ∈ V rB(Rn), define
E†X : Pk+1(R
n)→ Pk(Rn)
(p; v1 ∧ · · · ∧ vk+1) 7→
k+1∑
i=1
(−1)i+1〈X(p), vi〉(p; v1 ∧ · · · ∧ vˆi ∧ · · · ∧ vk+1).
Theorem 2.3.24. For each X ∈ V rB(Rn), r ≥ 0, the operator E†X is continuous in the r-norm topology, and
thus extends to a continuous homomorphism E†X : Bˆ
r
k+1(Rn)→ Bˆrk(Rn). The dual operator to E†X is X[ ∧ ·.
That is, for all J ∈ Bˆrk+1(Rn), ω ∈ Brk(Rn), X ∈ V rB(Rn), r ≥ 0, we have
r
∫
E†XJ
ω = r
∫
J
X[ ∧ ω.
Proof. The proof follows in the same manner as in Theorem 2.3.22 by noting that E†fvˇ = mfE
†
vˇ.
Definition 2.3.25 (Prederivative with respect to a Vector Field). For X ∈ V r+1B (Rn), r ≥ 1, define the
operator PX := ∂EX + EX∂ on Bˆ
r
k(Rn). By duality and Cartan’s magic formula, it follows that the dual
operator to PX is Lie derivative, LX .
Lemma 2.3.26. If X ∈ V r+1B (Rn), r ≥ 1, (p;α) ∈ Pk(Rn), and if φt denotes the time-t flow of X, then
PX(p;α) = limt→0(φt(p); (φt)∗α/t)− (p;α/t).
Proof. Note that since r ≥ 1, the vector field X is at least C1+Lip, and thus is locally integrable, and the
flow map φt is at least of class C
1+Lip. Thus, we may form the pushforward map (φt)∗ on k-vectors in Rn.
The equality follows from the fact that
ω(PX(p;α)) = LXω(p;α) = lim
t→0
ω(φt(p); (φt)∗α/t)− ω(p;α/t) = ω(lim
t→0
(φt(p); (φt)∗α/t)− (p;α/t)).
27
2.4 Differential Chains on Open Sets
In order to move the theory onto manifolds, we need a method for dealing with differential chains in an open
set. That is, instead of the space Bˆrk(Rn), it would be useful to have a space Bˆrk(W ) whenever W is an open
subset of Rn. One must be careful about defining Bˆrk(W ), however. If Pk(W ) denotes the space of pointed
chains supported in W , and if we define Bˆrk(W ) to be the completion of Pk(W ) under the r-norm, then there
are examples that do not behave well under pushforward by smooth maps. For example, if we define W to
be a horse-shoe that touches its ends together, we could define a sequence of pointed chains converging to a
dipole as in Example 2.1.5, where the dipole “bridges” the gap in W . One could then continuously deform
W in such a way that would not descend to a continuous pushforward map on Bˆrk(W ). See Figure 4 for an
illustration of this.
+ -
+ -
Figure 4: Discontinuous Pushforward
To get around this problem, we will need a notion of support of a differential chain.
Definition 2.4.1. If J ∈ Bˆrk(Rn) and X ⊆ Rn is a closed subset, we say that X supports J or J is
supported by X if, for every non-empty open W ⊆ Rn with X ⊆W , there exists Ai → J in Bˆrk(Rn) with
Ai ∈ Pk(W ). The intersection of all closed sets X supporting J is called support of J , and we denote it by
supp(J ). We say that an arbitrary subset Z ⊆ Rn supports J if supp(J ) ⊆ Z .
Immediately we see that the support of a pointed chain A =
∑
(pi;αi) is ∪{pi}, so this definition agrees
with the notion of support for pointed chains as finitely supported sections of ΛkTM .
Lemma 2.4.2. The following facts about support hold:
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1. If J ∈ Bˆrk(Rn), then supp(J ) is a well-defined closed set. If J 6= 0, then supp(J ) is non-empty.
2. If J,K ∈ Bˆrk(Rn), then supp(J + K ) ⊆ supp(J ) ∪ supp(K ), with equality if supp(J ) ∩ supp(K ) = ∅.
3. If J ∈ Bˆrk(Rn) and ω ∈ Brk(Rn) is supported in supp(J )c, then ω(J) = 0.
4. Fix a closed set X ⊆ Rn. If J ∈ Bˆrk(Rn) and ω(J) = 0 for all ω ∈ Brk(Rn) supported in Xc, then J is
supported by X.
5. If T is a continuous linear operator on Bˆrk(Rn) with supp(TA) ⊆ supp(A) for all A ∈ Pk(Rn), then
supp(TJ ) ⊆ supp(J ) for all J ∈ Bˆrk(Rn).
The proof can be found in [Har09a].
Definition 2.4.3. Let Pk(W ) denote the space of pointed chains supported in W , and let Bˆ
r
k(W ) denote the
space of differential chains supported in W . We say ∆jU (p;α) is in W if {p+
∑
aiui, ui ∈ U, 0 ≤ ai ≤ 1} ⊂W .
In other words, we do not want to be able to “step outside” our open set to measure distance. If A ∈ Pk(W ),
define
‖A‖Br,W := inf
{
N∑
i=1
|∆jiUi(pi;αi)|ji : A =
N∑
i=1
∆jiUi(pi;αi), ∆
ji
Ui
(pi;αi) in W, 0 ≤ ji ≤ r
}
.
It is immediate that ‖ · ‖Br,W is a seminorm on Pk(W ) and that ‖A‖Br ≤ ‖A‖Br,W . Hence, ‖ · ‖Br,W is
a norm on Bˆrk(W ). Note that if W 6= Rn, then Bˆrk(W ) is not complete, since the space Bˆrk(W ) includes
Cauchy sequences of simple pointed chains converging in Bˆrk(Rn) to a simple pointed chain supported on
∂W . However, we can say the following:
Lemma 2.4.4. Suppose {Ji}i is a Cauchy sequence in Bˆrk(W ), and supp(Ji) ⊂ W − N¯ , where N is a
neighborhood of ∂W . Then there exists J ∈ Bˆrk(W ) such that Ji → J in Bˆrk(W ) and supp(J ) ⊂W − N¯ .
Proof. This follows from the fact that ‖ · ‖Br ≤ ‖ · ‖Br,W and from Lemma 2.4.2.
We may define the dual space to Bˆrk(W ) as follows:
Definition 2.4.5. If ω ∈ Pk(W )∗, define
‖ω‖Br,W := sup
{∣∣∣∣∣r
∫
∆jU (p;α)
ω
∣∣∣∣∣ : ∆jU (p;α) in W, |∆jU (p;α)|j = 1, 0 ≤ j ≤ r
}
.
Let Brk(W ) := {ω ∈ Pk(W )∗ : ‖ω‖Br,W <∞}.
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One can show that Brk(W ) is the set of such ω ∈ Pk(W )∗ such that f · ω ∈ Brk(Rn) for all C∞ functions f
on Rn supported in W (set f · ω ≡ 0 on Rn \W ). One can also show as before that Brk(W ) ' (Bˆrk(W ))′,
and that ‖ · ‖Op = ‖ · ‖Br,W . Moreover, using Lemma 2.4.2.5, we can extend the definitions of EX , E†X , PX
and mf to Bˆ
r
k(W ). There is a fifth fundamental operator on Bˆ
r
k(W ), and that is pushforward.
2.4.1 Pushforward
Let U ⊆ Rn and W ⊆ Rm be open. For r ≥ 2, let MrB(U,W ) denote the set of differentiable functions
F : U →W whose coordinate functions’ directional derivatives are elements of Br−10 (U).
Definition 2.4.6. Let A =
∑
(pi;αi) ∈ Pk(U) and let F ∈MrB(U,W ), r ≥ 2. Define
F∗A =
∑
(F (pi), F∗αi).
It is easy to see that F∗ is linear. We call this map pushforward.
Lemma 2.4.7. The linear map F∗ : Pk(U)→ Pk(W ) is continuous in the s-norm topology for all 0 ≤ s ≤ r.
Thus, F∗ extends to a map F∗ : Bˆsk(U)→ Bˆsk(W ) for all 0 ≤ s ≤ r.
Proof. If f : U → W , m = 1, g : W → R, and v is a unit vector in Rn, then it follows from the chain rule
that ‖g ◦ f‖B1
‖g‖B1 ≤ max{1, |f |1},
and for r ≥ 2,
‖g ◦ f‖Br
‖g‖Br ≤ max{1, r‖Dvf‖Br−1}.
With these inequalities in mind, by breaking the function F ∈ MrB(U,W ) into its coordinate functions, we
conclude that sup06=ω∈Bsk(W ) ‖F ∗ω‖Bs/‖ω‖Bs <∞. It follows that F ∗ is continuous, and hence so is F∗.
Lemma 2.4.8. The dual operator to pushforward is pullback. That is,
r
∫
FJ
ω = r
∫
J
F ∗ω
for all J ∈ Bˆrk(U) and all ω ∈ Brk(W ).
The following naturality lemma is useful for defining the operators on a manifold:
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Lemma 2.4.9. If X ∈ V rB(U), and F ∈MrB(U,W ) is a diffeomorphism onto its image (required so that we
may pushforward a vector field), then
1. F∗mf◦F = mfF∗ for all f ∈ Br0(W ),
2. F∗EX = EF∗XF∗,
3. F∗E
†
X = E
†
F∗XF∗,
4. F∗PX = PF∗XF∗.
Proof. It is enough to verify these equalities on pointed chains, or alternatively using the dual operators on
forms.
2.5 Differential Chains on Manifolds
We now have a theory on open subsets of Euclidian space. However, in general, we would like to be able to
work with chains in an abstract manifold.
Definition 2.5.1. Let M be a smooth, complete14 Riemannian manifold and let Pk(M) denote the space
of finitely supported sections of ΛkT ∗M .
It is tempting to use sheaves and local coordinates to define differential chains on M , however there is no
guarantee that the restriction of a differential chain to an open set be defined. For example, the restriction
of the pointed chains in Example 2.1.5 to the open unit ball about the point (1, 0) diverges in all norms.
Instead, we define norms on Pk(M) directly using a modified version of the difference operator. We will
then use partitions of unity and local charts to define the operators from the previous section in this more
general setting.
Let (p;α) ∈ Pk(M), and let u ∈ TpM . If γu(t) is the geodesic flow from p tangent to u, the Levi-Civita
connection ∇ on TM allows us to parallel-transport α along γu(t) to get a k-vector αu of equal mass in
ΛkTexpp uM .
Definition 2.5.2. Define ∆u1(p;α) := (expp u1;αu1)− (p;α) ∈ Pk(M).
14We assume this here only for the sake of simplifying the exposition.
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Now, suppose u2 ∈ TpM . Let u′2 ∈ Texpp u1M denote the parallel transport of u2 on the geodesic γu1(t) to
the point expp u1. Using this notation, we make the following definition:
∆2(u1,u2)(p;α) := (expexpp u1 u
′
2;αu1u′2
)− (expp u1;αu1)− (expp u2;αu2) + (p;α).
α
p
u1
u2
αu1
expp u1
expp u2
αu2
u′2
expexpp u1 u
′
2
αu1u′2
Figure 5: The difference chain ∆2(u1,u2)(p;α)
In general, if we are given an ordered list of vectors U = (u1, . . . , uj), where ui ∈ TpM , 1 ≤ i ≤ j, we
may form the difference chain ∆jU (p;α) by parallel-transporting α and the vectors u2, . . . , uj along γu1(t)
the point expp u1, and then repeating the process at p and at the new point. See Figure 5 for an example.
As before, we set |∆jU (p;α)| := ‖u1‖ · · · ‖uj‖‖α‖.
Definition 2.5.3. For each r ≥ 0, the r-norm ‖ · ‖Br on Pk(M) is given by
‖A‖Br,W := inf
{
N∑
i=1
|∆jiUi(pi;αi)|ji : A =
N∑
i=1
∆jiUi(pi;αi)
}
,
where Ui is an ordered list of vectors (u1, . . . , uji) in TpiM , and the infimum is taken over all possible ways
of writing A in such a way.
Lemma 2.5.4. The r-norm ‖ · ‖Br on Pk(M) is in fact a norm.
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Proof. Positive homogeneity follows from the fact that ∇ is the Levi-Civita connection, and hence masses are
preserved by parallel transport. Subadditivity follows from taking infimums, as before. Positive definiteness
requires only a slight modification of the proof of Theorem 2.1.13: while Lemma 5.1.1 carries over with no
modification necessary, we need to find X ∈ Pk(M)∗ such that X(A) 6= 0 and max{|X|0, . . . , |X|r} <∞. It
is enough to find some smooth k-form X with compact support such that
X(pi;αi) =
1 if i = 1,0 if i 6= 1.
It follows from differentiability that max{|X|0, . . . , |X|r} <∞.
We complete Pk(M) to get Banach space Bˆ
r
k(M) for each r ≥ 0. We may define the dual space to Bˆrk(M)
as follows:
Definition 2.5.5. If ω ∈ Pk(M)∗, define
‖ω‖Br := sup
{∣∣∣∣∣r
∫
∆jU (p;α)
ω
∣∣∣∣∣ : |∆jU (p;α)|j = 1, 0 ≤ j ≤ r
}
.
Let Brk(W ) := {ω ∈ Pk(W )∗ : ‖ω‖Br,W <∞}.
As before, it holds that Brk(W ) ' Bˆrk(M)′ and that ‖ω‖Br = ‖ω‖Op. Likewise, we define a continuous
multiplication operator mf on Bˆ
r
k(W ) when f ∈ Br0(M) as before.
Let A be a locally finite atlas on M consisting of coordinate charts (Ui, φi) where φi ∈MrB(Ui, φi(Ui)) and
φ−1i ∈ MrB(φi(Ui), Ui). For example, an atlas consisting of bounded normal coordinate charts works. To
define the operators EX , E
†
X and PX on Bˆ
r
k(M), we use the coordinate charts:
Let {χi}i be a partition of unity subordinate to the Ui’s. Since A is locally finite, we may write J =
∑
imχiJ
for all J ∈ Bˆrk(M).
Definition 2.5.6. Let X ∈ V rB(M), J ∈ Bˆrk(M). The chain EXJ ∈ Bˆrk+1(M) is defined as follows: write
J =
∑
imχiJ , Ji := (φi)∗(χiJ), Xi := (φi)∗X|Ui . Define
EXJ :=
∑
i
(φ−1i )∗EXiJi.
Similarly define E†X and PX . It follows from Lemma 2.4.9 that these are well defined operators on Bˆ
r
k(M).
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2.6 Representing Classical Domains as Differential Chains
Open Sets
Suppose U ⊂ Rn is open, with ∫
U
dv <∞. We would like to find a chain U˜ ∈ Bˆ1n(Rn) such that∫
U
ω = r
∫
U˜
ω (19)
for all n-forms ω ∈ B1n(Rn).
We begin with the simple case of the unit n-cube A in Rn. The k-th order binary subdivision of A is a set
of 2nk n-cubes, each with n-volume 2−nk. For each k ≥ 0, let Ak =
∑2nk
i=1(pi; 2
−nke1 ∧ · · · ∧ en), where pi is
the barycenter of the i-th n-cube in the subdivision. Since r
∫
Ak
ω is just the k-th order Riemann sum using
the binary subdivision of A, it follows that the integral of any Riemann-integrable n-form ω is given by∫
A
ω = lim
k→∞
r
∫
Ak
ω.
Thus, by continuity of the integral, it is enough to show that {Ak}k is a Cauchy sequence in the 1-norm.
We may split each simple element (pi; 2
−nke1 ∧ · · · ∧ en) constituting Ak into 2n elements of mass 2−n(k+1).
By Definitions 2.1.9 and 2.1.8, it follows that
‖Ak −Ak−1‖B1 ≤ 2nk ·
(
2−nk
(
n
(
2−(k+1)
)2) 12)
= n1/2 · 2−(k+1),
where the term 2nk is the number of points pi, the term 2
−nk is the value ‖2−nke1 ∧ · · · ∧ en‖, and the term(
n
(
2−(k+1)
)2) 12
is the distance from pi to the nearest point in Ak−1. Figure 6 shows this estimate in the
case k = 1. Using a telescoping sequence and the triangle inequality, it follows that
‖Ai −Aj‖B1 ≤
i∑
k=j+1
‖Ak −Ak−1‖B1 = n1/2
i+1∑
k=j+2
(
1
2
)k
< ,
for all i, j > N, where N is determined by the rate of convergence of the geometric series
∑∞
k=0(1/2)
k = 2.
It follows that {Ak}k is Cauchy and hence convergent in Bˆ1n(Rn). Let A˜ := limk→∞Ak. It follows that∫
A
ω = r
∫
A˜
ω
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(c) A1 −A0 (d) Bound on ‖A1−A0‖B1
Figure 6: Bounding ‖A1 −A0‖B1 by subdividing A0.
for all ω ∈ B1n(Rn).
More generally, we would like to do the same for any finite-volume open set U ⊂ Rn. This is easily achieved
using a Whitney decomposition [Gra08, Appendix J] (or more generally, any decomposition of U into closed
n-cubes of diminishing size). For each k ≥ 0, let Jk be the sum of the differential chains corresponding to
cubes of size 2−nk or larger in the Whitney decomposition. Since U is assumed to have finite volume, it
follows that ‖Ji−Jj‖B0 , equal to the combined area of cubes between the sizes of 2−ni and 2−nj , is bounded
by  for i, j large enough. Thus, U˜ := limi→0 Ji ∈ Bˆ1k(Rn). Furthermore, it is clear by construction that the
integral relation (19) is satisfied. Note that the above construction relies on the orientation induced by dv.
If we reverse the orientation, then the resulting chain is simply −U˜ .
Polyhedral Chains
Let ∆k denote the standard k-simplex, and let Ak denote the affine subspace of Rk+1 containing ∆k as a
subset. Since open sets are canonically represented as differential chains, we may associate to the interior
of ∆k a k-chain ∆˜k ∈ Bˆ1k(Ak), corresponding to ∆k (given an orientation) in the sense of integration. Let
Ak(Rn) denote the set of all affine maps from Ak to Rn.
Definition 2.6.1. We define the space of polyhedral k-chains in Rn to be the subspace of Bˆ1k(Rn)
generated by the set
{φ∗∆˜k : φ ∈ Ak(Rn)}.
That is, polyhedral k-chains are finite sums of k-simplices embedded in Rn.
It follows from this definition that the boundary of a polyhedral k-chain is a polyhedral (k − 1)-chain.
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Moreover,
Lemma 2.6.2. The space of polyhedral k-chains in Rn is dense in Bˆ1k(Rn).
Proof. By linearity, it suffices to show that we can approximate a simple k-chain (p;α) by a sequence of
polyhedral chains. In fact, using pushforward by an affine map, we may assume (p;α) = (0; e1∧· · ·∧ek). For
each i ≥ 0, let Ci := {(x1, . . . , xn) ∈ Rn : −2−i−1 ≤ xj ≤ 2−i−1 for 0 ≤ j ≤ k, and xj+1 = · · · = xn = 0}.
Give Ci the orientation induced by the ordering (e1, . . . , ek). In other words, Ci is an oriented k-cube of
side-length 2−i centered at 0. As such, we may write Ci as a sum of k-simplices, and so Ci is a polyhedral
k-chain.
We show that the sequence {2kiCi}i converges to (0; e1 ∧ · · · ∧ ek). First, approximate 2kiCi by a sequence
of pointed chains {Qhi }h, each satisfying ‖Qih‖B0 = 1. By rescaling, we can assume that the simple k-chains
constituting Qi+1h are translates of the simple k-chains constituting Q
i
h. Since the 1-norm is bounded by
mass times distance translated, we may conclude that for j ≥ i,
‖2kiCi − 2kjCj‖B1 = lim
h→∞
‖Qih −Qjh‖B1 ≤ k1/22−i.
Thus, the sequence {2kiCi}i converges in Bˆ1k(Rn). Furthermore, by integrating over forms ω ∈ B1k(Rn), we
conclude that limi→∞ 2kiCi = (0; e1 ∧ · · · ∧ ek).
More generally, we may pushforward ∆˜k by an arbitrary C1 map defined on Ak. The subspace of Bˆ
r
k(Rn)
generated by the image of ∆˜k under such maps is called the space of algebraic k-chains in Rn. Note that
algebraic chains are not the same type of object as singular chains, since pushforward by a map that folds the
k-simplex back onto itself will result in the 0 algebraic chain, but will be non-zero as a singular chain. That
is, f(∆k) 6= f∗(∆˜k). This difference is made up once we pass to homology, but the difference on the chain
level is subtle and important. Algebraic chains are, since they allow for cancellation, much smaller as a space
than singular chains, and they form sort of “intermediate” step between singular chains and their homology.
They are equipped with the algebraic structure of differential chains, and as such are interesting objects
of study in their own right. For example, one can construct, using algebraic chains, embedded compact
orientable submanifolds of Rn.
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3 The Cauchy Theorems
Our goal in this section is to generalize the Cauchy residue theorem so that the domain of integration is
not required to be a collection of paths, but rather a closed differential 1-chain. To do this, we begin with
the Cauchy integral theorem, and work our way through to the general residue theorem. For the most part,
we follow the presentation of the Cauchy theorems found in [RS91]. That is, we make use of the same
dependencies and theorem ordering, however, the proofs are all new and the results are far more general.
Before we begin, however, we state the following lemma, one which we use repeatedly in this section:
Lemma 3.0.3 (Generalized Poincare´ Lemma). Suppose M is an n-dimensional Riemannian manifold, and
U ⊆ M is open and contractible. Then if J ∈ Bˆrk(U), 1 ≤ k ≤ n − 1, r ≥ 1 and ∂J = 0, then there exists
K ∈ Bˆr−1k+1(U) such that J = ∂K.
Proof. See [Har09a]. The proof makes use of a cone construction. One first deforms U so that it is star-
shaped, then approximates J with a sequence of polyhedral chains, and then creates a cone over the poly-
hedral chains. One can then show that this cone approaches a limit whose boundary is J .
As an immediate consequence of Lemma 3.0.3 and the generalized Stokes’ theorem, we get the following
result:
3.1 Generalized Cauchy Integral Theorem
Theorem 3.1.1. Generalized Cauchy Integral Theorem
Let U ⊂ C be a bounded contractible open set, let f : U → C be a holomorphic function, and let J be a (real)
closed differential 1-chain of order r for any r ≥ 1 supported in U ⊂ C ' R2. Then
r
∫
J
f(z)dz = 0.
Proof. We should note that the above integral is a bit sloppy. We are trying to integrate a complex 1-form
over a real 1-chain. To make things rigorous, we write f = u + iv where u and v are real valued functions.
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So the integral above becomes
r
∫
J
f(z)dz = r
∫
J
(u(x, y) + iv(x, y))d(x+ iy) (20)
= r
∫
J
(u(x, y)dx− v(x, y)dy) + ir
∫
J
(v(x, y)dx+ u(x, y)dy) . (21)
Since U is bounded, it follows that the 1-forms udx, vdy, vdx, udy are elements of Br1(U) for all r ≥ 0. So,
(21) consists of well-defined Harrison integrals, so one may take this to be the definition of r
∫
J
f(z)dz. Apply
Lemma 3.0.3 to J to get J = ∂K where K is a differential 2-chain supported in U . By Lemma 2.3.14, we
get
r
∫
J
f(z)dz = r
∫
∂K
(u(x, y)dx− v(x, y)dy) + ir
∫
∂K
(v(x, y)dx+ u(x, y)dy)
= r
∫
K
(
∂u
∂y
+
∂v
∂x
)
dydx+ ir
∫
K
(
∂v
∂y
− ∂u
∂x
)
dydx
= 0,
where the final equality is given by the Cauchy-Riemann Equations.
Theorem 3.1.1 implies the classical Cauchy integral theorem, because of the natural representation of a
smooth curve as a differential 1-chain. But we can also integrate over more exotic domains such as non-
rectifiable curves, Lipschitz curves, chains supported on fractals, and divergence-free vector fields, again
treating these objects as differential 1-chains. See Section 2.6 for examples of such domains. So that we
may state a generalized Cauchy residue theorem, we now give a definition of winding number for differential
chains.
3.2 Generalized Winding Number
Definition 3.2.1 (Generalized Winding Number). Let J be a (real) differential 1-chain of order r ≥ 0 in C
and let z ∈ supp(J )c . Then the winding number of J about z, IndJ(z) is defined to be
IndJ(z) :=
1
2pii
r
∫
J
dw
w − z .
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Figure 7: The boundary of the Mandelbrot set supports a closed differential 1-chain over which we may
integrate a holomorphic function.
Note that f(w) := 1w−z ∈ Br0(U) for r ≥ 0, where U is any neighborhood of supp(J ) whose closure does
not contain z. Thus, the above integral is well-defined. Via the representations in section 2.6, it follows
that definition 3.2.1 corresponds to the classical definition where the latter is defined. That is, when the
differential chain J corresponds to a piecewise differentiable, parametrized, closed curve, the above Harrison
integral is equal to its classical counterpart. However, we need to check that our definition behaves nicely
when extended to differential chains in general. Immediately we see on connected components of supp(J )c
that IndJ(z) is continuous. This follows since
1
w−zi → 1w−z in Br0(U) for r ≥ 0 when zi → z, zi ∈ supp(J )c ,
zi /∈ U¯ . We will show further in Theorem 3.4.3 that if J is closed, then the winding number is constant
on connected components of supp(J )c , and in Corollary 3.4.4 that if J is closed and compactly supported,
then the winding number is zero on the unbounded connected component of supp(J )c . But first, we have
an immediate result, a generalized version of the Cauchy Integral Formula:
3.3 Generalized Cauchy Integral Formula
Theorem 3.3.1. Generalized Cauchy Integral Formula
Let U ⊂ C be a bounded contractible open set, let f : U → C be a holomorphic function, let J ∈ Bˆr1(R2) be
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supported in U , r ≥ 1, and let z ∈ U \ supp(J ). Then
IndJ(z)f(z) =
1
2pii
r
∫
J
f(w)
w − z dw.
Proof. The function
w →

f(w)−f(z)
w−z for w ∈ U \ {z}
f ′(z) for w = z
is holomorphic in U , so by the Generalized Cauchy Integral Theorem,
r
∫
J
f(w)− f(z)
w − z dw = 0.
The theorem follows from our definition of the generalized winding number.
3.4 Properties of the Generalized Winding Number
To show that the generalized winding number of J is well-behaved, it is useful, if J is closed, to approximate
J with a sequence of closed polyhedral chains. Since polyhedral chains are dense in Bˆrk(Rn) for all r ≥ 1
(see Lemma 2.6.2), we know that J can be approximated by polyhedral chains. However, to insist that
these polyhedral chains be closed is a strong statement that we cannot make just yet. In fact, we will need
something slightly stronger: we need the closed polyhedral chain approximation to avoid the point around
which we are computing the winding number. What follows in the next two lemmas is a proof of the existence
of such a closed polyhedral chain approximation.
Lemma 3.4.1. Let K ∈ Bˆrm(Sm), where Sm is the m-sphere. If ∂K = 0, then K = aSˆm for some a ∈ R,
where Sˆm ∈ Bˆrm(Sm) denotes the chain canonically associated to Sm.
Proof. Note that the canonical mapping ψr : Bˆ
r
m(S
m) → Bˆ∞m (Sm) is injective (Lemma 5.4). Since Sm is
compact, the space Bˆ∞m naturally injects into the space of de Rham currents on S
m via the inclusion map
Bˆ∞m (S
m) ↪→ (B∞m (Sm))′. Boundary commutes with these maps, so we get a closed m-current Kˆ associated to
K. Since the homology of de Rham currents is dual to de Rham cohomology, we know that in particular, it
satisfies the Eilenberg-Steenrod axioms [ES52]. As such, the n-th de Rham current homology group, denoted
HdRn (S
n), is isomorphic to R, and so a closed m-current on Sn is unique up to scalar. Hence K = aSm for
some a ∈ R.
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Lemma 3.4.2. Let J ∈ Bˆ1r(R2) be closed, r ≥ 1, and let z ∈ supp(J )c. Then there exists 0 <  < 1 and
a sequence of closed polyhedral chains Pj → J such that the ball of radius  about z, B(z) is contained in
supp(J )c and supp(Pj ) ∩ B = ∅ for all j.
Proof. Let U be an open neighborhood of supp(J ) such that z is not contained in the closure of U . So,
J ∈ Bˆr1(U). Let Kj → J be a sequence of polyhedral chains supported in U . Let pi be the projection of
C \ {z} onto the unit circle about z,
w 7→ w − z‖w − z‖ + z.
Write Kj =
∑
jm
kjm , where the kjm ’s are individual simplices. By splitting larger simplices into smaller
ones if necessary, we may assume without loss of generality that the lengths of the kjm ’s are bounded by
1/j. Let ajm be the (weighted) start point of kjm an let bjm be the (weighted) end point of kjm . That is,
∂kjm = bjm − ajm . Thus,
pi∗∂kjm = pi∗bjm − pi∗ajm .
We see that ajm − pi∗ajm bounds a simplex qjm from pi∗ajm to ajm and that pi∗bjm − bjm bounds a simplex
pjm from bjm to pi∗bjm . Let k
′
jm
be the simplex bounded by pi∗ajm − pi∗bjm . We can make  small enough
so that the closure of B(z) does not intersect the closure of U , and that for j large enough the simplices
k′jm do not intersect B(z). (The only way this would fail would be if we projected a very long simplex onto
the unit circle so that the end points were close to being antipodal. The restriction on the lengths of these
simplices makes such a situation impossible.) Thus,
rjm := kjm + k
′
jm + qjm + pjm
is a closed polyhedral chain supported in U . It follows from the homotopy operator in [Har09a] that (Rj =∑
jm
rjm)→ (J − pi∗J). Since pi∗J is closed and an element of Bˆr1(S) where S is the unit circle about z, we
know, by Lemma 3.4.1, that pi∗J = aS where a ∈ R. We may approximate S by closed polyhedral chains
Sj , for example, regular polygons, and so aSj → pi∗J . Let
Pj := Rj − aSj .
Thus, Pj is a closed polyhedral chain and as j →∞, Pj → J . By our construction, the Pj miss B(z) for all
j > N for some N .
Theorem 3.4.3. If J is a closed, compactly supported chain in Bˆr1(R2), r ≥ 1, then the winding number
IndJ is constant on connected components of supp(J )
c.
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Proof. Let z ∈ supp(J )c , B(z) an open neighborhood of z whose closure is disjoint from supp(J ) and
Pn → J a sequence of closed polyhedral chains as in Lemma 3.4.2. A closed polyhedral 1-chain Pn is just a
weighted piecewise linear parameterized closed curve. That is, there exists a piecewise linear parameterized
closed curve Cn and a weight λn ∈ R such that
r
∫
Pn
ω = λn
∫
Cn
ω
for all ω ∈ B11(R2). Let z0 ∈ B(z). Then,
IndJ(z0) =
1
2pii
r
∫
J
dw
w − z0 = limn→∞
1
2pii
r
∫
Pn
dw
w − z0 = limn→∞λnIndCn(z0).
Since supp(Pn) ∩ B(z ) = ∅, we know that B(z) lies entirely within a connected component of supp(Pn)c .
Since Cn is a piecewise smooth closed parameterized curve, the properties of the classical winding number
hold. In particular, IndCn(z0) = IndCn(z). So,
lim
n→∞λnIndCn(z0) = limn→∞λnIndCn(z) =
1
2pii
r
∫
limn→∞ Pn
dw
w − z =
1
2pii
r
∫
J
dw
w − z = IndJ(z).
Corollary 3.4.4. If J is a compactly supported closed chain in Bˆr1(R2), r ≥ 1, and z is in the unbounded
connected component of supp(J )c, then IndJ(z) = 0.
Proof. By the coning construction used in the above lemma, ∪nsupp(Pn) is bounded, and so we may choose
z in the unbounded component of supp(J )c so that z is also in the unbounded component of supp(Pn) for
all n. As in the proof of Theorem 3.4.3, the classical properties of winding number hold for Pn. Thus,
IndJ(z) = lim
n→∞ IndPn(z) = 0.
We now know that our winding number behaves as it should. However, we can say even more:
Definition 3.4.5. Let K ∈ Bˆrn(Rn) have finite mass. The signed density of K at the point x is defined to
be the value
lim
→0
1
vol(B)
r
∫
KbB
dv,
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where KbB denotes the restriction of K to the n-ball of radius  about x and vol(B) is the volume of the
n-ball. The requirement that K have finite mass is a technical condition to ensure that the restriction KbB
is well defined. The mass of a differential chain K is defined to be
inf{lim inf ‖Ai‖B0 : Ai → K},
where the infimum is taken over all ways to describe K as a limit of pointed chains Ai. Note that mass is
lower semicontinuous.
Theorem 3.4.6. Let J be a closed element of Bˆr1(R2), r ≥ 1. If K is a 2-chain of finite mass with ∂K = J
and z ∈ supp(J )c, then IndJ(z) is equal to the signed density of K at the point z.
Proof. Let J be a closed 1-chain and let z ∈ supp(J )c and set K equal to the 2-chain constructed via the
Poincare´ lemma by coning at the point z. I.e., ∂K = J and Kn =
∑
nj
knj → K, where knj are 2-simplices
with basepoint z. For each  > 0 let B be the open ball of radius  about z. Let mnj be the signed density
of knj , let θnj be the angle subtended by knj at the point z and let lnj be the partial boundary of knj bB
opposite z. If K has finite mass, then we may conclude that
lim
n→∞
∑
nj
lnj = ∂
(
KbB
)
.
Since 1w−z is holomorphic on a neighborhood of supp(K −KbB), it follows from Theorem 3.1.1 that
IndJ(z) =
1
2pii
r
∫
∂(KbB )
dw
w − z
= lim
n→∞
∑
nj
1
2pii
r
∫
lnj
dw
w − z
= lim
n→∞
∑
nj
mnjθnj
2pi
,
where the last integral is computed classically. Likewise, the signed density of K at z is given by
lim
→0
1
pi2
r
∫
KbB
dx dy = lim
→0
lim
n→∞
∑
nj
1
pi2
r
∫
knj bB
dx dy = lim
n→∞
∑
nj
mnjθnj
2pi
,
where the last integral is computed classically. Now suppose ∂K = ∂K ′ = J . Then by the generalized
Stokes’ theorem, we conclude that
r
∫
K
dω = r
∫
K′
dω
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for all ω ∈ Br1(R2). Since all real-valued 2-forms on R2 are exact, it follows that K = K ′, so our choice of K
is unique.
Lemma 3.4.7. Let U ⊂ C be bounded and open and suppose J ∈ Bˆr1(R2) is supported in U and closed.
Suppose there exists some K ∈ Bˆr−12 (R2) with finite mass such that ∂K = J . If IndJ(w) = 0 for all w ∈ U c,
then K is supported in U .
Proof. The signed density of K is zero outside U , hence K is supported in U , whereby the lemma follows
from Theorem 3.4.6.
3.5 Generalized Global Cauchy Integral Theorem
Theorem 3.5.1. Generalized Global Cauchy Integral Theorem
Let J ∈ Bˆr1(R2), r ≥ 1 be closed and supported in a bounded open set U ⊂ C such that IndJ(w) = 0 for
all w ∈ U c. Suppose there exists some K ∈ Bˆr−12 (R2) with finite mass such that ∂K = J . Then if f is
holomorphic on U ,
r
∫
J
f(z)dz = 0.
Proof. By Lemma 3.4.7, there exists some K supported in U such that J = ∂K. The proof is otherwise
identical to that of Theorem 3.1.1.
3.6 Generalized Global Cauchy Integral Formula
Theorem 3.6.1. Generalized Global Cauchy Integral Formula
Let J ∈ Bˆr1(R2), r ≥ 1 be closed and supported in a bounded open set U ⊂ C such that IndJ(w) = 0 for
all w ∈ U c. Suppose there exists some K ∈ Bˆr−12 (R2) with finite mass such that ∂K = J . Then if f is
holomorphic on U and z ∈ U \ supp(J ),
f(z)IndJ(z) =
1
2pii
r
∫
J
f(w)
w − z dw.
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Proof. This follows from Theorem 3.5.1 in the same manner as Theorem 3.3.1 followed from Theorem
3.1.1.
3.7 Generalized Cauchy Residue Theorem
Theorem 3.7.1. Generalized Cauchy Residue Theorem
Let J ∈ Bˆr1(R2) be closed and supported in a bounded open set U ⊂ C such that IndJ(w) = 0 for all w ∈ U c.
Suppose there exists some K ∈ Bˆr−12 (R2) with finite mass such that ∂K = J . Let f be holomorphic in U
except for at finitely many points ak ∈ U \ supp(J ). Then,
r
∫
J
f(z)dz =
∑
k
IndJ(ak)r
∫
Bk
f(z)dz,
where Bk = ∂Dk and the Dk 3 ak are isolated open neighborhoods.
Proof. Since Indz(J) = 0 for all z ∈ U c, it follows from Lemma 3.4.7 that there exists K supported in U
such that ∂K = J . For each k, let Dk be an open ball around ak such that the closures of the Dk’s are
disjoint from each other and contained in U \ supp(J ). Let Bk = ∂Dk. Let D′k be the 2-chain in R2 that
corresponds canonically to Dk and let B
′
k = ∂D
′
k.
By Theorems 3.4.3 and 3.4.6, the signed density of K is constant on connected components of U \ supp(J ).
It follows that the signed density of K at the point ak is equal to the signed density of K on any point in
Dk. Thus, supp(K −
∑
k IndJ (ak )D
′
k ) = supp(K ) \ (∪kDk ). Therefore, f is holomorphic on a neighborhood
of suppK −∑k IndJ (ak )D ′k . By Theorem 3.5.1,
r
∫
∂(K−∑k IndJ (ak)D′k) f(z)dz = 0.
Therefore,
r
∫
J
f(z)dz = r
∫
∂K
f(z)dz = r
∫
∂(
∑
k IndJ (ak)D
′
k)
f(z)dz =
∑
k
IndJ(ak)r
∫
B′k
f(z)dz.
Remark 3.7.2. We conjecture that the requirement that J be closed in Theorem 3.7.1 is unnecessary. The
requirement that IndJ(w) = 0 for all w ∈ U c is very strong and should imply that ∂J = 0. Moreover, the
requirement that K have finite mass could also probably be dropped. We only need it so that signed density
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is well defined. If we modify the definition of signed density to use multiplication by a smooth bump function
rather than the restriction of K to an -ball, the theorem might hold.
4 Asymptotic Cycles
4.1 The Asymptotic Cycles of Schwartzman
The long-term behavior of dynamical systems is a subject of great interest. In R2, the situation is relatively
simple. Poincare´-Bendixson proved [Poi92, Ben01] that a bounded orbit of a continuous dynamical system
on the plane approaches a periodic orbit. In higher dimensions, and on some 2-dimensional surfaces, more
complicated situations arise. For example, the orbits of an irrational flow on the torus do not approach a
periodic orbit. However, these long-term orbits are, in a certain sense, cycles.
The idea of an asymptotic cycle was first introduced by Schwartzman in [Sch57]. Given a compact metric
space X with finite first Betti number and a continuous flow φ : X × R → X, Schwartzman associates to
each quasi-regular point p ∈ X an element Ap of the first C˘ech homology group of X. Schwartzman proves
the following theorem as a geometric interpretation:
Theorem 4.1.1 (Schwartzman). Let p be any quasi-regular point. For each t let Kt be some parameterized
curve going from φ(p, t) to p. Suppose that all the curves Kt are parametrized uniformly equicontinuously
from the interval [0, 1]. Let Ct be the curve determined by the orbit from p to φ(p, t) followed by the curve
Kt, and let C¯t be the corresponding element of the first Betti group. Then limt→∞ C¯t/t = Ap.
Loosely speaking, the asymptotic cycle tells us how the orbit from a point p wraps around the space X in
the long run. They are highly related to winding numbers, foliations, and Hamiltonian flows. In particular,
Schwartzman deduces some facts about Hamiltonian systems:
If (X,ω) is a compact symplectic C2 manifold, we may write ω in local coordinates as ω =
∑
dpi ∧ dqi. If α
is a closed C1 1-form on X, then we can find a function H(pi, qi) such that, locally, α = dH. One then gets
a system of differential equations
dqi
dt
=
∂H
∂pi
,
dpi
dt
= −∂H
∂qi
determined by α. One can then deduce the existence of a flow Dα, called a Hamiltonian flow on X determined
by these differential equations. Schwartzman proves the following result:
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Theorem 4.1.2. The µ-asymptotic cycle Aµ associated with Dα is completely determined by the de Rham
cohomology class of α. Furthermore, the resulting map sending cohomology classes to µ-asymptotic cycles is
linear.
Schwartzman then notes that one can use this result to compute winding number of a Hamiltonian flow on
the torus.
4.2 Foliation Cycles
More recently, the ideas of Schwartzman have been reframed in the language of foliations and currents by
Sullivan, Ruelle, Plante and others in [RS75, Sul76, Sch03]. See [CC99a, CC99b] for a general reference.
Generally speaking, the dynamical system is replaced with a foliation. For a 1-dimensional foliation, the
terms foliation cycle and asymptotic cycle are synonymous. In higher dimensions, foliation currents are a
powerful tool in determining the structure of a given foliation. In particular, Sullivan uses foliation currents
to show that a (n − 1)-dimensional foliation is taut if and only if the foliation cycles are not exact. This
condition is equivalent to the leaves being minimal with respect to a Riemannian metric on the manifold.
4.3 Asymptotic Cycles and Differential Chains
The space Bˆ∞k (M) is isomorphic to a subspace of de Rham currents. Note that the spaces Bˆ
r
k(M) are not
reflexive, for 0 ≤ r ≤ ∞. Our goal is to construct asymptotic differential chains in the space Bˆ11(M), thus
making available integration over a broader class of forms than with de Rham currents.
Let X be a Lipschitz vector field on a compact Riemannian manifold (M, g). Let p ∈ M and let φp(t) be
the the time-t flow of X from p. The point p is called quasi-regular if
lim
T→∞
1
T
∫ T
0
f(φp(t))dt
exists for every real-valued continuous function f on M . It is well known that the set of quasi-regular points
has full measure with respect to every measure µ on M invariant under the flow of X [Sch57].
Let [˜0, T ] ∈ Bˆ11(R) denote the differential chain canonically associated to the interval [0, T ] (see Section 2.6.)
Since M is compact, it follows that φp ∈ M1B(R,M), and so the pushforward operator φp∗ is defined and
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continuous on Bˆ11(R). Therefore, we are able to define the differential chain
JT :=
1
T
φp∗ [˜0, T ].
Our goal is to show limT→∞ JT is a differential chain. By Theorem 2.2.8, we know that
‖Jt − Js‖B1 = sup
ω∈B11(M),‖ω‖B1=1
∣∣∣∣r∫
Jt−Js
ω
∣∣∣∣ .
By weak-* compactness of the unit ball in B11(M), and by weak-* continuity of r
∫
, it follows that the
supremum is achieved by some form ωt,s ∈ B11(M) with ‖ωt,s‖B1 = 1, depending on s and t. So, we may
write
‖Jt − Js‖B1 =
∣∣∣∣r∫
Jt
ωt,s −r
∫
Js
ωt,s
∣∣∣∣
=
∣∣∣∣∣1tr
∫
[˜0,t]
φp
∗(ωt,s)− 1
s
r
∫
[˜0,s]
φp
∗(ωt,s)
∣∣∣∣∣
=
∣∣∣∣1t
∫ t
0
φp
∗(ωt,s)− 1
s
∫ t
0
φp
∗(ωt,s)
∣∣∣∣ .
The form φp
∗(ωt,s) applied to (t;λ) ∈ TR gives
φp
∗(ωt,s)(t;λ) = λωt,s(φp(t);X(φp(t))).
On the other hand, the form φp
∗(ιXωt,s)dt applied to (t;λ) gives
φp
∗(ιXωt,s)dt(t;λ) = λ(ιXωt,s)(φp(t)) = λωt,s(φp(t);X(φp(t))).
Thus, φp
∗(ωt,s) = φp∗(ιXωt,s)dt, and we have
‖Jt − Js‖B1 =
∣∣∣∣1t
∫ t
0
φp
∗(ιXωt,s)dt− 1
s
∫ s
0
φp
∗(ιXωt,s)dt
∣∣∣∣ .
Let Φt(f) :=
1
t
∫ t
0
φp
∗(f)dt. Likewise, let Φ(f) := limt→∞Φt(f). If fi → f uniformly, it follows that
φp
∗fi → φp∗f uniformly, which implies that Φt is a continuous linear operator on C(M,R) where C(M,R)
is the space of continuous functions on M , and given the topology of uniform convergence. Since |Φt(f)| ≤
sup{|f(q)| : q ∈M}, we likewise know that Φ(f) is a continuous linear operator on C(M,R). Thus, Φt → Φ
in the weak-* topology on (C(M,R))′.
Suppose the functions ιXωt,s belong to a compact subset F ⊂ C(M,R). Since the family {Φt}t is equicon-
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tinuous, given  > 0 there exists a finite collection of functions {fi}i∈I ⊂ F such that if g ∈ F, then there is
some i ∈ I, such that the inequality |Φt(fi)− Φt(g)| <  is satisfied for all t. Furthermore, since Φt a priori
converges uniformly to Φ on finite subsets, it follows that there exists N > 0, independent of g, such that if
s, t > N , then
|Φt(g)− Φs(g)| ≤ |Φt(g)− Φt(fi)|+ |Φt(fi)− Φs(fi)|+ |Φs(fi)− Φs(g)| ≤ 3.
This implies in particular that
‖Jt − Js‖B1 = |Φt(ιXωt,s)− Φs(ιXωt,s)| < 3.
By the Arzela`-Ascoli theorem, if F = {f ∈ C(M,R) : Lip(f) < C, sup{f(q) : q ∈M} < C} for some constant
C > 0, then F is compact. So, to show {Jt}t is Cauchy, it suffices to show:
Lemma 4.3.1. There exists some constant C > 0 such that if ω ∈ B11(M), ‖ω‖B1 = 1, then Lip(ιXω) < C
and ιXω(q) < C for all q ∈M .
Proof. Since ιX is the dual operator to EX , which is continuous on Bˆ
1
1(M), we know that ιX is continuous
on B11(M). Hence,
sup
ω∈B11(M),‖ω‖B1=1
‖ιXω‖B1 <∞.
By definition of ‖ · ‖B1 , it follows that setting C = supω∈B11(M),‖ω‖B1=1 ‖ιXω‖B1 suffices.
Thus, we have proved the following:
Theorem 4.3.2. Let M be a compact Riemannian manifold and let X be a Lipschitz vector field on M . If
p ∈M is quasi-regular, then Jp := limT→∞ JT ∈ Bˆ11(M).
Since ∂ commutes with φp∗ (just as exterior derivative commutes with pullback), it follows that
∂Jp = ∂ lim
n→∞φp∗
1
t
[˜0, t] = lim
n→∞φp∗
1
t
∂ [˜0, t] = lim
t→∞(φp(t); 1/t)− (φp(0); 1/t).
SinceM is compact, we know that d(φp(t), φp(0)) < R, whereR <∞. Therefore, ‖(φp(t); 1/t)−(φp(0); 1/t)‖B1 ≤
R/t→ 0. Thus, ∂Jp = 0, and we call Jp the asymptotic differential cycle associated to p.
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Given a Radon measure µ on M and a 1-form ω on M , we may form the integral∫
M
ιXωdµ. (22)
We would like to find a differential chain ξX,µ ∈ Bˆ11(M) such that
r
∫
ξX,µ
ω =
∫
M
ιxωdµ (23)
for all ω ∈ B11(M). Since convex convex combinations of Dirac measures are weak-∗ dense in the set of
probability measures, by scaling, we may find a sequence of measures µi converging weak-∗ to µ with
µi =
ni∑
ki=1
ckiδpki ,
where
∑ni
ki=1
cki = µ(M) and δpki is the Dirac measure at the point pki . Set Ki =
∑ni
ki=1
(pki ; ckiX(pki)).
Then
ω(Ki) = r
∫
Ki
ω =
∫
M
ιXωdµi →
∫
M
ιXωdµ,
for all ω ∈ B11(M). So, {Ki}i is weakly Cauchy. We show that in fact {Ki}i is strongly Cauchy. Since the
set {µi}i is equicontinuous and weak-∗ convergent to µ, where the measures are considered as elements of
(C(M,R), ‖ · ‖sup)′, it follows that µi → µ uniformly on compact subsets of C(M,R). By Lemma 4.3.1, it
follows that given  > 0 there exists N such that if s, t > N then
‖Kt −Ks‖B1 =
∣∣∣∣r∫
Jt
ωt,s −r
∫
Js
ωt,s
∣∣∣∣ = |µt(ιXωt,s)− µs(ιXωt,s)| < .
Therefore, {Ki}i is in fact strongly Cauchy, and therefore convergent to some element in Bˆ11(M). Call this
element ξX,µ. It follows from weak convergence that ξX,µ satisfies (23). So, we have proved:
Theorem 4.3.3. Let M be a compact Riemannian manifold and let X be a Lipschitz vector field on M . If
µ is a Radon measure on M , then there exists a chain ξX,µ ∈ Bˆ11(M) such that
r
∫
ξX,µ
ω =
∫
M
ιXωdµ
for all ω ∈ B11(M).
Theorem 4.3.4. The measure µ is invariant under the flow of X if and only if ∂ξX,µ = 0.
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Proof. For all f ∈ B20(M), we have
r
∫
∂ξX,µ
f = r
∫
ξX,µ
df =
∫
M
X(f)dµ = lim
t→0
1
t
[∫
M
f(φx(t))dµ−
∫
M
f(x)dµ
]
.
Since B20(M) is dense in C(M,R), this value is 0 if and only if µ is invariant under the flow.
This gives a general notion of “divergence free,” since the Lebesgue measure µL is invariant under the flow
of X if and only if X is divergence free if and only if ∂ξX,µL = 0.
Suppose now that µ is ergodic with respect to the flow of X. Then for almost all p ∈M ,
lim
T→∞
1
T
∫ T
0
φ∗pfdt =
1
µ(M)
∫
M
fdµ
for all f ∈ C(M,R). In particular, this is true for all ιxω, and hence we have the following theorem:
Theorem 4.3.5. If µ is ergodic with respect to the flow of X, then for almost all p ∈M ,
Jp =
1
µ(M)
ξX,µ.
From here, one can determine the differential homology class of Jp, as well as ξX,µ when the flow of X
preserves µ. We hope to generalize to higher dimensions: given a collection X1, . . . , Xn of Lipschitz vector
fields on M , we should be able to construct a corresponding differential chain that would behave similarly
to a foliation cycle. We also hope to construct an “average differential chain.” Schwartzman constructs an
“average asymptotic cycle,” Aµ, that is the average of the Ap over p ∈ M with respect to µ. It would be
interesting to do the same thing here, as well as in the higher dimensional case.
5 Appendix
5.1 Proof of Theorem 2.1.13
We know at this point that ‖ · ‖Br is a semi-norm on Pk. It remains to show positive-definiteness.
Let X ∈ P∗k, where P∗k is the algebraic dual of Pk. Let |X|j = sup{X(∆jU (p;α)) : |∆jU (p;α)|j = 1} ∈ [0,∞].
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By way of the definition of |∆jU (p;α)|j , it follows that the set over which we are taking the supremum is
non-empty. Thus, the value |X|j is well-defined.
Lemma 5.1.1. The inequality |X(A)| ≤ max{|X|0, . . . , |X|r} · ‖A‖Br holds for all X ∈ P∗k, all r ≥ 0 such
that max{|X|0, . . . , |X|r} <∞ and all A ∈ Pk.
Proof. Fix A and X and let  > 0. Then we can write A =
∑N
i=1 ∆
ji
Ui
(pi;αi) (in the sense of definition 2.1.9)
such that
‖A‖Br >
N∑
i=1
|∆jiUi(pi;αi)|ji − .
Then
|X(A)| ≤
N∑
i=1
|X(∆jiUi(pi;αi))| (24)
≤
N∑
i=1
|X|ji |∆jiUi(pi;αi)|ji (25)
≤ max{|X|0, . . . , |X|r}
N∑
i=1
|∆jiUi(pi;αi)|ji (26)
< max{|X|0, . . . , |X|r}(‖A‖Br + ). (27)
Since this inequality holds for all  > 0, the result follows.
Suppose A 6= 0 where A ∈ Pk. It suffices to find X ∈ P∗k such that X(A) 6= 0 and max{|X|0, . . . , |X|r} <∞,
for this will imply by Lemma 5.1.1 that ‖A‖Br > 0.
Write A =
∑N
i=1(pi;αi). The support of A is the set {p1, . . . , pN} ⊂ Rn. Without loss of generality, we may
assume A(p1) = eI for some multi-index I. Choose a smooth function φ : Rn → R with compact support
such that φ(p1) = 1, and φ(pi) = 0, for 2 ≤ i ≤ N . Define
X(p; eJ)
φ(p), J = I,0, J 6= I, (28)
where I and J are multi-indices. Extend to Pk by linearity. It follows by construction that X(A) = 1. Since
φ has compact support, we know for all 1 ≤ r <∞ that
sup |Drφ(p)| <∞,
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where the supremum is taken over all points p ∈ Rn and all r-th order directional derivatives Dr. Call this
value |φ|r.
We aim to show that |X|j <∞ for each j ≥ 0. Clearly this is true for j = 0. Thus, it suffices to show that
|X(∆jU (p;α))| ≤ ‖u1‖ . . . ‖uj‖|φ|j , (29)
for all ‖α‖ = 1 and j ≥ 1. We show something slightly more general, for we will need it in a lemma later on:
Lemma 5.1.2. Suppose f ∈ Cj(Rn), j ≥ 1. Then f(∆jU (p; 1)) ≤ ‖u1‖ · · · ‖uj‖|f |j for all points p and all
j-length collections of vectors U . Here, f(∆jU (p; 1)) simply means apply the function f at the vertices of the
parallelepiped generated by ∆jU (p; 1), taking orientation into account.
Proof. Write f(∆jU (p; 1)) =
∑
(−1)if(qi), where the qi are the alternating vertices (allowing repetition) of
the (perhaps degenerate) parallelepiped determined by U and p. So, we need to show∣∣∣∑(−1)if(qi)∣∣∣ ≤ ‖u1‖ · · · ‖uj‖|f |j . (30)
This follows from the fundamental theorem of calculus and induction: suppose j = 1 and f ∈ C1(Rn). Then
∆u1(p;α) = (p+ u1;α)− (p;α), and we set q2 = p+ u1, q1 = p. So,
|f(q2)− f(q1)| =
∣∣∣∣∫
Q1
∂
∂v1
fdv1
∣∣∣∣ ,
where Q1 = {p+ tu1 : 0 < t < 1} and v1 = u1/‖u1‖. Since ∂∂v1 f is bounded by |f |1, we have∣∣∣∣∫
Q1
∂
∂v1
fdv1
∣∣∣∣ ≤ ∣∣∣∣∫
Q1
dv1
∣∣∣∣ |f |1 = ‖u1‖|f |1.
Now suppose (30) holds for all functions g ∈ Cj(Rn) when j < k. We show that if f ∈ Ck(Rn), then
f(∆kU (p; 1)) ≤ ‖u1‖ · · · ‖uk‖|f |k. Recursively define Qh = (Tuh)∗Qh−1 − Qh−1. That is, the Qh are formal
sums of translates of the line segment Q1. By the fundamental theorem of calculus applied to a formal sum
53
of intervals, ∣∣∣∑(−1)if(qi)∣∣∣ = ∣∣∣∣∫
Qk
∂
∂v1
fdv1
∣∣∣∣
=
∣∣∣∣∣
∫
(Tuk )∗Qk−1
∂
∂v1
fdv1 −
∫
Qk−1
∂
∂v1
fdv1
∣∣∣∣∣
=
∣∣∣∣∣
∫
Qk−1
T ∗uk
∂
∂v1
fdv1 −
∫
Qk−1
∂
∂v1
fdv1
∣∣∣∣∣
=
∣∣∣∣∣
∫
Qk−1
(T ∗uk − Id)
∂
∂v1
fdv1
∣∣∣∣∣
=
∣∣∣∣∣
∫
Qk−1
∂
∂v1
(T ∗uk − Id)fdv1
∣∣∣∣∣ ,
where I is the identity map. Since (T ∗uk − Id)f ∈ Ck−1(Rn), it follows by the inductive step that∣∣∣∣∣
∫
Qk−1
∂
∂v1
(T ∗uk − Id)fdv1
∣∣∣∣∣ ≤ ‖u1‖ · · · ‖uk−1‖|(T ∗uk − Id)f |k−1 ≤ ‖u1‖ · · · ‖uk‖|f |k,
where the last inequality is given by the mean value theorem.
Since φ ∈ C∞(Rn), the inequality (29) follows from Lemma 5.1.2 and since X(∆jU (p;α)) = φ(∆jU (p;α)).
5.2 Proof of Theorem 2.2.2
1. For r ≥ 0, the function ‖ · ‖Br : Brk → R+ is a norm, and turns Brk into a Banach space.
Proof. We prove only that ‖ · ‖Br is a norm. That Brk is complete will follow from #7.
Let ω ∈ Brk and a ∈ R. Since
|aω|Bj = sup{|aω(∆jU (p;α))| : |∆jU (p;α)|j = 1} (31)
= |a| sup{|ω(∆jU (p;α))| : |∆jU (p;α)|j = 1} = |a||ω|Bj , (32)
it follows that
‖aω‖Br = max{|aω|B0 , . . . , |aω|Br} = |a|‖ω‖Br . (33)
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Now, suppose ω = 0. Then clearly ‖ω‖Br = 0. Likewise, if ‖ω‖Br = 0, then
sup{|ω(∆jU (p;α))| : |∆jU (p;α)|j = 1} = 0
for all 0 ≤ j ≤ r. In particular,
sup{|ω(p;α) : |(p;α)|0 = ‖α‖ = 1} = 0.
It follows that ω = 0.
Finally, suppose ω, κ ∈ Brk. Then for each 0 ≤ j ≤ r, we have
|ω + κ|Bj = sup{|(ω + κ)(∆jU (p;α))| : |∆jU (p;α)|j = 1} (34)
≤ sup{|ω(∆jU (p;α))|+ |κ(∆jU (p;α))| : |∆jU (p;α)|j = 1} (35)
≤ sup{|ω(∆jU (p;α))| : |∆jU (p;α)|j = 1}+ sup{|κ(∆jU (p;α))| : |∆jU (p;α)|j = 1} (36)
= |ω|Bj + |κ|Bj . (37)
So,
‖ω + κ‖Br = max{|ω + κ|B0 , . . . , |ω + κ|Br} (38)
≤ max{|ω|B0 + |κ|B0 , . . . , |ω|Br + |κ|Br} (39)
≤ max{|ω|B0 , . . . , |ω|Br}+ max{|κ|B0 , . . . , |κ|Br} (40)
= ‖ω‖Br + ‖κ‖Br . (41)
2. For s ≥ r ≥ 0, we have natural and continuous inclusions ιs,r : Bsk → Brk.
Proof. Since ‖ · ‖Br ≤ ‖ · ‖Br+1 , the inclusion Br+1k ↪→ Brk is immediate, as is its continuity. The
inclusions are natural, since each space Brk is defined as a subspace of all bounded k-forms.
3. The space B0k is equal to the space of bounded k-forms.
Proof. Since ‖ω‖B0 = sup{|ω(p;α) : ‖α‖ = 1}, the result follows.
4. The space B1k ⊂ B0k is the subspace of such forms that are Lipschitz continuous.
55
Proof. Recall that a differential k-form ω on Rn is called Lipschitz if there exists a constant C such
that
|ω(p+ v;α)− ω(p;α)| ≤ C‖v‖
for all α such that ‖α‖ = 1. This is equivalent to requiring
|ω(p+ v;β)− ω(p;β)| ≤ C
for all β such that ‖v‖‖β‖ = 1. However, this condition is equivalent to the requirement that |ω|B1 <
∞.
5. For r > 1, it holds that ω ∈ Brk if and only if ω ∈ Cr−1, its j-th directional derivatives are bounded
for 0 ≤ j ≤ r − 1, and its (r − 1)-th directional derivatives are Lipschitz continuous.
Proof. This will follow from Theorem 2.2.5. We do not use this fact in the rest of the proof of Theorem
2.2.2.
6. For r ≥ 0, the space Brk is naturally isomorphic to (Bˆrk)′, the continuous dual of Bˆrk. Furthermore, the
injection map ιs,r is the transpose of φr,s.
Proof. Let X ∈ (Bˆrk)′. Then ‖X‖rOp = sup{|X(A) : ‖A‖Br = 1}. Define the differential form
Ψ(X)(p;α) := X(p;α). That is, on the left hand side, we evaluate Ψ(X) at the point p and on
the element α ∈ ΛkTpRn, and on the right hand side, we evaluate X on the pointed chain (p;α). We
show that ‖Ψ(X)‖Br <∞. By definition,
‖Ψ(X)‖Br = max{|Ψ(X)|B0 , . . . , |Ψ(X)|Br}.
So, we are required to show that |Ψ(X)|Bj <∞ for 0 ≤ j ≤ r. Unravelling the definitions, we get
|Ψ(X)|Bj = sup{|X(∆jU (p;α))| : |∆jU (p;α)|j ≤ 1} (42)
≤ sup{|X(∆jU (p;α))| : ‖∆jU (p;α)‖Br ≤ 1} (43)
≤ sup{|X(A)| : ‖A‖Br ≤ 1} = ‖X‖rOp <∞, (44)
where (43) follows from (42), since ‖∆jU (p;α)‖Br ≤ |∆jU (p;α)|j (definition 2.1.9.)
So, Ψ : (Bˆrk)
′ → Brk. It is also, as one can check, linear. To show that it is an isomorphism, we find an
inverse:
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Let ω ∈ Brk. Define Θ : Brk → (Bˆrk)′ = (Pk, ‖·‖Br )′ by the following: if A ∈ Pk where A =
∑N
i=1(pi;αi),
then set
(Θω)A :=
N∑
i=1
ω(pi;αi).
By the linearity of ωpi , it follows that this map is a well-defined element of P
∗
k. We show that ‖Θω‖rOp =
sup{|Θω(A)| : ‖A‖Br = 1} <∞. By Lemma 5.1.1, we know that
|Θω(A)| ≤ max{|Θω|B0 , . . . , |Θω|Br}‖A‖Br .
It follows that
‖Θω‖rOp ≤ max{|Θω|B0, . . . , |Θω|Br} = ‖ω‖Br <∞.
To see that Θ is an inverse of Ψ, consider
(Ψ ◦Θ)ω(p;α) = (Θω)(p;α) = ω(p;α)
(Θ ◦Ψ)X(A) =
∑
Ψ(X)(pi;αi) =
∑
X(pi;αi) = X(A).
It follows that Ψ is indeed an invertible linear map and that (Bˆrk)
′ and Brk are isomorphic. To see that
the injection map ιs,r is the transpose of φr,s, we use the fact that (Bˆ
r
k)
′ = (Pk, ‖ · ‖Br )′ ⊂ P∗k. Since
φr,s ≡ Id on Pk, it follows that if ω ∈ P∗k then φtr,sω = ω. In particular, this is true for any ω ∈ (Bˆrk)′.
It follows that φtr,sω = ιs,rω.
7. For r ≥ 0 and for all ω ∈ Brk, the norm ‖ω‖Br is equal to ‖ω‖rOp, where ‖ · ‖rOp is the operator norm
on Brk considered as the dual space to Bˆ
r
k.
Proof. By definition, we have
‖ω‖Br = max{|ω|B0 , . . . , |ω|Br}
and
‖ω‖rOp = sup{|X(A) : ‖A‖Br = 1, A ∈ Bˆrk}.
As in (42), we have
|ω|j = sup{|ω(∆jU (p;α))| : |∆jU (p;α)|j ≤ 1} ≤ ‖ω‖rOp.
Thus, ‖ω‖Br ≤ ‖ω‖rOp. To see the reverse inequality, note that if A ∈ Bˆrk, with ‖A‖Br = 1 and if
Ai → A where Ai ∈ Pk, Ai 6= 0, then Ai/‖Ai‖Br → A as well. This can be seen by the triangle
inequality. In particular, this means that Pk is dense on the unit ball, and that
‖ω‖rOp = sup{|X(A)| : ‖A‖Br = 1, A ∈ Prk}.
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By Lemma 5.1.1, it follows that
‖ω‖rOp ≤ ‖ω‖Br .
From this we conclude that ‖·‖Br turns Brk into a Banach space, since the continuous dual of a Banach
space is again complete in the operator norm topology.
8. The projective limit B∞k = lim←B
r
k via the inclusion mappings in #2 is naturally isomorphic to (Bˆ
∞
k )
′.
The space B∞k is a Fre´chet space.
This follows from some more general facts about inductive limits of topological vector spaces:
Lemma 5.2.1. Let (Xi, φi,j) be a directed system of topological vector spaces over a field F such that
for each i ≥ 0 there exist dense subspaces Yi of Xi such that φi,j(Yi) = Yj for all j ≥ i ≥ 0. Then the
continuous dual spaces X ′i together with the transpose maps φ
t
i,j form a projective system of topological
vector spaces, and the maps φti,j are injective.
Proof. It is clear that the system forms a projective limit. It remains to show that the maps are
injective. Suppose f, g ∈ X ′j and φti,j(f) = φti,j(g). Then φti,j(f)(x) = (φ∗i,jf)(x) = f(φi,j(x)) =
g(φi,j(x)) for all x ∈ Xi. In particular, this is true for all x ∈ Yi. Since φi,j(Yi) = Yj , it follows that f
and g agree on a dense subspace of Xj , and therefore are equal. Thus, the maps φ
t
i,j are injective.
Lemma 5.2.2. Let (Xi, φi,j) be a directed system of topological vector spaces over a field F. Then
lim←X ′i is naturally isomorphic as a vector space to (lim→Xi)
′.
Proof. Let f ∈ (lim→Xi)′. Then ψ∗i f ∈ X ′i for each i ∈ N. Furthermore, we know that ψs ◦ φr,s = ψr
for all r ∈ N and s ≥ r. So, φtr,sψ∗sf = ψ∗rf . It follows that (ψ∗i f) ∈ lim←X ′i. Define the map
Φ : (lim→ Xi)
′ → lim← X
′
i
f 7→ (ψ∗i f).
It is clear from this definition that Φ is linear. We show that Φ is injective. Suppose f, g ∈ (lim→Xi)′
with f 6= g. Then f([α]) 6= g([α]) for some α ∈ Xr, r ≥ 0. But this means that ψ∗rf(α) 6= ψ∗rg(α),
hence Φ(f) 6= Φ(g).
To see that Φ is surjective, let ξ = (fi) ∈ lim←X ′i. By the universal property of the inductive limit,
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there is a unique continuous linear map ξ¯ ∈ (lim→Xi)′ that makes the following diagram commute:
Xi
fi

ψi
##H
HH
HH
HH
HH
φi,j
// Xj
ψj
{{vv
vv
vv
vv
v
fj

lim→Xi
ξ¯

F
Furthermore, since ψ∗i ξ¯ = fi, we conclude that Φ(ξ¯) = (fi) = ξ. In other words, Φ is surjective.
Thus, from Theorem 2.2.2.6 and Lemma 5.2.1 and 5.2.2, we conclude that B∞k is isomorphic as a
vector space to (Bˆ∞k )
′. Of course, by the definition of the spaces Brk, it is clear that the morphisms
are injective. However, injectivity also follows from the above more general fact (Lemma 5.2.1) about
topological vector spaces. That the space B∞k is a Fre´chet space can be found in [Tho01].
5.3 Proof of Theorem 2.2.5
We need the following extension of Lemma 5.1.2:
Lemma 5.3.1. If if ω is a Cj k-form on Rn, j ≥ 1, and if α is a simple k-vector, ‖α‖ = 1, then
|ω(∆ju(p;α))| ≤ ‖u1‖ · · · ‖uj‖|ω|Cj .
Proof. This follows from Lemma 5.1.2 by writing ω in terms of a coordinate function in the k-direction of
α.
We want to show that ‖ω‖Cr = ‖ω‖Br for all r ≥ 0 and all bounded k-forms ω. It is clear from the definitions
that ‖ω‖C0 = ‖ω‖B0 . For r ≥ 1, we first show ‖ω‖Br ≤ ‖ω‖Cr−1+Lip . We may suppose ‖ω‖Cr−1+Lip < ∞,
otherwise we are done. Therefore, |ω|Cj < ∞ for all 0 ≤ j ≤ r − 1, and |ω|Lr < ∞. It suffices to show for
simple k-vectors α with ‖α‖ = 1:
(i) |ω(∆jU (p;α))| ≤ ‖u1‖ · · · ‖uj‖|ω|Cj for all 0 ≤ j ≤ r − 1, and
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(ii) |ω(∆rU (p;α))| ≤ ‖u1‖ · · · ‖ur‖|ω|Lr .
(i): Since |ω|Cj <∞, it follows by definition of | · |Cj that ω is of differentiability class Cr−1. It follows from
Lemma 5.3.1 that |ω(∆jU (p;α))| ≤ ‖u1‖ · · · ‖uj‖|ω|Cj .
(ii): Since |ω|Lr <∞, it follows that the (r−1)-st directional derivatives of T ∗u1ω−ω are Lipschitz continuous.
So,
|Dr−1(T ∗u1ω − ω)(p;α)|
‖u1‖ ≤ |ω|L
r .
It follows that |T ∗u1ω − ω|Cr−1 ≤ ‖u1‖|ω|Lr . By Lemma 5.3.1, we have
|ω(∆rU (p;α))| = |(T ∗u1ω − ω)(∆r−1U ′ (p;α))| ≤ ‖u2‖ · · · ‖ur‖|T ∗u1ω − ω|Cr−1 ≤ ‖u1‖ · · · ‖ur‖|ω|Lr .
We now show that ‖ω‖Cr−1+Lip ≤ ‖ω‖Br . As above, we may assume ‖ω‖Br <∞, otherwise we are done. It
is enough to show
(iii) |Djω(p;α)| ≤ |ω|Bj for all j-order directional derivatives Dj , 0 ≤ j ≤ r−1, p ∈ Rn and all α ∈ ΛkTpRn
with ‖α‖ = 1, and
(iv) Lip(Dr−1ω) ≤ |ω|Br for all (r − 1)-order directional derivatives Dr−1.
First, however, we need to know that ‖ω‖Br < ∞ implies ω is (r − 1)-times differentiable. This breaks up
into a sequence of lemmas:
Lemma 5.3.2. If ω ∈ B2k, then ω is differentiable.
Proof. Let ω ∈ B2k. By Lemma 2.1.15, we know that Hv(p;α) := limi→∞(p+ 2−iv; 2iα)− (p; 2iα) ∈ Bˆ2k. By
continuity of ω, it follows that
ω(Hv(p;α)) = lim
i→∞
ω(p+ 2−iv; 2iα)− ω(p; 2iα).
However, the right hand side is none other than limh→ω
ω(p+hv;α)−ω(p;α)
h = Lvω. It follows that ω is
differentiable.
Lemma 5.3.3. If ω ∈ Brk and r ≥ 2, then ‖Lvω‖Br−1 ≤ ‖v‖‖ω‖Br .
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Proof. By Lemma 5.3.2, we know that Lvω exists. By Definition 2.2.1, we are required to show |Lvω|Bj ≤
‖v‖‖ω‖Br for all 0 ≤ j ≤ r − 1. This inequalities follow, since
Lvω(p; ∆
j
U (p;α))|
‖u1‖ · · · ‖uj‖‖α‖ = limt→0
|ω(∆jU (p+ tv;α/t)−∆jU (p;α/t))|
‖u1‖ · · · ‖uj‖α‖ (45)
≤ ‖ω‖Bj+1 lim sup
t→0
‖∆j+1(tv,U)(p;α/t)‖Bj+1
‖u1‖ · · · ‖uj‖‖α‖ (46)
=≤ ‖v‖‖ω‖Bj+1 ≤ ‖v‖ω‖Br (47)
Lemma 5.3.4. If ω ∈ Brk and r ≥ 1, then ‖Lus ◦ · · · ◦Lu1ω‖Bt ≤ ‖u1‖ · · · ‖us‖‖ω‖Bs+t for all 0 ≤ s+ t ≤ r.
Proof. This follows from repeated applications of Lemmas 5.3.2 and 5.3.3.
We conclude that ‖ω‖Br <∞ implies ω is (r − 1)-times differentiable.
Lemma 5.3.5. The inequality |Dj−1ω|B1 ≤ |ω|Bj holds if ω is (j − 1)-times differentiable.
Proof. If Ds denotes differentiation in the directions (v1, . . . , vs), then for |∆kU (p;α)|k = 1 and 1 ≤ k ≤ j−1,
it follows that
|Dj−kω(∆kU (p;α))| = lim
t→0
∣∣∣(T ∗tvj−kDj−k−1ω −Dj−k−1ω)(∆kU (p; αt ))∣∣∣ ≤ |Dj−k−1ω|Bk+1 .
It follows that |Dj−kω|Bk ≤ |Dj−k−1ω|Bk+1 for 1 ≤ k ≤ j − 1, whence the lemma follows.
The inequality (iii) follows from Lemma 5.3.5:
|Djω(p;α)| = lim
t→0
∣∣∣(T ∗tvjDj−1ω −Dj−1ω)(p; αt )∣∣∣ ≤ |Dj−1ω|B1 ≤ |ω|Bj .
The inequality (iv) also follows from Lemma 5.3.5:
Lip(Dr−1ω) = sup
∣∣∣∣(T ∗vDr−1ω −Dr−1ω)(p; α‖v‖
)∣∣∣∣ ≤ sup |Dr−1ω(∆v(p;α))| = |Dr−1ω|B1 ≤ |ω|Br ,
since ω is (r − 1)-times differentiable.
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5.4 The homomorphisms φr,s : Bˆ
r
k → Bˆsk are injective
The following proof requires the prederivative operator (Definition 2.3.10), so in the logical sequence, this
proof comes after the section on operators. We will use this lemma only once, and that is in Lemma 3.4.1.
For each η > 0, let κη : R+ → R be a smooth, monotonically decreasing function, constant on some interval
[0, t0] and equal to 0 for t ≥ η. Define κη : Rn → R by setting κη(v) := κη(‖v‖). Re-normalize each κη such
that
∫
Rn κη(v)dv = 1. For X ∈ Brk, define
Xη(A) :=
∫
Rn
κη(v)(X(TvA))dv
where A ∈ Pk. It is immediate from the definition that Xη ∈ Brk. In fact,
Lemma 5.4.1. If X ∈ Brk and η > 0, then
(i) Lv(Xη) = (LvX)η for all v ∈ Rn,
(ii) ‖Xη‖Br ≤ ‖X‖Br ,
(iii) Xη ∈ Br+1k ,
(iv) Xη(J)→ X(J) as η → 0 for all J ∈ Bˆrk.
Theorem 5.4.2. If J ∈ Bˆrk, then ‖J‖Br = sup{|X(J)| : X ∈ Br+1k , ‖X‖Br = 1}.
Proof. By Theorem 2.2.8, we may write
‖J‖Br = sup{|X(J)| : X ∈ Brk, ‖X‖Br = 1}.
Let  > 0. By Lemma 5.4.1 (ii), (iii) and (iv), there exists η > 0 such that if 0 6= X ∈ Brk then
|X(J)|
‖X‖Br <
|Xη(J)|+ 
‖Xη‖Br ≤ sup0 6=Y ∈Br+1k
|Y (J)|+ 
‖Y ‖Br .
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Since this inequality holds for all X 6= 0 and all  > 0, it follows that
sup
06=X∈Brk
|X(J)|
‖X‖Br ≤ sup0 6=Y ∈Br+1k
|Y (J)|
‖Y ‖Br .
On the other hand, since Br+1k ⊂ Brk, the reverse inequality holds, and so we have equality.
Corollary 5.4.3. The homomorphisms φr,s : Bˆ
r
k ↪→ Bˆsk are injections for all r ≤ s.
Proof. By Theorem 5.4.2 and Theorem 2.2.2.6, if 0 6= J ∈ Bˆrk, there is some X ∈ Br+1k such that
X(φr,r+1(J)) 6= 0. Thus, φr,r+1(J) 6= 0. Since φr,s = φs−1,s ◦ · · · ◦ φr,r+1, the result follows.
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