Abstract. The aim of this paper is to establish a higher integrability result for very weak solutions of certain parabolic systems whose model is the parabolic p(x, t)-Laplacian system. Under assumptions on the exponent function p :
Introduction
The reverse Hölder inequality for the weak and very weak solutions of parabolic systems was first studied by Kinnunen and Lewis [12, 13] ; see also [2, 3, 4] for the case of higher order systems. Later on Zhikov and Pastukhova [15] and independently Bögelein and Duzaar [5] proved the higher integrability of weak solutions to parabolic systems with nonstandard p(x, t)-growth whose model is the parabolic p(x, t)-Laplacian system:
where p(x, t) is logarithmically continuous. Recently, Bögelein and the author [7] studied the very weak solutions to this kind of parabolic systems with superquadratic growth. This problem was suggested as an open problem in the overview article [11] . In this paper, we extend the higher integrability result of [7] to the subquadratic case.
In the subquadratic case, the lower bound on p(x, t), i.e. p(x, t) > 2n n+2
, is a typical assumption in the regularity theory for non-linear parabolic equations, cf. [9] . Our proof is in the spirit of [7, 13] and we will work with a "non-standard version" of the intrinsic geometry introduced by Bögelein and Duzaar [5] . However, the proof in [7] strongly depended on the assumption that p(x, t) ≥ 2. The major difficulty in our subquadratic case is that the parabolic cylinder studied in [5, 7] cannot directly apply to the subquadratic case, since Q instead to deal with our subquadratic case. We also remark that as pointed out by Kopaliani [14] , the strong maximal functions are not bounded in L p (·) unless p(·) ≡ constant. As a consequence, we have to estimate the strong maximal functions in the usual Lebesgue spaces in the proof. This paper is organized as follows. We state the main result in §2. In §3, we provide some preliminary material, while in §4 we construct the testing function for the parabolic system. In §5 we give the proof of the Caccioppoli inequality. §6 is devoted to the proof of the reverse Hölder inequality under an additional assumption. Finally, in §7, we follow with the arguments as [7, §9] and [5, §7] to obtain the higher integrability of very weak solutions. Since the argument is standard, we only sketch the proof in this section.
Statement of the Main Result
In the following Ω will denote a bounded domain in R n with n ≥ 2 and Ω T = Ω×(0, T ) ⊂ R n+1 , T > 0 will be the space-time cylinder. We denote by Du the differentiation with respect to the space variables, while ∂ t u stands for the time derivative. Points in R n+1 will be denoted by z = (x, t). We shall use the parabolic cylinders of the form Q ̺ (z 0 ) = B ̺ (x 0 ) × (t 0 − ̺ 2 , t 0 + ̺ 2 ) where B ̺ (x 0 ) = {x ∈ R n : |x − x 0 | ≤ ̺}. We consider degenerate parabolic systems of the following type for any z ∈ Ω T , ξ ∈ R nN . Here, F : Ω T → R nN with |F| p(·) ∈ L 1 (Ω T ) and 0 < ν < L are fixed structural parameters. For the exponent function p :
, 2] we assume that it is continuous with a moduls of continuity ω : Ω T → [0, 1]. More precisely, we assume that
holds for any z, z 1 , z 2 ∈ Ω T and some 2n n+2 < γ 1 ≤ 2. Since our estimates are of local nature, it is not restrictive to assume a lower bound for p(·). As usual, the parabolic distance d P is given by
The modulus of continuity ω is assumed to be a concave, non-decreasing function satisfying the following weak logarithmic continuity condition: 
Throughout the paper, unless otherwise stated, we denote by c the constant depends only on n, N, L, ν and γ 1 .
is a very weak solution to the parabolic system (2.1) with deficit ε if and only if
The following theorem is our main result. 
and ε ∈ (0, ε 0 ], then for any parabolic cylinder Q 2r (z 0 ) ⊆ Ω T with r ∈ (0, r 0 ] there holds
Preliminary material and notation preliminary
For a point z 0 = (x 0 , t 0 ) ∈ R n+1 and parameters ̺ > 0, λ > 0, we define the scaled cylinder Q (λ)
Here, by parabolic cylinder we mean that Q is a cylinder of the form B × Λ where B is a ball in R n and Λ ⊂ R is an interval. To simplify the notations, we write f G instead of G f dz for any subset G ⊂ R n+1 . We will use the following iteration lemma, which is a standard tool and can be found in [10] . 
Next, we state Gagliardo-Nirenberg's inequality in a form which shall be convenient for our purposes later.
We now reformulate the parabolic system (2.5) in its Steklov form as follows: 
where the constant c depends only on n, N, L and γ 1 .
Construction of the test function test function
In this section, we will construct a suitable testing function for the weak form (2.5) of the parabolic system. To this aim we fix a cylinder Q (6) . In the following, we will write B (k) for the projection of Q (k) in x direction and Λ (k) for the projection of Q (k) in t direction for k ∈ {0, · · · , 6}. Denoting by p 1 and p 2 the minimum and maximum of p(·) over the cylinder Q (6) , i.e. (6) p(·) and p 2 = sup Q (6) p(·), and taking into account that p(·) ≤ 2 and that ω is concave, we find that
This shows that the oscillation of p(z) on the parabolic cylinder can be determined by the length of the time interval. Therefore, by (4.1), the concavity of ω and assumption (2.4), we have that
This proves that the quantity ̺ −(p 2 −p 1 ) can be bounded by a universal constant. Next, we are looking for a similar result for λ. Throughout this paper, we shall assume that
holds true. Then, writing p 0 = p(z 0 ) as usual and using the fact that
and assumption (2.6), we see from (4.3) that
. This leads to the following upper bound for λ:
. This together with (4.1) and (4.2) implies that for
, there holds
where the constant c depends on γ 1 , n and L.
On the other hand, we can restrict the radius of the parabolic cylinder so small that p 2 − 1 can be bounded by p 1 q for some constantq > 1. This can be achieved by the following argument. We fix a constantq with 1 <q < 2 and choose ̺ 0 so small that ω(4̺ 0 )
The estimates (4.2), (4.5) and (4.6) will be frequently used throughout the paper.
Since the solution itself is not an admissible testing function, the test function will be constructed as an Whitney extension of the solution from a good set to the whole domain Ω T . We proceed to construct this good set E(λ 1 ) as follows: For λ 1 ≥ 1 we denote the lower level set of the maximal function
.
If E(λ 1 ) = ∅, we have by the Lq (1−ε) -boundedness of the strong maximal function that
and c E is a constant depend on n and γ 1 . For λ 1 > c Eλ , this leads to a contradiction. Therefore, we conclude that E(λ 1 ) is nonempty for λ 1 ≥ c Eλ . We also note that the set E(λ 1 ) is bounded and closed. Therefore, for any
. This motivates us to establish the following Lemma.
and define
Then for any z
≤ c with the constant c depends on γ 1 , n, α and L.
Proof. We first observe that since p(·) ≤ 2 and λ, λ 1 ≥ 1 we have
where we also used the concavity of ω. Since
, we use Chebyshev inequality and the boundedness of the strong maximal functions to obtain
, with the obvious meaning of A. This implies the following upper bound for λ 1 :
To estimate the lower bound for
Together with (4.8) this shows that lambda1-pre lambda1-pre (4.9)
Next, we estimate A as follows:
where we have used the facts that
≤ c which follows from (4.2) and (4.5). Inserting the bound for A into (4.9) and taking into account that
2) and (4.5)) we end up with λ
This finishes the proof of the lemma.
To construct our test function, we need the following version of the Whitney decomposition theorem for non-uniformly parabolic cylinders.
Whitney Lemma 4.2. There exist Whitney-type cylinders
, having the following properties: 
From Lemma 4.1, the proof of Lemma 4.2 follows with the same arguments as [7, Lemma 4.2] and the details are left to the reader. Subordinate to the cylinders Q i , we can construct a partition of unity as stated in the following lemma. 
where the constant c only depends on n, L and γ 1 .
We now use the Lipschitz truncation method to construct the test function as desired. For i ∈ N, we define I(i) := { j ∈ N : supp ψ j ∩ supp ψ i ∅} and by #I(i) we denote the number of elements in I(i). From Lemma 4.2 (ii), we know that #I(i) ≤ c(n, L, γ 1 ) for any i ∈ N. Furthermore, for i ∈ N we define the enlarged cylinder
It follows that supp(ηζ) ⊂ Q (3) 
∅ and consequently supp ψ i ∩ Q (3) ∅. For this reason we are mainly interested in getting estimates on such cylinders and we have to introduce some more notation. We set
and note that 2) . Furthermore, we need to consider the set Θ := i ∈ N : supp ψ i ∩ S 1 ∅ and we decompose the set Θ as follows:
We find that if i ∈ Θ 1 and 9λ
. While if i ∈ Θ 2 then there holds r 
Caccioppoli type inequality ioppoli inequality
In this section, we will prove the Caccioppoli inequality for very weak solutions to (2.1). The proof of the Caccioppoli inequality will be one of the main difficulties in proving the higher integrability for very weak solutions. Since the solution multiplied by a cut-off function cannot be used as a testing function, we will use the functionṽ, constructed in (4.11) instead.
To simplify the notation, we denote
We 
In the case i ∈ Θ there holds,
and
Moreover, in the case i ∈ Θ 1 there holds, 
The constants c in the above estimates depend only on n, N, L and γ 1 . This is a standard result which can be proved by the method in [7, section 6] and no proof will be given here.
Next, we study the Lipschitz continuity ofṽ on B (4) × S 1 . This property will be essential in the proof of the Caccioppoli inequality, since it ensures thatṽ is an admissible testing function for the parabolic system. For simplicity of notation, we let Q (4) . For any fixed z 1 , z 1 ∈ Q (6) , we first observe that
since p(z) ≤ 2 and λ 1 ≥ 1. On the other hand, since λ
for any z 1 , z 1 ∈ Q (6) . Hence, d z and d P are equivalent for any z ∈ Q (4) . 
where Q r (z w ) = B r (x w ) × (t w − r 2 , t w + r 2 ). We are going to show that T r (w) is bounded independent of z w and r. To this aim we shall distinguish between the following four cases: 
From the above inequality and the definition ofṽ, we use Lemma 4.3 to conclude that
Keeping the estimate in mind, we apply Lemma 5.1 (5.4) to find that in the case i ∈ Θ 1 , 1st case 1st case (5.12)
In the case i ∈ Θ 2 , we have r
where the constant A depends on n, λ 1 , p 1 , p 2 , ̺ 1 and ̺ 2 . It follows that 2nd case
The upper bounds in (5.12) and (5.13) are independent of z w and r and this proves the Lemma in the first case. We now turn our attention to the second case. Since z ∈ Q 1 4 ∩ Q r (z w ) then it is easy to check that |Q r (z w ) ∩ Q with the obvious meaning of T 1 and T 2 . To estimate T 2 , we apply the arguments in the spirit of the proof of [4, Lemma 5.11] . Similarly to there, we construct a weight functionη ∈ C ∞ 0 (B r (x w ) ∩ B (4) ) satisfyingη ≥ 0, vη(t 2 ) − vη(t 1 )
with the obvious meaning of T (1) 2 and T
2 . In order to estimate T
2 , we fix a point z ′ w ∈ 2Q r (z w ) ∩ E(λ 1 ). Then we have
3rd case 3rd case (5.14)
We now proceed to estimate T
2 . Since r < 1 3
. Then we apply Steklov formula (3.1) with ϕ = ηη, and obtain for h > 0 and
Letting h ↓ 0 and using assumption (2.2) we observe that
To estimate the right hand side of the above estimate, we have |D(ηη)| ≤ cµλ
Using these estimates we find that
where the constant B depends on n, λ, λ 1 , p 1 , p 2 , ̺ 1 and ̺ 2 . This implies that 
2 ≤ B(n, λ, λ 1 , p 1 , p 2 , ̺ 1 , ̺ 2 ). The next task is now to estimate T 1 . Recalling that from the proof of the first case, we actually proved that for any i ∈ Θ with 2Q i ∩(Q 1 4 ∩Q r (z w )) ∅,
Notice that suppv ⊂ Q (3) , then we use the estimate above to obtain
where the constant A 1 is independent of z w and r. Now we proceed to estimate T 1 by using the geometric properties of Whitney cylinders. Let w 1 and w 2 be two points in 2Q r (z w ) satisfying w 1 ∈ 2Q i ∩ 2Q r (z w ) and w 2 ∈ 2Q r (z w ) ∩ E(λ 1 ). Then we use (5.10) to obtain
From Lemma 4.2 (v), we see thatĉ > 4. This implies that r i ≤ c(p 1 , λ 1 )r. Then we conclude that there exists a constant A 2 independent of z w and r such that for any i ∈ Θ with
. Then we can further estimate 5th case 5th case (5.16)
Combining the estimates (5.14), (5.15) and (5.16), we arrive at 6th case 6th case (5.17)
and this proves the Lemma in the second case. Finally we come to the third and fourth case. We first observe that in both cases we obtain |Q
which proves (5.17) in the third and fourth case and the proof of Lemma 5.2 is complete. Now, we state our Caccioppoli type inequality as follows: 
Then, for ̺ 1 = ̺ and ̺ 2 = 16̺ we have
In any cases, the constants c depend only on n, ν, L and γ 1 .
Proof. From Lemma 5.2, the functionṽ(·, τ) is a Lipschitz function for any fixed τ ∈ S 1 . We fix t ∈ Λ (1) . Let t 1 ∈ S 1 \Λ (1) with t 1 < t and 0 < δ ≪ 1. In the Steklov formula (3.1) we now choose ϕ(·, τ) = η(·)χ δ (τ)[ṽ] h (·, τ) as a test function, where
to infer that
for any τ ∈ S 1 . For the first term on the left hand side we compute
Integrating over B (4) × (t 1 , t) and using [6, Lemma 2.10] we write where
Our next aim is to determine the limitation of S 1 (δ, h), S 2 (δ, h) and S 3 (δ, h) as δ, h ↓ 0. We first observe that S 1 (δ, h) = 0. To estimate S 2 (δ, h), we have
as δ, h ↓ 0 for a.e. t, t 1 . We now turn our attention to the estimate of S 3 (δ, h).
as h ↓ 0. Furthermore, we will ensure that
where F(z) is defined by
To this aim we define N h = {i ∈ N : h < r 2 i } and decompose the term under consideration as follows
with the obvious meaning of F 1 (z) and F 2 (z). In the case i ∈ Θ ∩ N h , we find that sup
|∂ tṽ |, which implies F 1 (z) ≤ F(z). Next, we may assume that h < (̺ 2 − ̺ 1 ) 2 . Then for any i ∈ Θ\N h we have i ∈ Θ 1 . Using the formula for the time derivative of Steklov averages and Lemma 5.2 (5.11) to find for i ∈ Θ\N h and z ∈ Q t ∩ Q i that 
where the constant C depends on n, λ 1 , λ, ̺ 1 , ̺ 2 , p 1 and p 2 , but independent of h. This shows that F(z) is an integrable function and we are allowed to use Lebesgue's dominated convergence theorem to obtain
We start with the estimate of II. We choose t 1 ∈ S 1 \Λ
(1) and t > t 1 such that
From Lemma 5.1 (5.1) and the fact that |v| ≤ c(u − u Q (1) ), we proceed to estimate II as follows
To deal with III, we use Lemma 5.1 (5.2) to obtain
Next, we integrating the remaining terms of (5.22) with respect to the time variable over (t 1 , t) and pass to the limit h ↓ 0 and δ ↓ 0. We decompose the domain of integration into the sets Q (4) \E(λ 1 ) and E(λ 1 ) to obtain
We now use the growth condition (2.2) and Lemma 5.1 (5.3) to conclude that
which is bounded uniformly with respect to t ∈ Λ (1) . From the estimates above, we conclude that
for a.e. t ∈ Λ (1) . On the other hand we need to estimate the lower bound for (5.25). We first observe from Lemma 5.1 (5.8) that
and the estimate (5.25) can be rewritten as
iiv iiv (5.26)
We multiply both sides by λ 
with the obvious meaning of V I, V II and V III. Sinceλ ≥ λ, it follows that V III ≤ cµs
Next, we use the assumption (5.19), Fubini theorem and the boundedness of strong maximal functions to infer that
To estimate V I, we note that D(vη)(x, t) = η 2 (x)Du(x, t) + v(x, t)Dη(x) for any t ∈ S 1 . Using the ellipticity and growth conditions (2.2), we obtain
with the obvious meaning of IV 1 , IV 2 and IV 3 . We first observe from the definition of m Q (4) 
for some 0 < ε 1 < 1 to be determined later. For the estimate on E, we have
. Then we use (4.10) and (5.19 ) to obtain
Summing these two estimates and multiply ε ε 1 on both sides, we find that
From the assumption (5.18) and we can choose ε 1 small enough to reabsorb the term cε 1 λ 1−ε |Q (4) | to the left hand side. Then the term IV 1 can be bounded from below,
dz.
Now we come to the estimate of IV 3 . We observe from Young's inequality with r = p(z)(1 − ε) and r (1−ε) .
Combining this estimate with the assumption (5.19) and the definition of m Q (4) (z), we obtain (1 + |F|) p(·) (1−ε) dz, which proves the theorem.
Reverse-Hölder type inequality
This section is intended to prove the reverse Hölder inequality under an additional assumption. Firstly, it is necessary to establish an estimate for the lower order terms which play a crucial role in the proof of the main result in this section. Proof. We define the exponentp 1 := p 1 (2 − 4ε)/(2 − εp 1 ) as in the proof of [7, Proposition 7 .1] and we want to apply Gagliardo-Nirenberg's inequality from Lemma 3.2 with (2, q, r, θ) replaced by (2,p 1 , 2(1 −ε),p 1 /2). This will be allowed, once we can ensure that 2/p 1 ≤ 1 + 2(1 − ε)/n holds true. In order to check this condition, we introduce a function Φ n,γ 1 (ε) = γ 1 (2 − 4ε) 2 − εγ 1 − 2n n + 2 − 2ε and observe that the function Φ n,γ 1 (ε) is continuous on the interval (0, 1/2). Notice that Φ n,γ 1 (0) > 0, since γ 1 > 2n/(n + 2). Then there exists a constant ε 0 = ε 0 (n, γ 1 ) such that for any ε with 0 < ε < ε 0 , there holds Φ n,γ 1 (ε) > 0. From this we deduce that
which implies 2/p 1 ≤ 1 + 2(1 − ε)/n. We set ̺ 
λ are the radius of B (1) and B (2) respectively. Applying Lemma 3.2 with (2, q, r, θ) replaced by (2,p 1 , 2 − 2ε,p 1 /2) slice-wise to (u − u Q (1) )(·, t) we obtain φ(̺ 1 ) = Q (1) u − u Q (1) ̺ ( Next, we consider the estimate for III. It is easily to check that
