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2Abstract
Background: It has been difficult to demonstrate circadian rhythm in the two parameters of heart rate 
turbulence, turbulence onset (TO) and turbulence slope (TS). 
Objective: To devise a new method for detecting circadian rhythm in noisy data, and apply it to 
selected Holter recordings from two post­myocardial infarction databases, Cardiac Arrhythmia 
Suppression Trial (CAST, n=684) and Innovative Stratification of Arrhythmic Risk (ISAR, n=327). 
Methods: For each patient, TS and TO were calculated for each hour with >4 VPCs. An 
autocorrelation function Corr(∆t) = <TS(t) TS(t+∆t)> was then calculated, and averaged over all 
patients. Positive Corr(∆t) indicates that TS at a given hour and ∆t hours later are similar. TO was 
treated likewise. Simulations and mathematical analysis showed that circadian rhythm required Corr(∆
t) to have a U­shape consisting of positive values near ∆t=0 and 23, and negative values for 
intermediate ∆t. Significant deviation of Corr(∆t) from the correlator function of pure noise was 
evaluated as a chi­squared value.
Results: Circadian patterns were not apparent in hourly averages of TS and TO plotted against clock 
time, which had large error bars. Their correlator functions, however, produced chi­squared values of 
~10 in CAST (both p<0.0001) and ~3 in ISAR (both p<0.0001), indicating presence of circadian 
rhythmicity.
Conclusion: Correlator functions may be a powerful tool for detecting presence of circadian rhythms 
in noisy data, even with recordings limited to 24 hours.
Key words: heart rate turbulence, autocorrelation, circadian rhythm, statistical analysis 
3Abbreviations:
HRT: heart rate turbulence
TO: turbulence onset
TS: turbulence slope
VPC: ventricular premature contraction
CAST: Cardiac Arrhythmia Suppression Trial 
ISAR: Innovative Stratification of Arrhythmic Risk trial
4Introduction
The goal of our study was to demonstrate presence of a circadian rhythm in heart rate 
turbulence (HRT), a risk stratifier for mortality in patients after myocardial infarction (1­3). The 
phenomenon refers to the baroreflex­based oscillation in heart rate seen immediately following a 
ventricular premature contraction (VPC), namely, a brief acceleration followed by a deceleration that 
overshoots baseline, then returns to baseline within approximately 20 beats. Two parameters measured 
from 24 hour electrocardiographic (Holter) records are used to characterize HRT: turbulence onset 
(TO) and turbulence slope (TS), which quantify the heart rate acceleration and deceleration, 
respectively. Myocardial infarction patients with reduced HRT (TO>0%, TS<2.5 ms per beat) are at 
high risk for death (1,2) and sudden cardiac arrest (4,5). We wanted to demonstrate a circadian rhythm 
for two reasons. One was to determine the possibility of assessing a patient's HRT from 
electrocardiograms recorded during a selected time of day, rather than over the conventional 24 hours. 
The second was to confirm the influence of autonomic tone on HRT. During sleep, there is generally 
sympathetic withdrawal and increase of vagal tone. If HRT is predominantly under vagal control as a 
study using atropine suggests (6), then HRT should be greater during sleep.
HRT relies on presence of VPCs for measurement. Therefore, we could not use young 
healthy volunteers whose autonomic function is better for our study, because they have too few 
spontaneous VPCs to allow a study of circadian pattern of HRT. However, demonstrating a circadian 
rhythm in HRT using data from patients with prior myocardial infarction using conventional methods 
as we did here, also proved to be difficult. Circadian patterns in HRT were equivocal because of large 
error bars. A major reason for this is the commonly seen uneven distribution of VPC occurrence over 
the day, which contributes doubly to noise: because of gaps in some hours in some patients, and 
because TS is known to decrease in value as greater numbers of VPCs are averaged for its calculation 
(7).
Studies in the literature commonly try to demonstrate presence of circadian rhythm by 
showing a plot of the hourly population average of a variable over 24 hours (hereafter referred to as a 
5pattern plot) and rely on visual inspection to persuade the reader that a pattern exists, or by selecting 2 
or more segments from the 24 hours and comparing their values statistically. The former method is 
qualitative and is not persuasive when the data is noisy. The latter technique is open to abuse, because 
one has the freedom to choose the beginning and end of the time segments in order to enhance the 
statistical outcome. In this paper we show that the mathematical concept of autocorrelation functions 
(correlator functions) can be applied to find evidence of circadian rhythm in noisy data. 
Materials and Methods 
Databases
All results in text and figures are presented as mean ± s.e.m. Two databases were used, the 
Cardiac Arrhythmia Suppression Trial (CAST) which enrolled myocardial infarction patients from 
1987 ~1989 (8), and Innovative Stratification of Arrhythmic Risk (ISAR), which enrolled myocardial 
infarction patients from 1996 ~2000 (2). The CAST data were studied because frequent VPCs (an 
average of 6 or more per hour on Holter monitoring) was a requisite to enrolment. The ISAR data were 
studied because they represented a population receiving myocardial infarction treatment considered 
optimal today. Qualifying pre­drug treatment Holter records of 751 patients in the CAST database were 
considered. Qualifying records were defined as being greater than 18 hours in duration, containing 
more than 15 VPCs, and excluded atrial fibrillation and paced rhythms (9). Of these records, there were 
684 records with at least 25 usable VPCs, where usable is defined in the next section. All CAST 
analyses are based on these 684 records. Patients from the ISAR database (n=1455) with at least 25 
usable VPCs in their Holter records were selected. All ISAR analyses are based on these 327 records.
Calculation of HRT parameters TS and TO
TS and TO were calculated in the standard way (1). Briefly, the 16 RR intervals flanking 
each VPC were extracted as a row of values and aligned such that the VPC coupling interval was in the 
third column. Each column was averaged to give an average HRT response profile. TS was defined as 
6the steepest slope over 5 consecutive RR intervals of the rising portion of the HRT response profile. 
TO was defined as the difference between the two RR intervals preceding the VPC coupling interval 
and the two succeeding the compensatory pause, expressed as a percentage of the former.  Criteria for 
selection of VPCs were: i) VPCs had to be classified as such, ii) VPCs had to be preceded by and 
followed by a minimum of 12 normal beats, where normal was defined as RR interval <2000 ms and 
classified as normal, iii) VPC coupling interval was at least 100 ms shorter than the RR interval 
preceding the VPC, iv) compensatory pause was at least 100 ms longer than the RR interval preceding 
the VPC. These VPCs were called usable VPCs. Only hours with at least 5 usable VPCs were included 
in circadian analysis of HRT parameters. Hours are denoted in 24 hour clock time, e.g., the interval 3 
to 4 PM was called hour 15. TS >2.5 ms/beat and TO < 0% were considered normal.
Calculation of Correlator Function Specific to this Study
We describe the method for calculating correlator functions using the example of TS, 
although the same method was applied to other parameters. For a single patient we calculate the 
covariance between the values of TS at different times: 
CTS(∆hr ) = 
1
hrs
∑
hr
(TS(hr) – TS ) (TS(hr + ∆hr) ­TS )
where hrs is the number of hours for which there were at least 5 VPCs in both hour hr and in hour (hr 
+ ∆hr).  We did not wrap our times around at 24 hours: hr + ∆hr is always a later time in the patient's 
record than hr. Only integer values of ∆hr were considered. TS for a patient at hour hr is denoted 
TS(hr), and the mean of the TS over all the hours that contained at least 5 VPCs is denoted TS . 
The covariance functions of the patients were averaged to produce a population correlator function:
)(TS hrC ∆ =  pts
1 ∑
pt
CTS(∆hr )
The errors on the correlator function were obtained by the bootstrap method (10,11): the calculation 
was repeated for 100 different resamplings of the full set of patients, yielding a mean and s.e.m. for 
7each value of the correlator function. To evaluate whether a given correlator function C[t] was 
significantly different from the no­rhythm value C0 (C[0]­C[])/24 (see Appendix), and therefore 
indicative of a circadian rhythm, we calculated a chi­squared to quantify its deviation,
= ∑
 t=1
23  C [ t ]−C0Csem [ t ] 
2
where Csem[∆t] is the standard error of C[∆t], and we do not include t=0 in the sum. If this chi­
squared (with 23 degrees of freedom) is significantly large, then we reject the hypothesis that the data 
is pure noise, and infer a circadian rhythm. 
The criteria for demonstrating a circadian rhythm were that the correlator function had to 
be significantly different from this null­hypothesis (“no­rhythm”) value, and had to have a U­shape 
consisting of positive values at t ≅ 0 and 24 hours and negative values at some intermediate t. To 
understand why we use this criterion, imagine a patient whose TS shows a circadian rhythm such that 
his TS is lower in the daytime, and higher during sleep. The correlator function at t = 24 will be 
positive, because it is the deviation of TS at a given time from the mean, multiplied by the deviation of 
TS from the mean 24 hours later. E.g., (TS(t)­TSmean) x (TS(t+24)­TSmean) is positive because if we 
choose t during sleep, say at 3 AM, TS is greater than the mean, as will be TS at 3 AM the next day, so 
(TS(t)­TSmean) and (TS(t+24)­TSmean) are both positive, and their product is positive.  If we choose t 
during the day, say at noon,  TS is below the mean, as will be TS at noon the next day, so (TS(t)­
TSmean) and (TS(t+24)­TSmean) will both be negative, but their product will again be positive. On the 
other hand, the correlator at t=12 will likely be negative, because if TS is greater than the mean at a 
given time, it will tend to be less than the mean twelve hours later: (TS(t)­TSmean) > 0 and (TS(t+12)­
TSmean) < 0, and their product will be negative. The same is true if TS is smaller than the mean at a 
given time. It will tend to be greater than the mean twelve hours later, so (TS(t)­TSmean) < 0 and 
(TS(t+12)­TSmean) > 0, and their product will be negative. More technical rationale for using these 
criteria is elaborated upon in the Appendix.
8Results
Demographics
Patient characteristics for the full CAST and ISAR databases are described elsewhere 
(9,2). For the subset of 684 CAST patients in this study, mean age was 61.0 ± 0.4, 18% were female, 
22% were diabetic, 42% had a history of myocardial infarction prior to the index infarction, left 
ventricular ejection fraction was 37.0 ± 0.4%, and 31% had received thrombolysis. The percentage of 
patients on diuretics was 33%, beta blockers 34%, aspirin 71%. There were 359 and 141 patients in 
whom TS and TO were both normal or both abnormal, respectively. For the subset of 327 ISAR 
patients in this study, mean age was 62 ± 0.6, 23% were female, 22% were diabetic, 22% had a history 
of myocardial infarction prior to the index infarction, left ventricular ejection fraction was 49.0 ± 0.9%. 
Seven % had received thrombolysis, and 86%, percutaneous coronary intervention. The percentage of 
patients on ACE inhibitors was 89%, diuretics 44%, beta blockers 89%, aspirin 97%, statins 83%. 
There were 150 and 47 patients in whom TS and TO were both normal or both abnormal, respectively. 
Circadian rhythm in heart rate and VPC frequency
Heart rate was assessed by the RR interval (time interval between electrocardiographic 
QRS peaks). The mean RR interval over the day was shorter in CAST than in ISAR (808 ± 58.8 vs. 904 
± 8.3 ms), but the circadian pattern in RR interval was obvious on inspection for both datasets (Figure 
1, top left). RR intervals preceding the VPCs were shorter than the RR interval for normal sinus beats 
(difference 4.4 ms, p=0.03 in CAST, difference 21.8 ms, p<0.0001 in ISAR), especially during the 
night hours. The RR interval correlator functions of the two datasets both had a U shape that crossed 
the correlation = 0 line at ∆hr=5, reached a minimum near ∆hr=11, and returned to positive values as ∆
hr approached 24 (Figure 1 top right). Comparing the measured correlators with the no­rhythm value 
(­72 for CAST, ­80 for ISAR) gave a very large chi­squared/degree of freedom (178 for CAST, 60 for 
ISAR, both p<0.0001) indicating presence of circadian rhythm.
There were a total of 208,774 usable VPCs in CAST. VPC count/patient was 305.2 ± 
910.0, median 225, range 24~2058. VPC count/patient/hour was 13.8 ± 0.4, median 10, range 0~86. In 
the ISAR data, there were a total of 50,560 usable VPCs. VPC count/patient was 185.9 ± 11.4, median 
124, range 20~1295. VPC count/patient/hour was 9.1 ± 0.5, median 6.1, range 0~56. Thus, usable VPC 
count over the day and per hour was approximately 60% higher in CAST. The pattern plots of VPC 
frequency showed some indication of circadian variation, much weaker than in the RR interval data, 
for both CAST and ISAR (Figure 1 bottom left). However, the correlator functions had the U­shape 
that is characteristic of circadian rhythm (Figure 1 bottom right). Comparing the measured correlators 
with the no­rhythm value (­3 for CAST, ­2 for ISAR)  gave a very large chi­squared/degree of freedom 
(482 for CAST, 138 for ISAR, both p<0.0001), indicating presence of circadian rhythm. 
Circadian rhythm in HRT parameters
In CAST, the pattern plot of TS but not TO was suggestive of circadian variability (Figure 
2, left panels). TS was higher than the average value of 5.21 in the hours 20~7, and lower in most of 
the remaining hours.  TO fluctuated about the average value of ­1.27. However the correlators gave a 
much clearer signal: both the TS and TO correlator functions had a U­shape, indicating circadian 
rhythm (Figure 2, right panels). The deviation from the no­rhythm value was highly significant, with a 
chi­squared/degree of freedom of 10.0 and 11.3 (both p<0.0001) respectively for TS and TO. In ISAR, 
both the pattern plots of TS and TO had large error bars and appeared to be random (Figure 3, left 
panels). Their correlator functions had an approximately U­shape, but the large error bars at late t 
made it difficult to conclude that the last few values were above the no­rhythm line (Figure 3, right 
panels). Nevertheless, the deviation from the no­rhythm line was highly significant, with a chi­
squared/degree of freedom of 3.4 and 3.0 (both p<0.0001) respectively for TS and TO, giving 
quantitative evidence of circadian rhythmicity.
Heart rate and HRT
TS has been shown to depend on heart rate both across (12,13) and within individuals 
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(14). Therefore, we calculated the linear regression between the 24 mean values of RR and HRT 
parameters. We found a positive correlation between RR and TS in CAST (r2=0.64, p<10­5) but not in 
ISAR (r2=0.04, p=0.3). We found no correlation between the hourly averages of RR and TO in CAST 
(r2=0.05, p=0.3) or ISAR (r2=0.1, p=0.1). We next calculated TS values normalized to a heart rate of 75 
as suggested by Hallstrom et al (7) for each hour in CAST. The correlator function for normalized and 
non­normalized TS was essentially the same. It crossed the correlation = 0 line at ∆hr=4, had a 
minimum at ∆hr=12, and showed the same rise to positive values at the end.
A cross­correlator function can be calculated similarly to the correlator function to test for 
phase differences between parameters. Because a study by Burgess et al (15) found that respiratory 
sinus arrhythmia, a measure of parasympathetic activity, began to increase 2 hours before sleep onset, 
and changes in it lagged changes in core body temperature by 5 hours, we tested for phase differences 
in our study parameters in patients with normal HRT in CAST. The peak correlation for both TS and 
TO with RR occurred at ∆hr=0, negating the likelihood of any phase difference between HRT and RR.
The TO­RR correlator showed an inverted U shape, indicating that TO tends to be low when RR is 
high, and vice versa.
Influence of beta­blocker usage
In CAST, the 273 patients on beta blockers had slower heart rate, fewer VPCs, better TS 
(6.1 ± 0.5 vs 4.8 ± 0.3), and better TO (­1.6 ± 0.2 vs ­1.1 ± 0.1), compared to the 564 patients not 
receiving beta­blockers. The pattern plots of RR interval, VPC count, TS, and TO in patients receiving 
beta­blockers did not suggest that beta­blocker usage blunted circadian variability, except that the 
difference between maximum and minimum RR interval was smaller for patients on beta­blockers. 
Patients on beta blockers showed a very slightly more U­like shape of their TS correlator function 
(lower nadir, earlier return to positive values). TO correlator functions were similar for patients on and 
not on beta­blockers.
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Discussion
We had expected that HRT would show a clear circadian pattern because of its close relation to heart 
rate variability, a phenomenon known to exhibit a circadian pattern (16­18). HRT parameters are 
weakly but significantly correlated with heart rate variability parameters (4,13,19­21), and in statistical 
analyses that include both HRT and heart rate variability as risk predictors, the two are rarely 
independent of each other (1,2,4). However, we were only able to show persuasive evidence of a 
circadian rhythm in HRT by calculating correlator functions. This suggests that a circadian pattern 
cannot be used to select optimal hours for measuring HRT in patients with a history of myocardial 
infarction. We propose two reasons for the similarity between day and night HRT values. One is the 
lower VPC count during sleep due to the sleep process (22,23) and lower heart rate (24), which leads to 
less reliable HRT values during night hours. The second is that in some patients, VPCs are associated 
with increased sympathetic tone (25). If in a subset of patients, VPCs tend to accompany transient 
increases in sympathetic tone, then, a study of HRT necessarily selects periods during the night when 
sympathetic tone is elevated.  Such periods would not be representative of average night­time 
autonomic tone in those patients. E.g., muscle sympathetic nerve activity matching daytime values are 
known to occur in REM sleep (26). In this study, we observed that night­time RR interval preceding 
VPCs were shorter than RR intervals of the surrounding hour, although they were not as short as 
daytime values. Comparing HRT induced by paced beats (12) with HRT following spontaneous VPCs 
over the night would be useful in testing this hypothesis. 
Previous studies of circadian rhythm in HRT
Hallstrom et al (7) used CAST data to present pattern plots of TS. They presented TS 
values from 12 two hour bins, both as raw values and as values normalized to a heart rate of 75. The 
plot of the raw values indicated that TS was low during the day when heart rate was high (hour 8~18), 
and high during the night when heart rate was low (hour 0~8) similar to our results. Normalized TS 
showed a reduced circadian rhythm. They concluded that the circadian pattern in TS was due to 
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dependence of TS on heart rate. The circadian pattern of TS was more distinct than ours, possibly due 
to different selection criteria of usable VPCs. The authors stated that TO was constant over the day. 
More recently, they presented pattern plots of heart rate­ and VPC count­ normalized TS for patients 
who died and those who didn't in CAST. A circadian pattern was clear in patients who died, and 
statistical analysis showed TS recorded from hours 8~18 was predictive of death (27). Another study 
analyzed data from 46 patients with ischemic heart disease and at least 100 VPCs on their Holter 
records. The authors compared median HRT values between three 4 hour time periods selected to 
represent morning, afternoon and night (28). They found that afternoon TS was lower than night TS, 
and that TO had no circadian variability. In contrast to these studies which found a circadian rhythm 
only in TS, we were able to demonstrate a circadian rhythm in TS normalized by heart rate and in TO 
as well. A fourth study reportedly found that HRT was more marked during sleep in young healthy 
people (29).
CAST­ ISAR difference
Why was circadian rhythm in HRT harder to demonstrate in ISAR than in CAST? 
Although there were twice as many patients in CAST leading to smaller error bars, the main reason is 
likely to be the 60% higher VPC count in CAST.  For each patient, the analysis ignored hours in which 
<5 VPCs were present, so the ISAR data had more gaps. In addition, although the conventionally 
recommended minimum VPC count for HRT calculation is 5 (3), TS values do not stabilize until VPC 
count is much higher (R. Schneider, unpublished data). Therefore, CAST should reflect changes in 
autonomic tone more accurately than ISAR.  
In alternative efforts to demonstrate circadian rhythm in ISAR pattern plots, we tried a bin 
size of two hours to increase the number of VPCs per bin, but this did not produce better pattern plots 
(data not shown). A recent study showed that only patients in whom TS and TO were both normal were 
able to manifest a change in TS before imminent ventricular tachyarrhythmia (30). One conclusion of 
that study was that patients with poor HRT have less variability of their HRT values. We therefore also 
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tried limiting patients to those in whom both HRT parameters were normal. However, the resulting 
correlator functions were essentially the same, but with larger error bars (data not shown). This is 
interesting because CAST patients who remained alive were shown to have less circadian variability of 
TS than patients who died, in the Hallstrom study (27) mentioned above.
A second difference between CAST and ISAR that may possibly affect the circadian 
pattern of HRT is that the Holter electrocardiograms in CAST were recorded at a range of times after 
myocardial infarction, including at home, while in ISAR, they were recorded within two weeks of 
myocardial infarction in a hospital setting. TO values may improve with time after myocardial 
infarction (31), although there is disagreement (32). If TO improves with time, some of the TO values 
may be better in CAST because of the later date of the Holter recording relative to their AMI. 
However, the proportion of patients with abnormal TO was very similar (23% in CAST and 19% in 
ISAR). It is also likely that in a hospital setting, patients sleep poorly at night and are less active during 
the day, leading to a more disturbed circadian pattern than that of patients whose Holter is recorded at 
home. The clean circadian pattern observed in heart rate in the ISAR data does not imply uninterrupted 
sleep, because the circadian pattern in heart rate is not altered by forced overnight wakefulness (15). 
A third possible reason for the difference between CAST and ISAR is that only 34% of 
CAST patients were on beta­blockers in contrast to 89% in ISAR.  I.e., it may be that beta­blockade 
reduces circadian variability. A study by Pitzalis suggests that beta­blockade reduces heart rate mostly 
during the day (33), thereby reducing day­night heart rate difference.  We compared patients on and 
not on beta­blockers in CAST. The difference between maximum and minimum RR interval of the 
pattern plot was smaller in the patients on beta­blockers. However, beta­blocker usage did not appear 
to blunt the circadian patterns of TS and TO, suggesting that beta­blocker usage per se was not 
responsible for the stronger circadian rhythm pattern in CAST. Instead, beta­blockade likely affects 
HRT values indirectly by reducing VPC frequency and heart rate. It should be noted that acute beta­
blockade did not affect HRT values in an induced HRT study (34), and that the effectiveness of HRT as 
a risk predictor has remained high despite increases in beta­blocker usage over the years. Finally, beta­
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blocker therapy has been shown to increase TS along with left ventricular ejection fraction in patients 
with congestive heart failure (35), demonstrating that beta­blockers can influence HRT. 
Question of heart rate dependence of HRT
Does HRT have an intrinsic circadian rhythm, or does it merely mirror circadian changes 
in heart rate? Although HRT is regularly described as depending on heart rate because of the 
correlation between them, correlation is not causation, and it seems rational to assume that both heart 
rate and HRT ultimately follow the circadian pattern of autonomic tone set by higher neural centres. 
Vagal outflow is the predominant determinant of heart rate, and appears to be the predominant 
determinant of HRT (6,34) as well. It is difficult to think of a physiological dependence of HRT on 
heart rate that is unrelated to their mutual dependence on baseline autonomic tone. There is, however, a 
dependence of HRT on heart rate because of the way TS is calculated (7). We therefore studied the 
correlator function of TS normalized by heart rate for CAST, but this did not change the correlator 
function. Having said that, elimination of circadian rhythm in HRT after normalization would not have 
proven lack of an intrinsic circadian rhythm in HRT. E.g., if body temperature had a circadian pattern 
roughly similar to heart rate, normalizing HRT by body temperature would also abolish the circadian 
pattern of HRT, without proving dependence or causation between them. In contrast to TS, TO values 
are normalized by heart rate by definition. Our results thus make clear that both parameters of HRT 
have a circadian rhythm beyond a first order correlation with heart rate.
Correlator function as a method for studying circadian rhythm
We found the correlator function to be a very sensitive detector of presence of circadian 
rhythm, in variables where the rhythm was nearly invisible in the simple pattern plot. We believe the 
correlator function is powerful because of its insensitivity to differences in baseline values between 
patients (the average is subtracted off separately for each patient) and because of its insensitivity to 
phase differences in the circadian patterns between patients (it depends only on time differences within 
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each patient's record, dispensing with the need to align data by moment of waking, say). It can be used 
for studying records with unknown start times, and for studying phase relations between two 
parameters, as we did in this study. The main disadvantage of the correlator function is that it does not 
specify what the actual circadian pattern is. Even when the correlator function indicates a strong 24 
hour cycle, it is possible that the phase and detailed shape of the cycle are variable between patients. 
Cosinor analysis is another quantitative and fine time scale method for studying circadian 
rhythm (18,36). It utilizes regression of 24 hour data onto a trigonometric function. We did not apply 
cosinor analysis because the RR interval pattern plot which showed the most obvious circadian rhythm 
was not sinusoidal, and because gaps in hours with usable VPCs made curve fitting difficult in 
individual patients. It would also have suffered from the same sensitivity to difference in sleep­wake 
phase and baseline values between individuals as pattern plots. 
We note that regardless of the method used, using a 24 hour record to assess a rhythm 
with a hypothesized 24 hour period is mathematically dubious, and is valid only under the assumption 
that the 24 hour record would approximately repeat itself if measured for a longer period. However, 24 
hour recordings have long been the norm in clinical cardiology. As we discuss in the Appendix, the 
correlator function becomes a much more powerful diagnostic indicator of circadian rhythms if longer 
recordings are used; even extending the recording by a few extra hours greatly increases its 
discriminatory power.
Appendix
  The criteria for demonstrating a circadian rhythm were that the correlator function had to 
be significantly different from the null­hypothesis (“no­rhythm”) value, and had to have a U­shape 
consisting of positive values at t ≅ 0 and 24 hours and negative values at some intermediate t. We 
illustrate the derivation of these criteria using data simulated from artificial circadian rhythms. The 
dataset of a variable V measured for times t (typically 0 to 23) from 100 patients (i=0 to 99), was 
generated according to:
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Vi(t) = A P(t) + ςs
where P(t) is the circadian rhythm, A is the amplitude, and noise ςs is a Gaussian­distributed random 
number with standard deviation s. We kept the circadian amplitude A and the function P(t) fixed from 
patient to patient for simplicity of presentation. To calculate the correlator function, with bootstrapping 
to obtain reliable 1σ error bars, we followed the procedure as described in Methods for TS.  
1. Correlator functions of periodic rhythms (Figure 4 top two rows)
A periodic rhythm produces a correlator function with positive values at t ≅ 0 and t ≅ 
period (and multiples of the period), and negative values significantly below the null­hypothesis value 
(see next section) at some intermediate times. This criterion reflects the fact that a circadian pattern 
will deviate from the mean in the same direction at times separated by 24 hours, but in opposite 
directions at smaller time separations (typically ∆hr  12 hours for a smooth circadian pattern). In the 
top row of Figure 4, we show a cosine function circadian rhythm P(t) with a 24 hour period, and the 
corresponding correlation function obtained after combining P(t) (amplitude A=2) with random noise
of standard deviation s=2. Positive correlations occur at ∆t  0 and ∆t  period, and negative 
correlations occur in between. In the middle row of Figure 4, we show that a circadian rhythm with a 
more irregular underlying pattern still gives a positive correlator at ∆t  24 hrs, and a dip to negative 
values at intermediate times. 
2. Calculating the null­hypothesis (no­rhythm) value
The top right panel of Figure 4 also shows a correlation function for pure noise of 
standard deviation s=2 (white squares). At t=0 we find Corr[0] s2. At later times one might expect 
the correlator to drop to zero because noise at different times is uncorrelated, but in fact it drops to a 
small negative value, C0 = ­s2/24. Roughly speaking, this is due to the finite number, i.e., 24, of data 
points used, and the fact that if the value of V at some time t is above the mean, then on average the 
other values have to be slightly below the mean and vice versa. In our ISAR and CAST data we do not 
know s2 a priori, but we can estimate it from the data. As the first two rows of Figure 4 show, as long 
as any underlying circadian rhythm is reasonably smooth, the noise always contributes s2 to Corr[0] 
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and a negligible amount to Corr[1], so we can estimate s2  Corr[0]­Corr[1], so the no­rhythm line (the 
null hypothesis value) is at about ­(Corr[0]­Corr[1])/T for a recording of length T hours. This estimate 
of the null­hypothesis value is shown as a dashed line in Figures 2 and 3. In Figure 1, the no­rhythm 
lines were not shown, because they were indistinguishable from the correlation = 0 line for the y axis 
scale used.
3. The effect of recording length (Figure 4 bottom row)
In Figure 4, as well as in our data (Figures 2 and 3), the error bars on the correlators 
become larger as t increases. This is because at t=1, there are 23 possible contributions <V(0)V(1)>, 
..., <V(22)V(23)>, to the correlator function, but this number drops as t increases to 23, where there is 
only one contribution, <V(0)V(23)>, and a smaller number of measurements leads to a larger standard 
error of estimate. This increase in the error bars as t approaches the duration T of the recording means 
that in a 24 hour recording, it can be hard to show that the correlator returns to positive values at 
t24, which is a signature of a circadian rhythm. This is illustrated in the bottom row of Figure 4. The 
left panel shows the correlator for simulated data with a cosine rhythm with lower amplitude A=1, 
while the noise has the same standard deviation s=2 as in the rest of Figure 4. The return to positive 
values at  t 24 is obscured by noise. In the bottom right panel we show the correlator obtained from 
a simulation of longer duration T=36 hours. The positivity of the correlator at t 24 becomes much 
clearer.
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Figure Legends
Figure 1. Circadian rhythm in heart rate and VPC frequency for CAST and ISAR patients.
Top left: Pattern plot of RR interval. Top right: Correlator function for RR interval. Bottom left: 
Pattern plot of VPC count/hr. Bottom right: Correlator function for VPC count/hr. Filled circles: CAST 
(n=684); unfilled circles: ISAR (n=327). Plots display mean ± s.e.m.
Figure 2. Circadian rhythm in heart rate turbulence parameters for CAST patients (n=684).
(a) Pattern plot of TS. (b) Correlator function for TS. (c) Pattern plot of TO. (d) Correlator function for 
TO. Plots display mean ± s.e.m. Dashed line shows expected correlator function at t>0 if there were 
no circadian rhythm. The TS pattern plot displays a circadian rhythm, the TO pattern plot does not. 
However, the correlator functions of both strongly suggest presence of a circadian rhythm. 
Figure 3. Circadian rhythm in heart rate turbulence parameters for ISAR patients (n=327).
(a) Pattern plot of TS. (b) Correlator function for TS. (c) Pattern plot of TO. (d) Correlator function for 
TO. Plots display mean ± s.e.m. Dashed line shows expected correlator function if there were no 
circadian rhythm. Neither of the pattern plots display a circadian rhythm. The correlator functions 
suggest presence of a circadian rhythm, but the size of the error bars increases with t. 
Figure 4. Simulated correlator functions. Plots display mean ± s.e.m. First two rows: Correlation 
functions for artificially generated 24­hour data samples, showing underlying circadian pattern P(t) 
(left panels) and resultant correlator function (right panels). In each case the rhythm is multiplied by 
amplitude factor A=2 and combined with noise of standard deviation s=2.  Top row: cosine circadian 
rhythm P(t)=cos(2t/24) (filled symbols) and no rhythm P(t)=0 (unfilled symbols). Middle row: less 
regular circadian rhythm. Dashed lines shows expected correlator function at t>0 if there were no 
circadian rhythm.  Bottom row: Correlator functions for artificially generated data consisting of 24­
hour cosine circadian rhythm of amplitude A=1 combined with noise of standard deviation s=2. Left 
panel: 24 hour recording time. Right panel: 36 hour recording time. The positive deviations from the 
no rhythm line at t24 become clearer when recording durations are extended. 
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