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For most relevant computation, the energy and time needed for data movement dominates that for performing
arithmetic operations on all computing systems today. Hence it is of critical importance to understand the
minimal total data movement achievable during the execution of an algorithm. The achieved total data
movement for different schedules of an algorithm can vary widely depending on how efficiently the cache is
used, e.g., untiled versus effectively tiled matrix-matrix multiplication. A significant current challenge is that
no existing tool is able to meaningfully quantify the potential reduction to the data movement of a computation
that can be achieved by more effective use of the cache through operation rescheduling. Asymptotic parametric
expressions of data movement lower bounds have previously been manually derived for a limited number
of algorithms, often without scaling constants. In this paper, we present the first compile-time approach
for deriving non-asymptotic parametric expressions of data movement lower bounds for arbitrary affine
computations.
The approach has been implemented in a fully automatic tool (IOLB) that can generate these lower bounds
for input affine programs. IOLB’s use is demonstrated by exercising it on all the benchmarks of the PolyBench
suite. The advantages of IOLB are many: (1) IOLB enables us to derive bounds for few dozens of algorithms for
which these lower bounds have never been derived. This reflects an increase of productivity by automation.
(2) Anyone is able to obtain these lower bounds through IOLB, no expertise is required. (3) For some of the
most well-studied algorithms, the lower bounds obtained by IOLB are higher than any previously reported
manually derived lower bounds.
1 INTRODUCTION
The cost of performing arithmetic/logic operations on current processors is significantly lower than
the cost ofmoving data frommemory to theALU (arithmetic/logic units), whethermeasured in terms
of latency, throughput, or energy expended. While the impact of operations and data movement
latency can be effectively masked by issuing a sufficient number of independent operations for
pipelined hardware functional units and memory, the maximum throughput of ALUs and memory
imposes fundamental limits to achievable performance. Similarly, the minimum volume of data
movement imposes fundamental limits to the energy required for a computation.
The operational intensity (OI ), defined as the ratio of the number of arithmetic operations to the
volume of data movement to/from memory, is a critical metric for the data movement created by
the schedule of an algorithm.
A convenient way to characterize an algorithm’s performance bottlenecks on a particular pro-
cessor is to compare the OI of the program to the machine balance parameter (MB), relating peak
computational rate to peak data transfer rate to/frommemory. If a program’s achievedOI is less than
MB, it will be memory-bandwidth limited and therefore constrained to much lower performance
than the machine peak. Since MB has been steadily increasing over the years, this progressively
changes programs from being compute-bound to becoming memory-bandwidth limited.
The volume of data transfer for a program is not a fixed quantity and could potentially be
improved via program transformations that change the schedule of operations in order to efficiently
use the cache. For example, it can be easily shown that for matrix multiplication of two N × N
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matrices, any of the six possible loop permutations of the untiled code will necessarily incur
movement of at least N 3 words (data elements) from memory if N 2 > S , the cache capacity. This
means that the operational intensity for untiled matrix multiplication cannot be higher than 2N 3N 3 = 2
FLOPs per word. In contrast, a tiled execution can lower the volume of data moved to 2N 3/√S
words, increasing the OI from 2 to
√
S FLOPs per word.
Performance tools like Intel’s Software Development Emulator Toolkit (SDE) and VTune Ampli-
fier (VTune) enable the measurement of the achieved OI of a program. The measured OI is then
typically used to assess the quality of the current implementation. For example, if the measured OI
is much lower than MB, then we expect the performance of the code to be greatly constrained by
memory bandwidth. However, as illustrated by the example of matrix-multiplication, the achieved
OI of an algorithm can vary significantly across different functionally equivalent implementa-
tions. An important question is:How can we know whether the achieved OI for a particular
implementation of an algorithm is close to the maximum possible for that algorithm or
whether significant improvement is potentially feasible? No existing performance tools can
help answer this question. In this paper, we take a significant step towards addressing this funda-
mental question, by developing a novel compile-time approach to automatically establish upper
bounds on achievable OI for any input affine program.
In substance, the tool (called IOLB) automatically derives parametric lower bounds (with scaling
constants) on the data transfer volume (and thus also provides a parametric upper bound on
achievable OI ) for any scheduling of an arbitrary affine code on a two-level memory system. IOLB
can be viewed as a proof environment, where the input is an affine code, and the output is an I/O
lower bound for this affine code for any valid schedule of operations. The formal proof itself can
be derived, understood, and reviewed from the output of the IOLB algorithm. The lower bound is
expressed as a function of the parameters of the affine code. A lower bound is optimal/tight when
we can find a (valid) schedule of operations that realizes it.
The lower bound found by IOLB is not necessarily tight, but it is always valid. We have applied
IOLB on the PolyBench test suite [Pouchet and Yuki 2015] made of 30 affine codes. Our implemen-
tation returns non trivial lower bounds including new, never published ones. This has been done
automatically by the press of a button in less than a second on a basic computer. In a few cases, the
results it provides are better (higher) than previously published lower bounds. To assess its quality,
we also derived communication-efficient schedules for the PolyBench codes. In 11 cases, the lower
bound matches the one realized by the manually optimized schedule, assessing the optimality of
the corresponding lower bounds and schedules.
The paper is organized as follows. A high-level overview of the approach is presented in Sec. 2.
The formalism for data movement lower bounds based on the seminal red-blue pebble game of
Hong & Kung [Hong and Kung 1981], along with the core definitions and theorems used to derive
our algorithm, are described in Sec. 3. Sec. 4 provides insights on how complex programs can
be decomposed to derive tighter bounds. An overview of the complete framework is provided in
Sec. 7. It uses two proof techniques, namely the K-partition and the wavefront based proofs that are
respectively described in Sec. 5 and Sec. 6. We demonstrate the power of our approach by running
it on a full benchmark suite of affine programs: Sec. 8 reports the data movement complexities
for all benchmarks of the PolyBench suite, compared to the data movement cost achieved by an
optimizing compiler. Related work and conclusions can be found in sections 9 and 10.
2 OVERVIEW OF APPROACH
The developed compile-time analysis tool incorporates two very distinct approaches to finding
lower bounds on data movement: a first one based on the so-called S-Partitioning approach [Hong
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Parameters: N, M;
Input: A[N], C[M]; Output: A[N];
for(t=0;t<M;t++)
for (i=0; i<N; i++)
A[i] = A[i] * C[t];
(a) C-like code
Parameters: N, M;
Input: A[N], C[M]; Output: SM−1[N];
for (0 ≤ t < M and 0 ≤ i < N )
if (t==0): S0,i = A[i] * C[0];
else: St,i = St−1,i * C[t];
(b) Corresponding single assignment form
t
i
(c) Corresponding CDAG. Input nodes A[N]
(resp. C[N]) are shown in grey (resp. white)
while compute node are shown in black
Fig. 1. Example 1
and Kung 1981] and a second one based on graph wavefronts [Elango et al. 2014]. Before delving
into details on the compile-time analysis for automated derivation of data-movement lower bounds
for arbitrary affine computations, we present a high-level overview of the first approach, the
S-Partitioning approach, in order to familiarize the reader with the goal and terminology of the
methods.
Elementary example. Consider the simple program in Fig. 1a. For given values of the parameters
M and N (e.g., M=6, N=7), the program can be abstracted as an explicit computational directed
acyclic graph (CDAG), as shown in Fig. 1c. Vertices in the CDAG represent input values for the
computation as well as values computed by all statement instances (the latter are colored black and
the former have lighter shades, grey or white). Edges in the CDAG capture data flow dependences,
i.e., relations between producers of data values to consumers. We note that in this abstracted
representation of the computation, there is no association of any memory locations with values.
Fig. 1b shows a single-assignment form of the same computation as that in Fig. 1a, and both
programs have the same CDAG shown on Fig. 1c. The CDAG abstracts all possible valid schedules
of execution of the statement instances: the only requirement is that all predecessor vertices in
the CDAG must be executed before a given vertex can be executed. Data movement is modeled
in a simplified two-level memory hierarchy, with an explicitly controlled fast memory of limited
size S (e.g., a set of registers or a scratch-pad), and a slow memory of unlimited capacity. At any
point in the execution at most S values corresponding to CDAG vertices may be in fast memory. A
computational CDAG vertex can be executed only if the values corresponding to all predecessor
vertices are present in fast memory.
Consider any valid schedule for the execution of the vertices of a CDAG, expressed as a se-
quence of instructions: load, store, or operation execution (Op). A valid schedule must ensure that
values corresponding to predecessor vertices are available in fast-memory when the operation
corresponding to each CDAG vertex is executed. The sequence of instructions of the schedule is
partitioned into contiguous maximal sub-sequences such that the total number of load instructions
in any sub-sequence (except the last one) is exactly equal to a specified limit T . Let us suppose (as
explained shortly) that no more thanU Ops can be provably present within any of the partitioned
sub-sequences. Let V denote all computational vertices in the CDAG. There must be ⌊|V |/U ⌋
sub-sequences withT loads, leading to a lower bound on the number of loads ofQ low = T · ⌊|V |/U ⌋.
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We next use the simple example of Fig. 1c to explain how an upper bound forU can be computed.
The automated analysis based on partitioning in IOLB is centered around the use of geometric
inequalities that relate the cardinality of a set of points in a multi-dimensional space to cardinalities
of lower-dimensional projections of those points. The set of points here (P ) are the computational
vertices (Ops) in one of the partitioned sub-sequences (SS) with T load instructions. The In-set
In (P) of P is the set of all predecessors of the vertices in P that do not belong to P . Clearly, In (P)
represents values that were not computed in the current sub-sequence SS containing P . Since all
values in In (P) must be in fast memory in order to execute the Ops corresponding to P , they must
either have already been in fast memory at the beginning of the sub-sequence SS or must have
been explicitly loaded within SS . No more than S values from In (P) could have been present at the
beginning of SS , and T values were loaded in SS . Thus the size of In (P) must be less than (S +T ).
In our simple example, vertices corresponding to the loop statement are naturally represented
as points in a two-dimensional lattice. With that representation, it may be observed that the size
of the In-set of a vertex set must be greater than or equal to the cardinality of the orthogonal
projections of P onto the vertical and horizontal axes. As illustrated on Fig. ??, the size of the
vertex set in the two-dimensional space is bounded by the product of the sizes of its two 1D
projections. This result can be generalized to arbitrary dimensions and any set of projections, and
is called the Brascamp-Lieb inequality. Setting T = S , a vertex set with an In-set of size at most 2S
cannot have projections of size more than 2S , and therefore cannot itself be greater thanU = 4S2.
This implies that any valid ordering of the operations for this computation will result in at least
S · ⌊MN /4S2⌋ ≈ MN /4S load operations1.
General approach. To automate and generalize this geometric reasoning on arbitrary affine pro-
grams, we need to: 1. Generalize the geometric upper-bounding for any number of projections with
arbitrary dimensionality (Thm. 3.10); 2. Build (derive from array accesses) a compact representation
(DFG) of the data-flow dependencies of the program that is suitable for reasoning about reuse
directions (Sec. 3.4); 3. Analyze this representation to extract reuse directions (represented as
DFG-paths – Sec. 5.2, Alg. 3); 4. Generalize the geometric reasoning for a perfectly nested loop
with one statement to any combination of loops with arbitrary number of statements (embedding –
Def. 5.1).
The goal of IOLB is to go even further and automatically derive parametric bounds that are as
tight as possible (including maximization of the scaling constants). For this purpose, the developed
algorithm: 5. Enables the combination (and tightening) of constraints associated with different
projections, even with an arbitrary number of them with lower dimensionality (Lemma 5.2, Sec. 5.3);
6. Handles non-orthogonal projections even if they are not linearly independent (Lemma 3.12,
Alg. 2); 7. Develops a new reasoning strategy inspired from the wavefront reasoning of Elango et
al. [Elango et al. 2014] (Sec. 6); 8. Allows the combination of individual complexities of overlapping
program regions (Def. 4.1, Lemma 4.2) even for an unbounded number of regions (parameterized
regions inside loops – Sec. 4.3);
3 FOUNDATIONS
In this section, we present some background and discuss prior results needed for the developments
in this paper.
3.1 CDAG and I/O complexity
The formalism and methodology we use to derive schedule-independent data movement lower
bounds for execution of an algorithm on a processor with a two-level memory hierarchy is strongly
1It is actually possible to improve this bound by a factor of 4 with more advanced techniques, as shown in Sec. 5
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inspired by the foundational work of Hong & Kung [Hong and Kung 1981]. In this formalism, an
algorithm is abstracted by a graph — called a CDAG —, where vertices model execution instances
of arithmetic operations and edges model data dependencies among the operations. The data
movement (or I/O) complexity of a CDAG is formalized via the red-white pebble game (a variation
of Hong & Kung’s red-blue pebble game). In this game, a vertex of a CDAG can hold red and white
pebbles. Red pebbles represent values in the fast memory (typically a cache or scratchpad), and
their total number is limited. White pebbles represent computed values, that can be loaded into the
fast memory. A value can be computed only when all its operands reside in the fast memory: a
red pebble can be placed on a vertex in the CDAG if all its predecessors hold a red pebble, a white
pebble is placed alongside the red. Values that have been computed can be loaded in and discarded
from the fast memory at any time: a red pebble can be placed or removed from a vertex holding a
white pebble. However a value can only be computed once: once a vertex holds a white pebble, it
cannot be removed. The I/O cost of an execution of the game is the number of loads into the fast
memory: the number of times a red pebble is placed alongside a white one.
Contrary to Hong & Kung’s original model, our formalism does not allow recomputation of the
value at a vertex. This follows many previous efforts [Ballard et al. 2011, 2012; Bilardi and Peserico
2001; Bilardi et al. 2012; Demmel et al. 2012; Elango et al. 2014, 2015; Irony et al. 2004; Savage 1995].
This assumption is necessary to be able to derive bounds for complex CDAGs by decomposing
them into subregions. Another slight difference of IOLB with prior work is that it only models
loads and not stores — this means the generated bounds are clearly also valid lower bounds for
a model that counts both loads and stores. Since the number of loads dominates stores for most
computations, the tightness of the lower bounds is not significantly affected. We provide formal
definitions below.
Definition 3.1 (Computational Directed Acyclic Graph (CDAG)). A Computational Directed Acyclic
Graph (CDAG) is a tupleG = (V ,E, I ) of finite sets such that (V ,E) is a directed acyclic graph, I ⊆ V
is called the input set and every v ∈ I has no incoming edges.
Definition 3.2 (Red-White Pebble Game). Given a CDAG G = (V ,E, I ), we define a complete
S-red-white pebble game (S-RW game for short) as follows: In the initial state, there is a white
pebble on every input vertex v ∈ I , S red pebbles and an unlimited number of white pebbles.
Starting from this state, a complete game is a sequence of steps using the following rules, resulting
in a final state with white pebbles on every vertex.
(R1) A red pebble may be placed on any vertex that has a white pebble.
(R2) If a vertex v does not have a white pebble and all its immediate predecessors have red
pebbles on them, a red pebble may be placed on v . A white pebble is placed alongside the red
pebble.
(R3) A red pebble may be removed from any vertex.
The cost of a S-RW game is the number of applications of rule (R1), corresponding to the number
of transfers from slow to fast memory.
Definition 3.3 (I/O complexity). The I/O (or data movement) complexity of a CDAG G for a fast
memory capacity S , denoted Q(G), is the minimum cost of a complete S-RW game on G.
3.2 Partitioning
One key idea from Hong & Kung was the design of a mapping between any valid sequence of
moves in the red-blue pebble game and a convex partitioning of the vertices of a CDAG and thereby
the assertion of an I/O lower bound for any valid schedule in terms of the minimum possible count
of the disjoint vertex-sets in any valid 2S-partition (see below) of the CDAG.
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The argument is the following: any execution can be decomposed into consecutive segments
doing exactly (but for the last one) S loads. There are at most S vertices in fast memory before the
start of each segment. Considering the set of computed vertices in one of these segments, we can
bound the size of its “frontier” by 2S : there can be at most S vertices in fast memory before the
execution of the segment, and by construction there are exactly S loads.
Smith et al. [Smith et al. 2019] introduced a generalization of this argument, leading to tighter
bounds in many cases. The idea is to decompose the execution into segments with T loads. This
leads to a (S +T )-partitioning lemma instead of the original 2S . We provide formal definitions
below.
Definition 3.4 (In-set). Let G = (V ,E) be a DAG, P ⊆ V be a vertex set in G . The In-set of P is the
set of vertices outside P with a successor inside P . Formally,
In (P) = {v ∈ V ∖ P , ∃(v,w) ∈ E ∧w ∈ P}
Definition 3.5 (K-bounded set). Let G = (V ,E) be a DAG. A vertex set P ⊆ V is called K-bounded
if In (P) ≤ K .
Definition 3.6 (K-partition of a CDAG). Let G = (V ,E, I ) be a CDAG. A K-partition of G is a
collection of subsets V1,V2, . . . ,Vm of V \ I such that:
(1) {V1,V2, . . . ,Vm} is a partition of V \ I , i.e. ∀i , j Vi ∩Vj = ∅ and⋃mi=1Vi = V \ I .
(2) There is no cyclic dependence between Vi ’s.
(3) Every Vi is K-bounded, i.e. ∀i In (Vi ) ≤ K .
Lemma 3.7 ((S +T )-Partitioning [Hong and Kung 1981]). Let T > 0. Any complete calculation
R of the red-white pebble game on a CDAG G using at most S red pebbles is associated with a
(S +T )-partition of the CDAG such that
QR ≥ T · (h − 1),
where QR is the number of applications of rule (R1) in the game and h is the number of subsets in the
partition.
In particular, an upper bound U on the size of a (S +T )-bounded set directly translates into a
data movement lower bound: Q(G) ≥ T ·
(⌈ |V \I |
U
⌉
− 1
)
. This bound can actually be improved to:
Q(G) ≥ T ·
⌊ |V \ I |
U
⌋
. (1)
Indeed, the proof of Lemma 3.7 establishes a correspondence between the number of sets in a
(S +T )-partition ofG and a partition of an execution of the game in segments containing exactly S
loads, except maybe the last one. The subtraction by one is due to this last segment. When |V \ I | /U
is an integer, the segment contains exactly S loads and thus the subtraction is not necessary.
We actually want to be able to compute lower bounds for CDAGs in which no vertices are tagged
as input (this is particularly useful when doing decomposition, see Sec. 4) The following lemma
(Lemma 3.9) establishes such a result. The main idea is as follows: we tag some vertices as input,
getting a new CDAG on which Lemma 3.7 applies and gives some bound. The additional I/O cost is
at most the number of input vertices that were added, so we get a lower bound for the original
CDAG by subtracting this number to the bound. See [Elango et al. 2014] for a complete proof.
Definition 3.8 (Sources). Let G = (V ,E) be a DAG, P ⊆ V be a vertex set in G. The sources of P
are the vertices of P with no predecessors in P . Formally,
Sources (P) = {v ∈ P , u ∈ P , (u,v) ∈ E}
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Lemma 3.9 ((S +T )-Partitioning I/O lower bound, no input case [Elango et al. 2014]). Let
S be the capacity of the fast memory, let G = (V ,E, ∅) be a CDAG, and let h be the minimum number
of subsets in a (S +T )-partition of GI = (V ,E, I = Sources (V )) for some T > 0. Then, the minimum
I/O for G satisfies:
Q(G) ≥ T · (h − 1) − |Sources (V )| .
3.3 Using projection to bound the cardinality of K-bounded sets
The key idea behind the automation of data movement lower bound computation is the use of
geometric inequalities through an appropriate program representation. Vertices of a CDAG are
mapped to points in a multidimensional geometric space E ≃ Zd through some mapping ρ (where
dimensions are typically loop indices), and regular data dependencies in the CDAG are represented
as projections on a lower-dimensional space.
The condition “set of vertices P ⊂ V is K-bounded” in the CDAG corresponds to a condition of
the form “the size of the projections of ρ(P) in E is bounded by K”. Finding a bound on the size
of a K-bounded set in a CDAG can thus be reduced to: finding a bound on the size of a set E in
a geometric space, given cardinality bounds on some of its projections. This correspondence is
developed in Sec. 5. In this section, we take it for granted and only introduce the mathematical
notations and results.
There exist inequalities for doing exactly what we need, namely the discrete Brascamp-Lieb
inequality, introduced by Christ et al. [Christ et al. 2013] as a discrete analogue to the one established
by Brascamp and Lieb for metric spaces [Brascamp and Lieb 1976].
Theorem 3.10 (Brascamp-Lieb ineqality, discrete case [Christ et al. 2013]). Let d and
dj be nonnegative integers and ϕ j : Zd 7→ Zdj be group homomorphisms for 1 ≤ j ≤ m. Let
0 ≤ s1, s2, . . . , sm ≤ 1. Suppose that:
rank (H ) ≤
m∑
j=1
sj · rank
(
ϕ j (H )
)
for all subgroups H of Zd (2)
Then:
|E | ≤
m∏
j=1
ϕ j (E)sj for all nonempty finite sets E ⊆ Zd . (3)
A special case is when the ϕ j are the canonical projections on Zd−1 along basis vectors, and
s1 = · · · = sm = 1d−1 , giving a bound of the form |E | ≤
∏d
i=1
ϕ j (E)1/(d−1). Fig. ?? illustrates this
special case in two dimensions.
The issue, when trying to apply Theorem 3.10, is that (2) has to be true for all subgroups,
which can obviously be quite difficult to establish. However, as all the coefficients are integers and
bounded by d , the number of distinct inequalities in (2) is bounded. The set of admissible sj is thus
a (convex) polyhedron and it has been shown [Christ et al. 2015] that the polyhedron defined by
these inequalities is computable. The algorithm is actually combinatorial and quite complex, so we
do not use it in our present work. Instead, we use the following result, which restricts the set of
subgroup for which (2) has to be verified.
Definition 3.11 (Lattice of subgroups). The lattice of subgroups generated by subgroupsH1,H2, . . . ,Hm
of a group G is the closure of {H1,H2, . . . ,Hm} under group sum and intersection.
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Lemma 3.12 (Lattice of subgroups in Brascamp-Lieb[Valdimarsson 2010]). Theorem 3.10
holds with the weaker condition:
rank (H ) ≤
m∑
j=1
sj · rank
(
ϕ j (H )
)
for all subgroups H ∈ Lϕ1,ϕ2, ...,ϕm (2b)
where Lϕ1,ϕ2, ...,ϕm is the lattice of subgroups generated by Ker(ϕ1),Ker(ϕ2), . . . ,Ker(ϕm).
The subgroup lattice is not necessarily finite, so this does not give a tractable algorithm, but
this will be sufficient in most cases, as loop nests are usually of quite small dimensions, and data
dependencies are not too complex. In our practical implementation, we use a time-out. We add
projections: the more projections the tighter the bound. Each time we add a projection we update
the lattice of subgroups and check for Conditions 2b to be satisfied. The process (adding projections)
stops if we reach the time-out. This does not mean that the algorithm fails, rather that the bound
will potentially be less tight (cf. Sec. 7).
A situation that often occurs is when the subgroups Ker(ϕ j ) are linearly independent: in this
case there is no need to compute the generated lattice of subgroups, simply testing on each kernel
individually for Conditions 2 is sufficient (see proof in [Christ et al. 2013], Sec. 6.3).
Choosing sj ’s. The goal is to solve the following problem: “Given a set of projections (group
homomorphisms in Zd ) ϕ1, . . . ,ϕm and a constant K , find an upper bound (as tight as possible) on the
cardinality of a set E ⊂ Zd satisfying ϕ j (E) ≤ K .”
For any coefficients s1, . . . , sj satisfying (2), Theorem 3.10 gives the following bound on |E |:
|E | ≤
m∏
j=1
ϕ j (E)sj ≤ m∏
j=1
Ksj = K
∑
j sj .
To get a bound as tight as possible on |E |, we want to minimize the right-hand side of this
inequality. This amounts to minimizing
∑
j sj while satisfying the constraints in (2). Since this
constraints are linear inequalities, the optimal choice for sj ’s can be obtained by a linear solver.
In the special case where the ϕ j ’s are orthogonal projections along basis vectors (andm = d),
kernels are linearly independent and the linear program is:
Minimize
∑
j
sj s.t. ∀1 ≤ i ≤ d, 1 ≤
∑
j,i
sj
and its solution is, as expected, s1 = · · · = sd = 1d−1 .
3.4 A compact representation of the CDAG: the Data-flow graph
A CDAG (see Fig. 1c) represents a single dynamic execution of a program, and can be very large.
To be able to analyze programs of realistic size with reasonable resources, we use a compressed
representation called Data-flow graph (DFG). Another advantage of such a representation is that
it is parametric, i.e. a single DFG can represent CDAGs of different sizes, depending on program
parameters. A DFG represents an affine computation, which is the class of programs that can be
handled by the polyhedral model [Feautrier and Lengauer 2011]. We use the terminology and syntax
from the ISL library [Verdoolaege 2010], and illustrate them with the example of Fig. 1. Formal
definitions can be found in the manual [Verdoolaege 2018].
Vertex domains. As one can see on Fig. 1c, to each loop is associated a “geometric” space dimension
(t and i here) so that each vertex of the CDAG lives in a multidimensional iteration space, its domain,
that can be algebraically represented as a union of parametric Z-polyhedra bounded by affine
inequalities.
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for (0 ≤ t < M and 0 ≤ i < N )
if (t==0): S[0,i]=A[i]*C[0];
else: S[t,i]=S[t-1,i]*C[t];
(a) Single assignment form
A
C
S
e1
e2
e3
(b) DFG
DA = [N ] → {A[i] : 0 ≤ i < N }
DC = [N ] → {C[t ] : 0 ≤ t < M }
DS = [M, N ] → {S [t, i] : 0 ≤ t < M ∧ 0 ≤ i < N }
|DS | = MN
(c) Node domains
Re1 = [N ] → {A[i] → S [0, i] : 1 ≤ i < N }
Re2 = [M, N ] → {C[t ] → S [t, i] : 0 ≤ t < M ∧ 0 ≤ i < N }
Re3 = [M, N ] → {S [t, i] → S [t + 1, i] : 0 ≤ t < M − 1 ∧ 0 ≤ i < N }
(d) Edge relations
Fig. 2. DFG for Example 1
A domain is an ISL set for which standard operations (union, intersection, difference,. . . ) are
available, as well as a cardinality operation (denoted |D |). As an example (see Fig. 2c), the domain
DS of statement S is a Z-polyhedron with parametersM and N made up of all integer points (t , i)
such that 0 ≤ t < M and 0 ≤ i < N . The number of points in this set (cardinality) is |DS | = MN .
Note that the space within which all the points of a statement (S here) live is identified with the
name of the statement, using the notation S[t , i].
Edge relations. A set of edges of the CDAG is represented using a relation (ISL map), which is a
set of pairs between two spaces, from the domain space to the image space. As an example (see
Fig. 2d), the data flow from statement S[t , i] (definition of A[i] in S) to statement S[t + 1, i] (use of
A[i] in S) is represented using the relation Re3 .
In addition to standard set operations, ISL can compute the transitive closure of a relation,
denoted R∗. Binary relations are also supported: image of a domain D through a relation R (de-
noted R(D)), and composition of two relations R1 and R2, denoted R1 ◦ R2 (this is left compo-
sition, going the opposite way from usual functional notation). Composition restricts the im-
age domain of the resulting relation to points where the composition relation makes sense:
Dom (R1 ◦ R2) = R−11 (Im (R1) ∩ Dom (R2)), Im (R1 ◦ R2) = R2 (Im (R1) ∩ Dom (R2)). As with do-
mains, we will sometimes manipulate unions of such relations.
A Data-flow graph (DFG). A DFG is a graph G = (S,D). Each vertex S ∈ S of the graph
represents a (static) statement or an input array of the program. Each vertex S is associated with a
parametric iteration domain DS and a list of enclosing loops (empty for input arrays). Each edge
d = (Sa , Sb ) ∈ D represents a flow dependency between statements or input arrays. Each edge is
associated with an affine relation Rd between the coordinates of the source and sink vertices. The
DFG is a compact (exact) representation of the dynamic CDAG where a single vertex/edge of the
DFG represents several vertices/edges of the dynamic CDAG. While all the reasoning and proofs
can be done by visualizing a CDAG, the actual heuristic described in this paper manipulates its
compact representation, allowing to translate graph methods [Elango et al. 2015] into geometric
reasoning. Fig. 2b shows the DFG for our simple stencil code.
DFG-paths. A fundamental object in our lower bound analysis is a DFG-path, which is simply a
directed path in a DFG. The relation Rp of a DFG-path p = (e1, . . . , ek ) is the composition of the
relations of its edges: Rp = Re1 ◦ · · · ◦Rek . We are only interested in two specific types of DFG-paths,
depending on their relation:
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• chain circuits, which are cycles from one DFG-vertex S to itself, such that the path relation
Rp is a translation S[®x] → S[®x + ®b].
• broadcast Sa , Sb -paths, which are elementary paths (from a Sa to Sb – Sb possibly equal to
Sa ) in which all DFG-edges but the first one are injective edges, such that the inverse of the
corresponding relation Rp is an affine function Sb [®x] → Sa[A · ®x + ®b], whereA is not full-rank.
In Fig. 2, path p = (e3) is a chain circuit, going from S to itself with translation vector ®b = (1, 0).
Path p ′ = (e2) is a broadcast path, with relation Rp′ = Re2 = {C[t] → S[t , i] : 0 ≤ t < M ∧ 0 ≤
i < N }. The inverse relation is the linear function ®I 7→ A · ®I + ®b, with A = (1 0), ®b = (0). The kernel
of A is {(0, i), i ∈ R}.
4 CDAG DECOMPOSITION
To derive data movement lower bounds for a complex program, it is essential to be able to decompose
it into subregions for which we can compute lower bounds, and then sum the complexity for each
subregion. The no recomputation condition is necessary for such a decomposition. Under this
hypothesis, it is quite straightforward to see that a decomposition into disjoint subregions is
sufficient. In this section, we provide a more general decomposition lemma, using the fact that
vertices of a subregion that will not be counted as loads can also be part of another subregion. We
then explain how it is applied on the DFG representation, distinguishing two cases: combining
a fixed number of program regions (see example in Fig. 4); and summing over all iterations of a
loop (see example in Fig. 3), which amounts to combining an unbounded (parametric) number
of program regions. We stress that the CDAG partitioning method (sections 3.2 and 3.3) and the
CDAG decomposition method (this section) are very much different and not related.
4.1 Non-disjoint Decomposition Lemma
Definition 4.1 (sub-CDAG, no-spill set). Let G = (V ,E, I ) be a CDAG, and Vi ⊂ V . The sub-CDAG
G |Vi of G is the CDAG with vertices Vi , edges Ei = E ∩ (Vi ×Vi ) and input vertices Ii = I ∩Vi .
The no-spill set of G |Vi is the subset of vertices of Vi \ Ii with either:
(1) no outgoing edges in Ei , or
(2) no incoming edges in Ei and at most one outgoing edge in Ei
The may-spill set of G |Vi is the complementary of its no-spill set in Vi .
Lemma 4.2 (CDAG decomposition). Let G = (V ,E, I ) be a CDAG. Let V1,V2, . . . ,Vk be subsets of
V such that for any i , j, the may-spill sets of G |Vi and G |Vj are disjoint. Then
Q(G) ≥
k∑
i=1
Q(G |Vi ).
Proof. Let R be an optimal S-RW-game on G, with cost Q = Q(G). For all i , we denote Qi the
cost of R restricted to Vi , that is the number of applications of rule (R1) on vertices in the may-spill
set of Vi . Since the may-spill sets are pairwise disjoint, clearly Q ≥ ∑ki=1Qi . For all i , we will build
from R a valid game Ri forG |Vi with costQi . This will show thatQ(G |Vi ) ≤ Qi , from which follows∑k
i=1Q(G |Vi ) ≤
∑k
i=1Qi ≤ Q = Q(G), establishing the result.
To build the game Ri from R, we proceed as follows:
(1) Remove every move involving vertices outside Vi .
(2) For no-spill vertices in Vi without successors, remove every application of rule (R1) and (R3).
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(3) For no-spill vertices v in Vi with no predecessors and one successor w , move the single
application of rule (R2) just before application of (R2) onw , add a (R3) move for v just after
this point and remove all subsequent (R1) and (R3) moves on v .
It is clear that after step 1, we have a valid game for G |Vi . Indeed conditions for (R1) and (R3) are
trivially preserved, and since we kept all (R2) moves on vertices in Vi , there will always be the
necessary red pebbles to apply (R2). Step 2 also gives a valid game, since no (R2) moves can depend
on such a vertex having a red pebble. Step 3 is also a valid transformation because since v does not
have any predecessor in Vi (and is not an input vertex), it can be activated via (R2) and any given
point. Therefore activating it just when it is needed, and applying (R3) just after is valid.
This preserves all (R1) moves on the may-spill set of G |Vi and removes all (R1) moves on its
no-spill set, thus the cost of Ri is indeed Qi . □
for(t=0; t<M; t++) {
s = 0;
for(i=0; i<N; i++)
S1: s += A[j];
for(i=0; i<N; i++)
S2: A[j] += s;
}
(a) Code
(b) CDAG for M=4, N=4. White
vertices correspond to S1, gray
vertices to S2.
may-spill set
(c) Decomposition of the CDAG
Fig. 3. Example 2
IOLB implements two different mechanisms that make use of the non-disjoint decomposition
lemma. The basic one (bounded combination – Sec. 4.2) simply decomposes the CDAG into a
bounded number of sub-CDAGs (e.g. corresponding to different sub-regions of the code), computes
the corresponding I/O complexities, and combines them. The more complex one (loop parametriza-
tion – Sec. 4.3), decomposes the CDAG into an unbounded number of sub-CDAGs by “slicing”
the iteration space of a loop nest. IOLB combines the two mechanisms. The following example
illustrates the decomposition lemma for loop parametrization.
Illustrating example. Consider Example 2 on Fig. 3. The CDAG can be decomposed intoM − 1
identical subgraphs, as shown on Fig. 3c (each subgraph G |Vt , t = 1, . . . ,M − 1 corresponds to
iteration t of the loop enclosing S1, and iterations t − 1 and t of the loop enclosing S2). On each of
these subgraphs, the may-spill set contains the two “bottom” rows (because vertices in the “top”
row have no successor in the sub-CDAG). Thus the may-spill sets of these subgraphs are pairwise
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disjoint and the I/O for the whole CDAG is greater than the sum of the individual I/O for each
subgraph by Lemma 4.2.
On each subgraph G |Vt , the wavefront method (Sec. 6) can be applied, giving a lower bound
on I/O of Q(G |Vt ) ≥ N − S . As the may-spill set of the different subgraphs do not intersect, the
individual complexities can be summed over t = 1, . . . ,M − 1, providing a lower bound for the
whole CDAG:
Q(G) ≥ (M − 1)(N − S).
4.2 Bounded combination
The main procedure of IOLB (Sec. 7.3) selects a bounded set of (possibly overlapping) sub-CDAGs
and computes their individual complexities. The objective of Alg. 1 is to combine (sum) as many
non-interfering (disjoint may-spill sets) complexities as possible. It does so using a greedy approach:
Assume there are two sub-CDAGs both with a “high” complexity but with non-disjoint may-spill
sets. Alg. 1 will select the one with the highest complexity, recompute the complexity of the
second after removing the intersecting part, and then sum them up. The overall set of sub-CDAGs
is iteratively processed this way (and the complexities summed-up) until empty or negligible
complexities remain. The comparison (what is “higher”) is done using instances of parameter values,
simply evaluating the corresponding symbolic expressions. It should be emphasized that the final
bound is a valid lower bound for any parameter values, the instances of parameter values are only
used for heuristics.
1 function combine_subQ
input :A DFG G, an instance I, a set of complexities Q
output :A combined complexity Q I
2 Q I = 0;
3 Let G ′ be a copy of G;
4 while Q , ∅ do
5 let Q such that Q(I) = maxQ Q(I);
6 Q = Q − {Q};
7 if Q(I) = 0 then return Q I;
8 if G ′ ∩Q .may-spill , ∅ then
9 Recompute Q assuming CDAG G ′;
10 Q = Q ∪ {Q};
11 else
12 Q I := Q I +Q ;
13 G ′ = G ′ −Q .may-spill
14 return Q I
Algorithm 1: Summing lower bound expressions by removing interferences
Let us have a look at the example on Fig. 4. In the original code (4a), notice that k is the outer
loop index, meaning that A[k] will have been modified either in the current loop iteration or the
previous one depending on the order between i and k (Floyd-Warshall exhibits the same pattern,
with three loops instead of two). This is made clear in the single-assignment form (4b), and can be
visualized in the CDAG representation (4c). The dependences on input values are grayed out in
(4b) and omitted in (4c), and we will ignore them in the discussion to keep the explanations simple.
Considering only the statement vertex S in the DFG, the dependency analysis gives the following
relations:
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Parameters: N;
Input: A[N]; Output: A[N];
for(k=0;k<N;k++)
for (i=0; i<N; i++)
A[i] = f(A[i],A[k]);
(a) C-like code
Parameters: N;
Input: A[N]; Output: SN−1[N];
for (0 ≤ k < N and 0 ≤ i < N )
if (k==i==0): S0,i = f(A[0],A[0]);
else if (k==0): S0,i = f(A[i],S0,0);
else if (i<=k): Sk,i = f(Sk−1,i , Sk−1,k );
else if (i>k): Sk,i = f(Sk−1,i , Sk,k );
(b) Corresponding single assignment form
k
i
(c) Corresponding CDAG for N=5. Input
nodes A[N] are omited.
(d) Decomposition into two non-interfering sub-CDAGs. Sources are in gray.
May-spill sets are encircled.
Fig. 4. Example 3
R1 = {S[k − 1, i] → S[k, i] : 1 ≤ k < N ∧ 0 ≤ i < N }
R2 = {S[k − 1,k] → S[k, i] : 1 ≤ k < N ∧ 0 ≤ i < k}
R3 = {S[k,k] → S[k, i] : 0 ≤ k < N ∧ k < i < N }
The image domains of R2 and R3 provide a natural decomposition of the CDAG into two non-
interfering sub-CDAGs, as shown in (4d). On each part, the pattern is similar to that of Example 1
on page 3 the geometric approach gives a lower bound (omitting lower order terms) Q(Gi ) ≥ N 22S .
Since they do not interfere, Alg. 1 will return their sumQ(G) ≥ N 2S , independently of the parameter
instance.
4.3 Loop parametrization
As done on the example above, IOLB can compute the I/O complexity of some inner loop nests
of a bigger enclosing loop nest and sum them. To this end, our scheme performs what we call
loop parameterization. Loop parameterization considers each individual sub-CDAGs where the
outermost indices are fixed (our algebraic formulation obviously allows to consider such indices as
parameters without the need to explicitly enumerate them) enriched by their input vertices. Taking
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the notations
Vi = Vi ∪ In (Vi )
parametrizing the outer “t” loop with t = Ω (with Ω a parameter) allows to compute QΩ , a
(parametric) lower bound for each individual value of Ω = 1, . . . ,M − 1 (The sub-CDAG for Ω = 0
does not have the same pattern so it is ignored), and combine them
Q =
∑
1≤Ω<M
QΩ =
∑
1≤Ω<M
Q | {v ∈V , t=Ω} =
∑
1≤Ω<M
N − S = (M − 1) · (N − S).
In more complex cases, the parametric bound can depend on the outer loop parameter Ω, and we
use formulas for sum of polynomials.
In ISL terms, this is done by making the outer loop index a parameter. Here the original domain
DS1 = [M,N ] → {S1[t , i] : 0 < t < M ∧ 0 < i < N }
becomes
DΩS1 = [M,N ,Ω] → {S1[t , i] : t = Ω ∧ 0 < t < M ∧ 0 < i < N }.
The corresponding parts of the algorithms are highlighted in Algorithm 6 on page 23.
5 K-PARTITION BOUND DERIVATION
In this section, we explain how to apply the geometrical reasoning of Sec. 3.3 on a CDAGG = (V ,E),
using its compact representation as a DFG. We also present, in 5.1.1, a generalization of one of
the techniques introduced in [Dongarra et al. 2008; Lowery and Langou 2014; Smith et al. 2019;
Smith and van de Geijn 2017] that these authors used to derive a tighter lower bound for matrix
multiplication.
To apply Lemma 3.9 on G, we need to find a lower bound on the minimum number of subsets h
in any K-partition of G. The general reasoning is as follows:
(1) Embed V in a geometric space through a map ρ : P ⊆ V 7→ E ⊆ Zd , such that two disjoint
subsets of V are mapped to disjoint subsets of Zd . We have
|ρ(P)| ≤ |P | .
(2) Use the DFG representation to find a subset V ′ ⊆ V and a set of projections (group homo-
morphisms) ϕ1, . . . ,ϕm with the property that:
Any K-bounded set P ⊆ V ′ \ Sources (V ′) satisfies ϕ j (ρ(P)) ≤ K . (4)
(3) Using Theorem 3.10, derive an upper boundU on |ρ(P)| for anyK-bounded P . This provides a
lower bound
⌈ |V ′\Sources(V ) |
U
⌉
on the number h of disjoint K-bounded sets inV ′ \ Sources (V ′).
5.1 Geometric embedding, DFG-paths and projections
Let Sk be some fixed DFG-vertex (corresponding to one program statement). Let Q1, . . . ,Qm be
DFG-paths all ending in Sk , with a common image domain Dk = {Sk [i1, . . . , id ] : . . . }.
The embedding ρ is defined as:
ρ(P) = {(i1, . . . , id ) | Sk [i1, . . . , id ] ∈ P},
that is vertices corresponding to statement Sk are mapped to their corresponding d-dimensional
point, and other vertices are ignored.
Definition 5.1 (embedded projections). For a given path Q with relation RQ , the geometric projec-
tion ϕQ is defined as follows:
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• If the path is a broadcast path with RQ = {S j [j1, . . . , jd ′] → Sk [i1, . . . , id ] : . . . } for some
statement S j (not necessarily , Sk ), then the projection is directly given by the path relation
ϕQ (i1, . . . , id ) = (j1, . . . , jd ′).
• If the path is a chain circuit with RQ = {Sk [i1, . . . , id ] → Sk [i1 + δ1, . . . , id + δd ] : . . . }, then
the projection is the orthogonal projection on the hyperplane in Zd defined by orthogonal
vector δ = (δ1, . . . ,δd ). Its explicit formulation can be computed but is not needed here.
In the case of a broadcast, it is straightforward that ϕQ satisfies (4), because R−1Q (P) is included in
In (P) for any P ⊆ V , so ϕQ (ρ(P)) ≤ |In (P)| ≤ K for any K-bounded P .
In the case of a chain circuit, let us call IQ (P) = R−1Q (P) \ P . This is basically the In-set of P
restricted to edges corresponding to DFG-path Q , so IQ (P) ⊂ In (P). The projection ϕQ associates
one point to each straight line directed by δ . Since P ⊆ V \ Sources (V ), there is at least one point
in ϕQ (ρ(P)) for every nonempty chain in P , and
ϕQ (ρ(P)) ≤ |In (P)| ≤ K .
Example. Consider paths p1 = (e2) and p2 = (e3) in Fig. 2. p1 is a broadcast path with relation
{C[t] → S[t , i]}, so the corresponding projection is ϕ1(t , i) = (t). p2 is a chain path with relation
{S[t , i] → S[t + 1, i]}, so the corresponding projection is ϕ2(t , i) = proj(1,0) (t , i) = (0, i) (see Fig. ??).
5.1.1 Summing projections. In some cases, the parts of the In-set of a vertex set associated with
two given path relations are actually disjoint. Let Q1 and Q2 be two such paths, such that R−1Q1 (P) ∩
R−1Q2 (P) = ∅ for any P ⊆ V \Sources (V ). If these are two broadcast paths, then since R−1Qi (P) ⊂ In (P),
any K-bounded set P satisfies the stronger inequality:ϕQ1 (ρ(P)) + ϕQ2 (ρ(P)) ≤ K
The same holds if Q1 is a chain circuit and R−1Q1 (P) ∩ R−1Q2 (P) = ∅, by a similar argument.
We say two paths Q1 and Q2 are independent for domain DS if R−1Q1 (DS ) ∩ R−1Q2 (DS ) = ∅. We can
build the DFG-path interference graph: vertices are paths Q1, . . . ,Qm and there is an edge between
any independent pair of paths. In this graph, if vertices Qi1 , . . . ,Qit form a clique, then
Any K-bounded set P ⊆ Dk satisfies
∑
s
ϕis (P) ≤ K .
Example. Looking again at Example 1, it is straightforward to check that paths p1 and p2 are
independent, so a K-bounded set P actually satisfies |ϕ1(P)| + |ϕ2(P)| ≤ K .
Combining several such inequalities, such that every projection occurs at least once, leads to a
general constraint of the form:
m∑
j=1
βj
ϕ j (E) ≤ K ,
for some positive coefficients βj . This is achieved by finding a set of maximal cliques covering all
vertices in interference graph, and summing the corresponding inequalities. Computing these βj ’s
is the role of function coeffInterf in Algorithm 4.
In this case, a tighter bound can be derived:
|E | ≤
m∏
i=1
ϕ j (E)sj ≤ ( K∑
j sj
)∑
j sj m∏
j=1
(
sj
βj
)sj
.
The following lemma establishes this result.
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Lemma 5.2. Let 0 ≤ s1, s2, . . . , sm ≤ 1 and C > 0. Let x j be nonnegative integers and βj > 0 for
1 ≤ j ≤ m such that ∑mj=1 βjx j ≤ C . Then
m∏
j=1
x
sj
j ≤
(
C∑
j sj
)∑
j sj m∏
j=1
(
sj
βj
)sj
. (5)
Proof. We use Lagrange multipliers to find the constrained maximum of the functionψ : x ∈
Rm 7→∏mj=1 xsjj .
L(x , λ) =
m∏
j=1
x
sj
j − λ
(
m∑
j=1
βjx j −C
)
Partial derivatives are:
∂L
∂x j
= sjx
sj−1
j
∏
k,j
xskk − λβj , 1 ≤ j ≤ m
∂L
∂λ
= C −
m∑
j=1
βjx j
Setting them to be 0, we get:
λβjx j = sj
m∏
k=1
xskk , 1 ≤ j ≤ m
Summing for 1 ≤ j ≤ m gives:
λ
m∑
j=1
βjx j = λC =
(
m∏
k=1
xskk
)
·
m∑
j=1
sj
From which we derive:
x j =
Csj
βj
∑
i sj
, 1 ≤ j ≤ m
And finally:
ψ (x) ≤
m∏
j=1
x
sj
j =
m∏
j=1
(
Csj
βj
∑
i si
)sj
=
(
C∑
j sj
)∑
j sj m∏
j=1
(
sj
βj
)sj
.
□
With this more general formulation, the choice of the sj coefficients is more involved than the
linear optimization problem of Sec.3.3, and is developed in Sec. 5.3.
5.1.2 Kernel subgroup lattice. As already mentioned, the subgroup lattice (Def. 3.11 used in
Lemma 3.12) is not necessarily finite, so it is better to build it step-by-step, updating it each
time we add a new path. We set a time limit for the computation to converge, and do not add the
path if this limit is reached. Function subspace_closure in Algorithm 2 tentatively updates the
current subgroup lattice with a new one, returning the original lattice in case of a timeout.
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1 function subspace_closure
input :Lattice of subgroups L, subgroup to add K
output :updated set of subspaces L′
2 L′ = L;
3 while not timeout do
4 if ∃H ∈ L′, H ∩ K < L′ then L′ = L′ ∪ {H ∩ K};
5 else if ∃H ∈ L′, H + K < L′ then L′ = L′ ∪ {H + K};
6 else return L′;
7 return L if timeout
Algorithm 2: Update the subgroup lattice with a new kernel
5.2 Finding paths
The function that generates the set of paths P = {Q1, . . . ,Qm} for a DFG-vertex S is named
genpaths ( Alg. 3). Starting from S , it uses a simple backward traversal (backward DFS) that favors
walking through predecessors with largest domain. As the number of paths can be combinatorial,
IOLB sets a timeout to avoid a computational blow-up. For a path P = (S1, . . . , St = S), we store
sub-path relations RSi→S for every intermediate statement Si . This is necessary to “remember”
exactly which CDAG vertices are included in the computation.
1 function genpaths
input :a Data-flow graph G = (S,D), a statement S ∈ D
output : set of paths P
2 starts from S and backward traverse to build any possible path that reach S ;
3 drop paths for which RS ′→S (DS ′) has lower dimensionality than DS ;
4 drop paths if ¬(isBroadcast(P) ∨ isChain(P));
Algorithm 3: Generate paths
5.3 Computing the lower bound
Once we have found a path combination, it is quite straightforward to apply the theoretical results
introduced above.
This is detailed in function sub_paramQ_bypartition in Alg. 4. Here, the role of the function
call to coeffInterf is to compute the coefficients βj . It does so by finding a clique cover of the
DFG-path independence graph and summing the constraint formed by each clique as explained
in Sec. 5.1.1. The values for coefficients sj that satisfy inequalities 2b are then determined using
convex optimization so as to minimize as much as possible the quantity
U =
( (S +T )∑
j sj
)∑
j sj m∏
j=1
(
sj
βj
)sj
. (6)
Indeed this expression being an upper bound on |ρ(P)| (see Lemma 5.2), minimizing it has the effect
of tightening2 the computed I/O complexity.
The constraints in (2b) describe a convex polyhedron, but the objective function (6) is not convex.
In the basic case when all projections are simply bounded by (S +T ), the objective is
U := (S +T )
∑
j sj ,
2Observe that any values of sj leads to a correct bound
18 Auguste Olivry, Julien Langou, Louis-Noël Pouchet, P. Sadayappan, and Fabrice Rastello
so a natural objective is to minimize
∑
j sj in this generalized case. It can be easily checked that (6)
is indeed equal to this when βj = 1m for all j and s1 = · · · = sj .
Notice that the first factor in the expression of U depends only on the value of the sum. So
once
∑
sj is fixed, it is natural to minimize the second factor
∏m
j=1
(
sj
βj
)sj
, which is convex as a
function of (s1, . . . , sm). This convex optimization problem can be solved with an appropriate tool,
such as IPOPT [Wächter and Biegler 2006]. he last step amounts to set an appropriate value for T
that provides a lower bound of
⌊ |DS |
U
⌋
×T − |I | (see Lemma 3.9) as big/tight as possible. Here, DS
corresponds toV \Sources (V ) in the CDAG view, and I is the frontier of the domain, corresponding
to Sources (V ). T is chosen as 1∑
j sj−1S , because it maximizes the first term asymptotically.
Finally, we store the may-spill set corresponding to the CDAG for which this lower bound is
valid.
Taking the example given in Figure 1, it is sufficient to check condition (2b) onH1 = {(0, i)},H2 =
{(t , 0)}, and the optimization problem is:
Minimize s1 + s2 and then ss11 s
s2
2
s.t. s1 ≥ 1, s2 ≥ 1
The solution is s1 = s2 = 1, and U = ((S +T ) /2)2 = S2 (because T = 1s1+s2−1S = 1 · S). |DS | = MN
and |I | = N +M , so
Q ≥
⌊
MN
S2
⌋
× S − N −M .
6 WAVEFRONT BOUND DERIVATION
6.1 Theoretical results
An alternative way to derive data movement lower bounds in the no-recomputation model is the
wavefront abstraction. At any point in an execution of a RW-game, the wavefront is the set of
vertices that have been computed but whose result is still needed by some successor (sometimes
called the set of live vertices). If the size of the wavefront at some point in the execution is greater
than the size of the fast memory, then necessarily some vertices have to be spilled to the slow
memory and thus loaded using rule (R1). This is formalized in the definition an lemma below:
Definition 6.1 (Wavefront). Let R be an execution of the RW-game on a CDAG G, and v a vertex
of G. Consider the time t in the execution just before v has been computed (i.e. just after a white
pebble has been placed on v using rule (R2)). The wavefrontWR(v) in execution R is the set of
vertices that, a time t , have been computed (i.e. have a white pebble) but have some successor that
does not.
Lemma 6.2 (Min-wavefront [Elango et al. 2014]). Let S be the capacity of the fast memory,
and G = (V ,E) be a CDAG. Let wminG = minR (maxv ∈V |WR(v)|), so that any valid RW-game on G
has a wavefront of size at leastwminG . Then,
Q ≥ wminG − S .
This lemma is quite general and cannot be applied directly, aswminG is not usually computable.
We thus provide the following result, which uses a condition on the structure of the CDAG to get a
lower bound on the size of a wavefront in any execution.
Corollary 6.3. Let G = (V ,E) be a CDAG, and V1,V2 be disjoint subsets of V such that every
vertex in V2 is reachable from every vertex in V1 through some path in G. Let L1, . . . ,Lm be disjoint
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1 function sub_paramQ_bypartition
input :paths P = {P1, . . . , Pm } with domain D and lattice L
output :complexity Q
2 I :=
⋃
Pi ∈P R−1Pi (D);
3 d := dim (D);
4 (β1, . . . , βm ) := coeffInterf(P,D);
5 (s1, . . . , sm ) := convex-opt {
6 variables: {s1, . . . , sm ∈ Q+}
7 objective: minimize
∑
j sj and then
∏
j
(
sj
βj
)sj
8 constraints: ∀H ∈ L, ∑j sj rank (ϕ j (H )) ≥ rank (H ) where ϕ j = proj⊥Ker(Pj )} ;
9 T := 1∑
j sj−1S ;
10 U :=
∏m
j=1
( (S+T )sj
βj
∑
i si
)sj
;
11 Q := max
( ⌊ |D |
U
⌋
×T − |I |, 0
)
;
12 Q .may-spill := may-spill(P,D);
13 function coeffInterf
input :paths P = {P1, . . . , Pm }, domain D
output :coefficients (β1, . . . , βm ) such that ∑ βjϕ j (E) ≤ K for any K-bounded set E
14 G := graph with V := P1, . . . , Pm and E := (Pi , Pj ), R−1Pi (D) ∩ R−1Pi (D) , ∅;
15 I := set of maximal independent sets of G such that every node belongs to at least one set (greedy
construction);
16 βj := #{I ∈ I, Pj ∈ I }/|I|;
17 function may-spill
input :paths P = {P1, . . . , Pm }, domain D
output :may-spill set Dms
18 Dms := ∅;
19 foreach broadcast path Pi = (S0, S1, . . . , St = S) ∈ P do Dms := Dms ∪
(⋃t
j=0 R
−1
Sj→S (D)
)
;
20 foreach chain circuit Pi = (S0, S1, . . . , St = S) ∈ P do
Dms := Dms ∪
(⋃t
j=1 R
−1
Sj→S (D)
)
∪
(
R−1S0→S (D) ∩
(⋃
k,j R
−1
Pk
(D)
))
;
21 function Ker
input :path Pj
output : linear space K such that the orthogonal projection ϕ j = proj⊥Ker(P )
22 if isBroadcast(Pj ) then return Ker(j1 . . . jd ′) where RPj = {T [j1, . . . , jd ′] → [i1, . . . , id ] : . . . } ;
23 if isChain(Pj ) then return (δ1, . . . ,δd ) where RPj = {S[i1, . . . , id ] → S[i1 + δ1, . . . , id + δd ] : . . . } ;
Algorithm 4: Derivation of a lower bound from a path combination with the partition method
paths in G, starting in V1 and ending in V2. More formally:{
∀Lj = (v j1, . . . ,v jlj ), v
j
1 ∈ V1 and v jlj ∈ V2
V1 ×V2 ⊂ E∗
Then,
wminG ≥ m.
By Lemma 6.2, this implies:
Q ≥ m − S .
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V1
V2
Fig. 5. Application of Cor. 6.3 on a sub-CDAG. Paths Lj (single edge) are shown in bold.
Proof. Let v be the first vertex to be computed among vertices of V2 in some fixed RW-game
on G. By the second condition, every vertex in V1 must have been computed since v depends on
all of them. Just before a red pebble is placed on v , no vertex in V2 has a red pebble. Therefore
there is a live vertex (that has a red pebble and a successor without one) in every path Lj . Thus
wminG ≥ m. □
The common case to use this technique to get a strong data movement lower bound is to combine
it with the parametric CDAG decomposition (Sec. 4.3).
Example. In the example of Fig. 3, Corollary 6.3 can be applied on each subgraph, with V1 and V2
chosen as shown on Fig. 5. It can be easily checked that every vertex in V1 can reach every vertex
in V2, and there are N disjoint paths Lj , so this gives a lower bound
Q(G |Vt ) ≥ N − S .
6.2 Implementation
To apply this technique, our algorithm tries to uncover a set of disjoint paths satisfying the
hypotheses of Corollary 6.3. To reduce the search space, Algorithm 5 looks for a much more
constrained pattern, in which all disjoint paths Lj begin and end in different instances of some
statement S , with an increment in the innermost parametrized loop index (see Sec. 4.3). This amounts
to finding an injective circuit in the DFG with a relation of the form {S[I1 . . . Id , id+1 . . . iD ] →
S[I1 . . . Id + 1, id+1 . . . iD ]}.
Intuitively, we look at two “slices” of the CDAG, each of them of dimension D − d , representing
two successive iterations of the body of the loop iterating over dimension d (with index Id and
Id + 1, respectively). We try to find subsets of these two slices (corresponding to V1 and V2) such
that every vertex in the first one can reach every vertex in the second one.
In Algorithm 5, the first loop computes the following relations:
• RS→S is the union of all path relation of elementary circuits from S to itself,
• RLS→S is the union of all affine path relations (where every subpath relation is affine) of
elementary circuits S → S ,
• RS→∗ is the union of all path relations of elementary paths from S to any other DFG-vertex.
This is then used to compute the relation RId . Here Id is the index of the innermost parametrized
loop, and RId is the restriction of RLS→S to paths that do exactly one step along dimension d , not
changing any other index. This represents a set of disjoint paths going from instances of statement
S in “slice” Id to instances of S in “slice” Id + 1.
To apply Corollary 6.3, we need to restrict RId to a domainW where every starting vertex reaches
every ending vertex. To do this, we first compute X =
(
Rcomplete − (RS→S )∗
) (
Dom
(
RId
) )
, that is, all
vertices in “slice” Id +1 that are not reachable from “slice” Id . We then takeW = Dom
(
RId
)−R−1Id (X ),
that is, we only keep vertices in “slice” Id that can reach every vertex in slice Id + 1. Application of
Corollary 6.3 with V1 =W , V2 = RId (W ) and {Lj }j = RId gives Q ≥ |W | − S .
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1 function sub_paramQ_bywavefront
input :DFG G = (S,D), vertex S ∈ S, parametrized dimensions Ωd
output : lower bound Q
2 D := dim (S);
3 RS→S := ∅; RLS→S := ∅; RS→∗ := ∅;
4 foreach Sj ∈ S in topological order, from S (excluded) to S (included) do
5 A := {(Si , Sj ) ∈ E, RSi→Sj is affine and R−1Si→Sj injective};
6 RLS→Sj :=
⋃
(Si ,Sj )∈A RLS→Si ◦ RSi→Sj ;
7 RS→Sj :=
⋃
(Si ,Sj )∈E RS→Si ◦ RSi→Sj ;
8 RS→∗ := RS→∗ ∪ RS→Sj ;
9 RId := RLS→S ∩ {S[I1 . . . Id , id+1 . . . iD ] → S[I1 . . . Id + 1, id+1 . . . iD ]};
10 Rcomplete := {S[I1 . . . Id , id+1 . . . iD ] → S[I1 . . . Id + 1, i ′d+1 . . . i ′D ]};
11 W := Dom
(
RId
) − R−1Id ((Rcomplete − (RS→S )∗) (Dom (RId ))) ;
12 Q := max (|W | − S, 0);
13 Q .may-spill :=W ∪
(
RS→∗(W ) ∩ R−1S→∗
(
RId (W )
) )
Algorithm 5: Derivation of a lower bound with the wavefront method
7 COMPLETE FRAMEWORK
7.1 DFG construction
Our front end (PET [Verdoolaege and Grosser 2012]) takes as input a program in C where the to-be
analyzed regions (SCoPs – Static Control Parts) are delimited by #pragma scop and #pragma endscop
annotations. For PET, all array accesses are supposed not to alias with one another. Any scalar
data is assumed to be atomic and all of the same size: our CDAG is not weighted (which is a
limitation of our implementation and not a conceptual limitation of the approach). As illustrated
by the example of Fig. 1 and 2 (multidimensional-)array accesses are affine expressions of static
parameters and loop indices. A static parameter can be the result of any complex calculation but has
to be a fixed value for the entire execution of the region. Loop bounds and more generally control
tests follow the same rules (affine expressions). As a consequence, the iteration space is a union
of (parametric) polyhedra, and memory accesses (read and writes) are piecewise affine functions.
This representation of the region execution that fits into the polyhedral framework [Feautrier and
Lengauer 2011] allows to compute data dependencies using standard data-flow analyses.
PET outputs a polyhedral representation of the input C program, from which we extract a
Data-flow graph (DFG) G = (S,D) (see Sec. 3.4).
7.2 Instances of parameter values
As briefly explained in Sec. 4, to generate bounds that are as tight as possible, our heuristic needs
to take decisions. Such decisions are based on our ability to compare the size of two different
domains sizes or even the complexity of two different sub-CDAGs. The overall framework being
parametric (it provides complexities that are functions of parameter values and cache size), a total
order is obtained by considering a specific instance of parameter values, taken as an additional
input alongside the C program. One needs to outline that a specific instance of parameter values is
not considered by the algorithm as a precondition: For a given instance, the computed lower bound
expression is universal i.e. is correct for any parameter values. For completeness, several instances
are considered, and to each instance I is associated a complexity Q I. As we have Q ≥ Q I for any
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instance, denoting I the set of all considered instances, they are simply combined as:
Q = max
I∈I
(
Q I
)
.
7.3 Main algorithm
Alg. 6 contains the skeleton of the main part of IOLB, with links to corresponding subsections.
Its outermost loop (Line 4) corresponds to the loop parametrization detailed in Sec. 4.3: for each
loop depth d , outermost indices are fixed (as parameter Ωd – Line 6), and parametrically com-
puted lower bounds are summed (when not interfering – Line 22) over all iterations (Line 23 in
combine_paramQ). The loop on statements S (Line 5) allows to decompose the full CDAG into
as many “S-centric” sub-CDAGs. The so-obtained bounded set of lower bounds Q are combined
using procedure combine_subQ (Line 20) as described in Sec. 4.2. To take compulsory misses into
account, the size of the input data of the program is added to the expression.
For each statement S , both techniques (K-partition and wavefront resp. Line 18 and Line 19)
generate lower bounds. As opposed to the implicitly considered “S-centric” sub-CDAGs for the
wavefront reasoning, an “S-centric” sub-CDAGs for the K-partition reasoning (which is built by
finding a set P of DFG-paths that terminate at S – Lines 10-17 through function genpaths) does not
necessarily spans all the S-vertices (DS ) of the CDAG. So several (non-intersecting) sub-CDAGs can
be built until no more interesting lower bound can be derived (Line 17). Hence, for each statement
S , a copyG ′ of the CDAGG is made: as new set of paths (S-centric sub-CDAGs) and corresponding
lower bounds are computed, the corresponding may-spill set is removed from G ′ (Line 26).
8 EXPERIMENTAL EVALUATION
IOLB was implemented in C, using ISL-0.13 [Verdoolaege 2018], barvinok-0.37 [Barvinok 1994]
and PET-0.05 [Verdoolaege and Grosser 2012]. We also used GiNaC-1.7.4 [Bauer et al. 2002] for the
manipulation of symbolic expressions, and PIP-1.4.0 [Feautrier 1988] for linear programs. IOLB
takes as input an affine C program and outputs a symbolic expression for a lower bound on I/O
complexity as a function of the problem size parameters of the program and capacity of fast memory.
IOLB was applied to all programs in the PolyBench/C-4.2.1 benchmark suite [Pouchet and
Yuki 2015]. To evaluate the quality of the results produced by IOLB, we manually generate tiled
versions of each kernel, then manually compute parametric data-movement costs as a function
of tile sizes and cache size, then manually find the optimal tile sizes and thereby, finally, derive a
manually optimized data-movement cost for this kernel. By forming the ratio of the total number
of operations and the data-movement cost, we then generate OImanual. In this derivation, we assume
that we have explicit control of the cache. Then OImanual is compared with an operational intensity
upper-bound obtained by forming the ratio of the number of operations and the data movement
lower bound generated by IOLB: OIup. (We always must have OIup ≥ OImanual.)
Let us use jacobi-1d as an example to illustrate all this. IOLB computes a lower bound expression
Qlow on the number of loads needed for any schedule of the jacobi-1d kernel:
Qlow = 2 + N +max
(
0, TN4S − N −T −
1
4
N
S
− 34
T
S
− S + 5
)
.
The first term is the input data size, and the second term is obtained by the partitioning technique.
Since the expression ofQlow can be quite large, we automatically simplify toQ∞low by only retaining
the asymptotically dominant terms, assuming all parameters N ,M . . . and cache size S tend to
infinity, and S = o(N ,M, . . . ),
Q∞low =
TN
4S .
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1 function program_Q
input :Data-flow graph G = (S,D), an instance I
output : lower bound Qlow
2 Q = ∅;
3 Let D be the max loop depth;
4 foreach loop level 0 ≤ d < D do
5 foreach statement S ∈ S surrounded by at least d + 1 loops do
6 Ωd := [I1, . . . , Id ] → {S[i1, . . . , iD ] : i1 = I1 ∧ . . . id = Id };
7 Let G ′ be a copy of G;
8 while elapsedTime < timeout do
9 Let DS be the parametrized domain of S in G ′;
10 P := ∅,L := ∅;
11 foreach Pi ∈ genpaths(G ′, S,Ωd ) (in increasing order of dim (Ker(Pi ))) do
12 if |DS ∩ Dom (Pi )| ≥ γ |DS | then
13 Ki := Ker(Pi );
14 if L := subspace_closure(B,Ki ) changed then
15 DS := DS ∩ Dom (Pi );
16 P := P ∪ Pi ;
17 if P = ∅ then exit while loop;
18 (Q,G ′) = combine_paramQ(Q,G ′, sub_paramQ_bypartition(P,DS ,L,Ωd ));
19 (Q,G ′) = combine_paramQ(Q,G ′, sub_paramQ_bywavefront(S,Ωd ));
20 Qlow = input_size(G) +max(0, combine_subQ(Q));
21 function combine_paramQ
input : set of global bounds Q, DFG G ′, parametrized bound Q(Ω)
output :updated Q, G ′
22 if [Ω , Ω′ ⇒ Q .interf(Ω) ∩Q .interf(Ω′) = ∅] then
23 Q :=
∑
Ω Q(Ω);
24 Q .may-spill :=
⋃
Ω Q .may-spill(Ω);
25 Q = Q ∪ {Q};
26 G ′ := G ′ \Q .may-spill;
27
Sec. 4.3
Sec. 5
Sec. 6
Sec. 4.2
Algorithm 6: Main procedure that computes Qlow for the program by combining lower bound of
sub-CDAGs obtained through K-partition or wavefront reasoning
Finally, from Q∞low and the fact that the jacobi-1d kernel performs 6TN operations, we compute
an upper bound for the OI of any schedule of the jacobi-1d kernel,
OIup =
6TN
Q∞low
= 24S .
Our manually generated schedule uses a horizontal band of width S/2. It has an I/O of Q∞manual =
4NT /S , leading to OImanual = 6T NQ∞manual =
3S
2
In this case, OIup and OImanual are not equal. Such a gap means that it is possible to (1) either
increase the data-movement lower bound (OIup) generated by IOLB, (2) or find a better schedule for
this kernel with less data transfer so as to decrease OImanual; (3) or both improvements are possible.
OIup is not necessarily tight. OImanual is not necessarily the highest achievable OI . We only can
conclude so if both quantities are equal.
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Table 1. Operational intensity upper and lower bounds for PolyBench Benchmarks
kernel # input data #ops ratio OIup OImanual ratio
2mm NiNk + NkNj NiNjNk –
√
S
√
S 1 ✓
+NjNl + NiNl +NiNjNl
3mm NiNk + NkNj NiNjNk + NjNlNm –
√
S
√
S 1 ✓
+NjNm + NmNl +NiNjNl
cholesky 12N
2 1
3N
3 2
3N 2
√
S
√
S 2
correlation MN M2N M 2
√
S
√
S 2
covariance MN M2N M 2
√
S
√
S 2
doitgen NpNqNr 2NqnrN 2p 2Np
√
S
√
S 1 ✓
fdtd-2d 3NxNy 11NxNyT 113 T 22
√
2
√
S 1124
√
3
√
S 48
√
2√
3
floyd-warshall N 2 2N 3 2N 2
√
S
√
S 2
gemm NiNj + NjNk + NiNk 2NiNjNk –
√
S
√
S 1 ✓
heat-3d N 3 30N 3T 30T 160
3 3
√
3
3√S 52 3
√
S 64
3 3
√
3
jacobi-1d N 6NT 6T 24S 32S 16
jacobi-2d N 2 10N 2T 10T 15
√
3
√
S 54
√
S 12
√
3
lu N 2 23N
3 2
3N
√
S
√
S 1 ✓
ludcmp N 2 23N
3 2
3N
√
S
√
S 1 ✓
seidel-2d N 2 9N 2T 9T 27
√
3
2
√
S 94
√
S 6
√
3
symm 12M
2 + 2MN 2M2N –
√
S
√
S 1 ✓
syr2k 12N
2 + 2MN 2MN 2 – 2
√
S
√
S 2
syrk 12N
2 +MN MN 2 – 2
√
S
√
S 2
trmm 12M
2 +MN M2N –
√
S
√
S 1 ✓
atax MN 4MN 4 4 4 1 ✓
bicg MN 4MN 4 4 4 1 ✓
deriche HW 32HW 32 32 163 6
gemver N 2 10N 2 10 10 5 2
gesummv 2N 2 4N 2 2 2 2 1 ✓
mvt N 2 4N 2 4 4 4 1 ✓
trisolv 12N
2 N 2 2 2 2 1 ✓
adi N 2 30N 2T 30T 30 5 6
durbin N 2N 2 2N 4 23 6
gramschmidt MN 2MN 2 2N 2
√
S 1 2
√
S
nussinov 12N
2 1
3N
3 2
3N 2
√
S 1 2
√
S
8.1 Parametric Bounds for OI
Table 1 reports, for each kernel in PolyBench:
• the size of the input data as well as the number of operations3, and the ratio between them;
• the parametric upper bound on operational intensity OIup = # opsQlow from IOLB;
• the parametric lower bound OImanual = #opsQmanual obtained by hand;
• the ratio OIupOImanual , assessing the tightness of the bounds.
The 30 reported benchmarks can be divided into four categories, corresponding to table divisions:
3# ops are given as an indication, as some benchmarks operate on integers, and some implementations of classical linear
algebra primitives in PolyBench are disputable.
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(1) (19 kernels) The ratio # ops# input data is high, so this is an indication for potential tiling. In these
cases, we manually find that tiling is actually possible. IOLB gives a non-trivial OI upper
bound that is within a constant of the manually obtained OI lower bound OImanual. The bound
is asymptotically tight for 8 of them, and within a factor of 2 for an additional 6. Except
for matrix multiplication (gemm), where it matches the best published bound, these are all
improvements over previously published results.
(2) (7 kernels) The ratio # ops# input data is a constant: clearly, these cases do not provide enough
operations to enable data reuse. The reported lower bound by IOLB is # input data, which is
asymptotically tight for 5 of them, and within a factor of 2 for 1 more.
(3) (2 kernels) The ratio # ops# input data is high which does not discard potential for tiling and high OI .
Our best manual schedule leads to a constant OI which is arbitrarily far from this optimistic
ratio. IOLB proves that the code is not tileable, the best achievable OI is a constant. IOLB
finds this upper bound on OI thanks to the wavefront technique. This is better by at least a
factor of
√
S than any bound that could be obtained by geometric reasoning.
(4) (2 kernels) There is an arbitrarily large discrepancy between OIup and OImanual. Visual ex-
amination shows that, for these cases, IOLB is too optimistic. These codes are actually not
tileable in all dimensions, and we believe that it is possible, using more advanced techniques
that are currently out of the scope of IOLB, to prove a smaller matching OI upper bound.
Additional remarks. For lu and floyd-warshall, the analysis automatically decomposes the
instances of a single statement into appropriate subdomains and accumulates the bounds, leading
to a tighter bound than would have been obtained without such a decomposition.
For several stencil-like computations, the bound generated by IOLB is rather loose (16
√
6 for
fdtd-2d!). This is due to two limitations of IOLB: 1. the first (which is a theoretical limitation)
is our inability to apply the technique of Sec. 5.1.1 because of a possible overlap of the “chain”
dependencies; 2. the second (which is an implementation limitation) is because, in the presence of
several arrays, IOLB only selects one per dimension, losing the opportunity to tighten the inequality
constraints.
The complete symbolic expressions output by IOLB are available in Appendix C.
8.2 Comparison with machine balance for a specific architecture
In order to illustrate a practical example of use of the lower bounds derived by IOLB, we use
the PLuTo [Pluto 2008] tiling algorithm to generate a tiled schedule, from which an idealized
data-movement cost is determined using a cache simulator (Dinero [Edler 1994]). As opposed to
OIup (derived from our tool IOLB) and OImanual (derived from a manually derived schedule using
an optimal cache replacement policy) that both provide a parametric operational intensity for
each benchmark, the achieved OI obtained via PLuTo (OIPLuTo) provides a numerical operational
intensity (using the LARGE data set) with a LRU replacement policy. The architecture we consider in
the rest of this section is a single core, with a machine balance of 8 words/cycle and a fast memory
capacity of 256 kB. This more or less corresponds to L2/L3 transfers on a last-generation Intel CPU
(Skyline-X), with SIMD AVX512 units.
Figure 6 reports OIup (by instantiating the parametric formula) and OIPLuTo for each of the
PolyBench kernels. The gaps between OIPLuTo and OIup that can be observed in Figure 6 come
from different factors: 1. OIPLuTo uses a cache simulator, while OIup assumes an explicit (optimal)
control of the cache; 2. OIPLuTo schedule space is limited due to only considering a fixed-size tiling;
3. There already exists a gap between OIup and OImanual as reported in Table 1. For example, for
gemm, in Figure 6, we observe a factor of 6 between OIPLuTo and OIup while OImanual and OIup match
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Fig. 6. Operational intensity compared to the machine balance for PolyBench Benchmarks
in Table 1. We want to demonstrate that, despite this apparent gap between theory and practice,
we can draw many useful practical conclusions from our theoretical tool, IOLB.
For example, in order to know whether our application will be compute-limited or bandwidth
limited on the specific architecture, we plotted the machine balance on Figure 6. We can then
observe the three different scenarios:
(1) (18 kernels) OIPLuTo is above the machine balance. Even in the cases where the upper bound
OIup is quite larger than OIPLuTo, indicating that data movement of OIPLuTo could potentially
be reduced further, the compiler did a sufficient job in optimizing the code so that the code
will be compute-bound. Performance will not be significantly affected by data movement.
This is the case for example for gemm and heat-3d.
(2) (6 kernels) The upper bound OIup stands below the machine balance, meaning that without a
fundamental change in the design of the algorithm, it will stay bandwidth-bound. OIPLuTo
is indeed bandwidth-bound, as any implementation has to be. This is the case for atax or
trisolv for example.
(3) (6 kernels) The machine balance stands between our lower (OIPLuTo) and upper bound (OIup).
This corresponds to the scenario where our upper bound suggests that there might be room for
improvement from a performance point of view. This concerns for example floyd-warshall
and lucdmp. A careful look at these two cases shows that they can actually be improved:
PLuTo did not initially handle lucdmp as well as it should because of the presence of some
scalars that did not get expanded into arrays. Doing this by hand allowed PLuTo to tile it and
move the OI from below the machine balance to above. Floyd-Warshall is a more involved
case: the iteration space decomposition that is discovered by IOLB (similar to that of Fig. 4)
gives a hint as to how to rewrite the code to make it tileable by PLuTo, thus leading to an
OI that goes above the machine balance. This is a practical example where IOLB helps us
discovering more communication-efficient algorithm. (We note that our manual analysis in
Section 8.1 also uses this decomposition to derive OImanual.)
We note that the comparison OI / MB is relevant for performance. If we are concerned about
energy consumption, then this comparison is not relevant. Looking at Figure 7, any large gaps
between OIPLuTo and OIup indicate that there might be room for reducing the data movement and
thus the energy required for the computation.
9 RELATEDWORK
The seminal work of Hong & Kung [Hong and Kung 1981] was the first to present an approach to
developing lower bounds on data movement for any valid schedule of execution of operations in a
computational DAG. Their work modeled data movement in a two-level memory hierarchy and
presented manually derived decomposability factors (asymptotic order complexity, without scaling
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constants) for a few algorithms like matrix multiplication and FFT. Several efforts have sought to
build on the fundamental lower bounding approach devised by Hong & Kung, usually targeting one
of two objectives: i) generalizing the cost model to more realistic architecture hierarchies [Bilardi
and Peserico 2001; Bilardi et al. 2012; Savage 1995], or ii) for providing an I/O complexity with (tight)
constant for some specific class of algorithms (sorting/FFT [Aggarwal and Vitter 1988; Ranjan et al.
2011], relaxation [Ranjan et al. 2012], or linear algebra [Ballard et al. 2011, 2012; Demmel et al. 2012;
Irony et al. 2004]).
In the context of linear algebra, Irony et al. [Irony et al. 2004] were the first to use the Loomis-
Whitney inequality [Loomis and Whitney 1949] to find a lower bound on data movement. This was
in the context of gemm (one of the kernels of PolyBench). The asymptotic upper bound on OI from
this paper is 4
√
2
√
S . IOLB returns
√
S . This result was then extended in [Ballard et al. 2014] to 6
more kernels of PolyBench: cholesky, floyd-warshall, lu, symm, syrk, and trmm, where their
upper bounds on OI is 8
√
S for all of these kernels. IOLB returns
√
S for 4 of these kernels, and 2
√
S
for the other 2. The method presented in [Ballard et al. 2014] is limited to a few algorithms. See
discussion on [Christ et al. 2013] for more details on these limitations.
The studies that are the most related to this paper are those from Christ et al. [Christ et al. 2013],
and Elango et al. [Elango et al. 2014, 2015].
The idea of using a variant of the Brascamp-Lieb inequality to derive bounds for arbitrary affine
programs comes from Christ et al. [Christ et al. 2013]. However, the approach they propose suffers
from several limitations: 1. The model is based on association of operations with data elements
and does not capture data dependencies in a computational DAG. Consequently, it can lead to
very weak lower bounds on data movement for computations such as Jacobi stencils. 2. There
is no way to (de-)compose the CDAG, and they view all the statements of the loop body (that
has to be perfectly nested) as an atomic statement. As a consequence, it is incorrect to use this
approach for loop computations where loop fission is possible. 3. The lower bounds modeling
is restricted to 2S-partitioning, leading to very weak lower bounds for algorithms such as adi
or durbin. 4. Obtaining scaling constants, in particular with non-orthogonal reuse directions,
is difficult, and only asymptotic order complexity bounds can be derived. 5. No automation of
the lower bounding approach was proposed, but manually worked out examples of asymptotic
complexity as a function of fast memory capacity (without scaling constants) were presented.
Elango et al. [Elango et al. 2014] used a variant of the red-blue pebble gamewithout recomputation,
enabling the composition of several sub-CDAG, and the use of a lower-bounding approach based on
wavefronts in the DAG. Manual application of the approach for parallel execution was demonstrated
on specific examples, but no approach to automation was proposed.
The later work of Elango et al. [Elango et al. 2015] was the first to make the connection between
paths in the data-flow graph and regular data reuse patterns and to propose an automated compiler
algorithm for affine programs. However, their proposed approach suffers from several limitations:
1. Only asymptotic O(. . .) data movement bounds were obtainable, without any scaling constants.
In contrast, IOLB generates meaningful non-asymptotic parametric I/O lower bound formulae.
From these formulae, we can derive asymptotic lower bounds with scaling constants, critical for
use in deducing upper limits on OI for a roofline model. 2. Since they were only trying to provide
asymptotic boundswithout constants, they did not address (de-)composition (asymptotic bounds can
be safely summed up even if they interfere). Also, they only considered enumerative decomposition,
and not dimension decomposition through loop parameterization that is necessary to obtain a
tight bound for their Matmult-Seidel illustrative example. They also only considered the simple
non-overlapping notion of interference, and did not allow decomposition of the same statement,
required in order to obtain a tight bound for computations like floyd-warshall. 3. Finally, their
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approach only used the 2S-partitioning paradigm for lower bounds but not the wavefront-based
paradigm, thus leading to very weak bounds for benchmarks such as adi or durbin.
10 CONCLUSION
This paper presents the first compile-time analysis tool to automatically compute a non-asymptotic
parametric lower bound on the data movement complexity of an affine program. For a cache/scratch-
pad of limited size S , the minimum required data movement in the two-level memory hierarchy
is expressed as a function of S and program parameters. As a result, the tool enables, for a repre-
sentative class of programs that fits in the polyhedral model, the automated derivation of a bound
on the best achievable OI for all possible valid schedule of a given algorithm. Its effectiveness has
been illustrated on a full benchmark suite of affine programs, the PolyBench suite, with results
matching or improving over the current state of the art for many of them.
Comparing the achievable OI with the machine balance MB is of particular importance as it
allows to understand the minimal architectural parameters (e.g. cache size, bandwidth, frequency,
etc.) required to support the required inherent data movement of a large class of algorithms such
as those used in scientific computing or machine learning. Affine program regions handled by our
automated analysis covers a large proportion of codes in those areas.
ACKNOWLEDGMENTS
This work was supported in part by the U.S. National Science Foundation awards 1645514, 1645599,
1750399 and 1816793.
REFERENCES
Alok Aggarwal and Jeffrey S. Vitter. 1988. The input/output complexity of sorting and related problems. Commun. ACM 31
(1988), 1116–1127. Issue 9.
Grey Ballard, Erin Carson, James Demmel, Mark Hoemmen, Nick Knight, and Oded Schwartz. 2014. Communication lower
bounds and optimal algorithms for numerical linear algebra. Acta Numerica 23 (2014), 1–155.
Grey Ballard, James Demmel, Olga Holtz, and Oded Schwartz. 2011. Minimizing Communication in Numerical Linear
Algebra. SIAM J. Matrix Analysis Applications 32, 3 (2011), 866–901.
Grey Ballard, James Demmel, Olga Holtz, and Oded Schwartz. 2012. Graph expansion and communication costs of fast
matrix multiplication. J. ACM 59, 6 (2012), 32.
Alexander I Barvinok. 1994. A polynomial time algorithm for counting integral points in polyhedra when the dimension is
fixed. Mathematics of Operations Research 19, 4 (1994), 769–779.
Christian Bauer, Alexander Frink, and Richard Kreckel. 2002. Introduction to the GiNaC Framework for Symbolic Computa-
tion within the C++ Programming Language. J. Symbolic Computation 33 (2002), 1–12.
G. Bilardi and E. Peserico. 2001. A characterization of temporal locality and its portability across memory hierarchies.
Automata, Languages and Programming (2001), 128–139.
G. Bilardi, M. Scquizzato, and F. Silvestri. 2012. A Lower Bound Technique for Communication on BSP with Application to
the FFT. Euro-Par 2012 Parallel Processing (2012), 676–687.
Herm Jan Brascamp and Elliott H Lieb. 1976. Best constants in Young’s inequality, its converse, and its generalization to
more than three functions. Advances in Mathematics 20, 2 (1976), 151–173.
Michael Christ, James Demmel, Nicholas Knight, Thomas Scanlon, and Katherine Yelick. 2013. Communication Lower Bounds
and Optimal Algorithms for Programs That Reference Arrays – Part 1. EECS Technical Report EECS–2013-61. UC Berkeley.
Michael Christ, James Demmel, Nicholas Knight, Thomas Scanlon, and Katherine Yelick. 2015. On Holder-Brascamp-Lieb
inequalities for torsion-free discrete Abelian groups. arXiv preprint arXiv:1510.04190 (2015).
James Demmel, Laura Grigori, Mark Hoemmen, and Julien Langou. 2012. Communication-optimal Parallel and Sequential
QR and LU Factorizations. SIAM J. Scientific Computing 34, 1 (2012).
Jack Dongarra, Jean-François Pineau, Yves Robert, Zhiao Shi, and Frédéric Vivien. 2008. Revisiting matrix product on
master-worker platforms. International Journal of Foundations of Computer Science 19, 6 (2008), 1317–1336.
Jan Edler. 1994. Dinero IV: Trace-driven uniprocessor cache simulator. http://www.cs.wisc.edu/~markhill/DineroIV.
Venmugil Elango, Fabrice Rastello, Louis-Noël Pouchet, J. Ramanujam, and P. Sadayappan. 2014. On characterizing the
data movement complexity of computational DAGs for parallel execution. In 26th ACM Symposium on Parallelism in
Algorithms and Architectures, SPAA ’14, Prague, Czech Republic - June 23 - 25, 2014. 296–306.
Automated Derivation of Parametric Data Movement Lower Bounds for Affine Programs 29
Venmugil Elango, Fabrice Rastello, Louis-Noël Pouchet, J. Ramanujam, and P. Sadayappan. 2015. On Characterizing the
Data Access Complexity of Programs. In Proceedings of the 42nd Annual ACM SIGPLAN-SIGACT Symposium on Principles
of Programming Languages, POPL 2015, Mumbai, India, January 15-17, 2015. 567–580.
P. Feautrier. 1988. Parametric integer programming. RAIRO Recherche Opérationnelle 22, 3 (1988), 243–268.
Paul Feautrier and Christian Lengauer. 2011. Polyhedron model. In Encyclopedia of Parallel Computing. Springer, 1581–1592.
Jia-Wei Hong and H. T. Kung. 1981. I/O complexity: The red-blue pebble game. In Proc. of the 13th annual ACM sympo. on
Theory of computing (STOC’81). ACM, 326–333.
Dror Irony, Sivan Toledo, and Alexandre Tiskin. 2004. Communication lower bounds for distributed-memory matrix
multiplication. J. Parallel Distrib. Comput. 64, 9 (2004), 1017–1026.
L.H. Loomis and H. Whitney. 1949. An inequality related to the isoperimetric inequality. Bull. Am. Math. Soc. 55 (1949),
961–962.
Bradley Lowery and Julien Langou. 2014. Improving the Communication Lower Bounds for Matrix-Matrix Multiplication.
9th Scheduling for Large Scale Systems Workshop, July 1-4, Lyon, France.
Pluto 2008. PLUTO: A polyhedral automatic parallelizer and locality optimizer for multicores. http://pluto-
compiler.sourceforge.net.
Louis-Noël Pouchet and Tomofumi Yuki. 2015. PolyBench/C 4.2.
Desh Ranjan, John Savage, and Mohammad Zubair. 2011. Strong I/O Lower Bounds for Binomial and FFT Computation
Graphs. In Computing and Combinatorics. LNCS, Vol. 6842. Springer, 134–145.
Desh Ranjan, John E. Savage, and Mohammad Zubair. 2012. Upper and lower I/O bounds for pebbling r-pyramids. J. Discrete
Algorithms 14 (2012), 2–12.
John Savage. 1995. Extending the Hong-Kung model to memory hierarchies. In Computing and Combinatorics. LNCS,
Vol. 959. 270–281.
Tyler Michael Smith, Bradley Lowery, Julien Langou, and Robert A. van de Geijn. 2019. A Tight I/O Lower Bound for Matrix
Multiplication. arXiv:1702.02017v2
Tyler Michael Smith and Robert A. van de Geijn. 2017. Pushing the Bounds for Matrix-Matrix Multiplication.
arXiv:1702.02017v1
S. I. Valdimarsson. 2010. The Brascamp-Lieb polyhedron. Can. J. Math. 62, 4 (2010), 870–888.
Sven Verdoolaege. 2010. ISL: An integer set library for the polyhedral model. InMathematical Software–ICMS 2010. Springer,
299–302.
Sven Verdoolaege. 2018. Integer Set Library: Manual. http://isl.gforge.inria.fr/manual.pdf.
Sven Verdoolaege and Tobias Grosser. 2012. Polyhedral Extraction Tool. In Second International Workshop on Polyhedral
Compilation Techniques (IMPACT’12).
Andreas Wächter and Lorenz T. Biegler. 2006. On the implementation of an interior-point filter line-search algorithm for
large-scale nonlinear programming. Math. Program. 106, 1 (2006), 25–57. https://doi.org/10.1007/s10107-004-0559-y
30 Auguste Olivry, Julien Langou, Louis-Noël Pouchet, P. Sadayappan, and Fabrice Rastello
A FULL EXAMPLE: CHOLESKY DECOMPOSITION
IOLB uses two proof techniques, namely the K-partition and the wavefront based proofs that are
respectively described in Sec. 5 and Sec. 6. In this section, we demonstrate the complete process on
a concrete example: the cholesky kernel. In this example, the K-partition method is the method
of choice. (So we do not use the wavefront method.) The pseudo-code and associated DFG for
cholesky are reported in Fig. 7.
The DFG contains three statement vertices {S1, S2, S3} (the vertex corresponding to input array
A and the corresponding dependences are omitted as they do not play a role in the lower bound
derivation). The main loop of Alg. 6 iterates on those statements and computes some lower bound
complexities for each of them. We here consider statement S3 for which the K-partition reasoning
is the one that leads to the largest lower bound of the three.
for(k = 0; k < n; k++) {
A[k][k] = sqrt(A[k][k]); //S1
for(i = k+1; i < n; i++)
A[i][k] /= A[k][k]; // S2
for(i = k+1; i < n; i++)
for(j = k+1; j <= i; j++)
A[i][j] -= A[i][k] * A[j][k]; // S3
}
(a) Source code
S1 S2 S3 e1
e2
e3
e4
e5
e6
Re1 = {S3[k − 1, i, j] → S3[k, i, j] : 1 ≤ k < N ∧ k + 1 ≤ i < N ∧ k + 1 ≤ j ≤ i}
Re2 = {S2[k, j] → S3[k, i, j] : 0 ≤ k < N ∧ k + 1 ≤ i < N ∧ k + 1 ≤ j ≤ i}
Re3 = {S2[k, i] → S3[k, i, j] : 0 ≤ k < N ∧ k + 1 ≤ i < N ∧ k + 1 ≤ j ≤ i}
Re4 = {S3[k − 1, i,k] → S2[k, i] : 1 ≤ k < N ∧ k + 1 ≤ i < N }
Re5 = {S1[k] → S2[k, i] : 0 ≤ k < N ∧ k + 1 ≤ i < N }
Re6 = {S1[k − 1,k,k] → S1[k] : 1 ≤ k < N ∧ k + 1 ≤ i < N }
(b) DFG (input nodes are omitted)
Fig. 7. Cholesky decomposition
Out of the six paths, procedure genpaths will select three “interesting paths” for statement S3.
These are the three paths pointing to S3, namely:
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P1 = (e1) is a chain path
P2 = (e2) is a broadcast path
P3 = (e3) is a broadcast path
The “S-centric” sub-CDAG is obtained by intersecting the domain of S with the corresponding
individual domains of the paths of interests P = {P1, P2, P3} which are:
Dom (P1) = {S3[k, i, j] : 1 ≤ k < N ∧ k + 1 ≤ i < N ∧ k + 1 ≤ j ≤ i}
Dom (P2) = {S3[k, i, j] : 0 ≤ k < N ∧ k + 1 ≤ i < N ∧ k + 1 ≤ j ≤ i}
Dom (P3) = {S3[k, i, j] : 0 ≤ k < N ∧ k + 1 ≤ i < N ∧ k + 1 ≤ j ≤ i}
Leading to an intersection domain:
DS := Dom (P1) ∩ Dom (P2) ∩ Dom (P3)
= {S3[k, i, j] : 1 ≤ k < N ∧ k + 1 ≤ i < N ∧ k + 1 ≤ j ≤ i}
For those paths, the corresponding projections and kernels are:
ϕ1(k, i, j) = proj(1,0,0) (k, i, j) = (0, i, j) kernel k1 = Ker(ϕ1) = ⟨(1, 0, 0)⟩
ϕ2(k, i, j) = (k, j) kernel k2 = Ker(ϕ2) = ⟨(0, 1, 0)⟩
ϕ3(k, i, j) = (k, i) kernel k3 = Ker(ϕ3) = ⟨(0, 0, 1)⟩
The explicit embedding ρ of the parametrized CDAG into E is trivial in this case. (See Section 5.1.)
In order to apply Theorem 3.10 to E with ϕ1, ϕ2 and ϕ3, we need to find constant s1, s2 and s3
such that Equation (2) is true. Since the projection kernels, Ker(ϕ j ), are linearly independent, in
this case, there is no need to compute the generated lattice of subgroups. Simply testing on each
kernel individually for Equation (2) is sufficient (see proof in [Christ et al. 2013], Sec. 6.3). This
leads to the following conditions on s1, s2 and s3:
0 ≤ s1, s2, s3 ≤ 1
1 ≤ s2 + s3
1 ≤ s1 + s3
1 ≤ s1 + s2
(7)
We can apply Theorem 3.10 to E with ϕ1, ϕ2 and ϕ3 for any s1, s2 and s3 satisfying Equation (7)
to get Equation (3). This gives that
|E | ≤ |ϕ1(E)|s1 · |ϕ2(E)|s2 · |ϕ3(E)|s3 . (8)
Each of the |ϕi (E)| is bounded by K , where K = (S +T ), where S is the cache size, and T is the
length of a segment. (See Section 5.1 and Equation (4):
|ϕi (E)| ≤ K , i = 1, 2, 3. (9)
Therefore, denoting σ = s1 + s2 + s3, we can bound |E | with
|E | ≤ Kσ (10)
We note that we have introduced 4 parameters: T , s1, s2, s3. We will choose s1, s2, s3 when we
minimize the upper bound E for all possible values of s1, s2, s3. We will chooseT when we maximize
the lower bound in I/O for all possible values of T . For now, we leave these variables as parameters
in the reasoning.
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Equation (10) is a valid upper bound on the cardinality on anyK-bounded set E in the parametrized
CDAG. This upper bound enables us to finish the reasoning to find a lower bound on I/O using the
K-partitioning method.
However, we are able to obtain a tighter (higher) I/O lower bound if we can findmore constraining
inequalities on |ϕi (E)| than Equation (9). In order to do so, we use the “sum-the-projections” trick.
(See Section 5.1.1.)
In order to use the “sum-the-projections” trick, we need to check the independence of the
projections, so we first intersect the inverse domains of the different paths which are:
R−1P1 (D) = {S3[k, i, j] : 0 ≤ k < N − 1 ∧ k + 1 ≤ i < N − 1 ∧ k + 1 ≤ j ≤ i}
R−1P2 (D) = {S2[k, j] : 1 ≤ k < N ∧ k + 1 ≤ j < N }
R−1P3 (D) = {S2[k, i] : 1 ≤ k < N ∧ k + 1 ≤ i < N }
Thus getting:
R−1P1 (D) ∩ R−1P2 (D) = ∅ ⇒ P1 is independent from P2
R−1P1 (D) ∩ R−1P3 (D) = ∅ ⇒ P1 is independent from P3
R−1P2 (D) ∩ R−1P3 (D) , ∅ ⇒ P2 interferes with P3
We can thus write, for every K-bounded-set (K = (S +T )) E in the parametrized CDAG:
|ϕ1(E)| + |ϕ2(E)| ≤ K
|ϕ1(E)| + |ϕ3(E)| ≤ K
And summing the two:
|ϕ1(E)| + 12 |ϕ2(E)| +
1
2 |ϕ3(E)| ≤ K . (11)
Since Equation (11) is more constraining on |ϕi (E)| than Equation (9), it enables us to obtain a
tighter (higher) I/O lower bound.
In the framework of Lemma 5.2, we call (β1, β2, β3) = (1, 1/2, 1/2), so that Equation (11) reads
β1 |ϕ1(E)| + β2 |ϕ2(E)| + β3 |ϕ3(E)| ≤ K .
We now use Lemma 5.2 to bound |E | as follows:
|E | ≤ Kσ
m∏
j=1
(
sj
βjσ
)sj
. (12)
Equation (12) is similar to Equation (6). It is better than Equation (10) since it is able to provide
smaller upper bounds on the cardinality of E.
We now follow Section 5.3. The objective is, w.r.t. the constraints given in Equation (7) on si , to
minimize the right-hand side of the Equation (12). This leads to s1 = s2 = s3 = 12 (and σ =
3
2 ), that
is:
|E | ≤ 2 · (K/3)3/2.
Lemma 3.9 tells us that, ifU is an upper bound on the size of a (S +T )-bounded-set in G, then:
Q(G) ≥ T ·
⌊ |V \ Sources (V )|
U
⌋
− |Sources (V )| .
Automated Derivation of Parametric Data Movement Lower Bounds for Affine Programs 33
Here V = D ∪ R−1P1 (D) ∪ R−1P2 (D) ∪ R−1P3 (D), giving:
V \ Sources (V ) = {S3[k, i, j] : 1 ≤ k < N ∧ k + 1 ≤ i < N ∧ k + 1 ≤ j ≤ i}
Sources (V ) = {S3[0, i, j] : 1 ≤ i < N ∧ 1 ≤ j ≤ i; S2[k, i] : 1 ≤ k < N ∧ k + 1 ≤ i < N }
So (omitting lower-order terms) |V \ Sources (V )| = N 36 and |Sources (V )| = N 2. Taking forU our
upper bound on |E | provides the following inequality for which the objective is to set a value for T
that maximizes its right hand side:
Q ≥ T ×
⌊
N 3/6
2 · (K/3)3/2
⌋
− N 2 ≈ T
(S +T )3/2
× N
3/6
2 · (1/3)3/2 .
Setting T = 2S (so K = S +T = 3S) leads to the following lower bound
Q ≥ (2S) × N
3/6
2S3/2
=
N 3
6
√
S
.
Lower order terms have been omitted at a few places in this reasoning so this bound is asymptotic.
The full expression for the lower bound found by IOLB is given in Table 1.
B FULL EXAMPLE: LU DECOMPOSITION
Similarly to the previous section, this section illustrates the complete process on another concrete
example: the LU decomposition which pseudo-code and associated DFG are reported in Fig 8.
for(k = 0; k < n; k++) {
for(i = k+1; i < n; i++)
A[i][k] /= A[k][k]; // S1
for(i = k+1; i < n; i++)
for(j = k+1; j < n; j++)
A[i][j] += A[i][k] * A[k][j]; // S2
}
(a) Source code
S1 S2
e1
e2
e3
e4
Re1 = {S2[k − 1, i, j] → S2[k, i, j] : 1 ≤ k < N ∧ k + 1 ≤ i < N ∧ k + 1 ≤ j < N }
Re2 = {S2[k − 1,k, j] → S2[k, i, j] : 1 ≤ k < N ∧ k + 1 ≤ i < N ∧ k + 1 ≤ j < N }
Re3 = {S1[k, i] → S2[k, i, j] : 0 ≤ k < N ∧ k + 1 ≤ i < N ∧ k + 1 ≤ j < N }
Re4 = {S2[k − 1,k,k] → S1[k, i] : 0 ≤ k < N ∧ k + 1 ≤ i < N }
(b) DFG
Fig. 8. LU decomposition
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Here, taking S2 as the destination DFG-node, the following paths are selected:
• Chain P1:
RP1 = {S2[k − 1, i, j] → S2[k, i, j] : 1 ≤ k < N ∧ k + 1 ≤ i < N ∧ k + 1 ≤ j < N }
Dom (P1) = {S2[k, i, j] : 1 ≤ k < N ∧ k + 1 ≤ i < N ∧ k + 1 ≤ j < N }
• Broadcast P2:
RP2 = {S2[k − 1,k, j] → S2[k, i, j] : 1 ≤ k < N ∧ k + 2 ≤ i < N ∧ k + 1 ≤ j < N }
Observe that, as source and image domains have to be disjoint, S[k, i = k + 1, j] is excluded
from image domain
Dom (P2) = {S2[k, i, j] : 1 ≤ k < N ∧ k + 2 ≤ i < N ∧ k + 1 ≤ j < N }
• Broadcast P3:
RP3 = {S1[k, i] → S2[k, i, j] : 0 ≤ k < N ∧ k + 1 ≤ i < N ∧ k + 1 ≤ j < N }
Dom (P3) = {S2[k, i, j] : 0 ≤ k < N ∧ k + 1 ≤ i < N ∧ k + 1 ≤ j < N }
Intersecting the individual domains with DS leads to:
DS = Dom (P1) ∩ Dom (P2) ∩ Dom (P3)
= {S2[k, i, j] : 1 ≤ k < N ∧ k + 2 ≤ i < N ∧ k + 1 ≤ j < N }
For those paths, the corresponding projections and kernels are:
ϕ1(k, i, j) = (0, i, j) kernel k1 = Ker(ϕ1) = ⟨(1, 0, 0)⟩
ϕ2(k, i, j) = (k,k, j) kernel k2 = Ker(ϕ2) = ⟨(0, 1, 0)⟩
ϕ3(k, i, j) = (k, i) kernel k3 = Ker(ϕ3) = ⟨(0, 0, 1)⟩
To check independence of projections, we intersect the inverse domains of the different paths
which are:
R−1P1 (D) = {S2[k, i, j] : 0 ≤ k < N − 1 ∧ k + 3 ≤ i < N ∧ k + 2 ≤ j < N }
R−1P2 (D) = {S2[k,k + 1, j] : 0 ≤ k < N − 1 ∧ k + 2 ≤ j < N }
R−1P3 (D) = {S1[k, i] : 0 ≤ k < N ∧ k + 2 ≤ i < N }
They are disjoint so
|ϕ1(E)| + |ϕ2(E)| + |ϕ3(E)| ≤ 3S . (13)
The rest is similar to Cholesky, we find
|E | ≤ (3S)
∑
j sj
m∏
j=1
(
sj∑
i si
)sj
.
The constraints on sj ’s are the same, so s1 = s2 = s3 = 1/2 and
|E | ≤ S3/2.
We get
Q ≥ (2S)N
3/3
S3/2
=
2N 3
3
√
S
.
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C COMPLETE LOWER BOUND FORMULAE FOR POLYBENCH OBTAINEDWITH
THE CURRENT VERSION OF IOLB
In Table 2, these are the complete formulae as produced by IOLB. Next to the complete formulae
are asymptotic formulae as presented in Table 1.
We present the complete formulae produced by IOLB for a few reasons. While the lower bounds
on I/O obtained by IOLB are lower bounds for any values of the parameters (M , N , S , etc), the
asymptotic formulae have to be used with care. (1) The asymptotic reasoning, while providing
simpler and easier to understand formulae, unfortunately removes the lower bound property.
(Negligible negative terms are removed during the asymptotic reasoning.) (2) Also if the asymptotic
assumptions are violated, then the asymptotic formulae becomes really off. For example if S is not
negligible with respect toM and N , or if one dimension in gemm is small. (3) Also, the asymptotic
reasonings entail some assumptions. We chose to assume all parameters N ,M . . . and cache size S
tend to infinity, and S = o(N ,M, . . . )). We can imagine other reasonable asymptotic reasonings.
With the complete formula, it is possible to derive them at will. (4) Showing the complete next to the
asymptotic expansion explains our asymptotic assumption. (5) It can be instructive to understand
the form of the complete formulae returned by IOLB.
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kernel Complete Lower Bound Formulae for PolyBench asymptotic simplified
obtained with the current version of IOLB formula
2mm max
(
NiNj + NjNk + NiNk + NjNl + 2,(
2√
S
NiNj (Nk − 1) + 2Ni + 2Nj + Nk − 4
√
2S
)
2√
S
NiNjNk
+
(
2√
S
NiNl (Nj − 1) + 2Ni + 2Nl + Nj − 4
√
2S
)
+ 2√
S
NiNlNj
−2NiNj − 2
)
3mm max
(
NiNk + NjNk + NjNm + NlNm,(
2√
S
NiNj (Nk − 1) + 2Ni + 2Nj + Nk − 4
√
2S
)
2√
S
NiNjNk
+
(
2√
S
NiNl (Nj − 1) + 2Ni + 2Nl + Nj − 4
√
2S
)
+ 2√
S
NiNlNj
+
(
2√
S
NjNl (Nm − 1) + 2Nj + 2Nl + Nm − 4
√
2S
)
+ 2√
S
NjNlNm
−2NjNi − 2NjNl − NiNl − 6
)
adi 4N 2 +max
(
0, (N 2 − 4N − S + 5)(T − 2)) N 2T
atax MN + N +max
(
0, 18
1
S ((2M − 1 − 8S )(2N − 1 − 8S ) − 1) − 10S + 2
)
MN
bicg MN +M + N +max
(
0, 18
1
S ((2M − 1 − 8S )(2N − 1 − 8S ) − 1) − 10S + 2
)
MN
cholesky max
(
1
2N (N + 1), 16 1√S (N − 1)(N − 2)(N − 3) +
1
2
√
2
1
S (N − 1)(N − 2) 16 1√S N
3
−(N − 2)(N − 7) − 4√2S
)
correlation max
(
MN + 2, 12
1√
S
M (M − 1)(N − 1 +
√
2
2
1√
S
) − 12 (M − 3)(M + 2N − 2) + 2 − 4S
√
2
)
1
2
1√
S
M2N
covariance max
(
MN + 2, 12
1√
S
M (M − 1)(N − 1 +
√
2
2
1√
S
) − 12 (M − 3)(M + 2N − 2) + 1 − 4S
√
2
)
1
2
1√
S
M2N
deriche HW + 1 HW
doitgen max
(
N 2p + NpNqNr ,
2√
S
NqNrNp (Np − 1 + 1√2
1√
S
) − NqNr (Np − 1) + 2Np − 8
√
2S − 1
)
2 1√
S
NqNrN 2p
durbin 2N +max
(
0, 12 (N − 3)(N − 2 − 2S )
) 1
2N
2
fdtd-2d max
(
3NxNy − Ny +T − 1, 12√2
1√
S
(Nx − 2)(Ny − 2)(T − 1) + 2(Nx + 2)(Ny + 2) 12√2
1√
S
NxNyT
−T (Nx + Ny − 6) − Ny − S − 23
)
floyd-warshall max
(
N 2, 1√
S
(N − 1)3 − (6N − 19)(N − 2) − 8√2S
)
1√
S
N 3
gemm max
(
NiNj + NjNk + NiNk + 2, 2√S NiNj (Nk − 1) + 2Ni + 2Nj + Nk − 4
√
2S
)
2 1√
S
NiNjNk
gemver N 2 + 8N + 2 +max
(
0, 14
1
S (3N − 2)(N − 8S ) − 3S + 1
)
N 2
gesummv 2N 2 + N + 2 +max
(
0, 12
1
S (N − 1)(N − 8S ) − 2S
)
2N 2
gramschmidt max
(
MN , 1√
S
MN (N − 3) −M (N − 5 − 2√
S
) − 12 (N − 1)(N − 6) − 4
√
2S − 3
)
1√
S
MN 2
heat-3d max
(
(N − 10)(N + 2)2, 9 3
√
3
16
1
3√S
(T − 1)(N − 3)3 − 3(T − 7)(N − 3)(N − 4) 9 3
√
3
16
1
3√S
N 3T
+42N −T − 9 3
√
3
4 3
√
4
S − 111
)
jacobi-1d max
(
2 + n, 14
1
S (T − 1)(N − 3) −T − S + 7
) 1
4
1
S NT
jacobi-2d max
(
(N − 2)(N + 6), 2
3
√
3
1√
S
(N − 3)2(T − 1) − 4
√
2
3
√
3
S − (T − 7)(2N − 7) + 14
)
2
3
√
3
1√
S
N 2T
lu max
(
N 2, 23
1√
S
(N − 2)(N 2 − 4N + 6) − 2(N 2 − 10N + 18) − 8√2S
)
2
3
1√
S
N 3
ludcmp max
(
N 2 + N , 13
1√
S
(2N − 3)(N − 1)(N − 2)√2 1S (N − 1)(N − 2) − (2N 2 − 15N + 19) − 16
√
2S
)
2
3
1√
S
N 3
mvt N 2 + 4N +max
(
0, 16
1
S N (N − 1) − 2S − 4N + 4
)
N 2
nussinov 12N
2 + 52N − 1 +max
(
0, 16
1√
S
(N − 3)(N − 4)(N − 5) + 14 1S
√
2(3N 2 − 19N + 6) 16 1√S N
3
−(N 2 − 13N + 22) − 8√2S
)
seidel-2d max
(
N 2, 2
3
√
3
1√
S
(N − 3)2(T − 1) − (2N − 7)(T − 5) − 4
√
2
3
√
3
S + 12
)
2
3
√
3
1√
S
N 2T
symm max
(
1
2M (M + 1) + 2MN + 2, 2 1√S (M − 1)(M − 2)N −
1
2 ((4N +M )(M − 5)) 2 1√S M
2N
+5(M − 2) − 8√2S
)
syr2k max
(
2 + 2MN + 12N (N + 1), 1√S (M − 1)(N + 1)N +M + 4N − 4
√
2S
)
1√
S
MN 2
syrk max
(
MN + 12 (N + 1)N + 2, 12 1√S (M − 1)(N + 1)N − (M − 4)(N − 1) − 2
√
2S + 4
)
1
2
1√
S
MN 2
trisolv 12N (N + 1) + N +max
(
0, 18
1
S (N − 1)(N − 2) − 2N − S + 5
) 1
2N
2
trmm max
(
1
2M (M − 1) +MN + 1, 1√S (M − 2 +
√
2√
S
)(M − 1)N − (M − 4)(N − 2) − 8√2S + 5
)
1√
S
M2N
Table 2. Complete Lower Bound Formulae for PolyBench obtained with the current version of IOLB
