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The aim of this work is the study of innite conformal iterated function systems.
More specically, we investigate some properties of a limit set J associated to such
system, its Hausdor and packing measure and Hausdor dimension. We provide
necessary and sucient conditions for such systems to be bi-Lipschitz equivalent.
We use the concept of scaling functions to obtain some result about 1-dimensional
systems.
We discuss particular examples of innite iterated function systems derived from
complex continued fraction expansions with restricted entries. Each system is ob-
tained from an innite number of contractions. We show that under certain condi-
tions the limit sets of such systems possess zero Hausdor measure and positive nite
packing measure. We include an algorithm for an approximation of the Hausdor
dimension of limit sets. One numerical result is presented.
In this thesis we also explore the concept of positively recurrent function. We use
iterated function systems to construct a natural, wide class of such functions that
have strong ergodic properties.
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CHAPTER 1
INTRODUCTION
The purpose of this work is to collect together the results of Mariusz Urbanski
and myself presented and proven in [HU1], [HU2], and [HU3]. In all three papers we
used the concept of innite conformal iterated function system that was introduced
and developed in [MU1]. Here we bring together three areas in which we use such
systems to establish new results.
Chapter 1 contains some general denitions and notation which will be needed
throughout this thesis. Basic ideas and some important results from the iterated
function system and measure and dimension theory are presented.
Chapter 2 is devoted to the study of 1-dimensional systems. We provide necessary
and sucient conditions for such systems to be bi-Lipschitz equivalent. We extend
to such systems the concept of scaling functions and pay special attention to the
real-analytic systems.
In Chapter 3 we investigate special innite iterated function systems derived from
complex continued fraction expansions with restricted entries. We focus our attention
on the corresponding limit set whose Hausdor dimension will be denoted by h.
Our primary goal is to determine whether the h-dimensional Hausdor and packing
measure of the limit set is positive and nite.
Additionally we provide an algorithm that shows how to approximate the Haus-
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dor dimensions of such systems. One numerical result improving the estimation
from [MU1] is presented.
Finally, in the last two chapters we follow the concept of positively recurrent
functions introduced and explored by Sarig in [Sa]. In Chapter 4 we use the concept
of iterated function system to construct a natural wide class of positively recurrent
functions and we show that they have stronger properties than the general functions
considered in [Sa]. Our exposition closely follows the method of deriving the existence
of invariant probability measure equivalent to the conformal measure presented in
[HMU, MU1, and U]. In Chapter 5 we further investigate the -invariant measure ~
introduced in Theorem 4.10. We show that this measure is the only equilibrium state
for the potential .
1.1 Preliminaries
Specically, let (X; ) be a compact metric space, and let I be a countable set
with at least two elements. Dene S = fi:X ! X j i 2 I g, a collection of injective
contractions from X to X for which there exists 0 < s < 1 such that
(i(x); i(y))  s(x; y);
for every i 2 I and for every pair of points x; y 2 X. Thus, the system S is uniformly
contractive. Any such collection is called an iterated function system (abbreviated as
i.f.s.). We are particularly interested in the properties of the limit set J associated
to the system S = fi:X ! X j i 2 I g. We can dene this set as the image of the
3
coding space under a coding map as follows. Set I =
S
m1 I
m, the space of nite
words, and, for ! 2 Im; m  1, dene
! = !1  !2      !m:
If ! 2 I[I1 and m  1 does not exceed the length of !, we denote by !jm the word
!1!2 : : : !m. Since given ! 2 I1, the diameters of the compact sets !jm(X); m  1,




is a singleton and therefore, denoting its only element by (!), denes the coding
map  : I1 ! X. The main object of our interest will be the limit set






Observe that J satises the natural invariance equality, J =
S
i2I i(J). Notice that
if I is nite, then J is compact and this property fails for innite systems.
An iterated function system, S, is said to satisfy the Open Set Condition (OSC)
if there exists a nonempty open set U  X such that i(U)  U for all i 2 I and also
i(U) \ j(U) = ; for every pair i; j 2 I; i 6= j. From now on assume that X is a
subset of a d-dimensional Euclidean space. An iterated function system is said to be
conformal if the following conditions are satised:
 X is compact and connected, U = IntRd(X), i(U)  U , i(U) \ j(U) = ; for
i 6= j.
 There exist ; l > 0 such that for every x 2 @X there exists an open cone,
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Con(x; ux; ; l) with vertex x, direction vector ux, central angle of Lebesgue measure
, and altitude l, that is contained in Int(X). This is the so-called cone property.
 There exists an open connected set V  Rd containing X such that every map i
can be extended to a C1+ dieomorphism mapping V into V , and the extended map
is conformal on V .
 There exists K  1 such that j0!(y)j  Kj0!(x)j for every ! 2 I and every pair
of points x; y 2 V . This is the Bounded Distortion Property (BDP).
In fact, sometimes we will need one condition more which can be considered as
strenghtening of (BDP).
 There are two constants L  1 and  > 0 such that
jj0i(y)j   j0i(x)jj  Ljj(0i) 1jj 1jy   xj:
for every i 2 I and every pair of points x; y 2 V .
1.2 Hausdor Dimension, Hausdor and Packing Measures
A nite or countable collection of subsets fUig of Rn is called a -cover of a Borel
set E  Rn if jUij = diam(Ui)   for all i and E  S1i=1 Ui.









As  decreases, the class of -covers of E is reduced, so its inmum increases and




This limit exists, perhaps as 0 or 1, for all E  Rn .
We term Hs(E) the s-dimensional Hausdor measure of E.
It may be shown that Hs(E) is a Borel regular measure on Rn (see for example
[Ma]). It is also easy to show from (1.2) and (1.3) that for all sets E  Rn there
is a number dimH E, called the Hausdor dimension of E, such that Hs(E) = 1 if
s < dimH(E) and Hs(E) = 0 if s > dimH(E). Thus
dimH(E) = inffs : Hs(E) = 0g = supfs : Hs(E) = 1g;
so that the Hausdor dimension of a set E may be thought of as the number s at
which Hs(E) jumps from 1 to 0. When s = dimH(E) the measure Hs(E) can be
zero or innite, but in the nicest situation it is positive and nite, in which case E is
called an s-set.
We dene a -packing of E  Rn to be a nite or countable collection of disjoint
(in Rn) balls fBig of radii at most  and with centres in E. For  > 0 we dene




jBijs : fBig is a    packing of E
)
:
















which is a Borel measure on Rn , called the s-dimensional packing measure of E.
It may be shown (see [Ma]) that Hs(A)  Ps(A) for all Borel sets A. It can also be
proven (see Lemma 4.2 and Lemma 4.3 of [MU1]) that for a conformal iterated func-
tion system, if h = dimH(J) then Hh(J) < 1 and Ph(J) > 0. To prove Ph(J) > 0
authors assume that the system preserves so called strong open set condition, but this
assumption can be released due to new results of Mauldin, Solomyak, and Urbanski
from [MSU].
1.3 Topological Pressure and Conformal Measures
Let X(1) be the set of limit points of all sequences xi 2 i(X); i 2 I 0, where I 0
ranges over all innite subsets of I. X(1) can be called an "asymptotic boundary"
and the behavior of the system at this set aects the properties of the limit set J .
The topological pressure function, P , for iterated function systems is dened as

















Detailed properties of this pressure function can be found in [MU1]. In [MU3] its
denition is extended to case of parabolic iterated function systems and in [HMU,
HU2, U], the topological pressure of systems of Holder continuous functions is dened
and explored. This last concept also generalizes formula (1.4). As shown in [MU1],
there are two disjoint classes of conformal iterated function systems, regular and
irregular. A system is regular if there exists t  0 such that P (t) = 0. Otherwise the
system is irregular. The following property demonstrating the geometrical signicance
of topological pressure holds (see [MU1, Theorem 3.15]).
Theorem 1.1 dimH(J) = supfdimH(JF ) : F  I niteg = infft  0 : P(t)  0g.
If a system is regular and P (t) = 0 then t = dimH(J).
A Borel probability measure m is said to be t-conformal if m(J) = 1 and for every






m(i(X) \ j(X)) = 0; (1.6)
for every pair i; j 2 I; i 6= j. Lemma 3.13 in [MU1] shows that the conformal iterated
function system is regular if and only if there exists a t-conformal measure (t is such
that P (t) = 0), and then t = dimH(J).
CHAPTER 2
RIGIDITY OF ONE-DIMENSIONAL SYSTEMS
2.1 General Systems
Throughout this chapter we will assume that the index set is the set of natural
numbers, that is I = N.
We call two iterated function systems ffi : X ! X; i 2 Ng and fgi : Y ! Y; i 2 Ng
topologically conjugate if and only if there exists a homeomorphism h : JF ! JG such
that h  fi = gi  h for all i 2 N. Then by induction we easily get that h  f! = g!  h
for every nite word !.
The main result of this section is the following assertion.
Theorem 2.1 Suppose that F = ffi : X ! X; i 2 Ng and G = fgi : Y ! Y; i 2
Ng are two topologically conjugate conformal iterated function systems. Then the
following 4 conditions are equivalent.
(1) 9S  1 8! 2 N
S 1  diam(g!(Y ))
diam(f!(X))
 S:
(2) jg0!(y!)j = jf 0!(x!)j for all ! 2 N , where x! and y! are the only xed points of
f! : X ! X and g! : Y ! Y respectively.
8
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(4) For every nite subset T of N, dimH(JG;T ) = dimH(JF;T ) and the conformal
measures mG;T and mF;T  h 1 are equivalent.
Suppose additionally that both systems F and G are regular. Then the following
condition is also equivalent with the four conditions above.
(5) dimH(JG) = dimH(JF ) and the conformal measures mG and mF  h 1 are equiv-
alent.
Proof Let us rst demonstrate that conditions (2) and (3) are equivalent. Indeed,
suppose that (2) is satised and let KF and KG denote the distortion constants of
the systems F and G respectively. Then for all ! 2 N , jjg0!jj  KGjg0!(y!)j =
KGjf 0!(x!)j  KGjjf 0!jj and similarly jjf 0!jj  KF jjg0!jj. So suppose that (3) holds
and (2) fails, that is that there exists ! 2 N such that jg0!(y!)j 6= jf 0!(x!)j. Without
loosing generality we may assume that jg0!(y!)j < jf 0!(x!)j. For every n  1 let !n be
the concatenation of n words !. Then g!n(y!) = g
n
!(y!) = y! and similarly f!n(x!) =
x!. So, x!n = x! = F (!
1) and y!n = y! = G(!
1). Moreover jg0!n(y!)j = jg0!(y!)jn















for all n  1. This contradiction nishes the proof of equivalence of conditions (2) and
(3). Since the equivalence of (1) and (3) is immediate, the proof of the equivalence
of conditions (1){(3) is nished.
We shall now prove that (3) ) (5). Indeed, it follows from (3) that E 1 G;n(t) 
 F;n(t)  E G;n(t) for all t  0 and all n  1. Hence PG(t) = PF (t) and therefore
by Theorem 1.1, dimH(JG) = dimH(JF ). Denote this common value by h. Although
we keep the same symbol for the homeomprphism establishing conjugacy between
the systems F and G, it will never cause misunderstandings. Suppose now that both
systems are regular (in fact assuming (3) regularity of one of these systems implies













So, the measures mG and mF  h 1 are equivalent, and even more
(KFE)




Let us show now that (5) ) (3). Indeed, if (5) is satised then the measure F h 1 is
equivalent with G. Since additionally F h 1 and G are both ergodic with respect
to the shift map on N1 (see Theorem 3.8 of [MU1]), they are equal. Hence, using the
equality dimH(JF ) = dimH(JG) = h, we get
jjg0!jjh 
Z
jg0!jh dmG = mG(g!(JG))  G( 1(g!(JG)))
= F  h 1( 1(g(JG))) = F ( 1(f!(JF )))  mF (f!(JF ))
=
Z
jf 0!jh dmF  jjf 0!jjh;
11
and raising the rst and the last term of this sequence of comparabilities to the power
1=h, we nish the proof of the implication (5) ) (3).
The equivalence of (4) and conditions (1){(3) is now a relatively simple corollary.
Indeed, to prove that (3) implies (4) x a nite subset T of N. By (3) E 1 
jjf 0!jj=jjg0!jj  E for all ! 2 T , and as every nite system is regular, the equivalence
of measures mG;T and mF;T  h 1 follows from the equivalence of conditions (3) and
(5) applied to the systems ffi : i 2 Tg and fgi : i 2 Tg. If in turn (4) holds and
! 2 N , then ! 2 T , where T is the (nite) set of letters making up the word !
and the measures mG;T and mF;T  h 1 are equivalent. Hence, by the equivalence of
(2) and (5) applied to the systems ffi : i 2 Tg and fgi : i 2 Tg we conclude that
jg0!(y!)j = jf 0!(x!)j. Thus (2) follows and the proof of Theorem 2.1 is nished. 
We say that a conformal system fi : X ! X : i 2 Ng is of bounded geometry if
and only if there exists C  1 such that for all i; j 2 N, i 6= j
maxfdiam(i(X)); diam(j(X))g  Cdist(i(X); j(X)):
The next theorem provides a necessary and sucient condition for two systems of
bounded geometry to be bi-Lipschitz equivalent.
Theorem 2.2 If both systems ffi : X ! X : i 2 Ng and fgi : Y ! Y : i 2 Ng
are of bounded geometry, then the topological conjugacy h : Jf ! Jg is bi-Lipschitz
continuous if and only if the following two conditions are satised.
(a) Q 1  diam(f!(X))
diam(g!(Y ))
 Q for some Q  1 and all ! 2 N .
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(b) D 1  dist(gi(Y );gj(Y ))
dist(fi(X);fj(X))
 D for some D  1 and all i; j 2 N; i 6= j.
Proof First notice that, due to the boundedness of geometry of F and G, (a) and (b)
remain true, with modied constants Q and D if necessary, if X is replaced by JF
and Y is replaced by JG respectively. Suppose now that x 2 fi(JF ) and y 2 fj(JF )
with i 6= j. Then
jh(y)  h(x)j  diam(gi(JG)) + dist(gi(JG); gj(JG)) + diam(gj(Jg))
 Qdiam(fi(JF )) +Ddist(fi(JF ); fj(JF )) +Qdiam(fj(JF ))
 2QCdist(fi(JF ); fj(JF )) +Ddist(fi(JF ); fj(JF ))
 (2QC +D)dist(fi(JF ); fj(JF ))
 (2QC +D)jy   xj
Suppose in turn that x 6= y both belong to the same element fk(JF ). Then there
exist ! 2 N (j!j  1) and i 6= j 2 N such that x; y 2 f!(JF ), x 2 f!i(JF ) and
y 2 f!j(JF ). From what has been proved so far we know that jg 1! (h(y)) g 1! (h(x))j 
(2QC+D)jf 1! (y) f 1! (x)j. Since jy xj  jjf 0!jjjf 1! (y) f 1! (x)j and jh(y) h(x)j 
jjg0!jj  jg 1! (h(y))  jg 1! (h(x))j, we get




jy   xj  jy   xj;
where the comparability sign we have written due to (a) and the equivalence of
conditions (1) and (3) of Theorem 2.1. In the same way we show that h 1 is Lipschitz
continuous which completes the proof of the rst part of our theorem.
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So suppose now that h is bi-Lipschitz continuous. We shall show that conditions
(a) and (b) are satised. Indeed, to prove (a) suppose that a and b in f!(JF ) are
taken so that jh(a)  h(b)j  1
2
diam(g!(JG)). Then
diam(g!(JG))  2jh(a)  h(b)j  2Lja  bj  2Ldiam(f!(JF ));
where L is a Lipschitz constant of h and h 1. In the same way it can be shown that
diam(f!(JF ))  2Ldiam(g!(JG)) which completes the proof of property (a). In order
to prove the right-hand side of property (b) we proceed as follows. Fix i; j 2 N, i 6= j
and a 6= b 2 JF . Then
dist(gi(Y ); gj(Y ))  dist(gi(JG); gj(JG))  jgi(h(a))  gj(h(b))j
= jh(fi(a))  h(fj(b))j  Ljfi(a)  fj(b)j
 L(diam(fi(X)) + dist(fi(X); fj(X)) + diam(fj(X)))
 L(2C + 1)dist(fi(X); fj(X));
where the last inequality we wrote due to boundedness of geometry of the system
ffi : i 2 Ng. The proof is nished. 
Remark 2.3 Notice that in Theorem 2.1 and Theorem 2.2 we do not assume that
the phase space X is one-dimensional. We only need to know that the maps fi and
gi are conformal and the assumption (2.7) of [MU1] is satised.
From now on we assume that the space X is one-dimensional.
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Remark 2.4 Suppose now that the maps i 7! i(X) are monotone, that is suppose
that for all i and j, i < j implies i(X) < j(X). We claim that then the bounded
geometry of the system is equivalent with the following weaker condition
maxfdiam(i(X)); diam(i+1(X))g  Cdist(i(X); i+1(X)):
Indeed, if i < j, then







where writing the last inequality we used the monotonicity of the map i 7! i(X).
The opposite implication is obvious.
Remark 2.5 If both maps i 7! fi(X) and i 7! gi(X) are monotone, then condition
(b) from Theorem 2.2 can be replaced by the following.
(c) C 1  dist(gk(Y );gk+1(Y ))
dist(fk(X);fk+1(X))
 C
for some constant C  1 and all k 2 N. Indeed, assuming (c) this follows from the
following computation.
dist(gi(Y ); gj(Y )) =
j 1X
k=i























We call a 1-dimensional system  = fi : X ! X; i 2 Ng real-analytic if and only
if there exists a topological disk D such that all the maps i extend in a conformal
(so 1-to-1) fashion to D into D.
Suppose that  is regular. Let m be the conformal measure associated to the
system  and let  be the only probability invariant measure equivalent with m (see
[MU1], Theorem 3.8, where this measure was denoted by ). We call the system
 non-linear (comp. [S1]) if and only if at least one of the Jacobians Ji =
di
d
is not constant. We shall prove the following theorem which is stronger than both
Theorem 2.1 and Theorem 2.2.
Theorem 2.6 If both systems ffi : X ! X : i 2 Ng and fgi : Y ! Y : i 2 Ng are
real-analytic and non-linear, then the following conditions are equivalent.
(a) The conjugacy between the systems ffi : X ! X : i 2 Ng and fgi : Y ! Y : i 2 Ng
extends in a real-analytic fashion to the convex hull of JF .
(b) The conjugacy between the systems ffi : X ! X : i 2 Ng and fgi : Y ! Y : i 2 Ng
is bi-Lipschitz continuous.
(c) jg0!(y!)j = jf 0!(x!)j for all ! 2 N , where x! and y! are the only xed points of
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f! : X ! X and g! : Y ! Y respectively.
(d) 9S  1 8! 2 N
S 1  diam(g!(Y ))
diam(f!(X))
 S:






(f) dimH(JG) = dimH(JF ) and the measures mG and mF  h 1 are equivalent.
(g) The measures mG and mF  h 1 are equivalent.
Proof The implication (a) ) (b) is obvious. That (b) ) (c) results from the fact that
(b) implies condition (1) of Theorem 2.1 which in view of this theorem is equivalent
with condition (2) of Theorem 2.1 which nally is the same as condition (c) of Theo-
rem 2.6. The implications (c) ) (d) ) (e) ) (f) have been proven in Theorem 2.1.
The implication (f) ) (g) is again obvious. We are left to prove that (g) ) (a). As
the rst step we shall show that if a regular system fi : i 2 Ng is real-analytic, then
the Jacobians J! of all the maps !, ! 2 N with respect to the invariant measure
 are also real-analytic. Since d(m!)
dm
= j0!jh and since 0!jX is a real valued, either
positive or negative, real-analytic function, the function j0!jh is also real analytic.

















is real-analytic it suces to check that d
dm
is real-analytic. Let D  C be the open
topological disk claimed in the denition of real analytic systems. Since for each
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! 2 N , j0!jjX = 0!jX , all the derivatives extend (complex) analytically to the
corresponding maps (!)0!, where (!) 2 f1; 1g. Given n  1 consider the series
of (complex) analytic functions Ln(1) = Pj!j=n((!)0!)h, where ((!)0!)h are well-
dened since D is simply connected. Fix x0 2 X. By the Koebe Distortion Theorem












j0!(x0)jh = KhLn(1)(x0)  K2h:
Hence, the maps Ln(1) : D! C form a normal family in the sense of Montel. Since for
m-a.e. point x, Ln(1)jX converges to (x) = ddm(x), we conclude more, that Ln(1)jD
converges to an analytic extension of  on D. We will keep the same notation 




analytic, and in fact, extend analytically onto D. Now suppose that condition (g) of
Theorem 2.6 is satised. Then F = G  h meaning that Jh = dGhdF = 1. Since
h  f! = g! h, the chain rule implies that Jh  f! Jf! = Jg! h Jh and consequently
Jf! = Jg!  h.
Let now gi be the contraction produced by non-linearity. Notice then that Jgi has
only nitely many extremal points, since otherwise the equation J 0gi = 0 would have
an accumulation point in Y which in turn would imply that Jgi would be constant on
Y , contrary to the choice of gi. Hence J
 1
gi
 Jfi is well-dened and 1-to-1 on an open
set V  X, and h = J 1gi Jfi on V \JF . Consider now ! 2 N such that f!(X)  V .
Denote by CF the convex hull of JF . Then the map g
 1
!  (J 1gi  Jfi)  f! : CF 7! Y
is well dened, extends h, and is real-analytic. 
18
We should mention that the last result has been extended in [MPU] to a 2-
dimensional case and then the analogical result has been obtained in [PU2] in case
d  3. Namely if we additionally assume that both systems ffi : X ! X : i 2 Ng and
fgi : Y ! Y : i 2 Ng are conformal, regular, and satisfy Open Set Condition then
the claims (b){(g) from Theorem 2.6 are equivalent to condition that the conjugacy
between the systems extends in a conformal (or real-analytic) fashion to an open
neighbourhood of X.
2.3 Scaling Functions
Let us now refer to the stronger version of (BDP) condition. As a byproduct of
the demonstration that (b) ) (c) (p.112 of [MU1]) we have shown that for all ! 2 N ,
say ! 2 Nn , and all x; y 2 X
j log j0!(y)j   log j0!(x)jj 
nX
j=1
jj(0!j) 1jj  (j0!j(yn j)j   j0!j(xn j)j);
where zk = !n k+1      !n(z). In view of stronger version of (BDP) this estimate
continuous as follows.







Lsjjy   xj (2.1)
=
L




















Now, since for every t  0 suciently small jet   1j  2t, we get








1  s jy   xj
j0!(x)j 
2Lsj!j
1  s jy   xj
 (2.3)
In order to dene scaling functions we will need the following basic lemma.
Lemma 2.7 If fn : X ! X : n  1g is a one-dimensional conformal iterated
function system satisfying stronger (BDP) condition, then for every closed subinterval






exists and the convergence is uniform with respect to K; n, and !.
Proof We shall show that the above sequence satises an appropriate Cauchy condi-


























for some xn 2 !k:::!0(K) and yn 2 !k:::!0(X), where the last equality sign we wrote
due to the Mean Value Theorem. Denote now j!j :::!0(K)j=j!j:::!0(X)j by aj. In
view of (2.4) and (2.1) we get
j log an   log akj  L






Thus the sequence flog ang1n=1 is a Cauchy sequence, and consequently fang1n=1 itself
is also a Cauchy sequence. The proof is nished. 
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Let ~N1 denote the set of innite sequences of the form : : : !n!n 1 : : : !1!0 and let
~N denote the set of all nite words of the form !n!n 1 : : : !1!0. Lemma 2.7 allows us
to introduce the scaling function (comp. also [S2] and [PT]). In this section we will
explore this notion. The weaker scaling function Sw is dened on the space ~N1  N,
takes values in (0; 1), and is given by the formula




where the limit exists due to Lemma 2.7.
The stronger scaling function Ss is dened similarly but on the larger space ~N 
(N [ C), where C denotes the set of all connected components of X n S1i=1 i(X).
Frequently, given ! 2 N we will consider the function Ss(!) : (N [ C) ! (0; 1) given
by the formula Ss(!)(Z) = Ss(!; Z), and similarly we dene the function Sw(!). The
following theorem is an immediate consequence of Lemma 2.7.
Theorem 2.8 Both scaling functions Sw : ~N1  N ! (0; 1) and Ss : ~N  (N [ C) !
(0; 1) are continuous.
Our last theorem reads as follows.
Theorem 2.9 If the topological conjugacy h : JF ! JG extends in a dieomorphic
fashion onto X, then JF and JG have the same strong scaling functions. If con-
versely, two topologically conjugate 1-dimensional iterated function systems F and
G of bounded geometry have the same weak scaling functions and condition (b) of
Theorem 2.2 is satised, then the topological conjugacy is bi-Lipschitz continuous.
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Proof Let us rst prove the rst part of this theorem. Indeed, let us keep the same
notation h for its dieomorphic extension to X and let D be an arbitrary closed
















Now, by the Mean Value Theorem there exist an and bn respectively in f!n:::!0(D)














Since h0 is uniformly continuous with no zeros and since jbn   anj ! 0 the last limit
is equal to 1 which nishes the proof of the rst part of our theorem.
In order to show the second part of this theorem it suces to show that condition
(a) of Theorem 2.2 is satised. So, let  = 0 : : : q 1 be an arbitrary word. Our aim
is to show that j(g )0(h(x ))j = j(f)0(x )j, where x is the only xed point of the








 jgn0:::q 2(Y )jjgn0:::q 3(Y )j

































Since gn+10(Y ) = g (gn0(Y ) and since fn+10(X) = f (fn0(X)), it follows from
the Mean Value Theorem that there exists xn 2 fn0(X) and yn 2 gn0(Y ) such that
jgn+10(Y )j = jg0 (yn)j  jgn0(Y )j and jfn+10(X)j = jf 0(yn)j  jfn0(X)j. Thus in view
















Now, a straightforward observation shows that yn ! y and xn ! x , where y and
x are xed points of g and f respectively. Hence jg0 (y)j = jf 0 (x )j and equivalence
of this condition with condition (1) of Theorem 2.1 nishes the proof. 
One would like to improve the last theorem to the "if and only if" form, so we
should point out here that in a special case when ff : X ! X : i 2 Ng and fg :
Y ! Y : i 2 Ng are two non-linear conformal expanding repellers in C , Przytycki
and Urbanski proved in [PU] that if conjugacy map h is bi-Lipschitz continuous, then
h extends from X (or JF ) to a conformal homeomorphism on a neighbourhood of
X. Additionally with the above assumption if the function fg : Y ! Y : i 2 Ng is
real-analytic then the function ff : X ! X : i 2 Ng is real-analytic too.
CHAPTER 3
CONTINUED FRACTIONS
3.1 Computation of Hausdor Measure
In this chapter we focus our attention on a special example of an innite conformal
iterated function system. We should point out that similar systems were introduced
and studied in [GM] and [MU1]. Now, let X be a closed disc on a complex plane
centered at the point 1/2 with radius 1/2, and let V = B(1=2; 3=4). Given k  1, set
I = Ik = fn+ ki : n 2 Ng, and for every index n+ ki 2 I dene n+ki : V ! V by
n+ki(t) =
1
n+ ki + t
:
One can easily verify that for every positive integer n, n+ki(X)  X and n+ki(V ) 
V , or even more precisely
n+ki(B(1=2; 1=2)) =
1
B(n + 1=2 + ki; 1=2)
: (3.1)
Moreover we have that 0n+ki(t) =  (n+ ki+ t) 2, and hence jj0n+kijj = jn+ kij 2 <
(1 + k2) 1 < 1. That gives us the universal contractive constant from the denition
of iterated function system. It is also easy to check that our system is conformal,
rst three conditions from the denition are trivially satised, and the (BDP) is a
straightforward consequence of the Koebe distortion theorem. More specically one
can deduce from the Koebe theorem that there exists a constant K  1 such that for
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every n + ki 2 Ik
1





As announced in the introduction we want to turn our attention to the limit set
J = Jk associated with the system. In particular we want to investigate the Hausdor
dimension, and then the h-dimensional Hausdor and packing measures of this set,
where h = dimH(Jk).
We start our investigation with the following lemma.
Lemma 3.1 limk!1 dimH(Jk) = 1=2.
Proof According to Theorem 1.1, dimH(Jk) = infft  0 : P (t)  0g. One can prove
using the chain rule that the sequence  n(t) is subadditive, that is
K t n(t) m(t)   n+m(t)   n(t) m(t)   1(t)n+m: (3.2)








jn + kij2t :
In particular  1(1=2) =
P
1
n=1 jn+ kij 1 = 1. This proves that the system is regular
and dimH(Jk) > 1=2 for all k.










jn+ kij1+=2 < 1:































We get that dimH(Jk)  1=2 + . When we let  & 0, which implies k ! 1, our
proof is nished. 
Remark 3.2 Notice that if k = 0 we have a system of real continued fractions
n(x) = (n + x)
 1, for which the limit set J0 is the unit interval without rational
numbers. Obviously in this case the Hausdor dimension of the limit set is equal
to 1, and both 1-dimensional Hausdor measure of J0 and 1-dimensional packing
measure of J0 are 1.
Theorem 3.3 Let k be such that 1=2 < h = dimH(Jk) < 1. Then Hh(Jk) = 0.
Proof Let m be the conformal measure associated to our conformal iterated function
system. The idea of the proof is based on the following fact (Lemma 4.9 in [MU1]):
If S is a regular conformal iterated function system and there exists a sequence of






then Hh(Jk) = 0.
In our case, zj = 0 for every j, since 0 is the only point in X(1). Hence it is



























where by A  B we mean that there exists some constant C  1 such that C 1 
A=B  C.
We have to nd out for how many n, B(0; r) \ n+ki(X) 6= ; or for which n,
n+ki(X)  B(0; r). Now,
y 2 B(0; r) \ n+ki(X) , jyj < r and y 2 1







2 B(n + 1=2 + ki; 1=2):
Hence B(0; r) \ n+ki(X) 6= ; if and only if B(n + 1=2 + ki; 1=2) contains a complex
number of modulus bigger than 1=r.











Therefore B(0; r) \ n+ki(X) 6= ; only if
s











Let A = fnj
q
n2 + n + k2 + 1=4 + 1=2 > 1=rg, and let n(r) be the minimal element
of A. One can see that n(r)  1=r by the minimality of n(r). Using the integral test





























(2h  1)Kh = 1:
We conclude that Hh(Jk) = 0, which completes the proof. 
3.2 Estimation of Packing Measure
Now we turn our attention to the h-dimensional packing measure of the limit set
Jk. We begin with a simple lemma.
Lemma 3.4 If f is the function dened on the complex plane by f(z) = 1=z and
C(x; r) is the circle centered at x and of radius r, then
f(C(x; r)) = C
 x





Proof One should observe that for  > 0;  6= 1 the equation
z   pz   q
 = 
represents the circle with respect to which the points p and q are symmetric, see [P].
Moreover the center and the radius of this circle are given by the formulas
x =
p  2q




Then a straightforward computation proves the claim of the lemma. 
Theorem 3.5 Let k be such that 1=2 < h < 1. Then 0 < Ph(Jk) <1.
Proof It is a general fact that if the limit set J of a conformal iterated function system
has nonempty intersection with an interior of the set X, then the packing measure of
this set is always positive. Hence we only need to show that the packing measure of
Jk is nite.
Following Theorem 2.5 from [MU2] we must prove that there exist three constants
L > 0;  > 0, and   1, and a nite set F , such that for all n 2 I n F and for all r












for p large enough. Let  p denote the arc that is the image of the half-line pt+ki; t 
1, under the function f . One can see that two the most distant points of  p lying
in p+ki(X) are (p + 1 + ki)
 1 and (p + ki) 1. Therefore we can choose x to be the
point in  p \ p+ki(X) with jxj = 1=(p + 1), if only p is large enough. Additionally,
set  = 1 and  = 8. To prove the theorem we only have to nd L > 0 such (3.5)
holds. We consider two separate cases.
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Case 1. Suppose that jxj  r. In this case the ball B(x; r) contains innitely
many balls of the form n+ki(X); in fact it contains all the balls for n greater than
some n0. On the arc  p choose a point y such that (x; y) = r. Let l denote the
length of a part of  p from 0 to y. There exists a unique 1  m  p so that
m
p+ 1
 r  m + 1
p+ 1
:





















The above computation tells us that
1
B(8bp=mc + 1=2 + ki; 1=2) \ B(x; r) 6= ;; (3.7)













































Case 2. Assume that r < jxj. In this case the ball B(x; r) contains only nitely
many balls of the form n+ki(X). It certainly contains the pth ball, so all we have to
do is to nd the maximum index l so that l+ki(X)  B(x; r). Then there exists a
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Choosing L to be minf81 2h(2h  1) 1; 2 181 hg completes the proof. 
3.3 Additional Remarks
According to the rst equality of Theorem 1.1, and since the Hausdor dimension
of the limit set of the system fn+ki : n  1; k 2 Zg is greater than 1, we can add
to the family l = fn+li : n  1g, l  1, nitely many mappings from fn+ki : n 
1; k 2 Zg; k 6= l to obtain the systems whose limit sets J have Hausdor dimensions
greater than 1. Then, employing methods similar to those used in the proofs of
Theorems 3.3 and 3.5, we nd that 0 < Hh(J) <1 and Ph(J) = 1.
Here instead of using Lemma 4.9 from [MU1] and one should apply Lemma 4.11
from [MU1] which states
Lemma 3.6 Let S = fi : i 2 Ig be a regular conformal iterated function system.
Suppose that there are two constants L > 0;   1 such that for every i 2 I and
every r  diam(i(X)) there exists y 2 i(V ) such that m(B(y; r))  Lrh. Then
Hh(J) > 0.
and Theorem 2.5 from [MU2] one should be replaced with Theorem 2.6 from [MU2],
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which says
Theorem 3.7 Let S = fi : i 2 Ig be a regular conformal iterated function system.
Suppose that there exists a subset ; 6= Z  X(1) such that for every z 2 Z there
exists i(z) 2 I and a set R(z)  (0; dist(X; @V )) such that
(a) i(z)(B(z; supR(z)) \ J) = i(z)(B(z; supR(z))) \ J,





: z 2 Z; r 2 R(z)
o
= 0.
Then Ph(J) = 1.
Let us remark that this fact distinguishes these systems from the full family
fn+ki : n  1; k 2 Zg and the families investigated in this chapter, since for them the
packing measure is nite and positive, whereas here the Hausdor measure is zero.
We nish this section with two examples that relate to the results established in
Chapter 2.
Example No two dierent systems of bounded geometry of real continued fractions are
bi-Lipschitz conjugate. We prove it by the method of contradiction. Let X = [0; 1]





Suppose that F = ffi : X ! X; i 2 Ng and G = fgi : X ! X; i 2 Ng are
two subsystems of S of bounded geometry that are bi-Lipschitz conjugate and that
F 6= G. If h : JF ! JG is a conjugating function then there exists an index i such
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that h  fi = gi  h and fi 6= gi. We can assume that fi = n and gi = k with
n > k. Theorem 2.2 and Theorem 2.1 imply j0k(xk)j = j0n(xn)j, where xk and xn
are the only xed points of k : X ! X and n : X ! X respectively. However, a
straightforward computation shows that
xn =
p




k2 + 4  k
2
:
Hence, j0n(xn)j = 2(n2+2+n
p
n2 + 4) 1 < 2(n2+2+n
p
n2 + 4) 1 = j0k(xk)j, which
is a contradiction.
Example The above property is not true for the systems of complex continued frac-
tions. Namely, let X be a ball dened at the beginning of this chapter. Fix k, and con-
sider two systems: F = fn+ki : X ! X; n 2 Ng and G = fn ki : X ! X; n 2 Ng.
Dene h : C ! C by h(z) = z. Then h establishes a bi-Lipschitz (analytical) conju-
gacy between systems F and G, since h  n+ki(z) = n ki  h(z) for all n.
3.4 Numerical Results
It was shown in [MU1] that the limit set J related to the system where there is
no restriction for an index k (k 2 Z arbitrary) has the following properties:
1:2484 < h = dimH(J) < 1:9;
Hh(J) = 0;
0 < Ph(J) <1:
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We want to improve the lower estimation for h. For that reason we directly state
the following theorem from [MU1].
Theorem 3.8 For any real number t  0 the following three conditions are equiva-
lent:
(a) t = h = dimH(J);
(b) t is the only number such that 1   n(t)  Kd for all n  1, where d is the
dimension of the Euclidean space containing X;
(c) t is the only number such that ~ n(t)  1   n(t) for all n  1, where ~ n(t) =
P
!2In inf j0!jt and inf j0!j = inffj0!(x)j : x 2 Xg.
Let S = fi : i 2 Ig be the full system of complex continued fractions. We set ~tn
to be the only solution of the equation ~ n(t) = 1. Hence,
X
!2In
inf j0!j~tn = 1;
and it is obvious that ~tn  h for all n  1.





n = 1: (3.10)
It is clear that for every F  I nite ~tFn  ~tn  h for all n  1, and moreover if






with ai = 0; bi = ci = 1, and di = n + ki, where n 2 N; k 2 Z. Additionally
aidi   bici =  1, so if we compose several maps of this form we will obtain that for





where a!; b!; c!; and d! are complex numbers of the form n+ki; n 2 N; k 2 Z, and
also a!d!   b!c! = ( 1)n. Hence,
0!(z) =


























). The point of maximal modulus in
this ball is the further (from the origin) of two points lying on the circle and the line




; that is the point
zmax =
0


























(jc! + 2d!j+ jc!j)2 :
One can compute directly the values of c! and d! for a given !. Being restricted
by computer power we let j!j = 4 and F = fn+ki : 1  n  13;  6  k  6g. Then
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running a computer program we approximate the solution of the equation (3.10) with
an accuracy of 2 15 and nd that
1:71518  ~tF4  1:71536:
Hence 1:71518  h = dimH(J), which substantially improves the previous result.
CHAPTER 4
POSITIVE RECURRENT FUNCTIONS
4.1 A New Class of Functions
In this chapter, using the concept of an iterated function system, we construct
a new, natural class of positively recurrent functions and we show that they have
stronger properties than the general functions considered by Sarig in [Sa]. Our expo-
sition is similar to the approach developed in [HMU, MU1, U, and Wa].
To begin with, let I = N (an index set for the iterated function system) be the set
of positive integers and let  = N1 be the space of innite words equipped with the
product topology. Let  :  !  be the shift transformation (cutting out the rst
coordinate), (fxng1n=1) = (fxng1n=2). Fix  > 0. If  :  ! R and n  1, we set
Vn() = supfj(x)  (y)j : x1 = y1; x2 = y2; : : : ; xn = yng:
The function  is said to be Holder continuous of order  if and only if
V () = sup
n1
fenVn()g <1: (4.1)














acting on Cb(), the space of all bounded continuous real-valued functions on 
equipped with the norm jj:jj0, where jjkjj0 = supx2 jk(x)j. Moreover,





We extend the standard denition of topological pressure by setting















where [!] = f 2  : 1 = !1; 2 = !2; : : : ; j!j = !j!jg. Notice that the limit exists











form a submultiplicative sequence. Notice also that our denition of pressure formally
diers from that provided by Sarig in [Sa] which reads that given i 2 N













and the summation is taken over all elements ! satisfying n(!) = ! and !1 = i.
However in [Sa] Sarig proves Theorem 2 which says that P () = supfP (jY )g, where
the supremum is taken over all topologically mixing subshifts of nite type Y  
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and the same proof goes through with (4.4) replaced by (4.3) (comp. Theorem 3.1 of
[MU2]). Thus we have the following.
Lemma 4.1 The denitions of topological pressures given by (4.3) and (4.4) coin-
cide.
Proof The following direct proof of this lemma was presented to us by Sarig. Fix

















Thus the lemma is proven. 
Following [Sa] we call the function  :  ! R positive recurrent if for every i 2 N
there exists a constant Mi and an integer Ni such that for all n  Ni
M 1i  Zn(; i) n  Mi
for some  > 0.
As we already have said the main purpose of this section is to provide a wide
natural class of examples of positive recurrent potential which additionally satisfy
much stronger properties than those claimed in Theorem 4 of [Sa].







We dene a function  :  ! R by setting
(!) = (!1)(((!))): (4.6)
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It easily follows from (4.5) that P () <1.







~L is continuous, positive and jj~Ljj0  supX
P
i2N e
(i)(x) < 1. Let ~L : C(X) !






of the space of Borel probability measures on X into itself. This map is continuous
in the weak- topology of measures and therefore, in view of the Schauder-Tichonov
theorem, it has a xed point, say m. Thus
~L(m) = m (4.7)
with  = ~L(m)(1).
Now we should state our main theorem.
Theorem 4.2 Suppose that the function  :  ! R dened by (4.6) and satisfying
(4.5) is Holder continuous. Let L be the operator conjugate to L. Then  is positive
recurrent with  = eP (). Moreover there exists M > 0 such that M 1   nLn(1) 
M for all n  1. Suppose additionally that i(X) \ j(X) = ; for all i; j 2 N,
i 6= j. Then there are a probability measure  on  and a bounded away from zero
and innity, Holder continuous function h :  ! (0;1) such that L() = ,
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L(h) = h, (h) = 1 and 
 nLn(g) ! (
R
g d)h uniformly for every uniformly
continuous bounded function g. Additionally  nLn(g) ! (
R
g d)h exponentially fast
for each Holder continuous bounded function g.
4.2 Proof of Theorem 4.2
To prove Theorem 4.2 we will be using the methods of thermodynamic formalism.





Let us then prove the following.
Lemma 4.3 If x; y 2  (X) for some  2 N , then for all ! 2 N
jS!()(x)  S!()(y)j  V ()
1  e  e
 j j












(!)j  j! (u) 
nX
j=1













The proof is nished. 
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We shall prove the following.
Lemma 4.5 The eigenvalue  (see 4.7) of the dual Perron-Frobenius operator is
equal to eP ().
Proof Iterating (4.7) we get


























Fix now ! 2 Nn and take a point x! where the function S!() takes on its


























= P (), which is enough to com-
plete the proof. 
Let ~L0 and L0 denote the corresponding normalized Perron-Frobenius operators,
i.e. ~L0 = e
 P () ~L and L0 = e
 P ()L. We shall prove the following.
Theorem 4.6 m(J) = 1.
Proof Since by (4.7)
~L0(m) = m (4.8)
















for all n  0 and all continuous functions f : X 7! R. Since this equality extends to







S ()  P ()n










for all n  0, all ! 2 Nn , and all Borel sets A  X. Now, for each n  1 set
Xn =
S
j!j=n !(X). Then 1Xn  ! = 1 for all ! 2 Nn . Thus apllying (4.9) to the






















1 dm = 1:




= 1. The proof is complete. 
44
Theorem 4.7 For all n  1
Q 1  ~Ln0 (1)  Q:
Proof Given n  1 by (4.9) there exits xn 2 X such that ~Ln0 (1)(xn)  1. It then
follows from Lemma 4.3 that for every x 2 X, ~Ln0 (1)(x)  Q. Similarly by (4.9) there
exists yn 2 X such that ~Ln0 (1)(yn)  1. It then follows from Lemma 4.3 that for every
x 2 X, ~Ln0 (1)(x)  Q 1. The proof is nished. 
So far we have worked downstairs in the compact space X. It is now time to lift
our considerations up to the shift space .








dm for all ! 2 N .






S!()   P ()n

dm = 1 for all n  1 and
therefore one can dene a Borel probability measure mn on Cn, the algebra generated
























































and therefore in view of Kolmogorov's extension theorem there exists a unique prob-
ability measure ~m on N
1 such that ~m([!]) = ~mj!j([!]) for all ! 2 N . The proof is
nished. 
As an immediate consequence of this lemma we see that if R is a collection of
incomparable words such that
S
!2R[!] = N









































Since ~L0 = e
 P () ~L, it then follows from Theorem 4.7 that as M we can take Q. In




for all n  1, ! 2 , and some constant Mi > 0. So x ! 2 . We shall dene
an injection j from f 2  : n() =  and 1 = ig into  n(!) as follows: j() =









and therefore Zn(; i)  QLn(1)(!). Thus by Theorem 4.7 and the denition of the
operators ~L0 and L0, Zn(; i) Min, where Mi = Q2.
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Now we shall prove that Zn(; i)  M 0in for some constant M 0i and all n  1. We




L0(1[i]) d ~m =
R
1[i] d ~m = ~m([i]) > 0, there exists  2  such that


















Hence Ln(1[i])(!)  n ~m([i]).





for all n  1, all ! 2  and some constant M 00i > 0. Indeed, we shall dene an
injection k from  n(!)\ [i] to f 2  : n() =  and 1 = ig by taking as k() the
































  j(k()) + logQ






where the last summation is taken over all elements ! satisfying n(!) = ! and
!1 = i. So, the proof of the positive recurrence of  is complete taking Q
 1 as M 00i
and Q 1 ~m([i]) as M
0
i .
Now we pass to proving the existence of the measure  and the function h. We
begin with the following two facts.
Lemma 4.9 The measures m and ~m   1 are equal.
Proof Let A  J be an arbitrary closed subset of J and for every n  1 let An =
f! 2 Nn : !(X) \ A 6= ;g. In view of (4.9) applied to the characteristic function 1A


































Since the family of sets fS!2An [!] : n  1g is descending and Tn1 S!2An [!] =  1(A)





 1(A)). Since the limit set
J is a metric space , using the Baire classication of Borel sets we easily see that this
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inequality extends to the family of all Borel subsets of J . Since both measures m
and ~m   1 are probabilistic we get m = ~m   1. 
We recall that an invariant mesure of a metric dynamical system is said to be
totally ergodic if it is ergodic with respect to all the iterates of the system under
consideration.
Theorem 4.10 There exists a unique totally ergodic -invariant probability measure
~ absolutely continuous with respect to ~m. Moreover ~ is equivalent with ~m
and the Radon-Nikodym derivative is bounded from above and from below, that is
Q 1  d~=d ~m  Q.







































S ()  P ()j j

jj0












































Let now L be a Banach limit dened on the Banach space of all bounded sequences





. Hence Q 1 ~m([!]) 






denes a nite non-zero nitely additive measure on Borel sets
of N1 satisfying Q 1 ~m(A)  (A)  Q ~m(A). An application of Kolmogorov's
extension theorem shows that the function  extends to a -invariant Borel probability
(-additive) measure ~ on N
1 satisfying the formula
Q 1 ~m(A)  ~(A)  Q ~m(A)
for every Borel set A  N1 with, perhaps, a larger constant Q. Thus, to complete
the proof of our theorem we only need to show total ergodicity of ~ or equivalently
of ~m. Toward this end take a Borel set A 2 N1 with ~m(A) > 0. Since the nested
family of sets f[ ] :  2 Ng generates the Borel -algebra on N1 , for every n  0 and
every ! 2 Nn we can nd a subfamily Z of N consisting of mutually incomparable
words and such that A  Sf[ ] :  2 Zg and P2Z ~m([! ])  2 ~m(!A), where








































































Hence for every Borel set A  N1 with ~m(A) < 1, for every n  0, and for every










In order to conclude the proof of total ergodicity of  suppose that  r(A) = A
for some integer r  1 and some Borel set A with 0 < ~m(A) < 1. Put  =
1  (2Q) 1(1  ~m(A)). Note that 0 <  < 1. In view of (4.11), for every ! 2 (Nr )




  ~m([!]). Take now  > 1 so small
that  < 1 and choose a subfamily R of (Nr ) consisting of mutually incomparable
words and such that A  Sf[!] : ! 2 Rg and ~mSf[!] : ! 2 Rg   ~m(A).
Then ~m(A)  P!2R ~m(A \ [!])  P!2R  ~m([!]) =  ~mSf[!] : ! 2 Rg 
 ~m(A) < ~m(A). This contradiction nishes the proof. 
Set  = ~m. Clearly our assumption i(X) \ j(X) = ; for i; j 2 N, i 6= j
implies that  :  7! J is a homeomorphism; in particuluar, in view of Lemma 4.8,
it establishes a measure preserving isomorphism between measure spaces (; ) and
(J;m). To check that L
























g   1(i(x)) dm(x)
=
Z
~L0(g   1) dm =
Z
g   1 dm =
Z
g d:




() = . The fact
that L(h) = h follows immediately from the denition of the operator L0 and
Theorem 4.10, where h = d~=d ~m. Theorem 4.10 also implies that h is bounded
away from zero and innity. In order to obtain Holder continuity of the function h and
two convergence statements claimed in Theorem 4.2 one may argue as follows: A well-
known computation (see [DU], comp [MU1]) shows that L0 acts on the Banach space
of bounded uniformly continuous functions on N1 as an almost periodic operator
(see [Ly], comp. [DU] and [MU1]). Using Theorem 4.10 and the theory of positive
operators on lattices (see [Sc]) one then proves as in [DU] that 1 is the only spectral
point of modulus 1 and additionally that 1 is a simple eigenvalue of L0. These
facts and almost periodicity imply the rst convergence statement of Theorem 4.2
and uniform continuity of h. A similar computation as above produces constants
0 <  < 1, n  1 and C  0 such that
jjLn0()jj  Cjjjj0 + jjgjj;
where jjjj = V() + jjgjj0. This is the Ionescu-Tulcea and Marinescu inequality.
Using this inequality and Theorem 4.6 one checks that the assumptions of the the-
orem of Ionescu-Tulcea and Marinescu (see [IM], comp. [PU]) are satised. This
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theorem gives a nice spectral decomposition of the operator L0 acting on the space
H of bounded Holder continuous functions of order . Having this, a relatively
straightforward reasoning (comp. [PU]) shows Holder continuity of h and the second
convergence statement of Theorem 4.2.
CHAPTER 5
EQUILIBRIUM STATES
In this chapter we further investigate the measure ~ introduced in Theorem 4.10
and invariant with respect to the shift map . Following the approach from [KH] or
[Wa] we introduce the notation for a measure-theoretic entropy. Let (X;B; m) be a
probability space and I a nite or countable set of indices.





where  = fA 2 B :  2 Ig. Then for a measure-preserving transformation T we
dene the metric entropy of the transformation T relative to the partition  by






 _ T 1() _ : : : _ T (n 1)()

:
It is known that the limit in the above formula always exists. Finally, the entropy
of T with respect to m is
hm(T ) = supfhm(T; ) :  is a measurable partition with Hm() <1g:
We begin with the following technical result.
Lemma 5.1 The following 3 conditions are equivalent
(a)





i2N inf( j[i]) exp(inf j[i]) <1:
(c) H~() =
P
i2N ~([i]) log ~([i]) < 1, where  = f[i] : i 2 Ng is the partition
of  into initial cylinders of length 1.















































(b) ) (c). Now suppose that Pi2N inf( j[i]) exp(inf j[i]) < 1. We shall show




 ~([i]) log ~([i]) 
X
i2N
 Q ~m([i])(log ~m([i])  logQ):
But,
P
i2N Q ~m([i])(  logQ) = Q logQ, so it suces to show that
X
i2N


















(i)   P ()):
Since
P
i2N ~m([i])P () = P (), it suces to show that
P
i2N  ~m([i]) infX (i) <1.































exp((i)   P ()) dm inf
X
( (i)):
But in view of (4.5) (i) are negative everywhere for all i large enough, say i  k.












which is nite due to our assumption. Hence,
P
i2N ~m([i]) infX( (i)) <1.
(c) ) (a). Suppose that H~() <1. We need to show that
R   d~ <1: We
have
1 > H~() =
X
i2N
  ~m([i]) log( ~m([i])) 
X
i2N

















  inf(j[i]) ~m([i]) <1:
The proof is complete. 
By Theorem 3 of [Sa] we know that supfh() +
R
 dg = P (), where the
supremum is taken over all -invariant probability measures such that
R   d <1.
We call a -invariant probability measure  an equilibrium state of the potential  if
h() +
R
 d = P ().
Given ! 2 N , say ! 2 Nn by  n! :  !  we denote the map dened by the
formula
 n! () = !:
Notice that  n! is a continuous branch of 
 n. Given a Borel probability shift-
invariant measure  on  we call the function J :  ! (0;+1) the Jacobian of the







By L : L
1 ! L1 we denote the Perron-Frobenius operator of the measure , i.e.





We shall prove the following.
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Lemma 5.2 If  is an equilibrium state for the shift map  :  !  and potential
 such that




 exp(P ()  )
 almost everywhere, where  = d~=d ~m is the Radon-Nikodym derivative introduced
in Theorem 4.10.




exp(()  P ())() = X
i2N
exp((i!)  P ())(i!):
The density  = d~=d ~m existing due to Theorem 4.10 is its xed point and according
to Theorem 5.2 of [U]  has a version in Cb(), even Holder continuous. Therefore,










  exp(  P ())





  exp(  P ())
J 1    
d  1 +
Z
log
  exp(  P ())







log(  ) d+
Z





 d  P () + h() = 1:
Notice that we were in position to write the inequality sign and the equality sign
following it since by our assumptions
R
 d is nite and since logJ is a non-negative
function. Since x = 1 + logx if and only if x = 1, we conclude from this display that
exp( P ())
J 1 




i2N inf( j[i]) exp(inf j[i]) < 1, then ~ is a unique equilibrium
state of the potential  satisfying
R   d~ <1.
Proof It follows from Lemma 5.1 that
R   d~ < 1. To show that ~ is an equi-
librium state of the potential  consider  = f[i] : i 2 Ng, the partition of  into
initial cylinders of length one. By Lemma 5.1, H~() <1. Applying the Shannon-
McMillan-Breiman theorem and the Birkho ergodic theorem we therefore get for
~-a.e. ! 2 








































(j(!)) + P () =  
Z
 d~ + P ():
Hence h() +
R
 d~  P (), which in view of the variational principle (see
Theorem 3 in [Sa]) implies that ~ is an equilibrium state for the potential .
We shall now prove that ~ is the only equilibrium state for . So, suppose that  is
an equilibrium state. Fix ! 2 N , say ! 2 Nn . We should notice that Lemma 4.8,




j=0   j()  P ()n)
 Q2: (5.1)
Now, it follows from Lemma 5.2, Lemma 4.3 and the formula (5.1) that for every
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 2 [!] we get












exp((!)  P ()) ((!))
(2((!))
























  j()  P ()n

 Q5~([!]):
Hence, the invariant measure  is absolutely continuous with respect to ergodic
invariant measure ~. The proof is nished. 
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