Given a hypergraph and k different colors, we study the problem of packing and coloring a subset of the hyperedges of the hypergraph as paths in a cycle such that the total profit of the hyperedges selected is maximized, where each physical link e j on the cycle is used at most c j times, each hyperedge h i has its profit p i and any two paths, each spanning all nodes of its corresponding hyperedge, must be assigned different colors if they share a common physical link.
Introduction
Ganley and Cohoon [7] proposed the Minimum-Congestion Hypergraph Embedding in a Cycle problem (MCHEC), the objective is to embed all hyperedges of a hypergraph as paths in a cycle such that the congestion, i.e., the maximum number of paths over any physical link of the cycle, is minimized, where the hypergraph has the same nodes as the cycle and a path spans all nodes of its corresponding hyperedge. The MCHEC problem is a challenging one with applications in various areas such as computer networks, multicast communication, parallel computation, electronic design automation.
For general hypergraphs, Ganley and Cohoon [7] proved that the MCHEC problem is NP-hard. When a cycle consists of n nodes, and the m hyperedges in the hypergraph are defined on the nodes in the cycle, they provided a 3-approximation algorithm for the problem and gave an algorithm in time O((nm) k+1 ) to determine whether or not the problem has an embedding with congestion k. In this paper, we refer to an algorithm with approximation ratio k as a k-approximation algorithm. Gonzalez [8] derived two 2-approximation algorithms for this problem. One method transforms it to a linear integer programming problem and then uses an LP-based rounding technique. The other method transforms it to the problem, where the hyperedges have exactly two nodes, which can be solved in linear time by the algorithm [6] . By utilizing an LP-based rounding algorithm, Lee and Ho [13] developed a linear time approximation algorithm to provide an embedding with congestion at most two times the optimum for the weighted version of the problem. Gu and Wang [9] gave a 1.8-approximation algorithm for the problem, with time complexity O(mn) which is best possible for hypergraphs with m hyperedges and n nodes. Lee and Ho [10, 14] also designed a 1.5-approximation algorithm for the unweighted version of the problem, by using an LP-based algorithm, and a (1.5 + )-approximation algorithm for the weighted version of the problem. Deng and Li [4] proposed a polynomial-time approximation scheme (PTAS) for the MCHEC problem based on a randomized rounding approach.
For the version where each hyperedge exactly consists of two nodes, the MCHEC problem becomes the ring loading problem [6, 11, 17] . Frank et al. [6] designed an optimal polynomial-time algorithm for the unweighted version of the ring load problem; however, Schrijver et al. [17] proved that the weighted version of the ring load problem is NP-hard and they developed an efficient algorithm to generate a solution that exceeds the optimum by at most an additive term of 1.5 times the maximum demand, and Khanna [11] proposed a PTAS that computes a solution with density at most (1 + ) times the optimum one for any > 0.
In the application of the MCHEC problem, where the objective is to set up a connection to all nodes of a hyperedge, a path is selected from all possible c-paths, each c-path spanning all nodes of its corresponding hyperedge, and a wavelength is assigned to every physical link in the path. In all cases, if two paths share a common physical link, they must be assigned different wavelengths. This requirement is known as the wavelength-continuity constraint.
Similar to the ring loading problem, by considering the addition of slots (equivalently wavelengths) constraints, Carpenter et al. [2] proposed the demand routing and slotting problem (DRSP) on rings: given a set of requests (i.e., each request consists of two nodes) on the ring, what is the minimum number of slots (wavelengths) needed so that (i) each request is routed, (ii) each route assigned a slot, and (iii) no two routes that use the same physical link of the ring are assigned the same slot? They presented several 2-approximation algorithms for the DRSP problem. Kumar [12] utilized a randomization method to design a Monte Carlo approximation algorithm with approximation ratio 1.5 + 1/2e + o(1) for the DRSP problem, where e is the base of the natural logarithm. This randomized algorithm is a 1.68-randomized approximation algorithm. Cheng [3] presented the first deterministic approximation algorithm for the DRSP problem with an approximation ratio less than 2. Let w be the size of a largest set of request chords that mutually intersect at a point in the interior of the ring, Cheng showed that it is always possible to route and slot all requests using at most (2 − 1/ w/2 ) × OPT slots in an n-node network in time O(|I |n 2 ), where I is the set of all requests. Since request chords are incident to two nodes of the ring, then w n/2 holds, hence Cheng's algorithm achieves an approximation ratio of 2 − 8/(2n + 4). In addition, when OPT is not large enough, the o(1) additive term in the Kumar's algorithm becomes significant so that the approximation ratio exceeds 2, but Cheng designed a randomized algorithm with constant approximation ratio 2 − 1/ (log n), by using Kumar's algorithm.
Current optical technologies impose limitations on the number of wavelengths available per fiber. Typically, the number is between 20 and 100 per fiber. When the number of wavelengths allowed in the network is fixed, it might be impossible to route the network to serve all hyperedges. In this case, one may try to route the network to serve as many hyperedges as possible. This is why we study this (new) problem which seems to be the dual version of the MCHEC problem, and we call it the Maximum Packing and Coloring Hyperedges in a Cycle problem (MPCHC). Given a hypergraph and k colors (equivalently wavelengths), the objective is to pack and color the maximum number of hyperedges as paths in a cycle such that each physical link in the cycle is not used beyond its capacity and any two paths, each spanning all nodes of its corresponding hyperedge, must be assigned different colors (equivalently wavelengths) if they share a common physical link.
In this paper, we consider a generalization of the MPCHC problem, where different hyperedges may have different profits. When there are limited colors (equivalently wavelengths), the problem is to pack and color a subset of the hyperedges of a hypergraph as paths in a cycle. The objective is to maximize the total profit of the hyperedges selected, where each physical link e j on the cycle is used at most c j times, each hyperedge h i has a profit p i and any two paths, each spanning the nodes of its corresponding hyperedge, must be assigned different colors if they share a common physical link. We call this problem Maximizing Profits when Packing and Coloring Hyperedges in a Cycle (MPPCHC).
To describe the MPCHC problem in mathematical terms, we need the following terminology. Let P = {P 1 , . . . , P q } be a set of q paths on the cycle. The set P is called k-colorable if we can assign k colors to the paths in P such that any two paths sharing a common physical link on the cycle must be assigned different colors. For a subset Q ⊆ P and each physical link e j , the load L(Q, e j ) of e j corresponding to Q is the number of paths in Q that contains the link e j , i.e., L(Q, e j ) = |{P ∈ Q : P contains the link e j }|.
The MPPCHC problem is stated as the following form:
QUESTION: Design a routing Q consisting of a subset of paths on G, each of which corresponds to one of the hyperedges in H selected, such that Q is k-colorable, L(Q, e j ) c j holds for all 1 j n and P i ∈Q p i is maximum.
It is easy to prove the following facts: (1) The MPCHC problem is a special case of the MPPCHC problem, where each hyperedge has the same profit 1 and the capacity c j of each link e j is k, and (2) The Maximum Packing Hyperedges in a Cycle problem (MPHC) is also a special case of the MPPCHC problem, where the k-colorable constraint is omitted, equivalently, the number of colors is equal to the number of hyperedges of the hypergraph so each of the m hyperedges is assigned to one of m colors. Because of this, the MPHC problem is the dual version of the MCHEC problem.
For a hypergraph consisting of n nodes and m hyperedges, the MCHEC problem is solvable in polynomial time with the minimum congestion c if and only if the MPHC problem is solvable in polynomial time with the optimal value m, where the capacities of links of the cycle are the same c. So the NP-hardness of the MCHEC problem [7] implies that the MPHC problem is NP-hard, which also shows that the MPPCHC problem is NP-hard.
In this paper, we shall first present a 2-approximation algorithm for the MPPCHC problem and then a 3 2 -approximation algorithm for the MPCHC problem.
The rest of the paper is organized as follows. In the section 2, we introduce some preliminaries and notation for hypergraphs and state the minimum-cost flow theory results that we use to design our approximation algorithm. In the section 3, we present a 2-approximation algorithm for the MPPCHC problem. We represent a 3 2 -approximation algorithm for the MPCHC problem in the section 4. We conclude our work with some remarks and discussion about future research directory in the last section.
Preliminaries and fundamental algorithm
An n-node cycle C is an undirected graph G = (V , E) with node set V = {i|1 i n} and physical link set E = {e i |1 i n}, where each physical link e i connects two nodes i and i + 1 for i = 1, 2, . . . , n, we also treat the node n + i as the node i for 1 i n and so on. We may consider the numbers on the nodes ordered in the clockwise direction. Let H = (V , E H ) be a hypergraph with the same node set V = {i|1 i n} as C and the hyperedge set E H = {h 1 , h 2 , . . . , h m }, where each hyperedge h i is a subset of V with two or more nodes.
For each 1 i m, a connecting path (simply a c-path) P i for hyperedge h i is a minimal path in G such that all nodes in h i are in P i , thus the two end-nodes of P i must be in the hyperedge h i . For the hyperedge
are successively located on the cycle G in the clockwise direction, there exist exactly m i possible c-paths 
The MPC problem
To design an approximation algorithm for the MPPCHC problem, our basic idea is to delete a suitable physical link, say e n = (n, 1), from the cycle G to get the chain L that consists of the same nodes as G. By restricting the same hyperedges to the chain L, we design an optimal algorithm on the chain L for the following MPC problem described. By combining additional greedy method, we then derive a 2-approximation algorithm to the MPPCHC problem.
Our maximizing profits in chain (MPC) problem is stated as follows:
QUESTION: Find a subset Q ⊆ P such that Q is k-colorable, L(Q, e j ) c j holds for all 1 j < n and P i ∈Q p i is maximized. 
Minimum-cost flow problem
To solve the MPC problem optimally in polynomial time, our approach is to transform the MPC problem to the minimum-cost s-t flow problem. Edmonds and Karp [5] first showed that the minimum-cost s-t flow problem is solvable in strongly polynomial time, and there are many polynomial algorithms to solve the minimum-cost s-t flow problem [16] .
Here, we need the following result due to Tarjan to solve minimum-cost s-t flow problem.
Theorem 1 (Tarjan [18]). If a digraph D = (V , A; s, t; c, p) is acyclic and capacities are all integers, then an integer minimum-cost s-t flow of value k can be found in time O(|A| + kS(n)), even if negative costs are permitted, where S(n)
is the running time of any algorithm for finding shortest paths in graphs with O(n) edges.
An optimal algorithm to the MPC problem
For P = {P 1 , . . . , P m } in the instance I of the MPC problem on the chain L, where P i has two end-nodes s i and t i (s i < t i ) for 1 i < m, let x j = L(P, e j ) for each link e j (1 j < n), and p max = max{p i : 1 i m}.
The new acyclic directed network is constructed as N = (V , A; s, t; c, p), where V contains n nodes labelled as 1, 2, . . . , and n, the source s is the first node 1 in V and the sink t is the last node n, and the arc set A, capacity function c and cost function p are defined in the following three cases, respectively:
Case 1: For j = 1, 2, . . . , n − 1, construct a 'clique-arc' e j = (j, j + 1) in A with capacity k and cost zero, i.e., c(e j ) = k and p(e j ) = 0 for such a 'clique-arc' e j = (j, j + 1).
Case 2:
in A with capacity min{k, x j } − c j and cost −p max m − 1, i.e., c(e * * j ) = min{k, x j } − c j and p(e * * j ) = −p max m − 1 for such a 'dummy arc' e * * j = (j, j + 1). Fig. 2 gives an example to construct such an acyclic network. For the chain L of 12 nodes, a set of paths is {P 1 , P 2 , P 3 , P 4 , P 5 }, k 3 and c(e) = 2 for each e on L, then five arcs (1, 5) , (3, 8) , (4, 8) , (6, 11) , (9, 12) are 'interval-arc's, and three arcs (4, 5), (6, 7), (7, 8) are 'dummy arc's.
For a chain L of order n and m paths of the instance I of the MPC problem on the chain L, our new acyclic directed network N = (V , A; s, t; c, p) contains n nodes and n + m + n−1 j =1 max{0, |{j : min{k, x j } > c j }|} 2n + m arcs. We need the following result to solve the MPC problem optimally from [15] . (The full proof can be found in the Appendix, too.) 
Lemma 2 (Li et al. [15]). Let p(OP T ) be the value of an optimal solution to an instance I of the MPC problem and N = (V , A; s, t; c, p) be the directed acyclic network constructed from I. The cost value c(f ) of the minimum-cost

s-t integer flow f of value k in N = (V , A; s, t; c, p) is
c(f ) = −p(OP T ) − (p max m + 1) n−1 j =1 max{min{k, x j } − c j , 0}.
Moreover, given an optimal solution for the MPC problem, we can construct a minimum-cost s-t integer flow of value k in N = (V , A; s, t; c, p) in polynomial time and vice versa.
Using Tarjan's algorithm for minimum-cost s-t integer flow problem, we can solve the MPC problem in polynomial time. The complete algorithm is designed as follows:
OUTPUT: Find a subset Q ⊆ P to satisfy the k-feasibility such that the objective P i ∈Q p i is maximum.
Step 1: Construct the acyclic directed network N = (V , A; s, t; c, p).
Step 2: Using Tarjan's algorithm, compute the minimum-cost s-t integer flow for N = (V , A; s, t; c, p).
Step 3: Construct the set Q of 'interval-arc's of value 1, i.e., Q = {e
Step 4: For all 'interval-arc's in Q, assign the same color to the arcs that belong to the identical path sharing a unit of flow from the source s to the sink t.
(There are at most k colors used since the integer flow f has its value k.) End of MPC Thus, we can solve the MPC problem optimally from [15] . (The proof can be found in the appendix, too.) Theorem 3 (Li et al. [15] ). Algorithm MPC solves the MPC problem in time O(k(2n + m)), where n is the number of nodes, m is the number of paths on the chain and k is the number of colors.
For example shown in Fig. 2 , when the paths P 1 , P 2 , P 3 , P 4 and P 5 have the profits 5, 7, 10, 2 and 4, respectively, by utilizing the algorithm MPC, we can obtain the optimal solution consisting of the paths P 1 , P 3 , P 4 and P 5 with the optimal value 21. See Fig. 3(a) . It is easy to see that another optimal solution consists of the paths P 2 , P 3 and P 5 with the same optimal value 21. See Fig. 3(b) .
A 2-approximation algorithm for the MPPCHC problem
In this section, we study the MPPCHC problem. For each hyperedge
}, the main difficulty is that there exist m i (=|h i |) choices to serve the hyperedge h i in the cycle G. The basic ideas to solve the problem are: (i) delete a suitable link e j with the minimum capacity from G to construct the chain L, (ii) utilize the algorithm MPC for L to obtain an optimal solution to the MPC problem fixed on L, (iii) utilize the greedy method to choose a set of min{k, c j } suitable c-paths passing through e j with the heaviest profits, each c-path being corresponding to its hyperedge, and (iv) select the better solution obtained in (ii) and (iii). Thus we can design a 2-approximation algorithm.
Without loss of generality, we may assume that the physical link e n = (n, 1) has the minimum capacity on G. Let L be the chain obtained by deleting e n from G. Then L has the same nodes as G on L, we may exchangeably use P i and h i to represent the same matter on L.
Our algorithm for the MPPCHC problem is described as the following form.
Algorithm. Maximum Profits when Packing and Coloring Hyperedges in a Cycle (MPPC)
INPUT: An instance I of the MPPCHC problem.
OUTPUT: A feasible set of paths Q, corresponding to the set of hyperedges H , such that P j ∈Q p j is maximized as possible.
Step 1: Choose a link e n = (n, 1) to satisfy c n = min{c j |1 j n}.
Step 2: Delete the link e n = (n, 1) from the cycle G, and then obtain the chain L.
Step
Step 4: Use the algorithm MPC on L with the pairs in D, the source s = 1 and the sink t = n. Then let D be the optimal set obtained (note D ⊆ D).
Step 5 } ∈ D uniquely determines a c-path P i in P.
Step 7: By using the greedy method, choose min{k, c n } hyperedges in H to have the heaviest profits, and then use Q to represents the set of such min{k, c n } c-paths, each containing the link e n to route. And denote H to represent the set of such min{k, c n } hyperedges in H.
Step 8: Output the better solution of P and Q corresponding its set of hyperedges (either H or H ). End of MPPC We have the four facts from the MPPC algorithm: (i) for all 'interval-arc's in P, we can assign the same color to the arcs that belong to the identical path sharing a unit of flow from the source 1 to the sink n, (ii) since the link e n has the minimum capacity on G, we can choose min{k, c n } hyperedges from H such that no link capacity is violated when we pack such min{k, c n } hyperedges selected as paths in G, (iii) for each hyperedge selected h i consisting of |h i | nodes at the step 7, we can choose any path corresponding to its hyperedge from the |h i | − 1 c-paths that pass through the link e n to span all |h i | nodes in h i , and (iv) the min{k, c n } paths in Q (corresponding to hyperedges), which pass through the link e n , can be assigned different colors. Now, we obtain the main result to the MPPCHC problem 
Theorem 4. The algorithm MPPC is a 2-approximation algorithm to solve the MPPCHC problem and it runs in time O(k(2n + m)), where n is the number of nodes of the cycle G, m is the number of hyperedges of a hypergraph and k is the number of colors.
Proof. For an optimal set OPT of c-paths and an output set OUT of c-paths to the MPPCHC problem, respectively, denote p(OP T ) and p(OU T ) to be the values of the sets OPT and OUT, respectively. Then p(OU T ) =
p(OU T ).
Since the link e n has the minimum capacity on G, the min{k, c n } hyperedges selected at the step 7 in the algorithm satisfies the property: when these min{k, c n } hyperedges selected as paths are packed in G, no link capacity is violated. Denote Q = {P j 1 , . . ., P j min{k,cn} } and OP T 2 = {P j 1 , . . . , P j m }. Without loss of generality, we may assume that the weights satisfy: p j 1 p j 2 · · · p j min{k,cn} and p j 1 p j 2 · · · p j m . Since OP T 2 is a feasible solution to an instance I of the MPPCHC problem, we get min{k, c n } m . By the fact that we choose the min{k, c n } hyperedges corresponding to the c-paths with the heaviest profits by the greedy method at the step 7, we obtain p j l p j l for each 1 l m
Thus we get p(OP T 2 ) p(OU T ).
Hence, we conclude p(OP T )=p(OP T 1 )+p(OP T 2 ) 2p(OU T ), which implies that MPPC is a 2-approximation algorithm for the MPPCHC problem. Now, we analyze the complexity of the algorithm MPPC. At the step 1, it needs n steps to choose the link with the minimum capacity from G; at the steps 4-6, Theorem 3 provides the complexity O(k(2n + m)); at the step 7, it needs O(k) steps to choose the min{k, c n } hyperedges to have the heaviest profits. Other steps need constant time to execute. Thus, the algorithm MPPC runs in time O(k(2n + m)).
This completes the proof of Theorem 4.
A 3 2 -approximation algorithm to the MPCHC problem
In this section, by combining the algorithm MPC and matching theory, we design a Fig. 4(a) . Otherwise, they are called crossing on G, i.e., for each c-path P h s spanning all |h s | nodes in h s and each c-path P h t spanning all |h t | nodes in h t , these two paths P h s and P h t always contain at least one common physical link on G. See Fig. 4(b) . If two hyperedges h s and h t are parallel on G, then there exist two c-paths P h s and P h t on G, where P h s spans all |h s | nodes in h s and P h t spans all |h t | nodes in h t , such that both paths are edge-disjoint on G, thus they would be assigned the same color. See Fig. 4(a) The basic ideas to solve the MPCHC problem are: (i) delete a link e n from G to obtain the chain L 1 , (ii) use the algorithm MPC for L 1 to obtain an optimal solution to the MPC problem fixed on L 1 , (iii) construct an auxiliary graph, then find a maximum cardinality matching M, and choose min{|M|, k} pairs of parallel hyperedges, and (iv) select the better solution obtained in (ii) and (iii). Now, we present our approximation algorithm to the MPCHC problem:
Algorithm. Maximum packing and coloring hyperedges in a cycle (MPCH) INPUT: An instance I of the MPCHC problem. OUTPUT: A feasible solution OUT containing as many hyperedges as possible.
Step 1: Delete the link e n = (n, 1) from the cycle G to obtain a chain L 1 with the source 1 and the sink n.
Step 2: Denote
Step 3: Use the algorithm MPC on L 1 with the pairs in H 2 , the source s = 1 and the sink t = n. And denote H 2 to be the optimal set obtained (note H 2 ⊆ H 2 ).
Step 5: Let P be the set of c-paths on L 1 according to the pairs in H 2 (also corresponding to the hyperedges in H ), i.e., each c-path in P has the two end-nodes } ∈ H 2 , and then each pair
uniquely determines a c-path in P. (*/ the set P is k-colorable and L(P, e j ) k holds for all 1 j < n /*)
Step 6: Construct the auxiliary graph D = (H, E H ), and find a maximum cardinality matching M in D.
Step 7: Choose any min{|M|, k} edges from M, each corresponding to the two parallel hyperedges ∈ H ; hence, these 2 min{|M|, k} parallel hyperedges, corresponding to the c-paths set Q, form a feasible solution.
(*/ the set Q is also k-colorable with exactly 2 min{|M|, k} paths /*) Step 8: Output the better solution obtained in steps 5 and 7. End of MPCH We show that the algorithm MTRR has the approximation ratio Proof. For an optimal solution OPT (set of c-paths as well as set of hyperedges) to the MPCHC problem and the feasible solution OUT (set of c-paths as well as set of hyperedges) obtained from the algorithm MPCH, let OP T 1 be the set of c-paths in OPT that do not pass through the physical link e n and OP T 2 the set of c-paths in OPT that pass through the physical link e n . So OPT can be partitioned into two subsets OP T 1 and OP T 2 , i.e., OP T = OP T 1 ∪ OP T 2 . Denote C 2 to represent the set of colors that are assigned to the c-paths in OP T 2 . Then |OP T 2 | = |C 2 | k by the definition of the set OP T 2 .
We may choose an optimal solution OPT such that C 2 contains the least number of colors among all optimal solutions to an instance I of the MPCHC problem, equivalently, there are minimum |C 2 | colors assigned to the c-paths in OP T 2 . Then each color in C 2 must be assigned to some c-paths in OP T 1 Fig. 5(b) . Thus we obtain a new optimal solution whose the number of paths through e n is exactly |C 2 | − 1, contradicting the choice of the optimal solution OPT.)
By the fact that each color in C 2 must be assigned to some c-paths in OP T 1 , we get the fact that each color in C 2 must be assigned to a pair of c-paths, where one c-path is in OP T 1 
Step 7 in the algorithm MPCH implies 2 min{|M|, k} = |Q|, i.e., min{|M|, k} = |Q|/2. Hence, we conclude
We analyze the complexity of algorithm MPCH. At the step 3, it needs O(k(2n + m)) steps to obtain the optimal set H 2 by Theorem 3; at the step 6, it needs M(m) steps to find a maximum cardinality matching in the auxiliary graph D; and the other steps need time O(m) to execute. Thus, the algorithm MPPC runs in time
This completes the proof of Theorem 5.
Conclusion and further work
In this paper, we study the problem of packing and coloring some hyperedges of a hypergraph in a cycle so as to maximize profits of the different paths selected, where no link capacity is violated and two c-paths (and the corresponding hyperedges) must be assigned different colors when they have a common link. We derive a 2-approximation algorithm to the MPPCHC problem and then a 3 2 -approximation algorithm to the MPCHC problem. Since the MCHEC problem admits a PTAS [4] , can we design a PTAS or better approximation algorithms with approximation ratio less than 3 2 to the MPCHC problem? Can we find other better approximation algorithms for the MPPCHC problem with approximation ratio less than two? These problems are very challenging and interesting to be discussed in further study.
integer flow f of value k in N = (V , A; s, t; c, p) is
Moreover, given an optimal solution for the MPC , t i 1 ) , . . . , (s i r , t i r )}. Let P = {P 1 , . . . , P m } be the set of paths, corresponding to the set of m requests. For each 1 j < n, denote x j = L(P, e j ) and z j = L(P OPT , e j ). Now, we can construct a function f : A → R + as follows:
It is easy to check that f is an s-t integer flow of value k and its cost value is
where the first and second equalities depend on the definition of cost(f ), the third equality comes from the facts f (e * i ) = 0 for e * i / ∈ P OPT and p(e j ) = 0 for e j = (j, j + 1), the fourth equality is from the facts p(e * i ) = −p i , f (e * i ) = 1 for e * i ∈ P OPT and p(e * * j ) = −p max m − 1, f (e * * j ) = min{k, x j } − c j for e * * j . Since the second item in the last equality is a constant, the optimal profit p(OP T ) to an instance I of the MPC problem implies that the cost value cost(f ) of flow f of value k is smallest. So f is a minimum-cost s-t integer flow of value k in N.
Conversely, if we have a minimum-cost s-t integer flow f on N, since the cost per unit of each 'dummy-arc' e * * j = (j, j + 1) in the network N is −p max m − 1, then each 'dummy-arc' e * * j must be chosen in the minimum-cost s-t integer flow f to possess its flow value max{min{k, x j } − c j , 0} through that 'dummy-arc' by algorithm MPC, and the set of 'interval-arc's are partitioned into two subsets: one consists of 'interval-arc's of value zero and the other consists of 'interval-arc's of value one, which imply that the latter 'interval-arc's in the flow f consist of the arc set P OUT = {(s i 1 , t i 1 max{min{k, x j } − c j , 0}.
Since the second item in the last equality is a constant, the cost value cost(f ) of minimum-cost s-t integer flow f of value k implies that the set of paths P OUT is an optimal solution to the instance I of the MPC problem. Without loss of generality, we may assume that the physical link e n = (n, 1) has the minimum capacity on G, i.e., c n =min{c j |1 j n}, otherwise if the link e j 0 =(j 0 , j 0 +1) has the minimum capacity on G, i.e., c j 0 =min{c j |1 j n}, we can obtain a permutation
where we treat the node n + i as the node i for 1 i n and so on, then we obtain that the link e (n) = ( (n), (n) + 1) has the minimum capacity on G. We do the following operations under the constraints where each integer j is replaced by the integer (j ), then we shall obtain the final results under the constraints where each integer j is replaced by the integer −1 (j ), where −1 is the inverse permutation of , i.e., 
