Abstract. Optical super resolution is one of the most applicable as well as scientifically exciting field of optics dealing with imaging and aiming to improve the spatial resolvable capabilities of any imaging system (digital or ophthalmic) without modifying the optical parameters of the imaging lenses or the geometry of the detection array. Recent developments in nanotechnological fabrication capabilities open new doors of possibilities in fulfilling modified and improved super resolving configurations.
INTRODUCTION
Every imaging system has limited resolving capability which is expressed in terms of the minimal distance that two infinitely small spatial features can be positioned near each other and yet being seen as two separable items [1] . This resolving capability is limited by several factors.
The first one is related to diffraction [2] . The maximal angle of diffraction generated from a given feature is linearly proportional to the optical wavelength and inversely proportional to the size of that feature. Only the angles arriving within the diameter of the imaging lens are imaged on top of the detection plane. Mathematically this limitation means that the smallest resolvable feature is proportional to the product between the optical wavelength and the F number of the imaging lens (the ratio between its focal length and its diameter). And conceptually it means that the object's spectrum is trimmed by the limited aperture of the imaging system and, thus, the achievable resolution becomes also restricted.
The second limitation is related to the geometry of the detection array. This limitation can be divided into two types of constrains. The first type is related to the number of the sampling points and the distance between such two adjacent points. The denser the 2D spatial sampling grid is, the better is the quality of the sampled image. The second type of constrain is related to the spatial responsivity of each sampling pixel. Since each pixel integrates the light that impinges on its area, the 2D sampling array is not an ideal sampling array. This local spatial integration done at each pixel results with low pass filtered image [3] .
The third limitation is related to the dynamic range of the pixels, its noises and the number of quantization bits that are used for the analogue to digital conversion of the electrons collected in the electronic capacitor of every sampling pixel [1] .
Is there a way to overcome the above mentioned limitations? Assuming that the number of degrees of freedom contained within the signal is smaller than the overall number that may be transmitted through the optical system the answer is yes given that proper adaptation process is applied [4] [5] [6] [7] . Note that the proposed theorem is general but when imaging is concerned by the term of signal we refer to 2-D image. One needs to remember that in order to see better we need to resolve spatial information. However the imaging system can transfer information that is contained in multi dimensional hyper space including axes such as space, time, coherence, polarization, color, dynamic range etc. Each one of those axes can be used in order to convert the non resolved spatial degrees of freedom, to transmit them through the band limited imaging system and then to back-convert them into the space domain yielding super resolved image. Thus, the basic principle is to do encoding of the spatial information prior to its transmission through the imaging system and then a decoding procedure for the reconstruction. The domain that is used for the conversion determines the type of information multiplexing that is applied in the system. The idea is always to realize this adaptation and multiplexing without changing the optical parameters of the imaging system. The optical approaches that do this involve addition of special optical elements and sometimes some digital image post processing. But all of them have the same meaning: the special encoding element is used to divert on-axis the high frequency diffracted bands of the object's spectrum towards the system's aperture, and the remaining problem is how to recover and replace such additional high spatial-frequency information into its original position at the object's spectrum in order to achieve the super resolved image.
The encoding of high frequency spatial information is usually done by either placing a physical element as grating or by projecting the encoding pattern. The obtained resolution improvement in grating related approaches will be limited by the smallest feature in the grating. However such a grating occupied less volume than a high quality lens objective having equivalent NA and thus in microscopy applications where volume constrains are crucial the usage of such super resolving technique can be beneficial. Except of the gain in volume, the addition or projection of encoding pattern (e.g. the grating) together with low NA objective is less expensive than using only a high NA objective. In the configuration where instead of physical encoding mask the pattern is projected, the constrains are the same. In this case the high resolution details are NOT projected by using high NA lens but rather using e.g. a simple diffuser (e.g. when speckles pattern is being projected for encoding) or by interference of several point sources that generate the desired encoding pattern over the inspected object. Therefore in this case as well, the resolution enhancement is obtained without using high quality, high cost and high volume lenses with large NA. The projection of the encoding pattern is important in imaging of remote objects as in security related applications.
Another benefit of the super resolution approach is the capability to obtain high transversal resolution enhancement and yet to preserve significant depth of focus capabilities. Regular high NA lens has small depth of focus. Nevertheless, the resolution enhancement come on the extent of energetic efficiency since only a portion of the energy, which is diverted by the encoding grating to the various diffraction orders, is captured by the low NA lens. Therefore the synthetic aperture generation is energetically inefficient.
In Sec. 2 we review the diffraction related super resolving approaches. In Sec. 3 we focus on the geometrical super resolution field and in Sec. 4 we present methods to extend the depth of focus (axial resolution). The paper is concluded in Sec. 5.
DIFFRACTIVE OPTICAL SUPER RESOLUTION
In this Sec. we will review existing super resolving approaches aiming to overcome the limitations posed by the F number of the imaging lens. As previously mentioned the minimal resolvable distance due to diffraction equals to:
where λ is the optical wavelength, F the focal length of the imaging lens and D is the diameter of its aperture.
Single path passive approaches

Time multiplexing
One of the most popular directions for super resolution is related to usage of the time domain in order to multiplex the relevant spatial degrees of freedom that before could not pass through the aperture of the imaging lens. The basic configuration was first introduced by Francon [8] and later on by Lukosz [9] as it is presented in Fig. 1 . It includes usage of two gratings attached to the object (encoding grating) as well as to the image (decoding grating). Both are moving in opposite directions (for imaging system with negative magnification factor). The imaging system presented in Fig. 1 is a 2-F system with magnification of -1 (obviously this approach is general and it is not limited to a certain value of magnification). The encoding grating generates spectral replications such that the high frequencies, previously cut off by the limited aperture of the imaging lens, are now folded inside it. The movement generates different Doppler shift per each replication, i.e. each one of the replications has differently time varying phase factor in the spatial spectrum domain. Thus, although all of the replications were folded inside the aperture and were mixed together, they can still be separated after passing through the aperture while reconstructing the original spectrum. The spectrum reconstruction is done by the decoding grating which once again replicates the folded spectral slots (with the different Doppler shifts) while generating another and opposite Doppler shift. In other words, the decoding grating will generate opposite time varying phase factor for the spectral replications. Only the correct spectral information will have correction of the Doppler shift. For the other non relevant information cross terms a certain Doppler shift will still remain and thus after time averaging those undesired cross terms will be averaged to zero [10] (i.e. the decoding grating generated opposite time varying phase factor that will cancels the original temporal phase only in the proper spectral slots and therefore after time averaging all the undesired temporal slots will be averaged to zero).
An extension of this approach for 2D was demonstrated in Refs. 11 and 12. This approach was simplified by usage of digital rather than physical decoding grating [13] and later on by usage of projected encoding grating rather than a physical grating that is attached to the object [14] [15] [16] . The same approach was demonstrated also with random (rather than periodic) encoding/decoding patterns. For instance, one applicable technique was realized by projecting speckle pattern on the object and using the same random pattern in digital post processing in order to decode and to reconstruct the high resolution image [17] [18] [19] [20] [21] .
Following that similar concept was developed for the case of scenarios where relative movement exists between the object and the background [22] or between rain droplets [23] or turbulence [24] and the object. In all of those cases the background, the droplets or the turbulence are used as the random encoding function generating Doppler shifts to the spatial information of the object due to its relative movement in comparison to the inspected object. In all of those approaches the improvement of resolution is as good as our a priori information regarding the encoding distribution. The smallest its features are the more improvement we will be able to obtain in resolving the object. In the case of rain droplets and for the scenario where the droplets are sparse, one can avoid having the a priori information since in this case the encoding distribution can be extracted from the set of captured images themselves just by applying proper digital processing algorithm [23] . But here as well the maximal super resolving improvement will provide reconstructions of features only as small as the smallest droplet.
Note that an interesting extension of the time multiplexing approach is related to the usage of light's coherence domain for the encoding of the spatial information. Coherence is related to fast temporal variations of the phase of the optical wave front and thus basically it is a time multiplexing related approach. In the coherence case one is synthesizing the illumination source to have desired spatial transversal or axial (i.e. temporal) coherence such that when illuminating the object, its different spatial regions can be encoded with orthogonal temporal phase variations such that even after their spatial mixture can later on be recovered and reconstructed [25, 26] . In this approach as before one needs to know the encoding and the decoding architecture, the difference with the regular time multiplexing technique is in the required temporal averaging period after which proper resolution reconstruction may be obtained.
Angular multiplexing
The fundamentals of this approach were first presented by Lukosz [27] . In this case once again two gratings are used but no movement is required. All the components of the optical system are static. The encoding and decoding is done by using the field of view. If a priori we know that the object is field of view limited [28] , the rest of the field of view may be used to improve the imaging resolution of our system. The encoding grating generates replications of the object while each replication contains different spectral information. The decoding grating super imposes the replications one over the other while only in the central replication all spectral slots can be properly super imposed [29] .
The basic setup for this case may be seen in Fig. 2 . Here both gratings are positioned without physical contact with the object or the imaging sensor. However, the condition to obtain super resolution is Z 1 =Z 2 which means that not the two of them are positioned in the volume which is between the object and the image plane. Only one of them is positioned in the desired spacing while the other one is left outside. In order to solve this drawback a modified approach including three gratings was proposed [30, 31] . There all the three gratings can be allocated within the space between the object and the image plane.
The fact that one needs to sacrifice the field of view is also somewhat problematic. One possible solution with this drawback deals with the case that the positions of the ghost images (e.g. the undesired replications) are wavelength dependent. Thus, in the case that white light illumination is used all undesired replications are averaged (because there positions are varied across the field of view) while the central replication (i.e. the zero order whose spatial location is not wavelength dependent) which is properly super imposed is strengthened [32] . Thus, in this case actually the payment in the field of view is converted to payment in the dynamic range since the reconstructed high resolution image appears on top of an averaged background level.
Note that here, as in the time multiplexing approaches previously mentioned, the resolution improvement will correspond to the smallest feature in the encoding grating (the diffraction angle it generates). If an imaging lens with larger NA, that corresponds to the diffraction angle created by the grating, will be used similar resolving results will be obtained. Nevertheless using the grating instead of a lens with larger NA saves volume and costs. 
Wavelength multiplexing
In order to apply wavelength multiplexing to have super resolved imaging one needs to have the a priori information that the object has only gray level information (it is a monochromatic object). First papers suggesting using wavelength multiplexing in order to increase resolution appear in Refs. 33-35. The approach described by Ref. 33 involves illumination of an object through a grating which causes to wavelength dispersion around the first order of diffraction. That way the various spatial features of the object are illuminated and encoded by different wavelengths. Then, a lens collects the light (performs spatial integration) and inserts it into a single mode fiber (capable of transmitting only a single degree of freedom). On the other side of the fiber the spatial information of the object is decoded using the same dispersion grating. An improvement of this approach was proposed in Ref. 36 . In that reference a 2D diffractive optical element allowed 2D dispersion of wavelengths and thus encoding of 2D spatial information which later on could be decoded using the same diffractive optical element.
Polarization multiplexing
In case that the object has no polarization information then by using light containing both principle polarizations one may increase the resolution by a factor of two by splitting the spatial information between the two principle polarization axes [37] . The realization of such a configuration may either be done using Wollaston prism that splits and redirects each one of the two polarizations into a different angular direction and thus can assist in coding two different spectral slots by orthogonal polarization states. Another option can be obtained using polarized beam splitters where the two different polarizations are used in order to code different regions in the field of view. It is clear that increasing the field of view while maintaining the same resolution is equivalent to maintaining the field of view and increasing the sampling resolution (as obtained in optical zooming). In the example of Fig. 3 we propose to maintain the same sampling resolution and to increase the imaged field of view by a factor of two. Since there are only two orthogonal polarization states, the increase of resolution or of the field of view may only be improved by a factor of two (in one dimension).
Another approach which combines polarization and temporal multiplexing allows improving the resolution by a larger factor as presented in Ref. 38 . There, non orthogonal polarization states are used to encode plurality of spectral slots. After those slots are mixed together (when passed through the band limited imaging aperture) they are separated and the high resolution image is reconstructed by performing several sequential samplings of the output image through several non-orthogonal polarizers (e.g. by rotating a polarizer while capturing images). In this case, in contrast to the previous one, 2D resolution improvement may be obtained.
Gray level multiplexing
The gray levels or the dynamic range domain is another example of a domain that may be used in order to encode, transmit and then to decode the spatial information of the imaged object [39] . We assume that we have the a priori information that the dynamic range of the input object is limited. We attach a gray level coding mask to the input object. Thus, prior to the blurring due to the low resolution imaging, to each pixel of the input we attach a different transmission value while the ratio between every one of those values is 2 M where M is the a piori known and limited number of bits spanning the dynamic range of the imaged object. Obviously, the imager should have sufficient number of dynamic range bits. It should be at least M×K 2 where K is the super resolution improvement factor in every spatial dimension.
Active projection techniques
In the approaches described by the previous Sec. the super resolution was obtained by using physical components created the encoding and decoding operation. The time multiplexing technique [9] required contact between the rotating encoding grating and the object. In cases that the object is not accessible one may apply active projection techniques based upon similar operation principles.
For instance, instead of physically attaching the grating to the object one may project this grating or to generate an interference grating on the object by directing several coherent sources towards the object [14] . By modifying the relative phase of those sources the generated interference grating will move over the object and perform the Doppler coding as previously explained. The second decoding grating can be realized by digital post processing [13, 15, 16] . Instead of time integrating, the camera will capture the temporal sequence of images and then multiply each one of them by the proper decoding grating that is shifted along the frames and then it will sum together the yielded result.
Another example is the case where instead of interference grating which is a periodic function we project a random pattern such as speckles. In this case we illuminated the object through a diffuser which realizes a product between the random speckle distribution and the spatial reflectivity distribution of the object [17] . Then, we shift the diffuser which creates a projection of temporally varied random distributions. These random distributions contain small features as required and they are realized in a simple way of just illuminating a diffuser (no additional high quality lenses are required). The resolution improvement is according to the smallest feature in the random pattern.
The product is captured by the low resolution imager. Every low passed image, of the temporal sequence, is digitally multiplied by an identical decoding random distribution. After averaging the sequence of decoded images we obtain the desired reconstruction. The operation principle is similar to the one given for the basic time multiplexing approach [9] : the temporal variation of the random patterns allows the separation of the scrambled original spectral information of the object (multiplication in space domain between the projected pattern and the object's reflectivity equals to a convolution between those two spectral distributions).
In a similar way to the lateral movement used to perform encoding-decoding process, synchronized axial movement of two physical Ronchi gratings also allow super resolved imaging [40] . Here, both gratings are not in close contact with neither the object nor the detector and are positioned between the object and the image planes, respectively. In addition a super resolution effect may also be achieved via rotating grating (rather than moving) and digital post-processing [41] . Here, a 1-D physical grating that is placed near the input object (but not in close contact) is used to generate structured illumination onto it. The 2D super resolved effect is achieved by continuously rotating by 180 degrees the encoding grating and computing the output intensity in a continuous way. Finally, the decoding process is digitally performed and yields the super resolved image.
Holographic approaches
In summary, time multiplexing super resolution can be understood as a synthetic enlargement in the optical system aperture that improves the resolution of the imager in comparison with the resolution presented by the same optical system without applying the superresolving approach. This target can be achieved by encoding the object's spatialfrequency information into the temporal bandwidth degree of freedom. Typically, this procedure permits the passage of additional information of the object's spectrum through the limited aperture of the imaging system in time sequence, that is, as independent events. After that, a decoding is needed to rearrange the spatial-frequency information of the input object in order to obtain a high quality super resolved image.
As we have reported in Sec. 2.1, the classical encoding-decoding process is performed using diffraction gratings [9] [10] [11] [12] [13] [14] [30] [31] [32] [33] [34] [35] [36] [37] [38] [39] [40] [41] [42] . One way to understand how this process is produced is by analyzing the encoding stage as a shift in the object's spectrum due to the action of the grating: each diffraction order down shifts the object's spectrum at the Fourier plane. This fact also happens when tilted illumination impinges on the input object. In the latter case, the shift is produced by the oblique illumination angle instead of by the diffraction angle defined in the grating's equation for each diffraction order. Figure  4 depicts the equivalence between diffraction orders of a grating a set of coherent tilted beams incoming from a set of point sources. The object's spectrum shift allows the transmission of another frequency band that falls out the limited aperture under conventional on-axis illumination. And this process is usually performed in time sequence, that is, each one of the tilted beams are shot sequentially in time in such a way that different frequency bands are transmitted at different instants. After its transmission through the system's aperture, this frequency band needs to be shifted back to its original position at the object's spectrum. This fact can be accomplished using holographic methods and it will be the subject under study in this Sec.
Notice that, although in a strict way the equivalence between diffraction grating and tilted beams should be considering a set of coherence point sources, the possibility that such sources will be incoherent one to each other (like in a VCSEL array) offers new capabilities to holographic approaches in superresolution imaging. This is true because the approach could be performed using time multiplexing (sequential activation of the different sources) or using spatial multiplexing (all the sources lighted on at the same time) [42] .
Super resolution by multi-exposed hologram
The first attempt to achieve synthetic aperture generation from different recordings was performed in the early seventies by Stroke [43, 44] and Ueda and Sato [45] . The Stroke concept is based on the superposition of a set of small-aperture partial-frequency range component images directly in a single photographic plate. Such small apertures were obtained by masking a large aperture in order to decrease the resolution. The final results showed an image equivalent in resolution to that one obtained with the large-aperture full-frequency range optical system.
The basic idea of the Ueda and Sato method [45] implies the obtaining of a super resolved hologram in which a coherent superposition of a set of sequential images is recorded during the exposure time interval. Thus, assuming that the spatial frequency bandwidth of the optical system is narrower than that of the input object, a super resolved image will be obtained in the hologram reconstruction because each individual hologram is sequentially recorded using different tilted illumination beams onto the object and complementary off-axis reference waves at the hologram plane. Modifications of the former setup were reported later on exhibiting additional capabilities [46] [47] [48] .
In fact, the approaches presented in Refs. 43-48 can be considered as the first works in time multiplexing super resolved holography. Moreover, some of them [47, 48] still used digital methods instead of holographic mediums as recording devices and postprocessing stages.
Super resolution in digital holography
Nowadays, digital holography is a well-known and widely-used technique that allows fast, non-destructive, full-field, high-resolution quantitative complex amplitude measurements of imaged objects. The amplitude distribution of the imaging beam is added in the hologram plane with a reference wave and the hologram is recorded by using a CCD camera. Then, the object wavefront is reconstructed numerically by simulating the back propagation of the complex amplitude using the Kirchhoff-Fresnel propagation equations. However, for both off-axis and on-axis holographic configurations, both the finite number and the size of the CCD pixels limit the resolution of the digital holographic approach.
A direct way to improve the resolution in digital holography is by generating a synthetic aperture coming from the combination of different holograms recorded at different camera positions in order to construct a larger digital hologram [49] [50] [51] . In these approaches, the resolution improvement factor is equal to the number of recorded holograms.
Recently, a new generation of methods is rising up [52, 53] . They are based on the combination of diffraction gratings and digital holographic tools. In a similar way to the Lukosz concept [9] , the diffraction grating is used to down shift high order frequency bands of the object spectrum towards the imaging system (in this case a CCD device). By reinserting a reference beam at the recording plane in off-axis Fourier holographic configuration, each additional band is recovered by spatial filtering at the spatialfrequency domain. And finally, a synthetic aperture is generated by digital post-processing that yields in a super resolved imaging. Experimental validation for 1D [52] and 2D [53] cases have been demonstrated.
Another way to down shift high order frequency content of the object's spectrum is by using tilted illumination instead of a grating. Thus, super resolution in digital holography has been also achieved by combining angular multiplexing using tilted illumination with coherence multiplexing [54] . The resulting approach not only improves the spatial resolution of the imaged object but also can be performed in a single illumination step.
Super resolution in digital holographic microscopy
Aside the previously reported approaches, other authors had also implemented interferometric configurations to study the resolution improvement in optical imaging systems [55] [56] [57] [58] [59] . However, time multiplexing has been recently combined with digital holographic microscopy with the motivation of improving the limited resolving power provided by the objective lenses used in microscopy. In that sense, several super resolved approaches have been developed for different application fields such as interferometric lithography [60] , scanning holographic microscopy [61] and interferometric imaging [42] . Figure 5 depicts the basic setup in a super resolution approach based on holographic tools and tilted illumination. Basically, the illumination is collimated by a lens and split by a first beam splitter (BS) allowing a Mach-Zehnder architecture. In one optical path (imaging arm) the input object and the limited aperture imaging system take place while the other optical path (reference arm) allows the holographic recording at the CCD plane after being recombined by a second BS. Tilted illumination provides the transmission of different frequency slots of the object spectrum through the limited aperture (vertical slit in Fig. 5 ) which can be recovered by holographic tools. Although the imaging system depicted in Fig. 5 is a 4F configuration optical system (see Ref. 42) , super resolution by holographic tools can be extended to microscope lenses. In fact, a significant case of interferometric imaging is obtained in the field of microscopy [62] [63] [64] [65] [66] [67] where synthetic aperture generation permits high-resolution images using low NA microscope lenses (typically below 0.3NA value). These methods are attractive due to the fact that they allow high quality imaging while maintaining the benefits regarding the use of a low NA lens, that is, long working distance, large field of view, large depth of focus and relatively low cost in comparison with a high aperture lens. However, they do not provide significantly high synthetic aperture values. For this reason, other approaches [68] [69] [70] [71] [72] apply the same underlying principle but using medium NA lenses (ranging from 0.3 to 0.7). This fact permits the definition of synthetic numerical apertures higher than the theoretical value for air-immersed imaging system but with the added value of the unique feature provided by holography: the recovery of the complex amplitude distribution of the wavefront that is leaving the sample. Thus, Ref. 72 takes this advantage and presents an approach that allows super resolved imaging of 3D samples by numerical refocusing at different sample planes.
GEOMETRICAL SUPER RESOLUTION
The geometry of the detector and the shape of its pixels play a major role as well in setting the resolution limit of a given imaging system. The common way to improve the number of sampling pixels is just by using what is called a micro scanning [73, 74] . In this approach a set of images are captured while sub pixel relative shift is created between two sequential frames. The main problem of this approach is that it increases the spatial sampling density but it does not address the spatial low passing generated due to the fact that each pixel is not a delta function but rather an area that is integrating all the photonic information impinging on it.
By using proper mathematical analysis it can be shown that basically the spectrum of the object is multiplied by the Fourier transform of the spatial responsivity of a single pixel. The larger the pixel is, the more low passing the effect it yields. An inverse filtering approach may be applied in order to reduce this low pass effect [75] . The point is that the spatial responsivity of pixels usually has rectangular shape and thus its Fourier has a lot of zeros as well as low values which makes the inverse filtering very sensitive to noises. Note that first such zero would appear at twice the Nyquist frequency limit.
One proposed solution was to attach to the detector a special periodic mask (with period equals to the pitch between pixels in the sampling array) that will multiply the responsivity of each pixel and modify its spectral shape such that no zeros will be generated in the Fourier transform. That way the inverse filtering will be more efficient and tolerant to noises [75, 76] . Another option is to project the periodic pattern that is required in order to modify the spectrum rather than to attach it to the detection array [77] .
A different approach involves positioning a random mask near the detector (or in the intermediate image plane) that inserts sufficient amount of information such that the high resolution image can be reconstructed by matrix inversion operation [78] . In this case instead of modifying the responsivity of each pixel individually the effect is more global over the entire image. The reduced resolution due to the blurring may be considered in matrix representation where the amount of unknown parameters (the features of the high resolution image) is larger than the number of equations (the low resolution image). The addition of known a priori information by the proposed random mask can add more equations which make the matrix inversion feasible.
Another approach to be applied for geometrical super resolution is related to aperture coding. In this case since the resolution limiting factor is not the F number of the imaging lens but rather the pitch of the pixels in the detection array, all the spatial information is passed through the aperture of the lens prior to its being sampled by the detector. Thus, by placing special coding mask (spatial transmission filter) that is attached to the aperture of the lens will allow generation of orthogonal coding of the various spectral regions. Then, due to sub optimal sampling the spectrum is folded (aliasing effect) but the information can still be recovered due to the orthogonal coding that was applied in the aperture plane [79] .
Although not directly related to geometry of the sensor there is a plurality of digital methods tempting to improve the image quality by digital image processing based upon various interpolation and estimation algorithms as the technique of Gerchberg [80] 
EXTENDING THE DEPTH OF FOCUS
General overview
Extending the depth of focus (EDOF) for imaging systems was widely explored during the recent years and a large variety of technologies were developed. Defocused image yields reduction in the high spatial frequencies of the Optical Transfer Function leading to a blurred outcome.
There are various approaches of addressing the problem of defocusing by extending the depth of focus of a given optical imaging system. Some approaches involve insertion of optical element which encodes the optical wave front such that digital post processing may allow the extraction of the sharp image [83] [84] [85] [86] [87] . Other approaches include aperture apodization by absorptive mask [88] [89] [90] [91] [92] which extend the depth of focus but also result with reduced resolution and energetic throughput. Other approaches use diffractive optical phase elements such as multi focal lenses or spatially dense distributions that suffer from significant divergence of energy into regions that are not the regions of interest [93] [94] [95] . Other interesting techniques include tailoring the modulation transfer functions with high focal depth [96] and usage of logarithmic asphere lenses [97] .
Different and interesting approach allowing extending the depth of focus in an alloptical way is introduced in Refs. 98 and 99. There, instead of using refractive or diffractive optics an interference effects are considered. Since it is an all-optical approach it may as well be used for ophthalmic applications such as contact lenses, spectacles and intraocular lenses (IOL). We will now focus on this type of technological solution.
Ophthalmic applications
The all-optical EDOF interference based technology of Refs. 98 and 99 was used to fabricate spectacles, soft contact lenses as well as intraocular lenses (IOLs) [100] [101] [102] [103] [104] in which the profile of the lens is such that the different spatial regions of the wave front that are passing through the eye pupil (and therefore through the contact lens/spectacle or the IOL with the engraved profile) are encoded in such a way that when they are all added together in the focal plane their interference (i.e. their addition) will generate more or less as sharp focal point as produced by the regular mono focal lens in its focal plane. However this is obtained not only in the previous axial location but rather also before as well as after the axial position of the focal plane. Thus, the effect that is used for this design is related to proper coding of the wave front passing through the various parts of the pupil [105] such that desired interference will occur around the axial position of the focal plane and such that the coding distribution has relatively large features leading to most of the energy to be directed towards zero diffraction order.
The underlying principle behind this concept is that the imaging lens is basically an interferometer device since all the rays going through the lens are summed together in the focal point (in regular interferometer only two beams are added and here there is a plurality of beams). If proper phase detour is added on top of the lens the in-phase addition can generate constructive interference pattern in a channel around the focal point and a destructive interference in the surrounding of the generated channel, leading to extended focal depth. The trade off in generating this desired interference pattern is in reduction of the contrast of the obtained image. Nevertheless the engraved profile is designed in such a way that the point spread function is wider (and thus the image has reduced contrast) but its Fourier transform contains all the spatial frequencies of the original MTF. This design constraint is important since because all the spatial information passes through, the brain can easily and quickly (after only a few seconds) adapt the contrast of the visualized image.
The engraved profile, that is designed to generate the desired interference, is a binary profile having large spatial features and small engraving depth. The maximal engraving depth is less than one micron and the spatial transversal features of the profile are as large as tens of microns. The optical element has annular-like structure (a small number of annular, it is not a Fresnel zone plate) [100] .
The advantage of using such a profile is that since the spatial features are large the diffraction away from the zero order is very small which yields high energetic efficiency and throughput as well as reduced chromatic aberrations.
RELATION TO NANOPHOTONICS AND CONCLUSIONS
In this paper we have reviewed the recent research activity done in the field of optical super resolution. We discussed several approaches involving time, wavelength, polarization and field of view multiplexing to exceed the diffraction limit of resolution. Then, we have briefly reviewed common approaches allowing overcoming the geometrical limitation. The topic of extending the depth of focus which is related to axial resolution was discussed separately where digital as well as all-optical techniques were mentioned.
The capability to improve the resolution was obtained either by projection of special patterns or by positioning of spatial masks near the object or near the detection array (or in the intermediate image plane). Those masks often contain small features that for visible light approach the limit of half the wavelength (about 250nm). This is especially true in the case of wavelength multiplexing approach that is realized via optical diffractive elements generating the required spectral separation (that is used to encode the spatial information of the object).
In the approach performing polarization manipulation of light, sub wavelength features are required in order to deal with the vectorial nature of the field rather than its scalar approximation (when sub-wavelength features are available in the encoding/decoding super resolving mask, each polarization is affected differently by the same structure).
The techniques involving projection of encoding patterns also often contain small features that for the blue wavelength approach the size of 400nm. Because of that, the resolution limit of an optical imaging system could be reduced until its theoretical limit, that is, λ/2. This λ/2 theoretical resolution limit is due to definition of a transfer function associated with free space propagation, that is, there are spatial-frequencies that can propagate from one plane to another at a given distance (propagating waves) while others are quickly attenuated in propagation (evanescent waves). In that sense, free propagation acts as a low-pass filter over the overall spectrum of spatial-frequencies of the input object and final resolution limit is defined by the propagating waves.
However, there are other strategies to overcome this diffraction limit and achieve nano scale optical imaging. Thus, near-field scanning optical microscopy [106] [107] [108] [109] [110] forms an image of the sample by its scanning with an ultra sharp tip in the vicinity of the object and collecting the signal point by point. On the other hand, another family of methods based on a virtual light probe instead of a physical tip had also been developed. Stimulated emission depletion fluorescence microscopy [111] [112] [113] and saturated structured illumination microscopy [114] [115] [116] utilize a tiny light spot or line to scan the samples. Nonlinear response of the materials shrinks the light spot size or line width into deep sub-wavelength scale while achieving nano scale spatial resolution.
