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ROKHLIN DIMENSION: DUALITY, TRACIAL PROPERTIES,
AND CROSSED PRODUCTS
EUSEBIO GARDELLA, ILAN HIRSHBERG, AND LUIS SANTIAGO
Abstract. We study compact group actions with finite Rokhlin dimension,
particularly in relation to crossed products. For example, we characterize
the duals of such actions, generalizing previous partial results for the Rokhlin
property. As an application, we determine the ideal structure of their crossed
products. Under the assumption of so-called commuting towers, we show that
taking crossed products by such actions preserves a number of relevant classes
of C∗-algebras, including: D-absorbing C∗-algebras, where D is a strongly
self-absorbing C∗-algebra, stable C∗-algebras, C∗-algebras with finite nuclear
dimension (or decomposition rank), C∗-algebras with finite stable rank (or real
rank), and C∗-algebras whoseK-theory is either trivial, rational, or n-divisible
for n ∈ N. The combination of nuclearity and the UCT is also shown to be
preserved by these actions. Some of these results are new even in the well-
studied case of the Rokhlin property. Additionally, and under some technical
assumptions, we show that finite Rokhlin dimension with commuting towers
implies the (weak) tracial Rokhlin property.
At the core of our arguments is a certain local approximation of the crossed
product by a continuous C(X)-algebra with fibers that are stably isomorphic
to the underlying algebra. The space X is computed in some cases of interest,
and we use its description to construct a Z2-action on a unital AF-algebra and
on a unital Kirchberg algebra satisfying the UCT, whose Rokhlin dimensions
with and without commuting towers are finite but do not agree.
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Introduction
The goal of this paper is to study a variety of structural properties for actions
of finite (and more generally compact) groups on C∗-algebras with finite Rokhlin
dimension. The concept of Rokhlin dimension for actions of finite groups and
actions of the integers was introduced by the second author, Winter and Zacharias
in [37] as a generalization of the well-studied Rokhlin property for group actions.
(See [31], [38], and [50] for finite group actions with the Rokhlin property, and [36],
[21], and [23] for compact group actions.) The Rokhlin property can be viewed
as a regularity condition for the group action, which can be used to show that
various structural properties pass from a C∗-algebra to its crossed product; see
for example [36], [50], [58], [21]. However, particularly in the case of finite group
actions, the Rokhlin property is a very restrictive hypothesis to place on the action,
as it as it implies that the unit of the algebra can be written nontrivially as a sum of
projections indexed by the group. In the context of Rokhlin dimension, the tower of
projections indexed by the group is replaced by several towers consisting of positive
contractions, each of which is indexed by the group. In this formulation, Rokhlin
dimension zero agrees with the Rokhlin property, while the higher values allow for
greater flexibility. In particular, actions with finite Rokhlin dimension may exist,
and even be generic, on algebras that do not admit any action with the (tracial)
Rokhlin property.
A different and earlier weakening of the Rokhlin property is the tracial Rokhlin
property ([54]), in which the Rokhlin projections are not required to add up to 1,
but rather just up to a small error in trace. This property can be shown to hold
for many actions of interest which do not have the Rokhlin property. Nevertheless,
as it demands the existence of projections, there are many C∗-algebras that do not
admit any such action. There exist a number of weakenings of the tracial Rokhlin
property, in which projections are replaced by positive elements; see [2], [32] and
[46]. In general, there is no particular reason for the tracial Rokhlin property (in
either its weak version, with positive elements, or strong version, with projections)
to imply finite Rokhlin dimension or vice versa, and one of our goals is to find
sufficient conditions for such implications to hold.
Finiteness of the Rokhlin dimension is strong enough to ensure that crossed
products inherit several regularity properties; see [37], [33] and [22]. On the other
hand, recognizing when a given action has finite Rokhlin dimension is not always
straightforward (and computing its actual dimension is even more challenging).
When the acting group is abelian, one of our main results allows one to detect the
Rokhlin dimension of an action α : G → Aut(A) by looking at its dual α̂ : Ĝ →
Aut(A ⋊α G). To this end, we define (see Definition 1.11) the representability
dimensions, dimrep(β) and dim
c
rep(β), with and without commuting colors, of a
discrete group action β : Γ→ Aut(B), and prove the following:
Theorem A. (See Theorem 1.15) Let G be a compact abelian group, let A be a
C∗-algebra, and let α : G→ Aut(A) be an action. Then
dimRok(α) = dimrep(α̂) and dim
c
Rok(α) = dim
c
rep(α̂).
Theorem A is used to show that actions with finite Rokhlin dimension have full
strong Connes spectrum, and hence that ideals in the crossed product are induced
by invariant ideals in the algebra; see Proposition 1.17 and Corollary 1.18.
3Actions with finite Rokhlin dimension are very closely connected to free actions
on spaces. For example, it was shown in Lemma 2.3 of [33] and Theorem 4.5 of [24]
that for a finite dimensional metrizable space X , an action of a compact group G
on C0(X) has finite Rokhlin dimension if and only if the induced action of G on X
is free. The connections go far beyond the commutative case, at least in the for-
mulation of Rokhlin dimension with commuting towers. Indeed, for every compact
group G and every d ≥ 0, there exists a universal compact free G-space XG,d such
that an action α : G → Aut(A) of G on a C∗-algebra A satisfies dimcRok(α) ≤ d if
and only if there exists an asymptotically central equivariant homomorphism from
C(XG,d) into A; see Theorem 3.7 (for finite groups, this is implicit in Lemma 3.2
of [33]). This observation was used in Theorem 4.6 of [33] to show that there do
not exist actions of non-trivial compact Lie groups on the Jiang-Su algebra Z or
the Cuntz algebra O∞ with finite Rokhlin dimension with commuting towers.
In this work, we take these ideas further. By identifying the spaces XG,d as
simplicial complexes, we prove the following:
Theorem B. (See Theorem 2.3) Let A be an infinite dimensional, simple, finite,
unital C∗-algebra with strict comparison and at most countably many extreme
quasitraces. Let G be a finite group and let α : G → Aut(A) be an action. If
dimcRok(α) <∞, then α has the weak tracial Rokhlin property.
We say a few words about the proof of Theorem B. Let XG,d be the universal free
G-space associated toG and d = dimcRok(α). For the sake of argument, suppose that
there is a unital, central and equivariant inclusion C(XG,d)→ A. The restriction of
each (extremal) quasitrace on A to C(XG,d) induces a Borel probability measure on
XG,d. Let {µn}n∈N be the collection of such measures. In order to prove that the
given action has the weak tracial Rokhlin property (see Definition 2.2), it suffices
to find an open set U ⊆ XG,d such that gU ∩ hU = ∅ for g, h ∈ G with g 6= h,
and µn
(
XG,d \
⋃
g∈G
gU
)
is small for all n ∈ N. (Given such a set, one chooses a
positive contraction supported on U , and considers its G-translates.) The existence
of such an open set is proved in Theorem 2.1.
The argument described above breaks down in the absence of traces. However,
different methods yield an even stronger result in this case. Indeed, when A is
simple, exact, and has strict comparison, it has no nonzero traces if and only if it
is purely infinite. In the nuclear case, it must therefore be a Kirchberg algebra.
In this context, we use a lemma of Kishimoto from [43] to prove that a number of
generally inequivalent notions, actually coincide for actions on Kirchberg algebras.
Theorem C. (See Theorem 2.10) Let G be a finite group, let A be a Kirchberg
algebra, and let α : G→ Aut(A) be an action. Then the following are equivalent:
(1) α has the (weak or strong) tracial Rokhlin property;
(2) dimRok(α) ≤ 1;
(3) αg is not inner for all g ∈ G \ {1}.
Suppose that α : G→ Aut(A) is an action with dimcRok(α) ≤ d <∞. With XG,d
as above, it can be shown that the crossed product A⋊α G can be locally approx-
imated by a continuous C∗-bundle with base space XG,d/G and fibers isomorphic
to A⊗K(L2(G)); see Proposition 3.5 and Proposition 3.11. This fact allows us to
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transfer a number of regularity properties, many of which are relevant from the
point of view of classification, from A to A⋊α G and A
α. Indeed, we show:
Theorem D. (See Theorem 3.20 and Theorem 3.27) Let G be a compact group
with dim(G) < ∞, let A be a C∗-algebra, and let α : G → Aut(A) be an action
with finite Rokhlin dimension (with commuting towers). The following properties
pass from A to A⋊α G and A
α:
(1) For strongly self-absorbing D, being separable and D-absorbing.
(2) Having finite nuclear dimension (or decomposition rank).
(3) Having finite stable rank (or real rank).
(4) Being nuclear and having (uniquely) divisibleK-theory, or trivialK-theory;
(5) Being separable, nuclear, and satisfying the UCT.
(6) If A has “no K1-obstructions” (see Definition 3.26), and dim
c
Rok(α) ≤ 1,
having almost unperforated Cuntz semigroup.
See also [27] for other permanence results.
Recall (see [17] and [62]) that separable, simple unital C∗-algebras with finite
nuclear dimension and satisfying the UCT, are classified by their Elliott invariant,
and the same is true in this case for A ⊗ K. We obtain the following consequence
of Theorem D:
Corollary E. Let G be a compact group of finite covering dimension, let A be a
unital C∗-algebra, and let α : G→ Aut(A) be an action with dimcRok(α) <∞. If A
is classified by its Elliott invariant, then so are A⋊α G and A
α.
The free G-spaces XG,d can be explicitly computed, although their description
is not always simple to state. For G = Z2, the space XZ2,d is equivariantly isomor-
phic to Sd with the antipodal action; see Lemma 3.28. We use this description to
produce the following example:
Example F. (See Example 3.32) There exist a unital Kirchberg algebra satisfying
the UCT and an action α : Z2 → Aut(A) with dim
c
Rok(α) = 2 and dimRok(α) = 1.
There is a similar example on a simple AF-algebra; see Example 3.31. These are
the first examples of actions whose Rokhlin dimensions with and without commut-
ing towers are both finite but do not agree. Similar examples for actions of Z are
presently not known. Finally, the explicit description of the spaces XZ2,d is used to
show that in some cases of interest, the Rokhlin dimension with commuting towers
of a given action is either zero or infinite; see Proposition 3.35 and Theorem 3.37.
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1. Finite Rokhlin dimension and duality
We begin by introducing some notation and terminology.
Definition 1.1. Let A be a C∗-algebra. Let ℓ∞(N, A) denote the set of all bounded
sequences in A with the supremum norm and pointwise operations. Set
c0(N, A) = {(an)n∈N ∈ ℓ
∞(N, A) : lim
n→∞
‖an‖ = 0}.
Then c0(N, A) is an ideal in ℓ
∞(N, A), and we denote the quotient ℓ∞(N, A)/c0(N, A)
by A∞. We write ηA : ℓ
∞(N, A) → A∞ for the quotient map. We identify A with
the subalgebra of ℓ∞(N, A) consisting of the constant sequences, and with a sub-
algebra of A∞ by taking its image under ηA. If D is any subalgebra of A, then
A∞ ∩D′ denotes the relative commutant of D inside of A∞.
For a subalgebra D ⊆ A, write Ann(D,A∞) for the annihilator of D in A∞,
which is an ideal in A∞ ∩D′. Following Kirchberg ([39]), we set
F (D,A) = A∞ ∩D
′/Ann(D,A∞),
and write κD,A : A∞ ∩ D
′ → F (D,A) for the quotient map. When D = A, we
abbreviate F (A,A) to F (A), and κA,A to κA. Observe that F (D,A) is unital
whenever D is σ-unital.
If α : G → Aut(A) is an action of G on A, and D is an α-invariant subalgebra
of A, then there are (not necessarily continuous) actions of G on ℓ∞(N, A), on A∞,
on A∞ ∩D′, and on F (D,A), respectively denoted, with a slight abuse of notation,
by α∞, α∞, α∞ and F (α). Following Kishimoto ([44]), we set
ℓ∞α (N, A) = {a ∈ ℓ
∞(N, A) : g 7→ α∞g (a) is continuous}.
We also set A∞,α = ηA(ℓ
∞
α (N, A)) and Fα(A) = κD,A(A∞,α ∩ D
′). By construc-
tion, A∞,α and Fα(D,A) are invariant under α∞ and F (α), respectively, so the
restrictions of α∞ and F (α) to A∞,α and Fα(D,A), which we also denote by α∞
and F (α), are continuous. Again, Fα(D,A) is unital whenever D is σ-unital.
Remark 1.2. In the context of the definition above, the algebra A∞,α also agrees
with the subalgebra of A∞ where the induced action α∞ acts continuously, by the
main theorem of [9].
Given a compact group G, we denote by Lt : G→ Aut(C(G)) the action of left
translation. If H is a subgroup of G, we also denote by Lt : H → Aut(C(G)) the
restriction of Lt to H .
We recall the definition of Rokhlin dimension for compact group actions as it
appears in Definition 3.2 of [24].
Definition 1.3. Let G be a compact group, let A be a C∗-algebra, and let α : G→
Aut(A) be a continuous action. We say that α has Rokhlin dimension d, if d is the
least integer such that for every σ-unital α-invariant subalgebra D ⊆ A, there exist
equivariant completely positive contractive order zero maps
ϕ0, . . . , ϕd : (C(G), Lt)→ (Fα(D,A), F (α))
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such that ϕ0(1) + . . . + ϕd(1) = 1. We denote the Rokhlin dimension of α by
dimRok(α). If no integer d as above exists, we say that α has infinite Rokhlin
dimension, and write dimRok(α) =∞.
If one can always choose the maps ϕ0, . . . , ϕd to have commuting ranges, then we
say that α has Rokhlin dimension d with commuting towers, and write dimcRok(α) =
d.
Remark 1.4. For any compact group action α, we always have dimRok(α) ≤
dimcRok(α). The inequality can be strict (see Example 4.8 in [24]), even when both
dimensions are finite (see Example 3.31 and Example 3.32).
It is straightforward to check that whenG is finite and A is separable, Definition 1.3
agrees with Definition 1.14 in [33], which we recall below.
Definition 1.5. Let G be a finite group, let A be a separable C∗-algebra, and let
α : G → Aut(A) be an action of G on A. Given a non-negative integer d, we say
that α has Rokhlin dimension d, and denote this by dimRok(α) = d, if d is the least
integer with the following property: for every ε > 0 and for every finite subset F of
A, there exist positive contractions f
(ℓ)
g for g ∈ G and ℓ = 0, . . . , d, satisfying the
following conditions for every ℓ = 0, . . . , d, for every g, h ∈ G, and for every a ∈ F :
(1)
∥∥∥αh (f (ℓ)g )− f (ℓ)hg ∥∥∥ < ε;
(2)
∥∥∥f (ℓ)g f (ℓ)h ∥∥∥ < ε whenever g 6= h;
(3)
∥∥∥∥∥
( ∑
g∈G
d∑
ℓ=0
f
(ℓ)
g
)
a− a
∥∥∥∥∥ < ε;
(4)
∥∥∥[f (ℓ)g , a]∥∥∥ < ε.
If one can always choose the positive contractions f
(ℓ)
g above to moreover satisfy∥∥∥[f (ℓ)g , f (k)h ]∥∥∥ < ε
for every g, h ∈ G and every k, ℓ = 0, . . . , d, then we say that α has Rohlin dimension
d with commuting towers, and denote this by dimcRok(α) = d.
We need a series of easy lemmas about (equivariant) order zero maps. The
following is Proposition 2.3 in [22]. The part about the dual coaction can be
proved by considering the induced homomorphism from the cone as in the proof of
Proposition 2.3 in [22], and using Theorem 3.5 in [56].
Lemma 1.6. Let G be a locally compact group, let A and B be C∗-algebras,
and let α : G → Aut(A) and β : G → Aut(B) be actions. Given an equivariant
completely positive contractive order zero map ρ : A→ B, the expression
σ(ξ)(g) = ρ(ξ(g)),
for ξ ∈ L1(G,A, α) and g ∈ G, determines a completely positive contractive order
zero map σ : A ⋊α G → B ⋊β G. Moreover, when G is amenable, this map is
equivariant with respect to the dual coactions of G on A⋊α G and B ⋊β G.
In the next lemma, f(ρ) denotes the order zero map obtained from ρ using
continuous functional calculus as in Section 2 of [64]. Explicitly, if ρ = hπ is a
decomposition as in Theorem 2.3 in [64], then f(ρ) = f(h)π.
7Lemma 1.7. Let A and B be C∗-algebras, let G be a locally compact group,
and let α : G → Aut(A) and β : G → Aut(B) be actions. Let ρ : A → B be an
equivariant completely positive contractive order zero map, and let f ∈ C0((0, 1])
be a positive function. Let f(ρ) : A→ B be the completely positive order zero map
obtained from Corollary 3.2 in [64]. Then f(ρ) is equivariant.
Proof. Denote by π : C0((0, 1])⊗A→ B the homomorphism induced by ρ as in the
conclusion of Theorem 2.3 in [64]. Give C0((0, 1]) the trivial G-action. Then π is
equivariant by Corollary 2.10 in [24].
The homomorphism πf : C0((0, 1]) ⊗ A → B determined by f(ρ) is determined
by πf (id(0,1] ⊗ a) = π(f ⊗ a) for a ∈ A. It is clear that πf is also equivariant, and
again by Corollary 2.10 in [24], it follows that f(ρ) is equivariant. 
We will need the notion of an order zero representation of a group, which we
define below. It generalizes the notion of a unitary representation, in the same way
that order zero maps generalize ∗-homomorphisms.
Definition 1.8. Let G be a locally compact group, and let B be a C∗-algebra. We
say that a strongly continuous function u : G → B is an order zero representation
of G on B if the following conditions are satisfied:
(1) ug is a normal contraction for all g ∈ G;
(2) uguh = u1ugh for all g, h ∈ G; and
(3) u∗g = ug−1 for all g ∈ G.
The next result implies that order zero representations of a group G are in one-
to-one correspondence with (completely positive contractive) order zero maps from
C∗(G).
Proposition 1.9. Let G be a locally compact group, let B be a C∗-algebra, and let
u : G → B be an order zero representation. Then there exist a projection p ∈ B∗∗
and a unitary representation v : G → U(pB∗∗p) commuting with u1, such that
ug = u1vg for all g ∈ G.
Proof. We denote h = u1, which is a positive contraction that commutes with ug
for all g ∈ G. For t ∈ (0, 1], use Borel functional calculus to define a projection
pt ∈ B
∗∗ by pt = χ(t,1](h). Then pt commutes with ug for all g ∈ G, and the strong
operator limit of pt, as t→ 0, is p0. We write p in place of p0.
Represent B faithfully on a Hilbert space H. Denote by T the (unbounded)
inverse of ph, which is defined on p(H). Observe that Tpt is a bounded and positive
operator on pt(H). For g ∈ G, set Vg = Tug, which is a possibly unbounded
operator defined on all of H. Set vg = Vgp, regarded as an operator on p(H). We
claim that vg is a unitary (and, in particular, bounded). To show this, let t ∈ (0, 1),
and let ξ, η ∈ H. We use that ug commutes with Tpt at the fourth step, to get
〈vgpt(ξ), pt(η)〉 = 〈Tugpt(ξ), pt(η)〉
= 〈Tptugpt(ξ), pt(η)〉
= 〈ugpt(ξ), T pt(η)〉
= 〈pt(ξ), T u
∗
gpt(η)〉
= 〈pt(ξ), vg−1pt(η)〉.
It follows that the restriction of vg to pt(H) is a unitary, with inverse vg−1 . A
similar computation shows that g 7→ vg|pt(H) is a unitary representation. Since
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pt → p strongly as t → 0, we conclude that vg is a unitary operator on p(H), and
that the resulting map v : G→ U(p(H)) is a unitary representation. In other words,
vg : G→ U(pB∗∗p) is a unitary representation.
Finally, it is clear that ug = hvg = vgh for all g ∈ G, so the proof is finished. 
We denote by A⋊α G the maximal crossed product of A by α. In the following
proposition, when u is a unitary representation, the conclusion is precisely the
universal property of the crossed product.
Proposition 1.10. LetG be a locally compact group, let A be a C∗-algebra, and let
α : G→ Aut(A) be an action. Let B be another C∗-algebra, let ϕ : A→M(B) be
a homomorphism, and let u : G→M(B) be an order zero representation, satisfying
ugϕ(a) = ϕ(αg(a))ug for all g ∈ G and for all a ∈ A. Define a map
ψ : L1(G,A, α) ⊆ A⋊α G→ B
by ψ(ξ) =
∫
G ϕ(ξ(g))ug dg for all ξ ∈ L
1(G,A, α) ⊆ A⋊α G. Then ψ extends to a
completely positive contractive order zero map A⋊α G→ B.
Proof. Let p ∈ B∗∗ be the projection and let v : G → U(pB∗∗p) be the unitary
representation provided by Proposition 1.9. It is clear that u1 commutes with the
image of ϕ. Represent B faithfully on a Hilbert space H. An argument similar
to the one used in the proof of Proposition 1.9 (using the unbounded operator T
and the projections pt), shows that (v, ϕ) is a covariant representation of (G,A, α).
Let π : A ⋊α G → B(H) be its integrated form, which on L1(G,A, α) is given by
π(f) =
∫
G
ϕ(f(g))vg dg for all f ∈ L1(G,A, α). Then u1 commutes with the image
of π, and it is clear that π(f)u1 = ψ(f) for all f ∈ L1(G,A, α). It thus follows that
ψ extends to a completely positive contractive order zero map, as desired. 
In the rest of this section, we characterize actions that are dual to compact groups
actions with finite Rokhlin dimension. As it turns out, there is a dimensional notion
dual to Rokhlin dimension (with and without commuting towers), which we call the
representability dimension (with and without commuting colors); see the definition
below. The relationship between Rokhlin dimension and representability dimension
is clarified in Theorem 1.15.
Definition 1.11. Let Γ be a discrete group, let B be a C∗-algebra, and let β : Γ→
Aut(B) be an action. Given d ∈ N, we say that β is approximately representable
with d colors, and write dimrep(β) ≤ d, if for every finite subsets F ⊆ B and K ⊆ Γ,
and for every ε > 0, there exist contractions x
(j)
γ ∈ B, for γ ∈ Γ and j = 0, . . . , d,
satisfying:
(1)
∥∥∥((x(j)γ )∗x(j)γ − x(j)γ (x(j)γ )∗)b∥∥∥ < ε for all γ ∈ K and b ∈ F ;
(2)
∥∥∥(x(j)γ x(j)δ − x(j)1 x(j)γδ )b∥∥∥ < ε for all γ ∈ K, δ ∈ Γ, and b ∈ F ;
(3)
∥∥∥(βγ(x(j)δ )− x(j)γδγ−1)b∥∥∥ < ε for all γ ∈ K, δ ∈ Γ, and b ∈ F ;
(4)
∥∥∥∥∥
(
d∑
j=0
(x
(j)
γ )∗x
(j)
γ
)
b− b
∥∥∥∥∥ < ε for all b ∈ F ;
(5)
∥∥∥(x(j)γ c(x(j)γ )∗ − x(j)γ (x(j)γ )∗βγ(c)) b∥∥∥ < ε for all γ ∈ K, and b ∈ F .
We write dimrep(β) for the smallest integer d satisfying dimrep(β) ≤ d, and call it
the (approximate) representability dimension of β.
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commuting colors, and write dimcrep(β) ≤ d, if for every finite subset F ⊆ B and for
every ε > 0, there exist contractions x
(j)
γ ∈ B, for γ ∈ Γ and j = 0, . . . , d, satisfying
the conditions (1) through (5) above, in addition to:
(6)
∥∥∥(x(j)γ x(k)δ − x(k)δ x(j)γ )b∥∥∥ < ε
for all γ, δ ∈ Γ, for all j, k = 0, . . . , d, and for all b ∈ F . As before, we write
dimcrep(β) for the smallest integer d satisfying dim
c
rep(β) ≤ d, and call it the (ap-
proximate) representability dimension with commuting colors of β.
Remark 1.12. In the context of the above definition, when Γ is finite and B
is unital, then dimrep(β) = 0 if and only if β is approximately representable in
the sense of Definition 3.6 and Remark 3.7 in [38]. More generally, our notion of
representability dimension zero generalizes Definition 4.21 in [4], except that the
said definition is suitable only for separable C∗-algebras and countable groups.
Let β : Γ → Aut(B) be an action of a discrete group Γ on a C∗-algebra B. For
γ ∈ Γ, we let vγ ∈M(B⋊βΓ) be the canonical unitary implementing βγ . We define
an (inner) action
λβ : Γ→ Aut(B ⋊β Γ)
by λβγ = Ad(vγ) for γ ∈ Γ. Whenever B ⋊β Γ is regarded as a Γ-algebra, it is with
respect to λβ . Finally, for γ ∈ Γ we write uγ ∈ C∗(Γ) for the canonical unitary.
Theorem 1.13. Let Γ be an amenable discrete group, let B be a C∗-algebra, let
β : Γ→ Aut(B) be an action, and let d ∈ N. Then the following are equivalent:
(1) dimrep(β) ≤ d;
(2) There exist completely positive contractive order zero maps
ρ0, . . . , ρd : C
∗(Γ)→ B∞
satisfying the following conditions for all γ, δ ∈ Γ and all j = 0, . . . , d:
(2.a) (β∞)γ(ρj(uδ)) = ρj(uγδγ−1);
(2.b)
(
d∑
j=0
ρj(1)
2
)
b = b for all b ∈ B ⊆ B∞;
(2.c) ρj(uγ)bρj(uγ)
∗ = ρj(1)
2(β∞)γ(b) for all b ∈ B.
(3) There exist completely positive contractive, Γ-equivariant order zero maps
ψ0, . . . , ψd : B ⋊β Γ→ B∞
satisfying the following conditions for all j = 0, . . . , d, for all b ∈ B, and for
all x ∈ B ⋊β Γ:
(3.a) ψj(bx) = bψj(x);
(3.b)
d∑
j=0
ψj(b) = b.
There is an analogous statement for representability dimension with commuting
colors: in (2) above, the maps ρj must have commuting ranges, while in (3) we
must have [ψj(x), ψk(y)] = 0 for all j, k = 0, . . . , d, whenever [x, y] = 0.
Proof. We only prove the theorem for the case of dimrep(β) ≤ d; the case of com-
muting colors is analogous.
The equivalence between (1) and (2) follows immediately from Proposition 1.9
and the universal property of C∗(Γ). We show that (3) implies (1). Let ε > 0,
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and let F ⊆ B and K ⊆ Γ be finite subsets. Without loss of generality, we
assume that F contains only contractions. For j = 0, . . . , d, define ϕj = ψ
1/2
j using
functional calculus for order zero maps (see Corollary 3.2 in [64]). If ψj has the
form ψj(z) = hjπj(z) for all z ∈ C∗(Γ), where hj is a positive contraction and πj is
a homomorphism as in Theorem 2.3 in [64], then ϕj has the form ϕj(z) = h
1/2
j πj(z)
for all z ∈ C∗(Γ). By Lemma 1.7, the map ϕj is also equivariant.
Recall that any approximate unit in B is also an approximate unit in B ⋊β Γ.
Choose a positive contraction e ∈ B satisfying the following conditions for all
k = 1, 2, for all b ∈ F , and for all γ ∈ K:
‖ekb− b‖ < ε, ‖bek − b‖ < ε, and ‖βγ(e
k)− ek‖ < ε.
(One can take e to be a far enough element in an approximate unit for B, and
average its images under β over a Følner set L ⊆ Γ satisfying |LK△K||K| < ε. Recall
also that if (aλ)λ∈Λ is an approximate unit, then so is (a
2
λ)λ∈Λ.)
For j = 0, . . . , d and γ ∈ Γ, set x
(j)
γ = ϕj(evγ) ∈ B∞. We check the first three
conditions in Definition 1.8, since the other ones are similar.
For γ ∈ Γ, for b ∈ B, and for j = 0, . . . , d, we have∥∥∥b((x(j)γ )∗x(j)γ − x(j)γ (x(j)γ )∗)∥∥∥ = ‖b (ϕj(evγ)∗ϕj(evγ)− ϕj(evγ)ϕj(evγ)∗)‖
=
∥∥∥h1/2j ϕj(bv∗γe2vγ)− h1/2j ϕj(be2)∥∥∥
=
∥∥∥h1/2j ϕj(bβγ−1(e2)− be2)∥∥∥
≤
∥∥∥h1/2j ∥∥∥ ‖ϕj(bβγ−1(e2)− be2)‖
≤ ‖b‖‖βγ−1(e
2)− e2‖ < ε,
which proves the first condition.
Recall that v1 = 1. For γ, δ ∈ Γ, for b ∈ F , and for j = 0, . . . , d, we have∥∥∥b(x(j)γ x(j)δ − x(j)1 x(j)γδ )∥∥∥ = ‖ϕj(bevγ)ϕj(evδ)− ϕj(bev1)ϕj(evγδ)‖
= ‖ϕj(be)ϕj(vγevδ)− ϕj(be)ϕj(evγδ)‖
= ‖ϕj(be)‖‖ϕj(vγevδ − evγδ)‖
≤ ‖βγ(e)− e‖ < ε,
which proves the second condition.
For γ, δ ∈ Γ, for b ∈ B, and for j = 0, . . . , d, we use that ϕj is equivariant at the
second step to get∥∥∥b((β∞)γ(x(j)δ )− x(j)γδγ−1)∥∥∥ = ‖b ((β∞)γ(ϕj(evδ))− ϕj(evγδγ−1)) ‖
= ‖b
(
ϕj(vγevδvγ−1)− ϕj(evγδγ−1)
)
‖
= ‖ϕj(bvγevδvγ−1)− ϕj(bevγδγ−1)‖
= ‖vγe− evγ‖ = ‖βγ(e)− e‖ < ε,
which proves the third condition.
We leave the verification of the remaining two conditions to the reader.
We now show that (2) implies (3). Define a linear map ψj : B ⋊β Γ→ B∞ by
ψj(buγ) = bρ
2
j(vγ)
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for all j = 0, . . . , d, for all b ∈ B and for all γ ∈ Γ. Since the assignment γ 7→ ρ2j(vγ)
is an order zero representation of Γ in the sense of Definition 1.8, it follows from
Proposition 1.10 that ψj is a completely positive, contractive order zero map. It
clearly satisfies ψj(bx) = bψj(x) for all b ∈ B and for all x ∈ B ⋊β Γ. Using
condition (2.a) at the second step, we deduce that
d∑
j=0
ψj(b) = b
d∑
j=0
ρj(1)
2 = b
for all b ∈ B. This finishes the proof. 
Lemma 1.14. Let G be an amenable locally compact group, let A and C be C∗-
algebras, with C unital, and let α and γ be actions of G on A and C, respectively.
Given an α-invariant subalgebra D ⊆ A and d ∈ N, the following are equivalent:
(1) There exist equivariant completely positive contractive order zero maps
ϕ0, . . . , ϕd : C → Fα(D,A) satisfying
d∑
j=0
ϕj(1) = 1;
(2) There exist equivariant completely positive contractive order zero maps
θ0, . . . , θd : C ⊗max D → A∞,α satisfying
• θj(c⊗ a1a2) = a1θj(c⊗ a2) for all j = 0, . . . , d, all a1, a2 ∈ D and all
c ∈ C; and
•
d∑
j=0
θj(a) = a for all a ∈ D.
Proof. That (1) implies (2) is easily seen by tensoring each ϕj with the identity on
D and using Lemma 2.3 in [21]. We show that (2) implies (1). By Kirchberg’s ε-test,
it is enough to show the following: for every ε > 0, for every finite subset F ⊆ D,
and for every compact subset K ⊆ G, there exist completely positive contractive
order zero maps ϕ0, . . . , ϕd : C → A∞,α satisfying the following conditions for all
j = 0, . . . , d, for all c ∈ C and for all a ∈ F :
(a) ‖ϕj(c)a− aϕj(c)‖ < ε‖c‖;
(b) sup
g∈K
‖(α∞)g(ϕj(c))− ϕj(γg(c))‖ < ε‖c‖;
(c)
∥∥∥∥∥
(
d∑
j=0
ϕj(1)
)
a− a
∥∥∥∥∥ < ε and
∥∥∥∥∥a
(
d∑
j=0
ϕj(1)
)
− a
∥∥∥∥∥ < ε.
Let ε > 0, F ⊆ D and K ⊆ G as above be given. Find a positive contraction
e ∈ D satisfying
sup
g∈K
‖αg(e)− e‖ < ε, ‖ea− ae‖ < ε, ‖ea− a‖ < ε and ‖ae− a‖ < ε
for all a ∈ F . (It is enough to take a far enough element in an approximate unit for
D, and average its images under α over a Følner set L ⊆ G satisfying |LK△K||K| < ε.)
For j = 0, . . . , d, define ϕj : C → A∞ by ϕj(c) = θj(c⊗ e) for c ∈ C. It is clear that
ϕj is a completely positive contractive order zero map. Moreover, given a ∈ F and
c ∈ C, we have
‖ϕj(c)a− aϕj(c)‖ = ‖θj(c⊗ e)a− aθj(c⊗ e)‖
= ‖θj(c⊗ (ea− ae))‖
≤ ‖c‖‖ea− ae‖ < ε‖c‖,
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which verifies condition (a). To check condition (b), given c ∈ C and j = 0, . . . , d,
we have
sup
g∈K
‖(α∞)g(ϕj(c)) − ϕj(γg(c))‖ = sup
g∈K
‖(α∞)g(θj(c⊗ e))− θj(γg(c)⊗ e)‖
= sup
g∈K
‖θj(γg(c)⊗ αg(e))− θj(γg(c)⊗ e)‖
≤ ‖γg(c)‖ sup
g∈K
‖αg(e)− e‖ < ε‖c‖,
as desired. To check condition (c), we let a ∈ F and compute∥∥∥∥∥∥
 d∑
j=0
ϕj(1)
 a− a
∥∥∥∥∥∥ =
∥∥∥∥∥∥
 d∑
j=0
θj(1 ⊗ e)a
− a
∥∥∥∥∥∥
=
∥∥∥∥∥∥
 d∑
j=0
θj(1 ⊗ e)a
− a
∥∥∥∥∥∥
=
∥∥∥∥∥∥
d∑
j=0
θj(1⊗ ea)− a
∥∥∥∥∥∥
= ‖ea− a‖ < ε.
That
∥∥∥∥∥a
(
d∑
j=0
ϕj(1)
)
− a
∥∥∥∥∥ < ε is shown analogously, and this completes the proof.

The following is the main result of this section. It generalizes previously known
characterizations of duals of Rokhlin actions of Izumi when G is finite and A is
separable (Theorem 3.8 in [38]), and Barlak-Szabo when G is compact and second
countable, and A is separable (Theorem 4.27 in [4]). In particular, since we do not
make any cardinality assumptions or G or on A, we obtain new information even
in the well-studied case of Rokhlin actions (when d = 0 ).
Recall that dimRok(α ⊗ Ad(λ)) = dimRok(α), and similarly for the commuting
tower version; this is best seen using order zero configurations as in [27] and [28];
see part (3) of Proposition 6.8 in [28] for a complete proof.
Theorem 1.15. Let A be a C∗-algebra, let G be a compact abelian group, let
α : G→ Aut(A) be an action, and denote by α̂ : Ĝ→ Aut(A⋊αG) its dual action.
Then
dimRok(α) = dimrep(α̂) and dim
c
Rok(α) = dim
c
rep(α̂).
Proof. We only show the statement for the formulation without commuting towers,
since the other one is proved analogously. It is enough to show that for every d ∈ N,
we have
dimRok(α) ≤ d if and only if dimrep(α̂) ≤ d.
We divide the proof into proving the equivalence of the following statements,
where in (c) we identify A⊗K(L2(G)) with C(G,A)⋊Lt⊗αG as in Proposition 3.1,
and endow A⊗K(L2(G)) with the Ĝ-action L̂t⊗ α:
(a) dimRok(α) ≤ d;
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(b) For every α-invariant σ-unital subalgebra D ⊆ A, there exist G-equivariant
completely positive contractive order zero maps
θ0, . . . , θd : C(G,D)→ A∞,α
satisfying
• θj(f ⊗ a1a2) = a1θj(c⊗ a2) for all j = 0, . . . , d, all a1, a2 ∈ D and all
f ∈ C(G); and
•
d∑
j=0
θj(a) = a for all a ∈ D.
(c) For every α-invariant σ-unital subalgebra D ⊆ A, there exist Ĝ-equivariant
completely positive contractive order zero maps
ψ0, . . . , ψd : D ⊗K(L
2(G))→ (A⋊α G)∞
satisfying:
• ψj(bx) = bψj(x) for all b ∈ D ⋊α G ⊆ A ⋊α G ⊆ A ⊗ K(L2(G)) and
for all x ∈ D ⊗K(L2(G)); and
•
d∑
j=0
ψj(b) = b for all b ∈ D ⋊α G.
(d) dimrep(α̂) ≤ d.
We show that (a) is equivalent to (b). By definition, dimRok(α) ≤ d is equiva-
lent to the existence, for every α-invariant σ-unital subalgebra D ⊆ A, of equivari-
ant completely positive contractive maps ϕ0, . . . , ϕd : C(G) → Fα(D,A) satisfying
d∑
j=0
ϕj(1) = 1. By Lemma 1.14, that is equivalent to the statement in (b).
That (b) implies (c) follows immediately by taking crossed products by G and
using Lemma 1.6. We show that (c) implies (a). We take Ĝ-crossed products in
the statement of (c) and apply Takai duality together with Lemma 1.6 to obtain
G-equivariant completely positive contractive order zero maps
θ˜0, . . . , θ˜d : C(G)⊗D ⊗K(L
2(G))→ (A⊗K(L2(G)))∞,α
satisfying
d∑
j=0
θ˜j(a) = a for all a ∈ D ⊗ K(L2(G)) ⊆ A ⊗ K(L2(G)). By the
equivalence between (a) and (b) applied to the G-action α⊗Ad(λ) on A⊗K(L2(G)),
we conclude that dimRok(α⊗Ad(λ)) ≤ d. Since dimRok(α⊗Ad(λ)) = dimRok(α),
this shows that (c) implies (a).
That (c) is equivalent to (d) is the content of Theorem 1.13, since the Ĝ-algebra
(D⊗K(L2(G)), L̂t⊗ α) is equivariantly isomorphic to (D⋊αG⋊α̂ Ĝ, λ
α̂) by Takai
duality. This completes the proof of the theorem. 
We present some applications of Theorem 1.15 to the ideal structure of crossed
products by actions with finite Rokhlin dimension; see Corollary 1.18. Recall the
following definition from [42].
Definition 1.16. Let G be a compact abelian group, let A be a C∗-algebra, and let
α : G→ Aut(A) be a continuous action. Given τ in Ĝ, denote by Aτ its associated
eigenspace, this is,
Aτ = {a ∈ A : αg(a) = τ(g)a for all g ∈ G}.
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The strong Arveson spectrum of α, denoted S˜p(α), is the set
S˜p(α) = {τ ∈ Ĝ : A∗τAAτ = A}.
Denote by Herα(A) the set of all α-invariant hereditary subalgebras of A. Then the
strong Connes spectrum of α, denoted Γ˜(α), is the set
Γ˜(α) =
⋂
B∈Herα(A)
S˜p(α|B).
Proposition 1.17. Let G be a compact abelian group, let A be a C∗-algebra, and
let α : G→ Aut(A) be an action. If dimRok(α) <∞, then α has full strong Connes
spectrum, this is, Γ˜(α) = Ĝ.
Proof. By Lemma 3.4 in [42], we have
Γ˜(α) = {τ ∈ Ĝ : α̂τ (I) ⊆ I for all ideals I ⊆ A⋊α G.}
Let I be an ideal in A ⋊α G, and let τ be an element in Ĝ. Fix b in I and set
d = dimRok(α). For every m in N, use Theorem 1.15 to find contractions x
(j),m
γ ,
for γ ∈ Γ and j = 0, . . . , d such that, in particular,∥∥∥∥∥∥α̂τ (b)−
d∑
j=0
(x(j),mγ )
∗bx(j),mγ
∥∥∥∥∥∥ < 1m.
Since I is an ideal, it follows that
d∑
j=0
(x
(j),m
γ )∗bx
(j),m
γ belongs to I. We conclude
that α̂τ (b) is the limit in norm of elements of I, so it belongs to I itself. Hence
α̂τ (I) ⊆ I. Since I and τ are arbitrary, we conclude that Γ˜(α) = Ĝ. 
A similar result for R-actions has been proved in Proposition 3.11 in [35].
Corollary 1.18. Let G be a compact abelian group, let A be a C∗-algebra, and
let α : G→ Aut(A) be an action. If dimRok(α) <∞, then every ideal J in A⋊α G
has the form J = I⋊αG for some α-invariant ideal I in A. Moreover, A
G is Morita
equivalent to A⋊α G. In particular, if A is simple, then so is A⋊α G.
Proof. We have Γ˜(α) = Ĝ by Proposition 1.17. The first claim now follows from
Theorem 5.14 in [53] (see [42] for a proof).
It follows from a result in [30] (reproduced as Theorem 5.10 in [53]) that α is
hereditarily saturated. Hence it is saturated, and the second claim follows from
Proposition 7.1.3 in [51]. 
The following application was announced in Example 5.1 of [22].
Example 1.19. Fix θ ∈ R \ Q, and let Aθ be the associated irrational rotation
algebra, that is, the universal C∗-algebra generated by two unitaries u and v subject
to the relation uv = eπiθvu. Define an action γ : T→ Aut(Aθ) by γζ(u) = ζu and
γζ(v) = v for all ζ ∈ T. We claim that dimRok(γ) =∞. Indeed, the crossed product
Aθ ⋊γ T is easily seen to be isomorphic to C(S
1)⊗K, so it is not simple. Since Aθ
is simple, the result follows from Corollary 1.18.
A similar argument shows that other related actions, such as β : T2 → Aut(Aθ)
given by β(ζ,ω)(u) = ζu and β(ζ,ω)(v) = ωv for (ζ, ω) ∈ T
2, have infinite Rokhlin di-
mension. This is in stark contrast with the fact, proved in [33], that the restrictions
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of γ and β to finite subgroups of T have finite Rokhlin dimension with commuting
towers. (See also Proposition 2.8 for a more general result.)
2. Tracial properties
In this section, we show how actions of finite groups with finite Rokhlin dimension
with commuting towers enjoy a weak form of the tracial Rokhlin property from [54],
where projections are replaced by positive elements, and the remainder is assumed
to be small in all tracial states. This notion is called the weak tracial Rokhlin
property; see Definition 2.2 for the precise definition. We restrict ourselves to finite
groups and unital C∗-algebras in this section, since the (weak) tracial Rokhlin
property has so far only been defined in this context.
If X is a simplicial complex and k ∈ N, we denote its k-th skeleton by X(k).
Theorem 2.1. Let G be a finite group, let X be a finite simplicial complex. Let
G act freely on X in such a way that for all k in N, no point in one k-cell of X is
mapped to another point in the same k-cell. Let (µn)n∈N be a sequence of finite
Borel measures on X . Then there exists an open set U ⊆ X such that
(a) gU ∩ hU = ∅ for all g, h ∈ G with g 6= h;
(b) µn
(
X \
⋃
g∈G
gU
)
= 0 for all n in N.
Proof. We abbreviate the orbit space X/G to Y throughout, and observe that
the assumptions on the action imply that Y is also a simplicial complex of the
same dimension of X , and that Y (k) = X(k)/G for k = 0, . . . , dim(X). We write
π : X → Y for the quotient map, which is a local homeomorphism since the action
is free and the group is finite. This means that for every y ∈ Y , there exist an
open set Oy in Y containing y, and a continuous function s : Oy → X satisfying
π ◦ s = idOy . (The function s is called a local cross-section.) Set d = dim(X).
By the assumptions on the action, every d-cell in Y is contained in an open subset
where a local cross section is defined. Similarly, there is a local cross section defined
on all of Y (d) \ Y (d−1). Finally, for n ∈ N, we will denote by νn the measure on Y
defined as the push-forward of µn, that is, νn = π∗(µn).
Assume first that dim(X) = 0, so that X is finite. We claim that X is equiv-
ariantly homeomorphic to Y × G, where G acts trivially on Y and by translation
on G. Since Y is finite, there exists a section s : Y → X . Define a map λ : X → G
by x = λ(x)s(π(x)). Note that the assignment x 7→ λ(x) is well-defined because
the action is free. The map φ : X → Y × G given by φ(x) = (π(x), λ(x)) for
x ∈ X , is easily seen to be an equivariant homeomorphism, with inverse given by
(y, g) 7→ gs(y) for y ∈ Y and g ∈ G. This proves the claim. With φ as before,
set U = φ−1 (Y × {e}). It is straightforward to check that
⋂
g∈G
gU = ∅ and that⋃
g∈G
gU = X .
We may assume, from now on, that dim(X) > 0. We will show that there exists
an open sets V ⊆ Y satisfying:
(A) νn(Y
(k) \ V ) = 0 for all n ∈ N and all k = 0, . . . , dim(X), and
(B) there is a local cross section defined on all of V .
Once this is proved, let U be the image of V under some local cross section.
Then U is an open set in X which clearly satisfies condition (a) in the statement,
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and moreover
X \
⋃
g∈G
gU = X \ π−1(V ) = π−1(Y \ V ).
In particular, µn
(
X \
⋃
g∈G gU
)
= 0 for all n ∈ N, as desired.
We obtain this set by constructing its intersection with the lower-dimensional
skeleta, and using induction. (In fact, our construction yields uncountably many
pairwise distinct open sets satisfying conditions (A) and (B) above.) Recall that
Y has only finitely many cells of each dimension. For y ∈ Y (0), let E
(y)
1 , . . . , E
(y)
dy
denote the collection of 1-cells in Y whose boundaries contain y, and let Oy be
an open set in Y which contains y and is contained in the domain of some local
cross-section for the quotient map X → Y = X/G.
Claim: there exist continuous functions fy,j : [0, 1] → E
(y)
j , for y ∈ Y
(0) and
j = 1, . . . , dy, satisfying:
(1) The image of fy,j is contained in Oy , for all y ∈ Y (0) and all j = 1, . . . , dy;
(2) fy,j is a homeomorphism onto its image, for all y ∈ Y (0) and all j =
1, . . . , dy;
(3) fy,j(0) = y, for all y ∈ Y
(0) and all j = 1, . . . , dy;
(4) νn(fy,j(1)) = 0, for all n ∈ N, all y ∈ Y (0) and all j = 1, . . . , dy;
(5) fy,j([0, 1]) ∩ fz,k([0, 1]) = ∅ for all y, z ∈ Y (0) with y 6= z, and for all
j = 1, . . . , dy and k = 1, . . . , dz.
To construct these functions, start with any collection of functions hy,j : [0, 1]→
E
(y)
j satisfying (1), (2) and (3). By restricting them to an initial segment of the
form [0, r], for r ∈ (0, 1), we can ensure that condition (5) also holds. We now
explain how to fulfill condition (4). Set
T = {t ∈ (0, 1): νn(hy,j(t)) = 0 for all n ∈ N, y ∈ Y
(0), j = 1, . . . , dy}.
Then the complement of T is countable (and in particular T is uncountable).
Indeed, if [0, 1] \ T were uncountable, there would exist m ∈ N, z ∈ Y (0) and
k ∈ {1, . . . , dy} such that νm(hz,k(t)) > 0 for uncountably many t ∈ [0, 1]. Since
hz,k is a homeomorphism, it follows that νm has an uncountable set of atoms, which
contradicts the fact that it is a probability measure. Hence the complement T is
countable.
The claim then follows by fixing t0 ∈ T , and letting fy,j be given by fy,j(t) =
hy,j(t/t0) for all t ∈ [0, 1].
Set
V = Y \
 ⋃
y∈Y (0)
dy⋃
j=1
{fy,j(1)}
 ,
which is an open subset of Y satisfying νn(Y
(1) \ V ) = 0 for all n ∈ N. By the
choice of the functions (specifically, by condition (1)), there exists a local cross
section defined on all of V (obtained by considering cross sections on the connected
components of V ). The base step of the induction is complete.
Let m ≤ dim(X), and suppose we have constructed an open W satisfying con-
ditions (A) and (B) above, for k = 1, . . . ,m− 1. We will construct an open set V
satisfying conditions (A) and (B) for k = 1, . . . ,m. Denote by C1, . . . , Cℓ the con-
nected components ofWi. For k = 1, . . . , ℓ, let Ek,1, . . . , Ek,dk denote the collection
of all m-cells in Y whose boundaries intersect Ck.
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(0, 1, 0) (1, 0, 0)
(0, 0, 1)
(0, 0, t)
We write ∆m for the m-dimensional simplex, which we identify as
∆m =
{
(λ1, . . . , λm) ∈ R
m
+ :
m∑
k=1
λk ≤ 1
}
.
We also identify ∆m−1 with the subset of ∆m of vectors whose last coordinate
vanishes. For t ∈ [0, 1], set
∆(t)m = {(λ1, . . . , λm) ∈ R
m
+ : (λ1, . . . , λm/t) ∈ ∆m}.
Note that ∆
(1)
m = ∆m, and ∆
(0)
m = ∆m−1 if m ≥ 3. When m = 2, the subsimplex
∆
(t)
2 can be identified with the subinterval [0, t]. For m = 3, the subsimplex ∆
(t)
3 is
shown in the picture above.
For a set Z, we write Z◦ for its interior.
Claim: there exist continuous functions fk,j : ∆m → Ek,dk , for k = 1, . . . , ℓ and
j = 1, . . . , dk, satisfying the following conditions:
(1’) The image of fk,j is contained in Wi, for all k = 1, . . . , ℓ and all j =
1, . . . , dk;
(2’) fk,j is a homeomorphism onto its image, for all k = 1, . . . , ℓ and all j =
1, . . . , dk;
(3’) fk,j(∆
◦
m−1) ⊆ Ck ∩Ek,dk , for all k = 1, . . . , ℓ and all j = 1, . . . , dk;
(4’) νn(fk,j(∂∆m \ ∆
◦
m−1)) = 0, for all n ∈ N, all k = 1, . . . , ℓ and all j =
1, . . . , dk;
(5’) fk,j(∆m) ∩ fk′,i(∆m) = ∅ for all k, k′ = 1, . . . , ℓ with k 6= k′, and for all
j = 1, . . . , dk and i = 1, . . . , dk′ .
To prove the existence of these functions, one argues similarly as in the inductive
step: start with any set {hk,j : k = 1, . . . , ℓ, j = 1, . . . , dk} of functions satisfying
(1’), (2’), (3’). Since this collection of functions is finite, there exists r ∈ (0, 1] such
that the restrictions of the functions hk,j to ∆
(r)
m have disjoint ranges (so that (5’)
is satisfied). Arguing as before, and using that νn is a probability measure for all
n ∈ N, it follows that the set
T =
∞⋂
n=1
ℓ⋂
k=1
dk⋂
j=1
{
t ∈ (0, 1): νn
(
hk,j
(
∂∆(t)m \∆
◦
m−1
))
= 0
}
has countable complement in [0, 1]. Fix t0 ∈ T , and let fℓ,j be the function given by
fy,j(λ1, . . . , λm) = hy,j(λ1, . . . , λm/t0) for all (λ1, . . . , λm) ∈ ∆m. Then conditions
(1’) through (5’) are satisfied, and the claim is proved.
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Set
V = Y \
 ℓ⋃
k=1
dk⋃
j=1
fk,j(∂∆m \∆
◦
m−1)
 ,
which is an open subset of Y satisfying νn(Y \ V ) = 0 for all n ∈ N. By the
choice of the functions (specifically, by condition (1’)), there exists a local cross
section defined on all of V (obtained by considering cross sections on the connected
components of V ). This finishes the induction, and proves the theorem. 
We remark that our argument in the proof of Theorem 2.1 depends on having at
most countably many finite Borel measures. We do not know whether the conclusion
of Theorem 2.1 holds if this assumption is dropped.
The following is a variant of Definition 5.2 in [32]. It is closely related to the
projectionless free tracial Rokhlin property of Archey ([2]), and the weak Rohlin
property of Matui-Sato ([46]).
Definition 2.2. Let A be a simple unital C∗-algebra, let G be a finite group and
let α : G→ Aut(A) be an action.
(1) We say that α has the weak tracial Rokhlin property if for every finite set
F ⊆ A, for every ε > 0, and for every non-zero positive element x ∈ A,
there exist positive contractions ag in A for g ∈ G, such that:
(a) ‖αg(ah)− agh‖ < ε for all g, h ∈ G;
(b) ‖agah‖ < ε for all g, h ∈ G with g 6= h;
(c) ‖agb− bag‖ < ε for all g ∈ G and all b ∈ F ;
(d) With a =
∑
g∈G
ag, the element 1− a is Cuntz-subequivalent to x.
(e) ‖axa‖ > 1− ε.
(2) We say that α has the tracial Rokhlin property if the positive contractions
in (1) can be chosen to be orthogonal projections.
Condition (e) is automatically satisfied whenever A is finite and infinite dimen-
sional; see Lemma 1.16 in [54]. If the underlying C∗-algebra moreover has strict
comparison of positive elements (by quasitraces), then the weak tracial Rokhlin
property and the tracial Rokhlin property can be reformulated using quasitracial
states. Indeed, it is easy to see that under these assumptions, condition (d) in
Definition 2.2 can be replaced by dτ (1 − a) < ε for all τ ∈ QT (A). Equivalently,
we may only require dτ (1− a) < ε for all extreme quasitracial states on A.
We now want to elaborate on an observation made in [33]. Fix a finite group G
and a nonnegative integer d ∈ N. Then the free G-space provided by Lemma 3.2
in [33] (see also Theorem 3.7) has a very concrete description, as follows. Denote by
C the universal commutative unital C∗-algebra generated by positive contractions
f
(j)
g , for g ∈ G and j = 0, . . . , d, satisfying the following relations:
(1) f
(j)
g f
(j)
h = 0 whenever h 6= g, for all j = 0, . . . , d;
(2)
∑
g∈G
d∑
j=0
f
(j)
g = 1.
Define an action γ : G → Aut(C) on generators by γg(f
(j)
h ) = f
(j)
gh for all g, h ∈ G
and all j = 0, . . . , d. Set Y = Ĉ, the maximal ideal space of C. Then Y is
a free G-space, and an action α : G → Aut(A) of G on a unital C∗-algebra A
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has dimcRok(α) ≤ d if and only if there is a unital equivariant homomorphism
C(Y )→ A∞ ∩ A′. (This homomorphism may not be injective.)
The description of C(Y ) as a universal C∗-algebra allows one to identify the
space Y as a simplicial complex. We briefly describe this structure: each of the
contractions f
(j)
g determines a 0-simplex. Moreover, there is a 1-simplex between
f
(j)
g and f
(k)
h whenever f
(j)
g f
(k)
h 6= 0. In general, for n ∈ N, there is an n-simplex
with 0-dimensional boundary
{
f
(j0)
g0 , . . . , f
(jn)
gn
}
whenever f
(j0)
g0 · · · f
(jn)
gn 6= 0. In
particular, X is a d-dimensional simplicial complex. (An explicit computation of
the G-space Y when G = Z2 is given in Lemma 3.28: one gets S
d with the antipodal
map.) Moreover, the action of G on Y is easily seen to be compatible with its
simplicial structure, and has the property that for all k = 0, . . . , d, no point in one
k-cell of X is mapped to another point in the same k-cell. In particular, it follows
that actions constructed in this way satisfy the assumptions of Theorem 2.1.
In the following, we work with quasitraces because we do not assume the algebra
to be exact.
Theorem 2.3. Let A be an infinite dimensional, simple, finite, unital C∗-algebra
with strict comparison and at most countably many extreme quasitraces. Let G be
a finite group and let α : G→ Aut(A) be an action. If dimcRok(α) <∞, then α has
the weak tracial Rokhlin property.
Proof. Let {τn}n∈N be the set of extreme quasitraces on A. Let ω ∈ βN \ N be
a free ultrafilter, and, for n ∈ N, denote by σn : Aω → C the quasitrace obtained
from τn. Denote by Y the free G-simplicial complex from the discussion before this
theorem; see also Lemma 3.2 in [33] and Theorem 3.7. Let ϕ : C(Y ) → Aω ∩ A′
be a unital equivariant homomorphism. For n ∈ N, the map σn ◦ ϕ : C(Y ) → C
is a quasitrace, and since C(Y ) is commutative, it is a tracial state. By the Riesz
Representation Theorem, there exists a Borel probability measure µn on Y such
that (σn ◦ ϕ)(f) =
∫
Y
f(y) dµn(y) for all f ∈ C(Y ).
Let U ⊆ Y be an open subset as in the conclusion of Theorem 2.1 for the
sequence (µn)n∈N. Let ε > 0 be given, and choose a continuous function 0 ≤ f ≤ 1
supported on U satisfying:
µn ({x ∈ U : f(x) 6= 1}) < ε
for all n ∈ N. For g ∈ G, set fg = g · f ∈ C(Y ). Let F ⊆ A be a finite set, and
use the Choi-Effros lifting theorem to find a unital completely positive linear map
ψ : C(Y )→ A such that the following conditions hold:
(1) ‖ψ(fg)ψ(fh)− ψ(fgfh)‖ < ε for all g, h ∈ G;
(2) ‖αh(ψ(fg))− ψ(fhg)‖ < ε for all g, h ∈ G;
(3) ‖ψ(fg)b − bψ(fg)‖ < ε for all g ∈ G and all b ∈ F .
(4) For every n ∈ N, we have
dτn
1−∑
g∈G
ψ(fg)
 < ε.
For g ∈ G, set ag = ψ(fg). Then ag is a positive contraction in A, and the
family {ag : g ∈ G} is easily seen to satisfy conditions (a), (b) and (c) in the
definition of the weak tracial Rokhlin property (part (1) of Definition 2.2). By the
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comments preceding this theorem, we conclude that α has the weak tracial Rokhlin
property. 
Remark 2.4. In the theorem above, simplicity is only needed because it is required
in the definition of the weak tracial Rokhlin property. If the algebra is not assumed
to be simple or to have strict comparison, the conclusion is as follows: for every
ε > 0 and for every finite subset F ⊆ A, there exist positive contractions fg ∈ A,
for g ∈ G, satisfying
(1) ‖αg(fh)− fgh‖ < ε for all g, h ∈ G;
(2) ‖fgfh‖ < ε for all g, h ∈ G with g 6= h;
(3) ‖fga− afg‖ < ε for all g ∈ G and for all a ∈ F ;
(4) With f =
∑
g∈G
fg, we have dτ (1− f) < ε for all τ ∈ T (A).
Corollary 2.5. Let A be a simple, unital, infinite dimensional C∗-algebra with
tracial rank zero and at most countably many extreme tracial states. Let G be a
finite group and let α : G → Aut(A) be an action. If dimcRok(α) < ∞, then α has
the tracial Rokhlin property.
Proof. It follows from Theorem 2.3 that α has the weak tracial Rokhlin property.
Since A has tracial rank zero and is infinite dimensional, Theorem 1.9 in [55] implies
that α has the tracial Rokhlin property. 
Theorem 2.3 and Corollary 2.5 hold in greater generality for actions on Kirchberg
algebras. Indeed, in this case, finite Rokhlin dimension (without commuting towers)
is in fact equivalent to the (weak) tracial Rokhlin property, and moreover equivalent
to pointwise outerness; see Theorem 2.10.
Corollary 2.6. Finite group actions with finite Rokhlin dimension with commuting
towers preserve the class of simple, nuclear, unital, separable C∗-algebras with
tracial rank zero, as long as the algebra has at most countably many extreme
tracial states.
Proof. The result follows immediately from Corollary 2.5, together with Theo-
rem 2.6 in [54]. 
One advantage of Corollary 2.5 is that finite Rokhlin dimension with commuting
towers is sometimes easier to establish than the tracial Rokhlin property. Cyclic
group actions on higher dimensional noncommutative tori provide one instance
where this is the case; see Proposition 2.8. We need some preparation first.
Let d ∈ N and let Θ = (θjk)1≤j,k≤d ∈Md(R) be a skew symmetric matrix. The
higher dimensional noncommutative torus AΘ is the universal unital C
∗-algebra
generated by unitaries uj, for 1 ≤ j ≤ d, satisfying the commutation relations
ujuk = e
2πiθjkukuj for 1 ≤ j, k ≤ d. Define a rotation map hΘ : Zd → Td by
hΘ(m) =
e2πi d∑j=1 θ1jmj , . . . , e2πi d∑j=1 θdjmj

for m = (m1, . . . ,md) ∈ Z
d. It is clear that hΘ is a group homomorphism.
Recall that a matrix Θ ∈Md(R) as above is said to be nondegenerate if whenever
x ∈ Zd satisfies e2πi〈x,θy〉 = 1 for all y ∈ Zd, then x = 0. (This condition is
equivalent to the rows of Θ forming a rationally linearly independent set in Rd.)
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The case d = 1 of the following lemma is well-known. Recall that given n ∈ Zd, there
exists a (continuous) group homomorphism γn : T
d → C, given by γn(z1, . . . , zd) =
zn11 · · · z
nd
d for all z = (z1, . . . , zd) ∈ T
d, and that every continuous homomorphism
Td → C has this form (this is a restatement of Pontryagin duality for the group
Td). Moreover, γn is nontrivial if and only if n 6= 0.
The following lemma is folklore, but since we were unable to find a reference, we
include a proof for the convenience of the reader.
Lemma 2.7. Adopt the notation of the discussion above. Then Θ is nondegenerate
if and only if hΘ has dense range.
Proof. Set G = hΘ(Zd), which is a closed subgroup of T
d. Observe that G is proper
if and only if there is n ∈ Zd \ {0} such that γn(G) = {1}. Continuity of γn implies
that this is in turn equivalent to γn(hθ(m)) = 1 for all m ∈ Zd. By definition, we
have
γn(hΘ(m)) = γn
e2πi d∑j=1 θ1jmj , . . . , e2πi d∑j=1 θdjmj

= e
2πi
[
n1
d∑
j=1
θ1jmj+···+nd
d∑
j=1
θdjmj
]
= e
2πi
[
m1
d∑
k=1
nkθk1+···+md
d∑
k=1
nkθkd
]
.
For j = 1, . . . , d, let ej ∈ Z
d be the canonical j-th basis vector. Since hΘ is a group
homomorphism, one has γn(hθ(m)) = 1 for all m ∈ Zd if and only if γn(hθ(ej)) = 1
for all j = 1, . . . , d. Using the computation above, one sees that this is the case if
and only if
d∑
k=1
nkθkj is an integer for all j = 1, . . . , d.
Summing up, we argued that hΘ has dense range if and only if there does not
exist a nonzero n ∈ Zd such that nΘ belongs to Zd, which is precisely the definition
of nondegeneracy for Θ. This finishes the proof. 
Next, we use ideas from [44] to show that certain quasifree actions of finite
cyclic groups on AΘ have Rokhlin dimension one with commuting towers. Our
result contains Example 1.12 in [33] as a particular case. For d ≥ 2, we write the
coordinates of a vector r ∈ Zd as (r(1), . . . , r(d)).
Proposition 2.8. Let Θ ∈ Md(R) be a nondegenerate skew symmetric matrix,
let m1, . . . ,md ∈ N be mutually coprime positive integers, and set m = m1 · · ·md.
Suppose that m > 1. Let α be the automorphism of AΘ determined by α(uj) =
e2πi/mj for j = 1, . . . , d. Denote also by α the action of Zm on AΘ that it determines.
Then dimcRok(α) = 1.
In particular, α has the tracial Rokhlin property.
Proof. We claim that there exists a sequence (rn)n∈N in Z
d such that
(1) lim
n→∞
dist(Θ · rn,Zd) = 0; and
(2) r
(j)
n = 1 mod mj for all j = 1, . . . , d and for all n ∈ N.
As a first step, we show that hΘ
(
mZd + (1, . . . , 1)
)
is dense in Td. Since
hΘ(mZ
d) equals hmΘ(Z
d) and mΘ is also nondegenerate, Lemma 2.7 implies that
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this set is dense in Td. Finally, hΘ
(
mZd + (1, . . . , 1)
)
= hΘ(mZ
d)hΘ(1, . . . , 1) is
just a translate of hΘ(mZ
d), so it is also dense.
Let (rn)n∈N be a sequence inmZ
d+(1, . . . , 1) such that lim
n→∞
hΘ(rn) = (1, . . . , 1).
It is immediate that (rn)n∈N satisfies conditions (1) and (2) above, and the claim
is proved.
Let (rn)n∈N be a sequence as in the claim above. Set
vn = u
r(1)n
1 · · ·u
r(d)n
d ,
which is a unitary in AΘ. For 1 ≤ j ≤ d, it is easy to check that
vnuj = e
2πi
d∑
k=1
θjkmk
ujvn.
Since
d∑
k=1
θjkmk = (Θ · rn)(j), condition (1) above implies that (vn)n∈N is a central
sequence of unitaries in AΘ. Moreover, we use condition (2) at the second step to
get
α(vn) =
(
e2πir
(1)
n /m1u
r(1)n
1
)
· · ·
(
e2πir
(d)
n /mdu
r(d)n
d
)
=
(
e2πi/m1u
r(1)n
1
)
· · ·
(
e2πi/mdu
r(d)n
d
)
= e2πi/mvn
We conclude that (vn)n∈N determines an equivariant homomorphism C(T) →
A∞ ∩ A′, where the action of Zm on C(T) is given by rotation. By Lemma 3.2
in [33] (see also Theorem 3.7), it follows that dimcRok(α) ≤ 1.
To show that dimcRok(α) = 1, we must argue that α does not have the Rokhlin
property. In fact, we show that no nontrivial finite group can act on AΘ with
the Rokhlin property. To this end, suppose that G is a finite group and β : G →
Aut(AΘ) is an action with the Rokhlin property. Find projections eg in AΘ, for
g ∈ G, satisfying
‖βg(eh)− egh‖ < 1 and
∑
g∈G
eg = 1
for all g, h ∈ G. In particular, βg(eh) is Murray-von Neumann equivalent to egh.
Observe that, by Lemma 3.1 in [59], AΘ has a unique tracial state τ , which must
therefore be invariant under β. Thus τ(eg) = τ(eh) for all g, h ∈ G. We denote
by τ∗ : K0(AΘ) → R the group homomorphism induced by τ . We deduce that
τ([1]) is divisible by the cardinality of G in τ(K0(AΘ)). However, the range of τ on
projections has been computed by Elliott in [16], and his computation yields that
the class of the unit of AΘ is not divisible in K0(AΘ). This forces the cardinality
of G to be one, and the assertion follows.
For the last claim, observe that AΘ is a simple AT-algebra by the main result of
[52], and hence it has tracial rank zero. Since AΘ has a unique trace, the result is
a consequence of Corollary 2.5. 
It is not in general true that a finite group action with the tracial Rokhlin
property has finite Rokhlin dimension with commuting towers, since there are K-
theoretic obstructions to admitting such an action. For example, it is easy to show
that the order two automorphism
⊗
n∈N
Ad(diag(1, 1,−1)) of the UHF-algebra of type
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3∞, determines a Z2-action α : Z2 → Aut(M3∞) with the tracial Rokhlin property;
see [54]. It is clear that α does not have the Rokhlin property since the unit of
M3∞ is not 2-divisible in K-theory. It then follows from Corollary 4.20 in [24] that
α does not have finite Rokhlin dimension with commuting towers. More generally,
it is a consequence of part (2) in Corollary 4.8 in [33] that there are no Z2-actions
on M3∞ with finite Rokhlin dimension with commuting towers.
There are also more subtle obstructions, related to the equivariant K-theory of
an action (as opposed to the K-theory of the algebra), as we show in the next
example.
Example 2.9. In [5], Blackadar constructed an example of a Z2 action on the
UHF-algebra A of type 2∞, whose crossed product is not AF. Denote this action
by α : Z2 → Aut(A). Phillips showed in Proposition 3.4 of [55] that α has the
tracial Rokhlin property. Since A⋊α Z2 is not AF, the action α does not have the
Rokhlin property, because this would otherwise contradict Theorem 2.2 in [54]. We
claim that α has infinite Rokhlin dimension with commuting towers.
In order to show that dimcRok(α) =∞, we will show that α does not have discrete
K-theory. Once we show this, the result will then follow from Corollary 4.2 in [33].
In order to arrive at a contradiction, assume that there exists n ∈ N such that
In
Z2
·KZ2∗ (A,α) = 0. Denote by α̂ : Z2 → Aut(A ⋊α Z2) the dual action of α, and,
by a slight abuse of notation, denote also by α̂ ∈ Aut(A⋊αZ2) the generating order
two automorphism. It is immediate to check that the condition In
Z2
·KZ2∗ (A,α) = 0
is equivalent to (
idK∗(A⋊αG) −K∗(α̂)
)n
= 0.
The proof of Proposition 3.5 in [55] shows that there exists x ∈ K1(A ⋊α Z2)
with x 6= 0 such that K1(α̂)(x) = −x. It is shown in Proposition 5.4.1 in [5] that
A⋊α Z2 is isomorphic to the tensor product of the Bunce-Deddens algebra of type
2∞ with A, so in particular K1(A⋊αZ2) does not have any 2-torsion. We conclude
that (
idK∗(A⋊αZ2) −K∗(α̂)
)m
(x) = 2mx 6= 0
for all m ∈ N, contradicting the fact that α has discrete K-theory. This contradic-
tion, together with Corollary 4.2 in [33], shows that α does not have finite Rokhlin
dimension with commuting towers.
Next, we show that Theorem 2.3 and Corollary 2.5 hold in greater generality for
finite group actions on Kirchberg algebras. We emphasize that there are no UCT
assumptions in the next result.
Theorem 2.10. Let G be a finite group, let A be a unital Kirchberg algebra, and
let α : G→ Aut(A) be an action. Then the following are equivalent:
(1) α has the tracial Rokhlin property;
(2) α has the weak tracial Rokhlin property;
(3) dimRok(α) ≤ 1;
(4) α is pointwise outer (that is, αg is not inner for all g ∈ G \ {1}).
Proof. It is clear that (1) implies (2). That (2) implies (4) is well known; see for
example Lemma VI.8 in [2] or Proposition 5.3 in [32]. (These implications hold
without restrictions on the algebra A.) In turn, the equivalence between (3) and
(4) was proved in Theorem 4.20 of [24]. It remains to show that (3) implies (1).
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Assume that α is pointwise outer. By Theorem 5.1 in [29], there are a pointwise
outer action γ : G→ Aut(O∞) and an equivariant isomorphism
(A,α) ∼=
(
A⊗
∞⊗
n=1
O∞, α⊗
∞⊗
n=1
γ
)
.
(In fact, any outer quasifree action γ will do.) We identify these two G-algebras in
the sequel. Also, for k ∈ N, we regard A ⊗
⊗k
n=1O∞ canonically as a subalgebra
of A⊗
⊗∞
n=1O∞.
Let ε > 0, let F ⊆ A ⊗
∞⊗
n=1
O∞ be a finite set, and let x ∈ A ⊗
∞⊗
n=1
O∞ be a
nonzero positive contraction. Find m ∈ N, a finite set F˜ ⊆ A ⊗
m⊗
n=1
O∞ and a
positive contraction y ∈ A⊗
m⊗
n=1
O∞ such that:
• for every a ∈ F there exists b ∈ F˜ with ‖a− b‖ < ε, and
• ‖x− y‖ < ε.
Since γg is outer for all g ∈ G \ {1}, Lemma 3.2 in [43] implies that there exists
a positive contraction f ∈ O∞ with ‖fγg(f)‖ < ε for all g ∈ G \ {1}. Since O∞
has real rank zero, we may assume that f has finite spectrum, and that 1 ∈ sp(f).
Let q ∈ O∞ be the spectral projection corresponding to 1 ∈ sp(f). Then qfq = q
and thus
‖qγg(q)‖ = ‖fqfγg(f)γg(q)γg(f)‖ < ε
for all g ∈ G \ {1}. It follows that ‖γh(q)γg(q)‖ < ε for all g, h ∈ G with g 6= h.
Given g ∈ G, set
eg = 1A ⊗ 1O∞ ⊗ · · · ⊗ 1O∞︸ ︷︷ ︸
m times
⊗qg ∈ A⊗
m+1⊗
n=1
O∞ ⊆ A⊗
∞⊗
n=1
O∞.
We claim that the projections eg, for g ∈ G, satisfy the conditions in part (2)
of Definition 2.2 for ε, F and x. It is clear that αg(eh) = egh for all g, h ∈ G, so
the first condition is satisfied. Clearly ‖egeh‖ < ε for all g, h ∈ G, so condition (b)
follows. Given a ∈ F , choose b ∈ F˜ satisfying ‖a− b‖ < ε. For g ∈ G, we have
‖ega− aeg‖ ≤ ‖a− b‖+ ‖egb− beg‖ < ε,
because eg commutes with b, so condition (c) is also satisfied. Condition (d) is
automatic since any two nonzero positive elements in a purely infinite simple C∗-
algebra are Cuntz equivalent. Finally, to check condition (e), recall that y ∈ A ⊗
m⊗
n=1
O∞ satisfies ‖x− y‖ < ε. Set e =
∑
g∈G
eg. Then e is a nonzero projection in O2,
and eye = ey can be represented as∑
g∈G
y ⊗ qg ∈ A⊗
m⊗
n=1
O∞ ⊗O∞ ⊆ A.
We deduce that
‖exe‖ ≥ |‖eye‖ − ‖x− y‖| > ‖ey‖ − ε = ‖e‖‖y‖ − ε = 1− ε,
as desired. This shows that α has the tracial Rokhlin property, and finishes the
proof. 
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3. Structure of the crossed product
In this section, we study crossed products by actions of compact groups with
finite Rokhlin dimension with commuting towers. The main result of this section,
Theorem 3.20, shows that a number of structural properties are inherited under
formation of crossed products by such actions. We also point out, in Remark 3.21,
that the formulation of Rokhlin dimension without commuting towers is not enough
to obtain most of these conclusions. Strict comparison is also inherited, as long as
the action has Rokhlin dimension with commuting towers at most one, and the C∗-
algebra has “no K1-obstructions”; see Theorem 3.27 for the precise formulation.
Our results are used to construct an action α of Z2 on a UCT Kirchberg algebra
with dimcRok(α) = 2 and dimRok(α) = 1; see Example 3.32. To our best knowledge,
this is the first example of a group action on a simple C∗-algebra with Rokhlin
dimension other than 0, 1 or ∞.
At the core of these results is the fact that if α : G→ Aut(A) has finite Rokhlin
dimension with commuting towers, then A ⋊α G can be locally approximated by
a certain continuous C(X)-algebra with fibers isomorphic to A ⊗ K(L2(G)); see
Proposition 3.11. Moreover, the space X can be chosen to satisfy dim(X) < ∞
whenever dim(G) <∞; see Theorem 3.7.
The following is well known, but we include a proof for the convenience of the
reader.
Proposition 3.1. Let A be a C∗-algebra, let G be a compact group, and let
α : G→ Aut(A) be a continuous action. Then there is an equivariant isomorphism
θ : (C(G,A), Lt ⊗ α)→ (C(G,A), Lt ⊗ idA)
given by θ(f)(g) = αg−1(f(g)) for all f ∈ C(G,A) and all g ∈ G.
In particular, there is a natural identification
C(G,A) ⋊Lt⊗α G ∼= A⊗K(L
2(G)).
Proof. It is clear that θ is an isomorphism. To check that it is equivariant, let
f ∈ C(G,A) and g, h ∈ G be given. Then
θ ((Ltg ⊗ αg)(f)) (h) = αh−1 ((Ltg ⊗ αg)(f)(h))
= αh−1
(
αg(f(g
−1h))
)
= θ(ξ)(g−1h)
= (Ltg ⊗ idA)(f)(h).
The second claim is immediate since there are natural isomorphisms
(C(G) ⊗A)⋊Lt⊗α G ∼= (C(G) ⋊Lt G)⊗A ∼= K(L
2(G)) ⊗A.

With the notation from the above proposition, it follows that the canonical
equivariant inclusion A→ C(G)⊗A induces an injective homomorphism
ι : A⋊α G→ A⊗K(L
2(G)).
Denote by λ : G→ U(L2(G)) the left regular representation, and identify A⋊αG
with its image under ι. It is then a consequence of noncommutative duality for
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crossed products that
A⋊α G =
(
A⊗K(L2(G))
)α⊗Ad(λ)
.
The following definitions, originally due to Kasparov, are standard. For a C∗-
algebra A, we denote its center by Z(A).
Definition 3.2. Let X be a locally compact Hausdorff space.
(1) A C0(X)-algebra is a pair (A, θ) consisting of a C
∗-algebra A and a homo-
morphism θ : C0(X) → Z(M(A)) satisfying θ(C0(X))A = A. We usually
suppress θ from the notation, and simply say that A is a C0(X)-algebra.
If A is a C0(X)-algebra and U ⊆ X is open, then θ(C0(U))A is an ideal in A.
Given x ∈ X , the fiber over x is the quotient
A(x) = A/C0(X \ {x})A.
(In principle, the fiber A(x) depends on θ, but we do not incorporate it into the
notation.) For a ∈ A, we write a(x) for its image in A(x).
(2) We say that A is a continuous C0(X)-algebra if it is a C0(X)-algebra and
for every a ∈ A, the map X → R, given by x 7→ ‖a(x)‖, is continuous.
(3) If A is a continuousC0(X)-algebra, we say that it is locally trivial if for every
x ∈ X , there exist an open set U ⊆ X containing x and an isomorphism
θ(C0(U))A ∼= C0(U,A(x)). (In particular, A(x) ∼= A(y) for every y ∈ U .)
Let G y X be a continuous action of a group G on a space X . We write
π : X → X/G for the canonical quotient map. Given x ∈ X , we denote by G · x
the set {g · x : g ∈ G}. The stabilizer of x ∈ X is the closed subgroup Gx = {g ∈
G : g · x = x}, and there is a canonical homeomorphism G · x ∼= G/Gx.
Proposition 3.3. Let G be a compact group, let X be a locally compact Hausdorff
space, and let G act continuously on X . Then C0(X) is naturally a continuous
C0(X/G)-algebra.
Proof. We denote by π : X → X/G the quotient map. Observe that, since G is
compact, C0(X/G) can be identified with the fixed point algebra of C0(X) via the
map π∗ : C0(X/G)→ C0(X). Hence C0(X) is a C0(X/G)-algebra, and we only need
to show continuity of the bundle. Let U ⊆ X/G be an open subset, and set V =
π−1(U). Using the notation from Definition 3.2, there is a natural identification
of the ideal C0(X)(U) with C0(V ). In particular, for x ∈ X , the fiber of C0(X)
over π(x) is naturally identified with C(G · x). Thus, in order to check continuity,
we must show that for all f ∈ C0(X), the assignment π(x) 7→ sup
g∈G
|f(g · x)| is a
continuous map X/G→ R.
Let f ∈ C0(X), let ε > 0 and let x ∈ X . Use continuity of f to find, for every
g ∈ G, an open neighborhood Wg of g · x such that |f(g · x) − f(y)| < ε for all
y ∈ Wg. By compactness of G, there exists an open neighborhood W of x such
that g ·W ⊆ Wg for all g ∈ G. Set U = π(W ), which is an open neighborhood of
π(x) in X/G. Let y ∈W . Then
sup
h∈G
|f(h · y)| − ε ≤ sup
g∈G
|f(g · x)| ≤ sup
h∈G
|f(h · y)|+ ε.
We conclude that sup
π(y)∈U
∣∣∣∣sup
h∈G
|f(h · y)| − sup
g∈G
|f(g · x)|
∣∣∣∣ < ε, and hence C0(X) is
a continuous C0(X/G)-algebra. 
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Remark 3.4. Note that if X is a compact Hausdorff space and Y is some quotient
of X , then C(X) is not necessarily a continuous C(Y )-algebra.
We will need the following fact about compact group actions on algebras of the
form C0(X,A). We will only need it when X is compact and the action is free, but
the proof in the general case does not take more work.
Proposition 3.5. Let G be a compact group, let X be a locally compact space, let
A be a C∗-algebra, let Gy X be a continuous action, and let α : G→ Aut(A) be
another action. Endow C0(X,A) with the diagonalG-action γ. Then C0(X,A)⋊γG
is a continuous C0(X/G)-algebra. Moreover, with π : X → X/G denoting the
quotient map, the fiber over π(x) ∈ X/G is canonically isomorphic to
(A⋊α Gx)⊗K(L
2(G/Gx)).
Proof. Observe that X/G is Hausdorff because X is Hausdorff and G is compact.
Also, for x, y ∈ X , the algebras (A ⋊α Gx) ⊗ K(L2(G/Gx)) and (A ⋊α Gy) ⊗
K(L2(G/Gy)) are isomorphic whenever π(x) = π(y).
Regard C0(X) as a continuous C0(X/G)-algebra as in Proposition 3.3. By The-
orem B in [40], the tensor product C0(X,A) is a continuous C0(X/G)-algebra,
and the fiber of C0(X,A) over π(x) ∈ X/G can be identified with C(G · x,A) ∼=
C(G/Gx, A). Moreover, the action γ is a fiber-wise action, in the sense of page 194
of [41], and the induced action on the fiber C(G/Gx, A) over π(x) is Lt ⊗ α. The
discussion there shows that C0(X,A) ⋊γ G is a C0(X/G)-algebra with fibers iso-
morphic to C(G,A) ⋊Lt⊗α G. By Green’s Imprimitivity Theorem, the fiber over
π(x) is thus isomorphic to (A ⋊α Gx) ⊗ K(L2(G/Gx)). Finally, continuity of this
C(X/G)-algebra follows from Theorem 4.1 in [41], since G is amenable. 
We now specialize to the case of free actions, and show that when local cross
sections for the action exist, then the C∗-bundle from the theorem above is locally
trivial. Recall that for an action α : G→ Aut(A) of a compact group, ι : A⋊αG→
A⊗K(L2(G)) denotes the canonical inclusion.
Corollary 3.6. Let G be a compact group, let X be a compact Hausdorff space,
let A be a C∗-algebra, let G y X be a continuous free action, and let α : G →
Aut(A) be another action. Endow C(X,A) with the diagonal G-action γ. Then
C(X,A) ⋊γ G is a continuous C(X/G)-algebra with fibers canonically isomorphic
to A⊗K(L2(G)).
Let ι : A⋊α G→ C(X,A) ⋊γ G be the map induced by the canonical inclusion
A→ C(X,A). For z ∈ X/G, denote by
πz : C(X,A)⋊γ G→ (C(X,A) ⋊γ G)z ∼= A⊗K(L
2(G))
the canonical quotient map onto the fiber over z. Then the following diagram is
commutative
A⋊α G
ι //
θ ''❖❖
❖❖
❖❖
❖❖
❖❖
❖
C(X,A)⋊γ G
πz

A⊗K(L2(G)).
Finally, if there exist local cross sections for the canonical quotient map π : X →
X/G (for example, if G is a Lie group), then C(X,A)⋊γG is a locally trivial bundle
over X/G.
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Proof. The first assertion is a consequence of Proposition 3.5, since Gx = {1} for
all x ∈ X because the action is free. (Also, in this case, the computation of the
fibers can be performed using Proposition 3.1.)
In order to show that the diagram in the statement is commutative, observe
first that the map ι is induced by the map ι˜ : C(G,A) → C(G × X,A) given by
ι˜(f)(g, x) = f(g) for f ∈ C(G,A), for g ∈ G and for x ∈ X . It is then easy to see
that for z ∈ X/G, the continuous function πz(ι(f)) : G→ C(G,A) is given by
πz(ι(f))(g)(h) = f(g
−1h)
for g, h ∈ G. It follows that the restrictions of πz ◦ ι and θ to C(G,A) agree. By
density in the crossed product, we deduce that πz ◦ ι = θ, as desired.
We prove the last statement about local triviality. Let x ∈ X . Using the
existence of local cross sections, find an open set U ⊆ X/G containing G · x, and a
local section s : U → X . In particular, the open subset
{g · s(U) : g ∈ G} ⊆ X
is equivariantly homeomorphic to U×G with the trivial action on U and translation
on G. The crossed product of this invariant ideal, which is the ideal of the bundle
associated to the open set U , is isomorphic to C0(U × G,A) ⋊γ G, which is itself
isomorphic to C0(U)⊗A⊗K(L2(G)) by Proposition 3.1. The claim follows.
Finally, when G is a Lie group and the action is free, Theorem 8 in [48] guarantees
the existence of local cross sections. 
The following is a slight variant of Theorem 4.4 of [24], extended to non-Lie
groups. (The case of unital A and finite G is implicit in Lemma 3.2 of [33].) The
main difference between the theorem below and Theorem 4.4 of [24], is that the
free G-space is independent of the algebra and the action, and the cost is that the
map ϕ is not necessarily injective. We denote by dim(G) the covering dimension of
the group G.
Theorem 3.7. Let G be a compact group. For every d ∈ N, there exists a free
G-space X with local cross sections with the following property. Given an action
α : G → Aut(A) of G on a C∗-algebra A, we have dimcRok(α) ≤ d if and only if
for every σ-unital α-invariant subalgebra D ⊆ A there exists an equivariant unital
homomorphism
ϕ : C(X)→ Fα(D,A).
Moreover, we have the following relations between the covering dimension of X and
the Rokhlin dimension of α:
dim(X) ≤ (dimcRok(α) + 1)(dim(G) + 1)− 1
dimcRok(α) ≤ dim(X)− dim(G)
In particular, we can always take the space X above to be finite dimensional
when G is finite dimensional.
Proof. For the “only if” implication, set d = dimcRok(α) < ∞. An inspection of
the proof of Lemma 4.3 of [24] shows that the space X can be chosen to be the
d-th step EdG in Milnor’s construction, that is, the d-join G ∗ · · · ∗G with diagonal
action. This action is free, and has local cross sections regardless of whether G is
Lie or not; see Section 3 in [47]. For the converse implication, an inspection of the
proof of Theorem 4.4 of [24] reveals that existence of local cross sections is all that
is needed to obtain dimcRok(α) <∞. 
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We use the above result to show that compact group actions with finite Rokhlin
dimension with commuting towers preserve a number of properties upon forming
crossed products; see Theorem 3.20. The way it is used is through Definition 3.12.
We need an auxuliary notion first.
Definition 3.8. Let A and B be C∗-algebras, and let ι : A → B be an injective
homomorphism. We say that ι is a positively existential embedding if for every
separable subalgebras A0 ⊆ A and B0 ⊆ B with ι(A0) ⊆ B0, there exists a homo-
morphism ϕ : B0 → A∞ making the following diagram commute:
A 
 //
ι
  ❇
❇❇
❇❇
❇❇
❇ A∞,
A0
?
OO
ι
  ❇
❇❇
❇❇
❇❇
❇
B
B0
?
OO ϕ
FF
☞
☞
☞
☞
☞
☞
☞
☞
☞
☞
☞
☞
☞
☞
☞
where all the inclusions are the canonical ones.
The terminology used above agrees with the usual one in model theory; see,
for example, Definition 2.11 in [27] and the comments after it. (Also, an injective
homomorphism ι : A → B is a positively existential embedding, in the sense of
Definition 3.8, if and only if it has order zero dimension zero in the sense of Defi-
nition 5.1 in [27].) In particular, if ι : A→ B is a positively existential embedding
and B belongs to a certain AE-axiomatizable class C (see [18]), then so does A.
This observation will be repeatedly used in the sequel.
Remark 3.9. It is clear that if ι : A → B is a positively existential embedding,
then so are all its amplifications ι⊗ idMn : Mn(A)→Mn(B), for n ∈ N, as well as
its unitization ι˜ : A˜→ B˜.
When A and B are separable, then this notion agrees with that of a sequential
splitting; see [4]. In general, however, being a positively existential embedding is a
weaker condition; see Subsection 4.3 in [27].
Remark 3.10. We need two easy observations about separable subalgebras.
• Let X be a compact space and let A is a C∗-algebra. Then any separable
subalgebra of C(X,A) is contained in an algebra of the form C(X,D) for
some separable subalgebra D ⊆ A.
• Let E be a C∗-algebra, let G be a second countable locally compact group,
and let β : G → Aut(E) be an action. If B0 ⊆ E ⋊β G is a separable
subalgebra, then there exists a β-invariant separable subalgebra E0 ⊆ E
such that B0 ⊆ E0⋊βG. (For example, find a countably family {fn : n ∈ N}
of elements in Cc(G,E, β) whose closure in E ⋊β G contains B0. Since the
image of each fn is a compact subset of E and G is second countable, the
β-invariant subalgebra E0 of E generated by {fn(G) : n ∈ N} is separable,
and clearly B0 ⊆ E0 ⋊β G.
The combination of Theorem 3.7 with the following proposition constitutes our
main technical tool in the study of crossed product by actions with finite Rokhlin
dimension with commuting towers.
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Proposition 3.11. Let A be a C∗-algebra, let G be a second countable compact
group, let α : G→ Aut(A) be an action, and let X be a free G-space. Suppose that
for every σ-unital α-invariant subalgebra D ⊆ A, there exists a unital equivariant
homomorphism ψ : C(X) → Fα(D,A). Denote by ι : A ⋊α G → C(X,A) ⋊ G the
canonical embedding induced by the equivariant inclusion A →֒ C(X,A), where
C(X,A) carries the diagonal G-action. Then ι is a positively existential embedding.
Proof. Let B0 ⊆ C(X,A)⋊G and A0 ⊆ A⋊G be separable subalgebras satisfying
ι(A0) ⊆ B0. Use Remark 3.10 to find an α-invariant separable subalgebra D ⊆ A
satisfying B0 ⊆ C(X,D) ⋊ G and A0 ⊆ D ⋊ G. Let ψ : C(X) → Fα(D,A) be a
unital equivariant homomorphism as in the statement. Upon tensoring with idD
and using Lemma 2.3 in [21], we obtain an equivariant embedding
θ : C(X)⊗D → A∞,α,
which is the identity map on D. We obtain a unital homomorphism
ϕ : C(X,D)⋊G→ A∞,α ⋊α∞ G →֒ (A⋊α G)∞
which makes the following diagram commute:
A⋊α G //
ι
''◆◆
◆◆
◆◆
◆◆
◆◆
◆
(A⋊α G)∞.
D ⋊α G
?
OO
ι
''◆◆
◆◆
◆◆
◆◆
◆◆
◆
C(X,A)⋊G
A0
ι
''◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆◆
?
OO
C(X,D)⋊G
?
OO ϕ
::✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉✉
B0
?
OO
This finishes the proof. 
Definition 3.12. Let C be a class of C∗-algebras. Consider the following perma-
nence properties:
(P1) Passage to section algebras: If Y is a finite-dimensional compact metrizable
space and A is a continuous C(Y )-algebra with Ay ∈ C for all y ∈ Y , then
A ∈ C.
(P2) Passage to positively existential subalgebras: If A is a C∗-algebra such that
there exist another C∗-algebra B ∈ C, and a positively existential embed-
ding A →֒ B, then A ∈ C.
We need another definition. We thank Martino Lupini for calling our attention
to the following notion.
Definition 3.13. Let C be a C∗-algebra, and let D be a strongly self-absorbing
C∗-algebra. Recall (see Definition 2.4 in [19] and part (3) of Lemma 2.5 in [19])
that C is said to be potentially D-absorbing if every separable C∗-algebra which is
elementarily equivalent to C is D-absorbing.
Let K denote the algebra of compact operators. Motivated by Proposition 2.7.7
in [18], we say that a C∗-algebra C is potentially stable, or potentially K-absorbing,
if the map a 7→ diag(a, 0) is an elementary embedding A→M2(A).
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Remark 3.14. Let D be either a strongly self-absorbing C∗-algebra, or the com-
pact operators. It follows from Theorem 2.1 in [19] that a separable C∗-algebra
is potentially D-absorbing if and only if it is D-absorbing. More generally, a C∗-
algebra A is potentially D-absorbing if and only if every separable subalgebra of A
is contained in a separable D-absorbing subalgebra of A.
We begin by recording the fact that a number of classes of C∗-algebras are closed
under passing to section algebras with finite dimensional bases (property (P1)).
Most of these are well known: Theorem 3.15 just collects the relevant references,
and provides a proof where one is needed. The only original results are (2), (7),
(8), and (9).
Theorem 3.15. Let Y be a compact metrizable space of finite covering dimension,
and let A be a C(Y )-algebra.
(1) Let D be either a strongly self-absorbing C∗-algebra or the compact oper-
ators. If Ay is separable and D-absorbing for all y ∈ Y , then the same is
true for A.
(2) With D as above, if Ay is potentially D-absorbing for all y ∈ Y , then so is
A.
(3) We have
dimnuc(A) + 1 ≤ (dim(Y ) + 1)
(
sup
y∈Y
dimnuc(Ay) + 1
)
.
(4) We have
dr(A) + 1 ≤ (dim(Y ) + 1)
(
sup
y∈Y
dr(Ay) + 1
)
.
(5) We have
sr(A) ≤ dim(Y ) + sup
y∈Y
sr(Ay).
(6) We have
RR(A) ≤ dim(Y ) + sup
y∈Y
RR(Ay).
(7) Let n ∈ N. If Ay is nuclear and K∗(A) is uniquely n-divisible for all y ∈ Y ,
then the same is true for A.
(8) If Ay is nuclear and K∗(A) is rational for all y ∈ Y , then the same is true
for A.
(9) If Ay is nuclear and K∗(A) = {0} for all y ∈ Y , then the same is true for
A.
(10) If Ay is nuclear, separable and satisfies the UCT for all y ∈ Y , then the
same is true for A.
Proof. (1) is a special case of (2), so we prove this. (Also, (1) is proved in The-
orem 4.6 of [34].) Let A be as in the statement, and let B ⊆ A be a separable
subalgebra. By Subsection 2.4.7 in [8] (see also Lemma 4.3 in [7]), there exists a
separable C(Y )-subalgebra C ⊆ A containing B. An inspection of the proof of
the said proposition shows that the fibers of C are also potentially D-absorbing.
Since C is separable, when D is strongly self-absorbing we use Theorem 4.6 in [34]
to conclude that C is D-absorbing (the assumption that D is K1-injective is auto-
matic by the main result of [63]). When D is the compact operators, this follows
from Proposition 3.4 in [34]. In either case, we conclude that B is contained in a
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separable, D-absorbing subalgebra of A, and hence A is potentially D-absorbing,
as desired.
For (4), this is Lemma 3.1 in [11], while the proof of the said lemma is easily
adapted to show (3). For (5), this is a consequence of Theorem 1.3 in [60] and
the fact that sr(C(Y,A)) ≤ dim(Y ) + sr(A) for every compact space Y and every
C∗-algebra A, by Theorem 1.13 in [49]. For (6), the same argument in the proof of
Theorem 1.3 in [60] applies to real rank, showing that
RR(A) ≤ sup
y∈Y
RR(C(Y,Ay).
(In the proof, one has to use the fact that if I is an ideal in a C∗-algebra B, then
RR(B/I) ≤ RR(B) as a replacement of the inequality (F2) from [60]. This is
Theorem 1.4 in [15].) Since RR(C(Y,Ay)) ≤ dim(Y ) + RR(Ay) for all y ∈ Y by
Corollary 1.12 in [49], the result follows.
We prove (9). By passing to separable sub-C(Y )-algebras as in the proof of (2),
we may assume that each Ay is separable. Then A is separable and nuclear. We
will prove that K∗(A) = {0} by showing that A is KKY -equivalent to A⊗O2. We
regard A ⊗O2 as a C(Y )-algebra in the obvious way, so that the fiber over y ∈ Y
is Ay ⊗ O2. Since A is exact, this is a continuous C(Y )-algebra, by Theorem B
in [40]. Let ρ : A→ A ⊗O2 denote the first tensor factor embedding. Then ρ is a
C(Y )-homomorphism whose fiber map ρy : Ay → Ay ⊗ O2 is also the first tensor
factor embedding. Since Ay has trivial K-theory, we deduce that ρy induces a KK-
equivalence Ay ∼KK Ay⊗O2. Since Y is finite dimensional and A is separable and
nuclear, it follows from Theorem 1.1 in [13] that ξ = KK(ρ) ∈ KKY (A,A⊗O2) is
invertible. The result follows.
For (7), one uses an identical argument as for (9), replacing O2 by Mn∞ and
noting that unique n-divisibility of an abelian group is equivalent to absorbing
Z[1/n] tensorially. Also, (8) follows by applying (7) for all n ∈ N.
Finally, for (10), this is Theorem 1.4 in [13]. 
The next result lists a number of classes that are closed under positive existential
embeddings (property (P2)). The list of such classes is really much longer, and
we only mention here the ones that are relevant for this work. Some of these
observations were made, in the separable case, in [21], and later independently
in [4], and are also implicit in various earlier papers. In the general case, permanence
properties of this kind were systematically studied in [27] and, in a different setting,
in Section 2 of [18], in the context of continuous model theory. For the classes in
(6), (7) and (8), the result is new even in the separable case.
Proposition 3.16. Let A and B be C∗-algebras, and let ι : A →֒ B be a positive
existential embedding.
(1) Let D be either a strongly self-absorbing C∗-algebra or the compact oper-
ators. If B is separable and D-absorbing, then the same holds for A.
(2) More generally, with D as above, if B is potentially D-absorbing, then so
is A;
(3) We have
dimnuc(A) ≤ dimnuc(B).
(4) We have
dr(A) ≤ dr(B).
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(5) We have
sr(A) ≤ sr(B).
(6) We have
RR(A) ≤ RR(B).
(7) The mapK∗(ι) : K∗(A)→ K∗(B) is injective. In particular, if either K0(B)
or K1(B) has any of the following properties, then so does K0(A) or K1(A):
being trivial; being free; being torsion-free.
(8) Let n ∈ N. If either K0(B) or K1(B) is uniquely n-divisible, then so is
K0(A) or K1(A). In particular, if either K0(B) or K1(B) is rational, then
so is K0(A) or K1(A).
Proof. The statement in (2) follows from part (20) of Theorem 2.5.2 in [18].
Parts (3) and (4) are a consequence of Proposition 5.20 in [27] (see also the
comments after it) for d = 0, with θ being the positively existential embedding
A →֒ B, and the choices C = A and f = idA. With the notation used there,
observe that dim(A) = dim(idA).
For (5), this is part (14) of Theorem 2.5.1 in [18]. We prove (6). Let n ∈ N
and suppose that RR(B) ≤ n. By passing to unitizations, we may assume that
A, B and ι are unital. Given self-adjoint elements a0, . . . , an in A and ε > 0,
find self-adjoint elements b0, . . . , bn ∈ B such that
n∑
j=1
b2j is invertible in B and∥∥∥∥∥ n∑j=1(ι(aj)− bj)2
∥∥∥∥∥ < ε. Denote by A0 ⊆ A the (separable) subalgebra generated
by {a0, . . . , an}, and denote by B0 ⊆ B the (separable) subalgebra generated by
ι(A0) ∪ {b0, . . . , bn}. Let ϕ : B0 → A∞ be a homomorphism as in Definition 3.8.
For j = 0, . . . , n, set xj = ϕ(bj). Then xj is self-adjoint, satisfies ‖aj−xj‖ < ε, and
n∑
j=0
x2j is invertible in A∞. By choosing representing sequences for the xj and picking
far enough elements in these sequences, we obtain self-adjoint elements y0, . . . , yn
in A with
n∑
j=0
y2j invertible and satisfying
∥∥∥∥∥ n∑j=1(aj − yj)2
∥∥∥∥∥ < ε. We conclude that
RR(A) ≤ n, and hence RR(A) ≤ RR(B).
We prove (7). Observe that ι ⊗ idMn : Mn(A) → Mn(A) is also positive exis-
tential, and so is its unitization. Thus, in order to show that K0(ι) is injective,
it is enough to show that if p and q are projections in A such that ι(p) and ι(q)
are Murray-von Neumann equivalent in B, then p and q are Murray-von Neumann
equivalent in A.
Let p, q ∈ A satisfy ι(p) ∼M−vN ι(q) in B, and choose a partial isometry v ∈ B
satisfying v∗v = p and vv∗ = q. Set A0 = C
∗(p, q) and B0 = C
∗(ι(p), ι(q), v).
Find a homomorphism ϕ : B0 → A∞ as in Definition 3.8, and choose linear maps
ϕn : B0 → A representing ϕ. These maps are approximately multiplicative and
approximately ∗-preserving, and are approximately the identity on ι(A). Thus, for
n large enough we have
• ‖ϕn(v)∗ϕn(v)− p‖ <
1
2 ;
• ‖ϕn(v)ϕn(v)∗ − q‖ <
1
2 ;
• ‖qϕn(v)p− ϕ(v)‖ <
1
2 .
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For s = qϕn(v)p, we have ‖s∗s−p‖ < 1 and ‖ss∗−q‖ < 1. By Lemma 2.5.3 in [45],
we conclude that p and q are Murray-von Neumann equivalent in A. This shows
that K0(ι) is injective. The argument for K1(ι) is analogous, or can be deduced
from the statement for K0 by taking suspensions.
We show (8). Without loss of generality, we assume that K0(B) is uniquely
n-divisible, and will show that so is K0(A). For this, it suffices to show that K0(A)
is n-divisible, since uniqueness follows from injectivity of K0(ι) (by part (7)). By
taking unitizations, we may assume that A, B and ι are unital. As before, upon
taking matrix amplifications, it suffices to show that if p ∈ A is a projection, and
there exists a projection q ∈ B such that diag(q, . . . , q) is Murray-von Neumann
equivalent to diag(p, 0, . . . , 0) in Mn(B), then there exists a projection q˜ ∈ Mn(A)
which is Murray-von Neumann equivalent to diag(p, 0, . . . , 0) in Mn(A). We fix a
partial isometry s ∈ Mn(B) implementing the equivalence diag(q, . . . , q) ∼M−vN
diag(p, 0, . . . , 0).
Let A0 be the subalgebra of Mn(A) generated diag(p, 0, . . . , 0) and the unit, and
let B0 be the subalgebra of Mn(B) generated by diag(q, 0, . . . , q) and s. Observe
that ι ⊗ idMn : Mn(A) → Mn(A) is also positive existential, and let ϕ : B0 →
(Mn(A))∞ be a homomorphism as in Definition 3.8. Then ϕ(s) implements a
Murray-von Neumann equivalence between diag(p, 0, . . . , 0) and ϕ(q, . . . , q). If
(qk)k∈N ∈ ℓ∞(Mn(A)) is a lift of ϕ(q, . . . , q) consisting of projections, and (sk)k∈N ∈
ℓ∞(Mn(A)) is a lift of ϕ(s) consisting of partial isometries, an argument similar to
the one used in part (7) shows that for k large enough, q˜ = qk is Murray-von
Neumann equivalent, in Mn(A), to diag(p, 0, . . . , 0), as witnessed by sk. 
Remark 3.17. In (6) above, we are not able to use results from model theory,
because it is not known whether having real rank at most n is AE-axiomatizable.
Even though it is not known whether existential embeddings preserve the class of
C∗-algebras with real rank at most n, we have shown that positively existential
embeddings do.
Our next goal is to show that nuclear C∗-algebras satisfying the Universal Co-
efficient Theorem (UCT) are closed under existential embeddings and thus satisfy
(P2). This was observed, in the simple case, in Theorem 3.13 of [21], and was then
generalized in Theorem 2.12 of [4]. We give an alternative proof below, using the
following well-known consequence of the Arveson extension theorem. Since we were
not able to find this formulation in the literature, we sketch a proof here.
Theorem 3.18. (Arveson). Let A and B be C∗-algebras, with A unital and B
nuclear, let E ⊆ A be an operator subsystem, and let ρ : E → B be a completely
positive contractive map. Let F ⊆ E be a finite set and let ε > 0. Then there exists
a completely positive contractive map θ : A → B making the following diagram
commute on F up to ǫ:
E _

ρ // B
A.
θ
>>⑥⑥⑥⑥⑥⑥⑥⑥
Proof. Using nuclearity of B, find a sufficiently large n ∈ N, and completely positive
contractive maps ϕ : B → Mn and ψ : Mn → B such that ‖ψ(ϕ(b)) − b‖ < ε for
all b ∈ ρ(F ). By Arveson’s Extension theorem (see, for example, Theorem 1.6.1
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in [10]), there exists a completely positive contractive map θ˜ : A→Mn making the
following diagram commute:
E _

ρ // B
ϕ
!!❈
❈❈
❈❈
❈❈
❈
id // B
A
θ˜
// Mn.
ψ
==④④④④④④④④
The proof is completed by taking θ = ψ ◦ θ˜. 
Recall that Ost∞ denotes the unique unital Kirchberg algebra satisfying the UCT
with scaled K-theory given by (Z, 0, {0}).
Theorem 3.19. The class of separable, nuclear C∗-algebras satisfying the UCT
is closed under positively existential embeddings (property (P2)). That is, if B is
separable, nuclear and satisfies the UCT, and A →֒ B is a positively existential
embedding, then A is separable, nuclear and satisfies the UCT.
Proof. Let A be a C∗-algebra, let B be a nuclear C∗-algebra satisfying the UCT,
and let ι : A → B be a positively existential embedding. It is clear that A is
separable. Nuclearity of A can be deduced as follows. Take A0 = A and B0 = B in
Definition 3.8 and apply Choi-Effros to ϕ : B → A∞ to obtain a sequence (ϕn)n∈N of
completely positive contractive linear maps ϕn : B → A satisfying lim
n→∞
ϕn(a) = a
for all a ∈ A. Let ε > 0 and let F ⊆ A be a finite subset. Since B is nuclear, there
exist a finite dimensional C∗-algebra E and completely positive contractive maps
ξ : B → E and η : E → B satisfying ‖(η ◦ ξ)(ι(a)) − ι(a)‖ < ε for all a ∈ F . Thus,
for large enough n, we have ‖(ϕnη ◦ ξ ◦ ι)(a)− a‖ < ε for all a ∈ F , so A is nuclear
as well.
For the statement about the UCT, we make some standard reductions first, so
as to fit within the framework of Theorem 5.2 in [13]. We identify A with its image
under ι. By taking unitizations, we may assume that A is a unital subalgebra of
B. Since for a C∗-algebra C, the tensor product C⊗Ost∞ is KK-equivalent to C, it
follows that C satisfies the UCT if and only if C ⊗Ost∞ does. Thus, by tensoring A
and B with Ost∞, we may assume that A and B have unital embeddings of O2. By
the proof of Theorem 2.5 of [13] applied to the one point space X , there exists a
homomorphism ϕ : B → B satisfying ϕ(A) ⊆ A, such that the stationary inductive
limits
B♯ = lim
−→
(B,ϕ) and A♯ = lim
−→
(A,ϕ|A)
are unital Kirchberg algebras which are KK-equivalent to B and A, respectively.
Thus, B♯ satisfies the UCT because B does, and it is enough to show that A♯
satisfies the UCT.
We claim that the induced inclusion A♯ →֒ B♯ is a positively existential em-
bedding. To show this, we will construct a homomorphism ψ˜ : B♯ → (A♯)∞ which
restricts to the canonical embedding of A♯. Since A♯ and B♯ are separable, we may
choose increasing families (Fn)n∈N and (Gn)n∈N of finite subsets of A
♯ and B♯ with
dense union. For n ∈ N, we write An for A when we regard it as the n-th stage of
the stationary inductive limit defining A♯, and similarly with B. Without loss of
generality, we may assume that Fn ⊆ An and Gn ⊆ Bn for all n ∈ N. It is enough
to construct a sequence θn : B
♯ → A♯ of unital completely positive maps satisfying
36 EUSEBIO GARDELLA, ILAN HIRSHBERG, AND LUIS SANTIAGO
‖θn(b1b2) − θn(b1)θn(b2)‖ < 1/n for all b1, b2 ∈ Gn and ‖θn(a) − a‖ < 1/n for all
a ∈ Fn.
Fix n ∈ N. Using that A →֒ B is a positively existential embedding, find
a homomorphism ψ : B → A∞ as in Definition 3.12. Using nuclearity of A and
Choi-Effros lifting theorem, find a unital completely positive map ρ : B → A which
satisfies
• ‖ρ(b1b2)− ρ(b1)ρ(b2)‖ <
1
n for all b1, b2 ∈ Gn, and
• ‖ρ(a)− a‖ < 1n for all a ∈ Fn.
Regard ρ as a unital completely positive map Bn → An →֒ A♯. Since A♯ is
nuclear, Arveson’s extension theorem (in the form of Theorem 3.18) implies that
there is a unital completely positive map θn : B
♯ → A♯ which agrees with ρ on Gn
up to 1/n. The induced map
θ = (θn)n∈N : B
♯ → (A♯)∞
is clearly a homomorphism which restricts to the standard inclusion of A♯ into its
sequence algebra. This proves the claim.
The rest of the proof is identical to that of Theorem 3.13 in [21]. Denote by C
the class of weakly semiprojective unital Kirchberg algebras satisfying the UCT.
Use Lemma 3.12 in [21] to write B♯ as a direct limit of algebras in C. Then A♯ is
a generalized local C-algebra (Definition 3.1 in [21]). By Proposition 3.9 (which is
a straightforward consequence of Theorem 3.9 in [61]), A♯ is a unital approximate
C-algebra, that is, a direct limit of C∗-algebras in C. It follows that A♯ satisfies the
UCT, and the proof is finished. 
The following combines the results obtained in this section, proving Theorem D
in the introduction.
Theorem 3.20. Let G be a compact group of finite covering dimension, let A be
a C∗-algebra, and let α : G → Aut(A) be an action with dimcRok(α) < ∞. If A
belongs to any of the following classes, then so do A⋊α G and A
α:
(1) For D being either a strongly self-absorbing C∗-algebra or the compact
operators, if A is separable and D-absorbing, then A ⋊α G and A
α are
separable and D-absorbing.
(2) More generally, with D as above, if A is potentially D-absorbing, then so
are A⋊α G and A
α.
(3) We have
dimnuc(A
α) = dimnuc(A⋊α G) + 1 ≤ (dim
c
Rok(α) + 1)(dimnuc(A) + 1).
(4) We have
dr(Aα) = dr(A⋊α G) + 1 ≤ (dim
c
Rok(α) + 1)(dr(A) + 1).
(5) We have
sr(A⋊α G) ≤ sr(A
α) ≤ dimcRok(α) + sr(A).
(6) We have
RR(A⋊α G) ≤ RR(A
α) ≤ dimcRok(α) + RR(A).
(7) Let n ∈ N. If A is nuclear and has uniquely n-divisible K-theory, then the
same is true for A⋊α G and A
α.
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(8) If A is nuclear and has rational K-theory, then the same is true for A⋊αG
and Aα.
(9) If A is nuclear and has trivial K-theory, then the same is true for A⋊α G
and Aα.
(10) If A is separable, nuclear, and satisfies the UCT, then the same is true for
A⋊α G and A
α.
Proof. We argue for the fixed point algebra Aα first. By Proposition 3.11, it is
enough to check that the classes in the statement satisfy conditions (P1) and (P2)
of Definition 3.12. For the former, this is the content of Theorem 3.15, and for the
latter, this is the content of Proposition 3.16 and Theorem 3.19.
Recall that the crossed product A⋊αG is Morita equivalent to A
α ⊗K(L2(G)).
Now, the properties in (1)–(2) and (7)–(10) are invariant under stable isomorphism,
and the nuclear dimension and decomposition rank of a C∗-algebra and its stabiliza-
tion are identical, so the result for the crossed product follows. It remains to observe
that for any C∗-algebra B, one has sr(B ⊗ K) ≤ sr(B) and RR(B ⊗ K) ≤ RR(B),
so the proof is finished. 
Remark 3.21. We make some comments about preservation of the classes in
Theorem 3.20 by actions with finite Rokhlin dimension (not necessarily with com-
muting towers).
(a) For a strongly self-absorbing C∗-algebra D, denote by AD the class of D-
absorbing separable C∗-algebras. Then AO2 and AMp∞ , for a prime p ≥ 2,
are not preserved by actions with finite Rokhlin dimension. Indeed, Ex-
ample 4.8 in [24] shows that O2-absorption is not preserved (this action
was originally constructed in [38]). It also shows that absorption of UHF-
algebras other than the CAR algebra M2∞ is not preserved. In order to
rule out preservation of absorption of M2∞ , one may adapt Izumi’s con-
struction to produce an approximately representable action of Z3 on O2
whose equivariant K-theory is not uniquely 2-divisible. (This is done, for
example, in [26].) Whether the classes AO∞ or AZ are preserved, is still
unknown.
(b) The examples mentioned above also show that the classes in (7), (8) and
(9) are not preserved.
(c) Whether the class of nuclear algebras satisfying the UCT is preserved by
actions with finite Rokhlin dimension, is in fact equivalent to the UCT
problem for separable, nuclear C∗-algebras. Indeed, Barlak has observed
that the UCT problem for separable, nuclear C∗-algebras can be reduced
to the question of whether the crossed products of certain pointwise outer
actions of finite groups on O2 satisfy the UCT; see Theorem 4.17 in [3]
for the precise statement. By Theorem 4.19 in [24], any such action has
Rokhlin dimension at most one, which proves our claim.
In reference to part (1) of Theorem 3.20, we show next that stability (that is,
K-absorption) of A⋊α G is automatic whenever G is infinite, and regardless of A.
A similar result for R-actions has been obtained in Theorem D of [35].
Corollary 3.22. Let G be a second-countable compact group, let A be a separable
C∗-algebra, and let α : G → Aut(A) be an action with dimcRok(α) < ∞. If G is
infinite, then A⋊α G is stable.
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Proof. When G is infinite, L2(G) is the infinite dimensional separable Hilbert space.
Let X be the finite dimensional compact free G-space from Theorem 3.7. By
Corollary 3.6, the C(X/G)-algebra C(X,A) ⋊γ G has stable fibers. Since X/G
is finite dimensional, Proposition 3.4 in [34] implies that C(X,A) ⋊γ G is stable.
Since the canonical inclusion
A⋊α G →֒ C(X,A)⋊γ G
is positively existential by Proposition 3.11, it follows from part (2) in Proposition 3.16
that A⋊α G is stable. 
An immediate consequence is the following.
Corollary 3.23. Let G be an infinite compact group with finite dimension, let A
be a C∗-algebra, and let α : G→ Aut(A) be an action with dimcRok(α) <∞. Then
sr(A⋊α G) ≤ 2 and RR(A⋊α G) ≤ 1, regardless of A.
Adopt the notation of Proposition 3.11. If one moreover knew that C(X,A)⋊G
is Morita equivalent to (C(X) ⋊G) ⊗ A, then it would follow from Situation 2 in
[57] that C(X,A)⋊G is itself Morita equivalent to C(X/G)⊗ A, since the action
is free and the group is compact. This is, however, not the case in general, as the
next example shows.
Example 3.24. Let the non-trivial element of G = Z2 = {−1, 1} act on X = S
1
via multiplication by −1, and let it act on A = Ost∞ by an order two automorphism
whose induced map on K0(Ost∞) ∼= Z is multiplication by −1. Denote by γ : Z2 →
Aut(C(S1)) and α : Z2 → Aut(Ost∞) the corresponding actions. Set B = C(S
1,Ost∞)
and denote by β : Z2 → Aut(B) the diagonal action β = γ⊗α, where we, as usual,
identify C(S1,Ost∞) with C(S
1)⊗Ost∞.
Let z ∈ C(S1) be the canonical generating unitary, and set v = z⊗ 1 ∈ C(S1)⊗
Ost∞ ∼= B. Regard v as a unitary in B ⋊β Z2 under the canonical unital inclusion
B → B ⋊β Z2.
Claim: β̂1 ∈ Aut(B⋊βZ2) is inner, and it is implemented by v. (In particular, β̂1
acts trivially on K-theory.) Note first that β−1(v) = −v. Denote by u ∈ B ⋊β Z2
the canonical unitary implementing β. To check that β̂1 = Ad(v), it suffices to
show that these automorphisms agree on the generating set F = {u} ∪ B. Since
v commutes with the elements of B (and β̂−1 fixes these elements), it is enough
to show that β̂−1(u) = v
∗uv. Since β−1(u) = −u, this follows from the fact that
β−1(v) = uvu
∗ = −v, and the claim follows.
Observe that β−1 induces the automorphism of multiplication by −1 on both
K0(B) and K1(B) (essentially because this is the case for α−1). We compute the
K-theory of B ⋊β Z2 using its Pimsner-Voiculescu 6-term exact sequence. The
K-groups of B ⋊β Z can be obtained from the following sequence:
K0(B)
1−K0(β1) // K0(B) // K0(B ⋊β Z)

K1(B ⋊β Z)
OO
K1(B)oo K1(B).
1−K1(β1)
oo
Since 1 −Kj(β) is multiplication by 2 and Kj(B) ∼= Z for j = 0, 1, it follows that
the vertical maps are zero and that K0(B ⋊β Z) ∼= K1(B ⋊β Z) ∼= Z2. To compute
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the K-groups of B ⋊β Z2, we use the following sequence:
K0(B ⋊β Z2)
1−K0(β̂) // K0(B ⋊β Z2) // K1(B ⋊β Z)

K0(B ⋊β Z)
OO
K1(B ⋊β Z2)oo K1(B ⋊β Z2),
1−K0(β̂)
oo
where the vertical maps are the canonical ones induced by the quotient map B ⋊β
Z→ B⋊β Z2. The map Kj(B⋊β Z2)→ Kj(B⋊β Z2), for j = 0, 1, is zero because
β̂ acts by inner automorphisms. Since the K-groups of B ⋊β Z are both Z2, it
follows that either
K0(B ⋊β Z2) ∼= Z2 and K1(B ⋊β Z2) ∼= {0}
or
K0(B ⋊β Z2) ∼= {0} and K1(B ⋊β Z2) ∼= Z2.
In either case, it follows that C(S1,Ost∞)⋊β Z2 and C(S
1/Z2)⊗Ost∞ are not Morita
equivalent, since K0(C(S
1/Z2)⊗Ost∞) ∼= K1(C(S
1/Z2)⊗Ost∞) ∼= Z by the Ku¨nneth
formula.
The Toms-Winter conjecture predicts that finiteness of the nuclear dimension, Z
absorption, and strict comparison are equivalent for all simple, separable, infinite
dimensional, nuclear unital C∗-algebras. Some implications are known to hold in
general, while others require some additional assumptions; see the comments after
Conjecture 6.3 in [62] for an overview.
We make some connections between Rokhlin dimension and preservation of the
properties in the Toms-Winter conjecture. Theorem 3.20 shows that Z-absorption,
finiteness of the nuclear dimension and finiteness of the decomposition rank are
preserved under formation of crossed products (and fixed point algebras) by actions
with finite Rokhlin dimension with commuting towers. A similar result for strict
comparison is false in general, although it holds with further assumptions, as we
show in Theorem 3.27. We need an easy lemma first.
Lemma 3.25. Let A and B be C∗-algebras, and let ι : A → B be a positively
existential embedding. Then Cu(ι) : Cu(A) → Cu(B) is an order embedding. In
other words, if s, t ∈ Cu(A) satisfy Cu(ι)(s) ≤ Cu(ι)(t) in Cu(B), then s ≤ t in
Cu(A).
Proof. Since ι⊗ idK : A⊗K → B ⊗K is an existential embedding, we may assume
that A and B are stable. Let s, t ∈ Cu(A) satisfy Cu(ι)(s) ≤ Cu(ι)(t) in Cu(B),
and choose positive elements a, b ∈ A with [a] = s and [b] = t. Since ι(a) is Cuntz
subequivalent to ι(b), there exists a sequence (cn)n∈N inB satisfying lim
n→∞
cnbc
∗
n = a.
Let A0 and B0 be, respectively, the separable subalgebras of A and B generated
by {a, b} and {ι(a), ι(b), cn : n ∈ N}. Let ϕ : B0 → A∞ be a homomorphism as in
Definition 3.8. By choosing far enough elements in representative sequences of the
ϕ(cn), we can find a sequence (dn)n∈N in A satisfying lim
n→∞
dnbd
∗
n = a. Hence a - b
in A and thus s ≤ t. 
We need a convenient definition from [1].
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Definition 3.26. We say that a C∗-algebra A has no K1-obstructions if it has
stable rank one and K1(I) = 0 for all ideals I in A.
The following is our result on preservation of strict comparison.
Theorem 3.27. Let G be a compact group, let A be a C∗-algebra, and let α : G→
Aut(A) be an action with dimcRok(α) ≤ 1. Suppose further that A has stable rank
one and that K1(I) = 0 for all ideals I in A. Then the canonical inclusions
Aα →֒ A and A⋊α G →֒ A⊗K(L
2(G))
induce order embeddings at the level of the Cuntz semigroup. In particular, strict
comparison passes from A to Aα and to A⋊α G.
Proof. By tensoring A with K and α with idK, we may assume that A, Aα, and
A⋊αG are stable. We prove the statement for the second inclusion, since the proof
for the first one is identical. Denote the canonical map A ⋊α G →֒ A ⊗ K(L2(G))
by θ. Let a and b be positive elements in A⋊α G, and assume that θ(a) - θ(b) in
A⊗K(L2(G)). We want to show that a - b in A⋊α G.
Let X be the compact Hausdorff free G-space from Theorem 3.7, and observe
that dim(X/G) ≤ 1. Denote by
ι : A⋊α G→ C(X,A)⋊γ G
the inclusion induced by the equivariant factor embedding A → C(X,A). For
z ∈ X/G, denote by
πz : C(X,A) ⋊γ G→ A⊗K(L
2(G))
the quotient map onto the fiber over z. Then πz ◦ ι = θ by Corollary 3.6. It follows
that πz(ι(a)) - πz(ι(b)) for all z ∈ X/G. By Theorem 2.6 in [1], it follows that
ι(a) - ι(b) in C(X,A)⋊γG. Since ι is an existential embedding by Proposition 3.11,
it follows from Lemma 3.25 that a - b in A⋊α G, as desired.
That strict comparison passes from A to Aα and A ⋊α G is an immediate con-
sequence of the canonical inclusions being order embeddings. 
Obtaining more results may depend on computing X in some concrete cases. We
examine the smallest non-trivial case, namely, that of actions of Z2 with Rokhlin
dimension at most one. In the following lemma, we denote by C∗(G,R) the universal
C∗-algebra generated by a set of generators G, subject to a set of relations R.
Lemma 3.28. Let d ∈ N. Consider the set of generators
G =
{
1, f
(0)
0 , f
(0)
1 , . . . , f
(d)
0 , f
(d)
1
}
and the set of relations
R =

0 ≤ f (j)g ≤ 1,
[
f (j)g , f
(ℓ)
k
]
= 0,
f (j)g f
(j)
h = 0,
∑
g∈Z2
d∑
j=0
f (j)g = 1
: g, h, k ∈ Z2, g 6= h, j, ℓ = 0, . . . , d
 .
Define an action α : Z2 → C∗(G,R) by αg(f
(j)
h ) = f
(j)
gh for g, h ∈ Z2 and j =
0, . . . , d. Then the Z2-C
∗-algebra (C∗(G,R), α) is canonically equivariantly iso-
morphic to C(Sd) with the antipodal action.
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Proof. We give a sketch of the proof. Each f
(j)
g determines a 0-simplex. Moreover,
there is a 1-simplex between f
(j)
g and f
(k)
h whenever f
(j)
g f
(k)
h 6= 0. More generally,
for n ∈ N, there is an n-simplex connecting f
(j0)
g0 , . . . , f
(jn)
gn whenever f
(j0)
g0 · · · f
(jn)
gn 6=
0. In particular, X is a d-dimensional simplicial complex. This description also
allows one to see that X is homeomorphic to Sd, and that α corresponds to the
antipodal action. We omit the details. 
Remark 3.29. For cyclic groups of higher order, the space X from Lemma 3.28 is
a d-dimensional simplicial complex, but its explicit structure is harder to describe.
In particular, it may fail to be a manifold.
We use Lemma 3.28 to provide an explicit computation of the free G-space X
in the conclusion of Theorem 3.7.
Corollary 3.30. Let A be a unital C∗-algebra and let α : Z2 → Aut(A) be an
action. Then dimcRok(α) ≤ 1 if and only if there exists a unital equivariant homo-
morphism
ϕ : (C(S1), Lt)→ (A∞ ∩A
′, α∞).
Moreover, if dimcRok(α) = 1, then every such map ϕ is automatically injective.
Proof. Since Lt : Z2 → Aut(C(S
1)) has Rokhlin dimension one, the “if” implication
is clear. The converse is contained in Lemma 3.2 in [33], once it is combined with
Lemma 3.28; see also the comments before Theorem 2.3.
For the second statement, assume that there is a unital equivariant homomor-
phism ϕ : C(S1)→ A∞ ∩A′ which is not injective. We denote also by α ∈ Aut(A)
the order-two automorphism generating the given Z2-action. We also write γ ∈
Homeo(X) for the antipodal homeomorphism, which equals Lt−1. Let Y ⊆ S1 be
a closed subset satisfying γ(Y ) ∩ Y = ∅, and such that, with X = Y ∪ γ(Y ), the
map ϕ induces an injective unital equivariant homomorphism ϕ : C(X)→ A∞∩A
′.
Then ϕ(χY ) and ϕ(χγ(Y )) are orthogonal projections in A∞∩A
′ which witness the
fact that α has the Rokhlin property, that is, dimcRok(α) = 0. 
Corollary 3.30 can be used to give lower bounds other than 1 for certain actions
of cyclic groups. In the following example, said corollary is used to show that
there exists an action α of Z2 on a simple AF-algebra with unique trace such
that dimcRok(α) is exactly two. To our knowledge, this is the first example of an
action on a simple C∗-algebra with dimcRok different from 0, 1 or ∞. (For the sake
of comparison, we mention here that there is no known example of a simple C∗-
algebra with nuclear dimension or decomposition rank other than 0, 1 or ∞.) We
do not know of similar examples for the Rokhlin dimension without commuting
towers.
Recall that the K0-group of an AF-algebra is torsion free, and that its K1-group
is trivial.
Example 3.31. We review the construction of a particular case of Example 4.1
in [55]. Let β ∈ Aut(C(S2)) be the automorphism of order 2 induced by the
homeomorphism x 7→ −x on S2. Set
An = C(S
2)⊗M3 ⊗M5 ⊗ · · · ⊗M2n+1.
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Let {xn : n ∈ N} be a dense subset of S2, and, for n ∈ N, define a homomorphism
ψn : C(S
2)→M2n+1(C(S2)) by
ψn(f) = diag(f, f(xn), f(−xn), . . . , f(xn), f(−xn))
for f ∈ C(S2). Define maps ϕn : An−1 → An by
ϕn = ψn ⊗ idM3 ⊗ · · · ⊗ idM2n−1 .
Define an order 2 automorphism α of A = lim
−→
An as follows. Let
wn = diag
(
1,
(
0 1
1 0
)
, . . . ,
(
0 1
1 0
))
∈M2n+1,
and set
αn = β ⊗Ad (w1 ⊗ w2 ⊗ · · · ⊗ wn) .
Then αn has order two, and there is a direct limit automorphism α = lim−→
αn, which
also has order two. In this example, we will show that α has Rokhlin dimension
with commuting towers exactly equal to 2.
The C∗-algebra A is unital, simple, separable, nuclear, satisfies the UCT and has
tracial rank zero. Moreover, K1(A) = {0} (since K1(An) = {0} for all n ∈ N), and
K0(A) is a dimension group. By Lin’s classification of tracial rank zero C
∗-algebras,
it follows that A is an AF-algebra. It was shown in part (6) of Proposition 4.2 in [55]
that K0(A⋊α Z2) has torsion isomorphic to Z2, so in particular A⋊α Z2 is not an
AF-algebra.
First, note that β has Rokhlin dimension with commuting towers at most 2,
by Lemma 1.9 in [33]. It then follows from part (1) of Theorem 3.8 in [24] that
dimcRok(αn) ≤ 2, so dim
c
Rok(α) ≤ 2 by part (3) of Theorem 3.8 in [24]. Since A⋊αZ2
is not an AF-algebra, it follows from Theorem 2.2 in [54] that dimcRok(α) > 0.
Suppose that dimcRok(α) = 1. By Corollary 3.30, there exists a unital equivariant
embedding C(S1) → A∞ ∩ A′. Give C(S1, A) the diagonal action of Z2. By
Corollary 3.6, the crossed product C(S1, A) ⋊ Z2 is a locally trivial C(S
1/Z2)-
algebra with fibers M2(A).
We claim that K0(C(S
1, A) ⋊ Z2) is torsion free. Choose closed connected sets
Y1 and Y2 in S
1 such that
• C(S1, A)⋊ Z2 is trivial over both Y1 and Y2;
• Y1 ∪ Y2 = S1;
• Y1 ∩ Y2 is homotopic to {−1, 1}.
By Proposition 10.1.13 in [14] (see also Lemma 2.4 in [12]), we can write the
crossed product C(S1, A)⋊ Z2 as the pullback
C(S1, A)⋊ Z2 //

(C(S1, A)⋊ Z2)Y1

(C(S1, A)⋊ Z2)Y2 // (C(S
1, A)⋊ Z2)Y1∩Y2 ,
where all the maps are the canonical quotient (restriction) maps. Observe that
(C(S1, A)⋊Z2)Yj is homotopic toM2(A) for j = 1, 2, and that (C(S
1, A)⋊Z2)Y1∩Y2
is homotopic to M2(A) ⊕ M2(A). Using homotopy invariance of K-theory, the
Mayer-Vietoris exact sequence on K-theory for this pullback (see Theorem 21.5.1
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in [6]) yields
K0(C(S
1, A)⋊ Z2) // K0(M2(A)) ⊕K0(M2(A)) // K0(M2(A)⊕M2(A))

K1(M2(A) ⊕M2(A))
OO
K1(M2(A)) ⊕K1(M2(A))oo K1(C(S1, A)⋊ Z2).oo
Since A is an AF-algebra, we have K1(M2(A)) = {0}. It follows that the first
horizontal map K0(C(S
1, A)⋊ Z2)→ K0(M2(A))⊕K0(M2(A)) is injective. Since
K0(M2(A)) is torsion free, we conclude that K0(C(S
1, A)⋊Z2) is torsion free, and
the claim is proved.
Recall from Proposition 3.11 that there is a commutative diagram
A⋊α Z2
''❖❖
❖❖
❖❖
❖❖
❖❖
❖
// (A⋊α Z2)∞.
C(S1, A)⋊ Z2
66♥♥♥♥♥♥♥♥♥♥♥♥
SinceK0(C(S
1, A)⋊Z2) is torsion free by the claim above, part (7) in Proposition 3.16
implies that K0(A⋊α Z2) is also torsion free. However, this contradicts part (6) of
Proposition 4.2 in [55], where it is shown that K0(A⋊α Z2) has torsion isomorphic
to Z2. This contradiction implies that dim
c
Rok(α) = 2, as desired.
The example above can be modified to produce a Z2-action γ on a unital Kirch-
berg algebra that satisfies the UCT satisfying dimcRok(γ) = 2 and dimRok(γ) = 1.
This is the first example of an action whose Rokhlin dimensions with and with-
out commuting towers are both finite but do not agree. (Examples where dimcRok
is infinite but dimRok is finite were already known; see Example 4.8 in [24], and
compare Theorem 4.6 in [33] with Theorem 4.20 in [23].)
Example 3.32. Let α : Z2 → Aut(A) be the action from Example 3.31. Set C =
A⊗O∞ and let γ : Z2 → Aut(B) be given by γg = αg⊗ idO∞ for g ∈ Z2. Since α is
(pointwise) outer, so is γ. Thus, Theorem 2.10 implies that dimRok(γ) ≤ 1. Since
K1(B) = {0} and
K1(B ⋊γ Z2) ∼= K1(A⋊α Z2) 6= {0},
the action γ does not have the Rokhlin property. (This follows, for example, by
considering in Corollary 3.11 of [21] the class C of all weakly semiprojective Kirch-
berg algebras with trivial K1-group: B is an AC-algebra but B ⋊γ Z2 is not.) We
conclude that dimRok(γ) = 1.
We claim that dimcRok(γ) = 2. Since dim
c
Rok(α) = 2, we deduce from part (1) of
Theorem 3.8 in [24] that dimcRok(γ) ≤ 2. It suffices to check that dim
c
Rok(γ) 6= 1.
Since there areKK-equivalencesA ∼KK C and A⋊αZ2 ∼KK C⋊γZ2, the argument
used in Example 3.31 also applies to γ and yields dimcRok(γ) 6= 1, as desired.
We now turn to automatic-reduction results for Rokhlin dimension. One such
result already appeared as Corollary 4.20 in [24], which asserts that for locally repre-
sentable AF-actions of finite groups on AF-algebras, finite Rokhlin dimension with
commuting towers implies the Rokhlin property. In other words, dimcRok(α) < ∞
implies dimcRok(α) = 0. Below we present two more instances of this phenomenon:
Proposition 3.35 and Theorem 3.37.
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We will need a preparatory result, of independent interest. Recall that F (A)
denotes the quotient A∞∩A′/Ann(A,A∞), and that we write κA : A∞∩A′ → F (A)
for the quotient map.
Proposition 3.33. Let G be a second countable compact group, let A be a separa-
ble C∗-algebra, and let α : G→ Aut(A) be an action with dimcRok(α) <∞. Let D
be a strongly self-absorbing C∗-algebra, and suppose that A is D-absorbing. Then
there exists a unital embedding
D → κA(A
α
∞ ∩ A
′).
Proof. It is readily checked, by averaging over G, that κA(A
α
α,∞ ∩ A
′) coincides
with the fixed point algebra F (A)F (α).
Let X be the free G-space provided by Theorem 3.7, and let
ϕ : C(X)→ Fα(A)
be the equivariant unital embedding provided by Theorem 3.7. Since G is second
countable, C(X) is separable. Using D-absorption of A, we may therefore choose
a unital embedding θ1 : D → Fα(A) whose image commutes with ϕ(C(X)). Since
ϕ is equivariant, it follows that αg(θ(D)) commutes with ϕ(C(X)) for all g ∈ G.
Define B1 to be the unital C
∗-algebra generated by
⋃
g∈G
αg(θ1(D)). Then B1 is
separable, is α∞-invariant, commutes with ϕ(C(X)), and contains a unital copy of
D. Set E1 = B1. By seprability of E1, we can find a unital embedding θ2 : D →
Fα(A) whose image commutes with E1 ∪ ϕ(C(X)). Define B2 to be the unital C
∗-
algebra generated by
⋃
g∈G
αg(θ2(D)). Then B2 is separable, α∞-invariant, commutes
with E1 ∪ ϕ(C(X)), and contains a unital copy of D. Set E2 = C
∗(E1 ∪ B2).
Proceed inductively to construct a separable, α∞-invariant unital C
∗-algebra Bn,
which commutes with En−1 ∪ ϕ(C(X)) and contains a unital copy of D. Set En =
C∗(En−1 ∪Bn). Then the inductive limit E = lim−→
En is a separable, α∞-invariant
unital subalgebra of Fα(A), which commutes with ϕ(C(X)) and absorbs D.
Denote by γ the diagonal action on C(X,E). Then ϕ⊗ idE : C(X,E)→ Fα(A)
is an equivariant embedding, which therefore maps C(X,E)γ into Fα(A)
F (α). Con-
sider the algebra
C = {f ∈ C(X,E) : F (α)g(f(x)) = f(g
−1 · x)for all g ∈ G, x ∈ X} ⊆ C(X,E)γ .
Then C is a C(X/G)-algebra with fibers isomorphic to E. Since E absorbs D and
X/G is finite dimensional, it follows from Theorem 4.6 in [34] that C absorbs D.
Thus, there exists a unital embedding D → C. The desired map is obtained as the
following composition:
D // C // C(X,E)γ
ϕ⊗idE
// Fα(A)F (α) .

A standard argument, as used in [36], now shows the following.
Corollary 3.34. Let G be a second countable compact group, let A be a separable
C∗-algebra, and let α : G → Aut(A) be an action with dimcRok(α) < ∞. Let D be
a strongly self-absorbing C∗-algebra, and suppose that A is D-absorbing. Then α
is conjugate to α⊗ idD.
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The result above is really stronger than the fact that D-absorption is preserved by
taking crossed products by actions with finite Rokhlin dimension with commuting
towers.
Here is our first dimension reduction result.
Proposition 3.35. Let G be a finite group and let α : G→ Aut(O2) be an action.
If α has finite Rokhlin dimension with commuting towers, then it has the Rokhlin
property.
Proof. By the equivalence between parts (1) and (3) of Theorem 4.2 in [38], it is
enough to construct a unital map
O2 → (O
α
2 )∞ ∩ O2
′.
This is an immediate consequence of Proposition 3.33. 
The conclusion of Proposition 3.35 is false if one only assumes dimRok(α) <∞.
See, for example, Example 4.8 in [24].
For the next reduction result of the Rokhlin dimension, we will need to recall a
definition.
Definition 3.36. (Definition 3.6 in [38]). Let G be a finite abelian group, let
B be a unital C∗-algebra, and let β : G → Aut(B) be an action. We say that β
is strongly approximately inner, if there exist unitaries vg ∈ (Bβ)∞, for g ∈ G,
satisfying βg(b) = vgbv
∗
g for all b ∈ B and all g ∈ G.
In the theorem below, we do not know whether we obtain a similar conclusion
if we only assume that dimcRok(α) < ∞, or if we replace Z2 with a general finite
(abelian) group.
We point out that a similar phenomenon was observed in [20].
Theorem 3.37. Let A be a separable, unital C∗-algebra, and let α : Z2 → Aut(A)
be an action. Assume that dimcRok(α) ≤ 1 and that A absorbs the UHF-algebra
M2∞ tensorially. Then α has the Rokhlin property.
Proof. By Lemma 3.8 in [38], it is enough to show that the dual action α̂ : Z2 →
Aut(A⋊αZ2) is approximately representable. By a slight abuse of notation, we also
denote by α and α̂ the order-two automorphisms that generate the given actions
on A and A⋊α Z2.
We claim that α̂ is strongly approximately inner. Use Corollary 3.30 to find a
unital equivariant homomorphism
ϕ : C(S1)→ A∞ ∩ A
′,
and denote by w ∈ A∞ ∩ A′ the image of the canonical unitary in C(S1). Let
u ∈ A ⋊α Z2 denote the unitary implementing α. Then uwu∗ = α∞(w) = −w in
(A⋊α Z2)∞. In particular,
w∗uw = −u = α̂(u).
Moreover, since w commutes with the copy of A in A∞, it follows that (w)
∗aw =
α̂(a) = a for all a ∈ A. Since A and u generate B ⋊α Z2, we deduce that Ad(w∗)
coincides with α̂, and thus α̂ is strongly approximately inner. This proves the claim.
By Lemma 3.10 in [38], and since A absorbs M2∞ , it is enough to show that
there is a unital map
M2 →
(
(A⋊α Z2)
α̂
)
∞
∩ (A⋊α Z2)
′.
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This is again a consequence of Proposition 3.33, so the proof is finished. 
It is not enough in Theorem 3.37 to assume that dimRok(α) ≤ 1. See, for exam-
ple, the comments in part (a) of Remark 3.21.
References
[1] R. Antoine, J. Bosa, and F. Perera, The Cuntz semigroup of continuous fields, Indiana
Univ. Math. J., 62 (2013), pp. 1105–1131.
[2] D. E. Archey, Crossed product C*-algebras by finite group actions with a generalized tracial
Rokhlin property, ProQuest LLC, Ann Arbor, MI, 2008. Thesis (Ph.D.)–University of Oregon.
[3] S. Barlak and G. Szabo´, Rokhlin actions of finite groups on UHF-absorbing C∗-algebras,
Trans. Amer. Math. Soc., to appear, (2014). Preprint, arXiv:1403.7312.
[4] S. Barlak and G. Szabo´, Sequentially split ∗-homomorphisms between C∗-algebras, Inter-
nat. J. Math., 27 (2016), pp. 1650105, 48.
[5] B. Blackadar, Symmetries of the CAR algebra, Ann. of Math. (2), 131 (1990), pp. 589–623.
[6] B. Blackadar, K-theory for operator algebras, vol. 5 of Mathematical Sciences Research
Institute Publications, Cambridge University Press, Cambridge, second ed., 1998.
[7] E. Blanchard, Amalgamated free products of C∗-bundles, Proc. Edinb. Math. Soc. (2), 52
(2009), pp. 23–36.
[8] E. Blanchard and E. Kirchberg, Global Glimm halving for C∗-bundles, J. Operator The-
ory, 52 (2004), pp. 385–420.
[9] L. G. Brown, Continuity of actions of groups and semigroups on Banach spaces, J. London
Math. Soc. (2), 62 (2000), pp. 107–116.
[10] N. P. Brown and N. Ozawa, C∗-algebras and finite-dimensional approximations, vol. 88 of
Graduate Studies in Mathematics, American Mathematical Society, Providence, RI, 2008.
[11] J. R. Carrio´n, Classification of a class of crossed product C∗-algebras associated with resid-
ually finite groups, J. Funct. Anal., 260 (2011), pp. 2815–2825.
[12] M. Dadarlat, Continuous fields of C∗-algebras over finite dimensional spaces, Adv. Math.,
222 (2009), pp. 1850–1881.
[13] M. Dadarlat, Fiberwise KK-equivalence of continuous fields of C∗-algebras, J. K-Theory,
3 (2009), pp. 205–219.
[14] J. Dixmier, C∗-algebras, North-Holland Publishing Co., Amsterdam-New York-Oxford, 1977.
Translated from the French by Francis Jellett, North-Holland Mathematical Library, Vol. 15.
[15] N. Elhage Hassan, Rang re´el de certaines extensions, Proc. Amer. Math. Soc., 123 (1995),
pp. 3067–3073.
[16] G. A. Elliott, On the K-theory of the C∗-algebra generated by a projective representation
of a torsion-free discrete abelian group, in Operator algebras and group representations, Vol.
I (Neptun, 1980), vol. 17 of Monogr. Stud. Math., Pitman, Boston, MA, 1984, pp. 157–184.
[17] G. A. Elliott, G. Gong, H. Lin, and Z. Niu, On the classification of simple amenable
C∗-algebras with fintie decomposition rank, II, (2015). Preprint, arXiv:1507.03437.
[18] I. Farah, B. Hart, M. Lupini, L. Robert, , A. Tikuisis, A. Vignati, and W. Winter,
Model theory of C∗-algebras, Preprint, arXiv:1502.08072., (2015).
[19] I. Farah, B. Hart, M. Rørdam, and A. Tikuisis, Relative commutants of strongly self-
absorbing C∗-algebras, Selecta Math. (N.S.), 23 (2017), pp. 363–387.
[20] E. Gardella, Circle actions on UHF-absorbing C∗-algebras, Houston J. Math., to appear.,
(2014). Preprint, arXiv:1406.4198.
[21] E. Gardella, Crossed products by compact group actions with the Rokhlin property, J. Non-
commut. Geom., to appear., (2014). Preprint, arXiv:1408.1946.
[22] E. Gardella, Regularity properties and Rokhlin dimension for compact group actions, Hous-
ton J. Math. 43 (2017), no. 3, 861–889.
[23] E. Gardella, Compact group actions with the Rokhlin property, (2017). In preparation.
[24] E. Gardella, Rokhlin dimension for compact group actions, Indiana Univ. Math. J., 66
(2017), pp. 659–703.
[25] E. Gardella and I. Hirshberg, Strongly outer actions of amenable groups on Z-stable
C∗-algebras, (2017). In preparation.
[26] E. Gardella and M. Lupini, Conjugacy and cocycle conjugacy of automorphisms of O2 are
not Borel, Mu¨nster J. Math., 9 (2016), pp. 93–118.
47
[27] E. Gardella and M. Lupini, Equivariant logic and applications to C∗-dynamics, (2016).
Preprint, arXiv:1608.05532.
[28] E. Gardella, M. Lupini, and M. Kalantar, Rokhlin dimension for quantum group actions,
(2017). Preprint, arXiv:1703.10999.
[29] P. Goldstein and M. Izumi, Quasi-free actions of finite groups on the Cuntz algebra O∞,
Tohoku Math. J. (2), 63 (2011), pp. 729–749.
[30] E. C. Gootman, A. J. Lazar, and C. Peligrad, Spectra for compact group actions, J.
Operator Theory, 31 (1994), pp. 381–399.
[31] R. H. Herman and V. F. R. Jones, Models of finite group actions, Math. Scand., 52 (1983),
pp. 312–320.
[32] I. Hirshberg and J. Orovitz, Tracially Z-absorbing C∗-algebras, J. Funct. Anal., 265
(2013), pp. 765–785.
[33] I. Hirshberg and N. C. Phillips, Rokhlin dimension: obstructions and permanence prop-
erties, Doc. Math., 20 (2015), pp. 199–236.
[34] I. Hirshberg, M. Rørdam, and W. Winter, C0(X)-algebras, stability and strongly self-
absorbing C∗-algebras, Math. Ann., 339 (2007), pp. 695–732.
[35] I. Hirshberg, G. Szabo´, W. Winter, and J. Wu, Rokhlin Dimension for Flows, Comm.
Math. Phys., 353 (2017), pp. 253–316.
[36] I. Hirshberg and W. Winter, Rokhlin actions and self-absorbing C∗-algebras, Pacific J.
Math., 233 (2007), pp. 125–143.
[37] I. Hirshberg, W. Winter, and J. Zacharias, Rokhlin dimension and C∗-dynamics, Comm.
Math. Phys., 335 (2015), pp. 637–670.
[38] M. Izumi, Finite group actions on C∗-algebras with the Rohlin property. I, Duke Math. J.,
122 (2004), pp. 233–280.
[39] E. Kirchberg, Central sequences in C∗-algebras and strongly purely infinite algebras, in
Operator Algebras: The Abel Symposium 2004, vol. 1 of Abel Symp., Springer, Berlin, 2006,
pp. 175–231.
[40] E. Kirchberg and S. Wassermann, Operations on continuous bundles of C∗-algebras, Math.
Ann., 303 (1995), pp. 677–697.
[41] E. Kirchberg and S. Wassermann, Exact groups and continuous bundles of C∗-algebras,
Math. Ann., 315 (1999), pp. 169–203.
[42] A. Kishimoto, Simple crossed products of C∗-algebras by locally compact abelian groups,
Yokohama Math. J., 28 (1980), pp. 69–85.
[43] A. Kishimoto, Outer automorphisms and reduced crossed products of simple C∗-algebras,
Comm. Math. Phys., 81 (1981), pp. 429–435.
[44] A. Kishimoto, A Rohlin property for one-parameter automorphism groups, Comm. Math.
Phys., 179 (1996), pp. 599–622.
[45] H. Lin, An introduction to the classification of amenable C∗-algebras, World Scientific Pub-
lishing Co., Inc., River Edge, NJ, 2001.
[46] H. Matui and Y. Sato, Z-stability of crossed products by strongly outer actions, Comm.
Math. Phys., 314 (2012), pp. 193–228.
[47] J. Milnor, Construction of universal bundles. II, Ann. of Math. (2), 63 (1956), pp. 430–436.
[48] P. S. Mostert, Sections in principal fibre spaces, Duke Math. J., 23 (1956), pp. 57–71.
[49] M. Nagisa, H. Osaka, and N. C. Phillips, Ranks of algebras of continuous C∗-algebra
valued functions, Canad. J. Math., 53 (2001), pp. 979–1030.
[50] H. Osaka and N. C. Phillips, Crossed products by finite group actions with the Rokhlin
property, Math. Z., 270 (2012), pp. 19–42.
[51] N. C. Phillips, Equivariant K-theory and freeness of group actions on C∗-algebras, vol. 1274
of Lecture Notes in Mathematics, Springer-Verlag, Berlin, 1987.
[52] N. C. Phillips, Every simple higher dimensional noncommutative torus is an AT algebra,
(2006). Preprint, arXiv:0609.9783.
[53] N. C. Phillips, Freeness of actions of finite groups on C∗-algebras, in Operator structures
and dynamical systems, vol. 503 of Contemp. Math., Amer. Math. Soc., Providence, RI, 2009,
pp. 217–257.
[54] N. C. Phillips, The tracial Rokhlin property for actions of finite groups on C∗-algebras,
Amer. J. Math., 133 (2011), pp. 581–636.
[55] N. C. Phillips, Finite cyclic group actions with the tracial Rokhlin property, Trans. Amer.
Math. Soc., 367 (2015), pp. 5271–5300.
48 EUSEBIO GARDELLA, ILAN HIRSHBERG, AND LUIS SANTIAGO
[56] I. Raeburn, A. M. Sinclair, and D. P. Williams, Equivariant completely bounded opera-
tors, Pacific J. Math., 139 (1989), pp. 155–194.
[57] M. A. Rieffel, Applications of strong Morita equivalence to transformation group C∗-
algebras, in Operator algebras and applications, Part I (Kingston, Ont., 1980), vol. 38 of
Proc. Sympos. Pure Math., Amer. Math. Soc., Providence, R.I., 1982, pp. 299–310.
[58] L. Santiago, Crossed products by actions of finite groups with the Rokhlin property, Internat.
J. Math., 26 (2015), pp. 1550042, 31.
[59] J. Slawny, On factor representations and the C∗-algebra of canonical commutation relations,
Comm. Math. Phys., 24 (1972), pp. 151–170.
[60] T. Sudo, Stable rank of C∗-algebras of continuous fields, Tokyo J. Math., 28 (2005), pp. 173–
188.
[61] H. Thiel, Inductive limits of projective C∗-algebras, (2011). Preprint, arXiv:1105.1979.
[62] A. Tikuisis, S. White, and W. Winter, Quasidiagonality of nuclear C∗-algebras, Ann. of
Math. (2), 185 (2017), pp. 229–284.
[63] W. Winter, Strongly self-absorbing C∗-algebras are Z-stable, J. Noncommut. Geom., 5
(2011), pp. 253–264.
[64] W. Winter and J. Zacharias, Completely positive maps of order zero, Mu¨nster J. Math.,
2 (2009), pp. 311–324.
Eusebio Gardella Mathematisches Institut, Fachbereich Mathematik und Informatik
der Universita¨t Mu¨nster, Einsteinstrasse 62, 48149 Mu¨nster, Germany.
E-mail address: gardella@uni-muenster.de
URL: www.math.uni-muenster.de/u/gardella/
Ilan Hirshberg Department of Mathematics, Ben-Gurion University of the Negev,
Beer Sheva 8410501, Israel.
E-mail address: ilan@math.bgu.ac.il
URL: www.math.bgu.ac.il/~ilan/
Luis Santiago Institute of Mathematics, University of Aberdeen, Fraser Noble Build-
ing, Aberdeen AB24 3UE, UK.
E-mail address: lmoreno@abdn.ac.uk
URL: www.homepages.abdn.ac.uk/lmoreno/pages/index.html
