Abstract. We study productive properties of γ spaces, and their relation to other, classic and modern, selective covering properties. Among other things, we prove the following results:
Introduction
For a Tychonoff space X, let C p (X) be the space of continuous real-valued functions on X, endowed with the topology of pointwise convergence, that is, the topology inherited from the Tychonoff product R X . In their seminal paper [14] , Gerlits and Nagy characterized the property that the space C p (X) is Fréchet-Urysohn-that every point in the closure of a set is the limit of a sequence of elements from that set-in terms of a covering property of the domain space X. We study the behavior of this covering property under taking products with spaces possessing related covering properties.
By space we mean an infinite topological space. Whenever the space C p (X) is considered, we tacitly restrict our scope to Tychonoff spaces. None of the results presented here becomes easier when X is assumed to be a subset of the real line R, and the reader may wish to assume, for convenience, that this is the case throughout the paper.
The covering property introduced by Gerlits and Nagy is best viewed in terms of its relation to other, selective covering properties. The framework of selection principles was introduced by Scheepers in [29] to study, in a uniform manner, a variety of properties introduced in several mathematical contexts, since the early 1920's. Detailed introductions are available in [19, 34, 42, 28] . We provide here a brief one, adapted from [26] .
Proof. Let Y be a γ space. To prove that X × Y is a γ space, we may assume that the spaces X and Y are disjoint. By the Gerlits-Nagy Theorem, the space C p (Y ) is Fréchet-Urysohn. Thus, the space C p (X ⊔ Y ) = C p (X) × C p (Y ) is Fréchet-Urysohn. Applying the Gerlits-Nagy Theorem again, we have that X ⊔ Y is a γ space. Apply Corollary 2.2.
Some of the major results concerning the property that C p (X) is productively Fréchet-Urysohn are collected in the following theorem.
Theorem 2.4 (Jordan).
(1) Assuming the Continuum Hypothesis, there is an uncountable set X ⊆ R such that C p (X) is productively Fréchet-Urysohn [16, Theorem 33] . (2) There is no uncountable set X ⊆ R, of cardinality smaller than b, such that C p (X)
is productively Fréchet-Urysohn [16, Theorem 34] . (3) The minimal cardinality of a set X ⊆ R such that C p (X) is not productively Fréchet-Urysohn is ℵ 1 [16, Corollary 35] . Items (4) and (5) of Jordan's Theorem 2.4 solved Problems 1 and 4 of Jordan's earlier paper [16] . The following problem-Problem 3 of [16] -remains open.
Problem 2.5 (Jordan) . Is the existence of uncountable set X ⊆ R with C p (X) productively Fréchet-Urysohn compatible with Martin's Axiom and the negation of the Continuum Hypothesis?
Problem 2 of Jordan [16] asks whether the Continuum Hypothesis is necessary in Item (1). We solve this problem. To this end, we use the following characterization of Jordan [16, Corollary 23] . For families of sets A and B, let A ∧ B = { B ∩ A : B ∈ B, A ∈ A }.
A family of sets is centered if every intersection of finitely many elements from this family is infinite. A pseudointersection of a family F of sets is an infinite set A such that A ⊆ * B for each element B ∈ F . Theorem 2.6 (Jordan) . Let X be a space, and O be the family of all open subsets of X. The following two assertions are equivalent:
(1) The space C p (X) is productively Fréchet-Urysohn.
(2) For each family A ⊆ Ω(X) that is closed under finite intersections, the first property below implies the second: (P1) For every countable family B ⊆ P (O) with B ∧ A centered, the family B ∧ A has a pseudointersection. (P2) The family A has a pseudointersection U such that U ∈ Γ(X).
Lemma 2.7. Let X be a space and A ⊆ Ω(X) be closed under finite intersections and such that (P1) holds. Then:
(1) For each countable set C ⊆ X such that C is not contained in any element of any member of A, the family A has a pseudointersection U such that U ∈ Γ(C).
(2) For every sequence U n ∈ P (O) : n ∈ N with {U n } ∧ A centered for each n, there is a selection of finite sets F n ⊆ U n : n ∈ N such that the family n F n is a pseudointersection of A.
Proof.
(1) For each finite F ⊆ C, we have that
[F ] := { U ⊆ X : U is open and F ⊆ U } ∈ Ω(X).
As B ∧ A is centered, it has a pseudointersection U. In particular, the family U is a pseudointersection of B, and thus U ∈ Γ(C).
(2) For each n, let V n = m≥n U m . Let B = { V n : n ∈ N }. By (P1), the set B ∧ A has a pseudointersection U. Represent U = n F n such that F n is a finite subset of U n for all n.
The following theorem is the main theorem of this section. Identify P (N) with the Cantor space {0, 1} N , via characteristic functions. The space P (N) is homeomorphic to the Cantor set, and can be viewed as a subset of R. Naturally, the space P (N) is the union of [N] ∞ and [N]
< ∞ , the family of infinite subsets of N and the family of finite subsets of N, respectively. We identify elements
∞ with increasing elements of N N by letting x(n) be the nth element in the increasing enumeration of x. A subset of [N] ∞ is unbounded if it is unbounded (with respect to ≤ * ) when viewed a subset of N N . An enumerated set T = { x α : α < κ } is a tower if the sequence x α : α < κ is decreasing with respect to ⊆ * . Unbounded towers of cardinality ℵ 1 exist if and only if b = ℵ 1 (cf. [26, Lemma 3.3] ).
Theorem 2.8. For each unbounded tower
< ∞ ) is productively Fréchet-Urysohn. In particular, the space T ∪ [N]
< ∞ is productively γ.
We may assume that there is α 0 < ℵ 1 such that X α 0 is not contained in any member of any of the considered covers.
3 Let A ⊆ Ω(X) be closed under finite intersections and such that (P1) holds.
By (P1) and Lemma 2.7(1), there is a pseudointersection U of A such that U ∈ Γ(X α 0 ). By [12 
By (P1) and Lemma 2.7(1), there is a pseudointersection U of A such that U ∈ Γ(X α 1 ). By , · · · ∈ U (so that { U 1 n : n ∈ N } ∈ Γ(X α 1 )) such that, for each x ∈ P (N) and each n with x ∩ (m 1 n , m 1 n+1 ) = ∅, we have that x ∈ U 1 n . Here too, the set { U 1 n : n ∈ N } is a pseudointersection of A. Continue in the same manner to define, for each k > 0, elements with the following properties:
, and is a bijectively enumerated pseudointersection of A; (5) For each x ∈ P (N) and each n with x ∩ (m k n , m k n+1 ) = ∅, we have that x ∈ U k n . Let α = sup k α k . Then α < ℵ 1 , the set X α is countable, and X α k ⊆ X α k+1 for all k. Thus, there are for each k a finite set F k ⊆ X α k such that F k ⊆ F k+1 for all k, and X α = k F k . For each k, by removing finitely many elements from the set I k , we may assume that F k ⊆ U k n for all n ∈ I k .
Fix k ∈ N. By removing finitely many more elements from each set I k+1 , we may assume that
) is empty for n ∈ I k+1 , we have that
. By thinning out the sets I k , we may assume that the families U k are pairwise disjoint. By Lemma 2.7(2), there are finite sets
It remains to consider the elements
Our proof method cannot produce sets of cardinality greater than ℵ 1 , since the countability of the initial sets X α (for α < ℵ 1 ) is used in an essential manner.
Corollary 2.9. The following assertions are equivalent:
(
Proof. If b = ℵ 1 , then there is an unbounded tower of cardinality ℵ 1 , and Theorem 2.8 applies. The remaining implication follows from Jordan's Theorem 2.4(2).
The partial orders ≤ * and ⊆ * , and their inverses, all have the property mentioned in the following result, that rules out the possibility of our method to produce examples of cardinality greater than ℵ 1 . This is in contrast to [26, Theorem 3.6] , which implies that γ spaces X ⊆ R of cardinality p exist whenever p = b.
< ∞ is a σ-set, that is, all subsets of this set are relatively F σ . In particular, the set A is F σ in A ∪ [N]
< ∞ . Let F 1 and F 2 be F σ subsets of P (N) such that F 1 ∩ T = A and F 2 ∩ (A ∪ Q) = A. Then
It follows that A is F σ in T ∪Q. By Jordan's Theorem 2.4(5), the space C p (A) is productively Fréchet-Urysohn, and has cardinality ℵ 1 , in contradiction to Jordan's Theorem 2.4(2). Problem 2.11. Is the assumption b = ℵ 1 necessary for the existence of uncountable sets X ⊆ R such that C p (X) is productively Fréchet-Urysohn? By Jordan's Theorem 2.4(2), if the answer to Problem 2.11 is "No", then the answer to the following problem is "Yes." Problem 2.12. Are there, consistently, sets X ⊆ R of cardinality greater than ℵ 1 such that C p (X) is productively Fréchet-Urysohn? Problem 2.13. Are there, consistently, sets X ⊆ R such that X is productively γ but C p (X) is not productively Fréchet-Urysohn?
3.
A product of γ spaces need not have Menger's property Rothberger's property S 1 (O, O) implies Borel's closely related property of strong measure zero. Weiss [47] and, independently, Scheepers [32] proved that every metric space satisfying U fin (O, Γ) and S 1 (O, O) is productively strong measure zero. Problem 3.1 (Scheepers [32] ). Assume that X ⊆ R satisfies U fin (O, Γ) and
In [2] , Babinkostova and Scheepers conjecture that a very strong negative answer to the Scheepers Problem holds, namely, that assuming the Continuum Hypothesis, there are γ spaces X, Y ⊆ R such that the product space X × Y does not satisfy S fin (O, O). By Theorem 2.8, the unbounded tower method from [12, 26, 39] cannot be used to establish this conjecture. Here, we use the Aronszajn tree method of Todorčević [12, 40, 9, 22] to prove the Babinkostova-Scheepers Conjecture. In the proof of Theorem 3.2, we work in {0, 1} N instead of R. We construct an Aronszajn tree of perfect sets determined by Silver forcing [15] . Definition 3.3. The partially ordered set P is the set of conditions p such that there is a co-infinite set D ⊆ N with p : D → {0, 1}. For p ∈ P,
For n ∈ N, the relation p ≤ n q holds if p ≤ q and the first n elements of D p c are the same as the first n elements of D q c .
The following important lemma is folklore.
Lemma 3.4 (Fusion Lemma). Let p n : n ∈ N be a sequence in P such that p n+1 ≤ n p n for all n. Then the fusion q = n p n is in P, and q ≤ n p n for all n.
Proof of Theorem 3.2. Define the following countable dense subsets of [p]:
Define q ≤ * n p if and only if q ≤ n p and q is identically zero on
Lemma 3.6. Let p n ∈ P, k n ∈ N for n < N, and U ∈ Ω( n<N Q 0 (p n )). Then there are U ∈ U and q n ≤ * kn p n : n < N such that
Proof. Let F n be the set consisting of the first k n elements of D pn c . For s ∈ {0, 1} Fn , define x n s ∈ Q 0 (p n ) as in the proof of Lemma 3.5. Let H ⊆ n<N Q 0 (p n ) be a finite set containing all such x n s . Choose U ∈ U with H ⊆ U and determine the q n for n < N as in Lemma 3.5.
. In these two lemmata, the q we obtain are also equal mod finite to the p, which also implies this.
Proof. Construct q m n : n, m ∈ N and U m ∈ U m : m ∈ N by induction on m. Set q 1 n = p n for all n. Given q m n : n ∈ N and U n : n < m , construct q m+1 n and U m ∈ U m so that (1) The analogue of this Lemma for Q 1 is also true. (2) The proof of the lemma above only uses the fact that
n and U appearing in some U m .
Lemma 3.10. Let p ∈ P, n ∈ N, and B ⊆ {0, 1} N be a Borel set. Then there exists q
Proof. Let F be the set consisting of the first n elements of D p c and let
Since these are Borel sets, by the Galvin-Prikry Theorem [13] there exists
, we have that H 1 ⊆ H x ⊆ H and so H x is an infinite subset of H. Similarly for H y . By the choice of H we have that H x ∈ C s if and only if H y ∈ C s , and the claim follows.
Lemma 3.11. Let (p n , k n ) : n ∈ N be a sequence in P × N. Then there is a sequence q n ≤ kn p n : n ∈ N such that for n = m, q n and q m are strongly disjoint, i.e., there are infinitely many k ∈ (D qn ∩ D qm ) with q n (k) = q m (k).
Proof. Given p 1 , p 2 and n it is easy to find q 1 ≤ n p 1 and q 2 ≤ n p 2 which are strongly disjoint. A fusion argument produces a sequence q n : n ∈ N where all pairs have been considered and made strongly disjoint.
We construct an Aronszajn tree of Silver conditions. Let B β for β < ℵ 1 list all Borel sets. Let B α = B n α : n ∈ N for α < ℵ 1 be all countable sequences of countable families of Borel sets. We may assume that each element of n B n α is equal to B β for some β < α. We may also assume that each such sequence occurs as an element B α for both α even and α odd.
We construct a tree T ⊆ N <ℵ 1 and p s ∈ P : s ∈ T with the following properties:
If s, t ∈ T are incomparable, then p s and p t are strongly disjoint (as in Lemma 3.11). (5) For any α < β < ℵ 1 and any s ∈ T α and n ∈ N there is t ∈ T β with p t ≤ n p s . (6) For any β < α and
(b) For α odd, the analogous statement is true with
To construct T λ and p s for s ∈ T λ where λ is a countable limit ordinal, proceed as follows. For any s ∈ T <λ and N ∈ N choose a strictly increasing sequence λ n : n ∈ N cofinal in λ with s ∈ T λ 1 . Let t 1 = t s,N 1 be equal to s. By the inductive hypothesis we can find t n = t s,N n ∈ T λn with p t n+1 ≤ N +n p tn for all n. Set t s,N = n t s,N n and T λ = { t s,N : s ∈ T <λ , N ∈ N }. For every t = t s,N ∈ T λ , let p t be the fusion of the sequence p t s,N n : n ∈ N , i.e., p t = n p t s,N n . At successor stages for α even, check to see if B α is a sequence in Ω(Q 0 α ). If it is not, we need never worry about it since the set we are building will contain Q 0 α . If it is, let { x n : n ∈ N } = Q 0 α and let
with infinite repetitions. Combining the fact that only B β 's for β < α may occur in some B α n , Lemma 3.8 (see also Remark 3.9), and Lemma 3.11, we can find sequences q n ≤ kn p n : n ∈ N and B m ∈ B m : m ∈ N such that [q n ] ⊆ B m for all n < m and q n 1 , q n 2 are strongly disjoint for all distinct n 1 , n 2 ∈ N. As a result, for every s ∈ T α and k ∈ N there is some q s,k ≤ k s such that [q s,k ] ⊆ B m for all but finitely many m. By Lemma 3.10, for such s and k there is p
. We denote this p by p sˆ k . This concludes our inductive construction, which ensures Conditions (1)-(7). Obtaining Condition (8) is easy to satisfy. Set
By Condition (7), the sets X and Y satisfy
. For all x ∈ X and y ∈ Y , there are infinitely many n with x(n) = y(n). Indeed, if x ∈ Q 0 (p s ) and y ∈ Q 1 (p t ), and s and t are incomparable, then p s and p t are strongly disjoint. On the other hand, if s and t are comparable, for example, if s ⊆ t, then since p t ≤ p s , we have that D pt c ⊆ D ps c . Thus, for all but finitely many n ∈ D pt c , we have that y(n) = 1 and
Applications
The conjunction of Hurewicz's property U fin (O, Γ) and Rothberger's property S 1 (O, O), shown in [25, Theorems 14 and 19] to be equivalent to the Gerlits-Nagy property (*), is of growing importance in the area of selection principles [35] . In an unpublished manuscript [48] , Weiss proposed a plan to prove that the Gerlits-Nagy property (*) is preserved by finite products. By Lemma 2.1, this problem is equivalent to the following one.
Problem 4.1 (Weiss) . Is the conjunction of U fin (O, Γ) and S 1 (O, O) preserved by finite powers?
A negative solution to Weiss's Problem was announced in [36] . This solution was based on the assumption that if S ⊆ R is a Sierpński set, 4 then S continues to satisfy the Hurewicz property U fin (O, Γ) in extensions of the universe by Cohen forcing [36, Theorem 40] . Unfortunately, this assumption is not provable (see Theorem 5.2 in Section 5 below).
5
Theorem 4.2 below provides an alternative solution to Weiss's Problem, also in the negative. In particular, the answer to Problem 6.6 in [45] is "No." It was, thus far, open whether the Gerlits-Nagy property (*) implies S 1 (Ω, Ω). Theorem 4.2 solves this problem, in the negative. It also shows that the answer to Problem 4.1(j) in [45] , concerning the realization of a certain setting in the Borel version of the Scheepers Diagram is "Yes". This theorem solves 8 out of the 55 problems that remained open in Mildenberger-Shelah-Tsaban [21] , concerning potential implications between covering properties (details are provided below). It also solves, in the negative, all 5 problems in [45, Problem 7.6(2)], concerning the preservation of certain covering properties under finite powers.
An element U ∈ O(X) is in T(X) if every member of X is a member of infinitely many elements of U, and, for all x, y ∈ X, either x ∈ U implies y ∈ U for all but finitely many U ∈ U, or y ∈ U implies x ∈ U for all but finitely many U ∈ U. Figure 2 contains all new properties introduced by the inclusion of T into the framework, together with their critical cardinalities [41, 38, 21, 20] , and a serial number to be used below.
Theorem 4.2 (CH).
There are sets X 0 , X 1 ⊆ R satisfying
, such that the set X = X 0 ∪ X 1 has the following properties:
(1) X satisfies S 1 (B T , B Γ ) and S 1 (B, B) (and, in particular, the Gerlits-Nagy property (*));
30, the definition ofV n j should beV
. Given that, the claim "By 3), 5), 6) and 8) above, the set F k is disjoint from n≥k C n " at the end of page 30 is unclear. Indeed, to make it true, one should have in
n,j i (Ċ n ). However, the elements of
there. Proof. Let X 0 , X 1 ⊆ R be as in Theorem 3.2, i.e., both satisfying
, and such that the product space X 0 × X 1 does not satisfy S fin (O, O). We may assume, by taking a homeomorphic image, that X 0 ⊆ (0, 1) and X 1 ⊆ (2, 3). Let X = X 0 ∪ X 1 .
(1) As both properties S 1 (B T , B Γ ) and S 1 (B, B) are preserved by finite unions (e.g., [43] ), X satisfies S 1 (B T , B Γ ) and S 1 (B, B).
(2) This follows from (3), since S fin (Ω, Ω) is equivalent to being S fin (O, O) in all finite powers [18, Theorem 3.9] .
(3) The product space X 0 × X 1 is closed in X 2 . Since Menger's property S fin (O, O) is hereditary for closed subsets, the space X 2 does not satisfy S fin (O, O).
The set in Theorem 4.2 realizes the following setting in the Extended Scheepers Diagram.
Consider the serial numbers in the Extended Scheepers Diagram. The table below describes all known implications and nonimplications among the properties, so that entry (i, j) indicates whether property (i) implies property (j). The framed entries remained open in [21] . Their solution follows from Theorem 4.2. This gives a complete understanding of which properties in the Extended Scheepers Diagram imply S fin (Ω, Ω) and which properties are implied by S fin (T, Ω). Table 1 . Known implications and nonimplications
Preservation under forcing extensions
Scheepers proved in [35] that random real forcing preserves being a γ space. We will show that this is also the case for Cohen's forcing. We say that a property is preserved by Cohen forcing if, whenever a space X has this property in the ground model, it will have this property in any extension by Cohen forcing, adding any number of Cohen reals.
Theorem 5.1. The property γ is preserved by Cohen forcing.
Proof. Let M be the ground model, and X be a γ space in M. Let G be P-generic over M, and κ > 0 be an arbitrary, possibly finite, cardinal. Let P be the poset adding κ Cohen reals. In M[G], let U ∈ Ω(X) be a cover consisting of open sets in M.
According to Lemma 3.3 of [11] , the Lindelöf property is preserved by adding uncountably many Cohen reals. The proof of that Lemma also shows that the Lindelöf property is preserved by adding countably many Cohen reals. Thus, in M[G], all finite powers of X are Lidenlöf, and therefore U contains a countable member of Ω(X). Thus, we may assume that U is countable, and hence is determined in an extension by countably many Cohen reals. As the poset for adding countably many Cohen reals is countable, it is isomorphic to {0, 1} <ℵ 0 . Thus, we may assume that P = {0, 1} <ℵ 0 . Let p 0 ∈ P be a condition forcing the above-mentioned properties of U. To simplify our notation, assume that p 0 is the trivial condition, or replace P by the conditions stronger than p 0 . Work in M.
Fix p ∈ P. Let U p = U : ∃q ≤ p, q U ∈U .
Then U p ∈ Ω(X). As X is a γ space, we may, by thinning out U p , assume that U p ∈ Γ(X). Thus, by further thinning out, we may assume that the sets U p , for p ∈ P, are pairwise disjoint. As X satisfies S 1 (Ω, Γ) (the property S 1 (Γ, Γ) suffices here), there are elements U p ∈ U p for p ∈ P such that { U p : p ∈ P } ∈ Γ(X). As the families U p are pairwise disjoint, the sets U p are distinct for distinct conditions p ∈ P. For each p ∈ P, pick a condition q p ≤ p forcing that U p ∈U.
As the set { q p : p ∈ P } is dense in P, its intersection with G is infinite. Thus, the family { U p : q p ∈ G }, which is a subset of U, is infinite. As { U p : p ∈ P } ∈ Γ(X), we have that
In [ In the proof of our theorem, we use a technical lemma, whose proof applies the Rothberger game G 1 (O, O). This is a game for two players, ONE and TWO, with an inning per each natural number n. In the n-th inning, ONE picks a cover U n ∈ O(X), and TWO responds by picking an element U n ∈ U n . ONE wins if { U n : n ∈ N } is not a cover of X. . Let U n : n ∈ N ∈ M be a sequence of open covers of X. Since X is Lindelöf, we may assume that, for each n, there is an enumeration U n = { U n m : m ∈ N }. Let G be Pgeneric over M, and g = G ∈ N N be the corresponding Cohen real. By genericity, the family { U n g(n) : n ≥ k } is a cover of X for each k. If the family { U n g(n) : n ∈ N } has a finite subcover { U n g(n) : n < k }, then (since the restriction of g to {0, . . . , k − 1} is in M) this finite subcover is in M, and we are done. Thus, assume that this is not the case. 6 A simple proof is given, e.g., in [46] .
By (2), there is a function
Work in the ground model. For p ∈ P and K ∈ N, let
Then X = (p,K)∈P×N X(p, K), a countable union. We may assume that, for each k, U k+1 is a refinement of U k .
Claim 5.3. In M, for each pair (p, K) ∈ P × N and each K 0 ∈ N, there are K 1 ∈ N and a sequence m n :
Thus, we may assume that K 0 ≥ K. Take q ≤ p and
Using the claim, pick numbers K 1 and m n for
Continuing in this manner, we obtain a sequence m n : n ∈ N ∈ M in N such that (1) q 0 = p; (2) q m+1 U m ∈U for all m; and (3) { U m : m ∈ N } is a cover of X.
Proof. For each condition q ∈ P, let U q = U : ∃r ≤ q, r U ∈U .
Then U q ∈ M, and is a cover of X.
Define a strategy for ONE in the Rothberger game G 1 (O, O) on X, as follows. Let q 0 = p. ONE's first move is the cover U q 0 . Suppose that TWO responds with an element U 0 ∈ U q 0 . Then ONE picks 7 a condition q 1 ≤ q 0 forcing that U 0 ∈U, and plays U q 1 . If TWO responds with an element U 1 ∈ U q 1 , then ONE picks q 2 ≤ q 1 forcing that U 1 ∈U, and plays U q 2 , and so on. By Pawlikowski's Theorem [27, Theorem 1], since X satisfies S 1 (O, O), the strategy thus defined is not a winning strategy. Let q m : m ∈ N and U m : m ∈ N be the sequences occurring during a play lost by ONE. Then (1)- (3) hold. By enlarging the numbers k(n, p), we may assume that the displayed enumeration is bijective.
Let G be P-generic over M. Fix n. The set { q n,p k(n,p) : p ∈ P } is dense in P. Let p n be a condition such that q n,pn
As our enumeration is bijective, we have that
This completes the proof.
Remark 5.5. In Theorem 5.2, the only implication that uses the premise that the points of the space are G δ is "(3) ⇒ (2)". Since this hypothesis is very mild, we have not tried to eliminate it.
Theorem 5.2 has the following corollary.
Corollary 5.6. For spaces with points G δ , the Gerlits-Nagy property (*) (equivalently, the conjunction of U fin (O, Γ) and S 1 (O, O)) is preserved by Cohen forcing.
C p theory and more applications
For a space X, let D(X) be the family of all dense subsets of X. Spaces satisfying S fin (D, D) are also called selectively separable or M-separable, and spaces satisfying S 1 (D, D) are also called R-separable-see [10] for a summary and references.
8 For a space X and a point x ∈ X, let Ω x (X) be the family of all sets A ⊆ X with x ∈ A \ A. A space X has countable fan tightness if S fin (Ω x , Ω x ) holds at all points x ∈ X. It has strong countable fan tightness if S 1 (Ω x , Ω x ) holds at all points x ∈ X. When the space X is a topological group, it suffices to consider S fin (Ω x , Ω x ) and S 1 (Ω x , Ω x ) at the neutral element of that group.
Generalizing results of Scheepers [33, Theorems 13 and 35], Bella, Bonanzinga, Matveev and Tkachuk prove in [7, Corollary 2.10 ] that the following assertions are equivalent for every space X and each S ∈ {S 1 , S fin }:
(1) C p (X) satisfies S(D, D); (2) C p (X) is separable and satisfies S(Ω 0 , Ω 0 ); (3) X has a coarser, second countable topology, and satisfies S(Ω, Ω).
Corollary 6.1 (CH).
There are sets X, Y ⊆ R such that the spaces C p (X) and C p (Y ) are Fréchet-Urysohn, and their product Let X and Y be as in Corollary 6.1. Let D n : n ∈ N be a sequence of countable dense subsets of C p (X) × C p (Y ) witnessing the failure of S fin (D, D) for C p (X) × C p (Y ). Let A and B be the groups generated by the projections of n D n on the first and second coordinates, respectively. As being Fréchet-Urysohn is hereditary, the countable groups A and B are Fréchet-Urysohn. As A × B contains D 0 , it is dense in C p (X) × C p (Y ). The sets D n are contained in A × B, and are dense (in particular) there. Assume that there are finite sets
To what extent is the Continuum Hypothesis necessary for Theorem 3.2? Typically, in the field of selection principles, Martin's Axiom suffices to establish consequences of the Continuum Hypothesis. Surprisingly, this is not the case here. The following theorem is an immediate consequence of a result of Barman and Dow [4, Theorem 3.3] . PFA stands for the Proper Forcing Axiom, an axiom that is strictly stronger than Martin's Axiom. Theorem 6.3 (PFA). All finite products of separable metric γ spaces satisfy S fin (Ω, Ω).
Proof. According to a result of Barman and Dow [4, Theorem 3.3] , PFA implies that all finite products of countable Fréchet-Urysohn spaces satisfy S fin (D, D). We consider products of two sets. The generalization to arbitrary finite products is straightforward.
Assume that X and Y are separable metric γ spaces and X ×Y does not satisfy S fin (Ω, Ω). In the Cohen model, a result stronger than Theorem 6.3 follows from another result of Barman and Dow [4] . Proof. Let X be a Tychonoff γ space. Then C p (X) is Fréchet-Urysohn. Fix a countable dense subset D of C p (X). Then D is Fréchet-Urysohn. According to [4, Theorem 3.1] , in the Cohen model, all countable Fréchet-Urysohn spaces have π-weight is at most ℵ 1 . It follows that the π-weight of D is at most ℵ 1 . By the density of D, the π-weight of C p (X) is at most ℵ 1 . In a topological group, if U is a pseudo-base, then the set { U −1 · U : U ∈ U } is a local base at the neutral element. Thus, the cardinality of X, which is equal to the character of C p (X), is at most ℵ 1 .
As ℵ 1 < d in the Cohen model, the consequence that products of γ spaces in R satisfy S fin (Ω, Ω) there is trivial, i.e., follows from sheer cardinality considerations.
The following theorem solves, in the negative, Problem 3.1 (and thus also Problems 3.2 and 3.3) of Samet-Tsaban [44, §3] . 10 This problem asks whether every set X ⊆ R with the Hurewicz property, and with Menger's property in all finite powers, necessarily has the Hurewicz property in all finite powers. Theorem 6.5 also provides a consistently positive answer to Problem 3.4 there, since adding ℵ 1 Cohen reals to a model of the Continuum Hypothesis preserves the Continuum Hypothesis.
Theorem 6.5. In any model obtained by adding uncountably many Cohen reals to a model of the Continuum Hypothesis, there is a set X ⊆ R such that X satisfies S 1 (T, Γ) and S 1 (Ω, Ω), but its square X 2 does not satisfy U fin (O, Γ).
Proof. In the ground model, using the Continuum Hypothesis, let X be the set in the proof of Theorem 4.2. Move to the generic extension. By Theorem 5.1, the set X remains the union of two γ spaces. Thus, X satisfies S 1 (T, Γ). All finite powers of ground model sets, including X, satisfy S 1 (O, O) in the extension [36, Theorem 11] . Equivalently, X satisfies S 1 (Ω, Ω). By Theorem 4.2, in the ground model, the square X 2 does not satisfy S fin (O, O), and thus does not satisfy U fin (O, Γ). It follows that, in the extension, the square X 2 does not satisfy U fin (O, Γ) [36, Theorem 37] .
Similarly, we have the following. [6] ). Also, for x ∈ X, let Γ x be the family of all countable sets converging to x. Spaces satisfying S 1 (Γ x , Γ x ) are also called α 2 spaces.
Corollary 6.7. In any model obtained by adding uncountably many Cohen reals to a model of the Continuum Hypothesis, there is a set X ⊆ R such that the space C p (X) satisfies
Proof. Let X be the set from Theorem 6.5. As X satisfies S 1 (Ω, Ω), the space C p (X) satisfies S 1 (D, D) [33, Theorem 13] . As X satisfies S 1 (Γ, Γ), the space C p (X) satisfies S 1 (Γ 0 , Γ 0 ) [30, Theorem 4] . As X 2 does not satisfy U fin (O, Γ), the space C p (X) does not satisfy S fin (D, D Γ ) [6, Theorem 40] .
By the usual method used in the earlier proofs, Corollary 6.7 has the following consequence. 
The product of an unbounded tower set and a Sierpiński set
We conclude this paper with a proof that, for each unbounded tower
∞ and each Sierpiński set S, the product space (T ∪ [N] < ∞ ) × S satisfies S 1 (Γ, Γ). In fact, we prove a more general result.
For each unbounded tower The property S 1 (B Γ , B Γ ) is equivalent to the Hurewicz property for countable Borel covers, and also to the property that all Borel images in the Baire space N N are bounded [37, Theorem 1].
∞ be an unbounded tower. For every space Y satisfying S 1 (B Γ , B Γ ), the product space
By shrinking the elements of U, we may assume that U n ∩ ({n} × Y ) = ∅ for all n. Consider the functions f , g :
By our assumption on U, we have that f (y)(n) ≤ n.
, the sequence f (y)(n) : n ∈ N converges to infinity for each y ∈ Y . Φ(y)(n)(k) = ∞ if P ({0, . . . , f (y)(n) − 1}) × {y} ⊆ U n,k , and if not, then Φ(y)(n)(k) is the minimal l such that [s, l] × {y} ⊆ U n,k for all s ⊆ {0, . . . , f (y)(n) − 1}. Since P ({0, . . . , f (y)(n)−1})×{y} ⊆ U n , by the definition of f , there is k such that P ({0, . . . , f (y)(n)− 1}) × {y} ⊆ U n,k . Thus, the set { k : Φ(y)(n)(k) = ∞ } is finite. Moreover, the sequence Φ(y)(n)(k) : k ∈ N is nonincreasing (we assume that i < ∞ for all i), and Φ(y)(n)(k) ≥ g(y)(n) for all k. Set h(y)(n) = min { Φ(y)(n)(k) : k ∈ N }. It follows that h(y)(n) ≥ g(y)(n) for all n. Thus, it suffices to prove that h : Y → N N is Borel, which follows as soon as we prove that Φ : Y → N N N is Borel.
Fix n, k ∈ N and m ∈ N. We need to show hat the set A = { y ∈ Y : Φ(y)(n)(k) = m } is Borel. Consider the two possible cases. Case 1: m = ∞. In this case,
As the function f is Borel, the set { y ∈ Y : f (y)(n) = l } is Borel. The set { y ∈ Y : (s, y) / ∈ U n,k } is a clopen subset of Y for all s ⊆ l. Thus, A is Borel. Case 2: m ∈ N. In this case,
As the function f is Borel, the latter set is Borel. Indeed, for each
There is an increasing function c ∈ N N such that, for each y ∈ Y ,
for all but finitely many n. Applying the same argument infinitely many times we can get an increasing sequence α n : n ∈ N of ordinals below b, and for every n a sequence V Since the functions f k and h k are Borel, so is the function d, and hence there is an increasing x ∈ N N such that d(y) ≤ * x for all y ∈ Y . We may assume that c k+1 (x(k + 1)) > c k (x(k) + 2) for all k. Let α < b be such that the set I = { k : x α ∩ [c k (x(k)), c k (x(k) + 2)) = ∅ } is infinite. Fix β ≥ α and y ∈ Y , and find k 0 such that x β \ x α ⊆ k 0 and d(y)(k) ≤ x(k) for all k ≥ k 0 . Then, for all k ≥ k 0 in I, we have that x β ∩ [c k (x(k)), c k (x(k) + 2)) ⊆ x α ∩ [c k (x(k)), c k (x(k) + 2)) = ∅. Consequently, x β ∩[f k (y)(c k (x(k) + 1)), h k (y)(c k (x(k) + 1))) = ∅, and hence x β ∩ [f k (y)(c k (x(k) + 1)), g k (y)(c k (x(k) + 1))) = ∅. Thus, (x β , y) ∈ [x β ∩ f k (y)(c k (x(k) + 1)), g k (y)(c k (x(k) + 1))].
By the definitions of f k and g k , the latter open set is a subset of U k c k (x(k)+1) . Therefore, for every β ≥ α and y ∈ Y , we have that (x β , y) ∈ U k c k (x(k)+1) for all but finitely many k ∈ I. As the covers U k get finer with k, this completes our proof.
As the unbounded set T in Theorem 7.1 is a Borel subset of the space T ∪ [N]
< ∞ , the latter space does not satisfy S 1 (B Γ , B Γ ). In particular, it is not productively S 1 (B Γ , B Γ ). < ∞ , provably, productively S 1 (Γ, Γ)? Is this the case assuming the Continuum Hypothesis?
