Computational Fluid Dynamics (CFD) is increasingly being used to analyse complex flows. However, to perform a comprehensive analysis over a given time period, a large amount of data is provided and therefore a method for reducing the storage requirements is considered. The Proper Orthogonal Decomposition (POD) is a widely used technique that obtains low-dimensional approximate descriptions of high-dimensional processes. To demonstrate the potential for reduction in data storage, and the potential use of POD in CFD, the cavity flow case is used. This case is a challenge for CFD due to its unsteady nature and high frequency content. The POD modes were constructed using flow-field snapshots taken at regular intervals. Spatial POD modes for the cavity case showed that the modes came in pairs with a 90°phase shift. The lower modes represented the large dynamics of the shear layer and the higher modes the small scale turbulent structures. Reconstructions of the flow-fields showed that the very large dynamics could be represented with as few as 11 modes. However, approximately 101 modes (85% of the flow energy) were needed to approximate the frequency spectra below 1 kHz. Therfore a reduction of 70% in disk storage would be achieved over storing the complete set of flow-field snapshots produced by CFD. (such as pressure transducers) have high temporal resolution but low spatial resolution, which makes a comprehensive investigation into a complex flow difficult to achieve. As a consequence, Computational Fluid Dynamics (CFD) is increasingly being used. CFD simulations have the potential to be high both in spatial and temporal resolution. New methods are constantly being developed in order to increase the accuracy of the analyses. These methods are very computationally demanding and therefore High Performance Computing (HPC) has become an essential tool in CFD and makes the analysis of large scale engineering problems possible within realistic time scales. As solutions become more accurate, more data needs to be stored and processed. There are two problems with storing large amounts of data: the first is the available capacity for storage and the second is having the computational resources to post process the data, which is a particular problem for visualisation software. Although parallel systems are available, the majority only run on a single processor and therefore have memory limitations. A major factor contributing to the level of computational resources required is turbulence modelling. Turbulence, by nature, is three-dimensional, irregular and highly non-linear. Direct Numerical Simulation (DNS) resolves all the turbulent scales directly on the grid, and requires very high spatial and temporal resolution and so is currently restricted to low Reynolds number flows. Large-Eddy Simulation (LES) resolves the larger, energy containing eddies on the grid but then models the smaller eddies using a sub-grid scale model and filtering. Although this makes the computational demands lower than DNS, overall, LES only gives 10 times higher Reynolds numbers than DNS and so is of limited application for complex flows. Alternatives include Reynolds-Averaged Navier-Stokes (RANS) or hybrid RANS-LES methods such as Detached-Eddy Simulation (DES). RANS splits each flow quantity into a mean part and a fluctuating part. For some flows, large scales exist for large time periods, which need to be accounted for. The result is known as Unsteady RANS (URANS) and it models all the turbulent scales. Although the computational demands are significantly lower, it cannot give accurate predictions for flows with turbulent scales over a large frequency range. Recently, hybrid methods, such as DES, have gained popularity. The original idea of DES was postulated by Spalart et al. [1] and involves using RANS for the near-wall
and boundary layer and LES everywhere outside. This decreases the spatial and temporal demands, which are highest in the near-wall regions.
The current study focuses on cavity flows, which are known for their highly unsteady nature. Flows over cavities have been studied experimentally since the implementation of weapons bays into military aircraft in the mid 1950's [2, 3] . Such flows are of interest in both the aerospace and automotive industries due to the large amounts of noise created. This unsteady flow-field is composed of a substantial broad-band spectrum of flow scales and frequencies on top of which, a set of narrow-band tones are present. These tones are usually termed Rossiter modes [4] and an empirical formula is available for the estimation of their frequencies. Rossiter based the formula on experimental results over a range of Mach numbers from 0.4 to 1.4 and on various cavity aspect ratios. However, outside this range the accuracy of the predictions decreases and so Heller et al. [5] modified the original formula to compensate. The modified version is as follows: (1) where ƒ m is the frequency of mode m, U ∞ and M ∞ is the free-stream velocity and Mach number respectively and L is the cavity length. γ is the ratio of specific heats, α represents a phase shift and κ v is a constant dependant on the cavity geometry and test conditions. These constants have the values 1.4, 0.25 and 0.57 respectively. The formula is used here for comparisons with CFD results. The lowest Rossiter frequency is also used to provide estimates of the longest flow period.
The introduction of stealth technology into military aircraft has created the need for internal store carriage, which increased interest in cavity flows [6, 7, 8] . The flow over a cavity is highly complex, even for idealised geometries, which makes it a major challenge for CFD. Early numerical studies of cavity flows began with employing URANS [9] . However, it became apparent that URANS was not capable of predicting the effect of the range of turbulent scales that exist in the cavity. Therefore studies moved towards LES [10, 11, 12] and DES [12, 13, 14] , which provided much better agreement with experimental data.
The highly unsteady nature and complexity of cavity flow means that the computational resources needed for a single simulation are high. If many simulations are needed (such as in a flow control study [14] ), then the storage requirements increase on the order of Terabytes [15] . Therefore, a method for reducing the storage requirements is considered. The Proper Orthogonal Decomposition (POD) is widely used for low-order modelling, with previous applications in CFD including flows over circular cylinders and aerofoils. For these simple flows, only a few modes are needed to reconstruct the flow-field, making the level of data compression far greater than any lossless method currently available [15] . Only recently have POD analyses been conducted on flows as complex as cavities. For example, a study by Podvin et al. [16] suggested that over 90% of the energy in the cavity flow problem could be reconstructed from 100 POD modes. However, the numerical simulation was performed at low speed and at a Reynolds number of only 4000. At higher Reynolds numbers, the flow is more turbulent and would therefore generate a wider spectrum of spatial and temporal structures. As a result, the number of modes needed to recreate the original flow-field data would be significantly higher, although the amount of storage for the modes should still be significantly less than storing all the original flow field data files.
In view of the above, the two main objectives of the current study are to assess POD as a data compression technique and to use the reduced-order reconstructed flow-fields to gain further insight into the dynamics of cavity flows.
NUMERICAL METHODS

CFD Flow Solver
The Parallel Multi-Block (PMB) flow solver solver has been successfully applied to a variety of problems including cavity flows, hypersonic film cooling, spiked bodies, flutter and delta wing flows amongst others [17] . The governing equations are the unsteady three-dimensional compressible Navier-Stokes equations, written in dimensionless form as: (2) where Re is the Reynolds number, Q contains the unsteady terms and F, G and H are spatial flux vectors and have been split into their inviscid (i) and viscous (v) parts. The source vector is denoted by . In this work, contains terms related to the employed turbulence models.
The code solves the governing equations on multi-block structured grids using a cell-centred finite volume method. The convective terms are discretised using either Osher's or Roe's scheme. MUSCL interpolation is used to provide formally third order accuracy and the Van Albada limiter is used to avoid
Understanding Cavity Flows using Proper Orthogonal Decomposition and Signal Processing spurious oscillations across shocks. The time-marching of the solution is based on an implicit, dual time-stepping method. The final algebraic system of equations is solved using a Conjugate Gradient method, in conjunction with Block Incomplete Lower-Upper factorisation. A number of turbulence models including one and two-equation statistical models as well as LES and DES formulations have been implemented into the code. More details of the employed CFD solver and turbulence models are given in Nayyar et al. [12] For the work presented in this paper, DES was employed along with the Spalart-Allmaras turbulence model [1] .
The Proper Orthogonal Decomposition
The Proper Orthogonal Decomposition (POD) is a mathematical technique used in many applications, including image processing, signal analysis and data compression [18] . It aims to eliminate information which has little impact on the overall process. It was first introduced in the context of fluid mechanics and turbulence by Lumley [19] to decompose the flow into modes. These modes identify the large coherent structures which contribute to the flow. Many applications of POD use the 'method of snapshots', which was introduced by Sirovich [20] for high spatially resolved data. The 'snapshots' are taken at instances in time so that various states of the flow field are represented. The POD modes Φ can then be expressed in terms of a linear combination of the snapshots u k :
where c k are scalar coefficients. The problem then involves finding the eigenvalues and eigenvectors of [21] : (4) where U is a symmetric N × N matrix and is defined as: (5) where 〈.,.〉is the inner product. The matrix c containing the eigenvectors are the temporal modes a(t ). The POD modes Φ can then be found using Equation 3. The eigenvalues from the decomposition (λ) are representative of the amount of energy stored in each mode of the flow. A nominal criterion, given by
Sirovich [20] , is that the number of modes retained (n) should be equivalent to 99% of the energy: (6) The original flow solution u(x, t) can then be reconstructed in terms of the first n POD modes:
Applications of this method to cavity flow problems have shown that far fewer modes were needed in order to reconstruct the flow-field, with the resultant energy captured closer to 70% [22, 16, 15] . The snapshots are usually taken at key states of the flow. However, the flow over a cavity is extremely complex and contains frequencies over a broad range and so snapshots were taken at regular intervals in the flow over a time period equal to 10 periods of the lowest Rossiter mode (T Rossiter 1 ). The estimated value of T Rossiter 1 was provided by Equation 1 as previously discussed.
The scalar POD method is used [21] and so each flow variable has its own set of eigenvalues, spatial and temporal modes. Also, the POD is applied to the snapshots with the mean included. Although some applications remove the mean flow-field before performing the POD, a study by Gloerfelt [23] showed that better data compression can be achieved if the mean is retained as it enables a time variance in the mean flow-field. In this case, the first mode represents the mean flow-field and so would typically contain a large portion of the energy within the flow.
Parallel Code Design
Routines from a scientific library were utilised to implement the POD method since they are highly optimised. In order for libraries to be utilised in this project, they had to initially satisfy four conditions: they should be parallel, portable, available within the public domain and be able to perform computations on dense matrices. Many different libraries were considered [15] ; however, it was decided to use routines from the ScaLAPACK (Scalable Linear Algebra PACKage) library [24] .
The CFD flow-solver is written in the C programming language and so it is retained here for the POD code. The input matrices are required to be distributed in a two-dimensional block-cyclic fashion over the processors. This makes the
52 Understanding Cavity Flows using Proper Orthogonal Decomposition and Signal Processing computations on dense matrices, such as Gaussian elimination, very efficient for distributed memory architectures. Also ScaLAPACK is written in Fortran 77 and so all variables have to be passed by reference when calling any of the routines. When the libraries are linked to a C program, passing single variables is a simple process. However, it means that extra care has be be taken when allocating multi-dimensional arrays that all the data is contiguous in memory. The ScaLAPACK library is written on top of four other libraries: BLAS (Basic Linear Algebra Subprograms), BLACS (Basic Linear Algebra Communication Subprograms), LAPACK (Linear Algebra PACKage) and PBLAS (Parallel BLAS) and so any routines in these four libraries can also be used in conjunction with ScaLAPACK. Pseudo code for the POD can be seen in Figure 1 . The dimensions of the process grid are obtained using the MPI library (line 2 in Figure 1 ), but it is then set up using the BLACS library (line 3). The call to the BLACS library produces a handle variable for the setup of the grid, which is 
CAVITY FLOW COMPUTATION
The flow domain used for computation is shown in Figure 2 , along with the applied boundary conditions. The cavity was modelled on the experimental setup of Nightingale et al. [25] , with all solid surfaces having no-slip boundary conditions. The domain extended five cavity lengths above the surface of the plate and two cavity lengths around the plate on each side. The boundary conditions for extra section around the plate imposed a slip condition so no boundary layer would build up. The grid consisted of 5 million cells, with approximately 25% of the points located within the cavity. The specifications of the simulation are given in Table 1 . The computation had a time-step of 1.84 × 10 −6 seconds, which was needed to resolve high frequencies in the flow. The time step equated to a frequency of 543 kHz and so according to the Nyquist theorem, the highest frequency which was accurately resolved by the computation was 272 kHz. The Nyquist theorem then needs to be applied again for sampling the data and so the highest possible sampling frequency that could be used to gain unsteady pressure measurements from the flow was 136 kHz. Further, all the numerical data was down-sampled to match the sampling frequency of the experimental data. The total runtime of the simulation was 0.17 seconds, where the first 0.02 seconds (3 × T Rossiter 1 ) were discarded and so gave approximately 0.15 seconds (24 × T Rossiter 1 ) of data.
Overview of Results
Detailed analyses for the clean cavity, as well as cavities with passive flow control devices can be found in Refs [13] and [14] . Therefore only a brief description of the results will be presented here. Experimental data was provided by experiments by Ross [8] and Nightingale et al. [25] . The Power Spectral Density (PSD) at a points close to the aft wall of the cavity and the Overall Sound-Pressure Level (OASPL) along the cavity floor are shown in Figure 3 . The PSD was calculated using the autoregressive spectral method of Burg [26] and the details of the post-processing can be found in Ref [14] . The PSD shows the existence of multiple high amplitude tones and compare well to the frequency predictions from Rossiter's formula (Equation 1). In comparison to the experimental data, it can be seen that the magnitudes of the tones are predicted well, although the frequencies at which the tones occur are slightly overpredicted. [25] . PSD plots are presented in terms of Sound-Pressure spectrum Level (SPL) [14] . The error bars in the OASPL denote minimum and maximum values from the different sections of the experimental data. The PSD, however, does not contain any phase information and it has been shown by numerous studies that these tones do not necessarily co-exist [11, 13, 27] . Instead, energy is exchanged between the modes. This can be seen by performing Joint Time-Frequency Analysis (JTFA) [28] on a signal, which shows the varying magnitudes of each mode (Figure 4 ). It can be seen that in both the experimental and numerical data, the mode with the highest Band-Integrate Sound-Pressure Level (BISPL) changes over time. This mode switching phenomenom makes comparisons more challenging. Therefore in the OASPL (Figure 3 (b) ), the experimental data was shortened to the numerical signal length and the minimum and maximum fluctuations in the full signal are represented by the error bars. These fluctuations were computed by splitting the experimental signal up into sections of length equal to the numerical data, with the sections also having a 90% overlap. The OASPL was then computed for each section of the maximum and minimum values found. The OASPL shows that the magnitude of the pressure fluctuations were generally overpredicted, although the overprediction is relatively constant along the whole length of the cavity. This overprediction is seen in many studies of cavity flows [14] . The similarity of the numerical and experimental curves suggests that the flow structures inside the cavity were well predicted by the DES model. The Rossiter modes are mainly driven by large scale dynamics of the cavity, whereas the small scale structures make up the 'broadband noise' seen in PSD plots. These small structures can be seen in Figure 5 (a), which shows Mach number contours at the cavity centerline. It can also be seen that the flow-field is most complex within the shear layer and around the aft wall of the cavity.
Turbulent structures are inherently three-dimensional and so to better identify them within the flow, instantaneous iso-surfaces of Q-Criteria are shown in Figure 5(b) . Hunt et al. [29] proposed the Q-Criteria to identify vortex cores and reflects the amount of strain and vortical motions in a vector field. Let ∇u denote the gradient of the velocity field. The Q-Criteria is then is defined as the positive second invariant of the velocity gradient tensor:
where S and Ω are the symmetric and anti-symmetric components of ∇u. The strain tensor is defined as the symmetric part and the antisymmetric part is closely related to the vorticity. Thus, the Q-Criteria represents the local balance between shear strain rate and vorticity magnitude [30] . Where Q > 0, vorticity dominates strain and so identifies a vortex region. It can be seen from Figure 5 (b) that the cavity flow-field was characterised by structures emanating from the breakdown of the shear layer. These structures occupied the latter two-thirds of the cavity and interact with the aft wall, contributing to the broadband noise. In the literature, the properties of the shear layer are summarised using the development of the momentum thickness along the shear layer as presented in Table 2 . For low cavity aspect ratios a relatively high initial spread rate is observed. This tends to decrease with the increasing L/D ratio and for the current study a spread rate of 0.031 is obtained. This compares well with results reported from other researchers and establish confidence on the accuracy of the simulation. The resolution of the shear layer is central in obtaining the correct flow dynamics since its breakdown is responsible for a large part of the broadband spectrum and the location of the breakdown influences the dynamics of the larger flow structures formed inside the cavity.
POD Analysis
To construct the POD modes, 351 snapshots were taken at regular intervals in the flow over a time period equal to 10 periods of the first Rossiter mode. This selection was limited by the available disk storage which for the 351 snap-shots approached 80 GBytes. The POD was performed on the five primitive variables: pressure, u, v and w velocities and density. The energy contained in
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Understanding Cavity Flows using Proper Orthogonal Decomposition and Signal Processing Table 3 . With the first mode ignored, the energy fraction per mode and the cumulative energy are shown in Figure 6 . The pressure modes contain much more energy in the lower modes than the other variables, especially compared to the velocity variables. The third column of Table 3 shows the number of modes that would be needed to fulfil the nominal criteria of capturing 99% of the energy. It can be seen that pressure has the lowest value, although this is still 254 modes from a possible 351. This equates to retaining 72% of the total number of modes. The spatial modes for the clean cavity can be seen in Figure 7 . It can be seen that some of the mode shapes are similar to those of Gloerfelt [23] even though a higher L/D ratio cavity is used in the current study. In general, the modes come in pairs with a 90 ο phase shift and the higher modes contain the smaller spatial scales. The lowest modes shown are likely to be due to the oscillations of the shear layer.
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Flow-Field Reconstructions
The three-dimensional cavity was reconstructed using 2, 11, 51, 101 and 201 modes. The cavity flow-fields from the reconstructions are shown in Figures 8  and 9 . Contours of Mach number at the cavity centerline (Figure 8) show that the full dynamics of the shear layer is only represented when 201 modes are used. This is also true when looking at the Q-criteria, where it can be seen that the small scales in the flow need a large number of modes to be reconstructed. Structures inside the cavity only begin to appear when 101 modes are used. Errors in values for the Mach Number between the original flow-field and the reconstructed flow-fields are shown in Figure 10 . The errors are calculated in percentage of the free-stream values using the formula:
where M freestream has the value of 0.85. The contours values in Figure 10 for the error in Mach number range from −25% to +25%. The reconstruction using 51 modes contains numerous areas where the error is more than 25% of the freestream value. The areas of high error are generally restricted to the aft half of the cavity. Reconstructions from 101 modes give significant improvement, although errors can still be seen in areas around the aft wall and shear layer where the smallest structures occur. The increase to 201 modes reduces the maximum error at any point in the flow-field to approximately 12%, with the areas of highest error again around the aft wall and shear layer. It should be noted that the time-varying mean flow-field (POD mode 1) is always included in the reconstructions. Therefore when the reconstructed data are averaged, the flow-field is unaffected by the number of modes used in the reconstruction. Figure 11 shows the PSD of a time signal from a single point in the reconstructed flow-fields. The frequency spectra are based on fluctuating variables and so give a clear picture of the effect of increasing the number of modes when trying to reconstruct the original signal. The differences between the reconstructions of the pressure and U velocity are quite significant. This is due to the vastly different energy content between the two variables, as summarised in Table 3 . Looking at the pressure signal first, an interesting point is that the magnitudes of the two most energetic Rossiter modes (2nd and 3rd peaks) are captured quite accurately using just two modes. This is indicative of the large scale dynamics in the flow which contribute to the Rossiter modes. However, other tones and the broadband noise is not captured well. An increase to 11 modes resolves some of the other tones, but not the broadband above 1 kHz. On the other hand, 51 modes capture the tones and also show broadband content of a magnitude similar to the original signal. This result suggests that the amount of energy needed to resolve the spectrum below 1 kHz is approximately 70%. However, it has to be increased to 90% to resolve the spectrum up to 3 kHz.
The frequency spectra for the U velocity show that both reconstructions with 2 and 11 modes captures very little in terms of tones and broadband. An increase to 51 modes begins to capture the spectrum below 1 kHz, with 101 modes capturing most of it. However, the above 1 kHz it is still not captured well. Only an increase to 201 modes (which equates to 94% of the fluctuating energy) has high frequency content at a similar magnitude to the original signal. In conclusion, it can be seen that the low frequency part of the signal can be represented with relatively few modes, since this is caused by the large structures in the flow. However, to capture the higher end of the spectrum, a significantly larger number of modes is needed. Figure 12 shows the OASPL along the cavity floor and shear layer, for both the original and reconstructed signals. It was shown in the PSD that 2 modes captured the peak magnitude of the tones; however, it can be seen here that the rest of the frequency spectra was not captured well enough to accurately reproduce the OASPL. The OASPL along the floor is well represented using 11 modes, with levels having an almost constant lower value of only 1 dB. Since the structure of the flow is more complex at the shear layer, the reconstructed levels have lower values between 2 to 4 dB. Using 51 modes gives lower values of less than 1 dB both along the floor and shear layer. The cross correlation between points x/L = 0.95 and x/L = 0.05 along the floor and shear layer are shown in Figure 13 . These plots show that the reconstructions not only capture the energy at single locations, but also preserve the dynamics of the whole flow-field. Along the floor, the experimental data is also shown. The peak at approximately 1.27 × 10 −3 represents the reflected pressure waves from the aft wall, which travel back up the cavity at the speed of sound. This peak is seen in both the numerical and experimental data. As with the PSD and OASPL, the correlation at both locations is quite well represented using 11 modes, although 51 modes has less discrepancies at the shear layer.
These results confirm that although a high spatial and temporal resolution is required to resolve all the small scales in the flow, it is not necessary to retain all the information. In practical terms, cavity flows are studied with the aim of reducing the high amplitude tones below 1 kHz. These are well represented using 51 modes for the pressure and 101 modes for the velocity. Therefore from Figure 6 and Table 3 , approximately 80-85% of the flow energy should be retained. This results is encouraging as only storing 101 modes means the data storage would be reduced by approximately 70%.
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Comparison with Lossless Compression Techniques
As an indication of the potential for data compression, Table 4 compares the requirements for storing the full amount of data to the reduced storage for the POD and for lossless compression methods. As stated previously, the requirements for all the data approached 80 GBytes for a single computation. Decomposing the flow in POD modes, additional temporal files were created over the spatial files and so the storage needed increased slightly; however, not all the modes were stored. Based on the conclusions above, only retaining 101 modes reduced the storage by 71% to 22 GBytes. Figure 12 , where the dashed black line in (a) is for the experimental data [25] . The files were then compressed using the lossless GZIP utility (which uses the Lempel-Ziv algorithm, also used in zip and PKZIP) and reduced the size to 53 GBytes, which equated to a compression of only 30%. However, note that the spatial POD modes could also be compressed using the GZIP utility and so further reduced the requirements of the POD to only 15 GBytes, or 80% of the original size.
CONCLUSIONS
The Proper Orthogonal Decomposition was used to examine the possibility of reducing the storage requirements for complex flow simulations. To this end, the cavity flow problem was used as an example [13, 14] .
Spatial POD modes for the cavity were presented and showed that generally the modes came in pairs with a 90 o phase shift. The lower modes represented the large dynamics of the shear layer and the higher modes the small scale turbulent structures. This was also shown in the reconstructed flow-fields, where a large number of modes were needed reconstruct the iso-surfaces of Q-Criteria. Errors in the velocity field were still at 12% of the free-stream values when using 201 POD modes for the reconstructions. However, the computed frequency spectra, overall sound-pressure levels and cross correlations showed that approximately 85% of the flow energy needed to be retained for an accurate flow-field reconstruction. For this flow case. it equated to retaining 101 POD modes and so meant that a reduction of 70% in disk storage would be achieved over storing all 351 flow-field files.
Future work on the subject relates to further integration of the method into the flow solver. To achieve this, the method requires that the POD modes be computed on an initial data set and then incrementally updated as new solutions are produced.
