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In a micro ring of a superconductor with a spin-triplet equal-spin pairing state, a fluxoid, a combined object
of magnetic flux and circulating supercurrent, can penetrate as half-integer multiples of the flux quantum. A
candidate material to investigate such half-quantum fluxoids is Sr2RuO4. We fabricated Sr2RuO4 micro rings
using single crystals and measured their resistance behavior under magnetic fields controlled with a three-
axes vector magnet. Proper Little-Parks oscillations in the magnetovoltage as a function of an axially applied
field, associated with fluxoid quantization are clearly observed, for the first time using bulk single crystalline
superconductors. We then performed magnetovoltage measurements with additional in-plane magnetic fields.
By carefully analyzing both the voltages V+ (V−) measured at positive (negative) current, we find that, above
an in-plane threshold field of about 10 mT, the magnetovoltage maxima convert to minima. We interpret this
behavior as the peak splitting expected for the half-quantum fluxoid states.
Recently, it has been recognized that Majorana particles,
which have unusual equivalence to their own antiparticles and
have been long sought in elementary particle physics, can
be realized as quasiparticle excitation in condensed-matter
systems such as topological superconductors [1]. In partic-
ular, Majorana zero modes (MZMs), the zero-energy states
of the Majorana branch, have attracted much attention since
MZMs do not obey ordinary Abelian statistics and can be uti-
lized for quantum computing [2, 3]. Thus, direct detection of
MZMs has become a holy grail of current condensed matter
physics [4, 5]. Half-quantum fluxoid (HQF) [6] in a spin-
triplet superconductor or a superfluid is known to host such
MZMs [7, 8].
An additional phase degree of freedom in a superconduct-
ing wave function is the key ingredient for the realization
of HQF states. For a spin-singlet superconducting ring with
wave function ψS = |∆S|eiθ, the single-valuedness of ψS re-
quires quantization Φ′ = nΦ0 (integer-quantum fluxoid, IQF)
inside a closed path. Here, n is an integer, Φ′ is the fluxoid,
and Φ0 = h/2e is the flux quantum with h the Planck con-
stant and e the elementary charge. Note that, in a supercon-
ductor smaller than the penetration depth, the fluxoid, which
contains an integration of the supercurrent along a closed
path, is quantized, rather than the flux. For a spin-triplet
equal-spin pairing (ESP) superconductor, the wavefunction
ψT = |∆T|(−eiθ↑ |↑↑⟩ + eiθ↓ |↓↓⟩) has two phase degrees of free-
dom. In an ESP ring, half-integer quantizationΦ′ = n′Φ0 with
n′ = ±1/2,±3/2, · · · is allowed even under the constraint of
the single-valuedness of the wave function. Such a fluxoid
state is called the HQF state.
One of the materials that can host the HQF is Sr2RuO4,
which is a leading candidate spin-triplet ESP superconduc-
tor [9, 10]. This oxide has a layered perovskite structure and
exhibits superconductivity below 1.5 K. Various experiments
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FIG. 1. (a) Schematic profile of the free energies for IQF states and a
HQF state. A HQF state may become energetically favorable under
in-plane magnetic field; it is realized above a threshold in-plane field
value. (b) Expected change of the magnetoresistance oscillations.
Peak splittings with in-plane field are expected when HQF states are
realized.
have provided firm evidence for the spin-triplet ESP state [11–
18], but there still are several issues that cannot be understood
within the current spin-triplet scenario [19–23]. Also, signa-
tures of HQF have been observed in microstructured Sr2RuO4
rings using cantilever magnetometry [24]. Still, in order to
come to Majorana braiding, electrical detection of the HQF
state is required. For this, small samples are necessary in order
to reduce the spin-current energy of the HQF state, as pointed
out by Chung et al. [25]. The role of the Zeeman field to lower
the kinetic energy of a HQF state is discussed by Vakaryuk
and Leggett [26]. Accordingly, a transition from IQF to HQF
is expected to occur with increasing in-plane field, with free-
energy minima for the HQF states appearing in the middle of
neighboring IQF states [Fig. 1(a)]. There is a proposal for
detection of HQF using perforated films [27]; here we use a
simpler system of a ring shape. It should also be mentioned
that a superconducting state can exist with an enhanced tran-
sition temperature, the so-called 3-K phase. This is observed
in eutectic crystals [28–30] or in bulk crystals under uniaxial
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Fluxoid quantization can be investigated by measuring
magnetoresistance oscillations as a function of a field applied
along the axis of the ring in the regime of the resistive tran-
sition, known as the Little-Parks (LP) oscillations [34]. The
LP oscillations originate from the oscillations in the free en-
ergy and hence in the transition temperature Tc, caused by
field-induced supercurrents that flow to satisfy the quantiza-
tion condition. Then the magnetoresistance curve should trace
the field dependence of the free energy [Fig. 1]. Thus, a re-
sistance peak in the LP oscillations, located at the border of
two neighboring IQF states, should split when HQF states are
realized, as shown in Fig. 1(b). There are indications that the
order parameter in the 3-K phase is not ESP [33, 35]. How-
ever, the LP oscillations are robust, regardless of the pairing
symmetry or the number of components of the order parame-
ter.
Although techniques to detect the LP oscillations have been
developed over the past 50 years, all reported experiments
have been performed using superconducting films. To the
best of our knowledge, there is no report of the observation
of proper LP oscillations even for IQF in a ring made of bulk
single crystals, including Sr2RuO4. For Sr2RuO4, although
its superconducting thin films have been reported [36, 37],
films with strong and homogeneous superconductivity are still
virtually absent. Therefore, for LP experiments, techniques
to make micro rings without using thin films are needed.
Recently, Cai et al. reported observation of magnetoresis-
tance oscillations in micro rings made of single-crystalline
Sr2RuO4 [38, 39]. However, the oscillation amplitudes were
substantially larger than the LP expectation.
Here, we report the first observation of proper Little-Parks
oscillations in micro rings of single-crystalline Sr2RuO4.
With in-plane fields, we observed two different kinds of peak
splittings of the LP oscillations: after careful examination of
the raw voltage, we conclude that the splitting in small in-
plane fields is extrinsic, originating from asymmetry in the
current-voltage characteristics; whereas the splitting in larger
in-plane fields, observable also in the raw voltage, is intrinsic.
In this study, Sr2RuO4 single crystals grown with the
floating-zone method [40] were used for micro rings. Before
the fabrication, Tc of the crystal C391, used for Sample B,
was confirmed to be 1.50 K [Fig. S4] using AC susceptibil-
ity method (Quantum Design, PPMS adiabatic demagnetiza-
tion refrigerator option) [41]. A 1-µm-thin crystal was se-
lected among crushed single crystals, and it was placed on a
SrTiO3 substrate, which has a thermal contraction matching
with that of Sr2RuO4. (For Sample A, however, a sapphire
substrate with a smaller thermal contraction was used.) The
surface of the crystal was protected by evaporating a thin layer
of SiO2 after electrodes of high-temperature-cure silver paint
(Dupont, 6836) are provided. To fabricate rings with a four-
terminal configuration [Figs. 2(a)-(c)], the Ga-based focused
ion beam (FIB) technique was used with a 20-pA and 30-kV
beam. The rings were cooled down to 0.3 K with a 3He re-
frigerator (Oxford Instruments, Heliox). To avoid influence
of thermoelectric voltage, the resistance was measured under
DC current with sign flip: We measure voltage under positive
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FIG. 2. (a) False-colored scanning ion microscope (SIM) image of
Sample A (yy075). The blue- and yellow-colored regions are the
Sr2RuO4 crystal and the silver paint, respectively. (b) Magnified SIM
image of Sample A. (c) Scanning electron microscope (SEM) image
of Sample B (yy150). The thickness of Samples A and B are 1.3
and 2.0 µm, respectively. Resistance of (d) Sample A and (e) Sam-
ple B as functions of temperature. Both rings show superconducting
transition above 1.5 K and several other transition steps. The dashed
lines indicate the temperatures at which the magnetoresistance and
magnetovoltage shown in Fig. 3 are measured.
current V+ = V(+I) and under negative current V− = V(−I),
and evaluate the resistance R as R = (V+ − V−)/2I. To investi-
gate the field dependence, however, it is crucially important to
examine V+ and V− individually since LP oscillations are not
necessarily invariant under reflection, as seen below. In other
words, it is essential to examine magnetovoltage rather than
magnetoresistance. Temperature stability during a magneto-
transport measurement is approximately 100 µK. This value is
substantially smaller than the expected transition-temperature
shift due to the LP oscillations, estimated to be around 10 mK.
The magnetic field was applied with a three-axes supercon-
ducting vector magnet (1 T / 0.2 T / 0.2 T), allowing us to con-
trol the out-of-plane and in-plane fields independently. More
details on the experimental method are described on the Sup-
plemental Material [42].
3Figures 2(d) and (e) show the temperature dependence of
the ring resistance R(T ). Zero resistance due to superconduc-
tivity was observed in both rings. Note that the superconduct-
ing transitions start well above 1.5 K. This is a signature of
the 3-K phase, which is induced in our rings probably by local
strain, caused by the FIB process. Several transition steps are
observed in both rings. Each step corresponds to the transition
of a certain region of the device, as demonstrated in a LP ex-
periment using a conventional superconductor [43]. Still, the
correspondence is not entirely straightforward and we rather
identify the contribution from the ring by finding the tempera-
ture regime where field-induced resistance oscillations occur.
In Sample A this is around 1.5 K. In Sample B it is around
2.5 K, while the transitions below 2 K probably are connected
to the neck part and the contact part of the structure [Fig. S6].
The magnetoresistance of the rings in the regions of the re-
sistive transitions is shown in Figs. 3(a) and (b). The measure-
ments were performed at fixed temperatures indicated with
dashed lines in Figs. 2(d) and (e). The samples were heated
above 5 K before each measurement, then cooled under zero
magnetic field. Periodic oscillations were observed with pe-
riods µ0∆H = 2.6 mT and 3.8 mT for Samples A and B, re-
spectively. From ∆H, we can estimate the area S that causes
the oscillations by using the relation Φ0 = µ0∆H · S . As a re-
sult, we obtain S SampleA = 0.80 µm2 and S SampleB = 0.54 µm2,
which agree well with the geometry of the rings.
Next, we quantitatively evaluate the oscillations. The shift
of Tc due to the fluxoid quantization is given by [44]
Tc(H) − Tc(0)
Tc(0)
= −
(πξ0wµ0H√
3Φ0
)2
− ξ
2
0
r1r2
(
n − πµ0Hr1r2
Φ0
)2
,
(1)
where ξ0 is the coherence length at 0 K, r1 is the inner radius,
r2 is the outer radius, and w = r2 − r1 is the width of a ring. In
our calculation, ξ0 = 66 nm (the coherence length along the
ab-plane of Sr2RuO4 [10]), while we chose 2r1 = 0.75 µm,
2r2 = 1.4 µm for Sample A, and 2r1 = 0.7 µm, 2r2 = 1.0 µm
for Sample B. Note that the samples are somewhat ”conical”,
with a smaller top and larger bottom. To convert the Tc shift
to a resistance shift, we assume that the shape of a R(T ) curve
does not change under magnetic field, and the curve shifts to
the left by Tc(0)−Tc(Hz). As presented in Figs 3(a) and (b) the
obtained R(Hz) simulations agree well with the experimental
results without any adjustable parameters. We observed os-
cillations corresponding to |n| ≤ 5 for Sample A and |n| ≤ 3
for Sample B. This is because the parabolic component due
to the Meissner effect (the first term in Eq. (1)) is dominant
at a high field region, and the oscillation component (the sec-
ond term in Eq. (1)) is not resolved. Though a modulation of
the oscillatory period is known in a wide-arm ring [45], we
do not observe such non-periodic oscillations. We emphasize
again that we succeeded in observing the LP oscillations using
a bulk single crystal unlike the other reported LP experiments
using superconducting films [46]. Thus, the first conclusion of
this paper is that the magnetoresistance oscillations observed
in both Sr2RuO4 micro rings are the proper LP oscillations.
We then performed magnetotransport measurements with
additional in-plane magnetic fields Hy (which is along the cur-
rent direction). The magnetoresistance as well as the raw
voltages V+ and V− for µ0Hy = 8 and 20 mT are shown
in Fig. 3(c). The out-of-plane magnetic field values were
corrected for the misalignment of the rings with respect to
the magnets. To be specific, the actual out-of-plane field
Hz is given by Hz = H
magnet
z cos θ + Hmagnety sin θ + Hremnantz ,
where the misalignment angle θ = 0.86◦ and the remnant field
Hremnantz = −0.3 mT are chosen so that the peaks are located at
the same |Hz| value [47].
For µ0Hy = 8 mT, the magnetoresistance R(Hz) peaks ap-
pear split at µ0Hz = ±1.3 mT, which correnpond to the tran-
sition fields between n = 0 and n = ±1 fluxoid states. How-
ever, this peak splitting is not observed in the magnetovoltage
V+(Hz) or V−(Hz). Instead, the peaks for V+(Hz) and V−(Hz)
emerge at different Hz. Notice that, the resistance is obtained
from an average of V+ and −V−. As a result, the difference
of the peak position in V+(Hz) and −V−(Hz) causes artifact
peak splitting in the magnetoresistance. Thus, to find an in-
trinsic peak splitting originating from HQFs, not only R(Hz)
but also V+(Hz) and V−(Hz) data should be carefully exam-
ined: current-averaged resistance data may cause misinterpre-
tation of experimental results.
For µ0Hy = 20 mT the situation is different. In this case
the splitting in R(Hz) is also observed in V+(Hz) (see the top
two panels of Fig. 3(c)). Thus, this splitting is not an artifact
originating from the asymmetric peaks in V+(Hz) and V−(Hz).
In the rest of this paper, we focus on this splitting in the mag-
netovoltage.
Figure 3(d) shows the V+(Hz) with 4-mT Hy steps. Un-
der zero in-plane magnetic field, the oscillations are consis-
tent with the ordinary LP magnetovoltage oscillations with a
period corresponding to Φ0. When the in-plane field is ap-
plied above 12 mT, the peaks in V+(Hz) clearly start to split.
Furthermore, the width of the splitting becomes larger with
increasing in-plane field. The increased splitting is consistent
with the expectation that the free energy of a HQF state be-
comes smaller under the in-plane field, as shown in Fig. 1.
Interestingly, the dips at µ0Hz = ±1.3 mT for µ0Hy = 20 mT
are even deeper than the voltage bottoms of the IQF states.
Within the HQF scenario, this suggests that the energy of HQF
states can become smaller than that of IQF states. We empha-
size that the results are well reproducible. The measurements
were repeated twice in each condition, and the obtained curves
precisely match each other. Magnetoresistance measurements
with another in-plane field direction and on Sample B were
also performed [42]. For Sample B we do not see signatures
of the HQF state in the field range where we expect them,
although some sort of splitting occurs above 150 mT.
It may be argued that, if several transition steps in R(T )
contribute to the V+(Hz) and V−(Hz), the voltages may exhibit
a complicated shape resembling that of a HQF state. How-
ever, even with 20 mT in-plane field, the resistance is still
lower than 6 mΩ as shown in the upper panel of Fig. 3(c).
Figure 2(d) shows that the resistance corresponding to the
lowest-temperature transition is R < 10 mΩ. Therefore,
magnetoresistance measurements were always performed at
the sharp transition region occurring around 1.5 K and the
higher-temperature transitions do not contribute the magneto-
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FIG. 3. Magnetoresistance R(Hz) of (a) Sample A and (b) Sample B without in-plane fields. Both oscillatory periods and amplitudes agree
with those of simulations for the Little-Parks oscillations. (c) Comparison of resistance and voltage as functions of Hz for up-sweeps at
0.3 mT/min under constant in-plane fields Hy. At µ0Hy = 8 mT, the difference in the peak positions in V+(Hz) and V−(Hz) results in apparent
resistance-peak-splitting because the resistance is evaluated as (V+(Hz) − V−(Hz)) /2I. For µ0Hy = 20 mT, however, dips at µ0Hz = ±1.3 mT
are clearly observed even in the raw voltage V+. Hence the HQF dips in the resistance is not an artifact originating from averaging. Note
that for V−, its absolute values |V−| are plotted with vertical offsets. (d) Effects of in-plane magnetic field Hy on the magnetovoltage V+(Hz) of
Sample A, including the data shown in (c). Magnetovoltage peaks split above µ0Hy = 12 mT as indicated with arrows, and the width of the
splitting becomes wider with increasing Hy, as expected for HQF states. Measurements are repeated twice in each conditions to demonstrate
good reproducibility. Each set of curves has a 0.1-µV offset for clarity. The dashed curves are guide to the eye.
transport.
Let us here compare our results with the previous cantilever
magnetometry study by Jang et al. [24]. Their measurements
were performed at 0.6 K, much lower than Tc. In contrast,
our experiment was conducted around Tc to measure finite re-
sistance/voltage. Besides, the measurement current may in-
teract with the circulating supercurrent in our measurements.
In spite of these differences, additional features at ±Φ0/2 are
present in both experiments. Moreover, in both cases the HQF
features are only observed with µ0Hy above around 10 mT. To-
gether, the data suggest that the HQF states are very likely to
be intrinsic to Sr2RuO4.
There are still issues to be resolved. First, hysteresis is ob-
served in the Hz sweep [Figs. S6-S9]. Such hysteresis between
fluxoid states may occur because of the metastable branches
in the free energy (dotted parts of the curves in Fig. 1(a)).
Nevertheless, a detailed mechanism for the asymmetric hys-
teresis especially at large Hy is still unclear. We comment here
that similar hysteresis was also observed in the torque experi-
ment [24]. Second, the splittings of the magnetovoltage peaks
for positive Hy are observed only in V+ but not in V−. Never-
theless, for negative Hy, peaks in V− show splitting but not in
V+ [Figs. S6 and S7]. This result ensures the expected sym-
metry under the concurrent inversion of magnetic field and
current: H → −H and I → −I, V±(H) ≃ −V∓(−H). On the
other hand, the dips in voltages are affected under y-direction
field inversion: Hy → −Hy, V±(Hz,Hy) � V±(Hz,−Hy). Per-
haps, one needs to consider the role played by the geometrical
asymmetry, for example inhomogeneity in Tc or difference in
the effective width between the positive- and negative-x halves
of the ring. Finally, the question can be raised why we do
not observe the large magnetoresistance oscillations seen by
Cai et al. [38, 39]. We have also investigated circular rings
(rather than the square ones discussed here), and observed no
LP oscillations but large amplitude magnetoresistance oscil-
lations. A detailed comparison and its possible origin will be
discussed in a subsequent paper.
In conclusion, we have observed the LP oscillations with
expected amplitudes and periods in micro rings of Sr2RuO4.
This is the first report of the LP oscillations using any bulk
single-crystal superconductor. Furthermore, by applying in-
plane magnetic fields, we observed splitting of the peaks of the
5LP magnetovoltage oscillations. The widening of the splitting
with increasing in-plane field agrees with the expectation for
the HQF state.
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In this Supplemental Material, we describe the details of device fabrication process in Sec. I. Furthermore, we present addi-
tional results to support the conclusion of the main paper in Sec. II.
I. PREPARATION OF THE MICRO RINGS
This section describes a detailed protocol of the fabrication of micro-ring devices using single crystalline Sr2RuO4. First, we
crash a Sr2RuO4 crystal (∼ 2 × 2 × 1 mm3) with tweezers to obtain small flakes, and select a thin flake with the size of about
30 × 5 × 1 µm3 [Fig. S1(a)]. Second, as shown in Figs. S1(b), S1(c), and S2, we prepare electrodes using high-temperature-cure
silver paint (Dupont, 6838). Third, we deposit a 100 nm-thick SiO2 layer on top of the Sr2RuO4 crystal using the electron beam
deposition technique to protect the crystals from the ion beam during the focused ion beam (FIB) process. SiO2 deposition is
performed under ∼ 1.8 × 10−4 Pa with ∼25 mA electron beam current, and the deposition rate is typically 0.3 nm/sec. Finally,
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FIG. S1. Optical microscope images (a) - (c) and scanning electron microscope (SEM) images (d) - (f) of Sample B. (a) 50-µm long Sr2RuO4
single crystal. (b) Crystal connected to silver-paint electrodes. (c) Device after connecting gold wires prior to SiO2 deposition. (d) Four-wire
configuration after the silver parts are cut with FIB. (e) Device after the ring part is milled out. (f) Micro ring device after the completion of
FIB process. A magnification of the central part is shown in Fig. 2(c) of the main paper.
2Sr2RuO4 crystal Silver paint
500°C
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FIG. S2. Description of the process to prepare electrodes using high-temperature-cure silver paint. (a) Sr2RuO4 thin crystal placed at the
center of a substrate, and four drops of silver paint also put on the substrate. (b) After the silver paint is pushed close to the crystal using a
needle attached to a die bonder (West·Bond, 7200CR). (c) After the silver paint is connected to the crystal from both sides. In order to prevent
the crystal from being sucked into the silver paint, it is important to connect both sides gradually and almost simultaneously. Then the silver
paint is cured at 500◦C for 5 min [Fig. S1(b)]. (d) With gold wires fixed on the substrate with additional silver paint. The silver paint is cured
again. (e) After the gold wires connected to the silver electrodes using silver paint again. Finally, the silver paint is cured at 500◦C for 10 min
[Fig. S1(c)].
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FIG. S3. Description of the process of milling out the ring with FIB. The black region is to be milled, and the white region represents the region
that has been milled. (a) Before silver electrodes are cut with 16.4-nA, 30-kV beam to make four-wire configuration [Fig. S1(d)]. (b) Before the
ring part is milled out with 20-pA, 30-kV beam as shown in Fig. S1(e). (c) Before the current- and voltage-terminals are separated. (d) Before
the wall that worked to prevent the redeposition is removed. (e) Final configuration of the micro ring [Fig. S1(f)].
as shown in Figs. S1(d) - (f) and Fig. S3, we mill the crystal using FIB to achieve a ring device. When we cut a large area, we
first keep small regions not milled as shown in black in Figs. S3(d). This regions work as “walls” that prevent the redeposition
to the ring. This wall is removed in the final part of the FIB process [Fig. S3(e)].
For this study, crystals of the batch numbers C89 and C391, which were grown by Z. Q.Mao and F. Hu¨bler at Kyoto University,
were used for Sample A (yy075) and Sample B (yy150), respectively. In earlier samples, including Sample A, we used sapphire
(α-Al2O3) substrates, but in most cases the rings broke during the cooling process from room temperature. For the later samples,
including Sample B, SrTiO3 substrates are selected because this oxide has similar thermal expansion (−0.19% along the a axis
from 300 K to 10 K [S1]) to that of Sr2RuO4 (−0.23% along the a axis from 300 K to 15 K [S2]). For comparison, other
substrates shrink less: α-Al2O3: −0.06% along the a axis from 300 K to 10 K [S3]; Si: −0.016% from 273 K to 6.4 K [S4]. This
selection minimizes thermal damages or strains to the Sr2RuO4 micro rings during the cooling process from room temperature.
Though SrTiO3 shows cubic-to-tetragonal structural transition at 105 K [S1], we did not observe any anomaly in the Sr2RuO4
ring resistance due to this transition. An utmost care is taken during cooling process because sudden thermal contraction may
break the rings. We typically spend two days to cool the samples from 300 K to 4 K by controlling the temperature with a heater.
3II. ADDITIONAL RESULTS
In this section, we present additional data supporting our scenario. In Subsection A, AC susceptibility of the Sr2RuO4 single
crystal is shown to ensure the good quality of the crystal. In Subsection B, the origin of several superconducting resistance
transition steps and the reason for the choice of the temperature for the magnetoresistance measurements are discussed. In
Subsection C, detailed magnetoresistance and magnetovoltage related to Fig. 3 of the main paper is shown. In Subsection D,
magnetoresistance and magnetovoltage data of Sample B, which are not included in the main paper, are presented for comparison.
A. Superconducting Transition of a Crystal Before Ring Fabrication
The AC susceptibility of the Sr2RuO4 crystal C391, which was used for Sample B after crushed into small pieces, was
measured with a compact susceptometer [S5] used with an adiabatic demagnetization refrigerator (ADR) option for Quantum
Design PPMS. A sharp superconducting transition was observed at 1.50 K, which is the pure limit of the Tc of Sr2RuO4 [S6].
However, the resistance onset Tc of Sample B is substantially higher than 1.5 K [Fig. 2(e) and Fig. S6(a)]. This enhancement
is most likely due to lattice strains caused by FIB process, considering that Tc of pure Sr2RuO4 is known to increase with
strains [S7, S8].
 0
 2
 4
 6
 8
 10
 12
 0  0.5  1  1.5  2  2.5  3  3.5
-5
 0
 5
 10
 15
 20
 25
 30
 35
 40
C391
3011 Hz
up sweep
Im
 χ A
C
 (a
.u
.)
R
e 
χ A
C
 (a
.u
.)
T (K)
FIG. S4. AC susceptibility of the crystal C391. A sharp transition at Tc = 1.50 K is observed.
B. Temperature Stability during Magnetotransport Measurement
Although we use a 3He refrigerator (Oxford Instruments, model Heliox 2VL), the main measurements were performed at about
1.5 K. Since it is essential for the LP experiments to be performed under a high temperature stability, we condensed the liquid
3He in the 3He-pot without pumping to utilize its large thermal mass. In addition, we use a heater and thermometer on the sample
stage to control the sample temperature precisely.
In order to reduce the noise in the magnetotransport measurements as well as to prevent the RF heating of the sample, we use
an RC low-pass filter with the cutoff of 16 kHz for each electrical lead at the sample stage. We use a standard setup for the DC
four-wire resistance measurements with a voltage source (Yokogawa, model 7651) in conjunction with the series resistance and
a nano-voltmeter (Keithley, model 2182) capable of 10-nV resolution.
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FIG. S5. (a) Temperature stability and (b) the corresponding resistance oscillations for Sample A during the magnetic-field sweep. The vertical
axis on the right indicates the corresponding oscillations in Tc derived from the R(T ) curve shown in Fig. 2(d): −∆Tc = (dR/dT |T=1.495 K)−1 ∆R.
Temperature stability in (a) is as small as 7.2 µK rms, much smaller than the oscillation amplitude in Tc of about 10 mK. Such oscillation
amplitude in Tc is quantitatively consistent with that estimated from Eq. (1). The overall temperature stability is maintained within about
100 µK rms.
C. Modeling for HQF
For the dashed curves in Fig. 3(d), we use the following model based on Eq. (1) in the main paper.
VIQF(Hz;Hy) = aH2z + b
(
n − Hz
∆H
)2
+ cHy , (S1)
VHQF(Hz;Hy) = aH2z + B
(
n − 1
2
− Hz
∆H
)2
+ cHy + dHy , (S2)
V(Hz;Hy) = min
[
VIQF(Hz;Hy),VHQF(Hz;Hy)
]
, (S3)
where n is an integer, and ∆H is the period of the oscillations. VIQF,VHQF model the voltage corresponding to IQF and HQF
states, respectively. Since the state with the lowest energy would correspond to the lowest voltage, we use Eq. (S3) to evaluate
it between IQF and HQF states. The parameters a, b, B,∆H are common for all Hy, while cHy and dHy are decided for each Hy
value.
D. Magnetotransport of Sample B at Different Temperatures
As shown in Fig. S6(a), the temperature dependence of the resistance R(T ) of Sample B exhibits three transition steps in
the temperature dependence of the resistance R(T ); the onset of each transition (5.5, 11, and 24 mΩ) is indicated with broken
horizontal lines. Interestingly, these resistance values at the onset Tc’s do not depend on the magnitude of the measurement
currents. To clarify the origin of such transition steps, we investigated the magnetoresistance at various temperatures [Fig. S6(b)].
The magnetoresistance behavior can be categorized into three groups with the boundary resistance R values common to the
temperature dependence; monotonic increase for R < 5.5 mΩ (the vertical green arrow), complicated behavior with noisy
features for 5.5 mΩ < R < 11 mΩ (the blue arrow), and periodic oscillations for 11 mΩ < R < 24 mΩ (the red arrow). Such
changes in the behavior occurs when the resistance reaches the boundary values with increasing either the temperature or the
magnetic field.
Such correspondence can be naturally explained if each transition step originates from independent superconducting tran-
sitions. Firstly, the magnetoresistance oscillation period at high temperatures agrees well with the magnetic flux quantum
Φ0 = h/2e for 0.54 µm2 area, which corresponds to the ring geometry. This fact indicates that the first transition (the red region)
originates from the superconductivity of the ring part. We comment here that this ring part is expected to be most affected by
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FIG. S6. (a) Temperature dependence of the resistance of Sample B with various measurement current. Three transition steps are observed,
whose resistance values at the onset Tc’s are indicated with dashed lines. (b) Magnetoresistance of Sample B at various temperatures. The
dashed lines represent the boundaries of the different behaviors. (c) The red, blue, and green transitions correspond to those of the ring-, the
neck-, and the contact-part, respectively.
the ion beam, and the 3K-phase is most likely induced. The regions corresponding to the green and blue transitions are not easy
to assign. Nevertheless, because the contact part is probably less exposed to the ion beam, we assign the green transition to the
superconductivity in the contact part. Finally, we attribute the blue transition to the neck part.
Based on such assignment, we chose 2.3 K for the magnetotransport measurement with and without in-plane field. This is
because the transition originates from the superconductivity of the ring part and 2.3 K is well separated from the other transitions.
E. Detailed Data of Sample A
Here, we present the magnetoresistance and magnetovoltage of Sample A with different in-plane field directions x and y.
These measurements were performed in the same measurement conditions as the measurement explained in Fig. 3 of the main
6paper. The magnetoresistance and magnetovoltage of Sample A with positive and negative Hy are presented in Figs. S7 and S8,
respectively. Similarly, those for in-plane field along the x direction are shown in Fig. S9 (positive Hx) and Fig. S10 (negative
Hx). In these figures, the panels (a) show the ring resistance, the panels (b) show the sample voltage under positive current
V+ = V(+I), and the panels (c) show the sample voltage under negative current V− = V(−I). Notice that R is evaluated as
R = (V+ − V−)/2I. In addition, we point out that the expected symmetry V±(H) ≃ −V∓(−H) is satisfied both for in-plane fields
along x and along y directions.
As explained in the main paper, the splitting of the oscillation peaks, i.e. the HQF feature, was observed under Hy as indicated
with arrows in Figs. S7 and S8 in panels (b) and (c). Such HQF feature is observed in 2 data sets (see Fig. S7(b) red curves
and Fig. S8(c) green curves) out of 8 possible combinations (23 combinations for the signs of the directions of Hy and I, as
well as the sweep directions of Hz). In contrast, the HQF features are less clear for Hx than for Hy. Such difference may be
attributed to the breaking of the in-plane rotational symmetry due to the measurement current and the sample geometry, namely
the Lorentz force. Because the in-plane field and the measurement current are perpendicular for Hx, the Lorentz force affect the
magnetoresistance more strongly than for Hy.
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FIG. S7. Magnetoresistance and magnetovoltage of Sample A with positive Hy. The y direction corresponds to that shown in Fig. S1(f).
(a) Magnetoresistance R(Hz,Hy) with every 4-mT Hy steps. Each set of the curves has a 1-mΩ offset. (b) Magnetovoltage when current is
applied to the positive direction V+(Hz,Hy). In the field up-sweep (red), also presented in Fig. 3(d) of the main paper, a qualitative change from
the magnetovoltage peak to dip occurs between 8 and 12 mT. In the field down-sweep (green), a corresponding change occurs but from the
peak to a sudden magnetovoltage drop at a field corresponding to the lower field side of the dip. (c) Magnetovoltage when current is applied
to the negative direction V−(Hz,Hy). In this set of current-field orientations, a qualitative change with respect to the magnitude of Hy does not
occur. Nevertheless, a hysteresis between field up- and down-sweeps is observed. Each set of the curves has a 0.1-µV offset.
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FIG. S8. Magnetoresistance and magnetovoltage of Sample A with negative Hy. The y direction corresponds to that shown in Fig. S1(f).
(a) Magnetoresistance R(Hz,Hy) with every 4-mT Hy steps. Each set of the curves has a 1-mΩ offset. (b) Magnetovoltage when current is
applied to the positive direction V+(Hz,Hy). Similarly to Fig. S7(c), a qualitative change with respect to the magnitude of Hy does not occur, and
a hysteresis between field up- and down-sweeps is observed. (c) Magnetovoltage when current is applied to the negative direction V−(Hz,Hy).
Similarly to Fig. S7(b), in the field down-sweep (green) a qualitative change from the magnetovoltage peak to dip occurs between 8 and 12 mT.
In the field up-sweep (blue), a corresponding change occurs but from the peak to a sudden magnetovoltage drop at a field corresponding to the
lower field side of the dip. Each set of the curves has a 0.15-µV offset.
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(a) Sample A, T = 1.495 K, I = ±50 μA
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FIG. S9. Magnetoresistance and magnetovoltage of Sample A with positive Hx. The x direction corresponds to that shown in Fig. S1(f).
(a) Magnetoresistance R(Hz,Hx) with every 4-mT Hx steps. Each set of the curves has a 0-mΩ offset. (b) Magnetovoltage when current is
applied to the positive direction V+(Hz,Hx). A very similar behavior to Fig. S6(b) with Hx occurs. The qualitative change from the peak to
dip occurs between 4 and 8 mT. (c) Magnetovoltage when current is applied to the negative direction V−(Hz,Hx). The oscillations disappear
immediately upon application of Hx. This means the magnetoresistance oscillations originate entirely from magnetovoltage V+. Each set the
of the curves has a 0.1-µV offset.
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FIG. S10. Magnetoresistance and magnetovoltage of Sample A with negative Hx. The x direction corresponds to that shown in Fig. S1(f).
(a) Magnetoresistance R(Hz,Hx) with every 4-mT Hx steps. Each set of curves has a 0-mΩ offset. (b) Magnetovoltage when current is
applied to the positive direction V+(Hz,Hx). Similarly to Fig. S9(c), the oscillations disappear immediately upon application of Hx, meaning
the magnetoresistance oscillations originate entirely from magnetovoltage V−. (c) Magnetovoltage when current is applied to the negative
direction V−(Hz,Hx). Each set of the curves has a 0.1-µV offset.
9F. Magnetovoltage Peak Splitting in Sample B
In the main paper, we present magnetoresistance and magnetovoltage of Sample B without in-plane field [Fig. 3(b)]. Here,
we present the magnetotransport with in-plane fields (Figs. S11 for positive Hy and S12 for negative Hy). The splitting of the
oscillation peaks is clearly seen as indicated with the arrows: with increasing in-plane field, new resistance minima appear at
the peak position and the splitting width increases. These features are qualitatively consistent with the expectation that the HQF
states are stabilized with the in-plane field. Nevertheless, some of the observed features cannot be explained within the simple
HQF scenario. First, the in-plane field value where the splitting begins is substantially larger than those of Sample A and of
Jang’s report [S9], and is even larger than the in-plane Hc1 of thin crystals (≃25 mT at 0.5 K [S9]). Second, additional peaks
appear near µ0Hz = 0 mT. Third, the resistance becomes unstable at around µ0Hy ∼ 154 and −152 mT. Since the applied in-plane
field is larger than the in-plane Hc1, in-plane vortices must affect these features. It is not clearly known how the HQF features
are affected by in-plane vortices. Note that the applied in-plane field is still smaller than the in-plane Hc2 because the resistance
is approximately 20.8 mΩ, which is lower than the normal state resistance 24 mΩ.
FIG. S11. Magnetoresistance and magnetovoltage of Sample B with positive Hy. (a) Magnetoresistance R(Hz,Hy) with every 2-mT Hy steps.
Each set of the curves has a 0.5-mΩ offset. (b) Magnetovoltage when current is applied to the positive direction V+(Hz,Hy). The peak splitting
at Φ0/2 is clearly observed as expected for HQF states. (c) Magnetovoltage when current is applied to the negative direction V−(Hz,Hx). V−
hardly changes as a function of Hz. This means the magnetoresistance oscillations originate entirely from V+. Each set of the curves has a
0.5-µV offset.
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FIG. S12. Magnetoresistance and magnetovoltage of Sample B with negative Hy. (a) Magnetoresistance R(Hz,Hy) with every 2-mT Hy steps.
Each set of the curves has a 0.5-mΩ offset. (b) Magnetovoltage when current is applied to the positive direction V+(Hz,Hy). Similarly to
Fig. S11(c), V+ hardly changes as a function of Hz, meaning the magnetoresistance oscillations originate entirely from V−. (c) Magnetovoltage
when current is applied to the negative direction V−(Hz,Hx). Similarly to Fig. S11(b), the peak splitting at Φ0/2 is clearly observed as expected
for HQF states. Each set of the curves has a 0.5-µV offset.
