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Abstract: Shale, like many other sedimentary rocks, is typically heterogeneous, anisotropic, and is charac-
terized by partial alignment of anisotropic clay minerals and naturally formed bedding planes. In this study, a
micromechanical framework based on the Lattice Discrete Particle Model (LDPM) is formulated to capture these
features. Material anisotropy is introduced through an approximated geometric description of shale internal struc-
ture, which includes representation of material property variation with orientation and explicit modeling of parallel
lamination. The model is calibrated by carrying out numerical simulations to match various experimental data,
including the ones relevant to elastic properties, Brazilian tensile strength, and unconfined compressive strength.
Furthermore, parametric study is performed to investigate the relationship between the mesoscale parameters and
the macroscopic properties. It is shown that the dependence of the elastic stiffness, strength, and failure mode
on loading orientation can be captured successfully. Finally, a homogenization approach based on the asymptotic
expansion of field variables is applied to upscale the proposed micromechanical model, and the properties of the
homogenized model are analyzed.
Keywords: anisotropy; discrete model; laminated shale; layered media; multiscale modeling; homogeniza-
tion.
∗Corresponding author
Email addresses: w.li@u.northwestern.edu (Weixin Li), roozbehrezakhani2011@u.northwestern.edu (Roozbeh Reza-
khani), cjin@binghamton.edu (Congrui Jin), xinwei.zhou@es3inc.com (Xinwei Zhou), g-cusatis@northwestern.edu (Gianluca
Cusatis)
1
1 Introduction
By the rapid growth of the shale gas/oil industry, especially with the development of hydraulic fracturing
techniques, deep understanding of the mechanical properties of shale-like rocks is of vital importance.
Gas/oil shale, described as organic rich and fine grained [1], exhibits significant mechanical anisotropy
and heterogeneity. Developing adequate numerical models to capture these complicated characteristics of
shale leads to a better clarification of the influence of material properties on induced fracture initiation,
propagation, and fracture simulation. Therefore, it provides a powerful tool to predict and optimize the
fracturing process.
Shale is a highly complex and heterogeneous material that can be characterized by several levels of
hierarchy as illustrated in Figure 1. At the microscopic level (length scale 6), it is a composite material
made of porous clay, silt inclusion, and organic matter; at a lower length scale (scale 7), it exists as a
porous clay/organic matter composite. The nanometer length level (scale 8) is the fundamental scale where
elementary clay minerals are bounded to kerogen. At these levels, advanced measurement and experimental
techniques, including scanning electron microscopy, atomic force microscopy, and nano-indentation, are
widely used to characterize the morphology, topology, and mechanical properties such as elastic and
poroelastic moduli [2, 3, 4, 5, 6]. At the macroscopic (scales 4) and mesoscopic (scale 5) levels, shale
consists of a layered sedimentary rock. It is often considered as a transversely isotropic continuum, in
which the anisotropy is induced by the presence of weak planes due to the sedimentation process. Hence,
at this scale, shale samples exhibit mm- and µm- grain-size variability [7], lamination/bedding planes,
and stratification, which play a significant role in shale geomechanical characteristics and rock failure.
At these levels, elastic, fracture, and poromechanical properties are typically accessed via standard lab
measurements, including Ultrasonic Pulse Velocity (UPV), Brazilian, uniaxial compression, triaxial, and
tree-point-bending tests [3, 8, 9, 10, 11, 12]. Some new technologies such as Inclined Direct Shear Testing
Device [13] and scratch test [14] are also developed for rock mechanics characterization at scales 4 and
5. Although faults and natural joints observed within shale formations at the field scales (scales 2-3)
significantly influence the mechanical and hydraulic properties of rock masses, they are beyond the scope
of this paper. In the current research, the main focus is on gas/oil shale composites at the length scales
4-6, which, in this paper, will be referred as micro-, meso-, and macro- scales, respectively. Adequate
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knowledge and prediction of the structure and mechanical properties at these scales are pivotal to any
successful reservoir modeling endeavor.
Material heterogeneity and anisotropy are typically observed for intact shale specimens, such as Wood-
ford shale [3, 7, 15], Barnett shale [7, 8, 9], Haynesville shale [8, 9, 15], Mancos shale [16, 17], Boryeong
shale [10, 11, 18], and Tournemire shale [12]. Especially, deformation and strength anisotropy are detected
in both UPV measurements [8, 7, 15], Brazilian tensile [18, 10, 17], uniaxial compression [10, 16], triaxial
compression [19, 12], and triaxial creep tests [8, 9]. In addition, researchers reported that the heterogeneous
and anisotropic nature of shale has an impact on break down pressure, fracture initiation, and fracture
containment during hydraulic fracturing processes [20, 21, 22]. Therefore, a reliable numerical model for
the mechanical characterization of shale needs to take into account these properties.
As shale at the macro- and meso-scales, layered rocks are usually modeled by the numerical methods
classified into continuum- and discontinuum-based approaches [23, 24]. The continuum-based approach
treats the material domain of interest as a single continuous body, and captures material failure process
through commonly used techniques such as plastic softening and damage models. Spurious mesh sensitivity
is the main drawback of classical continuum models, which is due to the lack of an internal length scale
[23, 25]. This shortcoming can be overcome by introducing micro-structural effects through second gradient
damage models [26, 27], non-local models [28], and other high order models [29, 30] as well as crack
band regularization [31]. On the contrary, the discontinuum-based approach, such as discrete element
method (DEM), considers the material domain as an assembly of rigid particles, and incorporates the
length scale automatically. To some extend, the discrete modeling approaches are compelling when the
material exhibits the lack of continuity, which makes continuum constitutive models inefficient. Hybrid
approaches, such as combined finite-discrete element method (FEM/DEM) [32, 33], are also widely used
in engineering applications. Computational techniques that are used for modeling material anisotropy
and layered structure are often classified into smeared and discrete approaches. The smeared approach
utilizes an implicit representation of layers to produce a fictitious continuous material within which the
effect of layering is introduced at the level of constitutive laws. Deformation anisotropy is commonly
captured using the theory of elasticity for transversely isotropic media [34], while strength anisotropy
and progressive damage are captured by various anisotropic failure criteria [35, 36, 37, 38, 39] along with
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carbon,TOC, ranges from 1 to 2.5%) (Fig. 3a,b,c).
The quartz grains range in size from <10 mm to
100 mm and display variable, but generally high to
moderate luminescence under cathodoluminescence
(CL)-SEM imaging (Fig. 3d). No biogenic silica
(either in form of radiolaria tests or sponge
spicules) was directly observed. The detrital
dolomite is non-ferroan (<0.5 mol.% Fe as
determined by EDS analysis) and possesses a
similar grain size distribution to associated quartz
grains. Such dolomite has been previously docu-
mented as a widespread component of age-
equivalent fluvial and shallow marine strata
throughout the the Book Cliffs succession (Klein
et al., 1999; Taylor & Machent, 2010, 2011) as well
as elsewhere in the Western Interior Seaway
(McKay et al., 1995). It is common throughout all
the Mancos Shale samples studied here and visual
estimates suggest that it comprises 5 to 10% of the
mudstone, although detailed point count analysis
was not undertaken. Detrital feldspar (microcline
and plagioclase feldspar) is present as a minor
component (<5 vol.% based on visual estimates).
Clay minerals form a dominant part of the finer-
grained detrital component, with a mix of illitic and
kaolinitic clays apparent from EDS analysis and
qualitative XRD analysis. Organic carbon is mostly
apparent in the form of comminuted higher plant-
derived macerals and amorphous organic matter.
Carbonate cements
Macroscopic carbonate cements are a prominent
feature throughout the Mancos Shale. In outcrop
they take two forms. (1) Thin (from 0.02 to 0.10 m
thick) cemented zones (Fig. 4a). These cemented
FIG. 3. The detrital assemblage present within the Mancos Shale. (a, b) Backscattered electron images of clay-
and silt-rich mudstones showing the presence of detrital quartz, clays, feldspar and organic matter. (c) Mineral
map showing the presence of detrital quartz (red), non-ferroan dolomite (green), clay minerals and feldspar (blue)
and organic matter (black). (d) SEM-CL image showing the presence of luminescent quartz grains confirming a
detrital origin.
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Figure 1: Multiscale structure of black shale.
specifying the directional dependence of material properties [40]. Discrete approaches, instead, employ an
explicit representation of layers in which mechanical anisotropy is introduced by a geometric description of
layered structure with varying material parameters. Strength anisotropy due to stratification or lamination,
which is usually approximated by the presence of discontinuities, such as plane of weakness [35, 41,
42], pre-existing cracks [43], parallel continuous weak layers [44], continuous smooth joints [45, 46], and
discontinuous smooth joints [47] models, can be captured naturally in this approach.
In the current study, the effect of the mechanical anisotropy of shale is incorporated within the frame-
work of the Lattice Discrete Particle Model (LDPM). LDPM, developed by Cusatis and coworkers [48, 49],
is a discrete model built to mimic the micro- and meso-structure of materials. Along with its predeces-
sor, the confinement-shear lattice model [50, 51, 52], it adopts constitutive laws analogous to those of
the microplane model [53]. LDPM has been extensive calibrated and validated against a large variety
of loading conditions in both quasi-static and dynamic loading conditions, and it was demonstrated to
possess superior predictive capability. Hereinafter, a formulation based on LDPM is developed to capture
the mechanical anisotropy of shale. Model calibration is carried out based on the experimental data of
Boryeong shale [10, 11], although the model is generally applicable to other important gas shales. Finally,
a homogenization approach is developed to approximate effective material characteristics, and to upscale
the proposed fine scale model to enable its application to engineering practice.
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2 Discrete Micromechanical Modeling
A discrete approach based on a micromechanical framework is proposed herein, which is built upon the
mesoscopic level of shale (length scale 5 as illustrated in Figure 1) with an explicit representation of
the laminated internal structure. Main features at smaller length scales (length scale 6 and below) are
tackled by the formulation of appropriate constitutive laws, while simulation of the macroscopic behavior
of shale (length scale 4) is achieved by introducing a proper homogenization algorithm. The proposed
micromechanical approach is formulated within the LDPM framework, which offers the following unique
advantages: 1) LDPM has been proven to be a powerful tool to accurately model the mechanical behavior
of quasi-brittle materials, such as concrete and rock, under various loading conditions in both tension
and unconfined, confined, and hydrostatic compression. 2) LDPM is formulated within the framework of
discrete models, which provides an inherent potential to take into account the heterogeneous nature of
shale. 3) LDPM is able to explicitly reproduce the material internal structure, which provides a potential
to capture the fabric anisotropy of shale. Since LDPM was first proposed to simulate the failure behavior
of concrete [48] and pressure-dependent inelastic processes in granular sandstone [54] with statistically
isotropic random mesostructures, it needs to be extended to capture aspects of material anisotropy based
on the composition and internal texture of shale, as discussed in section 2.1. The LDPM constitutive
equations are introduced in section 2.3, and modified to accommodate material anisotropy.
2.1 Geometrical characterization of shale internal structure
Shale at the microscopic level is often considered as a three-phase material (minerals, organic matter, and
pore fill) [1, 8]. The mechanical properties depend on the volume fractions of these three phases [55, 8].
The size of minerals (e.g., quartz, feldspar, rock fragments, clays, etc.) varies widely: very fine-grained
particles can be smaller than 2 µm; the silt-size particles vary from 2 µm to 60 µm; fine sand particles can
be as large as 60 µm [1, 56]. These large and small mineral grains mix with each other and tend to form
boundaries where the crack appears to flow around [57]. Organic matter can be seen in the spaces between
inorganic grains or mixed with small grains [57]. It was shown that the presence and concentration of
organic matter which act as binding agents is a significant factor in the formation and stability of mud
aggregates [56]. Pores, found in both organic matter, between grains, within minerals and in the form of
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microcracks [58], are typically in the nanometer scale, and are usually invisible at the scales under study.
The organized distribution of minerals and compliant organic materials could act as an important source
of anisotropy. Sone and Zoback [8] observed that fabric anisotropy forming the bedding planes depends on
a combination of the following factors: preferred orientations of matrix clay, shape/orientation/distribution
of organics, and alignment of elongated fossils. Sayers [55] mentioned that anisotropy in shale results from a
partial alignment of anisotropic clay particles, kerogen inclusions, bedding-parallel microcracks, low-aspect
ratio pores, and layering. The spatial distribution of shale constituents often leads to a laminated texture at
the microscopic and mescoscopic levels. For example, Vernik and Nur [59] observed the texture of organic-
rich Bakken shale samples, and characterized it by bedding-parallel lamination that can be identified
either in thin sections as alternating 0.2 to 3 mm thick laminae or in scanning electron microscopic (SEM)
backscatter images as up to 20 µm thick dark laminae enriched in organic matter. In addition, Slatt et
al. [7] suggested that laminae/bedding planes, which are the product of transport/depositional events,
are planes of weakness that result in anisotropy of deformation and strength, and can affect drilling and
hydraulic fracturing. Eseme et al. [1] reported that the micro-lamination of organic matter and minerals
and macro-lamination, with lateral variation in properties due to compositional differences, both contribute
to shale anisotropy of mechanical properties.
Based on the composition and texture of shale described above, a shale sample at the mesoscopic
level (scale 5 in Figure 1) can be represented by a laminated structure model with multiple layers of
weakness embedded in a stiffer, stronger, and tougher matrix (Figure 2b), which is an analogy for the
typical laminated shale as shown in Figure 2a. The matrix behavior outside the weak layers is dominated
by the constituent components of shale, including organic matter, clay, quartz, and other minerals, which
also exhibit anisotropic behavior. Hence, in addition to explicitly simulating the weak layers, a smeared
representation of transverse isotropy in the matrix is also introduced. The smeared approach accounts
for sources of anisotropy characterized by a length scale smaller than few micrometers. The transversely
isotropy assumption is employed due to the fact that the sources of shale anisotropy at the microscopic
level. Thus, the plane of isotropy can be considered to coincide with the plane of bedding/lamination. In
the proposed formulation, the laminated structure is simulated by assigning different material properties
for the layers of weakness and matrix.
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Figure 7. (A) Core photograph for submarine surface of erosion, TSE.2. (7974.2 ft [2430.5 m]). (B) Core photograph showing calcareous laminae (7968.6 ft [2428.9 m]), TR.2. (C)
Low-resolution thin-section photograph showing silty-shaly mudstone, TR.4. (D) Low-resolution thin-section photograph showing condensed section with an abundance of phosphatic
grains, TR.4. (E) Core photograph showing several lag deposits within RE.4; arrows point to lag deposits (7933 ft [2418 m]). (F) Core photograph showing transgressive surface of erosion
TSE.7 (7885 ft [2403.4 m]); note the shale clasts beneath the sharp-based shale laminae (white arrows). (G) Core photograph showing phosphatic laminae (lower arrows) followed by
calcareous laminae (upper arrows) and shale clasts (7863.2 ft [2396.7 m]) represents condensed section at the top of TR.8. (H) Core photograph showing TSE.9 between siliceous
noncalcareous mudstone and siliceous calcareous mudstone facies (7859.5 ft [2395.6 m]). (I) Core photograph showing TSE.10 between stratigraphic intervals 9 and 10 (7846.8 ft
[2391.7 m]). (J) Low-resolution thin-section photograph for the TSE.11. (K) Core photograph for scoured surface (white arrows) at the base of TR.15 (7780 ft [2371 m]).
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Figure 2: (a) Fine lamination in Barnett shale [60] and granular microstructure of Toarcianshale shale [61].
(b) A LDPM system representing the laminated structure model and a zoomed view of grain interaction. (c)
Spherical particles placed at the center of shale grains for grain generation. (d) 2D representation of Delaunay
tetrahedralization connecting spherical particles. (e) 2D representation of a polyhedral cell generated by a domain
tessellation. (f) A 3D polyhedral cell representing a shale grain.
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The behavior of the weak layers as well as of the matrix is simulated by means of LDPM, which adopts a
strategy to replicate the grain-scale heterogeneity of shale as depicted in Figure 2c-e. As the grains in shale
tend to be densely packed and in direct contact with each other, a simplification is adopted to discretize
the material domain into a granular lattice system without the isolation of cement bridges and grains. In
this way, the contribution of cementing phase is embedded implicitly into the particle-scale constitutive
laws controlling the interaction between skeletal grains. Similarly, the presence of microcracks, pores, and
other inclusions at lower scales is also smeared out with grain interaction laws.
LDPM simulates the shale internal structure by considering only the coarser grains. An artificial
supporting system with spherical particles placed at the center of shale grains (Figure 2c) is first generated
following a strategy similar to that proposed by Cusatis et al. [48]. The size distribution of the spherical
supports follows a probability density function (pdf) defined as
f(d) =
qdq0
[1− (d0/da)q]dq+1 (1)
where d0 is the minimum particle size, da is the maximum particle size, and q is a material parameter. Note
that pdf in Eq. 1 is associated with a sieve curve in the form: F (d) = (d/da)
nF where nF = 3 − q is the
sieve curve exponent. The volume fraction of simulated particles can be calculated as va0 = [1−F (d0)]va =
[1 − (d0/da)nF ]va where va is the particle volume fraction, and the total volume of simulated particles is
Va0 = va0V with V representing the specimen volume. Particle diameters di are calculated by sampling
the cumulative distribution function (cdf) associated with Eq. 1: di = d0[1−Pi(1−dq0/dqa)]−1/q, where Pi is
a sequence of random numbers between 0 and 1 generated by a random number generator. New particles
are generated until the total volume of generated spherical particles, V˜a0 =
∑
i(pid
3
i /6), exceeds Va0. The
generated particles are randomly distributed across the specimen on vertices, edges, surface faces, and
interior volume through a algorithm that avoids particles overlapping.
The next step is to finalize the construction of shale internal structure by defining the topology of
the grains through a Delaunay tetrahedralization and a 3D tessellation. The Delaunay tetrahedralization
discretizes the domain of interest by a 3D mesh of tetrahedra (Figure 2d) with the vertices coinciding
with the given particle centers. The 3D domain tessellation, anchored to the Delaunay tetrahedralization,
creates a system of polyhedral cells. Details on the adopted domain tessellation can be found in [48]. By
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collecting all facets associated with a particle (Figure 2e), one can obtain a polyhedral cell representing
a cement-coated grain (Figure 2f). The grain size distribution of the simulated shale can be obtained
by computing the volume of each polyhedral cell. It turns out that the statistical distribution of their
volume-equivalent sphere diameters is similar to that of the supporting particles [54]. It is worth noting
that the parameters, d0, da, nF , and va, must be calibrated through a trial-and-error procedure according
to the measured grain size distribution of the selected rock, as reported in [54].
2.2 LDPM kinematics and equilibrium
In the LDPM formulation, adjacent cells interact through triangular facets where they are in contact.
Rigid-body kinematics is adopted to describe the mesostructure deformation with which strain and stress
vectors at the facet level can be derived.
According to this assumption, the facet strains, one normal component N and two shear components
M and L, are defined through the relative displacement at the centroid of a given facet, which read
N =
nT JuCK
`
; M =
mT JuCK
`
; L =
lT JuCK
`
(2)
where JuCK is the displacement jump vector calculated by the displacements and rotations of the nodes
adjacent to the selected facet, ` = tetrahedron edge associated with the facet, and n, m, and l are unit
vectors defining a local system of reference attached to each facet. The facet strains can then be used to
compute the LDPM facet stresses, tc = tNn + tMm + tLl, through the LDPM constitutive law as reported
in the next section.
Furthermore, translational and rotational equilibrium equations of the particle PI is
∑
FI
AtIJ + V Ib0 = 0 (3)
and ∑
FI
AcI × tIJ = 0 (4)
in which FI is the group of facets surrounding node PI and associated with each node pair (I, J); A =
facet area; V I is the particle volume; b0 is the body force vector; cI = vector connecting nodes PI to the
9
facet centroid, see Fig. 16c.
2.3 LDPM constitutive equations
2.3.1 Elastic behavior
In LDPM, the elastic behavior is formulated by linear relations between normal/shear stresses and the
corresponding strains,
tN = ENN ; tM = ET M ; tL = ET L (5)
where EN is the effective normal modulus; ET = αEN is the effective shear modulus, and α is the
shear-normal coupling parameter. For isotropic materials, EN and α are constants and assumed to be
material properties that can be identified from experimental data in the elastic regime. In order to
model the transverse isotropy of shale, EN and ET are assumed to be functions of spatial orientation, i.e.
EN = EN(ϕ) and ET = ET (ϕ), where ϕ is defined as the angle between the normal vector to LDPM facets
and the normal vector to lamination planes as shown in Figure 2f. The following functions are assumed
in this study
EN(ϕ) =
(
sin2 ϕ
EN1
+
cos2 ϕ
EN0
)−1
= EN0
(
βN sin
2 ϕ+ cos2 ϕ
)−1
(6)
ET (ϕ) =
(
sin2 ϕ
ET1
+
cos2 ϕ
ET0
)−1
= ET0
(
βT sin
2 ϕ+ cos2 ϕ
)−1
(7)
α(ϕ) =
ET (ϕ)
EN(ϕ)
= α0
βN sin
2 ϕ+ cos2 ϕ
βT sin
2 ϕ+ cos2 ϕ
(8)
where EN0 = EN(0
◦), EN1 = EN(90◦), ET0 = ET (0◦), and ET1 = ET (90◦). In addition, βN = EN0/EN1
and βT = ET0/ET1 are the ratios of the elastic moduli at 0
◦ to the ones at 90◦; α0 = α(0◦) = ET0/EN0 is
the shear-normal coupling parameter at 0◦.
At the continuum level, the elastic behavior of transversely isotropic materials can be characterized by
five independent elastic constants, E,E ′, ν, ν ′, and G′. E and ν are the Young’s modulus and Poisson’s
ratio in the plane of transverse isotropy; E ′ and ν ′ are the ones in the plane perpendicular to the isotropy
plane; G′ is the out-of-plane shear modulus. The relationship between the mesoscale LDPM formulation
and parameters and the equivalent continuum elastic parameters can be obtained by exploiting similarity
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between LDPM and the kinematically constrained formulation of the microplane model [53]. One has
E∗ijkl =
3
2pi
∫
Ω
(ENNijNkl + ETMijMkl + ETLijLkl) dΩ (9)
where E∗ijkl is the equivalent continuum stiffness tensor, Nij = ninj, Mij = (minj + mjni)/2, and Lij =
(linj + ljni)/2, in which ni, mi, and li are local Cartesian coordinate vectors on the generic microplane
or LDPM facet with ni being normal. Integration is conducted over a unit hemisphere with surface Ω
representing all possible microplane or facet orientations.
In general, Eq. 9 cannot be inverted to obtain the four LDPM parameters from the five equivalent
continuum parameters, which are typically obtained from experimental tests. As a matter of fact, it
can be shown that the proposed LDPM formulation only covers a limited range of thermodynamically
consistent Poisson’s ratios ν, ν ′. The full range can be obtained in the microplane model, and similarly in
LDPM, if the microplane/facet formulation is based on the spectral decomposition of the elastic tensor [62].
Such formulation, however, limits significantly the ability of the model to simulate mechanical phenomena
associated with material heterogeneity. Discussion of this aspect for the case of isotropic materials can be
found in [48].
The effect of weak layers on the elastic properties is considered by introducing the reduction factors
CN and CT for effective normal and shear moduli, as follows:
ElN(ϕ) = CNEN ; E
l
T (ϕ) = CTET (10)
The reduction factors satisfy 0 < CN , CT ≤ 1. To simplify the proposed model, it is assumed that these
two reduction factors have the same value, i.e. CN = CT . As a result, the macroscopic stiffness matrix of
the weaker layers is proportional to that of the matrix.
2.3.2 Fracturing behavior
The constitutive equations of inelastic fracturing in the LDPM formulation address the fracturing and
cohesive behavior under tension and tension/shear for N > 0. To define the fracture and damage evolution,
11
it is useful to first define the following effective stress t and effective strain :
t =
√
t2N + (t
2
M + t
2
L)/α;  =
√
2N + α(
2
M + 
2
L) (11)
The relationship between normal and shear stresses versus normal and shear strains can then be calculated
in a way similar to simple damage models:
tN = t
N

; tM = t
M

; tL = t
L

(12)
An internal variable ω characterizes the coupling between normal strain N and total shear strain T =√
2M + 
2
L as tan(ω) = N/
√
αT . The effective stress t is incrementally elastic (t˙ = EN ˙), and must satisfy
the inequality 0 ≤ t ≤ σbt(, ω), where the strain-dependent boundary σbt(, ω) can be expressed as
σbt(, ω) = σ0(ω)exp
[
−H0(ω)
σ0(ω)
〈max − 0(ω)〉
]
(13)
in which the bracket 〈·〉 are used in Macaulay sense: 〈x〉 = max{x, 0}. The function σ0(ω) is the strength
limit for the effective stress and is defined as
σ0(ω) = σt
− sinω +
√
sin2(ω) + 4α cos2(ω)/r2st
2α cos2(ω)/r2st
(14)
where rst = σs/σt is the ratio between the shear (cohesion) strength σs and the tensile strength σt. After
the maximum effective strain reaches its elastic limit 0(ω) = σ0/EN , the boundary σbt decays exponentially
according to Eq. 13. Figure 3a illustrates the virgin and damaged strength domain computed from the
boundary σ0 and σbt, respectively. For pure tensile stress (ω = pi/2), the tensile boundary represents strain
softening with exponential decay, characterized by the microscale tensile strength σt and the softening
modulus Ht; for pure shear stress (ω = 0), the effective stress boundary represents perfectly plastic
behavior characterized by the microscale shear strength σs. The decay rate is governed by the power-law
function H0(ω) = Ht (2ω/pi)
nt , where the material parameter nt allows for a nonlinear transition. Fig. 3b
shows typical stress versus strain curves for ω = 0 and ω = pi/2.
Characterized by microscale tensile and shear strengths, the evolution of the effective stress boundary
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is also assumed to be orientation-dependent to address damage anisotropy at the microscopic level. In
this study, tensile and shear strengths are considered as functions of ϕ with the functional forms similar
to the ones for the elastic moduli (Equations 6 and 7),
σt(ϕ) = σt0(βt sin
2 ϕ+ cos2 ϕ)−1 (15)
σs(ϕ) = σs0(βs sin
2 ϕ+ cos2 ϕ)−1 (16)
where σt0 = σt(0
◦), σt1 = σt(90◦), σs0 = σs(0◦), and σs1 = σs(90◦); βt = σt0/σt1 and βs = σs0/σs1.
Similar to modeling elastic behavior, the effect of lamination can be considered by introducing the
reduction factors CNt and CTs. The tensile and shear strengths associated with weak layers can then be
written as
σlt(ϕ) = CNtσt; σ
l
s(ϕ) = CTsσs (17)
in which 0 < CNt, CTs ≤ 1. As a result, the strength limit for the effective stress σ0(ω) is a function of the
facet orientation ϕ and location in addition to ω. Equation 14 is a parabola in tN − tT space with the axis
of symmetry along the tN -axis. The parabola represents the envelop of the elastic limit of stress status
(tN , tT ), varies with facet orientation, and shrinks for facets associated with weak layers (solid curves in
Fig. 3a).
To preserve the correct energy dissipation during microscale damage localization, the softening modulus
in pure tension is expressed as Ht = 2EN/(`t/`− 1), where the characteristic length `t = 2ENGt/σ2t , Gt is
the microscale fracture energy, and ` is the length of the tetrahedron edge associated to the current facet.
Although a orientation-dependent relationship can be also applied to softening modulus H0(ω), fracture
energy Gt, characteristic length lt, and nt at the facet level, lacking any laboratory observation on the
post-peak behavior of anisotropic shale in response to tensile loading makes it infeasible. Therefore, `t
and nt are considered as constants in the current work. One can obtain the expressions of the microscale
fracture energy from EN(ϕ) and ET (ϕ) functions, which read
Gt(ϕ) =
ltσ
2
t
2EN
=
ltσ
2
t0
(
βt sin
2 ϕ+ cos2 ϕ
)−2
2EN0
(
βN sin
2 ϕ+ cos2 ϕ
)−1 (18)
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Figure 3: LDPM constitutive laws (gray lines represents the behaviors associated with weak layers): (a) shear
strength as a function of normal tensile stresses; (b) typical stress versus strain curves at the LDPM facet levels;
(c) shear strength as a function of normal compressive stresses.
for the matrix, and
Glt(ϕ) =
C2Nt
CN
Gt (19)
for the weak layers.
2.3.3 Frictional behavior
Due to frictional effects, the shear strength increases in the presence of compressive stresses. This phe-
nomena can be simulated effectively through classical incremental plasticity. Incremental shear stresses
are calculated as t˙M = ET (˙M − ˙PM) and t˙L = ET (˙L− ˙PL) where the plastic strain increments are assumed
to follow the normality rule. The plastic potential can be expressed as ϕ =
√
t2L + t
2
M − σbs(tN) in which
the shear boundary is formulated with the following frictional law:
σbs(tN) = σs + (µ0 − µ∞)σN0 − µ∞tN − (µ0 − µ∞)σN0 exp(tN/σN0) (20)
where µ0 and µ∞ are the initial and finial internal friction coefficients; σN0 is the normal stress at which
the internal friction coefficient transitions from µ0 to µ∞. It can be seen from Fig. 3c that in the presence
of compressive stresses, the shear strength increases due to frictional effects. Since there are no available
experimental data, we simply adopt the classical Coulomb linear frictional law with slop µ0 by setting
σN0 =∞ or µ∞ = µ0.
The shear boundary governs the unconfined and low confinement macroscopic compression for low
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values of tN and high confinement macroscopic compression for high values of tN . To address the damage
anisotropy in the compression-shear regime, we allow the internal friction coefficient to vary in a way
similar to the elastic moduli, i.e.
µ0(ϕ) = µ00(βµ sin
2 ϕ+ cos2 ϕ)−1 (21)
µl0(ϕ) = Cµµ0 (22)
where µ00 is the initial internal friction coefficient at ϕ = 0
◦; βµ is the ratio of the friction coefficient at
0◦ to the one at 90◦; the reduction factor Cµ considers the effect of lamination on internal friction. In
addition, LDPM has the capability to simulate the triaxial compressive behavior at the macroscopic scale
with a compressive boundary capturing pore collapse, material compaction, and rehardening. Since this
is outside our current research scope, an elastic behavior is assumed for compression, i.e. tN = ENN for
N < 0.
To summarize, the LDPM material parameters governing shale elastic, fracturing, and frictional behav-
iors are listed in Table 1. It is also worth mentioning that the microscale constitutive relations discussed
above incorporate the fine-scale processes at the interface between grains, which indirectly reflect the role
of sub-resolution properties that are not explicitly modeled by LDPM.
3 Parametric study and calibration
The proposed model is implemented into the MARS software [63], which is a structural analysis computer
code with an object-oriented architecture that makes the implementation of new computational technolo-
gies very effective. Calibration is performed by comparing numerical simulation results with experimental
data gathered from literature. The experiments considered hereinafter were conducted by J. Cho et al.
[10, 11] on Boryeong shale.
As discussed above, the internal structure of shale is mimicked by a laminated granular lattice system
governed by a set of geometric-related parameters at micro- and meso- scales. Observation and measure-
ments of the materials’ internal structure under study and an investigation of its grain size distribution
are required to calibrate these parameters. Since they are not currently available in literature for the shale
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Table 1: LDPM material parameters for shale
Paramaters Units
Normal modulus EN0 GPa
Ratio of normal modulus βN
Lamination reduction factor for normal modulus CN
Shear modulus ET0 GPa
Ratio of shear modulus βT
Lamination reduction factor for shear modulus CT
Tensile strength σt0 MPa
Ratio of tensile strength βt
Lamination reduction factor for tensile strength CNt
Shear strength σs0 MPa
Ratio of tensile strength βs
Lamination reduction factor for shear strength CTs
Characteristic length lt mm
Softening exponent nt
Initial frictional coefficient µ00
Ratio of initial frictional coefficient βµ
Lamination reduction factor for initial friction Cµ
under consideration, reasonable assumptions are made based on microanalysis on other types of shale and
mudstone [61, 64, 59, 7, 65]. The spacing of lamination s is assumed to be 1 mm, and the thickness of
weak layers tm about two times the typical grain size; the maximum, minimum, and mean grain sizes
are assumed to be 50 µm, 15 µm, and 30 µm respectively. The algorithm for the generation of the LDPM
lattice system discussed in Section 2.1 is used to approximate the given granular structure. The resulting
parameters d0 = 15 µm, da = 35 µm, nF = 0.5, and va = 0.55 generate a grain size distribution with a
maximum, minimum, and mean diameter of 51 µm, 13 µm, and 30 µm, respectively.
Cylindrical specimens with the diameter of 0.5 mm and height to diameter ratio of 2 are generated for
the simulation of uniaxial tests; disc specimens with the thickness and radius of 0.25 mm are generated
for the simulation of Brazilian tests. Each type consists of seven specimens with anisotropy angles of 0◦,
15◦, 30◦, 45◦, 60◦, 75◦, and 90◦ respectively. The anisotropy angle for simulated specimens is defined as
the angle between the loading direction and the normal vector to the plane of lamination, as shown in
Figures 4a and 5a. Since the simulation of the actual sample size would lead to tens of millions of grains
and to excessive computational cost, the simulated specimens for the calibration study are much smaller
than the actual ones. As a result, the generated specimens consist of only one layer of weakness, which,
16
θ2
1
n
(a) (b) (c) 
Figure 4: Cylindrical specimens in the uniaxial compression tests: (a) anisotropy angle θ definition; (b) a 3D
granular lattice system representing laminated shale specimens; (c) a slice view in 1-2 plane of the polyhedral cell
assemblage.
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Figure 5: Disk specimens in the Brazilian tensile tests: (a) 2D rotation of the anisotropy angle θ; (b) a 3D
granular lattice system representing laminated shale specimens; (c) a slice view in 1-2 plane of the polyhedral cell
assemblage.
however, are typical of the whole mixture on average, and are considered to be able to preserve the main
failure mechanisms.
In the proposed model, the macroscopic properties of material are determined by the microscale param-
eters governing the facet constitutive law listed in Table 1. Since direct measurement of these parameters
is not available at the moment, a computationally intensive calibration task is required. Preliminarily, a
parametric study is carried out to investigate the relationship between mesoscale parameters and macro-
scopic properties, which serves as a guide for the general procedure of parameter selection for other types
of shale and layered rocks.
3.1 Elastic analysis
The five elastic constants for Boyeong shale were measured by J. Cho et al.[10] through uniaxial compres-
sion tests on cylindrical specimens, which are simulated in this section. The specimens are loaded through
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two steel platens of their top and bottom ends. The values of simulated Young’s modulus were calculated
by σ33/ε33, where σ33 is the macroscopic uniaxial stress, and ε33 is the macroscopic uniaxial strain. In this
paper, the macroscopic uniaxial stress σ33 is approximated by a nominal stress, i.e. σ33 = P/A, where P
is the load applied on the specimen, and A is the area of its cross section; the macroscopic uniaxial strain
ε33 is approximated by a nominal strain, i.e. ε33 = ∆L/L, where ∆L is the specimen length change, and
L is the original length of the specimen.
The calibration is completed by optimizing the LDPM parameters related to elastic behavior, i.e.
EN0, βN , CN , ET0, βT , and CT , through the best fitting of the experimental data with the simulation
results. In the case of CN = CT = 1, the remaining four LDPM parameters can be approximated by
solving a continuous optimization problem which minimizes the global discrepancy between the norm of
shale macroscopic stiffness matrix and the corresponding quantity given by Equation 9. The optimization
problem takes the following form:
minimize
{EN0,βN ,ET0,βT }
∥∥Eijkl − E∗ijkl∥∥
subject to EN0, βN , ET0, βT ≥ 0
(23)
where Eijkl is the macroscopic stiffness tensor of shale obtained via laboratory measurements, and E
∗
ijkl are
obtained by solving the surface integral in Eq. 9 numerically with 37 microplanes of different orientations
[66]. The optimization problem is solved with the help of the commercial software Mathematica [67]. The
optimal solution {E∗N0, β∗N , E∗T0, β∗T} is given in the last row of Table 2. They are treated as a set of input
parameters and fed into the proposed micromechanical model. The elastic moduli obtained through the
simulations of uniaxial compression tests are compared with the experimental data to verify the calculation.
Figure 6 compares the variations of Young’s modulus with anisotropy angle obtained from experiments
and simulations. The error bar shows the experimental data, while the blue dash curve represents the
numerical results with CN = CT = 1. The green dash-dot curve shows the variation of Young’s modulus
predicted by the theory of elasticity. It can be found that the numerical results with CN = CT = 1 are
consistent with the ones predicted by the theory of elasticity.
The effect of CN and CT on simulated Young’s modulus is also investigated herein. Given different
values of CN and CT (CN = CT = 0.1, 0.2, 0.4, and 0.6, respectively), the remaining parameters are
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Table 2: Calibrated LDPM elastic parameters given different value of CN&CT
CN = CT EN0 (GPa) βN ET0 (GPa) βT
0.1 44.4 0.54 8.0 0.23
0.2 94.1 0.23 19.2 0.56
0.4 94.0 0.24 4.0 0.13
0.6 100.3 0.23 3.7 0.10
1 13.5 0.24 4.9 0.22
calibrated through the best fitting of the measured Young’s moduli of the specimens with θ = 0◦ and
θ = 90◦ via a procedure similar to the one discussed above. The best fitting in each case of CN and CT
is achieved using the input parameters listed in Table 2. The variations of simulated Young’s modulus
given different values of CN and CT are represented by curves with different colors as illustrated in Figure
6, and compared with experimental data as well as the one predicted by the theory. It is worthing noting
that although each layer is approximated by the transversely isotropic media, the composite response
deviates from the theoretical prediction based on the transverse isotropy assumption as CN = CT 6= 1.
The optimized value of CN is chosen such that the curve of the variation of Young’s modulus from the
simulations is in best agreement with the experimental data. One can find from Figure 6 that the red
solid curve with CN = CT = 0.4 has the best fit to the experimental data, and therefore determine the
calibrated value to be 0.4. The corresponding LDPM parameters are listed in the 3rd row of Table 2.
3.2 Brazilian and uniaxial compression tests
The next step of the calibration process involves the parameters governing the anisotropic response to
tensile and compressive loading up to failure. Brazilian and uniaxial compression tests on Boryeong shale
which demonstrates significant anisotropy in the measured Brazilian tensile strength (BTS) and uniaxial
compressive strength (UCS) are considered herein. In this study, the values of BTS are calculated based
on the anisotropic solutions suggested by Claesson [68], while the values of UCS are approximated by the
peaks of the nominal uniaxial stress σ33. In the proposed model, the quantities of BTS and UCS and
their variations with anisotropy angles are mostly governed by the normal and shear strengths as well
as the lamination reduction factors. The parametric study involving the effects of σt/σs, CNt, CTs, and
Cµ is presented in the following sections, which provides a fundamental understanding of how the LDPM
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Figure 6: Comparison of apparent Young’s modulus from experiments and simulations as a function of anisotropy
angle given different values of CN .
parameters at the meso- and micro- scales control mechanical strength at the macroscopic level.
3.2.1 Effect of σs/σt
The effect of ratio between cohesion and normal strength, i.e. σs/σt, is investigated here. To simplify the
analysis, the parameters βt and βs are set to the same as βN and βT respectively. In this case, the effect
can be explored by adjusting σt0 while keeping σs0 fixed. Brazilian and uniaxial compression tests are
simulated with the ratio σs0/σt0 of 0.2, 0.5, 1, 2, and 3 respectively. The other parameters are kept the
same as Table 7 shows. The variations of normalized UCS and BTS against different values of σs0/σt0 are
shown in Figure 7. In Table 3, values of the anisotropy degree for UCS and BTS, the ratio of UCS at 90◦
to the one at 0◦, and the ratio of UCS to BTS at 0◦ given different values of σs0/σt0 are presented. They
are labeled as UCSMAX/UCSMIN, BTSMAX/BTSMIN, UCS(90
◦)/UCS(0◦), UCS(0◦)/BTS(0◦), respectively.
The value of σs0/σt0 has significant effect on the ratio of UCS at 90
◦ to the one at 0◦, i.e. UCS(90◦)/UCS(0◦).
As one can see from Figure 7a and the 4th column of Table 3, as the ratio of σs0 to σt0 increases, the value
of UCS(90◦)/UCS(0◦) also increases. Khanlari [69] mentioned that λ-shaped failure mode occurs at θ = 0◦.
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Figure 7: Effect of σs/σt: (a) normalized UCS and (b) normalized BTS.
In this failure mode, a singular tensile splitting failure type initiates along the specimen axis, which bifur-
cates into two shear planes across lamination. Therefore, the microscale matrix tensile strength dominates
the uniaxial compressive strength at 0◦. As a result of a larger ratio of σs0/σt0, a relatively small matrix
tensile strength leads to a decrease of UCS(0◦), which contributes to the gain of UCS(90◦)/UCS(0◦). For
simulated specimens with θ = 90◦, the failure modes are different given different values of σs0/σt0. Given
a relative large σs0 and a relative small σt0, i.e. a large ratio of σs0/σt0, tensile splitting along lamination
is the dominant failure mode. For a small ratio of σs0/σt0, the shear failure mode is dominant. Although
an increase of σs0/σt0 also decreases UCS(90
◦), the reduction effect is less significant than its effect on
UCS(0◦). As a result, the larger the value of σs0/σt0, the greater the ratio of UCS at 90◦ to the one at 0◦.
For Brazilian tests, a relatively small tensile strength at microscale associated with a large value of
σs0/σt0 decreases both BTSMAX and BTSMIN, since tensile splitting failure is dominant for specimens with
anisotropy angles of both 0◦ and 90◦. A decreases on BTSMAX/BTSMIN as illustrated in the Figure 7b and
the 3rd column in Table 3 can be explained by the fact that its effect on failure along the lamination is
less sensitive than that on failure along the matrix.
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Table 3: Effect of σs/σt on UCS and BTS.
σs0/σt0 UCSMAX/UCSMIN BTSMAX/BTSMIN UCS(90
◦)/UCS(0◦)
0.2 2.27 7.53 0.94
0.5 1.80 5.11 1.09
1 1.73 3.90 1.23
2 1.78 3.16 1.41
3 1.89 2.87 1.53
3.2.2 Effect of CNt
The lamination reduction factor for tensile strength CNt reduces the microscale tensile strength associated
with weak layers, i.e. σlt. Different values of CNt are assigned to weak layers, while other parameters are
kept constant to investigate its effect on macroscopic BTS and UCS. The simulation results are illustrated
in Figure 8 and listed in Table 4.
As one can observe from Figure 8, the value of CNt does not change the general trend of the normalized
UCS and BTS variations. Especially, the influence of CNt on the value of UCS(90
◦)/UCS(0◦) and the
anisotropy angle at which the minimum UCS occurs can be neglected. However, as CNt decreases, the
anisotropy degree for UCS increases significantly, as illustrated in Figure 8a and the 2nd column of Table 4.
Note that the change of CNt dose not have significant influence on the value of UCSMAX, because UCSMAX
is mostly governed by failure along matrix, and thus less sensitive to CNt. On the contrary, a decrease
of CNt is closely related to the reduction of UCSMIN which typically occurs for 45
◦ ≤ θ ≤ 75◦. Although
sliding failure along lamination is the dominant failure mode for 45◦ ≤ θ ≤ 75◦ at the macroscopic level,
tensile failure also occurs along lamination following shear failure at microscale. Lisjak [40] and Liu [70]
illustrated numerically that both tensile cracking and shear cracking occur at the angles between 45◦
and 75◦, and gradually develop into macro-cracks along lamination. Therefore, a lower microscale tensile
strength related to weak layers reduces the load bearing capacity of specimens at 45◦ ≤ θ ≤ 75◦ under
uniaxial compression, and finally leads to a decrease of the anisotropy degree for UCS at the macroscopic
level.
Because tensile splitting failure along lamination occurs at 90◦ for Brazilian test, it is obvious that
tensile failure develops under a lower load level given a lower microscale tensile strength of weak layers.
This explains that the anisotropy degree for BTS increases as CNt increases.
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Figure 8: Effect of CNt: (a) normalized UCS and (b) normalized BTS.
Table 4: Effect of CNt on UCS and BTS.
CNt UCSMAX/UCSMIN BTSMAX/BTSMIN UCS(90
◦)/UCS(0◦)
1 1.79 4.25 1.18
0.5 1.96 5.24 1.17
0.1 3.15 11.11 1.15
0.05 4.04 15.71 1.15
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Figure 9: Effect of CTs: (a) normalized UCS and (b) normalized BTS.
3.2.3 Effect of CTs
The lamination reduction factor for shear strength CTs is a key factor controlling the shear strength,
σls of weak layers. To investigate the effect of CTs, different values of CTs (CTs =1, 0.5, 0.1, and 0.05
respectively) are assigned to weak layers, while the other parameters are kept constant. The simulation
results are shown in Figure 9 and Table 5.
Similar to the effect of CNt, as CTs decreases, the anisotropy degrees for both UCS and BTS increase,
as one can conclude from the 2nd and 3rd columns in Table 5 as well as Figure 9. Due to lower shear
strength of the weak layers, shear failure along lamination becomes easier to develop for specimens at
45◦ ≤ θ ≤ 75◦ under uniaxial compression. Particularly, one can observe from Figure 9a that when
CTs = 1, i.e. no reduction effect for shear strength associated with weak layers, the simulated compressive
strength does not feature the classical strength minimum for jointed rocks.
Although the reduction of microscale shear strength associated with weak layers decreases the load
bearing capacity of specimens at all angles in Brazilian tests, its effect is more significant for specimens
with steeper angles of lamination leading to different failure modes for specimens at different anisotropy
angles. For θ ≤ 30◦, the crack propagates mostly along the loaded diameter while for θ ≥ 30◦, the rock
begins to fail along the lamination [10, 18]. Fractures along lamination are observed for θ = 90◦. This
explains the phenomenon that the smaller the value of CTs, the greater the anisotropy degree for BTS.
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Table 5: Effect of CTs on UCS and BTS.
CTs UCSMAX/UCSMIN BTSMAX/BTSMIN UCS(90
◦)/UCS(0◦)
1 1.09 1.66 1.08
0.5 1.23 2.10 1.23
0.1 1.79 4.25 1.18
0.05 2.25 6.44 1.16
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Figure 10: Effect of Cµ: (a) normalized UCS and (b) normalized BTS.
3.2.4 Effect of Cµ
The results of normalized UCS and BTS as a function of anisotropy angle with different lamination
reduction factors for the internal friction Cµ are compared in Figure 10. Cµ is another key factor controlling
the shear boundary envelop associated with weak layers. The smaller the value of Cµ, the smaller the
friction angle, and thus, the smaller the slope of the microscale shear failure envelop related to weak
layers.
As illustrated in Figure 10a, the reduction of friction coefficient for weak layers significantly increases
the anisotropy degree for UCS. It is presented in the 2nd column of Table 6 that the anisotropy degree
increases from 1.35 to 2.43, as the value of Cµ reduces from 1 to 0.05. Similar effect of Cµ can be noted
on the anisotropy degree for BTS. However, it is less significant compared to its effect on the anisotropy
degree for UCS. Note that when the value of Cµ is smaller enough, the effect of reducing anisotropy degrees
becomes negligible as the shear failure envelop related to weak layers tends to become flat.
25
Table 6: Effect of Cµ on UCS and BTS.
Cµ UCSMAX/UCSMIN BTSMAX/BTSMIN UCS(90
◦)/UCS(0◦)
1 1.35 3.55 1.18
0.5 1.79 4.25 1.18
0.1 2.32 4.93 1.19
0.05 2.43 4.98 1.20
3.3 Calibrated results
Based on the results of the parametric study, the model calibration is performed, following a trial-and-
error procedure similar to the one in section 3.1. The microscale parameters for simulating uniaxial
compression and Brazilian tests are calibrated by comparing the numerical results of UCS and BTS with
the corresponding experimental data from [10]. The finalized model parameters are reported in Table 7.
Figures 11a and b show the variations of UCS and BTS with anisotropy angles respectively. Numerical
results (red solid curves) and experimental data (scattered points) are compared, and listed in Table 8.
Good agreement can be found between them.
It can be observed from Figure 11a that the maximum UCS occurred at θ = 90◦, and the minimum
strength occurred at 45◦ ≤ θ ≤ 75◦. The reduced UCS at certain angles is due to the effect of lamination:
when the failure plane coincided with the plane of lamination, the failure occurs at a lower stress level
[10]. This effect is mostly governed by CNt, CTs, and Cµ, as demonstrated in sections 3.2.2, 3.2.3 and 3.2.4
respectively. The experimental observation that the measured strength at θ = 90◦ is slightly larger than
that at θ = 0◦ can also be captured by the proposed model. Figure 12 shows the simulated specimens
with different anisotropy angles after uniaxial compression failure, which is also in good agreement with
the experimental results [10]. For specimens with 45◦ ≤ θ ≤ 75◦, a clear failure plane can be observed
almost identical to the plane of lamination, which accounts for the mechanism of the reduced strength
at 45◦ ≤ θ ≤ 75◦. Note that LDPM does not postulate the existence of a compression failure at the
microscopic level, but rather simulates macroscopic compressive failure through tensile and shearing failure
at microscale [48].
From Figure 11b, one can find that the maximum macroscopic BTS occurred at θ = 0◦, while the
minimum value occurred at θ = 90◦. Simulated and measured BTS decreases as the anisotropy angle
increases. The difference between BTS at θ = 0◦ and one at θ = 90◦ is governed by LDPM microscale
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parameters, especially σs/σt, CNt and CTs, as demonstrated in section 3.2.1, 3.2.2, and 3.2.3, respectively.
From the graph of the simulated specimens at failure, as illustrated in Figure 13, distinctly different failure
modes are observed for specimens with different anisotropy angles. For 0◦ ≤ θ ≤ 15◦, failure develops
along the loaded diameter, and the failure mode is purely tensile splitting failure. For θ ≥ 30◦, the failure
plane coincides with the plane of lamination. For specimens with anisotropy angles 30◦ ≤ θ ≤ 75◦, a shear
failure plane along lamination can be clearly observed, indicating a shear failure mode mixed with tensile
splitting into the matrix; for specimens of θ = 90◦, tensile splitting along lamination is dominant.
To investigate the effect of random microstructure, we also performed calculations of three specimens
characterized by different placement of grains, which introduces randomness in the microstructure, for
each anisotropy angle. As shown in Figure 11, the calculated UCS and BTS (red solid curves) fall within a
narrow scatter band, and the introduced randomness does not alter the trend of UCS and BTS variations.
Considering the small deviation resulted from randomness in microstructure, one may conclude that the
simulated specimens are large enough to be considered representative.
Fracture properties of shale are obtained through simulations of uniaxial tensile tests on cylindrical
specimens with the same dimension as those of the uniaxial compression tests. Although brittle failure of
shale under tensile loading is often observed in experiments conducted at centimeter scale, localization of
softening damage into a discrete fracture may be recognized on sufficiently small scale. In this case, the
fracture energy, Gf , of the material can be deduced from the area A under a complete load-displacement
curve with stable postpeak; Gf = A/Ac where Ac is the fractured area of the specimen. Figure 14 illustrates
the variation of the fracture energy with anisotropy angle calculated in this method and with the model
parameters reported in Table 1. The fracture energy of simulated specimen with θ = 0◦ is smaller than
that with θ = 90◦, which agree with the laboratory observation that the fracture toughness measured in
the short transverse orientation is smaller than the ones measured in the divider and arrester orientations
[71, 72, 14]. The values of the simulated fracture energy range from 65 N/m to 220 N/m, which are within
the same order of magnitude as the work of fracture measured by Chandler et al. [71] for Mancos shale.
The variation of the simulated fracture energy may not be realistic and needs to be calibrated when new
experimental data become available.
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Figure 11: Comparison of (a) uniaxial compressive strength and (b) tensile strength from experiments and
simulations as a function of anisotropy angle.
0° 15° 30° 45° 60° 75° 90° 
0° 15° 30° 45° 60° 75° 90° 
(a) 
(b) 
Figure 12: Simulated specimens after failure with anisotropy angles of 0◦, 15◦, 30◦, 45◦, 60◦, 75◦ and 90◦ for
uniaxial compression test: (a) snapshot of external faces of simulated specimens; (b) snapshot of slice view of
simulated specimens.
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Figure 13: Simulated specimens after failure with anisotropy angles of 0◦, 15◦, 30◦, 45◦, 60◦, 75◦ and 90◦ for
Brazilian test: (a) snapshot of external faces of simulated specimens; (b) snapshot of slice view of simulated
specimens.
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Figure 14: Variation of fracture energy with anisotropy angle.
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Table 7: Values of LDPM parameters used in the simulations.
Symbol (units) Value Symbol (units) Value
EN0 (GPa) 22.5 σs0 (MPa) 3.9
βN 0.24 βs 0.13
CN 0.4 CTs 0.1
ET0 (GPa) 4.0 lt (mm) 93
βT 0.13 nt 0.2
CT 0.4 µ00 0.2
σt0 (MPa) 4.8 βµ 0.5
βt 0.24 Cµ 0.5
CNt 1.0
Table 8: Values of macroscopic uniaxial compressive strength and tensile strength from simulations and experi-
ments .
0◦ 15◦ 30◦ 45◦ 60◦ 75◦ 90◦
UCSEXP (MPa) 89.2 91.0 83.4 64.8 53.5 96.5 126.2
UCSNUM (MPa) 99.2 98.7 97.7 94.3 67.8 74.9 117.1
BTSEXP (MPa) 11.1 13.6 12.3 11.3 8.5 7.4 6.4
BTSNUM (MPa) 12.6 12.5 12.0 11.2 8.7 5.5 4.0
4 Multiscale Homogenization Method
The typical grain size of shale is several orders of magnitude smaller than the size of the specimens that
are tested in laboratory. For instance, the maximum grain size considered in the above simulations is
50 µm, while the specimen size in Ref. [10] is around 50 mm, three orders of magnitude larger than the
maximum grain size. As the proposed model adopts an “a priori” discretization and simulates shale at
the level of the major heterogeneities (grains in this case), it tends to be computationally expensive, and
this hinders its use in the numerical simulations of large systems such as reservoir modeling. In this work,
this problem is addressed by a general multiple scale computational theory proposed by Rezakhani and
Cusatis [73] based on the classical asymptotic expansion homogenization [74, 75, 76, 77].
4.1 Asymptotic expansion homogenization
The developed homogenization theory is built on two major assumptions: (1) There exits a certain volume
of material, the so called Representative Volume Element (RVE), which properly describes the internal
structure of the material under investigation [78]; (2) The size of the RVE is much smaller than the
30
(a) (b) 
Figure 15: Granular lattice system with lamination in a LDPM prism: (a) generic LDPM system and (b) periodic
LDPM system.
characteristic size of the macroscopic problem under consideration, namely the “separation of scales”
hypothesis holds. Homogenization theory assumes also that the lower-scale material structure is periodic,
which means it is composed of a repetition of material RVEs in three dimensions. For the modeling of
shale internal structure, polyhedral cells are randomly distributed among the computational domain to
represent the cement-coated grains. Fig. 15a shows a typical granular lattice system with lamination
generated according to the algorithm discussed in Section 2.1, and Fig. 15b its periodic approximation. A
cube with a single layer is chosen as the RVE in the case of laminated shale, as illustrated in Figure 15b.
A generic macroscopic homogeneous material domain and the corresponding global coordinate system
X are depicted in Figure 16a. At any point of the macro-scale domain with X position vector, two distinct
length scales are introduced to represent (1) the macroscopic problem, in which the material is defined
as homogeneous continuum with no detail of material heterogeneity (2) the fine-scale domain, in which
heterogeneity is modeled by means of the discrete meso-scale model. x and y, are the local coordinate
systems for the macro- and fine-scale problems, respectively. In Figure 16b, an enlarged view of the
macroscopic material point is illustrated in the local fine-scale coordinate system y. y′ is the fine-scale
coordinate system which is aligned with the material anisotropy orientation. If the rule of separation of
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scales holds, macro- and fine-scale coordinate systems are related as
x = ηy 0 < η << 1 (24)
where η is a very small positive scalar. Equation 24 means that a small distance in the macro-scale
coordinate system represents a large distance in the fine-scale space. The homogenization theory starts
by considering a generic particle PI and its interaction with surrounding particles, such as PJ , through
traction vector as shown in Figure 16c. The displacement and rotation of the particle PI , U
I = u(xI ,yI)
and ΘI = θ(xI ,yI), can be approximated by means of the following asymptotic expansions
u(x,y) ≈ u0(x,y) + ηu1(x,y) (25)
θ(x,y) ≈ η−1ω0(x,y) +ϕ0(x,y) + ω1(x,y) + ηϕ1(x,y) (26)
where terms up to order O(η) are considered. u0(x,y), and u1(x,y) are respectively the macro- and the
fine-scale displacement fields. Asymptotic expansion of rotation field is written considering the fact that
rotation vector corresponds to the curl of displacement vector. Therefore, ω0, ω1 are the rotations in the
fine-scale space, while ϕ0, ϕ1 are the corresponding coarse-scale ones. One should consider that, contrarily
to the expansion of displacements, the asymptotic expansion for rotations features a term of order O(η−1)
and two distinct terms of order O(1). Substituting Equations 25 and 26 into the definition of facet strains,
Equation 2, and using the macroscopic Taylor expansion of displacement and rotation of node PJ around
node PI , the following form for the multiple scale definition of facet strains is obtained [73]
α = η
−1−1α + 
0
α + η
1
α (27)
where α = facet strains; α = N,M,L with N representing normal components and M,L representating
tangential components. Considering Eq. 27 and the facet constitutive equations, it is shown in Ref. [73]
that the multiple scale definition of facet tractions is tα = η
−1t−1α +t
0
α+ηt
1
α, which is assumed to be valid in
both elastic and nonlinear regime. Substituting the asymptotic expansion of facet tractions in the particle
equilibrium equations (see Eq. 3 and 4), one can derive separate scale governing equations for both fine-
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of the macroscopic constitutive equations; and its implementation in computer codes is relatively simple. Within the ex-
tensive literature on AEH, remarkable is the work of the following authors. Hassani and Hinton (1998a,b) investigated
formulation of homogenization theory and topology optimization and its numerical application to materials with periodic
microstructure. Chung et al. (2001) presented detailed derivation of multiple scale formulation for elastic solids. Fish em-
ployed this approach to study elastic as well as elasto-plastic composites (Fish et al., 1997). Ghosh et al. (1995) adopted MH
along with Voronoi cell finite element method (VCFEM) to study the behavior of composites with random meso-structure
(Ghosh et al., 1996). More recently, Fish et al. (2007) introduced the generalized mathematical homogenization (GMH) to
derive continuum constitutive equations starting from molecular dynamics (MD).
All the aforementioned work is relevant to Cauchy continuum formulations. However, homogenization schemes were
also used for the multiscale analysis of Cosserat continuum models, in which an independent rotation field appears in
addition to the displacement field. Feyel (2003) built a homogenization scheme to couple a Cauchy continuum formulation
at the micro-scale giving rise to a Cosserat continuum formulation at the macro-scale. Asymptotic homogenization tech-
nique was employed by Forest et al. (2001) for upscaling elastic Cosserat solids. In this work, the author studied various
types of asymptotic expansions for the displacement and rotation fields and investigated their effect on the resulting
macroscopic continuum behavior. Results of this investigation showed that the nature of the homogenized continuum
depends on the ratio of the Cosserat characteristic length of constituents, size of heterogeneity and typical size of the
structure.
Chan et al. (2006) derived the governing constitutive equations for strain gradient elasticity for both homogeneous and
functionally graded materials using the strain energy density function and the related definitions of the stress fields. They
showed that additional terms appear in the equations that are related to the strain gradient nonlocality and the interaction
between material nonhomogeneity. Bardenhagen and Triantafyllidis (1994) obtained a nonlinear higher order gradient
continuum representation of discrete periodic micro-structures by means of an energy approach. The developed model was
then employed to investigate the existence and stability of localization bands and their relationship to the model loss of
ellipticity. Finally, homogenization of discrete atomic models into equivalent continuum can be found in publications where
the authors exploited asymptotic analysis techniques (Caillerie et al., 2006) and the mathematical Γ-convergence method
(Braides et al., 2006).
The present study derives a general multiscale homogenization scheme suitable for upscaling materials whose fine-scale
behavior can be successfully approximated through the use of discrete models featuring both translational and rotational
degrees of freedom.
2. The fine-scale problem
With reference to Fig. 1a, let us consider the interaction of two adjacent particles, I and J, sharing a generic facet. If one
limits the analysis to the case of small strains and displacements – which is a reasonable assumption in the absence of large
plastic deformation prior to fracture as observed in brittle and quasi-brittle materials –meaningful measures of deformation
(Cusatis et al., 2011a) can be defined as
( )Θ Θϵ = + × − − × · ( )α αr U c U c e1 1IJ J J J I I I IJ
and
Fig. 1. Geometrical explanation of the two-scale problem: (a) geometry of two neighboring particles. (b) Macro material domain. (c) Meso-scale domain
with material heterogeneity.
Please cite this article as: Rezakhani, R., Cusatis, G., Asymptotic expansion homogenization of discrete fine-scale models
with rotational degrees of freedom for the simulation of quasi-brittle materials. J. Mech. Phys. Solids (2016), http://dx.doi.
org/10.1016/j.jmps.2016.01.001i
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Figure 16: Geometrical description of the two-scale problem: (a) macro material domain; (b) mesoscale domain
with material heterogeneity and Coordinate transformations in the RVE analysis; (c) geometry of two neighboring
particles.
and coarse-scale problems. After some analytical derivation, the final governing equations for the RVE
and macroscopic problems are obtained as presented below (for details on the calculations see Ref. [73]).
4.1.1 Fine-scale equation: the RVE problem
The RVE problem is governed by the following equations which are force and moment equilibrium equations
of each particle inside the RVE
∑
FI
A t0αe
IJ
α = 0
∑
FI
A (cI × t0αeIJα ) = 0 (28)
Facet traction vectors of O(1), t0α, which appeared in above equation are functions of 0α that is derived as
0α = r
−1 (u1Ji − u1Ii + εijkω1Jj cJk − εijkω1Ij cIk) eIJαi + Pαij (γij + εjmnκimycn) (29)
where γij = v
0
j,i − εijkω0k and κij = ω0j,i are the macroscopic Cosserat strain and curvature tensors, respec-
tively. r = |xIJ | is the length of the vector xIJ which connects the mass centers of particles the PI and
PJ , as shown in Figure 16c. The vector y
c is the vector that connects the centroid of the facet shared
between particles I and J to the mass center of the RVE. Pαij = n
IJ
i e
IJ
αj is a projection operator. The first
term of Eq. 29 is the definition of the facet strains (one normal and two tangential) written in terms of
fine-scale displacements and rotations u1 and ω1. The second term of Equation 29, Pαij (γij + εjmnκimy
c
n),
is the projection of macroscopic Cosserat strain and curvature tensors on each facet. Therefore, the O(1)
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facet strains is the sum of their fine-scale counterparts and the projection of the macroscopic strain and
curvature tensors onto the facet level. In other words, strain and curvature tensors at each macroscopic
computational point are applied on the associated RVE as imposed negative eigen-strains on all its facets.
The RVE is analyzed under periodic boundary conditions, and it leads to the calculation of the fine-scale
quantities u1 and ω1. It should be noted that the fine-scale length type variables in Equation 29, r, cIk,
cJk , and y
c
n, must be measured in the fine-scale coordinate system.
4.1.2 Coarse-scale equation: the macroscopic problem
Mathematical manipulation of the O(1) terms in the multiple scale expansion of particle equilibrium
equations lead to the macroscopic translational and rotational equilibrium equations. By averaging the
equilibrium equations over all RVE particles, the macro-scale translational equilibrium equation and the
corresponding homogenized stress tensor are expressed as
σ0ji,j + bi = 0 (30)
σ0ij =
1
2V0
∑
I
∑
FI
Art0αP
α
ij (31)
where V0 is the volume of the RVE; ρu =
∑
IM
I
u/V0 is the mass density of the macroscopic continuum.
Equation 30 is the classical partial differential equation governing the equilibrium of continua whereas
Equation 31 provides the macroscopic stress tensor though homogenizing the solution of the RVE problem.
In addition, the final macro-scale rotational equilibrium equation and the corresponding macroscopic
moment stress tensor are derived as
ijkσ
0
ij +
∂µ0ji
∂xj
= 0 (32)
µ0ij =
1
2V0
∑
I
∑
FI
Art0αQ
α
ij (33)
where the projection matrix Qαij is defined as Q
α
ij = n
IJ
i εjklx
C
k e
IJ
αl . µ
0
ij is the macroscopic moment stress
tensor derived based on the results of the RVE analysis, and Equation 32 corresponds to the classical
rotational equilibrium equation in Cosserat continuum theory. One can find the derivation details of
above equations in Ref. [73]. The presented homogenization theory has been used recently to obtain
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macroscopic properties of concrete RVE simulated by LDPM and to homogenize concrete elastic and
nonlinear behavior under different types of loading conditions, see Refs. [73, 79].
4.1.3 RVE with material anisotropy
As presented in the previous sections, the material anisotropy of shale is modeled through an approximated
geometric description of shale internal structure and a representation of material properties variation. To
generate a RVE with anisotropy angle θ, a method of coordinate transformation is presented in this section.
Let us consider the zoomed view of the macroscopic material point with the local fine-scale coordinate
system y as shown in Figure 16b and let us suppose that the normal vector of the weak layers, which is
parallel to the axis of symmetry, has a angle θ with respect to the y2 axis. The angle θ is the anisotropy
angle defined in the previous sections. One can define a local coordinate system y′ anchored to a RVE
as shown in Figure 16d with y′2 parallel and y
′
1, y
′
3 perpendicular to the normal vector. The coordinate
system y′ can be considered as being rotated counter-clockwise by the angle θ from the coordinate system
y. A transformation of a 2nd rank tensor Fij from the coordinate system y to tensor F
′
ij in the coordinate
system y′ is conducted as follows
F ′ij = RipRjqFpq (34)
where the components of transformation matrix R can be written as
R =

cos θ sin θ 0
− sin θ cos θ 0
0 0 1
 (35)
In this case, the tensor Fij can be macroscopic Cosserat strain tensor γij, curvature tensor κij, stress tensor
σ0ij, and moment stress tensor µ
0
ij.
4.2 Numerical results
The homogenization theory formulated above was implemented in the MARS computational software
with the objective of upscaling the shale fine-scale model discussed above. The procedure to construct
a generic RVE is described in Ref. [73]. The RVE analysis is conducted by imposing periodic boundary
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conditions. This is obtained by setting the displacements and rotations of the RVE vertexes to be zeros
and by imposing that the periodic edge nodes and face nodes have the same rotations and displacements.
In general, the overall multiscale numerical procedure adopted in this paper is similar to the one
proposed in Ref. [73]. However, in order to accommodate material anisotropy, the procedure is modified
and summarized as follows.
(i) The finite element method is employed to solve the macroscale homogeneous problem in which
external loads and essential BCs are applied incrementally. During each numerical step, strain
increments ∆γij = ∆v
0
j,i − εijk∆ϕ0k and curvature increments ∆κij = ∆ω0j,i tensors are calculated at
each integration point based on the nodal displacement and rotation increments of the corresponding
finite element.
(ii) The macroscopic Cosserat strain and curvature increments ∆γij and ∆κij are transformed to ∆γ
′
ij
and ∆κ′ij in the coordinate system y
′ through Equation 34.
(iii) ∆γ′ij and ∆κ
′
ij are projected into the RVE facets through the proper projection operations. These
projected strains and curvatures are imposed to the RVE allowing the calculation of the fine-scale
solution governed by the fine-scale constitutive equations.
(iv) The fine-scale facet tractions are used to compute the macroscopic stress σ′0ij , and couple stresses,
µ′0ij, for each Gauss point in the FE mesh.
(iv) The tensors σ0ij and µ
0
ij in the original coordinate system y are obtained through the transformation
of the tensors σ′0ij and µ
′0
ij.
It was shown in Ref. [73] that the coarse-scale couple-curvature constitutive equations scale with the
square of the RVE size in both linear elastic and nonlinear ranges. Since the size of RVEs is usually
smaller than the size of finite elements, it is necessary to accommodate the size dependency of moment
stress in the procedure of performing multiscale analysis.
In a general FEM framework, the macroscopic Cosserat strain and curvature are interpolated by their
values at Gaussian integration points. To tackle the size dependency of moment stress, the curvature
increments after coordinate transformations at each integration point, i.e. ∆κ
′(IP)
ij , are scaled by a factor
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D(IP)/D(UC), i.e. ∆κ
′(Eff)
ij = ∆κ
′(IP)
ij D
(IP)/D(UC), where D(UC) is the size of RVE, D(IP) = (V (IP))1/3 where
V (IP ) is the volume associated to an integration point. The effective curvature increments ∆κ
′(Eff)
ij are then
projected into the RVE facets in step (iii). In step (iv), the effective macroscopic couple stresses µ
′0(Eff)
ij
obtained by RVE calculations are scaled by the same factor, i.e. µ
′0(IP)
ij = µ
′0(Eff)
ij D
(IP)/D(UC) to get the
macroscopic couple stresses µ
′0(IP)
ij for each integration point.
4.2.1 Elastic RVE analysis
This section presents the analysis of the elastic macroscopic behavior of one LDPM RVE. Rezakhani and
Cusatis [73] concluded that the macroscale elastic parameters relating the stress tensor to the strain tensor
become independent on RVE size, and on the random position of the polyhedral particles inside the RVE,
as long as the RVE size is larger than about five times the maximum spherical particle size in the framework
of LDPM. To verify this statement, we performed numerical calculations with varying RVE sizes. Although
the LDPM RVE size is determined by the spacing of weak layers once lamination is introduced, the elastic
analysis is first performed on RVEs without lamination to isolate the effect of grain size compared to the
one of RVE size. Five RVE sizes, D = 0.10, 0.15, 0.25, 0.50, and 1.00 mm, are considered, and five RVEs,
characterized by different placement of grains, are studied for each case. In LDPM, different placement
of grains inside the RVE yields to distinct RVE polyhedral particle configurations. The calculations are
performed by assuming the LDPM elastic parameters reported in the last row of Table 2.
Figure 17 shows the homogenized values of the five elastic constants E,E ′, G′, ν and ν ′ as functions of
the RVE size normalized by the maximum particle size, d = D/da. The error bars represent the scatter in
the results obtained by simulating five different RVEs of the same size but with different realization of grain
positions inside the RVE. The calculated values of the parameters tend to converge to a constant value as
the size of the RVE increases. The homogenized values of these elastic properties become independent of
the grain distribution inside the RVE for value of d = D/da greater than 5, as already verified in [73] for
isotropic materials.
The RVE with lamination has a fixed size D = 1.00 mm. The elastic RVE analysis were performed
on seven laminated RVEs with anisotropy angles ranging from 0◦ to 90◦ respectively. The homogenized
values of the Young’s modulus in the plane of transversely isotropy E were calculated. As shown in Figure
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Figure 17: Variation of elastic homogenized material properties with respect to the ratio of RVE size to maximum
particle size: (a) Young moduli E, E′ and shear modulus G′; (b) Poisson’s ratios ν and ν ′. (c) Variation of in-plane
Young’s modulus with anisotropy angles.
17c, the variation of homogenized E with anisotropy angles θ agrees well with the results of the full LDPM
analysis in section 3.1 and experimental data [10].
4.2.2 Tension and compression tests on a single tetrahedral element
The behavior of a single tetrahedral element (Fig. 18a) under uniaxial tension and compression loading is
studied through a two-scale homogenization algorithm, to investigate the significance of the homogenized
macroscopic moment stress tensor. The obtained results are also compared to these from the simulated
unconfined compression and Brazilian tests described in the previous sections. A 10-nodes tetrahedral
finite element with three translational and three rotational degrees of freedom [80] is considered, and a
RVE is assigned to every macroscopic integration point. Figure 18a depicts the boundary condition applied
on the tetrahedral element. The top vertex is pulled along the x2-direction up to a displacement equal to
0.01 mm in the tension test and is pushed down to 0.04 mm in the compression test. All rotational degrees
of freedom are released to allow the development of the macroscopic Cosserat curvature tensors during the
loading process. The edge length of the element is chosen to be 3 mm as against the RVE size of 1 mm.
The same as previous sections, seven different anisotropy angles are considered herein. The geometric
parameters and the LDPM material parameters are the same as those used in the Brazilian and uniaxial
compression tests, as reported in Table 7.
Figure 19 compares the responses of the tetrahedral element tests through the two-scale homogenization
algorithm with and without considering the macroscopic moment tensor calculated by Eq. 33. The load-
displacement curves obtained by simulated tension and compression tests with three RVEs of anisotropy
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Figure 18: (a) Analysis of a tetrahedral element through a two-scale homogenization algorithm. (b)-(c) Total
crack opening evolution of a RVE with the anisotropy angle of 75◦ in single element compression test.
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Figure 19: Comparison of simulated load-displacement curves of single tetrahedral element through the two-scale
homogenization algorithm with and without considering the macroscopic moment tensor represented by solid and
dash lines respectively: (a) uniaxial tension test and (b) uniaxial compression test.
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angles 0◦, 60◦, and 90◦ respectively are presented. As one can observe from Figure 19a, the responses of
the tetrahedral element under uniaxial tension with and without considering the moment tensor are almost
identical in each case with RVEs of different anisotropy angles. A slight difference of element responses
in the post-peak region during the compression test can be observed in Figure 19b. This is a result of
layer slippage and the development of the shear failure plane, which may lead to the violation of stress
symmetry [29]. Generally, the effect of the macroscopic moment tensor is negligible in both tension and
compression tests, especially in this paper in which only the pre-peak region was calibrated for the lack of
post-peak experimental data.
The homogenized values of the tensile and compressive strengths of the RVEs are obtained by the
macroscopic σ22−ε22 curves of one integration point in the tetrahedral element. The variations of uniaxial
compressive strength with anisotropy angles calculated from the RVE response of two-sale homogenization
algorithm are shown in Figure 11a, and compared with the results of the uniaxial compression test through
full LDPM simulations in section 3.3 and the experimental data reported in [10]. Good agreement between
them can be observed. Similarly, Figure 11b compares the tensile strength obtained by RVE responses,
full LDPM analysis, and experimental data. Note that the simulated RVE responses in this section give
the direct tensile strength, while the full LDPM simulations and experimental data give the indirect
tensile strength (Brazilian tensile strength). Although a small discrepancy between the calculated direct
and indirect tensile strength can be observed, agreement between RVE and full LDPM results is overall
satisfactory.
Evolution of total crack opening for a RVE with anisotropy angle of 75◦ during the element compression
test is also shown in Figure 18b-c at three different macroscopic strain, ε22, levels. Strain level (1) is in
pre-peak regime in which damage is distributed through the RVE; at strain level (2) which corresponds
to the peak of the stress-strain curve, damage begins to distributed locally along the plane of lamination;
strain level (3) is relevant to the post-peak regime in which localization of crack opening occurs following
the development of shear failure plane. The observed failure mode in the RVE is similar to the one in the
full LDPM analysis shown in Figure 12.
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5 Conclusion
A discrete micromechanincal approach based on the Lattice Discrete Particle Model (LDPM) and a multi-
scale framework based on the asymptotic expansion homogenization theory were formulated and calibrated
to simulate the anisotropic mechanical behavior of shale. Based on the results presented in this work, the
following conclusion can be drawn.
• The proposed model can simulate the mechanical behavior of anisotropic shale featuring the orien-
tational dependence of the elastic stiffness and strength. Benefiting from the framework of discrete
models and the “a priori” discretization approach adopted by LDPM, the model addresses material
anisotropy through an approximated geometric description of shale internal structure, which includes
representation of material property variation with orientation within the constitutive equations and
explicit modeling of lamination. It reproduces successfully the variations of Young’s modulus, uni-
axial tensile and compressive strengths with different bedding plane orientations in the simulated
compression and Brazilian tests.
• The model also succeeds in capturing different failure mechanisms in the simulated experiments
caused by varying orientations of shale bedding planes with respect to loading direction. It was
shown that distinctly different failure modes can be observed in the simulated uniaxial compression
and Brazilian tests, which contributes to the directional dependence of the simulated tensile and
compressive strengths respectively.
• The model is able to simulate the fracture behavior of anisotropic shale under tensile loading. It
needs to be furthered calibrated and verified once a relevant experimental study becomes available.
• The multiscale structure of shale is addressed numerically by the proposed multiscale computational
framework. The developed micromechanical based model is upscaled to approximate effective ma-
terial characteristics at the macroscopic level through a mathematical homogenization approach.
The equivalent homogenized continuum is of Cosserat-type, and the material anisotropy of shale is
tackled at the RVE level.
• Similar to previous research on isotropic materials, the macroscale elastic parameters relating the
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stress to strain tensors become independent of RVE size and the random position of the grains inside
the RVE for the ratio of RVE sizes to the maximum particle size greater than 5.
• The homogenization algorithm was further verified by the simulations of uniaxial tension and com-
pression tests on a single tetrahedral element. Although the nonsymmetric part of stress tensors
featured by the Cosserat continuum formulation may arise as a result of layer slippage in the post-
peak region, the numerical results indicate the insignificance of the effect of the macroscopic moment
tensor.
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