Abstract-This paper examines the effect of initial solutions on the performance of an iterated local search (ILS) algorithm for the permutation flowshop problem with the objective of minimizing total flowtime. An ILS algorithm is applied to a set of test problems, and in each separate trial the algorithm is started from an initial solution generated by one of six different methods. Experimental results indicate that initial solutions generated by a neural network are more effective in promoting the performance of the ILS algorithm towards better solutions. A modified version of the ILS algorithm, in which an initially restricted neighborhood search is gradually expanded with each iteration, is also proposed and tested. The results from this modified ILS compare very favorably with published results from a traditional ILS approach.
INTRODUCTION
The n x m flowshop is a system that processes n jobs through m machines that are arranged in a serial layout. The technological constraints in this system require that each of the n jobs visit each of the m machines in the same order. The processing time needed by each job on a machine is known beforehand, and these usually differ from one job to another. The scheduling problem is to decide the sequential order for processing the jobs through the flowshop, so that some performance criterion is optimized. The performance criterion of interest in this study is to minimize the total flowtime, which is computed by summing the completion times of all n jobs.
The flowshop under consideration here does not permit jobs overtaking one another between machine operations. This means that every machine processes the n jobs in the same order, leading to what is known as a permutation schedule. The scheduling decisions in this type of flowshop are thus reduced to determining an optimal permutation of the n jobs, so that when they are processed according to this permutation, the resulting total flowtime is minimized. Finding an optimal schedule in the permutation flowshop problem (PFSP) involves searching the n! permutations of the n jobs, a problem known to be NP-hard [1] . As a result, non-exact methods have been used in order to find approximate solutions for permutation flowshop problems that have more than about a dozen jobs.
II. LITERATURE REVIEW
The PFSP was first studied by Johnson [2] for the objective of minimizing the makespan, which is the completion time of the last job in the sequence. Ever since Johnson's rule for finding the optimal solution for a two-machine flowshop was proposed in 1954, many exact and heuristic methods have been developed, primarily for the minimum makespan objective. The objective of total flowtime minimization has been studied to a much lesser degree, with a number of construction heuristics having been suggested [3] , [4] , [5] , [6] and [7] . More recently, with the dramatic increase in computational power of computers, meta-heuristics based on search techniques have been employed with success to flowshop and job shop scheduling problems. The majority of the research of metaheuristics in flowshops has once again focused on the makespan problem. A review of the main methods and approaches investigated may be found in [8] . New techniques based on differential evolution [9] , particle swarm algorithms [10] and artificial bee colony approaches [11] have been investigated for the objective of minimizing the total flowtime. The performance of these meta-heuristics has been generally promising, with great improvements over the construction heuristics. Disadvantages of the meta-heuristics are mainly in the parameters that have to be decided, as well as their reliance on random numbers at decision points (such as the degree of perturbation, whether to accept a solution or not, etc.). As a result, the quality of a final solution obtained by a metaheuristic is to a certain degree a matter of chance. Hence the need to run the algorithm several times with different random number seeds in order to find better solutions.
The majority of meta-heuristics also employ construction or other heuristics for generating an initial solution to serve as a starting point for the search methods. The searching algorithms seek to continually improve upon the current solution in aim of reaching the optimum. The accepted practice is to use what is considered a near-optimal initial solution, in the hope that it will culminate in an optimal solution in the shortest time possible. Many of the traditional construction heuristics are often employed for generating initial solutions for the metaheuristic approaches. The NEH heuristic [12] is particularly favored in generating initial solutions, primarily because of the quality of its performance for the makespan minimization criterion.
The study presented in this paper examines the effect of initial solutions on the performance of the well-known iterated local search (ILS) algorithm, originally proposed by Stuzle [13] , and which has been employed in neighborhood searches. In particular, the study aims to determine whether an initial solution generated by a neural network can lead to improved results from the ILS algorithm.
The concept of training a neural network to construct a permutation schedule for a flowshop has been investigated previously. El-Bouri et al. [14] trained a backpropagation neural network to schedule flowshops for the objective of minimizing the total flowtime. The network was trained by using optimal sequences from 10-job training problems. Using these optimal schedules, the neural network was trained to recognize patterns relating positions of jobs in the optimal sequence based on a statistical characterization of the job mix in the problem. The trained networks were then applied to larger problems of up to 100 jobs. Although the schedules created by the neural network were not very satisfactory on their own, they did tend to cluster jobs about their desired positions in an optimal sequence. Tests with adjacent pairwise interchanges gave some indication that the solutions proposed by the neural network respond to local searches better than solutions created by the NEH algorithm. The use of neural networks to support meta-heuristics has also been investigated in [15] and [16] . In both studies, initial solutions provided by neural networks led to improved performance in genetic algorithms and some other heuristics.
The present study is concerned with investigating to what extent a starting solution generated by a neural network can enhance the performance of an ILS algorithm in minimizing the mean flowtime in a 5-machine flowshop. The study covers instances involving 50-job and 100-job flowshops.
III. METHODOLOGY
The neural network employed for generating a flowshop schedule is identical to that proposed in [14] . It is a 15-10-1 network, meaning that it has a 15-node input layer, 10 hidden nodes in the middle layer, and a sole output node. The network processes each job individually. A job is represented by a 15-unit input vector. The first 5 units carry a job's processing time requirements on each of machines 1 through 5. The next five units represent the average processing time load on each machine, while the final 5 units contain the standard deviation of the processing times for each machine. The neural network computes an output value for each job input vector presented at the input layer. The jobs are then sorted in increasing order of their neural output values, and the resulting sequence is then taken as the neural schedule for the flowshop problem.
A sequence generated in this manner by the neural network is subsequently exposed to the ILS algorithm for improvement. The neural network aims to place each job as close as possible to its position in an optimal sequence. Accordingly, it is presumed that by restricting searches to a tight neighborhood around each position, the likelihood of obtaining an optimal solution is greater than in those sequences generated by other heuristics or procedures. The research methodology applied here involves generating initial solutions by a number of different heuristics, applying an ILS algorithm under similar conditions for each initial solution, and then analyzing the results to determine whether the initial solution is a factor in the performance of the ILS algorithm. In addition to a neural networks solution, initial solutions are generated by the following techniques: 1) the least total work remaining (LWKR); 2) a modified NEH algorithm; 3) a randomized initial solution; 4) the construction method by Woo and Yim [5] , and finally the Campbell-Dudek-Smith (CDS) algorithm [17] . The NEH algorithm is modified for the mean flowtime criterion by pre-sorting the jobs in increasing order of T i [18] , according to equation (1) , before implementing NEH.
Where P i,k = processing time of job i on machine k. This modified NEH algorithm is identified henceforth as TS-NEH.
The ILS algorithm is implemented in two versions. The first version is a regular one, based on Dong et al. [19] , and is henceforth referred to as ILS-N. The second version applies ILS to a tightly restricted neighbourhood that is gradually allowed to expand with each iteration of the algorithm. This version of the ILS is called ILS-R, the 'R' to indicate roaming. The ILS-R initially prevents a job from roaming too far in the course of the search from its initial neural position. As iterations are completed, however, the roaming restriction are gradually relaxed until a job can eventually be inserted in any position in the sequence. A user-specified parameter RR controls the amount by which a job can roam from its present position in the current sequence, while the parameter R span regulates the increase in RR with each iteration.
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The ILS-R algorithm is implemented in the following steps:
Step 1:
Set number of iterations, PERT, RR and R span . RL k and RU k are, respectively, the lower and upper roaming limits for a job in position k of the current sequence.
Step 2:
Generate initial solution π. Set π* = π. Set Count = 0;
Step 3:
For each job i in π (for i = 1 to n):
Insert π k into all possible positions in π between RL k and RU k .
Let π' be the best solution found in this search.
If π' is better than π* , then π* = π.
If π' is better than π , then π = π' , and Count =0.
Otherwise increment Count by 1.
Step 4:
If Count > RU k -RL k , then make PERT times adjacent pairwise interchanges in π.
Set Count = 0, increase RR by an amount equal to R span and round up to the nearest integer.
Step 5:
If number of completed iterations equals the number specified in Step 1, then terminate the algorithm. Optimal solution is π*. Otherwise increase iterations by 1 and return to Step 3.
The ILS-N algorithm follows the same steps as above, but with RR = n, and R span = 0.
IV. COMPUTATIONAL ANALYSIS
A computational study is conducted to compare results when ILS-N and ILS-R are started from initial solutions generated by the six different heuristics. The purpose of this study is to investigate whether a restricted neighborhood approach is advantageous in a ILS algorithm. A sample set of five 50-job and five 100-job test problems are used. These are taken from the set of benchmark problems suggested by Taillard [20] , and commonly used in the flowshop literature. In the comparisons, the even numbered problems from Taillard's sets are used.
In the tests that are conducted for ILS-N, each test problem is run (replicated) five different times for a particular initial solution, with every run employing a different random number seed. ILS-N is run for a duration of 100 seconds for a 50-job problem, and 200 seconds in a 100-job problem. These durations are based on the following formula for run time: number of jobs x number of machines x 0.4. The results from the ILS-N runs are displayed in the top half of The bottom half of Table 1 exhibits the results obtained when the same test problems are processed by using the ILS-R version. ILS-R is run using parameters of RR=1 and R span = 0.25 for the 50-job problems and R span = 1.0 for the 100-job problems. The durations of the runs are identical to that used for the ILS-N. The values for R span are selected such that the roaming range has an opportunity to match the number of jobs during the allotted run time, and thereby cover the entire sequence. In both ILS-N and ILS-R, a perturbation level of PERT=6 is used.
The results in Table 1 show a stronger performance for both ILS-N and ILS-R in the 50-job problems when they are started from a neural initial solution. For the 100-job problems, the best results under ILS-N are obtained when initial solutions from TS-NEH are used. In the case of ILS-R, however, the best results are obtained chiefly from neural initial solutions.
A two-way ANOVA test is carried out for the results displayed in Table 1 , using a 0.05 level of significance. It reveals a statistically significant difference between the initial solution methods in the 50-job problems for ILS-N, but not for the 100-job problems. For ILS-R, the ANOVA indicates a statistically significant difference in both the 50-and 100-job test problem sets. A further pairwise comparison strictly between the neural starting solution results obtained by ILS-N and those obtained by ILS-R confirms a significant difference between the algorithms. This finding supports the hypothesis that the neural initial solutions lead to better results when processed by ILS-R, rather than ILS-N.
In the next set of tests, ILS-R is applied to the entire set of Taillard's benchmark problems for the 50-and 100-job instances for five machines. The results are then compared to published findings from the ILS study reported in [19] . The computational experiments performed in [19] ran each test problem problem five separate times, using 1000 iterations and a different random number seed in each run.
In the following comparisons, ILS-R is likewise run five times for each test problem, with a different random number seed in each run, but for only 400 iterations. The parameters used are RR=1, R span = 0.25 for the 50-job problems and R span = 0.5 for the 100-job set of problems. The choice of these particular values of the parameter R span are guided by a preference to have the roaming range extend to the entire sequence by the 200 th iteration. Table 2 displays the results from this comparative analysis. The best solution from the five runs in each test problem is indicated in italics.
It may be observed from Table 2 that ILS-R improves upon the published results in [19] in seven out of the ten 50-job test problems (with one tie), and in nine out of the ten 100-job test problems. It is noteworthy that this is achieved in 400 iterations by ILS-R, compared to 1000 iterations used in Dong et al. [19] .
Furthermore, the ILS-R is speedier in that its neighborhood search restrictions are limited to smaller search regions in the early iterations of the solution process. For example, when a 100-job problems is run by ILS-R with R span = 0.5, the computational time is reduced by about 10 -15% in comparison with ILS-N, in a run of 400 iterations. The computational time in ILS-R can be reduced further, if desired, by applying lower values of R span . V. CONCLUSIONS This paper presented an investigation of the effect of different initial solutions on the performance of an iterated local search algorithm for minimizing the total flowtime in a 5-machine flowshop. A restricted neighborhood search procedure was proposed, where ILS is conducted within a gradually expanding search area around a job's current position in the sequence. Six alternative methods for generating initial solutions were compared, and it was found that initial solutions generated by a trained neural network were significantly better than the others in leading the ILS to lower total flowtime values.
The results appear to indicate that the neural network's abilities in clustering jobs within close distances of their desired positions in an optimal sequence is a significant factor in enabling ILS to reach better solutions. Research in neural network initial solutions may be extended to application in other meta-heuristics, such as simulated annealing, particle swarm optimization, artificial bee colony algorithms and differential evolution approaches. 
