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TÓM TẮT 
Cơ sở dữ liệu (CSDL) quan hệ với dữ liệu ngôn ngữ dựa trên đại số gia tử (ĐSGT) đã được 
giới thiệu và nghiên cứu trong [1, 2], trong đó mỗi dữ liệu ngôn ngữ x được biểu diễn thông qua 
hai thành phần ngữ nghĩa, thành phần thứ nhất là một giá trị ngữ nghĩa thuộc miền thực DA của 
x, thành phần thứ hai là một tập các lân cận dựa trên các khoảng mờ của x. Các phép toán so 
sánh được định nghĩa dựa trên khái niệm đẳng thức mức k, trong đó k là độ dài biểu diễn chính 
tắc của các phần tử trong ĐSGT. Với cách nhìn ngữ nghĩa dữ liệu ngôn ngữ như vậy, một kiểu 
phụ thuộc hàm mờ mới trong CSDL quan hệ với dữ liệu ngôn ngữ sẽ được giới thiệu và nghiên 
cứu. Chúng có thể được xem như là những ràng buộc ngữ nghĩa trên CSDL trong môi trường mờ 
của thế giới thực. Bài báo cũng đưa ra một tập các quy tắc suy dẫn cho các phụ thuộc hàm mờ 
này và chứng minh tính đúng đắn và đầy đủ của chúng. 
Từ khóa: CSDL mờ, ngữ nghĩa của dữ liệu ngôn ngữ, đại số gia tử, khoảng mờ, bằng mờ, phụ 
thuộc hàm mờ. 
1. GIỚI THIỆU 
Như chúng ta đã biết, phụ thuộc hàm đóng vai trò rất quan trọng trong việc duy trì ràng buộc 
toàn vẹn dữ liệu đối với các CSDL nói chung và CSDL quan hệ mờ nói riêng. Vì vậy, đã có nhiều 
những kết quả nghiên cứu về phụ thuộc hàm trong các CSDL mờ với nhiều cách tiếp cận khác nhau 
dựa trên các cách hình thức hóa khác nhau để biểu diễn thông tin mờ. Bởi vậy cách xây dựng phụ 
thuộc hàm trong CSDL mờ cũng phụ thuộc vào cách mà ngữ nghĩa của dữ liệu mờ được biểu diễn 
trong CSDL cũng như vào cách thực hiện so sánh giữa những kiểu dữ liệu khác nhau bao gồm cả 
dữ liệu mờ. Trong [2] đã giới thiệu tổng quan một số phương pháp định nghĩa những khái niệm so 
sánh dữ liệu mờ khác nhau dựa trên tập mờ. Những khái niệm này dẫn đến những kiểu đẳng thức 
không chắc chắn khác nhau trên các miền thuộc tính tương ứng của chúng. Rõ ràng, những kiểu 
đẳng thức không chắc chắn khác nhau lại kéo theo những kiểu phụ thuộc dữ liệu mờ khác nhau về 
bản chất cho phép mô tả các ràng buộc ngữ nghĩa khác nhau đối với dữ liệu được cho phép lưu trữ 
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trong một CSDL. Do vậy chúng ta có những cách khác nhau để thao tác với các ràng buộc toàn vẹn 
dữ liệu.  
Có hai kiểu đẳng thức mờ (không chắc chắn) trên miền trị của một thuộc tính A được định 
nghĩa dựa trên hai loại quan hệ mờ khác nhau. Thứ nhất là quan hệ tương đương mờ hay còn được 
gọi là quan hệ tương tự, quan hệ giống nhau. Đó là những quan hệ mờ có các tính chất phản xạ, đối 
xứng và bắc cầu. Thứ hai là quan hệ xấp xỉ được đặc trưng bởi các tính chất phản xạ và đối xứng. 
Cho một quan hệ mờ S là quan hệ tương đương hoặc quan hệ xấp xỉ mờ trên miền trị DA 
của thuộc tính A. Hàm thành viên của S là µS: DA×DA → [0,1]. Quan hệ mờ S xác định một phép 
so sánh bằng mờ, kí hiệu là =S, trên miền trị DA, theo đó với bất kì hai phần tử a, b ∈ DA, biểu 
thức a =S b nói rằng hai phần tử này bằng nhau với mức độ chân lí là µS(a, b). 
Giả sử mỗi thuộc tính A của CSDL mờ được gắn với một quan hệ SA – bằng nhau. Phép so sánh 
bằng mờ xác định bởi SA được kí hiệu là =S hoặc =, khi không gây nhầm lẫn. Cho X ⊆ U, hai bộ t và 
s có quan hệ S – bằng nhau  trên X với mức chân lí được xác định bởi (1-1) [3 - 6]: 
         µS(s[X], t[X]) = min{µS(s(A), t(A)): A ∈ X}    (1-1)   
Quan hệ S – bằng nhau trên X giữa hai bộ s và t có thể được viết dưới dạng s[X] =S t[X]. 
Mức độ bằng nhau giữa chúng được tính theo (1-1). Với khái niệm bằng mờ như vậy, phụ thuộc 
hàm mờ có thể được định nghĩa như sau: 
Cho hai tập thuộc tính X và Y của lược đồ quan hệ R, mọi biểu thức có dạng f = X ~→ Y  
được gọi là một phụ thuộc hàm mờ (PTHM) với ngữ nghĩa được định nghĩa như sau: f  là đúng 
trong một quan hệ r, hoặc thỏa mãn quan hệ r, nếu mọi cặp hai bộ s và t trong r, mức bằng nhau 
của s[X] =S t[X] phải không lớn hơn mức bằng nhau của s[Y] =S t[Y]. Một cách hình thức điều 
kiện này có thể được viết như sau: 
s[X] =S t[X]   ≤   s[Y] =S t[Y]      (1-2) 
Mặt khác, theo [7 - 9] ngữ nghĩa của PTHM với điều kiện (1-2) có thể được thay thế bởi: 
           s[X] =S,λ t[X]  ⇒  s[Y] =S,λ t[Y]       (1-3) 
trong đó λ ∈ [0,1] là một số cho trước và cố định đối với mỗi CSDL mờ và s[X] =S,λ t[X] 
có nghĩa là hai bộ s và t có quan hệ S – bằng nhau với mức độ chân lí không nhỏ hơn λ. PTHM 
như vậy được kí hiệu là X ~→λ Y. Tất nhiên điều kiện (1-3) yếu hơn điều kiện (1-2) và bởi vậy 
PTHM theo định nghĩa (1-2) cũng là PTHM theo định nghĩa (1-3). 
Trong [4, 6, 8], ngữ nghĩa đẳng thức mờ dựa trên quan hệ xấp xỉ và một số tính chất của PTHM 
cũng như phụ thuộc đa trị mờ đã được nghiên cứu. Hơn nữa trong [4, 6] một hệ tiên đề (còn được gọi 
là những quy tắc suy diễn) cho PTHM và/hoặc FMD đã được chứng minh là đúng đắn và đầy đủ. 
PTHM và PTHM đa trị trên cơ sở của quan hệ tương tự mờ đã được nghiên cứu. Chẳng hạn trong [1] 
một hệ tiên đề đúng và đầy đủ cho những phụ thuộc mờ này đã được nghiên cứu phát triển. 
Cách tiếp cận tập mờ đối với CSDL cho phép người ta có thể linh hoạt đưa ra ngữ nghĩa 
của các hạng từ (giá trị của biến ngôn ngữ hay giá trị ngôn ngữ) nhờ các tập mờ hay các phân bố 
khả năng. Nó lí giải vì sao lại có nhiều mô hình CSDL mờ cũng như nhiều kiểu PTHM trong các 
công trình nghiên cứu, vì chúng phụ thuộc vào quan điểm tiếp cận đối với ngữ nghĩa và cách 
biểu diễn toán học của các thông tin mờ. Dẫn chứng thêm, trong [5] những hạng từ được biểu 
diễn bởi các khoảng, nghĩa là các khoảng của miền trị của một thuộc tính và tất nhiên nó sẽ kéo 
theo một kiểu đẳng thức mờ hay không chắc chắn mới cùng với kiểu phụ thuộc dữ liệu mờ mới. 
Trong [5] ta thấy việc gán các khoảng cho các hạng từ là khá tự do và không có một hạn chế 
nào. 
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Tiếp cận ĐSGT tới ngữ nghĩa của các hạng từ là hoàn toàn khác biệt. Độ đo tính mờ của 
các hạng từ mờ giữ một vai trò chủ chốt trong việc biểu diễn ý nghĩa của các hạng từ trong 
CSDL. Điều này phù hợp với bản chất của thông tin mờ. Chúng là những thông tin có thể được 
xác định theo kinh nghiệm của người sử dụng trong mỗi ứng dụng cụ thể và là cái gốc để xác 
định ngữ nghĩa của dữ liệu mờ. Bởi vậy, trong [2] mô hình CSDL ngôn ngữ mờ đã được đưa ra 
và nghiên cứu dựa trên ngữ nghĩa dữ liệu ĐSGT. Trong bài báo này, chúng tôi sẽ sử dụng khái 
niệm đẳng thức mờ và những kết quả nghiên cứu trong [2] để định nghĩa một kiểu PTHM mới 
trong CSDL ngôn ngữ mờ. Chúng tôi áp dụng cách biểu diễn ngữ nghĩa của dữ liệu ngôn ngữ 
dựa trên cơ sở của ĐSGT đã được nghiên cứu trong [10 - 15] để định nghĩa khái niệm đẳng thức 
mức k hay k-đẳng thức, trong đó k biểu thị mức độ mờ của nó, với k chỉ độ dài của những hạng 
từ ngôn ngữ được xem là những phần tử của ĐSGT. Khái niệm đẳng thức này, một cách hình 
thức, là quan hệ tương đương trên miền giá trị của thuộc tính tương ứng. Bởi vậy, khái niệm 
đẳng thức mờ này rất giống và có cùng tính chất hình thức hóa với khái niệm đẳng thức nhị phân 
(đẳng thức thông thường) trên cùng miền trị đang xét. Điều đó cho ta một nền tảng tốt để nghiên 
cứu về một tập PTHM mới. Một hệ tiên đề cho các PTHM mới này cũng sẽ được đưa ra và 
nghiên cứu. 
Bài báo được bố cục như sau: Mục 2 sẽ nhắc lại một số khái niệm và những kí hiệu được dùng 
trong CSDL quan hệ với dữ liệu ngôn ngữ và biểu diễn ngữ nghĩa dữ liệu của chúng dựa trên ĐSGT 
đã được nghiên cứu trong [2].  Trong Mục 3, khái niệm PTHM mới và ngữ nghĩa của chúng sẽ được 
đưa ra và nghiên cứu. Mục 4 sẽ được dành cho việc nghiên cứu một số tính chất của các PTHM đồng 
thời sẽ đưa ra một hệ tiên đề đúng đắn và đầy đủ cho chúng. Mục 5 trình bày một số kết luận. 
2. CSDL QUAN HỆ VỚI DỮ LIỆU NGÔN NGỮ VÀ NGỮ NGHĨA CỦA CHÚNG 
Trong phần này chúng ta sẽ nhắc lại một số khái niệm và kí pháp trong [2]. Một mô hình 
CSDL quan hệ ngôn ngữ được kí hiệu là DB, và được định nghĩa bởi 
DB = {U, R1, R2, …, Rm; Const} 
trong đó:  
- U = {A1, A2, …, An} là tập vũ trụ của các thuộc tính, một số trong chúng là thuộc tính 
ngôn ngữ, tức là những thuộc tính có thể nhận thêm các giá trị ngôn ngữ. Giá trị ngôn ngữ là giá 
trị trong miền trị của biến ngôn ngữ, được gọi chung là các hạng từ. Miền giá trị của biến ngôn 
ngữ và các hạng từ được mô hình hóa bởi ĐSGT.  
- Ri, i = 1, …, m, là các lược đồ quan hệ, mỗi lược đồ quan hệ là một tập con của U,  
- Const (viết tắt của constraints) là tập các ràng buộc dữ liệu trên DB. 
Mỗi thuộc tính Ai  được gán một miền trị: D(Ai) = DAi ∪ LDom(Ai), trong đó DAi là một 
miền thực thông thường, LDom(Ai) là miền trị ngôn ngữ. LDom(Ai) là tập rỗng nếu Ai không 
phải là thuộc tính ngôn ngữ. Các phần tử của DAi sẽ được kí hiệu là a, b, c, … và các phần tử của 
LDom(Ai) sẽ được kí hiệu là  x, y, z, u, v… 
Thông thường, một bộ t trên U là một ánh xạ t: U → D(A1)∪ … ∪ D(An) sao cho t(Ai) ∈ 
D(Ai), với 1 ≤ i ≤ n. Các bộ sẽ được kí hiệu là t, s với chỉ số nếu cần thiết. Cho một bộ t, kí hiệu 
t[Ai] là giá trị của bộ t tại thuộc tính Ai. Với bất kì tập X ⊆ U, kí hiệu t[X] là hạn chế của ánh xạ t 
trên X. Xét một lược đồ quan hệ R trên U. Mỗi thể hiện của R được gọi là một quan hệ. Nó là 
một tập các bộ phân biệt trên R. Các quan hệ của R được kí hiệu là r[R], s[R] , ... hay r, s, …, khi 
việc không xuất hiện kí hiệu R không gây nhầm lẫn. 
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Đối với CSDL mờ, ngữ nghĩa thông tin mờ và phương pháp biểu diễn chúng có ý nghĩa 
quyết định đến chất lượng tổ chức và phương pháp khai thác dữ liệu. Vì thông tin mờ trong 
CSDL đều có nguồn gốc ngôn ngữ, nên ý tưởng của CSDL ngôn ngữ là cho phép lưu trữ dữ liệu 
ngôn ngữ với ngữ nghĩa vốn có của chúng nhờ việc áp dụng ĐSGT. Trong [2] đã đưa ra phương 
pháp biểu diễn ngữ nghĩa các giá trị ngôn ngữ bằng tập hữu hạn các khoảng lân cận ngữ nghĩa. 
Cách biểu diễn như vậy tạo nền tảng cho phép thao tác dữ liệu mờ thống nhất với dữ liệu kinh 
điển. Một điều quan trọng là các khoảng lân cận ngữ nghĩa của các từ ngôn ngữ có thể được sinh 
ra tự động khi cho các tham số tính mờ của các thuộc tính ngôn ngữ của CSDL, nghĩa là độ đo 
tính mờ của một trong hai phần tử sinh và của (p + q – 1) gia tử. Thường p = q = 2, và do đó ta 
chỉ có 4 tham số. Như vậy, khác với CSDL mờ theo tiếp cận tập mờ, người thiết kế phải xây 
dựng các tập mờ cho từng dữ liệu ngôn ngữ, nghĩa là có bao nhiêu hạng từ thì phải xây dựng 
ngần ấy tập mờ, đối với CSDL ngôn ngữ nhà thiết kế chỉ phải lựa chọn giá trị của 4 tham số tính 
mờ. 
Với mỗi thuộc tính ngôn ngữ Aj, ta giả thiết tập các giá trị ngôn ngữ là tập Xj,(kj) các phần tử 
của một ĐSGT có độ dài ≤ kj, nghĩa là số lần xuất hiện các gia tử trong các hạng từ ngôn ngữ 
không vượt quá kj – 1. Kí hiệu Xj,k là tập con của Xj,(kj) gồm tất cả các hạng từ có độ dài đúng 
bằng k, k ≤ kj. Một khi các giá trị tham số tính mờ của thuộc tính Aj đã xác định, các đại lượng 
sau đây hoàn toàn tính được bằng các thuật toán: 
(i) Các giá trị ngữ nghĩa định lượng của các hạng từ của Xj,(kj), {υ(x) : x ∈ Xj,(kj)}, với υ là 
ánh xạ định lượng ngữ nghĩa xác định bởi các tham số tính mờ.
 
(ii) Tập các khoảng tính mờ của mỗi hạng từ trong Xj,k. Chúng lập thành một phân hoạch 
của miền thuộc tính. 
(iii) Biểu diễn toán học của hạng từ: Trong [2], mỗi từ x ∈ Xj,(kj) được biểu diễn bằng hệ các 
khoảng lân cận, kí hiệu là IRp(x), được định nghĩa như sau: 
   IRp(x) = {Omin,k(x) : 1 ≤ k ≤ kj}                      (3.5) 
trong đó Omin,k(x) là hợp của hai khoảng tính mờ mức k’ kề với giá trị υ(x) (chỉ mục “min” nói 
rằng nó là tập nhỏ nhất mức k có thể được sinh ra như vậy). 
Biểu diễn (3.5) mang ý nghĩa quan trọng sau đây: 
- Nó biểu diễn được tính mờ của hạng từ x vì nó được tính từ các tham số tính mờ. Các 
giá trị trong khoảng Omin,k(x) được xem là tương tự hay phù hợp với ngữ nghĩa của x, hay với 
υ(x), ở mức k (giống như tập mức của tập mờ). 
- Nó là cơ sở chuyển đổi một câu hỏi ngôn ngữ mờ về câu hỏi kinh điển. Chẳng hạn, [2] chỉ ra 
rằng, điều kiện câu hỏi Tuổi(a) = “khá trẻ” được thỏa mãn ở mức k được kiểm chứng bằng điều kiện 
υ(Tuổi(a)) ∈ Omin,k(khá trẻ), trong đó nếu Tuổi(a) là kinh điển thì quy ước là υ(Tuổi(a)) = Tuổi(a).  
(iv) Các khoảng tương tự Sk(x) của tất cả các từ trong Xj,(k), với k = 1, …, kj: Hệ khoảng này 
được xây dựng từ các khoảng tính mờ mức k’ > k sao cho:   
- Mỗi Sk(x) là hợp của một số khoảng tính mờ mức k’ và chỉ chứa duy nhất một giá trị 
định lượng υ(x), x ∈ Xj,(k); 
- Tập {Sk(x): x ∈ Xj,(k)} là một phân hoạch của đoạn miền tham chiếu [0,1] của Aj. 
Hệ khoảng này xác định một quan hệ tương đương nhị phân (crisp) được kí hiệu là =k, với 
ngữ nghĩa về sự tương đương hay về đẳng thức ở mức k. Giá trị k càng lớn nói rằng các từ độ dài 
k càng có nghĩa cá biệt và sự xấp xỉ ngữ nghĩa càng gần nhau hơn. Cần nhớ rằng phân hoạch 
mức k > 0 mịn hơn phân hoạch mức k – 1, nghĩa là mỗi lớp tương đương của phân hoạch mức k 
  
Phụ thuộc hàm mờ trong cơ sở dữ liệu quan hệ với dữ liệu ngôn ngữ  
 
141
là tập con của một lớp tương đương của phân hoạch mức k– 1. Ngược lại, mỗi lớp tương đương 
của phân hoạch mức k – 1 là hợp của các lớp tương đương của phân hoạch mức k. 
Quan hệ  =k có thể hiểu là đẳng thức mờ mức k trong CSDL ngôn ngữ. k càng lớn thì miền 
giá trị của lớp tương đương càng gần nhau. Như vậy, khác với CSDL mờ thông thường, trong 
CSDL ngôn ngữ có nhiều quan hệ đẳng thức mờ. 
(v) Ngữ nghĩa của đẳng thức mờ mức k được định nghĩa như sau [2]: 
Hai giá trị t[A], s[A] thuộc D(A) được gọi là bằng nhau mức k, kí hiệu t[A] =k s[A], nếu một 
trong các điều kiện sau đây thỏa mãn: 
(a)  t[A] và s[A] đồng nhất nhau về kí hiệu; 
b) Tồn tại một lớp tương tự Sk(u) của quan hệ tương tự Sk  mức k sao cho   
Omin,k(t[A]) ⊆ Sk(u) và  Omin,k(s[A]) ⊆ Sk(u). 
Tuy nhiên, việc kiểm chứng xem t[A] =k s[A] theo điều kiện (b) ở trên có phần phức tạp. 
Trong [2] đã chỉ ra rằng, với ngữ nghĩa định lượng đã cho, và với bất kì hai giá trị t[A] và s[A] 
nào của thuộc tính ngôn ngữ A, tiêu chuẩn kiểm tra đẳng thức t[A] =k s[A] là các điều kiện sau:  
Tồn tại một khoảng tương tự mức k, Sk(u), của A sao cho  
-  Nếu t[A] và s[A] cùng là giá trị kinh điển thì ta phải có t[A], s[A] ∈ Sk(u); 
-  Nếu chỉ một trong hai t[A] và s[A] là ngôn ngữ, ví dụ là t[A], thì ta υ(t[A]), s[A] ∈ Sk(u); 
-  Nếu cả hai giá trị t[A] và s[A] cùng là ngôn ngữ, thì υ(t[A]), υ(s[A]) ∈ Sk(u). 
Để tính các khoảng tương tự mức k > 0 tùy ý, ta sử dụng các khoảng tính mờ mức k’ > k có đủ 
số lượng sao cho giá trị định lượng của mỗi từ trong tập Xj,(k) có ít nhất 2 khoảng tính mờ mức k’ của 
riêng nó. Trong [2] đã chứng tỏ rằng điều kiện đối với k’ là với p, q > 1, thì k’ > k. Trái lại thì k’ > 
k+1. 
Tóm lại, trong CSDL ngôn ngữ chúng ta có:  
(i) Các hạng từ ngôn ngữ được biểu diễn bằng hệ lân cận các khoảng;  
(ii) Trên mỗi thuộc tính ngôn ngữ, có nhiều mối quan hệ đẳng thức mức k, 0<k ≤ kj. 
3. PHỤ THUỘC HÀM MỜ TRONG CSDL NGÔN NGỮ 
Như đã thảo luận trong Mục 1, ngữ nghĩa mới của quan hệ đối sánh mờ sẽ kéo theo khái 
niệm phụ thuộc dữ liệu mới. Trong mục này chúng ta sẽ đưa ra khái niệm PTHM trong CSDL 
ngôn ngữ và khảo sát ngữ nghĩa của chúng. Xét CSDL ngôn ngữ DB [2] với ngữ nghĩa dữ liệu 
được biểu diễn như trên. Đặt ULing = {A ∈ U: A là một thuộc tính ngôn ngữ} và UCL = U \ ULing, 
là tập các thuộc tính thông thường. Mỗi CSDL ngôn ngữ mờ là mô hình lưu giữ thông tin không 
chắc chắn của một thế giới thực. Trong một thế giới thực như vậy, có thể tồn tại một số phụ 
thuộc dữ liệu liên quan tới thông tin không chắc chắn, gọi là PTHM. Cũng như đối với CSDL 
mờ thông thường ta có thể đưa ra một số ví dụ sau để minh họa ràng buộc mờ: 
Ví dụ 3.1: Trước khi tổ chức thành các bảng đấu, ban tổ chức một giải bóng đá nào đó thường 
phải phân nhóm trình độ các đội thành nhóm hạt giống, nhóm trình độ trung bình, yếu, … Lược 
đồ quan hệ Xeploaitrinhdo của CSDL Giải đấu X, gồm các thuộc tính MaD (Mã đội), TenD 
(Tên đội), Thanhtichdoikhang (Thành tích đối kháng), Xeploai (Xếp loại). Trong lược đồ quan 
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hệ này, một cách tự nhiên, dễ thấy có PTHM “những đội có thành tích đối kháng trong lịch sử 
(tốt, rất tốt, khá, kém, … ) tương tự nhau thì sẽ được xếp vào cùng nhóm”. 
Ví dụ 3.2: Lược đồ quan hệ Nhomkhaithac (Nhóm khai thác) của một CSDL quản lí rừng, bao gồm 
các thuộc tính MaCay (Mã cây), TenCay (Tên cây), Muctuoi (Mức tuổi của cây), Kichthuoc (Kích 
thước), Nhom (Nhóm). Trong lược đồ quan hệ này cũng dễ thấy có PTHM “những cây có cùng tên, 
tương tự nhau về tuổi (tuổi cây có thể là: già, rất già, trẻ, khá trẻ, ...) và tương tự nhau về kích thước 
(kích thước có thể là: lớn, khá lớn, bé, tương đối bé,…) sẽ được xếp vào cùng nhóm khai thác”.  
Hai phụ thuộc dữ liệu mà chúng ta thấy trong ví dụ 3.1 và 3.2 là những PTHM. Chúng khác 
với phụ thuộc hàm rõ hay còn gọi là phụ thuộc hàm kinh điển (PTH) ở chỗ: hai bộ t, s được xem 
là thỏa mãn PTH X → Y nếu t và s “bằng nhau” trên X thì sẽ “bằng nhau” trên Y. Còn hai bộ 
như vậy được xem thỏa mãn một PTHM với vế trái là X và vế phải là Y nếu chúng “tương tự 
nhau” trên X thì sẽ “tương tự nhau” trên Y. Sự khác biệt ở đây thuộc về ngữ nghĩa của khái 
niệm “tương tự nhau”. “bằng nhau” đối với PTH có nghĩa rằng các phần tử là đồng nhất. Còn 
“tương tự nhau” đối với PTHM có nghĩa các phần tử thỏa một quan hệ tương tự ở một mức nào 
đấy.  
Trong CSDL mờ thông thường có nhiều cách tiếp cận để định nghĩa quan hệ “tương tự”, nhưng 
hầu hết chúng không thỏa mãn quan hệ bắc cầu. May mắn là trong CSDL ngôn ngữ các quan hệ 
bằng nhau mức k đều là các quan hệ phản xạ, đối xứng và bắc cầu. Do vậy, chúng giống như quan hệ 
đẳng thức thông thường, ngoại trừ chúng không phải là đồng nhất thức. Bởi vậy, mọi thuộc tính 
ngôn ngữ A của CSDL trong truy vấn sẽ được kết hợp với một tập các quan hệ tương tự mức k, gọi là 
k–đẳng thức hay bằng nhau mức k, được kí hiệu là “=A,k”, với 0 < k ≤ kA, và kA là độ dài lớn nhất của 
các hạng từ trong LDom(A). Để thuận tiện, mỗi thuộc tính thông thường sẽ được kết hợp với một 
đẳng thức mức 0, =0, nó là một quan hệ bằng nhau thông thường, vì vậy, chỉ số 0 có thể bỏ qua và ta 
có kí hiệu =. 
Vì đối với thuộc tính ngôn ngữ chúng ta có nhiều đẳng thức mờ, nên để biết rằng ta sử 
dụng một đẳng thức nào trong những đẳng thức ấy, ta cần đưa ra một số kí pháp. Chúng ta giả 
thiết κ là một hàm, κ : U → N có tính chất nếu A là thuộc tính kinh điển thì κ(A) = 0, nghĩa là 
quan hệ tương tự của A là đẳng thức thông thường. Nếu ngược lại thì kA ≥ κ(A) > 0, nghĩa là 
quan hệ tương tự của A là =κ(A). Như vậy hàm κ cho biết các mức tương tự của các đẳng thức sử dụng 
đối với các thuộc tính của U. Với bất kì X ⊆ U, ta kí hiệu κX hay κ(X) là hạn chế của κ trên X.  
Cho κ  và κ’, ta viết κX ≥ κ’X nếu κ(A) ≥ κ’(A), với mọi A ∈ X. 
Cho X ⊆ U, chúng ta nói rằng hai bộ t, s trên U là bằng nhau với mức tương tự đã cho κ, và 
viết t[X] =κ s[X], nếu chúng ta có t[A] =κ(A) s[A], với mọi A ∈ X. Trong trường hợp này chúng ta 
cũng nói rằng t và s là bằng nhau mức κ  hoặc tương tự mức κ trên X. Trong trường hợp ngược lại, 
chúng ta viết t[X] ≠κ s[X]. Với cách kí hiệu như vậy, chúng ta đưa ra định nghĩa sau về phụ thuộc 
hàm mờ.  
Định nghĩa 3.1. Cho DB là một CSDL ngôn ngữ và R là một lược đồ quan hệ của DB. Mọi biểu 
thức có dạng f = X →κ Y được gọi là phụ thuộc hàm mờ với mức κ (hoặc viết tắt là κ-PTHM) và nó 
xác định một ràng buộc đối với lược đồ R như sau: với mỗi quan hệ r trên R,  r phải thỏa f, nghĩa là 
(∀t, s ∈ r)(t[X] =κ s[X]  ⇒  t[Y] =κ s[Y]). 
Như vậy, chúng ta thấy ngoại trừ tính mờ, tính không chắc chắn của các đẳng thức của các 
thuộc tính ngôn ngữ, hình thức hóa hay cú pháp của khái niệm PTHM rất giống với PTH kinh 
điển. Như chúng ta sẽ thấy, các PTHM như vậy rất gần gũi với các PTH thông thường.  
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Trong trường hợp không cần thiết phải chỉ rõ κ, một κ-PTHM f được gọi đơn giản là 
PTHM f.  
Ví dụ 3.3: Xét CSDL “phân luồng học sinh năm cuối THCS”  trong đó có lược đồ quan hệ phân 
nhóm học sinh, R1 = {#MAHS, TEN, TOAN, VAN, XEPHANG, SUCKHOE, #NHOM}, ở đây 
#MAHS (Mã học sinh), #NHOM (Nhóm) là những thuộc tính thông thường, TOAN (Toán), 
VAN (Văn), XEPHANG (Xếp hạng), SUCKHOE (Sức khỏe) là những thuộc tính ngôn ngữ. Xét 
quan hệ r của R1 được cho trong bảng 1.  
Trong ngữ cảnh của thế giới thực đang xét, một cách tự nhiên, ta có thể giả thiết r tuân theo 
quy tắc “nếu các giá trị điểm trên thuộc tính TOAN và VAN của hai học sinh tương tự nhau, thì xếp 
hạng của chúng cũng sẽ tương tự nhau”. Thêm nữa, nếu chúng ta giả thiết việc xếp nhóm học sinh 
theo quy tắc “nếu các học sinh tương tự nhau về XEPHANG và SUCKHOE, thì chúng sẽ được xếp 
vào cùng nhóm”. Theo đó, chúng ta có thể giả thiết lược đồ quan hệ R1 tuân theo hai PTHM,                 
f = {TOAN, VAN} →κ XEPHANG và g = {XEPHANG, SUCKHOE} →κ’ #NHOM, giả sử với             
κ = {κ(TOAN) = 2, κ(VAN) =2, κ(XEPHANG) = 2} và κ’ = {κ’(XEPHANG, SUCKHOE) = 2, 
κ’(#NHOM) = 0}. 
Ta sẽ thấy quan hệ r trên R1 thỏa mãn các PTHM f và g theo ngữ nghĩa ngôn ngữ đã trình 
bày ở trên với một ngữ nghĩa định lượng phù hợp. Thật vậy, để đơn giản việc trình bày chúng ta 
giả thiết các thuộc tính ngôn ngữ này có cùng miền tham chiếu thực là đoạn [0, 100], và có cùng 
miền các hạng từ, tức là được nhúng vào cùng một ĐSGT tuyến tính AX = (X, G, C, H, ≤), trong 
đó G = {low, high}, C = {0, W, 1}, H = {E, V, R, L}, trong đó E, V, R và L là các kí hiêu viết tắt 
theo thứ tự của Extremely, Very, Rather và Little, và ≤ là một phép toán thứ tự dựa trên ngữ 
nghĩa. Ngữ nghĩa định lượng ĐSGT được xác định với việc lựa chọn các giá trị tham số tính mờ 
như sau:  fm(high) = fm(c+) = 0.45, fm(low) = fm(c−) = 0,55, µ(R) = 0,25, µ(L) = 0,25, µ(V) = 
0,30 và µ(E) = 0,20. Như vậy chúng ta có α = β = 0,5.  
Đầu tiên, chúng ta tính các giá trị ngữ nghĩa của những hạng từ sau cho tất cả các thuộc 
tính ngôn ngữ (theo giả thiết ở trên) với lưu ý rằng do α = β = 0,5, υA,r(x) là điểm trong của 
khoảng ℑr(x), ở đây r là chỉ số dưới chỉ rõ các giá trị thuộc miền thực [a, b] của thuộc tính A 
trong truy vấn, thay vì lấy giá trị trong [0,1], như quy ước ở [2]. 
υA,r(high) = [fm(low) + 0,5×fm(high)]×100 = [0,55 + 0,5×0,45]×100 = 77,5 
Bảng 1. Một thể hiện r của lược đồ quan hệ R1. 
#MAHS TEN TOAN VAN XEPHANG SUCKHOE #NHOM 
1 Chương high 65 82 high G2 
2 Trí 75 Lhigh 71 Rhigh G2 
3 Phúc 90 95 Ehigh Lhigh G1 
4 Hoa Rhigh 80 78 Elow G4 
5 Quân 48 70 65 Llow G3 
6 Tuệ 45 high Lhigh Llow G3 
7 Tiếu 90 Ehigh 93 Lhigh G1 
8 Lập 35 Low 31 Vhigh G5 
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υA,r(low) = 0.5×fm(low)×100 = 0,5 × 0,55×100 = 27,5 
υA,r(Llow) = υA,r(low) + (µ(R)×fm(low) + α×µ(L)fm(low))×100  
                  = 27,5 + (0,25×0,55 + 0,5×0,25×0,55) ×100 = 48,13 
υA,r(Lhigh) = [fm(low) + 0.5×fm(Lhigh)]×100 = [0,55 + 0,5×0,25×0,45]×100 = 60,625 
υA,r(Rhigh) = [fm(low) + fm(Lhigh) + 0,5×fm(Rhigh)]×100  
          = [0,55 + 0,25×0,45 + 0,5×0,25×0,45]×100 = 71,875 
υA,r(Vhigh) = υA,r(high) + 0,5×fm(Vhigh)×100 =  77,5 + 0,5×0,30×0,45×100 = 84,25 
υA,r(Ehigh) = 100 – 0,5×fm(Ehigh)×100 = 100 – 0,5×0,20×0,45×100 = 95,5 
Bây giờ chúng ta sẽ tính các khoảng tương tự mức 2 của miền [0, 100] như sau: 
S2,r(high) = θ2,r(high) = ℑr(Rhigh) ∪ ℑr(Vhigh)  
             = (77,5 – 0,25×0,45×100, 77,5 + 0,30×0,45×100] = (66,25, 91,00]. 
S2,r(Ehigh) = ℑr(Ehigh) = (100 – 0,20×0,45×100, 100]= (91, 100]. 
S2,r(Lhigh) = ℑr(Lhigh) = (0,55×100, 0,55×100 + 0,25×0,45×100] = (55, 66,25]. 
S2,r(Llow) = ℑr(RLlow) ∪ ℑr(VLhigh) = ((υA,r(Llow) - µ(R)×µ(L)×fm(low))×100, (υA,r(Llow) 
+ µ(V)×µ(L)×fm(low))×100]  
    = (48,13 – (0,25×0,25×0,55)×100, (48,13 + 0,30×0,20×0,55)×100] = (44,7,  51,43]. 
Bây giờ chúng ta có thể kiểm tra những phụ thuộc hàm được đề cập ở trên có thỏa mãn bởi r 
với κ và κ’ đã cho hay không dựa vào (iv) Mục 2. Ví dụ, chúng ta thấy rằng high =κ 75 (vì 75, 
υA,r(high) ∈ S2,r(high) = (66.25, 91.00]) và 65 =κ Lhigh (vì 65, υA,r(Lhigh) ∈ S2,r(Lhigh) = (55, 
66,25]) và bởi vậy t1[TOAN, VAN] =κ t2[TOAN, VAN]. Tương tự, với thuộc tính XEPHANG 
chúng ta có 82 =κ 71 và điều này chứng tỏ t1 và t2 thỏa mãn f. Với thuộc tính SUCKHOE ta có high 
=κ’ Rhigh và vì vậy t1 và t2 cũng thỏa g. Hoàn toàn tương tự như vậy, chúng ta có thể kiểm tra thấy r 
thỏa các PTHM f và g. 
Chúng ta cũng có thể thấy rằng PTHM {TOAN, VAN} →κ XEPHANG biểu thị đầy đủ 
ngữ nghĩa mong muốn và nó khác biệt với ngữ nghĩa của PTH có cùng vế trái và vế phải, 
{TOAN, VAN} → XEPHANG, bời vì rõ ràng là hai bộ t và s mà bằng nhau kinh điển, tức là 
bằng nhau về mặt kí hiệu trên A, dù là kí hiều giá trị ngôn ngữ, thì chúng phải được xếp cùng 
hạng. Nghĩa là phụ thuộc hàm kinh điển {TOAN, VAN} → XEPHANG cũng thỏa trong r.  
Một cách hình thức, theo định nghĩa của PTHM ở trên, dễ thấy PTHM kiểu này khác với kiểu 
PTHM thông thường. Bây giờ chúng ta sẽ cùng bàn luận về một số đặc trưng ngữ nghĩa của kiểu 
PTHM mới này. Khác với ngưỡng λ, 0 < λ ≤ 1, trong trường hợp của PTHM thông thường, nó là 
một ngưỡng chung cho tất cả các PTHM thông thường trong truy vấn, trong nghiên cứu này, mỗi 
PTHM được kết hợp với một mức κ (một vector mức) và những mức này diễn đạt những đặc điểm 
ngữ nghĩa rõ ràng của kiểu PTHM mới. Nếu κ(XY) ≡ 0, có nghĩa là X và Y không bao gồm các 
thuộc tính ngôn ngữ, thì X →κ Y là một phụ thuộc hàm kinh điển (PTH). Tuy nhiên, ngay cả khi 
những tập này bao gồm những thuộc tính ngôn ngữ thì vẫn có thể tồn tại phụ thuộc hàm kinh điển 
PTH X → Y xác định trên cùng các tập X và Y, như đã đề cập ở trên. Như vậy. với bất kì thuộc 
tính ngôn ngữ A nào đều có những đẳng thức mờ, =κ(A), κA > 0, đồng thời vẫn có một đẳng thức 
kinh điển (bằng nhau trên kí hiệu) = trên D(A) = DAi ∪ LDom(Ai), được xem như một đồng nhất về 
cú pháp.  
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Từ cách nhìn này, chúng ta có thể xem các PTH kinh điển như ràng buộc ở mức cú pháp 
hay ràng buộc cú pháp, bởi chúng kéo theo phép bằng của dữ liệu trong truy vấn, và chúng biểu 
thị một kiểu ràng buộc ngữ nghĩa của thế giới thức. Các PTHM mới là những ràng buộc ở mức 
ngữ nghĩa ngôn ngữ khi người sử dụng biểu thị các ràng buộc của thế giới thực bằng ngôn ngữ.  
Ví dụ 3.4: Xét CSDL “Hướng nghiệp”, lưu trữ thông tin hướng nghiệp cho học sinh phổ thông. 
Lược đồ quan hệ phân nhóm nghề nghiệp, R2, bao gồm các thuộc tính MAHS (Mã học sinh), 
TENHS (Tên học sinh), DMTN (Điểm các môn tự nhiên), DMXH (Điểm các môn xã hội), DNK 
(Điểm ngoại khóa), NHOM (Nhóm nghề nghiệp), trong đó các thuộc tính DMTN, DMXH, 
DMNK là các thuộc tính ngôn ngữ.  
Xét quan hệ r của R2 được cho trong bảng 2. Theo tính chất và mục đích của CSDL, ta có 
thể thấy trong R2 tồn tại phụ thuộc dữ liệu mờ “những học sinh có điểm tổng kết các môn ở 
DMTN, DMXH và DNK tương tự nhau thì sẽ được định hướng vào chung một nhóm nghề 
nghiệp”. Nghĩa là ta phải có các PTHM h={DMTN, DMXH, DNK} →κ’ NHOM. Giả sử với  
κ[DMTN] = 2; κ[DMXH] = 2; κ[DNK] = 2; κ[MAHS] = κ[TENHS] = 0; κ[NHOM] = 0. Với r 
trong Bảng 2, ta sẽ thấy nó thỏa mãn PTHM h, thật vậy, để kiểm chứng, chúng ta giả thiết các 
thuộc tính ngôn ngữ này có cùng miền thực là đoạn [0, 10], và có cùng miền các hạng từ, tức là 
được nhúng vào cùng một ĐSGT tuyến tính AX = (X, G, C, H, ≤), ở đây G = {low, high}, C = 
{0, W, 1}, H = {L, R, V, E} trong đó, L, R, V và E là các kí hiệu viết tắt theo thứ tự của Little, 
Rather, Very, Extreamly. Để định lượng ĐSGT này, chúng ta giả thiết  fm(high) = fm(c+) = 0,6, 
fm(low) = fm(c−) = 0,4, µ(L) = 0,15, µ(R) = 0,25, µ(h) = 0,20 và µ(Extreamly) = 0,40. Như vậy 
chúng ta có α = 0,4 và β = 0,6.  
Ta cũng quy ước υA,r(x) lấy giá trị thuộc miền thực [a, b] thay vì lấy giá trị trong [0,1] như 
quy ước trong ví dụ 3.3. 
υDMTN,r(low) = β×fm(low) = 0,6×0,4×10 = 2,4; 
S2,DMTN,r(Llow) = θ2,DMTN,r(Llow) = ℑr(VLlow) ∪ ℑr(LLlow) = ((fm(low) + β* fm(Llow) – 
fm(VLlow), (fm(low) + β×fm(Llow) + fm(LLlow)] = ((0,4 + 0,15×0,6) – 0,2×0,15×0,6, (0,4 + 
0,15×0,6)+ 0,15×0,15×0,6] × (10 – 0) = (4,72, 5,035] 
υDMXH,r(high) = fm(low) + fm(high) ×α = (0,4 + 0,4×0,6) ×10  = 6,4; 
Bảng 2. Quan hệ r trên R2. 
MAHS TENHS DMTN DMXH DNK NHOM 
H001 Hùng 4.5 8.0 3.5 Nhóm 5 
H002 Hoan 7.0 5.5 7.0 Nhóm 3 
H003 Tước Rather high Rather low Cao Nhóm 3 
H004 Chuân Little low 7.5 7.0 Nhóm 7 
H005 Phương Very high Little low Rather low Nhóm 6 
H006 Bàng 4.37 Very high 3.9 Nhóm 5 
H007 Sùng 4.95 High Very high Nhóm 7 
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S2,DMXH,r(high) = θ2,DMXH,r(high) = ℑr(Lhigh) ∪ ℑr(Vhigh) = (υDMXH,r(high) – µ(L) × 
fm(high)), (υDMXH,r(high) + µ(V) × fm(high)] = ((0,64 – 0,15×0,6, 0,64 + 0,2×0,6]) ×10 = (5,5, 
7,6] 
S2,DMXH,r(Vhigh) = θ2,DMXH,r(Vhigh) = ℑr(LVhigh) ∪ ℑr(VVhigh) = (υDMXH,r(high) + 
fm(RVhigh), (υDMXH,r(high) + fm(Vhigh)) – fm(EVhigh)] = ((0,64 + 0,25×0,2×0,6, 0,64 + 0,2×0,6 
– 0,4×0,2×0,6]) ×10 = (6,7, 7,12]. 
Qua các kết quả tính toán ở trên ta thấy bộ thứ 4, t4 và bộ thứ 7, t7 có: t4[DMTN]  =2 
t7[DMTN]; t4[DMXH] =2 t7[DMXH]; t4[DNK] =2 t7[DNK] suy ra t4[DMTN, DMXH, DNK] =2 
t7[DMTN, DMXH, DNK] đồng thời ta lại có t4[NHOM] =0 t7[NHOM], điều đó có nghĩa là t4 và 
t7 thỏa PTHM h. Tính toán tương tự như vậy ta có thể chỉ ra với hai cặp bộ bất kì của r chúng 
đều thỏa PTHM h. Vậy, r  được cho như trong bảng 2 thỏa PTHM h. 
Lưu ý rằng, mặc dù t[X] = s[X] suy ra t[X] =κ s[X], với mọi κ, nhưng có thể dễ dàng chỉ ra 
bằng ví dụ rằng nếu ta có PTH f = X → Y thì không thể suy ra κ-PTHM f’ = X →κ Y, với một 
mức κ  nào đó. Nghĩa là, tồn tại một quan hệ r saocho “r thỏa mãn PTH f nhưng không thỏa mãn 
κ-PTHM f’. Ngược lại, nếu có κ-PTHM f = X →κ Y cũng không suy ra được PTH g = X → Y.  
Tuy nhiên, như một hệ quả trực tiếp từ định nghĩa PTHM ta có mệnh đề sau: 
Mệnh đề 3.1. Nếu một quan hệ r thỏa mãn PTHM f = X →κ Y, thì r thỏa mãn PTHM f’ = X →κ’ 
Y, với bất kì κ’ sao cho κ’(X) ≥ κ(X) và κ’(Y) ≤ κ(Y). 
Giả thiết về κ’ trong mệnh đề trên nói rằng quan hệ bằng nhau mức κ’ mạnh hơn trên X nhưng 
yếu hơn trên Y. Vì vậy nếu hai bộ bằng nhau với mức κ’ trên X thì chúng cũng bằng nhau mức κ trên 
X. Lập luận tương tự, ta suy ra chúng cũng phải bằng nhau mức κ’ trên Y. Trường hợp ngược lại, 
chẳng hạn, κ’ thỏa κ’(Y) > κ(Y), ta có thể chỉ ra ví dụ mà κ-PTHM f = X →κ Y thỏa quan hệ r nhưng 
κ’-PTHM g = X →κ’ Y lại không thỏa quan hệ r đó. Nghĩa là, với κ’ thỏa κ’(Y) > κ(Y), κ-PTHM f 
không suy dẫn ra κ’-PTHM g hay, nói khác đi, κ’-PTHM g có ngữ nghĩa ràng buộc dữ liệu của riêng 
nó. Như vậy, khác với trường hợp PTH kinh điển, giữa hai tập thuộc tính X và Y chỉ tồn tại tối đa 
một phụ thuộc hàm, ở đây giữa chúng có thể có 2 PTHM khác nhau, κ-PTHM f và κ’-PTHM g. 
Như vậy, mỗi κ-PTHM, đóng vai trò như một ràng buộc và sở hữu một ngữ nghĩa xác định 
của riêng nó. Điều này rất quan trọng vì nó sẽ là đặc trưng phải được tận dụng để xây dựng tập 
các quy tắc suy dẫn cho các PTHM. Như vậy, kỹ thuật chứng minh sử dụng quan hệ gồm 2 bộ 
chỉ bao gồm các phần tử  0 và 1 được sử dụng trong [5], ở đây 0 và 1 kí hiệu phần tử nhỏ nhất và 
lớn nhất trong miền thuộc tính tương ứng, không đủ để chứng minh tính đầy đủ của các quy tắc 
suy dẫn cho các PTHM, vì quan hệ gồm 2 bộ như vậy cho thấy không mô tả được sự khác nhau 
về ngữ nghĩa giữa  X → Y, X →κ Y và X →κ’ Y như đã thảo luận ở trên.  
4. HỆ CÁC QUY TẮC SUY DẪN ĐÚNG VÀ ĐẦY ĐỦ CHO CÁC PTHM 
Hãy xét một tập các PTHM trên tập vũ trụ các thuộc tính U, F = {Xi →κi Yi: i = 1, 2, …, n}, 
trong đó Xi, Yi ⊆ U. Lưu ý rằng theo định nghĩa PTHM, với mỗi κi-PTHM Xi →κi Yi, κi được 
ngầm định là xác định trên XiYi = Xi ∪ Yi. Tiếp theo chúng ta sẽ định nghĩa các khái niệm về hệ 
quả ngữ nghĩa và hệ quả cú pháp của tập F. Đầu tiên, chúng ta định nghĩa một số kí hiệu. 
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Đặt κ = {k(A): A ∈ X} và κ’ = {k’(B): B ∈ Y} là hai mức tương tự cho trước. Nếu κ(Z) = 
κ’(Z), với Z ⊆ X ∩ Y, thì κ và κ’ được gọi là tương thích trên Z. Với hai mức tương tự bất kì κ và 
κ’, thì κ ∨ κ’ là mức tương tự {k(A): A ∈ X \ Y} ∪ {k’(B): B ∈ Y \ X} ∪ {k(A) ∨ k’(A): A ∈ X ∩ 
Y}, ở đây k(A) ∨ k’(A) = max{ k(A), k’(A) }. Nếu κ và κ’ là tương thích trên X ∩ Y thì κ ∨ κ’ là 
một mở rộng của κ và κ’ trên tập XY và, trong trường hợp này, chúng ta có thể viết κ ∪ κ’ = κ ∨ 
κ’. 
Một PTHM f = X →κ Y được gọi là hệ quả ngữ nghĩa của tập F các PTHM nếu với mọi r trên 
R, nếu r thỏa tất cả PTHM trong F, thì r cũng thỏa f. Khi đó, chúng ta viết F╞ f.  
Kí hiệu F* = {f = X →κ Y: F╞ f}, nghĩa là F* là họ tất cả các PTHM với những mức tương 
tự κ khác nhau trên U mà là hệ quả ngữ nghiã của F. Để định nghĩa khái niệm hệ quả cú pháp 
của F, đầu tiên chúng ta đưa ra các quy tắc suy diễn cú pháp sau: 
(κ1) Phản xạ: X →κ X’, với X’ ⊆ X; 
(κ2) Làm chặt*: X →κ Y ⇒  X →κ*  Y, với mọi κ* thỏa κ*X ≥ κX và κ*Y ≤ κY; 
(κ3) Tăng trưởng: X →κ Y   ⇒  XZ →κ∨κ*(Z) YZ, với bất kì Z ⊆ U và bởi bất kì mức tương 
tự κ* trên Z sao cho κ*Y∩Z ≤ κY∩Z, ở đây XZ = X ∪ Z và YZ = Y ∪ Z; 
(κ4) Bắc cầu: X →κ Y, Y →κ* Z  ⇒  X →κ∨κ*  Z, ở đây κ*Y ≤ κY.  
Như chúng ta đã biết, một dẫn suất (cú pháp) từ F là một dãy các PTHM f1, …, fm sao cho 
với mỗi i, 1 ≤ i ≤ m, fi hoặc là một PTHM của F hoặc là một PTHM được suy diễn từ một hoặc 
hai PTHM trong dãy f1, …, fi-1, bằng việc áp dụng một trong số các quy tắc suy diễn (κ1) – (κ4). 
Một PTHM f được gọi là suy dẫn được từ F nếu tồn tại một dẫn suất  f1, …, fm từ F sao cho f = 
fm. Khi đó, ta viết F├ f và f được gọi là một hệ quả cú pháp của F.  
Một quy tắc suy diễn được gọi là đúng nếu nó bảo toàn được tính đúng của các PTHM có mặt 
trong tiền đề của quy tắc, nghĩa là với bất kì quan hệ r, nếu các PTHM ở tiền đề là đúng trong r thì 
PTHM kết luận cũng sẽ đúng trong r. Định lí sau khẳng định tính đúng đắn của các quy tắc suy diễn:  
Định lí 4.1. Các quy tắc suy diễn (κ1) – (κ4) cho các PTHM là đúng đắn.  
Chứng minh. Chứng minh (κ1) và (κ3) rất đơn giản. (κ2) là mệnh đề 3.1. Để chứng minh (κ4), 
giả sử rằng X →κ Y, Y →κ’ Z, với κ’Y ≤ κY, là đúng trong r và s, t ∈ r là những bộ bất kì sao cho 
s[X] =κ∨κ’ t[X]. Vì s[A] =κ(A)∨κ’(A) t[A] suy ra s[A] =κ(A) t[A], bởi định nghĩa của κ ∨ κ’, ∀A ∈ X, 
tức là ta có s[X] =κ t[X]. Vậy, s[Y] =κ t[Y]. Điều này dẫn đến s[Y] =κ’ t[Y], do κ’Y ≤ κY. Vì Y →κ’ 
Z  đúng trong r, nên ta lại thu được s[Z] =κ’ t[Z]. Kết hợp các đẳng thức mờ đã thu được, ta thấy 
s[Y ∩ Z] =κ t[Y ∩ Z] và s[Z \ XY] =κ’ t[Z \ XY]. Vì κ’Y ≤ κY, cuối cùng ta có X →κ∨κ’  Z.   
Với một tập PTHM F cho trước. Kí hiệu F+ là họ nhỏ nhất các PTHM chứa F và đóng đối 
với các quy tắc suy dẫn (κ1) – (κ4). Hoặc hiểu theo cách khác, F+ là tập nhỏ nhất các PTHM có 
thể được suy dẫn từ F. Theo định lí 4.1, chúng ta có F+ ⊆ F*.  
Tương tự như trong trường hợp PTH, chúng ta cũng có khái niệm phủ: cho một tập PTHM 
F, tập PTHM G được gọi là một phủ của F nếu G+ ⊇ F+. Rõ ràng, F là một phủ của chính nó. F 
và G được gọi là tương đương nếu G+ = F+.  
                                                 
*
 Thuật ngữ này lấy từ ý nghĩa của điều kiện κ*X ≥ κX, nghĩa là điều kiện bằng nhau mức κ*X chặt hơn 
điều kiện bằng nhau mức κX. 
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Định lí 4.2. Cho tập F các PTHM, tập F+ có những tính chất sau: 
(i) X →κ Y ∈ F+ ⇒  X →κ Y’ ∈ F+, với mọi Y’ ⊆ Y; 
(ii) X →κ Y ∈ F+ & X →κ’ Z ∈ F+ ⇒  X →κ∨κ’ YZ ∈ F+, ở đây κ và κ’ là tương thích trên X; 
(iii) X →κ Y ∈ F+ & V →κ’ W ∈ F+  ⇒  XV →κ∨κ’ YW ∈ F+, với κ’Y∩V ≤ κY∩V và κ’Y∩W ≥ κY∩W; 
(iv) Tập G = {X →κ A : X →κ Y ∈ F  & A ∈ Y}, thì, G+ = F+.  
Chứng minh. Dễ dàng chứng mình rằng (i) là đúng nhờ áp dụng (κ1) và (κ4). Còn để chứng 
minh (ii), đặt Y0 = {B ∈ Y ∩ Z :  κ’B ≤ κB} và Y’ = (Y\Z)Y0. Do (i) chúng ta có X →κ Y’. Áp 
dụng (κ3) với κ*X = κX ta thu được PTHM X →κ Y’X ∈ F+, vì khi đó κ’Y’∩Z ≤ κ Y’∩Z. Áp dụng 
(κ3) cho PTHM thứ hai của (ii), chúng ta có Y’X →κ’ Y’Z ∈ F+, trong đó κ’ = κ’ ∨ κY’ hoặc nó 
được xác định bởi κ’XZ = κ’ và κ’Y’\XZ = κY’\XZ, do κ’X = κX theo giả thiết trong (ii). Rõ ràng, κ’Y’X 
≤ κY’X , nên theo (κ4) với κ ∨ κ’ = κ ∨ κ’, ta suy ra X →κ∨κ’ YZ ∈ F+.  
Bây giờ chúng ta sẽ chứng minh (iii). Áp dụng (κ3) cho PTHM thứ nhất của (iii), với điều 
kiện đã cho là κ’Y∩V ≤ κY∩V và κ’Y∩W ≥ κY∩W, chúng ta thu được XV →κ∨κ’(V) YV ∈ F+ và YV 
→κ(Y)∨κ’ YW ∈ F+. Vì κ’Y∩V ≤ κY∩V và κ’Y∩W ≥ κY∩W, nên ta có (κY ∨ κ’)YV = (κ ∨ κ’V)YV là đúng. 
Vì vậy áp dụng (κ4) ta suy ra XV →κ∨κ’ YW ∈ F+, do (κ ∨ κ’V) ∨ (κY ∨ κ’) = κ ∨ κ’.  
Rõ ràng mệnh đề (iv) là hệ quả của (i) và (ii). Từ (i) ta có G ⊆ F+ và như vậy G+ ⊆ F+. 
Ngược lại, với mỗi X →κ Y ∈ F, từ X →κ A ∈ G, với mọi A ∈ Y, và (ii) kéo theo X →κ Y ∈ G+, 
nghĩa là chúng ta có G+ ⊇ F. Suy ra G+ ⊇ F+.  
Định lí 4.3. Tập các quy tắc suy dẫn (κ1) – (κ4) trong định lí 3.1 là đầy đủ, nghĩa F+ ⊇ F*, và vì 
vậy chúng ta có F+ = F*.  
Chứng minh. Đầu tiên chúng ta có nhận xét: Dựa vào (κ2) nên dễ dàng thấy rằng với bất kì 
PTHM Z →κ A ∉ F+ chúng ta có Z →κ’ A ∉ F+ với mọi κ’ thỏa mãn κ’Z = κZ và κ’A > κA. Thật 
vậy, vì ngược lại nếu ta có Z →κ’ A ∈ F+ thì theo (κ2) chúng ta có Z →κ A ∈ F+ với mọi κ thỏa 
κ’Z = κZ và κ’A ≥ κA.  
Theo định lí 4.1 ta đã có F+ ⊆ F*, nên ta chỉ cần chỉ ra bao hàm thức ngược lại. Dựa vào 
khẳng đinh (ii) của Định lí 4.2, ta chỉ cần chứng minh rằng với mỗi PTHM f = X →κ A ∉ F+ (với 
sự bằng nhau mức κ trên X ∪ {A}), thì: 
∃r thỏa mãn tất cả các PTHM trong F+ nhưng không thỏa mãn f = X →κ A       (*)  
Đặt Xκ+ = {B ∈ U: ∃g = X →κ’ B ∈ F+, với mọi κ’ thỏa κ’X = κX}. Với mỗi B ∈ Xκ+, đặt k*B 
= max{κ’B: ∃κ’ sao cho X →κ’ B ∈ F+ và κ’X = κX}. Rõ ràng, k*B = κB, với mọi B ∈ X. Với bất 
kì Z ⊆ Xκ+, kí hiệu k*Z là tập{k*B: B ∈ Z}. 
Bảng 3. Quan hệ 2 bộ với bi =k*(Bi) 1 nhưng bi ≠k*(Bi)+1 1, i = 1, …, n–1, và a 
=k*(A)-1 1 nhưng a ≠k*(A) 1. Rõ ràng là 0 ≠κ (A) 1, với ∀κ. 
Bộ 
Xκ+ U \ Xκ+ 
X
 
Bm+1 . . .      Bn-1  A  
t1 1    1…         …  1  1 …   …     1     1 1 …             … 1 
t2 b1  b2   …     … bm bm+1…  …  bn-1   a 0 …             … 0 
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Bây giờ quan hệ r thỏa mãn đòi hỏi trên sẽ được xây dựng theo từng trường hợp như sau:  
Với trường hợp A ∉ Xκ+, quan hệ r gồm 2 bộ với các phần tử 0 và 1 sẽ được xây dựng 
tương tự như trong trường hợp PTH kinh điển sao cho nó thỏa mãn điều kiện (*) ở trên với các 
biểu thức trong F+ và f được xem là các PTH thông thường. Nhưng vì chỉ có hai giá trị kinh điển 
0 và 1 trong quan hệ như vậy nên với hai giá trị bất kì a và b, nếu a = b ta suy ra a =κ b và nếu a 
≠ b ta cũng suy ra được a ≠κ b, với mọi κ. Ở đây, 0 và 1 kí hiệu tương ứng là phần tử nhỏ nhất và 
lớn nhất trong miền trị của thuộc tính tương ứng, nên ta luôn luôn có 0 ≠κ 1, với mọi κ. Do vậy 
ta suy ra các PTHM trong F+ cũng thỏa trong r nhưng f thì không, nghĩa là điều kiện (*) được 
thỏa mãn. 
Với trường hợp A ∈ Xκ+, quan hệ r sẽ được xây dựng như sau: 
Giả thiết rằng các thuộc tính trong Xκ+ được sắp xếp sao cho Xκ+ = {Bi : i = 1, 2, …, n}, Bn 
= A và X = {Bi : i = 1, 2, …, m}, m < n. Với mỗi thuộc tính Bi, i = 1, 2, …, n-1, nhận một giá trị 
bi ∈ DBi = [0,1] sao cho bi =k*(Bi) 1 nhưng bi ≠k*(Bi)+1 1 và tồn tại một giá trị a ∈ DA = [0,1] sao cho 
a =k*(A) 1 nhưng a ≠k*(A) 1. Những giá trị như vậy tồn tại với mỗi k > 1, do mỗi lớp tương đương 
của quan hệ bằng nhau mức k – 1, =k-1, luôn luôn bao gồm ít nhất hai lớp tương tương mịn hơn của 
quan hệ bằng nhau =k. Vì vậy, ta luôn luôn có thể xây dựng được quan hệ r như trong bảng 2.  
Chúng ta sẽ chỉ ra rằng mọi PTHM g = Z →κ’ B ∈ F+ luôn thỏa mãn trong r. Thật vậy, do 
trường hợp B ∈ Z ⊆ Xκ+, PTHM g là tầm thường, nghĩa là nó luôn luôn thỏa mãn trong mọi 
quan hệ, nên ta xét trường hợp B ∉ Z. Với Z ⊄ Xκ+, rõ ràng g được thỏa mãn bởi r, bởi t1[Z] ≠κ’ 
t2[Z]. Với Z ⊆ Xκ+, theo định nghĩa của Xκ+ ta suy ra B ∈ Xκ+. Xét trường hợp κ’Z ≤/  k*Z. Khi đó 
tồn tại Bj ∈ Z sao cho κ’Bj > k*Bj. Dựa theo cách xây dựng quan hệ r, ta có bj ≠k*(Bj)+1 1, nghĩa là 
ta có t1[Bj] ≠κ’(Bj) t2[Bj], nên g cũng thỏa r.  
Bây giờ ta giả thiết κ’Z ≤ k*Z. Nếu B ≠ A thì rõ ràng g được thỏa mãn bởi r, bởi chúng ta 
luôn luôn có t1[B] =κ’(B) t2[B], do cách xây dựng r. Xét trường hợp B = A, thức là g = Z →κ’ A. Do 
Z ⊆ Xκ+, từ định nghĩa của Xκ+ và k* và áp dụng (ii), Định lí 4.2, từ điều kiện X →κ’ B’ ∈ F+, B’ 
∈ Z, chúng ta thu được X →κ” Z ∈ F+, với mức tương tự κ” được định nghĩa trên XZ thỏa mãn 
điều kiện κ”X = κX và κ”B’ = k*B’, ∀B’ ∈ Z. Lại theo định nghĩa của k*, từ điều kiện Z ⊆ Xκ+ suy 
ra κ’Z ≤ κ”Z. Sử dụng quy tắc (κ4), từ X →κ” Z ∈ F+ và g = Z →κ’ A ∈ F+ chúng ta suy ra X 
→κ”∨κ’ A ∈ F+. Do vậy, theo nhận xét ở phần đầu của chứng minh, từ giả thiết đã cho là f = X →κ 
A ∉ F+ ta suy ra κA không thể thỏa mãn κA ≤ κ”A ∨ κ’A và, vì vậy, ta có κA > κ”A ∨ κ’A = κ’A, 
nghĩa là đẳng thức mức κA mịn hơn mức κ’A. Do cách xây dựng r, chúng ta có t1[A] =κ’ (A) t2[A], 
nhưng t1[A] ≠κ(A) t2[A]. Điều này chứng tỏ g thỏa mãn quan hệ r, nhưng  f lại không thỏa r.          
5. KẾT LUẬN 
Đối với CSDL với thông tin không chắc chắn [3, 16, 4 – 6, 8 - 9], dường như vấn đề cốt lõi 
là cần phải xây dựng được mô hình toán học hợp lí biểu diễn được ngữ nghĩa của những khái 
niệm mờ đúng bản chất tự nhiên vốn có của nó, đồng thời cách biểu diễn những khái niệm này 
trong CSDL cần phải đơn giản và hiệu quả. Nghiên cứu ý nghĩa của các hạng từ ngôn ngữ trên 
miền trị của các biến ngôn ngữ hoặc thuộc tính ngôn ngữ, ĐSGT có thể được xem như mô hình 
toán học biểu diễn được đầy đủ cấu trúc ngữ nghĩa của các miền hạng từ ngôn ngữ. Công cụ 
định lượng trong ĐSGT cho phép có thể biểu diễn và thao tác với các khái niệm mờ trong CSDL 
ngôn ngữ một cách đơn giản và thuận lợi [2]. Các phép toán so sánh được định nghĩa dựa trên 
khái niệm k-bằng, ở đây k là độ dài của biểu diễn chính tắc của những hạng từ, nó chỉ rõ mức 
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tương tự trong quan hệ bằng này. Tính không chắc chắn hoặc tính mờ của đẳng thức không chắc 
chắn dựa trên các khoảng mờ mức k của các hạng từ mờ được sử dụng để định nghĩa những 
đẳng thức này. Tuy nhiên, chúng là những quan hệ bằng nhau rõ trên miền tham chiếu của các 
thuộc tính được xem xét và bởi vậy chúng rất giống với quan hệ bằng thông thường về mặt hình 
thức.  
Với ngữ nghĩa của dữ liệu ngôn ngữ như vậy, bài báo đã giới thiệu và đã trình bày một kiểu phụ 
thuộc hàm mờ mới. Mỗi PTHM được kết hợp với một mức tương tự κ xác định trên những thuộc 
tính liên quan, chúng chỉ rõ mức không chắc chắn của PTHM. PTH và PTHM với cùng vế trái và vế 
phải đã được thảo luận và chỉ ra rằng PTH có thể được xem nhưng những ràng buộc cú pháp của 
CSDL ngôn ngữ, trong khi đó PTHM được xem như những ràng buộc ngữ nghĩa. Với một họ các 
PTHM như vậy, một tập các quy tắc suy dẫn đã được thiết lập và đã được chứng minh là đúng và 
đầy đủ. 
Lời cảm ơn. Nhóm tác giả cám ơn Quỹ Phát triển Khoa học và Công nghệ Quốc gia (Nofosted) thông qua đề 
tài mã số 102.01-2011.06 đã hỗ trợ chúng tôi thực hiện bài báo này.  
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ABSTRACT 
FUZZY FUNCTIONAL DEPENDENCIES IN FUZZY RELATIONAL DATABASES 
WITH LINGUISTIC DATA 
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Relational databases with linguistic data based on hedge algebras – based semantics were 
introduced and investigated in [1, 2], in which each linguistic datum x are represented in two 
semantic components, a semantic value belonging to the real domain DA of x and a set of 
  
Nguyễn Cát Hồ, Vũ Minh Lộc, Hoàng Tùng, Nguyễn Tân Ân 
 
152
fuzziness-intervals-based neighbourhoods of x. The data comparison operations are defined 
based on k-equalities, where k indicates the length of the representation of elements in hedge 
algebras. On this new viewpoint of linguistic data semantics, in this paper, a new type of fuzzy 
functional dependencies in these databases will be defined and examined. New fuzzy functional 
dependencies can be considered as semantic constraints on the databases in fuzzy environment. 
It is shown that a sound and complete set of inference rule for these fuzzy functional 
dependencies can be established. 
Keywords: fuzzy database, linguistic data semantics, hedge algebras, fuzziness intervals, 
uncertain equality, fuzzy functional dependency. 
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