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A B R É V I AT I O N S
Pour des raisons de lisibilité, la signification d’une abréviation ou d’un acro-
nyme n’est généralement rappelée qu’à sa première apparition, en note de
bas de page. Par ailleurs, puisque nous utilisons toujours l’abréviation la plus
usuelle, il est fréquent que ce soit le terme anglais qui soit employé. Dans ce cas,
nous présentons une traduction.
GUI Graphical User Interface (interface graphique)
PUI Perceptual User Interface (interface perceptuelle)
WIMP Window, Icon, Menu, Pointing device (fenêtre, icône, menu, dispositif de
pointage)
ACP Analyse en Composantes Principales
ASL American Sign Language (langue des signes américaine)
DTW Dynamic Time Warping (recalage dynamique)
EM Expectation-Maximisation (espérance-maximisation)
FFT Fast Fourier Transform (Transformée de Fourier Rapide)
IHM Interface Homme Machine
LPC Langage Parlé Complété
LSF Langue des Signes Française
HMM Hidden Markov Models (Modèles de Markov Cachés)
k-NN k-Nearest Neighbors (k-plus proches voisins)
RBF Radial-Basis Function (fonctions à base radiale)
SVM Support Vector Machine (machine à support vectoriel)
CMC Articulation carpo-métacarpienne
IP Articulation inter-phalangienne
IPD Articulation inter-phalangienne distale
IPP Articulation inter-phalangienne proximale
MCP Articulation métacarpo-phalangienne
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1I N T R O D U C T I O N
Le sujet de nos travaux de recherche concerne la conception et le développe-
ment de méthodes de vision par ordinateur pour la reconnaissance de gestes de
la main. Nous cherchons à répondre aux besoins de conception d’une Interface
Homme-Machine dont l’objectif est de transformer un écran classique en surface
tactile et de permettre à l’utilisateur de se servir de son doigt comme dispositif
de pointage.
Les gestes de la main sont un canal de communication naturel et intuitif chez
l’homme pour interagir avec son environnement. Ils servent à désigner ou à
manipuler des objets, à renforcer la parole, ou à communiquer basiquement
dans un environnement bruité. Ils peuvent aussi représenter un langage à part
entière avec la langue des signes [102]. Les gestes peuvent avoir une signification
différente suivant la langue ou la culture : les langues des signes en particulier
sont spécifiques à chaque langue.
Pour Cadoz [17], le geste est un des canaux de communications les plus riches.
Ainsi, dans le domaine des Interfaces Homme-Machine (IHM), la main peut servir
à pointer (pour remplacer la souris), à manipuler des objets (pour la réalité
augmentée ou virtuelle), ou à communiquer par gestes avec un ordinateur. Par
rapport à la richesse de l’information véhiculée par les gestes de la main, les
possibilités de communication avec les ordinateurs sont aujourd’hui réduites
avec la souris et le clavier. L’interaction homme-machine est basée actuellement
sur le paradigme WIMP 1 qui présente les bases fonctionnelles d’une interface
graphique informatique (GUI 2). La majorité des systèmes d’exploitation repose
sur ce concept, avec un dispositif de pointage, généralement la souris, qui permet
d’interagir avec des éléments graphiques tels que des fenêtres, des icônes et
des menus, de façon plus intuitive qu’avec une interface textuelle (en ligne de
commande). En utilisant les gestes de la main, l’interface devient perceptuelle
(PUI 3).
Les systèmes de reconnaissance de gestes ont d’abord utilisé des gants élec-
troniques munis de capteurs fournissant la position de la main et les angles des
articulations des doigts [12]. Mais ces gants sont onéreux et encombrants, d’où
l’intérêt croissant pour les méthodes de vision par ordinateur. En effet, avec
les progrès techniques et l’apparition de caméras bon marché, il est désormais
possible de développer des systèmes de reconnaissance de gestes basés sur la
vision par ordinateur, fonctionnant en temps réel [105].
Toutefois, la main étant un organe complexe, déformable, comportant de nom-
breux degrés de liberté au niveau des articulations, il est difficile de reconnaître
sa forme à partir d’images sans un certain nombre de contraintes et d’a priori.
En effet, l’homme peut effectuer naturellement un très grand nombre de gestes
différents.
Avec l’évolution des technologies d’acquisition et des techniques de recon-
naissance de gestes, de nombreux domaines d’application ont émergé :
– la reconnaissance de la langue des signes [12, 32, 121] ;
1. Window, Icon, Menu, Pointing device
2. Graphical User Interface
3. Perceptual User Interface
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– la réalité virtuelle, où la main sert à manipuler des objets virtuels et déclen-
cher des actions, ou à naviguer dans un environnement virtuel [63, 114] ;
– la réalité augmentée, où le monde physique est augmenté avec des informa-
tions virtuelles, par exemple par une rétro-projection [84] ;
– les applications multimodales, associant le geste à d’autres moyens de com-
munication, tels que la parole ou les expressions du visage [131] ;
– le codage et la transmission de gestes à bas débit pour la télé-conférence
[2, 33] ;
– la biométrie, pour la reconnaissance de personnes avec la forme de leur main
[82, 141].
1.1 les gestes de la main
Une réflexion sur les gestes à utiliser est nécessaire, afin que les utilisateurs
puissent les réaliser intuitivement, ou avec une période d’apprentissage limitée.
Quels gestes faut-il utiliser ? Sont-ils faciles à reproduire ? À quelles actions
sont-ils intuitivement associés ?
D’une manière générale, le geste est assimilé à tous les mouvements d’une
partie du corps.Le geste de la main est à la fois un moyen d’action, de perception
et de communication [17]. Les différentes fonctions du canal gestuel sont ici
présentées succinctement. Pour plus de détails sur le sujet, nous renvoyons le
lecteur aux thèses de Braffort [12] et de Martin [92], qui proposent des études
détaillées du canal gestuel.
Les trois fonctions du geste humain
Les gestes sont un des moyens de communication les plus riches que l’être
humain possède. Ils permettent d’agir sur le monde physique, et servent aussi
à communiquer. De plus, le geste permet à la fois d’émettre des informations,
mais aussi d’en recevoir.
Cadoz [17] définit trois fonctions principales de la main :
la fonction ergotique : la main joue le rôle d’organe moteur et agit sur le
monde physique pour le transformer. Elle applique aux objets des forces,
pour les déplacer ou les déformer.
la fonction épistémique : la main joue le rôle d’organe de perception. Le
sens du toucher (sens tactilo-proprio-kinesthésique) donne des informations
sur la forme, l’orientation, la distance, la grandeur, le poids, la température,
les mouvements des objets, etc.
la fonction sémiotique : la main joue le rôle d’organe d’expression pour
l’émission d’informations visuelles. Cela comprend la langue des signes,
le geste co-verbal, qui accompagne la parole, ou les gestes permettant une
communication basique lorsqu’on ne peut pas utiliser la parole, comme
dans un environnement bruité ou en plongée sous-marine.
Dans le cadre de la reconnaissance de gestes pour les IHM, nous nous intéres-
sons plus particulièrement à la fonction sémiotique. Cette fonction est la plus
riche et la plus complexe. Elle peut être décomposée en plusieurs catégories, et
différentes classifications ont été proposées.
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Gestes
Manipulatifs Communicatifs
Actifs
Mimétiques Déictiques
Symboliques
Référentiels Modélisants
Figure 1.1 – Taxonomie des gestes de Quek [110].
Taxonomie des gestes de Quek
Une classification bien adaptée au domaine de l’interaction homme-machine
est la taxonomie de Quek [110], qui décompose les gestes en gestes manipulatifs,
correspondant aux fonctions ergotique et épistémique ; et en gestes communicatifs,
correspondant à la fonction sémiotique. Les gestes communicatifs sont décomposés
en gestes actifs et en gestes symboliques (figure 1.1).
Les gestes symboliques ne sont pas compréhensibles directement, il faut être
initié pour comprendre leur signification. Il s’agit par exemple des gestes des
langues des signes. Ils sont décomposés en gestes référentiels, faisant directement
référence à un objet ou à un concept (p. ex. le frottement du pouce et de l’index
pour évoquer l’argent), et en gestes modélisants, qui modélisent un état ou une
opinion et s’emploient souvent en addition à d’autres moyen de communication
(p. ex. pour donner une idée de la taille d’un objet). Ces gestes peuvent avoir un
sens différent selon la culture.
Les gestes actifs sont directement liés à leur interprétation et sont utilisés en
complément de la parole. Ils sont décomposés en gestes mimétiques, consistant
à mimer une action, et en gestes déictiques, ou gestes de pointage. Les gestes
déictiques sont très utilisés pour l’interaction homme-machine, car le doigt
représente un dispositif de pointage naturel et très pratique.
Gestes statiques et dynamiques
Il existe deux autres catégories de gestes : les gestes statiques, ou postures,
et les gestes dynamiques (figure 1.2). Par ailleurs, il faut distinguer la position
et la configuration de la main. En combinant ces deux aspects, on obtient la
classification proposée par Harling et Edwards [54] :
– position statique, configuration statique (les postures) ;
– position statique, configuration dynamique ;
– position dynamique, configuration statique (p. ex. les gestes de pointage) ;
– position dynamique, configuration dynamique (p. ex. la langue des signes).
Mais il est aussi possible de regrouper la position et la configuration de la
main dans un vecteur de mesures à n dimensions. Ainsi, un geste est représenté
par une trajectoire dans l’espace des mesures (Martin [92]). Pavlovic et al. [105]
propose la définition suivante du geste : « Un geste de la main est un processus
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Figure 1.2 – Exemples de gestes statiques et dynamiques, utilisés par Quek [110] (les
pointillés représentent la configuration initiale), extrait de Martin [92].
stochastique dans l’espace paramétrique des gestes sur un interval de temps
déterminé. Deux réalisations d’un même geste ne donnent pas exactement le
même vecteur de paramètres, mais les valeurs sont suffisamment proches pour
que le geste soit identifiable.
1.2 sujet de recherche
Nous cherchons à concevoir des méthodes de vision par ordinateur répondant
à des critères précis, dans un contexte appliqué. Notre approche est dirigée
par une conception de type « top-down », consistant d’abord à identifier les
besoins liés à notre application, et ensuite à concevoir des techniques adaptées,
répondant à ces besoins. En effet, la vision par ordinateur offre de nombreuses
possibilités, mais certaines solutions ne sont pas adaptées à notre application,
notamment du fait d’un manque de robustesse aux conditions réelles ou d’une
complexité trop importante pour être mise en oeuvre en temps réel.
L’application directe de nos travaux et le contexte industriel (détaillé dans le
chapitre 2) nous imposent de considérer les contraintes suivantes :
– les caméras sont de types « webcams » à faible coût,
– les traitements doivent être temps réel,
– les méthodes doivent être robustes aux conditions d’acquisition,
– les contraintes imposées aux utilisateurs doivent être minimales.
Une étude de la littérature sur le domaine nous permet d’analyser les dif-
férentes approches et de choisir une approche par apparence, plus adaptée
à notre application qu’une approche par modèle 3d. Nous proposons alors
des techniques pour mettre en oeuvre les différentes étapes d’un système de
reconnaissance de gestes, décomposées selon le schéma suivant :
– segmentation de la main dans le flux vidéo ;
– extraction de caractéristiques représentant la configuration de la main ;
– reconnaissance de gestes parmi un ensemble prédéfini (vocabulaire) ;
– suivi de la main en 2d avec une caméra, et en 3d avec deux caméras, en
vision stéréoscopique passive.
Ces étapes correspondent aux chapitres de ce manuscrit et sont détaillées
dans la section suivante.
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1.3 organisation du manuscrit
le chapitre 2 présente le contexte industriel de cette thèse, ainsi que la
configuration expérimentale que nous avons choisi (type et position des
caméras, gestes utilisés). Les différentes données, utilisées dans la suite
pour évaluer nos algorithmes, sont ensuite présentées.
le chapitre 3 présente le domaine de l’interaction homme-machine gestuelle.
Les dispositifs classiques d’interaction sont étudiés, ainsi que les nouvelles
possibilités d’interaction. Les nombreuses applications sont détaillées, de
la réalité augmentée ou virtuelle à la reconnaissance de la langue des
signes. Nous présentons ensuite un état de l’art des approches basées sur
la vision par ordinateur, dans le contexte des IHM. L’interprétation visuelle
des gestes offre l’interaction la plus naturelle et intuitive, mais elle est
aussi la plus difficile à mettre en oeuvre. De nombreuses approches ont été
proposées pour reconnaître les gestes avec des caméras. Des compléments
de bibliographie sont apportés dans les chapitres suivants.
le chapitre 4 présente la segmentation de la main dans un flux vidéo, qui
est une étape déterminante pour la suite des traitements. Nous présentons
une approche basée sur une modélisation de la couleur de peau par un
histogramme adaptatif dans l’espace CbCr. Afin d’éviter un apprentissage
hors-ligne, l’histogramme est initialisé automatiquement en utilisant une
détection par des seuils dans l’espace CbCr. Nous présentons ensuite l’ex-
traction de caractéristiques morphologiques, à partir de l’image binaire
et du contour de la main. Nous proposons des méthodes pour extraire
des caractéristiques de position (centre de la main, poignet, et bouts des
doigts), qui sont utilisées pour le suivi des doigts et de la main (chapitre 6).
le chapitre 5 présente une comparaison de descripteurs de formes pour
la reconnaissance de gestes. Pour évaluer les descripteurs (invariants de
Hu, moments de Zernike, et descripteurs de Fourier) et leurs propriétés
d’invariance aux transformations euclidiennes, nous avons défini un voca-
bulaire de gestes et construit une base de données d’images. Les gestes
à reconnaître sont classifiés par rapport aux modèles calculés lors d’une
étape d’apprentissage. Dans un deuxième temps, nous nous intéressons à
la reconnaissance dans un flux vidéo.
le chapitre 6 présente une méthode de suivi des doigts et de la main en
vision stéréoscopique. Le filtre de Kalman permet d’estimer la position 3d
de chaque doigt avec des observations bruitées. Cette méthode est d’abord
appliquée au geste de pointage, avant d’être étendue au suivi multi-doigts.
Nous présentons ensuite une méthode de suivi 2d de la main, basée sur
un modèle squelettique permettant d’améliorer la robustesse du suivi et
de connaître la position de chaque doigt au fil du temps. Le modèle est
recalé dans les images avec des points caractéristiques tels que le centre
de la main et les bouts des doigts. Cette approche est étendue en 3d, en
combinant le modèle estimé dans les deux vues et en visualisant le résultat
avec un modèle 3d. Ce dernier permet également de prendre en compte
des contraintes supplémentaires sur la morphologie de la main.

2C O N T E X T E I N D U S T R I E L E T C O N F I G U R AT I O N
E X P É R I M E N TA L E
Ce chapitre présente tout d’abord la collaboration industrielle à l’origine de
cette thèse. Ce contexte a fortement influencé les choix techniques, notamment
pour les caméras, et pour les contraintes de temps réel et de robustesse des
algorithmes. Les gestes auxquels nous nous intéressons sont choisis en fonction
de l’application visée.
Après une présentation du système 3DFeel, nous présentons notre configu-
ration expérimentale ainsi que les caméras utilisées. Nous décrivons enfin les
gestes considérés et les différentes données (séquences vidéos et bases d’images)
utilisées dans la suite pour évaluer nos algorithmes.
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8 contexte industriel et configuration expérimentale
(a) (b)
Figure 2.1 – Le système 3DFeel (© 3DFeel).
2.1 contexte industriel de la thèse
Le travail de thèse s’est déroulé dans le cadre d’un programme de recherche
financé par la région PACA 1, le conseil général des Bouches-du-Rhône et la
communauté du pays d’Aix-en-Provence, visant à développer les collaborations
entre les laboratoires et les entreprises de la région. Le projet lié à cette thèse
s’intitule « Interface Homme-Machine 3d pour un environnement intelligent », et
implique trois partenaires :
– l’Institut Fresnel (CNRS UMR 6133),
– STMicroelectronics 2,
– 3DFeel 3.
Ce projet est basé sur le système développé par l’entreprise 3DFeel : une
interface utilisant la vision par ordinateur, et permettant de transformer un
écran classique en écran tactile. Un des objectifs du projet est l’intégration
des traitements « bas niveau » au plus proche des capteurs CMOS, technologie
développée par STMicroelectronics.
La collaboration industrielle à l’origine de cette thèse a donc guidé les choix
sur le matériel utilisé, et sur les contraintes de temps réel et de robustesse des
algorithmes.
Le système 3DFeel
Le système 3DFeel (figure 2.1a) permet de rendre une surface interactive
en utilisant deux caméras CMOS (pointée par les flèches sur la figure). Un
cadre est utilisé pour délimiter la zone interactive et détecter la présence d’un
doigt. La robustesse du système aux variations de luminosité est améliorée par
un système d’éclairage, intégré au cadre, dans le proche infrarouge. De plus,
les deux caméras sont équipées d’un jeu de filtres permettant de limiter leur
sensibilité au domaine spectral d’émission de l’éclairage infrarouge.
Le cadre joue un rôle essentiel dans la détection. Sa principale caractéristique
est qu’il doit rester suffisamment noir sur les images quelque soit la puissance de
1. Provence-Alpes-Côte d’Azur
2. http://www.st.com
3. http://www.3dfeel.com
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Figure 2.2 – Calcul par triangulation de la position du doigt dans la surface, à partir des
détections dans les deux caméras (© 3DFeel).
l’éclairage ambiant. Il ne doit ni saturer les capteurs sous l’éclairage infrarouge,
ni sous la lumière solaire. Cette caractéristique permet de détecter aisément un
doigt présent à l’intérieur du cadre, grâce au contraste élevé entre le doigt clair
et le cadre sombre.
Les caméras sont disposées aux deux coins supérieurs du cadre (figure 2.1),
de telle sorte que le plan de détection formé par le cadre soit inclus dans le
champ de vision de chacune des caméras. Afin d’obtenir cette propriété, les
capteurs sont munis d’objectifs grand angle (de 60° à 90°).
Pour chaque caméra, une région d’intérêt (ROI 4) est définie. L’algorithme de
détection du doigt ne s’applique sur l’image qu’à l’intérieur de cette ROI. Cet al-
gorithme utilise les pixels de la ROI pour calculer un signal. Le doigt correspond
à un pic dans ce signal. Les coordonnées du doigt détecté dans chaque caméra
permettent de calculer la position du bout du doigt par triangulation (figure 2.2).
Les positions calculées sont ensuite filtrées afin de lisser la trajectoire du doigt.
Les coordonnées obtenues peuvent alors être utilisées pour remplacer la souris
d’un ordinateur.
Les principales applications consistent à transformer une surface de projection
ou un écran en une surface tactile, permettant à l’utilisateur de se servir de son
doigt comme dispositif de pointage. La technologie 3Dfeel peut transformer
un écran standard (en particulier un écran d’ordinateur) en un véritable écran
interactif. Les fonctionnalités de cet écran dépassent celles des écrans tactiles
standard. Les écrans tactiles souffrent en effet de certaines limitations : ils sont
onéreux, limités en surface, sujet à l’usure et sensibles aux rayures (suivant la
technologie employée, cf. paragraphe 3.1.1.3).
À l’inverse, la technologie 3Dfeel est peu coûteuse, grâce à l’utilisation de
caméras CMOS à faible coût, et l’utilisateur n’a pas besoin de toucher l’écran, ce
qui limite l’usure de celui-ci. De plus, cette technologie peut être adaptée à des
surfaces importantes. Ainsi, Ubiq’window est un autre système développé par
3DFeel, utilisant la même technologie et permettant une interaction avec tout
type d’élément, quelque soit sa nature ou sa dimension (mur, vitrine, mobilier,
linéaire de magasin...).
4. Region Of Interest
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Figure 2.3 – Notre configuration.
Le démonstrateur présenté sur la figure 2.1a est encombrant, mais des possi-
bilités d’intégration des caméras au plus près d’un écran TFT ont été étudiées
par 3Dfeel. Par ailleurs, STMicroelectronics a travaillé sur l’intégration de
l’algorithme de détection du doigt sur une carte FPGA 5, avec pour objectif de
réaliser les traitements bas-niveaux sur un co-processeur et de n’envoyer à
l’ordinateur que la position du doigt.
2.2 configuration expérimentale
Notre configuration expérimentale est directement inspirée du système 3DFeel.
L’objectif est d’étendre la zone d’interaction en 3d avec la vision stéréoscopique,
et d’offrir de nouvelles possibilités d’interactions grâce à la reconnaissance
automatique de gestes.
Le système 3DFeel est prometteur mais sa conception même fait que son
champ d’interaction est limité :
– les gestes qui peuvent être reconnus sont limités à des trajectoires d’un ou
plusieurs doigts ;
– la surface d’interaction est limitée par le cadre, ce qui restreint la dimension
des mouvements que l’utilisateur peut effectuer, et la proximité des caméras
pose des problèmes de distorsion sur les bords de cette zone ;
– l’éclairage infrarouge facilite la détection de la main, mais nécessite une
source d’éclairage supplémentaire, et il n’est pas possible d’utiliser l’infor-
mation de couleur ;
– l’angle et la distance entre les caméras sont importants. Il n’est donc pas
possible de rectifier les images pour calculer une carte de profondeur (cf.
paragraphe B.3.4), par contre cette configuration permet une meilleure
précision au niveau de la triangulation 3d.
Dans la continuité du système 3DFeel, notre idée consiste à disposer les deux
caméras au-dessus du clavier d’un ordinateur (figure 2.3), afin de permettre
une interaction 3d dans le volume délimité par les caméras, l’écran et le bu-
reau. L’utilisateur peut ainsi interagir avec son ordinateur, et avoir un retour
direct d’informations sur l’écran. Grâce à la miniaturisation des caméras, il est
5. Field-Programmable Gate Array.
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(a) STV0676 (b) VS6524
Figure 2.4 – Les caméras produites par STMicroelectronics.
envisageable d’intégrer ce dispositif sur l’écran (cet aspect du projet n’est pas
développé ici).
Notre système repose sur l’utilisation de deux caméras (présentées dans la
section 2.3), du même type que celles utilisées dans le système 3Dfeel. Les
caméras sont positionnées au-dessus du bureau, de manière à observer le
bureau, l’écran, et le volume 3d correspondant. L’axe optique des caméras est
pratiquement perpendiculaire au plan du bureau. Les caméras se trouvent donc
dans un champ proche de la main. Pour avoir un champ de vision suffisamment
important, nous utilisons des optiques avec un grand angle de vue (90°), ce qui
provoque des distorsions dans les images. De plus, chaque caméra est connectée
sur un port USB. Les caméras ne peuvent donc pas être synchronisées, ce qui
provoque des difficultés au niveau de la reconstruction 3d.
Avec deux caméras, la vision stéréoscopique permet de calculer la position 3d
à partir d’une paire de points appariés. Une étape de calibration est réalisée pour
obtenir une reconstruction 3d euclidienne (cf. section B.2). La calibration permet
de définir le repère de la scène, en utilisant une des paires d’images, typiquement
celle où la mire est posée à plat sur le bureau. Ainsi, le plan (X, Y) défini par
la mire correspond au plan du bureau, et l’axe Z est perpendiculaire à la mire
et au bureau (figure 2.3). L’axe Z correspond donc aussi, à quelques degrés
près, aux axes optiques des caméras et donc à la dimension de profondeur du
système stéréoscopique. La calibration permet donc de calculer des coordonnées
3d de points dans ce repère, en millimètres, ces points pouvant être le centre de
la main ou les bouts des doigts.
2.3 les caméras
Les caméras vidéo utilisées pour ce projet sont des imageurs CMOS produit par
STMicroelectronics (figure 2.4). Ils permettent une acquisition aux formats
CIF (352×288) ou VGA (640×480). Le modèle STV0676 est prévu pour être intégré
dans des « webcams ». La génération la plus récente (VS6724) est destinée
au marché grand public. Dans la suite de cette section, nous détaillons les
caractéristiques du modèle STV0676, que nous utilisons pour l’acquisition de
nos données.
Le flux vidéo est transmis à l’ordinateur par une connexion USB. Il peut être
transmis au format YCbCr ou compressé au format MJPG par un coprocesseur.
Par conséquent, il n’est pas possible de synchroniser l’acquisition entre les deux
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(a) image originale (b) image corrigée
Figure 2.5 – Correction de la distorsion radiale.
caméras. Cette absence de synchronisation pose des problèmes dans le cas de la
vision stéréoscopique avec deux caméras, puisque la main peut s’être déplacée
entre l’acquisition des images des deux caméras. Nous étudions ce problème
plus en détails dans le chapitre 6.
De plus, la connexion USB a un débit limité et monopolise une partie des
ressources CPU de l’ordinateur. Cette limitation de l’USB implique que, lors de
l’acquisition avec deux caméras simultanément, la fréquence d’acquisition est
limitée de 15 à 20 images par seconde. L’utilisation de caméras USB 2 devrait
permettre d’augmenter la fréquence d’acquisition.
Par ailleurs, puisque les caméras sont dans un champ proche de la main,
nous utilisons des optiques avec un grand angle de vue (90°), ce qui provoque
des distorsions dans les images. La distorsion est essentiellement radiale (cf.
paragraphe B.1.1). Il est possible de la corriger dans l’image entière en utilisant
les paramètres calculés pendant la calibration (figure 2.5). Toutefois, faire la
correction sur l’image entière est assez coûteux en temps de calcul, alors que
cela n’est pas forcément nécessaire. En effet, lorsque nous calculons les coor-
données 3d de points par triangulation, il est suffisant de corriger la distorsion
uniquement pour les points 2d (avant la triangulation).
2.4 gestes utilisés
Nous avons vu dans la section 1.1 que la main peut produire une grande
diversité de gestes. Toutefois, il est extrêmement difficile de reconnaître toutes
les configurations possibles de la main à partir de sa projection dans une image.
En effet, suivant l’orientation de la main par rapport à la caméra, certaines
parties de la main peuvent être cachées. Il est nécessaire de considérer des
sous-ensembles de gestes en fonction de notre application.
Dans nos travaux, nous nous intéressons à plusieurs catégories de gestes :
dans le chapitre 5, nous cherchons à reconnaître un ensemble défini de postures,
qui permettraient d’envoyer des commandes à l’ordinateur. Les postures sont
réalisées face à la caméra et nous considérons le cas des transformations eucli-
diennes (translation, rotation, changement d’échelle). Dans le chapitre 6, nous
considérons d’abord les gestes déictiques en 3d, pour le remplacement de la
souris par la main. Le cas du geste de pointage est celui qui nécessite le moins
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d’hypothèses du fait de sa simplicité. La seule condition est de pouvoir détecter
le doigt, il suffit donc que celui-ci soit visible. Nous cherchons ensuite à estimer
la posture de la main de manière plus générale, sans connaissance a priori sur
les configurations possibles. Dans ce cas, nous supposons que la main est face à
la caméra, afin de pouvoir détecter les doigts. Dans le cas contraire, si la main
est vue de côté, il n’est pas possible de connaître la configuration exacte de la
main.
2.5 données de test
Cette section présente les données utilisées dans cette thèse pour l’évaluation
des résultats. Nous utilisons deux types de données :
– Un ensemble de séquences vidéo stéréoscopiques, utilisé pour le suivi 3d des
doigts et de la main (chapitre 6).
– Deux bases de données d’images contenant des postures de la main, utilisées
pour la reconnaissance de postures 2d (chapitre 5), afin d’évaluer les per-
formances de reconnaissance des différents descripteurs de formes. Pour
commencer, nous utilisons la base de référence de Triesch, qui fournit un
bon point de départ, mais qui est assez pauvre en nombre d’images et en di-
versité de configurations. Ensuite, nous définissons notre propre vocabulaire
de gestes, pour procéder à l’acquisition de notre base de données.
2.5.1 Séquences vidéos stéréoscopiques
Pour l’évaluation du suivi des doigts et de la main, nous utilisons un ensemble
de séquences stéréoscopiques, dont l’acquisition a été réalisée avec deux caméras
calibrées au préalable, dans les conditions présentées dans la section 2.2.
Plusieurs types de séquences ont été utilisées :
– 25 séquences avec 1, 2, 3 et 5 doigts réalisant une trajectoire circulaire ou
carrée, par exemple « 2doigts_cercle_L_1.avi » pour la séquence no 1 avec
la caméra gauche, et 2 doigts réalisant un cercle ;
– 5 séquences où le nombre de doigts et la posture de la main sont variables,
par exemple « divers_L_1.avi » pour la séquence no 1 avec la caméra
gauche.
La séquence divers_L_1.avi est par ailleurs utilisée dans le chapitre 4 pour
comparer les différentes méthodes de segmentation et de détection.
Le tableau 2.1 présente le détail des postures réalisées dans cette séquence.
2.5.2 Base de gestes de Triesch
La base de gestes de Triesch et von der Malsburg [126] est une base de
référence, utilisée dans plusieurs travaux, et mise à disposition sur Internet 6. Elle
est constituée de 10 postures de la main (figure 2.6), réalisées par 24 personnes,
et devant trois fonds différents (blanc, noir et complexe).
Nous utilisons les ensembles d’images avec les fonds noir et blanc, ce qui re-
présente 479 images 7. Les images avec le fond complexe ne sont pas utilisées car
6. Jochen Triesch Hand Posture Database : http://www.idiap.ch/resources/gestures/
7. il manque une image pour le geste « v ».
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image action posture
14 apparition 0
16 poing 6
37 transition 0
38 1 doigt 5
74 transition 0
77 2 doigts 2
118 transition 0
119 2 doigts + p. 3
190 transition 0
192 2 doigts 2
220 transition 0
224 2 doigts 2
242 transition 0
image action posture
246 1 doigt 5
312 transition 0
314 5 doigts 11
416 transition 0
422 2 doigts + p. 3
475 transition 0
479 poing 6
498 transition 0
501 5 doigts 11
528 transition 0
533 poing 6
541 disparition -
557 fin -
Tableau 2.1 – Détail de la séquence « divers_L_1.avi », avec les postures correspondant
au vocabulaire de notre base (cf. paragraphe 2.5.3), p. signifie pouce.
a b c d g
h i l v y
Figure 2.6 – La base de gestes de Triesch et von der Malsburg [126].
(a) (b) (c) (d)
Figure 2.7 – Exemple d’images de la base de Triesch, avec le geste « c ».
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1 2 3 4 5 6
7 8 9 10 11
Figure 2.8 – Les 11 gestes de notre base de données.
notre objectif est ici de réduire l’influence de la segmentation sur les résultats de
reconnaissance. Les images sont en niveaux de gris, au format PGM 8, et de taille
128×128. La variation de la forme des gestes en terme de taille, translation et
rotation est très limitée. Par contre, la forme des mains des différents utilisateurs
peut être très variable (figure 2.7).
2.5.3 Notre base de gestes
La base de gestes de Triesch est un bon point de départ, mais elle présente
plusieurs limitations : le nombre d’images est faible, l’angle de prise de vue, la
taille et l’orientation de la main sont toujours les mêmes, les images sont en
niveaux de gris et ne contiennent que la main. Ainsi, pour réaliser des tests
plus réalistes et plus proches de notre configuration, nous avons constitué notre
propre base de gestes.
Notre base a été réalisée à partir de séquences vidéo monoscopiques. Les
séquences vidéo ont ensuite été découpées en images, afin d’être traitées séparé-
ment.
Les 11 gestes (figure 2.8) ont été choisis pour être facilement réalisables par
un utilisateur quelconque. Ces gestes sont inspirés des 8 postures du Langage
Parlé Complété (LPC) présentées par Caplier et al. [18]. Le LPC est un langage
différent de la langue des signes, visant à faciliter la lecture sur les lèvres pour
les personnes sourdes ou malentendantes. Toutefois, certains gestes ont été
rajoutés afin de tester les performances de discrimination des descripteurs de
formes. Certains gestes du LPC sont aussi très proches visuellement : c’est le cas
des gestes 4 et 5, ainsi que des gestes 8 et 9.
18 personnes ont participé à la réalisation de cette base. La plupart d’entre
elles ne sont pas familières avec la reconnaissance de gestes. En effet, tester la
reconnaissance avec des personnes qui ne sont pas expertes dans le domaine
constitue un aspect très important, afin d’évaluer si les gestes sont faciles à
réaliser ou non, et comment leur réalisation peut varier d’une personne à l’autre.
L’acquisition des images s’est déroulée dans les conditions suivantes :
– environnement intérieur, avec un éclairage par des néons,
– les gestes sont réalisés au-dessus d’un bureau,
8. Portable Gray Map
16 contexte industriel et configuration expérimentale
(a) (b) (c)
(d) (e) (f)
Figure 2.9 – Exemple d’images de notre base de données.
– la caméra est une webcam positionnée au-dessus du bureau,
– la taille des images est 320×240,
– aucune supposition n’est faite sur le point d’entrée du bras dans la scène,
– les personnes portent des vêtements à manches longues afin de s’affranchir
du problème de la détection du poignet pour séparer la main de l’avant-
bras.
En effet, dans le cas où le bras des utilisateurs est nu, il faut séparer la
main de l’avant-bras. Sinon, l’avant-bras est segmenté avec la main, et la forme
utilisée pour la reconnaissance est alors trop différente des gestes du vocabulaire.
Nous proposons une méthode pour détecter le poignet au paragraphe 4.3.2.
Cependant, pour éviter que les résultats de la reconnaissance de postures ne
soient faussés par une mauvaise détection du poignet, nous avons préféré
demander aux personnes de porter un vêtement à manches longues pour
l’acquisition des images de la base de données.
L’objectif de notre base de données de gestes est de pouvoir tester et comparer
les performances des descripteurs de forme concernant les invariances en trans-
lation, rotation et changement d’échelle. C’est pourquoi nous avons demandé
aux utilisateurs de bouger leur main dans tout l’espace de travail, en incluant la
profondeur pour les changements d’échelle.
Nous avons ainsi obtenu environ 1 000 images par geste et par personne,
soit un total d’environ 200 000 images. La figure 2.9 montre des exemples des
images ainsi obtenues. La figure 2.9f illustre un cas difficile : la main est petite
et représente peu de pixels par rapport à l’ensemble de l’image. Il est probable
dans ce cas que la segmentation soit mauvaise et le contour peu représentatif de
la forme.
Dans le chapitre suivant, nous présentons le domaine de l’interaction homme-
machine gestuelle et nous réalisons un état de l’art de la reconnaissance visuelle
de gestes et des problématiques associées.
3
I N T E R P R É TAT I O N D E S G E S T E S D E L A M A I N
La main est à l’origine d’une grande variété de gestes. Différents dispositifs
permettent d’interagir avec un ordinateur par l’intermédiaire de la main (souris,
gants de données, écrans tactiles, etc.). Toutefois, ces périphériques souffrent de
certaines limitations. Par ailleurs, les progrès scientifiques et techniques offrent
de nouvelles possibilités d’interaction, plus naturelles et intuitives, basées sur
le canal gestuel. Les applications sont nombreuses, de la réalité augmentée
ou virtuelle, à la reconnaissance de la langue des signes, en passant par la
commande de bras articulés ou encore la biométrie. Une des applications les
plus développées consiste à rendre une surface interactive.
Différentes technologies ont été développées dans le but de reconnaître les
gestes. Dans ce chapitre, nous présentons un état de l’art des approches basées
sur la vision par ordinateur, dans le contexte des Interfaces Homme-Machine.
L’interprétation visuelle des gestes offre l’interaction la plus naturelle et intuitive,
mais elle est aussi la plus difficile à mettre en oeuvre. Au cours des dernières
années, la reconnaissance visuelle de gestes a fait l’objet de nombreux travaux. Il
est donc difficile de réaliser un état de l’art exhaustif du domaine. Nous tentons
dans ce chapitre de donner une image représentative des différentes approches
existantes. Des compléments de bibliographie plus spécifiques seront apportés
dans les chapitres suivants.
Nous présentons les difficultés liées à la reconnaissance de gestes en vision
par ordinateur, puis nous abordons la question de la modélisation des gestes. De
manière générale, un système de reconnaissance de gestes peut se décomposer
en plusieurs étapes [105] : modélisation, analyse et reconnaissance. On peut
distinguer deux grandes familles de modèles : les modèles d’apparence et les
modèles 3d. Par ailleurs, nous distinguons également deux sous-catégories : les
gestes de pointage et les gestes dynamiques.
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3.1 vers une interaction homme-machine gestuelle
Cette section présente les différents dispositifs permettant d’interagir avec un
ordinateur. Nous présentons ensuite les applications et les nouvelles possibilités
d’interaction basées sur la reconnaissance des gestes de la main.
3.1.1 Dispositifs d’interaction
La majorité des systèmes d’exploitation repose sur le paradigme WIMP, avec
un dispositif de pointage, généralement la souris, qui permet d’interagir avec
des éléments graphiques tels que des fenêtres, des icônes et des menus. Il
existe aussi des interfaces haptiques, qui permettent un retour d’information à
l’utilisateur, avec un retour de toucher ou un retour d’effort. La perception tactilo-
kinesthésique, ou haptique, résulte de la stimulation de la peau par le contact avec
des objets.
Cette section présente les différents dispositifs permettant une interaction
avec l’ordinateur : les périphériques d’entrée (souris et autres dispositifs de
pointage), les gants de données, les caméras vidéo et les écrans tactiles.
3.1.1.1 Périphériques d’entrée
Pour interagir avec un ordinateur, la souris s’est imposée comme le périphé-
rique d’entrée indispensable. Il existe aussi la boule de commande, ou « trackball »
(figure 3.1a). Le pavé tactile ou « touchpad » est un dispositif de pointage spé-
cifique aux ordinateurs portables, permettant de remplacer la souris. Il s’agit
d’une surface sensible de faible dimension, utilisant la capacité électrique.
Pour les jeux vidéo, le périphérique usuel est la manette ou « joystick ». Récem-
ment, les constructeurs ont cherché à développer d’autres types d’interactions
que les boutons, avec par exemple des vibrations pour le retour d’effort, ou
des capteurs de mouvements. Ainsi, la Wiimote 1 (figure 3.1b) de Nintendo
a marqué un tournant dans les périphériques de jeux vidéo. Cette manette
est équipée de capteurs qui lui permettent de se repérer dans l’espace et de
retranscrire les mouvements de l’utilisateur à l’écran.
(a) (b)
Figure 3.1 – Exemples de périphériques d’entrée : (a) le trackball TrackMan 2 de Logitech,
et (b) la Wiimote de Nintendo.
1. http://wiiportal.nintendo-europe.com/1029.html
2. http://www.logitech.com/index.cfm/mice_pointers/trackballs/&cl=fr,fr
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(a) (b)
Figure 3.2 – Exemples de gants de données : (a) le 5DT Data Glove 5 Ultra, et (b) le
CyberGlove.
3.1.1.2 Les gants de données
Par rapport à la richesse de l’information véhiculée par des gestes de la main,
les possibilités de communication avec les ordinateurs sont réduites avec la
souris et le clavier. Des dispositifs spécialisés pour une application sont apparus.
Ainsi, pour l’acquisition de données en trois dimensions, des périphériques
d’entrée 3d fournissent à l’ordinateur des informations sur la position de la
main, voire sur sa configuration pour les plus évolués.
C’est le cas des gants de données (ou gant électronique, gant numérique), qui
sont munis de capteurs fournissant la position de la main et les angles des
articulations des doigts. Le CyberGlove 3 par exemple, qui peut être utilisé avec
le système Polhemus 4, et qui fournit toutes les informations sur la configuration
de la main, ou le Dataglove 5 également très utilisé (figure 3.2).
Les gants de données sont utilisés de longue date pour la reconnaissance de
la langue des signes [12, 94, 125], car ils fournissent les positions précises et
fiables des articulations de la main. Malheureusement, ces gants ont un coût
élevé et sont encombrants, leur utilisation est contraignante pour l’utilisateur.
3.1.1.3 Écrans tactiles
Les écrans tactiles combinent à la fois entrée et sortie, avec la visualisation
sur un écran et un dispositif de pointage pour interagir directement avec l’in-
formation affichée à l’écran. Cette technologie est utilisée pour des écrans de
la taille d’un moniteur d’ordinateur, par exemple pour les guichets de billet-
terie automatique ou pour les « assistants personnels digitaux » (PDA 6) avec
éventuellement l’utilisation complémentaire d’un stylet.
Il existe différentes technologies pour les écrans tactiles : capacitive, résistive,
infrarouge, à ondes de surface... De manière générale, les écrans tactiles souffrent
de différents inconvénients : ils sont onéreux, limités en surface, sujet à l’usure
et sensibles aux rayures (suivant la technologie employée).
Les écrans tactiles permettent la reconnaissance de gestes simples, appelés
gestes de dessins. Par exemple, Mertz et al. [95] utilisent les gestes de commande
présentés sur la figure 3.3a. Il existe aussi des alphabets simplifiés pour les PDA
(figure 3.3b), permettant la réalisation de lettres d’un seul trait.
3. immersion, CyberGlove, http://www.immersion.com/3d/products/cyber_glove.php
4. immersion, Polhemus, http://www.immersion.com/3d/products/polhemus.php
5. fifth dimension technologies, http://www.5dt.com
6. Personal Digital Assistant
7. iGesture : A General Gesture Recognition Framework, http://www.igesture.org
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(a) Gestes de commande utilisés par Mertz
et al. [95], avec un écran tactile.
(b) Alphabet simplifié iGesture 7.
Figure 3.3 – Exemples de gestes de dessins.
3.1.1.4 Les caméras vidéos
Contrairement aux systèmes précédents, les caméras vidéos captent les mouve-
ments de la main sans que l’utilisateur ne soit contraint de porter un équipement
particulier, ou d’utiliser un périphérique dédié. Toutefois, pour certains sys-
tèmes, des marqueurs ou un gant coloré sont utilisés pour faciliter la détection
des différentes parties de la main. La difficulté de cette approche est de mettre
au point des traitements robustes pour interpréter le flux vidéo et extraire
l’information utile de la grande quantité d’information disponible.
Par ailleurs, une caméra ne fournit qu’une information 2d. Pour obtenir
des informations en 3d, il faut utiliser deux ou plusieurs caméras, ou une
modélisation 3d. Par conséquent, les occultations sont un problème important,
inhérent à la projection de l’espace 3d dans une image.
Avec l’augmentation de la puissance des ordinateurs de bureau et l’apparition
de caméras bon marché, il est désormais possible de développer des systèmes de
reconnaissance de gestes fonctionnant en temps réel. C’est à cette problématique
que nous nous intéressons dans le cadre de cette thèse.
Les caractéristiques telles que le taux de rafraîchissement ou la résolution
varient d’une caméra à l’autre. Des valeurs élevées de ces caractéristiques sont
avantageuses pour avoir une mise à jour fréquente des images et un niveau de
détail important. Toutefois, un compromis est nécessaire car des valeurs trop
importantes augmentent la complexité et le temps de traitement des données.
Par ailleurs, les caractéristiques du capteur (CCD ou CMOS) et de l’optique ont
une influence primordiale sur la qualité de l’image obtenue et la sensibilité à
l’éclairage.
3.1.2 Applications et nouvelles possibilités d’interaction
Cette section présente différentes applications, et notamment les surfaces
interactives, ainsi que quelques applications récentes destinées au grand public.
3.1.2.1 Reconnaissance de la langue des signes
La reconnaissance de la langue des signes est une application naturelle de
la reconnaissance de gestes. En effet, un système de traduction automatique
des signes est particulièrement intéressant pour les sourds et muets. Braffort
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[12] présente une étude détaillée de la Langue des Signes Française (LSF). Cette
langue possède un vocabulaire et une syntaxe, et repose sur de nombreux
paramètres :
– la configuration : pour représenter les objets ;
– le mouvement : pour représenter les actions ;
– l’emplacement : pour indiquer où sont effectuées les actions ;
– l’orientation : pour conjuguer certains verbes, ou préciser l’orientation des
objets ;
– la mimique faciale : pour exprimer le mode du discours.
Ce bref aperçu révèle la richesse et la complexité de la LSF, et il en est de
même pour les autres langues. C’est pourquoi la grande majorité des systèmes
de reconnaissance de la langue des signes utilise des gants numériques (para-
graphe 3.1.1.2), qui permettent d’obtenir des paramètres sur la configuration de
la main plus facilement qu’avec la vision.
Dans les travaux consacrés à la reconnaissance de la langue des signes en
vision par ordinateur (Ong et Ranganath [102]), le vocabulaire est générale-
ment restreint à un sous-ensemble de gestes. La référence dans ce domaine est
les travaux de Starner et Pentland [120][121], qui s’intéressent à la recon-
naissance de la langue des signes américaine (ASL 8), avec un vocabulaire de
40 mots. Ils obtiennent un excellent taux de reconnaissance de plus de 90%.
La majorité des systèmes de reconnaissance, avec des gants numériques ou
en vision par ordinateur, repose sur l’utilisation de Modèles de Markov Cachés
(HMM 9, cf. section 3.6).
3.1.2.2 Réalité virtuelle
La réalité virtuelle consiste à plonger l’utilisateur dans un environnement
d’images de synthèse [63, 114]. Cette immersion dans un environnement virtuel
peut se faire grâce à un casque, ou dans une pièce dédiée munie de plusieurs
écrans ou d’un vidéo-projecteur. L’utilisateur est donc en immersion complète
dans un environnement dans lequel il peut interagir, notamment par le biais de
gestes.
3.1.2.3 Réalité augmentée
La réalité augmentée mélange le monde physique et des informations vir-
tuelles, en surimposant ces informations dans le champ de vision de l’utilisateur.
Ce type de système est fondé sur une analyse par l’ordinateur du monde
environnant l’utilisateur, au moyen d’un système de vision, de type caméra
vidéo par exemple, ou de capteurs spécifiques. Des informations virtuelles sont
alors projetées sur des éléments réels, par exemple par l’intermédiaire d’un
vidéo-projecteur.
Une des applications principales de la reconnaissance de gestes en réalité
augmentée est de rendre une surface interactive : une table, un tableau ou un
bureau, sur laquelle des images sont projetées. L’utilisateur peut alors interagir
avec des objets réels ou virtuels. Ces systèmes permettent aussi une interaction
multi-utilisateurs. Ils sont présentés plus en détails dans la section suivante.
8. American Sign Language
9. Hidden Markov Models
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Figure 3.4 – Le système HandVu de Kolsch et al. [79].
Un autre exemple d’application est proposé par Kolsch et al. [79], avec le
système HandVu (figure 3.4), une interface gestuelle basée sur la vision. Ce
système fonctionne avec un casque intégrant une caméra et un dispositif de
visualisation ainsi qu’un microphone. Ce système démontre la faisabilité d’une
interface gestuelle utilisant la vision.
3.1.2.4 Surfaces d’interaction
Le tableau blanc conventionnel est toujours très utilisé, pour donner des
enseignements, noter les choses à faire, mettre ses idées au clair, ou comme
support de réunion pour le travail collectif. Toutefois, il souffre de certaines
limitations, notamment pour la gestion de l’espace et la réorganisation des
données, ou l’absence de sauvegarde. Des solutions électroniques permettent de
résoudre ces problèmes, en offrant une surface interactive. Une étude réalisée
par Lachenal [84] distingue les systèmes suivants :
– Les surfaces à électronique intégrée, ou tableaux électroniques : un dispositif
matériel est intégré à la surface. Les tableaux peuvent être à projection
arrière, tactiles ou fondés sur la technologie scanner.
– Les surfaces à électronique externalisée ou tableaux augmentés : un tableau blanc
conventionnel est augmenté par des capteurs et des effecteurs, comme des
instruments, par exemple un stylo avec un capteur de pression et qui émet
des ultrasons, ou des caméras vidéo.
– Les surfaces pour un usage collectif : une surface pour le travail collectif, avec
une gestion des utilisateurs.
Intéressons-nous en détail au cas de la caméra vidéo jouant le rôle de capteur.
La caméra peut être utilisée de plusieurs façons, plus ou moins complexes.
La plus simple est de l’utiliser comme un scanner, permettant de numériser le
contenu de la surface observée, et donc de l’éditer, de l’imprimer, ou de l’envoyer
par voie électronique. La caméra peut aussi servir à interpréter des commandes
écrites sur le tableau, voire à suivre des instruments et plus particulièrement le
doigt. C’est le cas des tableaux augmentés par la vision que nous présentons
dans le paragraphe suivant.
les tableaux augmentés par la vision
Le DigitalDesk (« Bureau Digital ») de Wellner [134] est un des tous premiers
prototypes de surface interactive pour la réalité augmentée. Dès 1991, ce système
permet une interaction à deux doigts, comme sur un écran tactile actuel, mais
sans écran. Une caméra et un projecteur sont disposés au-dessus d’un bureau
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(a) (b)
Figure 3.5 – Exemples de tableaux augmentés : (a) le DigitalDesk de Wellner [134] et
(b) la Table Magique de Bérard [13].
(figure 3.5a), et permettent de faire des « copier-coller » avec les doigts, et de
mélanger informations réelles et virtuelles. De nombreux systèmes ont ensuite
été développés, s’inspirant de ce prototype.
L’EnhancedDesk (« Bureau Augmenté ») de Sato et al. [112][100] permet le suivi
des doigts de plusieurs utilisateurs, et la reconnaissance de trajectoires 2d. Une
caméra infrarouge est utilisée pour faciliter la segmentation.
La Table Magique (Bérard [13][14], Hall et al. [50]) 10 est une variante du
DigitalDesk : c’est un espace de travail augmenté par l’apport de la vision par
ordinateur. Le dispositif (figure 3.5b) est constitué d’un tableau blanc horizontal
combiné avec une caméra numérique et un projecteur vidéo. Il permet de
capturer des gestes et de projeter un retour d’information. Ce système permet
de combiner la manipulation d’encre physique et d’encre virtuelle (projetée),
en se fixant comme contrainte de maintenir l’utilisabilité des outils existants
(feutres, brosse et doigts).
les technologies dédiées
Différentes technologies ont été développées ces dernières années, pour rendre
une surface interactive. Ces technologies permettent d’étudier les possibilités de
l’interaction gestuelle, les points intéressants, les limitations, et de voir ce qui
peut être réalisable avec la vision par ordinateur.
Han [51] a développé une technologie d’écran tactile reposant sur le renvoi
de lumière diffusée 11, et qui permet une interaction multi-points. Un autre
avantage est que cette technologie fonctionne pour de grandes surfaces. Une
interface a ensuite été développée, et une vidéo de démonstration sur internet 12
permet de visualiser les possibilités d’interaction qu’offre le système.
La société Sensitive Object 13 a pour sa part développé une technologie
d’interaction gestuelle basée sur la reconnaissance des ondes acoustiques. Une
des applications est de remplacer le clavier physique par un clavier dessiné sur
le bureau.
Ces exemples laissent envisager de nouvelles possibilités d’interaction avec la
main. Les technologies dédiées aux surfaces interactives permettent de résoudre
10. http://iihm.imag.fr/demos/magicboard/
11. frustrated total internal reflection (FTIR)
12. http://www.perceptivepixel.com
13. http://www.sensitiveobject.fr
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Figure 3.6 – Le système Surface de Microsoft.
certains problèmes liés à la vision par ordinateur. Toutefois, elles sont limitées à
un type d’application précis, alors que la vision permet une souplesse et une
adaptation plus importantes.
3.1.2.5 Applications grand public
Ces dernières années, plusieurs applications grand public ont émergé. Ces
nouvelles possibilités d’interaction sont illustrées par le film Minority report 14,
où l’on peut voir un acteur manipuler des données numériques avec les mains,
sur un écran géant. Les technologies commercialisées visent à capter les mouve-
ments de l’utilisateur pour le placer au centre d’un jeu vidéo, ou à permettre la
manipulation de données numériques avec une interface interactive, éventuelle-
ment par plusieurs personnes simultanément.
Par exemple, le système EyeToy 15 développé par Sony pour la console de jeu
Playstation2 utilise une petite caméra USB pour capter les mouvements du
corps humain, et pour modéliser la tête de l’utilisateur en 3d.
Le système Surface 16 (figure 3.6) de Microsoft utilise des caméras pour
détecter des gestes de la main, ou des objets. Le résultat est affiché sur une
surface par rétro-projection. Ainsi, les utilisateurs peuvent utiliser leurs mains
pour interagir avec leurs données numériques. Le système peut être utilisé
simultanément par plusieurs personnes, qui peuvent se regrouper autour de la
surface interactive. Il est aussi possible de placer des objets physiques sur la
surface, par exemple pour transférer des données avec des appareils numériques.
3.2 interprétation visuelle des gestes de la main
Au cours des quinze dernières années, l’interprétation visuelle des gestes
de la main a été le sujet de nombreux travaux de recherche. Avec les progrès
scientifiques et techniques, il est aujourd’hui possible d’envisager une interaction
homme-machine plus naturelle et intuitive, basée sur la reconnaissance de gestes
en vision par ordinateur. D’une part, la reconnaissance de gestes permet de
dépasser les limitations des périphériques d’entrée classiques (paragraphe 3.1.1)
en offrant de nouvelles possibilités d’interaction. D’autre part, la vision par
14. http://fr.wikipedia.org/wiki/Minority_Report
15. http://fr.playstation.com/ps2/hardware/accessories/
16. http://www.microsoft.com/surface/
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ordinateur permet de se passer de périphériques encombrants, coûteux et
contraignants, tels que les gants numériques. Une ou plusieurs caméras suffisent.
Nous allons voir dans les sections suivantes que de nombreuses approches ont
été étudiées pour résoudre le problème de l’interprétation visuelle des gestes.
Une grande partie de ces approches a été développée en se concentrant sur
un aspect particulier du geste, tel que le suivi de la main, l’estimation de la
posture, ou la classification de gestes. Ces études ont souvent été menées dans
le cadre d’une application particulière, telle que la commande à distance d’une
télévision, la navigation dans un environnement virtuel, ou la reconnaissance
de la langue des signes. Ces limitations proviennent du fait qu’il est difficile
d’aborder la reconnaissance de gestes dans sa globalité, à cause de la variété
des applications et des contraintes importantes liées à ce type de système.
Jusqu’à récemment, la majeure partie des travaux s’est concentrée sur les
gestes statiques, ou postures, et sur les gestes de pointage. Ces deux aspects du
gestes sont en effet les plus simples à reconnaître, et ils constituent logiquement
la première brique d’un système plus complet de reconnaissance de gestes. Plus
récemment, l’intérêt s’est porté sur les gestes dynamiques, qui consistent en
un changement de la configuration ou de la position de la main, ou les deux
simultanément. Ce dernier cas est donc le plus général.
3.2.1 Difficultés liées à la vision par ordinateur
Contrairement aux gants numériques, qui permettent d’obtenir directement
des informations sur la position et la configuration de la main, la conception
d’un système de vision par ordinateur nécessite la prise en compte d’un certain
nombre de difficultés :
éclairage de la scène : les variations de l’éclairage de la scène ont un
impact important sur les algorithmes de segmentation et d’extraction de
caractéristiques, en provoquant des variations de luminosité dans l’image.
ombres : la main projette une ombre dans la scène, même si la luminosité
est contrôlée. Les ombres sont parfois segmentées avec la main, suivant
la méthode utilisée, ce qui rend le résultat de segmentation difficilement
exploitable.
objets de la scène : la scène peut comporter des objets mobiles tels que le
clavier, la souris ou des documents. L’algorithme de segmentation de la
main doit pouvoir s’adapter à des changements du fond de la scène et
distinguer la main des autres objets.
camouflage : lorsque les caractéristiques de l’objet sont proches de celles
du fond, celui-ci est difficilement détectable. Dans le cas de la main, ce
problème se produit par exemple lorsque le bureau a une couleur de teinte
chair.
occultations : les occultations se produisent lorsqu’un objet est masqué
par un autre, ce qui peut arriver lorsqu’on utilise les deux mains. Dans
le cas de la main, il existe un problème supplémentaire avec les « auto-
occultations » : la main étant un objet complexe et déformable, il arrive
fréquemment que certaines parties, telles que les doigts, soient cachées
par d’autres.
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Figure 3.7 – Représentation d’un système de reconnaissance de gestes (source : Pavlovic
et al. [105]).
disposition des caméras : la distance entre la caméra et les objets joue un
rôle important, de même que l’angle de vue des caméras (90° dans notre
cas) qui peut causer des déformations géométriques dans l’image.
Pour résoudre ces difficultés, différentes hypothèses sont émises en fonction
de l’application visée, sur l’éclairage, sur le type d’objets présents dans la scène
ou sur le type de gestes à reconnaître. Par exemple, pour segmenter la main de
façon robuste aux variations de luminosité, certains systèmes utilisent un fond
noir ou un gant de couleur (Iwai et al. [68]).
3.2.2 Schéma général d’un système de reconnaissance de gestes
D’une manière générale, un système de reconnaissance de gestes peut se
décomposer en trois étapes (Pavlovic et al. [105], figure 3.7) : modélisation,
analyse et reconnaissance.
3.2.2.1 Modélisation
La première étape consiste à choisir un modèle de geste, en considérant à
la fois les caractéristiques spatiales et temporelles. La complexité du modèle
dépend de l’application visée. Pour Pavlovic et al. [105], le geste peut être vu
comme « un processus stochastique dans l’espace paramétrique des gestes sur
un intervalle de temps donné » (section 1.1). Deux réalisations d’un même geste
ne donnent pas le même vecteur de paramètres.
3.2 interprétation visuelle des gestes de la main 27
Le geste est un processus dynamique qui peut être découpé en trois phases
(Kendon [74]) :
– préparation (à partir d’une position de repos),
– noyau (posture, trajectoire),
– rétractation (retour à la position de repos).
Un problème majeur pour la reconnaissance de gestes est de distinguer le
début et la fin du geste. Un autre problème est de différencier un geste d’un
mouvement non-intentionnel.
Un autre aspect important est la modélisation spatiale du geste. Les modèles
peuvent être classés en deux grandes catégories :
modèles d’apparence : cette approche consiste à interpréter le geste direc-
tement à partir de l’apparence de la main dans les images, en le comparant
avec un ensemble de gestes modèles. Les modèles d’apparence peuvent
être basés sur les images, les moments géométriques, les positions des
bouts des doigts, le contour, les vecteurs propres des images, ou encore
un modèle 2d déformable représentant la forme moyenne du geste. Ces
méthodes sont développées dans la section 3.4.
Cette approche permet généralement d’obtenir des traitements en temps
réel. Par contre, elle impose des contraintes plus ou moins importantes
sur l’environnement et sur les gestes. Son champ d’application est donc
plus restreint que l’approche par modèle 3d.
modèles 3d : l’autre approche possible consiste à utiliser un modèle 3d de
la main, qui peut être volumique ou squelettique. L’intérêt de ces modèles
est d’offrir une modélisation très élaborée de la main, en étant ajustés à
la morphologie de la main, et prenant en compte les contraintes entre
les articulations et les doigts. Les modèles volumiques permettent de
représenter visuellement la main en 3d, par le biais de cylindres, sphères
ou quadriques. Ils sont utilisés pour des approches dites « analyse par
la synthèse » 17, qui consistent à faire varier les paramètres du modèle
pour que celui-ci corresponde visuellement aux images. Les différentes
méthodes sont détaillées dans la section 3.5.
Les modèles 3d peuvent être utilisés pour reconnaître les ensembles de
gestes les plus riches. Toutefois, les inconvénients de cette approche sont
la complexité des calculs, ce qui la rend peu adaptée pour le temps réel, et
la difficulté d’estimer les paramètres par la vision.
3.2.2.2 Analyse
L’étape d’analyse consiste à calculer les paramètres du modèle à partir de
caractéristiques extraites des images. Ces paramètres décrivent la posture ou la
trajectoire de la main. Ils dépendent donc du modèle choisi. On peut distinguer
deux étapes :
– extraction de caractéristiques à partir des images : localisation de la main,
détection des bouts des doigts, signatures calculées à partir du contour de
la main, etc. ;
– estimation des paramètres du modèle. Pour les modèles 3d par exemple, il
s’agit d’estimer des paramètres angulaires (articulations) et linéaires (dimen-
17. analysis-by-synthesis
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sions des phalanges). On distingue généralement une étape d’initialisation
et une étape de mise à jour.
3.2.2.3 Reconnaissance
L’étape de reconnaissance consiste à classer les paramètres afin d’interpré-
ter le geste. L’espace des paramètres est généralement partitionné lors d’une
procédure d’apprentissage à partir d’exemples : un ensemble d’images d’ap-
prentissage permet de calculer les paramètres des gestes modèles. Une métrique
est ensuite utilisée pour classer le geste. Différents classifieurs peuvent être
utilisés (boosting, réseaux de neurones, etc.). Pour les gestes dynamiques, les
Modèles de Markov Cachés (HMM) sont les plus utilisés.
Dans la suite de ce chapitre, nous présentons les nombreux travaux dédiés à la
reconnaissance de gestes. Cette étude est divisée en plusieurs sections consacrées
aux différentes approches : les gestes de pointage, les modèles d’apparence, les
modèles 3d et les gestes dynamiques.
3.3 gestes de pointage
Les gestes de pointage∗ ont suscité de nombreux travaux, du fait de leur sim-∗cf. § 1.1 p. 2
plicité, et de leur application naturelle pour pointer et remplacer la souris. Ils
peuvent aussi être utilisés pour dessiner des trajectoires qui sont ensuite recon-
nues. Les approches présentées dans cette section sont spécifiques aux gestes de
pointage, mais d’autres travaux plus complets, présentés par la suite, traitent
aussi ces gestes.
Il existe plusieurs approches pour déterminer la direction de pointage du
doigt (figure 3.8a) : il est possible d’utiliser la position du doigt, sa direction,
la droite entre l’œil et le doigt, ou encore la direction du bras. Ces estimations
de position et de direction reposent généralement sur la vision stéréoscopique,
mais il est également possible d’utiliser des informations géométriques (Wu
et al. [136]).
Hung et al. [64] utilisent un système stéréoscopique calibré pour détecter la
position pointée par un doigt. La détection de la main repose sur l’utilisation
du seuillage de Otsu [103] avec un fond plus sombre que la main. Le doigt
est séparé de la main par une opération morphologique et le bout de doigt
est détecté comme étant l’extrémité du doigt. Le bout du doigt est suivi avec
une recherche locale. Deux modes de pointage sont comparés : l’orientation 3d
du doigt et la direction déterminée par l’œil et le bout du doigt. La deuxième
solution s’avère plus précise et adaptée à un espace de travail plus vaste.
Jojic et al. [69] s’intéressent à la détection de gestes de pointage en temps
réel. Leur approche est basée sur le calcul d’une carte de disparité, en vision
stéréoscopique, pour détecter la personne par rapport au fond. L’estimation
de la disparité est moins sensible aux variations de luminosité mais comporte
d’autres facteurs d’incertitude (son estimation est peu fiable pour des zones
uniformes). Ensuite, une modélisation statistique du corps humain permet de
détecter le bras. La direction de pointage est déterminée par la composante
principale de la région du bras.
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Figure 3.8 – Exemple de gestes de pointage : (a) les différents modes de pointage : droite
de vue « tête-main », direction du bras, orientation de la tête (source : Nickel et al. [99]),
et (b) détection du bout du doigt par corrélation (source : Crowley et al. [31]).
Nickel et al. [99] combinent l’information de profondeur (carte de disparité)
avec l’information de couleur de la peau, pour localiser les positions 3d de
la tête et des mains. Les gestes de pointage sont décomposés en trois phases,
chacune étant modélisée par HMM : début, la main se déplace pour pointer la
cible ; milieu, la main pointe et reste fixe ; fin, la main se rétracte. Ils montrent
aussi que les utilisateurs préfèrent intuitivement utiliser la droite de vue entre
la tête et la main pour pointer (figure 3.8a).
Wu et al. [136] utilisent une caméra à plusieurs mètres de l’utilisateur. Ils
détectent les zones de couleur de la peau, identifient le bras et trouvent le bout
du doigt avec la courbure du contour dont le calcul est simplifié en produit
scalaire. La détection de la position du coude et de l’épaule permet d’obtenir
une trajectoire en 3d, qui est ensuite lissée.
La mesure de corrélation est une méthode très employée pour la détection et
le suivi. Le principe est de mémoriser l’apparence de l’objet avec une imagette,
aussi appelée motif. La localisation du motif dans une nouvelle image s’effectue
par un parcours de l’image, en comparant des blocs de l’image avec le motif,
par une mesure de corrélation. La position de l’objet est alors le maximum de
la fonction de corrélation. L’inconvénient de cette méthode est qu’elle suppose
que l’apparence de l’objet ne change pas ou peu, ce qui n’est valable que si les
déplacements de l’objet s’effectuent uniquement par des translations dans le
plan de l’image. Mais si le motif à localiser change d’orientation ou de taille, le
motif de référence ne correspond plus au motif à suivre.
Dans le système DigitalDesk, Crowley et al. [31] utilisent une caméra placée
au-dessus d’un bureau pour effectuer un suivi du doigt par corrélation avec un
modèle de bout de doigt (figure 3.8b). Le masque de référence est mis à jour
pour prendre en compte les changements d’orientation du doigt. Pour rendre la
mesure de corrélation plus robuste aux changements d’échelle et d’orientation,
Martin [92] a proposé d’utiliser un ensemble de motifs à différentes orientations
et échelles.
Oka et al. [100] utilisent la corrélation avec un cercle pour détecter les bouts de
doigts dans des images binaires obtenues avec une caméra infra-rouge. Freeman
et Weissman [44][42] utilisent aussi une corrélation normalisée pour contrôler
une télévision par les mouvements de la main.
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(a) (b)
Figure 3.9 – Exemple de caractéristiques extraites des images (source : Freeman et al.
[42]) : (a) Moments géométriques, (b) Histogramme d’orientation.
3.4 modèles d’apparence
Nous avons présenté la modélisation par apparence dans le paragraphe 3.2.2 :
cette approche consiste à utiliser des caractéristiques extraites des images pour
reconnaître un geste parmi un ensemble prédéfini. Un apprentissage à partir
d’exemples est généralement utilisé, afin d’apprendre les caractéristiques des
gestes modèles. Les modèles d’apparence sont plus utilisés car ils sont moins
complexes que les modèles 3d. Ils permettent de faire de la reconnaissance de
gestes en temps réel, mais de façon moins générale que les modèles 3d.
Nous distinguons dans la suite les approches utilisant une seule caméra de
celles basées sur la vision stéréoscopique. Il existe de nombreuses méthodes
pour modéliser l’apparence de la main :
– caractéristiques extraites des images : silhouette, contour, moments géomé-
triques, valeurs propres ;
– positions des bouts des doigts : cette approche suppose, sous certaines con-
traintes, que la connaissance des positions du bout des doigts par rapport à
la paume est suffisante pour différencier un nombre fini de gestes ;
– vecteurs propres : l’ACP 18 permet de calculer la forme moyenne et de repré-
senter les images avec peu de coefficients ;
– méthodes statistiques : histogrammes, modèles de distribution de points.
3.4.1 Mono-caméra
Freeman et al. [42] passent en revue différentes méthodes pour l’interprétation
visuelle des gestes. Les moments du premier ordre donnent le centre de la
région de la main, les moments du deuxième ordre permettent de calculer
l’orientation de la main (figure 3.9a). Les histogrammes d’orientation permettent
une représentation de la main peu sensible à l’éclairage et à la taille mais
dépendante de l’orientation (figure 3.9b).
Athitsos et Sclaroff [4] utilisent un modèle 3d de la main pour générer des
images synthétiques de postures de la main, à partir de 26 configurations de
base (figure 3.10). Chacune de ces configurations est projetée avec 86 angles de
vues, et pour chaque vue 48 images sont créées (car les mesures de similarité ne
sont pas invariantes en rotation). Chaque image est classifiée avec une recherche
18. Analyse en Composantes Principales
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Figure 3.10 – Les 26 configurations de la main utilisées par Athitsos et Sclaroff [4].
hiérarchique de l’image la plus similaire dans la base de données. Quatre me-
sures de similarité sont combinées : une distance du chanfrein entre les contours,
un histogramme de l’orientation des contours, une mise en correspondance des
bouts de doigts, et une mise en correspondance basée sur les moments centrés
et les moments de Hu. Ils améliorent ensuite la méthode (Athitsos et Sclaroff
[5]) en la rendant plus robuste aux problèmes de segmentation, en utilisant deux
nouvelles mesures de similarité : une méthode du chanfrein améliorée, et une
mise en correspondance probabiliste des lignes.
Holden et Owens [58] détectent la main grâce à la couleur de la peau par
ACP 19 et avec une distance de Mahalanobis. Le centre de la région de la main
est suivi par un algorithme de Condensation. Des caractéristiques de la forme
de la main sont extraites de cette région en la convertissant en coordonnées
polaires.
3.4.2 Vision stéréoscopique
Segen et Kumar [114] utilisent deux caméras calibrées pour suivre la main.
Des points de contours caractéristiques (bouts des doigts et creux inter-doigts)
sont détectés avec la courbure du contour. Ces points permettent de classer
quatre gestes de la main : pointer, atteindre, cliquer et repos (figure 3.11a). Ils
déterminent la direction pointée par le doigt en 3d, avec 10 degrés de liberté.
Leur système fonctionne à 60 Hz, et a été appliqué à un jeu vidéo, un simulateur
de vol et à la commande d’un bras de robot.
Yin et Xie [140] reconnaissent des postures 2d de la main en analysant
des caractéristiques topologiques. La main est segmentée par une approche
colorimétrique, basée sur l’espace couleur L*a*b*. Un réseau de neurones RCE 20
permet d’identifier les pixels dont la couleur est celle de la peau, après un
apprentissage. Les bouts de doigts sont détectés comme étant les points de
contours les plus éloignés du centre de gravité de la main (figure 3.11b). Les
postures 2d de la main sont alors caractérisées par le nombre de doigts et leur
position. Ils étendent leur approche à la 3d, avec une caméra stéréoscopique non
calibrée.
19. Analyse en Composantes Principales
20. Restricted Coulomb Energy
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(a) (b)
Figure 3.11 – Exemple de caractéristiques extraites des images : (a) détection des bouts de
doigts et des vallées avec la courbure (source : Segen et Kumar [114]), et (b) détection
des bouts de doigts avec la distance au centre de gravité (source : Yin et Xie [140]).
(a) (b)
Figure 3.12 – Exemple de caractéristiques extraites des images (source : Maclean et al.
[90]) : (a) détection des doigts, et (b) squelettes.
Maclean et al. [90] effectuent une segmentation basée sur la couleur de la
peau, puis ils vérifient si la région segmentée est une main avec un filtrage
détectant les doigts, en supposant qu’ils sont verticaux, et que le pouce est
orienté à 45°. La reconnaissance de gestes est basée sur une squelettisation de la
main, et un comptage du nombre de doigts (figure 3.12).
Abe et al. [1] ont mis au point une interface 3d pour manipuler des objets
virtuels avec la main. Ils utilisent deux caméras avec des points de vues très
différents (une caméra en haut et une à droite du bureau). Il existe deux modes
différents : le pointage avec le calcul de la position 3d du doigt, et les commandes
avec quinze postures, associées à des actions. Un fond noir leur permet de
détecter la main facilement. Le poignet est détecté en utilisant une carte de
distance, et un rectangle intérieur à la paume est calculé. La reconnaissance de
postures se fait avec des fenêtres pour chaque doigt, positionnées à partir de la
paume, et dans lesquelles les doigts sont détectés ou non.
3.4.3 Analyse en composantes principales
L’Analyse en Composantes Principales (ACP) est utilisée pour extraire un sous-
espace optimal d’une distribution de points. Cette technique est très utilisée pour
la reconnaissance de visages, où l’on parle d’« eigenface » (Turk et Pentland
[127]). L’ACP est aussi utilisée pour calculer la forme moyenne de la main, avec
les modèles de distribution de points (cf. paragraphe 3.4.4).
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(a) (b)
Figure 3.13 – Exemple de modèles déformables : (a) modèle de distribution de points
(source : Shimada et al. [117]), et (b) modèle déformable 3d (source : Heap et Hogg
[57]).
Moghaddam et Pentland [96] ont appliqué leur méthode d’estimation de
l’espace des vecteurs propres sur des images de contour de la main. Ils proposent
un modèle d’« eigenhand » permettant de localiser la main et de reconnaître des
gestes.
Martin [92] compare l’ACP avec le discriminant linéaire de Fisher, pour
la reconnaissance de huit postures de la main. Il propose ensuite d’utiliser
une « distance à l’espace propre » pour classer les gestes. Cui et Weng [32]
préfèrent aussi l’analyse discriminante linéaire, fournissant la « caractéristique la
plus discriminante » 21, à l’ACP. En effet, l’analyse discriminante linéaire optimise
la discrimination, alors que l’ACP optimise la reconstruction.
3.4.4 Modèles déformables
Le « modèle de distribution de points » 22 a été introduit par Cootes et al. [28]
[29]. Il s’agit d’un modèle 2d déformable, qui consiste en un ensemble de points
répartis sur le contour de la main et décrivant la forme moyenne. Le modèle de
distribution de points est décrit par des paramètres obtenus par ACP 23 sur un
ensemble d’apprentissage. Il est ensuite déformé pour correspondre à la main
de l’utilisateur.
Ce modèle est aussi utilisé par Ahmad et al. [3] pour suivre la main et
reconnaître cinq gestes, et par Heap et Samaria [56] pour les « smart snakes »,
technique utilisant les contours actifs pour le suivi d’objets déformables.
Heap et Hogg [57] ont étendu cette approche à la 3d (figure 3.13b) en
effectuant l’apprentissage du modèle avec des images à résonance magnétique
(IRM) et en l’appliquant au suivi de la main avec une caméra.
Shimada et al. [117] estiment la posture 3d de la main avec une seule caméra.
Ils comparent le contour 2d d’une main avec une base de données de modèles
d’apparences possibles de la main, contenant 16 000 images de contours générées
à partir d’un modèle 3d. La forme de la main est décrite en plaçant un ensemble
de N points sur le contour, avec un intervalle régulier (figure 3.13a).
21. Most Discriminant Features (MDF)
22. Point Distribution Model (PDM)
23. Analyse en Composantes Principales
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(a) (b)
Figure 3.14 – Exemple de modèles 3d de la main : (a) modèle 3d de la main de Rehg et
Kanade [111], et (b) modèle 3d de la main de Stenger et al. [124].
3.5 modèles 3d
L’approche par modèle 3d consiste à reconstruire la main en trois dimen-
sions. Le modèle est mis en correspondance avec une ou plusieurs images, afin
d’estimer ses paramètres (dimensions et angles des articulations). Ce type de
modèle permet de reconnaître un ensemble de gestes plus riche que les modèles
d’apparence. Il permet de prendre en compte la morphologie de la main, ainsi
que les contraintes entre les articulations et entre les doigts (section 6.4). L’intérêt
est de connaître la configuration exacte de la main à chaque instant, afin de
résoudre les problèmes d’occultations entre les doigts. Cette connaissance de la
posture exacte de la main est intéressante pour les gestes manipulatifs, mais elle
n’est pas utile pour les gestes communicatifs.
Il existe différents types de modèles 3d : les modèles volumiques et les modèles
squelettiques. Les modèles volumiques sont constitués de cylindres, sphères ou
quadriques, ce qui permet de décrire l’apparence visuelle de la main en 3d.
L’étape d’apprentissage n’est pas nécessaire, même si elle est parfois utilisée
pour obtenir des informations supplémentaires. L’estimation des paramètres
par la vision est une tâche complexe, qui implique généralement une étape
d’initialisation et une étape de mise à jour. L’initialisation est parfois utilisée
afin d’ajuster le modèle à la morphologie de la main de l’utilisateur, ce qui se
fait avec la main ouverte, doigts écartés. Les modèles squelettiques sont basés
sur des caractéristiques morphologiques et biomécaniques, afin de représenter
les phalanges et les articulations.
Il existe deux types d’approches pour faire correspondre un modèle 3d avec
les images :
– Recalage du modèle dans les images, qui consiste à faire varier les para-
mètres du modèle pour que celui-ci corresponde visuellement aux images,
en fonction de critères tels que le taux de recouvrement des silhouettes
[81, 118] ou la distance entre les contours [47, 118].
– Extraction de caractéristiques (par exemple les bouts des doigts), et estima-
tion du modèle.
On peut aussi distinguer deux types de méthodes : celles qui sont capables de
fonctionner en temps réel au prix de concessions sur certains points, notamment
le nombre de gestes reconnus et la précision ; et celles qui cherchent à retrouver
la position exacte de la main sans se préoccuper du temps de calcul.
Rehg et Kanade [111] ont introduit l’utilisation d’un modèle 3d articulé
de la main avec le système DigitEyes. Leur modèle à 27 degrés de liberté 24
24. 4 degrés de liberté pour chaque doigt, 5 pour le pouce et 6 pour la paume.
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(a) (b)
Figure 3.15 – Le modèle 3d de la main de Delamarre et Faugeras [37] : (a) le modèle
3d avec des cônes et sphères, et (b) exemple de carte de disparité utilisée pour le recalage.
(figure 3.14a) est devenu une référence dans ce domaine. L’état de la main est
estimé en minimisant l’erreur entre les positions détectées des bouts de doigts
et les projections du modèle 3d dans les images. Ce système a été utilisé pour
une application de souris 3d avec une caméra, et pour l’estimation de la posture
de la main en vision stéréoscopique.
Lee et Kunii [86] utilisent un modèle 3d squelettique, pour la reconnaissance
de 16 symboles de la langue des signes américaines (ASL 25). Leur modèle est
basé sur la détection de points caractéristiques (extrémités des doigts de la main,
position du poignet, ainsi qu’un point supplémentaire sur la paume), détectés
grâce à un gant coloré. Leur algorithme comporte cinq types de contraintes pour
les articulations, et le processus de recalage se divise en deux phases : d’abord
le poignet, puis la paume et les doigts.
Delamarre et Faugeras [37] utilisent un modèle 3d articulé à 27 degrés de
libertés, basé sur celui de Rehg. Le modèle 3d est mis en correspondance avec
la carte de disparité issue de la reconstruction 3d de la main (figure 3.15). Le
recalage est réalisé avec des forces appliquées au modèle.
Ouhaddi et Horain [104] recalent un modèle 3d articulé de la main avec une
caméra. La main est détectée avec la teinte de la peau et les doigts identifiés par
filtrage morphologique. Pour le recalage, deux fonctionnelles sont comparées,
le taux de non-recouvrement des silhouettes et la distance entre les contours
occultants du modèle projeté dans l’image ; ainsi que deux méthodes d’opti-
misation, la descente du simplexe et la méthode de Powell. L’intégration de
contraintes biomécaniques dans la procédure de recalage permet de réduire
considérablement l’espace de recherche. Cette méthode leur a fourni des résul-
tats assez concluants, mais on notera que certaines configurations ne peuvent
être retrouvées, telles que le mouvement de flexion d’un doigt, de face.
Stenger et al. [124] utilisent un modèle 3d construit à l’aide de quadriques
(figure 3.14b), pour générer des vues 2d qu’ils comparent avec les images. Ils
utilisent une ou deux caméras et retrouvent l’orientation de la main 3d avec un
filtre de Kalman, qui minimise l’erreur géométrique entre les vues générées et
les contours extraits des images.
D’autres approches existent et sont référencées notamment par Ouhaddi et
Horain [104], Gavrila [46] et Delamarre [36].
25. American Sign Language
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(a) (b)
Figure 3.16 – Gestes dynamiques : (a) MEI et MHI (source : Bobick et Davis [9]), et
(b) signature dynamique d’un geste avec la superposition des squelettes (source : Ionescu
et al. [66])
3.6 gestes dynamiques
Un geste dynamique correspond à une variation temporelle de la forme et de
la position de la main. La première difficulté est de localiser temporellement
la réalisation d’un geste, c’est-à-dire de déterminer le début et la fin du geste.
Un geste se déroule en trois étapes : une phase de préparation, le geste, et une
phase de rétractation (paragraphe 3.2.2).
Une difficulté importante provient de la variation de la durée de réalisation
d’un même geste. Il est donc nécessaire d’effectuer une normalisation temporelle
de la durée des observations. Le recalage dynamique (DTW 26) permet de comparer
deux séquences temporelles de durées différentes, en étirant ou en réduisant leur
longueur, ce qui suppose que le début et la fin du geste sont bien déterminés.
Darrell et Pentland [34] utilisent cette méthode : les gestes sont modélisés
par des scores de corrélation avec un ensemble de modèles, qui sont accumulés
pour former une signature. Le recalage dynamique permet de comparer les
signatures.
Bobick et Davis [9] utilisent des modèles temporels pour la reconnaissance du
mouvement humain : l’« image de l’énergie du mouvement » (MEI 27), et l’« image de
l’historique du mouvement » (MHI 28). Ces images sont formées par l’accumulation
du mouvement de chaque pixel sur une fenêtre temporelle (figure 3.16a). Les
images obtenues sont décrites avec les invariants de Hu, et les gestes sont
classifiés en utilisant la distance de Mahalanobis.
Ionescu et al. [66] proposent une méthode de reconnaissance de gestes dy-
namiques basée sur les squelettes. Des signatures statiques de début et de fin
des gestes sont calculées avec un histogramme des orientations du gradient. La
signature dynamique est obtenue par superposition des squelettes des images
de la séquence (figure 3.16b).
Zhu et al. [144] segmentent la main avec la couleur, associée à la détection
de mouvement. La représentation spatio-temporelle d’un geste se fait avec
l’estimation du mouvement, basée sur un modèle paramétrique, et une des-
cription de la forme de la main avec les moments géométriques. Après une
normalisation temporelle avec une méthode de ré-échantillonnage linéaire, la
reconnaissance est effectuée avec une distance avec les modèles des gestes appris
26. Dynamic Time Warping
27. Motion Energy Image
28. Motion History Image
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(a) (b)
Figure 3.17 – Trajectoires 3d utilisées par Kong et Ranganath [80] : (a) non pério-
diques, et (b) périodiques
auparavant. Dans leur application, 12 gestes sont utilisés pour naviguer dans
une vue panoramique.
Kong et Ranganath [80] utilisent une approche hiérarchique pour recon-
naître des trajectoires 3d 29, périodiques ou non (figure 3.17). La détection de la
périodicité est basée sur une analyse de Fourier. Les trajectoires sont ensuite
reconnues avec une variante de l’ACP 30.
Les Modèles de Markov Cachés (HMM) sont utilisés avec succès depuis long-
temps dans le domaine de la reconnaissance de la parole. Par analogie, ils ont
été utilisés pour la reconnaissance de gestes et l’interprétation de la langue des
signes, d’abord avec des gants numériques (Braffort [12]), puis en vision par
ordinateur où différents modèles ont été développés. Parmi les premiers travaux
dans ce domaine, Starner et Pentland [120][121] utilisent les HMM pour la
reconnaissance de 40 signes issus de la langue des signes américaine (ASL), avec
une seule caméra. Les caractéristiques utilisées sont le centre de la main et la
boîte englobante elliptique, obtenue avec les axes principaux. Marcel et al. [91]
proposent une approche hybride entre les HMM et les réseaux de neurones, appe-
lée « Input-Output Hidden Markov Models », pour reconnaître quatre gestes, en
utilisant le centre de gravité de la main. Wilson et Bobick [135] proposent une
forme paramétrique des HMM, pour estimer la direction du mouvement dans
un geste de pointage. Vogler et Metaxas [129][130] proposent les « Parallel
HMM » pour modéliser séparément les mains gauche et droite, et reconnaître 53
gestes de la langue des signes américaine, de façon continue.
Sato et al. [112][100] réalisent un suivi de la main et des bouts de doigts,
en deux dimensions, pour le système EnhancedDesk. Une caméra infra-rouge
facilite la détection des mains, puis chaque bout de doigt est détecté par corré-
lation avec un cercle, et suivi avec un filtre de Kalman. Le pouce est détecté
pour différencier un mode « manipulation » d’un mode « geste symbolique ». La
reconnaissance des gestes symboliques repose sur l’utilisation des HMM, avec
12 gestes différents (figure 3.18). De la même façon, Martin et Durand [93]
utilisent les HMM pour la reconnaissance d’écriture en 2d, avec des lettres tirées
d’un alphabet pour les PDA.
29. Signing Exact English (SEE)
30. Vector Quantization Principal Component Analysis (VQPCA)
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(a) (b)
Figure 3.18 – Le système EnhancedDesk (source : Oka et al. [100]) : (a) suivi de plusieurs
bouts de doigt, et (b) trajectoires reconnues par HMM.
3.7 résumé
Dans ce chapitre, nous avons d’abord présenté les différents dispositifs d’in-
teraction et les nombreuses applications de la reconnaissance de gestes, avec
notamment la reconnaissance de la langue des signes et la réalité augmentée.
Des applications grand public ont vu le jour, telle que le système Surface de
Microsoft. Ces applications utilisent des technologies variées, telles que la
diffusion de la lumière, les ondes acoustiques ou la vision.
Nous avons ensuite explicité les contraintes liées à la reconnaissance de gestes
en vision par ordinateur, ce qui en fait un domaine de recherche très actif, avec
de nombreuses approches différentes. Nous avons vu que la reconnaissance de
gestes peut se décomposer en trois étapes principales : modélisation, analyse et
reconnaissance.
Les deux grands types de modèles que sont les modèles d’apparence et
les modèles 3d ont été détaillés, avec leurs avantages et inconvénients. Les
modèles d’apparences sont plus simples et adaptés pour les systèmes en temps
réel, mais ils sont restreints à certaines applications. Ils sont bien adaptés à
la reconnaissance d’un ensemble de gestes défini, notamment pour les gestes
communicatifs. Les modèles 3d visent à retrouver la posture exacte de la main
et permettent de reconnaître un ensemble de gestes plus riche que les modèles
d’apparence, mais les temps de calculs peuvent être très importants. Ils sont
plus adaptés aux gestes manipulatifs.
Par ailleurs, nous avons souligné que les gestes de pointage ont suscité de
nombreux travaux, avec des applications de type « souris 3d ». Enfin, nous avons
évoqué les gestes dynamiques, qui représentent la forme la plus générale du
geste, avec à la fois des variations de position et de configuration. L’application
généralement visée est la reconnaissance d’un sous-ensemble de gestes de la
langue des signes.
Du fait de la littérature abondante dans le domaine, de nombreux travaux
n’ont pu être détaillés ni même mentionnés dans ce chapitre. Pour approfon-
dir cet état de l’art, nous renvoyons le lecteur aux articles de Pavlovic et al.
[105], Kohler et Schroter [76], LaViola [85], Wu et Huang [137], Ong et
Ranganath [102]. Dans les chapitres suivants, nous nous intéressons aux gestes
de pointage, pour le suivi d’un doigt, aux approches par apparence, pour le
suivi de la main et la reconnaissance de postures, et aux modèles 3d pour la
visualisation du suivi 3d.
4
D É T E C T I O N E T C A R A C T É R I S AT I O N M O R P H O L O G I Q U E
D E L A M A I N
Dans ce chapitre, nous étudions les méthodes de détection et de segmentation
de la main dans les images d’un flux vidéo, avec une caméra. L’objectif est
d’imposer le moins de contraintes possibles à l’utilisateur, et d’utiliser des
méthodes adaptées au contexte de notre application. En effet, de telles méthodes
reposent généralement sur un certain nombre d’hypothèses sur l’environnement,
intérieur ou extérieur, sur l’éclairage, ou sur la couleur du fond. Dans notre
configuration∗, il s’agit d’un environnement intérieur, permettant d’éviter le ∗cf. § 2.2 p. 10
problème des fortes variations de luminosité, mais il reste le problème des
ombres.
Nous présentons trois approches, et nous discutons de leur adéquation au cas
de la segmentation de la main :
seuillage de otsu : méthode de seuillage pour les images en niveaux de
gris, avec un seuil calculé à partir de l’histogramme.
différence d’images : la soustraction entre deux images met en valeur
leurs différences. Elle peut se faire avec une image de référence du fond
(partie statique de la scène), pour détecter des objets, ou entre deux images
successives, pour détecter les objets en mouvement.
détection de la couleur de peau : la couleur de la peau a une distribu-
tion caractéristique dans certains espaces colorimétriques, et cette propriété
peut être utilisée pour segmenter les régions de couleur de peau, comme
les mains ou le visage. Les méthodes existantes reposent généralement sur
une étape d’apprentissage, pour calculer un modèle de couleur de la peau,
à partir d’images où la main est segmentée.
Nous proposons une méthode pour rendre l’apprentissage automatique,
et pour mettre à jour le modèle de couleur de la peau. Celui-ci est basé
sur des histogrammes dans l’espace YCbCr.
Ensuite, nous nous intéressons à l’extraction de caractéristiques de position
basée sur la morphologie de la main, à partir de l’image binaire et du contour.
Les caractéristiques extraites sont le centre de la main, le poignet, et les bouts
des doigts. Elles sont utilisées par la suite pour le suivi 3d des doigts et de la
main (chapitre 6).
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4.1 introduction
La détection de la main dans les images d’un flux vidéo est une problématique
importante, commune à la plupart des systèmes de reconnaissance de gestes.
Cette première étape est primordiale, car elle conditionne les résultats de la suite
des traitements. La détection de la main dans une séquence vidéo est un sujet
de recherche à part entière [20, 78, 101, 143]. Il existe de nombreuses méthodes,
plus ou moins performantes suivant les suppositions faites sur la scène, et
suivant l’environnement (intérieur, extérieur, condition d’illumination...).
De plus, nous souhaitons non seulement détecter la main (c.-à-d. savoir si elle
est présente dans l’image), mais aussi la segmenter (c.-à-d. savoir quels pixels
de l’image appartiennent à la main) afin d’obtenir son contour, avec la meilleure
précision possible, pour en extraire des informations sur sa forme et sa position.
Par ailleurs, il faut prendre en compte la contrainte temps réel, car la segmen-
tation de la main n’est que la première étape d’un système de reconnaissance
de gestes, qui en compte plusieurs autres. Il faut donc trouver un compromis
entre les performances de la segmentation et la rapidité d’exécution.
Dans une approche de vision par apparence, la main est représentée par un
ensemble de caractéristiques de forme et de position. Celles-ci peuvent être
spatiales et temporelles, et être utilisées pour le suivi et la reconnaissance de
gestes. Ces informations sont extraites à partir des images en couleurs ou en
niveaux de gris, des images binaires ou du contour de la main, obtenus par une
étape de segmentation.
Dans ce chapitre, nous nous intéressons plus particulièrement aux caracté-
ristiques de localisation du centre de la main, du poignet et des bouts des
doigts. Cependant, d’autres valeurs peuvent être utiles, comme la surface ou
l’orientation de la main.
4.2 segmentation de la main
Afin de simplifier la segmentation, pour se concentrer sur le suivi et la
reconnaissance, il est possible de restreindre le problème en utilisant un fond de
couleur uniforme, en demandant aux utilisateurs de porter un gant de couleur
(Iwai et al. [68]) ou en positionnant des marqueurs colorés sur le bout de leurs
doigts (Davis et Shah [35]). Mais ces artifices ne sont pas satisfaisants pour une
application grand public, car trop contraignants pour l’utilisateur. Une autre
solution consiste à utiliser une caméra infra-rouge (Oka et al. [100]), qui permet
de détecter la main en utilisant la différence de chaleur par rapport au fond.
Chen et al. [20] proposent de combiner plusieurs méthodes (différence tem-
porelle d’images, couleur de la peau, et détection de contour) avec un opérateur
logique ET sur les images binaires. Ceci leur permet de localiser la main, ils
réalisent ensuite une soustraction du fond pour obtenir précisément la forme
de la main. Cette combinaison de méthodes permet de rendre la détection plus
robuste, mais au prix d’un temps de calcul élevé.
L’information de profondeur, obtenue par la vision stéréoscopique, a été
utilisée pour détecter la main par Delamarre et Faugeras [37] et Jojic et al.
[69]. En effet, à partir d’une paire d’images stéréoscopiques, il est possible de
calculer une carte de disparité∗ dans laquelle la main se distingue du fond, les∗cf. § B.3 p. 128
valeurs de la carte de disparité étant inversement proportionnelles à la distance
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à la caméra. Toutefois, le calcul d’une carte de disparité est relativement coûteux
en temps de calcul, et n’est pas très fiable pour des surfaces uniformes. Nickel
et al. [99] ont combiné cette information de profondeur avec celle de couleur.
Il est également possible de ne pas chercher à segmenter précisément la
main, mais de simplement détecter sa présence dans l’image, et sa position le
cas échéant. La mesure de corrélation est très utilisée pour détecter la main,
mais aussi les bouts des doigts (cf. section 3.3). D’autres méthodes de détection
peuvent être utilisées, comme le détecteur de Viola et Jones (Kolsch et Turk
[78]) ou le « Boosted Classifier Tree » (Ong et Bowden [101]).
4.2.1 Seuillage de Otsu
Le seuillage d’une image en niveaux de gris I consiste à associer la valeur
0 (noir) à tous les pixels dont la valeur est inférieure au seuil α et la valeur 1
(blanc) à tous les autres. On obtient une image seuillée S, aussi appelée masque
binaire ou silhouette :
∀(x, y), S(x, y) =
{
1, si I(x, y) ≥ α
0, sinon
(4.1)
L’inconvénient de cette méthode est qu’il faut déterminer le seuil manuel-
lement, de façon empirique, et qu’un seuil donné est adapté à des conditions
d’illumination bien précises. Or, il est très difficile de trouver un seuil qui donne
de bons résultats dans toutes les situations.
Il existe des méthodes plus robustes où le seuil est calculé automatiquement
en fonction de l’image. C’est le cas de la méthode de Otsu [103], pour laquelle
le seuil est calculé à partir de l’histogramme des niveaux de gris de l’image.
Cette méthode est adaptée à des images dans lesquelles les deux classes sont
bien définies. L’histogramme h(i) de l’image est séparé en deux classes, dont on
calcule les moyennes µ1 et µ2, et variances σ21 et σ
2
2 , en fonction du seuil T :
µ1 =
1
T
T−1
∑
i=0
h(i) σ21 =
1
T
T−1
∑
i=0
(h(i)− µ1)2 (4.2)
µ2 =
1
256− T
255
∑
i=T
h(i) σ21 =
1
256− T
255
∑
i=T
(h(i)− µ2)2 (4.3)
Si l’image comporte N pixels, on a les probabilités des deux classes :
p1 =
1
N
T−1
∑
i=0
h(i) p2 =
1
N
255
∑
i=T
h(i) = 1− p1 (4.4)
Le seuil optimal est celui qui minimise la variance intra-classe σ2w :
σ2w = p1σ
2
1 + p2σ
2
2 (4.5)
La figure 4.1 montre le résultat du seuillage avec la méthode de Otsu et avec
un seuil fixe. On constate que le résultat n’est pas parfait, qu’il y a des « trous »
dans le masque. Ce problème sera résolu par les post-traitements présentés au
paragraphe 4.2.4.
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(a) image
originale
(b) résultat avec
un seuil à 128
(c) résultat avec la
méthode de Otsu
(d) histogramme
de l’image
Figure 4.1 – Exemple de segmentation par seuillage, sur une image de la base de gestes
de Triesch (cf. paragraphe 2.5.2).
4.2.2 Différence d’images
La détection d’objets par différence d’images consiste à soustraire une image
par une autre, pixel à pixel, ce qui suppose que la caméra soit fixe afin qu’un
pixel de l’image représente toujours le même lieu de l’espace au cours du temps.
Cette approche se situe au niveau pixel, ce qui signifie qu’elle ne prend pas en
compte les relations qui existent entre des pixels voisins.
La valeur des pixels est supposée stable dans le temps. Cependant, les varia-
tions de luminosité de la scène peuvent faire varier cette valeur. Ces méthodes
sont donc très sensibles aux variations de luminosité, aux ombres, et aux change-
ments du fond. Il faut également prendre en considération le bruit d’acquisition
de la caméra.
Il existe deux types de méthodes pour la différence d’images :
– La différence d’images successives, qui détecte les objets en mouvement.
– La soustraction du fond, qui détecte les objets n’appartenant pas au fond.
4.2.2.1 Différence d’images successives
Avec It l’image courante et It−1 l’image précédente, l’image de différence D
s’obtient par :
D(x, y, t) = |I(x, y, t)− I(x, y, t− 1)| (4.6)
Cette image de différence est ensuite seuillée pour mettre en évidence les
zones en mouvement. Cela concerne à la fois les changements positifs (un objet
est apparu) et les changements négatifs (un objet est disparu). Comme le montre
la figure 4.2b, il est difficile d’extraire le contour de l’objet à partir de cette image
de différence.
4.2.2.2 Soustraction du fond
La soustraction du fond permet de détecter les objets au premier plan. Le fond
correspond à la partie statique de la scène, qui ne change pas au cours du temps.
La méthode consiste à soustraire une image de référence Iréf, correspondant à la
scène sans objet, à l’image courante It :
D(x, y, t) = |I(x, y, t)− Iréf(x, y)| (4.7)
L’image de référence est prise à l’initialisation du système, en supposant qu’il
n’y a pas d’objet dans la scène. Elle peut aussi être calculée en moyennant les
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(a) image originale (b) différence entre It et
It−1 seuillée
(c) différence avec
l’image de référence
(d) image (c) seuillée
Figure 4.2 – Exemple de segmentation par différence d’images.
N premières images de la séquence. La soustraction peut être effectuée avec
l’image en niveaux de gris, ou en couleur sur chacune des trois composantes
RGB. L’image différence est seuillée (par exemple avec la méthode de Otsu) pour
obtenir un masque binaire.
Le problème de cette méthode est sa sensibilité aux variations de luminosité.
En effet, si la valeur des pixels correspondant au fond varie de façon trop
importante, ces pixels sont détectés comme des objets lors du seuillage. La
méthode proposée par Bertolino et al. [6] permet de détecter un changement
global de luminosité, lent ou rapide, faisant varier le fond de façon importante
(lumière allumée ou éteinte). De la même façon, les ombres des objets sont
détectées, car elles provoquent une variation significative de la valeur des pixels.
La figure 4.2d illustre la difficulté de segmenter précisément la main avec cette
méthode, principalement à cause des ombres.
réactualisation du fond
Pour améliorer la robustesse de cette méthode face au problème des varia-
tions de luminosité, il est possible de réactualiser l’image de référence par une
moyenne temporelle avec l’image courante, avec α une constante de temps
déterminant la vitesse de réactualisation :
Iréf(x, y, t) = (1− α) Iréf(x, y, t− 1) + α I(x, y, t) (4.8)
De cette façon, l’évolution du fond est prise en compte dans l’image de
référence. Cette moyenne revient à faire un oubli exponentiel, avec 1/α la
constante de temps du processus d’oubli. Toutefois, cette approche suppose que
le fond représente la plus grande partie de la scène, et que les objets restent en
mouvement. Sinon les objets sont progressivement intégrés au fond, en fonction
de la valeur du paramètre α.
Cette méthode de réactualisation par moyennage améliore la segmentation,
mais reste trop globale. Le choix du paramètre α est délicat : s’il est trop grand,
on risque d’intégrer des objets au fond ; s’il est trop petit, l’image de référence
ne s’adapte pas assez rapidement aux variations de luminosité.
Il est possible d’améliorer la soustraction du fond en modélisant les pixels par
un mélange de gaussiennes, qui sont réactualisées au fil du temps en fonction
des résultats de segmentation. Cette approche a été proposée par Stauffer et
Grimson [122][123] et reprise dans de nombreux travaux. Elle a été étudiée par
Conseil [23] et est présentée plus en détail dans l’annexe A.
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suppression des ombres
La détection des ombres est un problème important pour les méthodes de
soustraction du fond. En effet, l’ombre de l’objet est elle-même détectée, et il
est alors impossible de retrouver le contour exact. Il existe différentes méthodes
pour déterminer si un pixel détecté correspond à un pixel du fond, ombragé ou
non (Prati et al. [109]).
Nous présentons une méthode non-paramétrique, basée sur les travaux de
Horprasert et al. [60], Haritaoglu et al. [53] et Kaewtrakulpong et Bowden
[72], et qui possède l’avantage d’être simple à mettre en oeuvre. Cette méthode
se base sur le fait qu’un pixel du fond ombragé (ou inversement, illuminé par le
soleil) a approximativement la même couleur mais une luminosité plus faible
(ou inversement, plus forte) que le pixel dans son état « normal ».
Pour chaque pixel i, notons Ii = [IR(i), IG(i), IB(i)] sa valeur courante, et
Ei = [ER(i), EG(i), EB(i)] sa valeur du fond. La méthode repose sur le calcul
de la distorsion de luminosité αi (minimisant la fonction φ) et la distorsion
chromatique CDi, entre la valeur courante et la valeur du fond :
φ(αi) = (Ii − αiEi)2 (4.9)
CDi = ||Ii − αiEi|| (4.10)
En appliquant des seuils sur ces deux mesures, il est alors possible de détecter
les pixels correspondant au fond ombragé. Toutefois, ces seuils sont déterminés
de manière empirique, et peuvent varier d’une séquence vidéo à une autre.
Cette solution n’est donc pas satisfaisante, car elle nécessite une supervisation
de l’utilisateur.
4.2.3 Détection de la couleur de peau
L’analyse de la couleur de la peau est très utilisée pour la détection du visage
et des mains. En effet, Jones et Rehg [70] ont montré que la couleur de la peau
présente une distribution caractéristique dans certains espaces colorimétriques,
et que cette propriété peut être utilisée pour segmenter les régions de couleur
de peau. Il existe deux aspects importants dans ce type de segmentation : le
choix d’un espace de couleur et le choix de la méthode pour classer les pixels
de peau.
Nous utilisons l’espace YCbCr, qui consiste en une composante de luminance
(Y) et deux de chrominance (Cb et Cr). La transformation est linéaire avec l’espace
RGB. Il existe de nombreux autres espaces colorimétriques, les plus utilisés
étant RGB, HSV et YCbCr. Phung et al. [107] ont comparé les performances de
ces espaces et ils constatent que les résultats sont très similaires, quelque soit
l’espace couleur. Ainsi, le choix d’un espace colorimétrique doit se faire en
fonction du format des images et d’éventuels pré-traitements. Dans notre cas, le
flux vidéo fournit par les caméras utilise un espace YCbCr échantillonné, ce qui
motive notre choix.
Il existe différentes méthodes pour classer les pixels de couleur de la peau. La
plupart des approches sont basées sur un modèle de couleur de peau prédéter-
miné, obtenu avec un apprentissage « hors-ligne ». Un ensemble d’images est
sélectionné pour l’apprentissage, dans lesquelles la main est segmentée, parfois
de façon manuelle. Cette tâche peut donc vite devenir fastidieuse.
On distingue deux grands types de modèles pour la classification :
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paramétrique : la distribution de la couleur de peau est modélisée par un
mélange de gaussiennes. Une étape d’apprentissage permet de calculer les
paramètres des gaussiennes, et ainsi de calculer la probabilité qu’un pixel
donné soit un pixel de peau. Cette méthode suppose que la distribution
de couleur de peau puisse être modélisée par une gaussienne, ce qui n’est
pas forcément évident. Le mélange de gaussiennes peut par exemple être
estimé avec l’algorithme EM 1 (Zhu et al. [143]). Il peut aussi être mis à jour
pour adapter le modèle aux changements de luminosité.
non-paramétrique : la distribution de la couleur de peau est modélisée par
un histogramme, 2d ou 3d. Ceci a l’avantage de ne pas faire de supposition
sur le type de distribution. On peut ensuite calculer la probabilité qu’un
pixel donné soit un pixel de peau. Le temps de calcul nécessaire est plus
faible que pour les méthodes paramétriques, car il suffit de prendre la
valeur dans l’histogramme, mais l’espace de stockage nécessaire est plus
important, puisqu’il faut stocker l’histogramme en mémoire au lieu de
quelques paramètres pour les gaussiennes.
Phung et al. [107] ont réalisé une comparaison des différentes méthodes, et ils
montrent que la méthode avec les histogrammes et la classification bayésienne
est parmi les plus performantes. Ils montrent également que les performances
sont moins bonnes lorsque la chrominance seule est utilisée pour la classification.
La prise en compte de la composante de luminance dans l’histogramme permet
d’être plus robuste aux variations de luminosité. Les méthodes basées sur un
mélange de gaussiennes sont plus gourmandes en temps de calcul, alors que
leurs performances ne sont pas meilleures.
Dans les paragraphes suivants, nous présentons d’abord une méthode simple,
basée sur un seuillage des composantes Cb et Cr. Puis nous nous intéressons à une
méthode utilisant la modélisation de la couleur de peau par des histogrammes.
4.2.3.1 Seuillage CbCr
La méthode la plus simple pour segmenter la peau est le seuillage. Il suffit
de définir explicitement les bornes d’une région d’un espace de couleur, cor-
respondant à la couleur de la peau. Par exemple, les bornes suivantes ont été
proposées par Chai et Ngan [19] pour l’espace couleur YCbCr :
∀(x, y), S(x, y) = 1 si
{
77 ≤ Cb ≤ 127
133 ≤ Cr ≤ 173
(4.11)
La figure 4.3 montre que le résultat est satisfaisant même si certains pixels de
peau ne sont pas détectés et qu’il y a des fausses détections.
4.2.3.2 Histogramme CbCr
Nous avons vu en introduction de cette section qu’une des méthodes les plus
performantes consiste à modéliser la couleur de peau par un histogramme dans
l’espace CbCr, et à utiliser une règle de décision bayésienne, afin de classer les
pixels peau et les pixels non-peau.
1. Expectation-Maximisation
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(a) image 370 (b) résultat (c) Cb (d) Cr
Figure 4.3 – Exemple de segmentation de la main avec les seuils CbCr.
Les densités de probabilité sont estimées avec l’histogramme de la couleur de
peau hpeau, et l’histogramme total htotal , tous deux calculés dans l’espace CbCr
lors d’une phase d’apprentissage, avec M images sélectionnées où les pixels ont
été étiquetés comme appartenant aux classes peau ou non-peau.
Les histogrammes permettent d’utiliser la règle de Bayes pour calculer la
probabilité qu’un pixel x soit un pixel de classe peau :
p ( peau | x) = p (peau)
p (x)
p (x | peau) (4.12)
Avec M images de h× l pixels, on a N = M× h× l pixels parmi lesquels Npeau
sont des pixels de classe peau. On peut donc écrire les probabilités suivantes à
partir des histogrammes :
p (peau) =
Npeau
N
(4.13)
p (x) =
htotal(x)
N
(4.14)
p (x | peau) = hpeau(x)
Npeau
(4.15)
Ce qui donne après simplification :
p ( peau | x) = hpeau(x)
htotal(x)
(4.16)
La carte de probabilité obtenue est ensuite seuillée à 0, 5 pour obtenir les
régions correspondantes à la classe peau (figure 4.4).
pas d’échantillonnage
Un paramètre important de cette approche est le nombre de valeurs utilisées
pour construire l’histogramme. Une taille plus importante permet une représen-
tation plus fine de l’histogramme, mais nécessite une quantité de mémoire plus
importante.
Phung et al. [107] montrent que les performances (courbes ROC 2) sont meilleures
en utilisant 256×256 valeurs, cependant la différence avec 128×128 et 64×64 va-
leurs est très faible. Avec 32×32 valeurs, les performances sont un peu moins
bonnes, mais la différence est encore faible. Comme attendu, ils confirment que
pour des pas d’échantillonnage plus faibles, il est nécessaire d’avoir un plus
grand nombre d’images pour l’apprentissage, afin que l’histogramme ne soit
pas trop bruité.
2. Receiver Operating Characteristic
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(a) image 370 (b) carte de probabilité (c) résultat
Figure 4.4 – Segmentation de la main par histogramme CbCr (64×64 valeurs).
apprentissage des histogrammes
Un inconvénient des méthodes basées sur la modélisation de la couleur de
la peau est qu’elles nécessitent une phase d’apprentissage, à partir d’images
sélectionnées, dans lesquelles la main est segmentée, ce qui est parfois fait
manuellement. Afin d’automatiser cette étape d’apprentissage, nous la réalisons
en utilisant le résultat de la segmentation avec les seuils sur les composantes Cb
et Cr (paragraphe 4.2.3.1), sur les premières images du flux vidéo. Le résultat
de segmentation des seuils est utilisé pour calculer les histogrammes, avec N
images.
mise à jour des histogrammes
Pour adapter le modèle de la couleur de la peau aux effets des changements
d’illumination, il est possible d’actualiser les histogrammes. Nous proposons
de les mettre à jour périodiquement, pour prendre en compte l’évolution de la
luminosité. Il existe des méthodes plus complexes, comme celle proposée par
Sigal et al. [119], qui modélisent la dynamique de la distribution de peau avec
un modèle de Markov.
4.2.4 Post-traitements
Les méthodes présentées dans ce chapitre agissent exclusivement au niveau
pixel. Par conséquent, il n’est pas garanti que les pixels détectés comme ap-
partenant à un objet soient connectés entre eux. De plus, il y a généralement
des fausses détections, qui se manifestent par des pixels blancs isolés, ainsi que
des pixels de l’objet non détectés, qui se manifestent par des « trous » dans le
masque. Il est donc nécessaire de filtrer l’image binaire pour ne garder que la
région correspondant à la main.
Nous utilisons d’abord un filtre médian 5×5 pour supprimer les pixels isolés ;
puis une ouverture morphologique pour connecter des régions proches et boucher
les trous à l’intérieur de celles-ci. Après ces opérations, il peut rester des trous
dans le masque (figure 4.5c) ; il peut aussi rester des objets non désirés, à cause
d’une mauvaise segmentation. Un étiquetage en composantes connexes est réalisé
pour regrouper les pixels adjacents du premier plan, en leur attribuant une
même étiquette. Il est ensuite possible de supprimer les petites composantes
connexes, pour ne garder que celle de la main (qui dans notre cas est la com-
posante de surface la plus importante). Pour résoudre le problème des trous à
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(a) image (b) médian 5×5 (c) ouverture
Figure 4.5 – Exemple de filtrages, sur une image binaire de la main. L’élément structurant
utilisé pour les opérations morphologiques est un carré 3×3.
l’intérieur de la main, un étiquetage du fond est réalisé, afin de supprimer les
petites composantes correspondant aux trous.
4.2.5 Suivi par boîte englobante
Pour réduire les temps de calcul, il est possible de restreindre les traitements
à une région d’intérêt contenant la main. Pour réaliser ceci, nous utilisons un
algorithme de suivi par boîte englobante.
La boîte englobante d’un objet est simplement le plus petit rectangle contenant
cet objet. Lorsque plusieurs objets sont présents dans la scène, le suivi consiste
à mettre en correspondance les objets d’une image à la suivante, en utilisant
le taux de recouvrement des boîtes englobantes. Cette méthode est par contre
très sensible au bruit et aux objets multiples. Si deux objets se superposent
dans le plan image, ils forment une seule région et il devient impossible de les
distinguer.
Nous utilisons la boîte englobante pour prédire la position de la main dans
l’image suivante : une fenêtre de recherche 3 est déduite de la boîte englobante
obtenue à l’image précédente, en la multipliant par un coefficient de dilatation.
Pour prendre en compte les variations de taille de la main, le coefficient de
dilatation est calculé à partir du rapport entre la surface de la boîte englobante
dans l’image courante et la surface dans l’image précédente.
Cette fenêtre de recherche permet de restreindre les traitements (segmentation,
extraction de caractéristiques) à une zone de l’image, et donc de diminuer le
temps de calcul. Il faut toutefois faire attention à ne pas perdre l’objet, dans le
cas d’un mouvement trop rapide, ou à ne pas en « couper » une partie. Pour
éviter ce genre de problème, des critères sont utilisés sur le rapport entre la
surface de la main et la surface de la fenêtre de recherche. Si ce rapport est trop
élevé, il faut augmenter la surface de la fenêtre ; s’il est trop faible, il est possible
que la main soit perdue ou qu’il en manque une partie, et il est alors préférable
de retraiter l’image entière.
4.2.6 Algorithme utilisé
L’algorithme de la figure 4.6 résume les différentes étapes pour la segmenta-
tion de la couleur de peau. L’apprentissage est réalisé automatiquement avec
les N premières images du flux vidéo dans lesquelles la main apparaît : les
3. Region Of Interest (ROI)
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Choix N Acquisition image Caméra
si (i < N)
Apprentissage
Modèle de peau
(histogrammes)
Calcul probabilité
de peau
Seuillage
Cb et Cr
Post-traitements
Calcul
histogrammes
CbCr
Image binaire
Main
segmentée
It
N
i = 0
oui
non
i = i + 1
Figure 4.6 – Algorithme de segmentation de la couleur de peau, N est le nombre d’images
utilisées pour l’apprentissage.
seuils sur les composantes Cb et Cr sont utilisés pour détecter la main et calculer
les histogrammes modélisant la couleur de la peau. Si la surface détectée est
inférieure à une valeur donnée, par exemple 50 pixels, on considère que la main
n’est pas détectée et l’algorithme tourne en boucle. Une fois les histogrammes
initialisés, ils sont ensuite utilisés pour calculer la probabilité que chaque pixel
soit un pixel de peau. Le modèle de couleur de la peau est mis à jour pério-
diquement. Tous les traitements sont réalisés uniquement dans la fenêtre de
recherche calculée à partir de la boîte englobante.
Le nombre d’images N pour l’apprentissage et la période de mise à jour
est de l’ordre de 50 à 100. Pour l’apprentissage, le nombre d’images doit être
suffisamment élevé pour que l’histogramme calculé soit représentatif de la dis-
tribution de peau. Ce nombre d’images dépend donc du pas d’échantillonnage
de l’histogramme. Pour la mise à jour, le nombre d’images doit être choisi pour
que l’algorithme s’adapte correctement aux variations de luminosité. Si ces
variations sont faibles, la fréquence de mise à jour peut être faible, ce qui limite
les calculs supplémentaires causés par une mise à jour de l’histogramme.
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4.2.7 Résultats et discussion
Le tableau 4.1 montre les pourcentages de pixels non détectés et mal détectés
par rapport à la surface de la main, obtenus sur une dizaine d’images pour
lesquelles une segmentation de référence a été réalisée à la main. On constate
que les meilleurs résultats sont obtenus avec l’histogramme CbCr à 64×64 valeurs
avec mise à jour. La soustraction du fond présente un pourcentage de fausses dé-
tections très élevé, à cause des ombres, ce qui explique aussi que le pourcentage
de pixels non détectés est très faible.
Les temps de calculs sont comparés avec les post-traitements. En effet, ceux-ci
sont nécessaires pour l’apprentissage des histogrammes, afin d’éliminer les
fausses détections. Ainsi, afin que la comparaison soit valable, tous les temps de
calculs ont été mesurés avec les mêmes post-traitements. Ces temps de calculs
sont relativement élevés, mais des optimisations sont possibles dans le cadre
d’une application. La figure 4.7 permet de comparer visuellement le résultat
brut (sans post-traitements) des différentes méthodes.
La segmentation par différence d’images est une approche très utilisée pour
la détection et le suivi d’objets, mais celle-ci n’est pas adaptée à notre problème.
En effet, dans notre configuration, la main provoque des ombres sur le plan de
travail, qui sont segmentées avec la main. Pour utiliser la différence d’images, il
nous faudrait utiliser une modélisation plus complexe du fond, avec un mélange
de gaussiennes, et une méthode de détection des ombres. Mais cette approche
est beaucoup plus coûteuse en temps de calcul.
La méthode des seuils sur les composantes Cb et Cr a l’avantage d’être très
simple, ce qui donne un temps de calcul très faible. Toutefois, cette méthode est
moins performante que pour celles reposant sur un apprentissage, le pourcen-
tage de pixel non détectés étant plus élevé.
La méthode basée sur une modélisation par des histogrammes donne les
meilleurs résultats, particulièrement avec 64×64 valeurs et la mise à jour pério-
dique. De plus, la segmentation de peau comporte différents avantages sur la
différence d’images :
– la caméra peut être en mouvement,
– l’utilisation de la chrominance améliore la robustesse aux variations de
luminosité,
– les méthodes basées sur la couleur de peau sont insensibles aux ombres
ainsi qu’aux variations du fond (déplacement d’un objet, de l’utilisateur ou
d’une autre personne, etc.),
– cette méthode est presque instantanée puisqu’il suffit de regarder dans
l’histogramme la valeur correspondant à la couleur de pixel.
Cependant, toutes ces méthodes possèdent un inconvénient commun : les
objets dont la couleur est proche de celle de la peau sont aussi détectés. On
parle alors de camouflage (cf. paragraphe 3.2.1).
Notre méthode permet d’automatiser l’apprentissage des histogrammes, en
utilisant la détection de peau par des seuils, et de mettre à jour les histogrammes
pour prendre en compte les variations de luminosité. Par conséquent, nous
utiliserons cette méthode que la suite de nos travaux. L’algorithme utilisé est
représenté au paragraphe 4.2.6.
Nous avons pu vérifier la robustesse de cet algorithme lors d’une démons-
tration du suivi de la main, à l’occasion de la « semaine des applications » au
4.2 segmentation de la main 51
méthode non fausses total temps de
détectés détections calcul
Soustraction du fond 0,7 % 21,5 % 22,2 % 31,4 ms
Seuil CbCr 11,2 % 7,4 % 18,6 % 22,1 ms
Histogramme 32×32 20,6 % 3,1 % 23,6 % 25,7 ms
Histogramme 64×64 4,1 % 21,9 % 26,0 % 25,9 ms
Histo 64 + MAJ 4,0 % 7,8 % 11,8 % 59,2 ms
Histo 64 + MAJ + ROI 3,9 % 7,7 % 11,7 % 25,1 ms
Tableau 4.1 – Comparaison numérique des méthodes de segmentation avec les pourcen-
tages de pixels non détectés, mal détectés et le total des deux, et les temps de calcul (en
ms/image, avec un PC à 2 GHz). MAJ signifie que l’histogramme est mis à jour (toutes
les 50 images), et ROI signifie que la segmentation est réalisée sur une région de l’image
(« region of interest ») afin de réduire le temps de calcul.
original soustraction seuil histo histo
du fond CbCr 64×64 64 + MAJ
# 170
# 270
# 370
# 408
# 470
Figure 4.7 – Comparaison en images des méthodes de segmentation : la soustraction du
fond, le seuil sur les composantes CbCr, l’histogramme CbCr avec et sans mise à jour (avec
50 images pour l’apprentissage et une période de mise à jour de 50 images).
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sein de l’entreprise STMicroelectronics. Pendant une semaine, les différents
produits développés par l’entreprise sont présentés aux employés. Cette dé-
monstration se déroule dans une salle, avec par conséquent un environnement
contrôlé. Ainsi, plusieurs dizaines de personnes ont pu tester le système et
donc la segmentation de la couleur de la peau (ainsi que la reconnaissance de
postures et le suivi de la main présentés dans les chapitres suivants). Nous avons
pu constater que notre algorithme de segmentation se comporte bien dans un
environnement intérieur, sur de nombreux types de peaux différents. Toutefois,
pour des peaux très claires ou très foncées, les valeurs de chrominance sont
moins significatives, et la segmentation est alors de moins bonne qualité.
4.3 extraction de caractéristiques morphologiques
Le centre de la main est un point important car il est souvent le premier à être
localisé et est très utilisé pour le suivi de la main [58]. Il permet de représenter la
position globale de la main, ce qui est parfois suffisant pour reconnaître certains
gestes, tels que des trajectoires 3d ou des gestes de la langue des signes [91, 121].
Il est aussi très utile de connaître la position du centre pour détecter les bouts
des doigts, avec par exemple la distance au centre [140].
Un des problèmes pour la détection du centre est de savoir si l’utilisateur
a le bras nu ou non. En effet, si celui-ci est nu, la détection de la couleur de
peau fournit une région contenant la main et l’avant-bras. Cela pose aussi des
problèmes pour la détection des doigts et le calcul des caractéristiques de forme.
Ce qui nous amène à la nécessité de détecter le poignet pour séparer la main de
l’avant-bras, afin d’éviter d’imposer des contraintes aux utilisateurs telles que le
port d’un vêtement à manches longues.
Les bouts des doigts sont des points très importants pour le suivi et la re-
connaissance de gestes, aussi bien avec des modèles 3d qu’avec des modèles
d’apparence. Pour les gestes de pointage, le doigt est un moyen simple et in-
tuitif pour remplacer la souris, pour pointer sur un écran ou sur des surfaces
interactives. Pour obtenir la position du doigt avec une seule caméra, Wu et al.
[136] utilisent un modèle géométrique du bras et calculent la direction de poin-
tage avec la droite de vue entre l’œil et la main. D’autres méthodes utilisent la
vision stéréoscopique pour calculer la position 3d du doigt, et éventuellement la
direction de pointage [114].
Les bouts des doigts peuvent aussi être utilisés pour la reconnaissance de
gestes simples en comptant le nombre de doigts [90], ou pour recaler un modèle
3d en minimisant la distance entre les doigts détectés et les projections du
modèle dans l’image [86, 111]. Toutefois, nombre de modèles n’utilisent que
les emplacements 2d des bouts des doigts et de la paume, d’où une forte
dépendance au point de vue de la caméra.
Bien que les bouts des doigts soient fréquemment utilisés, il n’est pas trivial
de les localiser précisément sans l’utilisation de gants ou de marqueurs colorés
(Davis et Shah [35]). Il existe de nombreuses méthodes pour détecter les doigts,
telles que celles basées sur le contour, que nous présentons au paragraphe 4.3.3,
ou celles utilisant des modèles de bout de doigts. Par exemple, Lin et al. [88]
localisent les bouts des doigts avec des modèles géométriques, constitués par
des motifs de pixels représentant la forme en « U » des pixels du bout des doigts.
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Une autre méthode basée sur un modèle de doigt est la mesure de corrélation
(cf. section 3.3).
4.3.1 Centre de la main
Le centre de la main est primordial pour le suivi, ainsi que pour la détection
des doigts. En effet, les bouts des doigts sont les points du contour qui se
trouvent aux extrémités de la région de la main. Ainsi, il est possible de détecter
ces points en utilisant des connaissances a priori sur la morphologie de la main,
par exemple en calculant la distance par rapport au centre de la main.
Nous proposons deux méthodes pour calculer le centre. La première est
classique, et consiste à calculer le centre de gravité à partir des moments géomé-
triques. La deuxième méthode est basée sur le calcul d’une carte de distance.
4.3.1.1 Avec les moments géométriques
Les moments géométriques d’une image binaire I sont une des méthodes les
plus simples pour décrire un objet. En se basant sur la formulation classique
des moments bi-dimensionnels, un moment d’ordre p + q s’écrit :
mpq = ∑
(x,y)∈I
xp yq I(x, y), (p, q) ∈N2 (4.17)
Le moment d’ordre 0, m00, donne la surface de la main. Le centre de gravité
(xG, yG) de la région de la main peut être calculé à partir des moments d’ordre
1 de cette région :
(xG, yG) =
(
m10
m00
,
m01
m00
)
(4.18)
L’inconvénient majeur de cette méthode est que, si la région détectée contient
aussi l’avant-bras de l’utilisateur, alors le centre de gravité de la région ne
correspond pas véritablement au centre de la main. Il se retrouve déplacé vers
l’avant-bras, avec des variations suivant que le poing est fermé ou que les
doigts sont ouverts. Pour utiliser cette méthode, une étape supplémentaire de
séparation entre l’avant-bras et la main est donc nécessaire (paragraphe 4.3.2).
Les moments géométriques permettent aussi de calculer des invariants, ce que
nous verrons au paragraphe 5.2.1, et de déterminer l’orientation de la région.
orientation
Les moments du second ordre permettent de calculer les axes d’inertie de la
région à partir des moments géométriques d’ordre 2, grâce aux trois variables
intermédiaires suivantes :
a =
m20
m00
− x2G
b = 2
(
m11
m00
− xGyG
)
c =
m02
m00
− y2G
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L’orientation θ et les dimensions l1 et l2 d’un rectangle ayant les mêmes
moments que notre forme sont alors données par :
θ =
1
2
arctan
(
b
a− c
)
(4.19)
l1 =
a + c +
√
b2 + (a− c)2
2
(4.20)
l2 =
a + c−√b2 + (a− c)2
2
(4.21)
Le résultat est illustré par la figure 4.8.
4.3.1.2 Avec une carte de distance
Cette méthode se base sur l’idée que le centre de la main est le point situé à
la plus grande distance des bords de la main. Nous proposons donc de localiser
le centre avec une carte de distance, obtenue par le calcul d’une transformée en
distance sur l’image binaire de la main.
La transformée en distance d’une image binaire associe à chaque pixel de
l’objet la distance au pixel du contour le plus proche (figure 4.9). Une carte
de distance est associée à une métrique (distances euclidienne, de Manhattan).
Cette métrique modifie le poids donné aux pixels verticaux, horizontaux, et
diagonaux. La carte de distance, que l’on peut voir sur la figure 4.10, peut aussi
être utilisée pour la squelettisation. Le centre de la main est déterminé comme
étant le maximum de la carte de distance.
Figure 4.8 – Détection du centre avec la carte de distance (cercle bleu), et de l’orientation
et des axes d’inertie de la région de la main avec les moments géométriques.
4.3.2 Détection du poignet
Si l’utilisateur a le bras nu, l’image binaire obtenue par segmentation contien-
dra une région avec la main et l’avant-bras. Or, pour certaines applications
comme la reconnaissance de gestes, avoir l’avant-bras dans la région détectée
peut fausser les résultats. En effet, dans ce cas le contour obtenu ne représente
pas exactement la forme de la main. Il faut donc trouver une méthode pour
séparer la main de l’avant-bras, au niveau du poignet.
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(a) image binaire (b) carte de distance
Figure 4.9 – Calcul de la carte de distance d’une forme simple.
(a) (b)
Figure 4.10 – Exemple de cartes de distance, calculées à partir d’images binaires de la
main.
4.3.2.1 Méthodes existantes
Pour simplifier le problème, il est bien sûr possible de demander à l’utilisateur
de porter un vêtement avec des manches ou de lui faire porter une bande colorée
au niveau du poignet (Lockton et Fitzgibbon [89]). Ainsi, pour l’acquisition
de notre base de données de gestes (section 2.5), les utilisateurs portaient des
manches afin de s’affranchir du problème de la détection du poignet. Toutefois,
ces solutions ne sont pas satisfaisantes pour l’utilisateur. Il est préférable de
trouver une méthode automatique de traitement d’images pour détecter le
poignet.
Wah Ng et Ranganath [132] proposent deux méthodes. La première est
basée sur le calcul de la largeur de l’avant-bras, avec l’idée que cette largeur est
relativement constante et augmente subitement lorsqu’on arrive à la main. La
deuxième méthode se base sur la courbure du contour, qui augmente entre le
poignet et le pouce, ce qui suppose que le pouce soit présent. Toutefois, ils ne
fournissent aucun détail concernant la mise en oeuvre de ces méthodes.
56 détection et caractérisation morphologique de la main
De la même façon, Licsar et Sziranyi [87] calculent la largeur de l’avant-
bras, dans un axe perpendiculaire à l’orientation de l’avant-bras, fournie par les
moments.
Une autre solution, proposée par Chen et al. [20], consiste à comparer la
position du centre de la main (obtenue lors de l’étape de segmentation) et celle
de la boîte englobante de la région. Des critères morphologiques sont alors
utilisés pour rogner la boîte englobante, jusqu’à ce qu’elle ne contienne que la
main.
4.3.2.2 Méthode proposée
Nous avons testé différentes solutions, inspirées des méthodes existantes,
mais ces méthodes ne sont pas toujours satisfaisantes, notamment dans les
configurations où le poing est fermé. En effet, la variation de largeur entre
l’avant-bras et la main est faible, et les méthodes basées sur la largeur du bras
sont prises en défaut.
La solution que nous proposons est une combinaison de deux méthodes. La
première consiste à réduire la taille de la boîte englobante en utilisant la position
du centre de la main, détectée avec la carte de distance. La boîte englobante est
centrée verticalement sur le centre de la main, et sa hauteur est fixée à deux fois
la distance entre le centre et l’extrémité de la main (figure 4.11a). La deuxième
consiste à mesurer la largeur de l’avant-bras, en parcourant le contour, et à
détecter une augmentation de cette largeur (figures 4.11b et 4.11c). La position
du poignet est détectée avec la dérivée de la courbe de distance. Dans le cas où
le pouce est présent, cette augmentation est facilement détectable, et correspond
bien au poignet. Mais si le pouce n’est pas présent, la variation de largeur est
plus faible et pas toujours détectable ; d’où l’intérêt de la combinaison avec la
première méthode pour ce cas de figure.
La figure 4.12 montre que notre méthode permet bien de détecter le poignet,
quelle que soit la configuration de la main, notamment lorsqu’elle est fermée
(figure 4.12b).
4.3.3 Détection des doigts
Les bouts des doigts sont des points caractéristiques très utilisés pour le suivi
de la main et la reconnaissance de gestes. Ils ont l’avantage d’être facilement
détectables, avec une complexité de calcul relativement limitée. Nous utiliserons
ces positions dans les chapitres suivants, pour la construction d’un modèle 2d
de la main, pour le suivi des doigts, et pour le recalage d’un modèle 3d.
Nous présentons deux approches, l’une basée sur la distance au centre de la
main, et l’autre sur la courbure du contour. Ces méthodes permettent aussi de
détecter les creux entre chaque doigt.
4.3.3.1 Avec la distance au centre de la main
Les bouts des doigts sont les points de contour qui se trouvent aux extrémités
de la région de la main. Ainsi, on peut trouver ces points en calculant, pour
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Figure 4.11 – Détection du poignet pour séparer la main de l’avant-bras : (a) en réduisant
la boîte englobante (avec le centre de la main détecté avec la carte de distance), (b) en
mesurant la largeur de l’avant-bras, et (c) courbe de la largeur du poignet pour l’image
408 (cf. figure 4.15), le trait vertical correspond à la position détectée du poignet.
(a) (b) (c)
Figure 4.12 – Détection du poignet pour séparer la main de l’avant-bras : en vert le
contour de la main, en cyan la boîte englobante réduite, et en rouge la coupure du poignet.
Le rond bleu correspond au centre de la main, calculé avec la carte de distance.
chaque point du contour Pi, la distance euclidienne d(i) par rapport au centre
de gravité G de la région correspondant à la main :
∀i ∈ [1, N], d(i) = DEucl(G, Pi) =
√
(xG − xi)2 + (yG − yi)2 (4.22)
Les maximums locaux de la courbe de distance obtenue correspondent aux
bouts des doigts, et les minimums locaux correspondent aux creux. La figure 4.13
montre un exemple de courbe de distance pour une main ouverte (image 408
de la séquence utilisée pour les tests du paragraphe 4.3.4).
4.3.3.2 Avec la courbure du contour
La détection des bouts de doigts basée sur la courbure du contour est une
méthode proposée par Segen et Kumar [114]. En effet, on peut voir les bouts
des doigts comme les points du contour où la courbure est maximale. Une
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Figure 4.13 – Courbe de la distance (en pixels) entre le centre de gravité de la main et les
points du contour, pour une image de main avec cinq doigts.
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Figure 4.14 – Courbure du contour : (a) calcul de la k-courbure, et (b) tracé de l’angle de
courbure θ avec k = 10 (en parcourant le contour dans le sens des aiguilles d’une montre).
version simplifiée a été proposée par Wu et al. [136], elle consiste à remplacer le
calcul de la « k-courbure » par un produit scalaire.
Le contour est représenté par une suite de N points {Pi = (xi, yi)}, 1 ≤ i ≤ N.
La « k-courbure » est donnée par l’angle θ entre les vecteurs PiPi−k et PiPi+k :
cos(θ) =
PiPi−k.PiPi+k
‖PiPi−k‖.‖PiPi+k‖ (4.23)
distinction entre bout et creux
Les minima locaux de la courbure (figure 4.14b) correspondent aux bouts des
doigts, mais aussi aux creux entre les doigts. Il est donc nécessaire d’effectuer
un test pour les différencier. Celui-ci consiste à regarder si M, le point milieu
du segment entre Pi−k et Pi+k (figure 4.14a), est à l’intérieur de la région de la
main. Si tel est le cas, il s’agit d’un bout de doigt, sinon c’est un creux.
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paramètre
Le paramètre k est choisi entre 10 et 20, en fonction de la surface de la région
de la main. Si la surface est importante, k doit être élevé pour avoir une détection
précise ; si elle est faible, k doit être petit pour être sûr de détecter tous les doigts.
De manière générale, le paramètre k est choisi pour avoir un taux de détection
élevé, quitte à obtenir des fausses détections. En effet, il est préférable d’être
certain de bien détecter tous les doigts, les fausses détections pouvant être
éliminées lors des étapes ultérieures.
4.3.4 Résultats
Ce paragraphe présente les résultats de détection du centre de la main,
du poignet et des bouts des doigts, sur la séquence vidéo « divers_L_1.avi »
présentée au paragraphe 2.5.1.
4.3.4.1 Centre de la main
La première colonne de la figure 4.15 montre le résultat de la détection du
centre avec les moments géométriques et la carte de distance. On constate que
la méthode basée sur les moments géométriques n’est pas fiable car elle dépend
de la forme de la main, si elle est ouverte ou non, et surtout si l’avant-bras est
aussi segmenté avec la main. Dans ce cas, le centre de gravité ne correspond pas
au centre de la main. Contrairement à la première méthode, la carte de distance
n’est pas influencée par la détection de l’avant-bras. Elle s’avère très robuste, la
position du centre obtenue est fiable et bien stable dans le temps. C’est donc la
carte de distance que nous utiliserons par la suite, notamment pour la détection
des doigts.
4.3.4.2 Détection du poignet
La deuxième colonne de la figure 4.15 montre le résultat des deux méthodes
de détection du poignet, utilisées séparément. On constate que dans certains cas
la méthode de la boîte englobante fonctionne mieux (image 270), dans d’autres
cas c’est celle basée sur la largeur du bras qui donne la meilleure position. La
méthode de la boîte englobante est influencée par la présence des doigts, celle
basée sur la largeur du bras est sensible aux défaut de segmentation du contour.
En combinant ces deux méthodes, on obtient la meilleure des deux détections.
4.3.4.3 Détection des doigts
Le tableau 4.2 montre les pourcentages de bout des doigts détectés, avec la
distance au centre et la courbure (k = 10). On constate que la distance au centre
donne de meilleurs résultats lorsqu’il y a cinq doigts. Dans ce cas, la courbure
est mise en défaut lorsque l’annulaire est trop proche de l’auriculaire. Les taux
de fausses détections sont très faibles pour les deux méthodes (inférieur à 1%).
La dernière colonne de la figure 4.15 montre le résultat de détection des
bouts des doigts, avec la courbure et la distance au centre de la main. Les deux
méthodes donnent des résultats très similaires, même si l’on peut constater que
la courbure est parfois moins précise (image 408) car elle est plus sensible aux
variations du contour résultant d’une mauvaise segmentation. Pour atténuer
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(a) centre (b) poignet (c) doigts
# 170
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Figure 4.15 – Comparaison des méthodes de détection sur la séquence vidéo
« divers_L_1.avi » (avec des images découpées et agrandies pour bien visualiser les
détections) : (a) centre de la main avec les moments géométriques (croix jaune) et la carte
de distance (cercle rouge), (b) poignet avec la boîte englobante (rectangle cyan) et la largeur
du bras (trait rouge) séparément, et (c) bouts des doigts avec la courbure (cercle blanc) et
la distance au centre (croix rouge).
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séquences distance courbure
1 et 2 doigts 99,2 % 98,9 %
3 doigts 99,7 % 99,7 %
5 doigts 96,1 % 90,1 %
Total 97,1 % 93,1 %
Tableau 4.2 – Comparaison des méthodes de détection de doigts avec la distance et la
courbure (pourcentage de doigts détectés).
l’effet de ces déformations, les courbes de courbure et de distance sont lissées
avec un filtre moyenneur. De plus, la courbure repose sur le paramètre k, qui
nécessite d’être adapté en fonction de la surface de la région de la main, ce
qui représente un inconvénient pour une application. Par ailleurs, la courbure
nécessite une étape supplémentaire pour différencier les bouts et les creux.
C’est donc la détection des doigts avec la distance au centre qui sera utilisée
par la suite. Enfin, pour éliminer les fausses détections lorsque le point est fermé,
nous utilisons le critère suivant : si le rapport entre la distance au bout de doigt
et la distance au creux correspondant est inférieur à un seuil (typiquement 2),
alors le doigt n’est pas détecté.
4.4 résumé
Dans ce chapitre, nous avons présenté différentes méthodes de segmentation
de la main et d’extraction de caractéristiques morphologiques. Nous avons
vu qu’il n’est pas évident de trouver une méthode de segmentation qui soit
performante, robuste aux variations de luminosité ou à un fond complexe, et
qui respecte la contrainte du temps réel. Or, la segmentation est une étape
primordiale pour la suite des traitements.
La soustraction du fond nécessite une caméra fixe, et est très sensible aux
ombres ainsi qu’aux variations de luminosité. Pour résoudre ce problème, au
moins partiellement, il est possible d’utiliser une modélisation plus complexe
du fond, avec des mélanges de gaussiennes. Mais ces méthodes nécessitent un
temps de calcul trop élevé pour notre application, sans que le problème des
ombres ne soit résolu de façon satisfaisante.
Les méthodes basées sur la couleur de peau sont beaucoup plus adaptées
à notre problématique. Nous avons présenté deux méthodes : la première
est basée sur un seuillage des composantes de chrominance, Cb et Cr. Elle
permet une détection très rapide de la main, pour une qualité de segmentation
satisfaisante dans la majeure partie des cas. La deuxième méthode est basée sur
la modélisation de la couleur de peau par des histogrammes CbCr.
Nous avons proposé une méthode pour automatiser la phase d’apprentissage
des histogrammes, en utilisant le résultat de la détection avec les seuils, et
nous avons vu qu’il est possible de mettre à jour le modèle périodiquement,
pour l’adapter aux variations de luminosité. Une démonstration réalisée au
sein de l’entreprise STMicroelectronics a permis de tester l’algorithme de
segmentation avec de nombreuses personnes. Cette méthode fonctionne pour
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les différents types de couleurs de la peau, mais risque cependant d’être mise
en défaut sur des peaux très claires ou très sombres, ou si le fond a une couleur
proche de la couleur de la peau. Dans le chapitre 6, nous utiliserons cette
méthode de segmentation pour chaque caméra.
Nous avons ensuite présenté différentes méthodes d’extraction de caractéris-
tiques de position à partir de l’image binaire ou du contour de la main. Le centre,
le poignet et les bouts des doigts sont détectés en utilisant des connaissances a
priori sur la morphologie de la main. Nous avons proposé une méthode robuste
pour détecter le centre, basée sur le calcul d’une carte de distance. Celle-ci a
l’avantage de ne pas être perturbée par la présence de l’avant-bras. En effet, nous
avons vu que dans le cas où l’avant-bras est nu, il est segmenté avec la main, ce
qui peut poser problème pour extraire des caractéristiques de forme de la main.
Nous avons donc proposé une méthode pour détecter le poignet, quelle que
soit la configuration de la main, et ainsi séparer la main de l’avant-bras. Pour
finir, nous avons étudié deux méthodes pour détecter les bouts des doigts. Celle
basée sur la distance au centre de la main s’avère être plus performante que
celle basée sur la courbure du contour. Nous utilisons ces points caractéristiques
dans le chapitre 6, pour le suivi de la main. Le chapitre suivant présente la
comparaison de descripteurs de formes pour la reconnaissance de postures.
5R E C O N N A I S S A N C E D E P O S T U R E S D E L A M A I N
Dans ce chapitre, nous étudions la reconnaissance de postures de la main avec
des descripteurs de forme, permettant de calculer un vecteur de caractéristiques
représentant la forme de la main. Les gestes à reconnaître sont classifiés par
rapport aux modèles calculés lors d’une étape d’apprentissage. Nous utilisons
d’abord des bases de données d’images, afin de comparer les descripteurs et
obtenir des résultats reproductibles, puis des flux vidéos.
Les différents descripteurs de forme que nous comparons sont les moments
de Hu, les moments de Zernike et les descripteurs de Fourier (FD). Pour les
descripteurs de Fourier, nous évaluons deux familles d’invariants : une famille
« classique » (FD1), utilisant le module des coefficients de Fourier ; et une famille
complète et stable (FD2), proposée par Ghorbel [48], qui doit théoriquement
donner de meilleurs résultats.
Les gestes à reconnaître sont définis par un vocabulaire. Pour évaluer les
performances des descripteurs face aux translations, rotations et changements
d’échelle de la main, nous utilisons deux bases de données d’images, présentées
dans la section 2.5 : celle de Triesch [126], ainsi que notre propre base. En effet,
la base de Triesch étant limitée en nombre d’images et en variations de la forme
des gestes, nous avons fait l’acquisition de notre propre base de données, ce qui
nous permet d’obtenir des résultats dans les conditions de notre application.
Nous avons ainsi défini un vocabulaire composé de 11 gestes, et collecté un
grand nombre d’images en demandant à 18 personnes d’effectuer ces gestes.
Après avoir comparé les descripteurs de formes, nous évaluons plusieurs
méthodes de classification : euclidienne, bayésienne, ainsi que les classifieurs
k-NN et SVM. Enfin, nous proposons trois méthodes pour améliorer les résultats
de reconnaissance de postures dans le cas du traitement d’un flux vidéo. La
première consiste en un filtrage temporel, pour prendre en compte la stabilité
temporelle lors de la réalisation d’un geste. La deuxième permet de rejeter
les gestes « inconnus », qui ne correspondent à aucun geste du vocabulaire,
ou les gestes « ambigus », notamment pour les transitions entre deux gestes.
La troisième consiste à utiliser l’information supplémentaire fournie par une
deuxième vue de la scène.
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5.1 introduction
La reconnaissance de gestes est une tâche difficile, sujette à de nombreux
travaux de recherche. Deux grandes approches peuvent être distinguées : celles
basées sur un modèle 3d, et celles basées sur un modèle d’apparence de la main
(cf. paragraphe 3.2.2.1). Les approches basées sur un modèle 3d permettent
de retrouver la configuration exacte de la main, par recalage du modèle, sans
nécessiter d’apprentissage. Mais ces méthodes sont très coûteuses en temps de
calcul, souvent éloigné du temps réel.
Les approches par apparence sont plus dépendantes du point de vue de
la caméra, elles sont aussi plus adaptées pour une reconnaissance en temps
réel. Elles permettent de reconnaître un geste parmi un ensemble de gestes
connus, appelé vocabulaire. Le modèle d’apparence de chaque geste est calculé
à partir d’un ensemble d’images d’apprentissage. Les modèles d’apparence
sont constitués de caractéristiques extraites des images, décrivant le contenu de
l’image, ou d’imagettes extraites de l’image, par exemple pour la corrélation ou
les approches par ACP 1.
Pour résoudre le problème de la dépendance au point de vue, les modèles
d’apparence doivent posséder des propriétés d’invariances aux translations,
rotations et changements d’échelle. Ces caractéristiques invariantes sont basées
sur la région, pour les moments de Hu [62] et les moments de Zernike [113], ou
sur le contour de la forme, pour les descripteurs de Fourier ou les histogrammes
d’orientation [43].
Habituellement, pour un système de reconnaissance de gestes, il faut définir
un vocabulaire de postures de la main. La posture correspond à l’aspect sta-
tique du geste, à sa configuration à un instant donné, par opposition au côté
dynamique du geste. Dans ce chapitre, nous parlons simplement de gestes.
Le vocabulaire de gestes est défini en choisissant un ensemble de gestes,
et en prenant en compte certaines contraintes. Il existe des vocabulaires plus
exhaustifs que d’autres, comme la langue des signes et les vocabulaires qui en
sont inspirés (Ong et Ranganath [102]). Dans notre cas, nous désirons que les
gestes soient simples et intuitifs pour l’utilisateur, facilement reproductibles, et
suffisamment différents les uns des autres, afin de faciliter l’utilisation de ce
vocabulaire par des personnes peu habituées à un tel langage.
5.1.1 Descripteurs de Fourier
Les descripteurs de Fourier (FD 2) ont été popularisés par Crimmins [30] et
Persoon et Fu [106]. Ils sont largement utilisés pour la description et la classifi-
cation de formes à contour fermé, car ils permettent une bonne représentation
des formes et possèdent des propriétés d’invariance intéressantes. Les FD sont
calculés à partir des coefficients de la transformée de Fourier de la signature
du contour.
Les descripteurs de Fourier ont déjà été utilisés pour la reconnaissance de
gestes [20, 87, 132]. Mais, dans ces travaux, les FD constituent une simple com-
posante d’un système complet de reconnaissance. Ainsi, les performances des
FD n’ont pas été analysées en détails, indépendamment des autres composantes
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du système. En règle générale, dans les travaux existants, la signature complexe
est utilisée, ainsi que le module des coefficients de Fourier (FD1). La deuxième
famille de descripteurs (FD2) n’a pas été utilisée pour la reconnaissance de gestes.
Ces points sont détaillés dans le paragraphe 5.2.3.
La classification est généralement réalisée avec une distance, ou avec les
méthodes de type plus proches voisins. Le nombre d’images utilisé pour l’appren-
tissage est un facteur important pour la classification.
Les FD ont aussi été utilisés comme vecteurs caractéristiques pour la reconnais-
sance de gestes dynamiques, avec les HMM 3, ou avec les réseaux de neurones
de type RBF 4. Par exemple, Harding et Ellis [52] utilisent les FD pour la
reconnaissance de trajectoires 2d, obtenues avec des gestes de pointage.
Chen et al. [20] utilisent les FD et une analyse du mouvement, pour reconnaître
des gestes dynamiques avec les HMM. Leurs données de test sont constituées
de 1 200 séquences, obtenues avec vingt gestes réalisés par vingt personnes. Ils
obtiennent un taux de reconnaissance de 90,5%, et de 93,5% en combinant les
FD avec des caractéristiques de mouvement.
Wah Ng et Ranganath [132] utilisent les FD et un classifieur de type RBF
pour reconnaître cinq postures. Ils proposent ensuite de reconnaître quatorze
gestes dynamiques, dont certains sont réalisés avec les deux mains, avec des
HMM ou des réseaux de neurones. Ils comparent les résultats avec les moments
de Zernike, utilisés jusqu’à l’ordre 22 : les performances sont comparables,
mais le temps de calcul des moments de Zernike est beaucoup plus élevé. Avec
692 images d’apprentissage et 329 images de test, les taux de classification sont
d’environ 90%.
Licsar et Sziranyi [87] proposent une méthode d’apprentissage interactif,
avec des étapes supervisées et d’autres non-supervisées. Les paramètres des
modèles de gestes sont actualisés avec les gestes bien classifiés. Si un geste est
mal classifié, l’utilisateur peut envoyer un retour d’information au système, et
recommencer l’apprentissage du geste.
Une étude récente sur la reconnaissance de postures du corps humain, réalisée
par Poppe et Poel [108], fournit une comparaison entre les FD avec la signature
complexe, les moments de Hu et les « histogrammes du contexte de la forme » 5. Les
auteurs réalisent des tests avec des formes déformées, pour évaluer la robustesse
des différents descripteurs de formes. Ils montrent que les FD fournissent les
meilleures performances.
5.1.2 Autres méthodes
De nombreuses autres méthodes ont été étudiées pour la reconnaissance de
gestes. Triesch et von der Malsburg [126], dont nous utilisons la base de
données, utilisent un graphe élastique pour représenter la forme de la main.
Pour chaque geste, un graphe moyen est calculé à partir de plusieurs images, en
utilisant des descripteurs locaux basés sur des filtres de Gabor, et un contrôle
manuel. Cette méthode est invariante aux changements d’échelle et ne nécessite
pas de segmentation.
3. Hidden Markov Models
4. Radial-Basis Function
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Just et al. [71] utilisent un opérateur local non-paramétrique, la « Transformée
de Census modifiée » 6, inspiré de travaux de recherche en détection de visage,
et un classifieur Adaboost [45]. Ils effectuent des tests de classification et de
reconnaissance avec la base de gestes de Triesch.
Caplier et al. [18] utilisent les moments de Hu et un réseau de neurones
« perceptron multicouches » 7, pour classer huit gestes réalisés par trois personnes.
Ils étudient l’influence de la segmentation de la main, et l’apport que représente
l’information tridimensionnelle avec un système d’acquisition spécifique.
Kolsch et Turk [77][78] proposent d’analyser les fréquences de l’image, pour
améliorer le détecteur de Viola et Jones, et obtenir ainsi un détecteur de la
main dans des images en niveaux de gris, robuste à des fonds complexes et aux
variations de luminosité. Ils appliquent leur méthode à la reconnaissance de six
gestes.
Moghaddam et Pentland [96] ont utilisé leur méthode d’estimation de
l’espace des vecteurs propres sur des images de contour de la main. Ils proposent
un modèle d’« eigenhand » permettant de localiser la main et de reconnaître des
gestes.
5.2 caractéristiques de formes
Dans cette section, nous nous intéressons à l’extraction d’un vecteur de
caractéristiques permettant de représenter la forme de la main. Étant donné que
l’apparence de la main dans une image peut varier fortement en fonction du
point de vue, pour une même configuration, nous cherchons des caractéristiques
robustes à ce type de transformation. Normalement, il faudrait considérer
la question des transformations affines, mais nous nous limitons au cas des
transformations euclidiennes (translation, rotation, changement d’échelle) qui
représentent la majeure partie des transformations auxquelles nous sommes
confrontés.
Cette section présente les descripteurs de formes que nous utilisons pour la
reconnaissance de gestes : les invariants de Hu, les moments de Zernike, et les
descripteurs de Fourier.
5.2.1 Moments de Hu
Les moments de Hu [62] constituent une famille d’invariants qui est utilisée
de longue date pour la reconnaissance de formes. Les invariants sont calculés à
partir des moments géométriques de l’image binaire de la main, présentés au
paragraphe 4.3.1.1.
La connaissance du centre de gravité (xG , yG) de la région permet de calculer
les moments centrés, µpq :
µpq = ∑
(x,y)∈I
(x− xG)p(y− yG)q I(x, y) (5.1)
6. Modified Census Transform (MCT)
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Les moments centrés sont invariants aux translations. Pour obtenir l’invariance
aux changements d’échelle, on calcule les moments normalisés, ηpq :
ηpq =
µpq
µ
γ
00
avec γ =
p + q
2
+ 1, ∀p + q ≥ 2 (5.2)
En utilisant les moments normalisés, jusqu’à l’ordre 3, on peut calculer les 7
moments invariants de Hu :
I1 = η20 + η02 (5.3)
I2 = (η20 − η02)2 + 4η211 (5.4)
I3 = (η30 − 3η12)2 + (3η21 − η03)2 (5.5)
I4 = (η30 + η12)2 + (η21 + η03)2 (5.6)
I5 = (η30 − 3η12)(η30 + η12)[(η30 + η12)2 − 3(η21 + η03)2]
+ (3η21 − η03)(η21 + η03)[3(η30 + η12)2 − (η21 + η03)2] (5.7)
I6 = (η20 − η02)[(η30 + η12)2 − (η21 + η03)2
+ 4η11(η30 + η12)(η21 + η03)] (5.8)
I7 = (3η21 − η03)(η30 + η12)[(η30 + η12)2 − 3(η21 + η03)2]
+ (η30 − 3η12)(η21 + η03)[3(η30 + η12)2 − (η21 + η03)2] (5.9)
Les six premiers invariants caractérisent la forme avec l’invariance aux trans-
lation, rotation et changement d’échelle. Le septième invariant permet de distin-
guer des formes symétriques.
5.2.2 Moments de Zernike
Les moments complexes de Zernike (Khotanzad et Hong [75]) sont cons-
truits autour d’une famille de polynômes complexes formant une base orthogo-
nale, définie dans le cercle unité. Cette base orthogonale permet de réduire la
redondance entre les moments. Des normalisations permettent d’obtenir une
invariance de ces descripteurs aux transformations impliquant des rotations,
translations et changements d’échelle.
Pour une image I, les moments de Zernike s’écrivent de la façon suivante :
Amn =
m + 1
pi ∑x ∑y
I(x, y)V∗mn(x, y) (5.10)
avec x2 + y2 ≤ 1, m = 0, 1, 2, ...,∞ est l’ordre des moments, n est un entier
respectant les conditions suivantes :{
m− |n| est paire
|n| ≤ m
(5.11)
Les polynômes de Zernike s’écrivent en coordonnées polaires :
Vmn(r, θ) = Rmn(r)ejnθ (5.12)
avec (r, θ) définis sur le disque unité. Rmn(r) est le polynôme radial, il s’écrit de
la façon suivante :
Rmn(r) =
m−|n|
2
∑
s=0
(−1)s (m− s)!
s!(m+|n|2 − s)! (m−|n|2 − s)!
rm−2s (5.13)
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Les modules des moments de Zernike sont invariants aux rotations. Pour
obtenir l’invariance en translation et changement d’échelle, les images sont
normalisées en utilisant les moments d’ordre 0 et 1. Ainsi les moments |A00| et
|A11| ne sont pas utilisés en reconnaissance. Selon Kumar et Singh [83], il est
suffisant pour la reconnaissance de prendre les moments d’ordre 2 à 15, ce qui
représente 70 moments.
L’inconvénient majeur des moments de Zernike est leur temps de calcul qui
est très important. Différentes méthodes ont été proposées (Hwang et Kim [65])
pour permettre un calcul plus rapide des moments. Chong et al. [21] comparent
différentes méthodes existantes et en proposent une qui permet de calculer les
moments jusqu’à l’ordre 24 en 50 millisecondes au lieu de 1, 10 secondes par la
méthode directe, pour une image binaire de 50×50 pixels.
5.2.3 Descripteurs de Fourier
Nous nous intéressons désormais aux descripteurs de formes calculés à partir
d’un contour, pour obtenir des invariants aux similitudes. Une définition de la
notion de forme a été proposée par Ghorbel et de Bougrenet de la Tocnaye
[49] et Mokhtarian et Mackworth [98] :
Soit G un groupe de transformations opérant sur un ensemble d’objets ou un en-
semble de paramétrisations X , et O1, O2 deux éléments de X . On dit que O1 et O2
sont équivalents relativement à G s’il existe un élément g ∈ G tel que :
O2 = g(O1)
Il existe dans la littérature des méthodes pour obtenir des invariants aux simi-
litudes. Parmi ces méthodes, nous nous intéressons aux descripteurs de formes,
qui peuvent être calculés à partir d’une région (par exemple les moments), ou à
partir d’un contour.
Le contour est calculé en parcourant l’image binaire ligne par ligne ou co-
lonne par colonne, afin de localiser un point du contour : le point de départ. Un
algorithme permet ensuite d’extraire un à un les points du contour de la forme.
Puisque la forme peut changer de position ou orientation, le point de départ ne
sera pas toujours le même, ce qui influe sur la représentation paramétrique du
contour.
5.2.3.1 Paramétrage du contour
Nous nous intéressons essentiellement aux objets à contour fermé, représentés
par le paramétrage suivant :
γ(t) = (x(t), y(t)), t ∈ [0, T], γ(0) = γ(T) (5.14)
Considérons deux contours fermés de paramétrisations γ1(l) et γ2(l), ayant
la même forme et des représentations différentes. De manière générale, on peut
écrire :
γ2(l) = aejθγ1(l + l0) + b (5.15)
avec :
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a un facteur d’échelle,
θ l’angle de rotation,
b un vecteur de translation,
l0 la différence de point de départ entre les deux courbes.
5.2.3.2 Invariance
Le but de la description de formes est d’en extraire des propriétés caractéris-
tiques invariantes, sous forme d’un vecteur de données.
Soit G un groupe de transformations opérant sur un ensemble X . On appelle famille
d’invariants sur X par rapport à G une famille de fonctions {In}n∈J de X à valeurs
scalaires, telle que pour deux objets O1 et O2 ayant la même forme, de paramétrisations
γ1 et γ2, on a :
In(γ2) = In(γ1), ∀n ∈ J
Il est intéressant que les familles d’invariants disposent de certaines propriétés.
Parmi elles, la complétude qui garantit la reconstruction de la forme à partir des
descripteurs invariants ; et la stabilité qui assure la proximité des invariants
lorsque les formes sont proches.
Une famille d’invariants {In} sur X par rapport à G est dite complète, si et seule-
ment si pour tout forme F , on a :
O1 et O2 ont la même forme F ⇐⇒ In(γ2) = In(γ1), ∀n ∈ J
La propriété de complétude permet d’être assuré d’obtenir deux familles
d’invariants différents pour deux formes différentes.
Une famille d’invariants {In} est dite stable, si et seulement si ses descripteurs inva-
riants définissent une fonction continue entre l’espace des paramétrisations et l’espace
des descripteurs.
La propriété de stabilité se traduit par le fait qu’une faible variation de forme
induit une faible variation sur la famille d’invariants correspondante. Cette
propriété est importante car, de part la discrétisation des formes dans les images,
une transformation de la forme résulte en une paramétrisation du contour plus
ou moins différente. Afin d’atténuer ce problème, résultant de la discrétisation
des images, il faut considérer l’isotropie de l’algorithme de représentation, qui a
pour but l’interpolation de la courbe.
5.2.3.3 Signature du contour
Les descripteurs de Fourier sont calculés à partir du contour de la région
de la main. Les points de ce contour peuvent être représentés avec différentes
signatures (Mokadem [97]) :
– cartésienne : coordonnées complexes,
– radiale : distance au centre,
– tangentielle : courbure ou tangente au contour.
Zhang et Lu [142] ont comparé les performances de ces différentes signatures,
et rapportent que la distance radiale donne les meilleurs résultats, et que la
courbure donne les plus mauvais. Mais leurs tests sont effectués sur un nombre
relativement faible de formes synthétiques.
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C’est la signature complexe qui est généralement utilisée dans les travaux sur
la reconnaissance de gestes (cf. section 5.1). La description radiale a l’inconvénient
d’être limitée à des contours étoilés.
5.2.3.4 Transformée de Fourier du contour
Nous utilisons les coordonnées complexes. Chaque point Mi du contour de la
forme est représenté par un nombre complexe zi, avec N le nombre de points
du contour :
∀i ∈ [0, N − 1], Mi(xi, yi)⇔ zi = xi + jyi (5.16)
Avant de calculer la transformée de Fourier du contour (avec la Transformée
de Fourier Rapide (FFT 8)), le contour est échantillonné pour obtenir une longueur
normalisée. Cet échantillonnage est réalisé en interpolant les points à égale
distance en terme de longueur de l’arc. La longueur normalisée du contour est
choisie de façon à trouver un compromis entre une bonne description de la
forme, avec suffisamment de détails, et un lissage de la forme pour éliminer les
plus petits détails qui sont assimilés à du bruit.
Dans notre base de données de gestes, le nombre de points du contour de la
main varie de 90 à 742, en fonction de la position de la main face à la caméra. Un
autre facteur important est le temps de calcul qui augmente avec le nombre de
points. Pour l’optimiser, le nombre de points est choisi pour être un multiple de
deux. Par conséquent, la longueur normalisée du contour est choisie à N = 64
points.
Après cette étape de normalisation, la transformée de Fourier appliquée à la
signature complexe du contour donne N coefficients de Fourier, Ck :
Ck(γ) =
N−1
∑
i=0
zi e−j
2piik
N , k ∈ [0, N − 1] (5.17)
La figure 5.1 montre les spectres pour trois gestes extraits de notre base
(présentée au paragraphe 2.5.3). Le geste 6, qui représente le poing fermé, est
celui qui a l’énergie la plus faible, alors que le geste 11, qui représente la main
ouverte avec les doigts écartés, a des coefficients plus élevés, dus aux doigts. Les
autres gestes, comme par exemple le geste 2, ont un spectre qui se situe entre
ceux des gestes 6 et 11.
La figure 5.2 montre le résultat de la reconstruction avec différents exemples
de contours de la main, en fonction de la fréquence de coupure. Il apparaît
clairement que les premiers coefficients de Fourier, correspondant aux basses
fréquences, contiennent l’information générale sur la forme du contour, le
contour reconstruit est lissé ; alors que les coefficients plus élevés, correspondant
aux hautes fréquences, contiennent les détails de la forme.
On constate sur cette figure, qu’à partir de vingt coefficients la forme du
contour est bien reconstruite. Il n’est donc pas nécessaire de prendre en compte
tous les coefficients pour la reconnaissance.
Reprenons l’équation 5.15 qui exprime la relation entre deux objets de contour
fermé ayant la même forme et des représentations différentes, paramétrés par
leurs abscisses curvilignes γ1(l) et γ2(l) :
γ2(l) = aejθγ1(l + l0) + b (5.18)
8. Fast Fourier Transform
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Figure 5.1 – Exemples de spectres de Fourier.
Figure 5.2 – Exemple de reconstruction à partir des coefficients de Fourier, en fonction
de la fréquence de coupure, avec un contour initial échantillonné à 64 points.
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avec a un facteur d’échelle, θ l’angle de rotation, b le vecteur de translation, et l0
la différence de point de départ entre les deux courbes.
Dans le domaine fréquentiel, en appliquant la transformée de Fourier, on
obtient :
Ck(γ2) = aejθej
2pikl0
N Ck(γ1) + bδk (5.19)
avec δk la fonction de Kronecker. Le premier coefficient, C0, contient la position
de la forme. Il n’est donc pas pris en compte dans la suite. Une rotation de la
forme et un changement de point de départ ne modifient que la phase.
5.2.3.5 Une famille d’invariants « commune » (FD1)
La méthode habituelle pour obtenir une famille invariante de descripteurs de
Fourier est de prendre le module des coefficients de Fourier.
Nous obtenons ainsi N − 2 descripteurs de Fourier, notés Ik :
Ik =
|Ck|
|C1| , k = 2, . . . , N − 1 (5.20)
En prenant le module, l’équation 5.19 est simplifiée, ce qui permet les inva-
riances aux rotations et au changement de point de départ, puisque ces transfor-
mations n’influent que sur la phase. L’invariance aux changements d’échelle est
obtenue en divisant les coefficients par le module du second coefficient, C1.
Cependant, cette famille d’invariants n’est pas complète, puisqu’elle ne con-
tient pas l’information de phase de la forme.
5.2.3.6 Une famille d’invariants complète et stable (FD2)
Nous avons vu au paragraphe 5.2.3.2 que les propriétés de complétude et de
stabilité sont très intéressantes pour une famille d’invariants. Crimmins [30] a
proposé une famille d’invariants complète, mais qui n’est pas stable. Par le biais
d’une normalisation judicieuse, cette famille a été rendue stable par Ghorbel
[48] :
Ik =
Ck0−k1k C
k1−k
k0
Ck−k0k1
|Ck1−k−pk0 ||C
k−k0−q
k1
|
(5.21)
avec (p, q) ∈ R+, et k0 > k1.
Pour nos expérimentations, nous prendrons les paramètres suivants : k0 = 2,
k1 = 1, p = q = 0, 5, ce qui permet de simplifier l’équation précédente.
Pour s’assurer de l’invariance en translation, le contour est centré avec son
centre de gravité. Pour l’invariance aux changements d’échelle, la longueur du
contour est normalisée à 1.
5.3 classification
La classification consiste à maximiser ou à minimiser une fonction discrimi-
nante di(x) entre un vecteur de mesures x et les N classes de gestes. Par exemple,
dans le cas d’une fonction à minimiser, telle qu’une distance, on cherche la classe
C telle que :
C = arg min
i∈[1,N]
di(x) (5.22)
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Nous présentons les distances généralement utilisées : euclidienne et bayésienne,
ainsi que l’étape d’apprentissage associée. Nous présentons ensuite la validation
croisée, utilisée lorsque le nombre d’images disponibles est faible, ce qui est le
cas de la base de Triesch. Enfin, nous présentons les classifieurs k-NN et SVM,
que nous testons afin d’évaluer les éventuelles améliorations.
5.3.1 Apprentissage
L’apprentissage consiste à calculer le modèle de forme moyenne d’une classe
de gestes, à partir d’un ensemble d’images d’apprentissage. Cette étape se fait
généralement « hors-ligne ». En supposant que la variation entre les vecteurs
caractéristiques des exemples d’images d’un même geste est de type gaussienne,
nous calculons le vecteur moyenne µi et la matrice de covariance Λi pour chaque
classe, i ∈ [1, N], à partir des vecteurs d’invariants xki des images d’apprentissage,
avec k ∈ [1, Mi] le nombre d’images d’apprentissage pour la classe i :
µi =
1
Mi
Mi
∑
k=1
xki (5.23)
Λi =
1
Mi
Mi
∑
k=1
(xki − µi)(xki − µi)T (5.24)
5.3.2 Distance euclidienne
La distance euclidienne entre le vecteur de mesure x et la classe i est définie
par :
dE,i(x) =
√
(x− µi)T(x− µi) (5.25)
avec µi le vecteur moyenne de la classe i.
C’est la métrique usuelle pour calculer une distance entre les vecteurs d’inva-
riants Ik de deux contours γ1 et γ2. Elle s’écrit dans ce cas :
dE(γ1, γ2) =
√
∑
k
|Ik(γ1)− Ik(γ2)|2 (5.26)
Par ailleurs, Ghorbel [48] a montré que l’ensemble d’invariants complet et
stable (FD2) induit une distance dans l’espace des formes, qui est donnée par la
distance euclidienne.
5.3.3 Distance bayésienne
La classification bayésienne est basée sur la règle de Bayes :
p (Ci | x) = p (x | Ci) p (Ci)p (x) (5.27)
avec :
p (Ci | x) la probabilité a posteriori de la classe Ci, sachant que le vecteur
de mesure est x,
p (x | Ci) la probabilité conditionnelle de x, sachant que la classe est Ci,
p (Ci) la probabilité a priori de la classe Ci,
p (x) la probabilité du vecteur de mesure x :
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p (x) =
N
∑
i=1
p (x | Ci) p (Ci) (5.28)
Dans ce cas, la fonction discriminante est donnée par le maximum a posteriori :
di(x) = p (Ci | x) (5.29)
La règle de Bayes peut se réécrire de la façon suivante (Martin [92]) :
di(x) = dM,i(x) + log(|Λi|) (5.30)
avec dM(x) la distance de Mahalanobis :
dM,i(x) = (x− µi)TΛ−1i (x− µi) (5.31)
Cette distance de Mahalanobis apparaît comme une distance euclidienne
pondérée par les matrices de covariance de chaque classe.
5.3.4 Validation croisée
Le nombre d’images de la base de gestes de Triesch est faible, trop pour
que les résultats de la classification soient fiables. Suivant la façon dont les
images sont séparées entre ensembles d’apprentissage et de test, il est probable
d’obtenir des résultats différents.
Lorsque, comme dans ce cas, l’ensemble E des N images est trop petit, il
est possible d’effectuer une validation croisée. Il existe plusieurs méthodes
de validation croisée, en fonction de la technique choisie pour déterminer les
sous-ensembles d’images :
aléatoire : k échantillons sont tirés aléatoirement dans l’ensemble E pour
chaque expérience. Le taux d’erreur est la moyenne des taux de chacune
des expériences.
k-blocs 9 : l’ensemble E est divisé en K sous-ensembles disjoints de N/K
échantillons chacun. Le test est fait avec un des sous-ensembles, et l’ap-
prentissage avec les autres sous-ensembles. Le taux d’erreur est la moyenne
des K expériences. L’avantage de cette méthode est que tous les échan-
tillons de E sont utilisés.
n-blocs 10 : un seul échantillon est utilisé pour tester, ce qui revient à faire
des blocs d’une image. Le taux d’erreur est la moyenne des N expériences.
Cette méthode est utile lorsque le nombre d’images N est très faible.
Le choix de la valeur de K est fait en fonction de la taille de l’ensemble E :
– si le nombre d’images N est faible, K est grand afin d’utiliser au maximum
les images de E pour l’apprentissage. Dans ce cas, la variance est plus
grande et le biais plus petit ;
– si le nombre d’images N est plus grand, K est plus petit ce qui nécessite
moins d’expériences. Dans ce cas, la variance est plus petite et le biais plus
grand.
Pour la base de Triesch, nous utilisons une validation croisée de type « n-
blocs » (blocs d’une image), car le nombre d’images est faible. Nous utilisons
aussi la validation croisée sur notre base de gestes, avec des blocs de 50 images.
9. K-fold cross-validation
10. Leave-one-out cross-validation
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5.3.5 Autres classifieurs
Après avoir testé les classifications euclidienne et bayésienne, nous allons
comparer les résultats avec d’autres classifieurs couramment utilisés en recon-
naissance de formes : les k-plus proches voisins (k-NN) et les SVM.
5.3.5.1 k-plus proches voisins
La méthode des k-plus proches voisins (k-NN 11) est une des méthodes d’appren-
tissage les plus simples. Elle permet de classer un nouvel échantillon en faisant
voter les k échantillons d’apprentissage les plus proches, dans l’espace des carac-
téristiques, avec une distance à définir (généralement la distance euclidienne).
5.3.5.2 SVM
Les « Machines à Support Vectoriel » (SVM 12) [116] sont une classe d’algorithmes
de classification, consistant à séparer deux (ou plusieurs) ensembles de points
par une surface de décision (hyperplan). Les SVM sont basées sur l’utilisation
de noyaux qui permettent une séparation optimale des points en plusieurs
ensembles. La solution est optimale dans le sens où la marge, entre l’hyperplan
et les vecteurs des données d’apprentissage de chaque classe, est maximale.
Les SVM permettent de résoudre le problème des données non séparables
linéairement, en projetant les données dans un espace de dimension supérieure.
Cette projection se fait avec un noyau polynomial, gaussien ou hyperbolique.
Hsu et al. [61] conseillent d’utiliser un noyau RBF 13 et expliquent comment
choisir les paramètres, en testant différents jeux de paramètres avec une valida-
tion croisée.
5.4 résultats et interprétation
Cette section présente d’abord une comparaison des descripteurs avec la
distance euclidienne, sur la base de Triesch et la nôtre (présentées dans la
section 2.5). Nous comparons également les résultats en fonction des gestes et
des personnes réalisant ces gestes. Nous comparons ensuite les résultats des
classifieurs bayésien, k-NN et SVM.
La segmentation des images de la base de Triesch est réalisée avec la méthode
de Otsu (cf. paragraphe 4.2.1). Les images de notre base sont segmentées avec
les seuils CbCr (cf. paragraphe 4.2.3.1).
5.4.1 Classification euclidienne
5.4.1.1 Avec la base de gestes de Triesch
Les images de la base de Triesch sont divisées en deux sous-ensembles,
l’un pour l’apprentissage et l’autre pour la classification. Cependant, le nombre
d’images n’est pas suffisant pour que les résultats soient fiables. Pour résoudre
11. k-Nearest Neighbors
12. Support Vector Machine
13. Radial-Basis Function
76 reconnaissance de postures de la main
hu zernike FD1 FD2
Apprentissage 38,9 81,5 81,5 80,3
Validation croisée 37,1 74,9 77,8 77,0
Test 30,5 76,7 77,0 76,2
Tableau 5.1 – Taux de reconnaissance (%) avec la base de Triesch et la distance eucli-
dienne, avec 6 invariants pour les FD1, et 4 invariants pour les FD2.
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Figure 5.3 – Taux de classification en fonction du nombre de descripteurs de Fourier,
pour la base de Triesch, avec les FD1 en bleu et les FD2 en rouge.
ce problème, nous effectuons également une validation croisée de type « n-blocs »
(blocs d’une image) sur l’ensemble des images.
Le tableau 5.1 montre que les moments de Hu donnent un taux de reconnais-
sance faible (37,1% avec la validation croisée), alors qu’avec les autres techniques
les résultats sont meilleurs.
Pour les descripteurs de Fourier, le taux de reconnaissance dépend du nom-
bre de descripteurs utilisés pour calculer la distance. La figure 5.3 montre qu’il
est suffisant de prendre 6 descripteurs pour les FD1, et 4 descripteurs pour les
FD2. Cette figure montre aussi que, pour les FD2, le taux de reconnaissance
diminue lorsque le nombre de descripteurs augmente. Ceci peut s’expliquer
par une sensibilité plus importante de cette famille, qui est plus facilement
perturbée par la présence de détails sur le contour, s’assimilant à du bruit.
Les résultats des moments de Zernike sont similaires aux FD, mais leur
temps de calcul avec la méthode directe est très élevé : 1,20 secondes/image
environ contre 10 millisecondes/image pour les FD et les moments de Hu.
Toutefois, nous avons évoqué au paragraphe 5.2.2 des méthodes qui permettrait
de diminuer fortement ce temps de calcul.
Pour vérifier les invariances, nous avons effectué des tests avec des images
ayant subi une rotation et un changement d’échelle. Avec des angles de rotation
de 90°, 180° et 270°, nous obtenons les mêmes résultats avec les descripteurs de
Fourier que pour les images non transformées. Toutefois, pour des angles de
rotation qui ne sont pas multiples de 90°, par exemple 30° et 60°, les taux de
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hu zernike FD1 FD2
Apprentissage 62,9 67,6 95,7 86,3
Validation croisée 60,6 66,9 95,3 78,6
Test #1 42,7 30,5 78,7 49,2
Test #2 46,1 53,9 80,2 18,2
Test #3 34,2 26,0 71,7 61,2
Test #4 33,1 18,9 73,1 52,1
Test total 39,2 32,5 76,0 45,1
Tableau 5.2 – Taux de reconnaissance (%) avec notre base et la distance euclidienne, avec
6 invariants pour les FD1, et 4 invariants pour les FD2. La validation croisée est réalisée
sur l’ensemble d’apprentissage par blocs de 50 images. Les lignes « Test #i » correspondent
aux résultats de 4 personnes séparément.
reconnaissance diminuent. Les erreurs sont dues à l’interpolation des formes
après leur rotation, pour que les pixels du contour correspondent à la grille
discrète des images.
5.4.1.2 Avec notre base de gestes
L’apprentissage est réalisé avec les images d’un utilisateur « expert », qui
a réalisé les gestes de la façon la plus conforme possible au vocabulaire, là
où certains utilisateurs « non initiés » ne plieraient les doigts qu’à moitié au
lieu de les replier complètement. Environ 500 images ont été sélectionnées
manuellement pour chaque geste, afin d’avoir des images bien représentatives.
Dans les tests suivants nous utilisons 6 invariants pour les FD1 et 4 pour les FD2.
Pour valider la phase d’apprentissage, nous effectuons une classification des
images d’apprentissage. Nous procédons également à une validation croisée sur
l’ensemble d’apprentissage, avec des blocs de 50 images. Ensuite, les images des
autres utilisateurs sont utilisées comme ensemble de test, avec environ 1 000
images par geste et par personne. La figure 2.9 montre des exemples d’images
utilisées.
Le tableau 5.2 montre que les meilleurs taux de reconnaissance sont obtenus
avec les FD1. Les FD2 donnent de bons résultats sur l’ensemble d’apprentissage,
mais de moins bons résultats pour l’ensemble de test. Ce tableau présente aussi
les résultats de 4 personnes (Tests #1 à #4), ce qui met en exergue le fait que
le taux de reconnaissance est très variable d’une personne à l’autre, suivant la
manière dont les gestes sont réalisés.
Le tableau 5.3 montre les taux de reconnaissance de chaque geste avec l’en-
semble de test. On constate notamment que les gestes 2, 3 et 8 sont très mal
classifiés avec les moments de Hu et les moments de Zernike. Les gestes 7 et 11
donnent aussi de mauvais résultats, y compris avec les FD2.
L’analyse de la matrice de confusion pour les FD1 (tableau 5.4) montre quels
sont les gestes qui causent le plus d’erreurs. Par exemple, les gestes 2, 3 et 9,
très similaires, sont confondus avec les autres méthodes, alors qu’ils sont bien
reconnus avec les FD1. Le geste 8 est confondu avec le geste 9, résultat qui n’est
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1 2 3 4 5 6 7 8 9 10 11 total
HU 83,2 10,6 6,9 47,8 61,7 100 26,3 0,9 52,9 37,1 28,1 42,7
ZER. 72,9 1,5 2,1 22,9 82,4 90,5 6,2 1,1 6,6 9,1 11,2 30,5
FD1 93,6 56,7 75,2 96,6 97,1 100 86,1 30,7 87,2 74,9 63,9 78,7
FD2 40,3 82,4 56,6 52,6 73,0 53,1 16,5 16,4 46,9 81,5 22,7 49,2
Tableau 5.3 – Taux de reconnaissance (%) pour chaque geste, avec la personne #1, pour
notre base et la distance euclidienne.
1 2 3 4 5 6 7 8 9 10 11
1 93,6 0,0 0,0 1,6 1,2 0,0 0,0 0,0 0,0 0,0 0,0
2 0,2 56,7 0,1 0,0 0,1 0,0 0,0 0,0 0,0 1,7 0,0
3 0,0 23,0 75,2 0,0 0,0 0,0 0,0 0,0 0,0 4,4 11,6
4 3,5 0,0 0,0 96,6 1,6 0,0 0,0 0,0 0,0 0,0 0,0
5 1,9 1,5 1,7 1,8 97,1 0,0 0,0 0,0 0,0 3,8 0,0
6 0,9 0,0 0,0 0,0 0,0 100 0,0 0,0 0,0 6,1 2,0
7 0,0 0,1 7,3 0,0 0,0 0,0 86,1 4,8 2,7 7,0 21,9
8 0,0 0,0 0,1 0,0 0,0 0,0 1,7 30,6 10,1 2,0 0,0
9 0,0 18,7 1,1 0,0 0,0 0,0 3,4 57,8 87,2 0,0 0,0
10 0,0 0,0 1,3 0,0 0,0 0,0 8,8 6,7 0,0 74,9 0,6
11 0,0 0,0 13,1 0,0 0,0 0,0 0,0 0,0 0,0 0,0 63,9
Tableau 5.4 – Matrice de confusion pour les FD1
pas vraiment étonnant, puisque ces gestes ont été choisis pour tester les limites
de la reconnaissance. Par contre, les gestes 4 et 5 sont bien différenciés.
On constate également sur la matrice de confusion que le geste 11 est parfois
confondu avec les gestes 3 et 7. Dans les deux cas, il s’agit d’une mauvaise
segmentation qui ne permet pas de séparer correctement les doigts, ou de tous
les détecter.
5.4.1.3 Synthèse
Les différentes expérimentations avec la distance euclidienne démontrent que
la première famille de descripteurs (FD1) permet d’obtenir les meilleurs résultats
sur les deux bases évaluées : 76% sur l’ensemble de test de notre base, et 95,3%
avec la validation croisée. Les FD1 permettent de discriminer des gestes qui sont
très proches visuellement, contrairement aux autres descripteurs.
La deuxième famille (FD2) ne donne pas les résultats espérés. Les moins
bonnes performances des FD2 s’expliquent par une plus grande sensibilité au
bruit, et par des problèmes de stabilité numérique. En effet, cette famille utilise
la phase, qui contient beaucoup d’information, mais qui est difficile à exploiter.
Pour améliorer les résultats, deux solutions sont suggérées : la première
consiste à améliorer la segmentation, et la deuxième à ajouter des images de
l’utilisateur dans l’ensemble d’apprentissage. Cette solution se justifie par les
résultats de validation croisée, pour laquelle l’apprentissage et la classifica-
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hu zernike FD1
Apprentissage 73,2 99,2 100,0
Validation croisée 67,8 76,5 81,6
Test 55,0 54,2 75,3
Tableau 5.5 – Taux de reconnaissance (%) avec la base de Triesch et la distance bayé-
sienne, avec 20 invariants pour les FD1.
tion sont fait sur les images d’une seule personne, alors que les ensembles
d’apprentissage et des tests n’utilisent pas les mêmes images.
5.4.2 Classification bayésienne
Au vu des résultats précédents, avec la classification euclidienne, il apparaît
que les FD1 donnent les meilleurs taux de reconnaissance. Nous allons donc
concentrer nos tests sur cette famille, tout en la comparant avec les moments de
Hu. Les moments de Zernike n’ont été que partiellement testés avec la classifi-
cation bayésienne, à cause de leur temps de calcul trop élevé. L’apprentissage et
la classification sont réalisés de la même façon qu’à la section précédente.
5.4.2.1 Avec la base de gestes de Triesch
Pour les descripteurs de Fourier, le taux de reconnaissance dépend du
nombre de descripteurs (figure 5.4) : avec le même nombre de FD qu’au para-
graphe précédent (6), le taux est d’environ 95% pour l’ensemble de test. On
constate qu’avec 13 FD, il atteint 100% pour l’apprentissage et 80% pour la vali-
dation croisée. Le tableau 5.5 montre qu’en prenant toutes les images, à la fois
pour l’apprentissage et pour les tests, nous obtenons un taux de reconnaissance
de 73,2% pour les moments de Hu, avec des taux faibles pour les gestes « b » et
« g » de la figure 2.8 (tableau non reproduit). Les moments de Zernike donnent
de bons résultats pour l’apprentissage et la validation croisée, mais le taux de
reconnaissance est plus faible pour les tests (54,2%).
Par ailleurs, les résultats sont meilleurs avec la validation croisée qu’avec
l’ensemble de test. Cela peut s’expliquer par le fait que le nombre d’images
de test est trop faible puisqu’on divise dans ce cas les images en deux sous-
ensembles, pour l’apprentissage et les tests.
5.4.2.2 Avec notre base de gestes
Nous avons vu au paragraphe précédent que le nombre de descripteurs
utilisés pour la classification joue un rôle important. Nous comparons donc
les résultats avec 6 et 20 invariants pour les FD1, et avec 6 et 7 invariants de
Hu. En effet, le septième invariant de Hu permet de distinguer des images
symétriques, par exemple la main gauche et la main droite lorsque le pouce est
présent. Or, dans notre base de gestes, les utilisateurs ont utilisé indifféremment
leur main gauche ou leur main droite. Ainsi, en ne prenant pas en compte le
septième invariant de Hu, le système doit pouvoir reconnaître une main droite
si l’apprentissage a été effectué avec une main gauche, et inversement.
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Figure 5.4 – Taux de classification en fonction du nombre de descripteurs de Fourier,
pour la base de Triesch, avec la classification des images d’apprentissage en bleu et la
validation croisée en rouge pointillés.
6 hu 7 hu 6 FD1 20 FD1
Apprentissage 98,43 99,13 99,91 99,96
Test 71,08 59,07 84,58 91,30
Tableau 5.6 – Taux de reconnaissance (%) avec notre base et la distance bayésienne, avec
6 ou 7 moments de Hu, et 6 ou 20 descripteurs pour les FD1.
Pour valider la phase d’apprentissage, nous effectuons une classification des
images d’apprentissage. Le tableau 5.6 montre que, quelque soit la méthode et
le nombre d’invariants, le résultat est très satisfaisant (98-99%).
Ensuite, les images des autres personnes sont classifiées, avec environ 1 000
images par geste et par personne. On constate qu’en ne prenant pas le septième
invariant de Hu, le taux de reconnaissance augmente de 59% à 71%. Ce tableau
confirme aussi que le résultat est meilleur avec 20 descripteurs de Fourier dans
le cas de classification bayésienne.
Le tableau 5.7 montre les résultats de classification pour chaque geste, avec 6
FD et 6 invariants de Hu. La différence entre les deux méthodes s’explique par
une amélioration significative de la reconnaissance des gestes 2, 3, 7 et 11.
L’analyse des matrices de confusion (tableaux 5.8 et 5.9) confirme les résultats
et révèle les gestes qui sont sources de confusion. Par exemple, les gestes 2,
3 et 9 sont très similaires et sont confondus par les moments de Hu, alors
qu’ils sont bien classifiés avec les FD. Par contre, pour les gestes 4 et 8, le taux
de reconnaissance n’est pas amélioré, ce qui n’est pas réellement surprenant
puisque ces gestes ont été choisis pour tester les limites de la classification. Si
nous retirons ces deux gestes et que nous réalisons à nouveau l’apprentissage et
la classification, le taux de reconnaissance passe de 84,58% à 90,52% avec 6 FD1,
et de 71,08% à 72,97% avec 6 moments de Hu.
5.4.2.3 Synthèse
Comme pour la classification euclidienne, les FD1 donnent les meilleurs taux
de reconnaissance avec la classification bayésienne. Par ailleurs, l’amélioration
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1 2 3 4 5 6 7 8 9 10 11 total
6 HU 82,3 68,3 66,5 65,0 93,8 89,0 48,3 65,4 82,8 74,4 40,6 71,08
6 FD1 86,6 90,8 96,4 60,8 97,8 94,3 80,6 64,8 88,6 73,4 96,2 84,58
Tableau 5.7 – Taux de reconnaissance (%) par geste, avec notre base et la distance bayé-
sienne, avec 6 moments de Hu et 6 descripteurs pour les FD1.
1 2 3 4 5 6 7 8 9 10 11
1 82,3 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0
2 4,7 68,3 1,5 1,2 0,7 0,6 1,2 0,5 0,1 0,0 2,3
3 0,7 21,5 66,5 0,5 1,1 2,5 20,0 20,3 10,2 2,0 40,1
4 3,5 0,2 0,0 65,0 2,0 0,0 0,5 0,1 0,0 0,7 0,0
5 5,6 8,3 0,8 31,2 93,8 0,7 6,2 4,2 1,6 11,7 0,0
6 0,8 0,0 0,0 0,1 0,2 89,0 0,0 0,0 0,0 0,3 0,0
7 0,2 0,1 0,4 0,2 0,2 0,6 48,3 1,0 0,7 0,3 0,6
8 1,9 0,4 1,8 1,2 1,4 0,4 4,4 65,4 3,7 1,2 0,2
9 0,0 1,0 28,8 0,1 0,1 0,5 15,2 8,1 82,8 7,3 16,2
10 0,0 0,1 0,0 0,2 0,1 0,2 0,2 0,0 0,0 74,4 0,0
11 0,2 0,2 0,1 0,3 0,2 5,6 4,0 0,5 1,0 2,0 40,6
Tableau 5.8 – Matrice de confusion pour les moments de Hu (avec 6 invariants).
1 2 3 4 5 6 7 8 9 10 11
1 86,6 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0 0,0
2 0,0 90,8 0,4 0,4 0,2 0,2 0,1 0,0 1,7 0,1 0,1
3 0,0 0,7 96,4 0,5 0,4 1,0 0,4 0,0 0,7 0,1 3,3
4 5,5 0,0 0,0 60,8 0,0 0,1 0,4 0,0 0,0 0,0 0,0
5 2,9 1,8 0,5 35,9 97,8 0,9 7,8 3,2 4,9 20,2 0,1
6 4,6 0,1 0,0 0,1 0,3 94,3 0,8 0,0 0,2 2,0 0,0
7 0,2 0,4 0,1 0,7 0,5 1,1 80,6 8,3 0,3 2,8 0,0
8 0,0 0,2 0,0 0,3 0,3 0,1 1,9 64,8 2,8 0,5 0,0
9 0,0 5,9 1,7 0,9 0,3 0,4 6,0 23,2 88,6 0,9 0,4
10 0,0 0,1 0,1 0,3 0,0 0,2 0,8 0,4 0,2 73,4 0,0
11 0,2 0,2 0,8 0,1 0,1 1,6 1,1 0,1 0,7 0,0 96,2
Tableau 5.9 – Matrice de confusion pour les FD1 (avec 6 descripteurs).
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bayes svm k-nn eucl .
Triesch, Toutes les images 100,0 89,1 93,3 77,0
Notre base, Apprentissage 99,9 99,9 100,0 95,7
Notre base, Test avec 6 FD1 84,6 84,2 87,9 76,0
Notre base, Test avec 20 FD1 91,3 87,9 89,2 -
Tableau 5.10 – Taux de reconnaissance (%) avec les FD1 et différents classifieurs : bayé-
sien, « Support Vector Machine » (SVM), k-plus proches voisins (k-NN) et distance eucli-
dienne (Eucl.)
des résultats avec les moments de Hu est significative. Ceci montre que la dis-
tance euclidienne n’est pas adaptée aux moments de Hu, ce qui peut s’expliquer
par le fait que les moments sont d’ordre différent (ordres 2 et 3), et n’ont donc
pas le même « poids ». Pour les descripteurs de Fourier, on constate que les
résultats sont très bons avec 6 descripteurs et encore meilleurs avec 20.
5.4.3 Tests avec différents classifieurs
Dans les sections précédentes, nous avons comparé les descripteurs avec la
distance euclidienne. Le fait que les FD1 donnent les meilleurs résultats a été
confirmé avec la distance bayésienne. Toutefois, il existe d’autres classifieurs
plus évolués. Dans ce paragraphe, nous évaluons donc les classifieurs k-NN et
SVM (cf. paragraphe 5.3.5) avec les FD1, afin de voir si les résultats sont améliorés.
Le tableau 5.10 montre que, pour la base de Triesch, le taux de reconnaissance
est meilleur avec la classification bayésienne, avec un taux de 100%. Pour notre
base de gestes, les résultats sont assez proches pour les trois classifieurs, avec
un léger avantage pour la classification bayésienne.
5.5 amélioration de la reconnaissance
Après avoir étudié la reconnaissance de postures avec des bases de données
d’images, afin de comparer les descripteurs et les classifieurs, nous nous intéres-
sons à la reconnaissance dans un flux vidéo. Nous présentons deux méthodes
pour améliorer les résultats de classification. La première méthode permet de
tirer partie de l’information temporelle, en supposant que lors de la réalisation
d’un geste, la main reste dans la même configuration pendant un certain laps
de temps.
La deuxième méthode vise à rejeter les gestes considérés comme trop diffé-
rents de ceux du vocabulaire, que ce soit des gestes « inconnus », ou des gestes
« ambigus » pour lesquels la décision entre deux gestes est difficile. En effet, lors
de la réalisation de gestes dans un flux vidéo, la configuration de la main passe
par des gestes de transition entre deux gestes du vocabulaire.
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5.5.1 Filtrage temporel
Lors de la réalisation d’un geste dans un flux vidéo, il est raisonnable de
supposer que le geste réalisé est le même pendant quelques secondes. Il est
donc possible de filtrer temporellement les résultats de la classification afin de
diminuer le taux d’erreur.
Nous proposons de moyenner la distance entre le geste à classer et chaque
classe, avec une fenêtre glissante sur les N dernières images. En notant di(k) la
distance entre le geste à classer à l’image k et la classe i, la moyenne µi(k) de la
distance à la classe i est donnée par :
µi(k) = (1− α)µi(k− 1) + α di(k) (5.32)
où α = 1/N est le facteur d’oubli. Les distances {di(k)}i∈[1,M] sont normalisées
à 1 avant de calculer la moyenne.
Dans un deuxième temps, il peut être intéressant de prendre en compte le
nombre de fois qu’un geste est reconnu dans les dernières images. Pour réaliser
ceci, nous associons un poids wi(k) à chaque classe i. Les poids sont mis à jours
de la façon suivante :
wi(k) = (1− α)wi(k− 1) + α Mi(k) (5.33)
où Mi(k) = 1 pour le geste qui a été reconnu, et 0 pour les autres. Enfin, on
normalise les poids en divisant chaque wi(k) par leur somme. Le geste reconnu
est alors celui dont le poids est le plus élevé.
5.5.2 Méthode de rejet
Une source importante d’erreur de classification est la présence de gestes qui
ne correspondent pas à ceux du vocabulaire. Ceci peut arriver par exemple lors
de la transition entre deux gestes, ou lorsque la main est mal segmentée. Les
erreurs de segmentation altèrent fortement la forme de la main, par exemple en
« collant » les doigts entre eux. Il est préférable dans ce genre de situation de
rejeter les gestes en question plutôt que de les classer avec un risque d’erreur
élevé.
Pour détecter les gestes « inconnus », ou ceux de transitions, nous avons étudié
les distances aux classes di(k), i ∈ [1, M] pour des gestes bien et mal classifiés.
La première solution intuitive est de seuiller la distance, les distances étant
normalisées par la distance maximale. Avec une distance inférieure au seuil, le
geste est classifié, sinon il est rejeté. Mais il est toujours délicat de déterminer
un seuil fixe qui donne de bons résultats dans toutes les situations.
La solution que nous proposons est de seuiller l’écart relatif entre les deux
classes ayant les distances les plus petites. Cette solution repose sur l’idée que
pour un geste mal segmenté ou pour un geste de transition, l’écart entre les
distances des deux classes les plus proches est faible. De plus, ces distances sont
élevées car le geste à reconnaître ne correspond pas à de ceux du vocabulaire.
En triant les distances aux classes dans un ordre ascendant, cette distance β
s’écrit :
β =
d1 − d0
d0
(5.34)
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Figure 5.5 – Histogramme de la distance β, avec les gestes bien classifiés en rouge, et mal
classifiés en bleu.
où d0 est la distance la plus faible, celle de la classe qui devrait a priori corres-
pondre au geste, et d1 la deuxième distance la plus faible.
Ainsi, la mesure β donne une mesure de confiance sur la classification (fi-
gure 5.5) : si elle est élevée, alors d0  d1, et il est très probable que le geste soit
bien classifié. Mais si elle est faible, alors d0 ' d1, il existe une incertitude sur la
classification.
5.5.3 Résultats
Nous avons testé le filtrage temporel et la méthode de rejet avec notre base de
gestes et la classification bayésienne. Pour le filtrage temporel, avec la moyenne
des distances sur 10 images (α = 0, 1) le taux de reconnaissance augmente de
91,3% à 93,77%. En rejetant les gestes pour lesquels la distance est supérieure
à 0, 4, on obtient un taux de 94,16%. La méthode des poids donne un taux de
reconnaissance de 93,86%. La combinaison de ces différentes méthodes permet
d’atteindre 94,76% de gestes reconnus.
Pour la méthode de rejet, le tableau 5.11 donne le taux de rejet (pourcentage
d’images rejetées) et le taux de reconnaissance sans les images rejetées, avec
différentes valeurs de seuil appliquées à la mesure β. Plus β est élevé, plus le
taux de reconnaissance augmente, au prix d’un taux de rejet plus important. Il
faut aussi noter que pour certains gestes le taux de rejet est plus important que
pour d’autres, en l’occurrence les gestes 2 et 10, et surtout le geste 11.
Ainsi, ces deux méthodes améliorent fortement le taux de reconnaissance, avec
en contrepartie un certain nombre d’images non utilisées pour la classification.
Pour un système de reconnaissance de gestes dans un flux vidéo, avec typique-
ment 20 à 25 images par seconde, rejeter une partie des images ne présente pas
forcément un inconvénient à partir du moment où il y a suffisamment d’images
et où cela permet de diminuer le taux d’erreur.
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β = 0, 05 β = 0, 1 β = 0, 15 β = 0, 2 β = 0, 25
Rejet (%) 5,72 12,21 18,54 25,31 32,49
Reco. (%) 95,56 97,74 98,84 99,56 99,75
Tableau 5.11 – Taux de reconnaissance et de rejet (%) avec la méthode de détection de
gestes « inconnus », avec notre base de gestes et la classification bayésienne, avec 20 FD1.
5.5.4 Utilisation de deux caméras
Étant donné que nous disposons de deux vues de la scène, il est possible de
tirer partie de cette information supplémentaire pour améliorer la reconnais-
sance. En effet, le point de vue des deux caméras est légèrement différent. Par
conséquent, suivant l’orientation de la main, il est probable qu’une des deux
caméras permette une reconnaissance plus fiable que l’autre. Pour déterminer
celle des deux caméras qui fournit la reconnaissance la plus fiable, nous utilisons
la distance issue de la classification : le geste reconnu est celui de la caméra
pour laquelle la distance est la plus faible.
Nous avons évalué l’apport de cette approche sur les séquences stéréosco-
piques « divers_L_1.avi » et « divers_R_1.avi » (déjà utilisées pour comparer
les méthodes de détection, cf. paragraphe 2.5.1 pour le détail des postures réali-
sées dans la séquence). Dans ces séquences, la main décrit cinq des postures de
notre vocabulaire. Toutefois, ces séquences ont été acquises pour tester le suivi
3d de la main et non la reconnaissance de postures : le bras est nu, ce qui néces-
site une détection du poignet avec la méthode présentée au paragraphe 4.3.2,
et la forme de la main est très variable (cf. figure 6.10). De plus, cette séquence
comprend les transitions entre les gestes.
Si nous réalisons la classification indépendamment sur chaque vue, avec la
distance bayésienne et 20 FD1, les taux de reconnaissance sont de 56,5% et
59,2%. Avec la fusion des deux vues, le taux est de 68,6%, ce qui représente une
amélioration de plus de 15%. De plus, en utilisant les méthodes de filtrage et
de rejet présentées dans les paragraphes précédents, le taux de classification
sur chaque vue est de l’ordre de 69%, et en fusionnant les deux vues il atteint
79,5%.
Ainsi, on constate que l’information supplémentaire fournie par une deuxi-
ème vue de la scène peut être utilisée pour améliorer la reconnaissance de
postures, en fusionnant les résultats issus de chaque vue.
5.6 résumé
Dans ce chapitre, nous avons présenté la reconnaissance de gestes de la main
à partir de descripteurs de formes [27], permettant d’obtenir un vecteur de
caractéristiques invariantes : les moments de Hu, les moments de Zernike et les
deux familles de descripteurs de Fourier (FD). Nous avons utilisé deux bases de
données de gestes : celle de Triesch [126], référence dans le domaine, et notre
propre base de gestes, acquise dans le but de tester les invariances en rotation,
translation et changement d’échelle des descripteurs, et d’obtenir des résultats
représentatifs, correspondant aux conditions de notre application. Notre base
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repose sur un vocabulaire de 11 gestes, réalisés par 18 personnes, avec environ
1 000 images par geste et par personne.
Nous avons d’abord évalué les résultats avec la classification euclidienne. La
deuxième famille de FD (FD2) donne de moins bons résultats que la première
(FD1), et ce malgré ses propriétés de complétude et stabilité (76% pour les
FD1 contre 45,1% pour les FD2, pour notre base). Ceci s’explique par un écart
entre la théorie et la réalité, dû à une plus grande sensibilité au bruit, et à des
problèmes de stabilité numérique. Les moments de Zernike obtiennent des
résultats moyens et nécessitent un temps de calcul très élevé. Les moments de
Hu présentent aussi des performances moyennes. La classification bayésienne
améliore fortement les résultats : les FD1 donnent les meilleurs taux de recon-
naissance, avec 91,30% pour notre base. L’amélioration des résultats avec les
moments de Hu est aussi significative (71,08%).
Nos expérimentations montrent que la classification est très dépendante de
la forme de la main (et donc de la segmentation) et de l’utilisateur. La façon
dont les gestes sont réalisés est très variable suivant les personnes. Une solution
pour améliorer les résultats est donc d’ajouter des images de l’utilisateur dans
l’ensemble d’apprentissage.
Enfin, nous avons proposé trois méthodes pour améliorer les résultats dans
le cas du traitement d’un flux vidéo. La première permet de tirer partie de
l’information temporelle, en supposant qu’un même geste est réalisé pendant
quelques secondes. La deuxième permet de détecter les gestes « inconnus » ou
« ambigus », c’est-à-dire les gestes qui ne correspondent pas à un des gestes
du vocabulaire, ce qui se produit typiquement lors des transitions. Les deux
méthodes de filtrage permettent d’améliorer significativement le taux de re-
connaissance, qui atteint 97,7% avec 12,2% de rejet, et 99,75% avec 32,5% de
rejet. On obtient un taux de reconnaissance très élevé, au prix d’un taux de
rejet important, résultat qui n’est pas gênant dans le cas du traitement d’un flux
vidéo puisque le nombre d’images est suffisant. De plus, pour une application,
il est préférable d’être certain de reconnaître le bon geste, et donc d’avoir un
taux de fausses alarmes très faible.
La troisième méthode consiste à fusionner les résultats de classification issus
de deux vues, dans le cadre de la vision stéréoscopique, afin de garder le
meilleur des deux classifications. Si l’amélioration n’est pas négligeable, il est
possible de mieux exploiter l’information stéréoscopique pour retrouver la
configuration 3d de la main. Il s’agit de l’objectif du chapitre suivant.
6S U I V I T R I D I M E N S I O N N E L D E L A M A I N
Dans ce chapitre, nous nous intéressons au suivi tridimensionnel du mouve-
ment des doigts et de la main, en temps réel. Nous utilisons la vision stéréosco-
pique avec deux caméras vidéo calibrées, dans lesquelles la main est segmentée
avec la méthode présentée dans le paragraphe 4.2.6. Les matrices de projection
des caméras (paramètres intrinsèques et extrinsèques) sont connues grâce à une
étape de calibration. Les principes généraux de la vision stéréoscopique, que
nous utilisons dans ce chapitre, sont présentés en annexe B, page 125. NB : pour parler
des deux
caméras, nous
employons
fréquemment les
termes « image
gauche » et
« image droite »
Le suivi temporel permet d’améliorer la robustesse de la détection des points
caractéristiques, et d’éliminer les fausses détections. L’objectif est aussi de con-
naître la position de chaque doigt au fil du temps, en associant chaque détection
au doigt correspondant.
Après une introduction sur le domaine du suivi de la main, nous présentons
plusieurs méthodes de suivi :
suivi des doigts en 3d : un filtre de Kalman permet d’estimer la position
3d de chaque doigt avec des observations bruitées. Cette méthode est
d’abord appliquée au geste de pointage, avant d’être étendue au suivi
multi-doigt.
suivi 2d de la main : nous définissons un modèle squelettique simple de la
main, prenant en compte les degrés de liberté principaux de la main. Ce
modèle est recalé dans les images avec des points caractéristiques tels que
le centre de la main et les bouts des doigts.
suivi 3d de la main : l’approche par modèle squelettique est étendue en 3d,
en combinant le modèle estimé dans les deux vues et en visualisant le
résultat avec un modèle 3d. Ce dernier permet également de prendre en
compte des contraintes supplémentaires sur la morphologie de la main.
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6.1 introduction
Le suivi de mouvement en vision par ordinateur consiste à estimer la position
et le mouvement d’objets ou d’êtres humains dans des séquences vidéos, avec
une ou plusieurs caméras (Black et Ellis [7]). Le choix de la méthode de suivi
dépend en partie de la précision voulue, si des erreurs sur le calcul de la position
sont acceptables ou non, et dans quelle mesure. En effet, suivant l’application,
la précision nécessaire ne sera pas la même.
De plus, selon Lachenal [84], les mouvements non contraints des doigts
d’une personne se font à une vitesse moyenne de 2 m/s et peuvent atteindre
5 m/s, avec de fortes variations d’accélération, dans les conditions de leurs
expérimentations. Les mouvements brusques ou erratiques des doigts sont donc
difficiles à appréhender dans un cadre de vision par ordinateur.
Dans notre cas, l’objectif du suivi de la main et des doigts dans une séquence
vidéo est de rendre plus robuste la détection en tirant avantage de l’information
temporelle et de la redondance d’information entre les images successives. De
plus, le suivi permet de diminuer le temps de calcul, en n’effectuant qu’une
mise à jour des paramètres au lieu de les recalculer à chaque image.
L’objectif est aussi de connaître la position de chaque doigt au fil du temps. En
effet, pour l’instant nous sommes en mesure de détecter les doigts et d’obtenir
leurs positions dans une image, mais nous ne pouvons pas calculer la trajectoire
de chaque doigt. Pour ce faire, il faut associer à chaque doigt la détection
correspondante.
Les applications de la reconnaissance de gestes telles que les surfaces inter-
actives présentées à la paragraphe 3.1.2, montrent l’intérêt du suivi d’un ou
plusieurs doigts pour la réalité augmentée. Par exemple, le système DigitalDesk,
de Crowley et al. [31], permet de suivre un doigt en 2d sur une surface. Le suivi
est effectué par corrélation avec un modèle de bout de doigt. Les trajectoires
obtenues ont été utilisées par Martin et Durand [93] pour la reconnaissance
d’écriture 2d avec des Modèles de Markov Cachés (HMM 1).
Le système EnhancedDesk [100] permet de suivre plusieurs doigts en 2d, avec
un filtre de Kalman pour chaque doigt. Les bouts de doigts sont détectés grâce
à une caméra infrarouge et une mesure de corrélation. Des gestes symboliques
(cercle, carré, triangle, ...) sont ensuite reconnus avec des HMM.
Une application classique dans ce domaine est le remplacement de la souris
par la main. La position du curseur sur l’écran fournit un retour d’information
à l’utilisateur, validant ainsi la bonne localisation du doigt. Par exemple, Segen
et Kumar [114] utilisent des points de contours caractéristiques, détectés avec
la courbure du contour, pour classer quatre gestes de la main. Ils déterminent
ensuite la direction 3d pointée par le doigt, avec deux caméras. Hung et al. [64]
utilisent la vision stéréoscopique pour calculer la direction de pointage du doigt,
en 3d. Ils comparent deux modes de pointage, l’orientation du doigt et la droite
de vue entre l’œil et le bout du doigt. Leurs expérimentations montrent que la
deuxième solution est préférable. Wu et al. [136] proposent une méthode avec
une seule caméra. La position 3d du doigt est calculée à partir des positions de
l’épaule et du coude, en supposant que l’utilisateur fait face à la caméra.
1. Hidden Markov Models
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Ainsi, deux catégories de systèmes se distinguent dans la littérature : ceux
basés sur le suivi d’un ou plusieurs doigts sur une surface 2d, et ceux utilisant
le doigt pour pointer en 3d.
Nous proposons, dans ce chapitre, d’expérimenter le suivi multi-doigts en
3d, avec deux caméras. L’objectif est de trouver une méthode rapide et efficace
pour calculer les trajectoires 3d des doigts. Nous privilégions une approche
par apparence, dans une optique temps réel ; les approches par modèle 3d
étant d’une complexité trop importante pour les applications visées. Le filtre de
Kalman est utilisé pour estimer les positions 3d avec des observations bruitées.
Les erreurs sur les observations proviennent de différentes sources.
6.1.1 Suivi de mouvement
D’une manière générale, le suivi du mouvement d’un objet, ou d’une cible,
est un processus nécessitant plusieurs étapes :
– La mesure, qui consiste à mesurer une propriété dans l’image pour caracté-
riser l’objet.
– La validation, qui détermine la validité de la mesure en se basant sur des
connaissances a priori, ou sur la prédiction.
– L’estimation, qui met à jour la position de l’objet.
– La prédiction, qui calcule la position de l’objet dans l’image suivante.
La position de l’objet peut être exprimée dans le repère de la scène, ou dans le
repère des images. Cette position peut être une coordonnée en 2d dans l’image,
les coordonnées de la boîte englobante de l’objet, les statistiques du second ordre
de la distribution spatiale des pixels, ou un ensemble de points correspondant
au contour de la cible.
Wu et al. [138] proposent de découpler l’estimation globale de la posture de
la main, de l’estimation des articulations des doigts. Un apprentissage avec un
gant numérique (CyberGlove, cf. paragraphe 3.1.1.2) leur permet de modéliser
les contraintes entre les articulations. Ils modélisent aussi les déformations de la
main à partir d’un ensemble de 28 configurations de base.
L’algorithme Mean shift (Comaniciu et al. [22]) est une procédure itérative,
utilisée pour la détermination de la position la plus probable de la cible dans
la prochaine image. Une mesure de similarité entre le modèle et les candidats
est utilisée. Bradski [11] a proposé une variante, appelée Camshift (Continuously
Adaptive Mean-Shift), qui permet de trouver le centre et la taille d’un objet en se
basant sur sa distribution de couleur. Les probabilités sont calculées avec un
histogramme de la couleur de la peau.
Les contours actifs, ou « snakes » , permettent de suivre un objet avec un
contour déformable. Le contour est déformé en minimisant différents termes
d’énergies (interne, externe). Cette méthode a été utilisée par Heap et Samaria
[56], avec un « modèle de distribution de points » 2, mais elle ne permet que de
suivre une main ouverte.
Le filtre de Kalman (Welch et Bishop [133]) est fréquemment utilisé pour
le suivi en vision par ordinateur. Il permet de mettre en oeuvre les étapes de
validation et de prédiction, et également de lisser les mesures au cours du temps.
Il peut être utilisé avec différents modèles de mouvement (position, vitesse,
2. Point Distribution Model (PDM)
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accélération) pour filtrer la position de la main, ou des doigts (Oka et al. [100]).
Shamaie et Sutherland [115] utilisent le filtrage sur les coordonnées de la
boîte englobante, pour gérer les occultations et croisements lors de mouvements
avec les deux mains. Nous verrons, au paragraphe 6.2.2, l’utilisation du filtre de
Kalman pour le suivi tridimensionnel des doigts.
Le filtre particulaire, ou algorithme de « Condensation » (Conditional Density
Propagation), de Isard et Blake [67], est aussi très utilisé pour le suivi (Black
et Jepson [8]). Par exemple, Bretzner et al. [15] utilisent des caractéristiques de
couleur et un modèle hiérarchique de la main.
6.1.2 Sources d’erreur
Dans un cas idéal, la vision stéréoscopique doit pouvoir donner la position 3d
exacte de chaque point, à partir de ses projections dans les deux vues. Toutefois,
les positions 3d ainsi calculées manquent de précision. Plusieurs sources d’erreur
perturbent le calcul de la position 3d :
– la détection des doigts est parfois peu précise, à cause par exemple d’une
mauvaise segmentation ;
– la discrétisation des images implique que la localisation d’un point se fait
à un pixel près, ce qui peut représenter plusieurs millimètres lors de la
triangulation 3d ;
– les deux caméras ne sont pas synchronisées, il existe donc un décalage tem-
porel entre l’acquisition des deux images. Pendant cet intervalle de temps,
le doigt se déplace proportionnellement à la vitesse de son mouvement.
Par conséquent, la triangulation est biaisée, principalement au niveau de la
profondeur (axe optique des caméras).
Le filtre de Kalman permet de réduire l’influence de ces erreurs, en lissant
les trajectoires 3d estimées.
6.2 suivi tridimensionnel des doigts
La connaissance du nombre et des positions des doigts est suffisante pour
certaines applications, notamment celles de type « souris 3d » avec le geste de
pointage du doigt. Le nombre de doigts permet de distinguer différents modes
d’interaction (pointage ou commande), et peut être associé à des actions telles
que les clics d’une souris.
À partir de la position des doigts dans chacune des deux vues, il est possible
de calculer leurs positions 3d par triangulation. L’estimation des positions 3d
manque de précision pour diverses raisons (paragraphe 6.1.2). Pour estimer les
positions 3d avec des observations bruitées, nous utilisons un filtre de Kalman
pour chaque doigt. Ainsi, les trajectoires sont lissées, et l’erreur d’estimation est
réduite. De plus, la détection des doigts est améliorée par une recherche locale
basée sur la prédiction du filtre de Kalman.
Le suivi des bouts des doigts est divisé en deux parties :
– Étude du geste de pointage (ou geste déictique∗) : un seul doigt est utilisé∗cf. § 1.1 p. 2
pour pointer. Le but étant de localiser la position de ce doigt, il n’est pas
nécessaire de traiter l’image entière. Nous proposons de restreindre la
détection du bout du doigt à une zone de recherche, grâce au suivi et à la
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prédiction de la position à partir de la paire d’images précédente, ce qui
permet de diminuer le temps de calcul.
– Étude du suivi multi-doigts : deux étapes d’appariement de points se ra-
joutent au système de suivi d’un doigt :
– appariement stéréoscopique : les détections dans chaque vue sont mises en
correspondance, afin de calculer les positions 3d des doigts ;
– appariement temporel : les détections 3d calculées à l’étape précédente
sont associées aux filtres de Kalman correspondant, afin d’estimer les
trajectoires 3d.
6.2.1 Filtre de Kalman
Le filtre de Kalman [73] est la technique la plus fréquemment utilisée pour
suivre le mouvement d’un objet. Une introduction détaillée a été réalisée par
Welch et Bishop [133]. Le filtre de Kalman est une solution optimale au
problème du filtrage linéaire de données. Il estime l’état d’un objet à partir
d’observations bruitées, en minimisant l’erreur quadratique moyenne.
Le filtre permet d’estimer la position de l’objet en réalisant un compromis
entre la position observée dans l’image, et la position prédite à partir du modèle
de mouvement. Ainsi, le filtre permet d’analyser les positions passées, d’estimer
la position actuelle avec des observations bruitées, et de prédire la position
future de l’objet. L’algorithme est récursif, avec deux grandes étapes : une
étape de prédiction, à partir de la dernière estimation de l’état, et une étape de
correction, utilisant une mesure pour corriger l’état prédit.
6.2.1.1 Processus à estimer
Le filtre de Kalman estime l’état x ∈ Rn d’un processus discret, modélisé par
l’équation linéaire suivante :
xk+1 = Axk +wk (6.1)
avec A la matrice de transition de l’état k à l’état k+ 1 modélisant le mouvement,
et wk une variable aléatoire représentant le bruit du processus.
L’observation, ou mesure, est décrite par le vecteur z ∈ Rm. L’équation de
mesure est la suivante :
zk = Hxk + vk (6.2)
avec H la matrice d’observation, reliant l’état xk à la mesure zk, et vk une variable
aléatoire représentant le bruit de mesure.
Les bruits du processus et de mesure sont indépendants, de distributions
normales et blanches, avec respectivement Q la covariance du bruit du processus,
et R la covariance du bruit de mesure :
wk = N (0, Q) (6.3)
vk = N (0, R) (6.4)
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6.2.1.2 Équations de mise à jour
Notons xˆk l’estimation de l’état, on cherche à minimiser l’erreur ek = xk −
xˆk, dont la covariance est Pk = E[ekeTk ]. L’estimation de l’état a priori xˆ
−
k+1, ou
prédiction, peut être calculée par la formule suivante :
xˆ−k+1 = Axˆk (6.5)
L’erreur d’estimation a priori est donnée par e−k = xk − xˆ−k , et a pour covariance
P−k = E[e
−
k e
−T
k ]. La solution donnée par le filtre de Kalman pour l’estimation
de l’état est :
xˆk = xˆ−k + Kk(zk −Hxˆ−k ) (6.6)
où Kk est le gain de Kalman, et zk −Hxˆ−k est le terme d’innovation. L’innovation
correspond à la différence entre la mesure zk et la mesure prédite Hxˆ
−
k . Pour
trouver une solution optimale à cette équation, le gain Kk est choisi pour
minimiser la covariance de l’erreur Pk.
Finalement, les équations pour les étapes de prédiction et de correction sont
les suivantes :
– Équations de prédiction : xˆ−k+1 = Axˆk (6.7)
P−k+1 = APkA
T +Q (6.8)
– Équations de correction : Kk = P−k H
T(HP−k H
T + R)−1 (6.9)
xˆk = xˆ−k + Kk(zk −Hxˆ−k ) (6.10)
Pk = (I− KkH)P−k (6.11)
6.2.1.3 Modèle de mouvement uniforme à accélération constante
La matrice A modélise le mouvement de l’objet. Le modèle de mouvement
utilisé est généralement à vitesse constante ou à accélération constante. Le
mouvement de la main n’étant pas uniforme, ce type de modèle n’est pas
adapté pour décrire tous les mouvements de manière générale. Toutefois, nous
supposons que les gestes que nous considérons ici ont une dynamique adaptée.
Dans la suite de ce chapitre, nous utilisons le modèle de mouvement uniforme
à accélération constante, pour le suivi d’un point en trois dimensions. Le vecteur
d’état xk s’écrit :
xk = (x, y, z, x˙, y˙, z˙, x¨, y¨, z¨)T (6.12)
avec (x, y, z) la position, (x˙, y˙, z˙) la vitesse, et (x¨, y¨, z¨) l’accélération du point.
La matrice A s’écrit :
A =

1 0 0 dt 0 0 dt
2
2 0 0
0 1 0 0 dt 0 0 dt
2
2 0
0 0 1 0 0 dt 0 0 dt
2
2
0 0 0 1 0 0 dt 0 0
0 0 0 0 1 0 0 dt 0
0 0 0 0 0 1 0 0 dt
0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 1

(6.13)
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L’observation que nous fournissons au filtre est la position mesurée du point,
la matrice H s’écrit :
H =
1 0 0 0 0 0 0 0 00 1 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0
 (6.14)
6.2.1.4 Choix des matrices de covariances
Une étude réalisé par Wuest [139] sur différents modèles de mouvements
illustre l’influence des différentes matrices de covariances. Pour le choix du
bruit du processus, il faut trouver un compromis entre l’inertie de l’estimation
et le bruit résultant : si Q est grand, l’adaptation à de nouveaux états est rapide,
mais l’estimation est bruitée ; et inversement si Q est petit, l’estimation est plus
précise, mais l’adaptation aux changements est plus lente. La valeur initiale de
P doit être élevée, afin que l’estimation converge rapidement.
Nous supposons que les trois composantes (X, Y, Z) de l’espace 3d sont
indépendantes, ce qui permet d’avoir des matrices de covariance diagonales.
Nous supposons dans notre modèle que l’accélération est constante, ce qui n’est
pas forcément vrai. Par conséquent, nous supposons que la covariance du bruit
du processus est importante sur les composantes de vitesse et d’accélération,
tandis qu’elle est faible sur les composantes de position.
Les variances du bruit de mesure R sont calculées avec une séquence d’ima-
ges où le doigt reste fixe. Le résultat montre que l’erreur de mesure est plus
importante sur la composante de profondeur Z, que sur X et Y :
Var(X, Y, Z) = (2.31, 2.39, 15.06)
Cette différence entre les trois composantes s’explique par le fait que Z
correspond à l’axe optique des caméras, donc à la dimension de profondeur
du système stéréoscopique. Lors de la triangulation, l’estimation sur cette
composante est moins précise que pour les deux autres.
6.2.2 Suivi d’un doigt
Nous nous intéressons tout d’abord au suivi tridimensionnel de la position
d’un doigt pour le geste de pointage, avec un filtre de Kalman. Puisque nous
cherchons juste à localiser la position du doigt, il n’est pas nécessaire de traiter
l’image entière. Nous proposons donc de réduire la détection du bout du doigt à
une zone de recherche 3, grâce au suivi du doigt et à la prédiction de sa position
à partir de la paire d’images précédente. Cette méthode a plusieurs intérêts :
– améliorer la robustesse du système en facilitant la localisation du doigt (si
le doigt est bien détecté au début de la séquence),
– lisser les trajectoires obtenues en estimant les positions 3d parmi les obser-
vations bruitées,
– combler un manque d’observation en utilisant la prédiction,
– réduire fortement le temps de calcul.
3. Region Of Interest (ROI)
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6.2.2.1 Algorithme développé
Nous utilisons le modèle de mouvement uniforme à accélération constante,
présenté dans la section précédente. La figure 6.1 résume les différentes étapes
du traitement :
1. Le doigt est détecté avec la méthode décrite dans la paragraphe 4.3.3, dans
la paire d’images stéréoscopiques, ce qui fournit les mesures 2d.
2. Les mesures 2d dans chaque vue permettent de calculer la position 3d du
bout du doigt, utilisée comme mesure 3d pour le filtre de Kalman.
3. À partir du calcul de la mesure 3d avec une paire d’images, le filtre de
Kalman permet d’estimer l’état, et de prédire la position 3d correspondant
à la paire d’images suivante.
4. La position 3d prédite est projetée dans chacune des deux images, avec les
matrices de projection des deux caméras, pour obtenir une prédiction 2d
de la position du bout du doigt.
5. Les prédictions 2d permettent de réduire la zone de recherche du bout du
doigt dans les images. La taille utilisée pour la fenêtre de recherche est,
par exemple, de 80×80 pixels.
6. La détection du bout du doigt est alors réalisée dans cette fenêtre de
recherche. S’il n’est pas détecté, la recherche est étendue à toute l’image.
7. Enfin, la contrainte épipolaire∗ est vérifiée pour s’assurer que les détections∗cf. § B.3 p. 128
du bout du doigt dans les deux images correspondent. Si cette contrainte
n’est pas validée, la détection est relancée sur toute l’image.
6.2.2.2 Résultats
Nous avons présenté notre configuration matérielle au section 2.2. La source
d’erreur la plus importante est due au fait que les caméras ne soient pas
synchronisées. Par conséquent, le doigt peut bouger entre l’acquisition des deux
images (paragraphe 6.1.2), et la triangulation est biaisée, principalement au
niveau de la profondeur (dans la direction correspondant à l’axe optique des
caméras).
Afin de pouvoir mesurer les erreurs sur le calcul de la position 3d, il est
nécessaire de connaître la vérité terrain, c’est-à-dire de connaître à chaque instant
la position 3d du bout du doigt dans le repère de la scène. Or, ceci n’est pas
possible à moins d’utiliser un autre système permettant de mesurer cette position
3d.
Dans notre configuration, l’erreur de reconstruction se retrouve principale-
ment sur la composante Z, correspondant à la profondeur (axes optiques). Par
conséquent, afin de pouvoir mesurer les erreurs de reconstruction 3d dans la
dimension de la profondeur, nous avons réalisé des tests avec des trajectoires
planes. Ces trajectoires sont réalisées dans un plan perpendiculaire aux axes op-
tiques, en l’occurrence un cercle et un carré tracés sur le bureau, correspondant
au plan z = 0 (figure 6.2).
La figure 6.2 montre les détections du doigt sur une séquence, cumulées sur
une image, qui fournissent les mesures 2d. La figure 6.3 montre les résultats
pour le cercle et le carré, avec les trajectoires 3d estimées en rouge, et les mesures
en bleu. On constate que l’erreur de reconstruction se retrouve principalement
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Caméra 1 Caméra 2
Segmentation de la
main
Segmentation de la
main
Détection du doigt
(1,5,6)
Détection du doigt
(1,5,6)
Calcul de la
position 3d (2,7)
Filtre de Kalman
Prédiction 3d (3)
Trajectoire
3d estimée
mesure 2d mesure 2d
mesure 3d
prédiction 2d (4) prédiction 2d (4)
Figure 6.1 – Schéma récapitulatif des différentes étapes pour le suivi 3d d’un doigt,
avec un filtre de Kalman. Les numéros correspondent aux étapes du suivi présentées au
paragraphe 6.2.2.1.
sur la composante Z, correspondant à la profondeur. Le filtre de Kalman lisse
la trajectoire 3d, et diminue l’écart-type sur la profondeur, qui passe de 9, 77 à
5, 46 dans le cas du cercle. De plus, grâce à la réduction de la zone de recherche,
les temps de calcul sont largement améliorés et dépassent le temps réel (> 30
Hz). Cependant, l’erreur sur la composante Z dépend aussi de la vitesse du
mouvement.
influence de la vitesse du mouvement
La vitesse du mouvement influence l’erreur de reconstruction, du fait de l’ab-
sence de synchronisation. En effet, plus le mouvement est rapide, plus le doigt
est susceptible de se déplacer entre l’acquisition de deux images successives,
d’où une erreur plus importante lors de la triangulation.
Le tableau 6.1 illustre ceci avec l’étude de deux trajectoires planes (cercle et
carré), traitées en temps réel (30 Hz). Celles-ci sont réalisées avec trois vitesses
différentes. Ainsi, une trajectoire plus rapide est composée d’un nombre de
points plus faible. L’écart-type sur la composante Z est ensuite calculé pour
comparer les erreurs de reconstruction. Dans les deux cas l’écart-type augmente
avec la vitesse, et il est plus faible pour la trajectoire estimée par le filtre de
Kalman que pour les mesures. On observe aussi que l’écart-type de l’estimation
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(a) image gauche (b) image droite
Figure 6.2 – Images gauche et droite avec l’ensemble des positions détectées sur une
séquence.
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Figure 6.3 – Reconstruction 3d pour deux trajectoires, un cercle et un carré, réalisées dans
le plan du bureau (Z = 0). Les coordonnées sont en millimètres, les trajectoires estimées
en rouge, et les mesures en bleu.
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nombre écart-type écart-type
trajectoire vitesse de points mesures estimation
lent 306 9,77 5,46
Cercle moyen 189 11,32 8,39
rapide 108 14,76 10,83
lent 290 10,48 4,87
Carré moyen 185 11,15 4,43
rapide 106 12,28 6,04
Tableau 6.1 – Évolution de l’écart-type sur la profondeur (composante Z) en fonction de
la vitesse de réalisation du mouvement : plus le geste est réalisé rapidement, plus le nombre
de points de la trajectoire est faible, et plus l’écart-type est important.
est plus faible pour le carré, ce qui s’explique par le fait que le modèle de
mouvement est plus adapté à une trajectoire linéaire.
6.2.2.3 Synthèse
Nous avons présenté un système de suivi tridimensionnel d’un doigt de la
main en temps réel, qui permet une détection plus robuste en la réduisant à
une zone de recherche, et une réduction de l’erreur d’estimation en lissant les
trajectoires 3d. Cette méthode offre une solution à l’estimation de la trajectoire
3d pour le geste de pointage, adaptée à un système pour lequel le temps de
calcul est primordial. Les positions obtenues peuvent être utilisées pour la
reconnaissance de trajectoires.
Notre algorithme résout les occultations sur une courte période : si le doigt
n’est pas détecté dans une image, nous utilisons sa prédiction donnée par le
filtre de Kalman. Toutefois, ceci ne fonctionne que si le mouvement du doigt
est linéaire, ou approximativement linéaire sur une courte durée.
6.2.3 Suivi multi-doigts
Nous nous intéressons maintenant à la généralisation de la méthode présentée
dans la section précédente, pour le suivi des doigts de la main. Il est donc
possible d’avoir jusqu’à cinq détections dans chaque image, voire plus si l’on
prend en compte la possibilité de fausses détections. Le problème est alors de
mettre en correspondance les détections des doigts dans les deux vues pour
calculer la position 3d de chaque doigt. Il faut ensuite associer chaque mesure
3d au filtre de Kalman correspondant, afin de calculer la trajectoire de chaque
doigt.
L’étape d’appariement entre les deux vues est fondamentale en vision stéréo-
scopique : un point physique 3d se projette en un point dans l’image gauche, et
un point dans l’image droite. Pour résoudre le problème inverse, et reconstruire
la position 3d des points, il faut déterminer les couples de points gauche/droite
correspondant à un même point 3d. Une fois qu’un couple de points est apparié,
la reconstruction 3d consiste en une triangulation des droites de vues (sec-
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tion B.3). Pour faire cette mise en correspondance, nous utilisons des contraintes
géométriques : les droites épipolaires et la contrainte d’ordre.
Une fois que les détections des deux vues sont appariées, les mesures 3d
sont calculées. Pour suivre chaque doigt avec un filtre de Kalman, il est aussi
nécessaire d’apparier chaque mesure 3d avec le filtre du doigt correspondant.
Pour réaliser cet appariement, nous utilisons une minimisation des distances
entre les mesures et les prédictions.
6.2.3.1 Appariement stéréoscopique
Avec les détections des doigts dans les deux vues, nous pouvons calculer
leurs positions 3d dans le repère de la scène. Mais pour cela, il faut mettre
en correspondance les détections entre les deux vues, afin de savoir quelles
détections correspondent au même point physique. C’est un problème classique
de vision stéréoscopique, connu sous le nom d’appariement stéréoscopique ou de
mise en correspondance.
Pour résoudre ce problème, nous utilisons les contraintes données par la
vision stéréoscopique :
contrainte d’unicité : chaque point d’une image admet au plus un cor-
respondant dans l’autre image.
contrainte d’ordre : l’ordre des points est conservé dans les images.
contrainte épipolaire : le correspondant d’un point d’une image est sur
une droite dans l’autre image (cf. paragraphe B.3.3).
Notons :
{pi}, 1 ≤ i ≤ N les bouts des doigts détectés dans l’image gauche,
{ai}, 1 ≤ i ≤ N les droites épipolaires associées aux doigts détectés
dans l’image gauche,
{qj}, 1 ≤ j ≤ M les bouts des doigts détectés dans l’image droite.
{bj}, 1 ≤ i ≤ M les droites épipolaires associées aux doigts détectés
dans l’image droite,
Nous calculons une matrice D des distances entre les doigts détectés dans
une image et les droites épipolaires des doigts détectés dans l’autre image :
D(i, j) = d(pi, bj) + d(qj, ai) (6.15)
où d est la distance entre un point et une droite.
Cette matrice permet de réduire les candidats possibles pour l’appariement,
mais elle ne permet qu’un appariement point par point, sans tenir compte des
relations entre les doigts. C’est pourquoi nous utilisons la contrainte d’ordre,
pour apparier les points en tenant compte des appariements voisins, et donc
obtenir une mise en correspondance globale. La contrainte d’ordre est associée
à l’ordre des points sur le contour. Lors de cette étape, si des points n’ont
pas de correspondant dans l’autre vue, ils sont considérés comme des fausses
détections et sont alors rejetés.
La figure 6.4 montre un exemple de mise en correspondance, dans lequel
les cinq doigts ont été correctement appariés, y compris lorsque les droites
épipolaires sont très proches.
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(a) image gauche (b) image droite
Figure 6.4 – Mise en correspondance des doigts entre les deux images, avec les détections
et les droites épipolaires (les numéros correspondent aux appariements).
6.2.3.2 Suivi tridimensionnel
Chaque bout de doigt est suivi en trois dimensions avec un filtre de Kalman,
avec le modèle de mouvement présenté au paragraphe 6.2.1.3. Les positions
3d des bouts des doigts, calculées par l’étape d’appariement stéréoscopique,
forment l’ensemble de mesures pour les filtres de Kalman. Un appariement
est nécessaire pour associer les détections 3d au filtre de Kalman du doigt
correspondant. Par ailleurs, il peut arriver qu’un doigt soit mal détecté ou
occulté par un autre doigt. Dans ce cas, nous utilisons la prédiction du filtre de
Kalman correspondant. Si un nouveau doigt est détecté et qu’il ne correspond
à aucun des doigts déjà suivis, un nouveau filtre de Kalman est créé.
Étant donné que nous effectuons le suivi de plusieurs doigts simultanément,
il nous faut associer chaque mesure 3d avec le filtre de Kalman du doigt corres-
pondant. Pour faire la mise en correspondance, nous utilisons une minimisation
de la distance euclidienne 3d entre les mesures et les prédictions.
Les mesures zik, i ∈ [1, M], sont les positions 3d détectées dans la paire
d’images à l’instant k. Le filtre de Kalman de chaque doigt suivi xjk, j ∈ [1, N],
est mis à jour avec la détection zik qui minimise la distance euclidienne 3d entre
les prédictions et les détections :
I = arg min
i
d(xˆ− jk , z
i
k) (6.16)
Toutefois, cette méthode ne permet pas de prendre en compte les relations
entre les doigts. Nous rajoutons donc une contrainte sur l’ordre des doigts, de
la même façon que pour l’appariement stéréoscopique.
Si le nombre de mesures est différent du nombre de doigts suivis, il est
intéressant de considérer l’appariement d’un point de vue plus global. La
solution que nous avons retenue consiste à tester les différentes combinaisons
possibles, en calculant la somme des distances pour chaque combinaison, et en
prenant en compte l’ordre des doigts. La meilleure séquence d’appariement est
celle qui minimise la distance globale.
Enfin, s’il y a plus de mesures que de doigts suivis, un filtre de Kalman
est initialisé pour les mesures qui n’ont pas été appariées. Si un doigt n’est
pas détecté dans une paire d’images, nous utilisons la prédiction du filtre
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Figure 6.5 – Schéma récapitulant les différentes étapes pour le suivi 3d de plusieurs
doigts, avec un ensemble de filtres de Kalman.
de Kalman correspondant pendant quelques images, au cas où le doigt soit
simplement occulté et réapparaisse dans les images suivantes. Sinon, il est
supprimé.
6.2.3.3 Résultats
De la même façon que pour le suivi d’un seul doigt, l’absence de synchroni-
sation entre les caméras introduit des erreurs dans le calcul des positions 3d.
Ce problème est plus pénalisant dans le cas du suivi multi-doigt, puisque les
doigts sont très proches. Il est donc nécessaire d’avoir une estimation précise de
leur position pour les différencier et les suivre séparément.
La figure 6.6 montre les trajectoires obtenues pour des gestes circulaires,
réalisés avec deux et trois doigts, dans le plan (X, Y). Ces figures montrent que
les différentes étapes se sont bien déroulées, bien que parfois un des doigts n’ai
pas été détecté, et que les croisements de trajectoires sont bien gérés.
Cependant ce n’est pas toujours le cas, notamment lorsque le mouvement est
trop rapide (figure 6.6e). La limitation du système vient du fait que chaque doigt
est considéré indépendamment des autres. Par conséquent si le mouvement de
la main est trop rapide, il peut y avoir des conflits dans la mise à jour des filtres
de Kalman. Lorsqu’il y a quatre ou cinq doigts, il est difficile de bien apparier
les détections avec les filtres.
6.2 suivi tridimensionnel des doigts 101
−150 −100 −50 0 50 100 150 200 250
−150
−100
−50
0
50
100
150
200
250
X (mm)
Y 
(m
m)
 
 
Estimation
Mesures
(a) avec 2 doigts
−150 −100 −50
0 50 100
150 200 250
−150
−100
−50
0
50
100
150
200
250
−50
0
50
X (mm)
Y (mm)
Z 
(m
m)
(b) avec 2 doigts en 3d
−100 −50 0 50 100 150 200 250
−150
−100
−50
0
50
100
150
200
250
X (mm)
Y 
(m
m)
 
 Estimations
Mesures
(c) avec 3 doigts
−100 −50 0
50 100 150
200 250
−200
−100
0
100
200
300
−200
0
200
X (mm)
Y (mm)
Z 
(m
m)
(d) avec 3 doigts en 3d
−150 −100 −50 0 50 100 150 200 250
−100
−50
0
50
100
150
200
250
300
X−Y Trajectory
X (mm)
Y 
(m
m)
(e) avec 3 doigts
−300 −200 −100 0 100 200 300 400
−100
0
100
200
300
400
500
X (mm)
Y 
(m
m)
(f) avec 5 doigts
Figure 6.6 – Reconstruction 3d pour des gestes circulaires avec 2 ou 3 doigts, réalisés
dans le plan du bureau (Z = 0) et représentés en 2d et en 3d. Les coordonnées sont en
millimètres, les trajectoires estimées en rouge, et les mesures en bleu.
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6.3 suivi 2d avec un modèle squelettique
Pour effectuer la mise en correspondance entre les doigts détectés dans les
deux vues, il est utile d’avoir des informations sur la géométrie de la main,
ce qui est possible en utilisant les contraintes morphologiques naturelles qui
existent entre les doigts. Pour cela, nous utilisons un modèle squelettique de la
main, afin de prendre en compte la géométrie de la main et les relations entre
les doigts.
Notre méthode de suivi est basée sur les étapes suivantes :
a. Segmentation de la main avec l’histogramme de la couleur de peau, avec
l’algorithme présenté au paragraphe 4.2.6.
b. Extraction de points et de valeurs caractéristiques : centre, poignet et bouts
des doigts, présentés à la section 4.3, auxquels nous rajoutons la « base du
doigt » et la détection du pouce.
c. Recalage du modèle géométrique du squelette de la main, en utilisant les
caractéristiques.
6.3.1 Modèle squelettique
Notre méthode de suivi consiste à utiliser un modèle squelettique simplifié
de la main, qui est recalé grâce à des points caractéristiques extraits dans
l’image courante. Ces points correspondent aux articulations et aux extrémités
du squelette simplifié de la main :
– l’extrémité du bras E,
– le poignet P,
– le centre de la main C,
– les bouts de chaque doigt Di,
– la base de chaque doigt Bi, correspondant à l’articulation principale du
doigt avec la main (articulation MCP 4),
– le pouce.
Nous pouvons représenter le squelette (figure 6.7) avec le vecteur correspon-
dant à l’avant-bras, CP (en vert), la liaison entre le poignet et le centre de la
main, PE (en vert), et les vecteurs de chaque doigt CBi et BiDi (en rouge) ainsi
que du pouce (en bleu).
6.3.2 Caractéristiques
Afin de recaler le modèle squelettique dans les images, il est nécessaire de
connaître la position de certains points caractéristiques de la main. Nous avons
présenté le calcul de certains de ces points à la section 4.3 : le centre de la main
et les bouts des doigts. Nous avons aussi vu qu’il était possible de détecter les
creux entre chaque doigt. Nous allons utiliser la position de ces creux pour
calculer la position d’un point situé à la « base du doigt ».
Nous proposons également une méthode pour déterminer si l’un des doigts
détectés est le pouce. Connaître la position du pouce peut servir à distinguer
une main gauche d’une main droite. Savoir si le pouce est présent est aussi
4. Articulation métacarpo-phalangienne
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(a) (b)
Figure 6.7 – Modèle squelettique de la main
une information intéressante pour la reconnaissance de gestes, puisqu’il peut
permettre de distinguer différents modes d’interaction.
6.3.2.1 Base du doigt
Nous utilisons les détections correspondant aux creux entre chaque doigt
pour calculer un point à la « base du doigt », correspondant à l’articulation
MCP 5, entre la paume et la première phalange. Notons :

Di, 1 ≤ i ≤ N, les bouts des doigts ;
Ci, 1 ≤ i ≤ N − 1, les creux ;
Bi, 1 ≤ i ≤ N, le point « base du doigt ».
Pour chaque doigt Di, on détermine le creux le plus proche en terme de
distance sur le contour, soit Ci soit Ci+1. On calcule le symétrique de ce point
par rapport à l’axe du doigt (par exemple le point C′2 sur la figure 6.8). Le point
« base du doigt », Bi, est le milieu en ces deux points.
6.3.2.2 Détection du pouce
Une fois les doigts détectés, un test est effectué pour déterminer si l’un des
doigts est le pouce. Ce test est basé sur le calcul de l’angle entre le vecteur CP
et la base de chaque doigt (vecteur CBi), le point C étant le centre de la main, et
le point P correspondant au poignet.
Comme le montre la figure 6.7 cet angle est proche de 90° pour le pouce. Le
pouce est détecté si cet angle est compris entre 80° et 100°. Si le pouce a déjà
été détecté dans l’image précédente, on se base alors sur la méthode de suivi
afin de continuer à connaître la position du pouce même quand il ne fait pas un
angle proche de 90°.
5. Articulation métacarpo-phalangienne
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Figure 6.8 – Méthode pour le calcul de la position du point B2 (« base du doigt ») à partir
des creux détectés (Ci)
6.3.3 Recalage du modèle
Le suivi de la main dans le flux vidéo est réalisé en mettant à jour les
paramètres du modèle avec chaque nouvelle image. Pour cela, nous utilisons les
caractéristiques extraites des images.
6.3.3.1 Initialisation
Un problème classique des méthodes de suivi par modèle est l’initialisation
de ce modèle. Cette étape est généralement effectuée avec la main à plat, doigts
écartés, ce qui permet d’ajuster le modèle à la morphologie de la main de
l’utilisateur. Un des avantages de notre méthode est de ne pas avoir besoin de
faire d’hypothèses sur la configuration de la main lors de son entrée dans le
champ de vision de la caméra. Lorsqu’un ou plusieurs doigts sont détectés, le
modèle est initialisé.
6.3.3.2 Recalage global
Dans chaque nouvelle image, le modèle calculé à l’image précédente est recalé
en se basant sur les détections dans la nouvelle image : d’abord la direction de
l’avant-bras, puis le vecteur CP donnant l’orientation de la main. Ceci permet
de suivre le mouvement global du bras et fournit une estimation de la position
des doigts.
6.3.3.3 Recalage des doigts
La mise à jour de la position des doigts est alors effectuée en recherchant
pour chaque doigt du modèle la détection correspondante. Cet appariement de
points se fait par une minimisation globale de la distance euclidienne entre les
points, en testant les différentes combinaisons possibles. Chaque point ne peut
être apparié qu’une seule fois.
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Figure 6.9 – Résultat du suivi avec le modèle squelettique : (a) le modèle squelettique recalé
sur la main, et la fenêtre de recherche (en bleu), et (b) trajectoires des doigts obtenues.
Lorsqu’une détection ne correspond à aucun doigt, un nouveau doigt est créé.
Lorsqu’un doigt n’est pas mis à jour, c’est-à-dire qu’aucune détection ne lui est
appariée, sa position est gardée en mémoire pendant quelques images au cas
où sa disparition ne soit que temporaire (occultation, erreur de détection ou de
segmentation). Si après quelques images (paramètre à régler) il n’a toujours pas
été mis à jour, alors il est supprimé.
6.3.4 Résultats et discussion
La figure 6.9a montre le résultat du recalage du modèle sur une image. Les
cinq doigts sont bien détectés, le pouce l’est aussi. Le rectangle bleu représente
la fenêtre de recherche utilisée pour faciliter la segmentation de l’image et
réduire les temps de calculs. La figure 6.9b montre les trajectoires de trois doigts,
obtenues par le suivi. Les détections sont associées au bon doigt, ce qui permet
de reconstituer leur trajectoire au fil du temps.
La figure 6.10 montre le résultat du suivi par recalage, sur une séquence
d’images dans laquelle le nombre de doigts varie. Le modèle s’adapte bien au
nombre de doigts présents, et le pouce est bien détecté. Le temps de traitement
est en moyenne de 25 images/sec, il peut varier suivant la taille de la fenêtre de
recherche.
Notre méthode permet un suivi en temps réel du mouvement de la main,
grâce au fait que le modèle est très simplifié. Le modèle permet aussi d’associer
chaque détection au doigt correspondant, et ainsi de reconstituer les trajectoires
des doigts au cours du temps. Notre modèle à l’avantage d’être rapide et efficace,
et d’être peu contraignant pour l’utilisateur :
– le centre de la main est bien détecté, même si l’utilisateur a le bras nu,
– la détection ne dépend pas de la position et de l’orientation (suivant l’axe
Z) de la main dans l’image,
– aucune supposition n’est faite sur la scène (zone d’entrée de la main par
exemple),
– aucune hypothèse sur la main (gauche ou droite),
– une fenêtre de recherche limite le temps de calcul,
– le temps de calcul est très faible.
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(a) #117 (b) #131 (c) #173
(d) #199 (e) #294 (f) #322
(g) #338 (h) #392 (i) #436
(j) #458 (k) #517 (l) #531
Figure 6.10 – Suivi de la main avec le modèle squelettique 2d sur une séquence vidéo.
Chaque doigt est correctement identifié alors que la posture évolue au fil de la séquence.
6.4 suivi 3d 107
Toutefois, la simplicité de notre modèle implique des limitations sur le suivi
de certains gestes, par exemple si des doigts sont « collés » ou qu’ils se touchent,
auxquels cas on ne détecte qu’un seul doigt ; de même si certains doigts sont
en partie pliés. Pour résoudre ce problème, nous avons envisagé d’utiliser des
informations sur les dimensions des doigts, largeur et longueur. La largeur peut
être calculée au bout des doigts, pour être robuste aux erreurs de segmentation,
en prenant la distance entre les points P(i− k) et P(i + k), représentés sur la
figure 4.14a. La longueur est calculée en utilisant le point « base du doigt ».
Ainsi, en connaissant la largeur des doigts, il est possible de détecter si deux
doigts sont collés ; et la connaissance de la longueur des doigts permet de
savoir s’ils sont en partie repliés. En effet, en limitant les degrés de liberté des
articulations et en considérant les contraintes existantes entre celles-ci, nous
pouvons négliger l’articulation IPD 6 entre la phalangine et la phalangette. Ainsi,
on peut résumer à trois les configurations principales de la main : soit le doigt
est tendu, soit il est plié à moitié, soit il est complètement replié. Les autres
configurations intermédiaires sont assimilées à la position « doigt plié ».
Cependant, le problème de l’invariance aux changements d’échelle se pose. Il
est donc nécessaire de normaliser les dimensions calculées par une distance telle
que celle entre le poignet et le centre. De plus, il est nécessaire d’effectuer un
apprentissage pour adapter le modèle aux dimensions de la main de l’utilisateur,
ce qui nécessite une initialisation « main ouverte ». Une autre possibilité est
d’utiliser des dimensions moyennes telles que celles proposées par Delamarre
et Faugeras [37].
Les différentes expérimentations menées dans ce sens n’ont pas été concluantes,
les dimensions calculées n’étant pas suffisamment fiables. Nous nous sommes
ensuite intéressés à l’apport d’une deuxième vue afin de reconstruire le squelette
en 3d et d’utiliser des contraintes morphologiques supplémentaires.
6.4 suivi 3d
Le modèle présenté dans la section précédente permet de suivre la main
dans un flux vidéo en ayant une bonne connaissance de la configuration des
doigts lorsque ceux-ci sont bien séparés. En appliquant ce suivi sur deux vues,
il est possible de calculer le modèle 3d correspondant. Toutefois, le problème de
la visualisation des résultats se pose. Nous avons donc élaboré un modèle 3d
volumique afin de visualiser la configuration de la main obtenue. De plus, ce
modèle 3d permet d’ajouter des informations sur les dimensions de la main, et
sur les contraintes entre les articulations.
Notre approche consiste donc à calculer le modèle 3d à partir des squelettes
extraits dans chaque vue, et à utiliser les contraintes du modèle 3d pour éviter
les configurations aberrantes.
6.4.1 Calcul du squelette 3d
À partir de la section précédente, il est possible de suivre la main dans
chacune des deux vues en calculant le modèle squelettique 2d. Si le nombre de
doigts détectés est le même dans les deux vues, il est alors facile d’obtenir un
6. Articulation inter-phalangienne distale
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Figure 6.11 – Squelette 3d de la main après fusion des informations issues des deux vues
(représenté ici dans une image après projection).
modèle squelettique 3d en calculant les points caractéristiques 3d du squelette
(poignet, centre de la main, bases et bouts des doigts) par triangulation à partir
des positions de ces points dans les deux vues.
La difficulté est de déterminer la configuration du modèle 3d si le nombre
de doigts détectés n’est pas le même dans les deux vues. Dans ce cas, nous
pouvons utiliser la configuration du modèle 3d à l’instant précédent, afin de
déterminer celle des deux vues qui donne le bon nombre de doigts. Deux cas
de figure se présentent alors :
– s’il manque un doigt dans une des deux vues, sa position 3d est interpolée
grâce au modèle 3d ;
– s’il y a une détection de trop, nous testons les différents appariements
possibles et nous gardons celui qui est le plus proche du modèle 3d à
l’instant précédent.
Nous obtenons ainsi un squelette 3d de la main (figure 6.11). Pour visualiser
le résultat du suivi en 3d, nous avons développé un modèle 3d volumique. De
plus, ce modèle permet de prendre en compte des contraintes morphologiques
de la main, telles que les relations entre les articulations des doigts.
6.4.2 Modèle 3d articulé de la main
La main humaine est un système biomécanique complexe. Le squelette de la
main (figure 6.12a) est composé des os du poignet, les métacarpes, et des os des
doigts, les phalanges, phalangines et phalangettes. Les articulations entre ces os
portent les noms suivants :
– l’articulation de chaque doigt sur son métacarpe est appelée métacarpo-
phalangienne (MCP),
– les articulations entre phalanges sont appelées inter-phalangiennes proximales
(IPP) et inter-phalangiennes distales (IPD),
– pour le pouce, les articulations entre phalanges sont appelées inter-phalan-
giennes (IP),
– l’articulation située à la base du pouce est dite carpo-métacarpienne (CMC).
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Figure 6.12 – Anatomie de la main : (a) squelette de la main avec le détail des différentes
articulations (extrait de Ouhaddi et Horain [104]), et (b) les degrés de liberté de la
main (source : Braffort [12]).
6.4.3 Notre modèle 3d volumique
Nous nous sommes inspiré des nombreux travaux sur le suivi par modèle 3d
(section 3.5) pour élaborer notre modèle. Pour ce faire, il faut déterminer les
dimensions, les degrés de liberté et les relations entre les articulations.
6.4.3.1 Dimensions
Pour éviter un apprentissage visant à adapter le modèle à la main de l’utili-
sateur, nous utilisons des dimensions basées sur les proportions physiques du
modèle de main développé par Delamarre et Faugeras [37] (figure 6.13).
6.4.3.2 Degrés de libertés
La main est généralement modélisée par 27 degrés de liberté (Rehg et Kanade
[111], cf. section 3.5). Étant donné les gestes que nous considérons, nous avons
défini un modèle 3d légèrement simplifié : les degrés de libertés des articulations
IPD ne sont pas pris en compte et l’articulation CMC du pouce n’est décrite que
par 2 degrés de libertés. Nous avons donc retenu 21 degrés de libertés :
– 3 translations et 3 rotations au niveau de la paume (et donc de la main
entière) ;
– 1 flexion et 1 abduction au niveau de l’articulation CMC du pouce (assimilée
aux articulations MCP des autres doigts) ;
– 1 flexion et 1 abduction au niveau des articulations MCP des quatres autres
doigts (cf. figure 6.14) ;
– 1 flexion pour chacune des 5 articulations IPP. les articulations IPD sont
considérées comme liées aux articulations IPP 7, leurs degrés de libertés sont
déterminés par les contraintes présentées dans la section suivante.
6.4.3.3 Contraintes
Les différentes contraintes physiologiques limitant les mouvements de la
main ont été étudiées par Lee et Kunii [86], Delamarre et Faugeras [37] et
7. les articulations IP du pouce sont assimilées aux articulations IPP et IPD des autres doigts.
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Figure 6.13 – Proportions du modèle squelettique développé par Delamarre et Fauge-
ras [37].
(a) (b)
Figure 6.14 – Mouvements réalisés par les doigts : (a) abduction et adduction, et (b)
flexion et extension (extrait de Ouhaddi et Horain [104]).
Ouhaddi et Horain [104]. Les mouvements des doigts de la main sont régis
par des contraintes biomécaniques qui font que certaines postures ne sont pas
réalisables. Ces contraintes sont de deux types : statiques ou dynamiques. À
cause de sa morphologie particulière, les mouvements du pouce sont soumis à
un ensemble de contraintes différent des autres doigts.
contraintes statiques
Les contraintes statiques traduisent les limites des angles d’abduction et
adduction ou de flexion et extension des différentes articulations :
- angles maximums de flexion des articulations du pouce :
Phalange : −60° < θ < 25°
Phalangine : −40° < θ < 0°
Phalangette : −70° < θ < 25°
Abduction CMC : 5° < θ < 40°
(6.17)
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Figure 6.15 – Notre modèle 3d volumique permettant de visualiser la configuration de la
main.
- angles maximums de flexion des autres doigts, pour les phalanges :
Index : −90° < θ < 10°
Majeur : −95° < θ < 10°
Annulaire : −100° < θ < 10°
Auriculaire : −105° < θ < 10°
(6.18)
- angles maximums de flexion des différents doigts, pour les phalangines :
− 95° < θ < 0° (6.19)
contraintes dynamiques
Les contraintes dynamiques représentent les relations entre les articulations
des doigts. Ces relations sont définies entre les articulations d’un même doigt
et entre les articulations des phalanges de doigts voisins. Pour simplifier, nous
considérons uniquement les flexions des articulations d’un même doigt.
La relation liant les flexions des articulations IP et MCP du pouce est :
θIP = 2 θMPC (6.20)
L’abduction au niveau de l’articulation MCP du pouce, proposée dans certains
travaux, est négligée. Pour les autres doigts, la relation entre les flexions de la
phalangette et de la phalangine est :
θIPD =
2
3
θIPP (6.21)
6.4.4 Résultats
Le modèle 3d a été élaboré avec la bibliothèque OpenGL 8. Il est basé sur
l’assemblage d’éléments géométriques simples : un pavé pour la paume de la
main et des cylindres pour les diverses parties des doigts, des articulations et
des contraintes ont également été définies. Ce modèle permet de visualiser en
3d la configuration de la main (figure 6.15). La figure 6.16 montre le résultat du
suivi 3d de la main avec le modèle volumique. On constate que le suivi est bien
réalisé lorsque les doigts sont bien séparés.
8. Silicon Graphics Inc. : OpenGL the industry’s foundation for high performance graphics.
http://www.opengl.org
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(a) gauche (b) droite (c) 3d
Figure 6.16 – Séquences d’images résultats du suivi
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6.5 résumé
Nous avons présenté des méthodes pour le suivi tridimensionnel des doigts
et de la main [24, 25, 26]. Nous nous sommes d’abord intéressés au suivi des
doigts basé sur le filtrage de Kalman 3d, ce qui permet de réduire l’erreur
d’estimation en lissant les trajectoires 3d. En effet, nous avons vu que l’absence
de synchronisation entre les deux caméras provoque une erreur importante sur
la reconstruction 3d, et plus particulièrement sur la composante de profondeur.
De plus, il peut arriver qu’un des doigts ne soit pas détecté ou soit occulté. Le
filtre de Kalman permet de combler ce manque d’observation. Cette méthode a
d’abord été mise au point pour le geste de pointage. Le doigt est détecté dans
une zone de recherche centrée sur les projections de la position 3d prédite, ce
qui permet de réduire le temps de calcul et de faciliter la détection.
Dans un deuxième temps, nous avons étendu cette approche au suivi multi-
doigts, avec un filtre de Kalman pour chaque doigt. Une étape d’appariement
stéréoscopique est réalisée pour mettre en correspondance les détections dans
les deux vues. Ensuite, les mesures 3d obtenues sont affectées aux filtres de
Kalman pour le suivi des doigts. Les résultats montrent que cette approche
fonctionne avec plusieurs doigts, mais la mise en correspondance est délicate
si le mouvement est trop rapide. Par ailleurs, le filtre de Kalman n’est pas
parfaitement adapté à des mouvements circulaires ou d’autres mouvements plus
complexes, du fait du modèle de mouvement linéaire. Il serait donc intéressant
de modéliser le mouvement non-linéaire par un filtre de Kalman étendu.
Pour améliorer le suivi, nous avons ajouté des informations sur la géométrie
de la main, avec un modèle squelettique. Le modèle est recalé avec des points
caractéristiques détecté dans l’image : le centre de la main, le poignet, les bouts
et bases des doigts. Cette méthode permet un suivi en temps réel du mouvement
de la main, grâce au fait que le modèle est très simplifié. Le modèle permet aussi
d’associer chaque détection au doigt correspondant, et ainsi de reconstituer les
trajectoires des doigts au cours du temps. Toutefois, ce modèle ne permet pas
de savoir si des doigts sont pliés ou dépliés ou si deux doigts sont collés.
Le suivi par modèle squelettique a été étendu en 3d, en combinant les infor-
mations issues des deux vues. Un modèle 3d volumique a été développé afin
de visualiser le résultat. De plus, ce modèle fournit des informations supplé-
mentaires sur la morphologie de la main et notamment sur les relations entre
les articulations des doigts. On obtient ainsi la posture 3d de la main et les
positions des bouts des doigts lorsque ceux-ci sont séparés.
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C O N C L U S I O N
Dans cette thèse, nous nous sommes intéressés à la réalisation d’un système
de suivi tridimensionnel de la main et de reconnaissance de gestes, basé sur la
vision stéréoscopique, dans le cadre de la conception d’une interface Homme-
Machine 3d. Nous avons étudié les différentes composantes d’un tel système et
nous avons proposé des solutions tenant compte de contraintes applicatives im-
portantes, avec notamment le traitement temps réel du flux vidéo. Les problèmes
traités concernent la détection de la main dans un flux vidéo, l’extraction de
caractéristiques représentant la forme et la position de la main, la reconnaissance
de postures parmi un vocabulaire et le suivi tridimensionnel du mouvement des
doigts et de la main, avec deux caméras. Cette synthèse retrace les principales
conclusions de cette étude et les contributions de notre travail pour aboutir à un
démonstrateur. Nous donnons ensuite quelques pistes pour la poursuite de nos
travaux.
Nous avons tout d’abord présenté le domaine de l’interprétation visuelle des
gestes de la main dans le cadre de l’interaction homme-machine, et nous avons
évoqué les contraintes liées à la vision par ordinateur en général, et au contexte
industriel de cette thèse en particulier. L’objectif de cette thèse était d’étendre le
concept du système 3DFeel, afin de permettre une interaction gestuelle en trois
dimensions plus naturelle et intuitive, et la moins contraignante possible pour
les utilisateurs (pas de périphérique supplémentaire, uniquement la main et les
caméras). De plus, nous avons pris en considération des contraintes matérielles,
sur le type et la disposition des caméras, et sur l’objectif de traitements temps
réel, robustes aux conditions d’acquisition et d’illumination.
Nous avons ensuite proposé un ensemble de méthodes permettant d’atteindre
ces objectifs. La première étape concerne la détection de la main dans un flux
vidéo avec une méthode robuste aux ombres. En effet, celles-ci provoquent des
erreurs de segmentation avec les méthodes par différence d’images, y compris
en environnement intérieur. La méthode retenue consiste à modéliser la couleur
de la peau par un histogramme adaptatif dans l’espace CbCr, mis à jour périodi-
quement afin de s’adapter aux variations de luminosité. De plus, l’apprentissage
est automatisé grâce à l’utilisation de seuils CbCr sur les premières images du
flux vidéo, ce qui permet d’adapter le modèle à l’utilisateur. Une réduction de
l’espace de recherche permet d’accélérer les traitements.
La deuxième partie de notre travail concerne la reconnaissance de postures
2d de la main. Nous avons étudié et comparé plusieurs descripteurs de formes,
afin de calculer un vecteur de caractéristiques représentant la forme de la
main, en prenant en compte les invariances aux transformations euclidiennes
(translation, rotation et changement d’échelle). Pour évaluer et comparer les
résultats de reconnaissance, nous avons procédé à l’acquisition d’une base
de données constituée de 11 gestes réalisés par 18 personnes. Cette base est
représentative des gestes pouvant être utilisés dans notre application, et de la
variabilité de la forme de la main et des gestes dans l’espace de travail en fonction
des utilisateurs. Nous avons ensuite proposé des améliorations en prenant
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Figure 7.1 – Interface graphique réalisée pour évaluer le suivi et la reconnaissance de
gestes.
en compte l’information temporelle, afin de rejeter les gestes pour lesquels
la reconnaissance est incertaine, et en utilisant l’information supplémentaire
fournie par une deuxième vue de la scène.
Enfin, nous avons considéré le problème du suivi tridimensionnel des doigts
et de la main, basé sur la vision stéréoscopique avec deux caméras calibrées.
Dans un premier temps, nous avons abordé le suivi 3d des doigts dans le
cadre de la réalisation de gestes de pointage pour remplacer la souris. Notre
méthode est basée sur le filtrage de Kalman pour estimer la position 3d avec
des observations bruitées et utiliser la prédiction 3d pour rendre le suivi plus
robuste. L’absence de synchronisation entre les deux caméras provoque des
erreurs sur le calcul de la position 3d, en particulier sur la composante de
profondeur. Cette approche a été étendue au suivi multi-doigts, en effectuant
un appariement stéréoscopique entre les doigts détectés dans chaque vue et en
associant les mesures 3d au filtre de Kalman correspondant. Toutefois, cette
méthode est rapidement mise en défaut lorsque le mouvement des doigts est
trop rapide, à cause notamment du manque d’informations sur les relations
entre les doigts.
Le manque d’information sur la morphologie de la main nous a conduit à
modéliser son squelette de façon simplifiée. Notre modèle squelettique prend
en compte les articulations principales. Il est recalé dans les images grâce à la
détection de points caractéristiques : le centre de la main, le poignet, les bouts
et les « bases » des doigts. Cette approche a d’abord été menée en 2d, puis a été
étendue en 3d en combinant le suivi dans les deux vues. Le squelette 3d ainsi
calculé a été utilisé pour synthétiser un modèle 3d volumique. Ce dernier prend
en compte des contraintes morphologiques supplémentaires sur les relations
entre les articulations des doigts, ce qui permet d’éviter des configurations
irréalisables.
Une interface graphique intégrant ces différentes méthodes a été réalisée
(figure 7.1) et utilisée pour des démonstrations. Ainsi, lors de la « semaine des
applications » à STMicroelectronics, des dizaines de personnes ont pu tester
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le système, avec la segmentation et le suivi de la main, et la reconnaissance
de postures, tous ces traitements étant réalisés en temps réel sur un PC stan-
dard (2 GHz). Cette démonstration a permis de constater la robustesse de nos
algorithmes, et de mesurer l’intérêt des utilisateurs pour ce type d’application.
À cette occasion, nous avons constaté que la segmentation de la main est une
phase sensible : le contour obtenu est parfois trop imprécis, à cause notamment
des variations de luminosité, ce qui affecte l’extraction de caractéristiques et la
reconnaissance de postures (basée sur le contour). Par ailleurs, notre système
souffre de certaines limitations, notamment concernant le vocabulaire utilisé
pour la reconnaissance de postures, qui est limité à 11 gestes, et le suivi avec le
modèle squelettique, qui ne permet pas de détecter les doigts collés ou repliés,
ni de savoir quel doigt est plié et quel doigt est tendu.
perspectives
Les limitations de notre système amènent à réfléchir sur des perspectives
d’améliorations, que l’on peut décrire à chaque niveau du système :
segmentation : une amélioration possible serait de combiner l’information
de couleur avec d’autres méthodes telles que la détection de contour ou de
mouvement, ou l’information de profondeur qui peut être calculée grâce à
la vision stéréoscopique. Toutefois, un compromis entre les performances
et la complexité doit être trouvé.
modélisation de la main : la modélisation 3d doit permettre de retrouver
la configuration exacte de la main, notamment lorsque les doigts sont
collés ou repliés. Les connaissances a priori sur la morphologie de la main
pourrait être mieux exploitées. De plus, un recalage du modèle 3d en le
projetant dans les images apporterait des informations supplémentaires.
gestes dynamiques : la reconnaissance de gestes dynamiques représente
l’évolution logique des travaux présentés ici, avec la reconnaissance des
trajectoires des bouts des doigts et la reconnaissance de séquences de
postures pour augmenter le nombre de gestes reconnus.
aspect ergonomique : le développement d’applications basées sur ce type
de système est nécessaire pour mieux prendre en compte les attentes des
utilisateurs, et les limitations des méthodes actuelles. De plus, une réflexion
est nécessaire sur la conception des interfaces graphiques, notamment d’un
point de vue ergonomique, afin de tirer partie des possibilités d’interaction
gestuelle.
gestes bi-manuels : la prise en considération des deux mains permettrait
d’augmenter fortement le nombre de gestes à reconnaître et donc les
possibilités d’interaction. Toutefois, il serait nécessaire de bien distinguer
les deux mains et de gérer les occultations entre elles.
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A
S O U S T R A C T I O N D U F O N D AV E C U N M É L A N G E D E
G A U S S I E N N E S
Pour améliorer la segmentation par soustraction du fond, présentée au para-
graphe 4.2.2.2, il est possible de réactualiser l’image de référence de façon non
supervisée, en utilisant les propriétés statistiques des pixels. Le principe pro-
posé par Stauffer et Grimson [122][123], et repris dans de nombreux travaux,
consiste à modéliser l’histogramme temporel de chaque pixel par un mélange
de gaussiennes. Dans ce mélange, les gaussiennes représentent soit le fond, soit
les objets.
a.1 modélisation des pixels par mélange de gaussiennes
L’algorithme proposé par Stauffer et Grimson [122][123] est une approxi-
mation « on-line » de l’algorithme EM 1, algorithme qui permet d’estimer les
paramètres d’un mélange de gaussiennes à partir de données incomplètes [38].
L’algorithme de Stauffer traite directement la nouvelle valeur de chaque pixel,
pour mettre à jour les paramètres du mélange de gaussiennes du pixel en
question. Ainsi, il n’est plus nécessaire de stocker un historique de valeur pour
chaque pixel.
Considérons l’historique temporel d’un pixel (x, y) de l’image I :
{X1, . . . , Xt} = {I(x, y, i), 1 ≤ i ≤ t}
Il est possible de construire son histogramme temporel (figure A.1). L’histo-
gramme classique, pour une image, représente en abscisse les valeurs de 0 à 255,
et en ordonnée le nombre de pixels prenant cette valeur. Pour l’histogramme
temporel, le principe est le même, en remplaçant les valeurs des pixels d’une
image par les valeurs d’un pixel au cours du temps.
Cet histogramme temporel est modélisé par un mélange de gaussiennes
adaptatives, ce qui veut dire que les paramètres des gaussiennes sont actualisés
au fil du temps, en prenant en compte les nouvelles valeurs du pixel. Plusieurs
gaussiennes sont utilisées 2 afin de pouvoir modéliser les différents états du
pixel.
La probabilité d’observer la valeur du pixel courant Xt s’écrit comme la
somme de K gaussiennes :
P(Xt) =
K
∑
k=1
wk,t ∗ g(µk,t, σk,t, Xt) (A.1)
avec g(µk,t, σk,t, Xt) la densité de probabilité de la gaussienne k :
g(µk,t, σk,t, Xt) =
1√
2piσk,t
exp
(
− (Xt − µk,t)
2
2σ2k,t
)
(A.2)
1. Expectation-Maximisation
2. en pratique un maximum de 5 gaussiennes est largement suffisant
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(a) historique temporel
d’un pixel
(b) histogramme temporel
du pixel
(c) mélange de
gaussiennes associé
Figure A.1 – Modélisation de l’histogramme temporel d’un pixel par un mélange de
gaussiennes.
avec µk,t et σk,t la moyenne et l’écart-type de la gaussienne, et wk,t le poids
calculé pour chaque gaussienne à l’instant t.
Ces formules sont présentées pour le cas unidimensionnel (niveaux de gris)
pour des raisons de simplicité, mais elles peuvent être facilement écrites pour
le cas couleur (avec une gaussienne à trois dimensions, et une matrice de
covariance).
a.2 plusieurs gaussiennes pour le fond
Avec cette méthode, il n’est plus nécessaire de calculer explicitement l’image
de référence. Il suffit de connaître la ou les gaussiennes qui correspondent au
fond. Pour cela, on utilise le rapport poids/variance :
poids w : en supposant que le fond est plus souvent présent que les objets, la
gaussienne du fond est celle de poids le plus fort.
variance σ : la valeur du fond étant pratiquement constante (sauf évolution
de la luminosité), la variance de la gaussienne du fond est faible, alors que
celle des objets est plus grande.
Après avoir trié les gaussiennes selon le rapport w/σ, on choisit la gaussienne
de rapport le plus élevé comme étant la gaussienne de référence.
Il est possible d’associer plusieurs gaussiennes au fond, en prenant les B
premières distributions telles que :
B = arg min
b
(
b
∑
k=1
wk > T
)
(A.3)
Cette formule permet de prendre en compte des distributions bimodales,
lorsque le fond peut prendre plusieurs états : une fois les gaussiennes triées
dans l’ordre du rapport w/σ, on choisit les B premières distributions telles que
la somme des poids soit supérieure à T . Le paramètre T est donc une mesure
de la proportion minimum de données que l’on veut associer au fond.
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a.3 mise à jour des paramètres
Pour chaque nouvelle valeur X t du pixel, on cherche la gaussienne du mé-
lange qui correspond au mieux à cette valeur, c’est-à-dire la gaussienne k telle
que :
|µk − X t | ≤ 2, 5 σk (A.4)
Cette relation fournit une correspondance avec un seuillage par pixel et par
distribution, c’est-à-dire un seuillage adapté au mélange de gaussiennes de cha-
que pixel, et où la correspondance avec une gaussienne dépend de la moyenne
et de l’écart-type de cette gaussienne.
Afin d’éviter le risque de double correspondance, on prend en pratique la
gaussienne qui minimise le rapport |µk − Xt|/σk. Ainsi, on est sûr de prendre
celle qui correspond le mieux.
Si une gaussienne γ correspond, sa moyenne et son écart-type sont mis à jour
(les paramètres des autres gaussiennes restant inchangés), selon les relations
suivantes 3 :
µt = (1− α)µt−1 + αXt (A.5)
σ2t = (1− α)σ2t−1 + α(Xt − µt)T(Xt − µt) (A.6)
Ces équations sont valables avec des paramètres scalaires, pour une vidéo en
niveaux de gris, mais aussi dans le cas d’un espace couleur avec µt et Xt des
vecteurs à trois composantes RGB, et σ2t qui devient Σt, la matrice de covariance
de dimension 3×3.
Si aucune correspondance n’est trouvée, ce qui est le cas au début de l’al-
gorithme, on initialise une nouvelle gaussienne 4, avec pour moyenne Xt, un
écart-type élevé et un poids faible. Ensuite, les poids sont mis à jour de la façon
suivante :
wk,t = (1− α)wk,t−1 + α.Mk,t (A.7)
avec Mk,t = 1 pour la gaussienne qui correspond et 0 pour les autres. Enfin, les
poids sont normalisés en divisant chaque wk,t par la somme des poids.
a.4 suppression des ombres
Il est possible d’adapter la méthode de suppression des ombres données par
les équations 4.9, afin de vérifier si les pixels que nous avons segmentés sont des
pixels du fond ombragés ou non. Cette méthode nécessite de réaliser le mélange
de gaussiennes dans l’espace RGB.
Après calcul, nous obtenons les formules suivantes :
αi =
IR(i)µR(i) + IG(i)µG(i) + IB(i)µB(i)
(µR(i))2 + (µG(i))2 + (µB(i))2
(A.8)
CDi =
√√√√ ∑
L∈[R,G,B]
(
IL(i)− αiµL(i)
σL(i)
)2
(A.9)
3. dans l’article de Stauffer, ces mises à jour sont faites avec une variable ρ dérivée de α.
Mais, de la même façon que pour Kaewtrakulpong et Bowden [72], nos tests ont montré qu’il
est plus pertinent de prendre ρ = α.
4. ou, si elles sont déjà toutes initialisées, on remplace la gaussienne de poids le plus faible.
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(a) image 60 (b) image 110
(c) image 150 (d) image 210
Figure A.2 – Résultats de la segmentation d’objets par mélange de gaussiennes, sur la
séquence « Hallmonitor ».
avec µL(i) et σL(i) la moyenne et l’écart-type de la composante L ∈ [R, G, B] de
la gaussienne du fond du pixel i.
En seuillant αi et CDi, on peut alors supprimer du masque les pixels corres-
pondant à du fond ombragé ou illuminé. Le problème est de déterminer ces
seuils, en fonction de la vidéo. Un autre problème est que, plus les valeurs des
pixels sont sombres, plus elles sont proches de l’origine du repère RGB, et il
devient difficile de distinguer les pixels du fond des autres. Il existe donc une
valeur minimale de αi en dessous de laquelle il vaut mieux ne rien faire.
La figure A.2 montre le résultat de la segmentation, avec le mélange de
gaussiennes dans l’espace RGB, et la détection des ombres. Les résultats complets
sont disponibles dans Conseil [23].
B
V I S I O N S T É R É O S C O P I Q U E
L’objectif de ce chapitre est de présenter les bases de géométrie des caméras et
de vision stéréoscopique, nécessaires à la bonne compréhension de ce manuscrit.
Cette présentation est très succincte, pour plus de détails sur le sujet nous
renvoyons à la littérature abondante sur ce domaine : les livres de référence de
Faugeras [40] [41], Hartley et Zisserman [55], et Horaud et Monga [59] ; les
thèses de Boufama [10] et Vezien [128] ; et les articles de revue faisant l’état de
l’art du domaine, de Dhond et Aggarwal [39] pour les années 1980, et Brown
et al. [16] pour les dernières avancées, concernant notamment les nouvelles
techniques d’appariement, la problématique des occultations et les mises en
oeuvre temps réel.
notations
Dans ce chapitre, les notations suivantes sont utilisées :
R le repère de l’espace,
Ri le repère de l’image, centré sur le coin supérieur gauche,
Rc le repère de la caméra, centré sur F, le centre de la caméra,
f la distance focale,
O l’intersection de l’axe optique avec le plan de l’image, de coordon-
nées (u0, v0) dans le repère de l’image,
M un point de l’espace, de coordonnées (X, Y, Z) dans R,
p le projeté de M dans l’image, de coordonnées (u, v) dans Ri,
(R, t) la matrice de rotation et le vecteur de translation entre R et Rc
b.1 modèle géométrique des caméras
Une caméra réalise une projection de l’espace 3d vers un plan image 2d
(figure B.1). Le modèle général est le modèle projectif. Il est représenté par la
matrice de projection perspective, P, de dimensions 3×4. Cette matrice détermine
la projection du point de l’espace M en un point de l’image p :
p = PM avec P =
m11 m12 m13 m14m21 m22 m23 m24
m31 m32 m33 m34
 (B.1)
Le modèle projectif peut être décomposé en deux transformations :
a. La projection perspective : projection d’un point de l’espace 3d en un point
de l’image 2d, dans le repère caméra.
b. La transformation du repère caméra au repère image (rotation et transla-
tion).
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Figure B.1 – Modèle de caméra, projection perspective.
La matrice de projection peut donc se décomposer de la façon suivante :
P =
αu 0 u0 00 αv v0 0
0 0 1 0


r11 r12 r13 tx
r21 r22 r23 ty
r31 r32 r33 tz
0 0 0 1
 (B.2)
Ces matrices sont composées :
– des paramètres intrinsèques : αu et αv (facteurs d’échelle), u0 et v0 (coordon-
nées du centre de projection),
– des paramètres extrinsèques : rij et tk (rotation et translation).
Ces paramètres peuvent être estimés par une procédure de calibration, pré-
sentée à la section B.2.
b.1.1 Distorsion radiale
L’utilisation d’optiques avec un angle de vue important introduit des dis-
torsions dans l’image. En pratique, c’est la distorsion radiale qui a le plus
d’importance. Elle résulte de défauts dans le système optique. Les causes de la
distorsion radiale sont généralement modélisées par 5 paramètres :δx(x, y) = k1x(x2 + y2) + p1(3x2 + y2) + 2p2xy + s1(x2 + y2)δy(x, y) = k1y(x2 + y2) + p2(x2 + 3y2) + 2p1xy + s2(x2 + y2) (B.3)
Ces paramètres sont estimés au cours de la calibration.
b.1.2 Géométrie projective et coordonnées homogènes
La géométrie euclidienne, qui permet de décrire angles et formes des objets,
présente un aspect gênant : en 2d, deux droites s’interceptent toujours en un
point, sauf les droites parallèles. On dit qu’elles se rencontrent à l’infini, mais
l’infini n’existe pas.
B.2 calibration 127
L’espace projectif est un espace euclidien auquel on ajoute les points à l’infini.
L’espace projectif est adapté à la vision par ordinateur, pour représenter l’espace
3d et la projection 2d des images.
Dans un espace euclidien 2d, on représente un point par deux coordonnées
(x, y). En ajoutant une coordonnée, on obtient le même point en coordonnées
homogènes (x, y, 1). Tous les points (kx, ky, k), ∀k représentent le même point.
(x, y, 0) représente le point à l’infini. Ainsi l’espace euclidien Rn peut être étendu
à un espace projectif Pn en représentant les points par un vecteur en coordonnées
homogènes.
R2 → P2
(x, y)→
{
(x, y, 1) ≡ (kx, ky, k), ∀k
(x, y, 0) : points à l’infini
(B.4)
b.2 calibration
Dans le cas de la projection perspective, la calibration consiste à trouver à
la fois les paramètres intrinsèques et extrinsèques de la caméra. La calibration
s’effectue à partir de correspondances entre des points 3d et leurs projections,
dont les coordonnées sont connues. Les équations forment alors un système
linéaire dont la résolution fournit les paramètres. Il est nécessaire de connaître 6
points non coplanaires. En pratique, on prend plus de points et on effectue une
minimisation pour avoir une meilleure précision. Pour connaître les coordonnées
de ces points, on utilise une mire de calibration (figure B.2a).
La calibration est un problème fondamental en vision par ordinateur car la
précision de la reconstruction 3d dépend de la bonne estimation des paramètres
de calibration. De nombreuses recherches ont été effectuées sur l’autocalibration,
qui consiste à calculer les paramètres à partir de points détectés dans la scène,
sans utiliser de mire, ce qui permet d’automatiser la calibration.
(a) Mire de calibration
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(b) Exemple de calibration stéréo
Figure B.2 – Calibration : (a) mire de calibration et détection automatique des points de
la mire, et (b) Exemple de calibration stéréo avec la toolbox pour Matlab : les différentes
positions de la mire sont représentées dans le repère 3d.
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Pour effectuer la calibration à partir d’images, une « Toolbox » pour Matlab
(figure B.2b) est disponible en ligne 1, mais elle nécessite de déterminer manuel-
lement les quatres coins de la mire, ce qui est vite fastidieux avec deux caméras
et 10 à 15 images pour chaque caméra.
Il existe aussi une méthode automatique dans la bibliothèque OpenCV 2, mais
elle est moins précise, principalement à cause de la détection automatique des
coins de la mire qui donne parfois de mauvais résultats.
b.3 vision stéréoscopique
Selon le principe de la projection perspective, un point d’une image corres-
pond à une droite de l’espace, autrement dit tous les points de cette droite se
projettent en un point unique de l’image. Par conséquent, il n’est pas possible de
retrouver la structure 3d d’une scène à partir d’une seule image. C’est possible
en utilisant des informations géométriques sur la scène, comme les points ou les
lignes de fuite. Par contre, de façon analogue à la vision humaine, l’utilisation
de deux ou plusieurs vues permet de calculer la structure 3d d’une scène. À
partir des projections dans les deux images, il est possible, par triangulation, de
retrouver les coordonnées du point en trois dimensions, c’est la stéréoscopie
passive. Une autre solution est la stéréoscopie active, qui utilise des capteurs
spécifiques comme un faisceau laser.
Un système stéréoscopique nécessite généralement une calibration, afin de
connaître la matrice de transformation entre le repère caméra gauche et le repère
caméra droite. Dans le cas où les paramètres internes des caméras sont connus
mais pas la transformation entre les deux caméras, il faut estimer la matrice
essentielle, et on obtient alors une reconstruction euclidienne. Si aucun calibrage
n’a été fait, il faut estimer la matrice fondamentale pour obtenir une reconstruction
projective tridimensionnelle. Connaissant cette matrice pour les deux caméras, la
reconstruction consiste en une triangulation.
Les deux caméras 3 sont associées à une matrice de projection, respectivement
P et P′. Un point M de l’espace projectif se projette respectivement en p et p′
(figure B.3) :
p = PM
p′ = P′M
(B.5)
Pour faire le processus inverse et calculer la position 3d d’un point de l’espace
à partir de ses projections dans les deux caméras, il faut connaître la corres-
pondance les deux projections, p et p′. On parle d’appariement, ou de mise en
correspondance. Le point 3d se situe alors à l’intersection des deux droites de
vues (Fp) et (F′p′), F et F′ étant les foyers des deux caméras.
En pratique ces deux droites ne s’intersectent pas forcément, du fait des
erreurs de calculs. On procède donc à une minimisation de la distance entre les
deux droites.
Les grandes étapes nécessaires pour reconstruire une scène en 3d sont les
suivantes :
1. http:www.vision.caltech.edu/bouguetj/
2. Open Computer Vision Library : http://www.intel.com/research/mrl/research/opencv/
3. Par abus de langage, on parle fréquemment des caméras gauche et droite.
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Figure B.3 – Vision stéréoscopique
extraction de primitives : points d’intérêts, segments de droites, cour-
bes... les points étant les plus utilisés.
appariement : mise en correspondance des primitives.
reconstruction : calcul de la position 3d des primitives.
b.3.1 Matrice fondamentale
Elle représente les contraintes entre les points projetés dans deux images, p et
p′, projections d’un même point de l’espace M. Une paire de points appariés
satisfait la relation :
p′T F p = 0 (B.6)
avec F la matrice fondamentale, de dimensions 3×3 et de rang 2. Une paire de
caméras détermine une matrice fondamentale unique. Inversement, la matrice
fondamentale peut être calculée à partir d’un ensemble de points appariés ce
qui permet d’obtenir une reconstruction 3d projective.
b.3.2 Relation gauche-droite
Pour un système stéréoscopique, la calibration permet de connaître la relation
géométrique entre le repère caméra gauche et le repère caméra droite. Cette
relation est décrite par la matrice As, composée d’une matrice de rotation
et d’une matrice de translation. Avec A1 et A2 les matrices des paramètres
extrinsèques des deux caméras, on a :
As = A−11 A2 (B.7)
Ainsi, pour un point M de la scène, de coordonnées (X, Y, Z) dans le repère
gauche, et (X′, Y′, Z′) dans le repère droite, on a :

X
Y
Z
1
 = As

X′
Y′
Z′
1
 (B.8)
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Figure B.4 – Droites épipolaires
b.3.3 Géométrie épipolaire
L’image de la droite de vue (Fp) dans l’autre caméra est la droite épipolaire, et
réciproquement (figure B.4). Les droites épipolaires d’une caméra s’intersectent
en un point appelé épipôle. Ce point est situé sur la droite (FF′) entre les centres
des deux caméras.
Les droites épipolaires se calculent avec la matrice fondamentale. La droite
épipolaire l′ (resp. l) est associée au point p (resp. p′), et s’obtient par :
l′ = Fp (B.9)
l = FT p′ (B.10)
La contrainte épipolaire exprime le fait que le correspondant d’un point d’une
image se trouve sur une droite dans l’autre image : c’est l’image de la droite
de vue du premier point. Cette contrainte permet de restreindre la recherche
de correspondants, en sachant que le correspondant d’un point d’une image se
trouve sur une droite dans l’autre image : l’image de la droite de vue.
La géométrie épipolaire implique aussi d’autres contraintes :
contrainte d’unicité : chaque point de l’image admet au plus un corres-
pondant dans l’autre image.
contrainte de continuité : on suppose la profondeur de la scène conti-
nue.
contrainte d’ordre : l’ordre des points est conservé dans les images.
Ces contraintes permettent de faciliter la mise en correspondance. Toutefois,
elles ne sont pas toujours respectées, notamment lors d’occultations ou de fortes
variations de profondeur dans la scène.
b.3.4 Images parallèles ou rectifiées
Afin de faciliter la mise en correspondance et d’obtenir rapidement une carte
de disparité, les systèmes stéréoscopiques sont généralement constitués de deux
caméras proches et quasiment parallèles. Si elles ne sont pas parallèles, il est
possible de rectifier les images. Dans ce cas, les droites épipolaires sont parallèles
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et elles correspondent aux lignes de l’image (figure B.5). Les épipôles sont alors
situés à l’infini.
Ce cas particulier permet de simplifier l’appariement qui peut se faire en
temps réel avec une mesure de corrélation sur les lignes de l’image. On obtient
ainsi une carte de disparité (figure B.6).
La disparité est inversement proportionnelle à la profondeur. En notant L la
distance entre les centres optiques des caméras 4, f la distance focale, et D la
distance entre les abscisses des deux points projetés, on a :
Z =
L f
D
(B.11)
Dans le cas où les coordonnées 3d de tous les points sont calculées, on obtient
une reconstruction dense de la scène. Le cas des caméras parallèles a l’avantage
de faciliter la mise en correspondance mais la précision de la reconstruction est
en général moins bonne (l’angle entre les droites de vue étant faible). Dans le
cas des caméras non parallèles, l’appariement est plus difficile, mais la précision
est meilleure.
Figure B.5 – Cas de deux images parallèles (rectifiées)
(a) Image gauche (b) Image droite (c) Carte de disparité
Figure B.6 – Exemple de carte de disparité avec la paire d’images Tsukuba.
4. baseline
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R É S U M É
L’interprétation automatique de gestes basée sur la vision par ordinateur offre de
nouvelles possibilités d’interaction avec l’ordinateur, plus naturelles et intuitives qu’avec
les périphériques classiques. Cependant, le canal gestuel est un moyen de communica-
tion particulièrement riche et la main un objet articulé complexe. Ainsi, l’interaction
homme-machine gestuelle constitue un axe de recherche particulièrement actif avec un
potentiel applicatif important.
Dans ce contexte, notre travail a consisté à remplacer le fonctionnement d’un écran
tactile par un système de vision stéréoscopique avec deux caméras. Ainsi, le problème
fondamental a consisté à suivre, en temps réel, le mouvement de la main et des doigts
à partir de leurs projections dans les images, avant d’en reconnaître la posture. Les
contraintes industrielles qui ont guidé nos travaux nous ont orienté vers une approche
par apparence, avec des hypothèses réduites afin que le système soit peu contraignant
pour l’utilisateur. Les différentes étapes abordées concernent la détection de la main
basée sur la couleur de peau, l’extraction de caractéristiques invariantes, la comparaison
de descripteurs de forme pour la reconnaissance de postures 2d, et le suivi 3d du
mouvement des doigts et de la main avec un modèle squelettique. Les algorithmes
ont été évalués à l’aide d’une base originale de vidéos stéréoscopiques, montrant
l’amélioration notable des solutions proposées. La robustesse du système a également
été confrontée aux conditions réelles d’une démonstration publique.
mots clés : interaction homme-machine, vision stéréoscopique, reconnaissance de
gestes, modèle squelettique de la main, suivi 3d de la main.
T H R E E - D I M E N S I O N A L H A N D T R A C K I N G A N D G E S T U R E
R E C O G N I T I O N F O R H U M A N - C O M P U T E R I N T E R A C T I O N
Automatic interpretation of gestures based on computer vision provides new possibili-
ties of interaction with computers, more natural and intuitive than with classic devices.
However, the gestural channel is a particularly rich means of communication and the
hand is a complex articulated object. Thus, gesture-based human-computer interaction
represents a particularly active research axis with an important potential of application.
In this context, our work consisted in replacing the mechanism of a tactile screen
by a system based on stereoscopic vision with two video cameras. Thus, the central
issue consisted in tracking in real-time the movement of the hand and the fingers
based on their projections on images, and in recognizing the posture. The industrial
constraints which guided our work lead us to an appearance-based approach, with
reduced hypothesis so that the system is little restrictive for the user. The different steps
we address concern hand detection based on skin color, extraction of invariant features,
comparison of shape descriptors for 2d posture recognition, and 3d finger and hand
tracking with a skeleton model. The performances of the algorithms was evaluated
with an original database of stereoscopic video sequences, showing the noticeable
improvement of the proposed solutions. The system’s robustness was confronted to
real conditions with a public demonstration.
keywords : human-computer interaction, stereoscopic vision, gesture recognition,
skeleton hand model, 3d hand tracking.
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