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GEOMETRIC INVARIANTS ASSOCIATED WITH PROJECTIVE
STRUCTURES AND UNIVALENCE CRITERIA
SEONG-A KIM AND TOSHIYUKI SUGAWA
Abstract. For a nonconstant holomorphic map between projective Riemann surfaces
with conformal metrics, we consider invariant Schwarzian derivatives and projective
Schwarzian derivatives of general virtual order. We show that these two quantities are
related by the “Schwarzian derivative” of the metrics of the surfaces (at least for the case
of virtual orders 2 and 3). As an application, we give univalence criteria for a meromor-
phic function on the unit disk in terms of the projective Schwarzian derivative of virtual
order 3.
1. Introduction
The (classical) Schwarzian derivative
(1.1) Sf =
(
f ′′
f ′
)′
− 1
2
(
f ′′
f ′
)2
=
f ′′′
f ′
− 3
2
(
f ′′
f ′
)2
of a nonconstant meromorphic function f on a plane domain was introduced by Schwarz
to construct a conformal mapping of a Jordan domain bounded by finitely many circular
arcs. The reason why the Schwarzian derivative is so useful is that it satisfies the invariance
relation S(M ◦ f ◦L) = Sf ◦L · (L′)2 for Mo¨bius transformations L and M. In particular,
the quantity Σf = λ−2Sf for a function on the unit disk D = {z ∈ C : |z| < 1} is invariant
in the sense that Σ(M ◦ f ◦ T ) = (Σf) ◦ T · (T ′/|T ′|)2 for a Mo¨bius transformation M
and an analytic automorphism T of D. Here, λ(z)|dz| = |dz|/(1− |z|2) is the hyperbolic
metric of D. Due to these invariance properties, the Schwarzian derivative has found many
applications in complex analysis, Teichmu¨ller theory, 1-dimensional dynamical systems,
and so on.
It is thus a natural desire to seek for more quantities analogous to the Schwarzian
derivative. Indeed, Schwarzian derivatives of higher order were proposed in [1], [24] and
[21]. Those Schwarzians certainly enjoy several interesting properties but they do not
find many applications so far. One reason perhaps comes from the lack of invariance. For
instance, as we will see in Section 5, Schwarzians of Aharonov and Tamanoi are invariant
under post-composition with Mo¨bius transformations but not under pre-composition (as
differentials), in general.
The authors proposed in [13] the invariant Schwarzian derivative Σnf of virtual order
n for a nonconstant holomorphic map f from a Riemann surface with conformal metric
into another. This derivative satisfies the invariance relation Σn(M ◦ f ◦ T ) = (Σnf) ◦ T ·
(T ′/|T ′|)n for local isometries M and T (see Lemma 3.2 for a more precise formulation)
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at the expense of analyticity. It involves conformal metrics of both the source and target
surfaces and therefore has a complicated form in general. Note that Σ2f is nothing but
the above Σf when the source and target surfaces are D and Ĉ = C∪{∞} equipped with
the hyperbolic and spherical metrics, respectively.
In the present paper, we will introduce yet another kind of Schwarzian derivatives,
denoted by V nf and called the projective Schwarzian derivative of virtual order n, for a
nonconstant holomorphic map f from a projective surface with a conformal metric into a
projective surface. Here, we note that projective structure is finer than complex structure
and that a plane domain has a natural projective structure (see the next section for
details). This satisfies the invariance property that V n(M ◦ f ◦ T ) = (V nf) ◦ T · (T ′)n for
a projective map M and a projective local isometry T (see Lemma 5.1 below for details).
Since V nf does not involve a conformal metric of the target surface, the form of V nf is
much simpler than that of Σnf.
One of the most important applications of the Schwarzian derivative is a univalence
criterion due to Nehari [20].
Theorem A (Nehari). Let f be a nonconstant meromorphic function on the unit disk
D. If f is univalent in D, then ‖Sf‖2 ≤ 6. Conversely, if ‖Sf‖2 ≤ 2, then f must be
univalent in D. The numbers 6 and 2 are both sharp.
Here, we set
‖ϕ‖c = sup
z∈D
(1− |z|2)c|ϕ(z)|
for a Ĉ-valued function ϕ on D and a real number c. We notice the invariance property
that
(1.2) ‖ϕ ◦ T · |T ′|c‖c = ‖ϕ‖c
holds for each analytic automorphism T of D because of the formula |T ′(z)|(1 − |z|2) =
1− |T (z)|2.
The first assertion in Theorem A was indeed found by Kraus as early as in 1932, and
re-discovered by Nehari later. Therefore, it is sometimes called the Kraus-Nehari theorem.
Theorem A constitutes a basis of the theory of Teichmu¨ller spaces. See [16] for details.
A similar result for the pre-Schwarzian derivative f ′′/f ′ is also known and it is utilized
to construct another model of the universal Teichmu¨ller space (see [3] or [23]).
In the present paper, as a by-product of our investigation, we give a univalence criterion
for a function f on D in terms of the projective Schwarzian
(1.3) V f(z) = V 3f(z) = (Sf)′(z)− 4z¯
1− |z|2Sf(z)
of virtual order 3.
Theorem 1.1. Let f be a nonconstant meromorphic function on the unit disk D. If f is
univalent in D, then ‖V f‖3 ≤ 16. The number 16 is sharp. Conversely, if ‖V f‖3 ≤ 3/2,
then f is univalent in D.
It appears that the constant 3/2 in the theorem is not sharp. On the other hand, the
constant cannot be replaced by a number greater than 16
√
3/9 ≈ 3.0792 as we will see in
Example 6.4. In the proof, we will see that the theorem is not stronger than the Nehari
univalence criterion in Theorem A. We, however, expect that this quantity V f would
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open a new window to a family of univalence criteria, as a paper by Duren, Shapiro and
Shields [7] led to Becker’s univalence criterion [4].
Let us summarize the contents of the paper. We recall the definition and basic properties
of the Schwarzian derivative of a holomorphic map between projective (Riemann) surfaces
in Section 2. In Section 3, we review basics of the Peschl-Minda derivatives and Schwarzian
derivatives of higher order due to Aharonov [1], Tamanoi [24] and the authors [13] for a
nonconstant holomorphic map between Riemann surfaces with conformal metrics. Section
4 is devoted to a relation between Σf and Sf when the surfaces are projective and have
conformal metrics (Theorem 4.6). To this end, we introduce the Schwarzian derivative of
a conformal metric. This result has several applications as we will see there.
The higher-order Schwarzians of Aharonov and Tamanoi cannot be extended to holo-
morphic maps between projective Riemann surfaces unlike the classical Schwarzian. In
Section 5, we introduce projective Schwarzian derivatives. We will then try to generalize
Theorem 4.6 for projective Schwarzians of order 3. Our future task is to extend this result
to the case of general order. The last section will be devoted to the proof of Theorem 1.1
and to the computation for a concrete example.
Acknowledgments. The second author presented a talk based on this research at a
seminar held in Wu¨rzburg on November 2008. The authors are grateful for useful com-
ments to the audience, especially, Richard Fournier, Daniela Kraus, Oliver Roth, Stephan
Ruscheweyh, and Vagia Vlachou.
2. Projective structures
Let us briefly recall basic properties of the Schwarzian derivative Sf, given in (1.1), of
a nonconstant meromorphic function f. It is well known that Sf ≡ 0 if and only if f is
(a restriction of) a Mo¨bius transformation and that the formula
(2.1) S(g ◦ f) = (Sg) ◦ f · (f ′)2 + Sf
holds for the composite map g ◦ f. In particular, S(M ◦ f ◦L) = Sf ◦L · (L′)2 for Mo¨bius
transformations L and M as we already mentioned in Introduction.
We are tempted to define the Schwarzian derivative for a holomorphic map f between
Riemann surfaces. The above formula, however, tells us that the value Sf may depend
on the choice of local coordinates. Hence, we are naturally led to the idea to restrict the
local coordinates so that the transition functions are Mo¨bius, that is, the idea of projective
structures.
Though the notion of projective structures is standard, we describe its basics in some
detail in order to clarify the formulations below. The notion of projective structures is
obtained by replacing holomorphic maps by Mo¨bius maps in the definition of complex
structure (see [8, §9]). More precisely, a projective structure on a surface R is the equiv-
alence class of an atlas {zα : Uα → U ′α}α∈A, where Uα ⊂ R, U ′α ⊂ C are open sets and
zα : Uα → U ′α is a homeomorphism for α ∈ A such that the transition function zβ ◦ z−1α is
a Mo¨bius map on each connected component of zα(Uα ∩ Uβ) for α, β ∈ A. Such an atlas
will be called a projective atlas. Two atlases are defined to be equivalent if the union of
the two is again a projective atlas.
A projective surface will mean a surface with a projective structure. A map zα : Uα →
U ′α in a projective atlas of a projective surface R will be called a projective coordinate.
Note that a projective surface has the canonical complex structure, which is called the
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underlying complex structure. In other words, a projective structure is finer than a
complex structure, and thus a projective surface can be regarded as a Riemann surface in
a canonical way. A continuous map f from a projective surface R into another projective
surface R′ is called projective if w ◦ f ◦ z−1 is either Mo¨bius or constant whenever z and
w are projective coordinates of R and R′, respectively.
For instance, a plane domain Ω has the natural atlas {id : Ω→ Ω}, which gives rise to
a projective structure on Ω. In the sequel, unless otherwise stated, a plane domain will be
endowed with this natural projective structure. The uniformization theorem states that
the universal covering surface of a Riemann surface R is conformally equivalent to one
(and only one) of the standard surfaces; the Riemann sphere Ĉ = C ∪ {∞} = C+1, the
complex plane C = C0, and the unit disk D = {z ∈ C : |z| < 1} = C−1. Here the notation
Cδ, δ = +1, 0,−1, is introduced to handle with these three at once. According to the cases
δ = +1, 0,−1, the surface R is called elliptic, parabolic, or hyperbolic, respectively. Let
h : Cδ → R be a holomorphic universal covering projection of Cδ onto R. Since the group
of conformal automorphisms of Cδ is contained in the group of Mo¨bius transformations,
the local inverses of h give rise to a projective structure on R. This projective structure
will be called standard. The standard projective structure is characterized by the property
that a holomorphic universal covering projection of the standard domain Cδ onto R is
projective.
For projective coordinates z of R and w of R′, we define a meromorphic quadratic
differential on R by SR,R′f = S(w ◦ f ◦ z−1)dz2 for a nonconstant holomorphic map
f : R → R′. Then the meromorphic quadratic differential SR,R′f = SR,R′(z)dz2 does
not depend on the choice of the projective coordinates, thus it is well defined. In other
words, the system of functions SR,R′,αf = S(w ◦ f ◦ z−1α ) for projective coordinates zα
of R and w of R′, we have the relations SR,R′,βf ◦ gβ,α · (g′β,α)2 = SR,R′,αf for gβ,α =
z−1β ◦ zα. Note that SR,R′f ≡ 0 if and only if f is a nonconstant projective map. If
R and R′ are plane domains (with natural projective structures), then obviously SR,R′f
coincides with the usual Schwarzian derivative Sf(z)dz2. If we do not need to refer to the
projective structures of R and R′, we write SR,R′f = Sf simply. For basic information
about projective structures and applications to Teichmu¨ller spaces, see [19] and references
therein.
3. Invariant Schwarzian derivative
We first recall the Peschl-Minda derivatives. See [12] or [22] for details.
For the sake of simplicity, we bigin with the case of plane domains. Let Ω and Ω′
be plane domains with conformal metrics ρ = ρ(z)|dz| and σ = σ(w)|dw|, respectively.
Throughtout the present paper, a conformal metric will be always smooth.
The ρ-derivative of a smooth function ϕ on Ω is defined by
∂ρϕ =
∂ϕ
ρ
=
1
ρ(z)
∂ϕ(z)
∂z
.
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For a holomorphic map f : Ω→ Ω′, we define the Peschl-Minda derivative Dnf of order
n with respect to ρ and σ inductively by
D1f =
σ ◦ f
ρ
f ′
Dn+1f =
[
∂ρ − n∂ρ(log ρ) + (∂σ log σ) ◦ f ·D1f
]
Dnf (n ≥ 1).
We further set
Qnf =
Dn+1f
D1f
, n ≥ 1.
Since Dnf and Qnf depend on the metrics, we often write Dnσ,ρf and Q
n
σ,ρf for them.
The following formula will be useful below.
Lemma 3.1 ([13]).
∂ρ(Q
nf) = Qn+1f − [Q1f − n∂ρ log ρ]Qnf.
We next recall the definitions of Aharonov invariants and Tamanoi’s Schwarzian deriva-
tives. Let f be a meromorphic function on a domain D in the complex plane. For z ∈ D
with f(z) 6=∞, f ′(z) 6= 0, we expand
f ′(z)
f(z + w)− f(z) =
1
w
−
∞∑
n=1
ψn[f ](z)w
n−1
for small enough w. The quantities ψn[f ](z) were introduced by Aharonov [1] and called
theAharonov invariants by Harmelin [9]. Independently, Tamanoi [24] defined the Schwarzian
derivative Sn[f ] of virtual order n by
f ′(z)(f(z + w)− f(z))
1
2
f ′′(z)(f(z + w)− f(z)) + f ′(z)2 =
∞∑
n=0
Sn[f ](z)
wn+1
(n + 1)!
.
Note that S0[f ] = 1 and S1[f ] = 0. The Aharonov invariants and Tamanoi’s Schwarzian
derivatives are essentially same in the sense that the following relation holds:
σn[f ] = ψn[f ] +
n−2∑
k=2
ψk[f ]σn−k[f ], n ≥ 2,
where σn[f ] = Sn[f ]/(n + 1)!. In particular, 3!ψ2[f ] = S2[f ] = Sf and 4!ψ3[f ] = S3[f ] =
(Sf)′. We also have the following recursive relations:
(3.1) Sn[f ] = Sn−1[f ]
′ + 1
2
S2[f ]
n−1∑
k=1
(
n
k
)
Sk−1[f ]Sn−k−1[f ], n ≥ 3
(see [13] for details). For example, S4[f ] = S3[f ]
′ + 4S2[f ]
2.
We note that Sn[M ◦ f ] = Sn[f ] holds for a Mo¨bius transformation M. However, unlike
Sf = S2[f ], the higher-order Schwarzian derivative Sn[f ] does not behave nicely with pre-
composition with Mo¨bius transformations. For instance, S3[f ◦L] = (S2[f ◦L])′ = S3[f ] ◦
L · (L′)3+2S2[f ] ◦L ·L′L′′ for a Mo¨bius transformation L. Therefore, in general, σn[f ]dzn
and Sn[f ]dz
n are not invariant under the change of projective coordinates. Moreover, it is
unlikely that a result similar to the second half of Theorem A holds for these Schwarzians.
For instance, we have no constant c ≥ 0 such that ‖S3[f ]‖3 ≤ c implies univalence of f.
Indeed, the function f(z) = eaz is not univalent in D for |a| > pi but S3[f ] = 0.
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In the sequel, we mainly consider Tamanoi’s Schwarzian derivatives. We now give
another description of them. Define a sequence of polynomials Pn = Pn(x1, . . . , xn) of n
indeterminates x1, . . . , xn inductively by P0 = 1, P1 = 0, P2 = x2 − 3x21/2, and
Pn =
n−1∑
k=1
(xk+1 − x1xk)∂Pn−1
∂xk
+
1
2
P2
n−1∑
k=1
(
n
k
)
Pk−1Pn−k−1, n ≥ 3.
For instance, P3 = x3−4x1x2+3x31. Then, by letting qn[f ] = f (n+1)/f ′, we have (see [13])
Sn[f ] = Pn(q1[f ], q2[f ], . . . , qn[f ]), n ≥ 0.
By using the above expression of Sn[f ], we define the higher-order invariant Schwarzian
derivatives Σnf for a nonconstant holomorphic map f : Ω → Ω′ between plane domains
Ω and Ω′ with conformal metrics ρ and σ, respectively, by
Σnf = Pn(Q
1f, . . . , Qnf), n ≥ 0.
We sometimes write Σnσ,ρf for Σ
nf to indicate the metrics involved. For brevity, we also
write Σ2f = Σf. More concretely,
(3.2) Σf = Q2f − 3
2
(Q1f)2 =
D3f
D1f
− 3
2
(
D2f
D1f
)2
.
We can deduce the following formula from (3.1) (see [13]):
(3.3) Σnf =
(
∂ρ − (n− 1)∂ρ log ρ
)
Σn−1f +
1
2
Σ2f
n−1∑
k=1
(
n
k
)
Σk−1fΣn−k−1f
for n ≥ 3.
We record an invariance property of these quantities in the following form.
Lemma 3.2. Let Ω, Ωˆ,Ω′, Ωˆ′ be plane domains with conformal metrics ρ, ρˆ, σ, σˆ, respec-
tively. Suppose that locally isometric holomorphic maps g : Ωˆ → Ω and h : Ω′ → Ωˆ′ are
given. Then, for a nonconstant holomorphic map f : Ω→ Ω′, the following transformation
rule is valid:
Qnσˆ,ρˆ(h ◦ f ◦ g) = (Qnσ,ρf) ◦ g ·
(
g′
|g′|
)n
Σnσˆ,ρˆ(h ◦ f ◦ g) = (Σnσ,ρf) ◦ g ·
(
g′
|g′|
)n
.
See [12, Lemma 3.6]) for the proof of the relation for Qn. For the proof of the relation for
Σn, we observe that Pn is of weight n, that is, Pn is a linear combination of monomials of
weight n. Here, the weight of a monomial xj1 · · ·xjk is defined to be the number j1+· · ·+jk.
Therefore, Σnf obeys the same transformation rule as that of Qnf. See [13, Lemma 4.1]
for details.
By the last lemma, Qnf and Σnf can be defined for a nonconstant holomorphic map
f between Riemann surfaces with conformal metrics as a suitable differential form. In
particular, if f : R→ R′ is a locally isometric holomorphic map, then the local coordinates
can be chosen so that f = id and σ = ρ, and hence, Dnf = 0 for n ≥ 2 andQnf = Σnf = 0
for n ≥ 1. Note that the Riemann surfaces are not required to be projective for the
definition of Qnf and Σnf.
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4. Relationship between invariant and classical Schwarzians
It is fundamental to have a relation between the invariant Schwarzian Σf = Σ2f and
the classical Schwarzian Sf. To this end, we introduce a few quantities associated with a
conformal metric.
Let ρ = ρ(z)|dz| be a (smooth) conformal metric on a Riemann surface R. We recall
that the Gaussian curvature of ρ is defined as
(4.1) κρ = −∆ log ρ
ρ2
= −4∂∂¯ log ρ
ρ2
.
Note that κρ does not depend on the particular choice of local coordinates.
For the hyperbolic metric λΩ of a plane domain Ω,Minda [18] considered the Schwarzian
derivative 2∂2 log λΩ−2(∂ log λΩ)2.We can define the same quantity for a conformal metric
on a projective surface.
Lemma 4.1. For a projective surface R with a conformal metric ρ, let
ΘR,ρ(z) = 2
∂2ρ
ρ
− 4
(
∂ρ
ρ
)2
= 2∂2 log ρ− 2(∂ log ρ)2
= 2
(
∂
∂z
)2
log ρ(z)− 2
(
∂ log ρ(z)
∂z
)2
.
Then ΘR,ρ(z)dz
2, evaluated with projective coordinates z, are pieced together to a smooth
quadratic differential ΘR,ρ on R.
Remark 4.2. Here and in the sequel, we adopt this redundant-looking notation ΘR,ρ be-
cause this quantity depends not only on the metric ρ, but also on the projective structure
of R. Thus the reader should note that R in the subscript notation indicates rather the
projective structure than the underlying surface.
Proof. Let zˆ be another projective coordinate of R and let g = zˆ ◦ z−1 be the transition
function, namely, zˆ = g(z). If we write ρ = ρ(z)|dz| = ρˆ(zˆ)|dzˆ|, then ρ(z) = ρˆ(g(z))|g′(z)|.
Thus, as in [18],
(4.2) ∂ log ρ = (∂ log ρˆ) ◦ g · g′ + g
′′
2g′
and therefore,
2∂2 log ρ− 2 (∂ log ρ)2 = 2 [(∂2 log ρˆ) ◦ g − (∂ log ρˆ)2 ◦ g] (g′)2 + Sg.
Since g is Mo¨bius, Sg = 0. The proof is now complete. 
The following well-known fact is important in the sense that the metric of constant cur-
vature yields a holomorphic quadratic differential. By solving the Schwarzian differential
equation, in turn, we can reproduce the metric (see [15] for details). For convenience of
the reader, we supply a short proof as well.
Lemma 4.3. Let R be a projective surface with smooth conformal metric ρ. Then ΘR,ρ is a
holomorphic quadratic differential on R if and only if ρ has constant Gaussian curvature.
8 S.-A KIM AND T. SUGAWA
Proof. By (4.1), we have ∂¯∂ log ρ = −κρρ2/4 and therefore ∂¯ΘR,ρ = −ρ2∂κρ/2. Thus we
see now that ΘR,ρ is holomorphic if and only if ∂κρ = 0. Since κρ is real-valued, the last
condition is equivalent to that κρ be constant. 
Example 4.4. The standard domain Cδ has the complete metric λδ = (1 + δ|z|2)−1|dz| of
constant Gaussian curvature 4δ and has the natural projective structure. These metrics
are called spherical, Euclidean, and hyperbolic according to the cases when δ = +1, 0, and
−1. The metric λδ will be called standard. Since ∂ log λδ = −δz¯/(1 + δ|z|2), we easily see
that ΘCδ,λδ = 0 for δ = +1, 0,−1.
Let h : Cδ → R be a holomorphic universal covering projection of Cδ onto a Riemann
surface R. Since the covering transformations are contained in the group Isom+(Cδ) of
isometries on (Cδ, λδ), the metric λδ projects to a metric λR, which will be called the
standard metric of R. Thus, λR is a smooth conformal metric on R of constant Gaussian
curvature 4δ such that h∗(λR) = λδ. Here we record the following observation.
Lemma 4.5. Let R be a Riemann surface with standard metric λR and standard projective
structure. Then ΘR,λR = 0.
The following result connects the invariant Schwarzian derivative Σf with the classical
one Sf.
Theorem 4.6. Let R,R′ be projective surfaces with smooth conformal metrics ρ, σ, re-
spectively, and let f : R→ R′ be a nonconstant holomorphic map. Then
(4.3) Σρ,σf = ρ
−2 [SR,R′f + f
∗ΘR′,σ −ΘR,ρ] ,
where f ∗ΘR′,σ is the pull-back (ΘR′,σ ◦ f)(f ′)2 as a quadratic differential.
Proof. By taking projective coordinates, we may assume that R and R′ are plane domains.
First, by Lemma 3.1, we have
Q2f = ∂ρ(Q
1f) +
[
Q1f − ∂ρ log ρ
]
Q1f.
Substituting the last formula to (3.2), we also have
Σf = ∂ρQ
1f − 1
2
(Q1f)2 − (∂ρ log ρ)Q1f.
Since
Q1f =
D2f
D1f
= 2∂ρ log(σ ◦ f) + ∂ρ log f ′ − 2∂ρ log ρ
= ρ−1[2(∂ log σ) ◦ f · f ′ + f ′′/f ′ − 2∂ log ρ],(4.4)
the relation
∂ρQ
1f = −(∂ρ log ρ)Q1f
+ ρ−2[2(∂2 log σ) ◦ f · (f ′)2 + 2(∂ log σ) ◦ f · f ′′ + (f ′′/f ′)′ − 2∂2 log ρ]
holds. Therefore, we have
ρ2Σf = 2(∂2 log σ) ◦ f · (f ′)2 + 2(∂ log σ) ◦ f · f ′′ + (f ′′/f ′)′ − 2∂2 log ρ
− 1
2
(ρQ1f)2 − 2(∂ log ρ)(ρQ1f).
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In view of (4.4) we compute
1
2
(ρQ1f)2 + 2(∂ log ρ)(ρQ1f) =
1
2
(ρQ1f + 4∂ log ρ)(ρQ1f)
=
1
2
[
2(∂ log σ) ◦ f · f ′ + f ′′/f ′]2 − 2(∂ log ρ)2
= 2(∂ log σ)2 ◦ f · (f ′)2 + 2(∂ log σ) ◦ f · f ′′ + 1
2
(f ′′/f ′)2 − 2(∂ log ρ)2,
and substitute it to the last expression of ρ2Σf to get the required relation. 
Corollary 4.7. Let R be a Riemann surface with conformal metric ρ and let ε ∈ {+1, 0,−1}.
For a holomorphic map f : R→ Cε and a Mo¨bius transformation M with M(f(R)) ⊂ Cε,
Σnρ,λε(M ◦ f) = Σnρ,λεf, n ≥ 0.
Proof. In view of the formula (3.3), it suffices to show the relation for n = 0, 1, 2 by
induction. The relation trivially holds for n = 0, 1. Thus we may assume that n = 2.
We assign a projective structure (e.g., the standard one) to R so that we regard R as a
projective surface. Since ΘCε,λε = 0 (see Example 4.4), we have
Σ2(M ◦ f) = ρ−2[SR,Cε(M ◦ f)−ΘR,ρ] = ρ−2[SR,Cεf −ΘR,ρ] = Σ2f
by Theorem 4.6. 
Also, by Example 4.4, we obtain the following.
Corollary 4.8. Let δ, ε ∈ {−1, 0,+1}. For a nonconstant holomorphic map f : Cδ → Cε,
the following relation holds:
Σf = λ−2δ Sf.
This relation was observed from time to time for various combinations of standard
metrics, see [10], [11] and [17]. Note that a nonconstant holomorphic map f : Cδ → Cε
exists if and only if δ ≤ ε.
Let R be a projective surface with standard metric λR. The quadratic differential θR =
ΘR,λR is called the uniformizing connection of a projective surface R (see [14] for the case
when R is a hyperbolic plane domain). We remark that, when the projective structure
of R is standard, we have θR = 0 by Lemma 4.5. The following result gives a way of
computing the universal covering projection of a given surface R once we have an explicit
form of θR. This idea traces back to Poincare´.
Corollary 4.9. Let R be a projective surface and let h : Cδ → R be a holomorphic
universal covering projection. Then the uniformizing connection θR is a holomorphic
quadratic differential on R and related to h by
h∗θR ≡ (θR ◦ h) · (h′)2 = −Sh.
Proof. By Lemma 4.3, we can see that θR is holomoprhic. Note that ΘCδ,λδ = 0 by
Example 4.4 and that Σh = 0 because h is a local isometry. We now apply Theorem 4.6
to obtain SCδ,Rh+ h
∗θR = 0, which is nothing but the required relation. 
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5. Projective Schwarzian derivatives of higher order
As we noted, Tamanoi’s Schwarzian derivatives are not well defined for holomorphic
maps between projective Riemann surfaces. However, if the source surface is equipped
with a conformal metric, it is possible to define another sort of Schwarzian derivatives of
higher order. We begin by recalling a differential-geometric tool to do so. Let ϕ = ϕ(z)dzn
be a smooth n-differential on a Riemann surface R with conformal metric ρ. Then
Λρ(ϕ) =
[
∂ϕ− 2n(∂ log ρ)ϕ]dzn+1
is a well-defined (n + 1)-differential on R. Indeed, Λρ(ϕ) is nothing but the covariant
derivative of ϕdzn in z-direction with respect to the Levi-Civita connection of ρ (see [12,
§3] for details).
Based on (3.1), we can express Sn[f ] in terms of Sf and its higher derivatives in the
same way as before. Define a sequence of polynomials Tn = Tn(x2, . . . , xn) of n − 1
indeterminates with integer coefficients, inductively, by T2 = x2 and
Tn =
n−1∑
k=2
∂Tn−1
∂xk
· xk+1 + x2
2
n−1∑
k=1
(
n
k
)
Tk−1Tn−k−1, n ≥ 3.
Here, we also set T0 = 1 and T1 = 0. For instance, T3 = x3, T4 = x4 + 4x
2
2 and T5 =
x5 + 13x2x3. We can also easily verify that Tn is of weight n. Then, we have
(5.1) Sn[f ] = Tn(Sf, (Sf)
′, . . . , (Sf)(n−2)), n ≥ 3.
Let R and R′ be projective surfaces and let ρ be a conformal metric on R. For a
nonconstant holomorphic map f : R→ R′, we define differentials DnR,ρ,R′fdzn (n ≥ 2) on
R inductively by D2R,ρ,R′f = SR,R′f and
D
n
R,ρ,R′fdz
n = Λρ(D
n−1
R,R′fdz
n−1) (n ≥ 3),
where differentiations are performed with respect to projective coordinates. Namely,
D
n
R,ρ,R′fdz
n = Λn−2ρ (SR,R′fdz
2). Furthermore, we define V nR,ρ,R′f by
V nR,ρ,R′f = Tn(D
2
R,ρ,R′f, . . . ,D
n
R,ρ,R′f)
for n ≥ 2. Here, the product in the substitution of DkR,ρ,R′ ’s is understood as the tensor
product. Since Tn is of weight n, V
n
R,ρ,R′f can be regarded as an n-differential on R.
We call V nR,ρ,R′f the projective Schwarzian derivative of virtual order n for a nonconstant
holomorphic map f : R → R′. When we do not need to indicate the projective struc-
tures and/or the conformal metric, we simply write Dnf or Dnρf for D
n
R,ρ,R′f. We do the
same thing for V. Note that V 2f is nothing but the classical Schwarzian Sf, which is
independent of the metric ρ. Furthermore, we have
V 3f = S3[f ]− 4∂ρ
ρ
S2[f ] = (Sf)
′ − 4∂ρ
ρ
Sf
and
V 4f = S4[f ]− 10∂ρ
ρ
S3[f ] + 4
[
7
(
∂ρ
ρ
)2
− ∂
2ρ
ρ
]
S2[f ].
If R and R′ are plane domains with the Euclidean metric |dz|, we obviously have Dnf =
(Sf)(n−2) and, by (5.1), V nf = Sn[f ] for n ≥ 2.
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For R = C−1 and R
′ = C+1 with standard metrics and standard projective structures,
D
3f = V 3f is same as in (1.3).
It is convenient for future reference to rephrase explicitly the fact that V nf is a well-
defined n-differential in the following way.
Lemma 5.1. Let Ω be a plane domain with conformal metric ρ. For a Mo¨bius transfor-
mation g, set Ωˆ = g−1(Ω) and ρˆ = g∗ρ. For a nonconstant meromorphic function f on Ω
and a Mo¨bius transformation h, the following relation holds:
V nρˆ (h ◦ f ◦ g) = (V nρ f) ◦ g · (g′)n, n ≥ 2.
Since every analytic automorphism of C−1 = D is Mo¨bius and isometric with respect
to λ−1, the following result can be derived immediately (see also (1.2)).
Corollary 5.2. Let f be a nonconstant meromorphic map on D. For an analytic auto-
morphism T of D and a Mo¨bius transformation M,
V n(M ◦ f ◦ T ) = V nf ◦ T · (T ′)n.
In particular, ‖V n(M ◦ f ◦ T )‖n = ‖V nf‖n, n ≥ 2. Here V n is defined for the hyperbolic
metric on D.
We also need to consider the “derivatives” of ΘR,ρ. For a projective surface R with
conformal metric ρ = ρ(z)|dz|, set ΘnR,ρdzn = Λn−2ρ (ΘR,ρdz2) for n ≥ 2. It is a basic
problem to find a relation between Σnf and V nf for a nonconstant holomorphic map f
between projective surfaces with conformal metrics. We treat, however, with the case
when n = 3 only. Compare with Theorem 4.6.
Theorem 5.3. Let R,R′ be projective surfaces with smooth conformal metrics ρ, σ, re-
spectively, and let f : R→ R′ be a nonconstant holomorphic map. Then
Σ3σ,ρf = ρ
−3
[
V 3R,ρ,R′f + f
∗Θ3R′,σ −Θ3R,ρ
]
+ 2ρ−2f ∗Θ2R′,σQ
1
σ,ρf,
where f ∗ΘnR′,σ is the pull-back (Θ
n
R′,σ ◦ f)(f ′)n as an n-differential.
Proof. By (3.1) with n = 3, we have
Σ3f = ∂ρΣf − 2∂ρ log ρ · Σf.
Letting U = ρ2Σf, we now see that
ρ3Σ3f = ρ3∂ρ(ρ
−2U)− 2ρ∂ρ log ρ · U = ∂U − 4∂ log ρ · U.
Substitution of (4.3) into the last formula yields
ρ3Σ3f = [(Sf)′ + (∂ΘR′,σ) ◦ f · (f ′)3 +ΘR′,σ ◦ f · (2f ′f ′′)− ∂ΘR,ρ]
− 4∂ log ρ[Sf +ΘR′,σ ◦ f · (f ′)2 −ΘR,ρ]
= V 3R,ρ,R′f + f
∗Θ3R′,σ −Θ3R,ρ
+
[
4(∂ log σ) ◦ f · (f ′)3 + 2f ′f ′′ − 4(∂ log ρ)(f ′)2]ΘR′,σ ◦ f.
The required relation now follows from (4.4). 
In conjunction with Lemma 4.5, we have the following.
Corollary 5.4. For a nonconstant holomorphic map f : Cδ → Cε, the following relation
holds:
Σ3f = λ−3δ V
3
λδ
f.
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6. Applications to univalence criteria
Aharonov [1] (see also [9]) showed that a nonconstant meromorphic function f on the
unit disk D is univalent if and only if
∞∑
n=1
n
∣∣∣∣∣
n∑
k=1
(
n− 1
k − 1
)
(−z¯)n−k(1− |z|2)k+1ψk+1[f ](z)
∣∣∣∣∣
2
≤ 1, z ∈ D.
In particular, the first term gives the Kraus-Nehari theorem (the first half of Theorem A.
The second term gives the inequality∣∣(1− |z|2)3ψ3[f ](z)− z¯(1− |z|2)2ψ2[f ](z)∣∣ = (1− |z|2)3|V f(z)|
24
≤ 1√
2
for f univalent in D. Thus we have ‖V f‖3 ≤ 12
√
2 ≈ 16.97, which is slightly worse than
the estimate in Theorem 1.1. Here, V f = V 3λ−1f with the notation introduced in the
previous section.
We are now in a position to prove Theorem 1.1. First let f be univalent in D. For an
arbitrary a ∈ D, letting T (z) = (z + a)/(1 + a¯z), by Corollary 5.2 we have the relation
(1− |a|2)3|V f(a)| = |(V f) ◦ T (0)||T ′(0)|3 = |V (f ◦ T )(0)|.
Since ‖V (f ◦ T )‖3 = ‖V f‖3 by Corollary 5.2, it is enough to show that |V f(0)| ≤ 16 for
univalent meromorphic function f on D. We may further assume that f(0) 6= ∞. Then
we look at the Laurent expansion
f ′(0)
f(w)− f(0) =
1
w
−
∞∑
n=0
cnw
n =
1
w
−
∞∑
n=1
ψn[f ](0)w
n−1
to have ψ3[f ](0) = c2. It is known that |c2| ≤ 2/3 and equality holds if and only if
f ′(0)/(f(w)−f(0)) = (1−eiθw3)2/3/w for a real constant θ (see, for instance, [6, Theorem
4.6, p. 135]). Therefore, we have
|V f(0)| = |S3[f ](0)| = 24|ψ3[f ](0)| = 24|c2| ≤ 16.
The sharpness is also clear from the above argument.
The latter part of Theorem 1.1 follows from the next proposition together with Theorem
A.
Proposition 6.1. For a locally univalent meromorphic function f on the unit disk, the
inequalities
16
25
√
5
‖V f‖3 ≤ ‖Sf‖2 ≤ 4
3
‖V f‖3
hold. Here, the constant 16/25
√
5 is sharp.
We are left to prove Proposition 6.1 only. The following representation formula will be
the main tool for the proof.
Lemma 6.2. Let f be a locally univalent meromorphic function on the unit disk with
‖V f‖3 <∞. Then
Sf(z) = −1
pi
∫∫
|ζ|<1
(1− |ζ |2)4V f(ζ)
(1− |z|2)4(ζ¯ − z¯)dξdη (ζ = ξ + iη).
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Proof. Let ρ(z) = 1/(1− |z|2) as before. Then, by definition, we have
(6.1) V f = (Sf)′ − 4∂ρ
ρ
Sf = ρ4∂(ρ−4Sf) onD.
Define functions ψ and ϕ on C by ψ = ρ−4Sf, ϕ = ρ−4V f on D and ψ = ϕ = 0 on
C \ D. Since ρ−3V f is bounded on D by assumption, we see that ϕ ∈ C00(C), where
Ck0 (C) denotes the class of continuous functions on C with compact support which have
continuous partial derivatives up to order k.
We show now that ψ ∈ C10 (C). Consider the function y(t) = Sf(tζ) in 0 ≤ t < 1 for a
fixed ζ ∈ ∂D. By (1.3), we see that y(t) satisfies the linear differential equation
y′(t)− 4t
1− t2 y(t) = v(t),
where v(t) = ζ · V f(tζ). Thus
(1− t2)2y(t) =
∫ t
0
(1− s2)2v(s)ds+ y(0).
Since |v(s)| ≤ ‖V f‖3(1− s2)−3, we obtain
(1− t2)2|y(t)| ≤ ‖V f‖3
∫ t
0
(1− s2)−1ds+ |Sf(0)| = 1
2
‖V f‖3 log 1 + t
1− t + |Sf(0)|.
In view of (1.3), we thus have
Sf(z) = O
(
1
(1− |z|2)2 log
1 + |z|
1− |z|
)
and (Sf)′(z) = O
(
1
(1− |z|2)3 log
1 + |z|
1− |z|
)
as |z| → 1−. In particular, ρ(z)−3Sf(z) → 0 and ρ(z)−4(Sf)′(z) → 0 when |z| → 1−. It
is now easy to verify that ψ ∈ C10(C). Hence, by (6.1) it is confirmed that ∂ψ = ϕ on C
and, equivalently, ∂¯ψ¯ = ϕ¯ on C.
Consider now the integral transform
h(z) = −1
pi
∫∫
C
ϕ(ζ)
ζ − z dξdη
of ϕ¯. It is known (see [2]) that h is Ho¨lder continuous with exponent < 1 and satisfies
∂¯h = ϕ¯ (in the sense of distribution). Therefore, ∂¯(h− ψ¯) = ∂¯h− ϕ¯ = 0 and, by Weyl’s
lemma, g = h − ψ¯ is holomorphic on C. Since g(z) → 0 as z → ∞, we conclude that
g = 0 by the Liouville theorem. Thus, we have h = ψ¯, which is equivalent to the required
relation. 
Let c ≥ 0 and 0 ≤ r < 1. Wirths [25, Satz 1] gave the sharp upper bound of |g′(z)|,
|z| = r, in terms of c and r for holomorphic functions g on D with ‖g‖c ≤ 1. His result
specialized for c = 2 and r = 0 can be stated as follows.
Lemma 6.3. Every holomorphic function g on the unit disk D with ‖g‖2 ≤ 1 satisfies
|g′(0)| ≤ 25
√
5
16
,
where equality holds when g(z) = (25
√
5/16)z.
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Proof of Proposition 6.1. As in the proof of Theorem 1.1, we can reduce the proof to the
assertions |V f(0)| ≤ (25√5/16)‖Sf‖2 and |Sf(0)| ≤ (4/3)‖V f‖3.
Since V f(0) = (Sf)′(0), the first inequality and its sharpness follow from Lemma 6.3.
Indeed, a function f with Sf(z) = cz for a constant c (e.g. f(z) = eaz for a constant
a 6= 0) satisfies the equality.
We next show the second inequality. By Lemma 6.2, we have
|Sf(0)| ≤ 1
pi
∫∫
|ζ|<1
(1− |ζ |2)4|V f(ζ)|
|ζ | dξdη
≤ 1
pi
∫∫
|ζ|<1
(1− |ζ |2)‖V f‖3
|ζ | dξdη
= 2‖V f‖3
∫ 1
0
(1− r2)dr = 4
3
‖V f‖3.
The proof is now complete. 
Example 6.4. Meromorphic functions f on the unit disk with the property that Sf(z) =
c(1 − z2)−2 for a constant c are sometimes very important (see for example [5]). The
function l(z) = log 1+z
1−z
has the least norm ‖Sl‖2 = 2 within those which have no quasi-
conformal extension to the Riemann sphere, and it satisfies Sl(z) = 2(1 − z2)−2. Indeed,
it is known that f is never univalent in D if Sf(z) = c(1− z2)−2 for a constant c > 2. On
the other hand, the Koebe function k(z) = z/(1 − z)2 has the maximal norm ‖Sk‖2 = 6
within univalent meromorphic functions on D and again satisfies Sk(z) = −6(1 − z2)−2.
By the following lemma, we see that ‖V f‖3 = 8
√
3|c|/9 whenever Sf(z) = c(1− z2)−2 for
a constant c. In particular, ‖V l‖3 = 16
√
3/9 and ‖V k‖3 = 16
√
3/3.
Lemma 6.5. Suppose that Sf(z) = (1− z2)−2 in z ∈ D. Then ‖V f‖3 = 8
√
3/9.
Proof. By (1.3), we have
V f(z) =
4z
(1− z2)3 −
4z¯
1− |z|2 ·
1
(1− z2)2 =
8i Im z
(1− |z|2)(1− z2)3 .
Fix r ∈ (0, 1) for a while and set z = reiθ. Then
|V f(z)| = 8
1− r2
(
r2 sin2 θ
(1− 2r2 cos 2θ + r4)3
)1/2
=
8
1− r2F (r, θ)
1/2.
Since F (r, θ) = F (r,−θ) = F (r, pi−θ), it is enough to consider the case when 0 ≤ θ ≤ pi/2.
We now have
∂F
∂θ
=
2r2 cos θ sin θ(1− 6r2 + r4 + 4r2 cos 2θ)
(1− 2r2 cos 2θ + r4)4 .
Note that 1 − 6r2 + r4 + 4r2 cos 2θ = 0 if and only if sin θ = (1 − r2)/(2√2r) and that
there exists θ = θ(r) ∈ (0, pi/2] satisfying this relation only when √3 − √2 ≤ r < 1.
In this case, F (r, θ) takes its maximum value at θ = θ(r) within 0 ≤ θ ≤ pi/2. Since
1− 2r2 cos(2θ(r)) + r4 = 3(1− r2)2/2, we have
F (r, θ(r)) =
(1− r2)2/8
27(1− r2)6/8 =
1
27(1− r2)4 .
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Thus
(1− r2)3max
|z|=r
|V f(z)| = 8(1− r
2)3
3
√
3(1− r2)3 =
8
3
√
3
for
√
3−√2 ≤ r < 1. When 0 < r < √3 −√2, F (r, θ) is increasing in 0 < θ < pi/2 and
thus F (r, θ) ≤ F (r, pi/2) = r2/(1 + r2)6 < 1/[27(1 − r2)4]. Therefore, we conclude that
‖V f‖3 = 8/(3
√
3) = 8
√
3/9. 
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