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Abstract
We introduce several classes of monoids satisfying up to five axioms and establish basic
theories on their arithmetics. The one satisfying all the axioms is named natural monoid. Two
typical examples are 1) the monoid N of natural numbers in the group of positive rationals and
2) a certain monoid S in one of Thompson’s groups. The latter one is non-abelian, which serves
as an important example for non-commutative arithmetics.
Defining primes in a non-abelian monoid S is highly non-trivial, which relies on a con-
cept we called “castling”. Three types of castlings are essential to grasp the arithmetics on
S. Multiplicative and completely multiplicative functions are defined. In particular, Mo¨bius
function is multiplicative, and Liouville function on a natural monoid is completely multi-
plicative. The divisor function has a sub-multiplicative property, which induces a non-trivial
quantity τ0(u) = limn→∞(τ(u
n))1/n in a non-abelian monoid S. Moreover, the quantity
C¸(S) = sup
16=u∈S τ0(u)/τ(u) describes the complexity for castlings in S. We show that
C¸(N) = 1/2 and C¸(S) = 1. The C∗-algebra obtained from the left regular representation
of S on l2(S), on which a particular trace can be defined, is also studied. Furthermore, we
prove that a natural monoid having finitely many primes is amenable.
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1. Introduction
The purpose of this paper is to introduce several classes of monoids satisfying up to five
axioms, and to establish basic theories on their arithmetics. The first three axioms are given
below.
Definition 1.1. Let G be a countable group and S be a monoid with S ⊆ G. We say that S is
an integral monoid and G is its fractional group, if the following conditions hold.
Axiom I. It satisfies S ∩ S−1 = {1}, where 1 is the identity of G.
Axiom II. For any u ∈ G, there exists a pair of elements x, y ∈ S with u = xy−1 such that,
whenever u = zw−1 for some z, w ∈ S, then z = xc and w = yc for some c ∈ S.
Axiom III. For any u ∈ S, it satisfies that #{(v, w) ∈ S × S : u = vw} < +∞.
Axiom I requires that G have no torsion. In Axiom II, we call zw−1 a (right) fraction of u
with numerator z and denominator w. Combining Axioms I and II, one can deduce that the
pair x, y is unique. We call xy−1 the (right) fraction of u in lowest terms. In this paper, we
always assume that G, S satisfy Axioms I-III as above, and G 6= {1}.
For u, w ∈ S, we say that u divides w, and write u|w, if there is some v ∈ S such that
uv = w. Indeed, Axiom I ensures “|” to be a partial order on S. Axiom II allows one to
define the least common multiple. Axiom III makes the greatest common divisor well-defined,
and allows an irreducible decomposition of each element in S. All these are foundations for
exploring arithmetics.
3Two typical examples of integral monoid S with its fractional groups G are i) the set of
natural numbers N in the positive rational numbers Q+ with multiplication, and ii) a certain
monoid S in Thompson’s group G. In particular, the group G is non-abelian, which serves as
an important example for the non-commutative arithmetics. We will come back to explain the
axioms after a brief introduction to these two examples.
The natural numbers N, as a multiplicative monoid, has primes P = {p0, p1, p2, . . .} being its
generators. Here p0 = 2, p1 = 3, p2 = 5, p3 = 7, p4 = 11 . . .. These numbers are irreducible
in N, since each prime has only 1 and itself as its divisors. They are called primes, since the
condition pj|mn (m,n ∈ N) implies that either pj |m or pj|n (j = 0, 1, 2, . . .). The fundamental
theorem of arithmetic states that every natural number greater than 1 is a product of primes
and such decomposition is unique up to reordering.
Around 300 BC, Euclid proved the infinitude of primes by showing that the natural number
p0p1 . . . pn−1 + 1 has at least one prime divisor other than p0, p1, . . . , pn−1 (n ≥ 1). By taking
the logarithm of the product formula
∑∞
n=1 n
−s =
∏
p∈P(1− p
−s)−1 (s > 1) and letting s→ 1+,
Euler showed that the series
∑
p∈P 1/p diverges. Therefore, the primes can not “too sparsely”
distributed in N. Around 1800, after mass statistics by hand, Gauss predicted that pi(x), the
number of primes up to x, is asymptotic to li(x) =
∫ x
2
(1/ log t)dt as x→∞. In 1859, Riemann
[16] studied the function ζ(s) =
∑∞
n=1
1
ns
, together with Euler product formula, as a complex
function. By proving a functional equation, Riemann extended ζ(s) to a meromorphic function
on the whole complex plane and establishes remarkably a connection between zeros of ζ(s) and
the distribution of primes. More specifically, the function ζ(s) has no zeros in 1/2 < Re(s) (≤ 1)
if and only if pi(x) = li(x)+O(x1/2+ε) for any ε > 0. The statement that all the non-trivial zeros
of ζ(s) lie on the vertical line Re(s) = 1/2 is known as Riemann hypothesis. We refer to [1, 7]
for surveys on Riemann hypothesis. Till now, people only have knowledge of the non-existence
of zeros in the region “very close” to the vertical line Re(s) = 1 (see [17] for example).
In modern theoretical physics, people usually use operators instead of functions, to explain
physical phenomena or demonstrate physical theories. And commutative structures are often
lifted to some corresponding non-commutative structures. In [6], the authors studied the mul-
tiplicative structure of natural numbers by operators and operator algebras through the left
regular representation of N on l2(N). One of the theorems says that the C∗-algebra generated
by N in B(l2(N)) does not contain non-trivial projections of finite rank. Indeed, this statement
is equivalent to the infinitude of primes.
We present some details of the left regular representation here. For m ∈ N, let δm be the
function taking value 1 at m and 0 elsewhere. Then {δm : m ∈ N} is an orthonormal basis for
l2(N). For k ∈ N, define Lk to be the operator on H given by Lkδm = δmk (m ∈ N). Noting
that LkLl = Lkl = LlLk for all k, l ∈ N, the set LN := {Ln : n ∈ N} is a monoid in B(l
2(N))
which keeps the multiplicative structure of N. The C∗-algebra is closed under taking adjoints.
The adjoints are given by L∗kδm = δm/k for k|m and 0 for k ∤ m. At first glance, these operators
provide the operation “division” and one would obtain the positive rational numbers Q+ by
combining Lk and L
∗
k (k ∈ N) together. However, the operators Lj and L
∗
k (j, k ∈ N) do not
4always commute. They satisfy
Lj1Lj2 = Lj1j2 , L
∗
k1
L∗k2 = L
∗
k1k2
, L∗kLj = Lj/gcd(j,k)L
∗
k/gcd(j,k) (1)
for j, j1, j2, k, k1, k2 ∈ N. We use Q to denote the monoid generated by {Lk, L
∗
k : k ∈ N} in
B(H), and call it the multiplicative monoid of non-commutative rationals. By (1), one can
deduce that Q = {LjL
∗
k : j, k ∈ N}, while Q
+ = {j/k : j, k ∈ N}. This lift the commutative
structure Q+ to a non-commutative structure Q. This process requires few properties of natural
numbers. It can be applied to other monoids or groups, such as one of the Thompson’s groups.
We use G to denote Thompson’s group F in this paper, which was defined by Richard Thomp-
son in 1965. It consists of piecewise linear homeomorphisms from the closed unit interval [0, 1]
to itself with finitely many breakpoints with the following two conditions: (i) each breakpoint
is a dyadic rational number; (ii) each slope is a power of 2. The identity element 1 is the map
[0, 1]→ [0, 1], x 7→ x. Let A,B be two elements in G which are given below.
x
y
0 1/2 3/4 1
1/4
1/2
1
A
x
y
0 1/2 3/4 7/8 1
1/2
5/8
3/4
1
B
The group G is finitely-presented,
G =
〈
A,B | [AB−1, A−1BA], [AB−1, A−2BA2]
〉
.
It was used by McKenzie and Thompson in [12] to solve certain word problems. And it is the first
example of a torsion-free infinite-dimensional FP∞ group, shown by Brown and Geoghegan [3].
Later Brin and Squier [2] proved that G does not contain a free group of rank greater than
one and does not satisfy any laws. Moreover, Geoghegan popularized the interest in knowing
whether or not G is amenable. This question is still open at present. The notes [4] by Cannon,
Floyd and Parry gives a thorough introduction to Thompson’s group and related works before
the 21st century. Nowadays, Thompson’s group is related to many branches of mathematics,
and vast topics on Thompson’s groups are studied (see [10, 13, 18] for example).
Putting
p0 = A, p1 = B, pj = A
−(j−1)BAj−1, (j ≥ 2), (2)
5one obtains another presentation of G as
G = 〈p0, p1, p2, . . . : pjpi = pipj+1 (0 ≤ i < j)〉.
For 0 ≤ i < j, one has
p−1i pj = pj+1p
−1
i , p
−1
j pi = pip
−1
j+1, pjpi = pipj+1. (3)
Therefore, given an element in G, one can always move the pi’s with negative powers or larger
subscripts rightwards according to (3). A carefully analysis leads to the conclusion that every
non-trivial element of G can be expressed in a unique normal form
pa00 p
a1
1 . . . p
an−1
n−1 p
an
n p
−bn
n p
−bn−1
n−1 . . . p
−b1
1 p
−b0
0 , (4)
where n, a0, a1, . . . , an, b0, b1, . . . , bn are nonnegative integers such that (i) exactly one of an and
bn is nonzero, and (ii) if ak > 0 and bk > 0 for some integer k with 0 ≤ k < n, then either
ak+1 > 0 or bk+1 > 0. Moreover, each above normal form is non-trivial. (See Corollary-Definition
2.7 in [4].)
One sees that the normal form gives a right fraction of each element in G. It inspires us to
choose the monoid generated by {p0, p1, p2, . . .}, i.e.,
S = {1} ∪
{
pa00 p
a1
1 . . . p
an−1
n−1 p
an
n : n ≥ 0, a0, a1, . . . , an ≥ 0
}
,
and call it Thompson’s monoid. In [4], elements in S are called “positive elements”.
We will show in Section 2.1 that S is an integral monoid and G is its fractional group. Now we
show some examples about arithmetics on S. For each j = 0, 1, 2, . . ., it follows from the normal
form that the divisors of pj are exactly 1 and itself. So p0, p1, p2, . . . are irreducible elements in
S. The normal form also gives one irreducible decomposition of each element in S. However, an
element many have different irreducible decompositions. For example, it satisfies p0p2 = p1p0,
which leads to lcm[p0, p1] = p0p2 = p1p0. Consider two elements u = p
2
0p1p4 and v = p0p2p3, all
the irreducible decompositions are
u = p20p1p4 = p
2
0p3p1 = p0p2p0p1 = p1p
2
0p1, v = p0p2p3 = p1p0p3 = p1p2p0.
The divisors of u are exactly 1, p0, p1, p
2
0, p0p2, p
2
0p1, p
2
0p3 and u. The divisors of v are exactly
1, p0, p1, p0p2, p1p2 and v. One obtains that gcd(u, v) = p0p2. If one considers the left regular
representation of S on l2(S) as previous, and let Q be the monoid generated by {Lu, L
∗
u : u ∈ S}
in B(l2(S)), then Q = {LuL
∗
v : u, v ∈ S}. The relations in (1) are replaced by
Lu1Lu2 = Lu1u2, L
∗
v2
L∗v1 = L
∗
v1v2
, L∗vLu = Lv−1 lcm[u,v]L
∗
u−1lcm[u,v],
where u, v, u1, u2, v1, v2 ∈ S. Such a structure shares similar nature with that of the natural
numbers.
In Section 2, we will provide details about the divisors, multiples, irreducible decompositions
and the left regular representations for an integral monoid S. Moreover, we also introduce the
notion of co-divisors, co-multiples and show a duality between common divisors/multiples and
common co-divisors/co-multiples. Such a duality is crucial for a non-abelian S. We will also
prove that the C∗-algebra A generated by Q in B(l2(S)) does not contain a certain projection
if and only if S has infinitely many irreducible elements. The C∗-algebra A admits a certain
6trace, from which the GNS construction gives the reduced group C∗-algebra of G. Moreover,
some basic properties of arithmetic functions on S are studied in Section 2.
To explore arithmetics further, one may never avoid the notion of “prime elements”, which
will be abbreviated as “primes” in this paper. Recall that a prime p in N is defined by
p|uv =⇒ either p|u, or p|v.
What would happen for a non-abelian monoid S? When u, v do not commute, there are no
direct connections between p|uv and p|v. The idea is to understand the above expressions by
“either p divides u, or p is a divisor coming from v”. That is to say, we hope that uv = v˜u˜
for some u˜, v˜ ∈ S, and p divides v˜ instead of v. While it makes sense, the pair of elements v˜, u˜
should be uniquely determined by the pair of elements u, v, and v˜ should contain information
exactly from v. We will call such a process a castling of elements. The word “castling” comes
from chess, which is a move involving a player’s king and one rook to “jump over” each other.
The two locations of castled chess pieces are slightly different from their original locations (the
two chess pieces become closer to each other). Here, the two castled element u˜ and v˜ may be
“slightly different” from u and v, respectively. To fulfill such a process mathematically, we need
three types of castlings in all to make clear the whole arithmetics on S.
Consider u = p0p3 and v˜ = p1 in the Thompson’s monoid. One has gcd(u, v˜) = 1 and
lcm[u, v˜] = (p0p3)p2 = p1(p0p4). Putting v = p2 and u˜ = p0p4, we have that p1|uv. Note that
gcd(p1, u) = 1. The element p contains no information from u, so one can claim that p1 is a
divisor “coming from” v. Indeed, it satisfies that uv = v˜u˜ and p1|v˜. We call this process a free
castling. The concrete definition will be given in Section 3 with Axiom IV’ formulated. At this
stage, we can prove that
τ(uv) ≤ τ(u)τ(v), (u, v ∈ S), (5)
where τ is the divisor function. And Mo¨bius function appears as
µ(u) =

1, if u = 1,
(−1)k, if u = lcm[q1, . . . , qk] for distinct q1, . . . , qk ∈ P,
0, otherwise.
where P is the set of irreducible elements.
Next, consider u = p0p2p4 and v = p2p5 in Thompson’s monoid. In this example, we have
gcd(u, v) = p2 6= 1. A distinct approach is needed to describe the castlings of two elements. Sup-
pose that v may “jump over” u and become v˜. Then v should “jump over” p4, p2, p0 successively.
Indeed, we have
p0p2p4(p2p5) = p0p2(p2p5)p5 = p0(p2p4)p2p5 = (p1p3)p0p2p5.
Therefore v˜ = p1p3 and u˜ = p0p2p5. Moreover, we also have
(p0p2p4)p2p5 = p1(p0p2p5)p5 = p1p3(p0p2p5).
That is to say, the element u may also “jump over” v and become u˜. These processes give hints
to define castlings in general.
7Unluckily, we meet some difficulties in the following example. Consider u = p0 and v = p0p2
in Thompson’s monoid. We have (p0)p0p2 = p0(p0)p2 = p0p1(p0), i.e., v˜ = p0p1 and u˜ = p0.
However, the element v has the other irreducible decomposition v = p1p0. If u may “jump over”
v in this case, then u should “jump over” p1 first. But the element p0p1 has only one irreducible
decomposition, and u is stuck by p1.
In Section 4, we will define strong castlings and weak castlings, with Axiom IV, to distin-
guish such circumstances. Here, Axiom IV implies Axiom IV’. At this stage, the irreducible
elements are turned into primes. We deduce that a prime power pm has a unique irreducible
decomposition, and τ(pm) = m + 1. Multiplicative and completely multiplicative functions
will be defined. In particular, Mo¨bius function is multiplicative. And the convolution of two
multiplicative functions is still multiplicative.
With previous axioms, distinct prime divisors will become distinct prime divisors after a
castling. However, primes powers might change. In Section 5, we put Axiom V to gain the
power-preserving property. When Axioms I-V are satisfied, we call S a natural monoid and G
its rational group. At this stage, Liouville function is completely multiplicative. We will also
build up methods to determine prime divisors of an element with multiplicities from an arbitrary
prime decomposition. A special class of natural monoids, which is said to be fully castlable, is
investigated. One may regard it as the simplest class of natural monoids, in which the notion
of weak and strong castlings coincide. We will prove that any natural monoid having finitely
many primes is fully castlable, and is also amenable.
In section 6, we shall verify Axioms IV and V for Thompson’s monoid S. Constructing
castlings in a concrete monoid is quite different from the abstract definition of castings in
Sections 3 and 4. We will apply a totally different way as follows. Regarding distinct prime
decomposition of an element as distinct words, we first define castlings of words. Second, we
establish a partial order on all words of a given element, and prove that castlings of words
preserve this partial order. Third, we shall show that maximum and minimum words exist.
Fourth, we define strong and weak castlings of elements with minimum and maximum words,
respectively. Fifth, we prove the fundamental lemma for arithmetic and define free castling of
elements in Thompson’s monoid. Sixth, it is shown that these definitions coincide with that
given in Sections 3 and 4. Finally, we verify Axioms IV and V, and prove that S is a natural
monoid.
By (5), the sequence {log τ(un)}∞n=1 is sub-additive in a homogeneous monoid. Thus, for any
u ∈ S, the limit
τ0(u) = lim
n→∞
(τ(un))1/n
exists. One may compare it with spectral radius of a bounded operator, or entropy of a dynamical
system. The quantity
C¸(S) = sup
16=u∈S
τ0(u)
τ(u)
takes value in [1/2, 1] and reflects the complexity for castlings in the whole monoid. We study
these quantities in Section 7. It is proved that C¸(S) = 1/2 for any natural monoid containing
finitely many primes, and C¸(S) = 1 for Thompson’s monoid.
8For a finite set T , both |T | and #T stand for the cardinality of T . In most situations, the
letters u, v, w, x, y, z will denote an element in S, the letters i, j, k, l,m, n will denote integers,
and the letters p, q may denote irreducible elements or primes. When a letter is used to present
an element, without saying which set it belongs to, it always belongs to a corresponding monoid
S. For example, “for u, w ∈ S with u|w, we write w = uv”. Here v is an element in S. For
basics in number theory, we refer to [14]. For those in operator algebra and functional analysis,
see [11].
2. General Theory for Integral Monoids
2.1. Examples. In this subsection, we show some examples of integral monoids. Let us begin
with Thompson’s monoid S. For an element u ∈ S with normal form pa00 p
a1
1 p
a2
2 . . . p
am
m , define
ind(u) =
∑n
j=0 aj, which counts the number of pj’s involved. Also put ind(1) = 0. When
u = pj1pj2 . . . pjk , (6)
for some j1, j2, . . . , jk ∈ {0, 1, 2, . . .}, we call the right-hand side of (6) a word of u and each pjt
(1 ≤ t ≤ k) a letter in this word. Any two words may be turned into each other by applying the
last equality in (3). Therefore, the number of letters occurred remains the same, and the quantity
ind(u) is independent of words chosen. For example, for u = p22p4p5 = p2p3p2p5 = p2p3p4p2, one
has ind(u) = 4.
Another way to understand this quantity is to define ind(A) = ind(B) = 1 in the free group
F{A,B} generated by {A,B}, and extends ind to be a group homomorphism from F{A,B} to (Z,+).
Note that
ind
(
[AB−1, A−1BA]
)
= ind
(
[AB−1, A−2BA2]
)
= 0.
So the normal subgroup N generated by the above two elements in F{A,B} is contained in the
kernel of ind. So ind can be naturally defined on the quotient group G = F{A,B}/N . That is
to say, the map ind is a homomorphism from G to (Z,+), where ind(p0) = ind(p1) = 1. Then
ind(pj) = ind
(
p
−(j−1)
0 p1p
j−1
0
)
= 1 and
ind (pa00 p
a1
1 p
a2
2 . . . p
am
m ) = a0 + a1 + . . .+ am.
In particular, we have ind(uv) = ind(u) + ind(v) for u, v ∈ S. Now we shall verify that S is an
integral monoid.
Theorem 2.1. Thompson’s monoid S is an integral monoid with its fractional group G.
Proof. It is apparent that S ∩ S−1 = {1} and Axiom I holds.
Now we shall verify Axiom II. For u = 1, the proof is trivial. For u 6= 1, it has the normal
form as in (4). Put x = pa00 p
a1
1 . . . p
an
n and p
−bn
n . . . p
−b1
1 p
−b0
0 . Then xy
−1 is a fraction of u in lowest
terms with numerator x and denominator y. Suppose that u = vw−1 for some v, w ∈ S. We put
w(1) = w, v(1) = v and iterate as follows. For k ≥ 1, suppose that w(k) and v(k) has normal form
v(k) = p
a
(k)
0
0 p
a
(k)
1
1 . . . p
a
(k)
nk
nk , w
(k) = p
b
(k)
0
0 p
b
(k)
1
1 . . . p
b
(k)
mk
mk .
Without loss of generality, we set a
(k)
j = 0 for j > nk and b
(k)
j = 0 for j > mk.
9Case 1. Assume that for all j = 0, 1, . . ., we have that a
(k)
j+1 > 0 or b
(k)
j+1 > 0 whenever both
a
(k)
j > 0 and b
(k)
j > 0 hold. Then we stop the iterating process.
Case 2. Let j0 be some number such that a
(k)
j0
> 0, b
(k)
j0
> 0 and a
(k)
j0+1
= b
(k)
j0+1
= 0. Then
v(k) = p
a
(k)
0
0 . . . p
a
(k)
j0−1
j0−1
p
a
(k)
j0
−1
j0
p
a
(k)
j0+2
j0+1
. . . p
a
(k)
nk
nk−1
pj0, w
(k) = p
b
(k)
0
0 . . . p
b
(k)
j0−1
j0−1
p
b
(k)
j0
−1
j0
p
b
(k)
j0+2
j0+1
. . . p
b
(k)
mk
mk−1
pj0 .
In this case, we put
v(k+1) = v(k)p−1j0 , w
(k+1) = w(k)p−1j0 .
It satisfies that v(k+1), w(k+1) ∈ S and
ind(v(k+1)) = ind(v(k))− 1, ind(w(k+1)) = ind(w(k))− 1.
Now we iterate with k + 1 instead of k.
Since ind(v) is finite, the iterating process will stop, say, at step K. Then there exists some
c ∈ S such that w = w(K)c and v = v(K)c. We have u = vw−1 = v(K)(w(K))−1. By the
construction of Case 1 in the iterating process, the term v(K)(w(K))−1 is the normal form of u.
By the uniqueness of normal form in Thompson’s group, we deduce that v(K) = x and w(K) = y.
It follows that v = xc and w = yc, and Axiom II holds.
Suppose that u = vw for some v, w ∈ S. Write v and w in their normal form pa00 p
a1
1 . . . p
ak
k
and p
a′0
0 p
a′1
1 . . . p
a′
l
l , respectively. Then p
a0
0 p
a1
1 . . . p
ak
k p
a′0
0 p
a′1
1 . . . p
a′
l
l is one of the words of u. To verify
Axiom III, it is sufficient to prove that u has only finitely many words.
Suppose that u ∈ S has normal form pa00 p
a1
1 . . . p
an
n and ind(u) = m. Recall that any word
pj1pj2 . . . pjm of u may be transformed into the normal form by applying the relation plpk = plpl+1
with 0 ≤ k < l for finitely many times. During this process, we can require that the subscripts
be non-decreasing. Therefore j1, j2, . . . , jm ≤ n. Hence, the number of choices for such words
are no larger than (n+ 1)m. So Axiom III follows. The proof is completed. 
Next, we consider
G = 〈U, V : V U = UV 2〉.
Note that
V U = UV 2, V −1U = UV −2, U−1V −1 = V −2U−1, U−1V = V 2U−1. (7)
One can always move U to the left of V, V −1 and U−1 to the right of V, V −1. So every element can
be written in the form UaV bU−c with a, c ≥ 0 and b ∈ Z. Moreover, if a, c > 0 and b is an even
number, then the relations V kU = UV 2k (k ∈ Z) ensures that UaV bU−c = Ua−1V b/2U−(c−1).
So the normal form of an element in G is given by UaV bU−c with a, c ≥ 0, b ∈ Z, where either
ac = 0, or ac 6= 0 and b is odd. We choose the monoid S = {UmV n : m,n ≥ 0}.
Theorem 2.2. The monoid S is an integral monoid with its fractional group G.
Proof. It is not hard to see that S ∩ S−1 = {1} and Axiom I holds.
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For u ∈ G with normal form UaV bU−c, we set{
x = UaV b, y = U c, if b ≥ 0,
x = Ua, y = U cV −b, if b < 0.
Let x˜ = Ua1V b1 and y˜ = Ua2V b2 , where a1, b1, a2, b2 ≥ 0. And suppose that x˜y˜
−1 = u = xy−1.
Let k be the maximum number such that k ≤ a1, a2 and 2
k(b1−b2) ∈ Z. Then U
a1V b1−b2U−a2 =
Ua1−kV 2
−k(b1−b2)U−(a2−k), and on the right-hand side is the normal form of u. So a = a1 − k,
c = a2 − k and b = 2
−k(b1 − b2). When b1 ≥ b2, we have
x · UkV b2 = Ua1−kV 2
−k(b1−b2) · UkV b2 = Ua1−kUkV b1−b2V b2 = x˜,
y · UkV b2 = Ua2−k · UkV b2 = y˜.
When b1 < b2, we have
x · UkV b1 = Ua1−k · UkV b1 = x˜,
y · UkV b1 = Ua2−kV −2
−k(b1−b2) · UkV b1 = Ua2−kUkV b2−b1V b1 = y˜.
This leads to Axiom II.
Consider the product Um3V n3 = Um1V n1 · Um2V n2, where m1, m2, m3, n1, n2, n3 ≥ 0. Calcu-
lation shows that
m3 = m1 +m2, n3 = 2
m2n1 + n2. (8)
For given m3 and n3, there are only finitely many solutions to (8) for non-negative integers
m1, m2, n1, n2. We conclude that #{(x, y) ∈ S × S : xy = U
m3V n3} < +∞ for any given
m3, n3 ≥ 0. Now Axiom III follows. The proof is completed. 
There are many other examples. Huang [9] shows several classes of natural monoids, which
includes the monoid generated by three matrices
p0 =
(
0 2
3 0
)
, p1 =
(
1 0
0 2
)
, p2 =
(
2 0
0 1
)
. (9)
2.2. Divisors, Multiples, and Irreducible Decompositions. Now we start to explore gen-
eral theories on integral monoids.
Definition 2.3. Let u, v, w be elements in S such that uv = w.
We say that u is a divisor of w, or u divides w, or w is a multiple of u, and denote u|w.
Equivalently, we have u|w if and only if w ∈ uS if and only if wS ⊆ uS.
Moreover, we say that v is a co-divisor of w, or v co-divides w, or w is a co-multiple of v,
and denote v ‡ w. Equivalently, we have v ‡ w if and only if w ∈ Sv if and only if Sw ⊆ Sv.
Lemma 2.4. (i) If u, v are two elements in S satisfying uS = vS, then u = v.
(ii) If u, v are two elements in S satisfying Su = Sv, then u = v.
Proof. (i) It follows from uS = vS and 1 ∈ S that v−1u ∈ S. Similarly, one has (v−1u)−1 =
u−1v ∈ S. By Axiom I, we conclude that v−1u ∈ S ∩ S−1 = {1}. So u = v. Similar arguments
lead to (ii). 
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Lemma 2.5. The relations “|” and “‡” are partial orders over S.
Proof. Let u, v, w ∈ S.
(i) (Reflexivity.) Since u ∈ uS, one has u|u.
(ii) (Antisymmetry.) If u|v and v|u, then uS = vS. It follows from Lemma 2.4 that u = v.
(iii) (Transitivity.) Suppose that u|v and v|w. That is to say, we have w ∈ vS and v ∈ uS.
So w ∈ uS, i.e., u|w.
As a result, we conclude that “|” is a partial order. Similar arguments show that “‡” is also
a partial order on S. 
Here are some basic properties about the divisibility.
Lemma 2.6. Let u, v ∈ S, w ∈ G.
(i) Suppose that wu ∈ S. If u|v, then wu|wv.
(ii) If uv|u, then v = 1.
(iii) If uv|v, then u = 1.
Proof. (i) The conclusion follows since v ∈ uS implies wv ∈ wuS.
(ii) It follows from (i) that v|1. Combining the fact 1|v and Lemma 2.4, one obtains v = 1.
(iii) Since u|uv and uv|v, one has u|v. Write v = uw for some w ∈ S. Then u2w|v, which
leads to u2|v. By similar argument, one obtains uk|v for all k ≥ 1. By Axiom III, the element v
has only finitely many divisors. Then there are some k1 6= k2 such that u
k1 = uk2. Noting that
G has no torsion, we conclude that u = 1. 
The following lemma follows similarly, whose proof is omitted here.
Lemma 2.7. Let u, v ∈ S, w ∈ G.
(i) Suppose that uw ∈ S. If u ‡ v, then uw ‡ vw.
(ii) If uv ‡ v, then u = 1.
(iii) If uv ‡ u, then v = 1.
Next, we will show that the least common multiple and the greatest common divisor can be
well-defined on an integral monoid S.
Lemma 2.8. For any u, v ∈ S, there is a unique element w ∈ S such that uS ∩ vS = wS.
Proof. By Axiom II, the element v−1u has a right fraction xy−1 in lowest terms with numerator
x and denominator y. Put w = uy = vx. Then wS ⊆ uS ∩ vS. On the other hand, let us
consider any z ∈ uS ∩ vS. Write z = uy˜ = vx˜ for some x˜, y˜ ∈ S. Then v−1u = x˜y˜−1. The
right-hand side of the above equality is also a fraction of v−1u. By Axiom II, there is some c ∈ S
such that x˜ = xc and y˜ = yc. So z = uy˜ = uyc = wc ∈ wS. We obtain that uS∩vS ⊆ wS. Now
the existence of such a w is obtained. The uniqueness follows from Lemma 2.4. This completes
the proof. 
Definition 2.9. For u, v ∈ S, we define the least common multiple of u and v to be lcm[u, v] = w
with w the unique element in S such that uS ∩ vS = wS.
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Note that
lcm[u, v]S = uS ∩ vS = vS ∩ uS = lcm[v, u]S, (u, v ∈ S).
So lcm[u, v] = lcm[v, u]. Similarly,
u1S ∩ u2S ∩ u3S = lcm[u1, u2]S ∩ u3S = lcm[lcm[u1, u2], u3]S, (u1, u2, u3 ∈ S). (10)
Since an intersection of sets does not depend on the order, we obtain the same if we permute
u1, u2 and u3 in (10). Therefore, it is natural to define lcm[u1, u2, u3] = lcm[lcm[u1, u2], u3] and
lcm[u1, u2, . . . , uk] = lcm[lcm[u1, u2, . . . , uk−1], uk], (k ≥ 2, u1, . . . , uk ∈ S)
in general. We also write lcm[u] = u for a single element u ∈ S and lcm[F ] = lcm[u1, u2, . . . , uk]
for a non-empty finite set F = {u1, u2, . . . , uk} ⊆ S. The following lemma follows immediately.
Lemma 2.10. Let k ≥ 1 and u1, u2, . . . , uk, v ∈ S.
(i) For 1 ≤ j ≤ k, we have uj |lcm[u1, u2, . . . , uk].
(ii) If u1, u2, . . . , uk|v, then lcm[u1, u2, . . . , uk]|v.
Example 2.11. In Thompson’s monoid S, we have lcm[p0, p1] = p0p2 = p1p0 and lcm[p
2
0, p
2
1] =
p20p
2
3 = p
2
1p
2
0.
Next, we turn to consider the notion of greatest common divisor of given elements.
Definition 2.12. For finitely many elements u1, u2, . . . , uk ∈ S (k ≥ 2), we define their greatest
common divisor to be
gcd(u1, u2, . . . , uk) = lcm[w ∈ S : w|uj (1 ≤ j ≤ k)]. (11)
Or, equivalently,
gcd(u1, u2, . . . , uk)S =
⋂
w|u1,...,uk
wS.
By Axiom III, the set {w ∈ S : w|uj (1 ≤ j ≤ k)} has finite cardinality. And it is non-empty,
since 1 is the divisor of any element of S. So the expression on the right-hand side of (11) is
well-defined. Moreover, the definition remains the same if we permute u1, u2, . . . , uk in (11).
We also write gcd(u) = u for a single element u ∈ S and gcd(F ) = gcd(u1, u2, . . . , uk) for a
non-empty finite set F = {u1, u2, . . . , uk} ⊆ S.
Lemma 2.13. Let k ≥ 1 and u1, u2, . . . , uk, v ∈ S.
(i) For 1 ≤ j ≤ k, we have gcd(u1, u2, . . . , uk)|uj.
(ii) If v|u1, u2, . . . , uk, then v|gcd(u1, u2, . . . , uk).
Proof. (i) For any 1 ≤ j ≤ k, and any w ∈ S with w|u1, u2, . . . , uk, we always have uj ∈ wS.
Then (i) holds due to the fact that
uj ∈
⋂
w|u1,...,uk
wS = gcd(u1, u2, . . . , uk)S.
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(ii) The conclusion follows by noticing that
gcd(u1, u2, . . . , uk)S =
⋂
w|u1,...,uk
wS ⊆ vS.

Lemma 2.14. For u1, u2, . . . , uk ∈ S (k ≥ 3), we have
gcd(u1, u2, . . . , uk) = gcd(gcd(u1, . . . , uk−1), uk).
Proof. By Lemma 2.13(i), one obtains
gcd(gcd(u1, . . . , uk−1), uk) | gcd(u1, . . . , uk−1),
gcd(gcd(u1, . . . , uk−1), uk)|uk.
Since gcd(u1, . . . , uk−1)|uj (1 ≤ j ≤ k− 1), one obtains gcd(gcd(u1, . . . , uk−1), uk)|uj for 1 ≤ j ≤
k − 1 as well. Now Lemma 2.13 (ii) ensures that
gcd(gcd(u1, . . . , uk−1), uk)|gcd(u1, u2, . . . , uk).
On the other hand, since gcd(u1, u2, . . . , uk)|uj (1 ≤ j ≤ k), we have
gcd(u1, u2, . . . , uk)|gcd(u1, u2, . . . , uk−1)
by Lemma 2.13 (ii). It follows that
gcd(u1, u2, . . . , uk)|gcd(gcd(u1, . . . , uk−1), uk).
This completes the proof. 
We explore some other properties below. Let c ∈ G and u1, u2, . . . , uk ∈ S (k ≥ 1). We have
cu1S ∩ cu2S ∩ . . . cukS = c(u1S ∩ u2S ∩ . . . ukS) = c · lcm[u1, u2, . . . , uk]S.
When cu1, cu2, . . . , cuk ∈ S, the above formula becomes
lcm[cu1, cu2, . . . , cuk] = c · lcm[u1, u2, . . . , uk].
Similar result also holds for the greatest common divisor.
Lemma 2.15. Let k ≥ 1 and c, u1, . . . , uk ∈ S. Then gcd(cu1, . . . , cuk) = c · gcd(u1, . . . , uk).
Proof. For simplicity, we denote d = gcd(u1, . . . , uk) and e = gcd(cu1, . . . , cuk). Write uj = dwj
and cuj = evj for some uj, vj ∈ S (1 ≤ j ≤ k). Note that cd|cdwj = cuj (1 ≤ j ≤ k), which
implies cd|gcd(cu1, . . . , cuk) = e by Lemma 2.13(ii). One the other hand, write lcm[e, c] = ey =
cx for some x, y ∈ S. Note that evj = cuj (1 ≤ j ≤ k), which are all common multiples of e and
c. So cx|cuj by Lemma 2.10(ii), which leads to x|uj (1 ≤ j ≤ k) by Lemma 2.7(i). One deduces
that x|d by Lemma 2.13(ii). Now e|cx and cx|cd. So e|cd. The lemma now follows. 
Corollary 2.16. Let u1, u2, . . . , uk ∈ S. Suppose that uj = gcd(u1, u2, . . . , uk) · vj (1 ≤ j ≤ k).
Then gcd(v1, v2, . . . , vk) = 1.
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Proof. Write c = gcd(u1, u2, . . . , uk). It follows from Lemma 2.15 that
c = gcd(u1, u2, . . . , uk) = gcd(cv1, cv2, . . . , cvk) = c · gcd(v1, v2, . . . , vk).
The corollary then follows. 
Suppose that k ≥ 2 and u1, . . . , uk are elements in S such that gcd(u1, . . . , uk) = 1. Then
we say that the elements u1, . . . , uk are free. The reason for not using the term “coprime” is
because we have not established the notion of “prime” yet.
Remark 2.17. The statement that “lcm[u, v] = uu1 = vv1 implies gcd(u1, v1) = 1” is false. For
example, in Thompson’s monoid S, we have
lcm[p0p1p2p8, p3] = p0p1p2p8 · p6 = p3 · p0p1p2p9.
Noting that p0p1p2p9 = p6p0p1p2, we also have gcd(p6, p0p1p2p9) = p6.
The divisor function is defined by
τ(z) = #{(z1, z2) ∈ S : z = z1z2},
which counts the number of divisors, or co-divisors, of z. We call an element p in S irreducible,
if τ(p) = 2. That is to say, the only divisors of an irreducible element is 1 and itself. We
use P to denote the set of all irreducible elements in S. For the natural numbers N, one has
P = {2, 3, 5, 7, 11, . . .}. For Thompson’s monoid S, one has P = {p0, p1, p2, . . .} as in (2).
Irreducible elements usually generate the monoid and also the group. However, it should be
pointed out that G can be generated by only two elements {p0, p1}, while S has infinitely many
irreducible elements P = {p0, p1, p2, . . .}.
Lemma 2.18 (Irreducible divisors). Suppose that u is an element in S with u 6= 1. Then there
is some p ∈ P such that p|u.
Proof. We write u(1) = u and use iteration. For k ≥ 1, whenever τ(u(k)) > 2, there are some
divisor u(k+1) of u(k) with u(k+1) 6= 1 and u(k+1) 6= u(k). Noting that each divisor of u(k+1) is a
divisor of u(k), one obtains 2 ≤ τ(u(k+1)) < τ(u(k)). By Axiom III, one has τ(u) < +∞. So the
iterating process will stop at some step, say, K, with u(K) = 2. Now u(K) ∈ P and it is a divisor
of u. 
Lemma 2.19 (Irreducible decompositions). For any u 6= 1, there exists some K ≥ 1 and
q1, q2, . . . , qK ∈ P such that u = q1q2 . . . qK.
Proof. We put u(1) = u and use iteration. For any k ≥ 1, by Lemma 2.18, there is some qk ∈ P
such that qk|u
(k). Whenever τ(u(k)) > 2, we write u(k) = qku
(k+1) for some u(k+1) ∈ S with
τ(u(k+1)) 6= 1. Then we iterate with k + 1 instead of k. Since τ(u(k+1)) < τ(u(k)) for each k ≥ 1
and τ(u) < +∞ by Axiom III, the iteration process will stop at step, say K, with τ(uK) = 2.
Then we denote qk = u
(K), which belongs to P. It appears that u = q1q2 . . . qK with qj ∈ P
(1 ≤ j ≤ K). 
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There may be many ways to write an element as a product of irreducible elements. When
different irreducible decompositions of a given element are considered, we will call an irreducible
element a letter, and call a composition of letters a word.
2.3. Co-divisors, Co-multiples and a Duality. The least common co-divisor of two elements
may not exist. However, we show below that such notation still works when we put some upper
bound on the elements involved.
Lemma 2.20. Let u1, u2, . . . , uk, w (k ≥ 1) be elements in S with u1, u2, . . . , uk ‡w. Then there
exists an element z ‡ w with the following two properties.
(i) It satisfies that u1, u2, . . . , uk ‡ z.
(ii) If v is an element in S such that v ‡ w and u1, u2, . . . , uk ‡ v, then z ‡ v.
Proof. (i) We write w = cjuj for 1 ≤ j ≤ k. Let c = gcd(c1, c2, . . . , ck) and cj = cxj (1 ≤ j ≤ k).
Noting that c|w, we write w = cz. Then z = xjuj for all 1 ≤ j ≤ k. It follows that z ‡ w and
uj ‡ z for 1 ≤ j ≤ k.
(ii) For v ‡ w with u1, u2, . . . , uk ‡ v, we write w = dv and v = yjuj. Then cjuj = w = dyjuj ,
which implies cj = dyj (1 ≤ j ≤ k). Now d|c1, . . . , ck and so d|gcd(c1, c2, . . . , cj) = c. Write
c = de. Then dv = w = cz = dez. Thus, one obtains v = ez. The proof is completed. 
Definition 2.21. Let k ≥ 1 and u1, u2, . . . , uk, w be the elements in S with u1, u2, . . . , uk ‡ w.
Define the least common co-multiple of u1, u2, . . . , uk up to w to be
lcm‡[w; u1, . . . , uk] =
(
gcd
(
wu−11 , . . . , wu
−1
k
))−1
w. (12)
Lemma 2.22. Let u1, u2, . . . , uk, w (k ≥ 1) be elements in S with u1, u2, . . . , uk ‡w. Then there
exists an element z ‡ w with the following two properties.
(i) It satisfies that z ‡ u1, u2, . . . , uk.
(ii) If v is an element in S satisfying v ‡ u1, u2, . . . , uk, then v ‡ z.
Proof. (i) We write w = cjuj for 1 ≤ j ≤ k. Let c = lcm[c1, c2, . . . , ck] = cjxj (1 ≤ j ≤ k). Since
c1, c2, . . . , ck|w, one has c|w. We put w = cz. Then z ‡w. In view of uj = xjz, one obtains z ‡uj
for 1 ≤ j ≤ k.
(ii) Since v ‡ u1, u2, . . . , uk, we write uj = yjv. Since w = cjyjv, one gets cj |cjyj = wv
−1 for
1 ≤ j ≤ k. Here wv−1 ∈ S. It follows that c = lcm[c1, . . . , ck]|wv
−1. We write wv−1 = cd. Then
cz = w = cdv, which implies that z = dv. This completes the proof. 
Definition 2.23. Let k ≥ 1 and u1, u2, . . . , uk, w be the elements in S with u1, u2, . . . , uk ‡ w.
Define the greatest common co-divisor of u1, u2, . . . , uk up to w to be
gcd‡(w; v1, . . . , vk) =
(
lcm
[
wv−11 , . . . , wv
−1
k
])−1
w. (13)
From now on, whenever we write lcm‡[w; u1, u2, . . . , uk] or gcd‡(w; u1, u2, . . . , uk), we always
mean that k ≥ 1, the elements u1, u2, . . . , uk, w belongs to S, and they satisfy u1, u2, . . . , uk ‡w.
The following three lemmas can be verified by direct computation, and we omit the proofs here.
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Lemma 2.24. Let k ≥ 1 and u1, u2, . . . , uk, w be the elements in S with u1, u2, . . . , uk ‡w. Then
(i) lcm‡[w; u1, u2, . . . , uk] = lcm‡[w; lcm‡[w; u1, . . . , uk−1], uk];
(ii) gcd‡(w; u1, u2, . . . , uk) = gcd‡(w; gcd‡(w; u1, . . . , uk−1), uk).
Lemma 2.25. Let k ≥ 1. Suppose that c, u1, u2, . . . , uk, w are elements in S with u1, . . . , uk ‡w.
Then
(i) lcm‡[wc; u1c, u2c, . . . , ukc] = lcm‡[w; u1, u2, . . . , uk] · c;
(ii) gcd‡(wc; u1c, u2c, . . . , ukc) = gcd‡(w; u1, u2, . . . , uk) · c.
Lemma 2.26. Let k ≥ 1 and u1, u2, . . . , uk, w, w
′ ∈ S. Suppose that w ‡ w′ and u1, u2, . . . , uk
are co-divisors of both w,w′. Then
(i) lcm‡[w; u1, u2, . . . , uk] = lcm‡[w
′; u1, u2, . . . , uk];
(ii) gcd‡(w; u1, u2, . . . , uk) = gcd‡(w
′; u1, u2, . . . , uk).
However, if there are no information about the relation of w and w′ in above lemma, then
we do not know the relation of the least common co-multiples and greatest common co-divisors
either.
Corollary 2.27. Let k ≥ 1 and u1, u2, . . . , uk, w are elements in S with u1, . . . , uk ‡w. Suppose
that gcd‡(w; u1, . . . , uk) = d. Suppose further that uj = u
′
jd (1 ≤ j ≤ k) and w = w
′d. Then
gcd‡(w
′; u′1, . . . , u
′
k) = 1.
Proof. Applying Lemma 2.25(ii), we obtain
d = gcd‡(w; u1, . . . , uk) = gcd‡(w
′d; u′1d, . . . , u
′
kd) = gcd‡(w
′; u′1, . . . , u
′
k) · d.
The corollary then follows. 
Next we obtain a duality between common divisors/multiples and common co-divisors/co-
multiples.
Lemma 2.28 (Duality). (i) Let u, v, x, y, z be elements in S satisfying gcd(u, v) = 1 and z =
lcm[u, v] = uy = vx. Then gcd‡(z; x, y) = 1 and lcm‡[z; x, y] = z.
(ii) Let w, u, v, x, y, z be elements in S satisfying x, y‡w, gcd‡(w; x, y) = 1 and z = lcm‡[w; x, y] =
uy = vx. Then gcd(u, v) = 1 and lcm[u, v] = z.
Proof. We prove (ii) here. Since z ‡w and x, y ‡z, we obtain by Lemma 2.26 that gcd‡(w; x, y) =
gcd‡(z; x, y) and lcm‡[w; x, y] = lcm‡[z; x, y]. It follows from (13) that
1 = gcd‡(z; x, y) =
(
lcm[zx−1, zy−1]
)−1
z = (lcm[u, v])−1 z,
which shows that lcm[u, v] = z. Similarly, by (12), we have
z = lcm‡[z; x, y] =
(
gcd(zx−1, zy−1)
)−1
z = (gcd(u, v))−1 z.
Therefore gcd(u, v) = 1. Similar arguments lead to (i). The proof is completed. 
Remark 2.29. Let us reconsider the proposition in Remark 2.17. Suppose that lcm[u, v] = uu1 =
vv1. Let d = gcd(u, v) and u = du0, v = dv0. Then gcd(u0, v0) = 1 and lcm[u, v] = d · lcm[u0, v0].
It follows that lcm[u0, v0] = u0u1 = v0v1. By Lemma 2.28, we obtain that gcd‡(uu1; u1, v1) =
gcd‡(u0u1; u1, v1) = 1.
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For an abelian S, it is not necessary to distinguish between divisors and co-divisors, or multi-
ples and co-multiples. And one obtains above lemma immediately. However, for an non-abelian
S, the duality in Lemma 2.28 is crucial. It shows that the information provided by divisors is
nearly equivalent to that by co-divisors. However, information from only one side is not enough
for arithmetics. This duality will play an important role in Section 3.
2.4. Left Regular Representations of Integral Monoids. Denote H = l2(S). For w ∈ S,
let δw be the function that δw(w) = 1 and δw(z) = 0 for z 6= w. Then {δw : w ∈ S} is
an orthonormal basis of the Hilbert space H. For u ∈ S, let Lu be the operator induced by
Luδw = δuw. Equivalently,
(Luf)(z) =
{
f(u−1z), if z ∈ uS,
0, if z ∈ S \ uS
for f ∈ H. Since
‖Luf‖
2 =
∑
z∈uS
|f(u−1z)|2 =
∑
z∈S
|f(z)|2 = ‖f‖2,
one has ‖Lu‖ = 1 and Lu is an isometry. In particular, L1 = I is the identity operator. By
calculation, one obtains that
(L∗vg)(z) = g(vz), (g ∈ H, z ∈ S).
Or, equivalently, the adjoint operator L∗v is given by L
∗
vδw = δv−1w for w ∈ vS and L
∗
vδw = 0 for
w ∈ S \ vS. Now, let Q be the monoid of B(H) generated by Lu, L
∗
u (u ∈ S).
Lemma 2.30. We have Q = {LuL
∗
v : u, v ∈ S}. It satisfies that
Lu1Lu2 = Lu1u2 , L
∗
v2
L∗v1 = L
∗
v1v2
, L∗vLu = Lv−1 lcm[u,v]L
∗
u−1lcm[u,v] (14)
for u, v, u1, u2, v1, v2 ∈ S. Moreover, we have Lu1L
∗
v1
= Lu2L
∗
v2
if and only if u1 = u2 and
v1 = v2.
Proof. The first two equalities in (14) follows immediately. We prove the third one below. For
u, v, w ∈ S, calculation reveals that
L∗vLuδw =
{
δv−1uw, if w ∈ S ∩ u
−1vS,
0, otherwise,
and
Lv−1 lcm[u,v]L
∗
u−1lcm[u,v]δw =
{
δv−1lcm[u,v](u−1lcm[u,v])−1w, if w ∈ u
−1lcm[u, v]S,
0, otherwise,
Note that v−1lcm[u, v](u−1lcm[u, v])−1 = v−1u and
S ∩ u−1vS = u−1(uS ∩ vS) = u−1lcm[u, v]S.
We conclude that L∗vLu = Lv−1 lcm[u,v]L
∗
u−1lcm[u,v].
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Now for any finite product of Lw’s and L
∗
w’s (w ∈ S), we can always move the operators with
a ∗ to the right-hand side, and obtain an operator of the form LuL
∗
v with some u, v ∈ S. So
Q = {LuL
∗
v : u, v ∈ S}.
Moreover, we have
LuL
∗
vδw =
{
δuv−1w, if w ∈ vS,
0, otherwise.
One sees that Lu1L
∗
v1
= Lu2L
∗
v2
if and only if u1v
−1
1 = u2v
−1
2 and v1S = v2S, if and only if
u1 = u2, v1 = v2. 
Let A be the C∗-algebra generated by Q in H. Denote Ew = LwL
∗
w for w ∈ S, which is the
projection from H onto the closed subspace spanned by {δz : w|z}. Note that, for w1, w2 ∈ S,
Ew1Ew2 = Lw1L
∗
w1Lw2L
∗
w2 = Llcm[w1,w2]L
∗
lcm[w1,w2] = Ew2Ew1 .
For an element u ∈ S, we use Pu to denote the projection from H onto Cδu.
Theorem 2.31. The following statements are equivalent.
(i) There are infinitely many irreducible elements in S.
(ii) The projection P1 does not belong to A.
Proof. We first prove that (ii) implies (i). Suppose on the contrary that P = {q1, q2, . . . , qk}.
Note that (I −Eq1)(I −Eq2) . . . (I −Eqk) is the projection onto the closed subspace spanned by
{δw : q1 ∤ w, q2 ∤ w, . . . , qk ∤ w}.
By Lemma 2.18, the above set equals {δ1}. Then
P1 = (I − Eq1)(I − Eq2) . . . (I − Eqk) =
∑
F⊆{1,2,...,k}
(−1)|F |Elcm[qj: j∈F ] ∈ A.
A contradiction appears.
In the following, we shall prove that (i) implies (ii). Assume on the contrary that P1 ∈ A.
Then there is a finite sum T =
∑
(u,v)∈F0
cuvLuL
∗
v such that ‖T − P1‖ < 1/10. In particular, we
have
‖P1TP1 − P1‖ ≤ ‖P1‖ · ‖T − P1‖ · ‖P1‖ < 1/10.
Note that P1LuL
∗
vP1 = P1 if (u, v) = (1, 1) and P1LuL
∗
vP1 = 0 otherwise. So P1TP1 = c11P1. It
follows that |c11 − 1| = ‖c11P1 − P1‖ < 1/10, which implies |c11| ≥ 9/10.
One the other hand, recall that the set F0 has finite cardinality. Note that each element in S
has only finitely many irreducible divisors, and P contains infinitely many elements. So there
is some q ∈ P such that gcd(q, u) = gcd(q, v) = 1 for all (u, v) ∈ F0. Calculations show that
PqLuL
∗
vPq = Pq for (u, v) = (1, 1) and PqLuL
∗
vPq = 0 for (u, v) ∈ F0 \ {(1, 1)}. So
|c11| = ‖c11Pq − 0‖ = ‖PqTPq − PqP1Pq‖ ≤ ‖Pq‖ · ‖T − P1‖ · ‖Pq‖ < 1/10.
Now a contradiction appears.

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2.5. A Trace on the C∗-algebra. Let {Fl}
∞
l=1 be a sequence of subsets of S with F1 ⊆ F2 ⊆
F3 ⊆ . . . and
⋃∞
l=1 Fl = S. Put zl = lcm[z : z ∈ Fl]. It is not hard to see that for any given
u ∈ S, there is some L > 0 such that u|zl for all l ≥ L.
Lemma 2.32. The function τ : A→ C given by
τ(A) = lim
l→∞
〈Aδzl, δzl〉 (15)
is well-defined, and is a trace on A.
Proof. First, we shall show that τ is a well-defined bounded linear functional on A. There are
three steps: showing that τ can be defined on a dense subspace of A by (15); showing that τ
can be extended to the whole A; showing that τ is defined by (15) on the whole A.
Let A =
∑
(u,v)∈F
cuvLuL
∗
v, where F is a finite set and cuv’s are complex numbers. Then there
exists an L ≥ 1 such that v|zl for all (u, v) ∈ F and l ≥ L. Hence
Aδzl =
∑
(u,v)∈F
cuvLuL
∗
vδzl =
∑
(u,v)∈F
cuvδuv−1zl.
Since 〈δuv−1zl , δzl〉 = 0 if and only if u = v, one deduces that 〈Aδzl, δzl〉 =
∑
(u,u)∈F cuu for l ≥ L.
Now we have
τ(A) = lim
l→∞
〈Aδzl, δzl〉 =
∑
(u,u)∈F
cuu. (16)
It is well-defined on Span{LuL
∗
v : u, v ∈ S}, which is a dense subspace of A. Note that
τ(A) ≤ lim
l→∞
‖A‖ · ‖δzl‖
2
H ≤ ‖A‖
for A in this subspace. By Hahn-Banach theorem, we conclude that τ can be extended to a
linear functional on A.
Next, we will show that (15) holds for all operators in A. For any operator A ∈ A, there
exists a sequence An ∈ Span{LuL
∗
v : u, v ∈ S} such that ‖An − A‖ → ∞ as n → ∞. For any
ε > 0, there exists some N > 0 such that ‖An − A‖ ≤ ε/3 whenever n ≥ N . For this given N ,
there exists some L > 0 such that
∣∣〈ANδzl , δzl〉 − 〈ANδz′l , δz′l〉∣∣ < ε/3 whenever l, l′ ≥ L, since
the limit lim
l→∞
〈ANδzl, δzl〉 exists. Therefore,∣∣〈Aδzl , δzl〉 − 〈Aδz′l , δz′l〉∣∣
≤ |〈(A− AN)δzl, δzl〉|+
∣∣〈ANδzl, δzl〉 − 〈ANδz′l , δz′l〉∣∣ + ∣∣〈(AN − A)δz′l , δz′l〉∣∣
≤ 2‖AN −A‖+
∣∣〈ANδzl, δzl〉 − 〈ANδz′l , δz′l〉∣∣ < ε.
So {〈Aδzl, δzl〉}
∞
l=1 is a Cauchy sequence. We denote its limit by lim
l→∞
〈Aδzl, δzl〉 = α. Moreover,
one has
|τ(An)− α| ≤ lim
l→∞
|〈Anδzl , δzl〉 − 〈Aδzl, δzl〉| ≤ ‖An −A‖ → 0, (n→∞).
It follows that τ(A) = lim
n→∞
τ(An) = α.
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Second, if A is a positive operator, then 〈Aδδzl ,δzl 〉 ≥ 0. One conclude further that τ(A) ≥ 0.
Now we have shown that τ is a positive bounded linear functional on A.
Third, we need to prove that τ(AB) = τ(BA) for any A,B ∈ A. Thanks to the fact
that Span{LuL
∗
v : u, v ∈ S} is dense in A, it is sufficient to show that τ(Lu1L
∗
v1Lu2L
∗
v2) =
τ(Lu2L
∗
v2Lu1L
∗
v1) for any u1, v1, u2, v2 ∈ S. Calculation reveals that
B1 := Lu1L
∗
v1
Lu2L
∗
v2
= Lu1v−11 lcm[v1,u2]L
∗
v2u
−1
2 lcm[v1,u2]
,
B2 := Lu2L
∗
v2
Lu1L
∗
v1
= Lu2v−12 lcm[v2,u1]Lv1u
−1
1 lcm[v2,u1]
.
By (16), we deduce that both τ(B1) and τ(B2) take value 1 when u1v
−1
1 = v2u
−1
2 and 0 otherwise.
This completes the proof.

Let us recall Gelfand-Naimark-Segal construction with the C∗-algebra A and the state τ (see
Chapter 4.5 of [11] for details). The set Lτ = {A ∈ A : τ(A
∗A) = 0} is a closed left ideal in
A. For A ∈ A, we write [A] := A+ Lτ for simplicity, which is an element in the quotient linear
space A/Lτ . The equation
〈[A], [B]〉τ = τ(B
∗A), (A,B ∈ A)
defines a definite inner product on A/Lτ . Denote its completion by Hτ , which is a Hilbert space.
Define the action piτ of A on A/Lτ by piτ (A)([B]) = [AB], which extends to a ∗-representation
of A on Hτ with the cyclic vector [I].
Lemma 2.33. Let S = {(x, y) ∈ S× S : xy−1 is the fraction of some w ∈ G in lowest terms}.
Then the setB =
{
[LxL
∗
y] : (x, y) ∈ S
}
is an orthonormal basis ofHτ . Moreover, for u1, u2, v1, v2 ∈
S, we have that [Lu1L
∗
v1 ] = [Lu2L
∗
v2 ] if and only if u1v
−1
1 and u2v
−1
2 are fractions of a same ele-
ment in G.
Proof. Suppose that u, v, x, y ∈ S are elements in S satisfying (x, y) ∈ S and uv−1 = xy−1.
Applying (14), we have
τ
(
(LuL
∗
v − LxL
∗
y)
∗(LuL
∗
v − LxL
∗
y)
)
=τ(LvL
∗
v)− τ(Lvu−1 lcm[u,x]L
∗
yx−1lcm[u,x])− τ(Lyx−1lcm[x,u]L
∗
vu−1lcm[x,u]) + τ(LyL
∗
y)
=1− 1− 1 + 1 = 0.
So [LxL
∗
y] = [LuL
∗
v]. Since Span{LuL
∗
v : u, v ∈ S} is dense in A, we have that Span{[LxL
∗
y] :
(x, y) ∈ S} is dense in Hτ . Moreover, for (x1, y1), (x2, y2) ∈ S, we have
〈[Lx1L
∗
y1
], [Lx2L
∗
y2
]〉Hτ = τ(Ly2L
∗
x2
Lx1L
∗
y1
) = τ
(
Ly2x−12 lcm[x2,x1]L
∗
y1x
−1
1 lcm[x2,x1]
)
,
which equals 1 when x1y
−1
1 = x2y
−1
2 and 0 otherwise. So B is an orthonormal basis of Hτ . 
By Lemma 2.33, one deduces that
piτ (LuL
∗
v)([LxL
∗
y]) = [LuL
∗
vLxL
∗
y] = [Luv−1 lcm[v,x]L
∗
yx−1lcm[v,x]].
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And piτ (LuL
∗
v) = piτ (Lu′L
∗
v′) if and only if
(uv−1lcm[v, x])(yx−1lcm[v, x])−1 = (u′v′−1lcm[v′, x])(yx−1lcm[v′, x])−1
for all (x, y) ∈ S, if and only if uv−1 = u′v′−1. Therefore piτ (A) is the closure of Span{pi(LxL
∗
y) :
(x, y) ∈ S} in B(Hτ ).
Let C∗r (G) be the reduced group C
∗-algebra of G. More concretely, let H˜ = l2(G) and δz
be the function taking value 1 at z and 0 elsewhere. The operator L˜x on H˜ is defined by
L˜wδz = δwz (z ∈ G). Then C
∗
r (G) is the C
∗-algebra generated by {L˜w : w ∈ G} in B(H˜). Note
that L˜w
∗
δz = δw−1z (z ∈ G). If uv
−1 = uv′−1, then L˜uL˜v
∗
= L˜u′L˜v′
∗
. So C∗r (G) is the closure of
Span{L˜xL˜y
∗
: (x, y) ∈ S} in B(H˜). Now one arrives at the following conclusion immediately.
Theorem 2.34. The map φ : piτ (A) → C
∗
r (G) induced by piτ (LxL
∗
y) 7→ L˜xL˜y
∗
for (x, y) ∈ S is
a ∗-isomorphism.
2.6. Arithmetic Functions on Integral Monoids. For two functions f and g on S, the
convolution f ∗ g is given by
(f ∗ g)(z) =
∑
z1,z2∈S
z1z2=z
f(z1)g(z2) =
∑
z1|z
f(z1)g(z
−1
1 z) =
∑
z2‡z
f(zz−12 )g(z2).
It is associative, but may be non-commutative. For example, one has Luf = δu ∗ f for u ∈ S
and f ∈ H. And the divisor function satisfies that τ = 1 ∗ 1. For u ∈ S, we write PD(u) and
PD‡(u) for the set of irreducible divisors and co-divisors of u, respectively. Let
ω(u) = #PD(u), ω‡(u) = #PD‡(u), (u ∈ S).
By Lemma 2.19, it is not hard to obtain the following lemma.
Lemma 2.35. Let u be an element in S.
(i) For any d|u with d 6= u, there is some q ∈ PD‡(u) such that p|uq
−1.
(ii) For any d ‡ u with d 6= u, there is some q ∈ PD(u) such that d ‡ q−1u.
The function δ1 is the identity with respect to convolution, i.e., one has f ∗ δ1 = δ1 ∗ f = f for
any arithmetic function f . Next, we consider the inverse of an arithmetic function with respect
to convolution.
Theorem 2.36. Let f be an arithmetic function on S with f(1) 6= 0. Then f has a unique
inverse g, i.e., f ∗ g = g ∗f = 1, which is given by either of the following two iterating formulae,
g(1) = f(1)−1, g(z) = −f(1)−1
∑
v|z
v 6=z
g(v)f(v−1z), (17)
or
g(1) = f(1)−1, g(z) = −f(1)−1
∑
v‡z
v 6=z
f(zv−1)g(v). (18)
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Proof. For z ∈ S, any proper divisor v of z satisfies τ(v) < τ(z). Similarly, any proper co-
divisor v of z satisfies τ(v) < τ(z). The above iteration is well-defined. It is not hard to see
that g(1) = f(1)−1. Suppose that the value f−1(v) has been determined for all v with τ(v) < k
for some k ≥ 1. Now for a z with τ(z) = k, one has
0 = (g ∗ f)(z) =
∑
v|z
g(v)f(v−1z) = g(z)f(1) +
∑
v|z
v 6=z
g(v)f(v−1z),
or
0 = (f ∗ g)(z) =
∑
v‡z
f(zv−1)g(v) = f(1)g(z) +
∑
v‡z
v 6=z
f(zv−1)g(v).
Now (17) and (18) follows. 
The inverse of 1 is one of the most significant arithmetic functions, which is known as Mo¨bius
function in classical arithmetics. We denote it by µ, i.e., it satisfies µ ∗ 1 = 1 ∗ µ = δ1.
Theorem 2.37. For z ∈ S with z 6= 1, let F(z) = {zp−1 : p ∈ PD‡(z)} and F‡(z) = {p
−1z :
p ∈ PD(z)}. We have µ(1) = 1 and
µ(z) =
∑
∅6=F⊆F(z)
gcd(F )=1
(−1)|F | =
∑
∅6=F⊆F‡(z)
gcd‡(z;F )=1
(−1)|F |, (z 6= 1).
Proof. It is apparent that µ(1) = 1. For z 6= 1, by Lemma 2.35, any divisor v of z with v 6= z
divides at least one of the y’s with y ∈ F(z). Applying the inclusion-exclusion principle, we
deduce that
0 = (µ ∗ 1)(z) =
∑
v|u
µ(v) = µ(z) +
∑
∅6=F⊆F
(−1)|F |+1
∑
v|gcd(F )
µ(v)
= µ(z) +
∑
∅6=F⊆F
(−1)|F |+1(µ ∗ 1)(gcd(F )) = µ(z) +
∑
∅6=F⊆F
gcd(F )=1
(−1)|F |+1.
Similarly, any co-divisor v of z with v 6= 1 co-divides at least one of the y’s with y ∈ F‡(z).
Applying the inclusion-exclusion principle, we deduce that
0 = (1 ∗ µ)(z) =
∑
v‡u
µ(v) = µ(z) +
∑
∅6=F⊆F‡(z)
(−1)|F |+1
∑
v‡gcd‡(F )
µ(v)
= µ(z) +
∑
∅6=F⊆F‡(z)
(−1)|F |+1(1 ∗ µ)(gcd‡(z;F )) = µ(z) +
∑
∅6=F⊆F‡(z)
gcd‡(z;F )=1
(−1)|F |+1.
The proof is completed. 
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3. Axiom IV’ and Homogenous Monoids
Define
C1 =
{(
u, u−1lcm[u, v]
)
: u, v ∈ S, gcd(u, v) = 1
}
,
which is a subset of S × S, and
Γ1 =
{((
u, u−1lcm[u, v]
)
,
(
v, v−1lcm[u, v]
))
: u, v ∈ S, gcd(u, v) = 1
}
,
which is a subset of C1 × C1.
Axiom IV’. The set Γ1 is a graph of a map η : C1 → C1.
Definition 3.1. We call an integral monoid S homogenous, if Axiom IV’ holds.
In this section, we always assume that Γ1 is a graph of a map η : C1 → C1. It is not hard
to see that η2 = id on C1. That is to say, if (u, v) ∈ C1 and η(u, v) = (v˜, u˜), then we also have
(v˜, u˜) ∈ C1 and η(v˜, u˜) = (u, v). For simplicity, we will rewrite the above formulas by either of
the following four expressions:
uv ⇋ v˜u˜, uv ⇋ v˜u˜, v˜u˜⇋ uv, v˜u˜⇋ uv.
And whenever we put three underlines under u or v for an ordered pair of elements u, v, we
always mean that (u, v) ∈ C1. For example, for any u ∈ S, we have 1u⇋ u1.
Definition 3.2. When (u, v) ∈ C1, we say that u, v are castled-free. When uv ⇋ v˜u˜, we call it,
or the element ((u, v), (v˜, u˜)) ∈ Γ1, a free castling.
The arithmetic meaning of this notion is interpreted by the following lemma.
Lemma 3.3. The following statements are equivalent.
(i) The set Γ1 is a graph of a map η : C1 → C1.
(ii) Suppose that u, v, w are elements in S such that lcm[w, u] = lcm[w, v] and gcd(w, u) =
gcd(w, v) = 1. Then u = v.
(iii) Suppose that u0, v0, w0 are elements in S such that lcm[w0, u0] = lcm[w0, v0] and gcd(w0, u0) =
gcd(w0, v0). Then u0 = v0.
(iv) Suppose that x, y, z, r are elements in S such that lcm‡[r; x, y] = lcm‡[r; x, z] and gcd‡(r; x, y) =
gcd‡(r; x, z) = 1, then y = z.
(v) Suppose that x0, y0, z0, r0 are elements in S such that lcm‡[r0; x0, y0] = lcm‡[r0; x0, z0] and
gcd‡(r0; x0, y0) = gcd‡(r0; x0, z0), then y0 = z0.
Proof. First, we prove that (i) implies (ii). With the conditions in (ii), we assume that
lcm[w, u] = lcm[w, v] = wx = uy = vz
for some x, y, z ∈ S. By the definition of C1, we have (w, x), (u, y), (v, z) ∈ C1, and η((w, x)) =
(u, y) = (v, z). Since η is a well-defined map, we have (u, y) = (v, z). So u = v.
Second, we show that (ii) implies (iv). Under the conditions in (iv), we set
lcm‡[r; x, y] = lcm‡[r; x, z] = wx = uy = vz
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for some w, u, z ∈ S. Since gcd‡(r; x, y) = gcd‡(r; x, z) = 1, one deduces by Lemma 2.28 that
gcd(w, u) = gcd(w, v) = 1, lcm[w, u] = lcm‡[r; x, y] = lcm‡[r; x, z] = lcm[w, v].
So u = v by (ii), which leads to y = z.
Third, we show that (iv) leads to (i). Suppose that both ((w, x), (u, y)) and ((w, x), (v, z))
belongs to Γ1. Then gcd(w, u) = gcd(w, v) = 1 and lcm[w, u] = wx = uy, lcm[w, v] = wx = vz.
Put r = lcm[w, u] = lcm[w, v]. By Lemma 2.28, we have gcd‡(r; x, y) = gcd‡(r; x, z) = 1 and
lcm‡[r; x, y] = lcm[w, u] = lcm[w, v] = lcm‡[r; x, z].
It follows that y = z by (iv) and then u = v. Hence the map η is well-defined.
Next, we show that (iv) is equivalent to (v). Let gcd‡(r0; x0, y0) = gcd‡(r0; x0, z0) = d and
r0 = rd, x0 = xd, y0 = yd, then gcd‡(r; x, y) = gcd(r; x, z) = 1 and
lcm‡[r; x, y] = lcm‡[r0; x0, y0] · d
−1 = lcm‡[r0; x0, z0] · d
−1 = lcm[r; x, z].
Note that y0 = z0 if and only if y = z. The statements (iv) and (v) are equivalent. Similarly,
one can deduce that (ii) and (iii) are equivalent. The proof is completed. 
From the proof of Lemma 3.3, we obtain the following corollary.
Corollary 3.4. We have C1 =
{
(lcm‡[w; x, y]y
−1, y) : x, y, w ∈ S, gcd‡(w; x, y) = 1
}
. Moreover,
it satisfies that
η
((
lcm‡[w; x, y]y
−1, y
))
=
(
lcm‡[w; x, y]x
−1, x
)
.
Remark 3.5. Let u, v, x, y be elements in a homogenous monoid S. The following statements
are equivalent.
(i) We have the free castling uy ⇋ vx.
(ii) It satisfies gcd(u, v) = 1 and lcm[u, v] = uy = vx.
(iii) It satisfies gcd‡(ux; y, x) = 1 and lcm‡[ux; y, x] = uy = vx.
Remark 3.6. For a free castling uy ⇋ vx, we have (i) u, y uniquely determine v, x; (ii) v, x
uniquely determine u, y; (iii) u, v uniquely determine y, x; (iv) given a w ∈ S, under the condi-
tion that uy, vx ‡ w, the elements y, x uniquely determine u, v.
3.1. Index of an Element.
Definition 3.7. For u ∈ S, define
ind(u) = min{k : u = q1q2 . . . qk with q1, . . . , qk ∈ P}.
Here ind(1) = 0. One can verify that ind(uv) ≤ ind(u) + ind(v) for u, v ∈ S. The following
lemma shows that the number of letters in a word of a given element is an invariant, and the
equality holds in above formula.
Lemma 3.8. Let u ∈ S. Suppose that u = q1q2 . . . qk for some q1, q2, . . . qk ∈ P. Then k =
ind(u).
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Proof. We use induction on ind(u), First consider the case ind(u) = 0, i.e., 1 = q1q2 . . . qk. It is
immediate that k 6= 1. Assume that k ≥ 2. Then q1 = (q2 . . . qk)
−1 ∈ S−1. So q1 ∈ S∩S
−1 = {1},
which is a contradiction. As a result, we have k = 0.
When ind(u) = 1, one has u ∈ P and τ(u) = 2. Assume on the contrary that k ≥ 2. Then
q1|u and q1 6= u. The elements 1, q1, u are distinct divisors of u. It follows that τ(u) ≥ 3, which
is a contradiction.
Suppose that the result has been obtained for ind(u) ≤ m− 1 for some m ≥ 2. Now we deal
with the case ind(u) = m. By the definition of ind(u), there are some r1, r2, . . . , rm ∈ P such
that u = r1r2 . . . rm, and k ≥ m. Write w = q1q2 . . . qk−1 and v = r1r2 . . . rm−1.
Case 1. Suppose that d := gcd(w, v) 6= 1. Write w = dx and v = dy. Moreover, write
d = p1p2 . . . ph, x = q˜1q˜2 . . . q˜l, y = r˜1r˜2 . . . r˜n
for some h ≥ 1, l, n ≥ 0 and p1, . . . , ph, q˜1, . . . q˜l, r˜1, . . . r˜n ∈ P. Noting that ind(v) ≤ m − 1, we
deduce by inductive hypothesis that ind(v) = m − 1 = h + n, which implies n ≤ m − 2. Note
that
d−1u = q˜1q˜2 . . . q˜lqk = r˜1r˜2 . . . r˜nrm,
where ind(d−1u) ≤ n+ 1 ≤ m− 1. By inductive hypothesis, one gets ind(d−1u) = n+ 1 = l+ 1.
Thus, we have ind(w) ≤ ind(d)+ ind(x) ≤ h+ l = h+n = m−1. By inductive hypothesis again,
one concludes that k − 1 = ind(w) ≤ m− 1, which implies k = m.
Case 2. Suppose that rm = qk. Then w = v and ind(v) ≤ m − 1. By inductive hypothesis,
we have ind(w) = ind(v) = m− 1. It follows that k − 1 = m− 1. So k = m.
Case 3. Suppose that gcd(w, v) = 1 and rm 6= qk. Note that lcm[v, w]|u. Write u = lcm[v, w]d
and lcm[v, w] = va = wb for some a, b, d ∈ S. Then u = vad = wbd, which leads to ad = qk and
bd = rm−1. In view of rm 6= qk, one deduces that a = qk, b = rm and d = 1. Hence lcm[v, w] = u.
Assume on the contrary that k > m. Note that k ≥ m + 1 ≥ 3. Let w0 = q1q2 . . . qk−2. Then
w0 6= 1. We denote lcm[w0, v] = vc for some c ∈ S. Since gcd(v, w0) = 1, one has w0 ∤ v and
so c 6= 1. Moreover, one has w0|u and v|u, which implies vc = lcm[v, w0]|u = vrm. It follows
that c = rm and lcm[v, w0] = vrm = u = lcm[v, w]. By Lemma 3.3, one has w = w0, which is a
contradiction. Thus, we conclude that k = m.
By induction, the lemma follows. 
Now, we know that the integral monoid S in Section 2.1 is not homogeneous. For Thompson’s
group S, we have already shown that ind(·) can be extended to a group homomorphism from
(G, ·) to (Z,+). Does this holds for any homogeneous monoid S?
The following two corollary follows immediately.
Corollary 3.9. For any u, v ∈ S, it satisfies ind(uv) = ind(u) + ind(v).
Corollary 3.10. (i) Suppose that u, v are elements in S with u|v and ind(u) = ind(v). Then
u = v. (ii) Suppose that u, v are elements in S with u ‡ v and ind(u) = ind(v). Then u = v.
Lemma 3.11. (i) For any u, v ∈ S, it satisfies
ind (gcd(u, v)) + ind (lcm[u, v]) = ind(u) + ind(v).
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(ii) Let u, v, w be elements in S satisfying u, v ‡ w. Then
ind
(
gcd‡(w; u, v)
)
+ ind (lcm‡[w; u, v]) = ind(u) + ind(v).
Proof. (i) We first prove it under the condition gcd(u, v) = 1. Induction on ind(u) is applied. For
ind(u) = 0 or ind(v) = 0, the proof is trivial. In the following, we always assume that ind(v) ≥ 1.
Write z := lcm[u, v] = uy = vx. Suppose that the result has been proved for ind(u) ≤ m− 1
with some m ≥ 1. Now we handle the case ind(u) = m. Let u = u1q for some q ∈ P. Then
gcd(u1, v) = 1. Write z1 := lcm[u1, v] = u1y1 = vx1. By inductive hypothesis, it satisfies
ind(z1) = ind(u1) + ind(v). If z1 = z, then we obtain by Lemma 3.3 that u1 = u, which is a
contradiction. Thus, we have z1|z and z1 6= z. So ind(z) ≥ ind(z1) + 1 = ind(u) + ind(v).
Since u ∤ v, one has ind(x) ≥ 1 and we write x = px0 for some p ∈ P and x0 ∈ S. Since
u|z and vp|z, one has lcm[u, vp]|z. In view of u|lcm[u, vp] and v|lcm[u, vp], one deduces that
z = lcm[u, v]|lcm[u, vp]. As a result, we have lcm[u, v] = lcm[u, vp]. Denote d = gcd(u, vp). If
d = 1, then we deduce by Lemma 3.3 that vp = v, which is a contradiction. So d 6= 1. Write
u = da and vp = db. Then gcd(a, b) = 1. And ind(a) = ind(u)− ind(d) ≤ m − 1. By inductive
hypothesis, we have
ind (lcm[a, b]) = ind(a) + ind(b) = ind(u) + ind(vp)− 2 · ind(d) ≤ ind(u) + ind(v)− ind(d).
It follows that
ind (lcm[u, vp]) = ind (d · lcm[a, b]) = ind(d) + ind(lcm[a, b]) ≤ ind(u) + ind(v).
Hence ind(lcm[u, v]) ≤ ind(u) + ind(v).
We have shown that ind(lcm[u, v]) = ind(u) + ind(v) in the case gcd(u, v) = 1. Now, we turn
to the general case that gcd(u, v) = e. Write u = eu1, v = ev1. Then gcd(u1, v1) = 1. By above
discussions, one gets ind (lcm[u1, v1]) = ind(u1) + ind(v1). It follows that
ind (lcm[u, v]) = ind (e · lcm[u1, v1]) = ind(e) + ind(u1) + ind(v1) = ind(u) + ind(v)− ind(e).
The proof is completed.
(ii) Write w = c1u = c2v. Put c = gcd(c1, c2) and d = lcm[c1, c2]. Write w = cz = dz0. Then
lcm‡[w; u, v] = z and gcd‡(w; u, v) = z0. Note that
ind(c) + ind(z) = ind(d) + ind(z0) = ind(w) = ind(c1) + ind(u) = ind(c2) + ind(v).
By (i), one has ind(c) + ind(d) = ind(c1) + ind(c2). Then
ind(z0) + ind(z) = 2ind(w)− ind(c)− ind(d) = 2ind(w)− ind(c1)− ind(c2) = ind(u) + ind(v).
This completes the proof. 
Corollary 3.12. Suppose that uv ⇋ v˜u˜. Then ind(u) = ind(u˜), ind(v) = ind(v˜) and uv = v˜u˜.
Proof. By the construction of C1 and the definition of free castlings, we have gcd(u, v˜) = 1 and
lcm[u, v˜] = uv = v˜u˜. Hence
ind(u) + ind(v˜) = ind(lcm[u, v˜]) = ind(u) + ind(v) = ind(v˜) + ind(u˜).
Now the corollary follows. 
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Corollary 3.13. Let u, v, w ∈ S. Then
ind (lcm[uw, v]) ≤ ind (lcm[u, v]) + ind(w),
ind (gcd(uw, v)) ≤ ind (gcd(u, v)) + ind(w).
Proof. Write a = lcm[uw, v] and b = lcm[u, v] for simplicity. Note that
a = lcm[lcm[uw, u], v] = lcm[uw, lcm[u, v]] = lcm[uw, b].
Since u|b and u|uw, we have u|gcd(uw, b) and ind(u) ≤ ind (gcd(uw, b)). By Lemma 3.11, we
deduce that
ind(a) = ind(uw) + ind(b)− ind (gcd(uw, b)) ≤ ind(b) + ind(w).
Write a′ = gcd(uw, v) and b′ = gcd(u, v) for simplicity. Then
b′ = gcd(gcd(u, uw), v) = gcd(u, gcd(uw, v)) = gcd(u, a′).
Since u|uw and a′|uw, one has lcm[u, a′]|uw and ind (lcm[u, a′]) ≤ ind(uw). By Lemma 3.11, we
obtain
ind(b′) = ind(u) + ind(a′)− ind (lcm[u, a′]) ≥ ind(a′)− ind(w).
Now the lemma follows. 
3.2. Composition and Decomposition of Free Castlings. In this subsection, we show some
basic properties of free castlings, which will play a large part in the rest of this paper.
Lemma 3.14 (Fundamental lemma for arithmetic).
(i) Let u, v ∈ S. Suppose that w is a divisor of uv satisfying gcd(w, u) = 1. Then there exists
some v1|v and u˜ ∈ S such that wu˜ ⇋ uv1. Moreover, if w
′ is also a divisor of uv such that
gcd(w′, u) = 1 and w′u˜′ ⇋ uv1 for some u˜
′ ∈ S, then w′ = w.
(ii) Let u, v ∈ S. Suppose that w is a co-divisor of uv satisfying gcd‡(uv;w, v) = 1. Then
there exists some u1 ‡ u and v˜ ∈ S such that v˜w ⇋ u1v. Moreover, if w
′ is also a co-divisor of
uv such that gcd‡(uv;w
′, v) = 1 and v˜′w′ ⇋ u1v for some v˜
′ ∈ S, then w′ = w.
Proof. The uniqueness results from Axiom IV’. It is sufficient to prove the existence of corre-
sponding elements.
(i) Denote lcm[w, u] = wu˜ = uv1 for some u˜, v1 ∈ S. Combining gcd(w, u) = 1, we see that
wu˜⇋ uv1. Note that w|uv and u|uv. One obtains uv1 = lcm[u, w]|uv, which implies v1|v.
(ii) Denote lcm‡[uv;w, v] = v˜w = u1v for some v˜, u1 ∈ S. Combining gcd‡(uv;w, v) = 1, we
see that v˜w ⇋ u1v. Note that w ‡ uv and v ‡ uv. One obtains u1v = lcm‡[uv;w, v] ‡ uv, which
implies u1 ‡ u. 
Remark 3.15. This lemma gives a first hint to turn irreducible elements into primes. Suppose
that p|uv. Then either p|u or p ∤ u. In the latter case, we have pu˜ ⇋ uq for some q|v, q ∈ P
and u˜ ∈ S. That is to say, the element p either comes from u, or comes from v. We will give
the concrete definition of a prime in Section 4, after we put into consider the elements that are
not free.
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Lemma 3.16 (Decomposition of free castlings).
Let u, v, u˜, v˜ be elements in S such that uv ⇋ v˜u˜.
(i). For any u1, u2 ∈ S with u1u2 = u, there exist elements û1, û2, v̂ in S with û1û2 = u˜ such
that
u2v ⇋ v̂û2, u1v̂ ⇋ v˜û1.
(ii). For any v1, v2 ∈ S with v1v2 = v, there exist elements û, v̂1, v̂2 with v̂1v̂2 = v˜ such that
uv1 = v̂1û, ûv2 = v̂2u˜.
Proof. (i). Write z := uv = v˜u˜. We know from uv ⇋ v˜u˜ that
gcd(u, v˜) = gcd‡(z; v, u˜) = 1, lcm[u, v˜] = lcm‡[z; v, u˜] = z
and ind(u) = ind(u˜), ind(v) = ind(v˜). It follows from gcd(u, v˜) = 1 that gcd(u1, v˜) = 1. Write
lcm[u1, v˜] = u1v̂ = v˜û1. Then u1v̂ ⇋ v˜û1 and ind(u1) = ind(û1). Since lcm[u1, v˜]|lcm[u, v˜], i.e.,
v˜û1|v˜u˜, one obtains û1|u˜. Put u˜ = û1û2. Then
u1u2v = uv = v˜u˜ = v˜û1û2 = u1v̂û2.
We deduce that u2v = v̂û2, and ind(u2) = ind(û2). In view of gcd‡(z; v, u˜) = 1, one has
gcd‡(z; v, û2) = 1. Then
ind (lcm‡[z; v, û2]) = ind(v) + ind(û2) = ind(v) + ind(u2) = ind(u2v). (19)
Moreover, since both û2 and v are co-divisors of u2v, and u2v ‡ z, we obtain lcm‡[z; v, û2] ‡ u2v.
Combining (19), one obtains lcm‡[z; v, û2] = u2v. Now, we conclude that u2v ⇋ v̂û2.
(ii). The conclusion follows from similar arguments as above. 
For simplicity, we abbreviate the formulae in Lemma 3.16 as follows. When uv ⇋ v˜u˜, for any
u1, u2 with u1u2 = u, we have
uv = u1u2v ⇋ u1v̂û2 ⇋ v˜û1û2 = v˜u˜
for some û1, û2, v̂ ∈ S; and for any v1, v2 with v1v2 = v, we have
uv = uv1v2 ⇋ v̂1ûv2 ⇋ v̂1v̂2u˜ = v˜u˜.
for some û, v̂1, v̂2 ∈ S. Here ab = a
′b′ always means that a = a′ and b = b′ as elements in S.
Lemma 3.17 (Composition of free castlings).
(i) Suppose u1, u2, v, u˜1, u˜2, v˜, ˜˜v are elements in S such that
u2v = v˜u˜2, u1v˜ = ˜˜vu˜1.
Then u1u2v = ˜˜vu˜1u˜2.
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(ii) Suppose u, v, v1, v2, u˜, ˜˜u, v˜1, v˜2 are elements in S such that
uv1 = v˜1u˜, u˜v2 = v˜2˜˜u.
Then uv1v2 = v˜1v˜2˜˜u.
Proof. (i) From the given conditions, we deduce that
u1u2v = u1v˜u˜2 = ˜˜vu˜1u˜2, gcd(u1, ˜˜v) = gcd(u2, v˜) = 1,
and ind(v) = ind(v˜) = ind(˜˜v). Therefore lcm[u1u2, ˜˜v]|u1u2v. If we may prove that gcd(u1u2, ˜˜v) =
1, then
ind(lcm[u1u2, ˜˜v]) = ind(u1u2) + ind(˜˜v) = ind(u1u2) + ind(v) = ind(u1u2v),
which implies that lcm[u1u2, ˜˜v] = u1u2v and u1u2v = ˜˜vu˜1u˜2.
Suppose on the contrary that there is some p ∈ P such that p|gcd(u1u2, ˜˜v). Since gcd(u1, ˜˜v) =
1, we have p ∤ u1 and p|u1u2. By Lemma 3.14, there are some q ∈ P with q|u2 and u˘1 ∈ S such
that pu˘1 ⇋ u1q. Similarly, in view of the facts that p|˜˜vu˜1 = u1v˜ and p ∤ u1, there are some
r|v˜ and uˇ1 ∈ S such that puˇ1 ⇋ u1r. However, we deduce by Lemma 3.3 that r = q. Now
1 6= q|gcd(u2, v˜), which is a contradiction.
(ii) The conclusion follows from (i) by changing the variables from v˜1, v˜2, ˜˜u, v1, v2, u˜, u to
u1, u2, v, u˜1, u˜2, v˜, ˜˜v, respectively. 
For simplicity, we abbreviate the formulae in Lemma 3.17 in the following way. The compo-
sition of free castlings u2v = v˜u˜2 and u1v˜ = ˜˜vu˜1 gives
u1u2v ⇋ u1v˜u˜2 ⇋ ˜˜vu˜1u˜2.
Also, the composition of uv1 = v˜1u˜ and u˜v2 = v˜2˜˜u leads to
uv1v2 ⇋ v˜1u˜v2 ⇋ v˜1v˜2˜˜u.
Remark 3.18. Let k, l ≥ 1 be given integers. A (de)composition-chain of depth (k, l) is a
sequence {(ih, jh)}
kl
h=1 such that
{ih, . . . , k − 1, k} × {1, 2, . . . , jh} ⊆ {(i1, j1), (i2, j2) . . . , (ih, jh)}
for all 1 ≤ h ≤ kl.
A stronger form of Lemma 3.16 can be stated as follows. Suppose that uv ⇋ v˜u˜. Then for any
k, l ≥ 1, any decomposition chain {(ih, jh)}
kl
h=1 of depth (k, l), and any decomposition of elements
u = u1,1u2,1 . . . uk,1, v = v1,kv2,k . . . vl,k, there exist elements ui,j (1 ≤ i ≤ k, 2 ≤ j ≤ l + 1) and
vj,i (1 ≤ j ≤ l, 0 ≤ i ≤ k − 1) in S such that uih,jhvjh,ih ⇋ vjh,ih−1uih,jh+1. Moreover, we have
v˜ = v1,0v2,0 . . . , vl,0 and u˜ = u1,l+1u2,l+1 . . . uk,l+1.
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Abbreviations of above formulae are possible. For example, let k = 3, l = 2, u = u1,1u2,1u3,1,
v = v1,3v2,3v3,3 and take the decomposition chain
(3, 1), (2, 1), (3, 2), (1, 1), (2, 2), (1, 2),
we can write
uv =u1,1u2,1u3,1v1,3v2,3 ⇋ u1,1u2,1v1,2u3,2v2,3 ⇋ u1,1v1,1u2,2u3,2v2,3
⇋u1,1v1,1u2,2v2,2u3,3v3,3 ⇋ v1,0u1,2u2,2v2,2u3,3 ⇋ v1,0u1,2v2,1u2,3u3,3
⇋v1,0v2,0u1,3u2,3u3,3 = v˜u˜.
A stronger form of Lemma 3.17 may appear in the following way. Suppose that {(ih, jh)}
kl
h=1
is a composition chain of depth (k, l) for some k, l ≥ 1. Let ui,j (1 ≤ i ≤ k, 2 ≤ j ≤ l + 1)
and vj,i (1 ≤ j ≤ l, 0 ≤ i ≤ k − 1) be elements in S such that uih,jhvjh,ih ⇋ vjh,ih−1uih,jh+1 for
1 ≤ h ≤ kl. Then
u1,1u2,1 . . . uk,1v1,kv2,k . . . vl,k ⇋ v1,0v2,0 . . . , vl,0u1,l+1u2,l+1 . . . uk,l+1.
3.3. A Sub-multiplicative Property of Divisor Function. Our main purpose of this sub-
section is to prove the following theorem.
Theorem 3.19. For any u, v ∈ S, we have
τ(uv) ≤ τ(u)τ(v).
The equality holds if and only if u, v are castled-free.
Several lemmas and corollaries are needed before we prove the above theorem. The following
one follows immediately from the fundamental lemma for arithmetic, i.e., Lemma 3.14.
Corollary 3.20. For given u, v ∈ S, we have
#{w ∈ S : w|uv, gcd(w, u) = 1} ≤ τ(v).
Corollary 3.21. Let u, v ∈ S. Suppose that w is a divisor of uv. Then there exist d, w1, u1, u˜1, v1 ∈
S such that
w = dw1, u = du1, v1|v, w1u˜1 ⇋ u1v1.
Proof. Let d = gcd(w, u) and w = dw1, u = du1. Then w1|u1v and gcd(w1, u1) = 1. By Lemma
3.14, there exists some v1|v and u˜1 ∈ S such that w1u˜1 ⇋ u1v1. 
The next lemma gives another hint of a “prime”.
Lemma 3.22. (i) Let k ≥ 2 and u1, u2, . . . , uk ∈ S. Suppose p is an element in P such that
p|lcm[u1, u2, . . . , uk], then p|uj for some 1 ≤ j ≤ k.
(ii) Let k ≥ 2 and u1, u2, . . . , uk, w ∈ S. Suppose p is an element in P such that p ‡
lcm[w; u1, u2, . . . , uk], then p ‡ uj for some 1 ≤ j ≤ k.
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Proof. Proof of (ii) are shown below. Similar arguments lead to (i) and we omit the details here.
We use induction on k. For k = 2, let d = gcd‡(w; u1, u2), w = w
′d, u1 = u
′
1d, u2 = u
′
2d and
e = lcm‡[w
′; u′1, u
′
2]. Then gcd‡(w
′; u′1, u
′
2) = 1 and lcm‡[w; u1, u2] = ed. If p ‡ d, then both p ‡ u1
and p ‡ u2 hold. In the following, we assume that p 6 ‡d. In view of the fact p ‡ ed and Lemma
3.14, there is some q ‡ e and w ∈ S such that wp⇋ qd.
Since gcd‡(w
′; u′1, u
′
2) = 1, we write yu
′
1 ⇋ xu
′
2 for some x, y ∈ S, where e = yu
′
1 = xu
′
2. We
shall prove below that either q ‡ u′1 or q ‡ u
′
2. Suppose that q 6 ‡u
′
1. Recall that q ‡ e = yu
′
1. Then
,by Lemma 3.14, there are some r ‡y and u˜1
′ ∈ S such that u˜1
′q ⇋ ru′1. Put y = zr. Combining
Lemma 3.16, we have
yu′1 = zru
′
1 ⇋ zu˜1
′q ⇋ xz˜q = xu′2
for some z˜ ∈ S. In particular, we have u′2 = z˜q. So q ‡ u
′
2. Indeed, the above arguments show
that q ‡ u′j for j = 1 or j = 2. Now wp = qd ‡ u
′
jd = uj. Thus, one has p ‡ uj for j = 1 or j = 2.
Suppose that the lemma has been proved for k ≤ K−1 with someK ≥ 3. Now we consider the
case k = K. Noting that lcm[w; u1, . . . , uK] = lcm‡[w; lcm‡[w; u1, . . . , uK−1], uK ]. By inductive
hypothesis, one deduces that either p ‡ uK or p ‡ lcm‡[w; u1, . . . , uK−1]. For the latter case, one
obtains from inductive hypothesis again that p ‡ uj for some 1 ≤ j ≤ K − 1. This completes the
proof. 
Corollary 3.23. (i) Let k ≥ 2 and u1, u2, . . . , uk, v ∈ S. Suppose that gcd(ui, v) = 1 for
1 ≤ i ≤ k. Then gcd (lcm[u1, u2, . . . , uk], v) = 1.
(ii) Let k ≥ 2 and u1, u2, . . . , uk, v, w ∈ S. Suppose that gcd‡(w; ui, v) = 1 for 1 ≤ i ≤ k.
Then gcd‡ (w; lcm‡[w; u1, u2, . . . , uk], v) = 1.
Proof. (i) Assume on the contrary that there is some p ∈ P such that p|gcd (lcm[u1, u2, . . . , uk], v).
Then p|v and p|lcm[u1, u2, . . . , uk]. By Lemma 3.22, we have p|uj for some 1 ≤ j ≤ k. Then
p|gcd(uj, v), which is a contradiction.
(ii) The proof is similar as above and we omit it here. 
Lemma 3.24. Suppose that w1, w2, z1, z2 are elements in S such that lcm[w1, z1] = lcm[w2, z2]
and gcd(wi, zj) = 1 (1 ≤ i, j ≤ 2). Then w1 = w2 and z1 = z2.
Proof. Since lcm[w1, z1] = lcm[w2, z2], one can deduce that
lcm[w1, z1] = lcm[w1, w2, z1] = lcm[lcm[w1, w2], z1],
lcm[w2, z2] = lcm[w1, w2, z2] = lcm[lcm[w1, w2], z2].
Moreover, it follows from gcd(wi, zj) = 1 (1 ≤ i, j ≤ 2) and Corollary 3.23 that
gcd(lcm[w1, w2], z1) = gcd(lcm[w1, w2], z2) = 1.
Thus, we conclude by Lemma 3.3 that z1 = z2. By similar arguments, one also obtains that
w1 = w2. 
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Lemma 3.25. Let u, v ∈ S. Denote A = {(d, v1) : d|u, v1|v} and B = {w ∈ S : w|uv}.
Suppose that u, v are castled-free. Then
A =
{
(d, v1) : u = du1, v = v1v2, u1v1 ⇋ v˘1u˘1 for some v˘1, u˘1 ∈ S
}
. (20)
Moreover, the map ρ : A → B, (d, v1) 7→ dv˘1 is bijective. Furthermore, the elements d, v˘1 are
castled-free, and so are u˘1, v2.
Proof. Suppose that uv ⇋ v˜u˜ for some v˜, u˜ ∈ S, where gcd(u, v˜) = 1. It is easy to see that the
right-hand side of (20) is a subset of A. On the other hand, for any (d, v1) ∈ A, let u = du1,
v = v1v2. By Lemma 3.16, the elements u1, v1 are also castled-free. So there are some v˘1, u˘1 ∈ S
such that u1v1 ⇋ v˘1u˘1. Then (20) follows. Moreover, since uv = du1v1v2 = dv˘1u˘1v2, one has
dv˘1|uv. So ρ(A) ⊆ B.
Recalling Lemma 3.16 and Remark 3.18, we take the decomposition chain (2, 1), (1, 1), (1, 2), (1, 2)
of depth (2, 2) and u = du1, v = du2. Then
uv = du1v1v2 ⇋ dv˘1u˘1v2 ⇋ v̂1d˘u˘1v2 ⇋ v̂1d˘v˙2u˙1 ⇋ v̂1v̂2d˙u˙1 = v˜u˜ (21)
for some v̂1, v̂2, d˘, d˙, u˙1, v˙2 ∈ S. So d, v˘1 are castled-free and dv˘1 = lcm[d, v̂1]. And u˘1, v2 are also
castled-free.
Suppose that (d′, v′1) is an element in A such that ρ((d
′, v′1)) = ρ((d, v1)). Write u = d
′u′1, v =
v′1v
′
2 and u
′
1v
′
1 ⇋ v˘1
′u˘1
′ for some v˘1
′, u˘1
′ ∈ S. And one obtains in a similar way that
uv = d′u′1v
′
1v
′
2 ⇋ d
′v˘1
′u˘1
′v′2 ⇋ v̂1
′d˘′u˘1
′v′2 ⇋ v̂1
′d˘′v˙2
′u˙1
′ ⇋ v̂1
′v̂2
′d˙′u˙1
′ = v˜u˜
for some v̂1
′, v̂2
′, d˘′, d˙′, u˙1
′, v˙2
′ ∈ S. Then
lcm[d′, v̂1
′] = d′v˘1
′ = dv˘1 = lcm[d, v̂1]. (22)
Note that d, d′ are both divisors of u, and v˘1, v˘1
′ are both divisors of v˜. In view of the condition
gcd(u, v˜) = 1, we have .
gcd(d, v̂1) = gcd(d, v̂1
′) = gcd(d′, v̂1) = gcd(d
′, v̂1
′) = 1. (23)
Combining (22), (23) and Lemma 3.24, we conclude that d = d′ and then v1 = v
′
1. Hence, the
map ρ is injective.
Finally, we deduce from Corollary 3.21 that ρ is surjective. The proof is completed. 
Recall that, for u ∈ S, the sets PD(u) and PD‡(u) stand for the set of irreducible divisors and
co-divisors of u, respectively. And ω(u) = #PD(u), ω‡(u) = #PD‡(u).
Corollary 3.26. Suppose that uv ⇋ v˜u˜. (i) There is a one-to-one correspondence between
C = {v1 : v1|v} and D = {v˘1 : v˘1|v˜} by ρ
′ : C → D, v1 7→ ρ((1, v1)). (ii) There is a one-to-one
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correspondence between PD(v˜) and PD(v). (iii) There is a one-to-one correspondence between
PD‡(v˜) and PD‡(v). In particular, we have
τ(v˜) = τ(v), ω(v˜) = ω(v), ω‡(v˜) = ω‡(v).
Proof. Recall (21) from the proof of Lemma 3.25. When d = 1, we have u1 = u, ρ
′(v1) =
ρ((1, v1)) = v˘1, and v˘1 = v̂1, which is a divisor of v˜. So ρ
′(C) ⊆ D. For any v˘1 ∈ D, we have
gcd(u, v˘1) = 1. Then there are some v1 and u˘ in S such that uv1 ⇋ v˘1u˘. Indeed, we have
lcm[u, v˘1] = uv1 = v˘1u˘. Since lcm[u, v˘1]|lcm[u, v˜], one has uv1|uv. So v1 ∈ C and ρ
′(v1) = v˘1.
Now we have shown that ρ′ is surjective. In view of the fact that ρ is injective, one concludes
that ρ′ is also injective. The first correspondence follows.
Since ind(v1) = ind(v˘1), we have that v1 ∈ P if and only if v˘1 ∈ P. The second correspondence
also holds. Similarly, we have that ind(v1) = ind(v)− 1 if and only if ind(v˘) = ind(v˜) − 1. The
third correspondence follows. 
Remark 3.27. Note that uv ⇋ v˜u˜ is equivalent to v˜u˜⇋ uv. We also have
τ(u˜) = τ(u), ω(u˜) = ω(u), ω‡(u˜) = ω‡(u).
Now we shall prove Theorem 3.19.
Proof of Theorem 3.19. For any divisor w|uv, suppose that gcd(w, u) = d and write w = dw1
and u = du1. Then gcd(w1, u1) = 1 and w1|u1v. It follows from Corollary 3.20 that
#{w1 ∈ S : w1|u1v, gcd(w1, u1) = 1} ≤ τ(v). (24)
As a result, we deduce that
τ(uv) =
∑
w|uv
1 =
∑
d|u
∑
w|uv
gcd(w,u)=d
1 =
∑
d|u
∑
w1|u1v
gcd(w1,u1)=1
1 ≤
∑
d|u
τ(v) = τ(u)τ(v). (25)
When the equality in (25) holds, the equality in (24) also holds. In particular, we have
#{w ∈ S : w|uv, gcd(w, u) = 1} = τ(v). Combining the uniqueness stated in Lemma 3.14,
there is some w0 ∈ S with w0|uv and gcd(w0, u) = 1 such that w0u˜ ⇋ uv for some u˜ ∈ S. So
u, v are castled-free. On the other hand, when u, v are castled-free, one deduces from Lemma
3.25 that τ(uv) = τ(u)τ(v). The theorem then follows. 
Corollary 3.28. For any u ∈ S, we have τ(u) ≤ 2ind(u).
Next, we consider the relation of number of divisors of u, v and lcm[u, v].
Corollary 3.29. (i) Suppose that k ≥ 2 and u1, u2, . . . , uk are elements in S with gcd(ui, uj) = 1
(1 ≤ i < j ≤ k). Then
τ(lcm[u1, u2, . . . , uk]) = τ(u1)τ(u2) . . . τ(uk).
(ii) Suppose that k ≥ 2 and u1, u2, . . . , uk, w are elements in S with gcd‡(w; ui, uj) = 1 (1 ≤
i < j ≤ k). Then
τ(lcm‡[w; u1, u2, . . . , uk]) = τ(u1)τ(u2) . . . τ(uk).
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Proof. (i) Since gcd(u1, u2) = 1, we have u1y ⇋ u2x for some x, y ∈ S. By Theorem 3.19 and
Corollary 3.26, we deduce that
τ(lcm[u1, u2]) = τ(u1y) = τ(u1)τ(y) = τ(u1)τ(u2).
Suppose the lemma has been proved for k−1 elements u1, . . . , uk−1. By Corollary 3.23, we have
gcd(lcm[u1, . . . , uk−1], uk) = 1. Then
τ(lcm[u1, . . . , uk−1, uk]) = τ(lcm[lcm[u1, . . . , uk−1], uk])
= τ(lcm[u1, . . . , uk−1])τ(uk) = τ(u1) . . . τ(uk−1)τ(uk).
(ii) Similar arguments as in (i) work. 
Corollary 3.30. (i) Let k ≥ 1 and q1, . . . , qk be distinct elements in P. Then τ(lcm[q1, . . . , qk]) =
2k. (ii) Let k ≥ 1, w ∈ S and q1, . . . , qk be distinct elements in P such that q1, . . . , qk ‡w. Then
τ(lcm‡[w; q1, . . . , qk]) = 2
k.
We end this section by calculating the Mo¨bius function.
Theorem 3.31. We have
µ(u) =

1, if u = 1,
(−1)k, if u = lcm[q1, . . . , qk] for distinct q1, . . . , qk ∈ P,
0, otherwise.
(26)
In particular, we have µ(u) = (−1)k if and only if ω(u) = k, τ(u) = 2k.
Proof. Let µ be given as in (26). It is sufficient to prove that 1 ∗ µ = δ1. For u = 1, it satisfies
(1 ∗ µ)(1) = 1 · µ(1) = 1 = δ1(1).
Now consider the case u 6= 1. Suppose that PD(u) = {q1, . . . , qk}. Then
lcm[ql11 , . . . , q
lk
k ], (l1, . . . , lk) ∈ {0, 1}
k, (27)
are 2k distinct divisors of u, which satisfy
µ
(
lcm[ql11 , . . . , q
lk
k ]
)
= (−1)l1+...+lk .
And µ(d) = 0 for all other divisors d|u. It follows that
(µ ∗ 1)(u) =
∑
d|u
µ(d) =
∑
(l1,...,lk)∈{0,1}k
µ
(
lcm[ql11 , . . . , q
lk
k ]
)
=
∑
(l1,...,lk)∈{0,1}k
(−1)l1+...+lk = (1− 1)k = 0 = δ1(u).
The proof of (26) is completed.
If u = lcm[q1, . . . , qk], then ω(u) = k and τ(u) = 2
k by Corollary 3.30. On the other hand,
suppose that ω(u) = k and τ(u) = 2k. Write q1, . . . , qk for the k distinct irreducible divisors of
u. Then lcm[q1, . . . , qk] is a divisor of u and has 2
k distinct divisors as in (27). Since τ(u) = 2k,
one has u = lcm[q1, . . . , qk] and then µ(u) = (−1)
k. 
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The following lemma shows that the least common multiple appeared in (26) can be replaced
by least common co-multiple.
Lemma 3.32. Suppose that k ≥ 2 and q1, q2, . . . , qk be distinct irreducible elements. Let u =
lcm[q1, q2, . . . , qk]. Then there exist distinct irreducible elements r1, r2, . . . , rk such that u =
lcm‡[u; r1, r2, . . . , rk].
Proof. For 1 ≤ j ≤ k, let vj = lcm[q1, . . . , qj−1, qj+1, . . . , qk]. By Corollary 3.23, one deduces that
gcd(qj, vj) = 1. Write u = lcm[qj , vj] = qjzj = vjrj for some zj , rj ∈ S. Then qjvj ⇋ vjrj , and
rj ∈ P. To prove that r1, . . . , rk are distinct, we assume on the contrary that ri = rl for some
1 ≤ i 6= l ≤ k. Then vi = vl. By Axiom IV, we conclude that qi = ql, which is a contradiction.
Now we have r1, . . . , rk ‡ u, and
ind(u) = ind(lcm[q1, . . . , qk]) = k = ind(lcm‡[u; r1, . . . , rk]).
So u = lcm‡[u; r1, . . . , rk]. 
4. Axiom IV and Castlable Monoids
Let C ⊆ S × S and Γ ⊆ C× C be sets generated by the following rules.
• The set C contains C1, and Γ contains Γ1.
• For any p ∈ P, it satisfies
(p, p) ∈ C, ((p, p), (p, p)) ∈ Γ. (28)
• Suppose that u1, u2, v, u˜1, u˜2, v˜, ˜˜v are elements in S such that u1, u2 6= 1 and ((u2, v), (v˜, u˜2)) ∈
Γ, ((u1, v˜), (˜˜v, u˜1)) ∈ Γ. Then
(u1u2, v), (˜˜v, u˜1u˜2) ∈ C, ((u1u2, v), (˜˜v, u˜1u˜2)) ∈ Γ. (29)
• Suppose that u, v1, v2, u˜, v˜1, v˜2, ˜˜u are elements in S such that v1, v2 6= 1 and ((u, v1), (v˜1, u˜)) ∈
Γ, ((u˜, v2), (v˜2, ˜˜u)) ∈ Γ. Then
(u, v1v2), (v˜1v˜2, ˜˜u) ∈ C, ((u, v1v2), (v˜1v˜2, ˜˜u)) ∈ Γ. (30)
That is to say, the set C and Γ are the minimum ones among the sets satisfying the above
properties. Indeed, one can determine whether (u, v) belongs to C or not, by induction on
τ(u) + τ(v).
Axiom IV. The set Γ is a graph of a map η : C→ C.
Definition 4.1. We call an integral monoid S castlable, if Axiom IV holds.
For the natural numbers, if gcd(n, p) = 1 for n ∈ N and p a prime, then gcd(n, pm) = 1 for all
m ≥ 0. This property plays an important role in classical arithmetics. However, this property
may fail for general homogenous groups. For example, if p2 = q1q2 for some p, q1, q2 ∈ P with
p 6= q1, then gcd(q1, p) = 1 and gcd(q1, p
2) 6= 1. The construction of C and the map η prevent
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such situations. Indeed, when p2 = q1q2 with q1 6= p, we have (p, p) ∈ C1 and η((p, p)) = (q1, q2).
While we also have (p, p) ∈ C and η((p, p)) = (p, p). A contradiction appears since η is a map.
In this section, we always assume that Γ is a graph of a map η : C → C. Then η|C1 is a
well-defined map, which shows that S is homogenous. Lemma 3.17 shows that free castlings
also satisfy (29) and (30). This fact is compatible with the requirements in the definition of C
and Γ. Note that η2|C1 is the identity map. And η
2((p, p)) = (p, p). Combining (29) and (30),
one can verify that η2 = id on C.
Let (u, v) ∈ C and η(u, v) = (v˜, u˜). Then we also have (v˜, u˜) ∈ C and η(v˜, u˜) = (u, v). For
simplicity, we will rewrite the above formulas by either of the following four expressions.
uv ⇋ v˜u˜, uv ⇋ v˜u˜, v˜u˜⇋ uv, v˜u˜⇋ uv.
Moreover, whenever we write uv ⇋ v˜u˜, we mean that (u, v), (v˜, v˜) ∈ C. Now (29) and (30) may
be simplified as the following. The composition of weak castlings u2v ⇋ v˜u˜2 and u1v˜ ⇋ ˜˜vu˜1
results in
u1u2v ⇋ u1v˜u˜2 ⇋ ˜˜vu˜1u˜2.
Similarly, the composition of weak castlings uv1 ⇋ v˜1u˜ and uv2 ⇋ v˜2˜˜u leads to
uv1v2 ⇋ v˜1u˜v2 ⇋ v˜1v˜2˜˜u.
The expression ab = a′b′ will always mean a = a′ and b = b′ as elements in S.
Next, let C0 be a subset of C generated by the following rules.
• The set C0 contains C1.
• The set C0 contains (p, p) for all p ∈ P.
• If uv ⇋ v˜u˜ and the following two statements both hold, then (u, v) ∈ C0.
(i) For any u1, u2 6= 1 with u1u2 = u, there are elements û1, û2, v̂ with û1û2 = u˜ such
that (u2, v), (u1, v̂) ∈ C0 and
u2v ⇋ v̂v̂2, u1v̂ ⇋ v˜û1. (31)
(ii) For any v1, v2 6= 1 with v1v2 = v, there are elements v̂1, v̂2, û with v̂1v̂2 = v˜ such
that (u, v1), (û, v2) ∈ C0 and
uv1 ⇋ v̂1û, ûv2 = v̂2u˜. (32)
Moreover, let us put Γ0 = Γ ∩ (C0 × C0).
The difference between the definition of C0 and that of C is that the latter requires existence
of u1, u2, v1, v2, while the former requires arbitrariness of u1, u2, v1, v2. Indeed, one can also
generate C0, i.e., determine whether (u, v) belongs to C0 or not, by induction on ind(u)+ ind(v).
If uv ⇋ v˜u˜ and we have further that (u, v) ∈ C0. Then we put double underlines on the side
involving u, v, i.e.,
uv ⇋ v˜u˜, or uv ⇋ v˜u˜.
Now (31) and (32) may be abbreviated as
uv = u1u2v ⇋ u1v̂û2 ⇋ v˜û1û2 = v˜u˜, uv = uv1v2 ⇋ v̂1ûv2 ⇋ v̂1v̂2u˜ = v˜u˜.
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For the second formula, we should avoid to write uv1v2 ⇋ v̂1ûv2, since it would be confusing
whether the double underlines under û is paired with v̂1 or v2. When (v˜, u˜) also belongs to C0,
we also draw double underlines on the other side of the above expressions. For example, we
have pkpl ⇋ plpk for any p ∈ P and k, l ≥ 0, which results from Lemma 4.11.
Note that Lemma 3.16 ensures that elements in C1 satisfy (31) and (32). Combining the
construction of C0, we deduce that any pair (u, v) in C0 satisfies (31) and (32). That is to say,
we have uv ⇋ v˜u˜ if and only if, for any u1, u2 with u1u2 = u, there are elements û1, û2, v̂ such
that uv = u1u2v ⇋ u1v̂û2 ⇋ v˜û1û2 = v˜u˜; and for any v1, v2 with v1v2 = v, there are elements
û, v̂1, v̂2 such that uv = uv1v2 ⇋ v̂1ûv2 ⇋ v̂1v̂2u˜ = v˜u˜.
Definition 4.2. (i) When (u, v) ∈ C, we say that u, v are weakly castlable. When uv ⇋ v˜u˜, we
call it, or ((u, v), (v˜, u˜)) ∈ Γ, a weak castling.
(ii) When (u, v) ∈ C0, we say that u, v are strongly castlable. When uv ⇋ v˜u˜, we call it, or
((u, v), (v˜, u˜)) ∈ Γ0, a strong castling.
(iii) Let w, u, v ∈ S. When wu˜⇋ uv1 for some v1|v and u˜ ∈ S, we call w a castled divisor of
v over u. When v˜w ⇋ u1v for some u1 ‡u and v˜ ∈ S, we call w a castled co-divisor of u over v.
(iv) We call an element p in S \ {1} a prime, when for any u, v ∈ S with p|uv, either p|u or
p is a castled divisor of v over u.
4.1. Basic Properties of Castlings.
Lemma 4.3. Suppose that uv ⇋ v̂û. Then uv = v̂û, and ind(û) = ind(u), ind(v̂) = ind(v).
Proof. For ind(u) = 0 or ind(v) = 0, the proof is trivial. In the following, we assume that
ind(u), ind(v) ≥ 1. We use induction on ind(u)+ind(v). Suppose that the lemma has been proved
for ind(u) + ind(v) ≤ m− 1 with some m ≥ 2. Now we consider the case ind(u) + ind(v) = m.
For (u, v) ∈ C1, the expected results follow from Corollary 3.12. For (u, v) = (p, p) for some
prime p, we have (v̂, û) = (p, p) and the expected results hold. For (u, v) ∈ C obtained from (29)
with some u1, u2 6= 1, i.e.,
uv = u1u2v ⇋ u1v˜u˜2 ⇋ ˜˜vu˜1u˜2 = v̂û
for some u˜1, u˜2, v˜, ˜˜v ∈ S, one deduces by inductive hypothesis that
u2v = v˜u˜2, ind(u2) = ind(u˜2), ind(v˜) = ind(˜˜v),
u1v˜ = ˜˜vu˜1, ind(u1) = ind(u˜1), ind(v) = ind(v˜).
It follows that uv = u1u2v = u1v˜v˜2 = ˜˜vu˜1u˜2 = v̂û and
ind(û) = ind(u˜1) + ind(u˜2) = ind(u1) + ind(u2) = ind(u), ind(v̂) = ind(˜˜v) = ind(v).
If (u, v) ∈ C is obtained by (30) with some v1, v2 6= 1, i.e.,
uv = uv1v2 ⇋ v˜1u˜v2 ⇋ v˜1v˜2˜˜u = v̂û
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for some v˜1, v˜2, u˜, ˜˜u ∈ S, then one deduces by inductive hypothesis that uv1 = v˜1u˜, u˜v2 = v˜2˜˜u
and
ind(v1) = ind(v˜1), ind(u) = ind(u˜), ind(v2) = ind(v˜2), ind(u˜) = ind(˜˜u).
One deduces similarly that uv = uv1v2 = v˜1u˜v2 = v˜1v˜2˜˜u = v̂û and
ind(v̂) = ind(v˜1) + ind(v˜2) = ind(v1) + ind(v2) = ind(v), ind(û) = ind(˜˜u) = ind(u).
By induction, the proof is completed. 
Remark 4.4. Suppose that pq ⇋ rt for p, q, r, t ∈ P. If p 6= r, then gcd(p, r) = 1 and pq ⇋ rt.
If p = r, then q = t = p and pp⇋ pp. For all other cases, we have ((p, q), (r, t)) /∈ Γ. Similarly,
if q 6= t, then gcd‡(pq; q, t) = 1 and pq ⇋ rt. If q = t, then p = r = q and qq ⇋ qq. For all
other cases, we have ((p, q), (r, t)) /∈ Γ.
Recall that “w is a castled divisor of v over u” means that wu˜⇋ uv1 for some v1|v and u˜ ∈ S.
Here ind(w) = ind(v1).
Corollary 4.5. The set P consists of all the primes.
Proof. Suppose that w ∈ P and w|uv for some u, v ∈ S. Denote d = gcd(w, u). Since τ(w) = 2,
we have either d = w or d = 1. For the former case, we have w|u. For the latter case, an
application of Corollary 3.21 shows that w is a castled divisor of v over u. On the other hand,
if w /∈ P ∪ {1}, then ind(w) ≥ 2. We write w = uv, where 1 < ind(u), ind(v) < ind(w). Then
neither w|u, nor w is a castled divisor of v over u. 
The following corollary can be proved with similar arguments as above. We omit the details
here.
Corollary 4.6. An element p in S \ {1} is a prime if and only if, whenever p ‡ uv, either p ‡ v
or p is a castled co-divisor of u over v.
From now on, one may say that u, v are coprime when gcd(u, v) = 1, and say “prime decom-
position” instead of “irreducible decomposition”. The following corollary explains why we say
u, v castled-free when (u, v) ∈ C1.
Corollary 4.7. Suppose that uv ⇋ v˜u˜. If u, v are not castled-free, then gcd(u, v˜) 6= 1 and
gcd‡(uv; v, u˜) 6= 1.
Proof. Suppose on the contrary that gcd(u, v˜) = 1. Then, by Corollary 3.11 and Lemma 4.3, we
have
ind(lcm[u, v˜]) = ind(u) + ind(v˜) = ind(u) + ind(v) = ind(uv).
Moreover, we have uv = v˜u˜, which is a common divisor of u and v˜. So lcm[u, v˜]|uv. It follows
that lcm[u, v˜] = uv = v˜u˜ and u, v˜ are castled-free, which a contradiction. We conclude that
gcd(u, v˜) 6= 1. Similar arguments lead to the conclusion that gcd‡(uv; v, u˜) 6= 1. 
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Lemma 4.8 (Decomposition of strong castlings). Let u, v, u˜, v˜ be elements in S such that uv ⇋
v˜u˜.
(i). For any u1, u2 ∈ S with u1u2 = u, there exist elements û1, û2, v̂ in S with û1û2 = u˜ such
that
u2v ⇋ v̂û2, u1v̂ ⇋ v˜û1.
(ii). For any v1, v2 ∈ S with v1v2 = v, there exist elements û, v̂1, v̂2 with v̂1v̂2 = v˜ such that
uv1 = v̂1û, ûv2 = v̂2u˜.
Proof. (i) Since u, v are strongly castlable, we have
u2v ⇋ v̂û2, u1v̂ ⇋ v˜û1 (33)
for some û1, û2, v̂ ∈ S with û1û2 = u˜. Note that v˜, u˜ are also strongly castlable. It follows that
v˜1, û1 are strongly castlable, and so are v̂, û2. Now (33) becomes
u2v ⇋ v̂û2, u1v̂ ⇋ v˜û1.
The proof is completed.
(ii) Similar arguments as in (i) work. 
Remark 4.9. The decomposition of strong castlings and the composition of weak castlings may
appear in a stronger form as in Remark 3.18, with a (de)composition-chain.
Lemma 4.10. (i) Suppose that u, v˜, v1, v2, u˜1, u˜2 are elements in S such that uvi ⇋ v˜u˜i (i =
1, 2). Then v1 = v2 and u˜1 = u˜2.
(ii) Suppose that v, u˜, u1, u2, v˜1, v˜2, w are elements in S such that uiv ⇋ v˜iu˜ (i = 1, 2) and
u1v, u2v ‡ w. Then u1 = u2 and v˜1 = v˜2.
Proof. (i) We use induction on ind(u) and ind(v˜). For ind(u) = 0 or ind(v˜) = 0, the proof is
trivial. For ind(u) = ind(v˜) = 1, if u 6= v˜, then uvi ⇋ v˜u˜i and the expected results follows.
Otherwise one has u = v˜ = p for some p ∈ P, and then vi = u˜i = p (i = 1, 2).
Now we suppose that the lemma has been proved for ind(u) ≤ m− 1 and ind(v˜) ≤ n for some
m ≥ 2, n ≥ 1. Now we deal with the case ind(u) = m, ind(v) = n. Write u = xy, where x, y 6= 1.
Then there are elements v̂1, v̂2, x̂1, x̂2, ŷ1, ŷ2 ∈ S such that
uv1 = xyv1 ⇋ xv̂1ŷ1 ⇋ v˜x̂1ŷ1 = v˜u˜1,
uv2 = xyv2 ⇋ xv̂2ŷ2 ⇋ v˜x̂2ŷ2 = v˜u˜2.
Combining xv̂1 ⇋ v˜x̂1, xv̂2 ⇋ v˜x̂2 and the inductive hypothesis, one arrives at the conclusion
that v̂1 = v̂2 and x̂1 = x̂2. It follows that yv1 ⇋ v̂1ŷ1 and yv2 ⇋ v̂1ŷ2. By inductive hypothesis
again, one obtains v1 = v2 and ŷ1 = ŷ2. Now u˜1 = u˜2.
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Assume that the lemma has been proved for ind(u) ≤ m and ind(v˜) ≤ n − 1 for some
m ≥ 1, n ≥ 2. We exchange the role of u, v1, v2 and v˜, u˜1, u˜2, respectively, and consider the
strong castlings v˜u˜i ⇋ uvi (i = 1, 2). Similar arguments as previous ensure that the lemma also
holds for the case ind(u) = m, ind(v) = n. The proof is completed.
(ii) Similar argument also work in this case. 
4.2. Uniqueness of Prime Powers. The next lemma is an important consequence of Axiom
IV.
Lemma 4.11 (Uniqueness of prime powers). If k ≥ 1 and p, q1, q2, . . . , qk are elements in P
such that pk = q1q2 . . . qk, then q1 = q2 = . . . = qk = p. In particular, we have τ(p
k) = k + 1.
Proof. For k = 1, we of course have q1 = p. For k = 2, assume on the contrary that p 6= q1.
Then gcd(p, q1) = 1 and lcm[p, q1]|p
2 = q1q2. By Corollary 3.11, one has ind(lcm[p, q1]) =
ind(p) + ind(q1) = 2 = ind(p
2). So lcm[p, q] = p2 = q1q2. Then pp ⇋ q1q2. But we also have
pp⇋ pp, which contradicts Axiom IV.
Assume that the lemma has been proved for k ≤ K − 1 with some K ≥ 3. Now we consider
the case k = K.
Case 1. Suppose that gcd(q1, p
K−1) 6= 1. Then q1|p
K−1. Write pK−1 = q1q
′
2 . . . q
′
K−1 for
some q′2, . . . , q
′
K−1 ∈ P. By inductive hypothesis, we have q1 = p. Now q2q3 . . . qk = p
K−1. By
inductive hypothesis again, one gets that q2 = q3 = . . . = qk = p.
Case 2. Suppose that gcd(q1, p
K−1) = 1. Note that q1|p
K−1 · p. By Lemma 3.14, we have
q1z ⇋ p
K−1p, where z = q−11 · p
K−1 · p = q2 . . . qK . By Lemma 3.16, one deduces that
q1q2(q3 . . . qK)⇋ p2p1(q3 . . . qK)⇋ p2wp = p
K−1p
for some p1, p2 ∈ P and w ∈ S. Now we have p2w = p
K−1. By inductive hypothesis, one gets
p2 = p. It follows from p2p1q3 . . . qk = p
K that p1q3 . . . qk = p
K−1. By inductive hypothesis again,
we have p1 = q3 = . . . = qk = p. Now q1q2 = p2p1 = p
2, which implies q1 = q2 = p.
The divisors of pk are exactly 1, p, p2, . . . , pk. This completes the proof. 
Now the following corollary follows immediately.
Corollary 4.12. (i) Let k, l ≥ 0 and p, q be distinct elements in P. Then gcd(pk, ql) = 1. (i)
Let k, l ≥ 0, w ∈ S and p, q be distinct elements in P. Suppose that pk ‡ w and ql ‡ w. Then
gcd‡(w; p
k, ql) = 1.
Corollary 4.13. (i) Let u ∈ S and p ∈ P. Suppose that gcd(u, p) = 1, then gcd(u, pm) = 1 for
any m ≥ 0. (ii) Let m ≥ 1, u, w ∈ S and p ∈ P. Suppose that pm‡w, u‡w and gcd‡(w; u, p) = 1,
then gcd‡(w; u, p
m) = 1.
Corollary 4.14. (i) Let k ≥ 1 and q1, q2, . . . , qk be distinct elements in P. Let m1, m2, . . . , mk ≥
0. Then
τ (lcm[qm11 , q
m2
2 , . . . , q
mk
k ]) = (m1 + 1)(m2 + 1) . . . (mk + 1). (34)
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Moreover, the corresponding divisors are exactly
lcm[ql11 , q
l2
2 , . . . , q
lk
k ], (0 ≤ lj ≤ mj, 1 ≤ j ≤ k).
(ii) Let k ≥ 1, m1, m2, . . . , mk ≥ 0, w ∈ S, and q1, q2, . . . , qk be distinct elements in P.
Suppose that q
mj
j ‡ w for 1 ≤ j ≤ k. Then
τ (lcm‡[w; q
m1
1 , q
m2
2 , . . . , q
mk
k ]) = (m1 + 1)(m2 + 1) . . . (mk + 1).
Moreover, the corresponding co-divisors are exactly
lcm‡[w; q
l1
1 , q
l2
2 , . . . , q
lk
k ], (0 ≤ lj ≤ mj , 1 ≤ j ≤ k).
Proof. (i) The equation (34) follows by combining Corollaries 3.29, 4.12 and Lemma 4.11. It
is sufficient to prove that lcm[ql11 , q
l2
2 , . . . , q
lk
k ] 6= lcm[q
l′1
1 , q
l′2
2 , . . . , q
l′
k
k ] whenever (l1, l2, . . . , lk) 6=
(l′1, l
′
2, . . . , l
′
k). Without loss of generality, we assume on the contrary that
v = lcm[ql11 , q
l2
2 , . . . , q
lk
k ] = lcm[q
l′1
1 , q
l′2
2 , . . . , q
l′
k
k ]
and l1 < l
′
1. Then q
l′1
1 |v. One deduces that
v = lcm
[
ql11 , lcm[q
l2
2 , . . . , q
lk
k ]
]
= lcm
[
q
l′1
1 , lcm[q
l2
2 , . . . , q
lk
k ]
]
.
By corollaries 3.23 and 4.12, we have
gcd(ql11 , lcm[q
l2
2 , . . . , q
lk
k ]) = gcd(q
l′1
1 , lcm[q
l2
2 , . . . , q
lk
k ]) = 1.
It follows from Lemma 3.3 that ql11 = q
l′1
1 , which is a contradiction.
(ii) The conclusion follows from similar arguments as above. 
Corollary 4.15. (i) Let k ≥ 1. Suppose that q1, . . . , qk are distinct primes and m1, . . . , mk ≥ 1.
Let u = lcm[qm11 , . . . , q
m1
k ]. If p ∈ P and m ≥ 1 satisfy that p
m|u, then p = pj for some 1 ≤ j ≤ k
and m ≤ mj.
(ii) Let k ≥ 1 and w ∈ S. Suppose that m1, . . . , mk ≥ 1 and q1, . . . , qk are distinct primes
satisfying q
mj
j ‡ w (1 ≤ j ≤ k). Let u = lcm‡[w; q
m1
1 , . . . , q
m1
k ]. If p ∈ P and m ≥ 1 satisfy that
pm ‡ u, then p = pj for some 1 ≤ j ≤ k and m ≤ mj.
Proof. We prove (ii) below. One can prove (i) with similar arguments.
Since p ‡ u, it follows from Lemma 3.22 that p ‡ q
mj
j for some 1 ≤ j ≤ k. By Lemma 4.11, we
have p = qj . Write v = lcm‡[w; q
m1
1 , . . . , q
mj−1
j−1 , q
m
j , q
mj+1
j+1 , . . . , q
mk
k ]. Since q
m
j ‡ u, we have v ‡ u.
By Corollary 4.14, one deduces that
(m1 + 1) . . . (mj−1 + 1)(m+ 1)(mj+1 + 1) . . . (mk + 1) = τ(v) ≤ τ(u) = (m1 + 1) . . . (mk + 1).
Thus, we have m ≤ mj. 
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Corollary 4.16. (i) Let k ≥ 1 and q1, . . . , qk ∈ P. Let n1, . . . , nk, m1, . . . , mk be non-negative
integers. Let u = lcm[qn11 , . . . , q
nk
k ] and v = lcm[q
m1
1 , . . . , q
mk
k ]. Then
lcm[u, v] = lcm
[
q
max{n1,m1}
1 , . . . , q
max{nk,mk}
k
]
,
gcd(u, v) = lcm
[
q
min{n1,m1}
1 , . . . , q
min{nk,mk}
k
]
.
(ii) Let k ≥ 1, w ∈ S and q1, . . . , qk ∈ P. Let n1, . . . , nk, m1, . . . , mk be non-negative integers.
Let u = lcm[w; qn11 , . . . , q
nk
k ] and v = lcm[w; q
m1
1 , . . . , q
mk
k ]. Then
lcm‡[w; u, v] = lcm‡
[
w; q
max{n1,m1}
1 , . . . , q
max{nk,mk}
k
]
,
gcd‡(w; u, v) = lcm‡
[
w; q
min{n1,m1}
1 , . . . , q
min{nk,mk}
k
]
.
With the unique irreducible decomposition of prime powers, we are able to count the multi-
plicities of prime divisors, or co-divisors, of u. Let PDM(u) and PDM‡(u) be the multi-set of
prime divisors and prime co-divisors of u, respectively. Define
Ω(u) = #PDM(u) =
∑
p∈P
max{k ≥ 0 : pk|u},
Ω‡(u) = #PDM‡(u) =
∑
p∈P
max{k ≥ 0 : pk ‡ u}.
Also write λ(u) = (−1)Ω(u), which is known as Liouville function in classical arithmetics. We
also define λ‡(u) = (−1)
Ω‡(u). Then
Ω (lcm[qm11 , q
m2
2 , . . . , q
mk
k ]) = m1 +m2 + . . .mk,
Ω‡ (lcm[w; q
m1
1 , q
m2
2 , . . . , q
mk
k ]) = m1 +m2 + . . .mk,
where w ∈ S, q1, . . . , qk are distinct primes and m1, . . . , mk ≥ 0.
The following lemma will be applied in later sections.
Lemma 4.17. Let q ∈ P, w, z ∈ S and m,n ≥ 1.
(i) Suppose that qmw ⇋ qnz. Then w = qn and z = qm.
(ii) Suppose that wqm ⇋ zqn. Then w = qn and z = qm.
Proof. (i) For m = n = 1, we have ind(w) = ind(z) = 1 and qw = qz. So w = z and qw ⇋ qw.
By the construction of C, the only possibility is w = q and qq ⇋ qq.
Suppose that the lemma has been proved for m + n ≤ K − 1 with some K ≥ 3. Now we
consider the case m+ n = K. Note that gcd(qm, qn) 6= 1. So qm, w are not castled-free. By the
constriction of C, the fact that (qm, w) ∈ C comes from either (29) or (30).
For the former case, there are some u1, u2 6= 1 with u1u2 = q
m and ŵ, ŵ1, ŵ2 ∈ S such that
qmw = u1u2w ⇋ u1ŵû2 ⇋ q
nû1û2 = q
nz.
Suppose that ind(u1) = l and ind(u2) = m−l, where 0 < l < m. Since u1u2 = q
m, one deduces by
Lemma 4.11 that u1 = q
l and u2 = q
m−l. By inductive hypothesis, we deduce from qlŵ ⇋ qnû1
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that ŵ = qn and û1 = q
l. Then the fact qm−lw ⇋ qnû2 results in w = q
n and û2 = q
m−l. Now
z = û1û2 = q
m.
For the latter case, there are some w1, w2 6= 1 with w1w2 = w and ŵ1, ŵ2, y ∈ S such that
qmw = qmw1w2 ⇋ ŵ1yw2 ⇋ ŵ1ŵ2z ⇋ q
nz.
Suppose that ind(wi) = li (i = 1, 2), where l1+ l2 = n. Since q
n = ŵ1ŵ2, one has ŵ1 = q
l1 , ŵ2 =
ql2. By inductive hypothesis, it follows from qmw1 ⇋ q
l1y that w1 = q
l1 and y = qm. And the
condition qmw2 ⇋ q
l2z implies that w2 = q
l2 and z = qm. Now w = w1w2 = q
n. The conclusion
follows by induction.
(ii) Similar arguments as above also work. 
4.3. Multiplicative and Completely Multiplicative Functions. In a strong castling uv ⇋
v˜u˜, the elements u and u˜ share “same” information. Therefore, it is natural to define the
following.
Definition 4.18. We say that a (complex-valued) arithmetic function f on S is castled-invariant,
if uv ⇋ v˜u˜ implies f(u) = f(u˜).
Note that the condition uv ⇋ v˜u˜ is same with v˜u˜ ⇋ uv. When f is castled-invariant, we
have f(v) = f(v˜) as well. When S is commutative, all weak castlings have the form uv ⇋ vu.
All arithmetic functions are castled-invariant in this case.
Definition 4.19. We say that an arithmetic function f on S is multiplicative, if f is castled-
invariant and f(uv) = f(u)f(v) for each pair of castled-free elements u, v ∈ S. We say that
f is completely multiplicative, if f is castled-invariant and uv ⇋ v˜u˜ implies f(uv) = f(u)f(v)
(u, v ∈ S).
Note that 1u ⇋ u1 for any u ∈ S. For a non-zero multiplicative function f , we have
f(u) = f(1 · u) = f(1)f(u) for all u ∈ S. It follows that f(1) = 1. As a result, a multiplicative
function f is invertible with respect to convolution.
A completely multiplicative function on N is determined by its value on all the primes. In
particular, the group Q+ is generated by all these primes. For Thompson’s monoid S, it follows
from pip0 ⇋ p0pi+1 (i ≥ 1) that f(pi) = f(p1) for a castled-invariant function f and all i ≥ 1.
So a completely multiplicative function on S is determined by its value on p0 and p1. Indeed,
the group G can be generated by these two elements. Completely multiplicative functions on S
characterize the structure of underling group G.
Lemma 4.20. Suppose that uv ⇋ v˜u˜. Let A = {(u1, u2) ∈ S × S : u1u2 = u} and B =
{(u˜1, u˜2) ∈ S × S : u˜1u˜2 = u˜}. Then ρ : A → B, (u1, u2)→ (û1, û2) is a bijection, where
uv = u1u2v ⇋ u1v̂û2 ⇋ v˜û1û2 = v˜u˜. (35)
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Moreover, there is a one-to-one correspondence between {r ∈ P : r|u˜} and {q ∈ P : q|u}.
Furthermore, there is also a one-to-one correspondence between {r ∈ P : r ‡ u˜} and {q ∈ P :
q ‡ u}. In particular, we have
τ(u) = τ(u˜), ω(u) = ω(u˜), ω‡(u) = ω(u˜).
Proof. For any (u1, u2) ∈ A, the decomposition of strong castlings gives
u2v ⇋ v̂û2, u1v̂ ⇋ v˜û1
for some (û1, û2) ∈ B and v̂ ∈ S. Conversely, for any (û1, û2) ∈ B, one has
v˜u˜1 ⇋ u1v̂, v̂û2 ⇋ u2v˜
for some (u1, u2) ∈ A and v̂ ∈ S. So ρ is a bijection. Noting that ind(u1) = ind(û1) and
ind(u2) = ind(û2), one can also verify the remaining two correspondences. 
Theorem 4.21. (i) Let f, g be two castled-invariant functions on S. Then so is f ∗ g.
(ii) Suppose that f is a castled-invariant function on S. Also suppose that f(1) 6= 0 and h is
its inverse with respect to convolution. The h is also castled-invariant.
Proof. Let u, v, u˜, v˜ be elements in S satisfying uv ⇋ v˜u˜. Recall the bijection given in Lemma
4.20, and u1, u2, u˜1, u˜2 given in (35).
(i) Since f, g are castled-invariant, we have f(u1) = f(û1) and g(u2) = g(û2). It follows that
(f ∗ g)(u) =
∑
u1u2=u
f(u1)g(u2) =
∑
û1û2=u˜
f(û1)g(û2) = (f ∗ g)(u˜).
Therefore f ∗ g is castled-invariant.
(ii) By Theorem 2.36, the function h is given by the iterating formulae
h(1) = f(1)−1, h(u) = −f(1)−1
∑
u1u2=u
u1 6=u
h(u1)f(u2).
We use induction on ind(u). For u = 1, the proof is trivial. Suppose that it has been verified in
all strong castlings u0v0 ⇋ v˜0u˜0 with ind(u0) ≤ k − 1 for some k ≥ 1. Consider uv ⇋ v˜u˜ with
ind(u) = k. Since u1 6= u, one has ind(u1) ≤ k−1. Applying inductive hypothesis on u1v̂ ⇋ v˜û1,
we obtain h(u1) = h(û1). Moreover, it follows from the fact that f is castled-invariant and
u2v ⇋ v̂v̂2 that f(u2) = f(û2). Now we have
h(u) = −f(1)−1
∑
u1u2=u
u1 6=u
h(u1)f(u2) = −f(1)
−1
∑
û1û2=u˜
û1 6=u˜
h(û1)f(û2) = h(u˜).
Hence h is castled-invariant. 
Theorem 4.22. Suppose that f and g are two multiplicative functions on S. Then so is f ∗ g.
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Proof. By Theorem 4.21, the function f ∗g is castled-invariant. Let u, v be castled-free elements
with uv ⇋ v˜u˜. By Lemma 3.25, there is a one-to-one correspondence between a pair (d, v1)
of divisors of u,v and a divisor w of uv by (d, v1) 7→ w, where u = du1, v = v1v2, w = dw1
and u1v1 ⇋ w1z for some z ∈ S. Since f, g are castled-invariant, we have f(w1) = f(v1) and
g(u1) = g(z). It follows from Lemma 3.25 that d, w1 are castled-free, and so are z, v2. Since f
is multiplicative, one deduces that
f(w) = f(dw1) = f(d)f(w1) = f(d)f(v1).
Similarly, we have
g(w−1uv) = g(w−11 u1v2) = g(zv2) = g(z)g(v2) = g(u1)g(v2).
Now we have
(f ∗ g)(uv) =
∑
w|uv
f(w)g(w−1uv) =
∑
du1=u
∑
v1v2=v
f(d)f(v1)g(u1)g(v2)
=
∑
du1=u
f(d)g(u1)
∑
v1v2=v
f(v1)g(v2) = (f ∗ g)(u)(f ∗ g)(v).
The theorem follows. 
The function 1 is definitely completely multiplicative. Since τ = 1 ∗ 1, it follows from the
Theorem 4.22 that τ is multiplicative.
Proposition 4.23. Let f, g be castled-invariant functions on S. Let h = f ∗ g.
(i) Suppose that g, h are multiplicative. Then so is f .
(ii) Suppose that f, h are multiplicative. Then so is g.
Proof. (i) Suppose on the contrary that f is not multiplicative. Then there exists some pair
of castled-free elements u, v such that f(uv) 6= f(u)f(v). We can choose above u, v such that
ind(u) + ind(v) = k attains minimum among all such pairs. That is to say, f(dw1) = f(d)f(w1)
for all castled-free pair of elements d, w1 with ind(d) + ind(w1) < k.
Suppose that uv ⇋ v˜u˜. By the proof of Theorem 4.22, we have already shown that each
divisor w of uv gives
w = dw1, u = du1, v = v1v2, w1z ⇋ u1v1
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for some z ∈ S, and f(w1) = f(v1), g(u1) = g(z). Moreover, the elements d, w1 are castled-free,
and so are z, v2. Now
h(uv) =
∑
w|uv
f(w)g(w−1uv) =
∑
du1=u
v1v2=v
f(dw1)g(zv2)
=
∑
du1=u
v1v2=v
ind(d)+ind(v1)<k
f(d)f(w1)g(z)g(v2) + f(uv)g(1)
=
∑
du1=u
f(d)g(u1)
∑
v1v2=v
f(v1)g(v2)− f(u)f(v) + f(uv)
= h(u)h(v) + f(uv)− f(u)f(v).
Since f(uv) 6= f(u)f(v), one obtains that h(uv) 6= h(u)h(v), which is a contradiction.
(ii) The proof is similar to that in (i) and we omit it here. 
It is easy to verify that the function δ1 is multiplicative. Then we obtain the following corollary
immediately.
Corollary 4.24. Suppose that f is a multiplicative function on S and g is its inverse with
respect to convolution. Then g is also multiplicative. In particular, the Mo¨bius function µ is
multiplicative.
5. Axiom V and Natural Monoids
The previous axioms preserve prime divisors in castlings. However, prime powers are not
maintained. For example, suppose that u = p2x = pwq = rzq for p, x, w, q, r, z distinct elements
in P and u has no other irreducible decompositions. We have p2x ⇋ rzq, while Ω(p2) = 2 and
Ω(zq) = 1. The function Ω is not castled-invariant in this example. For arithmetic interests, we
add the following axiom to exclude such situations.
Axiom V. Let p, q ∈ P and k, l ≥ 0. If pk, ql are weakly castlable, then pkql ⇋ rltk for some
r, t ∈ P.
Definition 5.1. We say that S is a natural monoid with G its rational group, when Axioms
I-V all hold.
In the statement of Axiom V, the primes r, t may depend on p, q, k, l. This axiom may be
called “power-preserving property”. In this section, the monoid S is assumed to be natural
unless we point it out explicitly.
5.1. Castling of Prime Powers. Our main purpose of this subsection is to obtain the following
theorem.
Theorem 5.2. The functions λ and λ‡ are completely multiplicative.
We will turn back to prove Theorem 5.2 after exploring Axiom V and proving some lemmas.
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Lemma 5.3. (i) Let k ≥ 1, p ∈ P and u ∈ S. Suppose that pk, u are strongly castlable, then
pku⇋ vqk for some v ∈ S and q ∈ P.
(ii) Let k ≥ 1, q ∈ P and v ∈ S. Suppose that v, qk are strongly castlable, then vqk ⇋ pku for
some u ∈ S and p ∈ P.
Proof. (i) We use induction on ind(u). For ind(u) = 0, the proof is trivial. For ind(u) = 1, the
result follows from Axiom V. Assume that the lemma has been proved for ind(u) ≤ m− 1 with
some m ≥ 2. Now we consider the case ind(u) = m. Write u = u1u2 with for some u1, u2 ∈ S
with u1, u2 6= 1. Noting that p
k, u are strongly castlable, we have that
pku = pku1u2 ⇋ u˜1au2 ⇋ u˜1u˜2b
for some u˜1, u˜2, a, b ∈ P. By inductive hypothesis, we have a = r
k for some r ∈ P, and then
b = qk for some q ∈ P.
(ii) The proof is similar as in (i). 
Axiom V states that if pk, ql are weakly castlable, then pkql ⇋ rltk for some r, t ∈ P. In this
statement, the prime r, t may depend on p, q, k, l. The following lemma gives a stronger result.
Lemma 5.4. Let k ≥ 1 be given and p, q ∈ P be two different primes such that pk, q are weakly
castlable. Then for any l ≥ 1, there are some r, tl ∈ P such that p
kql ⇋ rltkl . Here, besides on
p, q, the primes r, tl may also depend on k, while r is independent of l.
Proof. By Axiom V, there is some r, s ∈ P such that pkq ⇋ rsk. Since p 6= q, one deduces by
Lemma 4.17 that r 6= p. Hence gcd(pk, rl) = 1 for any l ≥ 1. Suppose that pkyl ⇋ r
lxl for some
yl, xl ∈ S. By Lemma 5.6, we have yl = q
l
l for some ql ∈ P, and xl = t
k
l for some tl ∈ P. Now a
decomposition of free castling leads to
pkqlq
l−1
l ⇋ q̂lzlq
l−1
l ⇋ q̂lwlxl = r
lxl
for some q̂l ∈ P and zl, wl ∈ S. Since q̂lwl = r
l, one has q̂l = r and wl = r
l−1. Now both
pkql ⇋ rzl and p
kq ⇋ rsk hold. Hence ql = q. It follows that p
kql ⇋ rltkl . The proof is
completed. 
The following lemma strengthens Lemma 3.32.
Lemma 5.5. Let k ≥ 1, m1, . . . , mk ≥ 1 and q1, . . . , qk be distinct primes. Let w = lcm[q
m1
1 , . . . , q
mk
k ].
Then there exist distinct primes r1, . . . , rk such that w = lcm‡[w; r
m1
1 , . . . , r
mk
k ]. Here r1, . . . , rk
may depend on q1, . . . , qk and m1, . . . , mk.
Proof. For 1 ≤ j ≤ k, let vj = lcm[q
m1
1 , . . . , q
mj−1
j−1 , q
mj+1
j+1 , . . . , q
mk
k ]. Then gcd(q
mj
j , vj) = 1.
Suppose that w = lcm[q
mj
j , vj] = q
mj
j yj = vjxj , i.e., q
mj
j yj ⇋ vjxj for some xj , yj ∈ S. By
Lemma 5.3, one has xj = r
mj
j for some rj ∈ P (1 ≤ j ≤ k).
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Next, we shall show that r1, r2, . . . , rk are distinct. Assume on the contrary that ri = rl for
some 1 ≤ i 6= l ≤ k. For the case mi 6= ml, we suppose without loss of generality that mi > ml.
Since vlr
ml
l = vir
mi
i , we have vl = vir
mi−ml
l and then rl ‡vl. Note that vl, r
ml
l are castled-free. We
deduce that rl, r
ml
l are also castled-free, which is a contradiction. For the case mi = ml, we have
vi = vl and then q
mi
i = q
ml
l , which is also a contradiction. As a result, the primes r1, r2, . . . , rk
are distinct.
Combining the facts lcm‡[w; r
m1
1 , . . . , r
mk
k ] ‡ w, and
ind(w) = ind(lcm[qm11 , . . . , q
mk
k ]) = m1 + . . .+mk = ind(lcm‡[w; r
m1
1 , . . . , r
mk
k ]),
we conclude that w = lcm‡[w; r
m1
1 , . . . , r
mk
k ]. 
The following lemma establishes corresponding of prime powers in a strong castling.
Lemma 5.6. Let uv ⇋ v˜u˜ and ρ be the bijection given in Lemma 4.20.
(i) Suppose that ql|u, where q ∈ P and l ≥ 0. Then there is an r ∈ P such that rl|u˜.
Moreover, for any 0 ≤ h ≤ l, there are u2,h, û2,h ∈ S with u = q
hu2,h, u˜ = r
hû2,h such that
ρ((qh, u2,h)) = (r
h, û2,h).
(ii) Suppose that ql ‡ u, where q ∈ P and l ≥ 0. Then there is an r ∈ P such that rl ‡ u˜.
Moreover, for any 0 ≤ h ≤ l, there are u1,h, û1,h ∈ S with u = u1,hq
h, u˜ = û1,hr
h such that
ρ((u1,h, q
h)) = (û1,h, r
h).
Proof. (i) When l = 0, the proof is trivial. We suppose that l ≥ 1. For any 1 ≤ h ≤ l, Write
u = qhu2,h. By Lemma 4.20, we have
uv = qhu2,hv ⇋ q
hv̂hû2,h ⇋ v˜û1,hû2,h = v˜u˜ (36)
for some û1,h, û2,h, v̂h ∈ S. By Lemma 5.3, we deduce that û1,h = r
h
h for some rh ∈ P. Then
ρ((qh, u2,h)) = (r
h
h, û2,h).
Denote r = rl. Now we decompose the strong castlings in (36) further. For any 0 ≤ h < l,
we have
u2,hv ⇋ q
l−hu2,lv ⇋ q
l−hv̂lû2,l ⇋ v̂hwhû2,l = v̂hû2,h
for some wh ∈ S, and
qlv̂l = q
hql−hv̂l ⇋ q
hv̂hwh ⇋ v˜r
h
hwh = v˜r
l.
In view of Lemma 4.11 and rhhwh = r
l, we have rh = r and wh = r
l−h
h . The proof is completed.
(ii) The conclusion follows from similar arguments. 
The arithmetic meaning of Lemma 5.6 is that, after a strong castling, prime powers becomes
prime powers with same multiplicity, and powers of a same prime becomes powers of a same
prime. In particular, when uv ⇋ v˜u˜, we have
Ω(u) = Ω(u˜), Ω(v) = Ω(v˜), Ω‡(u) = Ω‡(u˜), Ω‡(v) = Ω‡(v˜).
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In a strong castling uv ⇋ v˜u˜. Suppose that u = pku2 and r
l|v for some p, k ∈ P, u2 ∈ S,
k, l ≥ 1. We have
url = pku2r
l ⇋ pkr˘lu˘2 ⇋ ˘˘r
lp˘ku˘2
for some r˘, ˘˘r, p˘ ∈ P and u˘2 ∈ S. Here ˘˘r
l is a divisor of v˜. Notice that, during the above castling
process, a prime power pk may become a power p˘k of another prime p˘. Luckily, Lemma 4.17
ensures that, when ˘˘r = p, we have p˘ = p and do not encounter another prime. Then p has
multiplicity no smaller than k+ l as a divisor of uv. This observation helps us to prove Theorem
5.2.
Proof of Theorem 5.2. In the following, we will show that λ is completely multiplicative. Similar
arguments work for the function λ‡ and we omit the details here.
Let v˜u˜⇋ uv. It follows from Lemma 5.6 that Ω(u) = Ω(u˜) and then λ(u) = λ(u˜). So both Ω
and λ are castled-invariant. Suppose that all the distinct prime divisors of u and v˜ are q1, . . . , qk,
with multiplicity n1, . . . , nk and m1, . . . , mk, respectively. Here k ≥ 0, n1, . . . , nk, m1, . . . , nk ≥ 0
and max{ni, mi} ≥ 1 for 1 ≤ i ≤ k. By Lemma 5.6, there are distinct primes r1, r2, . . . , rk such
that all the prime divisors of v belongs to {r1, r2, . . . , rk}, with multiplicity m1, . . . , mk (one can
ignore those rj with mj = 0), respectively. More precisely, we have
ρ
(
(q
mj
j , q
−mj
j v˜)
)
= (r
mj
j , r
−mj
j v), (1 ≤ j ≤ k),
where ρ is the map given in Lemma 4.20. Then Ω(v) = Ω(v˜) = m1 + . . .+mk and
λ(u)λ(v) = (−1)n1+...+nk+m1+...+mk .
For any prime divisor p of uv, we have either p|u or p is a castled-divisor of v over u. So
PD(uv) ⊆ {q1, . . . , qk}. In order to show that λ(uv) = λ(u)λ(v), we shall prove below that
q
mj+nj
j |uv and q
mj+nj+1
j ∤ uv for 1 ≤ j ≤ k.
Given 1 ≤ j ≤ k and q
mj
j |v˜, by Lemma 5.6,
v˜u˜ = q
mj
j v̂2u˜⇋ q
mj
j ûv2 ⇋ ur
mj
j v2 = uv
for some û, v̂2, v2 ∈ S. Putting u = q
nj
j u2, one has
ur
mj
j = q
nj
j u2r
mj
j ⇋ q
nj
j wu˘2 ⇋ q
mj
j u˘1u˘2 = q
mj
j û (37)
for some w, u˘1, u˘2 ∈ S. In particular, we have q
nj
j w ⇋ q
mj
j u˘1. Applying Lemma 4.17, one
deduces that w = q
mj
j and u˘1 = q
nj
j . That is to say, the expression (37) becomes
ur
mj
j = q
nj
j u2r
mj
j ⇋ q
nj
j q
mj
j u˘2 ⇋ q
mj
j q
nj
j u˘2 = q
mj
j û. (38)
Now q
mj+nj
j |q
mj
j q
nj
j u˘2 = ur
mj
j and ur
mj
j |uv, which leads to q
mj+nj
j |uv.
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Assume on the contrary that q
mj+nj+1
j |uv for some 1 ≤ j ≤ k. Noting that u = q
nj
j u2 with
qj ∤ u2, one has q
mj+1
j |u2v and gcd(q
mj+1
j , u2) = 1. By Lemma 3.14, there is some v1|v and
u˜2 ∈ S such that q
mj+1
j u˜2 ⇋ u2v1. By Lemma 5.3, one deduces that v1 = t
mj+1 for some t ∈ P.
Applying a decomposition of this free castling, we obtain
u2t
mj+1 = u2t
mj t⇋ w1u˙2t⇋ w1w2u˜2 = q
mj+1
j u˜2
for some w1, u˙2 ∈ S and w2 ∈ P. Since w1w2 = q
mj+1
j , one deduces that w1 = q
mj
j and w2 = qj .
In particular, we have u2t
mj
j ⇋ q
mj
j u˙2. From (38), we also have u2r
mj
j ⇋ q
mj
j u˘2. By Lemma
4.10, we conclude that t = rj . Now r
mj+1
j = v1|v, which is a contradiction.
The proof is completed. 
5.2. Capturing Prime Divisors. In Section 5.1, we have studied the castling of prime powers
in a strong castling. However, locating prime powers from weak castlings requires much harder
work. Recall that the multi-set of prime divisors and prime co-divisors of u with multiplicity are
denoted by PDM(u) and PDM‡(u), respectively. The main purpose of this section is to prove
the following theorem.
Theorem 5.7. Suppose that u = q1q2 . . . qk for some k ≥ 1 and q1, q2, . . . , qk ∈ P.
(i) We have
PDM(u) =
k⋃
j=1
{
p ∈ P : pwj ⇋ q1 . . . qj−1qj for some wj ∈ S
}
.
Here an empty product, q1 . . . qj−1 with j = 1, is defined to be 1. And a set in the union is non-
empty if and only if the corresponding castling is satisfied. In particular, we have Ω(u) ≤ ind(u).
(ii) We also have
PDM‡(u) =
k⋃
r=1
{
p ∈ P : qrqr+1 . . . qk ⇋ zrp for some zr ∈ S
}
.
In particular, we have Ω‡(u) ≤ ind(u).
Remark 5.8. (1) The castlings occurred in this theorem involve both a strong one and a weak
one. One can not change the strong one to a weak one, or change the weak one to a strong one.
Examples will be given in Section 6.6 to illustrate this fact.
(2) The statements do not require a particular irreducible decomposition of u. That is to say,
to get prime divisors of u with multiplicity, one can start with any irreducible decomposition
u = q1q2 . . . qk.
The difficulty of this theorem is to make clear the relation of prime powers in strong and weak
castlings. We will come back to prove Theorem 5.7 after the following lemma.
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Lemma 5.9. (i) Suppose that p, q ∈ P and w, u ∈ S. If wq ⇋ pu, then pkwq ⇋ ppku for all
k ≥ 1. (ii) Suppose that p, q ∈ P and w, u ∈ S. If wq ⇋ pu, then wqkq ⇋ puqk for all k ≥ 1.
Proof. (i) Note that pkwq ⇋ pkpu⇋ ppku. In order to show that pkw, q are strongly castlable,
we need to prove that for any w1, w2 6= 1 with w1w2 = p
kw, there are elements q´, w´1, w´2 ∈ S
with w´1w´2 = p
ku such that w2q ⇋ q´w´2 and w1q´ ⇋ pw´1.
For ind(w) = 0, the proof is trivial. In the following, we always assume that ind(w) ≥ 1.
Now we deal with the case that k = 1 and ind(w) = 1. If τ(pw) = 3, then the only non-trivial
decomposition of pw = w1w2 is w1 = p, w2 = w. Indeed, we have
wq ⇋ pu, pp⇋ pp.
If τ(pw) = 4, then pw = ab for some a, b ∈ P with p 6= a, w 6= b. Now we have the other
non-trivial decomposition of pw = w1w2, i.e., w1 = a, w2 = b. Indeed, we have pw ⇋ ab. Note
that p2u = pwq = abq. We have gcd(p2, a) = 1 and p2u ⇋ abq. By Axiom V, one concludes
that bq = t2 for some t ∈ P, which leads to b = q = t. Now pw ⇋ aq. We have wq = pu and
qq ⇋ qq, aq ⇋ pw.
So pw, q are strongly castlable.
Suppose that the lemma has been proved for ind(w) + k ≤ m − 1 for some m ≥ 3. Now we
consider the case that ind(w) + k = m. Suppose that w1, w2 6= 1 are elements in S such that
w1w2 = p
kw.
Case 1. Suppose that p|w1. Write w1 = pz. Then zw2 = p
k−1w. Note that k− 1+ ind(w) ≤
m− 1. By inductive hypothesis, we have zw2q = p
k−1wq ⇋ ppk−1u. Since the left-hand side is
a strong castling, we can decompose it to obtain
zw2q ⇋ zq̂ŵ2 ⇋ pẑŵ2 = pp
k−1u
for some q̂ ∈ P and ŵ2, ẑ ∈ S. Moreover, noting that ind(z) + 1 = ind(w1) ≤ m− 1, we deduce
by inductive hypothesis and zq̂ ⇋ pẑ that w1q̂ = pzq̂ ⇋ ppẑ. To sum up, in this case we have
w2q ⇋ q̂ŵ2, w1q̂ ⇋ ppẑ,
where pẑŵ2 = pp
k−1u = pku.
Case 2. Suppose that p ∤ w1. Combining Corollary 4.13, we have gcd(p
k, w1) = 1. Since
pk|w1w2, by Lemma 3.14 we have p
kv ⇋ w1w3 for some w3|w2 and v 6= 1. Write w2 = w3e. We
have pkw = w1w2 = w1w3e = p
kve, which implies w = ve. Note that wq ⇋ pu. We have
wq = veq ⇋ vq˘e˘⇋ pv˘e˘ = pu
for some q˘ ∈ P and v˘, e˘ ∈ S.
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Case 2-1. Suppose that e 6= 1. Then ind(v) + k ≤ m − 1. By inductive hypothesis, we
deduced from vq˘ ⇋ pv˘ that w1w3q˘ = p
kvq˘ ⇋ ppkv˘. Since the left-hand side is a strong castling,
we have that
w1w3q˘ ⇋ w1q˙w˙3 ⇋ pw˙1w˙3 = pp
kv˘ (39)
for some q˙ ∈ P and w˙1, w˙3 ∈ S. Note that p
k+1|pk+1v˘ = w1(w3q˘) and gcd(p
k+1, w1) = 1 by
corollary 4.13. Also note that ind(w3q˘) = k + 1, which is due to ind(w3) = ind(p
k) = k. There
is some c ∈ S such that pk+1c⇋ w1w3q˘. By Lemma 5.3, one deduces that w3q˘ = t
k+1 for some
t ∈ P. So t = q˘ and w3 = q˘
k by Lemma 4.11. Now (39) becomes
w1q˘
kq˘ ⇋ w1q˘q˘
k ⇋ pw˙1q˘
k = ppkv˘.
Moreover, since e 6= w, one has k + ind(e) ≤ m − 1. It follows by eq ⇋ q˘e˘ and the inductive
hypothesis that w2q = q˘
keq ⇋ q˘q˘ke˘. To sum up, in this case we have
w2q ⇋ q˘q˘
ke˘, w1q˘ ⇋ pw˙1,
where w˙1q˘
ke˘ = pkv˘e˘ = pku.
Case 2-2. Suppose that e = 1. Then pkw ⇋ w1w2. We have ind(w2) = k and then
ind(w2q) = k + 1. Note that p
k+1|pk+1u = w1(w2q) and gcd(w1, p
k+1) = 1 by corollary 4.13.
There is some c ∈ S such that pk+1c⇋ w1w2q. By Lemma 5.3, one deduces that w2q = t
k+1 for
some t ∈ P. So t = q and w2 = q
k by Lemma 4.11. Now we have
w1w2 = w1q · q
k−1 ⇋ q˜w˜1q
k−1 ⇋ q˜yw = pkw
for some q˜ ∈ P and w˜1, y ∈ S. Since p
k = q˜y, we have q˜ = p and y = pk−1. Now
w2q = q
kq ⇋ qqk, w1q ⇋ q˜w˜1 = pw˜1,
where w˜1q
k = (w˜1q
k−1)q = ywq = pk−1pu = pku. By inductive hypothesis, the proof is com-
pleted.
(ii) The arguments as above work, and we omit the details here. 
Proof of Theorem 5.7. (i) If pwj ⇋ q1 . . . qj−1qj for some 1 ≤ j ≤ k and some element wj, then p
is definitely a prime divisor of u. Suppose that a same prime p is obtained exactly from castlings
pwj ⇋ q1 . . . qj−1qj with j ∈ {i1, i2, . . . , il}, where 1 ≤ i1 < i2 < . . . < il ≤ k. We need to show
that pl|u. In the following, induction is used to show that pt|q1q2 . . . qit for all 1 ≤ t ≤ l. For
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t = 1, one already has p|q1q2 . . . qi1 . Suppose the conclusion for t − 1 has been proved, i.e.,
pt−1|q1q2 . . . qit−1 . Write q1q2 . . . qit−1 = p
t−1a and b = qit−1+1 . . . qit−1. We have
q1 . . . qit−1qit = p
t−1abqit ⇋ p
t−1aq̂it b̂⇋ p
t−1 ̂̂qit âb̂⇋ pcâb̂ = pwit (40)
for some prime q̂it ,
̂̂qit ∈ P and â, b̂, c ∈ S. Applying Lemma 4.17 with pt−1 ̂̂qit ⇋ pc, one deduces
that ̂̂qit = p. So pt|q1q2 . . . qit . Now we obtain that pl|u.
On the other hand, suppose that pm|u and pm+1 ∤ u for some m ≥ 1. We prove by induction
on K = ind(u) that there exist at least m numbers of r’s such that p is obtained from the
castlings pwr ⇋ q1 . . . qr−1qr with 1 ≤ r ≤ K. For K = 1, the proof is trivial. Suppose
that the result has been proved when K ≤ k − 1 for some k ≥ 2. Next we consider the case
K = k with u = q1q2 . . . qk. Let m1 be the non-negative integer satisfying p
m1 |q1 . . . qk−1 and
pm1+1 ∤ q1 . . . qk−1.
Case 1. Suppose that m1 = m. By inductive hypothesis, the prime p is induced by at least
m castlings of type pwr ⇋ q1 . . . qr−1qr for 1 ≤ r ≤ k − 1.
Case 2. Suppose that m1 < m. We write q1 . . . qk−1 = p
m1u1, where p ∤ u1. Now one has
pm−m1 |u1qk and gcd(p
m−m1 , u1) = 1. It follows from Lemma 3.14 that u1qk ⇋ p
m−m1z for some
z ∈ S. Since ind(pm−m1) = ind(qk), one has m1 = m− 1. Moreover, the castlings u1qk ⇋ pz and
Lemma 5.9 results in the conclusion that
q1 . . . qk−1qk = p
m−1u1qk ⇋ pp
m−1z.
So the prime p is induced by one of the castlings expected. In view of the fact that pm−1|q1 . . . qk−1,
it follows from inductive hypothesis that the prime p is induced by at least anotherm−1 castlings
of expected type. The proof is completed.
(ii) The conclusion follows from similar arguments as in (i). 
5.3. Fully Castlable Elements. In this subsection, we will introduce a special class of monoids
with good properties.
Definition 5.10. We call an element u in a castlable monoid S fully castlable, if for any
u1, u2, u3, u4 ∈ S with u = u1u2u3u4, the elements u2, u3 are weakly castlable.
The purpose of this definition is as follows: if u is fully castlable, then each part of u would
contribute to a divisor and a co-divisor of u.
Lemma 5.11. In a castlable monoid, suppose that v is fully castlable and v1v2 = v. Then both
v1 and v2 are fully castlable.
Proof. Let w1, w2, w3, w4 be any elements in S such that w1w2w3w4 = v1. Take ui = wi (1 ≤
i ≤ 3) and u4 = w4v2. Since v is fully castlable, the elements u2, u3 are weakly castlable. So v1
is fully castlable. Similar arguments show that v2 is also fully castlable. 
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Lemma 5.12. Suppose that S is castlable. An element u in S is fully castlable, if and only if
w1, w2 are strongly castlable for any w1, w2 ∈ S with w1w2 = u.
Proof. We first prove the “⇒”-part by induction on ind(u). For ind(u) ≤ 1, the prove is trivial.
Suppose that the result has been proved for ind(u) ≤ m−1 with some m ≥ 2. Consider the case
that ind(u) = m. For any x, y ∈ S with xy = w1 and x, y 6= 1, the element yw2 is a co-divisor of
u. By Lemma 5.11, it is fully castlable. By inductive hypothesis, we have that y, w2 are strongly
castlable, which we denote by yw2 ⇋ ŵ2ŷ for some ŵ2, ŷ ∈ S. Now u = xyw2 = xŵ2ŷ. By
Lemma 5.11, the element xŵ2 is fully castlable. By inductive hypothesis again, we have x, ŵ2
are strongly castlable, which we denote by xŵ2 ⇋ ŵ2x̂ for some ŵ2, x̂ ∈ S. Similarly, for any
a, b ∈ S with ab = w2 and a, b 6= 1, one can also prove that w1a⇋ âŵ1 and ŵ1b⇋ b̂ŵ1 for some
â, b̂, ŵ1, ŵ1 ∈ S. Therefore, the elements w1, w2 are strongly castlable.
Now we deal with the “⇐”-part. For any u1, u2, u3, u4 with u1u2u3u4 = u, we have that
u1u2, u3u4 are strongly castlable. By decomposition of strong castlings, one deduces that u2, u3
are strongly castlable. This completes the proof. 
Suppose that u is fully castlable and w1w2 = u. Then w1w2 ⇋ w˜2w˜1 for some w˜1, w˜2 ∈ S by
Lemma 5.12. Here w˜2w˜1 = u. So w˜2, w˜1 are also strongly castlable. We have w1w2 ⇋ w˜2w˜1.
Lemma 5.12 gives another definition of fully castlable elements. Both have advantages. In the
following, we turn back to natural monoids.
Theorem 5.13. Suppose that S is a natural monoid.
(i) Let u be an element in S, which has prime divisors q1, q2, . . . , qk with multiplicitiesm1, m2, . . . , mk.
Then u is fully castlable if and only if u = lcm[qm11 , q
m2
2 , . . . , q
mk
k ].
(ii) Let u be an element in S, which has prime co-divisors q1, q2, . . . , qk with multiplicities
m1, m2, . . . , mk. Then u is fully castlable if and only if u = lcm‡[u; q
m1
1 , q
m2
2 , . . . , q
mk
k ].
Proof. (i) We first prove the “⇒”-part. Denote u0 = lcm[q
m1
1 , q
m2
2 , . . . , q
mk
k ]. Then u0|u. Assume
on the contrary that u0 6= u. Then u = u0w for some w 6= 1. Write w = rw0, where r ∈ P.
Since u is fully castlable, then u0, w are strongly castlable by Lemma 5.12. It follows that u0, r
are also strongly castlable. We write u0r ⇋ r˜u˜0 for some r˜ ∈ P and u˜0 ∈ S. Now r˜ is a prime
divisor of u0r, which is also a prime divisor of u. So r˜ = qj for some 1 ≤ j ≤ k. Noting that
q
mj
j |u0, we can write u0 = q
mj
j u
′
0 for some u
′
0 ∈ S. A decomposition of the castling gives
u0r = q
mj
j u
′
0r ⇋ q
mj
j r̂û0
′
⇋ qjcû0
′ = qj u˜0
for some r̂, û0
′, c ∈ S. It follows from q
mj
j r̂ ⇋ qjc and Lemma 4.17 that r̂ = qj . So q
mj+1
j |u0r,
which is a divisor of u. This contradicts the fact that qj is a prime divisor of u with multiplicity
mj.
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Now we shall prove the “⇐”-part. Let l = ind(u) = m1 + . . . +mk. Let u1, u2, u3, u4 be any
elements in S with u1u2u3u4 = u. Let u = r1r2 . . . rl be an irreducible decomposition, where
u1 = r1 . . . rl1 , u2 = rl1+1 . . . rl2 , u3 = rl2+1 . . . rl3 , u4 = rl3+1 . . . rl,
with 0 ≤ l1 ≤ l2 ≤ l3 ≤ l.
Note that ind(u) = m1+m2+. . .+mk = Ω(u). By Theorem 5.7, we have r1r2 . . . rj−1rj ⇋ pjwj
for some wj ∈ S and pj ∈ P, for all 1 ≤ j ≤ l. Consider the (l2 + 1)-th castling appeared
above. Since r1r2 . . . rl2 , rl2+1 are strongly castlable and r1r2 . . . rl2 = u1u2, one obtains that
u2, rl2+1 are strongly castlable. We denote u
(l2)
2 rl2+1 ⇋ r̂l2+1u
(l2+1)
2 for some r̂l2+1 ∈ P and
u
(l2+1)
2 ∈ S, where u
(l2)
2 = u2. Next, consider the (l2+2)-th castling. Since r1r2 . . . rl2+1, rl2+2 are
strongly castlable and r1r2 . . . rl2+1 = u1r̂l2+1u
(l2+1)
2 , one concludes that u
(l2+1)
2 , rl2+2 are strongly
castlable, which we denote u
(l2+1)
2 rl2+2 ⇋ r̂l2+2u
(l2+2)
2 for some r̂l2+2 ∈ P and u
(l2+2)
2 ∈ S. We
repeat the above process for l2 + 1 ≤ j ≤ l3. Since r1r2 . . . rj−1, rj are strongly castlable and
r1r2 . . . rj−1 = u1r̂l2+1 . . . r̂j−1u
(j−1)
2 , the elements u
(j−1)
2 , rj are strongly castlable. We assume
that u
(j−1)
2 rj ⇋ r̂ju
(j)
2 for some r̂j ∈ P and u
(j)
2 ∈ S. Now a composition of the above weak
castlings shows that
u2u3 = u
(l2)
2 ql2+1ql2+2 . . . ql3 ⇋ q̂l2+1u
(l2+1)
2 ql2+2 . . . ql3
⇋ . . .⇋ q̂l2+1 . . . q̂l3−1u
(l3−1)
2 ql3 ⇋ q̂l2+1 . . . q̂l3u
(l3)
2 .
So u2, u3 are weakly castlable. As a result, the element u is fully castlable.
(ii) Similar arguments as above work.

Corollary 5.14. Let S be a natural monoid. (i) Suppose that u and v are both fully castlable
elements in S. Then so is lcm[u, v]. (ii) Suppose that u and v are both fully castlable elements
in S and u, v ‡ w for some w ∈ S. Then so is lcm‡[w; u, v].
Proof. Combining Corollary 4.16 and Theorem 5.13, the corollary follows. 
Theorem 5.15. For a fully castlable element u in a natural monoid, we have that Ω(u) = Ω‡(u).
Proof. The theorem can be proved by combining Theorem 5.13 and Lemma 5.5. In the following,
we give another proof based on Theorem 5.7.
we use induction on ind(u). For ind(u) ≤ 1, the proof is trivial. Suppose that the theorem has
been proved for ind(u) = m− 1 with some m ≥ 2. Now we consider the case ind(u) = m. Write
u = q1u0 and u0 = q2q3 . . . qm for some q1, . . . , qm ∈ P. Lemma 5.11 shows that u0 is also fully
castlable. By inductive hypothesis, we have Ω(u0) = Ω‡(u0). Note that Ω‡(u0) = #PDM‡(u0)
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and Ω‡(u) = #PDM‡(u), where
PDM‡(u0) =
m⋃
j=2
{
p ∈ P : qjqj+1 . . . qm ⇋ zjp for some zj ∈ S
}
,
PDM‡(u) = PDM‡(u0) ∪
{
p ∈ P : q1q2q3 . . . qm ⇋ zrp for some z1 ∈ S
}
(recalling that they are multi-sets) by Theorem 5.7.
Since u is fully castlable, the elements q1, u0 are strongly castlable. Therefore Ω‡(u) = Ω‡(u0)+
1. Suppose that r1, . . . , rk are exactly all the distinct prime divisors of u0, with multiplicities
l1, . . . , lk, respectively. Here l1, . . . , lk ≥ 1. Then q1, r
li
i are strongly castlable for all 1 ≤ i ≤ k.
By Axiom V, we write q1r
li
i ⇋ r̂i
li q̂1 for some r̂1, . . . , r̂k, q̂1 ∈ P. It is apparent that r̂1, . . . , r̂k
are distinct, and r̂i
l are divisors of u.
Suppose that q1 /∈ {r1, . . . , rk}. Recalling Lemma 4.17, we have q1 /∈ {r̂1, . . . , r̂k}. Then
Ω(u) ≥ 1 + l1 + . . .+ lk. Suppose that q1 = ri0 for some 1 ≤ i0 ≤ k, one has r̂i0 = q1. Therefore
q
li0+1
1 |u. We also have
Ω(u) ≥ l1 + . . .+ li0−1 + (li0 + 1) + li0+1 + . . .+ lk = l1 + . . .+ lk + 1.
On the other hand, let us consider any prime power ph dividing u. If p = q1, then p
h−1|u0.
Therefore h ≤ 1 when q1 /∈ {r̂1, . . . , r̂k} and h ≤ li0 + 1 when q1 = r̂i0 . If p 6= q1, then we have
ph|q1u0 and gcd(p
h, q1) = 1. Combining Lemma 3.14 and Axiom V, there are some p˘, q˘ ∈ P
with p˘h|u such that phq˘1 ⇋ q1p˘
h. It follows that p˘ = rj for some 1 ≤ j ≤ k and h ≤ lj . As a
result, we have Ω(u) ≤ l1 + . . .+ lk + 1. Therefore
Ω(u) = l1 + . . .+ lk + 1 = Ω(u0) + 1 = Ω‡(u0) + 1 = Ω‡(u).
This completes the proof. 
Theorem 5.13 provide us with approaches to represent an element in S in a unique way. For an
element u ∈ S, suppose that u has prime divisors q1, q2, . . . , qk with multiplicitiesm1, m2, . . . , mk.
Then u1 = lcm[q
m1
1 , q
m2
2 , . . . , q
mk
k ] is a divisor of u. Indeed, it is the maximum one among all the
fully castlable divisors of u. We call it the greatest fully castlable divisor of u, since any fully
castlable divisor of u divides u1. Now write u = u1v1. Next, suppose that v1 has prime divisors
r1, r2, . . . , rl with multiplicities n1, n2, . . . , nl. We pick u2 = lcm[r
n1
1 , r
n2
2 , . . . , r
nl
l ] and write u =
u1u2v2. Iterating this process, each element u can be uniquely written as u = u1u2 . . . ut, where
uj is the greatest fully castlable divisor of (u1u2 . . . uj−1)
−1u (1 ≤ j ≤ t). Similarly, we can
make use of prime co-divisors and least common co-multiples to uniquely represent u ∈ S
as u = ut . . . u2u1 such that uj is the greatest fully castlable co-divisor of u(uj+1 . . . u2u1)
−1
(1 ≤ j ≤ t).
Next, we consider those natural monoids S consisting of fully castlable elements.
Definition 5.16. If all elements of a castlable monoid S are fully castlable, then we say that S
is fully castlable.
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In a fully castlable monoid, the definition of a strong castling and that of a weak castling
coincide. The example given in (9) is a fully castlable natural monoid.
Define β : P × P → P by β(p, r) = q, where pq ⇋ rt for some t ∈ P. For p ∈ P, define
βp : P → P by βp(r) = β(p, r) (r ∈ P). Indeed, we have
βp(r) = β(p, r) =
{
p−1lcm[p, r], if p 6= r,
p, if p = r.
(41)
The maps β and βp are well-defined, and βp is injective for any p ∈ P. When S is abelian, it is
fully castlable and βp is the identity map on P for any p ∈ P.
Lemma 5.17. The natural monoid S is fully castlable if and only if the map βp is a bijection
for any p ∈ P.
Proof. Suppose that S is fully castlable. For any p, q ∈ P, one has pq = 1 · p · q · 1. So pq ⇋ rt
for some r, t ∈ P, which implies βp(r) = q. Hence, the map βp is surjective. Since it is also
injective, one concludes that βp is a bijection.
Suppose that βp is bijective for all p ∈ P. Then for any p, q ∈ P, it satisfies that pq ⇋ β
−1
p (q)t
for some t ∈ P. So p, q are weakly castlable. By induction on ind(u) and ind(v), it is not
hard to prove that u, v are weakly castlable for all u, v ∈ S. Now for u = u1u2u3u4 with
u, u1, u2, u3, u4 ∈ S, the elements u2, u3 are weakly castlable. As a result, any element u in S is
fully castlable. The proof is completed. 
5.4. Natural Monoids Containing Finitely Many Primes. The main purpose of this sub-
section is to show that a natural monoid with finitely many primes are fully castlable and the
corresponding rational group is amenable.
Theorem 5.18. Suppose that S is a natural monoid containing finitely many primes. Then S
is fully castlable.
Proof. For any p ∈ P, since βp : P → P is injective and |P| <∞, the map βp is also surjective.
The theorem follows from Lemma 5.17. 
Let T be a monoid or a group. If there is a Følner sequence {Fn}
∞
n=1 with Fn ⊆ Fn+1 (n ≥ 1),⋃∞
n=1 Fn = T such that
lim
n→∞
|u · Fn △ Fn|
|Fn|
= 0
for any given u ∈ T , then we say that T is (left) amenable. Here A△B = (A \B)∪ (B \A) for
two sets A,B. Equivalently, we have that T is (left) amenable if and only if for any ε > 0 and
any finite set E ⊆ T , there is some finite set F ⊆ T such that supu∈E |u · F △ F |/|F | < ε.
Indeed, a monoid satisfying Axiom II is right reversible (see [5, Page 194] for related definitions
and results). In such situation, the structure of the monoid S and that of the group G are closely
related. One may show that an integral monoid S is (left) amenable if and only if its fractional
group G is amenable (see [8] or [15, (1.28)] for example).
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Theorem 5.19. Let G be a rational group with S its natural monoid. Suppose that S has finitely
many primes. Then G is amenable.
Proof. Let k ≥ 1 and P = {p0, p1, . . . , pk−1}. For any n ≥ 0, put
Fn =
{
lcm[pm00 , p
m1
1 , . . . , p
mk−1
k−1 ] : 0 ≤ m0, m1, . . . , mk−1 ≤ n− 1
}
.
We have |Fn| = k
n.
By theorem 5.18, the monoid S is fully castlable. Lemma 5.17 shows that the map βpi are
bijective for 0 ≤ i ≤ k − 1. Suppose that pipj ⇋ β
−1
pi
(pj)ti,j,1 for some ti,j,1 ∈ P. Applying
Lemma 5.4, we obtain that
pip
mj
j ⇋ (β
−1
pi
(pj))
mj ti,j,mj
for some ti,j,mj ∈ P. Here β
−1
pi
(pi) = pi and ti,i,mi = pi. Then
pi·lcm[p
m0
0 , p
m1
1 , . . . , p
mk−1
k−1 ] = lcm[pip
mj
j : 0 ≤ j ≤ k − 1]
= lcm
[
(β−1pi (pj))
mj ti,j,mj : 0 ≤ j ≤ k − 1
]
.
So the element
lcm
[
(β−1pi (p0))
m0 , . . . , (β−1pi (pi−1))
mi , pmi+1i , (β
−1
pi
(pi+1))
mi+1 , . . . , (β−1pi (pk−1))
mk−1
]
divides pi · lcm[p
m0
0 , p
m1
1 , . . . , p
mk−1
k−1 ]. Moreover, both of these two elements have index m0+m1+
. . .+mk−1 + 1. We conclude that
pi · lcm[p
m0
0 , p
m1
1 , . . . , p
mk−1
k−1 ]
= lcm
[
(β−1pi (p0))
m0 , . . . , (β−1pi (pi−1))
mi , pmi+1i , (β
−1
pi
(pi+1))
mi+1 , . . . , (β−1pi (pk−1))
mk−1
]
.
Now we have
Fn \ (pi · Fn) =
{
lcm[pm00 , p
m1
1 , . . . , p
mk−1
k−1 ] ∈ Fn : mi = 0
}
,
Fn \ (p
−1
i · Fn) = {lcm[p
m0
0 , p
m1
1 , . . . , p
mk−1
k−1 ] ∈ Fn : mi = n− 1}.
Therefore
|(pi · Fn) \ Fn| = n
k−1, |Fn \ (pi · Fn)| = |(p
−1
i · Fn) \ Fn| = n
k−1.
Then, for 0 ≤ i ≤ k, we have
|(pi · Fn)△ Fn|
|Fn|
≤
2nk−1
nk−2
=
2
n
→ 0, (n→∞).
It follows that S is (left) amenable, and then G is also amenable. 
For a homogenous monoid S containing finitely many irreducible elements, is it (left) amenable?
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6. Construction of Castlings in Thompson’s Monoid
In this section, we will set up the system of castlings in Thompson’s Monoid S. Indeed, the
concrete constructions need different approaches. Let us forget those definitions and axioms
appeared in Sections 3-5 at this stage. We will define weak castlings, strong castlings and free
castlings in another way. That is to say, we use same terminologies and notations, which are
temporarily independent of those occurred previously. In Section 6.6, we will show that these
new definitions of castlings in S coincides with the previous ones and Axioms IV and V are
satisfied.
6.1. Castling of Words. We shall define castlings of words before we may define castlings of
elements in S. Recall that when u = q1q2 . . . qk for some q1, q2, . . . , qk ∈ P, we call the right-hand
side a word of u, and call each qt (1 ≤ t ≤ k) a letter of this word (we regard qt as a symbol
instead of an element of S). For clarity, we will use capital letter to represent a word or its
letters. In particular, we will always use Pj to mean the only word of pj (j = 0, 1, 2, . . .). If
a word Y consists of consecutive letters occurred in a word X , then we call Y a subword of
X . If X = X1X2 . . .Xk with Xj subwords of X (1 ≤ j ≤ k), we say that X1X2 . . .Xk is a
subword-decomposition of X . The number of letters in a word X is called the length of this
word, which is denoted by ind(X). A subword-decomposition X = X1X2 . . .Xk is said to be
proper if 1 < ind(Xj) < ind(X) for all 1 ≤ j ≤ k.
Applying the relation
pjpi = pipj+1, (0 ≤ i < j), (42)
it is possible to castle two letters to gain new letters and new words. We say an ordered pair of
letters Pi, Pj are castlable, or Pi, Pj can be castled, or Pi can be castled with Pj, when i−j 6= −1.
When Pi, Pj are castlable, we put
j˜ = j, i˜ = i, if i− j = 0;
j˜ = j, i˜ = i+ 1, if i− j ≥ 1;
j˜ = j − 1, i˜ = i, if i− j ≤ −2,
write PiPj ⇋ Pj˜Pi˜ and call it a castling of letters. For the empty word ∅ and any word U , both
∅, U and U, ∅ are defined to be castlable, and ∅U ⇋ U∅. Next, we define castling of an ordered
pair of words U, V by iteration according to the length of U, V . Suppose that castling has been
defined for words U, V of length ind(U)+ ind(V ) ≤ m−1 for some m ≥ 3. For non-empty words
U, V with ind(U)+ ind(V ) = m, at least one of U, V has length no smaller than 2, which ensures
a proper subword-decomposition. We say U, V are castlable, or U, V can be castled, or U can
be castled with V , when at least one of the following two situations hold.
Type (I). If U has a proper subword-decomposition U = U1U2 such that U2V ⇋ V˜ U˜2 and
U1V˜ ⇋
˜˜
V U˜1, then U, V are castlable and we define the castling to be UV ⇋
˜˜
V U˜1U˜2. For
simplicity, we abbreviate the above expressions as
UV = U1U2V ⇋ U1V˜ U˜2 ⇋
˜˜
V U˜1U˜2.
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Type (II). If V has a proper subword-decomposition V = V1V2 such that UV1 ⇋ V˜1U˜ and
U˜V2 ⇋ V˜2
˜˜
U , then U, V are also castlable and we define UV ⇋ V˜1V˜2
˜˜
U . For simplicity, we
abbreviate the above expressions as
UV = UV1V2 ⇋ V˜1U˜V2 ⇋ V˜1V˜2
˜˜
U.
For words U, U ′, V, V ′, the expression U = U ′ means that they are the same words and
UV = U ′V ′ means U = U ′ and V = V ′. The following lemma ensures that the notion of
castling of words is well-defined, i,e., the definition of castling in two words U, V does not
depend on subword-decompositions, and does not depend on the castling type (I) or (II) either.
Moreover, it is also shown that a castling of words can be decomposed into castlings of words
according to any subword-decomposition.
Lemma 6.1. Suppose that U, V are castlable, and UV ⇋ V˜ U˜ for some words V˜ , U˜ . Then
(i) for any subword-decomposition U = U ′1U
′
2, there are words Û1
′
, Û2
′
, V̂ ′ with Û1
′
Û2
′
= U˜
such that
U ′2V = V̂
′Û2
′
, U ′1V̂
′ = V˜ Û1
′
;
(ii) for any subword-decomposition V = V ′1V
′
2, there are words Û
′, V̂1
′
, V̂2
′
with V̂1
′
V̂2
′
= V˜
such that
UV ′1 = V̂1
′
Û ′, Û ′V ′1 = V̂2
′
U˜ .
Proof. We use induction onm = ind(U)+ ind(V ). For the cases m ≤ 2 or ind(U) = 0 or ind(V ) =
0, the results follows immediately. In the following, we always assume that ind(U), ind(V ) ≥ 1.
Suppose that the lemma holds for m ≤ M − 1 with some M ≥ 3. Now we consider the case
m =M .
The fact that U, V are castlable results from either type (I) or type (II). Without loss of
generality, we deal with type (I) here. For type (II), similar arguments work. That is to say,
there is some proper subword decomposition U = U1U2 and words Û1, Û2, V̂ with Û1Û2 = U˜
such that
UV = U1U2V ⇋ U1V̂ Û2 ⇋ V˜ Û1Û2 = V˜ U˜ .
(i) Without loss of generality, we assume that U = U ′1U
′
2 is a proper subword-decomposition,
and let us suppose that ind(U1) > ind(U
′
1) and
U1 = XY, U2 = Z, U
′
1 = X, U
′
2 = Y Z
for some non-empty subwords X, Y, Z of U . Note that ind(U1) + ind(V̂ ) < M . By inductive
hypothesis, the castling of U1 and V̂ does not depend on the subword-decomposition and can
be decomposed according to any subword-decomposition. For the subword-decomposition U1 =
XY , a decomposition of castling of words gives
U1V̂ = XY V̂ ⇋ XV˘ Y˘ ⇋ V˜ X˘Y˘ = V˜ Û1
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for some words X˘, Y˘ and V˘ . Note that ind(U ′2) + ind(V ) < M . By inductive hypothesis, a
composition of castlings of words leads to
U ′2V = Y U2V ⇋ Y V̂ Û2 ⇋ V˘ Y˘ Û2, U
′
1V˘ = XV˘ ⇋ V˜ X˘.
Putting V̂ ′ = V˘ , Û2
′
= Y˘ Û2 and Û1
′
= X˘ , we obtain Û1
′
Û2
′
= X˘Y˘ Û2 = Û1Û2 = U˜ . For the
case ind(U1) < ind(U
′
1), similar arguments also hold. For the case ind(U1) = ind(u
′
1), we have
U1 = U
′
1, U2 = U
′
2 and the expected result also follows.
(ii) Without loss of generality, we assume that V = V ′1V
′
2 is a proper subword-decomposition.
Note that ind(U2) + ind(V ) < M . By inductive hypothesis, the castling of U2 and V does not
depend on specific subword-decomposition and can be decomposed according to any subword-
decomposition. A decomposition of castling gives
U2V = U2V
′
1V
′
2 ⇋ V˙1U˙2V
′
2 ⇋ V˙1V˙2Û2 = V̂ Û2.
for some words V˙1, V˙2, U˙2. By inductive hypothesis again, the castling of U1 and V̂ = V˙1V˙2 does
not depend on subword-decompositions. So there are words V¨1, V¨2, U˙1 such that
U1V̂ = U1V˙1V˙2 ⇋ V¨1U˙1V˙2 ⇋ V¨1V¨2Û1 = V˜ Û1.
Since ind(U) + ind(V1) < M and ind(U˙1U˙2) + ind(V2) < M , we deduce by inductive hypothesis
that
UV ′1 = U1U2V
′
1 ⇋ U1V˙1U˙2 ⇋ V¨1U˙1U˙2, U˙1U˙2V
′
2 ⇋ U˙1V˙2Û2 ⇋ V¨2Û1Û2 = V¨2U˜ .
Putting V̂1
′
= V¨1, Û
′ = U˙1U˙2, V̂2
′
= V¨2, we have V̂1
′
V̂2
′
= V¨1V¨2 = V˜ . The proof is completed. 
The above lemma ensures that the castling of two words U, V is well-defined. Now for a
castlable pair of words U, V and a subword decomposition U = U1U2 . . . Uk, we write
UV = U1U2 . . . UkV ⇋ U1U2 . . . Uk−1V1U˜k ⇋ . . .⇋ U1Vk−1U˜2U˜3 . . . U˜k ⇋ VkU˜1U˜2 . . . U˜k
for some words U˜1, . . . , U˜k and V1, . . . , Vk. The double underline is used to recognize the final
words from the initial words during the castling. We emphasis that the pair of words U, V
involved are ordered. A castling in U, V does not ensure that V, U can be castled. However,
one can prove by induction that if UV ⇋ V˜ U˜ , then V˜ U˜ ⇋ UV . Indeed, the following four
expressions are regarded same.
UV ⇋ V˜ U˜ , UV ⇋ V˜ U˜ , V˜ U˜ ⇋ UV, V˜ U˜ ⇋ UV .
Moreover, it is easy to see by induction that ind(U) = ind(U˜) and ind(V ) = ind(V˜ ). We end this
subsection with the following interesting example.
Example 6.2. Let U = P2P3 and V = P2P4. Then
UV = P2P3P2P4 ⇋ P2P2P4P4 ⇋ P2P3P2P4 = UV .
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6.2. Order Preserving of Words in Castlings. For u ∈ S, we use W(u) to denote the set of
all words of u. For two words U, U ′ of an element u ∈ S, they can be transformed into normal
form of u by castling a pair of adjacent castlable letters for finitely many times. So U can also
be transformed into U ′ by such castlings of adjacent letters. Now we establish a partial order
on all words of a given element.
Let u ∈ S. If U, U ′ words of u that are same, then we write U = U ′ as previous. Consider the
situation that U and U ′ differ from exactly one castling of a pair of adjacent castlable letters.
Write U = XPiPjY and U
′ = XPj˜Pi˜Y with PiPj ⇋ Pj˜Pi˜ for some i, j ≥ 0. We define
U = U ′, if i− j = 0;
U ≺ U ′, if i− j ≥ 1;
U ≻ U ′, if i− j ≤ −2.
For a word X = Pj1Pj2 . . . Pjk , let Σ(X) =
∑k
i=1 ji. Note that when U ≺ U
′, one always has
Σ(U) < Σ(U ′). Now suppose that U, U ′, U ′′ are three words of u satisfying U ≺ U ′ and U ′ ≺ U ′′.
Then Σ(U) < Σ(U ′′). The situations U = U ′′ and U ≻ U ′′ never happen. So, it is reasonable
to define U ≺ U ′′ in this case. We write X 4 Y (and X < Y ) if either X = Y or X ≺ Y (and
X ≻ Y , respectively). It is not hard to see that “4” can be extended to a partial order on
W(u).
For u ∈ S, we use U♯ to denote the word of u in normal form. It is not hard to see that U 4 U♯
for any U ∈W(u). So we call U♯ the maximum word of u.
Example 6.3. Let u = p2p4p6. Words of u are listed below.
P4P3P2 4
P3P5P2 4 P3P2P6
P4P2P4 4 P2P5P4
4 P2P4P6.
Let U, U ′ be words of u such that U 4 U ′. Let X, Y be words of x, y, respectively. It is not
hard to see that XU 4 XU ′ as words of xu, and UY 4 U ′Y as words of uy. This partial order
is defined on all words of a given element. Whenever we write U 4 U ′, we always mean that
U, U ′ represent the same element. The following proposition is a key for constructing castlings
in Thompson’s monoid.
Proposition 6.4. Let u, v ∈ S. Suppose that U is a word of u and V is a word of v such that
UV ⇋ V˜ U˜ for some words U˜ , V˜ . Then for any word U ′ of u and any word V ′ of v with V ′ < V ,
the words U ′ and V ′ are castlable.
Moreover, write U ′V ′ ⇋ V˜ ′U˜ ′ for some words U˜ ′, V˜ ′. Then V˜ and V˜ ′ are words of the same
element in S, and so are U˜ and U˜ ′.
Furthermore, we have V˜ ′ < V˜ . We also have U˜ ′ < U˜ if and only if U ′ < U , and U˜ ′ 4 U˜ if
and only if U ′ 4 U .
We will prove Proposition 6.4 after several more lemmas.
Lemma 6.5. Proposition 6.4 is true when ind(u) = 2 and ind(v) = 1.
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Proof. Let u = pipj in normal form and v = pk, where i, j, k ≥ 0. Then v has only one word Pk.
Note that u has two different words if and only if i− j ≤ −2. Write U = PiPj and U
′ = Pj−1Pi.
Then U ≻ U ′. We list all the possibilities below.
• For j − k = −1, neither U nor U ′ is castlable with Pk.
• For j− k = 0, one has UPk ⇋ Pk−1PiPj and U
′Pk ⇋ Pk−1Pj−1Pi. Here PiPj and Pj−1Pi
are words of the same element and PiPj ≻ Pj−1Pi.
• For j− k ≤ −2, it satisfies i− k ≤ −4. Then UPk ⇋ Pk−2PiPj and U
′Pk ⇋ Pk−2Pj−1Pi.
Here PiPj and Pj−1Pi are words of a same element and PiPj ≻ Pj−1Pi.
• For j − k ≥ 1 and k = i+ 1, neither U nor U ′ is castlable with Pk.
• For j− k ≥ 1 and k = i, one has UPk ⇋ PiPiPj+1 and U
′Pk ⇋ PiPjPi. Here PiPj+1 and
PjPi represent the same element and PiPj+1 ≻ PjPi.
• For j − k ≥ 1 and k ≤ i − 1, one has UPk ⇋ PkPi+1Pj+1 and U
′Pk ⇋ PkPjPi+1. Here
Pi+1Pj+1 and PjPi+1 are words of a same element and Pi+1Pj+1 ≻ PjPi+1.
• For j − k ≥ 1 and k ≥ i + 2, one has UPk ⇋ Pk−1PiPj+1 and U
′Pk ⇋ Pk−1PjPi. Here
PiPj+1 are PjPi represent the same element and PiPj+1 ≻ PjPi.
The lemma now follows. 
Lemma 6.6. Proposition 6.4 is true when ind(u) = 1 and ind(v) = 2.
Proof. Let v = pjpk in normal form and u = pi a prime. Then u has only one word Pi. Note
that v has two different words if and only if j − k ≤ −2. Write V = PjPk and V
′ = Pk−1Pj .
Then V ≻ V ′. We list all the possibilities below.
• For i− j = −1, the letter Pi is castlable with neither V nor V
′.
• For i− j = 0 and j − k = −2, one has PiV ⇋ PjPk−1Pi, but Pi is not castlable with V
′.
• For i − j = 0 and j − k ≤ −3, one has PiV ⇋ PjPk−1Pi and PiV
′ ⇋ Pk−2PjPi. Here
PjPk−1 and Pk−2Pj are words of a same element and PjPk−1 ≻ Pk−2Pj.
• For i− j ≤ −2, one has i− k ≤ −4. Then PiV ⇋ Pj−1Pk−1Pi and PiV
′ ⇋ Pk−2Pj−1Pi.
Here Pj−1Pk−1 and Pk−2Pj−1 are words of a same element and Pj−1Pk−1 ≻ Pk−2Pj−1.
• For i− j ≥ 1 and i = k − 2, the letter Pi is castlable with neither V nor V
′.
• For i − j ≥ 1 and i = k − 1, one has PiV ⇋ PjPkPi+1 and PiV
′ ⇋ Pk−1PjPi+1. Here
PjPk and Pk−1Pj represent the same element and PjPk ≻ Pk−1Pj .
• For i − j ≥ 1 and i ≤ k − 3, one has j ≤ k − 4. Then PiV ⇋ PjPk−1Pi+1 and PiV
′ ⇋
Pk−2PjPi+1. Here PjPk−1 and Pk−2Pj represent the same element and PjPk−1 ≻ Pk−2Pj .
• For i − j ≥ 1 and i ≥ k, one has PiV ⇋ PjPkPi+2 and PiV
′ ⇋ Pk−1PjPi+2. Here PjPk
and Pk−1Pj represent the same element and PjPk ≻ Pk−1Pj.
The proof is completed. 
Lemma 6.7. Proposition 6.4 is true when ind(u) = ind(v) = 2.
Proof. When u, v both have only one word respectively, the proof is trivial. Suppose that v has
two different words V, V ′ with V ′ < V . Let U be a word of u such that U, V are castlable. Write
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U = U1U2, where U1, U2 are both letters. Then
UV = U1U2V ⇋ U1V̂ Û2 ⇋
̂̂
V Û1Û2
for some words Û1, Û2, V̂ and
̂̂
V . Since V ′ < V , one deduces by Lemma 6.6 that U2 and V
′ are
also castlable. Write U2V
′ ⇋ V̂ ′Û2 for some word V̂
′. Here V̂ , V̂ ′ represent a same element and
V̂ ′ < V̂ . Since U1 and V̂ are castlable, one also deduce that U1 and V̂
′ are castlable by Lemma
6.6. Write U1V̂
′ ⇋
̂̂
V
′
Û1 for some word
̂̂
V
′
. Here
̂̂
V ,
̂̂
V
′
represent a same element and
̂̂
V
′
<
̂̂
V .
Now we conclude that
UV ′ = U1U2V
′
⇋ U1V̂
′Û2 ⇋
̂̂
V
′
Û1Û2,
where
̂̂
V ,
̂̂
V
′
represent a same element and
̂̂
V
′
<
̂̂
V .
Next, by applying Lemma 6.5 and similar arguments as above, the following conclusion holds.
Suppose that u has two different words U, U ′ and V is a word of v such that U, V are castlable
with UV ⇋ V̂ Û . Then U ′ and V are also castlable, which we denote U ′V ⇋ V̂ Û ′ for some Û ′.
Moreover, the words Û , Û ′ represent a same element. We have Û 4 Û ′ if and only if U 4 U ′,
and Û < Û ′ if and only if U < U ′.
Finally, let us suppose that U, U ′ are two different words of u, and V, V ′ are two different
words of v with V ′ < V , and also suppose that UV ⇋ V̂ Û . Without loss of generality, we
assume that U ′ < U . By above discussions in the first paragraph, the words U and V ′ are
castlable. Write UV ′ ⇋ V̂ ′Û , where V̂ , V̂ ′ are words of a same element and V̂ ′ < V̂ . By above
discussions in the second paragraph, the words U ′ and V ′ are castlable. Write U ′V ′ ⇋ V̂ ′Û ′,
where Û , Û ′ are words of a same element and Û ′ < Û . This completes the proof.

Now we are ready to prove Lemma 6.4.
Proof of Proposition 6.4. For ind(u) = 0 or ind(v) = 0, the proof is trivial. For ind(u), ind(v) ≤ 2,
the result follows from Lemmas 6.5, 6.6 and 6.7. In the following, we always assume that either
ind(u) ≥ 3, ind(v) ≥ 1, or ind(u) ≥ 1, ind(v) ≥ 3.
Suppose that the lemma has been proved for ind(u) ≤ m − 1 and ind(v) ≤ n with some
m ≥ 3, n ≥ 1. We proceed with ind(u) = m and ind(v) ≤ n. It is sufficient to deal with the
condition that U ′ differ from U by exactly one castling of a pair of adjacent castlable letters.
Case 1. We consider the case that the adjacent letters that are castled are the first two letters
of U . Write U = Q1Q2U1 and U
′ = Q′2Q
′
1U1, where ind(U1) = ind(U) − 2 and Q1, Q2, Q
′
1, Q
′
2
are letters such that Q1Q2 ⇋ Q
′
2Q
′
1. Without loss of generality, we assume that Q
′
2Q
′
1 < Q1Q2
(for Q′2Q
′
1 4 Q1Q2, similar arguments hold as well) and U
′ < U . Inserting the subword-
decomposition U = Q1Q2U1 into the castling of U, V , we obtain
UV = (Q1Q2)U1V ⇋ Q1Q2Vˇ Uˇ1 ⇋ V˜ Qˇ1Qˇ2Uˇ1 = V˜ U˜
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for some words Qˇ1, Qˇ2, Uˇ1, Vˇ . Note that 1 ≤ ind(U1) < m, the inductive hypothesis says that
the castling does not depend on the words chosen. So for V ′ < V , we also have U1V
′ ⇋ Vˇ ′Uˇ1
for some words Vˇ ′. Here Vˇ and Vˇ ′ are words of the same element and Vˇ ′ < Vˇ . Note that
ind(Q1Q2) = 2 < m and Q1Q2, Q
′
2Q
′
1 are words of a same element. By inductive hypothesis
again, we deduce that Q′2Q
′
1 and Vˇ
′ are also castlable. Write Q′2Q
′
1Vˇ
′ ⇋ V˜ ′Qˇ2
′
Qˇ1
′
, where V˜ and
V˜ ′ represent the same element and so does Qˇ1Qˇ2 and Qˇ1
′
Qˇ2
′
. Moreover, one has V˜ ′ < V˜ and
Qˇ2
′
Qˇ1
′
< Q1Q2. To sum up, we have
U ′V ′ = (Q′2Q
′
1)U1V
′ ⇋ Q′2Q
′
1Vˇ
′Uˇ1 ⇋ V˜
′Qˇ2
′
Qˇ1
′
Uˇ1 = V˜
′U˜ ′,
where V˜ and V˜ ′ represent the same element, and so does Qˇ1Qˇ2Uˇ1 and Qˇ2
′
Qˇ1
′
Uˇ1. Moreover, one
has V˜ ′ < V˜ and U˜ ′ = Qˇ2
′
Qˇ1
′
Uˇ1 < Q1Q2Uˇ1 = U˜ .
Second, we consider the case that the adjacent letters that are castled do not involve the first
letter of U . Write the subword-decomposition U = QU2 with ind(Q) = 1 and U
′ = QU ′2 after
castling the adjacent letters. Note that U2 and U
′
2 represent the same element. Without loss of
generality, we still assume that U ′ < U , i.e., U ′2 < U2. By the castling of U, V , one obtains
UV = QU2V ⇋ QV˘ U˘2 ⇋ V˜ Q˘U˘2 = V˜ U˜
for some words Q˘, U˘2, V˘ . Note that ind(U2) < m. For V
′ < V , it follows from inductive
hypothesis that U ′2 and V
′ are castlable. Write U ′2V
′ ⇋ V˘ ′U˘2
′
, where V˘ and V˘ ′ are words of
same element and so are U˘2 and U˘2
′
. Moreover, one has V˘ ′ < V˘ and U˘2
′
< U˘2. By inductive
hypothesis again, one deduces that Q and V˘ ′ are also castlable. Write QV˘ ′ ⇋ V˜ ′Q˘, where V˜
and V˜ ′ represent the same element and V˜ ′ < V˜ . Now we have
U ′V ′ = QU ′2V
′ ⇋ QV˘ ′U˘2
′
⇋ V˜ ′Q˘U˘2
′
= V˜ ′U˜ ′
where V˜ and V˜ ′ represent the same element and so are Q˘U˘2 and Q˘U˘2
′
. Moreover, one has
V˜ ′ < V˜ and U˜ ′ = Q˘U˘2
′
< Q˘U˘2 = U˜ .
One the other hand, suppose that the lemma has been proved for ind(u) ≤ m and ind(v) ≤ n−1
with some m ≥ 1, n ≥ 3. We proceed with ind(u) ≤ m and ind(v) = n. Similarly, it is sufficient
to deal with the condition that V ′ differ from V by exactly one castling of a pair of adjacent
castlable letters and V ′ < V . Similar arguments as above also work.
By induction, the proposition follows. 
6.3. Existence of a Minimum Word. We say a word U of u minimal, if U ′ 4 U implies
U ′ = U for any U ′ ∈W(u). We say a word U of u minimum if U ′ < U for all U ′ ∈W(u). Since
W(u) is a finite set, a minimal word always exists. If a minimum word exists, then it is minimal.
For a minimal word, one can verify the following lemma immediately.
Lemma 6.8. Let U = Pj1Pj2 . . . Pjk be word of u. Then U is a minimal word if and only if
jr − jr+1 ≥ −1 for all 1 ≤ r ≤ k − 1.
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Corollary 6.9. Let U = U1U2. If U is minimal, then U1, U2 are also minimal.
Lemma 6.10. Let t ≥ 2. Suppose that Pi1 . . . Pit−1Pit is a minimal word. And suppose that
Pi1 . . . Pit−1Pit ⇋ PkY for some word Y . Then i1 ≥ it = k.
Proof. By Lemma 6.8, one has ir − ir+1 ≥ −1 for 1 ≤ r ≤ t− 1. We use induction on t. When
t = 2, the castling of Pi1 and Pi2 shows that either i1 = i2 or i1 > i2. In the former case, one
has Pi1Pi1 ⇋ Pi1Pi1 , which leads to i1 = i2 = k. In the latter case, one has Pi1Pi2 ⇋ Pi2Pi1+1,
which results in i1 > i2 = k. As a result, we have i1 ≥ i2 = k.
Assume that the lemma has been proved for t ≤ T − 1 for some T ≤ 3. For t = T , it follows
from Pi1 . . . PiT−1PiT ⇋ PkY that the letters PiT−1 , PiT are castlable. Write PiT−1PiT ⇋ Pk′Y
′
for some words Pk′ and Y
′. Since PiT−1PiT is a minimal word, the inductive hypothesis shows
that iT−1 ≥ iT = k
′. Now one has iT−2 − k
′ ≥ iT−2 − iT−1 ≥ −1. So Pi1 . . . PiT−2Pk′ is also a
minimal word. Write
(Pi1Pi2 . . . PiT−2)PiT−1PiT ⇋ Pi1Pi2 . . . PiT−2Pk′Y
′ ⇋ PkY
′′Y ′ = PkY
for some word Y ′′. By applying inductive hypothesis, we obtain that i1 ≥ k
′ = k. So i1 ≥ iT = k.
The lemma follows by induction. 
Lemma 6.11. Let x ∈ S and p ∈ P. Suppose that p|x. Write P for the only word of p. Then
for any word X of x, there exists a subword-decomposition X = Y QZ such that Q is a letter
and Y Q⇋ P Y˜ for some word Y˜ .
Proof. Write x = pv, let V be any word of v and put X0 = PV . Notice that X0 can be
transformed into X by castling a pair of adjacent castlable letters for finitely many times. Write
Y0 = ∅, Q0 = P and Z0 = V . Then X0 = Y0Q0Z0 and ∅P ⇋ P∅. We use iterations on number
of castlings of letters involved. Suppose the lemma gives similar results after k times of castlings
with some k ≥ 1, i.e., one obtains a word Xk = YkQkZk of x with YkQk ⇋ P Y˜k for some word
Y˜k. Now we apply another castling of a pair of adjacent letters.
Case 1. If the two letters castled are letters of Yk, then we get a new word Yk+1 that
represents the same element as Yk does, and Xk+1 = Yk+1QkZk. Set Qk+1 = Qk and Zk+1 = Zk.
By Lemma 6.4, we have Yk+1Qk+1 ⇋ P Y˜k+1 for some word Y˜k+1 that represent the same element
as Y˜k does.
Case 2. If the two letters castled are letters of Zk, then we get a new word Zk+1 that
represents the same element as Zk does, and Xk+1 = YkQkZk+1. Set Qk+1 = Qk and Yk+1 = Yk.
The conclusion also follows.
Case 3. If the two letters castled are the last letter of Yk and Qk. Write Yk = Y
′
kR with
ind(R) = 1 and RQk ⇋ Q˜R˜ for some letters Q˜, R˜. Then Xk+1 = Y
′
kQ˜R˜Zk. It follows that Y
′
k
is castlable with Q˜, and Y ′kQ˜ ⇋ P Y˜k
′
with Y˜k = Y˜k
′
R˜. Now we set Yk+1 = Y
′
k , Qk+1 = Q˜ and
Zk+1 = R˜Zk. The conclusion follows.
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Case 4. If the two letters castled are Qk and the first letter of Zk. Write Zk = RZ
′
k with
ind(R) = 1 and QkR ⇋ R˜Q˜ for some letters Q˜, R˜. Then Xk+1 = YkR˜Q˜Z
′
k. Now we set
Yk+1 = YkR˜, Qk+1 = Q˜, Zk+1 = Z
′
k. Then
Yk+1Qk+1 = YkR˜Q˜⇋ YkQkR⇋ P Y˜kR.
Suppose that X0 is transformed to X at the step K. We put Y = YK , Q = QK and Z = ZK .
Then the lemma follows. 
Theorem 6.12. Any element u in S has a minimum word U♭.
Proof. We use induction on ind(u). For ind(u) ≤ 1, the proof is trivial. Suppose the theorem
has been proved for ind(u) ≤ m − 1 with some m ≥ 2. Now we consider the case ind(u) = m.
Let
k = max{l : pl|u}. (43)
Write u = pkw. By inductive hypothesis, there is a minimum word W♭ = Pj2Pj3 . . . Pjm of w.
By Lemma 6.8, one deduces that jr − jr+1 ≥ −1 for 2 ≤ r ≤ m − 1. We consider the word
U♭ = PkW♭. If k − j2 ≤ −2, then we have a word Pj2−1PkPj3 . . . Pjm of u with j2 − 1 > k, which
contradicts (43). So it satisfies k − j2 ≥ −1. Now we conclude that U♭ is a minimal word of u.
It is sufficient to prove that U♭ 4 U for any minimal word U . Suppose that U = Pi1Pi2 . . . Pim is
a minimal word of u. One has ir−ir+1 ≥ −1 (1 ≤ r ≤ m−1). If i1 = k, then Pi2 . . . Pim represents
the same word as W♭ does. Since W♭ is a minimum word, one sees that W♭ 4 Pi2 . . . Pim .
Therefore U♭ 4 U .
In the following, we assume that i1 < k. Note that pk|u. By Lemma 6.11, there exists a
subword-decomposition U = Y QZ such that Q is a letter and Y Q ⇋ PkY˜ for some word Y˜ .
Assume that Y = Pi1 . . . Pit−1 and Q = Pit for some 2 ≤ t ≤ m. Then Pi1 . . . Pit−1Pit ⇋ PkY˜ .
Notice that Pi1 . . . Pit−1Pit is a minimal word. Lemma 6.10 shows that i1 ≥ it = k. Now a
contradiction appears. This completes the proof. 
Lemma 6.13. Suppose that u, v have words U, V , maximum words U♯, V♯ and minimum words
U♭, V♭, respectively.
(i) If U♯V ⇋ V˜ U˜ for some words V˜ , U˜ . Then U˜ is also a maximum word.
(ii) If UV♯ ⇋ V˜ U˜ for some words V˜ , U˜ . Then V˜ is also a maximum word.
(iii) If UV♭ ⇋ V˜ U˜ for some words V˜ , U˜ . Then V˜ is also a minimum word.
Proof. (i) Let U˜♯ be the maximum word of u˜. Then U˜♯ < U˜ . By Proposition 6.4, the words
V˜ , U˜♯ are castlable. Write V˜ U˜♯ ⇋ U
′V for some U ′ ∈ W(u). Then we have U ′ < U♯. It follows
that U ′ = U♯, which leads to U˜ = U˜♯.
(ii) The proof is similar as in (i).
(iii) Let V˜♭ be the minimum word of the element having word V˜ . Then V˜♭ 4 V˜ . By Proposition
6.4, the words V˜♭, U˜ are castlable. Write V˜♭U˜ ⇋ UV
′ for some word V ′ ∈W(v). Then we have
V ′ 4 V♭. It follows that V
′ = V♭ and then V˜ = V˜♭. 
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Remark 6.14. Note that P0P1P0 ⇋ P0P0P2. Here P0P1 is the minimum word of p0p1, while
P0P2 is not the minimum word of p0p2, since P0P2 ≻ P1P0.
6.4. Castling of Elements.
Definition 6.15. Let u, v be two elements in S with maximum words U♯, V♯ and minimum words
U♭, V♭, respectively.
(i) If the words U♯, V♯ are castlable, then we say that the elements u, v are weakly castlable, or
u is weakly castlable with v. Suppose that the castling of words is given by U♯V♯ ⇋ V˜ U˜ for some
words V˜ , U˜ . Let v˜, u˜ be the elements in S having words V˜ , U˜ , respectively. Then we denote the
weak castling of words by uv ⇋ v˜u˜. And we write C′ = {(u, v) ∈ S×S : u, v are weakly castlable}
and Γ′ = {((u, v), (v˜, u˜)) ∈ C× C : uv ⇋ v˜u˜}.
(ii) If the words U♭, V♭ are castlable, then we say that the elements u, v are strongly castlable,
or u is strongly castlable with v. Suppose that the castling of words is given by U♭V♭ ⇋ V˜ U˜
for some words V˜ , U˜ . Let v˜, u˜ be the elements in S having words V˜ , U˜ , respectively. Then
we denote the strong castling of elements by uv ⇋ v˜u˜. And we write C′0 = {(u, v) ∈ C :
u, v are strongly castlable} and Γ′0 = {((u, v), (v˜, u˜)) ∈ Γ
′ : uv ⇋ v˜u˜}.
Remark 6.16. By Proposition 6.4, we have the following equivalences between statements.
The elements u, v are weakly castlable, if and only if there exist some words U ∈ W(u) and
V ∈ W(v) such that U, V can be castled, if and only if there is some word V ∈ W(v) such that
any word U ∈W(u) can be castled with V ∈W(v).
Similarly, the elements u, v are strongly castlable if and only if any word U ∈ W(u) and any
word V ∈W(v) can be castled, if and only if there is some U ∈W(u) such that U can be castled
with any word V ∈W(v). In particular, a strong castling implies a weak castling.
Moreover, it follows from Lemma 6.13 that uv ⇋ v˜u˜ if and only if v˜u˜ ⇋ uv. And one sees
that ind(u) = ind(u˜) and ind(v) = ind(v˜), where ind is the homomorphism shown in Section 2.1.
By the definitions, we have C′0 ⊆ C
′ and Γ′0 ⊆ Γ
′.
Lemma 6.17. (i) Let u, v, u˜, v˜ be elements in S such that uv ⇋ v˜u˜. Then for any u1, u2 ∈ S
with u1u2 = u, we have that u2v ⇋ v̂û2 for some elements û2, v̂, and u1v̂ ⇋ v˜û1 for some
elements û1, where u˜ = û1û2.
(ii) Let u1, u2, v be elements in S. If u2v ⇋ v˜u˜2 for some elements u˜2, v˜, and u1v˜ ⇋ ˜˜vu˜1 for
some elements u˜1, ˜˜v, then u1u2v ⇋ ˜˜vu˜1u˜2.
(iii) Let u, v1, v2 be elements in S. If uv1 ⇋ v˜1u˜ for some elements u˜, v˜1, and u˜v2 ⇋ v˜2˜˜u for
some elements v˜2, ˜˜u, then uv1v2 ⇋ v˜1v˜2˜˜u.
Proof. (i) Let U♯, U1♯, U2♯, V♯, V˜♯, U˜♯ be the maximum words of u, u1, u2, v, v˜, u˜, respectively. Since
uv ⇋ v˜u˜, one has U♯V♯ ⇋ V˜♯U˜♯ by Lemma 6.13(i,ii). Thanks to U1♯U2♯ ∈ W(u), it follows from
Proposition 6.4 that U1♯U2♯ can be castled with V♯. Suppose that U1♯U2♯V♯ ⇋ V˜♯U˜ , where
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U˜ ∈W(u˜). Now a decomposition of castlings of words leads to
U1♯U2♯V♯ ⇋ U1♯V̂♯Û2♯ ⇋ V˜♯Û1♯Û2♯
for some words V̂♯, Û1♯, Û2♯ with Û1♯Û2♯ ∈W(u˜). Indeed, the words V̂♯, Û1♯, Û2♯ are all maximum
by Lemma 6.13(i,ii). Denote by v̂, û1, û2 the elements in S having words V̂♯, Û1♯, Û2♯, respectively.
It follows that u1u2v ⇋ u1v̂û2 ⇋ v˜û1u˜2 = v˜u˜. The proof is completed.
(ii) Let U1♯, U2♯, V♯, V˜♯,
˜˜
V ♯ be the maximum words of u1, u2, v, v˜, ˜˜v, respectively. One has
U2♯V♯ ⇋ V˜♯U˜2♯ and U1♯V˜♯ ⇋
˜˜
V ♯U˜1♯. A composition of the above castlings shows that
U1♯U2♯V♯ ⇋ U1♯V˜♯U˜2♯ ⇋
˜˜
V♯U˜1♯U˜2♯.
The conclusion now follows by applying Remark 6.16.
(iii) The proof is similar to that of (ii). 
Lemma 6.18. (i) Let u, v, v˜, u˜ be elements in S such that uv ⇋ v˜u˜. Then for any u1, u2 ∈ S
with u1u2 = u, we have that u2v ⇋ v̂û2 for some elements û2, v̂, and u1v̂ ⇋ v˜û1 for some
elements û1, where u˜ = û1û2.
(ii) Let u1, u2, v be elements in S. If u2v ⇋ v˜u˜2 for some elements u˜2, v˜, and u1v˜ ⇋ ˜˜vu˜1 for
some elements u˜1, ˜˜v, then u1u2v ⇋ ˜˜vu˜1u˜2.
(iii) Let u, v, v˜, u˜ be elements in S such that uv ⇋ v˜u˜. Then for any v1, v2 ∈ S with v1v2 = v,
we have that uv1 ⇋ v̂1û for some elements û, v̂1, and ûv2 ⇋ v̂2u˜ for some elements v̂2, where
v˜ = v̂1v̂2.
Proof. (i) Let U♭, U1♭, U2♭, V♭, V˜♭ be the minimum words of u, u1, u2, v, v˜, respectively. Since U1♭U2♭
is a word of u and the words U♭, V♭ are castlable, we have that the words U1♭U2♭, V♭ are also
castlable. Let us denote U1♭U2♭V♭ ⇋ V˜ U , where V˜ ∈W(v) and U˜ ∈W(u). Now a decomposition
of such a castling implies that
U1♭U2♭V♭ ⇋ U1♭V̂♭Û2 ⇋ V˜ Û1Û2
for some words Û1, Û2 and V̂♭. By Lemma 6.13(iii), one deduces that V̂♭ is a minimum word
here. Let û1, û2 and v̂♭ be elements in S having words Û1, Û2 and V̂♭, respectively. Combining
Remark 6.16, we conclude that u2v ⇋ v̂û2 and u1v̂ ⇋ v˜û1.
(ii) Let U1♭, U2♭, V♭, V˜♭ be the minimum words of u1, u2, v, v˜, respectively. Combining the
castlings u2v ⇋ v˜u˜2, and u1v˜ ⇋ ˜˜vu˜1 and Lemma 6.13(iii), we have U2♭V♭ ⇋ V˜♭U˜2 for some
U˜2 ∈ W(u˜2), and U1♭V˜♭ ⇋
˜˜
V U˜1 for some
˜˜
V ∈ W(˜˜v) and U˜1 ∈ W(u˜1). So U1♭U2♭V♭ ⇋ ˜˜V U˜1U˜2,
where U1♭U2♭ ∈W(u). Combining Remark 6.16, we conclude that u1u2v ⇋ ˜˜vu˜1u˜2.
70
(iii) Let U♭, V♭, V1♭, V2♭ be the minimum words of u, v, v1, v2, respectively. Since V1♭V2♭ < V♭
and U♭, V♭ are castlable, the words U♭, V1♭V2♭ are also castlable. Suppose that U♭V1♭V2♭ ⇋ V˜ U˜
for some V˜ ∈W(v˜) and U˜ ∈W(u˜). A decomposition of such a castling shows that
U♭V1♭V2♭ ⇋ V̂1ÛV2♭ ⇋ V̂1V̂2U˜ = V˜ U˜
for some words Û , V̂1, V̂2. Let û, v̂1, v̂2 be elements in S having words Û , V̂1, V̂2, respectively.
Combining Remark 6.16, we conclude that uv1 ⇋ v̂1û and ûv2 ⇋ v̂2u˜. 
6.5. Free Castlings and Fundamental Lemma for Arithmetic. In this subsection, we will
define free castlings of elements, and prove the fundamental lemma for arithmetic in the context
of castlings defined in this section.
Lemma 6.19. Let w, u, u˜, w˜ be elements in S satisfying wu ⇋ u˜w˜. Suppose that w, u are not
strongly castlable. Then gcd(w, u˜) 6= 1, and gcd‡(wu; u, w˜) 6= 1.
Proof. We use induction on ind(w). For ind(w) = 0, the proof is trivial.
Now we deal with the case w = pk for some k ≥ 0. Note that Pk is castlable with U♯, but is
not castlable with U♭. And there is a totally ordered chain, with respect to <, between U♯ and
U♭. So there exist two distinct words U and U
′ of u, differing from each other by exactly one
castling of a pair of adjacent letters, such that Pk is castlable with U but not castlable with U
′.
Here U ≻ U ′. Write U = U0PiPjU1 and U
′ = U0Pj−1PiU1, where i − j ≤ −2. It follows from
the castling of Pk and U that
PkU = PkU0PiPjU1 ⇋ U
′
0Pk′PiPjU1 ⇋ U
′
0Pi′Pj′Pk′′U1 ⇋ U
′
0Pi′Pj′U
′
1Pk′′′
for some words U ′0, U
′
1 and letters Pi′ , Pj′, Pk′, Pk′′, Pk′′′. Here U
′
0Pi′Pj′U
′
1 is a word of u˜ and Pk′′′
is the letter of w˜.
If Pk′ is castlable with Pj−1Pi, then Pk′Pj−1Pi ⇋ ZPk′′ for some word Z by Proposition 6.4.
It follows that
PkU
′ = PkU0Pj−1PiU1 ⇋ U
′
0Pk′Pj−1PiU1 ⇋ U
′
0ZPk′′U1 ⇋ U
′
0ZU
′
1Pk′′′,
which contradicts the fact that Pk, U
′ are not castlable.
Thus, the letter Pk′ is castlable with PiPj, but not castlable with Pj−1Pi. By the proof of
Lemma 6.6, one sees that k′ = i = j − 2. It follows that PiPiPi+2 ⇋ PiPi+1Pi, i.e., i
′ = i, j′ =
i + 1, k′′ = i. Now U ′0PiPi+1U
′
1 = U
′
0Pi′Pj′U
′
1, and it is a word of u˜. Combing PkU0 ⇋ U
′
0Pk′ =
U ′0Pi, we deduce that PkU0Pi+1U
′
1 is also a word of u˜, which implies that pk|u˜. Similarly, since
U0Pi+1PiU1 = U0Pj−1PiU1 ∈W(u) and PiU1 = Pk′′U1 ⇋ U
′
1Pk′′′ , one deduces that U0Pi+1U
′
1Pk′′′
is also a word of u. Thus w˜ ‡ u. We conclude that gcd(w, u˜) 6= 1 and gcd‡(wu; u, w˜) 6= 1.
Next, let us suppose that the lemma has been proved for ind(w) ≤ m− 1 with some m ≥ 2.
Now we handle the case ind(w) = m. Let pk be a prime co-divisor of w and write w = w1pk.
By Lemma 6.17(i), we have pku ⇋ ûq for some û, q ∈ S and w1û ⇋ u˜ŵ1 for some ŵ1, where
w˜ = ŵ1q. By Lemma 6.18(ii) and the fact the w, u are not strongly castlable, one deduces that
either pk, u are not strongly castlable, or w1, û are not strongly castlable.
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Case 1. If pk, u are not strongly castlable, then we have q ‡ u by inductive hypothesis, which
leads to gcd(wu; u, w˜) 6= 1. Now we apply similar arguments (replace u˜ by û and w˜ by q) as
previous to obtain
PkU = PkU0PiPjU1 ⇋ U
′
0PiPiPi+2U1 ⇋ U
′
0PiPi+1PiU1 ⇋ U
′
0PiPi+1U
′
1Pk′′′ ,
where U ′0PiPi+1U
′
1 is a word of û and Pk′′′ is the letter of q. Denote Û = PkU0Pi+1U
′
1, which is
also a word of û. So it is castlable with Pk′′′ by Proposition 6.4. Write PkU˙ ⇋ ÛPk′′′ for some
word U˙ of u. Let W1 be any word of w1. If W1 and Û are not castlable, then w1 and û are not
strongly castlable, which is a case we will handle latter. Now we suppose that W1Û ⇋
̂̂
UŴ1 for
some word
̂̂
U and Ŵ1. Note that W1PkU˙ ⇋
̂̂
UŴ1Pk′′′. So
̂̂
U is a word of u˜. Furthermore, we
can write
W1Û =W1PkU0Pi+1U
′
1 ⇋ P̂kW`1U0Pi+1U
′
1 ⇋ P̂kÛ0P̂i+1Û1
′
Ŵ1 =
̂̂
UŴ1
for some words P̂k, W`1, Û0, P̂i+1, Û1
′
. Let t be the element having letter P̂k. It follows from
P̂kÛ0P̂i+1Û1
′
=
̂̂
U that t|u˜. Moreover, both P̂kW`1 and W1Pk are words of w, so t|w. Now we
have t|gcd(w, u˜).
Case 2. If w1, û is not strongly castlable, then inductive hypothesis ensures that gcd(w1, u˜) 6=
1 and gcd‡(w1û; û, ŵ1) 6= 1. So gcd(w, u˜) 6= 1. Let r be an element such that r ∈ P and
r ‡ gcd‡(w1û; û, ŵ1). We write û = u˘r and ŵ1 = w˘1r. It follows from pku ⇋ ûq and Lemma
6.17(ii) that
ûq = u˘rq ⇋ u˘q˘r˘ ⇋ pk ˘˘ur˘ = pku
for some q˘, r˘, ˘˘u ∈ S. One sees that r˘ ‡ u and rq = q˘r˘. Then w˜ = ŵ1q = w˘1rq = w˘1q˘r˘, which
implies that r˘ ‡ w˜. Now r˘ ‡ gcd‡(wu; u, w˜).
The proof is completed by induction. 
Remark 6.20. Note that we also have u˜w˜ ⇋ wu. If u˜, w˜ are not strongly castlable, then
gcd(w, u˜) 6= 1 and gcd‡(wu; u, w˜) 6= 1 still hold.
Definition 6.21. If uv ⇋ v̂û and gcd(u, v̂) = 1, then we say that u, v are castled-free. We
denote uv ⇋ v̂û, and call it a free castling. We also put C′1 = {(u, v) ∈ C : u, v are castled-free}
and Γ′1 = {((u, v), (v˜, u˜)) ∈ Γ
′ : uv ⇋ v˜u˜}.
By Lemma 6.19, we have C′1 ⊆ C
′
0 and Γ
′
1 ⊆ Γ
′
0.
Lemma 6.22. Let u, v ∈ S. Suppose that w is a divisor of uv satisfying gcd(w, u) = 1. Then
there exist some v1|v and u˜ ∈ S such that wu˜⇋ uv1.
Proof. When ind(u) = 0 or ind(v) = 0 or ind(w) = 0, the proof is trivial. We always assume
that ind(u), ind(v), ind(w) ≥ 1. In the following, induction on ind(w) is applied.
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We first deal with the case w ∈ P. Let W,U, V be the words of w, u, v, respectively. Note
that w|uv. By Lemma 6.11, we have a subword-decomposition UV = Y Q0Z with Q0 a letter
and Y Q0 ⇋WY˜ for some word Y˜ .
Case 1. If ind(Y ) < ind(U), then Y Q0 is a subword of U that starts at the beginning. Write
u1 for the element having word Y Q0. One has u1|u. Note that WY˜ is also a word of u1. It
follows that w|u1, which contradicts the fact that gcd(w, u) = 1.
Case 2. Now we suppose that ind(Y ) ≥ ind(U). Write Y = UY0. It follows from the castling
of Y and Q0 that
Y Q0 = UY0Q0 ⇋ UQY˜0 ⇋ WU˜Y˜0 =WY˜
for some letter Q and some words U˜ , Y˜0. Let u˜, q be the elements having words U˜ , Q, respectively.
One deduces that wu˜⇋ uq. Combining Lemma 6.19 and the fact gcd(w, u) = 1, one concludes
that wu˜⇋ uq.
Suppose that the lemma has been proved for ind(w) ≤ m − 1 with some 2 ≤ m ≤ ind(v).
Now we consider the situation ind(w) = m. Write w = pw1 with p ∈ P. Then p|uv and p ∤ u.
By inductive hypothesis, there is a prime q|v and an element u˜ ∈ S such that pu˜ ⇋ uq. Let
v = qv′. Since pu˜ = uq, one has uv = uqv′ = pu˜v′. It follows that w1|u˜v
′.
Assume that r|gcd(w1, u˜) for some r ∈ P. We write u˜ = ru˜
′. Then, it follows from the strong
castling in p, u˜ and Lemma 6.18(iii) that
pr ⇋ r˜p˜, p˜u˜′ ⇋ ˜˜u′q
for some primes r˜, p˜ and elements ˜˜u′ with u = r˜˜˜u′. Now r˜|r˜ ˜˜u′ = u, r˜|r˜p˜ = pr and pr|pw1 = w,
which contradicts the fact that gcd(w, u) = 1.
Now we conclude that gcd(w1, u˜) = 1. Recall that w1|u˜v
′. By inductive hypothesis, there are
an element v2|v
′ and some ˜˜u ∈ S such that w1˜˜u ⇋ u˜v2. Recall that pu˜ ⇋ uq. One sees that
w˜˜u = pw1˜˜u⇋ uqv2, where qv2|v. Noting that gcd(w, u) 6= 1, we conclude that w˜˜u⇋ uqv2. The
proof is completed. 
6.6. Verifying the Axioms. In this subsection, we will show that the definition of C′,C′0,C
′
1
coincides with C,C0,C1 defined in previous sections, respectively, and Axioms IV and V are
satisfied. The underlines occurred in this subsection are still the notations defined in this
section.
Lemma 6.23. Let u, v be elements in S and xy−1 be the fraction of v−1u in lowest terms with
numerator x and denominator y. Then ind(x) ≤ ind(u) and ind(y) ≤ ind(v).
Proof. We prove by induction on ind(u), ind(v). For ind(u) = 0 or ind(v) = 0, the proof is
trivial. We assume below ind(u), ind(v) ≥ 1. For ind(u) = ind(v) = 1, we have that x = y = 1
when u = v, or x, y given by lcm[u, v] = uy = vx. In both cases, one has ind(x) ≤ ind(u) and
ind(y) ≤ ind(v).
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Suppose that the lemma has been proved with ind(u) + ind(v) ≤ m − 1 with some m ≥ 3.
Now we consider the case ind(u) + ind(v) = m. Without loss of generality, we assume that
ind(u) ≥ 2. Let u = u1u2, where u1u2 6= 1. Let x1y
−1
1 be the fraction of v
−1u1 in lowest terms
with numerator x1 and denominator y1. By inductive hypothesis, we have ind(x1) ≤ ind(u1)
and ind(y1) ≤ ind(v). Let x2y
−1
2 be the fraction of y
−1
1 u2 in lowest terms with numerator x2
and denominator y2. By inductive hypothesis, we have ind(x2) ≤ ind(u2) and ind(y2) ≤ ind(y1).
Note that v−1u = v−1u1u2 = x1y
−1
1 u2 = (x1x2)y
−1
2 . It is also a fraction of v
−1u. So there is
some c ∈ S such that x1x2 = xc and y2 = yc. One concludes that
ind(x) ≤ ind(x1) + ind(x2) ≤ ind(u1) + ind(u2) = ind(u),
ind(y) ≤ ind(y2) ≤ ind(y1) ≤ ind(v).
This completes the proof. 
Lemma 6.24. We have C1 = C
′
1 and Γ1 = Γ
′
1.
Proof. For any (u, y) ∈ C1, there exists some v, x ∈ S such that gcd(u, v) = 1 and lcm[u, v] =
uy = vx. Then v|uy. By Lemma 6.22, there are elements u˜ ∈ S and y1|y such that vu˜ ⇋ uy1.
So vu˜ = uy1. One sees that uy1 is a common multiply of u and v. Hence uy = lcm[u, v]|uy1,
which leads to y = y1. Now vu˜⇋ uy, i.e., (u, y) ∈ C
′
1. As a result, we have C1 ⊆ C
′
1.
On the other hand, suppose that (u, y) ∈ C′1. Let uy ⇋ vx for some v, x ∈ S. Then
gcd(u, v) = 1. Let ab−1 be the fraction of v−1u in lowest terms with numerator a and denominator
b. Recalling the definition of least common multiple, we have lcm[u, v] = ub = va. By Lemma
6.23, we have ind(a) ≤ ind(u) and ind(b) ≤ ind(v). Moreover, since v|ub and gcd(u, v) = 1, one
has vu˜ ⇋ ub1 for some b1|b and u˜ ∈ S. It follows that ind(b) ≥ ind(b1) = ind(v). Now we have
ind(b) = ind(v) = ind(y). Furthermore, note that uy = vx, which is a common multiple of u, v.
So ub = lcm[u, v]|uy, which shows that b|y. One concludes that b = y and then a = x. Now we
have gcd(u, v) = 1 and lcm[u, v] = uy = vx, i.e., (u, v) ∈ C1.
We conclude that C1 = C
′
1 and then Γ1 = Γ
′
1. 
Lemma 6.25. We have C = C′ and Γ = Γ′. Axiom IV holds for Thompson’s monoid S.
Proof. By Lemma 6.24, one gets C′ ⊇ C0. And it is not hard to see that (p, p) ∈ C
′ for all p ∈ P.
Similarly, the set Γ′ contains Γ0 and the elements ((p, p), (p, p)) with p ∈ P. Besides, recall that
C is constructed by (29) and (30). We deduce by Lemma 6.17(ii,iii) that C′ ⊇ C.
For any (u, v) ∈ C′, there is some u˜, v˜ ∈ S such that uv ⇋ v˜u˜. Let U♯, V♯, V˜♯, U˜♯ be the
maximum words of u, v, v˜, u˜, respectively. Then U♯V♯ ⇋ V˜♯U˜♯. Recall that the castling of words
are defined by induction of index of the corresponding words. When ind(U♯) ≥ 2 or ind(V♯) ≥ 2,
the castlability of U♯, V♯ comes from either type (I) or type (II). Without loss of generality, we
deal with type (I) here. That is to say, there are words U1, U2, V̂ , Û1, Û2 with U1U2 = U♯ and
Û1Û2 = U˜♯ such that
U2V♯ ⇋ V̂ Û2, U1V̂ ⇋ V˜♯Û2.
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Let u1, u2, v̂, u˜1, u˜2 be elements in S having words U1, U2, V̂ , Û1, Û2, respectively. Then
u2v ⇋ v̂û2, u1v̂ ⇋ v˜♯û2.
Here u1u2 = u and û1û2 = u˜. That is to say, the fact that u, v are weakly castlable follows from
(29) or (30). Hence C = C′ and then Γ = Γ′.
By Proposition 6.4, one can deduce that the set Γ is a graph of a map η : C→ C. So Axiom
IV holds. 
Now, the meaning of underlines “ ” and triple underlines “ ” occurred in this section and
that occurred in previous sections coincide, and we do not distinguish them any more. Next,
we handle the double underlines “ ”.
Lemma 6.26. We have C0 = C
′
0 and Γ0 = Γ
′
0.
Proof. Combining C′1 ⊆ C
′
0 and Lemma 6.24, one deduces that C
′
0 contains C1. Since an element
p in P has only one word, we have pp⇋ pp for p ∈ P, i.e., (p, p) ∈ C′0. For any (u, v) ∈ C0, we
have that uv ⇋ v˜u˜ and (31), (32) holds. To prove that C′0 ⊇ C0, we shall show that uv ⇋ v˜u˜.
Here the double underline is the notation defined in this section.
We use induction on ind(u) + ind(v). For ind(u) ≤ 1 or ind(v) ≤ 1, the proof is trivial.
Suppose that the case ind(u) + ind(v) ≤ m − 1 with some m ≥ 3. Now we deal with the case
ind(u) + ind(v) = m. Consider the situation that ind(v) ≥ 2. Let V♭ be the minimum word of v.
Use an arbitrary proper decomposition V♭ = V1V2. Let v1, v2 be elements in S with words V1, V2,
respectively. Then V1, V2 are actually the minimum words of v1, v2, respectively. By (32), we
have (u, v1), (û, v2) ∈ C0 and
uv1 ⇋ v̂1û, ûv2 = v̂2u˜
for some v̂1, v̂2, û ∈ S with v̂1v̂2 = v˜. By inductive hypothesis, we have (u, v1), (û, v2) ∈ C
′
0.
Therefore,
uv1 ⇋ v̂1û, ûv2 = v̂2u˜.
Recall that V1, V2 are minimum words. So any word of u can be castled with V1 and any word of û
can be castled with V2 by Remark 6.16. Let U, Û, V̂1, V̂2, U˜ be words of u, u˜, v̂1, v̂2, u˜, respectively,
such that
UV1 ⇋ V̂1Û , ÛV2 = V̂2U˜ .
Then UV♭ = UV1V2 ⇋ V̂1V̂2U˜ , which implies that uv ⇋ v˜u˜, i.e., (u, v) ∈ C
′
0. For the case
ind(u) ≥ 2, similar conclusion follows by applying (31).
On the other hand, combining 6.18(i,iii), one can verify that there are no more elements in
C′0, i.e., C0 = C
′
0. It follows that Γ0 = Γ
′
0. 
Finally, we shall prove Axiom V for Thompson’s monoid S.
Lemma 6.27. Let k, l ≥ 1 and p, q be elements in P such that pk, ql are weakly castlable. Then
pkql ⇋ rltk for some r, t ∈ P.
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Proof. Let p = pi and q = pj. For i = j, we have p
k
i p
l
i ⇋ p
l
ip
k
i . For i > j, we have p
k
i p
l
j ⇋ p
l
jp
k
i+l.
For i < j, the ordered pair pk, ql are weakly castlable if and only if i < j − k. When they are
weakly castlable, we have pki p
l
j ⇋ p
l
j−kp
k
i . The proof is completed. 
Till now, it has been shown that S is a natural monoid. We end this section by showing some
properties and examples of arithmetics for Thompson’s monoid S.
Lemma 6.28. Let k ≥ 1 and a0, a1, . . . , ak−1 ≥ 0 and u = p
a0
0 . . . p
ak−1
k−1 . Then uk, pk are weakly
castlable if and only if
r ≥ ak−r + ak−r+1 + . . . ak−1 + 1, (1 ≤ r ≤ k), (44)
When they are castlable, we have
upk ⇋ pk−ind(u) u.
Proof. Put ur = p
ak−r
k−r . . . p
ak−1
k−1 for 1 ≤ r ≤ k. Here u = uk. Then ind(ur) = ak−r + . . . + ak−1.
Noting that pk has only one word, we have that uR, pk are weakly castlable if and only if uR, pk
are strongly castlable. For r = 1, it is not hard to see that u1 = p
ak−1
k−1 and pk is castlable if and
only if ak−1 = 0 if and only if r ≥ ak−1 + 1. When they are castlable, one has 1pk ⇋ pk−ind(u1)1.
Now we use induction. For some 1 ≤ R ≤ k − 1, suppose that we have proved that uR is
castlable with pk if and only if r ≥ ind(ur) + 1 for all 1 ≤ r ≤ R. And when they are castlable,
we have uRpk ⇋ pk−ind(uR)uR. Now uR+1 is castlable with pk if and only if we additionally have
the condition that p
ak−R−1
k−R−1 is castlable with pk−ind(uR). The latter condition holds if and only if
(k− ind(uR))− (k−R− 1) ≥ ak−R−1 + 1, which is equivalent to R+ 1 ≥ ind(uR+1) + 1. If they
are castlable, then
p
ak−R−1
k−R−1 pk−ind(uR) ⇋ pk−ind(uR)−ak−R−1p
ak−R−1
k−R−1 ,
which implies
uR+1pk ⇋ pk−ind(UR+1)uR+1.
By induction, the lemma follows. 
Now we turn back to give an examples about Theorem 5.7 for S.
Example 6.29. Consider u = p0p
2
3p5 in S. All words of u are listed below with “→” being the
partial order “4”.
P 22P4P0 // P
2
2P0P5
))❘
❘❘
❘❘
❘❘
❘
P2P3P2P0
55❧❧❧❧❧❧❧❧
))❘
❘❘
❘❘
❘❘
❘❘
P2P0P3P5
((◗
◗◗
◗◗
◗◗
◗
P2P3P0P3 // P2P0P4P3
55❧❧❧❧❧❧❧❧❧
))❘
❘❘
❘❘
❘❘
❘❘
P0P
2
3P5
P0P3P4P3
66♠♠♠♠♠♠♠♠
We have PDM(u) = {p0, p2, p2} and PDM‡(u) = {p0, p3, p5}.
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Consider the irreducible representation u = p2p0p4p3, we have
p21⇋ 1p2, p0p1 ⇋ p2p0, p2p2p0p5 ⇋ p2p0p4p3
and p2p0, p4 are not strongly castlable. We obtain the prime divisors with multiplicities in
this way. Notice that the element p2p0p5 has another word P3P2P0, and P2, P3P2P0 are not
castlable. So p2, p2p0p5 are not strongly castlable. One can not change a simple underline to
double underlines in Theorem 5.7.
Moreover, we also have
p31⇋ 1p3, p4p3 ⇋ p3p5, p0p4p3 ⇋ p3p2p0
and p2, p0p4p3 are not strongly castlable. We obtain prime co-divisors with multiplicities in this
way. Note that p0p4p3 has a word P2P0P5 and
P2P2P0P5 ⇋ P2P0P4P3.
So p2, p0p4p3 are weakly castlable and p2p0p4p3 ⇋ p2p0p4p3. This example shows that the double
underlines can not be replaced by a simple underline in Theorem 5.7.
The next example explains the condition “fully castlable” in Theorem 5.15.
Example 6.30. Consider the element u = p0p
2
1. It has only one word and is not fully castlable.
We have PDM(u) = {p0} and PDM‡(u) = {p1, p1}. Hence Ω(u) = 1 and Ω‡(u) = 2.
7. Complexity for Castlings
7.1. General Properties. In this section, we assume that S is a homogeneous monoid. Then
τ(uv) ≤ τ(u)τ(v) for all u, v ∈ S by Theorem 3.19. It follows that
τ(um+n) ≤ τ(um)τ(un), (u ∈ S, m, n ≥ 0).
The sequence {log τ(un)}∞n=1 is sub-additive. Thus, the limit limn→∞
1
n
log τ(un) exists.
Definition 7.1. For u ∈ S, define
τ0(u) = lim
n→∞
(τ(un))1/n .
Define
C¸(u) = lim
n→∞
(
τ(un)
τn(u)
)n
=
τ0(u)
τ(u)
.
Also define
C¸(S) = sup
16=u∈S
C¸(u).
We call C¸(S) the complexity for castlings in S.
For any u ∈ S, it satisfies that 1 ≤ τ0(u) ≤ τ(u). For p ∈ P, one has τ(p) = 2 and then
C¸(p) ≥ 1/2. As a result, we always have 1/2 ≤ C¸(S) ≤ 1. The quantity C¸(S) describes the
complexity for castlings in S. The larger is C¸(S), the more divisors are provided during the
castlings of elements in S. Now we deduce some basic properties below.
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Lemma 7.2. For any u ∈ S and k ≥ 1, we have τ0(u
k) = (τ0(u))
k.
Proof. Note that, for any m ≥ 1, we have(
τ
((
uk
)m)) 1
m =
(
τ(ukm)
) 1
km
·k
.
Letting m→∞, then τ0(u
k) = (τ0(u))
k. 
As a result, for u ∈ S and k ≥ 0, one has
C¸(uk) =
τ0(u
k)
τ(uk)
≥
(τ0(u))
k
(τ(u))k
= (C¸(u))k.
Lemma 7.3. For any u, v ∈ S, we have τ0(uv) = τ0(vu).
Proof. Note that(
τ
(
(uv)k
)
)
)1/k
=
(
τ(u(vu)k−1v)
)1/k
≤ (τ(u))1/k
(
τ
(
(vu)k−1
))1/k
(τ(v))1/k .
Letting k →∞, one obtains τ0(uv) ≤ τ0(vu). Similarly, we can deduce that τ0(vu) ≤ τ0(uv). 
Lemma 7.4. For i = 1, 2, let Gi be an fractional group with its integral monoid Si. Then
G1 ×G2 is also an fractional group with S1 × S2 its integral group. Moreover, if both S1, S2 are
homogeneous, then so is S1 × S2.
Proof. Suppose that S1, S2 satisfy Axioms I, II and III. It is not hard to see that S1 × S2 is a
monoid with identity 1 = (1, 1). If (u, v) ∈ S1 × S2 and (u, v) ∈ (S1 × S2)
−1 = S−11 × S
−1
2 , then
u ∈ S1 ∩ S
−1
1 = {1} and v ∈ S2 ∩ S
−1
2 = {1}.
For any (w1, w2) ∈ G1 × G2, let xiy
−1
i be the simplest fraction of wi with numerator xi and
denominator yi (i = 1, 2), respectively. Then (w1, w2) = (x1, x2) · (y1, y2)
−1. Moreover, suppose
that (w1, w2) = (x˜1, x˜2) · (y˜1, y˜2)
−1 for some (x˜1, x˜2), (y˜1, y˜2) ∈ S1 × S2. Then wi = x˜iy˜i
−1
(i = 1, 2). Since Gi is a fractional group with Si its integral monoid, one deduces that x˜i = xici,
y˜i = yici for some ci ∈ Si (i = 1, 2). Now (x˜1, x˜2) = (x1, x2)·(c1, c2) and (y˜1, y˜2) = (y1, y2)·(c1, c2)
for (c1, c2) ∈ S1 × S2.
Moreover, it is not hard to see that, for any given (w1, w2) ∈ S1 × S2, one has
{((u1, u2), (v1, v2)) ∈ (S1 × S2)
2 : (w1, w2) = (u1, u2)(v1, v2) = (u1v1, u2, v2)}
= {(u1, v1) ∈ S1 : u1v1 = w1} × {(u2, v2) ∈ S2 : u2v2 = w2}.
So Axiom III holds for S1 × S2.
Now suppose that S1, S2 also satisfy Axiom IV’. Suppose that the elements (w1, w2), (u1, u2), (v1, v2) ∈
S1 × S2 satisfy
lcm[(w1, w2), (u1, u2)] = lcm[(w1, w2), (v1, v2)],
gcd((w1, w2), (u1, u2)) = gcd((w1, w2), (v1, v2)).
Note that
lcm[(w1, w2), (u1, u2)] = (lcm[w1, u1], lcm[w2, u2]) ,
gcd((w1, w2), (u1, u2)) = (gcd(w1, u1), gcd(w2, u2)) .
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One has
lcm[w1, u1] = lcm[w1, v1], gcd(w1, u1) = gcd(w1, v1),
lcm[w2, u2] = lcm[w2, v2], gcd(w2, u2) = gcd(w2, v2).
It follows that u1 = v1 and u2 = v2, i.e., (u1, v1) = (u2, v2). As a result, the monoid S1 × S2
satisfies Axiom IV’. 
For simplicity, we will not use different notations for the divisor functions on different monoids.
The notation τ and τ0 are always used. From the above, we see that τ((u1, u2)) = τ(u1)τ(u2)
for (u1, u2) ∈ S1 × S2. In particular, one has
τ
(
(u1, u2)
k
)
= τ
(
(uk1, u
k
2)
)
= τ(uk1) · τ(u
k
2)
for any k ≥ 1. Now we state the following result.
Proposition 7.5. Let S1, S2 be homogeneous monoids. Then for any (u1, u2) ∈ S1 × S2, we
have
τ0((u1, u2)) = τ0(u1) · τ0(u2), C¸((u1, u2)) = C¸(u1) · C¸(u2).
It follows that
C¸(S1 × S2) = sup
(u,v)∈S1×S2
(u,v) 6=(1,1)
C¸(u)C¸(v) = max{C¸(S1), C¸(S2)}.
The properites in Lemma 7.2 and Proposition 7.5 are similar to that of entropy of a dynamical
system. And the property in Lemma 7.3 is similar to that of spectral radius of a bounded
operator. Next, we consider complexity for natural monoids.
Theorem 7.6. Suppose that S is a natural monoid containing finitely many primes. Then
τ0(u) = 1 for all u ∈ S. In particular, we have C¸(S) = 1/2.
Proof. Suppose that P = {p0, p1, . . . , pk−1}. By Theorem 5.18, the monoid S is fully castlable.
Recalling Theorem 5.13, we can write
un = lcm
[
p
m0,n
0 , p
m1,n
1 , . . . , p
mk−1,n
k−1
]
for any u ∈ S and any n ≥ 1. Here m0,n, m1,n, . . . , mk−1,n are non-negative integers. In
particular, one has
ind(un) = m0,n +m1,n + . . .+mk−1,n = n · ind(u).
It follows that
τ(un) = (m0,n + 1)(m1,n + 1) . . . (mk−1,n + 1)
≤
(
1
k
(m0,n +m1,n + . . .+mk−1,n + k)
)k
≤ (n · ind(u) + 1)k.
Hence
τ0(u) = lim
n→∞
(τ(un))1/n = lim
n→∞
(n · ind(u) + 1)k/n = 1.
In particular, for u 6= 1, one has C¸(u) = τ0(u)
τ(u)
≤ 1/2. The conclusion follows. 
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If S is an abelian monoid, then similar arguments as above shows that τ0(u) = 1 (u ∈ S)
and C¸(S) = 1/2. For a homogenous monoid S with finitely many irreducible elements, does
C¸(S) = 1/2 also hold?
7.2. Complexity for castlings in Thompson’s Monoid. In this subsection, we will calculate
τ0(u) for certain kinds of elements u in Thompson’s monoid S, and calculate C¸(S). Define ι to
be the conjugation on G induced by p0, i.e.,
ι(u) = p−10 up0, (u ∈ G).
It is an automorphism on G. Moreover, it satisfies that ι(S) ⊆ S. In particular, for m ≥ 0, one
has
ιm(p0) = p0, ι
m(pr) = pr+m, (r ≥ 1).
Lemma 7.7. Let u = pm00 p
m1
1 . . . p
mk
k for some k ≥ 1 and m0, m1, . . . , mk ≥ 0. Then u ∈ ι(S) if
and only if m1 = 0.
Proof. When m1 = 0, we have
ι(pm00 p
m2
1 p
m3
2 . . . p
mk
k−1) = p
m0
0 p
m2
2 p
m3
3 . . . p
mk
k = u.
So u ∈ ι(S). On the other hand, suppose that u = ι(v) for some v ∈ S. Let v = pn00 p
n1
1 . . . p
nk
k for
some k, n0, n1, . . . , nk ≥ 0. We then have u = ι(v) = p
n0
0 p
n1
2 p
n2
3 . . . p
nk−1
k . One sees that m0 = n0,
mr = nr−1 (2 ≤ r ≤ k), and m1 = 0. The lemma then follows. 
Corollary 7.8. (i) For any u ∈ S, we have that τ(u) ≤ τ(ι(u)).
(ii) Let u = pm11 p
m2
2 . . . p
mk
k . Then τ(u) = τ(ι(u)).
Proof. (i) The conclusion follows by noting that ι(w)|ι(u) whenever w|u.
(ii) Note that ι(u) = pm12 p
m2
3 . . . p
mk
k+1. Since p0, p1 are not prime divisors of ι(u), it does not
divides any divisor w of ι(u) either. Then w = pn22 p
n3
3 . . . p
nl
l for some n2, n3, . . . , nl ≥ 0. By
Lemma 7.7, we have ι−1(w) ∈ S. And ι−1(w)|u. It follows that τ(u) ≥ τ(ι(u)). This completes
the proof. 
Lemma 7.9. Let 0 ≤ k ≤ l and m0, m1, . . . , ml ≥ 0. Let u = p
m0
0 p
m1
1 . . . p
mk
k and v =
p
mk+1
k+1 p
mk+2
k+2 . . . p
ml
l . Then
τ0(u) ≤ τ0(uv) ≤ τ0(u)τ(v).
Proof. Denote L = ind(u). For n ≥ 1, one obtains by induction that
(uv)n = un · ι(n−1)L(v)ι(n−2)L(v) . . . ιL(v)v.
Combining Corollary 7.8, we have
τ (un) ≤ τ ((uv)n) ≤ τ (un)
n−1∏
r=0
τ
(
ιrL(v)
)
= τ (un) τ(v)n.
Taking n-th roots on both sides and letting n→∞, we conclude that
τ0(u) ≤ τ0(uv) ≤ τ0(u)τ(v).

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Example 7.10. Consider u = ql for some l ≥ 0 and q ∈ P. Since τ(un) = τ(qnl) = nl + 1, we
have
τ0(q
l) = lim
n→∞
(nl + 1)1/n = 1.
Then C¸(ql) = 1
l+1
.
Example 7.11. Consider u = pki p
l
j, where k, l ≥ 1 and i 6= j. By Lemma 7.3, one has
τ0(p
k
i p
l
j) = τ0(p
l
jp
k
i ). We can suppose without loss of generality that i < j. Combining Lemma
7.9 and Example 7.10, one gets
τ0(u) ≤ τ0(p
k
i )τ(p
l
j) = 1 · (l + 1) = l + 1.
In the following, we show that the equality holds. Note that
un = (pki p
l
j)
n = pkni · p
l
j+(n−1)kp
l
j+(n−2)k . . . p
l
j+kp
l
j
= pkni · lcm
[
plj+(n−1)k, p
l
j+(n−2)k, . . . , p
l
j+k, p
l
j
]
.
Recalling Corollary 4.14, one obtains
τ(un) ≥ τ
(
lcm
[
plj+(n−1)k, p
l
j+(n−2)k, . . . , p
l
j+k, p
l
j
])
= (l + 1)n.
So
τ0(u) ≥ lim
n→∞
((l + 1)n)1/n = l + 1.
We conclude that τ0(p
k
i p
l
j) = l + 1, where i < j.
Example 7.12. Let k ≥ 1 and consider u = pk0p1p3 . . . p2k−1. By induction, one obtains u
n =
pnk0 p1p3 . . . p2nk−1. Then
τ(un) ≥ τ(p1p3 . . . p2nk−1) = τ(lcm[p1, p2, . . . , pnk]) = 2
nk,
and
τ(un) ≤ τ(pnk0 )τ(p1p3 . . . p2nk−1) = (nk + 1)2
nk.
It follows that τ0(u) = 2
k.
Example 7.13. Consider the element u = p0p1 . . . pl−1, where l ≥ 2. One has τ(u) = l+ 1. By
induction, one can verify that
(p0p1 . . . pl−1)
k = pk0 · (pkpk+1 . . . pk+l−2) · (pk−1pk . . . pk+l−3) · . . . · (p1p2 . . . pl−1).
Put
Xj = PjPj+1 . . . Pj+l−2, (1 ≤ j ≤ k),
Yj = (PkPk+1 . . . Pk+l−2)(Pk−1Pk . . . Pk+l−3) . . . (Pj+1Pj+2 . . . Pj+l−1), (0 ≤ j ≤ k − 1),
Zj = (Pk+l−1Pk+l . . . Pk+2l−3)(Pk+l−2Pk+l−1 . . . Pk+2l−4) . . . (Pj+lPj+l+1 . . . Pj+2l−2), (1 ≤ j ≤ k − 1),
and xj , yj, zj be the corresponding elements in S, respectively. In the following, we always assume
that 1 ≤ j ≤ k − 1. By calculation, we obtain XjZj ⇋ YjXj. Since Xj, Yj, Zj are all minimum
words, one gets xjzj ⇋ yjxj. Moreover, the only prime divisor of xj is pj, while prime divisors
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of yj are exactly pk, pk−1, . . . , pj+1. We deduce that gcd(xj , yj) = 1. So xjzj ⇋ yjxj. Combining
yjxj = yj−1 and Theorem 3.19, we obtain τ(yj−1) = τ(yj)τ(xj). Note that yk−1 = xk. Then
τ(y0) = τ(y1)τ(x1) = τ(y2)τ(x2)τ(x1) = . . . = τ(xk) . . . τ(x2)τ(x1) = l
k.
Now
τ
(
(p0p1 . . . pl−1)
k
)
= τ(pk0 · y0) ≥ τ(y0) = l
k,
and
τ
(
(p0p1 . . . pl−1)
k
)
= τ(pk0 · y0) ≤ τ(p
k
0)τ(y0) = (k + 1)l
k.
Taking k-th root and letting k →∞ on both sides, one deduces that τ(ul) = l, and then C¸(ul) =
l
l+1
.
From the above example, we obtain the complexity for castlings of Thompson’s monoid S
immediately.
Theorem 7.14. For S, we have C¸(S) = 1.
Proof. The conclusion follows from
1 ≥ C¸(S) ≥ sup
l≥2
C¸(p0p1 . . . pl) = sup
l≥2
l
l + 1
= 1.

Unlike natural monoids with only finitely many primes, for most of the elements u in S, the
quantity τ0(u) is strictly larger than 1.
Theorem 7.15. Let u ∈ S. Then τ0(u) = 1 if and only if u = q
m for some q ∈ P and m ≥ 0.
In particular, if u is not a prime power, then τ0(u) ≥ 2.
Proof. It has been shown in Example 7.10 that τ0(p
m) = 1. On the other hand, suppose that
u 6= 1 and u is not a prime power. Let u = pm1j1 p
m2
j2
. . . pmkjk , where k ≥ 2, 0 ≤ j1 < j2 < . . . < jk
and m1, m2, . . . , k ≥ 1. By Lemma 7.9, we conclude that τ0(u) ≥ τ0(p
m1
j1
pm2j2 ). By Example 7.11,
one has τ0(p
m1
j1
pm2j2 ) ≥ m2 + 1 ≥ 2. The proof is completed. 
We end this section with some questions. Theorem 7.15 shows that, for an element u in
Thompson’s monoid, either τ0(u) = 1 or τ0(u) ≥ 2. How large is such a gap in a general
homogeneous group S? Can τ0(u) take non-integer value? Or, does τ0(S) contain an interval?
Moreover, do we have τ0(uv) ≥ τ0(u)τ0(v) for all u, v ∈ S? Do we have τ0(uv) ≤ τ(u)τ0(v), or
τ0(uv) ≤ τ0(u)τ(v) for u, v ∈ S? Are there examples of S with C¸(S) = α for any 1/2 < α < 1?
For a natural monoid, both τ0 and amenability are related to how a prime is castled with
elements in S. Do these two properties have connections with each other? Under which kind of
conditions we may have “C¸(S) = 1/2 if and only if S is amenable”? By Theorems 5.19 and 7.6,
the condition that S is a natural monoid with finitely many primes works. For a natural group
S with C¸(S) = 1, it is non-amenable?
82
8. Further Remarks
It would be interesting to make the axioms more elegant, or more general. It is possible to
write the axioms with a cancellative monoid S, without a group G. The functions βp defined in
(41) may be helpful to rewrite Axioms IV’, IV, or V, as well as to classify the natural monoids.
For Thompson’s monoid, it has the property that #P \ βp(P) < +∞ for any p ∈ P. Such
condition might give an important class of natural monoids.
It would be interesting to look for concrete examples of homogeneous monoids that are not
castlable, and castlable monoids that are not natural. Furthermore, the non-commutative arith-
metics in this paper only live on a semigroup S. It there an example of a non-abelian S that also
admits an addition with S +S ⊆ S? To fulfill this, one may weaken Axiom II by only requiring
the existence of least common multiples up to some given upper bound, just as the definition of
least common co-multiple in this paper. Moreover, if there is a suitable total order on S which
well characterize the structure of S, one may also consider the problem that counting primes up
to some level with respect to this total order.
For two primes pi and pj in S, we have pi, pj are castlable if and only of i−j 6= −1. This looks
similar to the residue in complex analysis. Does Thompson’s group G has a presentation based
on complex functions? Moreover, do certain arithmetic functions on S give information on the
elements in S as a function on [0, 1] (such as number of breakpoints, different slopes, etc.) or as
a dynamics from [0, 1] to itself?
For a castlable monoid, there may be some structures which are weaker than that of tensor
products. We wonder whether non-commutative arithmetics has relation with tanglement in
theoretical physics. Moreover, it is explained in Section 5.3 that an element u in a natural
monoid can be uniquely written as u = u1u2 . . . ut, where uj is the greatest fully castlable
divisor of (u1u2 . . . uj−1)
−1u (1 ≤ j ≤ t). An example in S is shown below. Consider
u = lcm[p21, p3, p
3
4] · lcm[p2, p3, p
2
6] := u1 · u2,
where we regard u1, u2 as a chain of nuclei. When a particle p1 collides with u, we have
p1 · u1 = lcm[p
3
1, p2, p
3
3], and p1 is absorbed into u1. When a particle p0 collides with u, we have
p0 ·u1 = lcm[p0, p2, p
3
3]·p
2
1. That is to say, the nucleus u1 becomes lcm[p0, p2, p
3
3], and two particles
p21 will collides with the second nucleus u2. This seems interesting.
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