Abstract. Suppose f (x) is a polynomial with all of its roots on the real line. We show that the roots of f ′ (x) are more evenly spaced than the roots of f (x). The same holds for polynomials with all their zeros on a circle, as well as an entire function of order 1 with all its zeros on a line. Applications are given to the Riemann zeta-function and its connection to random matrix polynomials. We also obtain a new proof that ζ(2) = π 2 /6.
Introduction
If f is a polynomial with all of its zeros on the real line, then all of the zeros of the derivative f ′ also lie on the real line. But while the zeros of f could in principle be any finite subset of R, the condition that f have only real zeros will impose restrictions on the zeros of f ′ . The main idea of this paper is that, in a manner which we make precise, if the zeros of f lie on a line then the zeros of f ′ are more evenly spaced than the zeros of f . It is tempting to think of the zeros of f ′ as lying close to the midpoint of neighboring zeros of f . As we will discuss in detail, that is not a completely accurate picture. Instead, one should think of the zeros of f ′ as trying to move as far as possible from the zeros of f , and so move toward regions where there are fewer zeros of f . If z j < z j+1 are consecutive zeros of f , then Rolle's theorem asserts that there will be a zero z ′ of f ′ between z j and z j+1 . If there are a large number of other zeros near z j+1 , then z ′ will be closer to z j . There are a couple of intuitive reasons for this phenomenon. Suppose z j are the zeros of f , listed in increasing order, and consider
If z j < p < z j+1 then f ′ (p) = 0 if and only if f ′ f (p) = 0. Substituting z = p into (1.1) we see two kinds of terms: positive for k ≤ j, and negative for k ≥ j + 1. If there are many zeros near z j+1 then all of those negative terms have to be balanced by something. If there aren't many zeros near z j , then the only option is moving p closer to z j . One can think of M = f ′ f Another approach concerns the relationship between the spacing of zeros and the size of the relative maxima and minima of f . Roughly speaking, f gets big when there are larger than average sized gaps between zeros. But since f is a polynomial with all zeros on a line, it can't change slope too fast. This forces the locations of the relative maxima to shift around so that the slope of f can change appropriately. See Figure 1 , particularly near the first local minimum and the third local maximum. This approach is interesting because the current view is that the spacing of zeros is key to understanding the large values of functions like the Riemann zeta-function.
Our results apply more generally to entire functions of order 1 having all their zeros on a line. We show that if the zeros have some regularity in their spacing (so that it is sensible to talk of "the average spacing between zeros") then the zeros of the derivatives f (n) approach the average spacing, and in fact do so quite rapidly. These results are relevant to number theory, for they apply to the Riemann ξ-function.
+ iz), and the Riemann Hypothesis is equivalent to the assertion that the zeros of Ξ are real.)
In addition to studying polynomials with zeros on a line, we also consider polynomials with all their zeros on a circle. We find a close analogy between the two cases. The motivation here is that much recent work has concerned the connection between L-functions (such as the Riemann ζ-function, which conjecturally have all their zeros on a line) and the characteristic polynomials of random unitary matrices (which have all their zeros on the unit circle). The connection between random matrices and L-functions is discussed extensively in [CFKRS] .
In the next section we give a simple result which motivates the remainder of the paper. In Section 3 we consider a somewhat simpler averaging process which we later will compare to differentiation. In Section 4 we consider the case of zeros which are almost equally spaced, and determine the rate at which differentiation evens out the spacing. Note that in Sections 3 and 4 we treat in parallel the cases of zeros on a line and zeros on a circle. In Section 5 we speculate about the limiting case of taking a large number of derivatives.
We thank Brian Conrey, Nathan Feldman, and Paul McGuire for helpful conversations.
Small gaps become larger
If f is a function with all its zeros on a line, define the "smallest gap between zeros" function
where a j and a k are distinct zeros of f , with zeros repeated according to their multiplicity (so G[f ] = 0 if f has a multiple zero). We will show that if f is a polynomial with all zeros on a line, then
. That is, the smallest gap between zeros of f ′ is at least as large as the smallest gap between zeros of f . This is in keeping with the underlying principle that zeros of f ′ tend to "move away" from regions with higher density of zeros of f , and to "move toward" regions with lower density of zeros of f .
, where h is a polynomial with only real zeros. If α and a are real then
, with strict inequality provided the zeros of f are simple.
In particular, zeros of f ′ are 'further apart' than zeros of f . It is implicit, and we give the proof following equation (2.2) below, that all zeros of f ′ + af are real.
Proof. We may assume that f has only simple zeros. We can write
with a j real, and so
We see that all the zeros of f ′ + af are real because if x has positive (negative) imaginary part, then each term in the sum has negative (positive) imaginary part. Also, between each pair of zeros of f there is exactly one zero of f ′ + af , and there is one additional zero if a + α = 0.
Let q < p be successive zeros of f ′ + af . Assume, for a contradiction, p − q ≤ a j+1 − a j for all j. Note that this is equivalent to
because p − a j+1 and q − a j are either both positive or both negative, because there is only one zero of f between p and q. We have
Subtracting the two equations gives
The first two terms above are strictly positive, and by (2.3) all the terms in the sum are nonnegative. So the right side is strictly positive, which is a contradiction.
Repeatedly applying the result leads to various linear combinations of f and its derivatives which satisfy the corresponding inequality. For example,
Note that the proof shows equality can hold when G[f ] = 0, provided f has infinitely many zeros. Suppose f is an entire function of order at most 1, which is real on the real line and has only real zeros, and
and only if f has infinitely many zeros, all the zeros are simple, and the zero are equally spaced. That is, f (x) = Ae αx cos(bx + c) for some real A, α, b, and c. A similar proof, assuming the same conditions as in the previous paragraph, shows that the largest gap between zeros of f ′ is smaller than the largest gap between zeros of f . Here we consider the largest gap to be infinite, and so the statement is vacuously true, if f has only finitely many zeros.
It is possible to modify Theorem 2.1 to show that the smallest gap between zeros of f ′ (x) is larger than the smallest gap between "nearby" zeros of f (x), provided that the spacing between zeros of f (x) doesn't change too rapidly. The following version applies to the Riemann Ξ-function, assuming that the Riemann Hypothesis is true.
Theorem 2.2. Suppose α and a j are real with β log |j| ≤ a j+1 − a j ≤ 1, and let
Proof. Suppose p − q = β − δ log t , and note that
(2.5) Proceeding exactly as in the proof of Theorem (2.1),
. Also by (2.5), S 1 and S 3 are ≪ log 2 (t)/t δ/β . So the entire sum cannot be 0 unless δ ≪ β log log t log t .
It is possible to prove a version of Theorem 2.2 for the zeros in an interval [T, T + U].
This may be useful for showing the existence of small gaps between zeros of the Riemann ζ-function, which is related to the problem of Landau-Siegel zeros [CI, FG] .
Averaging, instead of differentiating
Differentiation is a process which takes one sequence of points (the zeros of f ) and replaces it with another sequence of points (zeros of f ′ ), such that the two sequences interlace each other. For comparison, we also consider the much simpler process of making a new sequence from the midpoints of neighboring elements of the given sequence. Theorem 3.1. Suppose (x n ) is an increasing sequence and x n = n + ε n , where ε n ≪ n θ with 0 ≤ θ < 1 2 . Then as j → ∞ the j th midpoint sequence (x j n ) approaches equal spacing, and
Proof. It is straightforward to show by induction that
Thus,
The next-to-last step uses that fact that j k is increasing for k < j/2 and decreasing for k > j/2, so the sum is twice the middle term. The last step follows from Stirling's formula. If x n = n + O(1) then the above shows that the jth midpoint sequence approaches equal spacing with a discrepancy of order j − 1 2 . This convergence to equal spacing is actually quite slow, and in some sense it is the slowest way to "even out" a sequence. We will see that taking successive derivatives evens out the sequence much faster, with a discrepancy of order j −1 . That is the topic of Section 4.3.
3.2. Averaging on the circle. As mentioned in the Introduction, it is believed that there is a close analogy between L-functions, which (conjecturally) have all their zeros on a line, and the characteristic polynomials of random unitary matrices, which have all their zeros on a circle. See [CFKRS] . It is obvious that the analogy must break down if pushed too far, for a polynomial has only finitely many zeros. In this section we give a simple example of how the analogy can fail, and in Section 4 we provide examples of where it succeeds. Suppose p 1 , . . . , p ℓ are points on the unit circle, and form new sets of points on the circle (p j n ) in analogy to the previous section, where 0 ≤ p j n < 2π is interpreted as an angle. If j < n then this process is indistinguishable from the averaging process in the previous section. But when j > n the fact that there are only n points on a circle comes into play. This causes the averaging to even out the spacing more rapidly, and in fact the discrepancy with equal spacing goes to zero exponentially.
Proposition 3.2. Let (p n ) and (p j n ) be sequences of ℓ points on the unit circle as described above. Then
Proof. Starting exactly as before, but using the fact that
Now let ρ be a primitive ℓ th root of 1, and let ρ j = ρ j for 0 ≤ j ≤ ℓ −1. Using the binomial theorem and the fact that k ρ n k = 0 except when n ≡ 0 mod ℓ, we have
where ρ M j is an ordering of the ρ k depending on M. The last step follows from |1 + e 2πi/ℓ | =
Finally, use the fact that ℓ m=1 (p m+1 − p m ) = 2π to finish the proof.
Almost equally spaced zeros
Suppose f (z) is an entire function of order 1 which is real on the real axis, has only real zeros, and the zeros have average spacing 1. As we repeatedly differentiate, the zeros will approach equal spacing, and we want to determine the rate at which this occurs. We will see that the approach to equal spacing is much faster than in the midpoint process of Section 3. 4.1. Almost equally spaced zeros on a line. The general case is somewhat intractable, so we will assume that the zeros are close to equally spaced and do a first order approximation. We also suppose further that f is an even function, although this is not essential and we describe the necessary modifications below. Thus,
where |ε j | < ε for some small ε.
Theorem 4.1. In the notation above, f ′ has zeros at k + 1 2 + α k , where
and f ′′ has zeros at k + β k , where
The zeros of f ′ (z) will be approximately halfway between the zeros of f , so suppose one of the zeros is k + 1 2 + α k . Note: if we didn't assume that f was even, and so a factor of e az occurs in our function, then the zeros of f ′ would not be halfway between the zeros of f . But the zeros of f ′ would all be shifted from the midpoint by the same amount, and all of the calculations below would work with a slight modification. So,
Solving for α k , and noting that α k = O(ε), gives the first formula in the Theorem.
To understand the effect of the second derivative on the zeros, we must iterate the above formula. The second derivative f ′′ will have zeros near the integers, so suppose there is a zero at k + β k . By the above, 4.2. Almost equally spaced zeros on a circle. If the polynomial f has all its zeros on a circle, then f ′ has all its zeros strictly inside the circle, except at points where f has a multiple zero. This follows from the famous Gauss-Lucas theorem that the zeros of f ′ lie inside the convex hull of the zeros of f . Thus, if we are to find an analogy with the case of zeros on a line, we must do something slightly different than differentiation.
Suppose f is a degree n polynomial with all its zeros on the unit circle, and let g(z) = z −n/2 f (z). Then zg ′ (z) also has all its zeros on the unit circle, and this is the desired analogy with the linear case. The reason for the factor z is that g ′′ does not necessarily have all its zeros on the unit circle, but (zg(z) ′ ) ′ does. So for higher derivatives we repeatedly apply the operator z d dz . We now derive the analogue of Theorem 4.1. Suppose the zeros of f are close to equally spaced on the unit circle:
where |ε j | ≤ ε and we set e(x) = e 2πix . For the rest of this section, unrestricted sums and products over j should be interpreted as over j modulo n, and we consider ε j to only depend on j modulo n.
Let g(z) = z − n 2 f (z) and suppose g ′ has a zero at e(
Proposition 4.2. In the notation above,
Note that the above sum is
as n → ∞, so this formula matches that in Theorem 4.1. 
Proof. Using sin(x)
−2 = x −2 + O(1), from Proposition 4.2 we have
as n → ∞ and ε → 0.
If ε j = ε for all j, then by a change of variables we see that the zeros of g ′ would all just be shifted to e(j + 1 2n + ε). This means that α k = ε, so canceling ε in the resulting formula gives
Since n and ε are arbitrary, 1 =
Proof of Proposition 4.2. We have
.
Write E(t) = e(t) − 1, so that it is easier to keep track of the main terms:
The first terms on both sides of the above can be canceled, because both equal
). Rearranging to put the terms with α k on one side, we have
Now approximate: E(t) = t + O(t 2 ) for t small, and solve for α k :
as claimed.
4.3.
Rate of convergence to equal spacing. Now we can determine the rate at which differentiation evens out zero spacings. Note that the error term here is significantly smaller than that of the midpoint case in Theorem 3.1.
For both the midpoint and differentiation process, applying the operation twice has somewhat nicer properties than just applying it once. For example, if the points are equally spaced then applying the operation twice leaves the sequence unchanged. In the discussion below we will generally work with the second derivative and second midpoint process, although the same ideas apply to the basic process.
We will view differentiation and midpoint averaging as two examples of a general procedure. Suppose P is a probability measure on the integers such that P is even, P (0) is the maximum, and P (j) is increasing for j < 0 and decreasing for j > 0. The conditions on P are natural if one is thinking in terms of using P to smooth out the irregularities of a sequence.
Given a sequence (ε n ) define a sequence of sequences by β 0 n = ε n and
For the second derivative process P (0) = 1 3
and P (n) = 2 π 2 n 2 otherwise, and for the (second) midpoint averaging process P (0) = , and P (n) = 0 otherwise. In Theorem 4.4 we start with z k = k + ε k , so in the notation above the discrepancy of z ℓ n+1 and z ℓ n from the average spacing is β ℓ k+1 − β ℓ k . We wish to estimate this in terms of ε n . We can write β ℓ k in terms of ε n as
say. We can estimate the difference as
The last step requires that P ℓ (0) is the maximum, and P ℓ (n) is increasing for n < 0 and decreasing for n > 0. We will see that this is the case.
As demonstrated in the calculation of β k from α j in Section 4.1, P ℓ = P * P * · · · * P is just the ℓ-fold iterated convolution of P with itself, where
It is straightforward to check that of 0 is the global maximum for P and Q, and both functions are increasing for x < 0 and decreasing for x > 0, then the same holds for P * Q. Thus, inequality (4.10) applies and we need only evaluate P * P * · · · * P (0). The evaluation can be done using the properties of convolutions and Fourier transforms. Given a sequence S, let (4.12)
That is, convolution of sequences corresponds to multiplication of Fourier series.
The final ingredient is to note that if
provided we can integrate term-by-term, because 1 0 e 2πijx dx = 0 unless j = 0. Thus,
Now we need only identify the function in the integrand above.
In the case of the (second) midpoint process, we have n P (n)e 2πinx = 1 2 + 1 2 cos(2πx).
You can either recognize the Beta integral or ask a computer algebra package to verify that (4.21) which is the error term from Theorem 3.1.
In the case of the (second) differentiation process, we have The discrepancy from equal spacing is much smaller for the differentiation process than for the midpoint process, and this is not surprising. Both processes average among neighboring points, and that averaging will be more effective if takes place over a larger range. In the setup we have described, if P has finite variance then F P (x) = 1 − cx 2 + O(x 4 ) for x near 0, for some c > 0. Therefore
as we saw for the midpoint process. For the differentiation process we found that F P (x) = 1 − b|x| + O(x 2 ) for x near 0, for some b > 0. Therefore
as in Theorem 4.4. In general one can determine the behavior near 0 of F P from the rate of decay of P , and this is all that is needed to asymptotically evaluate P * P * · · · * P (0). Similar methods apply to the repeated convolution of functions on R.
4.4.
A loose end. One shortcoming in the above analysis is that we did not actually prove that differentiation causes the zeros to approach equal spacing. The small gaps are becoming larger, and the large gaps are becoming smaller, but it does not trivially follow that those gaps are approximately equal. Since we know that the midpoint process gives gaps which approach equal spacing, one possibility is to show that differentiation is better than midpoint at evening out the sequence:
Conjecture 4.5. Differentiation is better than midpoint. Suppose f is an entire function of order 1 which is real on the real axis and has only real zeros, and suppose z j are the zeros of f , listed in increasing order. If q < p are consecutive zeros of
A similar result should also hold when the spacing between zeros of f varies slowly, in analogy to the relation between Theorem 2.1 and Theorem 2.2. Note that we interpret the right side of the above inequality as "∞" if f has only finitely many zeros.
In contrast to Theorems 2.1 and 2.2, the conjecture is not true if instead we assume p and q are zeros of f ′ + af , for if a is large then p and q are very close to zeros of f . Also, the conjecture is not true if
We now tie up the loose end. The proof makes use of the fact that the midpoint process leads to equal spacing, but our approach is somewhat less elegant than would follow from the above conjecture, so we just give a sketch. The same method as in Section 3 shows that if (z j ) are the ordered zeros of f and (p j ) are the ordered zeros of f ′ , then inf(z j+2 − z j ) ≤ p j+2 −p j ≤ sup(z j+2 −z j ). Thus, the zeros of the derivatives f (n) will consist of two interlaced sets, each of which separately is approaching equal spacing. So it remains to consider the case that the gap sizes are alternately large and small. But in that case the zeros of the derivative are very close the midpoints, so in fact the spacing is approximately equal.
Differentiating many times
We have seen that repeated differentiation leads to a function whose zeros approach equal spacing. Surprisingly, this does not require the zeros of the original function to lie on a line (or circle), but only that the zeros lie in a suitable neighborhood of the line (or circle). This is easy to see in the case of the circle. Suppose f is a degree n polynomial and let
and the "kth derivative" equals
If a 0 = 0 then the factors ( n 2 ) k from the first and last terms dominate everything else, so the zeros are approaching the zeros of z n + (−1)
. Note that we didn't actually require the zeros of the original polynomial f to be on the unit circle. As long as 0 is not a root of f , the above process gives a sequence of functions whose zeros eventually lie on a circle, and in fact approach equal spacing on a circle! For zeros on a line, we have the following result of Young-One Kim (this is Theorem 2 from [K] ):
Theorem 5.1. Let f be a nonconstant real entire function of order 0 < ρ ≤ 2 and minimal type, which is real on the real axis. If all of the zeros of f lie in a strip |ℑ(z)| < A, then for any B > 0 there exists n 1 > 0 such that the n th derivative f (n) has only real zeros in |ℜ(z)| < Bn 1/ρ for all n > n 1 .
Thus, if the zeros don't start out too far from the real axis, then they end up on the real axis as you differentiate. So then they also approach equal spacing.
There is an important class of functions for which the above theorem applies: the Riemann Ξ-function and the Ξ-functions associated to an arithmetic L-function. The Ξ-function is entire of order 1, it is an even function, and it is real on the real axis. The Riemann Hypothesis asserts that all of the zeros of Ξ(z) are real, but at present all that is known is that the zeros lie in the strip |ℑ(z)| < 1 2 . Combining the above theorem with the results in this paper, one would suspect that that the zeros of Ξ (n) approach equal spacing on the real axis. Thus, if |z| is small compared to n, then Ξ (n) (z) is approximately cos(z) suitably rescaled. That is, Conjecture 5.2. There exist sequences A n and a n , with a n → 0 slowly, such that (5.4) lim n→∞ A n Ξ (2n) (a n z) = cos(z)
uniformly on compact subsets of C. Similar results should hold for the Ξ-function of any arithmetic L-function.
Thus, one expects that ξ (2n) (
) should be positive if n is sufficiently large, and log(ξ (2n) (
)) should grow slightly faster than linearly as n → ∞. In general, if an entire function of order 1 is real on the real axis, has all its zeros in a neighborhood of the real axis, and has some regularity in the spacing of its zeros, then there will be quite a bit of regularity in its Taylor series coefficients. One should be able to use information about the average spacing of zeros of the function to estimate the growth of A n and a n , which by the conjecture will give information about the Taylor series coefficients.
If f (z) = ∞ j=0 c j x j /j! is entire of order 1 and all c j are real, then a necessary condition for the zeros of f to be real is the Turán inequalities c 2 k − c k−1 c k+1 ≥ 0, for k ≥ 1. The above ideas suggest that the Turán inequalities should hold for sufficiently large k, provided only that the zeros of f are in a neighborhood of the real axis.
