Introduction
Let S = K[x 1 , . . . , x n ] be the polynomial ring in n variables over a field K and M be a finitely generated Z n -graded S-module. If u ∈ M is a homogeneous element in M and Z ⊂ {x 1 , . . . , In 1982 Stanley conjectured (see [12] ) that sdepth M ≥ depth M. This conjecture is still open except some results obtained mainly for n ≤ 5 (see [1] , [2] , [9] , [10] , [11] ). A method to compute the Stanley depth is given in [6] . Even when it does not provide the value of the Stanley depth, this method allows one to obtain fairly good estimations for the invariant of interest.
In [7] , Ishaq proved that if J is a monomial ideal of S = K[x 1 , . . . , x n ] and J ′ = (J, x n+1 ) is the ideal of S ′ = S[x n+1 ] then sdepth(J) ≤ sdepth(J ′ ) ≤ sdepth(J) + 1. When adjoining more variables, a similar result can be easily obtained by iterating Ishak's result. However, the upper bound for sdepth((J, x n+1 , . . . , x n+p )) (p ≥ 2) thus obtained can be sometimes too pessimistic.
The aim of this paper is to bound from above the Stanley depth of ideals obtained by adjoining variables to monomial ideals in S belonging to two classes. A first class consists of radical monomial ideals described in the theorem below, whose proof is given in the next section.
Both authors are grateful to Professor D. Popescu for helpful discussions during the preparation of this paper. Theorem 2.1.
, where 1 ≤ t < n, and let
An alternative bound is obtained by imposing some conditions on t, n and p, see Theorem 2.3 in Section 2 for the precise statement.
The reasoning used to prove the results mentioned above can be adapted to work for another class of ideals, namely, squarefree Veronese ideals of degree 2. In Section 3 we shall prove the following.
Theorem 3.1. Let I n,2 be the squarefree Veronese ideal of degree 2 in S and (I n,2 , x n+1 , . . . , x n+p ) be the squarefree ideal in S ′ , where p ≥ 2. Then
Also this bound is further improved by imposing some condition on n and p (cf. Theorem 3.4).
Herzog, Vlȃdoiu and Zhang [6] have results implying that Stanley's conjecture is true for squarefree Veronese ideals. In Section 3 we note that Stanley's conjecture is valid for the ideal obtained by adding several variables to a squarefree Veronese ideal.
Proposition 3.8.
Let I ⊂ S = K[x 1 , . . . , x n ] be the squarefree Veronese ideal generated by all monomials of degree d and
. Then Stanley's conjecture holds for the ideal I ′ .
In the last section of the paper we compare the bounds which we obtained without conditions with those which we obtained when appropriate conditions are imposed.
Some results from [4] , [5] , [7] and [8] are very important for our estimations of Stanley depth and precise references will be given in appropriate places. For unexplained notation, the reader is referred to [6] .
2. Upper bounds for the Stanley depth of squarefree monomial ideal when some variables are added
Proof. Note that I ′ is a squarefree monomial ideal generated by monomials of degree 2 and 1. Let k = sdepth(I ′ ). The poset P I ′ has the partition P :
, satisfying sdepth(D(P)) = k, where D(P) is the Stanley decomposition of I ′ with respect to the partition P. We may choose P such that Now we consider those intervals [C l , D l ] such that |C l | = 2 and the corresponding monomial is of the form x l x λ , where x l ∈ {x n+1 , . . . , x n+p }. Now either x λ ∈ {x 1 , . . . , x n } or x λ ∈ {x n+1 , . . . , x n+p }. If x λ ∈ {x 1 , . . . , x n } then we have np such intervals and each has at least k −2 subsets of cardinality 3. If x λ ∈ {x n+1 , . . . , x n+p } then we have p 2 such intervals and each has at least k − 2 subsets of cardinality 3. Some subsets of cardinality 2 of the form C l already appear in the intervals [C j , D j ] and such subsets are p(k − 1) in number. Since the partition is disjoint, we subtract this from total number of C l 's, so that we have at least
subsets of cardinality 3. This number is less than or equal to the total number of subsets of cardinality 3. So
Now we know by [7, Theorem 2.11] 
Using this in the left side of inequality (2.1), one gets
Combining both inequalities we get the required result. We can further improve the upper bound if we impose some additional condition on n, t and p.
Example 2.2. Let us consider
Formula (2.1) in the proof of Theorem 2.1 is equivalent to
Consider it as a quadratic polynomial in k of discriminant
Since this quadratic polynomial in n has the discriminant
obviously positive, we have D ≥ 0 for either
The former possibility is excluded by the fact that n > t, so that, assuming the latter inequality, we conclude that either
The latter bound for k does not hold (see Lemma 2.4 below). We have thus obtained the following result. 
where 
From (2.3) we obtain in particular
This and (2.6) give
We shall discuss two cases. Case t ≥ 2. It is easily seen that the function p →
is increasing. Therefore
91p. Using this in (2.6), we get 0.09p > 2.82t, whence p > 31t. Then
so that n > t + ( √ 11 − 0.5)p > p. This is a contradiction, which shows that our assumption is false in this case.
Case t = 1. From p > 4 we now get
and n ≥ 1 + 13 6
− 0.5 p > 0.97p + 1. Using this lower bound for n in (2.6), we get 0.03p > 2.94, and therefore p > 98 > 31t. We have seen that this contradicts p > n.
Example 2.5. For n = 7, t = 3, p = 5, the latter theorem gives k ≤ 7, while Theorem 2.1 yields a slightly weaker bound k ≤ 8. However, for n = 66, t = 2, p = 3 one gets k ≤ 42 by using Theorem 2.3 and k ≤ 41 when applying Theorem 2.1.
where Q and Q ′ are monomial primary ideals in S such that √ Q = (x 1 , . . . , x t ) and √ Q ′ = (x r+1 , . . . , x n ) for some integers 1 ≤ r ≤ t < n. Then
Proof. Note that 
Proof. Note that I ′ is a squarefree monomial ideal generated by monomials of degree 2 and 1. Let k = sdepth(I ′ ). The poset P I ′ has the partition P : Now we consider those intervals [C l , D l ] such that |C l | = 2 and the corresponding monomial is of the form x l x λ , where x l ∈ {x n+1 , . . . , x n+p }. Now either x λ ∈ {x 1 , . . . , x n } or x λ ∈ {x n+1 , . . . , x n+p }. If x λ ∈ {x 1 , . . . , x n }, then we have np such intervals and each of them has at least k − 2 subsets of cardinality 3. If x λ ∈ {x n+1 , . . . , x n+p } then we have p 2 such intervals, each of which having at least k − 2 subsets of cardinality 3. Some subsets of cardinality 2 of the form C l already appear in the interval when the interval starts from a single variable, and there are p(k − 1) such subsets. Since the partition is disjoint, we subtract this from the total number of C l 's, so that we have at least
subsets of cardinality 3, and this number is less than or equal to the total number of subsets of cardinality 3. So
Since by [5, Theorem 1.2] we know that sdepth(
The required result is obtained by combining the above inequality with (3.1). If we impose some condition on n and p we can improve the bound given in Theorem 3.1.
The last expression given in the proof of Theorem 3.1 is equivalent to
The quadratic in k has discriminant
obviously positive for n ≥ p. A simple computation convince ourselves that the discriminant is actually positive for n ≥ p − 1. Since, on the one hand, one has E > 9(p − 1) 4 for p ≥ 2, n ≥ max{2, p − 1}, and, on the other hand, from [5, Theorem 1.2] and [7, Theorem 2.11] it is known that k ≤ p + 2 + ⌊(n − 2)/3⌋, we conclude that the next result holds.
Theorem 3.4. Keep the notation and hypotheses from Theorem 3.1. Then for n ≥ p − 1 one has
,
. . , x n , x n+1 , . . . , x n+p ] be a polynomial ring and let P i = (x 1 , . . . , x i−1 , x i+1 , . . . , x n ), i = 1, . . . , n, be monomial prime ideals in S ′ .
Example 3.6. For n = 11, p = 6, Theorem 3.4 gives k ≤ 7 instead of k ≤ 8 cf. Theorem 3.1.
Example 3.7. For n = 5, p = 2, this result gives k ≤ 3, while Theorem 3.1 yields a slightly weaker bound k ≤ 4. Therefore, in the situation described in Example 3.2 one has sdepth S (I) = sdepth S ′ (I ′ ).
We now prove that Stanley's conjecture is verified by ideals of the type studied in this section. Proof. From depth S ′ (S ′ /I ′ ) = depth S (S/I) it follows depth S ′ (I ′ ) = depth S (I). As a consequence of results established in [6] (or by applying [4, Corollary 1.2]), Stanley's conjecture holds for squarefree Veronese ideals, so that sdepth S (I) ≥ depth S (I). By [8, Lemma 2.1], the sdepth does not decrease when passing from I to I ′ . Therefore, Stanley's conjecture holds for I ′ , too.
Comparison of bounds
First we compare the bounds provided in Theorems 3.1 and 3.4. The outcome of our study is the following. Theorem 4.1. Let K be a field and n, p ≥ 2 integers. Let I n,2 be the squarefree Veronese ideal in S = K[x 1 , . . . , x n ] and I ′ = (I n,2 , x n+1 , . . . , x n+p ) ⊆ S ′ = S[x n+1 , . . . , x n+p ]. If n ≥ p − 1 then the bound for sdepth(I ′ ) given by Theorem 3.4 is smaller than that given by Theorem 3.1.
we shall distinguish the values of n according to their residues mod 3.
Case n = 3s + 1, s ≥ 1. The bound given in Theorem 3.1 specialises to (4.1)
while that given in Theorem 3.4 becomes in this case
We want to know for what values of s we have l 1 ≤ u 1 for all p ≥ 2, or equivalently
where
The second derivative of the function function r 1 : [(p − 2)/3, +∞) −→ R being positive, the first derivative is at least as large as
Since the expression in the right side is positive for p ≥ 2, for these values r 1 is greater than or equal to
which is nonnegative for p ≥ 2. This analysis shows that the desired inequality is equivalent to that obtained by squaring it, which, with some computer assistance, is found to be
This is true if and only if
Since the discriminant
is positive for p ≥ 2, f 1 (s) ≥ 0 if and only if
In terms of the number of variables n, this means that the bound given in Theorem 3.4 is better than that given in Theorem 3.1 for
.
Case n = 3s + 2, s ≥ 0. Now Since dv 2 increases with s, its minimal value in the range of interest is We further find
so that
As for p = 2 the right side of the desired inequality l 2 ≤ u 2 is 3(3s + 2)(27s 3 + 90s 2 + 85s + 14) > 0, we may square both sides of the inequality under study and find that for p ≥ 2 it is equivalent to Thus we conclude that l 2 ≤ u 2 holds for n ≡ 2 (mod 3) and n ≥ n 2 := 96p 2 − 15 − 6p + 5 10 .
Case n = 3s, s ≥ 1. We study the inequality l 3 ≤ u 3 , with
, and
With arguments similar to those given in the previous cases one finds
Therefore, l 3 ≤ u 3 is equivalent to
After we check that r 3 is positive in the range p ≥ 2, s ≥ max{1, (p − 1)/3}, we may square the last inequality and find that it is equivalent to
Since the quadratic polynomial in s
we have f 3 (s) ≥ 0 if and only if
The conclusion is that, for n ≡ 3 (mod 3), the bound provided in Theorem 3.4 is tighter than that given in Theorem 3.1 if and only if n ≥ −6p 2 + 9p − 3 + √ D 3 2(5p − 3) =: n 3 .
It remains to compare n 1 , n 2 , n 3 and p − 1.
Lemma 4.2. One has n 1 = 1, n 2 ≃ 1.22, n 3 ≃ 1.07 for p = 2, and p − 1 ≥ n 2 > n 3 > n 1 for p ≥ 3.
Proof. Assume p ≥ 3. The inequality n 2 > n 3 is successively equivalent to (5p − 3) 96p 2 − 15 > 2p + 5 D 3 ,
and (5p − 3) 2 (12p 4 − 18p 3 + 28p 2 − 15p + 9) > 0, which is obviously true. The inequality n 1 < n 3 is rewritten
Squaring this, one finds after some easy computations (5p − 3)p D 1 < (5p − 3)(36p 3 − 119p 2 + 150p − 72).
After simplification and squaring one gets 1200p 6 − 8424p 5 + 24904p 4 − 40866p 3 + 39627p 2 − 21600p + 5184 > 0, which is readily checked to be true for p ≥ 3. Finally, n 2 < p − 1 is put into the equivalent form 96p 2 − 15 < 16p − 5p, which holds because the left side is less than 10p, while the right side is at least 11p for p ≥ 3.
Now the proof of Theorem 4.1 is complete.
The bounds for the class of ideals studied in Section 2 can be compared by analogue reasoning. The details of the analysis are, however, much more involved. As seen by Example 2.5, none of Theorems 2.1 and 2.3 is uniformly better than the other. Our final result specifies conditions under which Theorem 2.3 yields a tighter bound than that given in Theorem 2.1. Theorem 4.3. Let I = (x 1 , . . . , x t ) (x t+1 , . . . , x n ) be a monomial ideal in S = K[x 1 , . . . , x n ], where 1 ≤ t < n, and let I ′ = (I, x n+1 , . . . , x n+p ) ⊂ S ′ = S[x n+1 , . . . , x n+p ], where p ≥ 2. Suppose that it holds n ≥ n 0 := t − p 2 + p 1 + p 2 − 4 3t(t + p) .
Then the bound for sdepth(I ′ ) given in (2.5) is tighter than that given in (1.1) if and only if 0 ≤ 3n 2 + 6np − 4p 2 + 4 and max{1, t l } ≤ t ≤ min{n − 1, t u }, where t l := 6n − 6(3n 2 + 6np − 4p 2 + 4) 12 , t u := 6n + 6(3n 2 + 6np − 4p 2 + 4) 12 .
