LMI-based approach for global asymptotic stability analysis of recurrent neural networks with various delays and structures.
Global asymptotic stability problem is studied for a class of recurrent neural networks with distributed delays satisfying Lebesgue-Stieljies measures on the basis of linear matrix inequality. The concerned network model includes many neural network models with various delays and structures as its special cases, such as the delays covering the discrete delays and distributed delays, and the network structures containing the neutral-type networks and high-order networks. Therefore, many new stability criteria for the above neural network models have also been derived from the present stability analysis method. All the obtained stability results have similar matrix inequality structures and can be easily checked. Three numerical examples are used to show the effectiveness of the obtained results.