Abstract. We apply wavelet transform in the study of numerical differentiation for the functions which are infected by noise. Because of the presence of noise, the observed noisy function is not differentiable. In order to estimate the derivatives of the target function from its observation, a pretreatment of the observation is necessary. The paper introduces differential approximation wavelets (DA-wavelets) so that the DA-wavelet transforms of the observed function approximate the derivatives of the target function. The paper also shows that the derivatives of compactly supported splines lead to a certain type of DA-wavelet transforms, which are difference formulas for computing derivatives. The relation between difference formulas and splines enables us to construct various difference formulas via splines and to estimate the computing errors of difference formulas in the spline framework.
1. Introduction. Let f (t) be a smooth signal (also called a smooth function) and u(t) be an observation (also called a noisy signal) of f (t), which carries on noise n(t) : u(t) = f (t) + n(t),
where n(t) is a random time function, (also called a stochastic process). It is well-known that derivatives of the signal f (t) present its important features. Unfortunately, when a signal f is infected by noise as in (1) , the noisy signal u(t) is not differentiable so that we cannot directly estimate f (j) (t) from u(t). Therefore, how to estimate f (j) from u becomes an important task in numerical differentiation. In numerical differentiation, for computing derivatives of functions, we often use difference formulas. That is, we compute f (j) (t) using the values of f (t+kh), where h > 0 is the difference step and k ∈ Z. (Sometimes, non-uniform time-step is also used. Then kh is replaced by t k ). Hence, difference formulas are consistent with the discrete model of (1):
No matter what form the function f is of, to eliminate the effect of noise, a pretreatment of the observed signal is necessary. The main techniques to pre-treat the noisy signals include filter method, regularization method, and polynomial interpolation method (see [1] , [13] , [15] , [22] , [23] , [27] , [30] , and their relevant references). The purpose of the paper is to introduce wavelet transform method for estimating f (j) from u. The wavelet transform method enables us to treat the continuous model and the discrete model of signals in a same framework. It also generalizes the methods mentioned above.
The notion of wavelet transform can be found in [3] , [9] , [14] , [20] , [21] , and their references. In the paper we briefly introduce the (continuous) wavelet transform as follows.
We abbreviate the notation of a space of functions defined on R, say X(R), by X. We define the space C r by
The space of locally absolutely continuous functions on R is denoted by AC loc , and the Sobolev space W r,p is defined by
When r = 0, the Sobolev space W r,p is reduced to the Lebesgue space L p . The convolution of two functions (or a distribution and a function) f and g is defined by
provided that the integral exists [31] . Particularly, the convolution of a function f ∈ C and the delta function δ, which is a distribution in the dual space of C, is f (t) = δ * f (t).
A function ψ ∈ L 1 ∩ L 2 is called a wavelet if 
We often need the scaled wavelet transform
For simplicity, in this paper, (4) is also called the wavelet transform of u. In applications, the wavelet ψ is often required to have certain regularity and vanishing moments. A function f is said to be r-regular (r ≥ 0) if f ∈ C r and, for any positive integer m,
A function f is said to have the j th order vanishing moment (j ∈ Z + ) if
If a function has the vanishing moments up to the (n − 1) th order, then it is said to have n vanishing moments (VM). If a function has the vanishing moments from 1 st order to m th order (m ≥ 1), i.e.
then it is said to have m positive vanishing moments (PVM). The idea of approximating the j th derivative of a function f by its wavelet transform (4) comes from the approximation theory of singular integrals. In approximation theory, an r-regular function φ is called an approximative identity (AI-) function if it satisfies the condition
An AI-function generates a kernel of approximative identity {φ s } s>0 , i.e., the following holds [2] .
By this proposition, φ s * f (j) is an approximation of f (j) . Let ψ be the wavelet u. An alternate way is to adopt distribution-wavelet transforms. Let the Fourier transform of a compactly supported distribution f be denoted byf
Thenf is an analytic function. Thus, we define distribution wavelets as follows.
Definition 1.
A compactly supported distribution ψ is called a wavelet if
Particularly, a distribution wavelet ψ in the form of
is called a δ-wavelet.
For a δ-wavelet ψ of form (6), we have
Hence, a δ-wavelet transform of f is a difference formula. Note that a δ-wavelet is the j th derivative of a spline of order j. Hence, representing difference formulas as δ-wavelet transforms enables us to apply the spline theory in their construction.
It is well-known that when we apply difference formulas to compute derivatives on a computer, the computer introduces round-off errors, which are measured by the machine epsilon M . Because of the presence of round-off errors, difference formulas cannot provide arbitrary accuracy for computing derivatives as the difference step s → 0 + . For instance, the minimal error for the difference formula (f (t+s)−f (t))/s of f (t) is attained at s = √ c M , which leads to the optimal error bound √ d M for a certain constant d. When noise presents, the accuracy of a difference formula is also impacted by noise. The δ-wavelet transform representations of difference formulas benefit the error analysis for both noise error and round-off error.
For the spline theory, we refer readers to [4] [5] [6] [7] , [8] , [24] , [25] , [26] , [29] , and their references. In this paper, we need the following notions and notations of splines.
Let Π :
where p n−1 is a polynomial of degree ≤ n − 1 and
The space of splines of order n on Π is denoted by S n Π . If Π = Z, then it is abbreviated to S n , and a spline in S n is called a cardinal spline of order n. The space S 
and the explicit expression of N m (t) is
When m is even, say m = 2n, we define the central (cardinal) B-spline by C 2n (t) = N 2n (t + n), whose Fourier transform iŝ
The following notions and notations in statistics will be used in the paper. The expectation of a random variable x is denoted by E(x). The mean of a random function of x(t) is the function E(x(t)), and the autocorrelation function of x(t) is the two-variable function
The time average of a random function x(t) is defined by
and the time correlation function of x(t) is
A random function x(t) is called wide-sense stationary if (1) E(x(t)) is independent of t, (hence, we can denote it by E(x)) (2) its autocorrelation function R x (t 1 , t 2 ) is only dependent of the difference of two times: R x (t 1 , t 2 ) = R x (t 2 − t 1 ), (3) its mean square value is finite : E(x 2 (t)) < ∞. A wide-sense stationary random function is called ergodic if it also satisfies the following: (4) M (x) is independent of the selection of samples and M (x) = E(x), and (4) its time correlation function is equal to its autocorrelation function:
Thus, for an ergodic random function, its statistical characteristics can be attained by one of its sample functions.
Assume x(t) is wide-sense stationary. Let x T (t) = x(t)χ [−T.T ] (t). The power spectrum density of x(t) is defined by
We have
In this paper, noise is always assumed to be ergodic, and the signal f and the noise n in (1) are assumed to be uncorrelated, i.e.,
If an ergodic noise n(t) satisfies M (n) = 0 and P n (ω) = σ 2 , then n(t) is called an (idea) white noise. If a noise n satisfies P n (ω) = 0, |ω| ≤ M, for a large M > 0, then it is called a high frequency noise. A high frequency noise is said to have a line-spectrum if
where, for each k, ω k ≥ M, A k and ω k are regular variables, and φ k is a random variable with the uniform distribution on (0, 2π).
When time is discrete, random functions become random sequences. Wide-sense stationary random sequences and ergodic random sequences are defined in a similar way. Assume n(k) is a wide-sense stationary random sequence. Let
The power spectrum density of n(k) is defined by
where
. The paper is organized as follows. In the next section, we study the approximation of derivatives by wavelet transform. The analysis of the approximation error is included in Section 3. The methods for constructing differential approximation wavelets are introduced in Section 4. In section 5, we construct differential approximation wavelets of Gaussian-type. In Section 6, we discuss how to build the difference formulas using AI-splines.
2. Differential Approximation Based on Wavelet Transforms. In this section, we study the wavelet transform approach to the approximation of derivatives of functions. We first give the following definition.
Definition 2. An r-regular wavelet (or a δ-wavelet) ψ is called a differential approximation (DA-)wavelet (or a DA δ-wavelet) of order (j, n) if ψ satisfies the following vanishing moment conditions
A DA-wavelet of order (j, n) can be attained from the j th derivative of an AIfunction φ. In fact, we have the following.
Lemma 1. An r-regular wavelet ψ is a DA-wavelet of order (j, n) if and only if there is an (r + j)-regular AI-function φ with
is a DA-wavelet of order (j, n), j ≤ n, if and only if there is a compactly supported
and, when j
Hence, ψ is an r-regular DA-wavelet of order (j, n). We now assume that ψ(t) is an r-regular DA-wavelet of order (j, n). Define
Since ψ(t) is r-regular and R t k ψ j (t)dt = 0, 0 ≤ k ≤ j − 1, we have that lim t→∞ φ(t) = 0 and φ is (r + j)-regular with φ (j) (t) = (−1) j ψ(t). Finally, the conditions
i.e., φ is an AI-function with n − 1 PVM. The similar proof can be completed for the case that ψ is a δ-wavelet.
The main result of this section is the following. 
and the approximation order is n. More precisely, for
the approximation error for f ∈ C j+n can be estimated by
and the approximation error for f ∈ W j+n,p can be estimated by
In numerical differentiation, W
is often called the truncated error. To prove theorem 1, we need the following two lemmas.
Proof. For f ∈ W r,p or C r , we have the Taylor's formula
Let z = t + v, we have
In the integral, making the variable change τ = t + v(1 − u), we obtain (14) .
and for f ∈ W n,p ,
Proof. We first prove (16) . Applying Lemma 2 to f ∈ C n+1 , we have
we get (16) . The proofs of (17) and (18) are similar.
We now finish the proof of Theorem 1.
Proof. Let ψ be an r-regular DA-wavelet of order (r, n). By Lemma 1, there is an (r + j)-regular AI-function φ with n − 1 PVM such that (−1)
By mathematical induction, we have
which combining with (19) yields (11) . The proof of (12) and (13) 
In (20) We first consider the wavelet transform derived from an r-regular (r ≥ 0) DAwavelet ψ of order (j, n). Since n(t) is an ergodic random function, we have
Thus, we have proved the following.
Theorem 2. In (1), assume f ∈ C j+n and n(t) is an ergodic random function. Let ψ be an r-regular (r ≥ 0) DA-wavelet of order (j, n) and φ be the
We now find s which minimizes the error (21) . Case of white noise. Assume the noise n(t) in (1) is a white noise with P n (ω) = σ 2 . Then we have
When
(22) has the minimal estimate error
Case of high frequency noise. Assume the noise in (1) is a high frequency noise with P N (ω) = 0, |ω| ≤ M. Then
If the noise n(t) has the line-spectrum:
which yields
We now consider the δ-wavelet transform. Assume the δ-wavelet ψ has the form of
Then the δ-wavelet transform of a function u ∈ C is
Applying (27) to (1), we have
Assume the random sequenceñ(k) := n(t + st k ) is a white noise with P n (ω) = σ 2 . Then
Hence, we have proved the following.
Theorem 3. In (1), assume f ∈ C j+n and n is a white noise ∼ N (0, σ 2 ). Let ψ be a DA δ-wavelet of order (j, n) which has the form (26) , and φ be the AI-spline of order j such that (−1)
By the theorem, the optimal s is
which yields the error estimate
is a constant independent of σ.
Finally, we briefly discuss how the round-off errors impact the accuracy for computing a DA δ-wavelet transform. We first assume the noise does not exist on the function f. Then we can apply the wavelet transform directly to the sampling data of the function f ∈ C. Thus, by (26), we have
As we have proved in the previous section, the truncated error of the DA δ-wavelet
Let M denote the machine epsilon of the computer. Then the round-off error for computing W
Adding the round-off error and the truncated error together, the total error for estimating
Then the optimal s is
If the function f carries on a white noise ∼ N (0, σ 2 ), where σ >> M , the round-off error for computing W s,j ψ f (t) becomes much smaller than the error caused by noise (see (29) and (30)). Hence, the round-off error can be neglected. 4 . Construction of DA-Wavelets. In Section 2, we showed that a DA-wavelet ψ of order (j, n) is the j th derivative of an AI-function with n − 1 PVM. Hence, in order to construct DA-wavelets, we only need to construct AI-function with the conditions (5) . In this section, we discuss the methods to construct AI-functions with certain PVM.
Recall that many types of functions, such as continuous probability density, Bsplines, continuous low-pass filters, are AI-functions. Hence, we start our construction from a real r-regular AI-function φ (which may have 0 PVM). Recall that φ ∈ C ∞ withφ(0) = 1. Hence, the Maclaurin's series of
where c k =
, the conditions (5) now are equivalent to the conditionŝ
We introduce three methods to construct AI-functions with the conditions (5) from φ.
Method 1 [Derivative method].
We use a linear combination of φ and its derivatives to construct an AI-function with the conditions (5). The construction is described in the following theorem. 
is (31). Then the function
is an (r − n + 1)-regular AI-function with n − 1 PVM. If φ is even and n = 2m, then the function
is an (r − 2m + 1)-regular AI-function with 2m − 1 PVM.
rφ (ω), we have Φ n (ω) = P n (iω)φ(ω), whose Maclaurin's series has the form
It follows that
i.e., Φ n has n − 1 PVM. The first part of theorem is proved. The proof for Φ e 2m is similar.
Method 2 [Translate method].
The smoothness of Φ n in Theorem 4 is less than φ unless φ ∈ C ∞ . The translate method will not change the smoothness of the constructed AI-functions. Let the translate operator S h (h > 0) be defined by S h f (t) = f (t + h). We have S h f (ω) = e ihωf (ω). Since the following lemma is obvious, we omit its proof.
Then the exponential polynomial
satisfies A (j)
Similarly, let T r h = (t j,k ) r j,k=0 be the (r + 1) × (r + 1) matrix, where
Then the cosine polynomial
By Lemma 4, we have the following.
Then the AI-function
has 2m − 1 PVM.
Proof. We have
Hence,
i.e., Φ n,h (t) has n − 1 PVM. The proof for Φ e m,h is similar.
In the approximation theory, the operators α n (S h ) and β m (S h ) are called quasiinterpolation operators. The detailed discussion of quasi-interpolation operators can refer to [10] , [16] , and [17] . 
and e
has n − 1 PVM. Assume φ is an even function. Then the AI-function
has 2n − 1 PVM.
Hence, Φ e 2n,b
The proof is completed.
Note that d n (x) is the first Lagrangian polynomial of degree n − 1 for the point
i.e., we have the following.
Lemma 5. The polynomial d n (x) in Theorem 6 satisfies the recursive formula
Let Φ n,b (t) be the AI-function defined by (41). By Lemma 5,
Since the DA-wavelet of order
n,b (t), we have the recursive formula
Similarly, let Φ e 2n,b be an even AI-function defined by (42). Then Ψ (t) is a DA-wavelet of order (j, 2n), which satisfies the recursive formula
The readers can see that the formulas (44) and (45) provide the Richardson extrapolation technique. We summary the conclusion into the following theorem. 5. DA-Wavelets of Gaussian Type. In applications, the Gaussian function
is an important AI-function. The convolution G s * f is called the Gauss-Weierstrass singular integral. In this section we discuss how to construct DA-wavelets by using the Gaussian function. If a DA-wavelet is a linear combination of G and its dilations (or its translates, or its derivatives), it is called a DA-wavelet of Gaussian type. The Gaussian function G is even and then has 1 PVM. Hence, (−1) j G (j) (t) is the DA-wavelet of Gaussian type of order (j, 2), among which G (t) has the name of Mexican Hat Wavelet. The author of [12] applies the Richardson extrapolation technique to the wavelet transform derived by Mexican Hat Wavelet to approximate the second derivative of functions. In this section we will construct general DA-wavelets of Gaussian type. We start our discussion from
We first apply the derivative method. By Theorem 4, we have the following result.
The AI-function of Gaussian type
has 2m − 1 PVM. The following lemma gives the recursive formula to represent D (j) (t) as a product of G(t) and a polynomial of t.
Lemma 6. The j th derivative of G(t) can be written as
where P j (t) is a polynomial of degree j, which has the following properties: (1) P 2m−1 (t) is an odd polynomial and P 2m (t) is an even polynomial. (2) P j (t) satisfies the following recursive formulas:
and
(3) The polynomial P j (t) has exact j distinct real roots. If the roots of P j (t) are arranged as t j,1 < t j,2 < · · · < t j,j , then t j,k = −t j,j−k . Furthermore, the roots of P j and the roots of P j−1 are alternate, i.e.
Proof. The recursive formula (48) can be easily proved by the mathematical induction. Applying (48) and by the mathematical induction, we have
which completes the proof of (49). Finally, (50) follows (48) and (49). The lemma is proved.
By (46), we have the following construction theorem for DA-wavelets of Gaussian type.
Theorem 8. A DA-wavelet of Gaussian type of order (j, 2m) may have the expression
and P n is the polynomial of degree n defined by (48) . Besides, the DA-wavelet W G,1 j,2m (t) has exact 2m + j − 2 cross-zeros.
In numerical differentiation, since the difference formulas with a uniform difference step are very popular, we mainly focus on
where f k = f (kh). By (8) and (9), we have
where a m,1 = u 10000 (0) = −1.00000000000000.
They give very good approximation of f (0) = −1.
To give the comparison of the AD-wavelet transform formula (62) and the difference formula 1
we set h = 0.5, 0.25, 0.1, 0.05, 0.03, 0.01, 0.005, 0.003, 0.001, and create 4 tables for m = 0, 100, 1000, 10000 respectively. Table 1 shows the numerical results for m = 0. In this case, the function f (t) is not interfered by noise. Then both formulas (62) and (64) provide approximation of f (0). Table 2 shows the numerical results for m = 100. In this case, the function f (t) is interfered by a noise with a relatively low frequency. Then formulas (62) generates Table 3 . The numerical results for m = 1000.
small errors for h ∈ [0.25, 0.5], and deterioration occurs when h ≤ 0.3. However, the formula (64) cannot provide an approximation of f (0). Table 3 shows the numerical results for m = 1000. In this case, the function f (t) is interfered by a noise with a medium high frequency. Then formulas (62) generates small errors for h ∈ [0.02, 0.1], and deterioration occurs when h ≤ 0.02. However, the formula (64) cannot provide an approximation of f (0).
