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Dedicado aos meus pais, irma˜s e a` Caro-
lina.
Beyond work and love, I would add two
other ingredients that give meaning to life.
First, to fulfill whatever talents we are born
with. However blessed we are by fate with
different abilities and strengths, we should
try to develop them to the fullest, rather
than allow them to atrophy and decay. We
all know individuals who did not fulfill the
promise they showed in childhood. Many
of them became haunted by the image of
what they might have become. Instead of
blaming fate, I think we should accept our-
selves as we are and try to fulfill whatever
dreams are within our capability.
Second, we should try to leave the world
a better place than when we entered it.
As individuals, we can make a difference,
whether it is to probe the secrets of Nature,
to clean up the environment and work for
peace and social justice, or to nurture the
inquisitive, vibrant spirit of the young by
being a mentor and a guide.
Michio Kaku
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RESUMO
Neste documento sa˜o apresentadas te´cnicas de processamento di-
gital de sinais com a finalidade de analisar oscilac¸o˜es e detectar modos
eletromecaˆnicos pouco amortecidos de sistemas ele´tricos de poteˆncia.
Os sinais usados para a detecc¸a˜o de modos eletromecaˆnicos sa˜o oriun-
dos de sistemas teste implementados em programas de ana´lise de es-
tabilidade transito´ria e tambe´m de um Sistema de Medic¸a˜o Fasorial
Sincronizada (SMFS), instalado na baixa tensa˜o, que possibilita o mo-
nitoramento de todas as regio˜es do sistema ele´trico brasileiro.
Dentre as ferramentas utilizadas para ana´lise de sinais, esta˜o o
me´todo de Prony e sua extensa˜o para ana´lise de mu´ltiplos sinais, o
modelo ARMA, o me´todo de identificac¸a˜o de subespac¸o de espac¸o de
estados N4SID com e sem a utilizac¸a˜o do fator de esquecimento 1. Foi
proposta a utilizac¸a˜o de um ı´ndice de dominaˆncia modal (IDM) em
conjunto com o me´todo de Prony e o N4SID. O uso conjunto do IDM
com os referidos me´todos possibilita que a ordenac¸a˜o modal seja feita
automaticamente e para o N4SID tambe´m permite que a monitorac¸a˜o
cont´ınua de modos possa ser feita de forma automa´tica.
Tambe´m foram utilizadas as transformadas de Hilbert-Huang e
a de Teager-Huang, esta u´ltima se baseia no operador de energia de
Teager-Kaiser (TKEO). Uma extensa˜o para o TKEO foi proposta, ja´
que tal operador fornece apenas amplitudes e frequeˆncias instantaˆneas
de sinais unimodais. A extensa˜o proposta neste trabalho permite calcu-
lar o amortecimento instantaˆneo via o operador de energia de Teager-
Kaiser. Foi provado, apo´s manipulac¸o˜es, que a fo´rmula proposta para
o ca´lculo do amortecimento instantaˆneo via TKEO e´ bastante similar
a` utilizada para estimar o amortecimento instantaˆneo quando se usa a
transformada de Hilbert.
Os algoritmos de ana´lise de sinais foram validados em sistemas
teste e utilizados em ana´lises de ocorreˆncias reais do Sistema Interligado
Nacional (SIN), cujos dados foram fornecidos pelo SMFS. Monitorac¸o˜es
cont´ınuas foram feitas e os principais modos inter-a´rea puderam ser
rastreados perante a presenc¸a ou na˜o de grandes distu´rbios no SIN.
Te´cnicas de controle multivaria´vel foram utilizadas com a finali-
dade de projetar controladores centralizados para amortecer oscilac¸o˜es
1Forgetting factor.
eletromecaˆnicas. Foram considerados projetos de controladores via te´c-
nicas de controle o´timo (LQR) com e sem restric¸o˜es estruturais e o uso
de Inequac¸o˜es Matriciais Lineares (LMIs) 2, ambos com realimentac¸o˜es
de sa´ıda. Na utilizac¸a˜o de LMIs, os controladores foram projetados
considerando a modelagem do sistema ele´trico de poteˆncia tanto na
forma de equac¸o˜es de estado quanto na de sistemas descritores. O pro-
jeto de controladores a partir de te´cnicas de otimizac¸a˜o na˜o-convexa
tambe´m foram exploradas. Com a metodologia utilizada e´ poss´ıvel pre´-
estabelecer a ordem dos controladores, que podem variar desde ganhos
a polinoˆmios com elevado grau.
Durante a s´ıntese de controladores, foi necessa´rio considerar a
modelagem de atrasos causados pelo tempo de transmissa˜o de dados
devido a utilizac¸a˜o de sinais remotos do SMFS de diversas regio˜es ge-
ograficamente distantes.
A proposta desta tese e´ identificar sistemas ele´tricos de poteˆncia
a partir de dados de SMFS e, partir dos sistemas identificados, pro-
jetar controladores robustos realimentados por sinais locais e remotos
de SMFS. Esta meta dificilmente pode ser atingida, ao menos no es-
ta´gio atual, devido a`s te´cnicas de identificac¸a˜o de sistemas na˜o serem
capazes de identificar sistemas com a exatida˜o necessa´ria em certas cir-
cunstaˆncias e ao fato que o projeto de controladores na˜o pode ser feito
em tempo ha´bil. Uma alternativa utilizada, que satisfaz parcialmente
os objetivos, foi a aplicac¸a˜o de um controle tipo Gain Schedule (GS),
onde controladores previamente projetados para diferentes condic¸o˜es
operativas do sistema podem ser chaveados. Os chaveamentos ocorrem
a partir da identificac¸a˜o de condic¸o˜es operativas do sistema, feitas por
algoritmos de identificac¸a˜o de sistemas.
Palavras-chave: Detecc¸a˜o de Modos Eletromecaˆnicos, Identificac¸a˜o
de Sistemas, Estabilidade de Sistemas, Controle Multivaria´vel, Siste-
mas de Medic¸a˜o Fasorial Sincronizada.
2 Linear Matrix Inequalities.
ABSTRACT
In this research digital signal processing techniques are presented
in order to detect and analyze electromechanical oscillation modes in
power systems. The analyzed signals, used for detecting electromecha-
nical modes, are acquired from transient stability programs and also
from a low voltage synchronized phasor measurement system (SPMS),
which enables monitoring all regions of the Brazilian electric power
system.
The tools used for signal analysis were the Prony method, its ex-
tension, the multi-signal Prony method, ARMA models and subspace
algorithms like the N4SID, the last implemented with and without a
forgetting factor. It was also proposed the use of a modal dominance
index (MDI) together with Prony method and the N4SID. The use of
MDI with the mentioned methods allows the automatic modal ran-
king. For the N4SID it is also possible to perform continuous modal
monitoring.
The Hilbert-Huang and the Teager-Huang, based on the on the
Teager-Kaiser energy operator (TKEO), transforms were also used. An
extension of the TKEO, which originally allows just the calculation of
instantaneous amplitudes and frequencies for monocomponent signals
was proposed. This extension allows the calculation of the instantane-
ous damping via TKEO. It was also demonstrated that the proposed
formula for damping calculation via TKEO is very similar to the one
used to estimate instantaneous damping via Hilbert transform.
All the algorithms used to analyze signals were validated in test
systems and after that used to analyze real data from the Brazilian
Interconnected Power System (BIPS). The real data were acquired by
the SPMS. The main BIPS interarea electromechanical modes were
tracked constinuously under ambient data with or without ringdowns.
Output feedback multivariable control techniques were used to
design centralized controllers to damp electromechanical oscillations.
Among the used control techniques are the Linear Quadratic Regula-
tor (LQR) with or without structural restrictions and Linear Matrix
Inequalities (LMIs). LMI techniques were used to design controllers for
power systems in state-space and also in descriptor systems form. The
design of controllers using nonsmooth optimization techniques were also
explored. With these methodos it is possible to preset the controllers
order, which may vary from static gains to dynamic controllers.
The SPMS signal transmission time delay was considered during
the control design to account the transmission data time.
The thesis puspose is to identify critical electromechanical oscil-
lations through SPMS analysis, then design robust controllers after the
identification. This is currently a hard task since identification techni-
ques are not able to identify systems with precision all the time, and
also due to the computational burden involved in the control design
that also implies in a time delay. An alternative way, used in this work,
to circumvent those problems was the Gain Schedule control. In the
Gain Schedule control, a set of controllers is designed for several criti-
cal situations. When one of these situations is detected, the controller
corresponding to the detected operating point is switched.
Keywords: Electromechanical Mode Detection, System Identification,
System Stability, Multivariable Control, Synchronized Phasor Measu-
rement.
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1 INTRODUC¸A˜O
1.1 CONSIDERAC¸O˜ES INICIAIS
Desde o surgimento dos primeiros geradores ele´tricos e sistemas
de transmissa˜o, os Sistemas Ele´tricos de Poteˆncia (SEP) veˆm passando
por diversas transformac¸o˜es, sejam elas devido ao avanc¸o tecnolo´gico
ou restric¸o˜es econoˆmicas e ambientais.
Durante de´cadas, o crescimento do nu´mero de unidades gerado-
ras e do sistema de transmissa˜o fez com que surgisse um nu´mero de
interligac¸o˜es cada vez maior. As interligac¸o˜es teˆm como uma das fi-
nalidades ba´sicas minimizar indisponibilidade de energia ele´trica aos
consumidores, permitindo a exportac¸a˜o ou importac¸a˜o de energia ele´-
trica de regio˜es onde existe excesso ou de´ficit tempora´rio de energia
ele´trica.
Interligac¸o˜es em nu´mero crescente conectam desde pequenas
a´reas dentro de um pa´ıs ate´ regio˜es em diferentes pa´ıses, aumentando
cada vez mais a complexidade dos sistemas, fazendo com que novos
desafios surjam e com isto exigindo o emprego de novas tecnologias.
Os sistemas de poteˆncia sofrem problemas operacionais causados
por oscilac¸o˜es pouco amortecidas, sendo que as mesmas esta˜o relacio-
nadas, de forma geral, ao emprego de reguladores de tensa˜o com baixas
constantes de tempo e elevados ganhos, ale´m da topologia e n´ıvel de
carregamento do sistema. As interligac¸o˜es dos sistemas de poteˆncia
fazem com que as oscilac¸o˜es eletromecaˆnicas passem a atingir regio˜es
cada vez maiores do sistema e podem vir a ocasionar grandes blackouts,
se na˜o amortecidas devidamente.
Uma das soluc¸o˜es para eliminar as oscilac¸o˜es pouco amortecidas
e´ o emprego de equipamentos capazes de fornecer amortecimento ao sis-
tema. A utilizac¸a˜o de Estabilizadores de Sistemas de Poteˆncia (ESPs)
adicionados ao sistema de excitac¸a˜o das ma´quinas s´ıncronas e´ uma das
alternativas mais eficientes e baratas para amortecer oscilac¸o˜es eletro-
mecaˆnicas. Outras fontes de amortecimento empregadas ao sistema sa˜o
os dispositivos Flexible AC Transmission Systems (FACTS) e elos de
corrente cont´ınua.
O desenvolvimento tecnolo´gico das u´ltimas de´cadas vem possi-
bilitando a criac¸a˜o e o emprego de novas te´cnicas capazes de fornecer
informac¸o˜es sobre o sistema de maneira ra´pida e precisa, o que abriu
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espac¸o para a utilizac¸a˜o de informac¸o˜es recebidas a` longa distaˆncia.
Uma tecnologia que vem sendo aplicada recentemente no cena´rio mun-
dial chama atenc¸a˜o por abranger va´rios aspectos operacionais dos SEP
com versatilidade e e´ conhecida como Medic¸a˜o Fasorial Sincronizada.
A utilizac¸a˜o de Sistemas de Medic¸a˜o Fasorial Sincronizada
(SMFS) em sistemas de poteˆncia vem possibilitando o emprego em
conjunto de va´rias te´cnicas que ate´ poucos anos atra´s na˜o podiam ser
empregadas ou, em alguns casos, empregadas somente em casos muito
restritos. Dentre as aplicac¸o˜es pode-se citar seu uso para monitorar
e aumentar a seguranc¸a operativa de SEP, realizando o rastreamento
de modos eletromecaˆnicos e utilizando controladores realimentadas
por sinais remotos, possibilitando a utilizac¸a˜o de novas te´cnicas para
melhoria do problema de estabilidade a pequenas perturbac¸o˜es.
A velocidade de transmissa˜o de dados amostrados pelo SMFS
aliada ao emprego de te´cnicas de identificac¸a˜o de sistemas, torna pos-
s´ıvel a detecc¸a˜o de modos eletromecaˆnicos pouco amortecidos em um
curto intervalo de tempo, conhecido como tempo quase real. A utiliza-
c¸a˜o destes algoritmos permite que o rastreamento dos po´los dominantes
possa ser feito em tempo quase real nos Centros de Operac¸a˜o do Sis-
tema (COS). Logo, medidas corretivas/preventivas podem ser tomadas
pelo operador do sistema a fim de evitar o aumento das oscilac¸o˜es. Uma
das vantagens da identificac¸a˜o de sistemas de poteˆncia a partir dos si-
nais do SMFS e´ que o sistema identificado possui uma dimensa˜o muito
inferior a` do sistema real, preservando ainda as mesmas caracter´ısticas
dinaˆmicas.
A utilizac¸a˜o de sinais remotos em controladores locais ou cen-
tralizados tambe´m passa a ser fact´ıvel, sendo que o uso de sinais locais
em conjunto com os sinais remotos fornece mais informac¸o˜es sobre o
sistema. Isto possibilita que os controladores sejam mais eficazes que
os controladores convencionais.
Uma extensa˜o natural da ide´ia para o amortecimento de oscila-
c¸o˜es e´ o emprego de te´cnicas de identificac¸a˜o de sistemas em conjunto
com te´cnicas de controle utilizando informac¸o˜es de SMFS. O emprego
conjunto destas e te´cnicas e de SMFS possibilita que, apo´s a identifica-
c¸a˜o de determinadas condic¸o˜es cr´ıticas no sistema, controladores sejam
acionados a fim de minimizar as oscilac¸o˜es pouco amortecidas, evitando
a perda de estabilidade. Como o sistema identificado e´ de ordem re-
duzida, existe a possibilidade de aplicac¸a˜o de te´cnicas para projetar
controladores logo apo´s a identificac¸a˜o, mas para isto, primeiramente,
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e´ necessa´rio que o sistema seja identificado com exatida˜o e avaliar quais
te´cnicas de controle podem ser aplicadas. O controlador projetado a
partir de um sistema identificado pode usar sinais locais e remotos de
SMFS como realimentac¸a˜o. Devido a` sua adaptabilidade a cada situ-
ac¸a˜o, o controlador e´ capaz de melhorar o desempenho dinaˆmico do
sistema frente a`s mais inesperadas situac¸o˜es.
Esta tese tem como objetivos avaliar e propor algoritmos para
serem empregados na detecc¸a˜o e controle de modos eletromecaˆnicos
de SEP a partir do uso de sinais de SMFS. O objetivo mais ambici-
oso desta tese e´ propor me´todos capazes de identificar modos pouco
amortecidos em tempo quase real e, a partir da identificac¸a˜o, utilizar
te´cnicas de controle multivaria´vel para o amortecimento de oscilac¸o˜es
eletromecaˆnicas usando dados de SMFS.
1.2 ESTRUTURA DA TESE
• Cap´ıtulo 2: Problema de Estabilidade de Sistemas de Poteˆncia:
A classificac¸a˜o de fenoˆmenos dinaˆmicos de sistemas ele´tricos de
poteˆncia e´ apresentada. Em seguida a esta classificac¸a˜o a modela-
gem gene´rica de SEP e´ apresentada, sendo assim poss´ıvel conhecer
as estruturas em que os sistemas ele´tricos de poteˆncia podem
ser representados. Apo´s a apresentac¸a˜o da estrutura de modelos
gene´ricos, te´cnicas cla´ssicas empregadas na avaliac¸a˜o e melhoria
da estabilidade angular sa˜o apresentadas seguida de um breve
histo´rico de como se vem lidando com este problema.
• Cap´ıtulo 3: Sistemas de Medic¸a˜o Fasorial: Apresenta-se a ori-
gem dos sistemas de medic¸a˜o fasorial sincronizada (SMFS) e seus
principais componentes. Uma breve descric¸a˜o sobre o sistema de
medic¸a˜o fasorial sincronizada instalado na baixa tensa˜o, e que
atualmente monitora todas as regio˜es do Brasil e´ feita. Eˆnfase e´
dada ao emprego de SMFS na melhoria do comportamento dinaˆ-
mico de sistemas ele´tricos de poteˆncia. Estruturas de controlado-
res que podem utilizar sinais de SMFS sa˜o apresentadas, junta-
mente com uma revisa˜o das te´cnicas de identificac¸a˜o de sistemas
que apresentam potencial para detectar modos eletromecaˆnicos
do sistema. As principais te´cnicas de controle para amorteci-
mento de oscilac¸o˜es que veˆm sendo empregadas e que usam sinais
do SMFS na realimentac¸a˜o sa˜o apresentadas.
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• Cap´ıtulo 4: Me´todos de Detecc¸a˜o de Modos Eletromecaˆnicos:
Neste cap´ıtulo sa˜o apresentados e descritos em detalhe os me´todos
e algoritmos utilizados para detecc¸a˜o de modos nesta tese. Inicia-
se pelo me´todo de Prony e Prony multi-sinais, apresenta-se o mo-
delo ARMA, algoritmos de subespac¸o de espac¸o de estados teˆm
suas fundamentac¸o˜es explicadas. Em seguida e´ definido o conceito
de frequeˆncia instantaˆnea e me´todos que possibilitam estimar tal
grandeza sa˜o apresentados, dentre eles a Transformada de Hilbert
e o Operador de Energia de Teager-Kaiser (TKEO). Neste cap´ı-
tulo tambe´m e´ proposta uma extensa˜o do uso do TKEO, onde
se propo˜e uma equac¸a˜o que possibilita estimar o amortecimento
instantaˆneo de sinais utilizando grandezas estimadas pelo TKEO.
E´ demonstrado que a equac¸a˜o proposta e´ bastante similar a` utili-
zada para estimar o amortecimento instantaˆneo quando se usa a
Transformada de Hilbert. Na sequeˆncia sa˜o apresentadas formas
capazes de decompor sinais que contem va´rias componentes mo-
dais em diversos sinais unimodais, dando eˆnfase a` Decomposic¸a˜o
Modal Emp´ırica.
• Cap´ıtulo 5: Aplicac¸o˜es dos Me´todos de Identificac¸a˜o: Neste ca-
p´ıtulo sa˜o apresentadas considerac¸o˜es sobre a aplicac¸a˜o dos me´-
todos e algoritmos de identificac¸a˜o apresentados no Cap´ıtulo 4.
E´ feita uma proposta de utilizac¸a˜o de um ı´ndice de dominaˆncia
modal (IDM) para ordenac¸a˜o de autovalores identificados atra-
ve´s de suas respectivas energias modais. E´ proposto um algo-
ritmo capaz de rastrear automaticamente modos eletromecaˆnicos
de forma cont´ınua. Algumas formas de representac¸a˜o de modelos
matema´ticos de sistemas de poteˆncia sa˜o apresentadas. Dentre as
modelagens sa˜o propostos o uso de sistemas lineares com paraˆme-
tros variantes (sistemas LPV) para emular na˜o-estacionariedades
em sistemas e tambe´m uma modelagem de carga dinaˆmica com
parcelas que variam aleatoriamente no programa ANATEM.
• Cap´ıtulo 6: Ana´lise e Desempenho dos Me´todos e Algoritmos de
Identificac¸a˜o de Modos de Oscilac¸a˜o: Neste cap´ıtulo, os me´todos
apresentados, estendidos e propostos sa˜o testados. A validac¸a˜o
e o desempenho dos algoritmos de identificac¸a˜o e´ feita em siste-
mas teste lineares, lineares com paraˆmetros variantes no tempo,
sistemas na˜o-lineares e sistemas na˜o-lineares e na˜o-estaciona´rios.
Apo´s as ana´lises nos sistemas teste, os algoritmos sa˜o utilizados
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para detecc¸a˜o de modos eletromecaˆnicos no Sistema Interligado
Nacional (SIN). Para isto dados de um SMFS instalado na baixa
tensa˜o sa˜o utilizados.
• Cap´ıtulo 7: Controle Baseado em Sistemas de Medic¸a˜o Fasorial:
- Neste cap´ıtulo te´cnicas de controle o´timo com e sem restric¸o˜es
estruturais baseadas no controle linear quadra´tico, juntamente
com te´cnicas de controle robusto baseadas em inequac¸o˜es matri-
ciais lineares, LMIs, sa˜o apresentadas. Estas te´cnicas sa˜o em-
pregadas em conjunto com um me´todo de controle proposto, que
levou a` publicac¸a˜o do artigo [2]. A metodologia proposta possi-
bilita o ca´lculo de varia´veis de estado na˜o mensura´veis atrave´s de
realimentac¸a˜o de determinadas varia´veis alge´bricas do sistema,
tendo como finalidade o amortecimento de oscilac¸o˜es eletrome-
caˆnicas. Os ca´lculos de varia´veis de estado na˜o mensura´veis sa˜o
feitos em tempo real e para isto e´ necessa´rio realimentar varia´veis
de estado e varia´veis alge´bricas nos controladores centralizados e
descentralizados. Tambe´m neste cap´ıtulo, o me´todo de Prony
multi-sinais e´ utilizado para calcular condic¸o˜es operativas cr´ıticas
do sistema teste. Estas condic¸o˜es sa˜o identificadas a partir do
ca´lculo de mode shapes e reconhecimento de padro˜es. A partir da
detecc¸a˜o de uma condic¸a˜o operativa cr´ıtica, um controle adapta-
tivo do tipo Gain Schedule e´ utilizado para amortecer oscilac¸o˜es
eletromecaˆnicas do sistema.
• Cap´ıtulo 8: Concluso˜es e Propostas para Trabalhos Futu-
ros : No u´ltimo cap´ıtulo, esta˜o alguns comenta´rios e concluso˜es
referentes a`s pesquisas realizadas. Propostas para trabalhos fu-
turos sa˜o apresentadas.
1.3 CONTRIBUIC¸O˜ES DA TESE
As propostas para que a detecc¸a˜o e o controle de oscilac¸o˜es ele-
tromecaˆnicas pudessem ser realizadas atrave´s do uso de informac¸o˜es de
SMFS sa˜o:
• Proposta de um algoritmo nomeado Algoritmo de Subespac¸o para
Rastreamento Automa´tico de Modos (ASRAM), capaz de rastrear
modos eletromecaˆnicos automaticamente e de forma cont´ınua;
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• Proposta de uso do me´todo de Prony multi-sinais em conjunto
com um ı´ndice de dominaˆncia modal (IDM);
• Proposta de uma forma de ca´lculo de amortecimento instantaˆ-
neo usando o operador de energia de Teager-Kaiser (TKEO).
O TKEO, permite calcular estimativas de energia, amplitude e
frequeˆncia instantaˆneas de sinais, com a extensa˜o proposta nesta
tese, e´ poss´ıvel tambe´m estimar o amortecimento instantaˆneo de
sinais.
Em relac¸a˜o a modelagens de sistemas ele´tricos de poteˆncia, sa˜o
propostos:
• O uso de sistemas lineares com paraˆmetros variantes (sistemas
LPV) para emular na˜o-estacionariedades em sistemas ele´tricos de
poteˆncia que pudessem ser controladas pelo usua´rio ;
• A modelagem de cargas dinaˆmicas com parcelas de poteˆncia no-
minal que variam aleatoriamente no programa ANATEM.
A partir destes modelos, os algoritmos de detecc¸a˜o de modos
puderam ser testados e validados, possibilitando:
• Realizar detecc¸o˜es de modos eletromecaˆnicos do SIN, analisando
dados reais de um SMFS, que monitora todas as regio˜es geo-
ele´tricas do Brasil;
• Com o uso dos algoritmos propostos e de posse dos dados reais
de um SMFS, pode-se atribuir a` esta tese um cara´ter pioneiro no
pa´ıs em relac¸a˜o a detecc¸a˜o de modos eletromecaˆnicos no SIN.
Em relac¸a˜o aos to´picos de projeto de controladores, foram ex-
ploradas:
• Te´cnicas de controle multivaria´vel tipo LQR com restric¸o˜es es-
truturais;
• Controle com realimentac¸a˜o de sa´ıdas com varia´veis de estado e
alge´bricas;
• Te´cnicas de controle multivaria´vel, via LMIs, considerando o pro-
jeto de controladores nas formas de espac¸o de estados e de siste-
mas descritores;
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• Te´cnicas de controle multivaria´vel via realimentac¸a˜o de sa´ıdas
utilizando otimizac¸a˜o na˜o-convexa e na˜o suave, que possibilitam
a obtenc¸a˜o de controladores esta´ticos e dinaˆmicos;
• Modelagem e considerac¸a˜o dos efeitos de atrasos do sistema de
transmissa˜o de dados de SMFS na s´ıntese de controladores mul-
tivaria´veis centralizados;
Para a realizac¸a˜o da detecc¸a˜o de modos seguida pela atuac¸a˜o de
controladores capazes de amortecer oscilac¸o˜es cr´ıticas identificadas, foi
proposto:
• Uso do controle multivaria´vel adaptativo tipo Gain Schedule;
• Identificar os pontos de operac¸a˜o do sistema ele´trico de poteˆncia
atrave´s da detecc¸a˜o dos modos de oscilac¸a˜o e de seus respectivos
mode shapes;
• Chavear o controle tipo Gain Schedule para uma condic¸a˜o de pro-
jeto que amortece oscilac¸o˜es cr´ıticas identificadas pelos me´todos
de identificac¸a˜o utilizados na tese.
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2 PROBLEMA DE ESTABILIDADE DE SISTEMAS DE
POTEˆNCIA
2.1 INTRODUC¸A˜O
Um dos requisitos para o funcionamento de sistemas ele´tricos de
poteˆncia e´ a garantia de estabilidade. Para assegurar na˜o so´ a estabili-
dade, mas tambe´m fazer com que seu desempenho dinaˆmico seja acei-
ta´vel, os SEP teˆm sido objeto de estudo e pesquisa ha´ va´rias de´cadas.
Com o desenvolvimento de novas tecnologias, equipamentos e te´cnicas
de ana´lise veˆm surgindo ou sa˜o aprimoradas de tempos em tempos, o
que muitas vezes faz com que diversas a´reas do conhecimento devam
ser aplicadas em conjunto.
Neste cap´ıtulo fala-se sobre o problema da estabilidade de sis-
temas de poteˆncia, enfatizando a necessidade de classificac¸a˜o de fenoˆ-
menos que podem leva´-los a estados de operac¸a˜o insta´veis. Tambe´m
comenta-se sobre modelagem de SEP, alguns me´todos usados para ana´-
lise de estabilidade e do potencial de aplicac¸a˜o do SMFS na melhoria
do desempenho dinaˆmico de SEP.
2.2 CLASSIFICAC¸A˜O DA DINAˆMICA DE SISTEMAS ELE´TRI-
COS DE POTEˆNCIA
Os SEP sa˜o representados por uma variedade de elementos que
sa˜o interligados e formam uns dos mais complexos sistemas dinaˆmicos
existentes criados pelo homem. Composto pelos sistemas de gerac¸a˜o,
transmissa˜o e distribuic¸a˜o, possibilita a transmissa˜o de energia ele´trica
por vastas regio˜es geogra´ficas e devido a estas conexo˜es, uma variedade
de interac¸o˜es dinaˆmicas e´ poss´ıvel. Algumas delas afetam somente al-
guns elementos, outras alguns fragmentos ou a´reas do sistema e algumas
podem afetar o sistema como um todo.
Fenoˆmenos dinaˆmicos apresentam particularidades e podem ser
divididos em grupos caracterizados tanto por sua causa, consequ¨eˆncia,
tempo de durac¸a˜o, caracter´ısticas f´ısicas e local de ocorreˆncia.
Quando ocorrem distu´rbios, cada elemento do sistema responde
de acordo com a dinaˆmica associada a` sua escala de constante de tempo.
As escalas de constante de tempo variam desde as respostas dinaˆmicas
mais ra´pidas a`s mais lentas. Fenoˆmenos como o de propagac¸a˜o de
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ondas eletromagne´ticas em linhas de transmissa˜o sa˜o os mais ra´pidos,
seguidos por fenoˆmenos eletromagne´ticos que ocorrem nas ma´quinas e
geradores, depois por fenoˆmenos eletromecaˆnicos, chegando finalmente
a fenoˆmenos bastante lentos das mais variadas origens.
Os efeitos associados a fenoˆmenos de propagac¸a˜o de ondas ele-
tromagne´ticas sa˜o originados principalmente por operac¸o˜es de chavea-
mentos e surtos de onda causados pela incideˆncia de raios. Sua durac¸a˜o
estende-se de microsegundos a milisegundos.
Fenoˆmenos bem mais lentos que os de propagac¸a˜o de ondas ele-
tromagne´ticas sa˜o os que ocorrem nos estatores das ma´quinas s´ıncronas,
que esta˜o conectadas ao sistema de transmissa˜o. A escala de tempo des-
tes fenoˆmenos varia de milisegundos podendo chegar a valores da ordem
de um segundo.
Os fenoˆmenos eletromecaˆnicos, que sa˜o os de interesse no pre-
sente trabalho, esta˜o associados a`s oscilac¸o˜es das massas girantes dos
geradores ligados a`s respectivas ma´quinas motrizes ou prima´rias, ou
seja, a`s turbinas. Cargas dinaˆmicas representadas por motores tambe´m
influenciam o seu comportamento. A escala de tempo destes fenoˆmenos
varia de valores em torno de um segundo, chegando a valores pro´ximos
a 20 segundos.
Dinaˆmicas mais lentas sa˜o originadas por diversos fatores. Em
alguns casos, podem estar associadas a`s escalas de tempo de resposta
de fenoˆmenos termodinaˆmicos que ocorrem, por exemplo, em caldeiras.
Tambe´m, nesta escala de tempo se enquadra a atuac¸a˜o de controladores
tais como o Controle Automa´tico de Gerac¸a˜o (CAG), que esta´ associ-
ado ao balanc¸o carga-gerac¸a˜o do sistema a fim de manter a frequ¨eˆncia
pro´xima da nominal. A escala de tempo destes tipos de fenoˆmenos
varia de minutos a horas.
Os SEP podem ser representados tanto por conjuntos de
equac¸o˜es diferenciais na˜o-lineares quanto por conjunto de equac¸o˜es
alge´brico-diferenciais que modelam, de acordo com cada tipo de estudo,
cada um de seus componentes.
Como todo sistema dinaˆmico, os SEP esta˜o sujeitos a diversos
tipos de perturbac¸o˜es, podendo originar os mais variados tipos de os-
cilac¸o˜es com as mais variadas amplitudes, que podem ainda fazer com
que o sistema na˜o atinja um novo ponto de equil´ıbrio esta´vel.
A definic¸a˜o e classificac¸a˜o da estabilidade de SEP vem sendo
discutidas e padronizadas ao longo da evoluc¸a˜o dos mesmos. Esta atu-
alizac¸a˜o torna-se necessa´ria, pois com o crescimento do nu´mero de in-
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terligac¸o˜es, uso de novas tecnologias e controladores, que associados a
condic¸o˜es de operac¸a˜o de estresse, ocasionam o surgimento de novos
tipos de fenoˆmenos capazes de instabiliza´-los.
A raza˜o para se definir diversos tipos de estabilidade e´ a de pos-
sibilitar sua identificac¸a˜o e melhor entendimento e caracterizac¸a˜o para
que as devidas medidas de controle possam ser tomadas a fim de evita´-
las. Na Figura 2.1 resumem-se, em classes, os tipos de estabilidade de
sistemas de poteˆncia [1].
Figura 2.1: Classificac¸a˜o de Estabilidade de Sistemas de Poteˆncia
[1].
A estabilidade angular esta´ dividida em duas subcategorias:
• Estabilidade a Pequenos Sinais;
• Estabilidade Transito´ria.
Tanto a estabilidade a pequenos sinais quanto a transito´ria fazem
parte de fenoˆmenos de curta durac¸a˜o, conforme a Figura 2.1.
A estabilidade a pequenos sinais esta´ relacionada a` capacidade do
sistema de poteˆncia manter o sincronismo quando submetido a peque-
nos distu´rbios. Tais distu´rbios sa˜o considerados pequenos o suficiente
para que uma ana´lise do sistema linearizado possa ser feita.
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Os problemas de estabilidade angular a pequenos sinais esta˜o
relacionados a oscilac¸o˜es pouco amortecidas originando modos em
frequ¨eˆncias espec´ıficas que subdividem-se em 1:
• Modos Intraplanta: esta˜o relacionados a oscilac¸o˜es entre ma´qui-
nas da mesma usina, com faixa de frequ¨eˆncia da ordem de 2 a
2,5 Hz. Estes modos geralmente sa˜o bem amortecidos;
• Modos Locais: envolvem uma pequena parte do sistema, sendo
portanto um problema local. Um exemplo e´ o caso de uma u´nica
ma´quina oscilando contra o resto das ma´quinas da mesma a´rea
ou do sistema, com frequ¨eˆncias na faixa de 1 a 2 Hz ;
• Modos Intera´rea: envolvem conjuntos de ma´quinas que oscilam
contra um ou mais grupos de ma´quinas do sistema, com frequ¨eˆn-
cias que variam de 0,2 a 1 Hz. Este e´ um problema global em que
o carregamento do sistema tem influeˆncia relevante nos modos.
O fenoˆmeno de estabilidade transito´ria esta´ relacionado a` ca-
pacidade do sistema permanecer esta´vel, mantendo o seu sincronismo
mesmo apo´s sofrer um distu´rbio de grande magnitude. Devido a`s gran-
des excurso˜es nas variac¸o˜es angulares e demais varia´veis de estado,
torna-se necessa´rio que a sua ana´lise seja feita considerando o conjunto
de equac¸o˜es na˜o-lineares do sistema. Ale´m de depender das condic¸o˜es
operativas do sistema, este fenoˆmeno sofre grande influeˆncia da magni-
tude do distu´rbio.
Estabilidade de tensa˜o e de frequ¨eˆncia na˜o sa˜o abordados neste
documento. Detalhes sobre estes to´picos podem ser encontrados em [1]
e em suas refereˆncias.
2.3 MODELAGEM GENE´RICA DE SISTEMAS ELE´TRICOS DE
POTEˆNCIA
Os sistemas ele´tricos de poteˆncia sa˜o representados por conjuntos
de equac¸o˜es diferenciais na˜o-lineares da forma das equac¸o˜es (2.1a) e
(2.1b), sendo a equac¸a˜o (2.1c) a equac¸a˜o que representa as sa´ıdas do
sistema.
x˙ = f (t,x,z,u) (2.1a)
1Ainda podem existir os modos de controle e os torcionais, que na˜o sa˜o objetos
deste trabalho. Detalhes a este respeito podem ser encontrados em [3]
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z˙ = g(t,x,z,u) (2.1b)
y = h(t,x,z,u) (2.1c)
onde x ∈ Rn, z ∈ Rm, u ∈ Rp e y ∈ Rq sa˜o os vetores de varia´veis de
estado, varia´veis alge´bricas, de entradas e sa´ıdas, respectivamente, e t
representa o tempo.
Supondo que o conjunto de equac¸o˜es diferenciais (2.1b) repre-
sente somente as equac¸o˜es que modelam a rede ele´trica e as equac¸o˜es
dos estatores das ma´quinas, que apresentam constantes de tempo muito
pequenas, o esforc¸o computacional para se obter tais soluc¸o˜es nume´ricas
e´ elevado, exigindo passo de integrac¸a˜o em torno de 10 vezes menor que
a menor constante de tempo de (2.1b). Isto inviabiliza simulac¸o˜es tanto
para sistemas de grande porte quanto por per´ıodos de tempo da ordem
de alguns segundos. Assim, usualmente os termos que envolvem deri-
vadas de componentes que representam a rede ele´trica e o estator das
ma´quinas sa˜o desprezados, por representarem transito´rios ra´pidos 2,
sem que alterac¸o˜es significativas ocorram nas respostas dinaˆmicas do
sistema.
O conjunto de equac¸o˜es (2.1b) pode ser transformado em um
conjunto de equac¸o˜es alge´bricas 0= g(t,x,z,u), formando assim um con-
junto de equac¸o˜es alge´brico-diferenciais.
Um SEP pode enta˜o ser representado atrave´s de conjuntos de
equac¸o˜es alge´brico-diferenciais na˜o-lineares, sendo que cada um deles
deve ser utilizado de acordo com a necessidade de se observar os tran-
sito´rios de maior interesse.
Quando a varia´vel z e´ isolada em 0 = g(t,x,z,u) e substitu´ıda em
(2.1a), tem-se um sistema na forma de (2.2),
x˙ = f (t,x,H (t,x) ,u) (2.2)
Com estes artif´ıcios aplicados, o custo computacional para ana´-
lise do comportamento de (2.2) pode ser drasticamente reduzido, per-
mitindo ainda que os fenoˆmenos eletromecaˆnicos possam ser analisados
com boa precisa˜o.
2Este procedimento pode ser justificado pela teoria das perturbac¸o˜es singulares,
que separa conjuntos de varia´veis atrave´s de suas respectivas escalas de constante
de tempo e postula que no horizonte de tempo de interesse, as varia´veis ra´pidas ja´
tenham atingido o regime permanente [4].
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Quando se deseja analisar a estabilidade dos SEP em regio˜es
pro´ximas de determinados pontos de operac¸a˜o, uma das te´cnicas mais
utilizadas e´ a linearizac¸a˜o anal´ıtica do conjunto de equac¸o˜es alge´brico-
diferenciais, que ainda possibilita a aplicac¸a˜o de conceitos de a´lgebra
linear nos estudos.
O sistema usado para representar um SEP na forma de equac¸o˜es
alge´brico-diferenciais e´ dado por (2.3)
x˙ = f (x,z,u)
0 = g(x,z,u)
y = h(x,z,u)
(2.3)
onde f e g sa˜o vetores compostos por equac¸o˜es diferenciais e alge´bricas
na˜o-lineares, respectivamente, e h e´ um vetor com as equac¸o˜es de sa´ıda,
x ∈ Rn, z ∈ Rm, u ∈ Rp e y ∈ Rq sa˜o os vetores de varia´veis de estado,
varia´veis alge´bricas, de entradas e sa´ıdas, respectivamente.
Linearizando-se o conjunto de equac¸o˜es (2.3) no ponto de equi-
l´ıbrio {x0,z0,u0} chega-se ao conjunto de equac¸o˜es (2.4):
∆x˙ = ∂ f∂x ∆x+
∂ f
∂ z ∆z+
∂ f
∂u ∆u
0 = ∂g∂x ∆x+
∂g
∂ z ∆z+
∂g
∂u∆u
∆y = ∂h∂x ∆x+
∂h
∂ z ∆z+
∂h
∂u∆u
(2.4)
O conjunto de equac¸o˜es (2.4) tambe´m e´ conhecido como sistema
descritor, ou singular ou a semi-estado [5, 6] e e´ comumente descrito
na forma do conjunto de equac¸o˜es (2.5) 3. Os termos que representam
variac¸o˜es (∆), a partir deste ponto, sera˜o omitidos para simplificar a
notac¸a˜o.
Ex˙ =
[
J1 J2
J3 J4
]
·
[
x
z
]
+
[
B1
B2
]
·u
y =
[
C1 C2
] ·[x
z
]
+ ˆDu
(2.5)
3A formulac¸a˜o de sistemas descritores e´ utilizada no Cap´ıtulo 7 para projeto de
controladores via LMIs.
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A matriz E e´ singular 4, com 0 < Posto(E)< n+m, pois x ∈Rn e
z ∈ Rm .
Quando a matriz J4 for invers´ıvel, o vetor de varia´veis alge´bricas
∆z de (2.4) pode ser eliminado, levando o sistema alge´brico-diferencial
a um sistema na forma de equac¸o˜es diferenciais ordina´rias que pode ser
representado pela forma de equac¸o˜es de estado (2.6) 5.
x˙ = Ax+Bu
y =Cx+Du
(2.6)
O sistema (2.6) e´ uma das formas que comumente os SEP re-
presentados por (2.3) sa˜o analisados apo´s linearizac¸a˜o em estudos de
estabilidade a pequenos sinais.
Quando se tem um sistema na forma de equac¸o˜es de estado,
ferramentas nume´ricas poderosas relacionadas a` a´lgebra linear podem
ser aplicadas em sua ana´lise, facilitando assim a avaliac¸a˜o do com-
portamento dinaˆmico do sistema em regio˜es pro´ximas a` sua condic¸a˜o
operativa.
2.4 ANA´LISE DA ESTABILIDADE ANGULAR DE SISTEMAS
ELE´TRICOS DE POTEˆNCIA
Em sistemas de poteˆncia, a estabilidade nada mais e´ que uma
condic¸a˜o de equil´ıbrio entre forc¸as ou torques que se opo˜em e tendem
a acelerar ou desacelerar as ma´quinas do sistema umas em relac¸a˜o as
outras. Os desequil´ıbrios de forc¸as ocorrem quando existem perturba-
c¸o˜es dos mais variados tipos no sistema, que fazem com que o torque
mecaˆnico da ma´quina prima´ria seja diferente em relac¸a˜o ao torque ele´-
trico da respectiva ma´quina s´ıncrona, originando assim acelerac¸a˜o ou
desacelerac¸a˜o angular.
A ana´lise de estabilidade angular de sistemas de poteˆncia e´ uma
tarefa complexa, pois envolve a modelagem de diversos equipamentos
que representam o sistema operando de maneira interligada e seus con-
troladores, o que faz que sistemas na˜o-lineares de grande porte sejam
4Se para um dado sistema o posto de E for igual a n+m, o sistema e´ chamado
de sistema regular.
5O sistema (2.6) e´ um sistema regular com a matriz E igual a` matriz identidade
I.
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utilizados na representac¸a˜o de modelos.
Te´cnicas para ana´lise da estabilidade angular foram desenvolvi-
das nas u´ltimas de´cadas e dentre elas pode-se citar o uso de me´todos
de integrac¸a˜o nume´rica, me´todos diretos de Lyapunov [7] e a ana´lise de
autovalores do SEP linearizado [8, 9].
Os autovalores sa˜o de fundamental importaˆncia na ana´lise de es-
tabilidade a pequenas perturbac¸o˜es, pois atrave´s deles e´ poss´ıvel clas-
sificar a estabilidade dos pontos de equil´ıbrio de sistemas dinaˆmicos.
Dado um sistema na forma x˙ = Ax, a equac¸a˜o fundamental para
o ca´lculo de autovalores (λi) e seus autovetores associados e´ dada por
(2.7).
Avi = λivi (2.7)
onde vi e´ um autovetor a` direita da matriz de estados A.
O sistema linearizado pode ser considerado esta´vel se todos os
autovalores da matriz A pertencerem ao semi-plano esquerdo do plano
complexo, ou seja λi ∈ C−.
A estabilidade de sistemas depende da condic¸a˜o inicial de ope-
rac¸a˜o (pontos de equil´ıbrio), que possuem um domı´nio de atrac¸a˜o. A
natureza (magnitude) dos distu´rbios pode fazer com que as trajeto´-
rias de estado do sistema excedam os limites da domı´nio de atrac¸a˜o
e intabilizar o sistema. Pequenos distu´rbios ocorrem a` todo instante
na forma de variac¸o˜es de carga ao longo do dia. Ja´ os grandes dis-
tu´rbios ocorrem com menor frequ¨eˆncia e sa˜o causados, por exemplo,
por aberturas de linhas de transmissa˜o, curtos-circuitos e perdas de
grandes geradores, podendo causar mudanc¸as estruturais no sistema.
Mudanc¸as estruturais f´ısicas tambe´m esta˜o relacionadas ao isolamento
de partes espec´ıficas do sistema, que fazem com que algumas partes
passem a operar ilhadas de outras partes. Ilhamentos podem ainda
originar outros tipos de instabilidade como de tensa˜o e frequ¨eˆncia na
a´rea isolada se nenhuma medida de correc¸a˜o, como al´ıvio de carga, for
tomada.
O problema de estabilidade a pequenos sinais teve uma solu-
c¸a˜o baseada na abordagem proposta na de´cada de 1960 em [10] onde
os autores dividem o torque ele´trico das ma´quinas s´ıncronas em duas
componentes: o torque de sincronizac¸a˜o e o de amortecimento.
Oscilac¸o˜es pouco amortecidas e aperio´dicas foram as primeiras
a serem eliminadas dos sistemas de poteˆncia, que ha´ algumas de´cadas
operavam com a tensa˜o de excitac¸a˜o constante. A sua eliminac¸a˜o deve-
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se ao fato de ter sido constatado que atuac¸o˜es cont´ınuas de reguladores
de tensa˜o de forma automa´tica as eliminam. Estas oscilac¸o˜es esta˜o
associadas a` falta de torque de sincronizac¸a˜o.
Atualmente as maiores causas do surgimento de oscilac¸o˜es pouco
amortecidas esta˜o associadas a` falta de torque de amortecimento nas
ma´quinas s´ıncronas.
A soluc¸a˜o para esta questa˜o e´ fornecer torque de amortecimento
atrave´s de sinais estabilizantes adicionais, os quais sa˜o usados como
entrada de um controlador denominado estabilizador do sistema de po-
teˆncia (ESP).
O sinal de sa´ıda do ESP e´ aplicado no regulador de tensa˜o e se
a fase deste sinal for adequadamente ajustada, um torque de amorteci-
mento e´ originado.
Avanc¸os na a´rea de eletroˆnica de poteˆncia possibilitaram o surgi-
mento dos dispositivos FACTS, que teˆm como uma de suas finalidades
o amortecimento de oscilac¸o˜es eletromecaˆnicas. Estes dispositivos sa˜o
controla´veis e apresentam alta velocidade de resposta com grande fle-
xibilidade de controle [11].
Os sinais tradicionalmente usados no ESP sa˜o sinais locais. Ja´
os utilizados nos FACTS podem ser tanto locais quanto remotos, onde
geralmente se da´ prioridade a` utilizac¸a˜o de dados locais pela maior
confiabilidade.
O emprego da MFS, que possibilita adquirir dados com alta taxa
de amostragem e transmitir dados em alta velocidade, torna sua apli-
cac¸a˜o em diversas a´reas do sistema de poteˆncia uma realidade, possi-
bilitando inclusive o uso de sinais locais e remotos.
Ao serem aplicadas te´cnicas de processamento digital de sinais
em dados de SMFS, torna-se poss´ıvel tambe´m monitorar modos eletro-
mecaˆnicos de sistemas de poteˆncia em tempo quase real, possibilitando
ac¸o˜es preventivas e ou corretivas de operadores do sistema. Como o
sistema identificado e´ de ordem reduzida, torna-se via´vel a aplicac¸a˜o
de te´cnicas de controle para amortecimento de oscilac¸o˜es, uma vez que
os ca´lculos teˆm sido realizados com elevada velocidade. Embora na˜o
se tenha conhecimento do projeto de controladores em tempo quase
real utilizando dados de um sistema identificado via sinais de MFS,
vislumbra-se a aplicac¸a˜o destas te´cnicas, sendo um dos motivos de uma
proposta de estudo nesta pesquisa.
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2.5 CONCLUSA˜O
Neste cap´ıtulo, faz-se uma breve revisa˜o sobre o problema da
estabilidade de SEP, mencionando as diferentes escalas de tempo de
fenoˆmenos que ocorrem nos mesmos e classificando, tambe´m, os tipos
de estabilidade, dando-se eˆnfase a estabilidade angular.
Equac¸o˜es gene´ricas da modelagem dos SEP sa˜o apresentadas,
sendo que as mesmas podem representar todos os equipamentos e con-
troladores do sistema. Os conjuntos de equac¸o˜es apresentados servem
tanto para a ana´lise e simulac¸a˜o de sistemas na˜o-lineares e linearizados.
Estas equac¸o˜es servem ainda para o projeto de controladores lineares
ou na˜o-lineares.
E´ mencionado sobre o uso de dados de SMFS e possibilidades de
aplicac¸a˜o em a´reas como identificac¸a˜o de sistemas e controle, pois as
mesmas apresentam grande potencial de aplicac¸a˜o e veˆm sendo estuda-
das em diversos pa´ıses.
Os pro´ximos cap´ıtulos tratam sobre o SMFS e aplicac¸o˜es em
identificac¸a˜o de sistemas e aplicac¸a˜o em controladores.
PGEELTEX.
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3 SISTEMAS DE MEDIC¸A˜O FASORIAL
3.1 INTRODUC¸A˜O
Atualmente, devido a va´rios fatores, os SEP esta˜o operando cada
vez mais pro´ximos aos seus limites de carregamento, e consequ¨ente-
mente de estabilidade, pois existem barreiras que dificultam a expansa˜o,
principalmente, do sistema de transmissa˜o. Para tentar contornar tais
empecilhos uma busca constante por novas tecnologias e´ perseguida.
Uma tecnologia que vem sendo aplicada recentemente no cena´rio
mundial chama atenc¸a˜o por abranger va´rios aspectos operacionais dos
SEP com versatilidade e e´ motivo para o estudo de sua aplicac¸a˜o. Esta
tecnologia e´ a medic¸a˜o fasorial sincronizada, que neste cap´ıtulo tem seus
principais componentes descritos, juntamente com algumas aplicac¸o˜es
que veˆm sendo usadas na melhoria da estabilidade de pequenos sinais
em SEP.
Sa˜o feitos breves levantamentos sobre o uso de SMFS aplica-
dos em controle e amortecimento de oscilac¸o˜es eletromecaˆnicas e uma
revisa˜o sobre a aplicac¸a˜o desta tecnologia na a´rea de identificac¸a˜o de
sistemas de poteˆncia. Na aplicac¸a˜o de identificac¸a˜o de sistemas, diver-
sos me´todos que apresentam potencial para detecc¸a˜o de autovalores do
sistema via aquisic¸a˜o de dados do SMFS sa˜o apresentados. Em rela-
c¸a˜o a aplicac¸o˜es de controle, sa˜o apresentadas somente as te´cnicas onde
sinais de SMFS foram utilizados em sua realimentac¸a˜o.
3.2 SISTEMAS DE MEDIC¸A˜O FASORIAL SINCRONIZADA
A Medic¸a˜o Fasorial Sincronizada e´ uma tecnologia origina´ria da
de´cada de 1970 1 [12, 13] com o desenvolvimento da teoria e aplicac¸a˜o de
rele´s de distaˆncia baseados em componentes sime´tricas. Naquela e´poca
os computadores na˜o eram capazes de lidar com o nu´mero elevado de
equac¸o˜es implementadas nos algoritmos dos rele´s de distaˆncia usados
na protec¸a˜o de linhas de transmissa˜o modelados sem a utilizac¸a˜o das
componentes sime´tricas. Com a modelagem dos circuitos trifa´sicos feita
com a teoria das componentes sime´tricas [14, 15], o nu´mero de equac¸o˜es
1Apesar das ide´ias embriona´rias terem ocorrido na de´cada de 1970, os SMFS
comec¸aram a se difundir em meados do ano 2000.
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reduziu-se e sua aplicac¸a˜o passou a ser via´vel.
O desenvolvimento dos computadores e a sua capacidade expo-
nencial de processamento de dados fez com que a utilizac¸a˜o das com-
ponentes sime´tricas em rele´s de distaˆncia na˜o fosse ta˜o relevante. En-
tretanto, a maneira como estes rele´s utilizavam me´todos eficientes para
medir mo´dulos e aˆngulos de tenso˜es e correntes de forma sincronizada
tornou-se, com o tempo, muito atrativa para diversos tipos de aplica-
c¸o˜es. Dentre as aplicac¸o˜es pode-se citar: fluxo de poteˆncia e fluxo de
poteˆncia o´timo, curto-circuito, estabilidade angular e de tensa˜o, ana´lise
de contingeˆncias, estimac¸a˜o de estados, validac¸a˜o de modelos dinaˆmicos
(identificac¸a˜o de sistemas), dentre outras.
Na de´cada de 1980 os sistemas de posicionamento globais via sa-
te´lite, Global Positioning Systems (GPSs), comec¸avam a ser difundidos
e os pesquisadores associaram o potencial do uso do tempo sincronizado
dos sate´lites para a amostragem e envio de dados a longas distaˆncias,
abrindo assim as portas para as aplicac¸o˜es da medic¸a˜o fasorial sincro-
nizada em diversas a´reas dos SEP, permitindo, ale´m do envio, o ca´lculo
de grandezas em tempo real.
Um sistema de medic¸a˜o fasorial sincronizada consiste em treˆs
partes principais: aquisic¸a˜o de dados, realizadas pelas Phasor Measu-
rement Units (PMUs), a transmissa˜o/recepc¸a˜o de dados e um sistema
de gerenciamento e processamento de dados, o Phasor Data Concen-
trator (PDC).
3.2.1 PMUs
O primeiro proto´tipo de PMU foi desenvolvido no laborato´rio da
Virg´ınia Tech em 1988 [13] e a partir da´ı a empresa Microdyne Com-
pany passou a produzi-las para comercializac¸a˜o. Atualmente va´rias
empresas, em diversos pa´ıses, produzem PMUs.
As PMUs modernas recebem sinais de um pulso por segundo
(PPS) fornecidos pelo sistema de GPS. A precisa˜o deste trem de pulsos
e´ da ordem de 1µs, o que corresponde a um erro de fase de aproxima-
damente 0,022◦ para um sistema que opera em 60 Hz e de 0,018◦ para
um sistema cuja frequ¨eˆncia nominal e´ de 50 Hz [16] .
Recomenda-se que instalac¸o˜es das PMUs sejam feitas nos princi-
pais pontos do sistema, ou seja, em locais onde possam ser amostrados
os fasores de tenso˜es e correntes dos geradores e linhas de transmissa˜o e
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algumas varia´veis de estado mensura´veis, ficando assim instaladas nas
pro´prias plantas e em subestac¸o˜es de interesse do SEP.
Um me´todo computacionalmente eficiente para o ca´lculo dos fa-
sores via amostragem dos sinais e´ a Transformada Discreta de Fourier
Recursiva, cujo algoritmo possibilita o ca´lculo de fasores constantes a
partir de um sinal senoidal constante com frequ¨eˆncia nominal [12].
Os fasores amostrados possibilitam ca´lculos precisos, em tempo
real, dos estados do sistema se o mesmo estiver operando em uma con-
dic¸a˜o de pequeno desvio em relac¸a˜o a` frequ¨eˆncia s´ıncrona nominal (po-
dendo ser chamada de regime permanente). Ja´ em regime transito´rio
sa˜o necessa´rias correc¸o˜es no algoritmo para que os estados sejam cal-
culados com maior precisa˜o.
Atualmente, algumas PMUs ja´ possuem um buffer de memo´-
ria local o que lhes permite exercer a func¸a˜o de um gravador digital
de perturbac¸o˜es. Estes dados ficam armazenados por um per´ıodo de
tempo considerado suficiente pelo operador do sistema e geralmente sa˜o
armazenados por pelo menos 14 dias [17].
Ale´m disto, o equipamento deve possuir func¸o˜es de auto-
checagem e auto-recomposic¸a˜o 2 para permanecer operando o ma´ximo
tempo poss´ıvel, minimizando o tempo de interrupc¸o˜es.
Basicamente, a estrutura da PMU e´ composta por um sistema
de aquisic¸a˜o - a que pertencem os filtros anti-falseamento 3, o cir-
cuito oscilador Phase-Locked Oscillator e o mo´dulo de conversa˜o analo´-
gica/digital; e por um microprocessador que realiza o tratamento ma-
tema´tico das amostras. Cada PMU deve estar acoplada a um equipa-
mento receptor de sinal de GPS.
3.2.2 Transmissa˜o de Dados
Os dados adquiridos pelas PMUs devem ser enviados para o con-
centrador de dados (PDC), que fica localizado no centro de controle do
sistema. Os dados das medic¸o˜es sincronizadas recebidos pelas diver-
sas PMUs espalhadas por uma vasta regia˜o geogra´fica sa˜o devidamente
tratados no PDC e reenviados para as respectivas a´reas de controle
2Auto-checking e self-healing.
3Anti-falseamento ou anti-aliasing: criac¸a˜o de uma falsa frequ¨eˆncia durante o
processo de amostragem, devido a` uma baixa taxa de amostragem. Para se evitar
este efeito, a taxa de amostragem - chamada de taxa de Nyquist, deve ser maior do
que o dobro da maior componente de frequ¨eˆncia que se deseja medir.
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locais. Devido a estas versatilidades, o PDC pode ser utilizado, por
exemplo, como um controle centralizado de um SEP enviando dados
com pequenos atrasos, com a finalidade de amortecer oscilac¸o˜es pouco
amortecidas. Portanto os atrasos envolvidos sa˜o discutidos aqui.
Estes sinais esta˜o sujeitos a atrasos que teˆm efeito em aplicac¸o˜es
de controle e podem variar de alguns milisegundos ate´ alguns segun-
dos, dependendo das distaˆncias e tecnologias utilizadas. Tempos de
atraso por tipo de tecnologia versus distaˆncias geogra´ficas podem ser
encontrados em [18].
Cabos, microondas e fibras o´pticas sa˜o os candidatos mais po-
pulares para serem usados em sistemas onde as distaˆncias entre PMUs
e PDCs sa˜o pequenas, mas quando estas distaˆncias passam a ser sig-
nificativas, como em pa´ıses de dimenso˜es continentais, os sistemas de
transmissa˜o de dados via sate´lite sa˜o os mais adequados devido a` sua
confiabilidade e cobertura geogra´fica. A transmissa˜o de dados esta´ su-
jeita a atrasos, que variam
Em [19], um me´todo para ca´lculo de tempo de atraso em siste-
mas de comunicac¸a˜o foi publicado, onde foi proposto o uso de canais
de comunicac¸a˜o dedicados para sinais de controle a serem utilizados
em SEP. Os tempos de lateˆncia (atraso) podem ser calculados usando
formulac¸a˜o determin´ıstica e tambe´m formulac¸a˜o estoca´stica para os ca-
nais dedicados para sistemas das mais variadas extenso˜es geogra´ficas.
Na formulac¸a˜o estoca´stica todos os tempos de atraso envolvidos no
processo sa˜o considerados como varia´veis aleato´rias que sa˜o func¸o˜es
de uma se´rie de outras varia´veis aleato´rias que compo˜em o sistema de
transmissa˜o de dados como um todo.
O tempo de atraso encontrado via formulac¸a˜o determin´ıstica
para um sistema com 1000 km de extensa˜o foi de 20,7 ms, ao passo
que usando-se a tecnologia de transmissa˜o de dados via sate´lites que
operam em o´rbitas mais elevadas chega a 250 ms [19].
A determinac¸a˜o probabil´ıstica para o mesmo caso chegou a um
tempo de atraso de 20,6± 4,6 ms, sendo o desvio padra˜o σ = 4,6 ms.
Vale lembrar que estes tempos de atraso podem atingir valores mai-
ores ou menores se considerados maiores os intervalos da distribuic¸a˜o
±3σ ,±4σ .
Os sinais de controle transmitidos com atraso deterioram o com-
portamento dinaˆmico do sistema. Para melhorar este comportamento,
sa˜o necessa´rias aplicac¸o˜es de te´cnicas de controle que levem em consi-
derac¸a˜o, ale´m dos diversos pontos de operac¸a˜o do sistema, as incertezas
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nos tempos de atraso de transmissa˜o dos sinais usados no controle.
3.2.3 PDCs
As principais func¸o˜es realizadas no PDC sa˜o: coleta de dados,
filtragem, processamento (ca´lculo e estimac¸a˜o de estados e paraˆmetros
do sistema), retransmissa˜o de sinais para as PMUs e armazenamento de
dados quando ocorrem distu´rbios no sistema. O PDC tambe´m deve ser
capaz de lidar com dados transmitidos que contenham erros grosseiros
e identifica´-los.
O PDC pode ser dividido em treˆs partes:
• Plataforma de dados, que tem como tarefa gerenciar todo tipo de
software do sistema;
• A interface gra´fica, que tem por finalidade disponibilizar em uma
tela os dados de uma forma clara e simples para que os operadores
possam interpreta´-los e assim monitorar os acontecimentos no
sistema;
• Sistema de armazenamento de dados histo´ricos, que possibilita
acesso aos arquivos que contenham as monitorac¸o˜es de algum
tipo de ocorreˆncia relevante para a seguranc¸a do sistema.
A tecnologia de gerenciamento de dados aplicada no PDC e no
centro de controle e´ de fundamental importaˆncia no desempenho e na
robustez do processo. Para isto, recomenda-se a utilizac¸a˜o da te´cnica
de Inteligeˆncia Artificial (IA) de sistemas Multi-Agentes [20, 21, 18],
ajudando a lidar com a massa de dados e podendo servir como uma
ferramenta que seleciona e analisa os dados de ocorreˆncias mais rele-
vantes, excluindo os demais eventos.
Para existir compatibilidade no gerenciamento de dados de siste-
mas de medic¸a˜o fasorial sincronizada cujos dispositivos sa˜o fabricados
por diferentes companhias, tornou-se necessa´ria a criac¸a˜o de padro˜es.
Atualmente existem dois padro˜es de armazenamento de arquivos re-
levantes para este assunto, o COMTRADE, que teve sua origem no
grupo de estudo SC34 [22] do Conseil International des Grands Re´se-
aux E´lectriques (CIGRE) e o SYNCHROPHASOR [16], que se baseia
no COMTRADE e foi criado pelo IEEE.
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No Brasil a tecnologia de Medic¸a˜o Fasorial Sincronizada (MFS)
ja´ vem sendo aplicada no projeto MedFasee. O Projeto Sistema de
Medic¸a˜o Fasorial Sincronizada com Aplicac¸o˜es em Sistemas de Ener-
gia Ele´trica (MedFasee) 4 visa basicamente o desenvolvimento de um
proto´tipo de sistema de MFS para Sistemas de Energia Ele´trica (SEEs).
Os trabalhos a serem realizados no referido projeto, envolvem
pesquisa e desenvolvimento em treˆs aspectos principais: PMUs propri-
amente ditas, o sistema de transmissa˜o e concentrac¸a˜o de dados (PDC),
e as aplicac¸o˜es que fara˜o uso dos dados dispon´ıveis no PDC, auxiliando
a operac¸a˜o e o planejamento dos SEEs.
O SMFS do projeto MedFasee esta´ instalado na Baixa Tensa˜o
(BT) e atualmente e´ composto por 14 PMUs que medem sinais em
tomadas. As 14 PMUs e um PDC esta˜o instalados em Universidades
brasileiras distribu´ıdas em todas as regio˜es do pa´ıs, desta forma con-
segue monitorar todas as regio˜es geo-ele´tricas do Brasil [23]. O PDC
esta´ instalado na Universidade Federal de Santa Catarina (UFSC), em
Floriano´polis, e as localizac¸o˜es f´ısicas das PMUs podem ser encontra-
das na Figura 3.1, onde as legendas utilizadas na mesma podem ser
encontradas na Tabela 3.1.
Tabela 3.1: Legendas para a Localizac¸a˜o das PMUs e do PDC.
Legenda Universidade Legenda Universidade
N1 UFPA SE1 UFMG
NE1 UFC SE2 UNIFEI
NE2 UFPE SE3 USP - Sa˜o Carlos
NW1 UNIR SE4 UFRJ/COPPE
M1 UnB S1 UTFPR
W1 UFMT S2 UFSC
SW1 UFMS S3 UNIPAMPA
Os fasores em tempo real, medidos em cada uma das Universida-
des, podem ser acessados em http://www.medfasee.ufsc.br/temporeal.
Os dados amostrados por este SMFS sa˜o utilizados no Cap´ıtulo 6
desta tese para monitorac¸o˜es e ana´lises de ocorreˆncias no SIN.
3.3 APLICAC¸O˜ES EM DINAˆMICA E CONTROLE DE SISTEMAS
DE POTEˆNCIA
Nesta sec¸a˜o, sa˜o apresentadas brevemente as principais meto-
dologia empregadas para a melhoria do comportamento dinaˆmico de
SEP. E´ dada eˆnfase para a aplicac¸a˜o de sinais de SMFS em controle e
4(http://www.labplan.ufsc.br/medfasee/).
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Figura 3.1: Sistema Interligado Nacional & SMFS - Baixa Tensa˜o.
detecc¸a˜o de modos de SEP.
3.3.1 Estabilidade Transito´ria
A aplicac¸a˜o de te´cnicas de controle em estabilidade transito´ria
pode ser dividida em duas partes: a primeira, avalia a severidade do
distu´rbio no sistema; a segunda esta´ relacionada a` escolha de medidas
capazes de estabilizar o sistema.
O controle pode ser de dois tipos:
• Controle preventivo: visa realizar ac¸o˜es de controle para man-
ter a operac¸a˜o esta´vel do sistema caso eventuais distu´rbios ve-
nham a ocorrer. Para isto, sa˜o realizadas simulac¸o˜es de estabili-
dade visando identificar os pontos cr´ıticos e o pre´-estabelecimento
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de ac¸o˜es de controle com a finalidade de melhorar o comporta-
mento dinaˆmico do sistema;
• Controle de emergeˆncia: tem como objetivo realizar ac¸o˜es
imediatas de controle apo´s a detecc¸a˜o de ocorreˆncias significativas
no sistema.
Uma estrate´gia de controle preventivo para melhoria da estabi-
lidade transito´ria e´ o uso do me´todo SIME, sigla para Single Machine
Equivalent em conjunto com o me´todo de Prony [24]. Sabe-se que o
me´todo SIME e´ capaz de reproduzir o comportamento dinaˆmico de um
sistema multi-ma´quinas em um equivalente ma´quina barra infinita e
o me´todo de Prony e´ capaz de detectar os modos pouco amortecidos
do sistema ma´quina barra infinita. Combinando estes dois me´todos, e´
poss´ıvel prever, atrave´s de simulac¸o˜es, quais pontos de operac¸a˜o e quais
defeitos podem instabilizar o sistema. Identificadas tais situac¸o˜es, re-
despachos podem ser efetuados para manter a seguranc¸a operativa do
sistema.
Geralmente a melhoria da estabilidade transito´ria esta´ relacio-
nada a al´ıvio de gerac¸a˜o e chaveamento de dispositivos no sistema. Para
atingir este objetivo com o uso de SMFS, existem duas possibilidades:
montagem de um banco de dados onde contingeˆncias pre´-determinadas
e ac¸o˜es de controle espec´ıficas sa˜o tomadas, fazendo parte do Special
Protection Systems (SPS), ou a implantac¸a˜o de plataformas mais flex´ı-
veis capazes de reagir aos mais variados distu´rbios no sistema, fazendo
parte doWide-Area Stability and Voltage Control System (WACS) [25].
Estes me´todos enquadram-se em controle de emergeˆncia.
Em [26] usa-se o SMFS para realizar a detecc¸a˜o e a localizac¸a˜o de
faltas e apo´s esta etapa, medidas de al´ıvio de gerac¸a˜o em determinados
geradores sa˜o tomadas de acordo com simulac¸o˜es previamente realiza-
das. Estas tarefas sa˜o executadas pelo centro de operac¸a˜o e controle
do sistema.
Tambe´m usam-se algoritmos de identificac¸a˜o de sistemas que
analisam sinais do SMFS para a detecc¸a˜o de modos, monitorando e
analisando o comportamento de SEP. Estas aplicac¸o˜es sa˜o menciona-
das na Sec¸a˜o 3.3.3.
A validac¸a˜o de modelos de simulac¸a˜o e´ essencial para a represen-
tac¸a˜o adequada de fenoˆmenos que ocorrem no sistema. O uso de SMFS
permite um refinamento de modelos sendo que informac¸o˜es dinaˆmicas
do sistema sa˜o fornecidas pelo mesmo.
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3.3.2 Estabilidade a Pequenas Perturbac¸o˜es
Grandes SEP tipicamente apresentam mu´ltiplos modos de osci-
lac¸a˜o inter-a´rea, os quais esta˜o associados com a dinaˆmica dos fluxos
inter-a´rea e envolvem grupos de ma´quinas oscilando umas contra as ou-
tras. Os dispositivos tradicionais para amortecimento destas oscilac¸o˜es
usam na maioria das vezes sinais locais para sua realimentac¸a˜o, desta
forma, estes controladores sa˜o empregados de forma cla´ssica.
Com o surgimento do SMFS novas estruturas de controle podem
ser aplicadas ao sistema, possibilitando o uso de te´cnicas de controle em
sistemas descritores, realimentac¸a˜o de estados e de varia´veis alge´bricas,
detecc¸a˜o de modos em tempo quase real e a aplicac¸a˜o de te´cnicas de
controle em tempo quase real. Isto e´ poss´ıvel se as grandezas de inte-
resse forem medidas ou estimadas. Existe tambe´m a possibilidade de
se usar sinais locais e remotos e portanto amortecer adequadamente as
oscilac¸o˜es do sistema ja´ que estes tipos de sinais podem apresentar alta
observabilidade dos modos que se deseja amortecer.
Na sequ¨eˆncia, sera˜o apresentadas algumas estruturas de controle
poss´ıveis de serem implementadas fazendo-se uso de SMFS e que sa˜o
usadas em estudos de estabilidade para pequenas perturbac¸o˜es.
• Controle Descentralizado com Realimentac¸a˜o de Sinais
Remotos: Neste tipo de estrutura o controlador localiza-se junto
a` planta e e´ alimentado por sinais locais remotos. Estes sinais
sa˜o processados localmente no dispositivo e um sinal de controle
e´ gerado;
• Controle Centralizado: Nesta estrutura de controle, o contro-
lador situa-se em um local central, tal como um centro de opera-
c¸a˜o e e´ alimentado principalmente por sinais remotos. Os sinais
sa˜o processados no controlador central e enviados diretamente a`
planta localizada remotamente;
• Controle Hiera´rquico: Este tipo de estrutura e´ uma combina-
c¸a˜o da atual estrutura descentralizada de controles locais com um
controle central alimentado por sinais remotos.
Para que o projeto das estruturas de controle apresentadas sejam
mais eficientes, usando sinais remotos (ou globais) e´ necessa´rio que
sejam considerados:
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• atrasos na transmissa˜o dos sinais remotos;
• utilizac¸a˜o de me´todos de projeto multivaria´veis;
• robustez a` perda de canais de comunicac¸a˜o e mudanc¸as na confi-
gurac¸a˜o do sistema.
Com a implementac¸a˜o destas estruturas de controle, existeˆncia
de diversos dispositivos capazes de amortecer oscilac¸o˜es, apresentados
na Sec¸a˜o 3.3.4, SMFS e a existeˆncia de te´cnicas de processamento di-
gital de sinais usadas para identificar modos dominantes do sistema,
e´ poss´ıvel se pensar em projetar um sistema de controle capaz de ser
ajustado automaticamente em tempo quase real.
Para que isto possa ser feito, sa˜o necessa´rias te´cnicas de detecc¸a˜o
de modos que amostrem dados do SMFS e identifiquem um sistema de
ordem reduzida que deve enta˜o ser usado em um algoritmo de ajuste de
controle. O controlador pode usar sinais locais e remotos e amortecer
adequadamente as oscilac¸o˜es do sistema.
Uma das primeiras propostas feitas com tal finalidade foi obser-
vada em [27], onde o me´todo de Prony, Sec¸a˜o 4.2, e´ usado para detectar
modos do sistema em tempo quase real sendo propostas tambe´m me-
didas de controle. Neste trabalho e em artigos subsequentemente pu-
blicados, utiliza-se um controle centralizado para acionar determinados
dispositivos de controle no sistema.
Um dos objetivos futuros deste trabalho e´ desenvolver um con-
junto de estruturas de detecc¸a˜o de modos e de controle capazes de se
auto-ajustarem, em tempo quase real, de acordo com os modos de osci-
lac¸a˜o do sistema. Para isto uma revisa˜o de me´todos de identificac¸a˜o de
sistemas e algumas te´cnicas de controle sa˜o apresentadas no decorrer
deste documento.
3.3.3 Detecc¸a˜o de Modos
A monitorac¸a˜o em tempo quase real de sistemas a partir de in-
formac¸o˜es que usam te´cnicas de identificac¸a˜o de sistemas e´ de grande
interesse para a estabilidade do sistema, assim como para a validac¸a˜o
de modelos e dados que sa˜o usados em estudos baseados em simulac¸a˜o.
Va´rias te´cnicas veˆm sendo aplicadas, desenvolvidas e aprimo-
radas ao longo dos u´ltimos anos. Elas sa˜o usadas em procedimentos
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para monitorar e identificar modos eletromecaˆnicos pouco amortecidos
baseando-se na ana´lise de dados coletados em campo. Neste caso, os
sistemas de medic¸a˜o fasorial veˆm contribuindo muito para esta fina-
lidade devido a` sua capacidade de amostrar dados com alta taxa de
amostragem e transmit´ı-los a longas distaˆncias em pequenos intervalos
de tempo.
Estimar os modos de sistemas de poteˆncia com precisa˜o e´ uma
tarefa dif´ıcil e problema´tica, devido principalmente a` escolha do me´todo
mais adequado de identificac¸a˜o, a`s constantes mudanc¸as no sistema
e tambe´m devido aos processos relacionados ao custo computacional
envolvido nas ana´lises.
Nesta sec¸a˜o, os principais algoritmos e me´todos que veˆm sendo
utilizados e propostos para a identificac¸a˜o de modos via ana´lise de si-
nais amostrados por sistemas de medic¸a˜o fasorial sincronizada sa˜o bre-
vemente apresentados.
Os grupos de ferramentas para a ana´lise de sinais que esta˜o sendo
aplicados na obtenc¸a˜o de informac¸o˜es do comportamento dinaˆmico dos
sistemas de poteˆncia podem ser classificados em:
• Ana´lise Espectral e de Correlac¸a˜o: os modos sa˜o obtidos
indiretamente e os dados sa˜o analisados no domı´nio da frequ¨eˆncia;
• Ana´lise Parame´trica: os modos sa˜o obtidos diretamente e os
dados sa˜o analisados no domı´nio do tempo, atrave´s de dados
amostrados.
Os algoritmos podem ainda ser subdivididos nos que utilizam
blocos de dados e os recursivos.
Para os que utilizam blocos de dados, os modos sa˜o estimados
via ana´lise de cada bloco (janela) de dados e a cada janela um conjunto
novo de modos e´ obtido. Desta forma, os modos estimados em cada
janela apresentam o mesmo peso.
Os me´todos recursivos utilizam dados onde os modos sa˜o estima-
dos e atualizados a cada nova amostra considerada. A nova estimativa
e´ obtida usando a combinac¸a˜o das novas amostras e de amostras usadas
na estimac¸a˜o anterior, sendo que um fator de esquecimento [28] e´ usado
para atribuir pesos menores a amostras usadas previamente.
As te´cnicas de identificac¸a˜o e modelos ainda podem ser usadas
em processos de identificac¸a˜o determin´ısticos, onde respostas transito´-
rias originadas por grandes perturbac¸o˜es sa˜o analisadas, ou em pro-
cessos estoca´sticos. Em processos estoca´sticos os sinais analisados sa˜o
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de pequena magnitude e baixa qualidade, causados por exemplo por
variac¸o˜es aleato´rias de cargas, incluindo chaveamentos no sistema e
tambe´m via aplicac¸a˜o de sinais espec´ıficos de teste, que ainda podem
ser considerados como ru´ıdos devido a`s suas magnitudes.
Considerando pequenos distu´rbios, um sistema de poteˆncia pode
ser descrito por (3.1), onde vL e´ um vetor hipote´tico onde variac¸o˜es
aleato´rias sa˜o usadas para representar ru´ıdos; uE e´ o vetor de entradas
exo´genas que serve tambe´m para representar os sinais de teste e µ pode
ser usado para representar ru´ıdos associados ao sistema de medic¸a˜o.
x˙ = Ax+BEuE +BLvL
y =Cx+DEuE +DLvL +µ
(3.1)
O sistema de equac¸o˜es (3.1) pode ser usado para representar
modelos determin´ısticos e estoca´sticos. Em modelos puramente de-
termin´ısticos, vL e µ sa˜o considerados nulos e em modelos puramente
estoca´sticos uE = 0.
Os tipos de oscilac¸o˜es causadas no sistema devido aos diversos
tipos de perturbac¸o˜es mencionadas podem ser enquadrados em duas
classes [29, 30], sendo elas:
• Ringdown 5, corresponde a sinais originados por variac¸o˜es de
grande magnitude, como aberturas de linhas de transmissa˜o, ocor-
reˆncias de curto-circuitos e sa´ıdas de grandes geradores do sis-
tema.
• Ambient Data 6, distu´rbios de pequena magnitude, que ocor-
rem cont´ınua e aleatoriamente no sistema, podendo ser tratados
como ru´ıdos. Nesta categoria, tambe´m se enquadram aplicac¸o˜es
de sinais de teste que apresentam pequena magnitude e geral-
mente longa durac¸a˜o.
Um me´todo muito utilizado na identificac¸a˜o de modos e´ o me´todo
de Prony juntamente com suas variac¸o˜es. Estes me´todos sa˜o usados
principalmente na ana´lise de grandes distu´rbios e, por terem sido im-
plementados para ana´lises no presente documento, sera˜o apresentados
na Sec¸a˜o 4.2.
5Este processo foi definido idealmente como resposta livre do sistema.
6Dados de Ambiente.
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Os algoritmos utilizados para detecc¸a˜o de modos que veˆm sendo
utilizados para tal finalidade baseiam-se, em sua maioria, em modelos
lineares da forma de (3.1).
Me´todos de Identificac¸a˜o de Sistemas Puramente Esto-
ca´sticos 7
Para a identificac¸a˜o de modos a partir de sinais aleato´rios os algo-
ritmos mais usados sa˜o os que incorporam os modelos Auto-Regressive
(AR) e o Auto-Regressive Moving-Average (ARMA). Estes modelos sa˜o
usados em processos estoca´sticos, pois consideram somente ru´ıdos bran-
cos como sendo suas respectivas entradas [32, 33].
Tambe´m foram aplicados para ana´lise de sinais que variam alea-
toriamente os me´todos de identificac¸a˜o de sistemas baseados na identi-
ficac¸a˜o de subespac¸o de espac¸o de estados [34, 35], que sa˜o apresentados
na Sec¸a˜o 4.4.
Te´cnicas de identificac¸a˜o adaptativa tambe´m foram usadas com
a finalidade de identificar modos estaciona´rios e na˜o estaciona´rios [36]
e [37].
A grande atratividade de se monitorar modos de sistemas de
poteˆncia via ana´lise de Dados de Ambiente e´ que na˜o e´ necessa´ria a
utilizac¸a˜o de sinais de teste, que inserem distu´rbios extra ao sistema, e
que esta monitorac¸a˜o pode ser feita continuamente durante a operac¸a˜o
normal do sistema.
A identificac¸a˜o de modos eletromecaˆnicos a partir de me´todos
estoca´sticos e´ geralmente representada por valores me´dios e os respec-
tivos intervalos de confianc¸a sa˜o normalmente encontrados via simula-
c¸a˜o de Monte Carlo. A simulac¸a˜o de Monte Carlo e´ um me´todo usado
para estimar o intervalo de confianc¸a somente quando se tem o modelo
do sistema dispon´ıvel ou conhecido. Em aplicac¸o˜es reais, os modelos
na˜o esta˜o dispon´ıveis e a repetic¸a˜o de experimentos uma se´rie de ve-
zes, pode ser impratica´vel por diversos motivos tais como tempo de
durac¸a˜o e custo. No caso de sistemas de poteˆncia, ale´m das limita-
c¸o˜es mencionadas, a aplicac¸a˜o da simulac¸a˜o de Monte Carlo em dados
amostrados via SMFS torna-se impratica´vel, pois na˜o se pode assumir
que os sinais medidos por diversas janelas de tempo consecutivas sa˜o
estaciona´rios devido a este processo envolver intervalos de tempo cada
vez maiores. Quando o tempo de ana´lise e´ elevado, apesar dos dados
7Definic¸a˜o do tipo de sistema encontrada em [31].
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parecerem ser estaciona´rios, podem ocorrer alterac¸o˜es significativas na
dinaˆmica do sistema, sendo elas originadas, por exemplo, por mudanc¸as
nas condic¸o˜es operativas do sistema.
Em [32] foi utilizado o Modelo ARMA juntamente com simula-
c¸a˜o de Monte Carlo para identificar os modos de um sistema linearizado
sujeito a pequenas variac¸o˜es de carga (Dados de Ambiente). Foi consta-
tado que quanto maiores as janelas de tempo usadas (mais amostras),
menores eram os desvios padro˜es das estimativas dos modos, fazendo-os
se aproximarem aos modos obtidos via linearizac¸a˜o.
Para o sistema linearizado utilizando em [32], somente pequenas
variac¸o˜es aleato´rias foram consideradas como distu´rbios. Constatou-se
que o resultado me´dio obtido a partir da identificac¸a˜o de 100 simula-
c¸o˜es de Monte Carlo passa a apresentar valores mais parecidos aos do
modelo de sistema linearizado a partir de janelas de tempo maiores que
5 minutos. Assim, para que a identificac¸a˜o de modos inter-a´rea pos-
sam ser obtidas com uma boa precisa˜o, sugere-se analisar janelas com
durac¸a˜o da ordem de 30 minutos quando se utiliza o modelo ARMA 8.
A fim de tentar contornar a inconvenieˆncia de se usar a simula-
c¸a˜o de Monte Carlo para determinac¸a˜o de intervalos de confianc¸a em
dados reais obtidos via SMFS, em [33] foi utilizado o me´todo Bootstrap
[38, 39] junto aos modelos AR e ARMA. A ide´ia central deste me´todo
esta´ relacionada a reamostragens consecutivas retiradas de distribui-
c¸o˜es independentes ideˆnticas da u´nica janela de dados analisada, a fim
de estimar estat´ısticamente os intervalos de confianc¸a dos modos ele-
tromecaˆnicos do sistema. Quando aplicado o me´todo Bootstrap junto
aos modelos AR ou ARMA em dados do SMFS, foi constatado que
somente para uma janela de tempo da ordem de 20 minutos e´ que os
intervalos de confianc¸a obtidos via Dados de Ambiente tendiam a ter
limites bem pro´ximos aos valores encontrados pelo me´todo de Prony
para um grande distu´rbio aplicado ao mesmo sistema alguns segundos
antes. O me´todo Bootstrap empregado em conjunto aos modelos AR
ou ARMA envolve um alto custo computacional, pois e´ necessa´ria a re-
alizac¸a˜o de va´rias reamostragens seguidas da aplicac¸a˜o do modelo AR
ou ARMA feitas sobre a amostra original para se obter bons intervalos
de confianc¸a dos modos.
8E´ importante mencionar que este grau de precisa˜o foi estabelecido pelos re-
sultados gerados pelo me´todo de Prony aplicado a um grande distu´rbio no sistema
segundos antes de se iniciar a identificac¸a˜o via o modelo ARMA em sinais compostos
apenas por Dados de Ambiente.
3.3 Aplicac¸o˜es em Dinaˆmica e Controle de Sistemas de Poteˆncia 63
Estes resultados mostram que tanto para a simulac¸a˜o de Monte
Carlo quanto para o me´todo Bootstrap empregados juntamente com
os modelos AR ou ARMA, sa˜o necessa´rios va´rios minutos de dados
compostos por Dados de Ambiente para se encontrar um intervalo de
confianc¸a pequeno. De posse destas informac¸o˜es, a aplicac¸a˜o destes
me´todos para controle e monitoramento da seguranc¸a de sistemas em
tempo real passa a se tornar restritiva.
Uma outra forma de reduzir o tempo computacional do processo
de identificac¸a˜o de modos eletromecaˆnicos usando o modelo ARMA
aplicado em Dados de Ambiente foi proposta em [40]. Nesta proposta
sa˜o usadas propriedades estat´ısticas de segunda ordem que relacionam
os intervalos de confianc¸a dos modos eletromecaˆnicos com a variaˆncia
dos paraˆmetros dos modelos usados - aplicac¸a˜o da teoria da variaˆn-
cia dos paraˆmetros [41]. Este procedimento de identificac¸a˜o, como
mostrado pelos autores, e´ capaz de encontrar intervalos de confianc¸a,
em alguns casos, cinco vezes mais rapidamente que a simulac¸a˜o de
Monte Carlo, reduzindo assim o nu´mero de blocos de dados a serem
analisados o que pode tornar este me´todo atrativo para aplicac¸o˜es em
tempo real.
Me´todos de Identificac¸a˜o de Sistemas Determin´ısticos e
Estoca´sticos9
Na classe de algoritmos de identificac¸a˜o de sistemas que po-
dem considerar entradas determin´ısticas e estoca´sticas (3.1), os mo-
delos ARX Auto-Regressive Model with Exogenous Inputs e ARMAX
Auto-Regressive Moving-Average Model with Exogenous Inputs, que sa˜o
amplamente utilizados em identificac¸a˜o de sistemas ainda na˜o foram
empregados para a detecc¸a˜o de modos amostrados via SMFS.
Me´todos determin´ısticos-estoca´sticos que ja´ foram usados na es-
timac¸a˜o de modos eletromecaˆnicos sa˜o apresentados a seguir.
Em [34] um algoritmo linear capaz de analisar sinais estoca´sticos
e sinais com presenc¸a de grandes distu´rbios (Ringdowns) e´ utilizado.
Este algoritmo tambe´m e´ capaz de identificar sistemas quando entradas
(sinais de teste) sa˜o utilizados.
Este me´todo de identificac¸a˜o e´ baseado na teoria de Identifica-
c¸a˜o de Subespac¸os de Espac¸o de Estados Subspace State Space System
Identification, sendo que o algoritmo utilizado em [34] foi o conhecido
9Definic¸a˜o do tipo de sistema encontrada em [31].
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por N4SID 10, que baseia-se em te´cnicas da teoria de realizac¸a˜o de
sistemas [31, 42].
Este algoritmo e´ capaz de identificar sistemas na forma de espac¸o
de estados, ou seja, identificar as matrizes A, B, C e D do sistema sob
estudo, ale´m da matriz de ganho Kf do filtro de Kalman.
No artigo [34] sa˜o usados diversos tipos de sinais de teste para
a identificar os modos eletromecaˆnicos do sistema, tais como pseudo
sinais aleato´rios de baixa amplitude (ru´ıdos) e ondas quadradas com
frequ¨eˆncias espec´ıficas. Ale´m dos sinais de teste, sa˜o analisados os
sinais aleato´rios medidos, originados pelos chaveamentos de carga do
sistema. Para comparac¸a˜o de modos identificados via me´todo de Prony,
foi utilizada a inserc¸a˜o de um resistor de frenagem (1400 MW) por
um curto intervalo de tempo. Portanto os testes mencionados foram
aplicados em um sistema real.
Quando a identificac¸a˜o dos modos foi poss´ıvel, os mesmos apre-
sentaram valores coerentes com os obtidos via me´todo de Prony, embora
os sinais utilizados fossem de pequena magnitude.
Alguns modos inter-a´rea na˜o foram identificados para casos onde
ondas quadradas com frequ¨eˆncias pro´ximas aos modos espec´ıficos que
se desejava identificar foram aplicadas. Isto deve-se ao fato de que para
detectar tais modos e´ necessa´rio aplicar sinais com frequ¨eˆncias pro´ximas
aos mesmos e que estes sinais possuam energia suficiente. Desta forma
e´ necessa´rio conhecer de antema˜o a frequ¨eˆncia de oscilac¸a˜o do modo
que se deseja identificar e ainda pode-se tornar necessa´rio o aumento
gradual da magnitude dos sinais.
Uma alternativa para solucionar este problema e´ a utilizac¸a˜o de
ru´ıdos pseudo-aleato´rios de baixa amplitude, que apresentam um largo
espectro de frequ¨eˆncia.
A vantagem de se utilizar sinais teste, ale´m do aumento da qua-
lidade dos resultados, e´ que a identificac¸a˜o pode ser feita com sinais
de pequena magnitude, da ordem das variac¸o˜es aleato´rias de cargas.
Para isto e´ necessa´rio aplica´-los por um longo intervalo de tempo para
melhorar a qualidade da identificac¸a˜o. Por outro lado, a aplicac¸a˜o de
sinais teste em sistemas de poteˆncia pode na˜o ser recomendada.
A fim de encontrar o intervalo de confianc¸a para a identifica-
c¸a˜o de modos do sistema usando sinais de SMFS, em [43] o me´todo
Bootstrap e´ utilizado em conjunto com o algoritmo de identificac¸a˜o de
subespac¸osN4SID, usando sinais teste do tipo pseudo aleato´rios, ale´m
10
Numerical Algorithms for Subspace State Space System IDentification.
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das variac¸o˜es aleato´rias das cargas (Dados de Ambiente).
As identificac¸o˜es foram feitas para dados gerados por um sistema
real e para um sistema linearizado. Embora o artigo na˜o mencione
o custo computacional, o grande nu´mero de simulac¸o˜es do conjunto
Bootstrap-N4SID inviabiliza sua aplicac¸a˜o em tempo quase real.
Em [44], treˆs algoritmos sa˜o empregados para detecc¸a˜o de mo-
dos teˆm seus desempenhos comparados. Neste artigo os algoritmos
empregados utilizam os me´todos de Yule-Walker modificado estendido,
N4SID e e´ introduzido um novo me´todo, chamado de me´todo de Yule-
Walker Modificado Estendido com Ana´lise Espectral. Na verdade os
algoritmos que apresentam o me´todo de Yule-Walker sa˜o empregados
para se encontrar os po´los dos modelos AR e ARMA, sendo que o que
utiliza ana´lise espectral usa a transformada ra´pida de Fourier e sua
inversa, juntamente com o me´todo de Welch [45]
A justificativa para a utilizac¸a˜o do me´todo de Yule-Walker (YW)
e´ que ele e´ um me´todo de estimac¸a˜o parame´trica que apresenta vanta-
gens sobre o me´todo dos mı´nimos quadrados 11.
Segundo [32], no livro de Kay 12 e´ estabelecido que o me´todo de
Yule-Walker Modificado Estendido empregado tanto na soluc¸a˜o de mo-
delos AR quanto ARMA e´ o me´todo que apresenta melhor desempenho
para casos onde os po´los esta˜o pro´ximos ao circulo unita´rio. Como este
e´ o caso t´ıpico onde sistemas de poteˆncia costumam apresentar modos
pouco amortecidos, e´ o me´todo utilizado nos artigos [32, 33, 44] para
detecc¸a˜o de modos eletromecaˆnicos.
As estimac¸o˜es sa˜o feitas para amostras de sinais de sa´ıda de si-
mulac¸o˜es de sistemas de poteˆncia linearizados, pois assim e´ poss´ıvel
fazer a comparac¸a˜o com os autovalores dos respectivos sistemas. Tam-
be´m para os sistemas linearizados e simulados e´ empregada a simulac¸a˜o
de Monte Carlo (considerando 1% das cargas variando aleatoriamente)
a fim de comparar a precisa˜o dos me´todos sob ana´lise.
As comparac¸o˜es em [44] foram feitas em um sistema linearizado
para:
• Estimativa de modos;
• Ana´lise do tamanho do bloco de dados a ser analisado;
11 A escolha do me´todo de YW ja´ havia sido mencionada pelos mesmos autores
em [32].
12Modern Spectral Estimation: Theory and Application, S.M. Kay - Prentice
Hall, 1988.
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• Desempenho a grandes perturbac¸o˜es;
• Perda de dados, falhas no sistema de medic¸a˜o e grandes ru´ıdos
no sistema de medic¸a˜o.
Os treˆs algoritmos [44] apresentaram resultados satisfato´rios,
mas deve-se ressaltar que as diferenc¸as de desempenho entre os treˆs
algoritmos esta˜o relacionadas sempre ao tamanho da janela de tempo
(ou de bloco de dados) analisadas e que as mesmas devem ter no mı´nimo
10 minutos para que os desempenhos sejam mais satisfato´rios.
No mesmo artigo e´ mencionado que os treˆs algoritmos foram
implementados em centros de controle para monitorac¸a˜o da parte oeste
dos Estados Unidos, no qual o Operador Independente do Sistema,
juntamente com a Boneville Power Administration (BPA) e a Pacific
Gas and Electric Co. (PG&E).
Devido ao tamanho das janelas ser relativamente grande, os
autores mencionam que as estimativas dos modos e´ atualizada a cada
2 ou 3 segundos, passando a chamar o processo de estimac¸a˜o de
estimac¸a˜o pro´xima ao tempo real 13.
Me´todos Recursivos
Os me´todos recursivos, assim como os me´todos que usam blocos
para estimar modos necessitam de muitos minutos de dados para que
os modos possam ser estimados com precisa˜o aceita´vel [44].
Em [28] sa˜o comparados treˆs tipos de algoritmos, o mı´nimos qua-
drados recursivo Recursive Least Square (RLS), o mı´nimo me´dio qua-
drado Least Mean Square (LMS) e e´ introduzido o algoritmo mı´nimos
quadrados recursivo robusto Robust Recursive Least Square (RRLS).
O desempenho destes algoritmos e´ analisado tanto para um sis-
tema linearizado, onde foi usada a simulac¸a˜o de Monte Carlo para se
encontrar um intervalo de confianc¸a, e tambe´m para dados reais de
SMFS, onde na˜o sa˜o utilizadas simulac¸o˜es de Monte Carlo, nem o me´-
todo Bootsrap. As janelas de dados continham:
• Dados de Ambiente - Variac¸o˜es e chaveamentos aleato´rios de car-
gas;
• Mudanc¸as repentinas de modos intera´rea;
13Near real-time.
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• Grandes perturbac¸o˜es;
• Perda de dados, falhas no sistema de medic¸a˜o e grandes ru´ıdos
no sistema de medic¸a˜o.
Apo´s simulac¸o˜es foi constatado que o algoritmo LMS na˜o e´ capaz
de convergir apo´s uma grande perturbac¸a˜o e portanto somente o RRLS,
RLS e Prony foram comparados.
Atrave´s de simulac¸o˜es foi constatado que o RRLS apresenta re-
sultados mais precisos (satisfato´rios) que o RLS e que pode ser empre-
gado em janelas de dados que contenham pequenas e grandes variac¸o˜es
nos sinais analisados. Foi mencionado tambe´m que ao se iniciar 14 o al-
goritmo, e´ necessa´ria uma janela de 200 a 300 s para que as estimativas
tornem-se satisfato´rias.
Para o desempenho se tornar melhor ainda, foi proposto um
ajuste adaptativo do fator de esquecimento a ser utilizado no decorrer
da simulac¸a˜o.
Trabalhos levando em considerac¸a˜o a aplicac¸a˜o do RRLS no
modelo ARX esta˜o sendo realizados a fim de se incluir sinais de entrada
exo´genas.
Ana´lise Espectral
Um outro me´todo que e´ largamente usado em ana´lise de sinais e
que tambe´m esta´ sendo utilizado para detecc¸a˜o de modos de sistemas
de poteˆncia sa˜o me´todos de ana´lise espectral.
A ana´lise espectral relaciona a distribuic¸a˜o energia-frequ¨eˆncia de
sinais usando a transformada de Fourier.
A transformada de Fourier decompo˜e o sinal a ser transformado
em uma soma ponderada de exponenciais complexas. Apesar de for-
necer informac¸o˜es sobre as componentes frequ¨eˆnciais dos sinais trans-
formados, uma das desvantagens da transformada de Fourier e´ que ela
na˜o informa o tempo em que essas componentes ocorrem e portanto
na˜o tem resoluc¸a˜o temporal, apenas frequ¨encial.
Embora a transformada de Fourier seja va´lida para diversas con-
dic¸o˜es, existem algumas restric¸o˜es, pois o sistema deve ser linear e os
dados devem ser perio´dicos ou estaciona´rios, caso contra´rio a represen-
tac¸a˜o espectral do sinal apresentara´ componentes de frequ¨eˆncia espu´rias
usadas para representar a na˜o periodicidade do sinal.
14Nomeado de Cold Start.
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Este fenoˆmeno ocorre pois o espectro de Fourier define compo-
nentes harmoˆnicas uniformes de forma global e portanto necessita de
muitas componentes harmoˆnicas adicionais para simular a na˜o estacio-
nariedade do sinal que sa˜o na˜o uniformes globalmente. Como resultado
a energia do sinal e´ espalhada por uma vasta faixa de frequ¨eˆncia [46].
Dentre as vantagens de se aplicar ana´lise de me´todos de Fourier
pode-se citar que eles sa˜o robustos a ru´ıdos e podem ser implementados
eficientemente devido a existeˆncia da transformada ra´pida de Fourier -
Fast Fourier Transform (FFT).
A detecc¸a˜o de modos eletromecaˆnicos via aplicac¸a˜o da transfor-
mada de Fourier para ana´lise de sinais de sa´ıda de programas de es-
tabilidade transito´ria foi apresentada pela primeira vez em [47] e mais
tarde estendida em [48]. Os dois me´todos baseiam-se em deslizamento
de janelas, onde a transformada de Fourier e´ aplicada a cada uma delas
possibilitando a estimativa dos modos.
Em [49] dados do SMFS sa˜o utilizados para detecc¸a˜o de modos
usando um me´todo proposto que se baseia no uso da transformada
de Fourier. Neste artigo a ana´lise espectral do sinal da diferenc¸a de
frequ¨eˆncia das barras da interligac¸a˜o do sistema em questa˜o serve para
estimar alguns paraˆmetros definidos, que em seguida sa˜o usados em
um me´todo de interpolac¸a˜o apresentado em [50] que minimiza um erro
quadra´tico, estimando os modos intera´rea do sistema japoneˆs.
No mesmo artigo, [49], sa˜o analisados sinais originados por pe-
quenos e grandes distu´rbios. Para as pequenas variac¸o˜es aleato´rias de
carga, as janelas de tempo usadas sa˜o de grande durac¸a˜o e a estimac¸a˜o
dos modos e´ feita a cada 5 minutos. Para os grandes distu´rbios, as jane-
las utilizadas na ana´lise sa˜o da ordem de 20 segundos. Ale´m disto, para
estes casos, a escolha do in´ıcio e te´rmino das respectivas janelas e´ feita
de forma que a ana´lise seja feita somente onde as na˜o-linearidades na˜o
esta˜o presentes. As informac¸o˜es amostradas pelas PMUs e utilizadas
na estimac¸a˜o sa˜o dados do sistema de distribuic¸a˜o (100 V ).
Em [51], um me´todo h´ıbrido que combina quatro algoritmos di-
ferentes, incluindo a transformada de Fourier discreta - Discret Fourier
Transform (DFT), filtro FIR 15, o me´todo dos mı´nimos quadrados e
um algoritmo proposto pelos autores e´ usado para detecc¸a˜o de modos
eletromecaˆnicos de sistemas de poteˆncia.
A utilizac¸a˜o conjunta destes algoritmos e´ capaz de determinar a
amplitude, frequ¨eˆncia e amortecimento de sistemas de poteˆncia, para
15Finite Impulse Response
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oscilac¸o˜es de pequena e de grande magnitude. Este algoritmo vem
sendo implementado e esta´ sob testes no sistema de medic¸a˜o fasorial
de Taiwan [51].
Transformada Wavelet
Um outro me´todo que utiliza ana´lise espectral e apresenta vanta-
gens sobre a transformada de Fourier e´ a Transformada Wavelet (TW),
que baseia-se na ide´ia de se poder analisar sinais com diferentes escalas
de tempo e frequ¨eˆncia sem perda de resoluc¸a˜o.
A ide´ia de ana´lise de multi-resoluc¸a˜o deu origem a` aplicac¸a˜o das
wavelets por volta da metade da de´cada de 1980 em te´cnicas discretas
de processamento digital de sinais [52].
Esta ferramenta e´ capaz de lidar com sinais na˜o estaciona´rios ou
aperio´dicos, sendo que em sistemas de poteˆncia ela vem sendo aplicada
com sucesso nas a´reas de qualidade de energia, localizac¸a˜o de faltas,
ana´lise de chaveamentos em linhas de transmissa˜o e em transito´rios
eletromagne´ticos.
As aplicac¸o˜es da TW para detecc¸a˜o de modos em sistemas de
poteˆncia via sinais de SMFS ainda e´ pequena e portanto existem poucas
publicac¸o˜es sobre o assunto 16.
Em relac¸a˜o a` transformada de Fourier convencional, a TW e´
capaz de relacionar o tempo a` frequ¨eˆncia e tambe´m a` magnitude na
ana´lise de sinais, fornecendo informac¸o˜es sobre o tempo de ocorreˆncia e
o conteu´do de frequ¨eˆncia dos eventos. Esta caracter´ıstica possibilita a
visualizac¸a˜o de variac¸o˜es de frequ¨eˆncia de forma local e bem definida,
pois o sinal original pode tambe´m ser decomposto em va´rios sinais com
frequ¨eˆncias espec´ıficas, ao contra´rio da transformada de Fourier onde a
frequ¨eˆncia e´ definida globalmente.
A TW tambe´m apresenta vantagens sobre outros me´todos basea-
dos na transformada de Fourier que tambe´m podem relacionar o tempo
a` frequ¨eˆncia, como a Short Time Fourier Transform (STFT). A STFT
e´ um me´todo que assume periodicidade local atrave´s da utilizac¸a˜o de
uma janela de tamanho fixo que desliza continuamente sobre os dados.
A vantagem da TW sobre a STFT e´ que na TW o tamanho
das janelas varia de acordo com a escala de frequ¨eˆncia. Assim sendo,
quando o sinal apresenta componentes com alta frequ¨eˆncia a janela e´
pequena e a rec´ıproca tambe´m e´ va´lida (o tamanho da janela e´ inversa-
16Algumas refereˆncias sa˜o apresentadas na Sec¸a˜o 4.8.
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mente proporcional a` frequ¨eˆncia em ana´lise). Em [53] e´ mostrado que
a TW discreta apresenta escala logar´ıtmica na frequ¨eˆncia sendo que a
STFT apresenta escala fixa.
Como mencionado anteriormente, a TW tambe´m e´ capaz de de-
compor sinais complexos em diversos sinais compostos por frequ¨eˆncias
espec´ıficas, possibilitando que a ana´lise de cada um deles seja feita de
acordo com a resoluc¸a˜o mais adequada a` sua escala de frequ¨eˆncia. Esta
propriedade e´ conhecida como ana´lise multi-resoluc¸a˜o tanto no tempo
quanto na frequ¨eˆncia [54].
A possibilidade de decomposic¸a˜o do sinal original em va´rios com
espectros de frequ¨eˆncia bem definidos tambe´m faz com que a TW fun-
cione como um filtro passa faixa [52].
Desde o surgimento das TWs, va´rios tipos foram e veˆm sendo
criados, sendo que a aplicac¸a˜o de cada uma delas depende do tipo de
aplicac¸a˜o. Para isto e´ necessa´rio encontrar os tipos de transformadas
mais adequados, sendo que a escolha da mother wavelet mais adequada
e´ capaz de aumentar a eficieˆncia computacional do processo [55].
Em [56] e´ mencionado que a qualidade da wavelet depende do
sinal analisado e em [51] isto tambe´m e´ reforc¸ado que sinais senoidais
amortecidos na˜o sa˜o wavelets. Assim torna-se necessa´rio a escolha dos
tipos de TW mais adequados para a detecc¸a˜o de modos, podendo isto
ser um tipo de limitac¸a˜o.
Dentre as publicac¸o˜es encontradas com emprego da TW pode-se
mencionar [57], onde um me´todo de detecc¸a˜o de eventos e estimac¸a˜o de
modos e´ utilizado. Os dados utilizados na ana´lise via transformada wa-
velet 17 sa˜o dados de va´rios Monitores Porta´teis de Sistemas de Poteˆn-
cia 18, que sa˜o aparelhos variantes das PMUs, que amostraram dados
do blackout ocorrido em agosto de 2003 nos Estados Unidos e Canada´.
Tambe´m na ana´lise de eventos em [58] a configurac¸a˜o do sistema
ele´trico Italiano foi reconstru´ıda para o caso onde ocorreu o blackout
de setembro de 2003. Atrave´s de ana´lises de sinais de um programa
de estabilidade transito´ria foi utilizada a ana´lise espectral via wavelets,
onde atrave´s de um espectro que relaciona tempo, frequ¨eˆncia e magni-
tude (dB) e´ poss´ıvel identificar as frequ¨eˆncias de oscilac¸a˜o dos modos
inter-a´rea.
Neste caso tambe´m pode-se ter uma ide´ia de quais modos sa˜o
menos amortecidos fazendo uma inspec¸a˜o visual no espectro tempo-
17Haar e Daubechies Wavelets.
18Portable Power System Monitors.
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magnitude-frequ¨eˆncia gerado pela TW 19. Isto pode ser identificado
atrave´s do per´ıodo de tempo que eles aparecem no espectro.
Um me´todo para se encontrar tanto a frequ¨eˆncia quanto o amor-
tecimento usando a TW tipo Morlet a cada instante pode ser encon-
trado em [59].
Vale ressaltar que a aplicac¸a˜o da TW para detecc¸a˜o de modos
eletromecaˆnicos geralmente e´ feita apenas sob condic¸o˜es de grandes
distu´rbios (Ringdown). Sua aplicac¸a˜o em sistemas onde os sinais sa˜o
compostos por pequenos ru´ıdos aleato´rios como as variac¸o˜es e chavea-
mentos de carga, os Dados de Ambiente foi feita pela primeira vez em
[60].
Transformada de Hilbert
Um outro me´todo desenvolvido no final da de´cada de 1990 e apre-
sentado em [46] teve como intuito ampliar os resultados obtidos pelas
TWs. Este me´todo e´ capaz de analisar dados de sistemas na˜o linea-
res e na˜o estaciona´rios em se´ries temporais e ale´m disto e´ um me´todo
adaptativo.
A TW e´ na˜o adaptativa. Assim, uma vez que o tipo de func¸a˜o
de ana´lise ou mother wavelet for escolhida ela deve ser utilizada em
toda a ana´lise. Ja´ o me´todo proposto pelos autores e´ adaptativo, pois
baseia-se diretamente nos dados sob ana´lise.
Adaptatividade e´ um requisito crucial para processos na˜o line-
ares e na˜o estaciona´rios, pois somente a adaptac¸a˜o a`s variac¸o˜es locais
faz com que a decomposic¸a˜o dos sinais seja feita levando-se em consi-
derac¸a˜o as caracter´ısticas f´ısicas do processo e na˜o somente requisitos
matema´ticos de ajuste aos dados.
O me´todo desenvolvido e apresentado pela primeira vez em [46]
baseia-se na transformada de Hilbert (TH) e tem como parte chave a
chamada decomposic¸a˜o modal emp´ırica (EMD), que decompo˜e o sinal
em um conjunto finito de ondas compostas por diferentes componentes
modais dominantes chamados de func¸o˜es modais intr´ınsecas (IMF) que
admitem transformadas de Hilbert bem comportadas.
As IMFs podem ser lineares ou na˜o e ainda variantes no tempo e
graficamente lembram as func¸o˜es geradas pela decomposic¸a˜o escalonada
por diferentes frequ¨eˆncias das TWs.
Devido ao fato das IMFs na˜o serem necessariamente ortogonais,
sendo muitas vezes quase ortogonais, a violac¸a˜o desta restric¸a˜o para a
19Morlet Wavelet.
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construc¸a˜o das IMFs faz com que o me´todo possa ser empregado em
dados que apresentem na˜o linearidades, pois decomposic¸o˜es ortogonais
sa˜o caracter´ısticas de sistemas lineares. Como este me´todo e´ adaptativo
e baseia-se em caracter´ısticas locais, as inovac¸o˜es conceituais do mesmo
sa˜o: a atribuic¸a˜o de significado f´ısico a` frequ¨eˆncia instantaˆnea para cada
modo, que geralmente e´ extra´ıdo de um sinal que pode apresentar alta
complexidade, e a introduc¸a˜o das IMFs praticamente ortogonais.
A utilizac¸a˜o do conceito de frequ¨eˆncia instantaˆnea e´ capaz de eli-
minar na˜o somente a necessidade de existeˆncia de componentes harmoˆ-
nicas com frequ¨eˆncias superiores quando o sinal e´ na˜o linear, fato que as
wavelets na˜o sa˜o capazes de fazer, mas tambe´m componentes harmoˆni-
cas espu´rias geradas por sinais na˜o estaciona´rios. Devido a` capacidade
de eliminar componentes espu´rias de frequ¨eˆncia de dados na˜o estaciona´-
rios e na˜o lineares, a TH apresenta resoluc¸a˜o do espectro de frequ¨eˆncia
bem melhor que as TWs, que baseiam-se na ana´lise de Fourier.
Este me´todo esta´ sendo chamado por alguns autores de Transfor-
mada de Hilbert-Huang (T HH) e e´ considerado o primeiro me´todo local
e adaptativo em ana´lise espectral que relaciona tempo a` frequ¨eˆncia.
Com estas propriedades pode-se localizar qualquer evento preci-
samente ao longo do tempo e estimar quais modos esta˜o participando
com maior intensidade nas oscilac¸o˜es, sendo que tanto sua frequ¨eˆncia
quanto seu amortecimento, que pode ser obtido apo´s alguns ca´lculos
adicionais, sa˜o obtidos instante a instante.
Este me´todo pode ser aplicado com sucesso onde existem mu-
danc¸as abruptas de frequ¨eˆncia. Ja´ a TW apresenta bons resultados
somente quando existem variac¸o˜es graduais de frequ¨eˆncia [46].
A utilizac¸a˜o da THH ja´ vem sendo aplicada em sistemas de po-
teˆncia para a detecc¸a˜o de modos eletromecaˆnicos via sinais amostrados
pelo SMFS e ana´lise de sinais de sa´ıda de programas de estabilidade
transito´ria [61, 62, 63].
Com este tipo de ana´lise torna-se poss´ıvel saber em que instantes
controladores, controles temporizados e distu´rbios ocorrem no sistema,
pois o me´todo e´ local. Ale´m disto e´ tambe´m poss´ıvel detectar ale´m da
na˜o estacionariedade do sinal o surgimentos de novos modos at´ıpicos
ao sistema que sa˜o detectados pelo me´todo ao longo da ana´lise do sinal
e que podem gerar um comportamento na˜o estaciona´rio.
Segundo os autores estes modos podem ser gerados por interac¸o˜es
modais na˜o lineares, podendo ser mais prejudiciais ao sistema do que
os pro´prios modos intera´rea. Relatos de detecc¸o˜es de interac¸o˜es na˜o
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lineares via THH podem ser encontrados em [61].
O me´todo proposto serve tambe´m como filtro devido a` decom-
posic¸a˜o do sinal original em um conjunto de sinais compostos por di-
ferentes modos (IMFs) e e´ portanto capaz de eliminar as componentes
cont´ınuas e as tendeˆncias 20.
Assim como para a TW, neste me´todo na˜o foram analisados
dados onde existe somente Dados de Ambiente e tambe´m na˜o ha´ relatos
de aplicac¸a˜o onde existem perdas de dados.
A aplicac¸a˜o da THH em sinais onde existem perda de dados e´
uma proposta futura em [63].
3.3.4 Controle para Amortecimento de Oscilac¸o˜es Eletro-
mecaˆnicas
Nesta sec¸a˜o sa˜o mencionados de forma breve artigos que foram
publicados nos u´ltimos anos que utilizam sinais de SMFS em controla-
dores para amortecimento de oscilac¸o˜es em SEP.
Ate´ ha´ algum tempo atra´s, os controladores de SEP eram pro-
jetados para terem sinais de realimentac¸a˜o locais tais como tensa˜o das
barras, velocidade angular das ma´quinas, poteˆncia ele´trica, dentre ou-
tros. Estes tipos de controladores teˆm reconhecidamente a propriedade
de amortecer modos locais com eficieˆncia, mas podem apresentar algu-
mas vezes certa limitac¸a˜o quando deseja-se amortecer oscilac¸o˜es itera´-
rea devido a` falta de observabilidade destes modos em sinais locais.
A utilizac¸a˜o de sinais remotos e locais usados na realimentac¸a˜o
de controladores atualmente ja´ e´ poss´ıvel de ser feita devido a` utilizac¸a˜o
de SMFS que e´ capaz de transmitir dados de regio˜es geograficamente
distantes em curtos intervalos de tempo.
A escolha de sinais a serem medidos e utilizados em controladores
e´ um problema encontrado regularmente quando se deseja obter um
bom desempenho dinaˆmico do sistema. Sinais com bons ı´ndices de
observabilidade e de controlabilidade [3] em relac¸a˜o aos modos que se
deseja amortecer devem ser escolhidos para uma maior eficieˆncia da
malha de controle.
Uma das maiores dificuldades da utilizac¸a˜o de sinais remotos
em controladores e´ a necessidade de que as tecnologias empregadas na
transmissa˜o de dados sejam capazes de enviar tais sinais com um mı´-
20Trends/Drifts.
74 3 SISTEMAS DE MEDIC¸A˜O FASORIAL
nimo de atraso poss´ıvel, da ordem de tempo tais como os apresentados
na Sec¸a˜o 3.2, e que os me´todos empregados no projetos de tais contro-
ladores sejam capazes de levar em considerac¸a˜o os atrasos.
Outra questa˜o relevante no emprego de sinais remotos em con-
troladores e´ a possibilidade de haver a perda de alguns sinais, o que
compromete o desempenho dinaˆmico do sistema.
Dentre os tipos de controladores empregados, os Estabilizadores
de Sistemas de Poteˆncia (ESP) sa˜o atualmente os controladores mais
comumente utilizados no amortecimento de oscilac¸o˜es devido a` sua sim-
plicidade e relac¸a˜o custo/benef´ıcio para o sistema.
Atualmente os dispositivos FACTS e os sistemas de transmis-
sa˜o de corrente cont´ınua em alta tensa˜o - High Voltage Direct Current
(HVDC) chamam atenc¸a˜o pelo seu emprego no sistema de transmis-
sa˜o. Os dispositivos FACTS ale´m de serem capazes de controlar fluxo
de poteˆncia e n´ıveis de tensa˜o, podem amortecer oscilac¸o˜es inter-a´rea
quando controles suplementares sa˜o utilizados. Da mesma forma os sis-
temas HVDC, por possuirem grande controlabilidade e ra´pida resposta,
podem ser usados no amortecimento de oscilac¸o˜es eletromecaˆnicas do
sistema quando os mesmos interligam sistemas juntamente a sistemas
de transmissa˜o convencional em corrente alternada de forma paralela.
Quando na˜o existe este paralelismo, o sistema interligado e´ desaco-
plado no sentido de operac¸a˜o de forma ass´ıncrona das extremidades.
O amortecimento das oscilac¸o˜es ocorre quando controles suplementa-
res sa˜o aplicados ao elo HVDC, reduzindo desbalanc¸os de poteˆncia que
ocorrem em ambas extremidades do sistema em corrente alternada.
Todos estes tipos de equipamentos e dispositivos mencionados
veˆm sendo estudados ha algum tempo ja´ com a possibilidade de uti-
lizac¸a˜o de sinais remotos oriundos do SMFS de forma a melhorar o
comportamento dinaˆmico de SEP quando se empregam te´cnicas de con-
trole. A seguir trabalhos sobre a aplicac¸a˜o destes equipamentos e de
diversas te´cnicas de controle sa˜o brevemente mencionados.
Uma das primeiras publicac¸o˜es onde sinais remotos de SMFS sa˜o
empregados em controle para amortecimento de oscilac¸o˜es datam do fi-
nal da de´cada de 1990 [64, 65], onde foram usadas inicialmente te´cnicas
de controle cla´ssico e o emprego de Desigualdades/Inequac¸o˜es Matrici-
ais Lineares - Linear Matrix Inequalities (LMIs) [66], respectivamente,
no projeto dos controladores tipo ESP, utilizando-se de sinais locais e
remotos.
Em [65] os autores utilizam te´cnicas de controle H2 e H∞ que
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podem ser encontradas em [67] para serem resolvidas via LMIs, con-
siderando tambe´m incertezas no modelo para tornar o controle mais
robusto. Este artigo talvez tenha sido o que abriu as portas para a
utilizac¸a˜o de te´cnicas de controle o´timo tipo H∞ a ser resolvido via
formulac¸a˜o LMI usando sinais remotos de SMFS. Apo´s este tipo de
abordagem, diversos artigos utilizaram este tipo de formulac¸a˜o de con-
trole e alguns deles sa˜o mencionados nesta sec¸a˜o.
A considerac¸a˜o de perdas de sinais remotos tambe´m foi analisada
pelo mesmo grupo de pesquisadores que escreveram os artigos [64, 65],
sendo publicada em [68], onde mais uma vez sa˜o usadas te´cnicas de con-
trole cla´ssico e LMIs, sendo que a eventual perda de sinal e´ detectada
por uma lo´gica e tal sinal e´ substitu´ıdo por um sinal de caracter´ıstica
parecida de ma´quinas pro´ximas a` que sofreu tal perda de sinal de con-
trole. Somente em artigos mais recentes sa˜o levadas em considerac¸a˜o no
projeto de controladores os efeitos de atrasos, incertezas em modelos,
dentre outras que sa˜o mencionadas posteriormente.
A modelagem de incertezas em SEP esta relacionada principal-
mente a`s complexidades e na˜o linearidades do sistema que para deixa´-
los mais trata´veis muitas vezes exige que simplificac¸o˜es sejam feitas.
As incertezas podem ser enta˜o decorrentes de desconhecimento de pa-
raˆmetros, linearizac¸o˜es em torno de pontos de operac¸a˜o e ate´ mesmo
eliminac¸a˜o de dinaˆmicas ra´pidas, ocasionando impreciso˜es no modelo e
prejudicando a estabilidade e o desempenho do sistema como um todo.
Quando se deseja lidar com atrasos nos sinais remotos para em-
prego em controladores, as te´cnicas utilizadas por autores e´ variada e
sabe-se que os efeitos de atraso de sinais de realimentac¸a˜o em contro-
ladores causam um atraso de fase em relac¸a˜o a` frequ¨eˆncia do modo
de oscilac¸a˜o que se deseja amortecer, prejudicando o amortecimento do
sistema [69].
Para levar em considerac¸a˜o os efeitos de atraso em de sinais de
realimentac¸a˜o no projeto de controladores, as te´cnicas mais usadas em
artigos onde sa˜o usados sinais remotos de SMFS sa˜o:
• Sistemas Baseados em Controle Smith Predictor (SP) e
novas adaptac¸o˜es do me´todo [70, 71]: SP foi a primeira ferramenta
bem sucedida desenvolvida na de´cada de 1950 para lidar com
atrasos em sistemas de controle, onde um lac¸o de realimentac¸a˜o
consistindo em um estimador converte o problema de controle de
um sistema que conte´m um atraso de tempo em um problema de
controle livre de atrasos. Esta abordagem e´ capaz de simplificar
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consideravelmente o projeto e a ana´lise do sistema e apo´s sua
utilizac¸a˜o, te´cnicas de controle sa˜o aplicadas;
• Aproximac¸o˜es de Pade´: este me´todo e´ muito utilizado para
aproximar a func¸a˜o irracional de atraso puro e−st atrave´s de rela-
c¸o˜es de polinoˆmios e formar uma func¸a˜o de transfereˆncia. Apo´s
esta aproximac¸a˜o e´ poss´ıvel transformar as func¸o˜es de transfereˆn-
cia em matrizes de estado e conecta´-la a` matriz de estados do SEP
linearizado, formando assim um sistema aumentado onde pode-se
em seguida aplicar te´cnicas de controle;
• Incertezas Estruturadas via Linear Fractional Transfor-
mation - (LFT) [67, 72]: a modelagem de tais incertezas e´ feita
separando na realimentac¸a˜o de controle as partes constantes e co-
nhecidas (matriz constante) das desconhecidas (matriz com paraˆ-
metros dinaˆmicos) limitando os valores desconhecidos em faixas
de valores em que sua ocorreˆncia e´ poss´ıvel e subsequente uso de
te´cnicas de controle;
Ja´ no quesito de emprego de te´cnicas de controle, apo´s a con-
siderac¸a˜o ou na˜o de incertezas e atrasos, artigos publicados que lidam
com sinais oriundos de SMFS empregam te´cnicas de controle cla´ssico
( compensac¸a˜o), controle linear quadra´tico (LQR), adaptac¸o˜es do con-
trole Smith Predictor (SP), controle H2 e H∞, Gain Scheduling - (GS).
Tambe´m sa˜o empregadas te´cnicas de LMIs que podem ser usadas para
resolver os controladores mencionados anteriormente ainda com a pos-
sibilidade de utilizar alocac¸a˜o de po´los em regio˜es desejadas do plano
complexo (D−estabilidade) [73, 74].
O principal conceito do controle tipo Gain Scheduling (GS) e´ o
projeto de diversos controladores invariantes no tempo para diferen-
tes pontos de operac¸a˜o que sa˜o capazes de assegurar a estabilidade
em malha fechada para um dado me´todo de projeto de controlador.
Geralmente para tal finalidade usam-se te´cnicas controle robusto para
garantir o desempenho do sistema, pois geralmente existem regio˜es de
transic¸a˜o no sistema em que o desempenho pode na˜o ser satisfato´rio,
ou seja, entre conjuntos de pontos onde os controladores foram proje-
tados. Logo um controlador robusto assegura um certo desempenho na
vizinhanc¸a de pontos de projeto [75].
Os controles H2 e H∞ sa˜o baseados em normas de sistemas e
lidam basicamente com a capacidade de um sistema de controle ser
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capaz de limitar efeitos indeseja´veis de perturbac¸o˜es em varia´veis de
sa´ıda de interesse. O controle H2 e´ normalmente associado ao controle
LQG, otimizando a norma H2 do sistema. Ja´ o controle H∞ tem como
objetivo minimizar o maior ganho da resposta em frequ¨eˆncia do sistema,
minimizando o efeito da pior perturbac¸a˜o na sa´ıda do mesmo [72, 67].
O ajuste de paraˆmetros de controladores em artigos como [76] e
[77] e´ feito usando, respectivamente, algoritmos gene´ticos e programa-
c¸a˜o/otimizac¸a˜o dinaˆmica a fim de melhorar o desempenho do sistema
que usam sinais de SMFS em sua realimentac¸a˜o.
Para simplificar a relac¸a˜o entre os artigos, as citac¸o˜es a seguir
esta˜o associadas levando-se em considerac¸a˜o os tipos de te´cnicas de
controle empregados, independendo se e de quais formas os atrasos e
as incertezas foram considerados no momento do projeto dos controla-
dores.
A grande maioria dos controladores usados para amortecer osci-
lac¸o˜es que usam sinais amostrados do SMFS empregam te´cnicas de H∞
que sa˜o resolvidas ou na˜o via formulac¸a˜o LMI. Algumas das refereˆncias
sa˜o [78, 79, 80, 81, 82, 83, 84, 71].
Da mesma forma, em [85, 86] e [87] foram usados controles do
tipo LQR e LQG robusto, respectivamente no amortecimento de osci-
lac¸o˜es eletromecaˆnicas.
Quando se refere ao uso de HVDC para amortecimento de os-
cilac¸o˜es, a existeˆncia de artigos usando SMFS ainda e´ pequena sendo
limitada a sistemas de ma´quina barra infinita usando LMIs [88] e te´c-
nicas de controle cla´ssico para um sistema multima´quinas [89]. Ja´ a
utilizac¸a˜o de equipamentos FACTS apresenta maior bibliografia, sendo
que algumas das refereˆncias utilizaram te´cnicas de controle H∞ e por-
tanto esta˜o citadas na lista de refereˆncias onde se emprega o citado tipo
de controlador, logo acima.
Existem ainda alguns artigos que utilizam te´cnicas na˜o lineares
de controle juntamente com sinais de SMFS, dentre eles pode-se citar
[90, 83].
Para melhorar o desempenho de sistemas, e´ necessa´rio que uma
boa escolha de sinais seja feita, ou seja, e´ necessa´rio que os modos
desejados sejam observa´veis nos sinais. Para isto, em [91] dois me´todos
para escolha de melhores sinais oriundos de SMFS para serem usados
em controladores sa˜o estudados: o me´todo dos res´ıduos e o me´todo
geome´trico.
Neste trabalho a aplicac¸a˜o de te´cnicas de controle do tipo LQR,
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uso de LMIs e te´cnicas de otimizac¸a˜o na˜o-convexa e na˜o-suave sa˜o uti-
lizados e detalhes sa˜o apresentados na Sec¸a˜o 7.2.
3.4 COMENTA´RIOS
Para se poder identificar modos, antes de tudo, e´ necessa´rio saber
qual sera´ a estrate´gia escolhida, isto e´, se o algoritmo de identificac¸a˜o
deve ser iniciado somente quando algum tipo de perturbac¸a˜o significa-
tiva no sistema e´ detectada por lo´gicas pre´-estabelecidas no programa
ou se o algoritmo deve ser utilizado constantemente, detectando os mo-
dos continuamente.
Caso a opc¸a˜o escolhida seja a de detectar os modos somente
quando ocorram grandes perturbac¸o˜es, antes de tudo, e´ necessa´rio saber
qual a magnitude das oscilac¸o˜es, o quanto elas persistem, as faixas de
frequ¨eˆncia que devem ser detectadas e como o algoritmo de identificac¸a˜o
deve ser inicializado.
As condic¸o˜es operativas do sistema, tais como carregamento e
topologia, ale´m de dados estat´ısticos, devem servir como ponto de par-
tida nestes casos para se poder ajustar os limites de detecc¸a˜o e lo´gicas
mais adequados a serem utilizados nos algoritmos escolhidos.
Optar pela monitorac¸a˜o cont´ınua de modos implica na ana´lise de
grandes janelas de tempo para se obter estimativas confia´veis, mesmo
quando ocorrem falhas de medic¸a˜o, perda de dados e o comportamento
do sistema seja na˜o estaciona´rio, como mencionado em diversas refe-
reˆncias citadas na Sec¸a˜o 3.3.3.
A ana´lise de grandes janelas pode levar a atrasos da atualizac¸a˜o
de dados e dependendo da aplicac¸a˜o comprometer o desempenho dinaˆ-
mico do sistema caso se deseje usar estas informac¸o˜es para ajustes de
controladores, o que e´ um dos objetivos desta pesquisa.
O processo de detecc¸a˜o e´ de grande importaˆncia para que medi-
das de seguranc¸a e de controle possam ser aplicadas adequadamente.
Portanto precisa˜o e velocidade das estimativas sa˜o fundamentais, ja´ que
sempre pode-se escolher o algoritmo mais adequado para cada situac¸a˜o
onde se deseja analisar determinados fenoˆmenos.
Para que a detecc¸a˜o automa´tica seja feita da melhor forma pos-
s´ıvel, em [92] e´ sugerido que um pacote composto por um conjunto de
algoritmos seja desenvolvido, onde cada um deles deva ser acionado
para cada condic¸a˜o espec´ıfica detectada.
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Embora existam poucos estudos, algoritmos que apresentam
grande potencial para analisar janelas de curta durac¸a˜o, levando
vantagem sobre o me´todo de Prony no quesito na˜o estacionariedade
de sinais, sa˜o as Transformadas Wavelets e a Transformada Hilbert-
Huang, sendo que o u´ltimo me´todo ainda leva vantagem sobre o
primeiro pois e´ capaz de analisar sinais na˜o lineares [46].
3.5 CONCLUSO˜ES
Neste cap´ıtulo foi apresentada a tecnologia de SMFS, que abre
as portas para diversas aplicac¸o˜es em diferentes a´reas do SEP, sendo
dado eˆnfase para sua aplicac¸a˜o na melhoria do desempenho dinaˆmico
de sistemas.
Uma das aplicac¸o˜es que vem sendo pesquisada e´ o uso de algo-
ritmos de identificac¸a˜o de sistemas, que aplicados em sinais fornecidos
pelo SMFS possibilita o acompanhamento de modos pouco amorteci-
dos do sistema, permitindo que ac¸o˜es preventivas/corretivas de controle
possam ser tomadas. Devido a ser uma aplicac¸a˜o considerada recente,
va´rias propostas veˆm sendo apresentadas ao longo dos u´ltimos anos,
mas ainda na˜o se sabe ao certo quais delas tera´ a possibilidade de ana-
lisar com maior rapidez e precisa˜o os dados amostrados.
O mesmo ocorre com as te´cnicas de controle, com a existeˆncia
da possibilidade de perdas de sinais e surgimento de atrasos nos sinais
locais e remotos usados na realimentac¸a˜o de controladores e´ necessa´rio
que as te´cnicas empregadas sejam capazes de lidar com tais problemas
da melhor forma poss´ıvel.
O uso de SMFS faz com que a nova tendeˆncia de aplicac¸o˜es de
te´cnicas de controle seja feita na˜o mais de forma sequ¨encial e com uso
de realimentac¸a˜o de sinais locais apenas, o SMFS possibilita o uso de
te´cnicas de controle multivaria´vel com o uso de sinais locais e remotos,
ale´m do emprego de te´cnicas robustas.
Detalhes sobre estudos realizados em detecc¸a˜o de modos via ana´-
lise de sinais oriundos de programas de estabilidade transito´ria e de
PMUs instaladas na rede ba´sica do Sistema Interligado Nacional sa˜o
apresentados nos pro´ximos cap´ıtulos, assim como a aplicac¸a˜o de sinais
de SMFS em controladores.
PGEELTEX.
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5 APLICAC¸A˜O DOS ME´TODOS DE IDENTIFICAC¸A˜O
Neste cap´ıtulo, considerac¸o˜es sobre a aplicac¸a˜o dos me´todos e
algoritmos de identificac¸a˜o descritos no Cap´ıtulo 4 sa˜o apresentadas.
Propostas para ordenar autovalores atrave´s de suas respectivas
energias modais para o me´todo de Prony e para algoritmos de subespac¸o
de estados sa˜o feitas. Um algoritmo que permite que rastreamentos mo-
dais possam ser feitos de maneira automa´tica utilizando algoritmos de
subespac¸o em conjunto com um ı´ndice de dominaˆncia modal e´ proposto.
Tipos de modelagens matema´ticas para a representac¸a˜o de sis-
temas ele´tricos de poteˆncia sa˜o apresentados. Dentre as modelagens
sa˜o propostos o uso de sistemas lineares com paraˆmetros variantes
para emular na˜o-estacionariedades em sistemas e tambe´m uma mode-
lagem de carga dinaˆmica que varia aleatoriamente no programa ANA-
TEM [173]. Esta modelagem de carga serve para representar os dados
de ambiente em um sistema na˜o-linear. Ja´ os diferentes tipos de re-
presentac¸o˜es matema´ticas de sistemas servem para testar e validar os
me´todos e algoritmos apresentados no Cap´ıtulo 4.
5.1 CONSIDERAC¸O˜ES NAS IMPLEMENTAC¸O˜ES DOS ALGO-
RITMOS DE DETECC¸A˜O DE MODOS ELETROMECAˆNICOS
A aplicac¸a˜o de me´todos de identificac¸a˜o tais como o me´todo de
Prony, Prony multi-sinais e a de me´todos baseados na teoria de su-
bespac¸o de espac¸o de estados, ao serem aplicadas em sinais reais sem
pre´vio tratamento, geralmente fornecem resultados que podem na˜o ser
condizentes com a realidade.
Uma pra´tica que deve ser utilizada para que o conjunto de me´to-
dos acima referido tenha um melhor desempenho e´ a do pre´-tratamento
dos dados, que consiste em eliminar ru´ıdos e tendeˆncias indesejados dos
sinais sob ana´lise. Nesta sec¸a˜o as metodologias empregadas na litera-
tura para pre´-tratamento de sinais de sistemas ele´tricos de poteˆncia
para detecc¸a˜o de modos eletromecaˆnicos sa˜o apresentadas. Tambe´m
nesta sec¸a˜o, a fim de ordenar o conjunto de autovalores fornecidos pe-
los referidos me´todos, um I´ndice de Dominaˆncia Modal (IDM) [174] e´
proposto para ordenar os autovalores de acordo com sua energia. O
emprego do IDM nos conjuntos de autovalores fornecidos pelo me´todo
de Prony e de subespac¸o permite discriminar os autovalores com maior
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energia que esta˜o localizados em faixas de frequeˆncia de interesse 1,
que sa˜o as dos modos inter-a´rea. O uso conjunto de algoritmos de
subespac¸o com o IDM e´ a base do processo de rastreamento de mo-
dos eletromecaˆnicos de forma automa´tica e cont´ınua, proposto ao longo
deste trabalho.
A EMD e a EEMD, por apresentarem comportamentos de filtros
adaptativos, normalmente na˜o necessitam de pre´-tratamento de sinais
para efetuarem a decomposic¸a˜o modal, pore´m a Transformada de Fou-
rier tem um papel importante para verificar se as respostas fornecidas
apo´s o uso da EMD e da EEMD foram bem sucedidas. O papel da
Transformada de Fourier e´ o de verificar se as IMFs obtidas no pro-
cesso de peneiramento possuem apenas um modo dominante. Este fato
e´ crucial para a obtenc¸a˜o de frequeˆncia, amplitude e amortecimento
instantaˆneos de cada modo de oscilac¸a˜o que compo˜e o sinal sob ana´lise,
como mencionado na Sec¸a˜o 4.5.
5.2 PRE´-TRATAMENTO DOS DADOS
Para melhorar o processo de detecc¸a˜o de modos deve-se inici-
almente realizar o pre´-tratamento dos dados. Para isto e´ importante
conhecer a natureza das oscilac¸o˜es dos sinais sob ana´lise e tambe´m as
faixas de frequeˆncia que compo˜em os mesmos. Neste trabalho a faixa
de frequeˆncia das oscilac¸o˜es de interesse varia de 0,1 Hz a 3 Hz, que e´ a
faixa de frequeˆncia das oscilac¸o˜es eletromecaˆnicas de sistemas ele´tricos
de poteˆncia. Frequeˆncias fora desta faixa presentes nos sinais devem
ser eliminadas 2.
A atenuac¸a˜o destas componentes de frequeˆncia indesejadas e´ nor-
malmente obtida atrave´s da utilizac¸a˜o de filtros. Filtros utilizados para
tal finalidade em [32] e em [40] teˆm frequ¨eˆncia de corte igual a 2,0 Hz.
Ja´ os utilizados em [34] teˆm frequ¨eˆncia de corte fc = 2,5 Hz. Neste
trabalho e´ usado um filtro passa-faixa. Os modos de oscilac¸a˜o eletro-
mecaˆnicos dos sistemas teste cujos sinais sera˜o analisados, assim como
1Normalmente, quando se analisam dados reais, surgem modos com frequeˆncia
de oscilac¸a˜o praticamente iguais, pore´m com amortecimentos bastante diferentes.
Isto se agrava quando a frequeˆncia de amostragem e´ baixa (menor que 20 Hz) e o
uso do IDM e´ uma boa soluc¸a˜o para estes eventuais problemas.
2Casos espec´ıficos de oscilac¸o˜es fora desta faixa podem eventualmente ocorrer,
pore´m a maioria destes casos na˜o faz parte deste estudo. Um destes exemplos e´ o
fenoˆmeno de ressonaˆncia subs´ıncrona.
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sinais do Sistema Interligado Nacional (SIN), esta˜o dentro da faixa
de frequeˆncia mencionada (0,1 Hz a 3 Hz). Atrave´s de diversos estu-
dos sobre o comportamento de oscilac¸o˜es do SIN, foram encontradas
as faixas de oscilac¸a˜o em que os principais modos inter-a´rea do SIN
se enquadram. Tais resultados esta˜o apresentados na Tabela 5.1, di-
vulgada pelo Operador Nacional do Sistema (ONS) e dispon´ıvel em:
http://www.ons.org.br.
Tabela 5.1: Principais Modos Intera´rea do Sistema Interligado Na-
cional.
Modos Faixa de Frequ¨eˆncia
Norte x Sul 0,20 a 0,40 Hz
Sul x Sudeste 0,60 a 0,80 Hz
Norte x Nordeste 0,55 a 0,65 Hz
Mato Grosso x SIN 0,40 a 0,45 Hz
Rio de Janeiro x SIN 1,10 a 1,30 Hz
Sa˜o Paulo x SIN 0,65 a 0,75 Hz
Para a filtragem dos sinais foram utilizados dois filtros digitais
el´ıpticos, um passa alta e outro passa baixa, com caracter´ısticas apre-
sentadas na Tabela 5.2, que ao final formam um filtro passa-faixa. Tais
filtros foram ajustados levando-se em considerac¸a˜o a reduc¸a˜o do efeito
de atraso de fase para as faixas de frequeˆncias entre 0,1 e 3 Hz.
Tabela 5.2: Especificac¸o˜es dos filtros el´ıpticos utilizados.
Valores Passa Baixa Passa Alta
Fcorte (Hz) 3 0,01
Ordem 2 2
RippleFPass (dB) 0,2 0,001
Atenuac¸a˜oFStop (dB) 60 60
Os filtros especificados na Tabela 5.2 sa˜o utilizados no pre´-
tratamento dos dados na maioria dos casos neste trabalho.
Ale´m da utilizac¸a˜o de filtros passa-faixa, eventuais tendeˆncias 3
presentes nos sinais podem ser removidas via uso do comando detrend
do Matlab, que e´ capaz de identificar diversos segmentos de reta, que
representam as tendeˆncias, contidos nos dados via me´todo dos mı´ni-
mos quadrados. Outra parte bastante importante no processo de pre´-
tratamento de dados e´ a de normalizac¸a˜o 4. A normalizac¸a˜o deve ser
feita para evitar que sinais dominem e polarizem a resposta. Um exem-
plo e´ a ana´lise simultaˆnea de sinais de fluxo de poteˆncia, que apresentam
3Tendeˆncias nos sinais sa˜o geralmente componentes DC como retas e rampas.
4Divisa˜o do sinal pelo seu respectivo valor me´dio.
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magnitudes da ordem de centenas de MW, com sinais de frequ¨eˆncia, que
teˆm magnitudes que variam em torno de 60 Hz. Para estas grandezas
f´ısicas serem analisadas ao mesmo tempo, ambas devem estar em valo-
res por unidade caso contra´rio as magnitudes dos sinais de frequ¨eˆncia
teriam a ordem de grandeza dos ru´ıdos nos sinais de fluxo de poteˆncia
ativa.
5.3 PROPOSTA PARA ORDENAC¸A˜O DE AUTOVALORES
ATRAVE´S DA ENERGIA MODAL
Uma tarefa importante em me´todos de identificac¸a˜o de sistemas
esta´ relacionada a` identificac¸a˜o e ordenac¸a˜o dos modos calculados. Em-
bora os sistemas que esta˜o sendo identificados possuam ordens muito
elevadas, como sistemas ele´tricos de poteˆncia, os sinais gerados por eles
podem ser reconstru´ıdos com apenas alguns modos, implicando que a
dinaˆmica dos mesmos e´ dominada por um nu´mero pequeno de modos.
O nu´mero de modos dominantes esta´ diretamente associado a` energia
modal de cada um deles e tambe´m a` observabilidade dos mesmos, ou
seja, o ponto de onde se extraem as medidas.
Apesar destes fatos serem conhecidos, a escolha de uma ordem
pequena para o sistema a ser identificado geralmente na˜o e´ capaz de
representa´-lo fielmente, podendo transformar dois modos distintos que
tenham significado f´ısico em apenas um modo matema´tico, sem signifi-
cado f´ısico, capaz de reproduzir a dinaˆmica dos mesmos. Desta forma e´
usual a escolha de uma ordem algumas vezes maior que a do nu´mero de
modos dominantes, o que pode melhorar o condicionamento nume´rico
do me´todo de identificac¸a˜o, mas que tambe´m gera modos matema´ticos
que servem para modelar eventuais comportamentos do sistema que
na˜o sa˜o de interesse 5.
A tarefa agora e´ determinar quais modos sa˜o eletromecaˆnicos
dominantes e quais sa˜o artefatos nume´ricos, ou modos matema´ticos,
utilizados para representar modos de mais baixa energia no conjunto
de modos identificados pelos me´todos. O problema de selec¸a˜o de mo-
dos dominantes e´ muito importante para a monitorac¸a˜o cont´ınua da
estabilidade de sistemas e a selec¸a˜o destes modos deve ser feita au-
tomaticamente. Um me´todo capaz de efetuar tal tarefa foi proposto
5Exemplos seriam modos que servem para modelar eventuais tendeˆncias e ate´
mesmo ru´ıdos.
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em [174] e e´ apresentado nesta sec¸a˜o. A utilizac¸a˜o deste me´todo em
conjunto com os me´todos de Prony, Prony multi-sinais e de subes-
pac¸o foi proposto ao longo deste trabalho de doutorado e publicada em
[175, 176, 23, 177, 178, 179].
5.3.1 O I´ndice de Dominaˆncia Modal
O I´ndice de Dominaˆncia Modal (IDM) foi originalmente proposto
em [174], sendo um ı´ndice capaz de verificar se um modelo ou sistema
identificado possui modos dominantes e, em caso afirmativo, ser capaz
de determina´-los. Tal ı´ndice apesar de simples e´ normalmente efetivo
em determinar modos dominantes de modelos, ale´m de tambe´m po-
der ser utilizado para reduc¸a˜o de ordem de sistemas. O IDM ale´m de
levar em considerac¸a˜o as constantes de tempo de cada modo, conti-
das nos po´los, tambe´m usa informac¸a˜o sobre a localizac¸a˜o dos zeros,
sendo capaz de indicar quais po´los sa˜o dominantes mesmo quando suas
constantes de tempo na˜o sa˜o as maiores (po´los mais pro´ximas do eixo
imagina´rio jω). Este ı´ndice leva em considerac¸a˜o informac¸o˜es sobre
o regime permanente e transito´rio do sistema e pode ser obtido para
modelos representados na forma de espac¸o de estados e de func¸o˜es de
transfereˆncia.
Seja a func¸a˜o de transfereˆncia G(s):
G(s) = brs
r + . . .+b1s+b0
(s−λn) . . .(s−λ1) (5.1)
Pressupo˜e-se que G(s) na˜o tem po´los com multiplicidade maior
que um e que n > r. Logo G(s) pode ser escrita da seguinte forma:
G(s) = J1
(s−λ1) + . . .+
Jk
(s−λk) +
Jk+1
(s−λk+1) +
J∗k+1
(s−λ ∗k+1)
+ . . .+
+
Jk+q
(s−λk+q) +
J∗k+q
(s−λ ∗k+q)
(5.2)
sendo que Ji e´ o i-e´simo res´ıduo associado ao po´lo λi, os asteriscos
indicam complexo-conjugados, k e´ o nu´mero de po´los reais e q e´ o
nu´mero de pares conjugados. Portanto n = k + 2q. Assume-se que
Re(λ1) < 0, ∀i.
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O i-e´simo IDM para po´los reais e´ definido por:
γi ,
−Ji
λi
, i = 1,2, . . . ,k (5.3)
Para po´los complexo-conjugados, tem-se:
γi ,
−[Jk+lλ ∗k+l + J∗k+lλk+l]
2λk+lλ ∗k+l
,
−Re(Jk+lλ ∗k+l)
λk+lλ∗k+l , i = k+2l−1,k+2l, l = 1,2, . . . ,q
(5.4)
Po´los complexo-conjugados teˆm IDM ideˆnticos na Equac¸a˜o (5.4), ou
seja γk+2l−1 = γk+2l , l = 1,2, . . . ,q. Ale´m disto os IDM podem ser tanto
positivos quanto negativos, propriedade deseja´vel uma vez que podem
indicar a amplitude da contribuic¸a˜o de cada modo e tambe´m sua dire-
c¸a˜o.
Para modelos em espac¸o de estados
x˙ = Ax+Bu
y =Cx
(5.5)
os IDM para o par de entrada-sa´ıda entre a i-e´sima entrada e a j-e´sima
sa´ıda sa˜o dados por:
diag
[
γ i j1 γ
i j
2 . . .γ i jn
]
=−Re
{
Ĉ jB̂iA
−1}
, i = 1,2, . . . ,e ; j = 1,2, . . . ,s.
(5.6)
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com e o nu´mero de entradas e s o nu´mero de sa´ıdas e:
A =V−1AV
C jV =
[
c
j
1 c
j
2 . . .c
j
n
]
, j = 1,2, . . . ,s
Ĉ j = diag
[
c
j
1 c
j
2 . . .c
j
n
]
C = [C1 C2 . . . Cs]t
V−1B =
[
bi1 b
i
2 . . .b
i
n
]t
, i = 1,2, . . . ,e
B̂i = diag
[
bi1 b
i
2 . . .b
i
n
]
B = [B1 B2 . . . Be]
V = [v1 v2 . . . vn]
(5.7)
Sendo V a matriz de autovetores a` direita e os coeficientes bi e ci conteˆm
informac¸o˜es sobre a controlabilidade e a observabilidade do sistema.
De acordo com a Equac¸a˜o (5.6), modos fracamente controla´veis ou
observa´veis dificilmente tera˜o IDM significativos, independentemente
das constantes de tempo envolvidas.
Para sistemas representados na forma de espac¸o de estados que
apresentem apenas uma entrada e uma sa´ıda, os IDM da Equac¸a˜o 5.6
coincidem com os das equac¸o˜es 5.3 e 5.4, quando G(s) =C (sI−A)−1 B.
A escolha das ordens dos modelos, assim como a ordenac¸a˜o dos auto-
valores dominantes de forma decrescente de energia modal podem ser
feitas utilizando o IDM. A soma acumulada e normalizada das energias
modais de cada sinal indica se a ordem escolhida para o modelo e´ ade-
quada ou na˜o. Assim sendo, usando o IDM tem-se a ide´ia da ordem
do modelo de identificac¸a˜o que deve ser utilizada no processo de identi-
ficac¸a˜o, evitando tambe´m o sobredimensionamento de modelos usados
no processo de detecc¸a˜o.
5.3.2 Uso do Me´todo de Prony em Conjunto com o IDM
O me´todo de Prony e sua extensa˜o, Me´todo de Prony Multi-
Sinais, fornece paraˆmetros que podem ser utilizados para o ca´lculo do
IDM. Conforme mostrado na Sec¸a˜o 4.2, o me´todo de Prony fornece
os autovalores λi e seus respectivos res´ıduos Ri para uma resposta ao
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impulso, que pode ser considerado como causa de um Ringdown no
sistema. Assumindo que na˜o existam autovalores repetidos a resposta
da i-e´sima sa´ıda do sistema pode ser escrita como:
y(t) =
n
∑
i=1
Rieλit (5.8)
que ainda pode ser expandida de acordo com uma soma de exponenciais
amortecidas:
y(t) =
n
∑
i=1
2 |Ri|eσitcos(ωi(t)+∠Ri) (5.9)
Com os res´ıduos e po´los calculados pelo me´todo de Prony ou Prony
Multi-Sinais, os IDM podem ser facilmente calculados atrave´s do uso
das Equac¸o˜es 5.3 e 5.4 para po´los reais e complexos, respectivamente,
fornecendo a dominaˆncia modal para cada sinal analisado. Resultados
da utilizac¸a˜o em conjunto destes me´todos foram publicados em [175,
176, 23, 177].
5.3.3 Uso de Me´todos de Subespac¸o em Conjunto com o
IDM
Na Sec¸a˜o 4.4 foram apresentados os fundamentos ba´sicos da te-
oria de identificac¸a˜o de sistemas baseados em subespac¸o de espac¸o de
estados. Como visto, o sistema identificado pode apresentar diferentes
estruturas que variam de acordo com a abordagem adotada para a iden-
tificac¸a˜o. O caso mais gene´rico de identificac¸a˜o e´ o caso onde existe a
possibilidade de uso de sinais teste u(t) no sistema e os mesmos podem
ser usados sem que haja comprometimento da seguranc¸a operativa do
respectivo sistema. Como resultado da identificac¸a˜o obtem-se o modelo
dado por:
x˙(t) = Ax(t)+Bu(t)+K f e(t)
y(t) =Cx(t)+Du(t)+ e(t) (5.10)
que e´ considerado um modelo determin´ıstico-estoca´stico [31], onde as
matrizes A, B, C, D e K f podem ser identificadas. Normalmente a
matriz D na˜o e´ identificada.
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Quando existem apenas medic¸o˜es dispon´ıveis y(t) para serem
usadas na identificac¸a˜o, ou seja, na˜o existem dados de entrada u(t)
medidos, o processo de identificac¸a˜o se degenera para o caso da identi-
ficac¸a˜o de uma se´rie temporal. Desta forma apenas as matrizes A, C e
K f sa˜o identificadas, resultando no modelo puramente estoca´stico [31]
dado por:
x˙(t) = Ax(t)+K f e(t)
y(t) =Cx(t)+ e(t) (5.11)
onde K f e´ a matriz de ganhos do filtro de Kalman. O modelo puramente
estoca´stico e´ o modelo resultante de processos de identificac¸a˜o utilizados
nesta tese, pois os dados dispon´ıveis para ana´lise sa˜o medic¸o˜es feitas
pelo Sistema de Medic¸a˜o Fasorial Sincronizada.
A associac¸a˜o das matrizes do sistema puramente estoca´stico com
as equac¸o˜es do IDM na forma de espac¸o de estados sa˜o imediatas. A
diferenc¸a e´ que deve-se fazer a troca da matriz B pela matriz K f nas
equac¸o˜es 5.5, 5.6 e 5.7, resultando em:
diag
[
γ i j1 γ
i j
2 . . .γ i jn
]
=−Re
{
Ĉ jK̂ f iA
−1}
, i = 1,2, . . . ,e ; j = 1,2, . . . ,s.
(5.12)
com e o nu´mero de entradas e s o nu´mero de sa´ıdas.
Para o sistema determin´ıstico-estoca´stico dado pela Equac¸a˜o
5.10, devido a` propriedade da linearidade de sistemas o IDM pode ser
sua equac¸a˜o estendido para:
diag
[
Γi j1 Γ
i j
2 . . .Γ
i j
n
]
=−Re
{
Ĉ jB̂iA
−1}−Re{Ĉ jK̂ f iA−1} ,
i = 1,2, . . . ,e ; j = 1,2, . . . ,s.
(5.13)
com e o nu´mero de entradas e s o nu´mero de sa´ıdas.
A Equac¸a˜o (5.12) e´ utilizada para ordenac¸a˜o modal nos proces-
sos de detecc¸a˜o de modos dominantes neste trabalho e tambe´m em
[176, 23, 177, 178, 179]. Para a automatizac¸a˜o do processo de moni-
torac¸a˜o cont´ınua de modos eletromecaˆnicos, ale´m do uso do IDM, e´
necessa´rio um algoritmo de selec¸a˜o automa´tica dos modos desejados.
Detalhes sobre o conjunto de me´todos que possibilitam a monitorac¸a˜o
na˜o assistida de modos sa˜o dados na Sec¸a˜o 5.4.
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5.4 PROPOSTA PARA O MONITORAMENTO CONTI´NUO DE
MODOS
Dentre diversos artigos publicados sobre monitorac¸a˜o cont´ınua
de modos eletromecaˆnicos, desde os mais antigos aos mais recentes
[28, 180, 181, 60], somente em [44] e´ que se menciona e que se pro-
po˜e um me´todo capaz de realizar tal tarefa. O me´todo de selec¸a˜o mo-
dal proposto em [44] consiste no ca´lculo da “pseudo energia” de modos
atrave´s de uma func¸a˜o de auto-correlac¸a˜o. O processo de selec¸a˜o modal
consiste em calcular a pseudo energia dos autovalores, calculados por
algoritmos de identificac¸a˜o baseados no me´todo de Yule Walker ou pelo
N4SID, que estejam em uma determinada regia˜o do plano complexo e
enta˜o ordena´-los de acordo com suas respectivas energias.
Nesta tese e´ proposto um me´todo alternativo ao apresentado em
[44]. Tal me´todo tambe´m realiza a tarefa de monitorac¸a˜o cont´ınua de
modos eletromecaˆnicos e e´ apresentado a seguir.
A fim de transformar o processo de detecc¸a˜o de modos em um
processo na˜o assistido, primeiramente e´ necessa´rio conhecer estimativas
das frequeˆncias que se deseja rastrear. Como exemplo, para a monito-
rac¸a˜o do SIN parte-se dos valores de frequeˆncias de oscilac¸a˜o dos modos
inter-a´rea, estabelecidos por estudos e apresentados na Tabela 5.1.
As estimativas das frequeˆncias que se deseja rastrear podem ser
obtidas atrave´s do uso da Transformada de Fourier (FFT), que indica
com picos de diferentes magnitudes a energia dos modos em seu es-
pectro de poteˆncia-frequeˆncia. Assume-se que os determinados picos
em torno das frequeˆncias fornecidas pela Tabela 5.1 representem as
frequeˆncias aproximadas dos modos que se deseja monitorar. De posse
destes valores de frequeˆncia e´ necessa´rio o uso de um algoritmo que
consiga identificar, no conjunto de autovalores calculado por um me´-
todo de subespac¸o de espac¸o de estados, os autovalores desejados. Tais
autovalores devem estar contidos nas respectivas faixas de frequeˆncia
que se desejada efetuar a monitorac¸a˜o automa´tica e tambe´m possuir
alta dominaˆncia modal.
Todos os autovalores calculados pelo me´todo de subespac¸o de es-
tados que estiverem dentro de uma faixa de frequeˆncia pre´-estabelecida
∆ fi, (∆ fi = fi±α fi, α ∈ (0,1)), sa˜o selecionados e enta˜o o IDM indica
o autovalor mais dominante na faixa. Este modo e´ considerado o modo
eletromecaˆnico.
O procedimento proposto permite ainda a separac¸a˜o do modo
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eletromecaˆnico de outros modos calculados pelo me´todo de subespac¸o
que possuam frequeˆncias de oscilac¸a˜o pro´ximas, pore´m com diferentes
taxas de amortecimento e energias modais menores. Este e´ um fato
que ocorre frequentemente durante a ana´lise de dados reais fornecidos
pelo SMFS e que se agrava se a frequeˆncia de amostragem for baixa. A
frequeˆncia de amostragem do SMFS que fornece os dados aqui utiliza-
dos e´ de 60 Hz. Pore´m, como os me´todos de subespac¸o sa˜o me´todos que
analisam grandes blocos de dados, para agilizar o processo de identifica-
c¸a˜o e´ usual fazer uma reamostragem. A reamostragem para frequeˆncias
inferiores deve ser realizada apo´s o tratamento pre´vio de dados (Sec¸a˜o
5.2). Bons resultados, para o me´todo de subespac¸o, sa˜o obtidos para
frequeˆncias de amostragem na˜o inferiores a 20 Hz.
O processo de identificac¸a˜o de picos energia-frequeˆncia fornecidos
pela FFT pode ser atualizado a cada iterac¸a˜o realizada pelo algoritmo
ou apo´s va´rias iterac¸o˜es, pois modos inter-a´rea possuem frequeˆncias
de oscilac¸a˜o que sa˜o praticamente constantes durante longos per´ıodos.
Resultados de diversos testes mostraram que a escolha de uma faixa de
frequeˆncia ampla (∆ fi) pode eliminar o uso subsequente da FFT uma
vez que as faixas de frequeˆncia forem selecionadas. Um fluxograma que
descreve o algoritmo proposto nesta tese para realizar a monitorac¸a˜o
cont´ınua de modos eletromecaˆnicos e´ apresentado na Figura 5.1. Este
algoritmo foi nomeado Algoritmo de Subespac¸o para Rastreamento Au-
toma´tico de Modos (ASRAM).
5.5 MODELAGEM DE SISTEMAS TESTE
O uso de modelos matema´ticos para representar sistemas reais
e´ uma pra´tica comum muitas vezes feita a fim de se tentar reproduzir
o comportamento qualitativo e quantitativo de sistemas. Tais modelos
podem ter sua modelagem representada de diversas formas, cada uma
delas com um n´ıvel de detalhamento diferente podendo ser capaz ou
na˜o de reproduzir determinados fenoˆmenos que ocorrem em sistemas
reais.
O surgimento dos SMFS possibilitou que a monitorac¸a˜o de sis-
temas ele´tricos de poteˆncia pudesse ser feita com grande precisa˜o e ri-
queza de detalhes, mostrando que ha´ a necessidade de aprimoramento
do comportamento dinaˆmico dos sistemas ele´tricos de forma mais re-
alista atrave´s de modelos. Esta tarefa esta´ diretamente associada a`
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Dados de
Entrada:
uk ,yk Janela j
Modelo de Espac¸o de Estados j
x˙(t) = Ax(t)+Bu(t)+K f e(t)
y(t) =Cx(t)
Ca´lculo
do IDM
fi ∆ fi
Resultados:
Imag{λ} ∈ [∆ fi]
Algoritmo
de Ras-
treamento
Me´todo de Identificac¸a˜o de Subespac¸o
Matrizes do Sistema [A j ,B j ,Cj ,Kf j ]
Dados ordenados pelo IDM
Frequeˆncia de Interesse Faixa de Frequeˆncia
Figura 5.1: Fluxograma do Algoritmo de Monitorac¸a˜o de Modos
Eletromecaˆnicos.
monitorac¸a˜o de sua seguranc¸a operativa, pois e´ atrave´s destas repre-
sentac¸o˜es que e´ poss´ıvel propor me´todos de identificac¸a˜o de sistemas
capazes de realizar a monitorac¸a˜o de seus principais modos eletrome-
caˆnicos ao longo do tempo.
Oscilac¸o˜es em sistemas ele´tricos de poteˆncia podem variar desde
os dados de ambiente, causados por variac¸o˜es aleato´rias de carga e cha-
veamentos, a grandes distu´rbios. Grandes distu´rbios podem originar o
surgimento de oscilac¸o˜es que variam desde as lineares e estaciona´rias
ate´ as na˜o-lineares e na˜o-estaciona´rias. Desta forma a reproduc¸a˜o do
comportamento destes sistemas e´ muito dif´ıcil de ser obtida atrave´s
de simulac¸o˜es. Nos u´ltimos anos artigos foram publicados e tambe´m
alguns sistemas teste foram propostos, sendo que uma das principais
intenc¸o˜es destes estudos e´ a de reproduzir determinados comportamen-
tos de sistemas de poteˆncia de forma mais real, mas para tal algumas
premissas foram levadas em considerac¸a˜o:
• Quando as simulac¸o˜es sa˜o feitas considerando sistemas lineares
[28]:
– dados de ambiente sa˜o reproduzidos atrave´s da variac¸a˜o ale-
ato´ria de pequenas parcelas de cargas do sistema;
– mudanc¸as modais abruptas sa˜o geradas atrave´s de alterac¸a˜o
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de um modo do sistema;
• Quando as simulac¸o˜es sa˜o realizadas considerando modelos na˜o-
lineares de sistemas [167]:
– grandes distu´rbios (ringdown) sa˜o gerados no sistema;
Em simulac¸o˜es realizadas em modelos lineares, foram conside-
radas apenas mudanc¸as modais abruptas [28]. Ja´ nas simulac¸o˜es com
modelos na˜o-lineares, na˜o foram consideradas reproduc¸o˜es de dados de
ambiente [167].
Quando o modelo e´ linear, na˜o e´ poss´ıvel reproduzir com exati-
da˜o os efeitos de grandes distu´rbios (ringdowns), como curtos-circuitos
seguidos de aberturas de linhas (mudanc¸as topolo´gicas) ou variac¸o˜es
modais causadas por mudanc¸as de carregamento.
Ao se realizar simulac¸o˜es de modelos na˜o-lineares e´ poss´ıvel va-
riar o ponto de operac¸a˜o do sistema ao longo do tempo, considerando
mudanc¸as de carregamento e atuac¸a˜o de Controle Automa´tico de Gera-
c¸a˜o (CAG). Por outro lado, determinar a evoluc¸a˜o exata dos principais
modos do sistema na˜o-linear ao longo do tempo so´ e´ poss´ıvel atrave´s
da linearizac¸a˜o de tempos em tempos ou a cada iterac¸a˜o.
Neste trabalho de doutorado e´ proposto o uso da simulac¸a˜o de
sistemas lineares com paraˆmetros variantes Linear Parameter-Varying
(LPV) systems a fim de reproduzir caracter´ısticas lineares, pore´m na˜o-
estaciona´rias de sistemas de poteˆncia. Com a utilizac¸a˜o de sistemas
LPV e´ poss´ıvel reproduzir e controlar a exata evoluc¸a˜o modal de siste-
mas ao longo do tempo, possibilitando emular, embora de forma apro-
ximada, aumentos e reduc¸o˜es de n´ıveis de carregamento de sistemas de
poteˆncia, principais causas do fenoˆmeno da na˜o-estacionariedade.
Tambe´m proposto neste trabalho, e´ a modelagem e simulac¸a˜o
de um sistema na˜o-linear, na˜o-estaciona´rio que ainda apresenta varia-
c¸o˜es aleato´rias de parcelas de cargas dinaˆmicas. Detalhes sobre estas
modelagens e a de sistemas LPV sa˜o apresentados nas pro´ximas sec¸o˜es.
Os sistemas teste apresentados nas pro´ximas sec¸o˜es sera˜o utiliza-
dos com o intuito de testar o comportamento do conjunto de algoritmos
apresentados neste documento. Isto possibilita verificar como tais al-
goritmos se comportam nestes diferentes tipos de modelos, verificando
desvios entre os valores reais e os estimados e servindo como valida-
c¸a˜o. Estes testes tambe´m podem dar uma ide´ia do comportamento dos
algoritmos quando aplicados em um sistema real, ou seja, no sistema
ele´trico brasileiro, cujos dados sa˜o amostrados via um SMFS.
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A modelagem inicialmente apresentada e´ a de sistemas teste
linearizados em torno de um ponto de operac¸a˜o, que foram ate´ ha´
pouco tempo os u´nicos tipos de sistemas utilizados para validac¸o˜es
de algoritmos para a monitorac¸a˜o cont´ınua de modos eletromecaˆnicos
[182, 28, 180, 181, 44].
A segunda representac¸a˜o de modelagem considerada para moni-
torac¸a˜o de modos eletromecaˆnicos e´ a de sistemas lineares com paraˆ-
metros variantes no tempo. Tal abordagem para foi proposta em [178]
e os resultados sa˜o reapresentados neste documento.
A monitorac¸a˜o cont´ınua de modos eletromecaˆnicos aparente-
mente nunca foi utilizada em sistemas teste representados por seus
modelos na˜o-lineares considerando mudanc¸as de cena´rio de carga e ge-
rac¸a˜o e ainda modelos de cargas dinaˆmicas variando aleatoriamente.
Esta modelagem, teoricamente, e´ a que mais se aproxima de modelos
reais de sistemas ele´tricos de poteˆncia.
Neste cap´ıtulo, tais modelagens sa˜o brevemente apresentadas e
resultados da aplicac¸a˜o do conjunto de algoritmos propostos para de-
tecc¸a˜o de modos eletromecaˆnicos podem ser encontrados no Cap´ıtulo 6.
5.6 REPRESENTAC¸O˜ES DE MODELOS EM SISTEMAS ELE´TRI-
COS DE POTEˆNCIA
Nesta sec¸a˜o, a representac¸a˜o dos tipos de modelos utilizados para
testar e validar os algoritmos propostos para detecc¸a˜o de modos sa˜o
apresentados.
5.6.1 Representac¸a˜o de Modelos Lineares
A representac¸a˜o de sistemas cuja modelagem dinaˆmica e´ a mais
simples pode ser realizada atrave´s de um conjunto de equac¸o˜es diferen-
ciais lineares e representada na forma de equac¸o˜es de espac¸o de estados.
Esta representac¸a˜o, dada por (5.14), e´ va´lida desde que os distu´rbios
aplicados ao sistema sejam pequenos, pois normalmente e´ obtida atra-
ve´s da linearizac¸a˜o em torno de um ponto de operac¸a˜o. Esta e´ a repre-
sentac¸a˜o mais utilizada na literatura de sistemas de poteˆncia quando
se deseja testar algoritmos de identificac¸a˜o de sistemas. A partir desta
modelagem e´ poss´ıvel excitar os modos do sistema de diversas formas.
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Por exemplo, pode-se alterar pontos de operac¸a˜o, inserir sinais de teste
de baixa magnitude, representar variac¸o˜es aleato´rias de carga e gerar
transito´rios atrave´s da entrada uE . Tambe´m pode-se representar ru´ıdos
em canal de entrada BL e no de medic¸a˜o DL atrave´s da entrada vL.
x˙ = Ax+BEuE +BLvL
y =Cx+DEuE +DLvL
(5.14)
Com a aplicac¸a˜o de sinais aleato´rios, normalmente Gaussianos ou
pseudo-aleato´rios, a resposta y e´ um sinal aleato´rio “colorido” pela
dinaˆmica do sistema. Quando se aplicam impulsos ou degraus em
conjunto com sinais aleato´rios, a resposta e´ multi-modal superposta
aos ru´ıdos. Tambe´m podem ser efetuadas mudanc¸as modais abruptas
chaveando realizac¸o˜es.
5.6.2 Representac¸a˜o de Sistemas Lineares com Paraˆme-
tros Variantes
Sistemas Lineares com Paraˆmetros Variantes ou Linear
Parameter-Varying (LPV) systems sa˜o uma classe especial de sis-
temas variantes no tempo Linear Time-Varying (LTV) systems
[183, 184] onde a dependeˆncia temporal entra nas equac¸o˜es de estado
atrave´s de um ou mais paraˆmetros exo´genos θ(t). Considere um
sistema LPV que possua a realizac¸a˜o dada por (5.15):
x˙(t) = A(θ(t))x(t)+B(θ(t))u(t)+µ
y(t) =C(θ(t))x(t)
(5.15)
O sistema LPV pode ser considerado como um conjunto de sistemas
lineares invariantes no tempo Linear Time-Invariant (LTI) systems ob-
tidos pela linearizac¸a˜o em torno de diferentes pontos de operac¸a˜o. Con-
trolando os paraˆmetros exo´genos θ(t), e´ poss´ıvel controlar os autovalo-
res da matriz de estados A(θ(t)) a cada iterac¸a˜o. Aplicando uma trans-
formac¸a˜o de similaridade conveniente a um sistema LTI, sua matriz de
estados An×n pode ser transformada em uma matriz bloco diagonal.
Uma equac¸a˜o diferencial linear de segunda ordem, tem sua forma
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modal dada pela Equac¸a˜o (5.16):
˙xˆ = ˆAxˆ+ ˆBuˆ(t), ˙xˆ =
[
σ0 ω0
−ω0 σ0
]
xˆ+ ˆBuˆ(t) (5.16)
Um sistema LPV de ordem dois pode ser obtido por:
ˆAi(θ(t)) = ˆA0i +θi(t) ˆAθi = ˆA0i +θ1i(t) ˆAσi +θ2i(t) ˆAωi (5.17)
onde:
ˆA0i =
[
σ0i ω0i
−ω0i σ0i
]
; ˆAσi =
[
σθi 0
0 σθi
]
; ˆAωi =
[
0 ωθi
−ωθi 0
]
Desta forma θi(t) pode ser variado a fim de se controlar o amortecimento
modal ζθi(t) e a frequeˆncia modal ωθi(t).
Uma matriz A de um sistema LPV gene´rico pode ser obtida
empilhando diversas matrizes Bloco Diagonal (diag), Equac¸a˜o (5.17),
para formar a Equac¸a˜o (5.18).
ˆAn(θ(t)) = diag
[
ˆA1(θ(t)), ˆA2(θ(t)), . . . , ˆAz(θ(t))
]
(5.18)
Neste trabalho assume-se que somente a matriz de estados possua paraˆ-
metros variantes no tempo e que as entradas exo´genas (u(t)) da Equac¸a˜o
(5.15) sa˜o nu´meros aleato´rios.
5.6.3 Representac¸a˜o de Sistemas Na˜o-Lineares, Na˜o-
Estaciona´rios com Comportamento Estoca´stico
Um sistema ele´trico de poteˆncia pode ser modelado por um con-
junto de equac¸o˜es alge´brico-diferenciais na˜o-lineares, dado por (5.19),
quando se deseja realizar estudos de oscilac¸o˜es eletromecaˆnicas.
x˙ = f (x,z,u, p)
0 = g(x,z,u, p)
y = h(x,z,u, p)
(5.19)
onde f e´ um vetor composto por equac¸o˜es diferenciais na˜o-lineares, g
e´ um vetor composto por equac¸o˜es alge´bricas na˜o-lineares, h um vetor
5.6 Representac¸o˜es de Modelos em Sistemas Ele´tricos de Poteˆncia 183
com as equac¸o˜es de sa´ıda e p sa˜o paraˆmetros que variam de forma
aleato´ria. Os vetores de varia´veis de estado, varia´veis alge´bricas, de
entradas e sa´ıdas sa˜o, respectivamente, x ∈ Rn, z ∈ Rm, u ∈ Rp, y ∈ Rq e
p ∈ Rs.
Atrave´s desta modelagem na˜o-linear, no programa de Ana´-
lise de Transito´rios Eletromecaˆnicos (ANATEM 6), e´ poss´ıvel fazer
com que sistemas ele´tricos de poteˆncia tenham comportamentos na˜o-
estaciona´rios a partir de mudanc¸as estruturais ou de mudanc¸as de
cena´rio de carga e gerac¸a˜o, possibilitando ainda representar a atuac¸a˜o
de controle automa´tico de gerac¸a˜o (CAG). Neste programa ainda
existem modelos dinaˆmicos de carga, pore´m para que pudessem ser
emuladas variac¸o˜es aleato´rias de carga (dados de ambiente) foi necessa´-
rio propor uma modelagem para cargas que variassem aleatoriamente
neste programa. Estas variac¸o˜es aleato´rias dos paraˆmetros p servem
para caracterizar um sistema dinaˆmico estoca´stico.
Modelagem da Variac¸a˜o Aleato´ria da Carga
A fim de representar efeitos de dados de ambiente em sistemas
na˜o-lineares, foi necessa´rio a implementac¸a˜o de um gerador de nu´me-
ros aleato´rios no programa ANATEM. O algoritmo utilizado e´ apre-
sentado a seguir e os nu´meros aleato´rios gerados por ele sa˜o injetados
nos modelos de carga dinaˆmicas ja´ existentes no ANATEM, atrave´s dos
paraˆmetros p do sistema de equac¸o˜es (5.19).
O Gerador de Nu´meros Aleato´rios
A obtenc¸a˜o de nu´meros aleato´rios e´ um to´pico bastante estu-
dado na teoria de computac¸a˜o. A fim de modelar variac¸o˜es aleato´rias
em cargas dinaˆmicas, especificamente no programa ANATEM, e´ ne-
cessa´rio escolher um algoritmo que possa ser implementado no mesmo,
ale´m da escolha de um bom algoritmo. Este algoritmo deve ser capaz
de gerar uma sequeˆncia teoricamente infinita de nu´meros aleato´rios es-
tatisticamente independentes e uniformemente distribu´ıdos entre 0 e 1.
Este e´ o ponto chave na obtenc¸a˜o de nu´meros aleato´rios, pois sequeˆncias
“estranhas” e “imprevis´ıveis” na˜o sa˜o necessariamente aleato´rias.
6CEPEL [173].
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Durante a busca de tais algoritmos foram encontrados geradores
de nu´meros aleato´rios Gaussianos 7 que dificilmente podem ser imple-
mentados no ANATEM, e o gerador “de padra˜o mı´nimo” 8 [186], que e´
um gerador de nu´meros aleato´rios altamente testado e recomendado.
Este gerador baseia-se no fato de que f (z) = 75z mod(231− 1) e´
uma func¸a˜o capaz de produzir uma sequeˆncia perio´dica a cada 231−1
nu´meros aleato´rios gerados e mod(m) significa: pegue o resto da divisa˜o
por m. Como e´ necessa´rio entrar com a semente inicial (seed) este e´
um gerador de nu´meros pseudo-aleato´rios.
Este algoritmo [186] e´ apresentado a seguir:
Constantes:
a = 16807,0;
m = 2147483647,0;
q = 127773,0; (q, m/a)
r = 2836,0; (r , m mod a)
Digite a semente inicial (seed)
for i = 1→ n do
hi = Trunc(seed/q);
lo = seed−q∗hi;
test = a∗ lo− r ∗hi;
if test > 0,0 then
seed = test;
else
seed = test +m;
Random = seed/m;
end if
end for
e foi implementado na forma de diagrama de blocos via um Controlador
Definido pelo Usua´rio (CDU) no programa ANATEM, servindo para
variar aleatoriamente os paraˆmetros p do sistema de equac¸o˜es (5.19) e
assim modular, de forma aleato´ria, os modelos de carga dinaˆmicas de
tal programa. O algoritmo gerador de nu´meros pseudo-aleato´rios des-
crito gera resultados que possuem me´dias que tendem a valores apro-
ximadamente iguais a 0,5. No programa ANATEM, foram subtra´ıdos
os valores 0,5 correspondentes a` me´dia da sequeˆncia dos nu´meros ale-
ato´rios gerados pelo algoritmo. Desta forma, nos CDUs desenvolvidos
para modelar as respectivas parcelas de cada uma das cargas, so´ existem
7Baseados em Diversos Me´todos tais como Monty Python e Ziggurat [185] .
8Minimal Standard Generator.
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variac¸o˜es em torno dos valores nominais. As porcentagens de poteˆncia
dos modelos dinaˆmicos de carga, que variam de forma aleato´ria, podem
ser escolhidas pelo usua´rio.
5.6.4 Comenta´rios
Este cap´ıtulo serve para mostrar quais procedimentos devem ser
realizados antes da utilizac¸a˜o dos me´todos de Prony e de algoritmos de
subespac¸o.
A proposta de utilizac¸a˜o do IDM na sequeˆncia destes me´todos
de identificac¸a˜o permite que os autovalores possam ser discriminados
por suas respectivas energias modais. Atrave´s da ordenac¸a˜o modal de
todos autovalores identificados, e conhecendo a frequeˆncia de oscilac¸a˜o
de interesse, foi proposto um algoritmo de rastreamento automa´tico de
modos.
As propostas de uma modelagem aleato´ria de cargas dinaˆmica
para o ANATEM e do uso de sistemas LPV, permitem que dados de
ambiente possam ser representados em simulac¸o˜es na˜o-lineares e que sis-
temas lineares na˜o-estaciona´rios possam ser criados, respectivamente.
Com estas propostas e´ poss´ıvel testar os me´todos e algoritmos apresen-
tados no Cap´ıtulo 4 e tambe´m o algoritmo de rastreamento automa´tico
de modos deste cap´ıtulo.
Os testes e validac¸o˜es dos me´todos e algoritmos apresentados sa˜o
apresentados no Cap´ıtulo 6.
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6 DESEMPENHO DOS ALGORITMOS DE IDENTIFICA-
C¸A˜O
Neste cap´ıtulo, os me´todos de identificac¸a˜o descritos e estendidos
no Cap´ıtulo 4, juntamente com os algoritmos propostos no Cap´ıtulo 5
sa˜o testados e empregados no processo de detecc¸a˜o de modos eletrome-
caˆnicos. Os algoritmos sa˜o testados em sistemas teste lineares, lineares
com paraˆmetros variantes no tempo, sistemas na˜o-lineares e sistemas
na˜o-lineares e na˜o-estaciona´rios. Apo´s as ana´lises nos sistemas teste, os
algoritmos sa˜o utilizados para detecc¸a˜o de modos eletromecaˆnicos no
Sistema Interligado Nacional (SIN). Para isto dados de um SMFS ins-
talado na baixa tensa˜o sa˜o utilizados. Diferentes ana´lises de condic¸o˜es
operativas do SIN sa˜o realizadas, variando desde ana´lises de dados de
ambiente, oscilac¸o˜es sustentadas e a ana´lise de um blackout.
6.1 VALIDAC¸O˜ES EM SISTEMAS TESTE
Nesta sec¸a˜o, o desempenho dos me´todos de Prony, N4SID, Trans-
formada de Hilbert-Huang e a Transformada de Teager-Huang sa˜o ava-
liados na identificac¸a˜o de modos de oscilac¸a˜o eletromecaˆnicos de um
sistema teste de duas a´reas. O sistema teste e´ modelado de diferentes
formas e os modelos variam desde o linear com variac¸o˜es aleato´rias de
carga, passam pelo modelo na˜o-linear com e sem a representac¸a˜o de
parcelas de carga do sistema variando aleatoriamente e chegam ate´ a
um modelo na˜o-linear e na˜o-estaciona´rio com variac¸o˜es aleato´rias de
carga. A representac¸a˜o da na˜o-estacionariedade se da´ atrave´s da al-
terac¸a˜o do cena´rio de carga/gerac¸a˜o seguido da atuac¸a˜o do Controle
Automa´tico de Gerac¸a˜o no modelo na˜o-linear.
6.1.1 Sistema Teste
O sistema teste e´ apresentado na Figura 6.1 [187]. Apesar de
ser de pequeno porte, o sistema apresenta grandes desafios quando se
deseja detectar os modos eletromecaˆnicos, pois possui amortecimentos
elevados (sinais com pouca energia modal) e tambe´m dois autovalores
praticamente iguais, sendo dif´ıcil detectar estes dois modos simulta-
neamente. Os autovalores do sistema sa˜o apresentados na Tabela 6.1
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Figura 6.1: Sistema Teste de Duas A´reas.
juntamente com os respectivos fatores de participac¸a˜o. O modo 1 e´ o
modo inter-a´rea e os modos 2 e 3 sa˜o os modos locais das a´reas 2 e 1,
respectivamente.
Tabela 6.1: Autovalores do sistema linearizado.
Modo Autovalores ζ (%) f (Hz) Fat. Part
1 −0,7198±3,7768 j 18,72 0,601 δ3
2 −2,1802±8,7280 j 24,23 1,389 ω4
3 −2,1127±8,3621 j 24,496 1,331 δ1
O sistema foi representado no programa de Ana´lise de Transito´-
rios Eletromecaˆnicos (ANATEM) [173]. Foram inclu´ıdos, inicialmente,
modelos dinaˆmicos das turbinas a vapor, reguladores de velocidade, sis-
temas de excitac¸a˜o e estabilizadores de sistema de poteˆncia. Para gerar
os sinais, que podem ser considerados dados de ambiente, assumiu-se
que 5% das parcelas de carga ativa e reativa do sistema fossem mo-
deladas como cargas dinaˆmicas que variam de forma aleato´ria. Para
isto foi usado o algoritmo apresentado em [186], onde as respectivas
sequ¨eˆncias de nu´meros aleato´rios, foram geradas por uma semente ini-
cial diferente. Este algoritmo pode ser encontrado na Sec¸a˜o 5.6.3. Para
representar na˜o-estacionariedades, na Sec¸a˜o 6.1.4 tambe´m foi conside-
rada a modelagem de um Controle Automa´tico de Gerac¸a˜o (CAG) a
fim de controlar a frequeˆncia e intercaˆmbio de poteˆncia na interliga-
c¸a˜o devido a mudanc¸as em cena´rios de carga e gerac¸a˜o ao longo da
simulac¸a˜o dinaˆmica.
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6.1.2 Escolha e tratamento dos dados
A detecc¸a˜o dos modos do sistema teste e´ feita a partir da ana´-
lise dos dados de simulac¸o˜es na˜o-lineares. As variac¸o˜es no sistema sa˜o
causadas por um curto-circuito trifa´sico franco na barra 7, com dura-
c¸a˜o de 120 ms sem a retirada de linhas de transmissa˜o, ou seja, um
Ringdown, e tambe´m pelos dados de ambiente, gerados pelas variac¸o˜es
das parcelas de cargas aleato´rias. Os instantes de aplicac¸a˜o ou na˜o de
curto-circuitos na barra 7 dependem das janelas analisadas, que sa˜o
apresentados a seguir.
Foram escolhidas 5 janelas, apresentadas na Tabela 6.2. A Ja-
nela 1 tem durac¸a˜o de 10s e os dados sob ana´lise foram gerados pelo
curto-circuito com durac¸a˜o de 120 ms (Ringdown) aplicado na barra 7
no instante 200 ms, sendo que as cargas do sistema teste foram repre-
sentadas com 100% de poteˆncia constante. A Janela 2 tem a durac¸a˜o
de 2 minutos e e´ composta por dados de ambiente sendo que no instante
de 50s o mesmo distu´rbio usado na Janela 1 foi aplicado. As janelas 3
a 5 conte´m apenas os dados de ambiente.
Tabela 6.2: Identificac¸a˜o das janelas de dados.
Janelas Tempo [s]
1 0 a 10
2 0 a 120
3 0 a 300
4 0 a 600
5 600 a 1200
Os sinais usados no processo de detecc¸a˜o foram escolhidos por
serem facilmente monitorados pelo SMFS. Estes sinais sa˜o as diferenc¸as
angulares dos fasores de tensa˜o de sequ¨eˆncia positiva, ∆θi j, entre as
barras 1 e 3 e barras 2 e 4 do sistema da Figura 6.1, as frequ¨eˆncias
das barras terminais de gerac¸a˜o fi e os fluxos de poteˆncia ativa entre
as barras 7 e 8 e barras 8 e 9, representados por Fluxoi j.
Para melhorar o processo de detecc¸a˜o de modos deve-se eliminar
as tendeˆncias e componentes cont´ınuas dos sinais, filtrar os dados e
normaliza´-los. Desta forma, os procedimentos para pre´-tratamento dos
dados apresentados na Sec¸a˜o 5.2 foram utilizados.
Dentre os algoritmos de detecc¸a˜o descritos no Cap´ıtulo 4, o
me´todo de Prony multi-sinais, a Transformada de Hilbert-Huang e a
Transformada de Teager-Huang sa˜o aplicados na ana´lise do Ringdown,
ou seja, na Janela 1. O N4SID, que pode ser empregado tanto para
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analisar Ringdowns e dados de ambiente e´ aplicado em todas as janelas
da Tabela 6.2.
A escolha das ordens dos modelos e a ordenac¸a˜o dos autova-
lores dominantes de forma decrescente de energia modal foram feitas
utilizando o ı´ndice de dominaˆncia modal (IDM) [174], apresentado na
Sec¸a˜o 5.3. A soma acumulada e normalizada das energias modais de
cada sinal indica se a ordem escolhida para o modelo e´ adequada ou
na˜o.
6.1.3 Resultados da Detecc¸a˜o de Modos
Nas ana´lises feitas para detecc¸a˜o dos modos, embora a energia
modal dada pela soma acumulada dos IDM tenha fornecido ordens infe-
riores a 50, a ordem ma´xima poss´ıvel aplicada a` Janela 1 foi escolhida
para o me´todo de Prony multi-sinais. A ordem ma´xima (100) equi-
vale a` metade do nu´mero total de amostras da Janela 1 e faz com que
este me´todo obtenha resultados mais exatos 1. Para o N4SID, a or-
dem do modelo escolhida para todas as janelas foi 30, pois segundo a
soma acumulada dos MDI, na maioria dos casos, no ma´ximo apenas
20 autovalores continham energia modal numericamente diferente de
zero 2.
Inicialmente, a detecc¸a˜o e´ feita usando os me´todos de Prony e
o N4SID para a Janela 1, onde existe apenas o Ringdown. Todas as
cargas sa˜o representadas por poteˆncia constante e os sinais na˜o foram
previamente filtrados. Os resultados sa˜o apresentados na Tabela 6.3
e na Tabela 6.4. O modo inter-a´rea possui maior energia modal e e´
bastante observa´vel e sua detecc¸a˜o e´ bastante similar aos autovalores
encontrados na Tabela 6.1, mostrando que os dois me´todos tiveram
bom desempenho.
Foi atribu´ıdo o nome modo 2∗ aos autovalores detectados na Ta-
1A adereˆncia do sinal reconstru´ıdo apo´s aplicac¸a˜o do me´todo de Prony esta´
diretamente relacionada a` ordem do modelo, que por sua vez esta´ associada ao
nu´mero de amostras (o nu´mero de amostras equivale a` ordem do modelo). No
me´todo de Prony, a adereˆncia do sinal reconstru´ıdo e´ “exata” ate´ no ma´ximo a
metade do nu´mero total de amostras do sinal.
2A determinac¸a˜o da ordem de modelos para a maioria dos me´todos de identifi-
cac¸a˜o de sistemas e´ uma questa˜o na˜o trivial, assim deve-se partir do princ´ıpio que
o modelo na˜o tenha uma ordem muito reduzida pois assim na˜o tera´ a complexidade
estrutural necessa´ria para reproduzir a dinaˆmica do sistema e nem muito elevada,
o que acarreta em estimac¸o˜es mal condicionadas [99].
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Tabela 6.3: Detecc¸a˜o do modo 1 para a Janela 1. Caso sem filtro
e sem carga dinaˆmica.
Prony - Modo 1
Sinais Ordem Autovalores ζ (%) f (Hz)
∆θi j 100 −0,7151±3,8146 j 18,40 0,607
fi 100 −0,6999±3,8086 j 18,10 0,606
Fluxoi j 100 −0,7031±3,8086 j 18,20 0,606
N4SID - Modo 1
∆θi j 30 −0,6914±3,8074 j 17,90 0,606
fi 30 −0,6980±3,8019 j 18,10 0,605
Fluxoi j 30 −0,6880±3,8029 j 17,80 0,605
bela 6.4 devido aos dois me´todos de detecc¸a˜o encontrarem apenas um
autovalor, que neste caso representa os autovalores correspondentes aos
modos locais 2 e 3 da Tabela 6.1, que sa˜o bastante parecidos. Neste
caso, o N4SID teve um desempenho inferior ao me´todo de Prony multi-
sinais por na˜o detectar nenhum modo com energia modal significativa 3
quando analisados os sinais de Fluxoi j. Isto pode ser justificado devido
ao fato de os fluxos analisados fazerem parte da interligac¸a˜o das duas
a´reas, na˜o sendo portanto analisado nenhum sinal com alta observa-
bilidade de modos locais e consequ¨entemente alta dominaˆncia modal,
o que aparentemente afeta mais o N4SID. O me´todo de Prony multi-
sinais tambe´m detectou o modo 2∗ com menor exatida˜o para a ana´lise
dos Fluxoi j devido ao mesmo fato.
Tabela 6.4: Detecc¸a˜o do modo 2∗ para a Janela 1. Caso sem filtro
e sem carga dinaˆmica.
Prony - Modo 2∗
Sinais Ordem Autovalores ζ (%) f (Hz)
∆θi j 100 −2,0887±8,3983 j 24,10 1,337
fi 100 −2,1451±8,4787 j 24,50 1,349
Fluxoi j 100 −1,8874±8,1692 j 22,50 1,300
N4SID - Modo 2∗
∆θi j 30 −1,5079±8,5123 j 17,40 1,355
fi 30 −2,3111±8,3975 j 26,50 1,336
Fluxoi j 30 − − −
Nas Tabelas 6.5 e 6.6 esta˜o os resultados das analises dos mes-
mos sinais das Tabelas 6.3 e 6.4, mas agora com a inclusa˜o de filtros,
Sec¸a˜o 5.2, para testar a influeˆncia dos mesmos no processo de detecc¸a˜o.
Comparando-se as Tabelas 6.3 e 6.5 e as Tabelas 6.4 e 6.6, respectiva-
mente, nota-se que o filtro inserido na˜o causou alterac¸o˜es significativas
3Quando na˜o ha´ modos detectados, a notac¸a˜o para tal nas tabelas e´ dada por
um trac¸o (−).
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no processo de detecc¸a˜o do modo 1 e aparentemente melhorou o pro-
cesso de detecc¸a˜o do modo 2∗, podendo ter atenuado sinais de alta
frequ¨eˆncia nos instantes iniciais do transito´rio.
Tabela 6.5: Detecc¸a˜o do modo 1 para a Janela 1. Caso com filtro
e sem carga dinaˆmica.
Prony - Modo 1
Sinais Ordem Autovalores ζ (%) f (Hz)
∆θi j 100 −0,6989±3,8139 j 18,00 0,607
fi 100 −0,6978±3,8081 j 18,00 0,606
Fluxoi j 100 −0,7058±3,8120 j 18,20 0,607
N4SID - Modo 1
∆θi j 30 −0,6894±3,8082 j 17,80 0,606
fi 30 −0,6943±3,8049 j 18,00 0,606
Fluxoi j 30 −0,7285±3,7825 j 18,90 0,602
Tabela 6.6: Detecc¸a˜o do modo 2∗ para a Janela 1. Caso com filtro
e sem carga dinaˆmica.
Prony - Modo 2∗
Sinais Ordem Autovalores ζ (%) f (Hz)
∆θi j 100 −2,1696±8,4702 j 24,80 1,348
fi 100 −2,0190±8,4541 j 23,20 1,345
Fluxoi j 100 −2,0372±8,2996 j 23,80 1,321
N4SID - Modo 2∗
∆θi j 30 −1,6600±8,5702 j 19,00 1,364
fi 30 −2,0194±8,1596 j 24,00 1,299
Fluxoi j 30 − − −
Nas Tabelas 6.7 e 6.8 esta˜o os resultados da detecc¸a˜o de modos
para a Janela 1, levando em considerac¸a˜o agora o Ringdown e os dados
de ambiente, sendo que os sinais foram previamente filtrados. Nota-se
que as variac¸o˜es aleato´rias de carga teˆm grande influeˆncia no processo
de detecc¸a˜o. Para o modo 1 na Tabela 6.7 houve reduc¸a˜o na frequ¨eˆncia
de oscilac¸a˜o e tambe´m uma maior variac¸a˜o na parte real dos autova-
lores, fato que na˜o ocorria anteriormente. Ja´ na detecc¸a˜o do modo 2∗,
Tabela 6.8, que apresenta menor energia modal, os resultados foram
deteriorados e para dois conjuntos de sinais o me´todo de Prony multi-
sinais na˜o detectou autovalores na faixa de frequ¨eˆncia dos modos locais
2 e 3 da Tabela 6.1.
As pro´ximas ana´lises levam em considerac¸a˜o janelas com maiores
intervalos de tempo de durac¸a˜o incluindo dados de ambiente. Logo,
somente o N4SID sera´ considerado nas ana´lises.
Na Tabela 6.9 esta˜o as ana´lises para a Janela 2, da Tabela 6.2,
que tem 2 minutos de durac¸a˜o e o mesmo Ringdown da Janela 1 que se
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Tabela 6.7: Detecc¸a˜o do modo 1 para a Janela 1. Caso com filtro
e com carga dinaˆmica.
Prony - Modo 1
Sinais Ordem Autovalores ζ (%) f (Hz)
∆θi j 100 −0,6440±3,4485 j 18,40 0,549
fi 100 −0,8728±3,5414 j 23,90 0,564
Fluxoi j 100 −0,5602±3,4303 j 16,10 0,546
N4SID - Modo 1
∆θi j 30 −0,3371±3,4982 j 9,59 0,557
fi 30 −0,7352±3,204 j 22,40 0,510
Fluxoi j 30 −0,3735±3,4245 j 10,80 0,545
Tabela 6.8: Detecc¸a˜o do modo 2∗ para a Janela 1. Caso com filtro
e com carga dinaˆmica.
Prony - Modo 2∗
Sinais Ordem Autovalores ζ (%) f (Hz)
∆θi j 100 − − −
fi 100 − − −
Fluxoi j 100 −1,3408±9,0997 j 14,60 1,448
N4SID - Modo 2∗
∆θi j 30 −1,0129±8,0309 j 12,50 1,279
fi 30 −0,1950±8,2023 j 2,38 1,305
Fluxoi j 30 − − −
inicia no instante 50s. Percebe-se que o modo 1 foi detectado com pre-
cisa˜o aceita´vel e mais uma vez a detecc¸a˜o do modo 2∗ ficou prejudicada
devido a` baixa observabilidade e dominaˆncia modal dos modos 2 e 3
nos sinais. Com estes resultados percebe-se a influeˆncia do aumento do
tamanho da janela no N4SID, pois a precisa˜o da detecc¸a˜o aumentou.
Para avaliar a influeˆncia do tamanho das janelas no processo de iden-
tificac¸a˜o, nas pro´ximas ana´lises, janelas 3 a 5, o tamanho das janelas
e variado, mas somente dados de ambiente sa˜o considerados nos sinais.
Esta condic¸a˜o representa a situac¸a˜o t´ıpica de operac¸a˜o de um sistema
ele´trico de poteˆncia real.
Tabela 6.9: Detecc¸a˜o dos modos 1 e 2∗ para a Janela 2. Caso com
filtro e com carga dinaˆmica.
N4SID - Modo 1
Sinais Ordem Autovalores ζ (%) f (Hz)
∆θi j 30 −0,6441±3,5039 j 18,10 0,558
fi 30 −0,7145±3,5993 j 19,50 0,573
Fluxoi j 30 −0,7026±3,5836 j 19,20 0,570
N4SID - Modo 2∗
∆θi j 30 −1,2496±9,1052 j 13,60 1,449
fi 30 −1,4021±8,3462 j 16,60 1,328
Fluxoi j 30 − − −
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A fim de ilustrar o comportamento do sistema teste devido as
variac¸o˜es aleato´rias de carga, na Figura 6.2 as variac¸o˜es de frequ¨eˆn-
cia dos geradores sa˜o apresentadas. Estas variac¸o˜es foram originadas
pelo modelo de carga proposto na Sec¸a˜o 5.6, que foi implementado no
programa ANATEM.
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Figura 6.2: Variac¸o˜es de Frequ¨eˆncia dos Geradores para os Dados
de Ambiente.
Como as janelas comec¸am a ser maiores, o tempo de proces-
samento para obter os modos aumenta. Assim, apo´s o processo de
filtragem, sa˜o feitas reamostragens para uma frequ¨eˆncia de 5 Hz, que
obedece ao crite´rio de Nyquist para a faixa de frequeˆncia de interesse.
Originalmente a frequ¨eˆncia de amostragem era de 40 Hz.
Na Tabela 6.10 esta˜o os resultados das ana´lises de detecc¸a˜o para
a Janela 3. O me´todo N4SID foi capaz de detectar o modo 1 e mais uma
vez apresentou grande sensibilidade na presenc¸a de dados de ambiente,
e na˜o foram detectados autovalores na faixa de frequ¨eˆncia pro´xima dos
modos locais 2 e 3, como mostrado na Tabela 6.1, que apresentassem
dominaˆncia modal significativa.
Os resultados das ana´lises de detecc¸a˜o dos modos para a Janela 4,
que tem 10 minutos esta˜o apresentados na Tabela 6.11. O N4SID foi
capaz de detectar o modo 1 e apresentou resultados melhores que os
encontrados na Tabela 6.10, ale´m de conseguir detectar o modo 2∗, que
mais uma vez apresentou grande sensibilidade a` presenc¸a de dados de
ambiente.
Foram analisados mais 10 minutos de dados, correspondentes a`
Janela 5 e os resultados podem ser encontrados na Tabela 6.12. Quali-
6.1 Validac¸o˜es em Sistemas Teste 195
Tabela 6.10: Detecc¸a˜o dos modos 1 e 2∗ para a Janela 3. Caso com
filtro e com carga dinaˆmica.
N4SID - Modo 1
Sinais Ordem Autovalores ζ (%) f (Hz)
∆θi j 30 −0.5689±3.5963 j 15,60 0,572
fi 30 −0.4713±3.6866 j 12,70 0,587
Fluxoi j 30 −0.8875±3.9286 j 22,00 0,625
N4SID - Modo 2∗
∆θi j 30 − − −
fi 30 − − −
Fluxoi j 30 − − −
Tabela 6.11: Detecc¸a˜o dos modos 1 e 2∗ para a Janela 4. Caso com
filtro e com carga dinaˆmica.
N4SID - Modo 1
Sinais Ordem Autovalores ζ (%) f (Hz)
∆θi j 30 −0.7819±3.6329 j 21,00 0,578
fi 30 −0.6768±3.7947 j 17,60 0,604
Fluxoi j 30 −0.6917±4.1739 j 16,30 0,664
N4SID - Modo 2∗
∆θi j 30 −1.649±8.8171 j 18,40 1,403
fi 30 −1.4515±7.5854 j 18,80 1,207
Fluxoi j 30 −1.2689±10.2264 j 12,30 1,627
tativamente os resultados podem ser comparados aos apresentados na
Tabela 6.11, pore´m os resultados apresentados nas tabelas 6.11 e 6.12
estimam valores modais de forma pontual ou local e podem representar
estimativas com grandes desvios dos valores reais (disperso˜es na iden-
tificac¸a˜o). Esclarecimentos sobre estes fatos podem ser encontrados na
pro´xima sec¸a˜o, onde se apresenta a evoluc¸a˜o modal do sistema a cada
5 segundos.
Tabela 6.12: Detecc¸a˜o dos modos 1 e 2∗ para a Janela 5. Caso com
filtro e com carga dinaˆmica.
N4SID - Modo 1
Sinais Ordem Autovalores ζ (%) f (Hz)
∆θi j 30 −0.6403±3.8128 j 16,60 0,607
fi 30 −0.6821±4.1793 j 16,10 0,665
Fluxoi j 30 −0.7297±4.0085 j 17,90 0,638
N4SID - Modo 2∗
∆θi j 30 −2.9499±6.9334 j 39,20 1,103
fi 30 −2.3073±7.9818 j 27,80 1,270
Fluxoi j 30 −1.315±7.8801 j 16,50 1,254
As ana´lises feitas ate´ o momento consideraram os efeitos de gran-
des distu´rbios com ou sem a presenc¸a de dados de ambiente, os efeitos
dos tamanhos das janelas, utilizac¸a˜o ou na˜o de filtros e diferentes ti-
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pos de sinais no processo de identificac¸a˜o. Notou-se que o aumento
das janelas tende a melhorar a identificac¸a˜o para o N4SID e que a pre-
senc¸a de “ru´ıdos” ou dados de ambiente podem influenciar o processo
de identificac¸a˜o 4. Para se poder ter uma melhor ide´ia do comporta-
mento do N4SID no processo de identificac¸a˜o, o conjunto de algoritmos
apresentado no Cap´ıtulo 5 e´ empregado para realizar o rastreamento
automa´tico dos modos do sistema teste de forma cont´ınua. Os resulta-
dos destas ana´lises sa˜o apresentados na pro´xima sec¸a˜o.
6.1.4 Rastreamento Cont´ınuo de Modos do Sistema Teste
Para se testar como o N4SID se comporta durante processos
cont´ınuos de identificac¸a˜o modal, o conjunto de algoritmos proposto
no Cap´ıtulo 5 e´ utilizado. A monitorac¸a˜o de modos e´ feita utilizando
diversas janelas deslizantes de 10 minutos, sendo que a atualizac¸a˜o das
mesmas e´ feita regularmente a cada intervalo de 5 s, quando os resul-
tados da detecc¸a˜o sa˜o atualizados. Os sinais utilizados na detecc¸a˜o sa˜o
as frequeˆncias das barras terminais de cada gerador da Figura 6.1. O
N4SID possui ordem 30 e um me´todo de mı´nimos quadrados 5 e´ usado
para ajustar uma curva a partir do conjunto de pontos fornecidos a
cada 5 s.
Na primeira etapa, o rastreamento automa´tico de modos e´ feito
considerando uma janela de 30 minutos de durac¸a˜o, sendo que os resul-
tados comec¸am a ser fornecidos apenas apo´s 600 segundos. Primeira-
mente e´ considerado o modelo na˜o-linear do sistema teste com variac¸o˜es
aleato´rias de 5% de carga. Logo apo´s o sistema teste com modelos di-
naˆmicos de carga e´ linearizado e modelado na forma de equac¸o˜es de
estado 6 onde sinais aleato´rios sa˜o utilizados nas devidas entradas. Os
resultados da monitorac¸a˜o do modelo na˜o-linear e linearizado podem
ser comparados, ja´ que as variac¸o˜es sa˜o de pequena magnitude e o
sistema e´ estaciona´rio.
Em seguida, o algoritmo de rastreamento automa´tico e´ testado
novamente no sistema teste, pore´m sa˜o geradas na˜o-estacionariedades
no modelo na˜o-linear composto por cargas dinaˆmicas que variam ale-
4Parte dos resultados apresentados nesta sec¸a˜o foram publicados em [176].
5O me´todo dos mı´nimos quadrados utilizado compo˜e a func¸a˜o smooth do Matlab.
6Quando se considera a modelagem dinaˆmica de cargas existem mudanc¸as na
matriz de estados A e na matriz de entradas B.
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atoriamente. As na˜o estacionariedades sa˜o originadas por aumento de
carga e gerac¸a˜o seguidos ainda pela atuac¸a˜o do Controle Automa´tico
de Gerac¸a˜o (CAG). O sistema foi modelando no programa ANATEM.
Devido aos tempos envolvidos no processo de tomada de carga e atu-
ac¸a˜o do CAG, a simulac¸a˜o tem durac¸a˜o de 80 minutos. Novamente
as janelas deslizantes teˆm 10 minutos e os resultados sa˜o atualizados a
cada 5 s.
Monitoramento dos Sistemas Estaciona´rios Na˜o-linear e Li-
near com Variac¸o˜es Aleato´rias de Carga
Neste subsec¸a˜o, o algoritmo de identificac¸a˜o ASRAM, tem seu
desempenho testado em sistemas na˜o-lineares e lineares. Um dos obje-
tivos e´ verificar se a identificac¸a˜o feita no modelo linearizado pode ser
utilizada para substituir a identificac¸a˜o feita no modelo na˜o-linear em
casos onde na˜o ha´ mudanc¸as de ponto de operac¸a˜o do sistema.
A aplicac¸a˜o do algoritmo de detecc¸a˜o automa´tica de modos no
modelo na˜o-linear com variac¸o˜es aleato´rias de 5% da parcela total de
cargas dinaˆmicas resultou nas figuras 6.3(a) e 6.3(b). As linhas tra-
cejadas representam os valores de frequeˆncia e amortecimento extra´ı-
dos da Tabela 6.1 para o modo 1 (inter-a´rea). Os valores ajustados
pelo me´todo de mı´nimos quadrados indicam que, apesar da existeˆncia
de dispersa˜o modal em torno do valor real, os valores de frequeˆncia e
amortecimento foram estimados com erros relativamente pequenos.
Nas figuras 6.4(a) e 6.4(b) esta˜o os valores detectados para a
frequeˆncia de oscilac¸a˜o e o amortecimento, respectivamente, do modo
1 para o sistema linearizado.
A curva ajustada atrave´s do me´todo de mı´nimos quadrados para
o amortecimento, Figura 6.4(b), ficou abaixo do amortecimento real do
sistema, representado pela linha tracejada. Quando se faz a mesma
comparac¸a˜o para os valores ajustados para a frequeˆncia de oscilac¸a˜o,
Figura 6.4(a), nota-se que os desvios foram maiores no final do processo
de rastreamento.
Os valores me´dios de frequeˆncia de oscilac¸a˜o do modelo na˜o-
linear, Figura 6.5(a), e do modelo linear, Figura 6.5(b), ficaram em
torno de 0,62 Hz, pro´ximos a` frequeˆncia de oscilac¸a˜o real do modo
inter-a´rea, que e´ de 0,601 Hz. Os valores me´dios de amortecimento
foram de 19% para o modelo na˜o-linear, Figura 6.5(c), e de 16% para
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(b) Amortecimento do Modo Inter-a´rea - Modelo Na˜o-linear.
Figura 6.3: Monitoramento do Modo Inter-a´rea - Modelo Na˜o-
linear.
o modelo linear, Figura 6.5(d), sendo que de acordo com a Tabela 6.1,
o valor real e´ de 18,72%.
Considerando estes resultados nota-se, que para o modo inter-
a´rea, a identificac¸a˜o do modelo na˜o-linear foi mais pro´xima ao valor
real que a do modelo linear.
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(b) Amortecimento do Modo Inter-a´rea - Modelo Linear.
Figura 6.4: Monitoramento do Modo Inter-a´rea - Modelo Linear.
A monitorac¸a˜o dos modos locais (modos 2 e 3 da Tabela 6.1) e´
mais problema´tica, pois ale´m destes amortecimentos serem superiores a
24%, os modos locais (Gerador 1 oscilando contra Gerador 2 e Gerador 3
oscilando contra Gerador 4) teˆm frequeˆncias de oscilac¸a˜o e amorteci-
mentos pro´ximos uns aos outros. Isto se deve ao fato de o sistema teste
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(c) Amortecimento Modo Inter-a´rea -
Modelo Na˜o-linear.
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(d) Amortecimento Modo Inter-a´rea -
Modelo Modelo Linear.
Figura 6.5: Comparac¸o˜es entre os Modelos Na˜o-linear e Linear -
Modo Inter-a´rea.
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da Figura 6.1 ser um sistema sime´trico. Os me´todos de identificac¸a˜o
dificilmente apresentam resoluc¸a˜o suficiente para distinguir modos ta˜o
pro´ximos.
Para a monitorac¸a˜o do sistema na˜o-linear e linear, os modos
locais da a´rea 1 e da a´rea 2 teˆm seus respectivos valores “reais” de
frequeˆncia e de amortecimento representados por linhas pontilhadas e
tracejadas nas figuras 6.6 e 6.7, respectivamente.
Tanto para o modelo na˜o-linear quanto para o linear, as frequeˆn-
cias de oscilac¸a˜o detectadas esta˜o mais pro´ximas da frequeˆncia real do
modo local 1, conforme as figuras 6.6(a) e 6.7(a). Os amortecimen-
tos detectados para os modos locais 1 e 2 sa˜o praticamente iguais e
existe grande dispersa˜o em sua identificac¸a˜o, conforme pode ser visto
nas figuras 6.6(b) e 6.7(b).
Os valores de frequeˆncia e amortecimento, juntamente com seus
respectivos valores me´dios podem ser encontrados na Figura 6.8. Os
valores me´dios de frequeˆncia de oscilac¸a˜o para o modelo na˜o-linear (Fi-
gura 6.8(a)) e para o modelo linear (Figura 6.8(b)) ficaram em torno
de 1,32 Hz, tambe´m mais pro´ximos a` frequeˆncia de oscilac¸a˜o real do
modo local 1, que e´ de 1,33 Hz do que a do modo 2 (1,389 Hz).
Os valores me´dios de amortecimento ficaram em torno de 8 e
3,5 pontos porcentuais abaixo do valor real do amortecimento do modo
local 1, que e´ de ≈ 24,5% para o modelo na˜o-linear (Figura 6.8(c)) e
para o modelo linear (Figura 6.8(d)), respectivamente.
Com estes resultados, os valores estimados do modo local para
o modelo linear ficaram mais pro´ximos aos valores reais do que para
o modelo na˜o-linear. Como as diferenc¸as na˜o foram ta˜o significativas,
na˜o se pode concluir se melhores resultados de rastreamento sa˜o obti-
dos ao se analisar sistemas com modelos na˜o-lineares ou com modelos
linearizados.
Monitoramento do Sistema Na˜o-estaciona´rio e Na˜o-linear
com Variac¸o˜es Aleato´rias de Carga
A fim de introduzir na˜o-estacionariedades no sistema teste da Fi-
gura 6.1 para produzir mudanc¸as em seu modo inter-a´rea, foi modelado
um CAG. A principal finalidade do CAG e´ eliminar desvios de frequeˆn-
cia em sistemas ele´tricos de poteˆncia e sua modelagem na simulac¸a˜o
tambe´m possibilita alterar a poteˆncia de intercaˆmbio entre a´reas.
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(b) Amortecimento do Modo Local - Modelo Na˜o-linear.
Figura 6.6: Monitoramento dos Modos Locais - Modelo Na˜o-linear.
Para reproduzir uma situac¸a˜o operativa parecida com a de um
sistema real, a carga na A´rea 2 foi aumentada em 15% durante um in-
tervalo de tempo de 10 minutos, sendo que tal aumento foi feito em 10
parcelas de 1,5% igualmente espac¸adas no tempo. No mesmo instante
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400 600 800 1000 1200 1400 1600 1800
0
5
10
15
20
25
30
Am
or
te
ci
m
en
to
 [%
]
Tempo [s]
Modos Locais das
Áreas 1 e 2
(b) Amortecimento do Modo Local - Modelo Linear.
Figura 6.7: Monitoramento dos Modos Locais - Modelo Linear.
em que o aumento de carga se inicia, foi feita uma mudanc¸a na refereˆn-
cia da poteˆncia de intercaˆmbio do CAG, o que possibilitou aumentar
o intercaˆmbio de poteˆncia da A´rea 1 para a A´rea 2 com finalidade de
reduzir o amortecimento do modo inter-a´rea. Estas mudanc¸as se inicia-
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Figura 6.8: Comparac¸o˜es entre os Modelos Na˜o-linear e Linear -
Modo Local.
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ram em 1000 s e por volta de 4000 s o Erro de Controle de A´rea (ECA)
tendia a zero. As variac¸o˜es de frequeˆncia do sistema e a mudanc¸a de
fluxo de intercaˆmbio no circuito 1, que liga as Barras 7, 8 e 9 da Fi-
gura 6.1, podem ser vistas nas figuras 6.9(a) e 6.9(b), respectivamente.
As variac¸o˜es de poteˆncia mecaˆnica nas ma´quinas do sistema podem ser
visualizadas na Figura 6.10.
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Figura 6.9: Atuac¸a˜o do Controle Automa´tico de Gerac¸a˜o.
Aplicando o algoritmo de rastreamento automa´tico de mo-
dos (ASRAM) aos sinais de variac¸a˜o de frequeˆncia do sistema (Fi-
gura 6.9(a)), os modos inter-a´rea e local do sistema podem ser moni-
torados. Devido a` simulac¸a˜o ter sido realizada considerando o modelo
na˜o-linear do sistema e diante da existeˆncia de na˜o-estacionariedades,
os valores exatos dos modos eletromecaˆnicos de interesse do sistema so´
podem ser conhecidos se, de tempos em tempos, o sistema for lineari-
zado em torno de cada ponto de operac¸a˜o. Desta forma os resultados
apresentados para os rastreamentos modais so´ podem ser comparados
quantitativamente aos obtidos nas figuras 6.3(a) e 6.3(b) 7, que sa˜o os
resultados da simulac¸a˜o do mesmo sistema, pore´m sem grandes mu-
danc¸as no ponto de operac¸a˜o (sistema na˜o-linear e estaciona´rio). Por
7Vale lembrar que o intervalo de monitorac¸a˜o das referidas figuras e´ de 30 minu-
tos, enquanto que o do sistema na˜o-estaciona´rio e´ de 80 minutos.
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Figura 6.10: Variac¸o˜es de Poteˆncia Mecaˆnica - Redespacho e Atu-
ac¸a˜o CAG.
outro lado sabe-se que com o aumento de intercaˆmbio entre duas a´reas
interligadas, o amortecimento do modo inter-a´rea tende a diminuir.
Como o intercaˆmbio, apo´s as mudanc¸as no sistema, passou de 400 MW
para 476 MW e´ de se esperar que ao longo do tempo o amortecimento
do modo inter-a´rea na˜o atinja valores superiores a 19% (Tabela 6.1).
Desta forma o resultado do rastreamento do amortecimento do modo
inter-a´rea da Figura 6.11(b) pode ser considerado coerente. Com as
grandes mudanc¸as em relac¸a˜o ao ponto de operac¸a˜o inicial do sistema,
espera-se tambe´m maiores variac¸o˜es da frequeˆncia de oscilac¸a˜o do
modo inter-a´rea, fato que pode ser notado na Figura 6.11(a).
Em relac¸a˜o aos resultados da monitorac¸a˜o dos modos locais, que
sa˜o dois praticamente ideˆnticos, apesar da grande dispersa˜o nos valo-
res detectados para a frequeˆncia modal (Figura 6.12(a)), o valor ajus-
tado pelo me´todo dos mı´nimos quadrados apresenta um valor me´dio de
1,35 Hz. Este valor esta´ entre os valores de frequeˆncia de oscilac¸a˜o dos
modos 2 e 3 da Tabela 6.1. Devido a estes fatos e a` grande dispersa˜o
modal da Figura 6.12(b), os resultados obtidos para o amortecimento
podem ser levados em considerac¸a˜o apenas como estimativa me´dia.
Uma alternativa para introduzir na˜o-estacionariedades em siste-
mas e conhecer a evoluc¸a˜o de seus modos, sem necessidade de lineari-
zac¸o˜es, e´ a utilizac¸a˜o de sistemas LPV.
A proposta de rastreamento modal de sistemas ele´tricos de po-
teˆncia usando sistemas LPV foi feita durante esta tese e publicada em
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[178]. Na Sec¸a˜o 6.2 o comportamento do algoritmo de rastreamento
automa´tico de modos e´ avaliado, em sistemas LPV e tambe´m no SIN.
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(b) Amortecimento Modal do Modo Inter-a´rea - Redespacho e Atuac¸a˜o do CAG.
Figura 6.11: Monitoramento do Modo Inter-a´rea - Redespacho e
Atuac¸a˜o do CAG.
6.1.5 Ana´lise de Transito´rios com a THH e a TTH
Para testar o desempenho da Transformada de Hilbert-Huang
(THH) e da Transformada de Teager-Huang (TTH) sa˜o realizadas ana´-
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(b) Amortecimento Modal do Modo Local - Redespacho e Atuac¸a˜o do CAG.
Figura 6.12: Monitoramento do Modo Local - Redespacho e Atu-
ac¸a˜o do CAG.
lises usando dados da Janela 1 da Tabela 6.2, onde um curto-circuito
trifa´sico franco e´ aplicado na barra 7 do sistema teste da Figura 6.1,
sem retirada de linhas de transmissa˜o.
O sinal escolhido para ana´lise foi a diferenc¸a angular entre as
barras 1 e 3 do sistema, e esta´ representado na Figura 6.13(a). Ape-
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sar da modelagem de variac¸o˜es aleato´rias de carga ter sido levada em
considerac¸a˜o, seus efeitos aparentemente na˜o sa˜o notados nas excur-
so˜es angulares. A decomposic¸a˜o modal emp´ırica deste sinal atrave´s
da EEMD esta´ representada na Figura 6.13(b), onde somente treˆs das
principais IMFs que compo˜em o sinal da Figura 6.13(a) esta˜o represen-
tadas. Analisando cada uma das IMFs atrave´s da FFT, resulta que a
frequeˆncia de oscilac¸a˜o da IMF1 e´ de 0,8 Hz, da IMF2 e´ de 0,62 Hz e
da IMF3 de 0,47 Hz.
Desta forma, a decomposic¸a˜o modal emp´ırica e a FFT indicam
que somente o modo inter-a´rea foi detectado durante a ana´lise desta
oscilac¸a˜o. Este fato pode ser justificado, pois como as Transformadas
de Hilbert-Huang e a de Teager-Huang so´ podem ser aplicadas para um
sinal de cada vez, para que determinados modos possam ser detectados,
e´ necessa´rio que os mesmos sejam observa´veis. No sinal escolhido, o
modo observa´vel e´ o inter-a´rea. Para que os modos locais possam ser
observados e´ necessa´ria a ana´lise de sinais como as diferenc¸as angulares
entre as barras 1 e 2 ou entre as barras 3 e 4.
Aplicando-se as Transformadas de Hilbert-Huang e a de Teager-
Huang na IMF2, que esta´ associada a` oscilac¸a˜o do modo inter-a´rea,
obtem-se os valores de amplitude, frequeˆncia e amortecimento instan-
taˆneos. Estes resultados esta˜o na Figura 6.14(b). As frequeˆncias ins-
tantaˆneas indicam que nesta IMF existe uma frequeˆncia de oscilac¸a˜o
que varia em torno de 0,6 Hz, que esta´ de acordo com os valores obtidos
pelos me´todos de Prony Multi-sinais e o N4SID e tambe´m com o valor
da Tabela 6.1.
O ca´lculo do amortecimento instantaˆneo, mostrado na Fi-
gura 6.14(b), e´ bastante oscilato´rio, devido principalmente aos “end
effects”, comentados na Sec¸a˜o 4.8.4, que teˆm grande influeˆncia em
ana´lises de curta durac¸a˜o, ou seja, sistemas bem amortecidos.
Vale ressaltar que o aumento do tamanho da janela sob ana´-
lise na˜o tem efeito na melhoria das estimac¸o˜es de amortecimento ins-
tantaˆneo. Os “end effects” esta˜o associados ao tempo de durac¸a˜o das
respectivas oscilac¸o˜es em cada IMF.
Para ilustrar e associar a influeˆncia dos“end effects”com o tempo
de durac¸a˜o de oscilac¸o˜es quando se usa a THH e a TTH, um sinal que
conte´m modos parecidos com os do sistema teste foi analisado. O sinal
e´ dado por:
x(t) = 2cos(2pi0,6t)e−0,19t +0,5cos(2pi1,35t)e−0,25t (6.1)
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(b) IMFs Obtidas Via EEMD.
Figura 6.13: Decomposic¸a˜o do Sinal em IMFs - EEMD.
Na Figura 6.15(a) supo˜e-se que a durac¸a˜o da oscilac¸a˜o seja de 5 s e na
Figura 6.15(b) a durac¸a˜o seja de 15 s. A influeˆncia dos “end effects”
nos resultados e´ clara, principalmente no amortecimento instantaˆneo.
Na Figura 6.15(a), o amortecimento instantaˆneo oscila entre −100% a
quase 200%, ja´ na Figura 6.15(b), em intervalos de tempo de 4 s a 8 s,
o amortecimento instantaˆneo ja´ oscila em torno de 20%, pro´ximo do
valor real que e´ de 19%.
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(b) Frequeˆncias e Amortecimentos Instantaˆneos.
Figura 6.14: Resultado das Ana´lises Usando a THH e a TTH.
6.1.6 Concluso˜es
O me´todo de Prony multi-sinais e o N4SID foram empregados na
ana´lise de dados de simulac¸a˜o a fim de testar seus desempenhos para
monitorac¸a˜o de SEP. O desempenho de ambos diante da presenc¸a de
grandes distu´rbios, com e sem a presenc¸a de filtros, foi satisfato´rio e
os resultados foram mais exatos para sinais com maior observabilidade
modal, sendo que a presenc¸a de dados de ambiente influi no desempenho
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Figura 6.15: Resultado do Influeˆncia do Tamanho das Janelas Ana´-
lises da THH e da TTH.
de ambos, degradando as respostas.
Para ana´lises feitas apenas na presenc¸a de dados de ambiente,
conclui-se que o aumento do tamanho das janelas melhora o desempe-
nho do N4SID. Autovalores com menos energia modal, apesar de serem
detectados com o aumento das janelas, apresentaram maior sensibili-
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dade e variac¸o˜es para as diferentes janelas analisadas.
O ı´ndice de dominaˆncia modal calculado para cada autovalor
detectado mostrou-se ser uma forma eficiente e sistema´tica para en-
contrar quais autovalores teˆm maior energia e consequ¨entemente maior
participac¸a˜o em cada sinal analisado. Seu uso torna poss´ıvel a exclusa˜o
de modos espu´rios com frequ¨eˆncias de oscilac¸a˜o parecidas a`s que esta˜o
nas faixas t´ıpicas das de interesse nos SEP, facilitando o processo de
monitorac¸a˜o cont´ınua dos principais modos ao longo do tempo. O IDM
tambe´m e´ capaz de fornecer informac¸o˜es sobre a ordem que deve ser
imposta aos diferentes modelos de identificac¸a˜o usados, evitando seu
sobre-dimensionamento.
Em relac¸a˜o a`s THH e de TTH, os valores de frequeˆncia instan-
taˆnea sa˜o bem menos suscet´ıveis aos “end effects” que o amortecimento
instantaˆneo. Assim, estes me´todos teˆm melhores resultados quando
existem oscilac¸o˜es de grande durac¸a˜o no sistema ou quando“end effects”
sa˜o reduzidos na Transformada de Hilbert e/ou na EMD. A existeˆn-
cia de oscilac¸o˜es por longos per´ıodos em sistemas ele´tricos de poteˆncia
tendem a apresentar comportamentos na˜o-lineares e na˜o-estaciona´rios
devido a`s fortes interac¸o˜es dinaˆmicas que comec¸am a se manifestar de
forma mais intensa ao longo do tempo (aumento da amplitude de os-
cilac¸a˜o). Assim, a THH e a TTH sa˜o os me´todos mais indicados para
ana´lises destes tipos de oscilac¸o˜es 8.
6.2 MONITORAMENTO CONTI´NUO DO SIN USANDO DADOS
DE AMBIENTE
Nesta sec¸a˜o, a identificac¸a˜o de modos de oscilac¸a˜o em tempo
quase real e´ utilizada para a monitorac¸a˜o cont´ınua de modos usando
apenas dados de ambiente. O algoritmo de rastreamento automa´tico
de modos, proposto e apresentado na Sec¸a˜o 5.4, e´ testado inicialmente
em sistemas lineares com paraˆmetros variantes (LPV systems), onde a
frequeˆncia e o amortecimento de modos de oscilac¸a˜o podem ser contro-
lados, Sec¸a˜o 5.6.2. Depois de testado em sistemas LPV, o algoritmo
e´ utilizado para rastrear automaticamente os principais modos inter-
a´rea do SIN 9. Para isto sa˜o utilizados dados de uma janela composta
8As transformadas Wavelet tambe´m podem ser utilizadas para a ana´lise de os-
cilac¸o˜es na˜o-estaciona´rias, conforme a Tabela 4.3.
9Os resultados apresentados nesta sec¸a˜o foram publicados em [178].
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apenas por dados de ambiente, amostrados pelo SMFS de baixa tensa˜o
http://www.medfasee.ufsc.br/temporeal.
6.2.1 O Sistema Interligado Nacional
O SIN, ja´ apresentado na Figura 3.1, tem uma capacidade ins-
talada de aproximadamente 100 GW, com gerac¸a˜o predominantemente
hidroele´trica. O sistema de transmissa˜o tem tenso˜es que variam de
230 kV a 765 kV e atende cinco regio˜es geogra´ficas: Norte, Nordeste,
Sudeste/Centro-Oeste e Sul. Todas estas regio˜es esta˜o interligadas, po-
re´m existem alguns pequenos sistemas operando de forma isolada na
regia˜o Norte, que correspondem a aproximadamente 4% da capacidade
instalada.
Os modos inter-a´rea do SIN e suas respectivas frequeˆncias de
oscilac¸a˜o esta˜o apresentados na Tabela 6.13. Estes modos de oscilac¸a˜o
sa˜o bem amortecidos, mas em algumas condic¸o˜es de operac¸a˜o seus res-
pectivos amortecimentos podem ser reduzidos, como podera´ ser visto
nesta sec¸a˜o.
Tabela 6.13: Principais Modos Inter-a´rea do Sistema Interligado
Nacional.
Modos Faixa de Frequ¨eˆncia
Norte x Sul 0,20 a 0,40 Hz
Sul x Sudeste 0,60 a 0,80 Hz
Norte x Nordeste 0,55 a 0,65 Hz
Mato Grosso x SIN 0,40 a 0,45 Hz
Rio de Janeiro x SIN 1,10 a 1,30 Hz
Sa˜o Paulo x SIN 0,65 a 0,75 Hz
6.2.2 Rastreamento de Modos de Sistemas LPV
Um sistema teste de ordem 8, cujos autovalores esta˜o apresen-
tados na Tabela 6.14 e´ usado para testar o algoritmo apresentado na
Sec¸a˜o 5.4. O sistema teste possui alguns dos principais modos inter-
a´rea do SIN e as variac¸o˜es em seus paraˆmetros correspondem portanto
a` variac¸o˜es de modos inter-a´rea. O modo escolhido para ser variado
corresponde ao modo Norte-Sul e o resto dos autovalores do sistema
na˜o sa˜o variados.
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Tabela 6.14: Autovalores do Sistema Teste.
Autovalor Freq. [Hz] Amor. [%] Modo Correspondente
−0,10±2,25 j 0,36 4,44 λ1,2 := Norte-Sul
−0,64±3,85 j 0,61 16,4 λ3,4 := Sul-Sudeste
−0,72±4,71 j 0,75 15,1 Sa˜o Paulo contra o SIN
−0,0262±0,126 j 0,02 20,4 Modo de Controle de Frequeˆncia do SIN
Os paraˆmetros variantes θi(t), definidos na Sec¸a˜o 5.6.2, do modo
Norte-Sul sa˜o ajustados e controlados de forma a gerar dois siste-
mas LPV distintos, LPV1 e LPV2. Para ambos sistemas um sinal
de pequena amplitude e´ usado para modular o modo com frequeˆncia
de oscilac¸a˜o de 0,36 Hz, variando o paraˆmetro θ21(t) de forma que
θ21(t) = 0,1sin(0,003t), como pode ser visto na linha tracejada azul da
Figura 6.17 e da Figura 6.19.
O amortecimento modal tambe´m e´ modulado, pore´m de duas
formas diferentes. Para o LPV1, θ11(t) e´ variado a fim de produzir uma
variac¸a˜o modal com formato de uma curva Gaussiana, como mostrado
pela linha tracejada azul da Figura 6.18. No LPV2, o amortecimento
modal e´ variado de forma abrupta, de acordo com as retas mostradas
pela linha tracejada azul da Figura 6.20.
Para o LPV1, os sinais utilizados no processo de rastreamento
modal esta˜o mostrados na Figura 6.16, onde as legendas com nomes de
sadai representam sinais do sistema LPV1. As reduc¸o˜es de amplitude
dos sinais de sa´ıda, mostradas na Figura 6.16, sa˜o devido ao padra˜o
Gaussiano da variac¸a˜o do amortecimento modal, mostrado pela linha
tracejada azul na Figura 6.18.
A fim de testar o algoritmo proposto para realizar a monitorac¸a˜o
cont´ınua de modos de forma automa´tica, diversas janelas deslizantes
de 10 minutos sa˜o utilizadas. A atualizac¸a˜o das janelas e´ feita regu-
larmente a cada intervalo de 5 s, usando um modelo para o N4SID de
ordem 30. Os primeiros resultados aparecem apenas depois os primei-
ros 600 s de ana´lise. Um me´todo de mı´nimos quadrados e´ usado para
ajustar o conjunto de pontos.
Os resultados da aplicac¸a˜o do me´todo automa´tico de detecc¸a˜o
de modos nos dois sistemas LPV, mostram que o algoritmo e´ capaz de
rastrear as variac¸o˜es moduladas de frequeˆncia com boa precisa˜o, como
mostrado nas Figuras 6.17 e 6.19.
Para o sistema LPV1, que apresenta variac¸a˜o do amortecimento
com formato Gaussiano, o algoritmo de rastreamento automa´tico de
modos apresenta um desempenho melhor se comparado ao sistema com
variac¸o˜es modais abruptas, pois consegue rastrear o amortecimento mo-
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Figura 6.16: Sinais Analisados - Sistema LPV1.
dal com menos atraso. Estes resultados podem ser vistos na Figura 6.18
e na Figura 6.20, respectivamente.
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Figura 6.17: Frequeˆncia Modal - LPV1, (λ1,2).
6.2 Monitoramento Cont´ınuo do SIN Usando Dados de Ambiente 217
0 500 1000 1500 2000 2500 3000 3500
0
5
10
15
20
25
Am
or
te
ci
m
en
to
 [%
]
Tempo [s]
Figura 6.18: Amortecimento Modal - LPV1, (λ1,2).
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Figura 6.19: Frequeˆncia Modal - LPV2, (λ1,2).
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O desempenho do algoritmo de rastreamento automa´tico de mo-
dos tambe´m e´ testado para rastrear modos que foram mantidos cons-
tantes no sistema LPV. O modo escolhido foi o com frequeˆncia de
0,61 Hz na Tabela 6.14. Apenas o pior caso, que corresponde ao LPV2,
onde mudanc¸as abruptas foram consideradas e´ mostrado. Os resultados
do rastreamento da frequeˆncia e do amortecimento modal sa˜o mostra-
dos na Figura 6.21 e na Figura 6.22, respectivamente. Os valores de
frequeˆncia e amortecimento esta˜o espalhados em torno dos valores reais.
Estas grandes variaˆncias no processo de detecc¸a˜o podem ser explicadas
pela baixa energia modal associada a este modo em particular, que
tambe´m apresenta amortecimento elevado (≈ 16%) 10.
Resultados melhores para o processo de rastreamento modal,
se comparados aos obtidos para o modo constante com frequeˆncia de
0,61 Hz, foram obtidos para o sistema LPV1, pore´m na˜o sa˜o apresen-
tados nesta tese.
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Figura 6.20: Amortecimento Modal - LPV2, (λ1,2).
Outros testes foram realizados com intuito de analisar a influeˆn-
cia do tamanho das janelas no desempenho de rastreamento automa´-
tico. Reduzindo a janela de 600 s para 400 s ou 300 s melhora a adereˆn-
cia no rastreamento dos modos variantes, mostrados nas figuras 6.19
10Quanto maior o amortecimento, menor a energia modal.
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e 6.20. No entanto, este procedimento aumenta a dispersa˜o para os
modos restantes do sistema que foram mantidos constantes. Aumen-
tar o tamanho da janela (> 600 s) pode transformar o processo de
monitorac¸a˜o cont´ınua em tempo quase real muito demorado. Pore´m,
isto poderia ser contornado aumentando o per´ıodo de atualizac¸a˜o das
respostas para intervalos maiores que os atuais 5 s 11.
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Figura 6.21: Frequeˆncia Modal do Modo de 0,61Hz - LPV2, (λ3,4).
6.2.3 Monitoramento Automa´tico de Modos Eletromecaˆ-
nicos do SIN
A detecc¸a˜o dos modos de oscilac¸a˜o inter-a´rea do SIN possibilita
o monitoramento de seus respectivos amortecimentos de acordo com as
mudanc¸as no ponto de operac¸a˜o do sistema.
As ana´lises feitas nesta sec¸a˜o consideram janelas de dados com-
postas apenas por dados de ambiente, amostradas no dia 22 de Outubro
de 2010 no intervalo de tempo das 16h00min a`s 18h00min, intervalo
onde normalmente ha´ aumento de carga e gerac¸a˜o.
A frequeˆncia do sistema para esta condic¸a˜o normal de operac¸a˜o e´
11A escolha do tamanho da janela de dados e´ um problema de dif´ıcil soluc¸a˜o, pois
depende dos tipos das oscilac¸o˜es presentes nos sinais.
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Figura 6.22: Amortecimento Modal de 16,4% - LPV2, (λ3,4).
mostrada na Figura 6.23, onde sinais da regia˜o Norte (N), Sudeste(SE)
e Sul(S) sa˜o apresentados.
Os sinais utilizados para monitorac¸a˜o sa˜o frequeˆncias medidas
pelo SMFS localizado na baixa tensa˜o, instalados nas seguintes uni-
versidades: UFPA(N1), UNIFEI (SE2) e UFSC (S2), como mostrado
na Figura 3.1, e tambe´m suas diferenc¸as angulares. Os modos inter-
a´rea mais observa´veis presentes nestes sinais sa˜o o Norte-Sul e o Sul-
Sudeste. As faixas de frequeˆncia destes modos podem ser encontradas
na Tabela 6.13.
Duas Janelas, mostradas na Tabela 6.15, foram selecionadas. Na
Janela 1, o algoritmo proposto (ASRAM) e´ aplicado para detectar os
modos Norte-Sul e o Sul-Sudeste e suas respectivas energias modais,
quantificadas pelo IDM da Sec¸a˜o 5.3. Na Janela 2, duas horas de
dados, compostos apenas por dados de ambiente, sa˜o utilizados pelo
algoritmo para rastrear os referidos modos automaticamente em tempo
quase real.
Tabela 6.15: Identificac¸a˜o das janelas.
Janela Tempo [s]
1 0 to 600
2 0 to 7200
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Figura 6.23: Frequeˆncia do SIN.
Ana´lise da Janela 1 - O Uso do IDM
As ana´lises feitas nesta sec¸a˜o teˆm o intuito de mostrar a efica´cia
de ordenac¸a˜o de autovalores atrave´s do uso do IDM de acordo com suas
respectivas energias modais.
Os modos eletromecaˆnicos dominantes obtidos pelo uso do IDM
esta˜o mostrados na Tabela 6.16. Para a detecc¸a˜o do primeiro con-
junto de autovalores, as diferenc¸as angulares UFPA(N1)-UFSC(S2) e
UNIFEI(SE2)-UFSC(S2) foram usadas simultaneamente. Para o se-
gundo e terceiro conjuntos de autovalores, os sinais de frequeˆncia da
UFPA(N1) e da UFSC(S2) e na UNIFEI(SE2) e na UFSC(S2) foram
usados, respectivamente.
Embora modos eletromecaˆnicos tenham sido encontrados, resta
ainda associar tais modos aos principais modos eletromecaˆnicos inter-
a´rea do SIN mostrados na Tabela 6.13. Se o IDM e´ usado para diferenc¸a
angular entre medic¸o˜es feitas na regia˜o Norte e na Sul , e´ de se esperar
que o modos Norte-Sul apresentara´ alta energia modal. Se o IDM e´
usado para a diferenc¸a angular UNIFEI(SE2)-UFSC(S2), e´ esperado
que o modo Sul-Sudeste apresentara´ alta energia modal. Estes resul-
tados esta˜o mostrados na Tabela 6.17 e na Tabela 6.18, onde um IDM
Relativo (RIDM) e´ usado para mostrar a energia modal relativa entre os
222 6 DESEMPENHO DOS ALGORITMOS DE IDENTIFICAC¸A˜O
Tabela 6.16: Identificac¸a˜o dos Modos Dominantes e Dominaˆncia
Modal Relativa. Janela 1
∆Θ: UFPA(N1)-UFSC(S2) & UNIFEI(SE2)-UFSC(S2)
Ordem Autovalor Amortecimento [%] Frequeˆncia [Hz]
30 −0,337±2,328 j 14,33 0,37
30 −0,641±3,818 j 16,55 0,61
∆ f : UFPA(N1) & UFSC(S2)
Ordem Autovalor Amortecimento [%] Frequeˆncia [Hz]
30 −0,215±2,386 j 8,96 0,38
30 −0,887±3,787 j 22,84 0,60
∆ f : UNIFEI(SE2) & UFSC(S2)
30 −0,148±2,385 j 6,18 0,38
30 −0,616±3,934 j 15,46 0,63
modos Norte-Sul e Sul-Sudeste para cada sinal.
Tabela 6.17: Dominaˆncia Modal Relativa para Diferenc¸as Angula-
res UFPA(N1)-UFSC(S2) & UNIFEI(SE2)-UFSC(S2). Janela 1
∆Θ: UFPA(N1)-UFSC(S2) & UNIFEI(SE2)-UFSC(S2)
UFPA(N1)-UFSC(S2) UNIFEI(SE2)-UFSC(S2)
Autovalor RIDM (pu) Autovalor RIDM (pu)
−0,337±2,328 j 4,87 −0,641±3,818 j 14,15
−0,641±3,818 j 1,00 −0,337±2,328 j 1,00
Tabela 6.18: Dominaˆncia Modal Relativa para Frequeˆncias
UFPA(N1) & UFSC(S2) e UNIFEI(SE2) & UFSC(S2). Janela 1
∆ f : UFPA(N1) & UFSC(S2)
UFPA(N1) UFSC(S2)
Autovalor RIDM (pu) Autovalor RIDM (pu)
−0,215±2,386 j 20,00 −0,887±3,787 j 2,53
−0,887±3,787 j 1,00 −0,215±2,386 j 1,00
∆ f : UNIFEI(SE2) & UFSC(S2)
UNIFEI(SE2) UFSC(S2)
Autovalor RIDM (pu) Autovalor RIDM (pu)
−0,616±3,934 j 1,01 −0,616±3,934 j 28,28
−0,148±2,385 j 1,00 −0,148±2,385 j 1,00
O RIDM para as diferenc¸as angulares UFPA(N1)-UFSC(S2) e
UNIFEI(SE2)-UFSC(S2) esta˜o apresentados na Tabela 6.17. Estes re-
sultados confirmam que o IDM e´ eficaz em associar os autovalores iden-
tificados aos modos de oscilac¸a˜o do sistema atrave´s da ordenac¸a˜o modal
usando as suas respectivas energias.
Para a diferenc¸a angular UFPA(N1)-UFSC(S2), o modo Norte-
Sul, detectado na faixa de 0,20 a 0,40 Hz, tem um IDM maior (RMDI =
4,87) se comparado ao modo Sul-Sudeste, na faixa de 0,60 a 0,80 Hz.
Quando o sinal e´ a diferenc¸a angular UNIFEI(SE1)-UFSC(S2), o IDM
indica que a energia do modo Sul-Sudeste prevalece diante da energia do
modo Norte-Sul (RMDI = 14,15). Resultados ana´logos podem tambe´m
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ser encontrados na Tabela 6.18 para os sinais de frequeˆncia indicados.
Na Tabela 6.18, o RMDI para o sinal de frequeˆncia medido na
UNIFEI(SE1) indica que os modos Norte-Sul e Sul-Sudeste teˆm ener-
gias modais similares quando medidos no referido ponto 12.
Ana´lise da Janela 2 - Rastreamento Modal
A janela de tempo 2, mostrada na Tabela 6.15, foi a escolhida
para monitorac¸a˜o, pois durante este intervalo de tempo tanto o carre-
gamento como os principais fluxos de poteˆncia entre regio˜es comec¸am
a aumentar ate´ atingir uma condic¸a˜o de carregamento elevado. Isto
ocorre por volta das 18h00min, hora´rio de Bras´ılia.
A fim de aplicar o me´todo proposto para rastreamento modal
automa´tico, diversas janelas deslizantes de 10 minutos sa˜o analisadas e
os resultados sa˜o atualizados regularmente a cada intervalo de 5 s.
Os resultados da aplicac¸a˜o do algoritmo proposto (ASRAM)
quando aplicados a` Janela 2 para rastrear o modo Norte-Sul de forma
automa´tica 13 esta˜o apresentados na Figura 6.24 e na Figura 6.25, onde
frequeˆncia e amortecimento modais associados ao modo Norte-Sul sa˜o
mostrados, respectivamente.
A frequeˆncia modal do modo Norte-Sul varia lentamente com
o tempo de forma quase cont´ınua. Por outro lado, o amortecimento
modal do modo Norte-Sul sofre uma reduc¸a˜o significativa, iniciada em
torno de 2000 s. Esta reduc¸a˜o pode ser explicada pelo grande aumento
no fluxo entre as a´reas Norte(N)-Sudeste(SE) e Norte(N)-Sul(S), con-
firmado pelo aumento da diferenc¸a angular mostrado na Figura 6.26,
que tambe´m se inicia em torno de 2000 s. Existe uma forte correlac¸a˜o
entre amortecimento e fluxo de poteˆncia na interligac¸a˜o Norte-Sul, que
e´ composta por diversas linhas de transmissa˜o em 500 kV , conectando
a regia˜o norte a` regia˜o sudeste.
O algoritmo proposto para rastreamento modal (ASRAM) poˆde
rastrear o modo Norte-Sul com pequenas disperso˜es nas estimativas
de frequeˆncia, mesmo em uma situac¸a˜o com variac¸a˜o modal lenta. O
amortecimento do modo Norte-Sul tambe´m foi rastreado, pore´m com
maiores disperso˜es na detecc¸a˜o, principalmente em torno de 1500 s e
5000 s. Nestes instantes tambe´m foram observadas as maiores variac¸o˜es
12Devido a` localizac¸a˜o geo-ele´trica do ponto de medic¸a˜o no SIN.
13Na˜o supervisionada por operadores.
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Figura 6.24: Frequeˆncia Modal - Modo Norte-Sul.
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Figura 6.25: Amortecimento Modal - Modo Norte-Sul.
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no rastreamento da frequeˆncia de oscilac¸a˜o do modo Norte-Sul.
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Figura 6.26: Diferenc¸a Angular - Norte-Sul.
O rastreamento do modo Sul-Sudeste, que tem energia modal
menor que a do modo Norte-Sul, e´ apresentado nas figuras 6.27 e 6.28.
Resultados semelhantes, se comparados a`s ana´lises do rastreamento do
modo Norte-Sul, foram obtidos para este caso. No entanto, uma maior
dispersa˜o modal foi verificada para o amortecimento, como mostrado
na Figura 6.28.
Ana´lises das Disperso˜es Modais
Diversos testes, incluindo outras situac¸o˜es na˜o consideradas neste
documento, mostraram que as disperso˜es no processo de rastreamento
de frequeˆncia e amortecimentos modais pode ser reduzida com uma
escolha conveniente de sinais. Embora ana´lises simultaˆneas de diver-
sos sinais em me´todos de subespac¸o como o N4SID tendam a aumen-
tar a robustez do processo de identificac¸a˜o, a associac¸a˜o de sinais que
apresentem elevada energia para diferentes modos pode aumentar a
dispersa˜o. Por exemplo, o rastreamento do modo Sul-Sudeste tende
a ter menor dispersa˜o quando se usam na identificac¸a˜o somente sinais
destas duas regio˜es, tais como sinais de frequeˆncia locais ou diferenc¸as
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angulares entre pontos que pertenc¸am a estas duas regio˜es 14.
Uma causa poss´ıvel da grande dispersa˜o das estimativas pode
estar associada a chaveamentos e ate´ mesmo mudanc¸as significativas em
fluxos entre a´reas. No entanto, informac¸o˜es detalhadas para o per´ıodo
considerado na˜o foram disponibilizadas pelo ONS.
Um exemplo de como a escolha de sinais pode influenciar no ras-
treamentos dos modos Norte-Sul e Sul-Sudeste foi dado nas figuras 6.25
e 6.28. Na Figura 6.25 existe uma dispersa˜o modal significativa ate´
aproximadamente 2000 s, o que na˜o ocorre na Figura 6.28. Apesar de
o modo Sul-Sudeste possuir energia modal inferior ao Norte-Sul 15, a
dispersa˜o ate´ o instante 2000 s e´ menor, o que da´ ind´ıcios de que o que
esta causando as disperso˜es ate´ os 2000 s sa˜o eventos na regia˜o Norte.
Caso fossem utilizados sinais da regia˜o Norte no processo de rastrea-
mento do modo Sul-Sudeste, as disperso˜es aumentariam ate´ o instante
2000 s na Figura 6.28.
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Figura 6.27: Frequeˆncia Modal - Modo Sul-Sudeste.
14Sinais de frequeˆncia e diferenc¸as angulares destas regio˜es podem ser usados
simultaneamente.
15O amortecimento do modo Sul-Sudeste e´ maior que o do Norte-Sul, logo a
dispersa˜o no modo Sul-Sudeste tende a ser maior.
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Figura 6.28: Amortecimento Modal - Modo Sul-Sudeste.
6.2.4 Concluso˜es
O monitoramento de oscilac¸o˜es eletromecaˆnicas usando dados
de SMFS pode aumentar a seguranc¸a operativa de sistemas ele´tricos de
poteˆncia, ale´m de permitir que a avaliac¸a˜o de desempenho e robustez
de controladores seja feita. O desempenho de controladores pode ser
avaliado atrave´s do monitoramento do amortecimento de modos inter-
a´rea de acordo com mudanc¸as no carregamento, fluxos de intercaˆmbio
entre a´reas e tambe´m mudanc¸as topolo´gicas no sistema.
O rastreamento de modos em tempo quase real e´ uma tarefa
dif´ıcil de ser realizada com exatida˜o, devido aos sistemas ele´tricos de
poteˆncia possu´ırem comportamento estoca´stico, na˜o-estaciona´rio e na˜o-
linear, havendo careˆncia de desenvolvimento de novas metodologias ca-
pazes de detectar modos com maior exatida˜o.
O algoritmo proposto para rastrear modos automaticamente
(ASRAM) apresentou bons resultados no rastreamento de modos de
sistemas LPV, onde frequeˆncias e amortecimentos modais podem ser
variados de acordo com regras pre´-estabelecidas. O IDM tem papel
importante no processo automa´tico de rastreamento modal, pois uti-
liza os pro´prios dados fornecidos pelos me´todos de identificac¸a˜o para
selecionar os modos desejados.
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O me´todo foi aplicado para monitoramento de modos inter-a´rea
do SIN usando dados reais do SMFS da baixa tensa˜o. Os resultados
dos rastreamentos de amortecimentos modais foram consistentes com
as variac¸o˜es nos pontos de operac¸a˜o do SIN, ocasionados por mudanc¸as
de fluxo entre a´reas.
Diversos fatores teˆm influeˆncia no desempenho do algoritmo pro-
posto, tais como a energia modal, tamanho de janelas, e a natureza das
oscilac¸o˜es. Apesar de me´todos de subespac¸o de espac¸o de estados serem
capazes de analisar diversos sinais simultaneamente, fato que aumenta
a robustez das respostas, disperso˜es surgem durante o processo de ras-
treamento. As disperso˜es modais podem ser reduzidas com a escolha
adequada de sinais.
6.3 BLACKOUT DE FEVEREIRO DE 2011 NA REGIA˜O NOR-
DESTE
Nesta sec¸a˜o a monitorac¸a˜o cont´ınua do modo inter-a´rea Norte-
Sul sera´ efetuada de acordo com o conjunto de algoritmos descritos na
Sec¸a˜o 5.4, utilizando dados amostrados pelo Sistema de Medic¸a˜o Faso-
rial Sincronizada localizado na Baixa Tensa˜o, Sec¸a˜o 3.2. A monitorac¸a˜o
do modo Norte-Sul tem in´ıcio a`s 23h20min do dia 03/02/2011 e ter-
mina a`s 03h00min do dia 04/02/2011, o que possibilita a vizualizac¸a˜o
das variac¸o˜es do modo Norte-Sul perante diversas condic¸o˜es operativas
e estruturais do sistema. O intervalo de tempo de monitorac¸a˜o abrange
desde alguns minutos antes do in´ıcio do blackout, passa pelo per´ıodo
onde se inicia o processo de recomposic¸a˜o do sistema, composto por
chaveamentos, ressincronizac¸o˜es de ma´quinas, tomadas de carga e a
ocorreˆncia de novos desligamentos.
6.3.1 Descric¸a˜o do Blackout no Nordeste
No dia 4 de Fevereiro de de 2011 ocorreu uma perturbac¸a˜o com
origem na Subestac¸a˜o 500 kV de Usina Hidroele´trica (UHE) Luiz Gon-
zaga da CHESF, que envolveu as interligac¸o˜es Sudeste-Nordeste (SE-
NE), Norte-Nordeste (N-NE) e provocou os desligamentos das mesmas.
A sequeˆncia de eventos isolou grande parte do sistema Nordeste do res-
tante do Sistema Interligado Nacional (SIN), culminando com o colapso
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no abastecimento das cargas da regia˜o Nordeste, exceto os estados do
Piau´ı e Maranha˜o e parte do Sudoeste da Bahia. Neste momento a
carga total do sistema Nordeste era de 8884 MW, o que equivale a uma
condic¸a˜o de carga me´dia.
A perturbac¸a˜o teve in´ıcio a`s 00h08min, com os desligamentos
automa´ticos da LT 500 kV Sobradinho/Luiz Gonzaga Circuito 1 (C1)
e da Barra 1 de 500 kV da Subestac¸a˜o Luiz Gonzaga, devido a` atuac¸a˜o
acidental da protec¸a˜o de falha de disjuntor. Com isso, as Unidades Ge-
radoras (UG) 3 e 4 da UHE Luiz Gonzaga permaneceram conectadas
radialmente a` Linha de Transmissa˜o (LT) 500 kV Luiz Gonzaga/Paulo
Afonso IV. No instante destes desligamentos a LT 500 kV Sa˜o Joa˜o
do Piau´ı/Milagres se encontrava fora de operac¸a˜o desde o dia ante-
rior (03/02/2011) para manutenc¸a˜o. Esses desligamentos forc¸ados na˜o
acarretaram desligamentos de carga no SIN, pore´m serviram de in´ı-
cio para uma sequeˆncia de eventos que culminaram com o blackout no
subsistema Nordeste.
Na Figura 6.29, esta˜o as variac¸o˜es de frequeˆncia das regio˜es norte
(UFPA) e sudeste (USP Sa˜o Carlos), dados usados na identificac¸a˜o,
para o intervalo entre 00h00min e 03h00min, onde esta˜o indicadas as
ocorreˆncias 1 e 2, descritas a seguir.
Em seguida a`s 00h21min (Ocorreˆncia 1), na tentativa de reli-
gamento da LT 500 kV Sobradinho/Luiz Gonzaga C1, no terminal de
Luiz Gonzaga, ocorreu o desligamento automa´tico do barramento de
500 kV dessa Subestac¸a˜o (SE), provocado pela atuac¸a˜o acidental da
protec¸a˜o de falha de disjuntor da referida LT 500 kV. Esta atuac¸a˜o
ocasionou a abertura de todos os disjuntores conectados a uma das
barras de 500 kV da subestac¸a˜o e consequentemente das LTs 500 kV
Sobradinho/Luiz Gonzaga C2 e Luiz Gonzaga/Milagres. Com isso, as
unidades geradoras da UHE Luiz Gonzaga, permaneceram conectadas
radialmente.
Estes desligamentos provocaram oscilac¸o˜es de poteˆncia do sis-
tema Nordeste em relac¸a˜o aos subsistemas Norte e Sudeste/Centro-
Oeste, o que levou a` atuac¸a˜o das Protec¸o˜es de Perda de Sincronismo
(PPS) das interligac¸o˜es N-NE e SE-NE, ocasionando os desligamentos
automa´ticos das seguintes linhas de transmissa˜o:
• LTs 500 kV Teresina II / Sobral III C1 e C2 (N-NE);
• LT 500 kV Rio das E´guas / Bom Jesus da Lapa (SE-NE).
e culminou com a perda de sincronismo entre o subsistema Nordeste e
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Figura 6.29: Variac¸o˜es de Frequeˆncia no SIN Durante Ocorreˆncias
- Regio˜es Norte e Sudeste.
os subsistemas Norte e Sudeste/Centro-Oeste.
Os desligamentos das linhas acima resultaram no isolamento do
sistema Nordeste do restante do SIN, com excec¸a˜o dos estados do Piau´ı
e Maranha˜o e parte do Sudoeste da Bahia, provocando de´ficit elevado
de gerac¸a˜o neste sistema, em func¸a˜o do cena´rio Nordeste importador,
que recebia 3237 MW no instante da perturbac¸a˜o.
Devido ao de´ficit de gerac¸a˜o no subsistema ilhado da regia˜o Nor-
deste ocorreu subfrequ¨eˆncia, com valor mı´nimo de 56,44 Hz, com con-
sequente correta atuac¸a˜o dos cinco esta´gios do Esquema Regional de
Al´ıvio de Carga (ERAC) desta regia˜o, interrompendo 3297 MW de
cargas (41,21% do total).
A a´rea Norte da regia˜o Nordeste ficou suprida apenas por LTs
de 230 kV o que ocasionou colapso de tensa˜o e um corte adicional
de cargas pela atuac¸a˜o do Sistema Especial de Protec¸a˜o (SEP) por
subtensa˜o e, tambe´m, por rejeic¸a˜o natural. Devido aos cortes de carga,
ocorreram sobretenso˜es e diversos equipamentos de controle de reativos
foram desligados, juntamente com algumas LTs 500 kV e 230 kV da
regia˜o.
Decorridos aproximadamente 40 segundos, ocorreram os desliga-
mentos automa´ticos de 5 unidades geradoras na UHE Xingo´ (1768 MW)
e apo´s cerca de mais 10 segundos de 3 unidades na UHE Paulo Afonso
IV (812 MW), permanecendo apenas uma unidade geradora em cada
uma dessas usinas. Apo´s cerca de 1 a 2 minutos, ocorreram tambe´m
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desligamentos de uma unidade geradora em cada uma das UHEs de
Paulo Afonso I, Paulo Afonso III e Apoloˆnio Sales, totalizando nessas
treˆs usinas 193 MW. Em func¸a˜o destes desligamentos, ocorreu sub-
tensa˜o e subfrequeˆncia no sistema ilhado, ocasionando a atuac¸a˜o do
Sistema Especial de Protec¸a˜o (SEP) de subtensa˜o das a´reas Leste e Sul
da regia˜o Nordeste e rejeic¸a˜o natural de carga.
Apo´s esses eventos, o sistema ilhado da regia˜o Nordeste per-
maneceu energizado com n´ıveis de tensa˜o e frequ¨eˆncia degradados por
aproximadamente 7 minutos, ate´ a`s 00h29min, momento em que ocor-
reu o colapso total desse sistema, com desligamento total das cargas
remanescentes, de cerca de 2316 MW.
O processo de recomposic¸a˜o do sistema se iniciou a`s 00h32min,
sendo que o Operador Nacional do Sistema (ONS) teve que estabelecer
nova estrate´gia de recomposic¸a˜o, devido a problemas de sincronizac¸a˜o
na UHE Xingo´. Mais tarde, ainda durante o processo de recomposic¸a˜o,
a`s 02h35min (ocorreˆncia 2) ocorreu sobre-fluxo na LT 500 kV Sobra-
dinho/Luiz Gonzaga C2 devido ao elevado n´ıvel de gerac¸a˜o da UHE
Xingo´ sem que houvesse uma tomada de carga adequada, o que oca-
sionou na atuac¸a˜o da protec¸a˜o de distaˆncia e retirada da referida LT.
Tambe´m a`s 02h:36min, foram desligadas a UG3 e a UG4 de Xingo´ e
entre 02h36min e 02h37min foram desligadas 4 UG da UHE Luiz Gon-
zaga, separando as subregio˜es Sul e Leste da Regia˜o Nordeste do SIN.
O processo de recomposic¸a˜o se prolongou ate´ por volta das 04h30min.
Permaneceram supridos pelo SIN o estado do Piau´ı, a parte da
regia˜o Sudoeste do estado da Bahia, bem como as cargas do estado do
Maranha˜o.
Os resultados da monitorac¸a˜o cont´ınua do modo Norte-Sul assim
como ana´lises pontuais nos per´ıodos onde ocorrem grandes distu´rbios
sa˜o apresentados a seguir.
6.3.2 Monitoramento do Modo Norte-Sul
O modo inter-a´rea Norte-Sul foi monitorado durante o per´ıodo
das 23h30min do dia 03/02/2011 ate´ a`s 03h00min do dia 04/02/2011.
Para isto, este intervalo de tempo foi dividido em 4 Janelas de tempo,
apresentadas na Tabela 6.19
O primeiro intervalo de tempo (Janela 0) corresponde ao inter-
valo de tempo anterior a`s ocorreˆncias. As frequeˆncias medidas na baixa
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Tabela 6.19: Identificac¸a˜o das Janelas - Blackout no Nordeste.
Janela Intervalo [s]
0 23h30min a`s 00h10min
1 00h10min a` 01h00min
2 01h00min a`s 01h50min
3 01h50min a` 03h00min
tensa˜o na UFPA e na USP Sa˜o Carlos sa˜o os sinais usados para o moni-
toramento cont´ınuo do modo Norte-Sul. Estes dados sa˜o utilizados no
ASRAM para efetuar a monitorac¸a˜o cont´ınua na˜o assistida de modos
eletromecaˆnicos, utilizando o N4SID em conjunto com o IDM, como
proposto nas Sec¸o˜es 5.3 e 5.4.
Na Figura 6.30(a) esta˜o os valores de variac¸o˜es de frequeˆncia do
SIN, e nas Figuras 6.30(b) e 6.30(c) os valores de frequeˆncia e amorteci-
mento modal detectados, respectivamente, do modo Norte-Sul. Nota-se
que a frequeˆncia modal foi rastreada sem a presenc¸a de grandes dis-
perso˜es, pore´m as disperso˜es sa˜o intensificadas para o amortecimento
modal, apresentado na Figura 6.30(c).
Ao se fazer a monitorac¸a˜o do modo Norte-Sul utilizando as varia-
c¸o˜es de frequeˆncia apresentadas na Figura 6.31(a), na Janela 1, pode-se
notar que quando ha´ a separac¸a˜o do subsistema Nordeste do SIN (in´ıcio
do blackout na regia˜o Nordeste) o algoritmo proposto detecta mudanc¸as
repentinas na frequeˆncia e no amortecimento modal. Os instantes des-
tas mudanc¸as foram ilustrados por linhas tracejadas na Figura 6.31(b)
e na Figura 6.31(c), pois as interpolac¸o˜es pelo me´todo dos mı´nimos
quadrados na˜o mostram isto.
Com a separac¸a˜o do subsistema do Nordeste do SIN, a frequeˆncia
de oscilac¸a˜o do modo Norte-Sul se reduz de 0,47 Hz para 0,40 Hz (Fi-
gura 6.31(b)), ja´ o amortecimento aumenta repentinamente de valores
inferiores a 5% para valores em torno de 11%, Figura 6.31(c).
Observando a evoluc¸a˜o do amortecimento do modo Norte-Sul,
Figura 6.30(c) e Figura 6.31(c) nota-se que a partir das perturbac¸o˜es
iniciais, a`s 00:h08min, o amortecimento comec¸a a se deteriorar, pas-
sando de valores em torno de 20% para valores abaixo de 5% 16.
Na Janela 1 o processo de recomposic¸a˜o ja´ foi iniciado e va´rios
chaveamentos ocorreram [188]. Pode se notar que as disperso˜es tanto
para a frequeˆncia quanto para o amortecimento modal se acentuam
16No relato´rio [188] na˜o ha´ relatos de ocorreˆncias para o instante onde o amor-
tecimento diminui subitamente de valores em torno de 8% para valores em torno
de 3%.
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Figura 6.30: Monitoramento do Modo Norte-Sul - Pre´-ocorreˆncia.
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entre os intervalos de 2700 s e 3200 s nas Figuras 6.31(b) e 6.31(c).
Os resultados para a monitorac¸a˜o do modo Norte-Sul durante
a Janela 2 (da 01h00 a` 01h50min) podem ser encontrados nas Figu-
ras 6.32(b) e 6.32(c). O amortecimento do modo Norte-Sul diminui
de valores acima de 10% para valores em torno de 5%. Nesta janela,
diversas linhas de transmissa˜o que fazem parte do sistema de inter-
ligac¸a˜o Norte-Nordeste ja´ haviam sido restabelecidas. A interligac¸a˜o
Sudeste-Nordeste tambe´m foi normalizada nesta janela [188].
Atrave´s da Figura 6.33, que ilustra a tomada de carga na re-
gia˜o Nordeste, pode-se ter uma noc¸a˜o de como foi a evoluc¸a˜o do pro-
cesso de recomposic¸a˜o do sistema. Durante a Janela 3, da 01h50min
a`s 03h00min a tomada de carga na regia˜o Nordeste pode ter sido a
causa do baixo amortecimento do modo Norte-Sul, ilustrado na Fi-
gura 6.34(c), ate´ a`s 02h35min onde ha´ uma nova mudanc¸a estrutural
no SIN.
Esta mudanc¸a estrutural, Ocorreˆncia 2, foi ocasionada pela aber-
tura na LT 500 kV Sobradinho/Luiz Gonzaga C2 devido a` atuac¸a˜o da
protec¸a˜o de distaˆncia causada por sobre-fluxo a`s 02h35min [188]. A
atuac¸a˜o do sistema de protec¸a˜o ocorreu devido a` elevada gerac¸a˜o da
UHE Xingo´ sem tomada de carga, que causou fortes oscilac¸o˜es na re-
gia˜o Nordeste e tambe´m excitaram o modo Norte-Sul. O in´ıcio destas
oscilac¸o˜es ocorreu aproximadamente a`s 02h30min correspondendo ao
tempo de ≈ 9000 s na Figura 6.34(a) e dura aproximadamente 330
segundos, Figuras 6.34(b) e 6.34(c).
A partir das 02h30min, devido ao excesso de gerac¸a˜o na UHE
de Xingo´, a frequeˆncia de oscilac¸a˜o do modo Norte-Sul sofre uma ra´-
pida reduc¸a˜o que vai de ≈ 0,417 Hz para ≈ 0,36 Hz (Figura 6.34(b)),
permanecendo neste patamar ate´ a`s 02h35min, instante da Ocorreˆncia
2, iniciada pela abertura da LT 500 kV Sobradinho/Luiz Gonzaga C2.
A`s 02h36min, o excesso de gerac¸a˜o comec¸a a ser reduzido e as UG3 e
UG4 de Xingo´, as UG3, UG5 e UG6 da UHE Luiz Gonzaga sa˜o desliga-
das automaticamente. Uma sequeˆncia resumida dos principais eventos
ocorridos durante a Janela 3 pode ser encontrada na Tabela 6.20.
A Ocorreˆncia 2 ocasiona mudanc¸as bruscas tanto na frequeˆncia
de oscilac¸a˜o como no amortecimento do modo Norte-Sul. Imediata-
mente apo´s a Ocorreˆncia 2 (mudanc¸a estrutural), a frequeˆncia de osci-
lac¸a˜o do modo Norte-Sul muda abruptamente de 0,36 Hz para 0,485 Hz
(Figura 6.34(b)). Ja´ o amortecimendo e´ alterado de uma condic¸a˜o de
limite de estabilidade com ≈ 3% de amortecimento para ≈ 11,5% de
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Figura 6.31: Monitoramento do Modo Norte-Sul - Primeira Ocor-
reˆncia.
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Figura 6.32: Monitoramento do Modo Norte-Sul - Intervalo Entre
Ocorreˆncias.
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Figura 6.33: Tomada de Carga na Regia˜o Nordeste.
amortecimento (Figura 6.34(c)).
Observando a sequeˆncia de eventos da Tabela 6.20 em a´reas da
regia˜o Nordeste e confrontando com os espalhamentos encontrados no
processo de detecc¸a˜o modal da Figura 6.34(b) e 6.34(c), pode se associa´-
los principalmente aos intervalos onde ha´ ressincronizac¸a˜o de ma´quinas.
Por exemplo, o instante de tempo de ≈ 8000 s equivale a` 02h14min, ja´ o
instante de tempo de ≈ 8500 s equivale a` 02h22min. No per´ıodo a partir
das 02h45min (10000 s) ocorreram alguns chaveamentos no sistema de
500 kV e diversos no sistema de 230 kV na regia˜o Nordeste [188].
A fim de testar o desempenho do N4SID, considerando efeitos
do fator de esquecimento (λ ), apresentados na Sec¸a˜o 4.4, a Janela 3 foi
analisada novamente. Os resultados para frequeˆncia e amortecimento
modal esta˜o apresentados nas Figuras 6.35(b) e 6.36(b), respectiva-
mente, e podem ser comparados aos resultados do N4SID convencional
sem fator de esquecimento (λ = 1), novamente apresentados nas figu-
ras 6.35(a) e 6.36(a). Vale ressaltar que para tentar reduzir efeitos
de dispersa˜o modal no processo de identificac¸a˜o, foi considerado, ale´m
dos sinais de frequeˆncia de UFPA e USP-SC, o sinal de frequeˆncia da
UFMG, fato que reduziu a dispersa˜o modal nas regio˜es mencionadas
para os casos com e sem o fator de esquecimento.
O fator de esquecimento (λ = 0,999) foi utilizado no N4SID,
pois com este valor de λ o processo de rastreamento modal consegue
acompanhar com menores atrasos as mudanc¸as modais que para o caso
onde o λ = 1. Tambe´m com λ = 0,999 a dispersa˜o modal durante o
processo de identificac¸a˜o na˜o e´ ta˜o suscet´ıvel a ru´ıdos [103, 104].
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(c) Amortecimento Modal - Modo Inter-a´rea Norte-Sul.
Figura 6.34: Monitoramento do Modo Norte-Sul - Segunda Ocor-
reˆncia.
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Tabela 6.20: Sequeˆncia de Eventos - Janela 3.
Instante Instalac¸a˜o Evento Regia˜o/A´rea
02:12h Paulo Afonso IV Sincronizando UG2 A´rea Centro
02:12h Paulo Afonso IV Fechado o disjuntor 500 kV A´rea Centro
02:13h Ireceˆ Normalizado o transformador 230/69 kV A´rea Sudoeste
02:19h Usina Xingo´ Sincronizando UG6 A´rea Centro
02:20h Paulo Afonso IV Sincronizando UG1 A´rea Centro
02:20h Paulo Afonso IV Fechado o disjuntor 500 kV A´rea Centro
02:20h Barreiras Normalizado o transformador 230/69 kV A´rea Sudoeste
02:22h Usina Xingo´ Sincronizando UG4 A´rea Centro
02:23h Paulo Afonso
Energizado o link 230 kV
A´rea Centro
para Usina Paulo Afonso I
02:24h Usina Paulo Afonso I Fechado o disjuntor 230 kV A´rea Centro
02:24h Usina Xingo´ Fechado o disjuntor 500 kV A´rea Centro
02:30h Luiz Gonzaga Sincronizando UG5
Interligac¸a˜o
Norte/Nordeste
02:31h Milagres
Normalizada a LT 500 kV
A´rea Centro
Usina de Luiz Gonzaga/ Milagres C1
02:35h
Luiz Gonzaga/ Desligamento LT 500 kV Interligac¸a˜o
Sobradinho Luiz Gonzaga/Sobradinho C2 Norte/Nordeste
02:36h Luiz Gonzaga Desarme das UG3, UG5 e UG6
Interligac¸a˜o
Norte/Nordeste
02:36h Usina Xingo´ Desarme das UG3 e UG4 A´rea Centro
02:37h Luiz Gonzaga Desarme das UG4
Interligac¸a˜o
Norte/Nordeste
02:39h
Luiz Gonzaga/ Desarme LT 500 kV
A´rea Sul
Olindina Luiz Gonzaga/Olindina C1
02:40h Milagres
Desarme LT 500 kV Interligac¸a˜o
Milagres/Quixada´ C1 Norte/Nordeste
02:45h Usina Xingo´ Desarme das UG1 e UG6 A´rea Centro
6.3.3 Ana´lise do Per´ıodo Transito´rio das Ocorreˆncias 1 e
2
As ana´lises correspondentes aos instantes onde o subsistema Nor-
deste e´ separado do SIN, Ocorreˆncia 1, a`s 00h21min e da abertura da
LT 500 kV Sobradinho/Luiz Gonzaga C2, Ocorreˆncia 2, a`s 02h:35min
sa˜o analisadas pelos me´todos de Prony Multi-Sinais, N4SID, THH e
TTH.
Para o me´todo de Prony Multi-Sinais e o N4SID, os momen-
tos dos grandes distu´rbios foram analisados 5 vezes para cada me´todo,
permitindo o ca´lculo de valores me´dios e de desvios padra˜o para os
autovalores identificados. Este procedimento pode ser realizado desli-
zando as respectivas janelas sob ana´lise, cada uma com tamanho de 60
segundos, de 1/60 em 1/60 segundos e assumindo que os autovalores en-
contrados com estes pequenos deslocamentos possam ser considerados
teoricamente os mesmos 17.
Os valores me´dios dos autovalores e os respectivos desvios padra˜o
17Como cada janela possui 60 segundos ou 3600 amostras, assumiu-se que o deslo-
camento feito de uma em uma amostra totalizando um deslocamento total de 5/60
segundos na˜o contribuisse significativamente no ca´lculo final dos resultados.
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(b) Frequeˆncia Modal - Modo Inter-a´rea Norte-Sul - λ = 0,999.
Figura 6.35: Monitoramento da Frequeˆncia do Modo Norte-Sul -
Segunda Ocorreˆncia sem e com fator de esquecimento
(σ) para o amortecimento e frequeˆncia do modo Norte-Sul esta˜o apre-
sentados na Tabela 6.21 para a Ocorreˆncia 1 e na Tabela 6.22 para a
Ocorreˆncia 2. Apesar de um nu´mero pequeno de identificac¸o˜es “distin-
tas” (5 identificac¸o˜es) para cada me´todo e ocorreˆncia ter sido realizado,
quando se consideram os valores me´dios de frequeˆncia de oscilac¸a˜o com
as respectivas incertezas de ± 1σ nota-se que ambos os me´todos for-
necem respostas que pertencem a`s mesmas faixas de valores. Quando
ana´lise semelhante e´ feita para os valores de amortecimento e´ necessa´rio
mais de um desvio padra˜o para que haja intersec¸a˜o de faixas para os
me´todos de Prony e o N4SID. Os resultados confirmam que os ca´lcu-
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(a) Amortecimento Modal - Modo Inter-a´rea Norte-Sul.
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(b) Amortecimento Modal - Modo Inter-a´rea Norte-Sul - λ = 0,999.
Figura 6.36: Monitoramento do Amortecimento do Modo Norte-
Sul - Segunda Ocorreˆncia sem e com fator de esquecimento.
los de amortecimento teˆm desvios padra˜o maiores que os de frequeˆncia.
Isto tambe´m pode ser confirmado comparando as disperso˜es no processo
de monitorac¸a˜o cont´ınua de modos eletromecaˆnicos apresentados, por
exemplo, nas figuras 6.35(b) e 6.36(b).
Tabela 6.21: Autovalores Identificados - Ocorreˆncia 1. Janela 1
Prony
Sinal Ordem Autovalor Amortecimento ±σ [%] Frequeˆncia ±σ [Hz]
Frequeˆncia 500 −0,182±2,593 j 6,99±0,07 0,413±0,0003
N4SID
Frequeˆncia 30 −0,265±2,468 j 10,66±0,89 0,390±0,03
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Tabela 6.22: Autovalores Identificados - Ocorreˆncia 2. Janela 3
Prony
Sinal Ordem Autovalor Amortecimento ±σ [%] Frequeˆncia ±σ [Hz]
Frequeˆncia 500 −0,352±2,927 j 11,90±0,05 0,47±0,004
N4SID
Frequeˆncia 30 −0,376±2,917 j 12,82±0,12 0,46±0,003
Para as Ocorreˆncias 1 e 2 os valores calculados de frequeˆncias e
amortecimentos instantaˆneos utilizando as Transformadas de Hilbert-
Huang e de Teager-Huang podem ser encontrados nas Figuras 6.37(b)
e 6.38(b). Estes resultados foram obtidos atrave´s das ana´lises feitas nas
IMFs obtidas para cada transito´rio, Figuras 6.37(a) e 6.38(a), respec-
tivamente.
Comparac¸o˜es entre os valores de frequeˆncia instantaˆnea (FI) para
as Ocorreˆncias 1 e 2 com os valores calculados pelo me´todo de Prony
Multi-sinais e o N4SID sa˜o coerentes, uma vez que para a Ocorreˆncia
1 a FI oscila em torno de 0,39 Hz e para a Ocorreˆncia 2 a FI oscila em
torno de 0,45 Hz 18. Os valores de frequeˆncia de oscilac¸a˜o e de amorte-
cimento apresentados nas Tabelas 6.21 e 6.22 tambe´m esta˜o de acordo
com os obtidos atrave´s do processo de monitorac¸a˜o cont´ınua proposto.
A verificac¸a˜o visual pode ser feita observando os valores “pontuais” ins-
tantes apo´s cada ocorreˆncia. Na Figura 6.31(b) o valor detectado e´ de
≈ 0,39 Hz para a frequeˆncia e em torno de 11% a 12% para o amor-
tecimento na Figura 6.31(c). Da mesma forma nas Figuras 6.34(b) e
6.34(c) tem-se os valores em torno de 0,485 Hz para a frequeˆncia e de
≈ 11,9% para o amortecimento.
Em relac¸a˜o aos ca´lculos de amortecimentos instantaˆneos, como
visto na Sec¸a˜o 6.1.5 e Sec¸a˜o 6.1.6, quando aplicadas a THH e a TTH em
sinais com transito´rios de curta durac¸a˜o 19, os “end effects” tendem a
corromper totalmente as estimac¸o˜es. Isto acontece nas figuras 6.37(b) e
6.38(b). Para estes tipos de transito´rio, recomenda-se o uso do me´todo
de Prony ou me´todos de subespac¸o caso nenhum me´todo para reduc¸a˜o
dos “end effects” tenha sido levado em considerac¸a˜o.
18Lembrando que estes ca´lculos esta˜o sujeitos aos “end effects”.
19Vale ressaltar que o aumento do tamanho da janela sob ana´lise na˜o tem efeito
na melhoria das estimac¸o˜es de amortecimento instantaˆneo. Os “end effects” esta˜o
associados ao tempo de durac¸a˜o das respectivas oscilac¸o˜es em cada IMF.
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(a) IMF do Ringdown 1 - Ocorreˆncia 1.
1234 1240
−20
0
20
40
IM
F 
e 
AI
 
 
IMF
Amplitude Instantânea
1234 1240
0.2
0.4
0.6
FI
 −
 [H
z]
 
 
1234 1240
0
50
100
Tempo (s)
Am
or
. −
 [%
]
 
 
Frequência Instantânea − THH
Frequência Instantânea − TTH
Amortecimento Instantâneo − THH
Amortecimento Instantâneo − TTH
(b) Ana´lise de Ocorreˆncia 1 via THH e TTH.
Figura 6.37: Ana´lise do Instante da Separac¸a˜o do Subsistema Nor-
deste do SIN.
6.3.4 Ana´lise das Oscilac¸o˜es Causadas Pelo Despacho de
Poteˆncia em Xingo´
A causa da Ocorreˆncia 2, Figura 6.29, foi iniciada pela elevada
gerac¸a˜o na UHE de Xingo´ sem tomada de carga [188], o que implicou
na abertura da LT 500 kV Sobradinho/Luiz Gonzaga devido a atuac¸a˜o
do sistema de protec¸a˜o de distaˆncia devido a sobre fluxo.
Os efeitos do despacho de poteˆncia na UHE Xingo´ tambe´m oca-
sionaram oscilac¸o˜es eletromecaˆnicas pouco amortecidas no sistema, que
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(a) IMF do Ringdown 2 - Ocorreˆncia 2.
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(b) Ana´lise de Ocorreˆncia 2 via THH e TTH.
Figura 6.38: Ana´lise do Instante da Abertura da LT 500 kV Sobra-
dinho/Luiz Gonzaga C2 a`s 02h35min.
podem ser visualizadas nos sinais do SMFS da baixa tensa˜o cerca de
10 minutos antes da abertura da referida LT. As oscilac¸o˜es eletrome-
caˆnicas esta˜o mostradas na Figura 6.39(a) pela diferenc¸a angular entre
UFPA e USP Sa˜o Carlos ate´ instantes antes da Ocorreˆncia 2.
Aplicando a EEMD a esta diferenc¸a angular obte´m-se a IMF re-
lativa a tais oscilac¸o˜es, que e´ apresentada na Figura 6.39(b). Analisando
a IMF com a transformada de Hilbert e o TKEO nota-se atrave´s das
Figuras 6.40(a) e 6.40(b), respectivamente, que tal despacho de poteˆn-
cia afetou significativamente o modo Norte-Sul. Na Figura 6.40(c) sa˜o
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comparados as frequeˆncias e os amortecimentos 20 instantaˆneos obtidos
pela THH e a TTH.
Os valores de FI esta˜o coerentes entre si e novamente coerentes
com os obtidos atrave´s do conjunto de me´todos proposto para monitorar
continuamente modos eletromecaˆnicos (ASRAM). Para melhor compa-
rac¸a˜o entre os resultados da monitorac¸a˜o cont´ınua de modos com a
THH e a TTH, nas Figuras 6.41(a), 6.41(b), 6.41(c) e 6.41(d) os resul-
tados obtidos via N4SID, com e sem fator de esquecimento, podem ser
visualizados com melhor precisa˜o.
Ao comparar as variac¸o˜es de frequeˆncia modal sem e com o uso
do fator de esquecimento, mostradas nas Figuras 6.41(a) e 6.41(b) com
as frequeˆncias instantaˆneas da Figura 6.40(c) nota-se que todos os me´-
todos detectaram a na˜o-estacionariedade. A na˜o-estacionariedade na
frequeˆncia modal e´ notada pela reduc¸a˜o de frequeˆncia de patamares
acima de 0,4 Hz para ≈ 0,35 Hz.
A THH e a TTH sa˜o capazes de detectar a variac¸a˜o modal com
maior rapidez que o N4SID, mesmo quando se utiliza um fator de es-
quecimento (λ = 0,999). Para uma detecc¸a˜o mais ra´pida de na˜o estaci-
onariedades em sinais utilizando me´todos de identificac¸a˜o e´ necessa´rio
reduzir o fator de esquecimento para valores aproximadamente iguais
a λ = 0,997, fato que aumenta a dispersa˜o modal da identificac¸a˜o 21.
Para a monitorac¸a˜o cont´ınua de sinais na˜o-estaciona´rios, um al-
goritmo, para ser mais adequado, deve usar um fator de esquecimento
adaptativo, como foi utilizado para o me´todo dos mı´nimos quadrados
recursivo robusto em [28].
Os valores de amortecimento instantaˆneo tanto da THH quanto
o proposto nesta tese, representado pela TTH indicam que o modo
Norte-Sul oscilou com valores de amortecimento em torno de zero (Fi-
gura 6.40(c)), alternando entre valores positivos e negativos. As alter-
naˆncias de sinais se devem ao fato de que o amortecimento instantaˆneo
apresenta propriedades locais e tende a ajustar o sinal das exponenciais
em func¸a˜o da magnitude (crescente ou decrescente) da IMF. Os resul-
tados obtidos via N4SID, para o mesmo intervalo de tempo, indicaram
que o amortecimento do modo Norte-Sul oscilou em torno de 5% - Fi-
20O me´todo para ca´lculo do amortecimento instantaˆneo para a TTH foi proposto
nesta tese Sec¸a˜o 4.6.4.
21A diminuic¸a˜o da exatida˜o no ca´lculo de modos sempre aumenta com a reduc¸a˜o
do fator de esquecimento [174]. A utilizac¸a˜o do fator de esquecimento em conjunto
com me´todos de subespac¸o de estados, ate´ o momento, nunca havia sido utilizada
para a detecc¸a˜o de modos eletromecaˆnicos.
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guras 6.41(c) e 6.41(d).
Na Figura 6.40(c) nota-se que os valores de amortecimento ins-
tantaˆneo apresentaram valores quantitativos mais condizentes com a
realidade se comparados aos valores encontrados nas Figuras 6.37(b) e
6.38(b). Este fato, como visto nas sec¸o˜es 6.14 e 6.1.6, esta´ associado a`
maior durac¸a˜o de oscilac¸o˜es na mesma IMF, o que faz com que os end
effects tenham menor influeˆncia nas partes intermedia´rias das curvas
identificadas.
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Figura 6.39: Sinal Analisado (Oscilac¸o˜es Sustentadas) - Despacho
de Poteˆncia em Xingo´.
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(b) Oscilac¸o˜es Sustentadas - Transformada de Teager-Huang.
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Figura 6.40: Monitoramento das Oscilac¸o˜es Sustentadas - Despa-
cho de Poteˆncia em Xingo´.
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Figura 6.41: Comparac¸o˜es entre os Modelos com e sem Forgetting
factor - Despacho de Poteˆncia em Xingo´.
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6.3.5 Concluso˜es
A comparac¸a˜o dos diversos me´todos utilizados para detecc¸a˜o de
modos foi aplicada em dados reais amostrados pelo SMFS da baixa ten-
sa˜o, havendo concordaˆncia entre os resultados. Cada um dos me´todos
deve ser aplicado de acordo com os tipos de oscilac¸o˜es presentes nos da-
dos. Quando se analisam dados de ambiente e grandes perturbac¸o˜es, ou
seja, monitorac¸o˜es cont´ınuas, os me´todos de subespac¸o sa˜o indicados.
Quando se deseja analisar per´ıodos transito´rios (Ringdowns), o me´todo
de Prony e as transformadas de Hilbert-Huang e de Teager-Huang sa˜o
indicados, pore´m os dois u´ltimos me´todos apresentam melhores resul-
tados quando a durac¸a˜o das oscilac¸o˜es e´ maior. Por outro lado, no
caso de oscilac¸o˜es sustentadas (Figura 6.39(a)), o uso das transforma-
das de Hilbert-Huang e de Teager-Huang e´ preferido em relac¸a˜o ao uso
do me´todo de Prony.
Como visto, o monitoramento cont´ınuo de modos eletromecaˆ-
nicos permite visualizar a evoluc¸a˜o dos principais modos do sistema,
indicando em tempo quase real a influeˆncia e as consequeˆncias que
carregamentos, variac¸o˜es em intercaˆmbios e mudanc¸as topolo´gicas cau-
sam no sistema. Desta forma, o monitoramento cont´ınuo e´ de grande
utilidade para o aumento da seguranc¸a operativa de sistemas, podendo
indicar se determinadas ac¸o˜es futuras podem ou na˜o vir a comprometer
o desempenho dinaˆmico dos sistemas.
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7 CONTROLE BASEADO EM SISTEMAS DE MEDIC¸A˜O
FASORIAL
7.1 INTRODUC¸A˜O
Neste cap´ıtulo sa˜o apresentados resultados da aplicac¸a˜o de dife-
rentes me´todos e estruturas de projeto de controladores usando dados
de SMFS como realimentac¸a˜o. Para avaliar o projeto de controladores,
um sistema teste e´ apresentado na Sec¸a˜o 7.4.1.
Te´cnicas de controle multivaria´vel para o projeto de controla-
dores sa˜o apresentadas na Sec¸a˜o 7.2, sendo elas baseadas em controle
o´timo com e sem restric¸o˜es estruturais e te´cnicas de controle robusto
baseadas em LMIs. Tambe´m nesta sec¸a˜o, e´ apresentada uma te´cnica
de controle baseada em otimizac¸a˜o na˜o-convexa e na˜o-suave, capaz de
calcular controladores com ordem pre´-estabelecidas pelo usua´rio.
Na Sec¸a˜o 7.3 e´ proposta e apresentada uma nova alternativa
para ser usada na estabilizac¸a˜o de sistemas ele´tricos de poteˆncia. Esta
metodologia possibilita o uso de varia´veis alge´bricas e de estados na
realimentac¸a˜o de controladores.
As te´cnicas de controle o´timo (LQR) e robusto (LMIs) apresenta-
das na Sec¸a˜o 7.2 aplicadas em conjunto com a estrutura de controlador
descrita na Sec¸a˜o 7.3 sa˜o usadas para estabilizar o sistema teste atrave´s
de realimentac¸a˜o esta´tica.
Na Sec¸a˜o 7.5 a te´cnica de controle baseada em otimizac¸a˜o na˜o-
convexa e na˜o-suave e´ utilizada para projetar diversos controladores,
ajustados para diferentes condic¸o˜es cr´ıticas de operac¸a˜o do sistema
teste, que fara˜o parte de um controle adaptativo tipo Gain Schedule.
O me´todo de Prony multi-sinais, juntamente com um ı´ndice proposto,
sa˜o utilizados para detectar condic¸o˜es cr´ıticas de operac¸a˜o e, atrave´s do
reconhecimento de padro˜es via ca´lculo de autovalores e seus respectivos
mode shapes, enviar um comando para chavear o controle Gain Schedule
para a posic¸a˜o adequada para amortecer as oscilac¸o˜es eletromecaˆnicas
detectadas.
7.2 ME´TODOS DE PROJETO DE CONTROLADORES
Nesta sec¸a˜o, o projeto de controladores atrave´s de realimentac¸a˜o
de estados com o uso de te´cnicas tais como a do regulador do tipo linear
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quadra´tico sem e com restric¸o˜es estruturais e Inequac¸o˜es Matriciais
Lineares (LMIs) sa˜o abordados. Nestas abordagens mencionadas, a
formulac¸a˜o apresentada na Sec¸a˜o 7.3.2 possibilita a realimentac¸a˜o dos
estados mensura´veis e o uso de varia´veis alge´bricas para o ca´lculo de
estados na˜o mensura´veis na realimentac¸a˜o.
Tambe´m nesta sec¸a˜o o emprego de LMIs e´ feito via realimentac¸a˜o
de sa´ıdas em sistemas na forma alge´brico-diferencial, conhecidos como
descritores, onde restric¸o˜es alge´bricas no estado sa˜o ou na˜o feitas, de-
pendendo parte-se da formulac¸a˜o alge´brico-diferencial ou diretamente
da formulac¸a˜o de sistemas descritores, respectivamente.
Em ambas abordagens, de sistemas na forma alge´brico-
diferencial ou descritores, o projeto e´ feito via realimentac¸a˜o de
sa´ıdas, o que possibilita o projeto de controladores sem a necessidade
de eliminac¸a˜o das varia´veis alge´bricas do sistema ele´trico de poteˆncia.
O uso de LMIs em sistemas onde na˜o se eliminam as varia´veis
alge´bricas possibilita seu uso para fins de controle e ainda possibilita
que a inclusa˜o de incertezas no modelo seja feita de forma mais ade-
quada. Isto porque quando se eliminam varia´veis alge´bricas no sistema,
as operac¸o˜es matriciais envolvidas no processo fazem com que os paraˆ-
metros incertos se espalhem por quase todos os elementos do sistema
reduzido, que passa a apresentar somente varia´veis de estado.
A utilizac¸a˜o de LMIs tambe´m possibilita o projeto de controlado-
res robustos, com abordagem polito´pica onde e´ poss´ıvel se encontrar um
regulador o´timo para mais de um ponto de operac¸a˜o do sistema, ale´m
de poder considerar em sua abordagem a alocac¸a˜o dos autovalores em
determinadas regio˜es do plano complexo, especificada pelo projetista.
A te´cnica de controle baseada em otimizac¸a˜o na˜o-convexa e na˜o-
suave e´ utilizada para projetar controladores de ordem polinomial 2,
apesar de ser capaz de calcular controladores esta´ticos ou com ordem
polinomial a crite´rio do projetista. Tal te´cnica tambe´m possibilita que
o projeto de controladores sejam feitos utilizando abordagem polito´-
pica, possibilitando encontrar um controlador para diversos pontos de
operac¸a˜o do sistema.
7.2.1 Controle LQR sem e com Restric¸o˜es Estruturais
Nesta sec¸a˜o a formulac¸a˜o do problema do regulador linear qua-
dra´tico sem e com restric¸o˜es estruturais e´ apresentada. O objetivo e´
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projetar controladores e considerar que os sinais de SMFS sejam incor-
porados na realimentac¸a˜o do controle.
Quando o regulador linear quadra´tico sem restric¸o˜es estruturais
e´ usado, o controlador resultante e´ do tipo centralizado. Quando o
regulador linear quadra´tico com restric¸o˜es estruturais e´ usado, somente
varia´veis locais sa˜o usadas na realimentac¸a˜o.
Considerando-se um modelo de SEP linearizado em torno de um
ponto de operac¸a˜o, na forma de espac¸o de estados (7.1), onde x e´ o vetor
de estados, u e´ o vetor de controle e y a varia´vel de sa´ıda, o problema
do regulador linear quadra´tico resume-se em minimizar um ı´ndice de
desempenho (7.2) sujeito a`s restric¸o˜es de (7.1) [189].
x˙ = Ax+Bu
y =Cx
(7.1)
J(x,u) =
∫ T
t0
[
x′Qx+u′Ru]dt (7.2)
O ı´ndice J e´ sempre um escalar e Q ≥ 0 e R > 0 sa˜o as matrizes
que atribuem pesos aos estados e a`s varia´veis de controle do sistema,
sendo sempre sime´tricas.
A lei de controle o´tima obtida pela minimizac¸a˜o e´ dada por:
u =−R−1B′P∗x =−K∗x (7.3)
onde K∗ e´ o ganho o´timo e P∗ ≥ 0, P = P′ e´ soluc¸a˜o da equac¸a˜o de
diferencial na˜o linear de Riccati (7.4).
˙P =−A′P−PA−Q+PBR−1B′P (7.4)
Quando T esta´ bem distante de t0 ou T → ∞ em (7.2) a equac¸a˜o (7.4)
passa a ser uma equac¸a˜o alge´brica do tipo:
A′P+PA+Q−PBR−1B′P = 0 (7.5)
e o ganho K∗ passa a ser constante.
A lei de controle u = −R−1B′P∗x = −K∗x faz com que o sistema
(7.1) torne-se esta´vel 1 com margem de fase φmin ≤ −60◦, φmax ≥ 60◦ e
margem de ganho de 6dB [67].
1Se o par (A,B) for estabiliza´vel.
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Para o caso do regulador linear quadra´tico com restric¸o˜es estru-
turais e´ necessa´rio que uma restric¸a˜o seja imposta a` matriz de realimen-
tac¸a˜o de estados K. Estas restric¸o˜es podem ser dadas por realimentac¸a˜o
de sa´ıdas e descentralizac¸a˜o.
O me´todo foi originalmente apresentado em [190] e usado para a
estabilizac¸a˜o de SEP em [191, 192] e em [86] onde os sinais usados na
realimentac¸a˜o de controladores sa˜o obtidos atrave´s de SMFS. Detalhes
sobre algoritmo podem ser encontrados em [191, 192].
7.2.2 Controle Via Inequac¸o˜es Matriciais Lineares - LMIs
Uma LMI e´ uma inequac¸a˜o na forma:
F(x) ∆= F0 +
m
∑
j=1
Fjx j > 0, x =
x1...
xm
 (7.6)
na qual F(x) : Rm → Rn x n e´ sime´trica (Fj = F ′j ), constante e afim na
varia´vel de busca x∈Rm, que sa˜o as varia´veis escalares a serem determi-
nadas de forma a satisfazer, se poss´ıvel, a desigualdade (7.6). Quando
existe uma soluc¸a˜o x para F(x)> 0 diz-se que a LMI e´ fact´ıvel.
Normalmente quando se projetam sistemas de controle, a formu-
lac¸a˜o mais usada e´ a de espac¸o de estados onde varia´veis alge´bricas sa˜o
eliminadas e o sistema utilizado e´ um sistema diferencial puro.
Apesar da maior simplicidade de se trabalhar com a abordagem
puramente diferencial, ela apresenta alguns inconvenientes, como por
exemplo:
1. A eliminac¸a˜o de algumas varia´veis alge´bricas que poderiam ser
usadas para fins de controle;
2. Quando se deseja trabalhar com incertezas, a eliminac¸a˜o das
varia´veis alge´bricas ocasiona o espalhamento das incertezas por
quase todos os paraˆmetros do sistema.
Nesta sec¸a˜o, a formulac¸a˜o de sistemas na forma de espac¸o de estados, na
forma alge´brico-diferencial e de sistemas descritores sa˜o apresentadas
para que a realimentac¸a˜o de sa´ıdas possa ser feita e assim tentar esta-
bilizar SEPs via formulac¸a˜o LMI. A realimentac¸a˜o de estados tambe´m
e´ apresentada.
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Um sistema descritor em sua forma alge´brico-diferencial desa-
coplada e´ representado por (7.7), com x ∈ Rn o vetor das varia´veis de
estado, z∈Rl o vetor das varia´veis alge´bricas, u∈Rm o vetor de entrada
e y ∈ Rp o de varia´veis de sa´ıda.
x˙ = J1x+ J2z+B1u
0 = J3x+ J4z+B2u
y =C1x+C2z
(7.7)
Antes da formulac¸a˜o do problema via LMIs e´ necessa´rio que os
conceitos de estabilidade e estabilizabilidade quadra´tica para sistemas
alge´bricos-diferenciais sejam apresentados [193].
Definic¸a˜o 1.1 - Estabilidade Quadra´tica [194, 193] - Dado
um politopo convexo Co [Ψ]qi=1 de ve´rtices Ψi e um sistema alge´brico-
diferencial:
x˙ = J1x+ J2z
0 = J3x+ J4z
(7.8)
de forma que este sistema fac¸a parte de um dos ve´rtices do politopo tal
que: [
J1 J2
J3 J4
]
∈ Co [Ψ]qi=1 , Ψi =
[
J1i J2i
J3i J4i
]
(7.9)
Enta˜o o sistema (7.8) e (7.9) e´ quadraticamente esta´vel se existir uma
func¸a˜o de Lyapunov V (x) = x′Px > 0, ∀x 6= 0 tal que sua derivada tem-
poral para as trajeto´rias do sistema (7.8), (7.9) satisfac¸a (7.10).

˙V (x) =
[
x
z
]′[
J′1P+PJ1 PJ2
J′2P 0
][
x
z
]
< 0,
[
J1 J2
J3 J4
]
∈ Co [Ψ]qi=1 ,∀
[
x
z
]
:
[
J3 J4
][x
z
]
= 0
(7.10)
♦♦
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Definic¸a˜o 1.2 - Estabilizabilidade Quadra´tica [194, 193]
- Dado um politopo convexo Co [Ψ]qi=1 de ve´rtices Ψi e um sistema
alge´brico-diferencial:
x˙ = J1x+ J2z+B1u
0 = J3x+ J4z+B2u
(7.11)
de forma que este sistema fac¸a parte de um dos ve´rtices do politopo tal
que:
[
J1 J2 B1
J3 J4 B2
]
∈ Co [Ψ]qi=1 , Ψi =
[
J1i J2i B1i
J3i J4i B2i
]
(7.12)

˙V (x) =
[
x
z
]′[
(J1 +B1K1)′P+P(J1 +B1K1) P(J2 +B1K2)
(J2 +B1K2)′P 0
][
x
z
]
< 0,
[
J1 J2 B1
J3 J4 B2
]
∈ Co [Ψ]qi=1 ,∀
[
x
z
]
:
[
J3 +B2K1 J4 +B2K2
][x
z
]
= 0
(7.13)
Enta˜o o sistema 7.11 e 7.12 e´ quadraticamente estabiliza´vel pela lei de
controle u = K1x+K2z se existirem matrizes K1 e K2 uma func¸a˜o de
Lyapunov V (x) = x′Px > 0, ∀x 6= 0 tal que sua derivada temporal para
as trajeto´rias do sistema (7.11), (7.12) satisfac¸a (7.13).
♦♦
Caso se deseje analisar estabilidade e estabilizabilidade quadra´-
tica para a realimentac¸a˜o de sa´ıdas, basta considerar u = Ky com
y = Cx.
Apo´s apresentados estes conceitos e´ importante ressaltar que, na
maioria das vezes, os problemas de controle na˜o aparecem na forma
expl´ıcita de LMIs. Assim, e´ necessa´rio que manipulac¸o˜es alge´bricas se-
jam efetuadas para deixar as inequac¸o˜es matriciais na forma afim de
controle. Se a natureza do problema original for convexa, a probabi-
lidade de se conseguir reescreveˆ-lo na forma de LMIs e´ grande. Duas
ferramentas matema´ticas importantes usadas na tentativa de reescrever
o problema original na forma de LMIs sa˜o apresentadas no Anexo B,
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sendo elas o Complemento de Schur e o Lema de Finsler.
Realimentac¸a˜o de Sa´ıda
O processo de estabilizac¸a˜o de SEP via o emprego de realimen-
tac¸a˜o de estados e´ invia´vel na pra´tica, pois ale´m de na˜o se ter acesso a
diversas varia´veis de estado, podem haver restric¸o˜es das grandes distaˆn-
cias geogra´ficas. Assim, e´ usual a realimentac¸a˜o de sa´ıdas de varia´veis
mensura´veis e a utilizac¸a˜o de SMFS para contornar a barreira imposta
pela distaˆncia.
Sistemas Descritores
Uma alternativa a` realimentac¸a˜o de varia´veis de estado para esta-
bilizac¸a˜o de sistemas e´ lidar com a realimentac¸a˜o de varia´veis de sa´ıda,
que nesta sec¸a˜o e´ feita a fim de analisar a possibilidade de seu uso em
sistemas do tipo alge´brico-diferenciais via formulac¸a˜o LMI.
A realimentac¸a˜o de sa´ıda esta´tica desacoplada considerada e´ feita
da seguinte forma:
u = [K1 K2] · y, onde y =
[
C1 0
0 C2
]
·
[
x
z
]
Este tipo de abordagem considera independeˆncia entre as varia´-
veis alge´bricas e diferenciais.
Teorema 7.1. [194, 193] Seja um politopo Co [Ψ]qi=1 de ve´rtices Ψi
dados e considere um sistema incerto
x˙ = J1x+ J2z+Bu
0 = J3x+ J4z
y =
[
C1 0
0 C2
]
·
[
x
z
] (7.14)
supondo que
J1 J2
J3 J4
C1 0
0 C2
 ∈ Co [Ψ]qi=1 , Ψi =

J1i J2i
J3i J4i
C1i 0
0 C2i
 (7.15)
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O sistema (7.14), (7.15) e´ quadraticamente estabiliza´vel pela rea-
limentac¸a˜o de sa´ıda u=
[
K1 K2
]
y se existirem matrizes de dimenso˜es
adequadas P, L, F1, F2 e M, tal que as seguintes LMIs sejam fact´ıveis:

[
J′1iP−C′1iF ′1B′+PJ1i−BF1C1i PJ2i−BF2C2i
J′2iP−C′2iF ′2B′ 0
]
+L
[
J3i J4i
]
+
[
J3i J4i
]′
L′ < 0
PB = BM, ∀i = 1, . . . ,q
P > 0
(7.16)
Em caso afirmativo, os ganhos de realimentac¸a˜o sa˜o dados por:
K1 = M−1F1 e K2 = M−1F2, sendo V (x) = x′Px uma func¸a˜o de Lyapu-
nov para o sistema alge´brico-diferencial realimentado.
Em [6] ao inve´s de se lidar com sistemas alge´bricos-diferenciais
desacoplados com restric¸o˜es alge´bricas no estado, como feito ate´ o mo-
mento, a ana´lise e´ feita diretamente em sistemas descritores (7.17).
Ex˙ =
[
J1 J2
J3 J4
]
·
[
x
z
]
+
[
B
0
]
·u
y =
[
C
] ·[x
z
] (7.17)
As seguintes definic¸o˜es sa˜o fundamentais para a ana´lise de siste-
mas descritores 2:
• (I) - O feixe ou pencil sE−A ou o par (E,A) e´ regular se det(sE−A)
e´ na˜o identicamente zero;
• (II) - Para um feixe regular sE−A, os autovalores finitos de sE−A
sa˜o os modos finitos de (E,A);
• (III) - O par (E,A) e´ admiss´ıvel se ele for regular e na˜o possui
modos impulsivos, i.e., o grau de det(sE−A) e´ igual ao posto de
E e na˜o existem modos finitos insta´veis.
Lema 7.1. [6] O par (E,A) e´ admiss´ıvel se e somente se existe P∈Rnxn
2Assume-se que: A =
[
J1 J2
J3 J4
]
.
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tal que
E ′P = P′E ≥ 0
A′P+P′A < 0
(7.18)
A partir do lema anterior, pode-se estender o caso para onde
existe realimentac¸a˜o esta´tica.
Lema 7.2. [195] O sistema descritor 7.17 realimentado e´ admiss´ıvel
se e somente se existem P ∈ R e K ∈ R de dimenso˜es compat´ıveis tal
que {
E ′P = P′E ≥ 0
(A−BKC)′P+P′(A−BKC)< 0 (7.19)
u =−Ky, y =Cx
Parte-se diretamente para o caso de realimentac¸a˜o de sa´ıda es-
ta´tica robusta com abordagem polito´pica, uma vez que a extensa˜o de
casos nominais para casos polito´picos e´ trivial.
Teorema 7.2. [195] O problema admiss´ıvel de realimentac¸a˜o esta´tica
robusto cont´ınuo, obtido a partir de sistemas tal como (7.17) e´ fact´ıvel
se existem P e N e uma matriz na˜o singular M satisfazendo
E ′P = P′E ≥ 0
A′iP+P′Ai−C′iB′N′−BNCi < 0
PB = BM, ∀i = 1, . . . ,q
P > 0
(7.20)
com u =−Ky =−M−1Ny
Sistemas Diferenciais
No caso de sistemas puramente diferenciais na forma de espac¸o
de estados, a realimentac¸a˜o de sa´ıda por LMIs pode ser obtida via o
Teorema 7.3:
Teorema 7.3. [196] O problema de realimentac¸a˜o de sa´ıda esta´tica
robusto cont´ınuo, obtido a partir de sistemas na forma de espac¸o de
estados e´ fact´ıvel se existe P e N e uma matriz na˜o singular M satisfa-
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zendo 
A′iP+P′Ai−C′iB′N′−BNCi < 0
PB = BM, ∀i = 1, . . . ,q
P > 0
(7.21)
com u =−Ky =−M−1Ny
Realimentac¸a˜o de Estados - Sistemas Diferenciais
O caso de realimentac¸a˜o de estados tambe´m e´ apresentado, uma
vez que com os procedimentos apresentados na Sec¸a˜o 7.3.2 e´ poss´ıvel
se obter um controlador robusto via abordagem polito´pica com o uso
de LMIs.
Teorema 7.4. [66] O problema de realimentac¸a˜o esta´tica robusto con-
t´ınuo, obtido a partir de sistemas na forma de espac¸o de estados e´ fac-
t´ıvel se existe se existe P e N e uma matriz na˜o singular M satisfazendo{
AiW +WA′i−BL−L′B′ < 0
W > 0, ∀i = 1, . . . ,q (7.22)
com u =−LW−1x =−Kx, ⇒ K = LW−1 e W = P−1
Ale´m de se poder fazer uma estabilizac¸a˜o robusta via abordagem
polito´pica, e´ tambe´m poss´ıvel fazer alocac¸a˜o de po´los dentro de deter-
minadas regio˜es do plano complexo C, que e´ tambe´m conhecida como
(D−estabilidade) [73, 74].
Esta abordagem garante que o sistema seja exponencialmente
esta´vel e apresente comportamento dinaˆmico desejado imposto pela re-
gia˜o D onde os autovalores esta˜o localizados.
Nesta tese, a regia˜o escolhida para a localizac¸a˜o dos autovalores
do sistema e´ um setor coˆnico, caso a LMI seja fact´ıvel, o amortecimento
mı´nimo do sistema e´ dado por: ζ = cosθ , sendo θ o aˆngulo da Figura
7.1 3.
Teorema 7.5. [73, 74] O sistema x˙ = Ax e´ estabiliza´vel pela lei de
controle u = −Kx e D-esta´vel se e somente se existe uma matriz P
3Para o equacionamento adotado r → ∞ e α = 0
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Figura 7.1: Regia˜o de D-Estabilidade.
sime´trica e definida positiva tal que:
H⊗P(A−BK)+H ′⊗P(A−BK)′ < 0 (7.23)
onde a operac¸a˜o ⊗ corresponde ao produto de Kronecker 4, e a
matriz H e´ dada por:
H =
[
senθ cosθ
−cosθ senθ
]
Desta forma os autovalores dos sistemas realimentados (Ai−BK),
∀i= 1, . . . ,q, esta˜o localizados dentro da regia˜o D da Figura 7.1 se exis-
tirem W e L e as seguintes LMIs forem fact´ıveis:

[
senθ(AiW +WA′i−L′B′−BL) cosθ(AiW −WA′i +L′B′−BL)
cosθ(WA′i−AiW −L′B′+BL) senθ(AiW +WA′i−L′B′−BL)
]
< 0
W > 0, ∀i = 1, . . . ,q
(7.24)
4O produto de Kronecker: A⊗B =
a11B . . . a1nB... . . . ...
am1B . . . amnB
 ∈ Cmp,nq, com A ∈ Cm,n e
B ∈ Cp,q
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u =−LW−1x =−Kx, ⇒ K = LW−1 e W = P−1
7.2.3 Controle Via Otimizac¸a˜o Na˜o-convexa e Na˜o-suave
Nesta sec¸a˜o, considera-se o projeto de controladores via otimi-
zac¸a˜o na˜o-convexa e na˜o-suave. Com esta abordagem sera˜o projetados
controladores centralizados, embora haja a possibilidade de implemen-
tac¸a˜o de controladores descentralizados.
Para que o controle centralizado seja implementado, considera-se
tambe´m, neste trabalho e em [175], os atrasos do sistema de transmissa˜o
de dados. Este atraso corresponde ao tempo de transmissa˜o do local
das medic¸o˜es (PMUs) para o local onde se localiza o controlador central
(PDC) e vice-versa. A modelagem destes atrasos pode ser encontrada
em [197, 198] e embora tenham sido utilizadas nesta tese e em [175],
tiveram sua formulac¸a˜o suprimida no documento.
Projeto do Controlador
Considere o sistema linear dado por:
x˙ = Ax+B1 ω +B2 u (7.25)
z = C1 x+D11 ω +D12 u (7.26)
y = C2 x+D21 ω +D22 u (7.27)
onde x∈Rn, u∈Rm, u e´ a entrada de controle, y∈Rp e´ a sa´ıda (sensor),
ω e´ o sinal de entrada do ı´ndice de desempenho e z e´ o sinal de sa´ıda
do ı´ndice de desempenho. Para simplificar, assume-se que a matriz de
realimentac¸a˜o direta D22 = 0.
O controlador e´ dado por
x˙c = Ac xc +Bc uc (7.28)
yc = Cc xc +Dc uc (7.29)
onde xc ∈Rnc e´ o vetor de estados do controlador, uc ∈Rp e´ o vetor dos
sinais estabilizantes, yc ∈ Rm e´ o vetor de sa´ıda do controlador.
O sistema em malha fechada, com ω = 0, pode ser representado
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da seguinte forma: [
x˙
x˙c
]
=
[
A 0
0 0
][
x
xc
]
+
+
[
B2 0
0 I
][
Dc Cc
Bc Ac
][
C2 0
0 I
][
x
xc
]
(7.30)
Definindo as matrizes
Aa =
[
A 0
0 0
]
Ba =
[
B2 0
0 I
]
Ca =
[
C2 0
0 I
]
e´ o vetor de estados aumentado xa = [x
T xTc ]
T , um sistema aumentado
pode ser definido por
x˙a = Aa xa +Ba ua (7.31)
ya = Ca xa (7.32)
e o sistema controlado dado por (7.30) corresponde ao sistema aumen-
tado, dado por (7.31)-(7.32), com a realimentac¸a˜o de sa´ıdas
ua =−Kya (7.33)
onde
K =
[
Dc Cc
Bc Ac
]
(7.34)
A dimensa˜o da matriz K e´ (nu + nc)× (ny + nc). Assim, (nu +
nc)× (ny+nc) paraˆmetros devem ser determinados. O caso onde nc = 0
corresponde a` realimentac¸a˜o de sa´ıdas esta´tica.
A estrutura dos controladores e´ modelada pela matriz de func¸o˜es
de transfereˆncia [199, 198, 175]:
PSS(s) =

pss11(s) . . . pss1p(s)
pss21(s) . . . pss2p(s)
...
...
...
pssm1(s) . . . pssmp(s)
 (7.35)
onde p e m sa˜o o nu´mero de entradas e sa´ıdas, respectivamente. Para
um controle descentralizado, esta matriz e´ diagonal com m = p. Esta
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func¸a˜o de transfereˆncia pode ser representada na forma de equac¸o˜es
de estado como em (7.28)-(7.29). O problema do projeto do controla-
dor se reduz projeto do controlador se reduz em encontrar a matriz K
em (7.34). Para o caso do projeto de controladores dinaˆmicos, usa-se
nesta tese e em [175] a ordem 2 para as func¸o˜es de transfereˆncia, como
em (7.36). Tambe´m, no processo da s´ıntese de controladores desta tese,
foram considerados os tempos de atraso de transmissa˜o de dados, assim
como em [175, 198].
PSSmp(s) =
s2 +a.s+b
s2 + c.s+d (7.36)
O problema do projeto por realimentac¸a˜o de sa´ıdas pode ser for-
mulado como um problema de minimizac¸a˜o, com a escolha de uma
func¸a˜o objetivo adequada. Esta func¸a˜o pode incluir requisitos de de-
sempenho tais como amortecimento do sistema, tempo de acomodac¸a˜o
e robustez.
Os paraˆmetros do controlador, para cada ponto de operac¸a˜o, sa˜o
encontrados usando otimizac¸a˜o na˜o-convexa e na˜o-suave.
Em [200], um me´todo de otimizac¸a˜o de primeira ordem baseado
no gradiente amostrado foi proposto. Detalhes deste me´todo podem
ser encontrados em: [200, 201, 202].
Em [203], o me´todo do gradiente amostrado foi combinado a
outros dois me´todos de otimizac¸a˜o, o Quase-Newton e o algoritmo de
feixes locais 5, resultando em um algoritmo h´ıbrido.
Este algoritmo possui treˆs passos:
1. um algoritmo quase-Newton (BFGS) gera uma sequeˆncia com
boas propriedades de convergeˆncia, sem, no entanto, avaliar a
matriz Jacobiana a cada iterac¸a˜o, diferentemente do me´todo de
Newton. Assim, o algoritmo fornece um me´todo ra´pido para apro-
ximar um minimizador local, pois uma estimativa da derivada e´
utilizada. O algoritmo apresenta bom desempenho para proble-
mas na˜o-suaves e convexos;
2. um algoritmo baseado no me´todo do feixe (bundle) verifica a oti-
malidade local para o melhor ponto encontrado pelo algoritmo
quase-Newton (BFGS), ou seja, o mı´nimo encontrado e´ compa-
rado com os gradientes dessa vizinhanc¸a. Caso a condic¸a˜o de oti-
5 Local bundle algorithms.
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malidade na˜o seja atendida, o me´todo passa para a fase seguinte.
Este algoritmo e´ apropriado para func¸o˜es convexas e na˜o-suaves;
3. o gradiente amostrado refina a aproximac¸a˜o do minimizador local
caso o algoritmo baseado no me´todo do feixe falhe. Esse algoritmo
e´ pro´prio para o tratamento de func¸o˜es na˜o-convexas e na˜o-suaves.
Este algoritmo h´ıbrido foi implementado no pacote do Matlab
chamado HIFOO 6 e e´ um programa livre [203, 204]. Este programa
foi utilizado para projeto de controladores centralizados apresentados
nesta tese.
7.3 REALIMENTAC¸A˜O DE VARIA´VEIS ALGE´BRICAS E DE ES-
TADO
Nesta sec¸a˜o e´ apresentado um me´todo que resultou na publicac¸a˜o
do artigo [2], onde e´ mostrado que a partir de ca´lculos da matriz de
realimentac¸a˜o de estados K e´ poss´ıvel, atrave´s de dados amostrados
pelo SMFS e multiplicac¸o˜es matriciais, calcular varia´veis de estado a
partir de varia´veis alge´bricas.
A realimentac¸a˜o de varia´veis de estado e alge´bricas em sistemas
de poteˆncia vem se tornando uma realidade devido a` utilizac¸a˜o do sis-
tema de SMFS, que possibilita a utilizac¸a˜o de novos sinais de entrada,
sejam eles locais ou remotos, nos controladores empregados em sistemas
de poteˆncia.
Os SMFS permitem a medic¸a˜o de varia´veis do sistema que podem
dar informac¸o˜es adicionais de estados na˜o mensura´veis e servir de en-
trada para controladores, podendo ser utilizadas estruturas de controle
centralizadas e descentralizadas atrave´s de realimentac¸a˜o de estados e
varia´veis alge´bricas.
Uma vantagem do uso do SMFS e´ que (muitas vezes) na˜o e´ neces-
sa´rio calcular varia´veis de estado a serem utilizadas na realimentac¸a˜o de
estados, pois a realimentac¸a˜o de varia´veis de estado mensura´veis com-
binadas com a realimentac¸a˜o de varia´veis alge´bricas pode fazer com que
o sistema controlado atinja resultados semelhantes. Estas afirmac¸o˜es
sera˜o demonstradas adiante.
As medic¸o˜es de varia´veis alge´bricas e de estado efetuadas pelo
SMFS permitem a determinac¸a˜o de uma lei de controle baseada na
6http://www.cs.nyu.edu/overton/software/hifoo/.
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realimentac¸a˜o completa de estados, onde a modelagem das ma´quinas
s´ıncronas e´ feita com modelo simplificado.
As simulac¸o˜es sera˜o efetuadas em um sistema alge´brico-
diferencial na˜o linear, dado por (2.3), onde as varia´veis de estado
do sistema linearizado a serem utilizadas para o projeto dos con-
troladores sa˜o as tenso˜es internas da ma´quina, velocidade angular e
aˆngulos. O vetor de varia´veis alge´bricas z e´ composto pelas partes
reais e imagina´rias das tenso˜es das barras terminais juntamente com
as componentes dq de tenso˜es e correntes dos geradores do sistema.
7.3.1 Modelos de Geradores
O modelo usualmente empregado em simulac¸o˜es de estabilidade
eletromecaˆnica e´ o modelo da ma´quina s´ıncrona de po´los salientes que
representa os efeitos subtransito´rios, representando-se um enrolamento
amortecedor em cada eixo (d e q). As equac¸o˜es para este modelo sa˜o
dadas pelo conjunto de equac¸o˜es (7.37).
˙E ′′q =
−E ′′q +E
′
q−
(
x
′
d − x
′′
d
)
Id
T ′′do
˙E ′′d =
−
(
x
′
q− x
′′
q
)
Iq−E ′′d
T ′′qo
˙E ′q =
−E ′q−
(
xd − x′d
)
Id +E f d
T ′do
˙δ = ω−ωr
ω˙ =
ωr
2H
[Pm−Pe−D(ω−ωr)]
(7.37)
As equac¸o˜es do estator em varia´veis de Park 7 que fazem a cone-
7E´ importante ressaltar que os sinais das equac¸o˜es do estator dependem da re-
fereˆncia adotada para os eixos dq. Neste caso foram levados em considerac¸a˜o a
formulac¸a˜o utilizada no programa ANATEM.
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xa˜o do gerador com a rede sa˜o dadas pelo conjunto de equac¸o˜es (7.38):
E
′′
q −Vq = raIq− x
′′
dId
E
′′
d −Vd = raId − x
′′
qIq
(7.38)
Para o modelo simplificado utilizado no projeto do controle foi
usado o modelo de gerador com po´los salientes, onde desprezam-se to-
dos os enrolamentos amortecedores e/ou correntes no ferro do rotor e
seus efeitos x
′
q = x
′
d e E
′
d = 0, logo sa˜o representados os efeitos transito´-
rios.
As equac¸o˜es diferenciais deste modelo sa˜o:
˙E ′q =
−E ′q−
(
xd − x′d
)
Id +E f d
T ′do
˙δ = ω−ωr
ω˙ =
ωr
2H
[Pm−Pe−D(ω−ωr)]
(7.39)
As equac¸o˜es do estator em varia´veis de Park que fazem a conexa˜o
do gerador com a rede sa˜o:
E
′
q−Vq = raIq− x
′
dId
−Vd = raId − x′qIq
(7.40)
A transformac¸a˜o entre a refereˆncia s´ıncrona da rede e a refereˆncia
d−q de Park e´ dada por:[
Vre
Vim
]
=
[
senδ cosδ
−cosδ senδ
]
·
[
Vd
Vq
]
(7.41)
[
Ire
Iim
]
=
[
senδ cosδ
−cosδ senδ
]
·
[
Id
Iq
]
(7.42)
Os reguladores de tensa˜o sa˜o todos representados por uma func¸a˜o
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de transfereˆncia de primeira ordem (7.43):
E f d
V −Vre f =
Ke
sTe +1
(7.43)
Somente cargas esta´ticas foram consideradas na modelagem de
obtenc¸a˜o do controle.
7.3.2 Estrutura do Sistema de Controle e seu Projeto
Para o projeto do controlador supo˜e-se que todas as barras ter-
minais dos geradores do sistema possuam uma PMU. Assim as gran-
dezas fasoriais de tensa˜o e corrente sa˜o medidas, possibilitando ainda
a obtenc¸a˜o das respectivas magnitudes e fases.
O projeto do controle foi feito utilizando o modelo de gerador
com po´los salientes (7.39). As equac¸o˜es (7.40), (7.41) e (7.42) sa˜o line-
arizadas e as variac¸o˜es ∆E ′q e ∆δ para cada gerador podem ser calculadas
atrave´s das medidas das tenso˜es e correntes terminais dos respectivos
geradores, fornecidas pelo SMFS.
Apo´s as linearizac¸o˜es mencionadas, deve-se eliminar os termos
correspondentes a`s tenso˜es e correntes nos eixos d−q escrevendo-os em
func¸a˜o das tenso˜es e correntes reais e imagina´rias. O pro´ximo passo e´
isolar ∆ ˙E ′q e ∆ ˙δ , o que leva a (7.44).
[
∆δ
∆E ′q
]
=
[
k11 k12 k13 k14
k21 k22 k23 k24
]
·

∆Vre
∆Vim
∆Ire
∆Iim
 (7.44)
onde se define a equivaleˆncia em (7.45) para ser usada na equac¸a˜o
(7.46): [
kδ
kE′q
]
≡
[
k11 k12 k13 k14
k21 k22 k23 k24
]
(7.45)
Atrave´s deste procedimento e´ poss´ıvel calcular os estados na˜o
mensura´veis dos geradores em func¸a˜o de varia´veis alge´bricas forneci-
das pelo SMFS. Deve-se lembrar que as equac¸o˜es do estator tiveram
suas dinaˆmicas desprezadas, logo as variac¸o˜es nos estados so´ podem ser
calculadas aproximadamente.
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Vale a pena mencionar que ao inve´s de tenso˜es e correntes em
(7.44), poderiam ser usadas medic¸o˜es de poteˆncia ativa e reativa para
o ca´lculo das variac¸o˜es dos estados.
A terceira e u´ltima varia´vel de estado do modelo de gerador
(7.39) e´ a velocidade angular do rotor, que pode ser medida diretamente
ou ainda estimada pelo SMFS. A tensa˜o de campo do gerador E f d deve
ser medida.
O pro´ximo passo e´ fazer o ca´lculo de uma realimentac¸a˜o completa
de estados para o sistema, encontrando a matriz de realimentac¸a˜o K.
[
∆δi
∆E ′qi
]
=
[
kδ mi
kE′qmi
]
·

∆Vrei
∆Vimi
∆Irei
∆Iimi
 (7.46)
u =
[
K1 K2 K3 K4
] ·

∆δ1
∆E ′q1
∆ω1
∆E f d1

=
[
K1 K2 K3 K4
]
kδ m1 0 0
kE′qm1 0 0
0 1 0
0 0 1
 ·

∆Vre1
∆Vim1
∆Ire1
∆Iim1
∆ω1
∆E f d1

(7.47)
A generalizac¸a˜o para aplicac¸a˜o desta te´cnica de controle em um
sistema multima´quinas leva a` equac¸a˜o (7.48).
As submatrizes que compo˜em a matriz de realimentac¸a˜o de es-
tados podem ainda ter sua estrutura formada de maneiras diferentes.
Elas podem ser cheias quando utiliza-se no momento do projeto do con-
trole uma estrutura centralizada, ou assumir uma estrutura de forma
bloco-diagonal quando leva-se em considerac¸a˜o restric¸o˜es estruturais
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que origina o projeto de controladores descentralizados [190].
u =
[
Krealim
] ·

∆δ1
∆δ2
...
∆δre f
∆E ′q1
∆E ′q2
...
∆E ′qre f
∆ω1
...
∆ωre f
∆E f d1
...
∆E f dre f

=
[
Krealim
]

kδ m1 0 . . . −kδ mre f 0 0
0 kδ m2 . . . −kδ mre f 0 0
...
...
. . .
...
...
...
0 0 . . . kδ mre f−kδ mre f 0 0
kE′qm1 0 . . . 0 0 0
0 kE′qm2 . . . 0 0 0
...
...
. . .
...
...
...
0 0 . . . kE′qmre f 0 0
0 0 0 . . . I 0
0 0 0 . . . 0 I

·

∆Vre1
∆Vim1
∆Ire1
∆Iim1
...
∆Vrere f
∆Vimre f
∆Irere f
∆Iimre f
∆ω1
...
∆ωre f
∆E f d1
...
∆E f dre f

(7.48)
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Para se fazer a realimentac¸a˜o de varia´veis alge´bricas e de estado,
usando a equac¸a˜o (7.48) e´ necessa´rio que a matriz de realimentac¸a˜o de
estados do sistema, dada por Krealim, seja calculada. As te´cnicas de
controle estudadas neste trabalho para tal ca´lculo foram apresentadas
na Sec¸a˜o 7.2. Este procedimento permite que as varia´veis de estado
δi e E
′
qi, i = 1, . . . , nmaquinas possam ser substitu´ıdas pelas componentes
reais e imagina´rias das tenso˜es e correntes terminais das respectivas
ma´quinas e usadas como realimentac¸a˜o do controle centralizado e des-
centralizado.
Vale a pena lembrar que no modelo do SEP utilizado para pro-
jeto deste tipo de controle, foram consideradas somente as varia´veis
de estado δi, ωi, E
′
qi e E f di, i = 1, . . . , nmaquinas. Assim, o projeto do
controlador e´ feito para um modelo dado por (7.39) e utilizado em um
modelo dado por (7.37).
Os resultados de suas aplicac¸o˜es e´ apresentado na Sec¸a˜o 7.4.3.
7.4 APLICAC¸A˜O DE SINAIS DE MFS EM CONTROLE DE SIS-
TEMAS DE POTEˆNCIA
Nesta sec¸a˜o, as estruturas centralizada e descentralizada sa˜o uti-
lizadas a fim de estabilizar um sistema teste.
7.4.1 O Sistema Teste
O sistema de poteˆncia teste e´ um sistema composto por sete bar-
ras e cinco ma´quinas, que representa um modelo equivalente modificado
do sistema Sul-Sudeste brasileiro, conforme a Figura 7.2, onde o equi-
valente sudeste foi adotado como ma´quina de refereˆncia. Este sistema
e´ composto por quatro usinas hidrele´tricas, Itaipu, Salto Segredo, Salto
Santiago e Foz do Areia Figura 7.2 . Todas as ma´quinas s´ıncronas sa˜o
representadas por modelos de quinta ordem e apresentam reguladores
de tensa˜o ideˆnticos de primeira ordem com limitadores de tensa˜o de
campo modelados. Os dados do sistema podem ser encontrados em
[205].
Este sistema, ale´m de ser insta´vel, apresenta problemas de con-
trolabilidade, pois e´ um sistema de fase na˜o mı´nima que apresenta
zeros complexos conjugados no semi-plano direito, pro´ximos aos po´-
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Figura 7.2: Sistema Teste - Equivalente do Sistema Sul-Sudeste
Brasileiro.
los insta´veis e portanto foi demonstrado em [205, 197] que ele so´ pode
ser estabilizado usando pelo menos dois estabilizadores de sistema de
poteˆncia.
Atrave´s de um estudo de ana´lise modal pode-se constatar que
para esta configurac¸a˜o o sistema apresenta quatro modos:
• Modo 1 - Intera´rea: O equivalente sudeste oscila contra a ma´-
quina de Itaipu;
• Modo 2 - Intera´rea: Salto Segredo, Salto Santiago e Foz do Areia
oscilam contra o equivalente sudeste e Itaipu;
• Modo 3 - Local : Salto Santiago oscilando contra Salto Segredo e
Foz do Areia;
• Modo 4 - Local : Foz do Areia oscilando contra Salto Segredo.
7.4.2 Ana´lise Modal
A ana´lise modal deste sistema de poteˆncia foi realizada e os mo-
dos do sistema, sem PSSs, esta˜o apresentados na Tabela 7.1.
Em [205], podem ser encontrados os PSSs projetados para esta-
bilizar este sistema. Os modos eletromecaˆnicos, com estes PSSs, esta˜o
mostrados na Tabela 7.2.
7.4 Aplicac¸a˜o de Sinais de MFS em Controle de Sistemas de Poteˆncia 273
Tabela 7.1: Modos Eletromecaˆnicos (sem PSS)
Autovalores
Frequeˆncia
(Hz)
Amortecimento
(%)
−2,01±9,17i 1,46 21,44
−1,80±9,18i 1,46 19,26
0,65±5,39i 0,86 −11,91
−0,22±5,88i 0,93 3,84
Tabela 7.2: Modos Eletromecaˆnicos (com PSS)
Autovalores
Frequeˆncia
(Hz)
Amortecimento
(%)
−0,33±5,21 j 0,83 6,38
−1,207±3,24 j 0,51 34,92
−1,77±13,90 j 2,21 12,63
−1,84±13,87 j 2,21 13,18
7.4.3 A Estrutura do Controle
Nesta sec¸a˜o duas estruturas de controle sa˜o usadas e empregadas,
a centralizada e a descentralizada. Na estrutura centralizada, mostrada
na Figura 7.3 todos os dados que sa˜o usados na realimentac¸a˜o dos
controladores sa˜o amostrados pelas PMUs, onde assume-se a existeˆncia
de uma PMU em cada uma das barras terminais dos geradores do
sistema teste da Figura 7.2.
Figura 7.3: Estrutura de Controle Centralizado.
Na estrutura descentralizada, mostrada na Figura 7.4, apenas
sinais locais das barras terminais dos respectivos geradores sa˜o usados
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para a realimentac¸a˜o dos controladores locais.
Figura 7.4: Estrutura de Controle Descentralizado.
O me´todo de projeto usado tambe´m varia de acordo com cada
tipo de configurac¸a˜o de controle. Para o controle centralizado usa-se
o controle LQR sem restric¸o˜es estruturais e tambe´m LMIs. Ja´ para o
controle descentralizado e´ necessa´rio o uso de restric¸o˜es estruturais e
caso se deseje usar LMIs e´ necessa´rio impor restric¸o˜es em determinadas
matrizes.
Atrasos de tempo esta˜o envolvidos na transmissa˜o de dados usa-
dos no controle centralizado. Estes atrasos envolvem os tempos de
transmissa˜o das PMUs para o PDC e do PDC para as PMUs.
O PDC faz o papel do controlador central do sistema e portanto
calcula todos os sinais de controle que sa˜o enviados aos respectivos
geradores.
Na estrutura de controle centralizado, Figura 7.3, o controlador
central permite que ca´lculos nos estados na˜o mensura´veis sejam efetua-
dos para as varia´veis ∆E ′q e ∆δ , como apresentado na Sec¸a˜o 7.3. Assim
o projeto do controlador via realimentac¸a˜o completa de estados pode
ser feito via me´todos apresentados na Sec¸a˜o 7.2.
No controle descentralizado, Figura 7.4, somente as medidas lo-
cais, estados e varia´veis alge´bricas, sa˜o usadas no ca´lculo do sinal de
controle de cada gerador.
Neste caso tambe´m e´ assumida a existeˆncia de uma refereˆncia
s´ıncrona comum, fornecida pelo sistema GPS, que permite que o ca´lculo
das varia´veis seja feito e os tempos de atraso sa˜o desprez´ıveis.
Como na˜o foram considerados os tempos de atraso nos projetos
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dos controladores, considera-se que a transmissa˜o de dados e´ feita de
maneira ideal. A incorporac¸a˜o de atrasos pode ser levada em conside-
rac¸a˜o no projeto dos controladores modelando os atrasos, por exemplo,
na forma de equac¸o˜es de estado e aumentando as matrizes de estado
do sistema linearizado original, como mencionado na Sec¸a˜o 3.3.4. A
considerac¸a˜o de atrasos no projeto de controladores e´ abordada na Se-
c¸a˜o 7.5.
O projeto dos controladores e´ feito usando modelos de gerador de
terceira ordem, ou seja, Ma´quina S´ıncrona de Po´los Salientes (Efeitos
Transito´rios) equac¸a˜o (7.39). As matrizes de estado foram obtidas atra-
ve´s do programa PacDyn, tanto para o modelo de ma´quina de terceira
ordem quanto para o de quinta ordem (7.37).
Os autovalores associados aos modos eletromecaˆnicos para os mo-
delos de gerador de terceira e de quinta ordem, para os ESP propostos
em [205] sa˜o apresentados na Tabela 7.3.
Tabela 7.3: Modos Eletromecaˆnicos do Sistema Teste.
Modelo Modos Autovalor Frequ¨eˆncia (Hz) Amortecimento (%)
Modo 1 −0,086±5,67 j 0,90 1,52
3◦ Modo 2 −0,68±5,52 j 0,88 12,35
Ordem Modo 3 −0,16±8,78 j 1,4 1,86
Modo 4 −0,17±8,65 j 1,38 1,97
Modo 1 −0,33±5,22 j 0,83 6,38
5◦ Modo 2 −1,207±3,24 j 0,51 34,92
Ordem Modo 3 −1,77±13,90 j 2,21 12,63
Modo 4 −1,84±13,87 j 2,21 13,18
Os autovalores associados aos modos eletromecaˆnicos para os
modelos de gerador de terceira e de quinta ordem, tanto para o con-
trole centralizado quanto para o descentralizado sa˜o apresentados nas
Tabelas 7.4 e 7.5.
Tabela 7.4: Modos Eletromecaˆnicos do Sistema Teste - Controle
Centralizado (LQR).
Modelo Modos Autovalor Frequ¨eˆncia (Hz) Amortecimento (%)
Modo 1 −1,94±6,47 j 1,03 28,78
3◦ Modo 2 −0,83±5,59 j 0,89 14,69
Ordem Modo 3 −1,63±9,11 j 1,45 17,67
Modo 4 −1,075±8,92 j 1,42 11,97
Modo 1 −1,48±7,73 j 1,23 18,79
5◦ Modo 2 −0,80±6,14 j 0,98 12,87
Ordem Modo 3 −2,68±10,55 j 1,68 24,60
Modo 4 −2,44±9,97 j 1,59 23,74
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Tabela 7.5: Modos Eletromecaˆnicos do Sistema Teste - Controle
Descentralizado (LQR).
Modelo Modos Autovalor Frequ¨eˆncia (Hz) Amortecimento (%)
Modo 1 −1,055±6,42 j 1,02 16,21
3◦ Modo 2 −1,97±5,068 j 0,81 36,26
Ordem Modo 3 −1,28±9,98 j 1,59 12,72
Modo 4 −1,19±9,64 j 1,53 12,30
Modo 1 −0,48±6,89 j 1,097 6,90
5◦ Modo 2 −3,35±7,36 j 1,17 41,47
Ordem Modo 3 −2,25±11,036 j 1,76 19,96
Modo 4 −2,141±10,56 j 1,68 19,86
7.4.4 Simulac¸o˜es no Domı´nio do Tempo
Nesta sec¸a˜o sa˜o comentados os resultados do uso de te´cnicas de
controle LQR e LMIs, apresentadas na Sec¸a˜o 7.2, em conjunto com
a metodologia de realimentac¸a˜o de varia´veis alge´bricas e de estados
proposta na Sec¸a˜o 7.3 em simulac¸o˜es na˜o-lineares. As simulac¸o˜es que
consideram o projeto de controladores via otimizac¸a˜o na˜o-convexa e
na˜o-suave sa˜o apresentadas na Sec¸a˜o 7.5.
Simulac¸o˜es usando Te´cnicas de Controle Multivaria´vel
Os controladores centralizado e descentralizado que usam como
realimentac¸a˜o sinais de varia´veis de estado e alge´bricas, Sec¸a˜o 7.3, fo-
ram inclu´ıdos no programa ANATEM atrave´s dos Controladores Defi-
nidos pelo Usua´rio (CDU).
As simulac¸o˜es na˜o-lineares apresentadas nesta sec¸a˜o levam em
considerac¸a˜o somente os modelos de quinta ordem dos geradores 8.
As estruturas de controle centralizado e descentralizado foram
implementadas 9 e para o funcionamento do controle houve a necessi-
dade de inclusa˜o de filtros tipo passa alta conhecidos por wash-out nas
varia´veis de realimentac¸a˜o, sendo elas de estado ou alge´bricas.
Nas figuras 7.5 a 7.7 sa˜o apresentados os comportamentos dinaˆ-
micos do sistema teste da Figura 7.2 com a utilizac¸a˜o dos controladores
8 Modelos de terceira ordem na˜o podem ser modelados no ANATEM.
9Vale salientar que estas implementac¸o˜es sa˜o muito trabalhosas, envolvendo a
exportac¸a˜o de mais de uma centena de sinais para o sistema teste e tambe´m que o
programa na˜o lida com multiplicac¸o˜es matriciais, ficando impratica´vel a implemen-
tac¸a˜o destes tipos de controladores para sistemas com maior nu´mero de ma´quinas.
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propostos originalmente para o sistema [205] e tambe´m para os contro-
ladores o´timos com e sem restric¸o˜es estruturais usando SMFS. Nestas
simulac¸o˜es foram aplicados distu´rbios do tipo curto-circuito trifa´sico
franco na barra 1 do sistema, com durac¸a˜o de 50 ms, que e´ eliminado
sem a abertura de linhas de transmissa˜o.
Na Figura 7.5, sa˜o comparados os comportamentos dinaˆmicos do
sistema sem e com a presenc¸a dos ESP propostos em [205]. O sistema
sem ESP e´ insta´vel, conforme pode ser verificado tambe´m na Tabela
7.1.
Figura 7.5: Variac¸o˜es Angulares para Curto Circuito 3φ sem e com
PSS.
Na Figura 7.6 o comportamento dinaˆmico dos controladores
o´timos centralizado (curva tracejada) e descentralizado e´ comparado.
Nota-se que no controle centralizado existem oscilac¸o˜es sustentadas,
fato que e´ objetivo de estudos futuros 10.
Figura 7.6: Variac¸o˜es Angulares para Curto Circuito 3φ Controle
Centralizado e Descentralizado.
10A inclusa˜o de um pequeno fator de amortecimento (D) na ma´quina de refereˆncia
soluciona este problema.
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Comparando os controles centralizado (curva tracejada), descen-
tralizado (curva azul) e o original (curva pontilhada) proposto em [205],
Figura 7.7, nota-se que os controladores propostos sa˜o capazes de amor-
tecer o sistema de maneira bem mais ra´pida do que os controladores
propostos originalmente, que utilizam te´cnicas sequ¨enciais de ajuste
baseadas em controle cla´ssico (compensac¸a˜o). Isto se deve principal-
mente ao fato do uso de va´rios sinais de realimentac¸a˜o do SMFS nos
controladores propostos, ale´m de seu projeto ter sido obtido via te´cnicas
de controle o´timo multivaria´vel, que na˜o e´ sequ¨encial.
Figura 7.7: Variac¸o˜es Angulares para Curto Circuito 3φ Controle
Centralizado, Descentralizado e com PSS.
Para avaliar o comportamento dos controladores propostos, tam-
be´m foram aplicados defeitos do tipo que causam mudanc¸a estrutural
do sistema.
Nas figuras 7.8 e 7.9 pode-se observar o comportamento dinaˆmico
do sistema para a abertura da linha de transmissa˜o que liga as barras
1 a 5 do sistema teste.
Na Figura 7.8 os controles centralizado e descentralizado sa˜o
comparados para a abertura da referida linha de transmissa˜o. Em
ambos os casos o sistema na˜o suporta o defeito devido a uma mudanc¸a
estrutural no sistema, ou seja, os controladores na˜o sa˜o robustos.
Na Figura 7.9 observa-se que o controle projetado de forma cla´s-
sica e sequ¨encial que usa apenas um sinal de realimentac¸a˜o local e´ mais
robusto que o controle centralizado proposto, pois mante´m a estabili-
dade do sistema para a mudanc¸a estrutural.
Os resultados mostram que o uso dos controladores centralizado e
descentralizado e´ capaz de amortecer oscilac¸o˜es de forma mais eficiente,
se comparado ao controle original, somente quando na˜o existe mudanc¸a
estrutural no sistema.
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Figura 7.8: Variac¸o˜es Angulares para Abertura de LT 1-5 - Con-
trole Centralizado e Descentralizado.
Figura 7.9: Variac¸o˜es Angulares para Abertura de LT 1-5 - Con-
trole Centralizado e com PSS.
A inclusa˜o de modelos de gerador de ordem mais elevadas, dados
pelas equac¸o˜es (7.37) na˜o pode ser feita, pois o sistema de equac¸o˜es
que faz a conexa˜o do gerador a` rede torna-se linearmente dependente,
conforme as equac¸o˜es (7.38) e (7.40).
De acordo com diversas simulac¸o˜es na˜o lineares realizadas e mo-
nitoramento de varia´veis de estado, parece haver problemas de incom-
patibilidade entre modelos lineares esta´ticos em relac¸a˜o a` refereˆncia
s´ıncrona girante do sistema, fato que deve ser investigado.
Projeto via Te´cnicas de Controle Robusto - LMIs
Te´cnicas de obtenc¸a˜o de controladores via LMIs foram objeto de
intenso trabalho nesta pesquisa, principalmente em relac¸a˜o a estabiliza-
c¸a˜o de sistemas descritores ou sistemas na forma alge´brico-diferencial.
Quando foram usados realimentac¸a˜o de estados na formulac¸a˜o
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LMI, foi poss´ıvel encontrar ganhos de realimentac¸a˜o sem problema al-
gum com factibilidade ou convergeˆncia, inclusive considerando aborda-
gem polito´pica com restric¸o˜es impostas por crite´rios de D-estabilidade.
Para os casos considerando abordagem polito´pica foi encontrada
uma u´nica matriz de realimentac¸a˜o com ganhos que garantiam a estabi-
lidade robusta do sistema linearizado para diferentes condic¸o˜es estrutu-
rais do sistema, como por exemplo a eliminac¸a˜o da linha de transmissa˜o
que liga as barras 1 a` 5. Quando esta matriz de realimentac¸a˜o foi usada
em simulac¸o˜es na˜o lineares para o controlador centralizado, o desempe-
nho do sistema tornou-se pior que para o caso do controle o´timo (LQR)
apresentado na Sec¸a˜o 7.4.4.
Na estabilizac¸a˜o de sistemas na forma de espac¸o de estados, os
testes e simulac¸o˜es realizados para estabilizar o sistema teste da Figura
7.2 utilizando a metodologia proposta para realimentac¸a˜o de varia´veis
alge´bricas e de estado apresentaram desempenho inferior aos resultados
obtidos via controle LQR para a mesma situac¸a˜o. Desta forma, tais
simulac¸o˜es foram omitidas.
Em relac¸a˜o a estabilizac¸a˜o de sistemas descritores ou sistemas
na forma alge´brico-diferencial, para o sistema teste (Figura 7.2), os
conjuntos de LMIs formuladas sem a eliminac¸a˜o das varia´veis alge´bri-
cas do sistema 11 e considerando realimentac¸a˜o de sa´ıdas na˜o foram
fact´ıveis ou apresentaram problemas nume´ricos de convergeˆncia 12.
Nas tentativas de estabilizac¸a˜o de sistemas na forma alge´brico-
diferencial ou descritores, foram usados os pacotes de algoritmos dos
programas Scilab e Matlab, sendo que nas simulac¸o˜es usadas no Matlab
as tentativas foram feitas para o pacote do pro´prio Matlab e tambe´m
para pacotes feitos por usua´rios - SeDuMi 13.
7.5 DETECC¸A˜O E CONTROLE DE OSCILAC¸O˜ES
Nesta sec¸a˜o, o me´todo de Prony multi-sinais e´ usado para identi-
ficar modos de oscilac¸a˜o eletromecaˆnicos pouco amortecidos e usar tais
informac¸o˜es para controle de sistemas de poteˆncia.
Sa˜o identificados os autovalores com pouco amortecimento e seus
11 Sistema na forma alge´brico-diferencial ou descritor.
12De acordo com comunicac¸o˜es pessoais com o co-autor de [196], as LMIs sa˜o
fact´ıveis para sistemas descritores pequenos, com ordens inferiores a 30.
13http://sedumi.mcmaster.ca/
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respectivos autovetores associados. Diversas condic¸o˜es cr´ıticas de ope-
rac¸a˜o sa˜o identificadas atrave´s de modelos, onde os respectivos auto-
valores fornecem padro˜es dados pelos respectivos conjuntos de mode
shape. Estas condic¸o˜es operativas cr´ıticas sa˜o usadas para projetar um
conjunto de controles centralizados, ajustados para cada condic¸a˜o.
A partir da monitorac¸a˜o do sistema via SMFS, apo´s a detecc¸a˜o de
condic¸o˜es cr´ıticas de operac¸a˜o via comparac¸o˜es entre padro˜es de mode
shapes identificados e os previamente obtidos via ana´lise do respectivo
modelo, um controle do tipo Gain Schedule (GS) e´ utilizado. O controle
GS central altera automaticamente para o respectivo controlador que
fornece amortecimento adequado para a condic¸a˜o cr´ıtica detectada. O
conjunto de controladores e´ projetado utilizando te´cnicas de controle
via otimizac¸a˜o na˜o-convexa e na˜o-suave, Sec¸a˜o 7.2.3. E´ importante
ressaltar que todos os PSSs do sistema permanecem operando com seus
respectivos ajustes e que o controle centralizado fornece amortecimento
atrave´s de sinais adicionais.
7.5.1 O Me´todo de Controle
A te´cnica de controle proposta neste trabalho baseia-se no con-
trole adaptativo Gain Schedule (GS), onde o conjunto de controladores
e´ projetado via otimizac¸a˜o na˜o-convexa e na˜o-suave, Sec¸a˜o 7.2.3, e uti-
liza os modos de oscilac¸a˜o e seus mode shapes associados como me´todo
de identificac¸a˜o do ponto de operac¸a˜o do sistema.
A monitorac¸a˜o de oscilac¸o˜es permite que os modos eletrome-
caˆnicos menos amortecidos sejam detectados e desta forma condic¸o˜es
cr´ıticas de operac¸a˜o podem ser identificadas, juntamente com os auto-
vetores do sistema. O padra˜o dos autovetores fornece uma indicac¸a˜o
do ponto de operac¸a˜o do sistema e desta forma os controladores po-
dem ser projetados para condic¸o˜es operativas onde o sistema apresenta
comportamento deteriorado.
Para que o me´todo possa ser usado, devem existir PMUs insta-
ladas nas barras de geradores que fara˜o parte do sistema de controle
adaptativo. Os dados amostrados pelas PMUs sa˜o utilizados tanto para
identificac¸a˜o como para a realimentac¸a˜o dos controladores.
Nas pro´ximas duas pro´ximas sec¸o˜es, a identificac¸a˜o dos modos
de oscilac¸a˜o e o me´todo de projeto de controladores sa˜o apresentados.
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7.5.2 Identificac¸a˜o das Condic¸o˜es Cr´ıticas de Operac¸a˜o
O Me´todo de Prony
Como visto na Sec¸a˜o 4.2, o me´todo de Prony permite que os
res´ıduos, autovalores (λi), autovetores a` direita (vi) e a` esquerda (wi)
possam ser calculados a partir da ana´lise de um ou mais sinais:
x(t) =
n
∑
i=1
vi(w
′
ix0)e
λit =
n
∑
i=1
Rieλit
A identificac¸a˜o dos modos de sistemas via me´todo de Prony geral-
mente resulta em estimativas conflitantes quando diversos sinais, per-
tencentes ao mesmo sistema, sa˜o analisados separadamente. O uso do
me´todo de Prony multi-sinais [98] permite que diversos sinais possam
ser analisados simultaneamente, aumentando a robustez e a exatida˜o
dos resultados, fornecendo um u´nico conjunto modos estimados.
O me´todo de Prony necessita de 2n amostras para identificar
um modelo de ordem n, desta forma resultados mais exatos podem ser
obtidos utilizando a ordem ma´xima poss´ıvel do modelo, que equivale ao
nu´mero total de amostras dividido por dois. Como esta abordagem, em
determinados casos, pode resultar em um elevado custo computacional,
foi proposta a realizac¸a˜o de reamostragens dos sinais para frequeˆncias
mais baixas.
7.5.3 Estimac¸a˜o de mode shapes
Diversos trabalhos ja´ apresentaram me´todos para a estimac¸a˜o de
mode shapes a partir de medic¸o˜es realizadas por SMFS. Em [206, 207],
me´todos espectrais sa˜o usados e em [49], os autovetores associados a
modos com baixo amortecimento sa˜o estimados atrave´s da ana´lise de
Fourier.
Neste trabalho, os sinais de poteˆncia ativa das barras terminais
de geradores sa˜o utilizados para estimar os mode shapes das poteˆn-
cias ele´tricas associados aos autovalores com baixo amortecimento. Os
sinais sa˜o amostrados por PMUs e a utilizac¸a˜o do me´todo de Prony
multi-sinais possibilita determinar os res´ıduos associados a cada auto-
valor de cada um dos sinais analisados, conforme (7.5.2). Estes res´ıduos
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fornecem uma estimativa dos mode shapes das poteˆncias ele´tricas.
7.5.4 Identificac¸a˜o dos Pontos de Operac¸a˜o
Em [187] e´ mostrado que a configurac¸a˜o do sistema e o respectivo
ponto de operac¸a˜o determinam os padro˜es dos mode shapes. Embora
seja dif´ıcil demostrar as relac¸o˜es entre condic¸o˜es operativas do sistema
e os mode shapes, testes realizados em [187] mostraram que condic¸o˜es
cr´ıticas podem ser obtidas atrave´s dos mode shapes.
A seguir, um ı´ndice que compara os autovetores estimados com
os previamente calculados e´ proposto. Este ı´ndice serve para detectar
se os padro˜es de mode shapes detectados correspondem a condic¸o˜es
cr´ıticas de operac¸a˜o do sistema e realizar o chaveamento para diferentes
estruturas de controladores previamente calculadas.
Para um sistema com ng geradores assuma que
v =

vg1
vg2
...
vgng

seja o vetor obtido pelos autovetores correspondentes a`s poteˆncias ele´-
tricas de cada gerador, associados a um autovalor λ .
Assuma que vˆ sa˜o os mode shapes estimados pelos res´ıduos do
me´todo de Prony multi-sinais.
A condic¸a˜o operativa pode ser determinada em tempo real fa-
zendo a comparac¸a˜o entre os autovalores cr´ıticos calculados e os de-
tectados e atrave´s do ı´ndice MSI (Mode Shape Index ). O MSI quanti-
fica quanto os respectivos conjuntos de autovetores ou (mode shapes)
calculados e estimados combinam, ou seja, faz um reconhecimento de
padro˜es. O MSI e´ definido por:
MSI =
ng
∑
i=1
(
vˆTgi vgi +v
T
gi vˆgi
2ngvTgi vgi
)
A condic¸a˜o cr´ıtica e´ detectada se o autovalor identificado e´ pa-
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recido com o previamente calculado e se
1− ε < MSI < 1+ ε
onde ε e´ uma constante pre´-definida.
O algoritmo de controle para chaveamento
O algoritmo de controle para chaveamento resume-se em:
1. Identifique os modos de oscilac¸a˜o e seus respectivos autovetores
(mode shapes);
2. Calcule o ı´ndice MSI;
3. Se λCalculado ∼= λIdenti f icado e 1− ε < MSI < 1+ ε, enta˜o chaveie o
controlador central para a condic¸a˜o de projeto que amortece as
oscilac¸o˜es cr´ıticas identificadas.
O me´todo de projeto de controle utilizado para amortecer as os-
cilac¸o˜es na Sec¸a˜o 7.5.5 foi o de otimizac¸a˜o na˜o-convexa e na˜o-suave,
apresentado na Sec¸a˜o 7.2.3. Todos os controladores utilizados na Se-
c¸a˜o 7.5.5, ou seja PSSs, sa˜o do tipo dinaˆmicos, representados por fun-
c¸o˜es de transfereˆncias de segunda ordem tais como:
PSSi j(s) =
s2 +a.s+b
s2 + c.s+d
7.5.5 Resultados
No processo de identificac¸a˜o, o me´todo de Prony multi-sinais foi
utilizado para estimar os autovalores, e os mode shapes associados as
poteˆncias ele´tricas para diversas contingeˆncias no sistema.
Assume-se que todas as 5 ma´quinas do sistema teˆm suas res-
pectivas poteˆncias ele´tricas medidas por um SMFS. Para a simulac¸a˜o,
foi utilizado um passo de integrac¸a˜o de 0,005 s e apo´s detectado um
ringdown, o processo de identificac¸a˜o e´ iniciado usando uma janela com
durac¸a˜o de 5 s. Todos os sinais sa˜o filtrados e reamostrados de 200 Hz,
que corresponde a frequeˆncia de amostragem para o passo de integrac¸a˜o
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usado, para uma frequeˆncia de 20 Hz, a fim de reduzir o custo computa-
cional do processo de identificac¸a˜o pelo me´todo de Prony multi-sinais.
Os resultados do processo de identificac¸a˜o (autovalores e res´ı-
duos) sa˜o ordenados pelo IDM [174], apresentado na Sec¸a˜o 5.3. Assim,
e´ poss´ıvel comparar os mode shapes identificados associados aos modos
cr´ıticos com os previamente calculados atrave´s de linearizac¸a˜o em um
processo off-line e detectar a condic¸a˜o cr´ıtica para chavear o controle
centralizado. Assume-se que este processo dure 500 ms.
Para o processo de identificac¸a˜o, os dados analisados foram ob-
tidos a partir de simulac¸o˜es na˜o-lineares devido a ocorreˆncia de ring-
downs. Para todos os resultados, o tamanho das janelas analisadas e´
de 5 s.
Para o caso base, os autovalores cr´ıticos identificados e os mode
shapes sa˜o apresentados na Tabela 7.6. Os dados para o processo de
identificac¸a˜o foram obtidos apo´s um curto-circuito trifa´sico franco com
durac¸a˜o de 50 ms na barra 5, Figura 7.2, sem abertura de linha. Os
autovalores dominantes calculado e o identificado, assim como os mode
shapes associados a`s poteˆncias ele´tricas sa˜o parecidos.
Tabela 7.6: Caso Base: Autovalores e Mode Shapes
Autovalores e Mode Shapes
Calculado Identificado Barra
λ =−0,33±5,21 j λ =−0,36±5,22 j
1∠0◦ 1∠0◦ 7
0,1736∠151,50◦ 0,1819∠149,58◦ 4
0,0932∠−167,86◦ 0,1063∠−165,46◦ 3
0,0874∠−166,30◦ 0,1004∠−164,25◦ 1
0,0644∠−162,54◦ 0,0731∠−160,26◦ 2
Mode Shape Index (MSI) 1,1010
Embora os PSSs convencionais fornec¸am amortecimentos eleva-
dos ao sistema, existem configurac¸o˜es onde o amortecimento e´ redu-
zido consideravelmente. Duas das configurac¸o˜es que apresentam baixo
amortecimento sa˜o consideradas nas ana´lises: Caso 1, a perda de uma
das treˆs linhas de transmissa˜o ideˆnticas entre as barras 6 e o equivalente
Sudeste (barra 7) e Caso 2, a perda da linha de transmissa˜o que liga
as barras 2 e 5.
Os resultados da identificac¸a˜o para o Caso 1 e´ apresentado
na Tabela 7.7. Os dados para o processo de identificac¸a˜o sa˜o obti-
dos pela aplicac¸a˜o de um curto-circuito trifa´sico franco com durac¸a˜o
de 30 ms na barra 6, seguido da abertura de um dos treˆs segmentos
que ligam as barras 6− 7. Esta caso resulta em amortecimento prati-
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camente nulo. A discrepaˆncia entre o autovalor cr´ıtico, calculado pela
linearizac¸a˜o e o identificado pode ser explicado pelas na˜o-linearidades
consideradas no modelo durante a simulac¸a˜o na˜o-linear.
Tabela 7.7: Caso 1: Autovalores e Mode Shapes
Autovalores e Mode Shapes
Calculado Identificado Barra
λ =+0,021±4,62 j λ =−0,014±4,36 j
1∠0◦ 1∠0◦ 7
0,2590∠124,39◦ 0,2840∠115,37◦ 4
0,0674∠179,62◦ 0,0618∠−167,00◦ 3
0,0663∠−178,05◦ 0,0619∠−164,47◦ 1
0,0500∠−174,18◦ 0,0467∠−160,65◦ 2
Mode Shape Index (MSI) 0,9588
Os autovalores cr´ıticos e os mode shapes de poteˆncia ele´trica cal-
culados e identificados para o Caso 2 esta˜o apresentados na Tabela 7.8.
O amortecimento nesta situac¸a˜o e´ ζ = 3,36%. A simulac¸a˜o na˜o-linear
considera um curto-circuito trifa´sico franco com durac¸a˜o de 100 ms na
barra 2, seguido da abertura da linha de transmissa˜o que conecta as
barras 2−5.
Tabela 7.8: Caso 2: Autovalores e Mode Shapes
Autovalores e Mode Shapes
Calculado Identificado Barra
λ =−0,165±4,89 j λ =−0,166±4,87 j
1∠0◦ 1∠0◦ 7
0,2184∠163,07◦ 0,2468∠165,09◦ 4
0,0690∠161,87◦ 0,0707∠164,31◦ 3
0,0651∠171,32◦ 0,0674∠170,94◦ 1
0,0505∠154,81◦ 0,0556∠158,44◦ 2
Mode Shape Index (MSI) 0,9436
Um conjunto de paraˆmetros de controle foi projetado para cada
uma das duas configurac¸o˜es, utilizando o me´todo descrito nesta sec¸a˜o.
O controlador central foi projetado considerando atrasos de 100 ms nos
sinais de entrada e de 100 ms nos sinais de sa´ıda, totalizando 200 ms de
atraso no sistema de transmissa˜o de dados do SMFS para o concentra-
dor de dados (PDC) e do PDC para os geradores.
Para o Caso 1, o controle projetado alterou os po´los dominan-
tes do sistema de λ = −0,014± 4,36 j para λ = −0,67± 4,79 j, com
amortecimento de ζ = 13,8%.
Para o Caso 2, o controlador alterou as posic¸o˜es dos po´los de
λ = −0,165± 4,89 j para λ = −0,4048± 4,9403 j, com amortecimento
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de ζ = 8,17%.
Os resultados das simulac¸o˜es na˜o-lineares sa˜o apresentados para
o processo de identificac¸a˜o seguido pelo efeito do chaveamento do con-
trole gain schedule.
Simulac¸o˜es Na˜o-lineares
Nas simulac¸o˜es, o chaveamento do controle para os controladores
projetados via otimizac¸a˜o na˜o-convexa e na˜o-suave ocorre 5,5 s apo´s
a detecc¸a˜o dos respectivos ringdowns. Isto corresponde a` janelas de
5 s em que os dados sa˜o amostrados para serem usados no processo de
identificac¸a˜o e os outros 500 ms correspondem ao tempo assumido para
calcular os autovalores pelo me´todo de Prony e o tempo de identificac¸a˜o
da condic¸a˜o cr´ıtica de operac¸a˜o, totalizando os 5,5 s.
Um curto-circuito trifa´sico franco com durac¸a˜o de 100 ms e´ apli-
cado a` barra 2, seguido da abertura da linha de transmissa˜o que liga as
barras 2 e 5. Esta situac¸a˜o corresponde ao Caso 2. As variac¸o˜es angu-
lares dos geradores 2 e 4 em relac¸a˜o ao equivalente Sudeste esta˜o mos-
tradas na Figura 7.10 e na Figura 7.11, respectivamente. O algoritmo
de controle para chaveamento indica que esta situac¸a˜o corresponde ao
Caso 2 e os paraˆmetros de controle mais indicados para esta situac¸a˜o
sa˜o utilizados no controle centralizado (chaveamento) apo´s 5,5 s. Apo´s
o chaveamento, o controle centralizado aumenta o amortecimento do
sistema, melhorando o desempenho dinaˆmico do sistema.
Um segundo caso e´ analisado. Nesta situac¸a˜o, um curto-circuito
trifa´sico franco com durac¸a˜o de 30 ms e´ aplicado na barra 6, seguido da
abertura de uma das treˆs linhas de transmissa˜o que ligam as barras 6 e
7, o que corresponde ao Caso 1. As variac¸o˜es angulares dos geradores
1 e 4 em relac¸a˜o ao equivalente Sudeste esta˜o mostradas na Figura 7.12
e na Figura 7.13, respectivamente. A condic¸a˜o operativa e´ identificada
e ocorre o chaveamento do controle centralizado. Apo´s o chaveamento
para uma parametrizac¸a˜o adequada do controle centralizado, o amor-
tecimento e´ aumentado.
A robustez do controle centralizado e´ testada para o caso onde
se perde um sinal remoto. Assumindo a perda do sinal de Itaipu, as va-
riac¸o˜es angulares dos geradores 2 e 4 em relac¸a˜o ao equivalente Sudeste
sa˜o apresentadas na Figura 7.14 e na Figura 7.15, respectivamente,
para a mesma falta. As curvas pontilhadas correspondem ao sistema
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Figura 7.10: Variac¸o˜es Angulares do Gerador 2: perda da LT 2−5.
Figura 7.11: Variac¸o˜es Angulares do Gerador 4: perda da LT 2−5.
sem chaveamento do controle centralizado para uma condic¸a˜o apropri-
ada, as curvas tracejadas correspondem aos casos onde ha´ chaveamento
e as curvas cont´ınuas para os casos onde ha´ chaveamento do controle
central, pore´m com a perda do sinal remoto de Itaipu. Nota-se que
mesmo com a perda do sinal, o sistema apresenta um amortecimento
adequado.
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Figura 7.12: Variac¸o˜es Angulares do Gerador 1: perda da LT 6−7.
Figura 7.13: Variac¸o˜es Angulares do Gerador 4: perda da LT 6−7.
7.5.6 Comenta´rios
Um me´todo que combina identificac¸a˜o de sistemas e controle
usando SMFS foi proposto a fim de amortecer oscilac¸o˜es eletromecaˆ-
nicas em tempo quase real. Neste trabalho o me´todo de Prony multi-
sinais foi utilizado para detectar os modos oscilato´rios cr´ıticos e tambe´m
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Figura 7.14: Variac¸o˜es Angulares do Gerador 2: perda da LT 6−7
e perda da LT 6−7 seguida pela perda do sinal de Itaipu.
Figura 7.15: Variac¸o˜es Angulares do Gerador 4: perda da LT 6−7
e perda da LT 6−7 seguida pela perda do sinal de Itaipu.
os mode shapes, pore´m estas identificac¸o˜es tambe´m poderiam ter sido
feitas utilizando outros me´todos.
O uso do ı´ndice de mode shapes MSI utilizado nesta tese for-
nece uma indicac¸a˜o da configurac¸a˜o operativa do sistema, mas uma
discriminac¸a˜o exata na˜o e´ garantida para muitas condic¸o˜es operativas.
A precisa˜o com que os padro˜es de mode shape refletem as condi-
7.6 Concluso˜es 291
c¸o˜es operativas de um sistema e´ uma questa˜o em aberto, necessitando
portanto de mais pesquisas.
7.6 CONCLUSO˜ES
O uso de sinais de SMFS pode ser empregado como sinais de
realimentac¸a˜o em controladores centralizados e descentralizados com a
finalidade de amortecimento de oscilac¸o˜es eletromecaˆnicas.
A aplicac¸a˜o das te´cnicas de controle o´timo com e sem restric¸o˜es
estruturais em conjunto com o me´todo proposto de ca´lculo de varia´veis
de estado na˜o mensura´veis apresentam bons resultados quando se ob-
servam os autovalores em malha fechada. Nas simulac¸o˜es na˜o-lineares
com os controladores propostos, nota-se um maior amortecimento se
comparado a`s respostas de controladores convencionais, mas esta abor-
dagem de projeto na˜o e´ robusta a mudanc¸as estruturais no sistema.
O maior problema em relac¸a˜o a estes fatos parece estar relacio-
nado ao sistema de refereˆncia s´ıncrona usado na modelagem do controle
e ainda deve ser revisto.
Para tentar solucionar estes problemas, deve ser estudada uma
formulac¸a˜o referenciando o sistema em relac¸a˜o ao seu Centro de Aˆngulo
(COA 14), onde a refereˆncia e´ variante, ao inve´s do uso de uma refereˆn-
cia s´ıncrona comum que pode gerar tendeˆncias (desvios) em varia´veis
a serem usadas no controle.
Os testes realizados nesta sec¸a˜o mostraram que modos de oscila-
c¸a˜o e padro˜es de mode shape podem ser identificados em intervalos de
tempo que ainda permitem que ac¸o˜es de controle possam ser tomadas,
pore´m testes devem ser efetuados em sistemas de grande porte. Es-
tes resultados preliminares indicam que os SMFS aliados a te´cnicas de
identificac¸a˜o de sistemas e de controle podem ser utilizados para com-
plementar os esquemas de controle atualmente utilizados em sistemas
ele´tricos de poteˆncia.
No pro´ximo cap´ıtulo, as concluso˜es do trabalho sa˜o apresentadas
e trabalhos futuros sa˜o sugeridos.
PGEELTEX.
14Center of Angle ou Centro de Ine´rcia - Center of Inertia (COI).
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8 CONCLUSO˜ES E PROPOSTAS PARA TRABALHOS
FUTUROS
Neste documento foram abordados os temas de detecc¸a˜o e con-
trole de modos eletromecaˆnicos e controle aplicado a sistemas ele´tricos
de poteˆncia.
O me´todo de Prony e sua extensa˜o, o me´todo de Prony multi-
sinais, foram utilizados para detectar modos durante per´ıodos transi-
to´rios. Na utilizac¸a˜o do me´todo de Prony multi-sinais e´ poss´ıvel fazer
uso conjunto com o IDM e a partir de um u´nico conjunto de autova-
lores, detectar quais deles sa˜o mais dominantes em cada um dos sinais
analisados simultaneamente.
A teoria de me´todos de identificac¸a˜o de subespac¸o de espac¸o
de estados, que possibilita a identificac¸a˜o de sistemas diretamente na
forma de equac¸o˜es de estado a partir de dados de entrada e sa´ıda ou
apenas de sa´ıda, foi apresentada. Por serem algoritmos capazes de lidar
com mu´ltiplos sinais, sistemas MIMO, se basearem em me´todos de a´l-
gebra linear nume´rica e utilizarem ferramentas nume´ricas robustas, sa˜o
me´todos adequados para monitorac¸a˜o cont´ınua de modos. O N4SID foi
o algoritmo escolhido para realizar a monitorac¸a˜o cont´ınua de sistemas.
Para que a monitorac¸a˜o cont´ınua pudesse ser realizada de forma
automa´tica, foi necessa´rio propor um algoritmo de rastreamento de mo-
dos. O algoritmo proposto e´ composto pelo N4SID e por um ı´ndice de
dominaˆncia modal, que compo˜em o ASRAM (Algoritmo de Subespac¸o
para Rastreamento Automa´tico de Modos). Foi proposta uma modela-
gem de carga dinaˆmica que possui parcelas que variam aleatoriamente
no programa ANATEM. A partir desta modelagem de carga, foi poss´ı-
vel reproduzir os efeitos dos dados de ambiente em modelos na˜o-lineares
de sistemas ele´tricos de poteˆncia e testar o ASRAM.
O desempenho do ASRAM foi testado e comparado na detecc¸a˜o
de modos de modelos lineares e na˜o-lineares com variac¸o˜es aleato´rias
de carga em um sistema teste. Os resultados, para a regia˜o em torno
do ponto de operac¸a˜o avaliado, sugerem que as simulac¸o˜es em modelos
na˜o-lineares podem ser substitu´ıdas pelas que consideram o modelo li-
nearizado. Testes de rastreamento modal na˜o foram realizados quando
o modelo na˜o-linear estava operando em situac¸o˜es onde algumas de suas
varia´veis de estado estavam bem pro´ximas a seus respectivos limites de
saturac¸a˜o. Estas saturac¸o˜es sa˜o representadas por limites superiores e
inferiores de blocos limitadores que compo˜em seus diversos controlado-
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res. Isto poderia originar oscilac¸o˜es que na˜o podem ser reproduzidas
quando se considera o modelo linear, ale´m de interferir no processo de
rastreamento modal de forma imprevis´ıvel.
Para analisar principalmente oscilac¸o˜es na˜o-estaciona´rias e na˜o-
lineares, foram utilizados a Transformada de Hilbert (TH) e o Operador
de Energia de Teager-Kaiser (TKEO) em conjunto com a Decomposic¸a˜o
Modal Emp´ırica (EMD). A utilizac¸a˜o da EMD em conjunto com a TH
e o TKEO, esta´ sendo chamada de Transformada de Hilbert-Huang
(THH) e Transformada de Teager-Huang (TTH), respectivamente.
Foi proposta uma extensa˜o para calcular o amortecimento ins-
tantaˆneo utilizando as grandezas amplitude e frequeˆncia instantaˆneas
fornecidas pelo TKEO. Foi demonstrado que o coeficiente de amorte-
cimento instantaˆneo proposto e´ bastante similar ao amplamente utili-
zado para mesma finalidade quando se aplica a TH. A diferenc¸a e´ que
a equac¸a˜o proposta considera variac¸o˜es de frequeˆncia instantaˆnea com
peso duas vezes maior que a utilizada na TH, fato que teoricamente
ajuda no rastreamento de sinais na˜o-estaciona´rios.
Quando a EMD e a EEMD sa˜o utilizadas para decompor um
sinal multi-modal em va´rios unimodais, surgem os “end effects”, que
teˆm grande influeˆncia principalmente no ca´lculo do amortecimento ins-
tantaˆneo. Estes efeitos sa˜o menos prejudiciais aos ca´lculos quando a
durac¸a˜o das oscilac¸o˜es sa˜o maiores, ou seja quando o amortecimento
e´ baixo. Para utilizac¸a˜o em oscilac¸o˜es com amortecimento elevado, e´
necessa´rio empregar te´cnicas capazes de minimizar seu efeitos.
Na segunda parte do trabalho, foram estudadas te´cnicas de con-
trole multivaria´vel com realimentac¸a˜o de sa´ıda. Nos controladores pro-
jetados foram utilizados sinais de realimentac¸a˜o locais e remotos, isto
so´ e´ poss´ıvel de ser realizado devido a` existeˆncia de SMFS.
Te´cnicas de controle o´timo (LQR) com e sem restric¸o˜es estrutu-
rais e o uso de Inequac¸o˜es Matriciais Lineares (LMIs) foram utilizadas.
Na formulac¸a˜o do problema para a s´ıntese de controladores via LMIs,
foram consideradas as modelagem de sistemas na forma convencional
de espac¸o de estados e tambe´m na forma de sistemas descritores. O uso
de sistemas descritores apresenta vantagens em relac¸a˜o aos sistemas na
forma de espac¸o de estados, principalmente no quesito de modelagem
de incertezas. Por outro lado a dimensa˜o do problema e´ bastante au-
mentada, transformando o projeto de controladores utilizando a formu-
lac¸a˜o de sistemas descritores em um problema N-P hard. Desta forma
os algoritmos utilizados para resolver as LMIs so´ forneceram respostas
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via´veis para sistemas com ordens inferiores a 30 estados, inviabilizando
a aplicac¸a˜o de LMIs para a obtenc¸a˜o de controladores considerando sis-
temas descritores mesmo em sistemas ele´tricos de poteˆncia de pequeno
porte.
Tambe´m foram utilizados me´todos de otimizac¸a˜o na˜o-convexa a
fim de projetar controladores multivaria´veis. Com esta abordagem foi
poss´ıvel projetar controladores com escolha pre´via de ordem, definida
pelo usua´rio. Isto possibilita a obtenc¸a˜o de controladores que podem
ter estrutura que variam desde simples ganhos ate´ polinoˆmios de ordem
n com a presenc¸a de zeros e po´los.
Como os dados sa˜o amostrados pelos SMFS, e´ necessa´rio consi-
derar a modelagem de atrasos causados pelo tempo de transmissa˜o de
dados no instante de projeto dos controladores. Esta tarefa foi realizada
e os resultados foram bons.
A determinac¸a˜o de autovetores a` direita ou mode shape a partir
de me´todos de identificac¸a˜o foi explorada e as informac¸o˜es serviram
para dar informac¸o˜es sobre o modo em que ma´quinas do sistema es-
ta˜o oscilando umas contra as outras. Desta forma foi poss´ıvel utilizar
um controle do tipo Gain Scheduling (GS), onde as informac¸o˜es for-
necidas pelos autovalores em conjunto com os autovetores detectados
possibilitou melhorar o desempenho dinaˆmico do sistema.
8.1 PROPOSTAS PARA O PROSSEGUIMENTO DA PESQUISA
Nesta tese, foram aplicados alguns dos me´todos considerados
como os mais promissores e avanc¸ados para analisar oscilac¸o˜es, como
me´todos de Prony multi-sinais, subespac¸o de estados, Transformada de
Hilbert, o operador de energia de Teager-Kaiser e as decomposic¸o˜es mo-
dais emp´ıricas. Dentre os me´todos promissores, pode-se citar tambe´m
as Transformadas Wavelet, que na˜o foram utilizadas nesta tese para a
detecc¸a˜o de modos eletromecaˆnicos. Resultados recentes [60] compa-
ram o desempenho de me´todos de subespac¸o, Independent (Principal)
Component Analysis e as Transformadas Wavelet no processo de ras-
treamento modal em sinais sujeitos a variac¸o˜es aleato´rias de carga (da-
dos de ambiente). As concluso˜es referentes a`s comparac¸o˜es destes treˆs
me´todos foi que todos eles apresentam comportamentos similares ao se
analisar dados com elevada energia modal, pore´m quando a energia mo-
dal e´ baixa e os ru´ıdos na˜o sa˜o Gaussianos, espera-se que o desempenho
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de me´todos de subespac¸o seja superior ao dos outros dois me´todos.
A partir dos resultados obtidos em cap´ıtulos anteriores desta
tese e baseando-se em diversas publicac¸o˜es relacionadas a` ana´lises de
oscilac¸o˜es, pode-se afirmar que os maiores desafios esta˜o relacionados a`
identificac¸a˜o de sinais estoca´sticos e de sinais na˜o-lineares, como men-
cionado em [136]. Assim ha´ urgeˆncia de desenvolvimento de novas
ferramentas para ana´lise de oscilac¸o˜es [136], pois as existentes na˜o sa˜o
capazes de fornecer bons resultados em determinadas situac¸o˜es. Estes
fatos confirmam a complexidade do problema e as dificuldades enfren-
tadas no decorrer deste trabalho de doutorado.
Em relac¸a˜o a`s aplicac¸o˜es em controle, que utilizam realimentac¸a˜o
de varia´veis de estado e alge´bricas pode-se considerar fazer a modela-
gem do sistema de poteˆncia via formulac¸a˜o com refereˆncia no Centro
de Aˆngulo. Esta abordagem visa eliminar tendeˆncias que surgem du-
rante a simulac¸a˜o na˜o-linear nos sinais de controle. As tendeˆncias sa˜o
mais acentuadas quando ocorrem grandes perturbac¸o˜es e mudanc¸as es-
truturais no sistema, que levam o mesmo a operar em outro ponto de
operac¸a˜o fazendo com que surjam desvios permanentes em varia´veis do
SMFS usadas na realimentac¸a˜o esta´tica do sistema de controle.
A questa˜o de controle baseado na identificac¸a˜o em tempo quase
real de modos eletromecaˆnicos de sistemas foi explorada, mas ainda e´
uma questa˜o em aberto, pois depende que a detecc¸a˜o dos modos seja
feita com exatida˜o.
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ANEXO A – SISTEMAS LINEARES
A tendeˆncia de se modelar e analisar sistemas dinaˆmicos de
grande porte e complexidade vem aumentando a cada dia, devido prin-
cipalmente a` necessidade de atender seus requisitos de desempenho e
precisa˜o.
Estes sistemas possuem muitas vezes mu´ltiplas entradas e
sa´ıdas e uma ferramenta poderosa capaz de lidar com tais estrutu-
ras/requisitos e´ a ana´lise via espac¸o de estados, onde sistemas lineares
ou na˜o lineares linearizados em seus pontos de equil´ıbrio, sejam eles
variantes ou invariantes no tempo podem ser analisados.
A teoria de sistemas lineares fornece va´rias ferramentas para ana´-
lise e projeto de controladores, que sa˜o frequentemente usadas para
alocac¸a˜o e escolha de sinais de realimentac¸a˜o em SEP. A partir dela
pode-se estabelecer os fatores de participac¸a˜o [8, 9], ı´ndices de observa-
bilidade e controlabilidade, que juntos servem para calcular os res´ıduos
modais, sendo que suas utilizac¸o˜es auxiliam nestas escolhas.
A realimentac¸a˜o de todos os estados permite que os po´los do
sistema em malha fechada sejam alocados em qualquer regia˜o do plano
complexo, mas esta afirmac¸a˜o e´ va´lida se e somente se o sistema em
malha aberta for controla´vel.
Controlabilidade e observabilidade sa˜o propriedades estruturais
dos sistemas lineares, que quando satisfeitas possibilitam o projeto de
controladores de tal forma que os po´los do sistema em malha fechada
possam ser escolhidos arbitrariamente pelo projetista.
Controlabilidade: Considere um sistema dinaˆmico x˙=Ax+
Bu. Diz-se que o par (A,B) e´ controla´vel em um instante t0 se for
poss´ıvel, por meio de um vetor ou matriz de controle, sem restric¸o˜es
em seus elementos, transferir o sistema de qualquer estado inicial x(t0)
para qualquer outro estado em um intervalo de tempo finito.
A controlabilidade do par (A,B) pode ser testada verificando o
posto da matriz de controlabilidade Mc, definida:
Mc =
[
B AB . . . An−1B
]
(A.1)
Se o sistema em malha aberta na˜o for controla´vel, uma outra
condic¸a˜o para que o mesmo possa ser estabilizado e´ que os autovalores
na˜o controla´veis sejam esta´veis e portanto localizados no semi-plano
esquerdo do plano complexo, se isto ocorre o sistema e´ estabiliza´vel.
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Observabilidade: Um sistema dinaˆmico na forma de espac¸o
de estados ou o par (A,C) e´ observa´vel se todo estado inicial x(t0) pu-
der ser determinado a partir do conhecimento de sua entrada e sa´ıda
durante um intervalo de tempo finito.
A observabilidade do par (A,C) pode ser testada verificando o
posto da matriz de observabilidade Mo (A.2):
Mo =

C
CA
...
CAn−1
 (A.2)
Caso o sistema na˜o seja observa´vel ele ainda pode ser detecta´vel
se seus autovalores na˜o observa´veis forem esta´veis.
Conhecendo as propriedades estruturais do sistema, se ele for
estabiliza´vel e detecta´vel, sabe-se que existem estados que na˜o sa˜o in-
fluenciados pelo processo de realimentac¸a˜o.
Considere o sistema MIMO (Multi-Input Multi-Output) (A.3)
com a realimentac¸a˜o de estados definida por (A.4). O sistema em malha
fechada pode ser escrito na forma (A.5).
x˙ = Ax+Bu
y =Cx+Du
(A.3)
u =−Kx (A.4)
x˙ = (A−BK)x
y = (C−DK)x (A.5)
O uso de controladores que empregam realimentac¸a˜o de estados
e´ um procedimento apropriado para a estabilizac¸a˜o de sistemas
Lema A.1. Seja K uma matriz de dimensa˜o apropriada. Enta˜o o
par (A,B) e´ controla´vel (estabiliza´vel) se e somente se (A−BK,B) for
controla´vel (estabiliza´vel)[67].
Quando o sinal de controle e´ constru´ıdo com informac¸o˜es de to-
das as varia´veis de estado diz-se que a lei de controle e´ do tipo rea-
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limentac¸a˜o de estados. Quando o sinal de controle e´ constru´ıdo com
informac¸o˜es de um subconjunto de varia´veis de estado, chamadas de
varia´veis de sa´ıda, diz-se que o controle e´ por realimentac¸a˜o de sa´ıda.
Neste caso, usa-se: u =−Ky sendo y =Cx.
Em geral, a maioria das varia´veis de estado na˜o sa˜o mensura´veis.
Neste caso, torna-se pra´tica ou economicamente invia´vel med´ı-las. As-
sim, a realimentac¸a˜o de sinais de sa´ıda e´ a mais comum na pra´tica.
A escolha dos melhores sinais a serem usados na realimentac¸a˜o
de controladores pode ser feita atrave´s de te´cnicas de ca´lculo de fato-
res de participac¸a˜o, res´ıduos modais ou ı´ndices de controlabilidade e
observabilidade.
Uma desvantagem dos fatores de participac¸a˜o em relac¸a˜o aos re-
s´ıduos modais e´ que as informac¸o˜es obtidas atrave´s deles sa˜o fornecidas
apenas pelas sensibilidades dos estados atrave´s do produto de autove-
tores a` direita e a` esquerda.
A vantagem de se usar os res´ıduos de func¸o˜es de transfereˆncia e´
a de poder considerar as matrizes ou vetores B e C, juntamente com os
autovetores a` direita e a` esquerda para poder identificar efetivamente
a localizac¸a˜o mais adequada para a inserc¸a˜o de controladores (contro-
labilidade), ale´m de se poder tambe´m escolher um sinal adequado de
realimentac¸a˜o no sistema (observabilidade).
Para se ter tais informac¸o˜es, os ı´ndices de controlabilidade e ob-
servabilidade modais, que formam os res´ıduos, veˆm sendo utilizados
em sistemas de poteˆncia para tal finalidade, considerando informac¸o˜es
sobre a entrada e sa´ıda de controladores e possibilitando a escolha de
geradores ou barras candidatas a receberem controladores adicionais
que apresentam melhor efetividade para amortecerem oscilac¸o˜es inde-
sejadas.
A func¸a˜o de transfereˆncia do sistema (A.3) e´ dada por (A.6).
Excluindo-se a matriz de transmissa˜o direta D do sistema e fazendo
uso da relac¸a˜o de ortogonalidade dos autovetores a direita e a esquerda,
VW = I, chega-se a (A.7), [3].
G(s) =C (sI−A)−1 B+D (A.6)
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G(s) =C (sI−A)−1 B
=CVW (sI−A)−1 VWB
=CV
[
V−1 (sI−A)W−1]−1 WB
=CV (sI−Λ)−1 WB
=
n
∑
i=1
Cviw
′
iB
s−λi
=
n
∑
i=1
Ri
s−λi
(A.7)
Onde Ri e´ conhecido como res´ıduo modal, resultado do produto
da observabilidade modal Cvi e da controlabilidade modal w
′
iB.
Para serem controla´veis, os modos do sistema devem satisfazer
w
′
iB 6= 0 ,∀i e para serem observa´veis Cvi 6= 0 ,∀i
Pode-se constatar atrave´s de (A.7) que modos com pequeno
amortecimento influenciam a magnitude da func¸a˜o de transfereˆncia
G(s) , que ainda sa˜o ponderados pelos respectivos res´ıduos. Quanto
maiores os mo´dulos dos res´ıduos melhores sa˜o as indicativas para a
inclusa˜o de um controlador a ser inserido no sistema.
Assim, quanto maior o mo´dulo do res´ıduo, menor o esforc¸o de
controle. Ja´ as respectivas fases dos res´ıduos esta˜o associadas aos aˆn-
gulos de compensac¸a˜o a serem inseridos pelos controladores [208].
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ANEXO B – COMPLEMENTO DE SCHUR E LEMA DE
FINSLER
O Complemento de Schur e´ uma ferramenta ba´sica utilizada na
manipulac¸a˜o de desigualdades matriciais que e´ capaz de transformar,
mediante determinadas condic¸o˜es, desigualdades na˜o-lineares em LMIs.
Lema B.1. Sejam Q, R e S matrizes de dimenso˜es compat´ıveis, com
Q e R sime´tricas e S afim em x, enta˜o as seguintes relac¸o˜es sa˜o equiva-
lentes [66]:
R(x) > 0, Q(x)−S(x)R(x)−1S(x)′ > 0 (B.1a)
Γ =
[Q(x) S(x)
S(x)′ R(x)
]
> 0 (B.1b)
A inequac¸a˜o (B.1a) na˜o e´ afim em x. No entanto, as desigualda-
des (B.1a) e (B.1b), que e´ uma LMI, sa˜o equivalentes. Para satisfazer
(B.1a) e (B.1b) deve-se ter Q > 0 e R > 0 como condic¸o˜es necessa´rias,
pore´m na˜o suficientes [66]. O enunciado apresentado e´ va´lido apenas
para desigualdades estritas, i.e., (Γ > 0), o caso na˜o estrito (Γ≥ 0) pode
ser encontrado em [66].
O Lema Finsler e´ u´til pois permite que restric¸o˜es de igualdade
possam ser inseridas em uma u´nica desigualdade que pode ser resol-
vida via LMIs. Sua utilizac¸a˜o aplica-se a estudos de estabilidade e es-
tabilizabilidade quadra´tica de sistemas descritores na forma alge´brico-
diferencial, (7.8) e (7.11) respectivamente, evitando a eliminac¸a˜o de
varia´veis alge´bricas na formulac¸a˜o LMI.
Lema B.2. Dada uma matriz sime´trica Ψ e uma matriz Ca ∈ R, de
dimenso˜es compat´ıveis, e seja X uma matriz tal que CaX = 0, enta˜o
tem-se que:
X ′ΨX < 0, ∀X : CaX = 0 (B.2a)
se e somente se ∃ L tal que
Ψ+LCa +C′aL < 0 (B.2b)
