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On Continuity of Transition Probabilities in Belief MDPs with General
State and Action Spaces
Eugene A. Feinberg, Pavlo O. Kasyanov and Michael Z. Zgurovsky
Abstract—Natural conditions sufficient for weak continuity
of transition probabilities in belief MDPs (Markov decision
processes) were established in our paper published in Math-
ematics of Operations Research in 2016. In particular, the
transition probability in the belief MDP is weakly continuous
if in the original MDP the transition probability is weakly
continuous and the observation probability is continuous in
total variation. These results imply sufficient conditions for the
existence of optimal policies in POMDPs (partially observable
MDPs) and provide computational methods for finding them.
Recently Kara, Saldi, and Yu¨ksel proved weak continuity of
the transition probability for the belief MDP if the transition
probability for the original MDP is continuous in total variation
and the observation probability does not depend on controls.
In this paper we show that the following two conditions imply
weak continuity of transition probabilities for belief MDPs
when observation probabilities depend on controls: (i) transition
probabilities for the original MDP are continuous in total
variation, and (ii) observation probabilities are measurable, and
their dependence on controls is continuous in total variation.
I. INTRODUCTION
In this paper deals with infinite-state POMDPs (par-
tially observable Markov decision processes) with either
discounted or nonnegative costs. Action sets may not be
compact. It is well-known that POMDPs can be reduced
to the belief MDPs; [1], [2], [9], [14], [17]). Feinberg et
al. [8] presented general results on the existence of optimal
policies and convergence of value iterations for belief MDPs
and therefore for POMDPs with Borel state, observation,
and action spaces. These results rely on mild continuity
assumptions on transition probabilities and one-step cost
functions. Among other results, it was shown in Feinberg
et al. [8] that weak continuity of the transition probability
for the original MDP and continuity of the observation
probability in total variation imply weak continuity of the
transition probability for the belief MDP. Some additional
results can be found in Feinberg, Kasyanov, Zgurovsky [6].
Kara et al. [11] provided a different proof of the above
mention result from [8] and proved weak continuity of the
transition probability for the belief MDP if the transition
probability for the original MDP is continuous in total
variation and the observation probability does not depend
on controls. In this paper we show that the following two
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conditions imply weak continuity of the transition probability
for the belief MDP with observation probability depending
on controls: (i) the transition probability for the original
MDP is continuous in total variation, and (ii) the observation
probability is continuous in total variation as the function of
the control parameter.
II. MODEL DESCRIPTION
For a metric space S, let B(S) be its Borel σ-field, that
is, the σ-field generated by all open sets of the metric space
S. For a Borel subset E ⊂ S, we denote by B(E) the σ-
field whose elements are intersections of E with elements
of B(S). Observe that E ∈ B(S) is a metric space with the
same metric as on S, and B(E) = {B ⊂ E : B ∈ B(S)} is
its Borel σ-field. If S is a Polish (complete separable metric)
space, then E is a Standard Borel space. On E consider the
induced metrizable topology. For a metric space S, we denote
by P(S) the set of probability measures on (S,B(S)). A
sequence of probability measures {µn} from P(S) converges
weakly (setwise) to µ ∈ P(S) if for any bounded continuous
(bounded Borel-measurable) function f on S∫
S
f(s)µn(ds)→
∫
S
f(s)µ(ds) as n→∞.
Let dS be a metric on S and S
ε := {s ∈ S : ∃s′ ∈
S, dS(s, s
′) < ε} be the ε-neighborhood of S ⊂ S. We
recall that the standard Le´vy-Prokhorov metric on P(S):
ρLP (µ, ν) := inf{ε > 0 :µ(S) ≤ ν(S
ε) + ε
and ν(S) ≤ µ(Sε) + ε
for all S ∈ B(S)}, µ, ν ∈ P(S),
metricizes the weak convergence topology for probability
measures on S. Note that P(S) is separable metric space
if S is separable; Parthasarathy [13, Chapter II].
We also consider the Radon metric (it is sometimes called
“the distance in total variation”):
ρTV (µ, ν) := sup
f∈CB(S),‖f‖∞≤1
{∫
S
f(s)µ(ds)
−
∫
S
f(s)ν(ds)
}
,
µ, ν ∈ P(S). A sequence of probability measures {µn} from
P(S) converges in total variation to µ ∈ P(S) if
lim
n→∞
ρTV (µn, µ) = 0.
For Borel subsets S1 and S2 of metric spaces, a (Borel-
measurable) transition kernel R(ds1|s2) on S1 given S2 is a
mapping R( · | · ) : B(S1) × S2 7→ [0, 1], such that R( · |s2)
is a probability measure on S1 for any s2 ∈ S2, and R(B| · )
is a Borel-measurable function on S2 for any Borel set
B ∈ B(S1). A transition kernel R(ds1|s2) on S1 given S2
defines a Borel measurable mapping s2 → R(·|s1) of S2 to
the metric space P(S1) endowed with the topology of weak
convergence. A transition kernel R(ds1|s2) on S1 given S2
is called weakly continuous (setwise continuous, continuous
in total variation), if R( · |xn) converges weakly (setwise, in
total variation) to R( · |x) whenever xn converges to x in S2.
Let X, Y, and A be Borel subsets of complete separable
metric spaces, P (dx′|x, a) is a transition kernel on X given
X × A, Q(dy|a, x) is a transition kernel on Y given A ×
X, Q0(dy|x) is a transition kernel on Y given X, p is a
probability distribution on X, c : X× A 7→ R = R ∪ {+∞}
is a bounded from below Borel function on X× A.
Partially observable Markov decision process (POMDP) is
specified by (X,Y,A, P,Q, c), where X is the state space, Y
is the observation set, and A is the action set, P (dx′|x, a) is
the state transition law, Q(dy|a, x) is the observation kernel,
c : X× A→ R is the one-step cost.
The partially observable Markov decision process evolves
as follows. At time t = 0, the initial unobservable state
x0 has a given prior distribution p. The initial observation
y0 is generated according to the initial observation kernel
Q0( · |x0). At each time epoch n = 0, 1, . . . , if the state
of the system is xn ∈ X and the decision-maker chooses
an action an ∈ A, then the cost c(xn, an) is incurred and
the system moves to state xn+1 according to the transition
law P ( · |xn, an). The observation yn+1 ∈ Y is generated by
the observation kernels Q( · |an, xn+1), n = 0, 1, . . . , and
Q0( · |x0).
Define the observable histories: h0 := (p, y0) ∈ H0 and
hn := (p, y0, a0, . . . , yn−1, an−1, yn) ∈ Hn for all n =
1, 2, . . . , where H0 := P(X)×Y and Hn := Hn−1×A×Y
if n = 1, 2, . . . . Then a policy for the POMDP is defined
as a sequence pi = {pin} such that, for each n = 0, 1, . . . ,
pin is a transition kernel on A given Hn. Moreover, pi is
called nonrandomized, if each probability measure pin(·|hn)
is concentrated at one point. A nonrandomized policy is
called Markov, if all of the decisions depend on the current
state and time only. A Markov policy is called stationary, if
all the decisions depend on the current state only. The set
of all policies is denoted by Π. The Ionescu Tulcea theorem
(Bertsekas and Shreve [1, pp. 140-141] or Herna´ndez-Lerma
and Lassere [10, p.178]) implies that a policy pi ∈ Π and
an initial distribution p ∈ P(X), together with the transition
kernels P , Q and Q0 determine a unique probability measure
P pip on the set of all trajectories H∞ = P(X) × (Y × A)
∞
endowed with the product of σ-field defined by Borel σ-field
of P(X), Y, and A respectively. The expectation with respect
to this probability measure is denoted by Epip .
Let us specify the performance criterion. For a finite
horizon N = 0, 1, . . . , and for a policy pi ∈ Π, let the
expected total discounted costs be
vpiN,α(p) := E
pi
p
N−1∑
n=0
αnc(xn, an), p ∈ P(X), (1)
where α ≥ 0 is the discount factor, vpi0,α(p) = 0. When
N =∞, we always assume that at least one of the following
two assumptions hold:
Assumption (D) c is bounded below on X×A and α ∈ [0, 1).
Assumption (P) c is nonnegative on X× A and α ∈ [0, 1].
In the both cases (1) defines an infinite horizon expected
total discounted cost, and we denote it by vpiα(p). By using
notations (D) and (P), we follow Bertsekas and Shreve [1,
p. 214]. However, our Assumption (D) is weaker than the
corresponding assumption in [1] because c was assumed to
be bounded under Assumption (D) in [1].
Since the function c is bounded below on X × A, a
discounted model can be converted into a positive model by
shifting the cost function. In particular, let c(x, a) ≥ −K
for all (x, a) ∈ X × A. Consider a new cost function
cˆ(x, a) := c(x, a) + K for all (x, a) ∈ X × A. Then the
corresponding total discounted cost is equal to
vˆpiα(p) := v
pi
α(p) +
K
1− α
, pi ∈ Π, p ∈ P(X).
Thus, optimizing vpiα and vˆ
pi
α are equivalent problems, but
vˆpiα is the objective function for the positive model (that
is, the function c takes nonnegative values). Though these
two models are equivalent, it is slightly easier to work with
positive models because vˆpiN,α ↑ vˆ
pi
α, as N →∞.
For any function gpi(p), including gpi(p) = vpiN,α(p) and
gpi(p) = vpiα(p) define the optimal cost
g(p) := inf
pi∈Π
gpi(p), p ∈ P(X),
where Π is the set of all policies. A policy pi is called
optimal for the respective criterion, if gpi(p) = g(p) for all
p ∈ P(X). For gpi = vpin,α, the optimal policy is called n-
horizon discount-optimal; for gpi = vpiα, it is called discount-
optimal.
We recall that a function c defined on X × A is inf-
compact (or lower semi-compact) if the set {(x, a) ∈ X×A :
c(x, a) ≤ λ} is compact for any finite number λ. A function
c defined on X×A is called K-inf-compact on X×A, if for
any compact subset K of X, the function c is inf-compact on
K×A; Feinberg, Kasyanov, and Zadoianchuk [4, Definition
11]. K-inf-compactness is a mild assumption that is weaker
than inf-compactness. Essentially, K-inf-compactness of the
cost function c is almost equivalent to lower semi-continuity
of c in the state variable x and lower semi-continuity in the
action variable a. However, if c is a K-inf-compact function,
then the function v(x) := infa∈A c(x, a) is lower semi-
continuous, and this is not true if c is lower semi-continuous
and inf-compact in a; Luque-Vasques and Herna´ndez-Lerma
[12]. K-inf-compactness property holds for many applica-
tions including inventory control and various problems with
least square criteria. According to Feinberg, Kasyanov, and
Zadoianchuk [4, Lemma 2.5], a bounded below function c
is K-inf-compact on the product of metric spaces X and A
if and only if it satisfies the following two conditions:
(a) c is lower semi-continuous;
(b) if a sequence {xn}n=1,2,... with values in X converges
and its limit x belongs to X then any sequence {an}n=1,2,...
with an ∈ A, n = 1, 2, . . . , satisfying the condition that the
sequence {c(xn, an)}n=1,2,... is bounded above, has a limit
point a ∈ A.
III. REDUCTION OF POMDPS TO BELIEF MDPS
First, we formulate the well-known reduction of a POMDP
to the belief MDP, also called a completely observable MDP
([1], [2], [9], [14], [17]). To simplify notations, we sometimes
drop the time parameter. Given a posterior distribution z of
the state x at time epoch n = 0, 1, . . . and given an action
a selected at epoch n, denote by R(B × C|z, a) the joint
probability that the state at time (n + 1) belongs to the set
B ∈ B(X) and the observation at time n belongs to the set
C ∈ B(Y),
R(B × C|z, a) :=
∫
X
∫
B
Q(C|a, x′)P (dx′|x, a)z(dx), (2)
where R is a transition kernel on X × Y given P(X) × A;
see Bertsekas and Shreve [1]; or Dynkin and Yushkevich
[2]; or Herna´ndez-Lerma [9]; or Yushkevich [17] for details.
Therefore, the probability R′(C|z, a) that the observation y
at time n belongs to the set C ∈ B(Y) is
R′(C|z, a) =
∫
X
∫
X
Q(C|a, x′)P (dx′|x, a)z(dx), (3)
where R′ is a transition kernel on Y given P(X) × A. By
Bertsekas and Shreve [1, Proposition 7.27], there exist a
transition kernel H on X given P(X)× A× Y such that
R(B × C|z, a) =
∫
C
H(B|z, a, y)R′(dy|z, a), (4)
B ∈ B(X), C ∈ B(Y), z ∈ P(X), a ∈ A.
The transition kernel H( · |z, a, y) defines a measurable
mapping H : P(X)×A×Y 7→ P(X), where H(z, a, y)[ · ] =
H( · |z, a, y). For each pair (z, a) ∈ P(X)×A, the mapping
H(z, a, ·) : Y 7→ P(Y) is defined R′( · |z, a)-a.s. uniquely in
y; Dynkin and Yushkevich [2, p. 309]. It is known that for
a posterior distribution zn ∈ P(X), action an ∈ A(x), and
an observation yn+1 ∈ Y, the posterior distribution zn+1 ∈
P(X) is
zn+1 = H(zn, an, yn+1). (5)
However, the observation yn+1 is not available in the belief
MDP, and therefore yn+1 is a random variable with the
distribution R′( · |zn, an), and (5) is a stochastic equation
that maps (zn, an) ∈ P(X) × A to P(P(X)). The stochastic
kernel that defines the distribution of zn+1 on P(X) given
P(X)× X is defined uniquely as
q(D|z, a) :=
∫
Y
ID[H(z, a, y)]R
′(dy|z, a), (6)
where for D ∈ B(P(X))
ID[u] =
{
1, u ∈ D,
0, u /∈ D;
Herna´ndez-Lerma [10, p. 87]. The measurable particular
choice of stochastic kernel H from (4) does not effect on the
definition of q from (6), since for each pair (z, a) ∈ P(X)×A,
the mappingH(z, a, ·) : Y 7→ P(Y) is defined R′( · |z, a)-a.s.
uniquely in y; Dynkin and Yushkevich [2, p. 309].
The belief MDP is defined as an MDP with parameters
(P(X),A,q,c¯), where
(i) P(X) is the state space;
(ii) A is the action set available at all state z ∈ P(X);
(iii) the one-step cost function c¯ : P(X) × A 7→ R, defined
as
c¯(z, a) :=
∫
X
c(x, a)z(dx), z ∈ P(X), a ∈ A; (7)
(iv) transition probabilities q on P(X) given P(X) × A
defined in (6).
see Bertsekas and Shreve [1, Corollary 7.27.1, p. 139] or
Dynkin and Yushkevich [2, p. 215], or Herna´ndez-Lerma [9]
for details. We note that an MDP (P(X),A,q,c¯) can be viewed
as a particular POMDP (P(X),Y,A, q, Q, c¯) with Y = P(X)
and Q(Z|a, z) = Q(Z|z) = I{z ∈ Z} for all z ∈ P(X),
a ∈ A, and Z ∈ B(P(X)).
If a stationary or Markov optimal policy for the belief
MDP exists and found, it allows the decision maker to
compute an optimal policy for the POMDP. The details on
how to do this can be found in Bertsekas and Shreve [1]
or Dynkin and Yushkevich [2], or Herna´ndez-Lerma [9].
Therefore, a POMDP can be reduced to a belief MDP.
This reduction holds for measurable transition kernels P ,
Q, Q0. The measurability of these kernels and cost function
c lead to the measurability of transition probabilities for the
corresponding belief MDP.
However, it is well known that, except for the case of
finite action sets, measurability of transition probabilities is
not sufficient for the existence of optimal policies in belief
MDPs, and certain properties hold if belief MDP satisfies
certain continuity conditions. These properties provide the
validity of optimality equations
vα(z) = min
a∈A
{
c¯(z, a) + α
∫
P(X)
vα(s)q(ds|z, a)
}
,
where z ∈ P(X), and the property that vα is a minimal solu-
tion of this equation. In addition if the function c¯ is bounded
on P(X) × A, and α ∈ [0, 1), vα is the unique bounded
solution of the optimality equation and can be found by
value iterations. However, under continuity conditions value
iterations converge to vα, which is not unique; Feinberg et al
[7]. This convergence is monotone if the cost function c takes
only nonnegative values. For belief MDPs there are sufficient
conditions for the existence of stationary optimal policies. If
the equivalent belief MDP satisfies these conditions, then the
optimal policy exists, the value function can be computed
by value iterations, the infimum can be substituted with
minimum in the optimality equations, and the optimal policy
can be derived from the optimality equations. If POMDP
satisfies these conditions, then the belief MDP also satisfies
the conditions ensuring the existence of optimal policies and
convergence of value iterations; see Feinberg et al. [7], [8].
IV. MAIN RESULTS
For belief MDPs, Feinberg et al [3], [8] described the
following general general conditions for the existence of
optimal policies, validity of optimality equations, and con-
vergence of value iterations.
Assumption (W∗) (cf. Feinberg et [8, Theorem 3.1]).
(i) c¯ isK-inf-compactand bounded frombelowonP(X) ×
A;
(ii) the transition probability q( · |z, a) is weakly continu-
ous in (z, a) ∈ P(X)× A.
Feinberg et [8, Theorem 3.3] implies that if c is K-inf-
compact on X× A and bounded from below, then Assump-
tion (W∗)(i) holds.
Herna´ndez-Lerma [9, Section 4.4] provided the follow-
ing sufficient conditions for Assumption (W∗)(ii) : (a) the
transition probability P ( · |x, a) and the observation kernel
Q( · |a, x) are weakly continuous transition kernels; and (b)
there exists a weakly continuous H : P(X)×A×Y 7→ P(X)
satisfying (4). The following relaxed version of (b) was
introduced in [8].
Assumption (H). There exists a stochastic kernel H on X
given P(X) × A× Y satisfying (4) such that: if a sequence
{z(n)}n=1,2,... ⊂ P(X) converges weakly to z ∈ P(X), and a
sequence {a(n)}n=1,2,... ⊂ A converges to a ∈ A as n→∞,
then there exists a subsequence {(z(nk), a(nk))}k=1,2,... ⊂
{(z(n), a(n))}n=1,2,... and a measurable subset C of Y such
that R′(C|z, a) = 1 and for all y ∈ C
H(z(nk), a(nk), y) converges weakly to H(z, a, y). (8)
In other words, (8) holds R′( · |z, a)-almost surely.
The following theorem is a part of [8, Theorem 3.2].
Theorem 4.1: Let the stochastic kernel R′(dy|z, a) on Y
given P(X) × A is setwise continuous and Assumption (H)
holds. Then the stochastic kernel q(dz′|z, a) on P(X) given
P(X)× A is weakly continuous.
In order to formulate Theorem 4.2, we need to introduce
several auxiliary facts. Let S be a metric space and F(S) be
the space of all real-valued functions defined on S. A subset
A0 ⊂ F(S) is said to be equicontinuous at a point s ∈ S, if
sup
f∈A0
|f(s′) − f(s)| → 0 as s′ → s. A subset A0 ⊂ F(S) is
said to be uniformly bounded, if there exists a constant M <
+∞ such that |f(s)| ≤M, for all s ∈ S and for all f ∈ A0.
Obviously, if a subset A0 ⊂ F(S) is equicontinuous at all
the points s ∈ S and uniformly bounded, then A0 ⊂ CB(S).
For a set B ∈ B(X), let RB be the following family of
functions defined on P(X)× A:
RB = {(z, a) 7→ R(B × C|z, a) : C ∈ B(Y)} . (9)
Theorem 4.2: If the topology on X has a countable base
τb = {O
(j)}j=1,2,... such that, for each finite intersection
O = ∩Ni=1O
(ji) of its elements O(ji) ∈ τb, i = 1, 2, . . . , N ,
the family of functions RO defined in (9) is equicontinuous
at all the points (z, a) ∈ P(X) × A, then the assumptions
and, therefore, the conclusion of Theorem 4.1 holds.
As explained in [6, Remark 4.5], the intersection assump-
tion in Theorem 4.2 is equivalent to the similar assumption
for finite unions. Note that, under assumptions of Theo-
rem 4.2, Feinberg et [8, Lemma 5.3, Corollary 5.1 and
Theorem 3.4] imply that the stochastic kernel q(dz′|z, a) on
P(X) given P(X)× A is weakly continuous.
Theorem 4.3: (Feinberg et al. [8, Theorem 3.6]) Let the
stochastic kernel P (dx′|x, a) on X given X× A be weakly
continuous and the stochastic kernel Q(dy|a, x) on Y given
A×X be continuous in total variation. Then the assumptions
and, therefore, the conclusion of Theorem 4.2 hold.
When the kernel kernel P (dx′|x, a) is continuous in X×
A, the observation kernel Q(dy|a, x) does not depend on
a, and X,Y,A are Borel subsets of Euclidian spaces, Kara
et [11, Theorems 2] proved weak continuity of the kernel
q(dz′|z, a). The following theorem extends this result to the
observation kernel Q(dy|a, x) depending on a.
Theorem 4.4: Let the stochastic kernel P (dx′|x, a) on X
given X× A be continuous in total variation and the obser-
vation kernel Q(dy|a, x) on Y given A × X be continuous
in a in total variation, that is, for each x ∈ X
ρTV (Q( · |a
′, x), Q( · |a, x))→ 0 as a′ → a. (10)
Then the assumptions and, therefore, the conclusion of
Theorem 4.2 hold.
V. PROOFS
This section consists of the proofs of Theorems 4.2 and
4.4.
Proof of Theorem 4.2: Feinberg et al. [8, Corollary 5.1]
implies that the stochastic kernel R′(dy|z, a) on Y given
P(X)×A is continuous in total variation, which is stronger
than setwise continuity. Assumption (H) follows from Fein-
berg et al. [8, Lemma 5.3]. Therefore, the assumptions and,
therefore, the statement of Theorem 4.1 hold. 
Proof of Theorem 4.4: Let us prove that for each B ∈ B(X)
the family of functions RB defined in (9) is equicontinuous
at all the points (z, a) ∈ P(X) × A. On the contrary, let
there exist B ∈ B(X), ε∗ > 0, (z, a) ∈ P(X) × A,
{(z(n), a(n))}n=1,2,... ⊂ P(X) × A, and {C(n)}n=1,2,... ⊂
B(Y) such that z(n) → z weakly, a(n) → a as n→∞, and
for each n = 1, 2, . . .
|R(B × C(n)|z(n), a(n))−R(B × C(n)|z, a)| ≥ ε∗. (11)
On the other hand, for each n = 1, 2, . . .
|R(B × C(n)|z(n), a(n))−R(B × C(n)|z, a)|
≤ I(n) := I
(n)
1 + I
(n)
2 + I
(n)
3 ,
(12)
where
I
(n)
1 :=
∣∣∣∣
∫
X
∫
B
Q(C(n)|a(n), x′)P (dx′|x, a(n))z(n)(dx)
−
∫
X
∫
B
Q(C(n)|a(n), x′)P (dx′|x, a)z(n)(dx)
∣∣∣∣ ,
I
(n)
2 :=
∣∣∣∣
∫
X
∫
B
Q(C(n)|a(n), x′)P (dx′|x, a)z(n)(dx)
−
∫
X
∫
B
Q(C(n)|a, x′)P (dx′|x, a)z(n)(dx)
∣∣∣∣ ,
I
(n)
3 :=
∣∣∣∣
∫
X
∫
B
Q(C(n)|a, x′)P (dx′|x, a)z(n)(dx)
−
∫
X
∫
B
Q(C(n)|a, x′)P (dx′|x, a)z(dx)
∣∣∣∣ .
If for each j = 1, 2, 3
I
(n)
j → 0 as n→∞, (13)
then (11) contradicts (12). Therefore, to complete the proof
of Theorem 4.4, we need to verify (13) for j = 1, 2, 3.
We prove first that (13) holds for j = 1. Since
‖Q(C(n)|a(n), · )‖∞ ≤ 1 for each n = 1, 2, . . . ,
I
(n)
1 ≤
∫
X
ρTV (P ( · |x, a
(n)), P ( · |x, a))z(n)(dx). (14)
The continuity in total variation of the stochastic kernel
P (dx′|x, a) on X given X× A implies that∫
X
lim sup
n→∞, x′→x
ρTV (P ( · |x
′, a(n)), P ( · |x′, a))z(dx) = 0.
Thus, according to Feinberg et al. [5, Theorem 1.1], ap-
plied to µ(n) := z(n), µ := z, and f (n)(s) := 2 −
ρTV (P ( · |s, a(n)), P ( · |s, a)) ≥ 0, s ∈ X, n = 1, 2, . . . ,
we have
∃ lim
n→∞
∫
X
ρTV (P ( · |x, a
(n)), P ( · |x, a))z(n)(dx) = 0.
(15)
Therefore, for j = 1 formula (13) follows from (14) and
(15).
Second, let us verify (13) for j = 2. The definition of ρTV
implies
I
(n)
2 ≤
∫
X
ρTV (Q( · |a
(n), s), Q( · |a, s))µ(n)(ds), (16)
where µ(n)(B) :=
∫
X
P (B|x, a)z(n)(dx) for each n =
1, 2, . . . and B ∈ B(X). Since the stochastic kernel
P (dx′|x, a) on X given X × A is continuous in total
variation, P (B|x′, a) → P (B|x, a) as x′ → x for each
B ∈ B(X) and x ∈ X. Therefore, according to Fein-
berg et [5, Theorem 1.1], applied to {µ(n), µ}n=1,2,... and
f (n)(s) := 12 ± (
1
2 − P (B|s, a)) ≥ 0, s ∈ X, n =
1, 2, . . . , we have that {µ(n)}n=1,2,... converges setwise to
µ as n → ∞, that is, µ(n)(B) → µ(B) as n → ∞
for each B ∈ B(X). Then, (10) and Feinberg et [5, The-
orem 4.1], applied to {µ(n), µ}n=1,2,..., f (n)(s) := 2 −
ρTV (P ( · |s, a(n)), P ( · |s, a)) ≥ 0, and g(n)(s) := 2, s ∈ X,
n = 1, 2, . . . , imply that
lim sup
n→∞
∫
X
ρTV (Q( · |a
(n), s), Q( · |a, s))µ(n)(ds) ≤ 0,
Thus, inequality (16) implies (13) for j = 2.
Third, let us prove (13) for j = 3. On the contrary, if
(13) does not hold for j = 3, there exist a subsequence
{I
(nk)
3 }k=1,2,... ⊂ {I
(n)
3 }n=1,2,... and δ
∗ > 0 such that
I
(nk)
3 ≥ 3δ
∗ (17)
for each k = 1, 2, . . . . On the other hand, since z(n) →
z weakly, Parthasarathy [13, Theorem 6.7] implies that the
sequence of measures {z(nk)}k=1,2,... is uniformly tight, that
is, for each δ > 0 there exists a compact set Kδ ⊂ X such
that
z(n)(X \Kδ) < δ,
for each k = 1, 2, . . . . Therefore, if we set δ := δ∗, then
(17) implies
δ∗ ≤
∣∣∣∣
∫
Kδ∗
∫
B
Q(C(nk)|a, x′)P (dx′|x, a)z(nk)(dx)
−
∫
Kδ∗
∫
B
Q(C(nk)|a, x′)P (dx′|x, a)z(dx)
∣∣∣∣
(18)
for each k = 1, 2, . . . . Since the stochastic kernel
P (dx′|x, a) on X given X × A is continuous in to-
tal variation, the family of bounded functions {x 7→∫
B
Q(C(nk)|a, x′)P (dx′|x, a)}k=1,2,... is equicontinuous at
all the points x ∈ X. Arzela`-Ascoli theorem implies the
existence of a strictly increasing subsequence {kl}l=1,2,... ⊂
{nk}k=1,2,... and a continuous function Φ : Kδ∗ 7→ R:
lim
l→∞
max
x∈Kδ∗
|
∫
B
Q(C(kl)|a, x′)P (dx′|x, a)− Φ(x)| = 0.
Thus, according to Lebesgue’s dominated convergence the-
orem,
lim
l→∞
∣∣∣∣
∫
Kδ∗
Φ(x)z(dx)
−
∫
Kδ∗
∫
B
Q(C(kl)|a, x′)P (dx′|x, a)z(dx)
∣∣∣∣ = 0.
(19)
Feinberg et [5, Theorem 1.1], applied to µ(l) := z(kl),
µ := z, and f (l)(s) := 2 ± (
∫
B
Q(C(kl)|a, x′)P (dx′|s, a)−
Φ(s)) ≥ 0, s ∈ X, l = 1, 2, . . . , imply
lim
l→∞
∣∣∣∣
∫
Kδ∗
Φ(x)z(dx)
−
∫
Kδ∗
∫
B
Q(C(kl)|a, x′)P (dx′|x, a)z(kl)(dx)
∣∣∣∣ = 0.
(20)
Thus, (19) and (20) contradict (18), that is, (13) holds for
j = 3. Since (13) holds for j = 1, 2, 3, Theorem 4.4 is
proved. 
VI. EXAMPLE: FILTRATION AND IDENTIFICATION
Let M, N, L, S, and T be natural numbers, and let
{ξt}t=0,1,... be a sequence of identically distributed finite
random vectors with values in RS and with the distribution µ.
Let {ηt}t=0,1,... be a sequence of random vectors with values
in RT whose components {ηkt }
k=1,2,...,T
t=0,1,... are independent
and uniformly distributed on (0, 1). An initial state x0 is
a random vector with values in RN . It is assumed that the
random vectors x0, ξ0, η0, ξ1, η1, . . . are defined on the same
probability space and mutually independent.
Consider a stochastic partially observable control system
xt+1 = F (xt, at, ξt), t = 0, 1, . . . , (21)
yt+1 = G(at, xt+1, ηt+1), t = 0, 1, . . . , (22)
where F and G are given measurable functions from RN ×
R
M × RS to RN and from RM × RN × (0, 1)T to RL
respectively. The initial observation is y0 = G0(x0, η0),
where G0 is a measurable function from R
N × (0, 1)T to
R
L. The states xt are not observable, while the states yt
are observable. The goal is to minimize the expected total
discounted costs.
We describe the above problem as a POMDP with the
state space X = RN , observation space Y = RL, and action
space A = RM . The transition law is
P (B|x, a) =
∫
RS
I{F (x, a, s) ∈ B}µ(ds), (23)
where B ∈ B(RN), x ∈ RN , and a ∈ RM . The observation
kernel is
Q(C|a, x) =
∫
(0,1)T
I{G(a, x, s) ∈ C}ds
where C ∈ B(RL), a ∈ RM , x ∈ RN , and s ∈ (0, 1)T . The
initial state distribution p is the distribution of the random
vector x0, and the initial observation kernel Q0(C|x) =∫
(0,1)T I{G0(x, s) ∈ C}ds for all C ∈ B(R
L) and for each
x ∈ X.
Assume that (x, a) 7→ F (x, a, s) is a continuous mapping
on RN × RM for µ-a.e. s ∈ RS . Then the stochastic kernel
P (dx′|x, a) on RN given RN × RM is weakly continuous;
Herna´ndez-Lerma [9, p. 92].
Assume that: (i) G is a continuous mapping on RM ×
R
N × (0, 1)T , (ii) the partial Jacobian derivative g(a, x, s) =
∂G(a,x,s)
∂s
exists everywhere and it is continuous, and (iii)
there exists a constant β > 0 such that | det g(a, x, s)| ≥ β
for all a ∈ RM , x ∈ RN , and s ∈ (0, 1)T . Denote by G the
inverse function for G with respect the last variable. Assume
that G is continuous. Then the assumptions of Theorem 4.3
are satisfied.
We remark that the Kalman filter in discrete time satisfies
the assumptions of Theorem 4.4. In this case, xt+1 =
F (xt, at, ξt) = A
∗xt + B
∗at + ξt and yt+1 = C
∗xt+1 +
vt+1, where A
∗, B∗, C∗ are real matrices of the respective
dimensions and vt is the observation noise which is assumed
to be zero mean Gaussian white noise with covariance
R : vt ∼ N (0, R). It is assumed that the random vectors
x0, ξ0, v1, ξ1, v1, . . . are defined on the same probability
space and mutually independent.
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