In this work, different relaxations applicable to an MPC problem with binary control signals are compared. The relaxations considered are the QP relaxation, the standard SDP relaxation and an equality constrained SDP relaxation. The relaxations are related theoretically and both the tightness of the bounds and the computational complexities are compared in numerical experiments. The result is that the standard SDP relaxation is the one that usually gives the best bound and is most computationally demanding, while the QP relaxation is the one that gives the worst bound and is least computationally demanding. The equality constrained relaxation presented in this paper often gives a better bound than the QP relaxation and is much less computationally demanding compared to the standard SDP relaxation. Furthermore, for a special case, it is shown that the equality constrained SDP relaxation can be cast in the form of a QP. This makes it possible to replace the ordinary QP relaxation usually used in branch and bound for these problems with a tighter SDP relaxation. Numerical experiments indicate that this relaxation can decrease the overall computational time spent in branch and bound. Abstract: In this work, different relaxations applicable to an MPC problem with binary control signals are compared. The relaxations considered are the QP relaxation, the standard SDP relaxation and an equality constrained SDP relaxation. The relaxations are related theoretically and both the tightness of the bounds and the computational complexities are compared in numerical experiments. The result is that the standard SDP relaxation is the one that usually gives the best bound and is most computationally demanding, while the QP relaxation is the one that gives the worst bound and is least computationally demanding. The equality constrained relaxation presented in this paper often gives a better bound than the QP relaxation and is much less computationally demanding compared to the standard SDP relaxation. Furthermore, for a special case, it is shown that the equality constrained SDP relaxation can be cast in the form of a QP. This makes it possible to replace the ordinary QP relaxation usually used in branch and bound for these problems with a tighter SDP relaxation. Numerical experiments indicate that this relaxation can decrease the overall computational time spent in branch and bound.
INTRODUCTION
In recent years the field of application for the popular control strategy Model Predictive Control (MPC) has been broadened in several steps. From the beginning, MPC was only applicable to linearly constrained linear systems. Today, it is possible to use MPC for control of hybrid systems. In the basic linear setup, the MPC problem can be cast in the form of a Quadratic Programming (QP) problem. When a hybrid system is to be controlled, binary variables are introduced and the optimization problem is changed from a QP to a Mixed Integer Quadratic Programming (MIQP) problem, which is in general known to be NPhard, (Wolsey, 1998) . MPC for hybrid systems is sometimes called Mixed Integer Predictive Control (MIPC). Today, there exist tailored optimization routines with low computational complexity for linear MPC. However, there is still a need for efficient optimization routines for MIPC.
A popular method for solving MIQP problems is branch and bound, where the original integer optimization problem is solved as a sequence of smaller QP subproblems. The subproblems are ordered in a tree structure, where one new integer variable is fixed at each level. Depending on the problem, sometimes a large number of QP subproblems have to be solved and the worst case complexity is known to be exponential. The efficiency of the branch and bound method highly relies on the possibility to efficiently compute tight bounds on the optimal objective function value. For MIQP-problems, usually QP relaxations (which are often called linear relaxations), where integer constraints are relaxed to interval constraints, are solved in the nodes to produce these bounds. However, recent research has shown that it is possible to use Semidefinite Programming (SDP) in order to compute tighter bounds for the problem. Unfortunately, solving the SDP relaxation is generally much more time consuming than solving the corresponding QP relaxation. Therefore, it is of greatest interest to investigate if it is possible to decrease the computational complexity. The SDP relaxations have previously been considered in several contexts and they have successfully been applied to, e.g., the Max Cut problem (Goemans and Williamson, 1994) and the Multiuser Detection problem (Ma et al., 2002; Dahl et al., 2003) .
In this paper, several relaxations for MIPC are considered, and their corresponding tightness and computational complexity are compared. For a special case, it is also shown how much the computational time can be reduced if an SDP relaxation is used in the nodes in branch and bound. Furthermore, it is investigated how to use the SDP solution in order to be able to compute suboptimal solutions to the problem at a low computational cost. The results in this paper are shown for unconstrained systems containing only binary control signals. In this case, the optimization problem becomes a special case of an MIQP, i.e., a Binary Quadratic Programming (BQP) problem. However, the results are in principle also applicable in the case of mixed binary valued and real valued control signals.
INTRODUCTION TO THE CONTROL PROBLEM
In this paper, an MIPC problem with a quadratic objective function, or performance measure, in the form
is considered, where
++ and Q u ∈ S m ++ , and r(t) ∈ R p is the reference signal. The dynamical system to be controlled is in the form
where t ∈ Z is the discrete time, x(t) ∈ R n is the state, u(t) ∈ {0, 1} m is the control input and e(t) ∈ R p is the control error.
Remark 1. Even though a time-invariant description is chosen in the presentation of this work, all results also hold for the case with time-varying system matrices in (2).
From an optimization point of view, this problem can be formulated as a BQP problem in, at least, two equivalent ways. First, the equality constraints representing the dynamics of the system, can be kept and the result is a BQP (since x and e are real-value this is strictly speaking an MIQP, but it is called a BQP here to simplify notation) in the form minimize x,u,e
where J BQP 1 (u, e) = 1 2 e T Q e e + 1 2 u T Q u u and where the notation is similar to the one used in (Axehill, 2005) . Second, the constraints in (2) can be used to eliminate the states and control errors and the resulting optimization problem can be expressed as a BQP problem equivalent to the problem in (3) in the form
Q e e 0 , E = −CA −1 B and e 0 = CA −1 b − r, and the notation is similar to the one used in (Axehill, 2005) . For what follows, it is important to note that E T Q e E + Q u is dense while Q e and Q u are block diagonal. Since the optimal objective function values of the problems in (3) and in (4) coincide, the optimal objective function value is defined as J *
RELAXATIONS
An optimization problem is said to be a relaxation of another optimization problem if the feasible set is larger than the feasible set of the original problem and the objective functions are equivalent in the two problems. In this work, the integer constraints are the difficult constraints and therefore the aim is to replace them by constraints that are easier to work with. As will be shown, this can be done in several different ways, i.e., there are several different possible relaxations of these constraints.
QP relaxation
The QP relaxations of the problems in (4) and (3), can easily be derived by replacing the binary constraints with interval constraints. This means that the QP relaxation of the problem in (3) is
where J QP 1 (u, e) = J BQP 1 (u, e) and the QP relaxation of the problem in (4) is
where
These are QP problems corresponding to linear MPC problems. For QP problems of the type in (5), it is well-known that the underlying structure from the MPC problem can be used to efficiently compute the optimal solution, (Jonson, 1983; Rao et al., 1998; Axehill and Hansson, 2006) .
Standard SDP relaxation
In this section, the moment relaxation (Lasserre, 2001; Wolkowicz et al., 2000) of the problem in (4) is investigated. It can also be found as the dual problem of the dual of the problem in (4). This relaxation is the SDP relaxation which is most commonly used for a BQP problem and can be formulated as minimize
+ . This relaxation has been extensively studied in the literature and there exist bounds on the tightness of the relaxation. The first work was presented for the Max Cut problem in (Goemans and Williamson, 1994) , and this result has been refined in several papers, e.g., (Nesterov, 1998) and (Ye, 1999) . The BQP problem is considered in (Nesterov, 1997) . Furthermore, there exist randomization methods to derive sub optimal solutions from the solution to the relaxed problem, (Goemans and Williamson, 1994) . However, a drawback with the standard SDP relaxation is that the number of variables grows fast and, as a consequence, it soon becomes rather computationally demanding.
Equality constrained SDP relaxation
The equality constrained SDP relaxation can be found as the moment relaxation of (3), or as the dual of the dual problem of (3). The equality constrained SDP relaxation can be written as minimize
A very important question is if there is a difference in the bounds provided by the optimal objective function values of the problems in (7) and in (8). This question will be answered in the next section.
Relations between the relaxations
In this section, the relaxations in (5), (6), (7) and in (8) are related. It is rather straightforward to show that the problems in (5) and (6) 
PROOF. The lemma is shown for the case n = 2 and the result for the general case follows by using the result for that special case repeatedly.
Using the Schur complement formula the following holds 
where a new matrix U has been introduced. By Lemma 1, this statement is equivalent to ∃U :
and the desired result follows. 2
Now, the QP relaxation in (6) is related to the SDP relaxation in (7). Consider the feasible set of the problem in (7). By Theorem 1, all u that are feasible in the SDP relaxation are also feasible in the QP relaxation. Furthermore, the objective functions in (6) and in (7) are not the same.
The difference is that u T E T Q e E + Q u u = tr E T Q e E + Q u uu T in the problem in (6) has been replaced by tr E T Q e E + Q u U in the problem in (7). However, the positive semidefinite constraint can be written as U uu T , and hence the following relation between the problems in (6) and (7) holds
Using similar arguments, it can be also be shown that
The conclusion that follows is that the considered SDP relaxations are as least as tight as the considered QP relaxations. This result is general and holds also for non-MPC BQP problems.
The next step is to relate the optimal objective function values of the problem in (7) and the problem in (8). If the equality constraints for the dynamics and the control error in (8) are eliminated, the result is an equivalent problem in the form
The difference between the problem in (7) and the problem (15) is that the term tr E T Q e EU in (7) has been replaced by the term u T E T Q e Eu = tr E T Q e Euu T in (15). Since U − uu T 0, and Q e 0, the conclusion is that
i.e., the equality constrained SDP relaxation is not in general as tight as the standard SDP relaxation. The complete relation between the different problems is therefore
4. REDUCING COMPUTATIONAL COMPLEXITY
Full cost matrix Q u
The main advantage with the problem in (8) compared to the one in (7) is that the objective function Hessian for the problem in (8) is block diagonal. Specifically, Q u is block diagonal. Hence, the off-diagonal blocks of U are not used in the objective function. Furthermore, they are not used in any constraint other than the positive semidefinite constraint involving U and u. Therefore, the problem becomes a feasibility problem in the off-diagonal blocks in U , i.e., given the diagonal blocks in U , is it possible to find off-diagonal blocks such that the constraint is satisfied. Then, according to Lemma 1, such off-diagonal blocks making the entire matrix U positive semidefinite can be found if and only if (ii) in Lemma 1 is satisfied. Hence, the feasible set for u and the diagonal blocks in U can equivalently be written as several smaller semidefinite constraints. Therefore, by using Lemma 1, and that Q x also is block diagonal, the problem in (8) can be written as
where J SDP 1 (U (t), x(t), u(t), e(t)) = 1 2
T Q e (N )e(N ) and T = {0, . . . , N − 1}. Here, also the equality constraints have been written out using the corresponding partitioning of u. The dynamics now becomes clearly visible. Note that the number of variables grows linearly in the prediction horizon N .
Diagonal cost matrix Q u
If Q u is diagonal, then the SDP relaxation in (18) can be shown to be equivalent to a QP. First, the objective function can be written as
T Q e e(t) + diag(Q u )u(t) + 1 2 e(N ) T Q e (N )e(N ) since U ii (t) = u i (t). Then, by Theorem 1, the positive semidefinite constraint and the constraint U ii (t) = u i (t) can be replaced by a constraint in the form 0 ≤ u ≤ 1. The resulting problem is a QP in the form minimize U (t),x(t),u(t),e(t) JQP 3 (U (t), x(t), u(t), e(t))
where J QP 3 (U (t), x(t), u(t), e(t)) = 1 2
T Q e (N )e(N ) and T = {0, . . . , N − 1}. Hence, in the diagonal case, the equality constrained SDP relaxation can be computed with similar computational complexity as the QP relaxation.
Efficient generation of suboptimal solutions
In this section, it is shown how the optimal solution to the problem in (18) can be used to generate suboptimal integer solutions to the problems in (3) and (4). The heuristic method applied is to generate variables from a Gaussian distribution with mean u(t) and variance U (t) − u(t)u T (t) and thereafter round the result either to 0 or to 1. The procedure is defined by the equations in (20), whereū(t) is the generated random variable andû(t) is the rounded integer solution, where round 0/1 represents a function that rounds to 0 or to 1.
Usually, several variables are generated from the distribution and the sample that gives the lowest objective function value is kept as the suboptimal solution. Since the randomization procedure is possible to perform block wise, and there are N −1 blocks, the computational complexity grows linearly in the prediction horizon. Note that this also includes the objective function value computation.
NUMERICAL EXPERIMENTS
In this section, the relaxations in (6), (7) and (18) are compared in numerical experiments. Furthermore, the relaxation in (19) is compared to the ordinary QP relaxation when used in branch and bound. All tests of the computational times were performed on a computer with two processors of the type Dual Core AMD Opteron 270 sharing 4 GB RAM (the code was not written to utilize multiple cores) running CentOS release 4.4 Kernel 2.6.9-42.0.3.ELsmp and Matlab 7.2. In all experiments, the SDP problems were formulated using Yalmip, (Löfberg, 2004) , and solved by SDPT3, version 3.02. The optimal solution and the QP relaxation were computed by using CPLEX version 10.010.
In the first experiment, the respective tightness of the bounds are compared for different prediction horizons. The results are presented in Figure 1a and are found as the average of 10 problems generated by the Matlab function drss with 2 states, 2 control signals and full cost matrices Q x and Q u . The result from the experiment clearly confirms the theoretical result in (17). It should be mentioned that the tightness is problem dependent, and the quality of the bounds may vary. The result indicates that there are practical control problems where the equality constrained relaxation is useful, i.e., the bound is tighter compared to the QP relaxation. Similar results have been found in the case with diagonal cost matrix Q u .
In the second experiment, the quality of the randomized suboptimal solutions are compared for the same problems as in the first experiment. The gaps are illustrated in Figure 1b , and is the result after 100 randomizations for each example. The standard SDP relaxation finds the best solution. The suboptimal solutions generated by the equality constrained SDP relaxation have similar tightness. The rounded QP relaxation is also considered in the comparison. This approach seems in general to generate worse suboptimal solutions. (6), (7) and (18) are shown. The QP relaxation was computed using quadprog and the two SDP relaxations were computed using SDPT3.
Fig. 1. Numerical results when the cost matrix
Q u is a full matrix. For each prediction horizon length, 10 random MPC problems were solved and the presented result is an average over the result from those 10 problems. SDP 1 refers to the relaxation in (18), SDP 2 to the relaxation in (7), and QP to the relaxation in (6). The results in 1a and in 1b are similar in the case with diagonal Q u .
Note that all approaches actually seem to produce rather good bounds, and that the practical difference seems fairly small in the examples considered. The practical value of the improved bounds is indicated in experiment four.
In the third experiment, their respective computational times are compared. The result is presented in Figure 1c and it was found by using the Matlab command cputime and it does not include the time spent in Yalmip. The conclusion is that the standard SDP relaxation is rather slow to compute. The equality constrained SDP relaxation is significantly less computationally demanding. The QP relaxation is the least computationally demanding relaxation to compute. Note that, if Q u is diagonal, the result in Section 4.2 applies and it is then possible to compute the equality constrained SDP relaxation to a computational cost similar to the one of the QP relaxation.
Ideally, it would have been desirable to use the SDP relaxation in all nodes in branch and bound. In practice this is generally not possible, due to is a diagonal matrix. For each prediction horizon length, 10 random MPC problems were solved and the presented result is an average over the result from those 10 problems. The relaxations used in branch and bound in the comparison are the standard QP relaxation in (6) and the equality constrained SDP relaxation computed as a QP from (19). Note that the global integer optimum is computed in this experiment.
the computational complexity. However, if the cost matrix Q u is diagonal, the result in Section 4.2 can be used and the equality constrained SDP relaxation can be solved as a QP. In that case, it is actually possible to use the equality constrained SDP relaxation in all nodes and this has been done in the fourth experiment. The result is illustrated in Figure 2 and has been found using the MIQP solver miqp.m, (Bemporad and Mignone, 2000) . In Figure 2a , it can be seen that the computational time is usually reduced when the equality constrained SDP relaxation is used. Figure 2b confirms that the number of nodes necessary to solve in branch and bound is significantly reduced if the equality constrained SDP relaxation is used in the nodes. This result indicates that even though the improvement of the bounds seems small in the first experiment, it is actually useful in branch and bound, and can be used to speed up the solution process.
CONCLUSIONS
In this paper, the QP relaxation, the standard moment relaxation and an equality constrained moment relaxation have been applied to an MPC problem with binary control signals and their respective tightness and computational complexity have been compared. The conclusion is that the best lower bound is achieved by the standard moment relaxation, which is also the most computationally demanding relaxation. Furthermore, the QP relaxation gives the worst lower bound, but is also significantly faster to compute. The equality constrained moment relaxation presented in this paper gives a bound at least as good as the bound from the QP relaxation and it is significantly less computationally demanding compared to the standard moment relaxation. This is mainly because of the fact that the number of variables are less and they grow linearly in the prediction horizon. Furthermore, if the cost matrix for the control signal Q u is diagonal, the equality constrained SDP relaxation can be computed as a QP. For this case, the ordinary QP relaxation usually used in branch and bound was successfully replaced by the equality constrained SDP relaxation. As a result, the overall computational time for branch and bound was reduced. Finally, it is also shown how suboptimal integer solutions can be generated in a computationally efficient way by using the optimal solution from the equality constrained moment relaxation. Problems with constraints and the search for an efficient solution to the Newton equations for the relaxations are left as future work.
