We present an approach to multimodal semantic segmentation based on both color and depth information. Our goal is to build a semantic map containing high-level information, namely objects and background categories (carpet, parquet, walls …). This approach was developed for the Panoramic and Active Camera for Object Mapping (PACOM)
Introduction
The Panoramic and Active Camera for Object Mapping (PACOM) project addresses the understanding of how an autonomous embodied system can build and extract information from sensory and sensory-motor data and generates plans and actions to explore and navigate in typical indoor environmental settings. In particular, we seek to extract high-level semantic information that is easy to understand and interesting to the robot users such as surrounding objects and the environment structure. The project goal is to participate in the CAROTTE challenge that takes place in an arena of approximately 120m². Several kinds of objects are present, either isolated or gathered, in multiple specimens, which must be detected, located, and identified or characterized by the robot. The environment contains several rooms typically 10 or more, with variable grounds and various difficulties (fitted carpet, tiling, grid, sand, stones…).
We developed a multi-sensor system in support of the PACOM project (see Fig. 1 ) based on a pioneer 3 dx from Mobile Robots Inc [15] . The robot was fitted with a horizontal laser rangefinder used for the 2D localization, a ring of sonar sensors to avoid obstacles, a Pan-Tilt-Zoom camera to identify some critical obstacles like the gravel, and three on-board computers. We use a Kinect camera from Microsoft to construct 3D point clouds representing the environment. The semantic segmentation problem could be defined as follows: given an input image, assign a label to each one of the pixels; the labels are associated to high-level concepts that give a semantic interpretation to the scene; adjacent components with the same label constitute the "semantic segments" and are associated to the real world objects indicated by the label.
The problem can be approached from different perspectives. One alternative is to directly assign labels to the pixels and then find the connected components that constitute the semantic segments. Another alternative is to find first a segmentation of the image and then assign a label to each segment. In this paper we follow an intermediate approach, first we found an over-segmentation of the image, and then labels are assigned to each small region (called superpixel). Later, contiguous superpixels with the same label can be merged to form the final segments.
In this paper we explore a multimodal technique based on two main steps: first, the over-segmentation of the scene in superpixels, and second, the assignment of labels to theses superpixels using a Markov Random Field (MRF) model. We compare different approaches for superpixels computation using either the color information, the depth information or both and we characterize them using bag of features representations. An energy function is then defined over the MRF using four main elements: the color image conditional probability, the depth conditional probability, the probability to assign a given labeling to two adjacent superpixels and the a priori label probability. We provide a detailed analysis of the importance of color and depth information at the two levels (superpixels and MRF) for the overall performances. This paper is organized as follows: next section overviews the related work. Section 3 describes our multimodal semantic segmentation approach and Section 4 analyses the performance gain obtained when using color and depth information in our algorithm.
Related work
We are interested in the problem of semantic segmentation, i.e. assigning each pixel in an image to one of several predefined semantic categories. This is a supervised learning problem in contrast to low-level unsupervised segmentation which groups pixels into homogeneous regions based on features such as color or texture.
The existing works on semantic segmentation typically differ in the choice of elementary regions for which the labels are sought, the types of features which are used to characterize them, and means of integrating the spatial information. Instead of working directly at the pixel level, one strategy to address the semantic segmentation problem is to compute features that involves bigger entities than pixels (called superpixels), to assign labels to these entities according to a trained classification model, and finally, to group them into semantic objects. [7] , [4] and [8] rely on small blob-based superpixels represented by descriptors such as color, texture [7] , 2D frequency planes [2] or SIFT [4] . Once the superpixels are characterized, the descriptor set can be reduced by generating a specific non-redundant vocabulary of elementary features. In [4] and [6] , the bag of features model was adapted based on hierarchical K-means; [1] built a randomized forest decision that uses simple pixel comparisons, performing an implicit hierarchical clustering into semantic textons.
It is then necessary to build a classifier for the labeling task using these descriptors and incorporating contextual information. Some approaches are based on a probabilistic framework such as a Random Field (RF), mainly the Markov Random Field (MRF) [16] and the Conditional Random Field (CRF) [17] . While the MRF is generative in nature, the CRF models directly the conditional probability of labels given features thus simplifying the use of more complex features. There also exist approaches to enforce local consistency without RF models, including the forest of spanning tree method of [16] and the contextual empirical Bayes approach of [18] . [8] proposed a MRF model incorporating local data interaction in unsupervised parameter learning. This model includes computational efficiency by using superpixel structure and its ability to integrate local knowledge in the learning process. [5] trained a CRF on heterogeneous descriptors extracted at different scales and locations in the image. [7] proposed an SVM-MRF framework to model features and their spatial distributions (SVM is applied to represent conditioned feature vector distributions within each cluster, and MRF is used to model the spatial distributions of the semantic labels). [6] presented a MRF based multivariate segmentation algorithm called "multivariate iterative region growing using semantics" (MIRGS): the impact of interclass variation and computational cost are reduced using the MRF spatial context model incorporated with adaptive edge penalty and applied to regions.
[3] presented a learning-based unified image retrieval framework to represent images in local visual and semantic concept-based feature spaces. In this framework, a visual concept vocabulary (codebook) is automatically constructed by utilizing self-organizing map (SOM) and statistical models are built for local semantic concepts using SVM. The features are unified by a dynamically weighted linear combination of similarity matching scheme based on the relevance feedback information. [2] proposed a novel method which integrates principal component analysis (PCA) and SVM neural networks for analyzing the semantic content of natural images.
The recent wide availability of depth cameras [11] has spurred further progress in labeling 3D scenes. Several properties should be captured: local properties (visual appearance, shape, and geometry), visual context and geometric context (on top of, in front of, convexity …). [19] addresses the problem of segmenting 3D scan data into objects. The applied segmentation framework is based on a subclass of MRF which supports efficient graph-cut inference. [20] presents a contribution to the problem of 3D point cloud classification onboard a mobile vehicle using a CRF for scene interpretation and environment modeling. It is shown how efficient learning of a random field with higher-order cliques can be achieved using subgradient optimization. [21] uses a CRF model to discover and exploit contextual information, classifying planar patches extracted from the point cloud data.
Multimodal semantic segmentation
We present the three semantic segmentation algorithms that we used for evaluating the interest of color and depth information for semantic segmentation. The first is only based on color images (color-based segmentation), the second is only based on depth images (depth-based segmentation) and the third integrates both color and depth information with several different approaches. These three approaches are based on the Markov Random Field framework. For our superpixel over-segmentation, we were inspired by the algorithm used in [4] . The algorithm uses watershed segmentation applied on the image Laplacian based on uniformly distributed seeds along a regular grid. The image Laplacian is obtained using either color, depth or by fusing the two information. The depth Laplacian is computed by applying a bilateral filtering on the depth image to reduce noise before computing the Laplacian. The color Laplacian is defined by converting the color image in grayscale before computing the Laplacian. The fusion Laplacian is defined by taking the maximum of the Laplacian of the color image and the depth one.
Superpixel over-segmentation
The fusion approach improves the contrast for objects having a color similar to the background that are usually badly segmented when using color information only.This method gives superpixels that offer a better delimitation for the objects (see Fig. 3 ), but presents also the disadvantage of producing more small superpixels. This occurs in particular if there are small shifts between the color image and the depth one, which can happen in cases of bad calibration or temporal shift between the two images if the robot moves during acquisition. As we will further see it, this new segmentation in superpixels produces however an overall positive effect. Fig. 3 . Example of improvement related to the integration of both color and depth information for the supepixels computation. Fusion better delimits the object, but provides superpixels sometimes more disturbed.
Color superpixel representation
For our experiments, we compute a feature vector per superpixel from the color image. First, we find the 'morphological center' that is defined as the maximum of a distance map computed in the superpixel with respect to the superpixel boundary. Second, we compute a SIFT descriptor for the superpixel's center. This generates 128 feature values, which are coupled with the average color of the superpixels, represented in the L*a*b color space. In total, this produces 131 features per superpixel.
Depth superpixel representation
We implemented and tested the descriptor proposed by [14] which is employed in the Xbox console from Microsoft to predict 3D positions of body joints from a single depth image. This descriptor computes, for each considered pixel, the difference in depth between two close pixels characterized by offsets ( , ) u v which are normalized by the pixels depth to ensure that features are depth invariant. At a given point on the object, a fixed world space offset will result whether the pixel is close or far from the camera [14] , [9] . A simple depth comparison features is employed, inspired by those in [10] . At a given pixel x, the features compute: Fig. 4 (c) ). The design of these features was strongly motivated by their computational efficiency as no depth image preprocessing is needed. Fig. 4 . Depth image features. The yellow crosses indicate the pixel x being classified. The red circles indicate the offset pixels as defined in Eq. 1. In (a), the two example features give a large depth difference response. In (b), the same two features at new image locations give a much smaller response. In (c), Illustration of a part of the neihboring considered around the superpixel's center for depth descriptors.
A Markov Random Field model for multimodal labeling
The color and depth-based semantic segmentation algorithm uses a MRF model to assign labels to superpixels. The process is divided in two main phases: training and testing. During training, the MRF is trained using a set of labeled, color Color Depth Fusion and depth images. During testing, the MRF is used to assign labels to new images. The overall process is illustrated in Fig.  5 . The training process proceeds as follows: 1) For each color and its corresponding depth image, a superpixel extraction algorithm is applied to find an oversegmentation using one of the three approaches described in section 3.1.
2) For each superpixel in each color image, a 131-feature vector is computed. For each superpixel in each depth image, a 496-feature vector is computed.
3) The set of all color feature vectors is used to build a color Bag-of-Features (BoF) codebook. The set of all depth feature vectors is used to build a depth Bag-of-Features (BoF) codebook. BoF codebooks are created by applying Learning Vector Quantization [22] .
4) All the images of the training dataset are represented by the corresponding code-words for each superpixel. A superpixel neighborhood graph is computed (two superpixels are said to be neighbors if they share one or more boundary pixels.).
5) A MRF model is trained by computing the probability distributions that correspond to the model parameters. These distributions are: The test process is as follows: for a particular image, the superpixel extraction and image representation processes are applied as described in the training process; then, the MRF energy optimization algorithm (described in the following subsection) is applied, using the parameters learned during the training phase, to find the superpixel labels.
A MRF is a graph, ( , ) x . In this particular framework, the problem is: given a set of observations to infer the most probable assignations for the latent variables, which can be state as:
This problem is in principle, a hard problem to solve since the space of possible assignments for L grows exponentially with the size n of the graph. However, there are efficient algorithms that exploit the particular structure of MRF to find optimal or close to optimal solutions to this problem. In general, all the algorithms exploit the so called factorization property of the joint probability:
where Z is a normalization constant, C runs over the maximum cliques of the graph, and C is function over the variables of the corresponding clique called a potential function. Usually, the potential functions take the form:
where E is an energy function. In this case the joint probability can be expressed as:
. As a result, the MRF probability distribution is determined by specifying the energy function, and minimizing it is equivalent to maximizing the joint probability. The problem of semantic segmentation is modeled using a MRF model as follows:
1) The vertexes of the graph V correspond to the set of superpixels extracted from one image; the edges E are determined by the superpixel adjacency relationship. x that correspond respectively to the color and depth superpixel's information.
3) The MRF energy function is defined as follows:
where:
This definition is motivated by an expression of the conditional probability of the labeling given by:
The last expression is motivated by the fact that the evidence probability ( ) P X is the same for all the different labels.
Since we are interested in the maximum a posteriori estimation, it is enough to take into account only the numerator. The computational problem is to find the labels that maximize the posterior probability (2) . Recently, different efficient algorithms have been proposed to solve this problem including: graph cuts, loopy belief propagation and tree-re-weighted message passing [12] . In our implementation we used a general algorithm to solve the max-sum problem in graphs based on linear programming [13] .
Experimental evaluation
In this section, we present an experimental evaluation of our multimodal semantic segmentation algorithm and compare it with color-based segmentation and depth-based segmentation algorithms for backgrounds and objects classification.
The proposed system was evaluated on a specifically created database: a collection of 137 labeled images that associate each pixel with one of 7 semantic classes. The semantic classes are the following: (1) carpet floor, (2) white wall, (3) file box, (4) chair, (5) ball, (6) lino floor, (7) wooden wall. (1), (2), (6) and (7) represent the backgrounds, including floors and walls. (3), (4) and (5) represent various objects. Our goal with this preliminary evaluation was to evaluate the performance gained by using a multimodal approach before applying our system to a larger database.
We run experiments with these 7 classes, but also with 5 classes, the 3 objects being gathered in only one class "Object" with the goal of separating objects from background. The training step is done on 127 images chosen randomly, and tests are done on the 10 remaining images. We run the three algorithms with respectively 7 classes and 5 classes and evaluate the interest to have gathered the various objects in only one class in order to have more significant results. In order to limit the effects of the training images choice, this procedure is carried out 10 times and the average performances are reported.
For classification, we report the per-class average accuracy, i.e. the diagonal average of the confusion matrix between the ground truth label part and the most likely inferred part label.
We also investigate the effect of several MRF parameters on the classification accuracy by using a grid search on these parameters and reporting the values obtained with the best parameter set.
For the color-based segmentation experiments, we used the following energy function:
the parameter was kept equal to 0.2 and ( , ) were varied (from 0 to 1.0 with step of 0.2).
For the depth-based segmentation, we used:
For the multimodal segmentation experiments, we used:
and ( , ) were varied (from 0 to 1.0 with step of 0.2). Fig. 7 illustrate the results typically obtained. With the best parameters, the recognition is of very good quality. As shown in table 1, we obtained around 80% of recognition rate. The recognition is overall better for the background classes than for the objects taken either in isolation or as a single class. The superpixels computation integrating both depth and color information, associated with a MRF using also depth and color information gives the best results. The regrouping of the various objects in only one "object" class improves the total rate of recognition appreciably, but doesn't distinguish between the objects anymore and decreases a little bit the floors and walls recognition rates. This approach is however interesting because it improves the average recognition accuracy of the "object" class, i.e. that it is possible to better distinguish the objects from the background, knowing that the segmented objects can be identified thereafter using reliable methods, such as those used in [15] .
The gain obtained by the use of depth and color for superpixels extraction is positive, but quite small in practice. This is linked to the fact that these superpixels are only bringing improvements for the borders of objects that are difficult to perceive in the color image, which only happens for a few objects in our database.
The gain obtained by using color and depth in the MRF is more sensitive and improves the overall performances by 1%. 
Conclusion & perspectives
We proposed a semantic segmentation algorithm based on color and depth information and evaluated the influence of various parameters of this algorithm. Applied in an indoor environment, the use of depth and color information for superpixels segmentation and semantic labeling effectively improves the accuracy of the segmentation of the environment into backgrounds and objects classes, compared with algorithm using only color or only depth.
For the next months, we plan to evaluate other depth descriptors, make more representative evaluations with more complex databases acquired in real conditions during the CAROTTE competition and compare our results with another algorithm using only 3D information for object/background segmentation [15] .
