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ABSTRACT 
 
This thesis sought to explore the use of minimally invasive surgery via biomechanical 
simulation of soft tissue deformation and needle path planning insertion. When surgeons are 
placed under mechanical stress, human brain cells exhibit the viscoelastic behaviour of solid 
structures. However, the behavioural mechanisms of tissues/cells are not yet fully understood, 
and more information is needed to reliably calculate tissue/cell deformation.  
The research objectives and methodologies were:  
First, to objectively investigate and characterise the mechanical properties of biological 
tissues/cells by using experimental atomic force microscopy (AFM) data (see CHAPTER 3). 
This method was used to analyse the cell’s mechanical behaviours with a developed numerical 
algorithm. The difference between two human brain cells (normal HNC-2 and U87 cancer 
cells) was studied to determine their mechanical properties so that these could then be applied 
to our proposed 3D model (see CHAPTER 5). 
Second, using the measured experimental AFM data, a system identification of AFM 
characterisation was implemented in another chapter (CHAPTER 4), which for comparison, 
was based on a MATLAB algorithm. The results showed that the model that was identified for 
AFM matched the measured experimental AFM data. 
Third, to establish a finite element method (FEM) for real-time modelling of nonlinear 
soft tissue deformation behaviours using a three-dimensional (3D) dynamic nonlinear FEM; 
this method was developed to establish the large-range deformation of tissue/cells with second-
order Piola-Kirchhoff stress (CHAPTER 5). A Newmark numerical process was implemented 
to solve the partial differential equations (PDEs) that resulted from the FEM. Experimental 
analysis of biological human brain cells was conducted to verify and validate the nonlinear 
FEM for simulating deformation. 
Fourth, to establish a method for real-time motion plan modelling of nonlinear needle 
deflection during needle insertion using the third objective to implement the nonlinear FEM 
for needle path planning.   
Last, to use an application of bio-heat transfer of potential needle tip path planning by 
applying a bioheat transfer-based method (CHAPTER 6); this method was established for 
vi 
 
optimal path planning for needle insertion in the presence of soft tissue deformation. A bio-
heat transfer was used to develop a temperature distribution for path planning to reach the 
target and avoid obstacles in cubic, liver and brain cell models. The algorithm defines the 
optimal path for needle tip placement; the needle tip placement is determined by the 
temperature distribution, which in turn, is based on soft tissue deformation that occurs in the 
process of needle insertion. When force was applied during the needle penetration process, the 
deflection accrued was based on the geometry of nonlinear material. Based on our simulation 
of 3D FEM discretisation of the Pennes’ Bio-heat Transfer Equation, the distribution of the 
temperature from single point temperature sources was performed to determine the degree of 
transient thermal. Furthermore, the distribution was used to model thermal stresses and strains 
within the cell/tissue, which result from the heat source. 
The main contribution to this field is building a new conceptual design methodology for 
characterisation of the mechanical properties of biological cells by extracts of the mechanical 
properties of two biological human brain cells (normal HNC-2 and cancer U87 MG cells), and 
the experimental use of AFM for the first time. Also, linear FEM for soft tissue/needle insertion 
with large deformation is developed and adapted to our three-dimensional dynamic FEM soft 
tissue/cell modelling using numerical integration methods. Verification of the experimental 
work and the proposed method is examined mathematically and systematically using a system 
identification schema. Moreover, bio-heat transfer for needle insertion is implemented based 
on the proposed FEM soft tissue deformation modelling to represent path planning. The 
investigation of needle insertion into soft tissue/cell deformation using bioheat transfer FEM 
has not been done before. 
 
 
 
 
 
 
 
vii 
 
Table of Contents 
CHAPTER 1 ...................................................................................................................... 18 
INTRODUCTION ............................................................................................................... 18 
1.1 BACKGROUND .............................................................................................................. 19 
1.2 RATIONALE FOR THE RESEARCH ................................................................................... 21 
1.3 PROBLEM STATEMENT, THESIS OBJECTIVES, AND CONTRIBUTIONS .............................. 25 
1.4 CONCLUSION ................................................................................................................ 27 
CHAPTER 2 ...................................................................................................................... 28 
LITERATURE REVIEW ....................................................................................................... 28 
2.1 INTRODUCTION ............................................................................................................ 29 
2.2 CELL MECHANICAL CHARACTERISATION ....................................................................... 30 
2.3 AFM SYSTEM IDENTIFICATION AND CELL MODELLING .................................................. 32 
2.4 FEM SOFT TISSUE/CELL MODELLING ............................................................................. 34 
2.5 BIO-HEAT TRANSFER-BASED PATH PLANNING .............................................................. 35 
2.6 CONCLUSION ................................................................................................................ 37 
CHAPTER 3 ...................................................................................................................... 38 
CHARACTERISATION OF BIOLOGICAL CELLS ...................................................................... 38 
3.1 INTRODUCTION ............................................................................................................ 39 
3.2 MATERIAL PREPARATION ............................................................................................. 39 
3.3 CELL CULTURE LIVE CYCLE AND PREPARATION ............................................................. 40 
3.3.1 Cell Culture ................................................................................................................... 40 
3.3.2 Facility ......................................................................................................................... 40 
3.3.3 Cell Procedure .............................................................................................................. 41 
3.3.4 Cell Culture Splitting and Subculturing Procedure ......................................................... 42 
3.3.5 Counting Cells and calculations .................................................................................... 43 
3.3.6 Freezing Cells and Liquid nitrogen procedure ................................................................ 44 
3.4 AFM IMAGING AND MEASUREMENT PROCEDURE ........................................................ 45 
3.4.1 Schematic Of AFM Indentation Imaging ..................................................................... 45 
3.4.2 AFM calibration .......................................................................................................... 47 
3.4.3 Contact Versus Tapping Mode ..................................................................................... 48 
3.5 ELASTICITY MODULUS .................................................................................................. 49 
3.6 AFM LIVING CELL CHARACTERISATION PROCEDURE ..................................................... 50 
3.7 RESULTS AND DISCUSSIONS ......................................................................................... 50 
viii 
 
3.7.1 Experimental Measurement Analysis for Cell Mechanical Properties ............................ 51 
3.7.2 Analytical Estimation Analysis for Cell Mechanical Properties ...................................... 55 
3.8 COMPARISON OF EXPERIMENTAL AND NUMERICAL ANALYSIS ..................................... 59 
3.9 CONCLUSION ................................................................................................................ 61 
CHAPTER 4 ...................................................................................................................... 62 
CELL MECHANICS MODELLING AND IDENTIFICATION BY ATOMIC FORCE MICROSCOPY .... 62 
4.1 INTRODUCTION ............................................................................................................ 63 
4.2 CANTILEVER-SAMPLE SYSTEM MODELLING .................................................................. 63 
4.2.1 Cantilever Dynamics ..................................................................................................... 65 
4.2.2 Tip Geometry ............................................................................................................... 65 
4.2.3 Sample Force ................................................................................................................ 66 
4.3 IDENTIFICATION OF PARAMETERS ................................................................................ 66 
4.4 SYSTEM EQUATIONS .................................................................................................... 67 
4.5 PARAMETRIC SYSTEM MODEL ...................................................................................... 68 
4.6 PARAMETER ESTIMATOR ............................................................................................. 69 
4.7 ESTIMATION OF INDENTATION OF TOPOGRAPHY AND DEPTH ..................................... 70 
4.8 RESULTS OF THE SIMULATION PROCESS ....................................................................... 70 
4.9 DISCUSSION ................................................................................................................. 72 
4.10 CONCLUSION ................................................................................................................ 74 
CHAPTER 5 ...................................................................................................................... 76 
NONLINEAR FINITE ELEMENT MODELLING ....................................................................... 76 
5.1 INTRODUCTION ............................................................................................................ 77 
5.2 CONSTITUTIVE RELATION AND LINEAR ELASTICITY ....................................................... 77 
5.3 GEOMETRICALLY NONLINEAR FINITE ELEMENT METHOD ............................................. 77 
5.3.1 Finite Element Formulation .......................................................................................... 78 
5.3.2 Stress and Strain .......................................................................................................... 80 
5.3.3 Nonlinear Strain ........................................................................................................... 82 
5.3.4 Nonlinear Element Stiffness Matrix .............................................................................. 83 
5.3.5 Global Dynamic Nonlinear FEM .................................................................................... 84 
5.3.6 Mass and Damping stiffness matrices .......................................................................... 84 
5.3.7 Newmark’s method ...................................................................................................... 85 
5.3.7.1 Initial calculations: ....................................................................................................... 85 
5.3.7.2 Each time step: ............................................................................................................. 86 
5.4 STATIC CONDENSATION ............................................................................................... 86 
5.5 VOLUME MESH GENERATION ....................................................................................... 88 
ix 
 
5.5.1 Element Type ............................................................................................................... 90 
5.5.2 Meshing Type ............................................................................................................... 90 
5.5.3 Stereolithographical File Generation ............................................................................ 90 
5.6 DEFORMATION REGION SELECTION .............................................................................. 90 
5.7 IMPLEMENTATION AND RESULT ................................................................................... 91 
5.8 CELL CHARACTERISATION AND FEM MODELLING VERIFICATION ................................... 97 
5.8.1 Cell Image Process Schema ........................................................................................... 98 
5.9 FEM SIMULATION VS. EXPERIMENT VS. MATLAB ........................................................ 100 
5.10 CONCLUSION .............................................................................................................. 102 
CHAPTER 6 .................................................................................................................... 104 
PATH PLANNING IN THE PRESENCE OF SOFT TISSUE DEFORMATION .............................. 104 
6.1 INTRODUCTION .......................................................................................................... 105 
6.2 THERMAL FEM MECHANICAL MODELLING .................................................................. 105 
6.2.1 Finite Element Discretization of Heat Transfer Equations ............................................ 105 
6.2.2 Heat flux -Temperature gradient ................................................................................ 106 
6.2.3 Nonlinear Temperature Gradient ............................................................................... 108 
6.2.4 Bio-Heat Transfer ....................................................................................................... 110 
6.2.5 Global Dynamic FEM of Nonlinear Heat Transfer ........................................................ 111 
6.2.6 Element Stiffness Matrix ............................................................................................ 112 
6.2.7 Element Force Matrix ................................................................................................. 112 
6.3 OPTIMAL PATH MOVEMENT BASED ON BIO TEMPERATURE DISTRIBUTION ............... 113 
6.4 IMPLEMENTATION AND RESULTS ............................................................................... 116 
6.4.1 Temperature distribution ........................................................................................... 123 
6.5 CONCLUSION .............................................................................................................. 124 
CHAPTER 7 .................................................................................................................... 125 
CONCLUSIONS AND FUTURE WORK ............................................................................... 125 
7.1 CONCLUSION .............................................................................................................. 126 
7.1.1 Developing an appropriate physical model of the mechanical properties of human brain 
cells  .................................................................................................................................. 126 
7.1.2 System identification characterisation modelling of biological cells ............................ 126 
7.1.3 FEM development of large deformation of nonlinear soft tissue/cell simulation model .... 
  .................................................................................................................................. 127 
7.1.4 FEM development of nonlinear needle deformation and motion planning of soft 
tissue/cell simulation model ................................................................................................... 128 
7.1.5 Implementation of needle insertion as bio-heat transfer path planning based on needle 
deformation ........................................................................................................................... 128 
7.2 FUTURE WORK ........................................................................................................... 129 
x 
 
7.2.1 Biological cell characterisation ................................................................................... 129 
7.2.2 System identification .................................................................................................. 129 
7.2.3 Haptics and FEM modelling ........................................................................................ 130 
7.2.4 An application of bio-heat transfer based on needle deformation .............................. 130 
REFERENCES .................................................................................................................. 131 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
xi 
 
LIST OF FIGURES 
Figure 1. Photomicrograph of (a) HNC-2 cells and (b) U87 MG cells. .................................. 39 Figure	2.	Countess	Automated	Cell	Counter ........................................................................ 44 
Figure 3. AFM indentation system: (a) AFM scan head; (b) sharp cantilever tip; (c) cantilever 
tip in U87 MG cell media; (d) vibration isolation for AFM; and (e) AFM laser controller. ... 45 
Figure 4. AFM schematic scan for the interaction between the cantilever and a cell. ............ 47 
Figure 5. Measured v-shaped cantilever tip using scanning probe microscopy: (a) 40.2°; and 
(b) 68.9° tip angels. ................................................................................................................. 47 
Figure 6. Thermal	graph	measurement	of	the	tip	cantilever	(k	=	0.03459	N/m):	(a)	The	contact	 slope	 fitting	 from	 a	 force	 curve	 determines	 the	 sensitivity	 of	 the	 cantilever	(deflection	 volt	 =	 65.07	 nm/v);	 (b)	 fitting	 the	 spring	 constant	 calibration	 using	 the	thermal	tune;	and	(c)	the	zoomed-in	view	of	the	resonant	frequency	plot	(F	=	12.817	kHz)	in	the	fitting	area. ................................................................................................................... 48 
Figure 7. Force	mapping	of	HNC-2	cell	(1):	(a)	5	selected	random	loading	force	curves;	(b.1)	two-dimensional	force	map	of	cell	height;	(b.2)	three-dimensional	cell	height;	(c)	two-dimensional	Young’s	modulus;	and	(d)	histogram	of	fitting	the	Young’s	modulus. . 52 
Figure 8.  Force	mapping	of	HNC-2	cell	(2):	(a)	5	selected	random	loading	force	curves;	(b.1)	two-dimensional	force	map	of	cell	height;	(b.2)	three-dimensional	cell	height;	(c)	two-dimensional	Young’s	modulus;	and	(d)	histogram	of	fitting	the	Young’s	modulus. . 52 
Figure 9.  Force	mapping	of	HNC-2	cell	(3):	(a)	5	selected	random	loading	force	curves;	(b.1)	two-dimensional	force	map	of	cell	height;	(b.2)	three-dimensional	cell	height;	(c)	two-dimensional	Young’s	modulus;	and	(d)	histogram	of	fitting	the	Young’s	modulus. . 53 
Figure 10. Force	mapping	of	U87	MG	cell	(1):	(a)	5	selected	random	loading	force	curves;	(b.1)	two-dimensional	force	map	of	cell	height;	(b.2)	three-dimensional	cell	height;	(c)	two-dimensional	Young’s	modulus;	and	(d)	histogram	of	fitting	the	Young’s	modulus. . 53 
Figure 11. Force	mapping	of	U87	MG	cell	(2):	(a)	5	selected	random	loading	force	curves;	(b.1)	two-dimensional	force	map	of	cell	height;	(b.2)	three-dimensional	cell	height;	(c)	two-dimensional	Young’s	modulus;	and	(d)	histogram	of	fitting	the	Young’s	modulus. . 54 
Figure 12. Force	mapping	of	U87	MG	cell	(3):	(a)	5	selected	random	loading	force	curves;	(b.1)	two-dimensional	force	map	of	cell	height;	(b.2)	three-dimensional	cell	height;	(c)	two-dimensional	Young’s	modulus;	and	(d)	histogram	of	fitting	the	Young’s	modulus. . 54 
xii 
 
Figure 13. The	average	values	and	associated	standard	deviations	of	Young’s	modulus	by	experimental	measurement	for	normal	(HNC-2)	and	cancer	(U87	MG)	cells. ................. 55 
Figure 14. Comparison	between	experimental	measurement	and	analytical	estimation	of	force-indentation	 curves	 for	 three	 HNC-2	 cells:	 (a)	 Experimental	 force-indentation	curves	with	 the	contact	points	 (in	red	circles);	 (b)	Estimated	 force-indentation	curves	showing	a	good	agreement	with	experimental	curves	for	the	initial	deformation	of	300	nm	(the	circle	dots	indicate	the	experimental	data,	and	the	curves	indicate	the	calculated	data). ....................................................................................................................................... 57 
Figure 15. Comparison	between	experimental	measurement	and	analytical	estimation	of	force-indentation	 curves	 for	 three	 U87	 MG	 cells:	 (a)	 Experimental	 force-indentation	curves	with	 the	contact	points	 (in	red	circles);	 (b)	Estimated	 force-indentation	curves	showing	a	good	agreement	with	experimental	curves	for	the	initial	deformation	of	300	nm	(the	circle	dots	indicate	the	experimental	data,	and	the	curves	indicate	the	calculated	data). ....................................................................................................................................... 58 
Figure 16. Biological cell sample modelled as spring-damper elements (Ragazzon et al., 
2016b). ..................................................................................................................................... 64 
Figure 17. Tip indentation and sample model. ........................................................................ 64 
Figure 18. Block diagram of the cantilever-sample dynamics and parameter estimator. ....... 65 
Figure 19. Damping parameters mapped to the spatial domain: (a) Experimental data for 
HNC_2 cell; (b) Simulated damping constants; (c) Identified damping constants by the 
parameter identification scheme. ............................................................................................. 71 
Figure 20. Spring constant parameters mapped to the spatial domain: (a) Simulated spring 
constants;         (b) Identified spring constants by the parameter identification scheme. ........ 71 
Figure 21. Topography parameters mapped to the spatial domain: (a) Simulated topography; 
(b) Identified grid of topography. ............................................................................................ 71 
Figure 22. Simulated parameters plotted of 10*10 resolution: (a) damping; (b) Spring constant.
 ................................................................................................................................................. 72 
Figure 23. Spring force 𝐹𝑘 plotted against indentation depth 𝑧. Fitting the data to the model 𝐹𝑓𝑖𝑡 = 𝑎𝑧𝑏 results in the exponent b = 1.68, which fits well with previous experimental 
observations. ............................................................................................................................ 74 
Figure 24. The four-node tetrahedral Solid element (a) element picture; (b) corner node 
numbering convention. ............................................................................................................ 78 
Figure 25. GMSH interface ..................................................................................................... 89 
xiii 
 
Figure 26. STL Solid liver merged file into GMSH. ............................................................... 89 
Figure 27. Wireframe of liver volume mesh (a) surface only, (b) Volume added. ................. 89 
Figure 28. STL file format ....................................................................................................... 90 
Figure 29. Different interaction cases between the surgical tool and soft tissues (a) Vertex; (b) 
Edge; and (c) Face (Yin et al., 2009). ...................................................................................... 91 
Figure 30. Cubic modelling (a); wireframe (b); shade (c); and (d) deformed force (under a 
tensile and compression force, respectively). .......................................................................... 92 
Figure 31. Different views of the deformation of the cubic model under a tensile force. ....... 93 
Figure 32. Different views of the deformation of the cubic model under a compressed force.
 ................................................................................................................................................. 93 
Figure 33. Deformations of the virtual: (a) human liver; and (b) biological cell models. ...... 94 
Figure 34. Deformations of the virtual human liver model (different view under a tensile force).
 ................................................................................................................................................. 94 
Figure 35. Deformations of the virtual human liver (different view under a compressed force).
 ................................................................................................................................................. 95 
Figure 36. Deformations of the virtual biological cell model (different view under a tensile 
force). ....................................................................................................................................... 95 
Figure 37. Deformations of the virtual human liver model (different view under a compressed 
force). ....................................................................................................................................... 96 
Figure 38. Stress (Y Axis) versus strain (X Axis) curve. ........................................................ 96 
Figure 39. Force (Y Axis) versus displacement (X Axis) curve. ............................................ 97 
Figure 40. Experimental data: (a) stress versus strain; (b) force versus displacement (Dimaio, 
2003). ....................................................................................................................................... 97 Figure	41.	Validation	Process. ............................................................................................... 98 
Figure 42. Cell shape and determination: (a) HNC-2-dimension; (b) U87 MG dimension; (c) 
cell cross section; (d) cell cross section model height and width; (e) cell length model. ........ 99 
Figure 43. Biological cell FEM simulation model ................................................................ 100 Figure	 44.	 The	 force-displacement	 for	 one	 sample	 of	 experiment,	 MATLAB,	 and	 FEM	simulation:	a)	HNC-2	cell,	b)	U87	MG	cell. ......................................................................... 102 Figure	45.	Flowchart	process	of	temperature	distribution .............................................. 115 
Figure 46. Cubic needle modelling (a) selected target (green) and obstacles (blue); (b) 
calculating the needle path; (c) needle deformation based on tissue FEM; (d) original and 
xiv 
 
deformed object before the heat transfer; (e) heat transfer of target node (red) based on tissue 
FEM; (f) original (gray) and deformed (blue) object after the heat transfer. ........................ 117 
Figure 47. Liver needle modelling (a) selected target (green) and obstacles (blue); (b) 
calculating the needle path; (c) needle deformation based on tissue FEM; (d) original (gray) 
and deformed object before the heat transfer; (e) heat transfer of target node (red) based on 
tissue FEM; (f) original (gray) and deformed (blue) object after the heat transfer. .............. 118 
Figure 48. Semi-shad cubic for needle modelling (a) selected target (green) and obstacles 
(blue); (b) needle path planning; (c) needle deformation based on bioheat tissue FEM; (d) 
original (gray) and deformed object; (e) tissue FEM effect of bio-heat transfer on nodes 
including needle target node; (f) & (g) original (gray) and deformed (semi shad) object. ... 119 
Figure 49. Path planning flow for heat transfer of cubic needle modelling (a) & (b) 1st render 
frame; (c) needle path planning flow with wireframe; (d) needle path planning flow without 
wireframe; (e) & (f) last render frame; (g) needle path planning flow with wireframe; (h) needle 
path planning flow without wireframe. ................................................................................. 120 
Figure 50. Semi-shad liver for needle modelling (a) selected target (green) and obstacles (blue); 
(b) needle path planning; (c) needle deformation based on bioheat tissue FEM; (d) original 
(gray) and deformed object; (e) tissue FEM effect of bio-heat transfer on nodes including 
needle target node; (f) & (g) original (gray) and deformed (semi shad) object. ................... 121 
Figure 51. Path planning flow for heat transfer of liver needle modelling (a) & (b) 1st render 
frame; (c) needle path planning flow with wireframe; (d) needle path planning flow without 
wireframe; (e) & (f) last render frame; (g) needle path planning flow with wireframe; (h) needle 
path planning flow without wireframe. ................................................................................. 122 
Figure 52. Cubic needle modelling (a) temperature at the heating source point; (b) temperature 
change at the needle tip with reference to the distance to the target during the bio-heat transfer 
process. .................................................................................................................................. 123 
Figure 53. Liver needle modelling (a) temperature at the heating source point; (b) temperature 
change at the needle tip with reference to the distance to the target during the bio-heat transfer 
process. .................................................................................................................................. 123 
 
 
 
 
 
 
 
 
xv 
 
LIST OF TABLES 
Table 1. Young’s modulus values for fixed and live neuro cells in the literature ................... 49 
Table 2. AFM force mapping summary for three HNC-2 cells. ............................................. 51 
Table 3. AFM	force	mapping	summary	for	three	U87	MG	cells. ......................................... 51 
Table 4. Analytical estimation of the indentation force and Young’s modulus for three HNC-2 
neuro cells ................................................................................................................................ 57 
Table 5. Analytical estimation of the indentation force and Young’s modulus for three U87 
MG neuro cells ........................................................................................................................ 58 
Table 6. Data summary of average Young’s modulus for HNC-2 and U87 MG cells. .......... 59 
Table 7. Analytical estimation of the standard deviations and RMS errors for the three HNC-2 
and U87 MG cells .................................................................................................................... 60 Table	8.	The	mechanical	and	geometric	properties	of	both	HNC-2	and	U87	MG	cells .... 61 
Table 9. Matrix condensation and time performance .............................................................. 92 
Table 10. Dimensions summary for HNC-2 and U87 MG cells. .......................................... 100 
Table 11. Force displacement comparison for HNC-2 and U87 MG cells. .......................... 101 
Table 12. Simulation parameters. .......................................................................................... 116 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
xvi 
 
LIST OF JOURNAL PUBLICATIONS DURING 
CANDIDATURE 
Bahwini, T., Zhong, Y., Gu, C., & Smith, J. (2016). Modelling of Three-Dimensional Soft 
Tissue Deformation with Dynamic Nonlinear Finite Element. Journal of Applied 
Mechanical Engineering, 5(6), 1-5. doi:10.4172/2168-9873.1000237 
 
Bahwini, T.M., Zhong, Y., Gu, C., Nasa, Z. & Oetomo, D., 2018. Investigating the 
mechanical properties of biological brain cells with atomic force microscopy. Journal 
of Medical Devices, 12(4), p.041007. 
Bahwini, T., Zhong, Y. & Gu, C. (2019). Path Planning in the Presence of Soft Tissue 
Deformation. International Journal on Interactive Design and Manufacturing 
(IJIDeM). https://doi.org/10.1007/s12008-019-00574-7 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
xvii 
 
LIST OF ACRONYMS AND GLOSSARY OF 
TERMS 
Abaqus A software suite for Finite Element Analysis (FEM) and computer-
aided engineering, originally released in 1978. 
AFM Atomic Force Microscopy 
ATCC American Type Culture Collection 
APIs Application-Programming Interfaces 
CT Computer Tomography 
EMEM Eagle's Minimum Essential Medium 
FCS Foetal Calf Serum 
FEM Finite Element Model 
FBS Foetal Bovine Serum 
GUI Graphical User Interface 
HNC-2 Human Normal Cell-2 
JVM Java Virtual Machines 
U87 MG/HTB-14 Human primary glioblastoma cell line used in brain cancer research 
MIS Minimal Invasive Surgery 
MRI Magnetic Resonance Imaging 
MSS Mass Spring System 
PDEs Partial Differential Equations 
PSD Position Sensitive Detector 
SOTA State-Of-The-Art  
 
 
 
 
  18 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
CHAPTER 1  
INTRODUCTION 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  19 
1.1 BACKGROUND 
Surgery is a common medical procedure that is visible to the surgeon’s naked eyes. 
Nanorobotics is an emerging technology in medical surgery that seeks to create mechanics or 
robots on a nanometre scale. One of the important techniques used in current minimally 
invasive surgery (MIS) clinical practices is the insertion of needles into the subcutaneous 
tissue. Such techniques range from superficial sticks of a needle to deep-seated tumour 
biopsies. These techniques involve the use of slender surgical instruments and the insertion of 
needles into non-homogeneous soft tissue (normally below the skin’s superficial layer), 
without visual feedback. To operate robotic MIS, a surgeon needs to have competency in 
handling the device components in robotic MIS, such as haptic feedback, visual feedback, and 
soft tissue. Therefore, practitioners and trainees need to learn how to perform this type of 
operation, especially in contexts where they require excellent hand-eye coordination. 
Conducting a practice operation in real-time is not generally ethically defensible on a live 
animal or human. Consequently, there is a need for simulation programmes. The advantages 
of simulation are that it is ethical, opportunities to practice procedures are inexhaustible, and 
access is unlimited. Additionally, it is difficult to perform needle insertion and to learn how 
the needle goes through the soft tissue due to the deformation of the tissue, the deflection of 
the needle, the time delay associated with real-time, and the limitations of visual and force 
feedback. On the other hand, little information is known about the interaction that occurs 
between soft tissues and needles during a puncture, and there is no system of training, planning, 
or guidance for these procedures. With most of the existing systems, the visual information 
about the soft tissue is obtained from diagnostic imaging tools, such as two-dimensional 
medical CT scans and MRIs.  
        The current state-of-the-art (SOTA) methods in surgical simulation are unavailable for all 
surgical methods and devices. For example, analyses using SOTA are expensive, limited in 
number, and the student has limited access. Also, it’s unlikely this software would be available 
to everyone. Therefore, a cheaper method of surgical simulation must be produced, without 
sacrificing performance. This thesis proposes a solution to developing a surgical simulation 
programme to simulate medical operations. 
Over recent decades, there has been promising research in bio-robotics and its 
applications in cellular level (nano) interactions. Much of this research has involved the 
development of medical surgery simulation modelling, including mechanical manipulation and 
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characterisation of biological cells. This research has allowed clinicians to gain some 
understanding of the geometric and force variations involved in medical fields, like robot-
assisted surgery, and this same research has led to the development of virtual surgical 
programmes for education (Wang & Hirai, 2011). These results are broadly observed in the 
literature, and the results include research findings that involve human tissue, materials and 
manufacturing, nanoelectronics, and medical fields (Surendiran et al., 2009; Bhushan, 2017). 
However, research into the biomechanical materials used in medical procedures using 
nanotechnology is still in its infancy. In particular, characterisation of the mechanical 
properties of biological cells is expected to make a profound contribution towards filling this 
gap in the literature.  
Mechanical properties, such as elasticity, membrane tension, cell shape, and adhesion 
strength, may play important roles in cell development and differentiation. Changes in the 
stiffness of cells often indicate changes in cells’ physiology or diseases in tissues. More 
importantly, changes in the mechanical properties of cells are often found to be closely 
associated with various diseases, such as tumour formation and metastasis. Monitoring the 
mechanical stiffness of living cells might, therefore, constitute a way of monitoring cell 
physiology to detect and diagnose diseases, and also, to evaluate the effectiveness of drug 
treatments. Accordingly, accurate seed positioning is considered very important to the success 
of mechanical characterisation of tissue, virtual simulation of soft tissue modelling, and path 
planning.  
From an engineering perspective, one of the approaches used for studying and 
manipulating soft tissue is surgical simulation; this can be done by solving constitutive 
equations, which involves applying the mechanical properties of materials and tissues (Fung, 
1981). Moreover, the use of simulation systems could be helpful in training practitioners and 
trainees. It is very important to use appropriate techniques to achieve accuracy of the target 
position (Hing et al., 2006). Therefore, characterisation of biological cells and determining the 
unknown constitutive relations is required to model the numerical simulation for the 
biomechanics of living tissue/cells. Accuracy in modelling the deformation of soft tissue/cell 
and the interaction forces during needle insertions is still a challenging facet of research in 
surgery simulation. The development of simulators needs to be applied in a realistic manner to 
help inexperienced physicians to master needle insertion processes. In addition, the 
development of robotic systems is likely to assist in percutaneous interventions (Stoianovici et 
al., 1997; Yanof et al., 2001; Barbé et al., 2007). 
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According to Fung (1993) living tissue behaviour can be explained using hyper-elastic 
or hyper-viscoelastic models. Therefore, extensive research has been done in this area over the 
past few decades.  Researchers have been investigating the effects of needle insertion into soft 
tissue, and they have also analysed models that describe tissue properties, force, deflection, 
and the procedure of needle insertion. In turn, models and methods have been developed to 
improve the accuracy and efficiency of needle insertion (Misra et al., 2008). 
To the best of my knowledge, the Finite Element Method (FEM) is a robust tool used to 
simulate the tissue (cell) needle process, and it has been developed in linear elastic 2D and 3D 
simulations (DiMaio & Salcudean, 2003; Alterovitz, 2003; Goksel et al., 2005; Dehghan & 
Salcudean, 2007). However, most of the research has focused on prostate tissue for the 
brachytherapy procedure (Goksel et al., 2005; Salcudean et al., 2008; Hungr et al., 2009; 
Goksel et al., 2011).  
The FEM is a robust tool that discretises the object into a small, finite number of 
elements. It relies on continuum mechanics and material properties. Therefore, using FEM 
leads to model accuracy, with only a few material parameters. It also has the capacity to model 
complex tissues that exhibit nonlinear, anisotropic behaviour and viscoelasticity. However, it 
is very difficult to achieve real-time performance with FEM for significant models due to the 
computational complexity that requires solving a higher-order system. Most of the existing 
FEMs only allow for the modelling of linear elasticity, but still require pre-computation and 
recalculation of the re-meshing. Currently, only a few methods focus on using FEM for 
nonlinear elasticity (large-range deformation). Compared with a linear FEM, which is 
mathematically fast but not well-suited to moderate deformations and rotations, a nonlinear 
FEM is more reliable for rotations and large deformations. However, FEM leads to high 
computational costs and large memory usage in the simulation.  
 
1.2 RATIONALE FOR THE RESEARCH 
Biological cell characterisation to measure mechanical properties can play an invaluable 
role in the diagnosis and treatment of disease. Implementation of the characterised cell biology 
plays an important part in numerical simulation modelling. Simulation and modulation using 
numerical methods, such as the finite element method, are very helpful in studying the 
biomechanics of organ tissues. However, designing and studying the intervention effects of 
the displacement and the needle forces need to be more reliable. The reliability of the 
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simulations is directly dependent on the non-linear mathematical modelling used as well as the 
fidelity of the material properties, geometry, and boundary conditions that are used to represent 
reality. Advances in medical imaging allow realistic patient-specific geometric reconstruction 
in two or three dimensions. However, despite the fact that considerable effort has been devoted 
to soft tissue modulation and the subsequent behaviour of that tissue according to its structure, 
the data available to precisely model the mechanical behaviour and the material properties of 
the organs/cells are still not appropriate; this renders the visualisation more difficult. The 
literature has shown that more research in this area needs to be done to address these issues. 
Some researchers have investigated the characterisation of the mechanical properties of 
living cells in terms of the effects of inserting needles into soft tissue, and also, the analytical 
models that describe the tissue properties, the force, the deflection, and the procedure used to 
insert the needle. To study the mechanical properties of biological cells, various methods 
(Desai et al., 2007) are used to measure the stiffness of cells and tissues (Thomas et al., 2013b), 
such as optical tweezers (Arai et al., 1995), magnetic beads (Bausch et al., 1999), and 
micropipette aspiration (Ohashi et al., 2006). Although micro-robotic systems with various end 
effectors have been proposed (Pérez et al., 2005, Elbuken et al., 2009), these methods do not 
have the accuracy of atomic force microscopy (AFM), which uses the micro-indentation 
technique and provides a reliable way to measure the stiffness of living cells (Alonso & 
Goldmann, 2003; Xie & Régnier, 2011).  
The micro-indentation method is an indenter with well-defined geometry that can be used 
on a material that is microscopic in scale. Furthermore, it allows the researcher to punch into 
the cell and measure the applied force based on the bending of the AFM cantilever.  Material 
stiffness can be defined experimentally by applying data from the curve of the force-
indentation to the Hertz model for selected tip geometry. AFMs are widely used to characterise 
the stiffness of a variety of materials at the micro and nano-structure levels, including living 
cells. Recent AFM methods have helped to solve several problems related to cell 
biomechanics, using real-time estimations of the local mechanical properties and topography 
of living cells with force sensitivity and high spatial resolution (Touhami et al., 2003). 
The application of force and the resulting indentations in cells are often estimated using 
the Hertz model. Calculating Young's moduli in the cells by extracting the information from 
the force-indentation curves fits the information collected from the curve and passes it to the 
Hertz model. Commercial AFM is used for micro-indentation and is widely employed for the 
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characterisation of living cells and the mechanical properties of tissue. However, there are 
limitations to this process, such as damaging cells (physically), the applicability of the Hertz 
model, and uncertainty when determining the contact point.  
An AFM image is composed of signals that represent the Z distances of cantilever 
motions per X and Y-point on a raster scan. These signals can be measured at various points 
in the instrument: The voltage required to move the Z piezo actuator in response to the 
feedback loop, the closed loop sensor (which monitors the movement of the top plate of the 
optical lever detector), the amplitude, phase or deflection signal from the position-sensitive 
detector, or some kind of error like the difference from the actual position and desired position 
in the feedback loop. Real-time visualisation and good cell adherence are required to measure 
the cantilever Z distance. Neuron cells, which grow and adhere correctly, are the most 
appropriate cell type for this type of experiment. Glial tumour cells are often used in current 
biomedical research, but to the best of our knowledge, no computational modelling of their 
mechanical properties using AFM data has been performed at the time of writing this thesis. 
Also, researchers have developed models and methods to improve the accuracy and 
efficiency of the insertion. DiMaio and Salcudean (2003) established force distribution over 
the needle shaft. They used a 2D FE linear electrostatic material model to measure the tissue 
deformation path in a phantom tissue design (DiMaio & Salcudean, 2003). They applied fast 
low-rank matrix updates to realise the contact simulation (DiMaio & Salcudean 2005). 
Alterovitz (2003) suggested a dynamic connection model for the insertion of the needle. They 
exhibited faster needle insertion, which developed accuracy for positioning a needle via the 
spring model (Alterovitz, 2003). Okamura et al. (2004) developed an empirical force model 
for soft tissue penetration. The needle forces were considered to be a combination of the 
stiffness force, the friction, and the cutting forces (Okamura et al., 2004). Webster et al. (2006) 
demonstrated a bevel-tip for steering the needle model, while Misra et al. (2010) explained a 
mechanics-based method for the steering of the needle model via exploring the connections at 
the tip and the overall bending of the needle, with attention to the material properties and the 
needle tip geometry. Mahvash and Dupont (2010) have extended Misra’s work on the 
mechanics, using a dynamic model that is used for rupture events. They predicted that the 
rupture event force would decrease when the needle insertion velocity increased. Wang and 
Hirai (2011) presented an interaction simulation and dynamic model of needle-tissue by 
considering the technique of needle insertion as a mixture of contact, rupture and friction forces 
that correspond to the shaft and the needle tip. They applied a local constraint method (LCM) 
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to avoid re-meshing, which is generally needed due to the collision between the discontinuous 
FE structures and the continuous needle movement. 
For nonlinear FEM, Joldes and his team, Wittek, Miller and Ma (2008) conducted 
extensive research on soft tissue modelling and deformation for brain tissue. Wittek et al. 
(2008) used commercial FE code LS-DYNA to implement nonlinear FEM techniques to 
predict forces and deformations during needle insertion in swine brain tissue. However, 
modulation of the force was large in indentation and low in needle insertion at about 25% and 
30%, respectively. Ma et al. (2010) replaced the original organ with a tissue sample phantom 
to evaluate the reliability and accuracy of the model used in Wittek et al.’s (2008) work, using 
implicit time integration methods and an Ogden-type hyperelastic material model. Joldes et al. 
(2011) proposed an adaptive, dynamic relaxation method for solving the problems associated 
with the nonlinear finite element methods that involve large deformation in real-time using 
total Lagrangian formulation with explicit time stepping. They achieve real-time deformation 
for the nonlinear finite element based on GPU-based acceleration.  
For needle motion and path planning, DiMaio and Salcudean (2005b) developed a new 
concept of steerable needle into deformable tissue. The new method used the approach of 
potential-field path planning to avoid obstacles and to demonstrate placement of the needle tip 
(DiMaio & Salcudean, 2005a). Jiang et al. (2013) presented a 3D dynamic trajectory planning 
method using a potential field with nonlinear Mooney-Rivlin material for rigid needle insertion 
into soft tissue. 
The significance and novelty of this research will constitute a significant contribution to 
this field because its results will help to fill current gaps in the literature, including the 
development of a realistic simulation of an organ, and also, using an optimal learning curve 
for trainees and physicians. Furthermore, our focus is on extracts of the mechanical properties 
of two biological human brain cells (normal HNC-2 and cancer U87 MG cells), and the 
experimental use of AFM, which was adapted to our three-dimensional FEM soft tissue/cell 
modelling (taking into account the efficiency and accuracy of the model). The new proposed 
methodology is a static condensation solution using the continuum-based mechanics approach 
of solid structure, which will discretise the object using both linear and nonlinear finite element 
methods. A dynamic analysis based on an implicit updated Lagrangian formulation was used 
to define the deformation of the model. Our model includes Cauchy stress and Logarithmic 
strain to satisfy the large deformation forces (stress/strain). We solved the dynamic model 
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using numerical integration methods, such as Newmark’s method, while considering the 
properties of the nonlinear material, with an assumption of isotropic and homogenous 
behaviour. Verification of the experimental work and the proposed method is examined 
mathematically and systematically using a system identification schema. Moreover, the bio-
heat transfer is implemented based on the proposed FEM soft tissue deformation modelling to 
represent path planning. Finally, we build a new conceptual design methodology for 
characterisation of the mechanical properties of biological cells and the implementation of the 
volume-based FEM modelling of soft tissue deformation.  
 
1.3 PROBLEM STATEMENT, THESIS OBJECTIVES, AND 
CONTRIBUTIONS 
Characterisation of a biological cell is a quantitative-based methodology for extracting 
mechanical properties. Also, implementing the algorithm accurately and computationally 
efficiently for the realistic simulation of inserting the needle into soft tissue during surgical 
procedures is necessary (Maciel et al., 2009). Furthermore, the development of accurate 
medical interventions (and therefore maximising the reliability of surgical simulation) depend 
on soft-tissue organic laws, the type of surgical tool used, internal organs, pure mathematics, 
and boundary conditions required by the connective tissues close to the organ (Misra et al., 
2009). 
Regarding the development of deformable models for surgery simulation, 
characterisation of soft tissue/cell properties for surgical simulation, and identification of some 
of the challenges in the technique development, these need to be examined through an analysis 
of the challenges, such as identifying an appropriate physical model of mechanical properties.  
Therefore, in this thesis, the challenges, as well as the thesis objectives and contributions, are 
described, as follows: 
Problem 1: The micro and nano levels of using nonlinear FEM have not been investigated and 
characterised in terms of developing an appropriate physical model of the mechanical 
properties of human brain cells. Further, there is a dearth of information in this area. 
Objective 1: Investigate and characterise the mechanical properties of biological tissue/cells. 
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Contribution 1: We conducted experiments to investigate two different human brain cells, 
including normal HNC-2 cells and cancer U87 MG cells. Advanced atomic force microscopy 
(AFM) was used to measure the geometrical and mechanical properties. Cell cultures were 
taken, and imaging of cell mechanical deformation was done using AFM. Cell deformation 
and indentation force were calculated to characterise cells’ mechanical properties. The results 
from the experiment were compared with an implemented MATLAB algorithm to identify the 
optimal data characterisation. In addition, the system identification model was implemented to 
identify the biological cell sample, which was based on the identified dynamic model of the 
unknown parameter used in AFM for characterising the biological cell mechanical property. 
The identified optimal data is applied to our proposed FEM, as detailed in Problem 2 (below) 
and verified in Contribution 3, based on an experimental biological human cell. Verification 
process system identification approaches are also implemented for accuracy of the model.  
Problem 2: In real-time, simulation modelling for surgical simulation (a linear elastic FE 
model) is insufficient to model the deformations of soft tissue under an external load force 
because it is only valid for small deformations. While a few studies have been done based on 
nonlinear modelling, there are many areas these studies have not covered.  
Objective 2: Establish a FEM method for real-time modelling of nonlinear soft tissue 
deformation behaviours. 
Contribution 2: The nonlinear hyperelastic material is applied to the FE model to represent 
the behaviour of soft tissue for large deformation.  
Problem 3: It is difficult to implement simulation modelling and obtain results without data 
verification with a real application, either from the literature or via an experiment. A 
biomechanical modelling task involves allocating a reliable physical property to the soft 
biological tissue/cell, based on physical laws. An appropriate physical model of tissue/cell 
properties leads to more realistic simulation results. This declaration is the main mind-map of 
the physically-based modelling of soft tissue. 
Objective 3: Establish a method for real-time motion plan modelling of nonlinear needle 
deflection during needle insertion. 
Contribution 3: As a starting point, this study employed cube, while liver was used as the 
target tissue due to its relatively simple structure. Later in the experiment, we investigated two 
biological human brain cells. The biomechanical modelling of the tissue/cell using a finite 
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element will be the main topic for the following chapters. The study of biomechanical models 
of soft tissues using a finite element is essential for the development of an accurate surgical 
simulation.  
Problem 4: Related to Problem 2, implementation of needle insertion as path planning into the 
model of surgical simulation using nonlinear FEM has not been investigated in the context of 
getting an appropriate physical behaviour. Robotic assisted, minimally invasive surgery needs 
a simulation that allows the surgeon/trainee to understand the behaviour of the needle heat 
source over needle motion.       
Objective 4: Establish a bio-heat transfer method for optimal path planning in the presence of 
soft tissue deformation for needle insertion. 
Contribution 4: A flexible needle insertion path has been implemented to reach the target and 
avoid obstacles. The algorithm defines the optimal path for needle tip placement. Bio-heat 
transfer is modelled and applied to the needle path planning model as a heat source. 
 
1.4 CONCLUSION 
This chapter presented an overview of soft tissue deformation and needle insertion and 
outlined the problem statement, objectives, and contributions. The remainder of these chapters 
are organized as follows: Chapter 2 discusses the literature review of soft tissue deformation 
and needle insertion. Chapter 3 characterises the mechanical properties of human brain cells. 
Chapter 4 discusses the cell mechanic’s modelling and identification by atomic force 
microscopy. Chapter 5 illustrates the nonlinear FEM modelling of biological tissue 
deformation and cell verification. In Chapter 6, path planning in the presence of soft tissue 
deformation is presented. Finally, the thesis is concluded in Chapter 7, with a brief introduction 
to suggestions for future research. 
 
 
 
 
 
  28 
 
 
 
 
 
 
 
 
 
 
CHAPTER 2  
LITERATURE REVIEW 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  29 
2.1 INTRODUCTION 
This chapter presents an overview of the literature that has been done in relation to cell 
characterisation, soft tissue/cells, and potential field path planning modelling. Simulation of 
soft tissue modelling can be classified into three categories: heuristic modelling; the hybrid 
method; and a continuum-based mechanics approach. However, simulators that depend on 
modulation of heuristic organs that allow for fast computation have failed to provide interns 
with visual reality and sensible feedback. Currently, surgical simulators mainly rely on 
heuristic modelling. The hybrid method is a good technique that can be used to simulate 
deformation and cutting of soft tissue; it provides real-time tool-tissue connections from finite 
element models and computational efficiency from mass-spring models. However, because 
this method is limited to linear elasticity, it cannot be applied to nonlinear materials. 
Additionally, it is more complicated to relate model parameters to the actual materials, and 
also, it is a method that is inappropriate for nonlinear materials (Famaey & Vander Sloten, 
2008; Misra, 2009). The continuum-based mechanics approach provides higher fidelity and 
therefore, better training, because it models the behaviours of the soft tissue based on the 
physical constitutive relationship between strain and stress. 
In order to simulate soft tissue deformation and needle insertion procedures, it is crucial 
to have a simulator model that is capable of modelling deformation and interaction. Finite 
Element FE and Mass-Spring MS methods are the two most common methods used to develop 
such  models (Zhong et al., 2012b).  Both emphasise the advantages and disadvantages of each 
method in terms of: level of accuracy, needs throughout implementation, computational 
capacity and difficulties, and numerical stability, etc (Costa, 2012). 
The mass-spring system is one approximation method that is used for modelling the 
behaviour of continuous elastic bodies that are structured as a set of finite mass nodes coupled 
by a grid of springs. The springs’ network describes the connection of the applied force and 
the displacement at each network node, leading to a set of linear equations. Although the mass-
spring model works properly in real-time, its accuracy is limited. 
In terms of reality and accuracy, the finite element method, FEM, is more powerful than 
other methods, such as finite volume, finite difference, or spring mass. Previous researchers 
preferred the finite element method because it is delicate mathematically, especially when 
applied to the nonlinear aspect of the finite element in the context of modelling large 
deformation via applying sets of differential equations.   
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To reduce the computational time, researchers rely on three things: developing the 
algorithms, using faster hardware, or using parallel computing. Our approach focuses on 
developing the algorithm due to the limitations of the existing technologies for faster hardware, 
the complexity, and the costs of the hardware and software systems for parallel computing 
(Joldes et al., 2009). Conversely, to achieve real-time deformation for nonlinear FEM, 
researchers have used either pre-computation or GPU-based acceleration. Currently, most 
researchers rely on GPU-based acceleration due to the need to reduce both the computational 
costs and the amount of memory required to run the computer system (Duan et al., 2013). 
However, by using the pre-computation method and applying the static condensation method 
to a dynamic nonlinear FEM, the accuracy of the deformation in real-time would be achieved. 
To provide a mathematical framework model of a continuous material in conjunction 
with force deformation in real-time, the researchers used the continuum mechanics principle. 
Usually, expression of continuum mechanics is via tensor analysis. Ogden (1984) produced a 
good starting point for tensor analysis of continuum mechanics (Misra et al., 2008).  
 
2.2 CELL MECHANICAL CHARACTERISATION 
As reported by the World Health Organisation, millions of worldwide human deaths from 
cancer occur every year (WHO, 2002; Ferlay et al., 2010). Better techniques must be developed 
to detect tumours and expound the differences between cancer and normal cells (Hohmann et 
al., 2017). These differences are fundamentally attributed to the internal physiological structure 
of cells, which determines mechanical cellular properties (Li et al., 2012). Mechanical cellular 
properties, such as shape, elasticity, membrane tension and adhesion strength, play an 
important role in cell activities, including differentiation and development; consequently, they 
can function as biomarkers for cell states (Li et al., 2015). In fact, changes in cell elasticity and 
stiffness, which can be quantified by measuring Young’s modulus (Thomas et al., 2013a; Li et 
al., 2015; Hohmann et al., 2017), often cause changes in cell or tissue physiology. This means 
cell stiffness can provide information on cell status (Thomas et al., 2013a). More importantly, 
changes in mechanical cellular properties are directly related to the emergence of various 
disease symptoms, such as tumour formation and metastasis (Thomas et al., 2013a). Therefore, 
characterisation of the mechanical stiffness of living cells provides a novel means to diagnose 
diseases and evaluate the effectiveness of drug treatments. 
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Currently, cancer cells are typically detected using their morphology and specific 
antibody labelling (Li et al., 2012); however, accurately distinguishing between healthy and 
cancer cells using conventional methods is often difficult (Cross et al., 2007). In fact, when 
normal cells become cancerous, their structure and mechanical properties change (Alonso & 
Goldmann, 2003). Cross et al. (2007) reported that cancer cells are more than 70% softer than 
benign cells. Therefore, quantifying the changes in mechanical properties that occur during the 
transformation from normal to cancer cells is a promising solution to cancer diagnosis. 
Atomic force microscopy (AFM) is a tool to characterise the stiffness of a variety of 
materials, including living cells, at micro and nano levels. It can help solve problems related 
to cell biomechanics by means of real-time estimation of local mechanical properties and 
topography of living cells, with high force sensitivity and spatial resolution (Touhami et al., 
2003). The typical AFM micro-indentation technique involves an indenter with well-defined 
geometry that can be pressed into a cell to measure the applied force based on the bending of 
the AFM cantilever. It is an accurate and reliable way to measure the stiffness of living cells 
(Alonso & Goldmann, 2003; Xie & Régnier, 2011; Li et al., 2012; Thomas et al., 2013b), 
where cell stiffness can be determined by fitting force-indentation data to the Hertz model for 
a selected indenter tip geometry (Thomas et al., 2013b). Furthermore, it allows us to observe 
changes in mechanical cellular properties (Martens & Radmacher, 2008; Li et al., 2011; Li et 
al., 2012). 
Thomas et al. (2013a) developed a general protocol for characterising the stiffness of 
living cells using AFM, including the procedures for calibration of the indenter tip, extraction 
of the force-indentation curve, and data-fitting to the Hertz model. Hohmann et al. (2017) 
conducted a study on three different glioblastoma cell lines (U138, LN229 and U87 MG) to 
observe their genetic alterations, where AFM and time-lapse imaging were used to measure 
changes in mechanical cellular properties after treatment with cannabinoids. This study shows 
that changes in mechanical cellular properties affect both cell viability and stiffness, without 
considering Young’s modulus of U87 MG cells. Recek et al. (2015) used AFM to investigate 
the effect of cold plasma on glial cell morphology and to study different morphological 
characteristics between normal human astrocytes and glial tumour cells. However, this study 
does not consider cells’ mechanical properties.  
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In summary, few computational models were reported to test hypotheses for new 
treatments (Branle et al., 2002). Although glial tumour cells are often used in current 
biomedical research, to the best of our knowledge, there is limited research on the identification 
of the mechanical properties of glial tumour cells using AFM data. There is also limited 
research on the characterisation of the mechanical behaviours of normal cells, especially for 
human brain neuro-cells. Therefore, there is a need to determine and investigate the differences 
between normal and tumour cells in the human brain to develop effective methods to detect 
tumour diseases  from a biomechanical perspective. The approach used allows for the 
development of an appropriate physical model for the mechanical properties of human brain 
cells (at micro and nano levels) using nonlinear FEM. 
 
2.3 AFM SYSTEM IDENTIFICATION AND CELL MODELLING 
 
The mechanical properties of the biological cell play an important role in cellular 
activities, including differentiation and development; consequently, they can function as 
biomarkers for cellular states (Li et al., 2015). These properties, including shape, elasticity, 
membrane tension, and adhesion strength of biological cells, could interact with the external 
environment to capture the generation force that operates from the samples’ mechanical 
properties (Ragazzon et al., 2016b). Further, these differences are fundamentally recognised 
by  cells’ internal physiological structure, which determines mechanical cellular properties (Li 
et al., 2012). Therefore, Young’s modulus changes in cell elasticity and stiffness usually lead 
to physiological changes within cells (Thomas et al., 2013b; Li et al., 2015; Hohmann et al., 
2017). This means that the status of the cell can be determined from cellular stiffness (Thomas 
et al., 2013b). More importantly, changes in mechanical cellular properties are directly related 
to the emergence of various disease symptoms, such as tumour formation and metastasis 
(Thomas et al., 2013b).  
There are many features in the biological AFM machine that make it extremely valuable 
(Sokolov, 2007). Among the important features is the ability to measure the biological 
sample’s characteristics directly from their natural conditions (Benitez & Toca-herrera, 2014), 
and indent the cell using an AFM probe to measure the deflection of the tip cantilever while 
the cell is deforming (Guz et al., 2014). The mechanical relationship between the cantilever tip 
and the contacted cell sample can be defined by the contact of the Hertz model with two elastic 
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bodies (Lin et al., 2007; Neumann, 2008; Pillarisetti et al., 2009; Ladjal et al., 2012), or 
Sneddon’s model of contact mechanics (Sokolov et al., 2013), which were performed 
experimentally under the following assumptions: 
• The material properties of the tip and cell are small strain, homogeneous and isotropic; 
• The normal contact of the two bodies is frictionless and free of adhesion; 
• The contact geometry is assumed to be axisymmetric, smooth and continuous. 
In AFM, there are different control mechanisms involving dynamic modes (Garcıa & 
Perez, 2002), such as the amplitude control model, because the amplitude is estimated from 
the cantilever oscillation and is used as the feedback signal (Ragazzon et al., 2016a). Other 
methods estimate the tip sample force directly as the feedback signal (Jeong et al., 2006; 
Karvinen et al., 2014), or estimate the tip sample distance by inverting the force (Ragazzon et 
al., 2015). 
In dynamic modes of AFM, both the amplitude and phase-shift have been shown to be 
associated with the sample viscoelastic properties (Martens & Radmacher, 2008; Cartagena-
Rivera et al., 2015). Further, in dynamic modes, several harmonics could also be applied for 
cell mapping, such as the cell properties (Raman et al., 2011). The above approaches relate the 
surface cantilever indentation to the properties of local elastic and viscous.  
Recently, Ragazzon et al. (2016b) used an exceptional approach to extract from the 
sample similar properties based on modelling the cell sample as a dynamic model, with 
unknown parameters. This approach is used to observe elastic (spring constants), viscous 
(damping constants) sample properties, and topography. Also, it is easy to extend and modify 
its use with any of the characteristics of various materials. System identification is employed 
from the control literature to allow direct parameter estimation to detect changes over time, 
which means there is no need for data post-processing, as used in previous approaches. The 
conversion to the real values is exponentially fast, provided a suitable control input is chosen.  
In summary, the system identification approach proposed in the literature has been 
developed and implemented using our cantilever cone tip (instead of the spherical tip) to match 
our experimental work. The model is then compared with our experimental work for the 
model’s accuracy. 
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2.4 FEM SOFT TISSUE/CELL MODELLING 
Soft tissue deformation plays a vital role in surgical simulation (James & Pai, 1999; Cotin 
et al., 1999; Hagemann et al., 1999). The surgical simulation requires the mechanical 
interaction between soft tissues and surgical tools to be realistic and in real-time (Barbé et al., 
2007). However, due to the complexity of soft tissues, it is difficult to achieve both conflict 
requirements, and realistic modelling of soft tissue deformation in real-time is still a 
challenging research problem (Barbé et al., 2007).  
The mass-spring model and finite element method (FEM) are the most common 
modelling methods for soft tissue deformation (Zhong et al., 2012a). The mass-spring model 
uses spring-connected masses to carry out soft tissue deformation. This method is simple in 
computation and easy to implement, but it lacks physical accuracy. The FEM is the exact 
opposite of the mass-spring model. It carries out soft tissue deformation based on rigorous laws 
of continuum mechanics, leading to high accuracy for modelling. However, it is expensive in 
computation. Due to the complexity in computation, the existing FEM models are mainly 
based on linear elasticity. 
There have been significant research efforts in soft tissue modelling for surgical 
simulation and robotic-assisted surgery, and there has been some development in virtual 
surgical schemes for education (Wang & Hirai, 2011). Various FEMs have been developed for 
linear elastic 2D and 3D simulations (DiMaio & Salcudean, 2003; Alterovitz, 2003; Goksel et 
al., 2005; Dehghan & Salcudean, 2007). DiMaio and Salcudean (2003) established force 
distribution over the needle shaft and developed a 2D finite element simulation using a linear 
electrostatic material model to measure the tissue deformation path in a phantom tissue 
(DiMaio & Salcudean, 2003). They also applied fast low-rank matrix updates to achieve real-
time contact simulation (DiMaio & Salcudean, 2005a). Alterovitz et al. (2005) developed a 
dynamic system for needle insertion using the mass-spring model. This system is able to 
simulate the needle insertion process with improved accuracy and computational performance 
(Alterovitz, 2003). 
Okamura et al. (2004) developed an empirical force model for soft tissue deformation 
and penetration, where the needle forces are considered to be a combination of the stiffness 
force, friction force, and cutting force. Webster et al. (2006) studied the motion of needle 
insertion with the use of a bevel-tip needle. Misra et al. (2010) reported a mechanics-based 
method for steering of needle motion by exploring the connections at the tip and the overall 
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bending of the needle, with consideration of material properties and the needle tip geometry. 
Mahvash and Dupont (2010) extended the work of Misra et al. (2010) and developed a dynamic 
model for characterising rupture events, showing that the rupture force would decrease when 
the needle insertion velocity increases. Wang and Hirai (2011) developed a dynamic model of 
needle-tissue interaction by considering needle insertion as a mixture of contact, rupture, and 
friction forces. They also applied a local constraint method to avoid re-meshing, which is 
generally needed due to the collision between discontinuous finite element structures and 
continuous needle movement. In general, the existing FEM methods are mainly dominated by 
linear elasticity to reduce the computational cost, and they are therefore unsuited to handle 
nonlinear, elastic behaviours of soft tissues. 
In summary, we developed a simulation model based on a dynamic nonlinear finite 
element. This model was then compared with the experimental results in CHAPTER 3 to verify 
the applicability of our simulation modelling to the soft tissue/cell deformation study. The 
verification of the simulation model is performed visually and quantitatively for biological 
human brain cells in comparison with the actual experimental results.  Comparisons among 
these models are also performed to show their advantages and disadvantages. For human brain 
cells, an elasticity-based model was proposed, previously employing local elasticity and 
Poisson’s ratio. This cooperation was done to verify our simulation accuracy and to help 
improve it in future research. The verification process has proved that the capabilities of our 
simulation method can be applied to another finite element soft tissue/cell deformation. This 
includes the deformation and the errors to demonstrate our model’s accuracy. 
 
2.5 BIO-HEAT TRANSFER-BASED PATH PLANNING 
Biopsy, brachytherapy, abscess drainage, and cryogenic ablation are widely 
implemented, and fundamental features of needle insertion tools are used in minimally 
invasive surgeries (Jiang et al., 2013). A high level of accuracy when inserting the needle into 
the target is needed to minimise additional trauma to the patient. However, there are 
complications that can arise due to the complexity of the interactions between the needle and 
soft tissue. For example, deformation of soft tissue that occurs during the pre-rupture operation 
of insertion, leads the needle to miss its intended target (Jiang et al., 2013).  
Different approaches have been observed and studied in various fields for needle path 
planning. The presented methods have been observed from Khatib's research. Khatib presented 
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an exclusive real-time approach for mobile manipulators as well as obstacle avoidance, based 
on the concept of an artificial potential field (Khatib, 1986). However, he did not consider 
needle insertion. The validation approach has been validated using FEM simulation and 
phantom tissue experiments.  
A real-time fluoroscopic robotic guidance system to steer a flexible needle in soft tissue 
specimens has been built by Glozman et al. (2007). A fixed-point iterative method was 
employed by Dehghan and Salcudean (2009) to study the needle insertion point optimisation, 
orientation and depth for the needle insertions’ planning into tissue phantom. Webster et al. 
(2006) used a non- holonomic model for steering a flexible needle with a bevel tip and focused 
on the design and phantom tissue experimental validation. However, most of the research has 
focused on linear simulation only and prostate tissue for brachytherapy procedures. 
Alterovitz et al. (2005) described the algorithm of needle insertion planning for steerable 
bevel-tip needles, which combines numerical optimisation with FEM soft-tissue simulation. 
The Jacobian matrix-based approach is used by DiMaio and Salcudean (2005b) to translate 
and orient the needle base to avoid obstacles. In addition, they used a 2D potential field for 
needle trajectory with the FEM model and deformable tissue phantom experiment.  Jiang et al. 
(2013) presented a 3D dynamic trajectory planning method using a potential field with 
nonlinear Mooney-Rivlin material for rigid needle insertion into soft tissue; this approach for 
reaching the target is used to reduce errors in needle placement and helps to avoid obstacles.   
From a bio-mechanical engineering prospective, simulation procedures require knowing 
and understanding the mechanics of living tissues before a medical procedure is performed by 
solving constitutive relational equations. However, it is difficult to determine the mechanical 
properties of biological tissues. Therefore, numerical modelling should be implemented to 
solve and determine the constitutive equations (Chen et al., 2005).  
A potential procedure that is based on a heat conduction method for path planning and 
obstacle avoidance has been explored in the literature: Wang and Chirikjian (2000) simulated 
the steady-state heat transfer to generate an artificial potential field for dynamic environments. 
They generated an attractive potential and repulsive potentials from the goal and obstacles, 
respectively. Hills and Zhong (2013) simulated heat diffusion for real-time robotic path 
planning using the potential field. They conducted the heat field from the objective location 
and produced a potential field temperature gradient as path planning. 
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In the past decades, excellent results have been achieved with bioheat transfer methods 
using Pennes’, the bioheat transfer equation (Pennes, 1948), and other microstructure bioheat 
transfer models (Chen & Holmes, 1980; Weinbaum et al., 1984; Jiji et al., 1984; Shen et al., 
2005), which help to determine the mechanical properties of biological tissues. In addition, 
Pennes’ bioheat equation is a common method that has been applied to the virtual soft tissue 
structure in order to model and achieve a temperature distribution.  
In summary, using needle insertion in a model of surgical simulation and appalling 
nonlinear FEM to perform optimal path planning based on soft tissue deformation, modelling 
of temperature distribution has not been investigated. Also, there is a need for a simulation that 
allows the surgeon/trainee to understand the impact of needle heat sources on needle motion. 
Therefore, a needle insertion path planning methodology based on a bio-heat FEM soft tissue 
deformation model has been applied for the target activity within the state space. Potential field 
simulation with local heat conduction will assure an optimal path to the target and help to avoid 
obstacles. 
 
2.6 CONCLUSION 
This chapter is a literature review of the characterisation of biological cells and system 
identification modelling of the sample dynamics with unknown parameters in AFM 
experiments. Also, this review provided an overview of soft tissue deformation based on FEM, 
and it also considered the application of bioheat transfer based on path planning.     
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CHAPTER 3      
CHARACTERISATION OF BIOLOGICAL 
CELLS 
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3.1 INTRODUCTION 
Characterisation of mechanical cellular properties plays an important role in disease 
diagnoses and treatments. This chapter uses advanced atomic force microscopy (AFM) to 
measure the geometrical and mechanical properties of two different human brain cells, 
including normal HNC-2 and cancer U87 MG cells. Based on experimental measurement, it 
calculates the cell deformation and indentation force to characterise cell mechanical properties. 
A fitting algorithm is developed to generate the force-loading curves from experimental data. 
An inverse Hertzian method is also established to identify Young’s moduli for HNC-2 and 
U87 MG cells. The results demonstrate that Young’s modulus of cancer cells is different from 
that of normal cells, which can help us to differentiate normal and cancer cells from a 
biomechanical viewpoint. 
 
3.2 MATERIAL PREPARATION 
The use of a particular dish for biological cells is recommended to facilitate the adhesion 
of the cell. Before the AFM experiment, the cells were dissociated to be evenly distributed on 
a 60 mm Petri dish using commercially available trypsin. Subsequently, they were attached to 
the bottom of the plate. Our study examines the normal human brain cell line HNC-2 and 
glioma U87 MG cell line (product ATCC® CRL-10742™ and HTB-14™) (Figure 1), which 
were cultured and maintained by the MicroNano Research Facility at RMIT University. Cell 
imaging was performed in the liquid media with a primed probe and the spring constant of 
k=0.06 N/m. It takes 12 to 14 days for normal cells HNC-2 with extremely slow growth to be 
ready for use, while it takes approximately only 3 days for U87 MG with fast growth to be 
ready for use. 
 
       
                                                 (a)                                                       (b) 
Figure	1.	Photomicrograph	of	(a)	HNC-2	cells	and	(b)	U87	MG	cells.	
100 µm 100 µm 
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3.3 CELL CULTURE LIVE CYCLE AND PREPARATION  
Astrocytic tumours, including anaplastic gliomas and glioblastomas, are the most 
common type of adult human primary brain tumour (Lamour et al., 2010). They cover a 
spectrum of clinicopathology, from low to high-grade malignancies, the latter of which can 
lead to death (Branle et al., 2002; Le Calvé et al., 2010). The World Health Organisation 
(WHO) classifies astrocytic tumours into four grades according to their malignancy (Branle et 
al., 2002; Camby et al., 2002). Grade I astrocytic tumours are well circumscribed and 
associated with good prognoses.  However, Grade II–IV astrocytic tumours are associated with 
very poor prognoses because of their ability to diffusely infiltrate normal brain parenchyma. 
Nearly all tumours above Grade I ultimately progress to higher-grade malignancies (Le Calvé 
et al., 2010). The ability of these tumours to penetrate healthy brain tissue makes current 
therapies ineffective and total tumour resection nearly impossible; therefore, recurrence is 
common (Lefranc et al., 2005; Lamour et al., 2010). Consequently, identifying the major 
molecular players involved in astrocytic tumour progression and migration is vital for the 
development of post-operative targeted therapies (Camby et al., 2002; Lamour et al., 2010). 
Few experimental models are available to test hypothetical new treatments (Branle et al., 
2002). 
3.3.1 Cell Culture  
The cells were cultured at 37°C in sealed Falcon plastic dishes containing Eagle's 
minimal essential medium (EMEM, Gibco), and they were supplemented with 10% foetal 
bovine serum (FBS) or foetal calf serum (FCS). The media were mixed with 0.6 mg/mL 
glutamine (Gibco), 200 IU/mL penicillin, 200 IU/mL streptomycin (Gibco), and 0.1 mg/mL 
gentamycin (Gibco). The FCS was heat-inactivated for 1 hr at 56 °C (Rorive et al., 2001; 
Lefranc et al., 2003). Instead of FCS, 5% FBS and 2 mM L-glutamine may be used to 
supplement the media (Lamour et al., 2010). 
3.3.2 Facility 
The MicroNano Research Facility supports high-quality micro and nano research with 
strong contributions from researchers, institutions and industry. Postgraduate students and 
postdoctoral staff use the facility’s resources to perform research that addresses Australia’s 
most pressing problems.  
The facility includes a large cleanroom and cell laboratory with nanofabrication and 
characterisation equipment. This includes third laser nanolithography, chemical vapour 
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deposition, thin film deposition, deep reactive ion etching, focused ion beam milling, 
biological AFM, scanning electron microscopy, confocal microscopy, flow cytometry and 
state-of-the-art ultraviolet equipment. 
3.3.3 Cell Procedure 
When dealing with any cell culture, it is important to understand how the cell culture’s 
life cycle works. To do so, the researcher must know how to prepare the necessary media to 
culture the cell. Each culturing of the cell should be labelled as a ‘passage’ (i.e. passage 1 [P1], 
passage 2 [P2], passage 3 [P3], etc.). It is important to label how many times the cell has been 
re-cultured in this way because, with the passages, the cell loses its efficiency. The present 
experiment was conducted at P7. The researcher was new to biological studies. Therefore, 
passages P1-P6 were used for training on both culturing the cell as well as conducting a test 
on AFM using the cells. The materials used to culture the cells were cell line (purchased from 
American Type Culture Collection ATCC), Eagle’s minimal essential medium (EMEM), 
foetal bovine serum (FBS), pseudomonas aeruginosa (PS) antibiotics (to control cell culture 
contamination), and trypsin (an enzyme that breaks down proteins in the cell culture). This 
process required the use of a biohazard safety cabinet to avoid cell line contamination. 
New media were prepared using either Dulbecco’s minimal essential medium (DMEM) 
or Eagle's minimal essential medium (EMEM), each of which were 500 ml. The addition of 5 
ml of PS and 50 ml of FBS completed the media, at concentrations of 1% PS and 10% FBS. 
The procedure for the initial culturing was:  
Phase 1: 
- Label each material used, with the user, media used, passage name (e.g. P1), time, and 
date. Current label: Tariq, EMEM + 10% FBS +1%, P1, 16/03/2017. 
- For every 500 ml of EMEM media, sublime the media using 10% FBS and 1% PS 
antibiotic. Note: The current experiment did not use all of the sublimed media at the 
same time; approximately 50 ml of supplemented media were taken to culture the cell 
and the rest was returned to the refrigerator for later use. 
- Heat 50 ml of the media in a water bath at 37°C. 
- Remove one vial of the cell 1 ml from liquid nitrogen or refrigerated storage, depending 
on where the cell was gated from. 
- Warm the vial in the water bath at 37°C until the ice has melted. 
- Extract 1 ml of the cell media from the cryovial and transfer it to a clean 50 ml tube. 
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- Add the fresh media slowly, with agitation of approximately 5 ml, to adapt it to the 
dimethyl sulfoxide DMSO.  
Phase 2: 
1. Spin the tube in a centrifuge for approximately 5 minutes at 1,200 RPM and 4°C. 
2. Remove the media only (not the cells) and throw it out. 
3. Add approximately 9 ml of fresh media, depending on the number of flasks or Petri 
dishes. Add 20 ml and 3 ml of fresh media to each flask or Petri dish, respectively, 
before dropping the cells into the flask/Petri dishes.  
4. Re-suspend the cell media to ensure the cells mix with the media. At this stage, the 
researcher should be able to count the cells (see Cell Counting, Section 3.3.5). 
5. Seed the cell media in 3 Petri dishes, depending on the number of dishes, with 3 ml of 
media in each. 
6. Incubate the flask/Petri dish to grow for 3 days at 37°C, Co2 and 5% Humts.  
7. Change the media after 3 to 4 days if the cells are not confluent. 
8. All procedures must be conducted in a biosafety hazard cabinet that has been cleaned 
with 80% ethanol. 
3.3.4 Cell Culture Splitting and Subculturing Procedure 
This procedure is performed to avoid cell growth when the cell in the flask or Petri dish 
becomes confluent (approximately 80% – 90%), as the limited space in the flask does not allow 
it. Cell splitting with new a passage is performed, as follows: 
- Check the confluence of cells in the flask to decide whether you need to split the cells 
or simply change the media. 
- If the cells are confluent, you must prepare the media as described in section 3.3.3, 
phase 1. 
- Heat 5 ml of the trypsin/EDTA (TB) in water bath at 37°C. 
- Collect the flask(s) of cultured cells from the incubator that require splitting, and then 
transfer them to the biosafety hazard cabinet. 
- After the equipment has been prepared (see Section 3.3.3), remove the old media from 
the flask by applying the suction tool against the cell clutter wall to avoid extracting the 
cells. 
- Add approximately 2.5 ml or 0.5 ml of trypsin to the cell flasks or Petri dishes, 
respectively. 
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- Put the flasks/Petri dishes in the incubator for a maximum of 3 mins, then gently shake 
the flasks/Petri dishes and use a microscope to check whether the cell has attached to 
the flask/dish. 
- If the cells are free to move, add approximately 2.5 ml of fresh media to stop the effect 
of the trypsin. Re-suspend the cell media to ensure the cells do not attach to the flask. 
3.3.5 Counting Cells and calculations 
It is really important to make a sound decision about how many cells you have for the 
experiment and to make an accurate assessment about how many cryovials need to be used. 
Usually, one vial needs about 1 million cells. To count the cells, a cell-counting device is 
required (Figure 2). 
- Locate the counter slide. 
- Collect approximately 10 µml of trypan blue and mix it with 10 µml from the new cell 
media. 
- Place the mixture in the slide and into the counter device. 
- Press the button on the device to unblock the knob. 
- Locate the live cells (which appear as white dots), then press the button to count the cells. 
- When processing is complete, the total cell count (including live and dead cells) will be 
displayed.  
It was determined that there were 1.3 * 106 cells per millilitre. This was multiplied by a 
2-dilution factor (10 µml each of cell media and trypan blue), for a result of 2 * 1.3 * 106/ml 
= 2.6 * 106/ml. The actual cell count in the 5 ml solution was: 5 * 2.6 * 106 = 13 * 106/5 ml). 
This means that in 5 ml there were 13 * 106 cells.  
The cells were split into 2 flasks, each one containing 20 ml of media. This total of 40 
ml consisted of approximately 35 ml of fresh media added to the existing 5 ml. Re-suspension 
was performed to ensure that all the cells mixed with the media, and the cell media were put 
into the flasks. The flasks were placed in the incubator to grow for 3 days. 
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Figure	2.	Countess	Automated	Cell	Counter		
3.3.6 Freezing Cells and Liquid nitrogen procedure 
The cells were frozen at passage 3 (P3) in vials (special tubes for liquid nitrogen). Each 
vial contained 1 ml of cell media. The procedure for freezing cells depends on the number of 
cells present. The present experiment used 6 vials each of 1 ml of cell media for a total of 6 ml 
of cell media. To do that, 20% of DMSO solution mixed with the cell media is needed. 
Approximately 10% DMSO was mixed with the complete media (EMEM +10% FBS + 1% 
PS). This process depends on the number of cells remaining after countering (Section 3.3.5), 
which is determined, as follows: 
- Perform the cell-splitting procedure (see Section 3.3.4) up to the step where cells are 
collected from the centrifuge.  
- Add approximately 3 ml of fresh media and re-suspend the media.  
- Add approximately 600 ml of DMSO to 2.4 ml of fresh media. This creates a total of 3 
ml of fresh media with DMSO, meaning the 20% DMSO value has been achieved. 
- Add the 3 ml DMSO solution to the 3 ml of cell media, drop by drop, to avoid choking 
the cells. 
- Distribute the cells into 6 vials of 1 ml each. This must be done as quickly as possible 
because the tubes will be frozen in P3. 
- Place the vials into a small container between two liquid savers (green) to preserve cell 
viability.   
- Label and transfer the tubes to a freezer at -80°C. 
- Enter the emergency file’s details into the Liquid Nitrogen Procedure Excel spreadsheet. 
In the current research, this was Canister 5. 
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Last, use the appropriate gloves and safety glasses (special equipment for liquid 
nitrogen). Then, remove the tubes from the -80°C freezer. Remove Canister 5 (try to loosen 
the liquid) from the liquid nitrogen canister holder. Open the canister in the vacuum cabin, and 
then position the vial tubes. 
 
3.4 AFM IMAGING AND MEASUREMENT PROCEDURE   
As the main part of the AFM (Figure 3), the scan head contains a top-view module where 
the sample is placed. It is connected to the anti-vibration controller and AFM controller. The 
top view module allows users to view the cell and laser beam alignment on the AFM cantilever. 
The XY stage is used to manually position the cell under the AFM cantilever tip. The AFM is 
set up in an acoustic isolation chamber to prevent acoustic noise from interfering with the 
measurement. The range of the scan head is 90 μm for the x- and y-axes and 30 μm for the z-
axis. 
 
	
	
	
	
	
	
	
Figure	3.	AFM	indentation	system:	(a)	AFM	scan	head;	(b)	sharp	cantilever	tip;	(c)	cantilever	tip	in	U87	MG	cell	media;	(d)	vibration	isolation	for	AFM;	and	(e)	AFM	laser	controller.	
 
3.4.1 Schematic Of AFM Indentation Imaging  
The v-shaped cantilever is operated by moving the piezoelectric scanner in the z direction 
towards the cell. A photodiode detects the cantilever’s deflection at the point of contact between 
the tip and cell. The cantilever’s deflection and associated contact point are recorded using a 2-
tuple (z, d), where d and z represent the cantilever’s deflection and associated location, 
respectively (Figure 3). This 2-tuple is defined as the ratio between the cantilever spring 
constant and the maximum indentation force. At the contact point (z,	, d,), the cantilever 
indents the cell until the cantilever deflection reaches the maximum value (zmax , dmax). Once 
(a) 
(e) 
(d) 
(b) (c) 
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the deflection reaches the maximum value, the cantilever withdraws from the cell and gradually 
returns to its initial location. The cell indentation (δ) is defined by the cantilever movement (z) 
and cantilever deflection (d)   δ = (z234 − z,) − (d234 − d,) = 	 (z234 − d234) − (z, − d,) = w234 − w, (1)	
where (z0, d0) are cantilever’s initial position and deflection at the contact point, 
(z234	, d234) are the maximum position and deflection, and w, and w234 are the initial and 
maximum transformed variables at the contact point. The force-indentation relationship is 
related to the stiffness and the cantilever motion according to Hook’s law F = k(d − d,) (2) 
where k is the cantilever spring constant. 
While biological cell structure shows complex behaviours (such as time-dependent, 
nonlinear and anisotropic behaviours), biological cells can be investigated by a linear isotropic 
model to a high precision in terms of small deformation in the short-term (Elkin et al., 2007, 
Cheng et al., 2008, Ananthanarayanan et al., 2011, Jembrek et al., 2015). The Hertz contact 
model describes the elastic deformation involved in the mechanical contact between two 
homogeneous surfaces. It has been widely used to describe the mechanical contact of AFM 
probe with cells (Alonso & Goldmann, 2003; Touhami et al., 2003). The exact solution of cell 
indentation can be described by the Hertz theory of linear elastic materials in the form of a 
force-indentation relationship under a cone indenter tip 
F = 2E	tan∅π(1 − vC) δC	 (3) 
where F is the force applied to the indenter, δ is the indentation depth, E is the Young’s 
modulus, ø is the tip angle, which is the semi-opening of the cone, and v is the Poisson’s ratio 
of the cell (v = 0.5 as per the literature (Thomas et al., 2013a)). 
By calculating the cell deformation (δ) via Eq. (1) and the indentation force (F) via Eq. (2), 
the Young’s modulus Eq. (3)  of the cell can be obtained from the Hertz contact model via 
applying the recursive least square (RLS) data, fitting to each force curve up to the maximum 
indentation of about 300 nm (Figure 4). To reduce the computational time, a golden-section 
search (Thomas et al., 2013a) is performed at each iteration instead of applying linear scanning 
to all force curve data. 
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Figure 4. AFM schematic scan for the interaction between the cantilever and a cell. 
 
3.4.2 AFM calibration 
As specified by the manufacturing company, NanoWorld AG, the cantilever tip angle is 
35°, which is not accurate. For accurate measurement of Young’s modulus using AFM, the 
cantilever tip angle was measured experimentally using Scan Probe Microscopy (SPM) (Figure 
5) to be 40.2° and 68.9° for the closed-to-the-tip and hall-tip angle, respectively. This angle is 
used to measure Young’s modulus using AFM. 
      
                                                       (a)                                                         (b) 
Figure 5. Measured v-shaped cantilever tip using scanning probe microscopy: (a) 40.2°; and (b) 68.9° tip 
angels. 
 
The force and cell deformation data were obtained from biological cell samples via the 
AFM. For high-resolution stiffness mapping, cells require a V-shaped cone cantilever tip. The 
proposed experiment uses the sharp cone cantilever tip (V-shaped Pyrex Nitride) from PNP-
DB (NanoWorld AG). The cell stiffness depends on the Young’s modulus as well as the 
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contact geometry of the tip surface. Therefore, the spring constant 0.06 N/m of the cantilever 
tip was calibrated on air to determine the resonant frequency of the cantilever tip (spring 
constant k). The probe spring constant was calibrated experimentally using the thermal tune 
provided by the AFM (ImagePro software from Asylum) to determine the natural resonant 
frequency of the cantilever by monitoring the amplitude over a predefined frequency range. 
To ensure that the system functioned properly, we determined the contact slope of the 
indentation curve on a bare substrate for cantilever sensitivity (see Figure 6 (a)). The procedure 
to measure the cantilever sensitivity was done by following the protocols reported in Thomas 
et al. (2013b) with spring constant k = 0.0346 N/m. Further, we experimentally measured the 
thermal power spectral density (PSD) (see  Figure 6 (b) and Figure 6 (c)) to determine the 
cantilever resonant frequency and to ensure that both cantilever and light source were  aligned. 
 
                              (a)                                                     (b)                                                     (c) 
 
Figure 6. Thermal	graph	measurement	of	the	tip	cantilever	(k	=	0.03459	N/m):	(a)	The	contact	slope	fitting	from	a	force	curve	determines	the	sensitivity	of	the	cantilever	(deflection	volt	=	65.07	nm/v);	(b)	fitting	the	spring	constant	calibration	using	the	thermal	tune;	and	(c)	the	zoomed-in	view	of	the	resonant	frequency	plot	(F	=	12.817	kHz)	in	the	fitting	area. 
 
3.4.3 Contact Versus Tapping Mode 
The contact and tapping modes on the cantilever probe were employed to obtain images 
of the sample cells either on air or fluid from the AFM. The contact mode or DC mode is the 
original and most common AFM mode to create three-dimensional images of nanostructure 
surfaces. The contact mode involves keeping the cantilever tip completely in contact with the 
surface while the sample is raster-scanned over the XY pattern using a piezoelectric scanner, 
maintaining the deflection voltage (i.e., force) the entire time. The cantilever maintains a 
positive deflection using an electronic closed loop circuit. This mode could be more harmful, 
depending on how soft the sample is and what forces are being applied. However, it is useful 
for hard surfaces and cell imaging in fluid with very low levels of force.  
Fitting the contact slope  
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A recent development in getting the image in AFM is using a tapping mode or AC mode, 
with the probe at or close to the resonant frequency of the integrated cantilever, and it oscillates 
vertically. The electronic closed-loop circuit maintains the amplitude of the oscillation during 
scanning. 
Topographic images are generated by mapping the vertical distance that the scanner 
moves as it maintains a constant deflection at every lateral data point while in contact mode. 
While in tapping mode, the scanner maintains constant oscillation amplitude at each lateral 
data point. The key benefit of the tapping mode is the reduction of lateral shear force, which 
helps avoid damage to the sample, especially when dealing with cell specimens (Alonso & 
Goldmann, 2003).  
 
3.5 ELASTICITY MODULUS 
Research efforts were reported to experimentally measure and determine the elasticity 
and Young’s modulus values of the neuron cells. Depending on the neuron cell used, the value 
of Young’s modulus is between 10 to 100 kPa for fixed cells (Jembrek et al., 2015). For live 
brain cells, the value of Young’s modulus is within the range 0.05–35 kPa (Elkin et al., 2007; 
Cheng et al., 2008) and 0.15–5 kPa (Ananthanarayanan et al., 2011). The values of Young’s 
modulus are 0.08 kPa and 119 kPa for the glioblastoma cell lines, and U87 MG and U373 MG, 
respectively (Bangasser et al., 2013). The values of Young’s modulus for the glioma cell lines, 
U373 MG, U87 MG, U251 MG, SNB19 MG and C6 MG, are 0.08 kPa, 0.25 kPa, 0.8 kPa, 19 
kPa and 119 kPa, respectively (Ulrich et al., 2009).  
Table 1 summarises the values of Young’s modulus for different cells. 
Table	1.	Young’s	modulus	values	for	fixed	and	live	neuro	cells	in	the	literature 
 Glioblastoma 
cell line Cell type 
Young’s modulus 
(kPa) 
Neuro cells (Fixed) 10–100 (Jembrek et al., 2015) 
Brain tissue 
(li
ve
) 
0.05–35 (Elkin et al., 2007, Cheng et al., 2008) and        
0.15–5 (Ananthanarayanan et al., 2011) 
C6 MG 119 (Ulrich et al., 2009) 
U87 MG 0.08 (Bangasser et al., 2013) –0.25 (Ulrich et al., 2009) 
U373 MG 0.08 (Ulrich et al., 2009)–119 (Bangasser et al., 2013) 
U251 MG 0.8 (Ulrich et al., 2009) 
SNB19 MG 19 (Ulrich et al., 2009) 
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3.6 AFM LIVING CELL CHARACTERISATION PROCEDURE  
The procedure for characterising the stiffness of living cells using AFM is, as follows: 
• Calibrate the spring constant (k) of the cantilever tip on air (there is no liquid) to identify the 
sensitivity of the tip before we load the cell sample. Next, repeat the calibration when the cell 
sample is loaded on the AFM holder to measure the tip sensitivity. However, the repeated 
calibration is conducted in liquid to avoid damaging the tip.  
• Identify the cell indentation (δ), which is defined by the cantilever movement (z) and 
cantilever deflection (d). The tip is experimentally measured twice, one from the bottom of 
the substrates and the other from the top of the cell sample, to describe the deformation of the 
cell under the tip load.  
• After determining the sensitivity and the indentation of the tip, use Eq. (2) to determine the 
indentation force. 
• Select 3 cell samples at different locations from the Petri dish. For each cell, measure at least 
5 single force-indentation curves in the peri-nuclei region and then take the average. 
• Young’s modulus is experimentally measured based on Eq. (3) with the measured tip angle. 
• Based on the measurement data, use the proposed analytical estimation algorithm to estimate 
the value of cell Young’s modulus. 
 
3.7 RESULTS AND DISCUSSIONS 
Experiments were conducted on living HNC-2 and U87 MG cells to obtain force and 
indentation information for mechanical characterisation. An analytical model estimation and 
data-fitting algorithm were also developed to evaluate whether the experimental results 
appropriately predict the force-indentation relationship of HNC-2 and U87 MG cells. In 
addition, the Young’s moduli obtained by experimental measurement for the cell samples are 
used for comparative analysis with those obtained by analytical estimation via the inverse 
Hertz method. 
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3.7.1 Experimental Measurement Analysis for Cell Mechanical Properties 
The force mapping was conducted in the resolution of 32 x 32 pixel under AFM contact 
mode for both HNC-2 cells (Figure 7 - Figure 9) and U87 MG cells (Figure 10 - Figure 12). 
The maximum deflection force was set to 2nN. The scan rate was set to 0.5 Hz, and the tip 
velocity was set to 1 µm/s to prevent damage to the cell samples. The cell information, such 
as the cell height and Young’s modulus, can be extracted from the force maps by image 
processing and analysis using the software tool, ImagePro from AFM Asylum. The resultant 
force maps are summarised in Table 2 for HNC-2 cells and Table 3 for U87 MG cells. Figure 
13 shows the average values and associated standard deviations of Young’s modulus by 
experimental measurement. 
Table 2 and Table 3 show the mechanical and geometric parameters of both HNC-2 and 
U87 MG cells measured by AFM experimentation. The experiment measured Young’s 
modulus of HNC-2 cells as higher than that of U87 MG cells. The Young’s modulus was 3.829 
kPa with a standard deviation of 1.814 kPa for HNC-2 cells, while for U87 MG cells it was 
0.757 kPa, with a standard deviation of 0.318 kPa. The height of HNC-2 cells (3.4 µm) was 
also larger than that of U87 MG cells (2.4 µm), showing the geometric difference between 
normal and cancer cells. 
Table	2.	AFM	force	mapping	summary	for	three	HNC-2	cells.	
Cell 
No. 
Cell 
height 
(µm) 
Young’s 
modulus 
(kPa) 
Young’s modulus 
histogram (kPa) Scale 
Mean Standard deviation 
1 3.35 1.72 0.8681 0.2617   2.9x102 
2 3.6 16.38 7.46 3.89 1x102 
3 3.3 7.91 3.16 1.29 1.2x102 
Average 3.4 8.67 3.829 1.814 1.7x102 
 
 
Table 3. AFM	force	mapping	summary	for	three	U87	MG	cells.	
Cell 
No. 
Cell 
height 
(µm) 
Young’s 
modulus 
(kPa) 
Young’s modulus 
histogram (kPa) Scale 
Mean Standard deviation 
1 2.35 2.84 0.5053 0.4343 1.8x102 
2 2.3 1.50 0.7655 0.2204 1x102 
3 2.45 3.80 1 0.30 1.1x102 
Average 2.4 2.71 0.757 0.318 1.3x102 
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                            (a)                                               (b.1)                                               (b.2) 
 
                          (c)                                                    (d)                                         
Figure 7. Force	mapping	of	HNC-2	cell	(1):	(a)	5	selected	random	loading	force	curves;	(b.1)	two-dimensional	force	map	of	cell	height;	(b.2)	three-dimensional	cell	height;	(c)	two-dimensional	Young’s	modulus;	and	(d)	histogram	of	fitting	the	Young’s	modulus.	
 
                            (a)                                               (b.1)                                                  (b.2) 
 
                          (c)                                                    (d)                                         
Figure 8.  Force	mapping	of	HNC-2	cell	(2):	(a)	5	selected	random	loading	force	curves;	(b.1)	two-dimensional	force	map	of	cell	height;	(b.2)	three-dimensional	cell	height;	(c)	two-dimensional	Young’s	modulus;	and	(d)	histogram	of	fitting	the	Young’s	modulus.	
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                            (a)                                                (b.1)                                              (b.2) 
 
                          (c)                                                    (d)                                         
Figure 9.  Force	mapping	of	HNC-2	cell	(3):	(a)	5	selected	random	loading	force	curves;	(b.1)	two-dimensional	force	map	of	cell	height;	(b.2)	three-dimensional	cell	height;	(c)	two-dimensional	Young’s	modulus;	and	(d)	histogram	of	fitting	the	Young’s	modulus.		
 
                            (a)                                               (b.1)                                                 (b.2) 
 
                          (c)                                                    (d)                                         
Figure 10. Force	mapping	of	U87	MG	cell	(1):	(a)	5	selected	random	loading	force	curves;	(b.1)	two-dimensional	force	map	of	cell	height;	(b.2)	three-dimensional	cell	height;	(c)	two-dimensional	Young’s	modulus;	and	(d)	histogram	of	fitting	the	Young’s	modulus.	
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                              (a)                                                (b.1)                                                (b.2) 
 
                          (c)                                                    (d)                                         
Figure 11. Force	mapping	of	U87	MG	cell	(2):	(a)	5	selected	random	loading	force	curves;	(b.1)	two-dimensional	force	map	of	cell	height;	(b.2)	three-dimensional	cell	height;	(c)	two-dimensional	Young’s	modulus;	and	(d)	histogram	of	fitting	the	Young’s	modulus.		
 
                            (a)                                               (b.1)                                                 (b.2) 
 
                          (c)                                                    (d)                                         
Figure 12. Force	mapping	of	U87	MG	cell	(3):	(a)	5	selected	random	loading	force	curves;	(b.1)	two-dimensional	force	map	of	cell	height;	(b.2)	three-dimensional	cell	height;	(c)	two-dimensional	Young’s	modulus;	and	(d)	histogram	of	fitting	the	Young’s	modulus.	
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Figure 13. The	average	values	and	associated	standard	deviations	of	Young’s	modulus	by	experimental	measurement	for	normal	(HNC-2)	and	cancer	(U87	MG)	cells.		
3.7.2 Analytical Estimation Analysis for Cell Mechanical Properties 
The force curves for each deflection on the surfaces of HNC-2 and U87 MG cells provide 
forces at each indentation. In order to fit the Hertz model, the force curves are converted into 
the force-indentation curves. Five force curves were selected from the resultant force mappings 
of each cell (30 curves in total) (see Figure 7 - Figure 12). Figure 14 and Figure 15 show the 
force-indentation curves for HNC-2 cells and U87 MG cells, respectively. An RLS algorithm 
(Thomas et al., 2013a) was developed using MATLAB to fit the load-indentation data with the 
Hertz model to analytically estimate the Young’s modulus values for HNC-2 and U87 MG 
cells. 
It should be noted that the analytical estimation of the cell Young’s modulus is usually 
affected by the substrate stiffness. Since the Hertz model only considers homogeneous and 
linearly elastic materials, the force-indentation curve within the initial 300 nm was used to fit 
with the Hertz model for the purpose of simplicity. Table 4 and Figure 5 show the summaries 
of the indentation for HNC-2 and U87 MG cells, respectively. To extract the force–indentation 
relationship, we need to measure the force curve by identifying the initial contact point of the 
cantilever tip with the cell (see Section 3.4.1). Since both force and indentation depend on the 
contact point, it is necessary to estimate the contact point optimally. This thesis adopts the 
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algorithm reported by Lin et al. (2007), which is based on unconstrained searching to optimally 
identify the initial contact points in the force curves, based on the minimum fitting error. To 
overcome the disturbance of data noise, a re-award scheme was developed to impose lower 
and upper bounds to the unconstrained searching problem; this confined the deviation of the 
contact point. 
A sharp cone tip is used to estimate the contact with the HNC-2 and U87 MG cells, 
because it provides a high resolution for stiffness mapping (Thomas et al., 2013a). The 
mechanical relationship of the sharp cone tip with HNC-2 and U87 MG cells can be defined 
by the contact of the Hertz model with two elastic bodies (Lin et al., 2007; Neumann, 2008, 
Pillarisetti et al., 2009; Ladjal et al., 2012) under the following assumptions: 
• The material properties of the tip and cell are homogeneous and isotropic; 
• The normal contact of the two bodies is frictionless and free of adhesion; 
• The contact geometry is assumed to be axisymmetric, smooth and continuous. 
The analytical estimated Young’s modulus values are shown in Figure 4 for HNC-2 cells, 
and Figure 5 for U87 MG cells. It can be seen that the analytical estimated Young’s modulus 
of HNC-2 cells is also larger than that of U87 MG cells. The mean of the analytical estimation 
Young’s modulus values is 0.091 kPa, with a standard deviation of 0.0675 kPa for HNC-2 
cells, while it is 0.081 kPa with a standard deviation of 0.026 kPa for U87 MG cells. The 
estimated force indentation curves are illustrated in Figure 14 for HNC-2 and in Figure 15 for 
U87 MG cells. For each type of cell, three force curves were identified based on the initial 300 
nm cell deformation. From Figure 4 and Figure 5, we can see that the analytical estimation 
indentation force at 300 nm deformation for HNC-2 cells is twice as large as that for U87 MG 
cells. The average analytical estimation force at 300 nm deformation is 0.3475 nN for HNC-2 
cells and 0.1765 nN for U87 MG cells. These results show that cancer cells are softer than 
normal cells, which is in agreement with the literature (Cross et al., 2007). 
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Cell (1) 
    
Cell (2) 
    
Cell (3) 
    
Figure 14. Comparison	between	experimental	measurement	and	analytical	estimation	of	force-indentation	curves	for	three	HNC-2	cells:	(a)	Experimental	force-indentation	curves	with	the	contact	points	(in	red	circles);	(b)	Estimated	force-indentation	curves	showing	a	good	agreement	with	experimental	curves	for	the	initial	deformation	of	300	nm	(the	circle	dots	indicate	the	experimental	data,	and	the	curves	indicate	the	calculated	data). 
 
 
Table 4. Analytical estimation of the indentation force and Young’s modulus for three HNC-2 neuro cells 
Cell No. 
Young’s 
modulus 
(kPa) 
Indentation 
Force  
Average (nN) 
Deformation 
(Nm) 
1 0.0138 0.1534 300 
2 0.1201 0.4201 300 
3 0.1390 0.4691 300 
Mean 0.091 0.3475 300 
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Cell (1) 
     
Cell (2) 
    
Cell (3) 
    
Figure 15. Comparison	between	experimental	measurement	and	analytical	estimation	of	force-indentation	curves	for	three	U87	MG	cells:	(a)	Experimental	force-indentation	curves	with	the	contact	points	(in	red	circles);	(b)	Estimated	force-indentation	curves	showing	a	good	agreement	with	experimental	curves	for	the	initial	deformation	of	300	nm	(the	circle	dots	indicate	the	experimental	data,	and	the	curves	indicate	the	calculated	data).	
 
 
Table 5. Analytical estimation of the indentation force and Young’s modulus for three U87 MG neuro cells 
Cell No. 
Young’s 
modulus 
(kPa) 
Indentation 
Force  
(nN) 
Deformation 
(Nm) 
1 0.0991 0.2392 300 
2 0.0512 0.1121 300 
3 0.0927 0.1781 300 
Mean 0.081 0.1765 300 
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3.8 COMPARISON OF EXPERIMENTAL AND NUMERICAL ANALYSIS 
Figure 7 - Figure 12 show the experimental force–indentation curves of HNC-2 and U87 
MG cells, which were obtained via image analysis using commercial software (ImagePro from 
AFM Asylum). The sample thickness (cell height) is usually a few micrometers above the 
perinuclear region, indicating that the substrate stiffness affects the cell stiffness, whereas the 
Hertz model assumes the sample thickness to be infinite due to homogeneous and linearly 
elastic material properties. 
For both cells, it is observed in Figure 7 (a) - Figure 12 (a) that the retraction (unloading) 
portion in the force hysteresis curve indicates an adhesion force, which represents the plastic 
material property. However, it must be emphasised that this thesis concentrates on the analysis 
of cell indentation that exhibits the Hertzian behaviour, which is linearly elastic and ignores 
adhesion force. Figure 13 shows the average values of Young’s modulus (3.829 kPa, 0.757 
kPa) and associated standard deviations (1.814 kPa, 0.318 kPa) obtained by experimental 
measurement for both HNC-2 and U87 cells, respectively. The results clearly indicate that 
Young’s modulus of the cancer cell (U87 MG) is 70% softer than normal cells (HNC-2). Thus, 
the structure and the mechanical properties of cancer cells are changed and become less stiff 
than normal cells (Alonso & Goldmann, 2003; Cross et al., 2007). Figure 4 and Figure 5 show 
the analytical estimation of mechanical and geometrical properties of HNC-2 and U87 MG 
cells, respectively.  In comparison with Figure 8, it can be seen that the average Young’s 
moduli obtained from AFM experiments for both HNC-2 and U87 MG cells are higher than 
the analytically estimated ones. 
Table 6. Data summary of average Young’s modulus for HNC-2 and U87 MG cells. 
Cell type 
Young’s modulus (kPa) 
Experimental Calculated 
Mean Standard deviation Mean 
Standard 
deviation 
HNC-2 3.929 1.814 0.091 0.0675 
U87 MG 0.757 0.318 0.081 0.026 
 
Table 6 compares the average Young’s moduli obtained from both experimental 
measurement and analytical estimation, respectively. It should be noted that poor fitting has 
occurred since some kinks are beyond the range of fitting data. These affect the experimental 
measurement of Young's modulus. Further, significant noise is also involved in the 
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measurements of force curves from the resultant force mapping since the sharp cantilever tip 
may affect the cell surface and the linearity of the Hertz model. The above factors are the 
sources of the large error that occurred in the experimental measurement for normal cells 
(HCN-2), where the Young's modulus values involve a large variation, as shown in Table 2. 
However, as shown in Figure 14 and Figure 15, the proposed RLS fitting algorithm can 
effectively fit all measurement data to the Hertz model. Figure 7 shows the means of the 
standard deviations and RMS errors are 1.5 E-04 m and 1.3 E-04 m for HNC-2 cells, and 1.3 
E-04 m and 1.1 E-04 m U87 for MG cells. Therefore, the value of Young's modulus that was 
analytically estimated by the fitting algorithm should be used for modelling and analysis of 
cell mechanical behaviours (Figure 8). Also, it is important to note that only the best initial 
contact points in Figure 14 and Figure 15 were chosen to achieve the highest accuracy for the 
fitting of the force-indentation curves to get an optimal Young's modulus. It can be seen that 
the values of Young's modulus via the analytical estimation are within the range of Young’s 
modulus reported in the literature. From the obtained data shown in Figure 4 and Figure 5, it 
should be noted that to achieve the deformation of 300 nm, the indentation force for HNC-2 
cells (0.3475 nN) is twice as high as that for U87 MG cells (0.1765 nN). This is also in 
agreement with the literature (Cross et al., 2007), showing that cancer cells are softer than 
normal cells and require a lesser amount of force to deform. Further, the results in Table 4 and 
Figure 5 also indicate that the higher the Young’s modulus, the larger the force required for 
cell deformation. 
 
Table 7. Analytical estimation of the standard deviations and RMS errors for the three HNC-2 and U87 MG cells 
Cell No. 
HNC-2 U87 MG 
Standard 
Deviation(m) RMS Error(m) 
Standard 
Deviation(m) 
RMS 
Error(m) 
1 7.15E-05 5.42E-05 1.81E-04 1.49E-04 
2 1.28E-04 1.07E-04 6.62E-05 5.41E-05 
3 2.52E-04 2.42E-04 1.35E-04 1.08E-04 
Mean 1.5 E-04 1.3 E-04 1.3 E-04 1.1 E-04 
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Table	8.	The	mechanical	and	geometric	properties	of	both	HNC-2	and	U87	MG	cells	
Parameters 
Mean value 
HNC-2 U87 MG 
Young’s modulus 0.091 kPa 0.081kPa 
Poisson ratio 0.5 0.5 
Indentation force 0.3475 nN 0.1765 nN 
Deformation 300 nm 300 nm 
Height 3.4 µm 2.4 µm 
 
 
 
3.9 CONCLUSION 
This chapter examined the characterisation of mechanical properties of human brain cells. 
It achieved this characterisation via AFM indentation and compared the mechanical properties 
of HNC-2 and U87 MG cells for the first time. It also established an inverse Hertz method for 
optimal estimation of mechanical cellular properties. Experiments were conducted using an 
Asylum MFP3D-Bio-AFM indentation to characterise the mechanical properties of normal and 
tumour cells and to determine their geometrical parameters. The AFM experimental data were 
analytically estimated, analysed and fitted with the Hertz contact model to identify the 
mechanical properties of living cells. The results show a clear difference of Young’s modulus 
between normal and cancer cells, and the force required to indent normal cells is higher than 
that required to indent cancer cells. These results verify literature consensus that cancer cells 
are softer than normal cells. A significant match between experimental and analytical 
estimation analyses is also observed for HNC-2 and U87 MG cells. Since the cell Young’s 
modulus obtained by analytical estimation analysis is more accurate than that obtained by 
experimentation, the Young’s modulus gleaned by analytical estimation analysis should be 
used in further development of mechanical cellular behaviours. 
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CHAPTER 4      
CELL MECHANICS MODELLING AND 
IDENTIFICATION BY ATOMIC FORCE 
MICROSCOPY 
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4.1 INTRODUCTION 
Cells are living organisms that are not only complex, but they are also considered life’s 
building blocks. The mechanical properties of cells reveal that they play an essential role in 
diagnostics within the medical field. CHAPTER 3 discussed the study of mechanical cellular 
properties using Atomic Force Microscopy, which has been shown as highly efficient. The 
main objective of this chapter is to build on this methodology through the development of a 
viscoelastic prototype of the cell, which will be made using a method that suits parameter 
identification. This discussion will then be followed by the design of a parameter estimator to 
identify mechanical cellular properties based on spatial system modelling. A control input is 
then used to reveal that the estimated parameters converge quickly to the actual ones. The key 
objective of this estimator is to ensure that the cell’s mechanical changes are revealed over a 
certain period of time. Additionally, the same approach can be used in the identification of 
mechanical properties in other elastic materials that are scanned using AFM. Simulation 
analysis is also conducted to demonstrate the efficiency of this methodology.  
 
4.2 CANTILEVER-SAMPLE SYSTEM MODELLING  
The sample selected for measuring has been modelled using lumped spring-damper 
components or elements that have been placed along lateral axes (XY), as demonstrated in 
Figure 16. It is possible to compress these elements vertically in the direction of Z. One of the 
essential features of this model is its capacity to capture spatial variations in the damping and 
stiffness properties. Additionally, one can even select the desired numbers of the spring and 
damper elements to adjust the model fidelity for the study being conducted. Cantilever 
deflection D is the only signal given that can be measured using the setup of a photo-detector, 
as evident in Figure 17. As illustrated in Figure 17, position U of the cantilever base can be 
controlled to move vertically. Position Z gives the tip’s vertical position with the following 
relationship: 𝑍 = 𝑈 − 𝐷 (4) 
In addition to this, it is also possible to control the cantilever tip using the XY direction 
(Eielsen et al., 2013). Figure 16 illustrates that the ultimate position of the tip’s centre is 
obtained using (X, Y, Z) in the coordinate system of (x, y, z), as revealed in Figure 16. 
The sample dynamics of the cantilever can be explained using the three key components 
indicated in Figure 18. These cantilever dynamics are subject to the external sample forces used 
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for generating a deflection, evident in the vertical axis. The geometry’s position and tip are 
further used in determining the positions of the spring-damper elements that are mainly 
compressed. These compressed elements, on the other hand, go ahead to create a restoring force 
that acts on the tip of the cantilever. Information of all the components will be clearly explained 
in the following sections.  
 
Figure	16.	Biological	cell	sample	modelled	as	spring-damper	elements	(Ragazzon	et	al.,	2016b).	
 
 
 
Figure	17.	Tip	indentation	and	sample	model.	
 
From Figure 18, it can be seen that there are three main components describing the 
cantilever-sample dynamics model, which are the cantilever dynamics, tip geometry, and 
sample force. The details of each component will be described in the following sections. It must 
be mentioned that estimation of the parameters is based on measurements of the input of the 
vertical position control, U, and the deflection output, D.  
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Figure	18.	Block	diagram	of	the	cantilever-sample	dynamics	and	parameter	estimator.	
 
4.2.1 Cantilever Dynamics  
An approximation of the dynamics of the cantilever can be obtained through its initial 
mode of resonance, and this leads to a spring-damper system, as follows:  𝑀?̈? = 𝐶?̇? + 𝐾𝐷 + 𝐹PQ (5) 																																	= 𝐶R?̇? − ?̇?S + 𝐾(𝑈 − 𝑍) + 𝐹PQ (6) 
where M refers to the cantilever’s effective mass (Bhushan & Marti, 2010), and K and C are 
the cantilever’s spring and damping constants in their respective manner, while F is the sample 
force (i.e., the force exerted from the existing sample that is acting in the tip of the cantilever).  
4.2.2 Tip Geometry  
Apart from describing the tip geometry, the cantilever tip’s position can also be applied 
in the determination of the motion and deflection of the different spring elements used in the 
given sample. In this particular analysis, modelling of the cantilever tip is done using a spherical 
shape, with a radius, R. It is advisable to use a spherical probe in the process of scanning cells 
among other soft materials (Radmacher et al., 1993). However, it is possible to extend this 
particular choice to cater for other geometrical shapes. Using a spherical shape provides the 
following relationship between the cantilever tip and position 𝑧T and velocity 𝑧T of the ith 
sample element.  
𝑧T = 𝑍 − UVtan∅𝜋 XC − (𝑋 − 𝑥T)C − (𝑌 − 𝑦T)C (7) 𝑧]̇ = ?̇? (8) 
where (𝑥T, 𝑦T) refers to the ith sample element’s lateral position. The assumption is that X and 
Y are at point zero, while the cantilever tip contacts the sample element.  
Cantilever 
dynamics 
Tip 
geometry 
Sample 
force k, c 
Parameter 
estimator 
Cantilever-sample 
dynamics 𝑧 ?̇? 𝐷 𝑈 
𝑈 𝐷 
𝑋 𝑌 
𝑧̅ 𝑧̇ 
𝐹Q_`abc  
𝑘d, 𝑐̂, 𝑧̂, 
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4.2.3 Sample Force  
For any spring damper element of the sample whose rest position zT, indicates the 
sample’s topography at position (𝑥T, 𝑦T) that is placed laterally, where i is the index of the spring 
damper element. Pressing of the cantilever tip on the sample causes the element to compress to 
another position, zi, as demonstrated previously. This further leads to the generation of a 
restoration force, as determined by Hooke’s law  𝐹gT 	= 𝑘T𝛿T̅	 (9) 
where 𝑘T is the spring constant and 𝛿T is the element indentation of the tip, which provides a 
deflection of the sample element marked ith, or in equivalence, stands for the element’s tip 
indentation, defined as 𝛿T̅ ≜ 𝛿T − 𝛿T, (10) 𝛿T = ℎT + 𝑧T (11) 
In addition to this, there is a further damping force that is demonstrated through 𝐹kT 	= 𝑐T?̇?T (12) 
where ci represents the damping parameter. It is imperative to understand that the other 
dampers, nonlinear, and models of springs can be used as a means to capture more complex 
behaviours. The overall force exerted from the provided sample’s tip is attainable through: 𝐹PQ 	= l 𝐹gTT	∈𝒲 + 𝐹kT (13) 
where 𝒲(𝑋, 𝑌, 𝑍) represents the actively set sample elements that contacts the tip, i.e.,  𝒲 = 𝑖: 𝛿T < 0	 ∧ 	(𝑋 − 𝑥T)C + (𝑌 − 𝑦T)C < Vtan∅𝜋 XC (14) 
Thereafter, the springs are modelled in a manner that allows them to offer repulsive forces 
solely against the tip. However, it is possible to use a model that has more details because this 
would create room for more attractive forces of the spring, even as the tip and the sample meet, 
but this is outside the scope of this chapter. In the following section, vectors k, c, z0 are useful 
in referring to the key elements. For instance, k = k1, …, kn where n represents the number of 
the spring damper elements used in the sample.  
 
4.3 IDENTIFICATION OF PARAMETERS 
The previous section provided a detailed description of the modelled tip sample system. 
The main objective of this section is to reveal the manner in which the system’s unknown 
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parameters, k, c, and z0, can be estimated. As evident in the diagram in Figure 18, the estimator 
for the parameter is put separately from that of the system, and its only Cantilever’s deflection, 
D, and the vertically placed control input named signal, U, are considered to be available for 
conducting measurements. Therefore, in this case it will be necessary to develop a scheme for 
online identification purposes. Adopting an online scheme enables us to see the cantilever 
scanning the surface, even as we view the estimates attained. In addition to this, we are able to 
view the actual changes that take place while the sample is undergoing scanning. In order to 
identify the topography and unknown parameters the key strategy requires one to tap each 
region of the provided sample. Meanwhile, the tip of the cantilever moves above the sample in 
a pattern identified as raster. At intervals recorded periodically, one pauses the movements 
conducted laterally while lowering the cantilever tip into the sample. Additionally, there is an 
application of excitation signals on the input in order to create room for the estimates of the 
parameter to be converged. This needs to be done before raising the tip and repeating tapping 
during the next phase. Initially, the system equations will be written in a form that is suitable 
for identifying parameters before presenting the estimator. 
 
4.4 SYSTEM EQUATIONS 
In order to find the description of the Laplace domain linked to the sample dynamics of 
the cantilever, the following formula should be used:  (𝑀𝑠C + 𝐶𝑠 + 𝐾)𝐷 + l(𝑐T𝑠 + 𝑘T)𝑧T̅T∈𝒲 = (𝐶𝑠 + 𝐾)𝑈 (15) 
Set 𝒲 depends on the position of the tip and this makes each tap provide unique results. 
Through tapping the sample’s various regions, unknown parameters, including ci and ki, will 
lead to known signals, like D and U, and these can be discovered in principle. Apart from ci 
and ki being unknown, another variable that is also not known is 𝑧T̅, because it depends on the 
topography term, 𝑧T̅ = 𝑧T − 𝑧, . While the topography term can be added to the parameter 
estimator, it will be treated separately for now, with an assumption that the value of 𝑧T̅ is known. 
Considering the fact that Eq. (15) has unknown terms that appear in the signals linearly, this 
makes the task in question an estimation. However, there are two |𝒲| elements to assist in the 
estimation, and this includes a ci and a ki for the elements in set 𝒲. Given the high demands in 
terms of convergence of parameters, it is essential to design an input signal carefully. Moreover, 
it is important to ensure that each 𝑧T̅ remains unique at each point of the topography i ∈ 𝒲 in 
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order to enhance the convergence of parameters. For the reduction of the parameters for 
simultaneous estimation, Eq. (15) is approximated through a single tap of the estimation model (𝑀𝑠C + 𝐶𝑠 + 𝐾)𝐷 + (𝑐𝑠 + 𝑘)𝑧̅ = (𝐶𝑠 + 𝐾)𝑈 (16) 
 
In this case, c and k are used to approximate the sum of 𝑐T. 𝑘T ∈ 𝒲, and 𝑧̅ goes on to 
approximate the average of 𝑧T ∈ 𝒲. Therefore, it is possible that c, k and z0 in 𝑧 ̅remain unique 
at each position of the tap and constant when a single tap is made. The local variations of the 
parameters can be recorded through ensuring that the parameter estimator identifies key 
parameters obtained from each tap, 𝑗 ∈ 1,.., m, and m in this case represents the overall number 
of taps made during the scanning process. The model simplification provides the parameter 
estimator with two other parameters that are unknown, and this assists in the effective reduction 
of the spatial resolution of known parameters. Furthermore, this is beneficial as it leads to a fast 
convergence and low demand for the complexity in input signal design. In an actual sense, the 
parameters vary continually over the given sample, and this means that physically, the 
parameter model of identification makes sense. The parameter estimator has estimated values 
of c, k and z0, which are further referred to as ?̂?, 𝑘d	and	?̂?,.  
 
4.5 PARAMETRIC SYSTEM MODEL 
The study requires the system to appear in the form of a linear in parameters  𝑤 = 𝜃v∅	 (17)	
where 𝑤 represents the signal scalar, ∅ represents the signal vector, and 𝜃 = [𝑐. 𝑘]vis the 
parameter vector. The form suits the need to implement different estimation techniques 
(Ioannou & Sun, 1996). By rearranging Eq. (16), we arrive at: (𝐶𝑠 + 𝐾)𝑈 − (𝑀𝑠C + 𝐶𝑠 + 𝐾)𝐷 = (𝑐𝑠 + 𝑘)𝑧̅ (18) 																																																						𝑤y = 𝑐𝑠𝑧̅ + 𝑘𝑧̅ (19) 																																																																			= [𝑐. 𝑘][𝑠𝑧̅. 𝑧̅]v (20) 
where the definition of 𝑤y is obtained from the left side of Eq.(18). On the other hand, s2 is 
evident in 𝑤y, even when we continue filtering different sides using a stable filter of the relative 
second degree. Apart from avoiding differentiation, this also ensures that signals remain proper. 
The filter 1 Λ(𝑠)⁄ = 1 (1 + 𝜏𝑠)C⁄  is selected where 𝜏	signifies a positive constant that is tunable 
and leads to:  𝑤y𝛬(𝑠) = [𝑐. 𝑘] ~ 𝑠𝑧̅𝛬(𝑠) . 𝑧̅𝛬(𝑠)v	 (21)	
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The system now takes on Eq. (17) and provides the following: 𝑤 = 1Λ(s) ((𝐶𝑠 + 𝐾)𝑢 − (𝑀𝑠C + 𝐶𝑠 + 𝐾)𝑑)[𝑐. 𝑘] ~ 𝑠𝑧̅Λ(s) . 𝑧̅Λ(s)v (22) ∅ = ~ 𝑠𝑧̅𝛬(𝑠) . 𝑧̅𝛬(𝑠)v	 (23) 𝜃 = [𝑐. 𝑘]v (24) 
 
 
 
4.6 PARAMETER ESTIMATOR 
From Eq. (17), (22)-(24) can now be implemented by various estimation approaches 
(Ioannou & Sun, 1996). The method that was selected for implementing with the forgetting 
factor is referred to as the least squares approach. A forgetting factor is essential because all 
parameters involved have an assumption of not being homogenous amidst every tap.  𝑤 = 𝜃dv∅ (25) 𝜖 = (𝑤 − 𝑤)/𝑚C (26) 𝑚C = 1 + 𝛼∅v∅ (27) 𝜃d = 𝑃𝜖∅ (28) ?̇? = 𝛽𝑃 − 𝑃 ∅∅v𝑚C 𝑃.										𝑖𝑓	‖𝑃‖ ≤ 𝑅,0	.																																			𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒  (29) 𝑃(0) = 𝑃, (30) 
Therefore, 𝜃d = [?̂?. 𝑘d]v refers to the parameter estimate vector, while 𝛼. 𝛽	and	𝑅, remain 
as positive constants. On the other hand, 𝑃 ∈ ℝC4C indicates the co-variance matrix. This 
particular method provides a guarantee of stability for 𝜖 and the boundedness of 𝜃d. Furthermore, 
there is a guarantee for an exponential convergence of 𝜃d	to 𝜃, as long as the signal vector ∅ is 
persistently exciting (PE) (Ioannou & Sun, 1996).  
Theorem 1. (Persistency of excitation) can provide the conditions for ∅ being as PE 
alongside the exponential convergence properties of the parameter estimates 𝜃d. It applies the 
input signal of the cantilever using the formula: 𝑈 = 𝑢, + 𝑎 sin(𝜔,𝑡), and this applies to 
positive constants 𝑎. 𝜔, while allowing constant 𝑢, to remain small in order for the cantilever’s 
tip to remain in the surface’s contact. That is: 𝑧T < 0	for	∀𝑡. Additionally, ∅ continues as PE 
(persistently exciting) while 𝜃d ⟶ 𝜃 is fast (for further information of the Theorem 1.  see 
Ragazzon et al., 2016b). 
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4.7 ESTIMATION OF INDENTATION OF TOPOGRAPHY AND DEPTH 
Lastly, it is necessary to generate signal 𝑧,̅ which describes the depth cantilever’s tip 
indentation into the provided sample as it’s being tapped. The cantilever begins deflecting as 
soon as the tip is inserted into the sample. It is essential to record this particular point as it will 
then be used as the estimate of topography ?̂?, in the existing position of the tip, and the depth 
of the indentation estimated as ?̂?, which is derived through  ?̂?(𝑡) = 𝑍(𝑡) − ?̂?, (31) 
Thereafter, the topography estimated as ?̂?, is then recorded following each tap as j 
generates the complete sample’s estimate ?̂?,	for	∀𝑗. In addition to this, filter 𝐺ba, which is 
referred to as a low-pass one and used in attenuation of measuring noise, is used alongside a 
loop in order to avoid re-triggering the process. Below is a summary of the procedure used:  
• Recording of time as 𝑡 = 𝑡 at rising edge of the signal (Boolean) 𝐺ba𝐷 < −𝛿, and the 
constant 𝛿 remains positive.  
• Creation of a loop (hysteresis) for t1 through the disabling process of retriggering to get 
Glp D < −δ+ where δ+ > δ.  
• In this case, ?̂?, = 𝑍(𝑡) and ?̂?(𝑡) = 𝑍(𝑡) − ?̂?,, while initially 𝑍(𝑡) = 𝑈(𝑡) − 𝐷(𝑡). 
• Finally, record ?̂?, = ?̂?, for the existing tap j. 
 
4.8 RESULTS OF THE SIMULATION PROCESS  
Both the parameter system and the tip sample system, as they are presented in the above 
sections, have been used for the simulation set up in Figure 18. The main purpose of these 
simulations is to assist in the identification of key parameters evident in the cell’s mechanical 
model, parameters 𝑐. 𝑘	and	𝑧,, in the set up. Generation of these parameters was conducted by 
the Gaussian filters and placed on random signals that were distributed randomly while on the 
spherical functions weights to obtain a cell resemblance. The simulations were conducted in 
order to facilitate the performance of only 10 different taps alongside each axis in order to get 
100 taps. The data were taken from CHAPTER 3, Figure 7 (b.1). This then leads to a spatial 
resolution (10 × 10) for the different parameters, identified as 𝑐, 𝑘	and	𝑧,.  
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     (a)                                                  (b)                                                   (c) 
	
Figure	19.	Damping	parameters	mapped	to	the	spatial	domain:	(a)	Experimental	data	for	HNC_2	cell;	(b)	Simulated	damping	constants;	(c)	Identified	damping	constants	by	the	parameter	identification	scheme.	
 
     
     (a)                                                       (b) 
Figure	20.	 Spring	 constant	parameters	mapped	 to	 the	 spatial	 domain:	 (a)	 Simulated	 spring	 constants;									(b)	Identified	spring	constants	by	the	parameter	identification	scheme.	
 
     
                                               (a)                                                        (b) 
Figure	21.	Topography	parameters	mapped	to	the	spatial	domain:	(a)	Simulated	topography;	(b)	Identified	grid	of	topography.	
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                                                 (a)                                                    (b) 
Figure	22.	Simulated	parameters	plotted	of	10*10	resolution:	(a)	damping;	(b)	Spring	constant.		
The parameters generated are then plotted against each identified parameter, and they are 
then mapped to the different spatial dimensions, as demonstrated in Figure 19, Figure 20 and 
Figure 21, to represent 𝑐, 𝑘	and	𝑧,, respectively. Thereafter, the different parameters evident 
along the map’s cross section are plotted in Figure 22. It should be pointed out that different 
parameters can be used for tuning the simulations, and that varying estimation methods can 
also be selected. However, efforts in this regard are still limited, and this calls for considerable 
improvement, especially in future studies.  
 
4.9 DISCUSSION 
It can be seen that there is a small bias in the estimates, and this can only be expected in 
certain situations. For instance, reflect on an occurrence where a cantilever operates a tap at the 
sample’s highest position. Thereafter, the estimation description for z0 will be used for 
identifying the tallest point. However, it is imperative to point out that the area surrounding is 
actually lower, meaning that the force of spring obtained will be lower as well. This will, in 
turn, cause a bias of the spring constant in relation to a value lower than expected. Equivalently, 
creating a tap at the lowest possible point will present a bias of the spring constant positively 
in terms of direction. A low topography and the radius of the smaller tip will assist in improving 
this occurrence.  
As mentioned in the previous section, a greater part of the information used has its basis 
on Static Contact Theory, which is mainly used to quantify the sample’s elastic modulus, and 
among the examples of this is the Hertz contact approach (section 3.4.1). This particular 
approach has its basis on certain assumptions, including homogenous sample elasticity, 
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frictionless surfaces, as well as indentations or small strains (Johnson, 1985; Sokolov et al., 
2013). However, in this chapter, the presented model does not have any restrictions due to these 
limitations mentioned above, and the model can be easily extended to account for, for instance: 
• Long indentation ranges through the introduction of springs that are non-linear.  
• Local variations in elasticity at different spatial resolutions. Proper identification is able 
to offer estimates for higher spatial resolutions as opposed to the actual number of 
tapping, as explained in the third section. 
• It is easy to add friction to the key model using forces.  
 
It is imperative to mention that there is no relevance in identifying various dynamic 
phenomena in the static Hertz contact mechanics. Given the fact that the model presented in 
this case is a dynamic one, such a phenomenon is likely to appear effortlessly in the model. In 
addition to this, there are also more dynamic happenings that can be incorporated in the model, 
and these include hysteresis and plasticity (Stakvik et al., 2015). However, it will be necessary 
to spend more time to identify relevant parameters. 
In the varying contact models that have formed the basis of the Hertz theory, elastic 
modulus, identified as E, has a correlation to the depth’s indentation 𝑧̅ by 𝐸	𝛼	𝑧̅., in 
accordance with an indenter that is spherical. The experiments conducted range from 1.5 – 2.0, 
and this depends on how blunt the tip is (Carl & Schillers, 2008). As the simulations presented 
in the chapter are being indented, a model fit, labelled 𝐸 = 𝑎𝑧̅b for a and b, provides an 
exponent of b equaling 1.68, as illustrated in Figure 23. Therefore, in this case the presented 
model appears to fit appropriately with the previously conducted experiments in CHAPTER 3. 
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Figure	23.	Spring	force	𝑭𝒌	plotted	against	indentation	depth	𝒛.	Fitting	the	data	to	the	model	𝑭𝒇𝒊𝒕 = 𝒂𝒛𝒃	results	in	the	exponent	b	=	1.68,	which	fits	well	with	previous	experimental	observations.	
 
There are certain issues that may arise in the course of conducting experiments in future. 
Some experiments may lack clarity regarding the location of the cell’s edge; in position 𝑧,, it 
is highly likely to lack clear definition. This issue, therefore, may gain reinforcement from non-
linear and attractive forces of the tip sample, and this may further complicate the procedure 
when the tip is being lowered into the sample.  
There is an assumption that the probe tip is submerged completely into the cell as it is 
being tapped. If the probe’s tip has a large radius, there may be large stress in the sample, 
leading to permanent deformation of the cell. The method presented is required to work only 
with probe tips that are submerged partially, although data may be managed using the tip’s 
geometric non-linearity. In this particular case, it is imperative to remain consistent in the 
process of measuring the sample throughout the experiment. In as much as this may present a 
bias in the parameters that have been identified, it still creates room for the resolution of the 
parameters’ spatial variations.   
 
4.10 CONCLUSION 
By developing new and less complex techniques meant to identify mechanical system 
parameters, it would be easier to employ various dynamic methods that would reveal more 
details of the mechanical components of the sample. These are the approaches that create more 
promise in terms of the tools used for making medical diagnoses. This chapter provides an 
important solution that would assist in the identification of essential properties. A presentation 
is made of a cell mechanics’ dynamic model on the basis of a spring damper element whose 
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grid is spaced laterally, and it further employs the cantilever dynamics of Atomic Force 
Microscopy (AFM). The study also designs a model that suits the identification of parameters 
that can also be applied in various viscoelastic samples, which can be used in AFM. The scheme 
for identifying parameters has been developed in a way that it is able to identify the viscous 
(damping) and elastic (spring) parameters of any model. Such parameters are revealed at 
various points of the cantilever tips into the main element. There is a guarantee of the 
convergence of these parameters exponentially to the actual parameters through using the 
vertically positioned control signals, as evident in Theorem 1 (Section 4.6). 
 
 
 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  76 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
CHAPTER 5  
NONLINEAR FINITE ELEMENT 
MODELLING 
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5.1 INTRODUCTION 
In this chapter, we will introduce a dynamic nonlinear finite element method for the 
modelling of soft tissue deformation. This method models large-range deformation via the 
second order Piola-Kirchhoff stress. It condenses the stiffness matrix to reduce the degrees of 
freedom of the entire soft body at each node for every time step to improve computational 
performance. Evaluation was undertaken for the performance and accuracy of the proposed 
method by comparing the simulations and comparison analysis for prediction of the nonlinear 
behaviours of soft tissues. 
 
5.2 CONSTITUTIVE RELATION AND LINEAR ELASTICITY 
The constitutive relation specifies the material property. The stress/strain relationship 
represents the mechanical properties of the material, and it is, therefore, a constitutive relation. 
In this thesis, we will model the deformable objects as a linear elastic material, which is 
a linear relationship between the stress and strain vectors, as per the following: σ = D	(ϵ − ϵ,) + σ,   (32) 
 
D =
⎣⎢⎢
⎢⎢⎡λ + 2µλλ000
								
λλ + 2µλ000
								
λλλ + 2µ000
								
000µ00
								
0000µ0
								
00000µ⎦⎥⎥
⎥⎥⎤     (33) 
 
where σ,, σ stresses at time, t,. t²³ and	ϵ,. ϵ strains at time, t,. t²³, respectively. D is the 
elasticity matrix, with two degree of freedom due to the isotropic material.	λ = ´µ(³µ)(¶Cµ) , µ =´C(³Cµ)			are the material parameters, E. v Young’s moduli and Poisson ratio, respectively. 
 
5.3 GEOMETRICALLY NONLINEAR FINITE ELEMENT METHOD 
Elasticity theory is a fundamental discipline in continuum mechanics. Thus, it contains a 
set of differential equations that describe the stress/strain and displacement at each point. It 
contains a set of equilibrium in relating the stress; Kinematics in relating the strains and 
displacements; constitutive in relating the stress and strain; and boundary conation relating to 
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the physical domain. These relations of the equations are allowed to establish a relationship 
between the deformation of the object and the extracted forces. The finite element method is 
one of the ways to solve these kinds of differential equations. The finite element, constitutive 
relation, is an accurate method for solving differential equations that define the physical 
behaviour of a solid object. It discretises the object into a small set of element meshes, such as 
hexahedral, tetrahedral…etc. to enable calculation of the displacement and deformation.  Once 
the constitutive behaviour of each element is calculated, then they can be combined to estimate 
the global solution.  
In this thesis, we applied a displacement-based finite element method to simulate the 
deformation. The displacement for each element at the vertices (node) of the mesh was 
calculated. Other value points within the element are added by the sum of all nodal 
displacements weighted. We obtain the global equation of all nodal elements by assembling 
element-wise equations, imposing the continuity of the solution for the inter-element and the 
inter-element force balance. We will show the finite element expression of linear elastic 
material by using a linear tetrahedral element and quadratic strain. 
5.3.1 Finite Element Formulation 
 
 
Figure	24.	The	four-node	tetrahedral	Solid	element	(a)	element	picture;	(b)	corner	node	numbering	convention.	
Our proposed element is 4 nodes (solid) in a corner tetrahedral element (Figure 24), which 
numbers in a counterclockwise mode, associated with the constant-strain triangle (CST) 
element, such as 1, 2, 3, 4 or 2, 3, 1, 4, to avoid negative volumes. Calculation is done using an 
isoperimetric expression to estimate the stiffness matrix (k) for the tetrahedral element, which 
assists in using the element node in any order. In each node/element, there are 3 and 12 degrees 
of freedom (DOF), respectively. 
To highlight the fact that our argument is now concentrated on a specific element, we use 
a super-scripted ‘e’ for all measures within the selected element. Thus, u represents the entire 
body, and u¸ represents the particular element. 
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The node (element) displacement function is u¹¸ . i = 1,2,3,4 for 4-node tetrahedral, which 
corresponds to the nodes in Figure 24. The displacement of any point (x, y, z) within the 
element is approximated by the weighted sum of the nodal displacement, as follows:  u¸ = N	u¸ (34) u¸ = [IN				INC				INÀ				INÁ][u¸				uC¸				uÀ¸				uÁ¸]Â	 (35) N¹ = 16Vα¹ + β¹x + γ¹y + δ¹z						 (36) 
 
Where I is (3x3) the identity matrix and N¹ is the interpolation (shape) tri-linear function or 
weighted function of the tetrahedral in 3D (x, y, z) directions, i = 1,2,3,4. This leads to a (3x12) 
matrix for N¹ and a (12x1) matrix for (u, v, w) coordination. Then, we will end up with a (3x1) 
matrix.    
 
The displacement function is defined within each element (u, v, w) using the nodal values 
of the element. Our proposed simulation used linear function along each planeside of the 
tetrahedron for 3D element, which is simple to work in FE, since only two corner nodes exist  u(x. y. z) = a + aCx + aÀy + aÁzv(x. y. z) = a + aÈx + aÉy + aÊzw(x. y. z) = aË + a,x + ay + aCzÌ (37) 
 
The known nodal coordinates were (x1, y1, z1, . . . , z4), and the unknown nodal displacements 
were (u1, v1,w1, . . . , w4) for the element. To evaluate the shape and displacement function, 
we obtain u(x, y, z) = 	 ÈÍ (α¹ +	β¹	x + γ¹	y + δ¹	z)	u¹       (38) 
 
Similarly, v, w, will be obtained by substituting all ui’s in Eq. (38) by v¹, w¹. V represents the 
volume of the tetrahedron and (αi, βi, γi, δi) are the coefficients for i=1,2,3,4. Then opined: 
V = 16 Î1111				
xxCxÀxÁ				
yyCyÀyÁ				
zzCzÀzÁÎ (39) 
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α = ÏxC yC zCxÀ yÀ zÀxÁ yÁ zÁÏαC = − Ïx y zxÀ yÀ zÀxÁ yÁ zÁÏαÀ = Ïx y zxC yC zCxÁ yÁ zÁÏαÁ = − Ïx y zxC yC zCxÀ yÀ zÀÏ				
		
β = − Ï1 yC zC1 yÀ zÀ1 yÁ zÁÏ	βC = Ï1 y z1 yÀ zÀ1 yÁ zÁÏ	βÀ = − Ï1 y z1 yC zC1 yÁ zÁÏβÁ = Ï1 y z1 yC zC1 yÀ zÀÏ
	
γ = Ï1 xC zC1 xÀ zÀ1 xÁ zÁÏγC = − Ï1 x z1 xÀ zÀ1 xÁ zÁÏγÀ = Ï1 x z1 xC zC1 xÁ zÁÏγÁ = − Ï1 x z1 xC zC1 xÀ zÀÏ
		
δ = − Ï1 xC yC1 xÀ yÀ1 xÁ yÁÏδC = Ï1 x y1 xÀ yÀ1 xÁ yÁÏδÀ = − Ï1 x y1 xC yC1 xÁ yÁÏδÁ = Ï1 x y1 xC yC1 xÀ yÀÏ ⎭⎪⎪
⎪⎪⎪
⎬⎪
⎪⎪⎪⎪
⎫
		(40) 
 
5.3.2 Stress and Strain 
There are only six independent variables in stress/strain tensor due to the symmetry. We 
will use the vector representation for stress/strain, instead of their tensor representation. The 
vector representation of stress is:   
σ = Ôσ σC σÀσC σCC σCÀσÀ σÀC σÀÀÕ . σ4.Ö.× = ⎣⎢⎢
⎢⎢⎡
σ4σÖσ×τ4ÖτÖ×τ×4⎦⎥⎥
⎥⎥⎤ (41) 
This stress tensor, σ, is represented by second-order tensor (internal forces) at a given point. 
Given an area element of surface normal nÙ, the corresponding traction is given by σÂnÙ. 
Where the normal stresses are σ4 = σ	. σÖ = σCC		. σ× = σÀÀ and the shear stresses are τ4Ö =σC = 	σC		.			τÖ× = σCÀ = 	σÀC		. 		τ×4 = σÀ = 	σÀ. 
Using the equilibrium state of the zero moment at given point (x, xC, xÀ) and shrinking the 
tetrahedral to zero-volume, one can easily drive σ¹Ú = 	σÚ¹. Similarly, a strain tensor (second-
order tensor) at the selected point gives a complete description of the state of deformation and 
gives the point-wise displacement (u, v, w) of the deformable object as the following:  
ϵ = Ôϵ ϵC ϵÀϵC ϵCC ϵ	CÀϵÀ ϵÀC ϵÀÀÕ . ϵ4.Ö.× = ⎣⎢⎢
⎢⎢⎡
ϵ4ϵÖϵ×γ4ÖγÖ×γ×4⎦⎥⎥
⎥⎥⎤ (42) 
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Where the normal and shear nonlinear strains are: 
 ϵϵ4 = dudx 	+	12	ÛV∂u∂xXC +	V∂v∂xXC +	V∂w∂xXCÝ (43) 
 γ4Ö = 	 γÖ4 = 	∂u∂y + ∂v∂x 	+	 ~∂u∂x ∂u∂y + ∂v∂x ∂v∂y +	∂w∂x ∂w∂y (44) 
 
The other four terms of strain are defined similarly. It requires more complicated mathematical 
treatment to establish the symmetry of strain tensor (Fung, 1977). Here, we simply state this 
fact without the mathematical derivation ϵT = 	 ϵT. 
The simple case of linear strain approximation then, is:  ϵ = Bßuß (45) 
 
B¹ = ⎣⎢⎢
⎢⎢⎡
N¹.400N¹.Ö0N¹.×
						
0N¹.Ö0N¹.4N¹.×0
						
00N¹.×0N¹.ÖN¹.4⎦⎥⎥
⎥⎥⎤ (46) 
 
where i=1,2,3,4. Substituting the shape functions from Eq.(38) into Eq. (46), then Bi is 
expressed as: 
B¹ = 16V ⎣⎢⎢
⎢⎢⎡
β¹00γ¹0δ¹
						
0γ¹0β¹δ¹0
						
00δ¹0γ¹β¹⎦⎥⎥
⎥⎥⎤ (47) 
 
Where Bß. uß represents the (6x3) linear displacement differentiation matrix and the (3x1) 
nodal displacement, respectively [B¹] = [B				BC				BÀ				BÁ] for each element in the 
tetrahedron. If we simplify Eq. (32) and assume that linear elastic material, stress-strain 
relationship, expression would be: σ = D	(B¸u¸ − B¸u¸,) + σ, (48) 
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5.3.3 Nonlinear Strain  
We will illustrate a new part to Eq. (42).Thus, we have a nonlinear strain, as follows: 
 
ϵ4.Ö.× = ⎣⎢⎢
⎢⎢⎡
ϵ4ϵÖϵ×γ4ÖγÖ×γ×4⎦⎥⎥
⎥⎥⎤ =
⎩⎪⎪
⎪⎪⎪⎪
⎨⎪
⎪⎪⎪⎪
⎪⎧ dudx 	+	12	ÛV∂u∂xXC +	V∂v∂xXC +	V∂w∂xXCÝdvdy 	+	12		ÛV∂u∂yXC + V∂v∂yXC +	V∂w∂yXCÝdwdz +	12		ÛV∂u∂zXC +	V∂v∂zXC +	V∂w∂z XCÝ∂u∂y + ∂v∂x 	+	~∂u∂x ∂u∂y + ∂v∂x ∂v∂y +	∂w∂x ∂w∂y∂w∂y + ∂v∂z +	~∂u∂y ∂u∂z + ∂v∂y ∂v∂z +	∂w∂y ∂w∂z ∂u∂z + ∂w∂x +	~∂u∂z ∂u∂x + ∂v∂z ∂v∂x +	∂w∂z ∂w∂x ⎭⎪⎪
⎪⎪⎪⎪
⎬⎪
⎪⎪⎪⎪
⎪⎫
 (49) 
 
 
To illustrate the equation Eq. (49), we will define 3 new notation vectors as the following: 
 
θ4 = ⎝⎜
⎛çèç4çéç4çêç4⎠⎟
⎞
     θÖ = ⎝⎜
⎛çèçÖçéçÖçêçÖ⎠⎟
⎞
     θ× = ⎝⎜
⎛çèç×çéç×çêç×⎠⎟
⎞
 (50) 
 
ϵ4.Ö.× = ⎣⎢⎢
⎢⎢⎡
ϵ4ϵÖϵ×γÖ×γ×4γ4Ö⎦⎥⎥
⎥⎥⎤ =
⎩⎪⎪
⎪⎨
⎪⎪⎪
⎧ çç4	 0 00 ççÖ 00 0 çç×0 çç× ççÖçç× 0 çç4ççÖ çç4 0 ⎭⎪⎪
⎪⎬
⎪⎪⎪
⎫
(È∗À)
. ïuvwð(À∗) + C⎝⎜
⎜⎜⎛
θ4Â 0 00 θÖÂ 00 0 θ×Â0 θ×Â θÖÂθ×Â 0 θ4ÂθÖÂ θ4Â 0 ⎠⎟
⎟⎟⎞
(È∗Ë)
. ñθ4θÖθ×ò(Ë∗)        (51) 
Where  ϵ = Bu + C AΘ           (52) 
 
 
Where A is a nonlinear matrix, and from Eq.(51), we have: 
 dϵ = B,¸du¸ + 12d(AΘ) = B,¸du¸ + 12dAΘ + 12AdΘ (53) 
 
It is easy to verify the following property of matrix A. Θ: 
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dAΘ = AdΘ (54) 
Therefore, we have:  dϵ = B,¸du¸ + AdΘ (55) 
 
Where Θ is a matrix with three-dimensional identity (𝐈𝟑), as per the following: 
 
Θ =
⎝⎜
⎜⎜⎛
∂u∂x 𝐈𝟑∂v∂y 𝐈𝟑∂w∂z 𝐈𝟑⎠⎟
⎟⎟⎞ ∗ u = Tu (56) 
Apply Eq.(34) to Eq.(56), we have:  Θ = TN¸u¸ = G¸u¸ (57) 
Where G¸ = TN¸ (58) 
 
From Eq. (55) and Eq. (59), we have 𝐵úûc  nonlinear displacement differentiation matrix. [𝐵,c] =[𝐵				𝐵C				𝐵À				𝐵Á]  for each element in the tetraheron.  
 Büß¸ = B,¸ + AG¸ (59) 
 
5.3.4 Nonlinear Element Stiffness Matrix  
The linear elemnt stiffniess matrix 𝐾c is  
K¸ = þ B,¸Âÿ! DB,¸u¸dΩ¸ (60) 
Assuming that elastic moduli do not vary over the element, the foregoing integrand is constant 
because matrix 𝐵,cv is constant. Since 𝑉	 = ∫ 	𝑑𝛺c	&'  we get 𝐾c = 𝐵,cv𝐷𝐵,c𝑉, which is the 
constant stiffness matrix derived from the linear strain. 
However, as we cited earlier, we are interested in large global deformation.  The global 
deformation means that the deformation is large and involves the entire body. This type of 
deformation is essential to surgical simulation. Therefore, it mathematically applies to any large 
motion and deformation. Consequently, we have to use the quadratic strain, and the new 
expiration of the nonlinear stiffness is:  
K¸	(u¸) = þ B,¸Âÿ! DVB,¸ + 12AG¸X dΩ¸ = K¸ +	12	þ B¸ÂA	G¸	dΩ¸	ÿ!  (61) 
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where 𝐾c	(𝑢c) are the local linear/nonlinear stiffness matrices, which are displacement 
dependent. The second term is the nonlinear stiffness matrix, which deepens on the nodal 
displacement, 𝑢c. 𝐴	𝑎𝑛𝑑	𝐺care the nonlinear deferential matrices.  To simplify Eq. (61), we 
write it as follows:  
K¸	(u¸) = B,¸ÂDB,¸V +	C	B,¸ÂA	G¸V																= Kß** +	 Küß** +           (62) 
 
where 𝑉 is the volume of the integral element. 𝐾ûPP 	, 𝐾úûPP  are the linear and nonlinear strain 
incremental stiffness matrices at time	𝑡.  
5.3.5 Global Dynamic Nonlinear FEM 
The element behaviour is characterised by the partial differential equation governing 
the motion of the material points of a continuum, resulting in the following discrete system 
differential equation (equation of motion): M	 Ü*³∆* + C	 U̇*³∆* + K¸	(u¸)U =	 R*³∆* −	 F**  (63) 
 
Where 𝑈 is the three-dimensional nodal displacement vector, and ?̈? and ?̇? are acceleration and 
velocity vectors, respectively, at time 𝑡 + ∆𝑡; F is the external force vector at time 𝑡; M and C 
are the time-dependent mass and damping matrices, respectively; and R is the external applied 
nodal point loads at time 𝑡 + ∆𝑡.  
5.3.6 Mass and Damping stiffness matrices 
The general form of the consistent-mass matrix for the three-dimensional tetrahedral 
solid element (M), which is substituting the appropriate shape functions that are used to 
obtain the stiffness matrix, is defined as: 
M = 1 	ρNÂÍ N	dV (64) 
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where ρ is mass density, and V is the volume of the shape. Mass matrix is obtained by 
substituting the shape function matrix in Eq.(36), with shape functions defined into Eq.(64).  
The integration is performed to obtain the symmetry mass matrix: 
𝑀 = 𝜌𝑉20
⎣⎢⎢
⎢⎢⎢
⎢⎢⎢
⎢⎡ 2 02 002 1002
01002
001002
1001002
01001002
001001002
1001001002
01001001002
001001001002⎦⎥⎥
⎥⎥⎥
⎥⎥⎥
⎥⎤
 (65) 
where M mass matrix, ρ is a mass density.  
Damping matrix coefficient C is the proportion of stiffness and mass matrices using the 
Rayleigh method or the Extended Rayleigh method (Clough & Penzien, 1975).  C = cK ∗ K + cM ∗ 	M (66) 
 
where cK and cM are determined by experiments. 
To solve for the unknown displacements, we propose the use of a numerical simulation 
that will conduct a dynamic analysis of the nonlinear finite element method with an implicit 
and an updated Lagrangian formulation using Newmark’s method.  
5.3.7 Newmark’s method 
To solve for the unknown displacements, we propose the use of a numerical simulation 
that will conduct a dynamic analysis of the nonlinear finite element method with an implicit 
and an updated Lagrangian formulation using Newmark’s method. It is an extinction of the 
linear acceleration method, which is unconditionally stable. The process of linearisation Eq. 
(60) of the motion nonlinear finite element model is done, as follows:  
5.3.7.1 Initial calculations: 
1. Form static stiffness matrix K, mass matrix M, and damping matrix C. 
2. Initialize U, , U̇,  , and Ü, . 
3- Select time step ∆t and parameters α and δ and calculate integration constants: 
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δ ≥ 0.05; 							α ≥ 0.25	(0.5 + δ)Ca, = 1α∆tC ; 							a = 1α∆t ; 							aC = 1α∆t ; 							aÀ = 12α − 1;aÁ = δα − 1; 							a = ∆t2 Vδα − 2X ; 						aÈ = ∆t(1 − δ); 						aÉ = δ∆t⎭⎪⎬
⎪⎫
 (67) 
4- From effective stiffness matrix K7:  K7 = K + a,M+ aC (68) 
5-Triangulazize K7:                                              K7 = LDLÂ (69) 
5.3.7.2 Each time step: 
1- Calculate effective loads at time t + ∆t: R7*³∆* = F** +MRa, U* + aC	 U̇* + aÀ Ü* S + C(a U* + aÁ	 U̇* + a Ü* ) (70) 
 
2- Solve for displacements at time t + ∆t: LDLÂ U*³∆* = R7*³∆*  (71) 
 
3- Calculate accelerations and velocities at time t + ∆t: Ü*³∆* = a,R U*³∆* − U* S − aC	 U̇* − aÀ Ü*U̇*³∆* = U̇* + aÈ Ü* + aÉ Ü*³∆* + (72) 
 
Where δ = 0.5;α = 0.25 are parameters to obtain the accuracy and stability,	a,… . . aÉ are 
the coefficient parameters,		and	LDLÂis a de-factorisation (Skyline) method based on Gauss 
elimination to reduce the stiffness matrix K, reducing the equation to correspond to an upper 
triangular coefficient matrix from which unknown displacement, U, can be calculated by 
back-substitution.   
At this stage, we solve the element strains and stresses by interpreting and analysing the 
results of the final goal design process. 
 
5.4 STATIC CONDENSATION 
After performing Nonlinear Finite Element Analysis, we use the static condensation 
method for all selected nodes. The static condensation method, which refers to dynamic 
analysis, is employed to reduce the number of degrees of freedom for the element and, thus, in 
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fact, is used to determine part of the solution for the total finite element system equilibrium 
equations prior to assembling the structure matrices, K and U.  It is, in fact, the Gaussian 
elimination for the degree of freedom; however, static condensation is carried out effectively 
by using Gaussian elimination sequentially for each degree of freedom to be condensed, instead 
of following the formal matrix procedure. The advantage of using static condensation at the 
element level is that the order of the system matrix is reduced, which might mean that the use 
of backup storage could be prevented. In addition, if subsequent elements are identical, the 
stiffness matrix of only the first element needs to be derived, and performing static 
condensation on the element’s internal degree of freedom also reduces the computer effort that 
is required. 
A basic assumption was used to establish the equations used in static condensation. We 
assumed that the mass lumping had been carried out, and the stiffness matrix and corresponding 
displacement and force vector of the element under consideration were partitioned into the 
form:  
~K22 K2:K:2 K::  ~U2U:  = 	λ	 ;M2 00 0< ~U2U: 	 (73)	
 
where m. s are the master and the sleave, U2.U:, are the displacement at the mass and the 
massless degree of freedom, respectively; M2 is the diagonal mass matrix, and λ  is the 
eigenvalue. The relation in Eq. (69) gives the condition: K:2U2 + K::U: = 0 (74) 
which can be used to eliminate U:. From Eq. (74) we can obtain U: = −K::¶K:2U2 (75) 
 
and substituting into Eq. (73), we obtain the reduced eigenproblem K2U2 = 	λM2U2 (76) 
 
where K2 = 	K22 −	K2:K::¶K:2 (77) 
 
In most cases, the solution of the generalised eigenproblem in Eq. (76) is obtained by first 
transforming the problem into a standard form. Since  M2 is a diagonal mass matrix in which 
all of the diagonal elements are positive and probably not small, in general the transformation 
is well-conditioned. The new stiffness matrix K2 in the reduced Eq. (77) is obviously denser 
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than the stiffness matrix in the original Eq. (69). This means that the condensed method is 
mathematically equivalent to the volumetric finite element method, keeping the volume 
character in the solution, but only at the equal computational expense of the surface finite 
element method.  
 
5.5 VOLUME MESH GENERATION 
Volume mesh generation discretises the volume of an object into a finite set of bounded 
elements and simple geometry. Mesh generation techniques have been developed in different 
forums for many applications. A mesh consists of two types of elements:  
• Structured mesh: This contains quadrilateral elements in 2D or hexahedral elements in 3D.  
• Unstructured mesh: This can be categorised as Octree, Delaunay or Advancing Front 
(Schöberl, 1997). The most common element used in the medical imaging field is 
unstructured meshes of tetrahedral elements. 
  
We used the Geological Modelling Society of Houston (GMSH) for volume mesh 
generation in the present study, and this can be downloaded from the GMSH website. GMSH 
is a free 3D-FE grid tool generator with a built-in Computer Aided Design (CAD) engine and 
post processor. It is comprised of four modules: Geometry, mesh, solver and post-processing. 
The main goal of this software is to provide advanced visualisation capabilities with a fast and 
user-friendly meshing tool that uses parametric input.  
GMSH can generate meshes in 2D or 3D from the file menu by merging the STL file 
format into a programme for meshing the objects, the requirements of which the user will 
define. It can incorporate different file formats into the programme to visualise the object. 
Figure 25 shows the GMSH interface panel, the File menu and its submenus for merging STL 
file geometry.           
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Figure	25.	GMSH	interface 
 
Figure 26, (left of the panel) shows the Element and Meshing options menu and its 
submenus in the GMSH interface panel. The key steps needed to generate 3D volume mesh are 
from the left panel: 
 
Figure	26.	STL	Solid	liver	merged	file	into	GMSH. 
   
																																					 (a)                                                                                             (b) 
Figure	27.	Wireframe	of	liver	volume	mesh	(a)	surface	only,	(b)	Volume	added.	
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5.5.1 Element Type 
After importing the STL file to GMSH (Figure 26): 
- Select the volume from elementary entities, as shown in Figure 27 (a).  
- Select the object (biological cell and liver models) to define where the volume boundary 
should be placed in Figure 27 (b). The programme will prompt you to create a new 
geometry file, which is recommended. 
5.5.2 Meshing Type 
From the mesh menu, select ‘3D’. The volume mesh should appear, as in Figure 27(b). 
5.5.3 Stereolithographical File Generation 
STL files represent the geometry of a 3D object as a set of adjutant triangular facets (Shi, 
2007). This consists of a normal vector of each facet and an ordered list of its three vertices, 
including which side of the facet contains the object’s volume (Figure 28). Normally, an STL 
file is generated from 2D images, the key steps of which have been detailed by Shi, 2007. 
 
Figure	28.	STL	file	format	
 
5.6 DEFORMATION REGION SELECTION   
With the model dynamics, the topology structure of the deformation for soft tissue 
modelling using FEM will be reformed, and subsequently, the stiffness matrix of the deform 
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structure will be updated. Therefore, in order to reduce the computational time and cost, the 
minimum faces of the model mesh at the deformation region must be determined.  
Strictly speaking, a set of triangles from the mesh, which are close to the surgical tool, need 
to be selected. Generally, the selection of the minimum deformation region is according to the 
interaction between the surgical tool and soft tissues, which is detected based on the 
information of faces, edges and vertices. Figure 29 shows the three cases for the determination 
of the minimum deformation region. The interaction process between the surgical tool and soft 
tissues is highlighted in red, and the minimum deformation area is displayed in green. The 
minimum deformation region is determined based on the following interaction configurations: 
(a) Vertex: six triangles are adjusted; (b) Edge: two triangles are adjusted; and (c) Face: one 
triangle is adjusted. 
 
                              (a)                                                         (b)                                                 (c) 
Figure	29.	Different	interaction	cases	between	the	surgical	tool	and	soft	tissues	(a)	Vertex;	(b)	Edge;	and	(c)	Face	(Yin	et	al.,	2009).	
 
5.7 IMPLEMENTATION AND RESULT 
The prototype system for simulation of soft tissue deformation with the proposed FEM was 
implemented using Java3D on a PC with Intel Core i7 MacBook Pro (13-inch, Early 2011) at 
2.7 GHz with 16 GB 1333 MHz DDR3 RAM memory and Intel HD Graphics 3000 512 MB. 
Simulations were conducted to investigate the performance of the proposed nonlinear FEM. 
The values of material parameters were set according to those reported in DiMaio and 
Salcudean (2003). Trials on the interaction between a surgical needle and soft tissues were 
conducted by the proposed nonlinear FEM. Different shapes of tetrahedron volume models, 
such as the cube, human liver, and kidney, were tested.  
Table 9 shows the element numbers after condensation and the average iteration 
computational times. For example, for the cubic volume model, which is made up of 953 
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elements, it is condensed to 266 tetrahedron elements, and the average time for one iteration  
of deformation is around 0.174 seconds.  Since the visual refresh rate should be more than 25 
frames per second (DiMaio &Salcudean, 2005a; Goulette & Chen, 2015), the proposed FEM 
is able to provide real-time visual feedback.  
Figure 30 shows the deformations of the cubic model under a tensile and compression force, 
respectively. Figure 31 and Figure 32 show more deformation results on the cubic model. 
Figure 33 and Figure 37 illustrate the deformations of the virtual human liver and biological 
cell models under a tensile and compression force, respectively.  
Table	9.	Matrix condensation and time performance 
Object 
Test 
Number 
of 
elements 
Condensation 
Average of one iteration 
time costs (Second) 
Condensed 
elements Dynamic 
Cubic 953 266  0.174 
Liver 4094 873  0.881 
Kidney 11494 2188  7.142 
 
 
 
   
(a)                                                                    (b) 
   
(c)                                                                    (d) 
	
Figure	30.	Cubic	modelling	(a);	wireframe	(b);	shade	(c);	and	(d)	deformed	force	(under	a	tensile	and	compression	force,	respectively).	
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(a)                                                                    (b) 
 
(c)                                                                    (d) 
	
Figure	31.	Different	views	of	the	deformation	of	the	cubic	model	under	a	tensile	force.	
 
 
(a)                                                                    (b) 
   
(c)                                                                    (d) 
	
Figure	32.	Different	views	of	the	deformation	of	the	cubic	model	under	a	compressed	force.	
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(a)                                                                    (b) 
	
Figure	33.	Deformations	of	the	virtual:	(a)	human	liver;	and	(b)	biological	cell	models.	
 
 
 
(a)                                                                    (b) 
 
(c)                                                                    (d) 
	
Figure	34.	Deformations	of	the	virtual	human	liver	model	(different	view	under	a	tensile	force).	
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(a)                                                                    (b) 
 
(c)                                                                    (d) 
	
Figure	35.	Deformations	of	the	virtual	human	liver	(different	view	under	a	compressed	force).	
 
 
(a)                                                                    (b) 
 
 (c)                                                                    (d) 
	
Figure	36.	Deformations	of	the	virtual	biological	cell	model	(different	view	under	a	tensile	force).	
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(a)                                                                    (b) 
 
(c)                                                                    (d) 
	
Figure	37.	Deformations	of	the	virtual	human	liver	model	(different	view	under	a	compressed	force).	
 
 
To further evaluate the performance of the proposed FEM, we further compared the 
simulation results with experimental data reported in the literature (DiMaio & Salcudean, 
2003). The simulation results in terms of the relationships between stress and strain, as well 
as force and displacement, are shown in Figure 38 and Figure 39, respectively, while the 
corresponding experimental data are shown in Figure 40. It is obvious that the proposed FEM 
remarkably demonstrates the nonlinear deformation behaviour. Therefore, the proposed FEM 
can achieve large deformations via the nonlinear relationship.
 
Figure	38.	Stress	(Y	Axis)	versus	strain	(X	Axis)	curve.	 
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Figure	39.	Force	(Y	Axis)	versus	displacement	(X	Axis)	curve.	
 
 
           
           (a)                                                                                        (b) 
Figure	40.	Experimental	data:	(a)	stress	versus	strain;	(b)	force	versus	displacement	(Dimaio,	2003).	
 
5.8 CELL CHARACTERISATION AND FEM MODELLING 
VERIFICATION 
The model verification is crucial to the target soft tissue, and it should be implemented 
before a physical model is employed in the real practice of surgical operations to prove the 
model’s ability in relation to solving the soft tissue problems. Therefore, it is essential to 
establish a solid validation structure for testing the model to be used in surgical simulation. See 
Figure 41, which can be described, as follows:  
 Since our concern is with biological human brain cells, we first examine experimental 
work that we characterised in CHAPTER 3, to measure and calculate the force based on the 
deformation of biological brain cells. Also, based on an image process schema (see Section 
5.8.1) the image acquisition of HNC-2 and U87 MG cells is performed to help build our 
simulation model. The images are discretised into a three-dimensional tetrahedral element, 
which includes nodes, edges, faces, and triangles using GMSH (see Section 5.5).   
DIMAIO AND SALCUDEAN: NEEDLE INSERTION MODELING AND SIMULATION 867
Fig. 5. Compressive loading of a 30 mm 30 mm 10 mmmaterial sample. The measured stress-strain rel tionship is shown on the right (Cauchy stress is used
with the assumption of incompressibility).
Fig. 6. Image-based marker tracking during (a) calibration and (b) boundary
probing. Square search neighborhoods are shown at each tracked marker.
where is the vector of measured model node displacements,
is the vector of forces applied to each node by the probe (in this
case, the probe is in contact with just one node on the phantom
boundary), and is the system stiffness matrix, which is a func-
tion of model parameters and . This problem was solved
using a nonlinear least-squares algorithm from the Matlab Op-
timization Toolbox, which produced consistent results over a
large range of initial values.
Fig. 7. Profile view of the tissue phantom, illustrating deformation
perpendicular to the imaging plane.
Fig. 8. Continuous domain is divided into a finite number of discrete
elements by a mesh of nodes.
Tissue phantom motion at several node positions is sampled
during boundary probing and is used in conjunction with mea-
sured probe force to estimate model parameters and . For
small node displacements, the material strains are small, corre-
sponding to the near-linear region of the plot shown in Fig. 5.
For the homogeneous tissue phantoms used in experiments, the
DIMAIO AND SALCUDEAN: NEEDLE INSERTION MODELING AND SIMULATION 869
Fig. 10. (a) Tissue phantom forces estimated at nodes along the needle axis at several instants during a 1 mm/s insertion (2-D model). Needle location is shown
under each graph. (b) Estimated force distributions along the needle shaft during insertions at several velocities (3-D analysis).
Fig. 11. Comparison of the measured base needle driving force and the
integrated needle force distrib tion (2-D model).
Fig. 12. A 3-D phantom model is used to account for out-of-plane
deformations.
Fig. 13. Compari on of the m asured base needle driving force and the
integrated needle force distribution (3-D analysis).
Fig. 14. Relationship between shaft force and n edle velocity.
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Second, in this chapter we built a simulation model of soft tissue deformation nonlinear 
behaviour using the dynamic nonlinear finite element method, DNFEM, and we implemented 
the information from the experiment to run the simulation programme.  
Finally, verification of our simulation model based on a dynamic nonlinear finite element 
model, FEM, is compared with the experimental results. The verification process is done based 
on the error of the maximum deformation of the soft tissue/cell and the difference of the 
volumes between the deformed/unreformed tissue samples.  
 
 
 
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
Figure	41.	Validation	Process.	
 
5.8.1 Cell Image Process Schema 
 
Geometrical cell modelling involves the determination of the adhesion surface and the 
cell’s contour and height. The height of the biological cell was measured previously (refer to 
CHAPTER 3). The determination of HNC-2 and U87 MG shapes was done using the image 
processing techniques based on measuring the length and width. From Figure 42 (a) and (b) 
the cell length and width are determined for normal HNC-2 and cancer U87 MG cells, 
respectively. As illustrated, the cross section (width) in Figure 42 (c) shows a typical half 
circular with a spinal curve for both normal HNC-2 and cancer U87 MG cells, where the top 
(height) of the cell is located above the nucleus region and ends at the substrate (Petri dish). 
Start 
Cell characterisation and 
measurement for HNC-2 and U87 
MG 
Nonlinear finite element 
modelling simulation 
Verification 
comparison of the simulation 
results with the experimental work    
 
Discussion   
End 
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Table 10 summarises the cell diminutions where the height, length and width of HNC-2 
are 0.0034 mm, 0.25702 mm and 0.02034 mm, and 0.0024 mm, 0.10842 mm and 0.01791 mm 
for HNC-2, respectively. The cell height was measured for the experiment from Table 8 in 
CHAPTER 3.  
      
     
                                     (a) HCN-2                                                                    (b) U87 MG 
 
 
 
(c) Cell cross section 
 
 
 
(d) Cell cross section model  
 
 
(e) Cell length model 
 
Figure	42.	Cell	shape	and	determination:	(a)	HNC-2-dimension;	(b)	U87	MG	dimension;	(c)	cell	cross	section;	(d)	cell	cross	section	model	height	and	width;	(e)	cell	length	model.	
 
 
 
Height 
Width  
Length  
  
Nucleus	 Substrate	Cell	body	
HNC-2 
Length: 88 µm 
Width: 16 µm 
U87 MG 
Length: 66 µm 
Width: 13 µm 
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Table	10.	Dimensions	summary	for	HNC-2	and	U87	MG	cells. 	
Cell diminution HNC-2 (µm) 
U87 MG 
(µm) 
Hight 3.4 2.4 
Length 88 66  
Width 16 13 
5.9 FEM SIMULATION VS. EXPERIMENT VS. MATLAB 
Model verification of the characterised mechanical properties for biological brain cells 
(CHAPTER 3), which is based on our proposed Finite Element Simulations (FEM), is 
performed and compared with the results presented in this chapter. The results demonstrate the 
deformed volumes model for the nonlinear neo-Hooke’s hyper-elastic modelling, and they are 
compared and discussed in this chapter. 
Based on imaging the cells using an image process (as in Figure 27 (b)), we modelled 
three-dimensional tetrahedral elements of the HNC-2 and U87-MG using our simulation model, 
as in Table 10. The cell model was meshed, and it was composed of 768 vertices and 2444 
tetrahedral elements for HNC-2 and 816 vertices, and 2644 tetrahedral elements for U87 MG, 
with a fixed boundary to the vertices from the bottom of the cell that was attached to the 
substrate (Petri dish) (see Section 5.5). In this chapter, we discussed the FEM simulation model 
implementation, and the results are shown in Figure 27 (b). The FEM simulation (as in Figure 
43) is modelled for verification purposes (based on Table 10) from which the data of the cell 
was obtained (containing the height and the shape of the cell, as characterised from the 
experiment of biological AFM in CHAPTER 3). The force load was applied to the top vertices 
on the Y axis, while the other vertices were free to move.  
 
 
Figure	43.	Biological	cell	FEM	simulation	model	
X 
Z 
Y 
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Figure 44 represents one data sample selected out of five force displacement curves 
extracted from Figure 7 (CHAPTER 3) for both (a) HNC-2 and (b) U87 MG cells. The data 
sample implemented in our proposed FEM simulation model runs for 10 and 50 steps. By 
identifying the cell parameters defined in Table 8 and Table 10 in our FEM simulation model, 
the results were compared in Figure 44 and summarised in Table 11; these show the force that 
was extracted from the experiment and MATLAB, as implemented in our proposed FEM 
simulation model for 10 and 50 steps. Further, as we discussed in CHAPTER 3, we will 
implement the information based on MATLAB because they are accurate results. The force of 
0.6002 nN for HNC-2 cells and 0.2735nN for U87 MG cells are required for a displacement of 
321.164 nm and 310.966 nm for HNC-2 cells, and 319.228 nm and 301.711nm for U87 MG 
cell for 10 and 50 steps, respectively.  
It is important to note that our FEM simulation model is implemented as force control. 
However, the experiment and MATLAB are implemented as a displacement control model. 
Thus, some variation occurs between our simulation and the experimental works. Although 
there are variations in the displacement between the experimental works and our simulation, it 
should be mentioned that this variation represents less than 5% of displacement for both cells, 
which proves the ability of our proposed FEM simulation as well as the accuracy of the 
MATLAB results. In addition, the experimental measurement and mathematical calculation to 
identify the displacement is based on the indentation method. However, our FEM model 
calculated the displacement directly, and this causes the variation.   
 
Table	11.	Force	displacement	comparison	for	HNC-2	and	U87	MG	cells.	
Model 
Displacement 
(nm) 
Force 
(nN) 
Displacement 
(nm) 
Force 
(nN) 
HNC-2 U87 MG 
Experiment 311.837 0.5740 303.526 0.2775 
MATLAB 311.837 0.6002 303.526 0.2735 
10-Steps-Simulation 321.164 0.6002 319.228 0.2735 
50-Steps-Simulation 310.966 0.6002 301.711 0.2735 
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(a) 
 
 
(b) 
Figure	44.	The	force-displacement	for	one	sample	of	experiment,	MATLAB,	and	FEM	simulation:	a)	HNC-2	cell,	b)	U87	MG	cell.  
 
5.10 CONCLUSION 
Simulating soft tissue deformation is discussed in this chapter, which is based on dynamic 
nonlinear FEM in surgical simulation. This method carries out soft tissue deformation using 
the second-order Piola-Kirchhoff stress. The model dynamics is conducted based on the 
implicit Lagrangian formulation to define the nonlinear constitutive relationships for large 
deformations. Newmark’s method under the assumption of isotropic and homogenous 
materials is established. Moreover, a technique of matrix condensation based on continuum 
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mechanics of solids is also developed to reduce the number of the degrees of freedom for each 
element. 
Verification of our proposed FEM simulation model is performed in this chapter and is 
based on the volume of three-dimensional mesh generation. The result is compared based on 
the data that was extracted from the experimental works on biological human brain cells to 
check the quality of our proposed method and its accuracy. The verification process has 
validated the simulation capabilities, which can be applied for any finite element of soft 
tissue/cell deformation. The result also defined the deformation and the errors in order to 
achieve model accuracy.  
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CHAPTER 6  
PATH PLANNING IN THE PRESENCE OF 
SOFT TISSUE DEFORMATION 
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6.1 INTRODUCTION 
Path planning for needle insertion into soft tissue deformation has attracted considerable 
attention in the literature in recent years. This chapter focuses on path planning in the presence 
of soft tissue deformation based on bio-heat transfer. In order to perform path planning based 
on soft tissue deformation, modelling of temperature distribution is conducted by establishing 
a potential field (bio temperature field) method in the presence of soft tissue deformation to 
generate the optimal path to the target. A 3D governing equation is discretised based on finite 
element formulations to solve the temperature distribution. The simulation modelling applies 
for the steady-state heat transfer with variable thermal conductivity. The represented results 
demonstrate the proposed method can effectively generate the optimal path to the target.   
 
6.2 THERMAL FEM MECHANICAL MODELLING  
6.2.1 Finite Element Discretization of Heat Transfer Equations 
In order to consider the solution of finite elements in heat transfer, we may need to divide 
the solution domain into a number of elements (e). The discretisation in a three-dimensional 
tetrahedral element for a solid continuum mechanics structure was discussed in CHAPTER 5. 
In this paper, we will apply this concept to bio-heat transfer in both time and space domains. 
The node temperature distribution T¸ in the base element is (e),  T¹¸ . i = 1,2,3,4 for the 4-node 
tetrahedral element, which is approximated. The temperature distribution at any point (x	, y, z) 
within the element is approximated by a weighted sum of the nodal temperature, i.e. T¸ = N	T¸ (78) T¸ = [IN				INC				INÀ				INÁ][T¸ 				TC¸ 				TÀ¸ 				TÁ¸ ]Â	 (79) N¹ = 16Vα¹ + β¹x + γ¹y + δ¹z						 (80) 
 
where I is an (3x3) identity matrix, and N_i is the tri-linear interpolation (shape) function or 
weighted function of the tetrahedral in 3D (x	, y, z) directions, i=1,2,3,4. That leads to a (3x12) 
matrix for N_i and a (12x1) matrix for (t_i^e,t_j^e,t_m^e) coordination. Then, we will be left 
with a (3x1) matrix. More details on the constitutive relation of the three-dimensional 
tetrahedral can be found in CHAPTER 5.    
The temperature displacement function is defined within each element 
(t_i^e,t_j^e,t_m^e) using the nodal values of the element. The proposed FEM discretisation 
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uses linear functions along each planeside of the tetrahedron for 3D element, which is simple 
to work in FE, since only two corner temperature nodes exist: t¹¸ (x. y. z) = a + aCx + aÀy + aÁztÚ¸ (x. y. z) = a + aÈx + aÉy + aÊzt2¸(x. y. z) = aË + a,x + ay + aCzÌ (81) 
 
were the known temperature nodal coordinates (x	, y, z) and the unknown temperature nodal 
displacements (t¹¸ , tÚ¸ , t2¸) of the element. To evaluate the shape and displacement function 
we obtain: t(x. y. z) = 	 16V (α¹ +	β¹	x + γ¹	y + δ¹	z)	t¹ (82) 
 
Similarly,v,w, will be obtained by substituting all t¹’s in Eq. (82) by tÚ,	t2. V represents the 
volume of the tetrahedron and (αi, βi, γi, δi) are the coefficients for i=1,2,3,4. Then opined: 
V = 16 Î1111				
xxCxÀxÁ				
yyCyÀyÁ				
zzCzÀzÁÎ (83) 
 
α = ÏxC yC zCxÀ yÀ zÀxÁ yÁ zÁÏαC = − Ïx y zxÀ yÀ zÀxÁ yÁ zÁÏαÀ = Ïx y zxC yC zCxÁ yÁ zÁÏαÁ = − Ïx y zxC yC zCxÀ yÀ zÀÏ				
		
β = − Ï1 yC zC1 yÀ zÀ1 yÁ zÁÏ	βC = Ï1 y z1 yÀ zÀ1 yÁ zÁÏ	βÀ = − Ï1 y z1 yC zC1 yÁ zÁÏβÁ = Ï1 y z1 yC zC1 yÀ zÀÏ
	
γ = Ï1 xC zC1 xÀ zÀ1 xÁ zÁÏγC = − Ï1 x z1 xÀ zÀ1 xÁ zÁÏγÀ = Ï1 x z1 xC zC1 xÁ zÁÏγÁ = − Ï1 x z1 xC zC1 xÀ zÀÏ
		
δ = − Ï1 xC yC1 xÀ yÀ1 xÁ yÁÏδC = Ï1 x y1 xÀ yÀ1 xÁ yÁÏδÀ = − Ï1 x y1 xC yC1 xÁ yÁÏδÁ = Ï1 x y1 xC yC1 xÀ yÀÏ ⎭⎪⎪
⎪⎪⎪
⎬⎪
⎪⎪⎪⎪
⎫
		(84) 
6.2.2 Heat flux -Temperature gradient 
There are only six independent variables in the heat flux/temperature gradient tensor due 
to the symmetry. We will use the vector representation instead of their tensor representation for 
in the heat flux/temperature gradient. The vector representation of in heat flux is:   
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𝑞 = Ô𝑞 𝑞C 𝑞À𝑞C 𝑞CC 𝑞CÀ𝑞À 𝑞ÀC 𝑞ÀÀÕ . 𝑞4.Ö.× = ⎣⎢⎢
⎢⎢⎡
𝑞4𝑞Ö𝑞×τ4ÖτÖ×τ×4⎦⎥⎥
⎥⎥⎤ (85) 
Where the normal heat flux are 𝑞4 = 𝑞	. 𝑞Ö = 𝑞CC		. 𝑞× = 𝑞 and the shear heat flux are τ4Ö =𝑞C = 	𝑞C		.			τÖ× = 𝑞CÀ = 	𝑞ÀC		. 		τ×4 = 𝑞À = 	𝑞À. 
This heat flux tensor 𝑞 is represented by a second-order tensor (internal forces) at a given 
point. Given an area element of surface normal nÙ, the corresponding traction is given by 𝑞ÂnÙ . 
Using the equilibrium state of the zero moment at any given point (x, xC, xÀ) and shrinking 
the tetrahedral to zero-volume, one can easily drive 𝑞¹Ú = 	𝑞Ú¹. Similarly, a temperature gradient 
tensor (second-order tensor) at the selected point gives a complete description of the state of 
deformation and gives the point-wise temperature displacement Rt¹¸ , tÚ¸ , t2¸S of the deformable 
object as the following:  
g = Ôg gC gÀgC gCC g	CÀgÀ gÀC gÀÀÕ . g4.Ö.× = ⎣⎢⎢
⎢⎢⎡
g4gÖg×γ4ÖγÖ×γ×4⎦⎥⎥
⎥⎥⎤ (86) 
 
where g and γ are the normal and shear nonlinear temperature gradients and they are 
represented as gg4 = dtdx 	+	12	@V∂tT∂xXC +	ï∂t∂xðC +	V∂t`∂x XCA (87) 
 γ4Ö = 	 γÖ4 = 	∂tT∂y + ∂t∂x 	+	 ~∂tT∂x ∂tT∂y + ∂t∂x ∂t∂y +	∂t`∂x ∂t`∂y  (88) 
 
The other four terms of temperature gradient are defined similarly. It requires more 
complicated mathematical treatment to establish the symmetry of heat flux tensor (Fung, 1977). 
Here, we simply state this fact without the mathematical derivation gT = 	gT. 
The simple case of linear temperature gradient approximation then is:  g = Bßtß (89) 
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B¹ = ⎣⎢⎢
⎢⎢⎡
N¹.400N¹.Ö0N¹.×
						
0N¹.Ö0N¹.4N¹.×0
						
00N¹.×0N¹.ÖN¹.4⎦⎥⎥
⎥⎥⎤ (90) 
 
where i=1,2,3,4. Substituting the shape functions from Eq. (82) into Eq. (90), then Bi is 
expressed as: 
B¹ = 16V ⎣⎢⎢
⎢⎢⎡
β¹00γ¹0δ¹
						
0γ¹0β¹δ¹0
						
00δ¹0γ¹β¹⎦⎥⎥
⎥⎥⎤ (91) 
 
Where 𝐵û. 𝑢û represents the (6x3) linear temperature gradient differentiation matrix and 
the (3x1) temperature nodal displacement, respectively; [B¹] = [B				BC				BÀ				BÁ] for each 
element in the tetraheron. By applying the concept of the stress and strain relationship Eq. (48) 
to the heat (discussed in CHAPTER 5), we can implement the heat flux temperature gradient 
and assume that linear temperature gradient material, heat flux/temperature gradient 
relationship expiration would be: 𝑞 = −D	(B¸t¸ − B¸t¸,) + 𝑞, (92) 
 
6.2.3 Nonlinear Temperature Gradient   
We will illustrate a new part to Eq. (86); thus, we have a nonlinear temperature gradient, as 
follows: 
 
g4.Ö.× = ⎣⎢⎢
⎢⎢⎡
g4gÖg×γ4ÖγÖ×γ×4⎦⎥⎥
⎥⎥⎤ =
⎩⎪⎪
⎪⎪⎪
⎪⎨
⎪⎪⎪
⎪⎪⎪
⎧ dtTdx 	+	12	@V∂tT∂xXC +	ï∂t∂xðC +	V∂t`∂x XCAdtdy 	+	12		@V∂tT∂yXC + ï∂t∂yðC +	V∂t`∂y XCAdt`dz +	12		@V∂tT∂zXC +	ï∂t∂zðC +	V∂t`∂z XCA∂tT∂y + ∂t∂x 	+	~∂tT∂x ∂tT∂y + ∂t∂x ∂t∂y +	∂t`∂x ∂t`∂y ∂t`∂y + ∂t∂z +	~∂tT∂y ∂tT∂z + ∂t∂y ∂t∂z +	∂t`∂y ∂t`∂z ∂tT∂z + ∂t`∂x +	~∂tT∂z ∂tT∂x + ∂t∂z ∂t∂x +	∂t`∂z ∂t`∂x ⎭⎪⎪
⎪⎪⎪
⎪⎬
⎪⎪⎪
⎪⎪⎪
⎫
 (93) 
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To illustrate the Eq. (89), we will define 3 new notation vectors, as the following: 
 
θ4 = ⎝⎜
⎛ ç*Bç4ç*Cç4ç*Dç4 ⎠⎟
⎞
     θÖ = ⎝⎜
⎛ ç*BçÖç*CçÖç*DçÖ ⎠⎟
⎞
     θ× = ⎝⎜
⎛ ç*Bç×ç*Cç×ç*Dç× ⎠⎟
⎞
 (94) 
 
g4.Ö.× = ⎣⎢⎢
⎢⎢⎡
ϵ4ϵÖϵ×γÖ×γ×4γ4Ö⎦⎥⎥
⎥⎥⎤ =
⎩⎪⎪
⎪⎨
⎪⎪⎪
⎧ çç4	 0 00 ççÖ 00 0 çç×0 çç× ççÖçç× 0 çç4ççÖ çç4 0 ⎭⎪⎪
⎪⎬
⎪⎪⎪
⎫
(È∗À)
. Ô tTtt`Õ(À∗) + C⎝⎜
⎜⎜⎛
θ4Â 0 00 θÖÂ 00 0 θ×Â0 θ×Â θÖÂθ×Â 0 θ4ÂθÖÂ θ4Â 0 ⎠⎟
⎟⎟⎞
(È∗Ë)
. ñθ4θÖθ×ò(Ë∗)        (95) 
where  g = Bt + C AΘ           (96) 
 
 
where A is a nonlinear matrix and from Eq. (93), we have: 
 dg = B,¸dt¸ + 12d(AΘ) = B,¸dt¸ + 12dAΘ + 12AdΘ (97) 
 
 
It is easy to verify the following property of matrix A. Θ: dAΘ = AdΘ (98) 
Therefore, we have  dg = B,¸dt¸ + AdΘ (99) 
where Θ is a matrix with three-dimensional identity (𝐈𝟑), as the per following: 
 
Θ =
⎝⎜
⎜⎜⎛
∂u∂x 𝐈𝟑∂v∂y 𝐈𝟑∂w∂z 𝐈𝟑⎠⎟
⎟⎟⎞ ∗ t = Tt (100) 
Applying Eq. (78) to Eq. (100), we have  Θ = TN¸t¸ = G¸t¸ (101) 
where G¸ = TN¸ (102) 
 
From Eq. (99) and Eq. (102), we have a 𝐵úûc  nonlinear temperature displacement differentiation 
matrix. [𝐵,c] = [𝐵				𝐵C				𝐵À				𝐵Á]  for each element in the tetraheron.  
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Büß¸ = B,¸ + AG¸ (103) 
The gradient matrix of temperature: 
 
⎩⎪⎪⎨
⎪⎪⎧∂T∂x∂T∂y∂T∂z⎭⎪⎪⎬
⎪⎪⎫(¸) =
⎣⎢⎢
⎢⎢⎢
⎡	∂N∂x	∂N∂y	∂N∂z
	∂NC∂x	∂NC∂y	∂NC∂z
	∂NÀ∂x	∂NÀ∂y	∂NÀ∂z
	∂NÁ∂x	∂NÁ∂y	∂NÁ∂z ⎦⎥⎥
⎥⎥⎥
⎤(¸) ET(t)TC(t)TÀ(t)Ì
(¸)
 (104) 
 
We can summarise it as: 
 
⎩⎪⎪⎨
⎪⎪⎧∂T∂x∂T∂y∂T∂z⎭⎪⎪⎬
⎪⎪⎫(¸) = [B](¸){T(t)}(¸)	 (105) 
 
6.2.4 Bio-Heat Transfer 
For an isotropic application with temperature-dependent heat transfer, a partial 
differential equation of the second-order heat transfer has been represented by Fourier’s 
relation: 
−	ï∂q4∂x +	∂qÖ∂y + ∂q×∂z ð + Q = 	ρc	 ∂T∂t  (106) 
Here, q4, qÖ and q× are heat flow source components per the unit area; Q = 	Q(x, y, z, t) is the 
inner heat-generation rate per unit volume; ρ is the density of the material; c is heat capacity; T is temperature; and t is time. For Fourier’s law, the heat flow components can be expressed 
as: 
q4 = −(k44 	∂T∂x + k4Ö 	∂T∂y + k4× 	∂T∂z) qÖ = −(kÖ4 	∂T∂x + kÖÖ 	∂T∂y + kÖ× 	∂T∂z) q× = −(k×4 	∂T∂x + k×Ö 	∂T∂y + k×× 	∂T∂z) 
(107) 
 
where k¹Ú is the thermal-conductivity co-efficient. Substitution of Fourier’s relation in Eq. (106) 
gives the basic heat transfer equation as follows: 
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 ∂∂x	Vk ∂T∂xX + ∂∂y	Vk ∂T∂yX + ∂∂z	Vk ∂T∂zX + Q = 	ρc	 ∂T∂t  (108) 
 
For solving Eq. (108), the boundary conditions should be determined, which determine the 
character of the heat interchange over the boundary. In this case, for simplicity, the Dirichlet 
boundary condition was chosen to specify the temperature (T:) on the boundaries: T(x, y, z, 0) = T,(x. y. z) at t = 0 (109) T(x, y, z, t) = T: on Sand t > 0 (110) 
where T,(x, y, z) is the known initial temperature, and T: is known as the specified 
temperature on the boundary S.  
 
Using the Galerkin method, the basic heat transfer equation can be rewritten in the following 
form:  
þ (∂q4∂x +	∂qÖ∂y + ∂q×∂z − Q+ 	ρc	 ∂T∂tÍ(¸) )N¹dV = 0				i = 1,2,3,4 (111) 
6.2.5 Global Dynamic FEM of Nonlinear Heat Transfer  
The element behaviour is characterised by the partial differential equation governing the 
motion of the material points of a continuum, resulting in the following discrete system 
differential equation (equation of motion): 
According to the boundary condition defined in Eq. (109), Eq.(110) and substituted in Eq. 
(111), it gives: 
 þ ρc	 ∂T∂t N¹dVÍ(¸) − þ 	∂N¹∂x ∂N¹∂y ∂N¹∂z Lq4, qÖ, q×MÂdVÍ(¸)= 	þ QN¹dVÍ(¸) − Qþ (qN⃗ . nN⃗ )N¹dSP(¸) 				i = 1.2.3.4 
(112) 
 
The signs of integrals in Eq. (111) depend on the heat input direction. The positive sign is 
defined when the heat is given to the body, and the negative sign occurs when the heat is 
removed from the body. 
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q4qÖq×Q
(¸) = − Rk44 k4Ö k4×kÖ4 kÖÖ kÖ×k×4 k×Ö k××S
(¸)
⎩⎪⎪⎨
⎪⎪⎧∂T∂x∂T∂y∂T∂z⎭⎪⎪⎬
⎪⎪⎫(¸)
 (113) 
q4qÖq×Q
(¸) = −[k][B][T](¸) (114) 
 
Substituting Eq. (114) in Eq. (112) gives:   
 [C]{T}̇ + T[kU] + [kV]W{T} = LFXM+ {F:} + {FV} (115) 
 
where the element of each of the matrices for the base element (e) is : 
 C(¸) = þ ρc[N]〈N〉dVÍ(¸)  kU(¸) = þ [B]Â[k][B]dVÍ(¸)  kV(¸) = þ h	[N]〈N〉dSP](¸)  f:(¸) = þ (qN⃗ . nN⃗ )[N]dSP^(¸)  fX(¸) = þ Q[N]dVÍ(¸)  
(116) 
 
where [C] is the capacitance matrix, and[kU]. [kV]. [k_] are the conductive, convective and the 
radiative stiffness matrices. 𝑞	is heat conducted (heat flux), h is the convection coefficient, and 
Q is the internal heat source. The temperature displacement function is defined within each 
element (u, v, w) using the nodal values of the element.  
6.2.6 Element Stiffness Matrix  
The element stiffniess matrix 𝐾c from Eq. (115)  K¸ = [C]{T}̇ + T[kU] + [kV]W{T} (117) 
6.2.7 Element Force Matrix  
The element force matrix 𝐹c from Eq. (115) F¸ = LFXM + {F:}+ {FV} (118) 
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6.3 OPTIMAL PATH MOVEMENT BASED ON BIO TEMPERATURE 
DISTRIBUTION 
The proposed FEM formulation of bio-heat transfer based on dynamic soft tissue 
deformation modelling (discussed in section 6.2), agreed with the flow path activities that can 
be spread over the entire state-space, based on local cells’ object connectivity. However, 
obstacle events remain only locally. Thus, the target attracts the path planning by influencing 
the whole state-space heat conduction globally, whereby the path planning avoids collisions of 
the obstacles to be locally effects. That means, target avidities are blocked when the path 
reaches the obstacles. Also, in the heat conduction model, the target corresponds to a heat 
source, with Dirichlet boundary conditions for the obstacles, and initial temperatures at all filed 
nodes are set to the given temperature. 
To simplify the heat conduction model (See section 6.2.5) (including the heat source, 
which is described by the second order partial differential equation Eq. (114)), we rewrite Eq. 
(114) and Eq. (115) for an isotropic medium:  
r = −∇[k][T] (119) α 𝜕𝑇𝜕𝑡 = k	∇CT + q (120) 
 
where ∇ is the gradient operator, T is the temperature at the observed point at time t, and k is 
the thermal conductivity. The heat flux (r) is represented as the negative temperature gradient. ∇C	is the Laplace operator, α is a constant (which is called the thermal capacity), and q 
represents a heat source (q > 0) or sink (q < 0). 
In order to solve Eq. (119) and Eq. (120), the character of the heat exchange over the boundary 
conditions should be determined. Therefore, for simplicity, the FEM of nonlinear heat transfer 
Eq. (120) is applied with Dirichlet’s boundary condition, Eq. (109) and Eq. (110). The heat 
conduction creation model starts the heat source and dynamically conducts, which leads to a 
field dynamic temperature distribution. The flow of heat flux is always performed from the 
highest to lowest temperature location within the boundaries. For example, with a heat 
conduction source in the heat field, the heat fluxes flow to the target using Dirichlet boundary 
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conditions at obstacles, and for all other nodes in the field, the initial temperatures are also set 
to the given temperature. Thus, we have the following: 
 𝑞 = cℎ													at	the	target0										at	other	nodes	 𝑇𝑇(0) 	= c𝐹													at	the	obstacles𝐹																at	other	nodes (121) 
 
where h and F are positive and arbitrary constants, respectively. 
The flowchart process of temperature distribution is described in Figure 45.  It starts with the 
calculation of the positions of needle source, obstacles, and target in the map. Parameters, 
material properties, geometry, and thermo-mechanical output variables are initialised and 
defined in the model algorithm. Subsequently, the sequence of unit domains’ addition is 
generated based on the potential path planning, using the advantage of using global dynamic 
FEM of nonlinear heat transfer Eq. (120). Second, Laplace’s equation and the direction field 
given by the potential are calculated. Then, the trajectory to the objective is calculated, and the 
robot moves to the next mobile object. If the robot detects an obstacle, it changes the trajectory 
previously calculated to avoid a collision.  Finally, if the robot has not found the objective, the 
first step starts again until it reaches the target. When a unit step is completed, the generated 
temperature field would be saved and imported as initial conditions for the next simulation 
step.  
It is important to mention that the target and obstacle positions may vary with time as the cell 
object dynamically changes according to the current source. Also, the local cell connectivity 
and the cell’s neighbouring states may also cause variation. The current source controls the 
target, and the obstacles have a fixed state. Therefore, changing the position of an obstacle 
corresponds to the change of the cell element state. Also, each cell can respond to the real-time 
changes of the target and obstacles without prior knowledge of the varying environment in the 
proposal model. After the current position is moved to its next position, it becomes a new 
current position until it reaches the target, and the mesh is adapted accordingly. 
 
  115 
																																																							
	
	
Figure	45.	Flowchart	process	of	temperature	distribution	
Start 
Input parameters 
(Position of needle source, obstacles, and target) 
Resolution of the global dynamic FEM of nonlinear heat 
transfer. Laplace's equation with the BC given by the 
obstacles and object positions 
Calculate the direction field given by the potential of the 
solution of global dynamic FEM of nonlinear heat 
transfer. Laplace's equation 
Calculate the trajectory of the objective  
(Solve FEM model for temperate filed) 
End 
Tracking the calculated trajectory, which depends on the 
distance to the next mobile object 
Has the robot found the 
objective? 
 
Yes 
No 
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6.4 IMPLEMENTATION AND RESULTS   
 
A prototype system has been implemented for heating the tissue target, and the thermo-
mechanical interaction is presented. This system allows users to change both material 
properties and the applied heating power. An application of the proposed model for bio heat is 
performed based on 3D tumour (cubic, liver) models. The models consist of 328 nodes and 953 
elements for the cubic model, and 1173 nodes and 4094 elements for the human liver model, 
where the performance of the proposed model is applied (as shown in Figure 46 and Figure 47, 
respectively). The needle was modelled as a flexible line (rod), positioned on the left side (x-
axis) of the object, where the tip of the needle (source) is in contact with the tissue object 
(cubic, liver). See Figure 46 (a) and Figure 47 (a). The needle is deformed in the soft tissue 
based on FEM modelling until it reaches the tumour (target) node. See Figure 46 (c) and Figure 
47 (c). Thermal energy is then generated, as shown in Figure 46 (e) and Figure 47 (e) at 1.0 
x107 W/m3 to heat up the tumour (target) node. Since in our implementation we only consider 
mechanical deformation based on FEM coupling with needle thermal energy, friction force was 
set to 75 N/m and 80 N/m for cubic and liver, respectively. The simulation parameters of 
thermal and mechanical properties for both cubic and liver are summarized in Table 12. 
Table	12.	Simulation	parameters.	
Parameters Value 
Thermal conductivity k, W/mK 0.613 
Specific heat C; j/kgK 4192 
Thermal expansion coefficient a ; 1/°C 1x10-4 
Density r; kg/m3 1060 
Young’s modulus E; Pa 10.2x106 
Shear modulus G; Pa 3.7x106 
Poisson’s ration v; 0.48 
 
A needle deformation dynamic environment model of bioheat tissue FEM for semi-shade 
cubic and liver application is illustrated in Figure 48 and Figure 50, respectively. In these 
models, needle deformation heat transfer shows the effects of the mechanical deformation on 
the temperature distribution for path planning. Similarly, Figure 49 and Figure 51 demonstrate 
the needle path planning modelling of heat transfer flow for cubic as well as for liver 
application. Different pictures of first and last rendering frames needle path planning flow, with 
and without wireframe, are demonstrated in Figure 49 and Figure 51. 
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                                           (a)                                                                                             (b) 
                                                       
                                               (c)                                                                                             (d) 
 
                                               (e)                                                                                             (f) 
Figure	46.	Cubic	needle	modelling	(a)	selected	target	(green)	and	obstacles	(blue);	(b)	calculating	the	needle	path;	(c)	needle	deformation	based	on	tissue	FEM;	(d)	original	and	deformed	object	before	the	heat	transfer;	(e)	heat	transfer	of	target	node	(red)	based	on	tissue	FEM;	(f)	original	(gray)	and	deformed	(blue)	object	after	the	heat	transfer.	
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                                           (a)                                                                                             (b) 
 
                                           (c)                                                                                             (d) 
 
                                           (e)                                                                                             (f) 
Figure	47.	Liver	needle	modelling	(a)	selected	target	(green)	and	obstacles	(blue);	(b)	calculating	the	needle	path;	(c)	needle	deformation	based	on	tissue	FEM;	(d)	original	(gray)	and	deformed	object	before	the	heat	transfer;	(e)	heat	transfer	of	target	node	(red)	based	on	tissue	FEM;	(f)	original	(gray)	and	deformed	(blue)	object	after	the	heat	transfer.		
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                                           (a)                                                                                             (b) 
 
                                           (c)                                                                                             (d) 
 
                                           (e)                                                                                             (f) 
 
                                            (g) 
Figure	48.	Semi-shad	cubic	 for	needle	modelling	 (a)	 selected	 target	 (green)	 and	obstacles	 (blue);	 (b)	needle	path	planning;	(c)	needle	deformation	based	on	bioheat	tissue	FEM;	(d)	original	(gray)	and	deformed	object;	(e)	tissue	FEM	effect	of	bio-heat	transfer	on	nodes	including	needle	target	node;	(f)	&	(g)	original	(gray)	and	deformed	(semi	shad)	object.		
 
  120 
 
                                           (a)                                                                                             (b) 
 
                                           (c)                                                                                             (d) 
 
                                           (e)                                                                                             (f) 
 
                                           (g)                                                                                             (h) 
Figure	49.	Path	planning	flow	for	heat	transfer	of	cubic	needle	modelling	(a)	&	(b)	1st	render	frame;	(c)	needle	path	planning	flow	with	wireframe;	(d)	needle	path	planning	flow	without	wireframe;	(e)	&	(f)	last	render	frame;	(g)	needle	path	planning	flow	with	wireframe;	(h)	needle	path	planning	flow	without	wireframe.	
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                                           (a)                                                                                             (b) 
 
                                           (c)                                                                                             (d) 
 
                                           (e)                                                                                             (f) 
 
                                           (g) 
Figure	 50.	Semi-shad	 liver	 for	 needle	modelling	 (a)	 selected	 target	 (green)	 and	 obstacles	 (blue);	 (b)	 needle	 path	planning;	(c)	needle	deformation	based	on	bioheat	tissue	FEM;	(d)	original	(gray)	and	deformed	object;	(e)	tissue	FEM	effect	of	bio-heat	transfer	on	nodes	including	needle	target	node;	(f)	&	(g)	original	(gray)	and	deformed	(semi	shad)	object.		
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                                           (a)                                                                                             (b) 
 
                                           (c)                                                                                             (d) 
 
                                           (e)                                                                                             (f) 
 
                                           (g)                                                                                             (h) 
Figure	51.	Path	planning	flow	for	heat	transfer	of	liver	needle	modelling	(a)	&	(b)	1st	render	frame;	(c)	needle	path	planning	flow	with	wireframe;	(d)	needle	path	planning	flow	without	wireframe;	(e)	&	(f)	last	render	frame;	(g)	needle	path	planning	flow	with	wireframe;	(h)	needle	path	planning	flow	without	wireframe.		
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6.4.1 Temperature distribution  
Figure 52 (a) and Figure 53 (a) show the temperature changes at the heating (target) point 
where thermal energy was directly applied in the first 300 seconds for the cubic model and 500 
seconds for the liver model. The temperature starts to increase rapidly after about 460 K until 
the end of the simulation time. The temperature distribution in Figure 52 (b) shows that the 
final temperatures of the selected points, with respective distances of 0 m to 0.126 m heating 
source, were descending from 585 K to 310 K after 500 seconds of heating in the cubic. 
Similarly, in Figure 53 (b) the final temperatures of the selected points with respective distances 
of 0 m to 0.059 m from the heating source were descending from 818.88 K to 310 K after 500 
seconds of heating in the liver. Furthermore, combining Figure 52 (a) and (b) for the cubic and 
Figure 53 (a) and (b), respectively, shows the distribution of heat energy that occurred within 
heated tissue. In addition, the temperature increases when it reaches the target. 
  
                                               (a)                                                                                             (b) 
 
Figure	52.	Cubic	needle	modelling	(a)	temperature	at	the	heating	source	point;	(b)	temperature	change	at	the	needle	tip	with	reference	to	the	distance	to	the	target	during	the	bio-heat	transfer	process.	
  
                                               (a)                                                                                             (b) 
 
Figure	53.	Liver	needle	modelling	(a)	temperature	at	the	heating	source	point;	(b)	temperature	change	at	the	needle	tip	with	reference	to	the	distance	to	the	target	during	the	bio-heat	transfer	process.	
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6.5 CONCLUSION 
This chapter discussed the bioheat optimal path planning for needle insertion using the 
temperature disruption as path planning. Simulation of both mechanical deformation and 
heating process is presented based on the finite element scheme and numerical algorithms. 
Heating the target tumour in the cubic model and the human liver model are presented. This 
method could effectively provide real-time visual feedback during the bio-heat process to 
control the delivered heat energy for cancer treatment.  
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CHAPTER 7  
CONCLUSIONS AND FUTURE WORK 
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7.1 CONCLUSION 
7.1.1 Developing an appropriate physical model of the mechanical properties of 
human brain cells 
Biological human brain cells for both normal and cancer cells have been characterised 
using the Atomic Force Microscopy (AFM) machine. This characterisation includes measuring 
Young's modulus, heights, length, and independent force and displacement, as described in 
CHAPTER 3. Also, the area has been measured based on image processing methods (see 
CHAPTER 5). The measured data is compared with a developed algorithm to ensure the 
accuracy of the data fitting. Based on the developed algorithm, we calculated the optimal cell 
data characterisation for normal HNC-2 and U87 MG human brain cell lines. Based on the 
results, it is clearly shown that Young’s modulus of the cancer cell (U87 MG) is 70% softer 
than normal cells (HNC-2). Further, the structural behaviour and the mechanical properties of 
cancer cells are changed and become less stiff compared with normal cells, which require less 
force to deform. On the other hand, normal cells (HNC-2) require a larger force to deform as 
they are stiffer than cancer cells (U87 MG). A proportional relationship between cell stiffness 
(Young’s modulus) and the force in both normal and cancer cells has been discovered. Thus, 
it proves that the physiological cell status can be predicted from knowing changes in cell 
stiffness and elasticity, and this can lead to the diagnosis of the disease symptoms and further 
evaluation of potential drug treatments. Finally, the characterised data were implemented into 
our proposed method for nonlinear FEM simulation, as discussed in CHAPTER 5. 
7.1.2 System identification characterisation modelling of biological cells  
Identification of mechanical properties of a soft cell sample using atomic force 
microscopy in dynamic mode is demonstrated in CHAPTER 4. The online scheme of the 
estimation for parameter identification is based on the lumped spring-damper system model. 
This process is allowed to detect the cell mechanical changes over time. The simulation showed 
the effectiveness of the presented method and compared it with the results presented in 
CHAPTER 5. The identification process was done based on the modelling of three main 
components of the cantilever cone tip (cantilever dynamics, tip geometry, and sample force). 
The results compared the experimental data and identified data for model verification. 
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7.1.3 FEM development of large deformation of nonlinear soft tissue/cell simulation 
model  
A simulation of biological soft tissue/cell has been developed for a number of numerical 
examples, as explained in CHAPTER 5. Applications, such as for cubic, liver and biological 
human brain cells, have been carried out to demonstrate the proposed method can capture the 
biomechanical response, including hyperelastic behaviour. This model is phenomenological 
and based on a three-dimensional, non-linear finite element model. The model describes a 
numerical integration method and is implemented to solve the partial differential equation, 
PDE. The condensation method is applied to reduce the calculation time for soft tissue/cell 
deformation. The force-deformation and stress-strain relationships of the models are 
incorporated into the model with a presentation of the loading and unloading hysteresis 
behaviour.   
The simulation programme is used, whereby the material properties were measured from 
our experimental study. Numerically estimated data (see CHAPTER 5) that used atomic force 
microscopy for model verification compared the finite element analysis results. It was shown 
that good agreement was achieved based on our simulation model, which was able to match 
the mechanical behaviour of the experimental data. 
Model verification was done by comparing the experimental work and the simulation 
developed model. The field of the displacement was calculated by the finite element model 
simulation, which experimentally measured the force based on the displacement. The data were 
implemented into our developed model of FEM simulation for model verification. In addition, 
Abaqus, a software suite for Finite Element Analysis (FEA), has been used to compare with 
our FEM simulation model. The results show the analysis comparing the cell mechanical 
characterisation and mechanical simulation behaviours of the developed model. The results 
prove that our simulation can perform a good displacement, which can be used for realistic 
force feedback during the simulation.  
The constitutive relation model developed in this thesis can capture the complex 
mechanical behaviour of the three-dimensional soft tissue/cell. However, in this model, it is 
assumed that the soft tissue/cell is isotropic and has a homogeneous distribution. Thus, the 
model needs future development for anisotropic and inhomogeneous behaviour, as mentioned 
in (Fung, 1993). 
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7.1.4 FEM development of nonlinear needle deformation and motion planning of 
soft tissue/cell simulation model  
A deformation model of a flexible needle has been developed, which can be used for the 
simulation of needle insertion into a soft tissue/cell. In this model, the needle is modelled as 
one dimension, based on our proposed method of a non-linear finite element model.  This 
needle model is used to simulate optimal path planning that can reach the target tumour (single 
node) and deal with obstacles in soft tissue/cell deformation. The results show in different 
specimens the targeting of the tumour by performing the needle insertion into soft tissue/cell, 
with deformation. However, the simulation of the needle insertion is still time-consuming, 
especially in cases with a large number of nodes, and it needs more development. This 
development can be considered in future research, such as to perform procedures with high 
accuracy while reducing the calculation time. 
7.1.5 Implementation of needle insertion as bio-heat transfer path planning based 
on needle deformation 
As an application to the potential path planning of needle insertion based on the nonlinear 
finite element soft tissue/cell deformation, the simulation of bio-heat transfer is modelled. The 
needle is inserted into the tissue/cell, taking advantage of the finite element method to generate 
the optimal path to the target. As the target node is reached, the tip of the needle heats the 
target. 
This thesis developed a solution of a new conceptual design methodology for a surgical 
simulation programme for characterisation of the mechanical properties of biological human 
brain cells. Also, a nonlinear dynamic FEM soft cell/tissue deformation modelling and needle 
insertion was developed, which has a major contribution to this field. A system identification 
schema verifies the experimental work, and the proposed method is examined mathematically 
and systematically, which demonstrates the accuracy of our modelling. Moreover, the potential 
field of bio-heat transfer is implemented based on the proposed FEM soft tissue deformation 
modelling to represent path planning. 
 
 
  129 
7.2 FUTURE WORK  
Drawing from the above conclusions in this chapter, direction for future work for 
developing the simulation process is suggested in the following areas:  
7.2.1 Biological cell characterisation 
Future research will focus on the improvement of the proposed method. Currently, the 
proposed method for characterising HNC-2 and U87 MG cells uses the Hertz model, which 
accounts for linearly elastic materials. However, the cell behaviour is nonlinear and 
viscoelastic. Further, the adhesion occurs in the retraction of the cells, which indicates plastic 
material property. In future, nonlinear analytical models, such as JKR, DMT and Oliver-Pharr 
(Fischer-Cripps, 2007, Ladjal et al., 2012) will be used to study the nonlinear viscoelastic 
behaviour of cells under the condition that the cell stiffness varies with time. 
Future research should focus on the improvement of the model, which has been 
mentioned in various extensions. First, it is recommended to conduct more experiments to 
validate the model. In addition, there is the possibility of including the estimates of the 
topography directly into the parameter estimations, because this may assist in reducing the bias 
in estimations, as mentioned earlier. However, it is imperative to provide a method that 
embraces bilinear estimation to increase the estimator’s complexity. The main reason to tap one 
at a time is to ensure that frictional forces are avoided because this may take place in the process 
of scanning laterally as the tip continues to contact the sample. If the forces involved are 
minimal, the approach presented in this chapter can be extended to the become an in-contact 
dynamic scanning mode, such as other methods previously used (Radmacher et al., 1993; 
Raman et al., 2011; Cartagena-Rivera et al., 2015). 
7.2.2 System identification 
It is possible to conduct more experiments to validate the model, and this data can be used 
in the description of the phenomena as it undergoes improvements. In addition to this, there is 
the possibility of including the estimates of the topography directly into the parameter 
estimations, because this may assist in reducing the bias in estimations, as mentioned earlier. 
However, it is imperative to provide a method that embraces bilinear estimation to increase the 
estimator’s complexity. The main reason to tap once at a time is to ensure that frictional forces 
are avoided, because this may take place in the process of scanning laterally as the tip continues 
contacting the sample. If the forces involved are minimal, the approach presented in this chapter 
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can be extended to become an in-contact dynamic scanning mode, such as in other methods 
previously used (Radmacher et al., 1993; Raman et al., 2011; Cartagena-Rivera et al., 2015).  
7.2.3 Haptics and FEM modelling 
Future work will focus on the improvement and application of the proposed FEM for 
surgical simulation. The proposed FEM will be integrated with a haptic device for achieving 
force feedback for surgical simulation. Future research is expected to establish methods of 
haptic modelling and rendering for soft tissue deformation with real-time haptic feedback.  For 
real-time simulation, the refresh rate of force feedback must be at least 1000Hz, whereas the 
graphics refresh rate must be 30Hz at least. The proposed FEM will also be applied to model 
the typical surgical procedure of needle insertion, and also, to further develop a surgical 
simulation system for training and procedure planning of needle insertion. 
The finite element model needs future development to investigate anisotropic and 
inhomogeneous behaviour, as mentioned in Fung (1993), which can significantly increase 
simulation accuracy. Therefore, incorporating time-dependent viscoelastic properties is 
essential as it is observed in the deformation of soft tissue/cell, such as the brain, in the 
modelling process. Although the finite element hyperelastic behaviour has been developed in 
this thesis, the soft tissue/cell model is known to have viscoelastic behaviour, and that makes 
the strain rate time dependent.  
7.2.4 An application of bio-heat transfer based on needle deformation 
It is recommended that future research focuses on improving the current method, which 
includes the following: First, the author’s mechanical soft tissue modelling technique should 
be examined in future research to test the accuracy of the model for real-time visual feedback 
for surgeons to treat cancer in real-life contexts. An experimental test should be used to test the 
accuracy of the model. Second, the current method uses the tissue nodes as obstacles between 
source and target nodes, which should be developed in future research to evolve separate 
obstacles (i.e., use small objects that represent the obstacles rather than use a tissue node as an 
obstacle). That is, future research should consider obstacles as discrete objects instead of a 
single node. 
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