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Abstrak 
Penelitian ini bertujuan untuk menerapkan algoritma Artificial Neural Network (ANN) yang diharapkan 
meningkatkan akurasi dari model Seasonal Autoregressive Integrated Moving Average (SARIMA) yang 
merupakan salah satu bagian dari model time series pada prediksi data seasonal. Informasi dasar mengenai 
data menggunakan estimasi parameter pada masing-masing model SARIMA menggunakan Bayesian 
Information Criterion (BIC). Nilai error untuk mengevaluasi SARIMA(2,0,0)(0,1,1)12 dan ANN didapatkan 
menggunakan Mean Absolute Error (MAE). Pada penelitian ini, model estimasi dari SARIMA 
(2,0,0)(0,1,1)12 dan jumlah node hidden layer pada uji algoritma ANN yaitu 20 dengan fungsi aktivasi log 
sigmoid dan linear. Performansi MAE pada data training dan data testing dari model SARIMA 
(2,0,0)(0,1,1)12 adalah 0.086 dan 0.071, ketika hasil prediksi SARIMA dimasukkan ke ANN nilai error pada 
data testing dan training menjadi lebih kecil yaitu 0.046 dan 0.052. Berdasarkan hasil prediksi, data seasonal 
yang digunakan mendapatkan perubahan error menjadi kecil saat hasil model SARIMA dimasukkan ke 
algoritma ANN. 
 
Kata kunci : Data seasonal, SARIMA, ANN 
 
Abstract 
This study aims to apply the Artificial Neural Network (ANN) algorithm which is expected to improve the 
accuracy of the Seasonal Autoregressive Integrated Moving Average (SARIMA) model, which is one part of 
the time series model in seasonal data prediction. Basic information about data uses parameter estimation on 
each SARIMA model using the Bayesian Information Criterion (BIC). The error value for evaluating SARIMA 
(2.0,0)(0,1,1)12 and ANN was obtained using Mean Absolute Error (MAE). In this study, the estimation model 
of SARIMA (2.0,0)(0,1,1)12 and the number of node hidden layer in the ANN algorithm test are 20 with sigmoid 
and linear log activation functions. MAE performance on training data and data testing from the SARIMA 
(2.0,0)(0,1,1)12 models is 0.086 and 0.071 when the SARIMA prediction error results are entered into ANN 
values on testing and training data are smaller = 0.046 and 0.052. Based on the results, the seasonal data used 
gets a small error change when the SARIMA model results are entered into the ANN algorithm. 
 
Keywords : Seasonal data, SARIMA, ANN 
 
1. Pendahuluan 
 
Pada kasus pemodelan data time series, dilakukan suatu peramalan untuk menduga kejadian atau tren 
yang berada dimasa yang akan datang. Data time series (Runtun waktu) merupakan jenis data yang dikumpulkan 
menurut urutan waktu dalam suatu rentang waktu tertentu. Jika waktu dipandang bersifat diskrit (waktu dapat 
dimodelkan bersifat kontinu), maka periode pengumpulan datanya selalu sama periode dapat berupa detik, menit, 
jam, hari, minggu, bulan atau tahun. Salah satu contoh data time series adalah data curah hujan, yang dicatat dalam 
jangka waktu yang berurutan [1]. 
Data seasonal memiliki pola beruntun yang berdasarkan waktu tertentu. Untuk itu pada penelitian ini 
dibutuhkan sebuah model untuk memprediksi data seasonal pada waktu yang akan datang untuk memprediksi 
jumlah data dimasa yang akan datang [1]. Pada penelitian sebelumnya, telah dilakukan prediksi harga emas 
menggunakan Genetic Fuzzy System dan Autoregressive Integrated Moving Average (ARIMA) [2] . Selanjutnya 
model Autoregressive (AR) dan Autoregressive Conditional Heteroskedasticity (ARCH) pernah digunakan untuk 
memprediksi curah hujan di Kabupaten Bandung. Hasil dari akurasi prediksi menggunakan MAPE menunjukkan 
bahwa model ARCH memiliki nilai error yang cukup baik, sedangkan jika menggunakan RMSE menunjukkan 
model AR memiliki nilai error yang baik  [3]. Pada penelitian digunakan model time series Autoregressive 
Conditional Heteroscedastic (ARCH), ARCH dikenal secara luas untuk memodelkan observasi yang memiliki 
volatilitas (standart deviasi bersayarat) yang bergerak terhadap waktu. ARCH melibatkan observasi pada waktu 
sebelumnya sebagai variabel yang mempengaruhi pergerakan volatilitas saham. Observasi yang dilibatkan dalam 
model ARCH terlihat dari orde yang melekat pada model ARCH. Prediksi data seasonal juga pernah dilakukan 
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oleh Cipta [12] memprediksi harga saham dengan Model GARCH dengan Pendekatan Conditional Maximum 
Likelihood dengan nilai prediksi dengan RMSE yang kecil yaitu sebesar 0,000274. 
Pada penelitian ini akan dilakukan prediksi terhadap data seasonal menggunakan model Seasonal 
Autoregressive Moving Average (SARIMA) yang hasilnya dimasukkan ke Artificial Neural Network (ANN) dan 
hasil dari model dan algortima tersebut nantinya akan dilihat untuk menentukan algoritma ANN dapat 
meningkatkan akurasi dengan memperkecil error dari hasil model SARIMA untuk memprediksi data seasonal. 
Untuk menentukan orde SARIMA ditentukan dengan melihat nilai terkecil Bayesian Information Criterion (BIC). 
Dimana, untuk mendapatkan hasil yang lebih baik yaitu dengan melihat nilai MAE yang lebih kecil. 
 
2. Studi Terkait 
2.1 Model Time Series 
2.1.1 Model Seasonal Autoregressive Integrated Moving Average atau SARIMA 
Model algoritma ini merupakan model algoritma yang dikembangkan dari ARIMA dengan 
penambahan orde seasonal, namun model ini hanya bisa memprediksi untuk data yang 
mengandung unsur pola seasonal. Rumus model SARIMA (p,d,q)x(P,D,Q)s adalah sebagai 
berikut [6]: 
𝑌𝑡 − 𝑌𝑡−𝑝 − 𝑌𝑡−𝑠 = Φ𝑝𝑌𝑡−𝑝 + 𝜀𝑡 − Φ𝑝𝑌𝑡−𝑠 + 𝜀𝑡−𝑠 − 𝜃𝑝𝜀𝑡−𝑝 + Θ𝜀𝑡−𝑞 + 𝜃Θ𝜀𝑡−𝑠 (1) 
Rumus model SARIMA (0,1,1)x(1,0,1)12 adalah sebagai berikut [6]: 
𝑌𝑡 − 𝑌𝑡−1 = Φ(𝑌𝑡−12 − 𝑌𝑡−13) + 𝜀𝑡 − 𝜃1𝜀𝑡−1 − Θ𝜀𝑡−1 + 𝜃Θ𝜀𝑡−13 (2) 
 
𝑌𝑡 − 𝑌𝑡−1 = Φ(𝑌𝑡−12 − 𝑌𝑡−13) + 𝜀𝑡 − 𝜃1𝜀𝑡−1 − Θ𝜀𝑡−1 + 𝜃Θ𝜀𝑡−13 (3) 
 
Sehingga didapat SARIMA (2,0,0)x(0,1,1)12 adalah sebagai berikut [6]: 
𝑌𝑡 − 𝑌𝑡−12 = Φ1𝑌𝑡−1 + Φ2𝑌𝑡−2 + 𝜀𝑡 − Θ1𝜀𝑡−12 (4) 
  
𝑌𝑡 = Φ1𝑌𝑡−1 + Φ2𝑌𝑡−2 + 𝑌𝑡−12 + 𝜀𝑡 − Θ1𝜀𝑡−12 (5) 
  
             orde non seasonal            orde seasonal 
𝑌𝑡 merupakan nilai time series pada periode t. Φ𝑝 untuk parameter model Autoregressive orde 
𝑝. 𝜃𝑞,Θ𝑄 nilai dari parameter model Moving Average orde 𝑞 dan orde 𝑄. 𝑑 parameter dari 
differencing orde 𝑑. 𝑠 adalah orde seasonal bernilai 12. 𝜀𝑡 adalah error pada saat 𝑡, dengan 
𝜀𝑡~𝑁(0,1). 
2.1.2 Bayesian Information Criterion (BIC) 
BIC merupakan suatu ukuran informasi yang dikembangkan Gideon E. Schwarz, mengenai 
pengukuran terbaik dalam kelayakan pengukuran estimasi model. BIC merupakan metode untuk 
memilih model yang tepat, dimana semakin kecil model BIC maka model yang digunakan 
adalah model terbaik. Rumus BIC sebagai berikut [7]: 
−2 ln 𝐿 + ln(𝑛) 
 (6) 
dengan 𝐿 merupakan nilai maksimum fungsi Likelihood dari estimasi model, dan 𝑛 merupakan 
jumlah parameter pada model. 
 
2.2 Artificial Neural Network (ANN) 
Jaringan Syaraf Tiruan adalah suatu struktur kompleks yang dikembangakan berdasarkan aktivitas 
neuron pada otak manusia [8]. McCulloch dan Pitts [9] memperkenalkan jaringan syaraf tiruan sebagai 
representasi dari proses sinaptik yang terjadi pada otak manusia. Secara umum Jaringan Syaraf Tiruan 
memiliki tiga lapisan yaitu, lapisan input, lapisan hidden, dan lapisan output. Struktur jaringan syaraf 
tiruan dapat dilihat pada Gambar 1. 
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Gambar 1. Struktur ANN untuk model time series [10]. 
 
Parameter 𝑠 pada model time series memiliki kontribusi pada ANN yang digunakan untuk menentukan 
jumlah input dan output neuron yang dapat membantu membuat prediksi yang lebih baik. Parameter 𝑠 
menunjukkan kurun waktu seperti bulanan [10]. Pada penelitian ini, digunakan fungsi aktivasi linear dan 
log sigmoid. 
Rumus output dari ANN untuk model Seasonal Time Series [10]: 
𝑌𝑡+𝑙 = 𝛼1 + ∑ 𝑤𝑗𝑙𝑓
𝑚
𝑗−𝑙
(∑ 𝑣𝑖𝑗𝑌𝑡−1 + 𝜃𝑗
𝑠−1
𝑖=0
) ; (𝑙 = 1,2, … , 𝑠)  (7) 
keterangan : 
𝑌𝑡+𝑙 = menunjukkan prediksi untuk periode s di masa depan, dimana (𝑙 = 1,2, … , 𝑠). 
𝑌𝑡−1 =  pengamatan pada periode sebelumnya, dimana (𝑖 = 1,2, … , 𝑠 − 1). 
𝑣𝑖𝑗  =  banyaknya koneksi weight dari hidden layer neurons ke output layer neurons, dimana (𝑖 =
1,2, … , 𝑠 − 1; 𝑗 = 1,2, … , 𝑚). 
𝑓 =  digunakan untuk pengaktifan fungsi. 
𝛼1 = banyaknya koneksi bias pada ANN, dimana (𝑙 = 1,2, … , 𝑠), 𝜃𝑗(𝑗 = 1,2, … , 𝑚). 
 
Fungsi linear digunakan untuk menghasilkan output yang sama dengan hasil kombinasi linear. Rumus 
aktivasi fungsi linear sebagai berikut [13] : 
 
𝑦(𝑢) = 𝑢  (8) 
  
Dengan y merupakan hasil prediksi dan 𝑢 nilai input. Fungsi Sigmoid digunakan untuk ANN yang dilatih 
menggunakan metode backprogation. Fungsi ini digunakan agar hasil output berada di interval 0 sampai 
1. Rumus sigmoid sebagai berikut [13] : 
 
𝑦(𝑢) =
1
1 + 𝑒(𝑢)
 (9) 
 
 
2.3 Error Prediksi 
Error prediksi pada penelitian ini yaitu dengan mencari Mean Absolute Error (MAE). MAE adalah 
rata-rata dari perbedaan mutlak antara prediksi dan observasi aktual di mana semua perbedaan individu 
memiliki bobot yang sama dan juga mengukur besarnya kesalahan rata-rata dalam suatu prediksi, tanpa 
mempertimbangkan arahnya [11]. 
Rumus Mean Absolute Error (MAE) : 
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𝑀𝐴𝐸 =  
1
𝑛
∑|𝑦𝑡 − 𝑓𝑡|
𝑛
𝑡−1
  (10) 
dengan 𝑦𝑡 nilai prediksi data, 𝑓𝑡 nilai aktual data. 𝑛 merupakan banyaknya data. Kedua cara tersebut 
memiliki nilai negatif dimana semakin kecil nilai yang didapat semakin bagus hasil yang didapatkan. 
 
3. Sistem yang Dibangun 
Flowchart Sistem 
Adapun gambaran umum alur pemodelan yang akan dilakukan dalam penelitian ini akan digambarkan dalam 
diagram alur (flowchart) pada Gambar 2. 
 
 
Gambar 2. Deskripsi sistem 
 
Sistem ini dirancang untuk memprediksi data seasonal menggunakan model SARIMA (2,0,0)(0,1,1)12 dan 
ANN. Hasil yang diharapkan dari penelitian ini yaitu dapat menghasilkan error prediksi yang optimal untuk 
memprediksi data seasonal. Selanjutnya akan dilakukan membandingkan error prediksi menggunakan nilai error 
yang dihasilkan dari model SARIMA (2,0,0)(0,1,1)12 dan ANN. Data seasonal yang digunakan sebanyak 264 
bulan dari tahun 1990 – 2011 merupakan kunjungan turis dari Government of Nepal Ministry of Culture, Tourism 
and Civil Aviation Department of Tourism. Kemudian dilakukan identifikasi orde untuk mengetahui model pada 
data, selanjutnya mengestimasi parameter menggunakan metode Bayesian Information Criterion (BIC) pada 
rumus (2) untuk menentukan nilai dari parameter model dan dibagi sebagai data training dan data testing. 
Kemudian hasil prediksi dari SARIMA (2,0,0)(0,1,1)12 akan dinormalisasi untuk dimasukkan ke algoritma ANN. 
Data yang telah dinormalisasi dibagi menjadi data training dan data testing dan dimasukkan ke ANN dengan 
parameter neuron = 20 dengan fungsi aktivasi linear dan log sigmoid. Dari hasil estimasi tersebut diperoleh 
prediksi data seasonal yang kemudian akan di validasi dengan cara membandingkan nilai error menggunakan 
Mean Absolute Error (MAE). 
 
4. Evaluasi Hasil 
Hasil pengujian model yang akan dibangun terdiri dari beberapa tahapan yang perlu dilakukan sebagai berikut : 
1. Data 
Data seasonal dianalisis bertujuan untuk membagi pola data lama menjadi komponen-komponen 
untuk masa depan sebagai salah satu perecanaan yang akan digunakan dimasa yang akan datang. Contoh 
plot data seasonal yang diambil berasal dari web pemerintah negara Nepal 
http://tourismdepartment.gov.np/tourism-statistics/. Data berisi kedatangan turis di Nepal setiap bulan 
dengan total 264 bulan pada tahun 1990 sampai 2011 [5]. Adapun grafiknya dapat kita lihat sebagai 
berikut : 
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Gambar 3. Grafik jumlah kedatangan turis di Nepal. 
 
Data dibagi menjadi data training = 240 dan testing = 24 yang dapat kita lihat sebagai berikut : 
 
  
Gambar 4. Grafik pembagian data training dan testing. 
 
2. Penentuan orde model 
Untuk menentukan orde SARIMA menggunakan BIC dengan membandingkan hasil nilai dari rumus 
(6) dan dipilih dengan nilai terkecil. Hasil dari BIC dapat kita lihat pada tabel berikut : 
 
Model SARIMA BIC 
(2,0,0)(0,1,1)[12] -241.0344 
(2,0,0)(0,1,0)[12] -178.0842 
(2,0,0)(1,1,1)[12] -233.0151 
(2,0,0)(0,1,2)[12] -239.0039 
(2,0,0)(1,1,0)[12] -203.781 
(2,0,0)(1,1,2)[12] -229.0871 
(1,0,0)(0,1,1)[12] -230.781 
(3,0,0)(0,1,1)[12] -236.4589 
(2,0,1)(0,1,1)[12] -237.7535 
(1,0,1)(0,1,1)[12] -239.7142 
(3,0,1)(0,1,1)[12] -234.7814 
Tabel 1. Hasil BIC setiap model SARIMA. 
 
 Parameter model dapat juga ditentukan dengan melihat pola Autocorrelation Function (ACF) dan 
Partial Autocorrelation Function (PACF) pola ACF dan PACF dapat kita lihat dari gambar berikut : 
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Gambar 5. Grafik ACF 
 
Gambar 6. Grafik PACF 
 
Pada tabel 1, model SARIMA (2,0,0)(0,1,1)12 memiliki nilai BIC terkecil yaitu -241.0344. Dari hasil 
tersebut model yang digunakan model SARIMA (2,0,0)(0,1,1)12. 
 
3. Estimasi Parameter dan Hasil Prediksi SARIMA 
Setelah mendapatkan model SARIMA (2,0,0)(0,1,1)12 selanjutnya kita menentukan parameter AR, 
MA, dan Seasonal MA. Untuk AR(1) = 0.612, AR(2) = 0.263 dan untuk Seasonal MA(1) = 0.725. Dari 
estimasi parameter kita masukkan ke rumus (5). 
Kemudian dilakukan prediksi sesuai parameter yang didapat dan hasilnya dapat kita lihat pada gambar 7 
dan 8. 
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  Gambar 7. Grafik data training prediksi model     Gambar 8. Grafik data testing prediksi model  
SARIMA.     SARIMA. 
 
4. Error Prediksi 
Pada prediksi SARIMA error prediksi menggunakan rumus (10) didapatkan hasil MAE untuk data 
training = 0.086 dan data testing = 0.071. 
 
5. ANN 
Setelah mendapatkan hasil prediksi melalui model SARIMA, selanjutnya dilakukan pengujian 
apakah algoritma ANN dapat memperbaiki hasil prediksi SARIMA. Data testing dan training yang 
digunakan pada ANN sama dengan model SARIMA. Tahap awal yang harus dilakukan terhadap data 
time series adalah tahap normalisasi data. Normalisasi data diperlukan agar nilai masukan berada dalam 
rentang nilai 0 sampai 1. 
𝑥′ =  
0.8(𝑋 − 𝑏)
𝑎 − 𝑏
+ 0.1 
Variabel x’ menyatakan data hasil normalisasi, X adalah data aktual yang akan dinormalisasi, a dan b 
adalah nilai minimal dan nilai maksimal dari data aktual. Fungsi sigmoid biner merupakan fungsi yang 
nilainya tidak pernah mencapai 0 ataupun 1, sehingga normalisasi akan ditransformasikan ke interval 
yang lebih kecil yaitu interval 0,1 sampai 0,9. Pada prediksi ANN ini digunakan node hidden layer 
berjumlah 20 dengan fungsi linear dan log sigmoid. Hasil prediksi beserta error prediksi dapat kita lihat 
pada gambar 7 dan 8. 
 
 
                  Gambar 7. Grafik data training pada ANN.                  Gambar 8. Grafik data testing pada ANN.  
 
Dari hasil prediksi diatas dapat kita lihat nilai error prediksi nilai MAE data training = 0.046 dan data 
testing = 0.052. 
 
 
5. Kesimpulan 
Penelitian ini menerapkan algoritma Artificial Neural Network (ANN) yang diharapkan meningkatkan 
akurasi dari model Seasonal Autoregressive Integrated Moving Average (SARIMA) yang merupakan salah 
satu bagian dari model time series pada prediksi data seasonal. Estimasi parameter pada masing-masing 
model SARIMA menggunakan Bayesian Information Criterion (BIC). Nilai error untuk mengevaluasi 
SARIMA(2,0,0)(0,1,1)12 dan ANN didapatkan menggunakan Mean Absolute Error (MAE). Pada penelitian 
ini, model estimasi dari SARIMA (2,0,0)(0,1,1)12 dan jumlah node hidden layer pada uji algoritma ANN 
yaitu 20 dengan fungsi aktivasi log sigmoid dan linear. Performansi MAE pada data training dan data testing 
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dari model SARIMA (2,0,0)(0,1,1)12 adalah 0.086 dan 0.071, ketika hasil prediksi SARIMA dimasukkan ke 
ANN nilai error pada data testing dan training menjadi lebih kecil yaitu 0.046 dan 0.052. Berdasarkan hasil 
prediksi, data seasonal yang digunakan mendapatkan perubahan error menjadi kecil saat hasil model 
SARIMA dimasukkan ke algoritma ANN. 
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