Abstract-Semi-supervised learning, which aims to learn from partially labeled data and mostly unlabeled data, has been attracted more and more attention in machine learning and pattern recognition. A novel semi-supervised classification approach is proposed, which can not only handle semi-supervised binary classification problem but also deal with semi-supervised multi-class classification problem. The approach is based on local regularizer and unit circle class label representation. The former is minimized so as to cause the class labels to have the desired properties. The latter utilizes two-dimensional vector evenly distributed in circumference of unit circle to represent class label, so multi-class classification can be performed only once. Comparative classification experiments on some benchmark datasets validate the effectiveness of the presented approach.
I. INTRODUCTION
Most machine learning problems can be regarded as function estimation from the instances or the past experience by optimizing some objective criteria [1] [2] [3] [4] . Labeling often requires expensive human labor and much time, while semi-supervised learning need not to label a lot of data, which is based upon both a small amount of labeled data and a large number of unlabeled data. Semisupervised learning has become an increasingly attractive methodology, and it has been proven to be effective in the fields of pattern recognition and machine learning [5] [6] [7] [8] [9] .
In general, the task of semi-supervised learning can be categorized into two classes: one is transductive learning and the other is inductive learning. The former takes advantage of a set of data points that contain both labeled and unlabeled data we want to classify to help train the classifier, then the unlabeled data are classified. In contrast, the latter exploits both labelled and unlabeled data to train the classifier which will be used to classify future unlabeled data, thus an independent unlabeled test dataset is used to evaluate the performance of the trained classifier. Now transductive learning algorithms are abundant, including Transductive Support Vector Machine (TSVM) [10] , the Laplacian Regularization method (Lap_Reg) [11] , the Normalized Laplacian Regularization method (NLap_Reg) [12] and Local Learning Regularization method (LL_Reg) [13] , etc., which are applied to binary classification. Multi-class classification problem tends to be transformed into multiple binary classification problems and the algorithms mentioned above will be employed multiple times [13, 14] . A novel label representation method is presented in this paper, and the objective of multi-class classification problem is fulfilled directly via one multiclass classification model with local regularizer. Comparative classification experiments on six benchmark datasets illustrate the feasibility and effectiveness of this approach.
This paper is organized as follows: Section II gives semi-supervised binary classification problem, Section III describes the basic idea of local learning and presents local learning regularizer, Section IV presents unit circle class label presentation and gives semi-supervised multiclass classification approach on the basis of local learning and unit circle class label representation, Section V describes and analyzes the experimental results, then Section VI concludes the results.
II. SEMI-SUPERVISED BINARY CLASSIFICATION
Given a set of n data points
where Many semi-supervised binary classification can be roughly addressed as the following optimization problem [8, 9, [11] [12] [13] [14] . ( , , , ) 
The problem (2) is an unconstrained optimization problem, so its solution can be obtained by 
where sign(.) is the sign function and its definition is as follows:
III. SEMI-SUPERVISED BINARY CLASSIFICATION

A. Local Learning
It is difficult to handle the situation shown in Fig. 1 for global learning strategy [15] to the entire data points. Fig.  1 is a piece of an imaginary feature space. Gray and black circles are instances of two classes. Thin lines are the actual decision boundary between these two classes. Both crosses 1 and 2 represent rejected patterns. Cross 1 cannot be determined with enough confidence, while Cross 2 is actually an outlier which cannot be determined lower confidence.
Instead of a global learning model, local learning strategy is presented to construct models based on the local neighborhood information of each instances. Recent research has demonstrated that such a local learning strategy is superior to global learning, especially on datasets that are not evenly distributed [16, 17] . However, there are a small amount of labeled data and lots of unlabeled data in semi-supervised classification [18] [19] [20] [21] [22] [23] [24] [25] . If local learning method is used directly, it is possible that the method cannot be satisfied because of a few or even no labeled data in the local region. This case has been reasonablely resolved by Local Learning Regularization method (LL_Reg) [13] .
B. Local Regularizer
It is obvious that the nature of local learning is that a given test instance is well estimated only by its adjacent data points. Using the notation in the problem (2), for any , 1, , ( ) ( ) , ,
where , , 1 , ,
To find the linear model, the optimization problem based on this model is required to solve as follows:
where 0 λ > is a parameter that controls the trade-off between the first term and the second term in (7) . So the first term in the problem (2) ∑ and it can be written in a compact form as:
.
, then the linear model ( ) ,
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and i α can further be simplified [14] .
Theorem 2. For each , 1, , Accordingly, equation (11) can be written in a compact form as:
and
where I is the unit matrix of order n , therefore R of the first term in the problem (2) is just the following local learning regularizer:
IV. SEMI-SUPERVISED MULTI-CLASS CLASSIFICATION
A. Semi-supervised Multi-class Classification Problem
Given a set of n data points,
where 
B. Unit Circle Class Label Presentation Method
In semi-supervised binary classification, the initial class label i y of the unlabeled data , 1 , , i x i l n = + … is set to 0. The aim is that i y is unbiased for either of the classes so to keep a balance between -1 and +1 of the class label. In essence, the corresponding class label will be assigned to i
f is nearly close to -1 or +1 by sign(.) in (5), so equation (5) can be changed into:
arg min 1, , . 
Its optimal solution is analytically expressed as 
where I is the unit matrix of n n × . To summarize, the entire algorithm framework can be described as follows.
Step 1. Given the training dataset
where , 1, , , {1, , }, 1, , . 
Step 3. Compute the K nearest neighboring data p 1 2 , , , , 1, , , { 1, , },
Step 4. Compute 
where e is a vector of ones, that is,
(1, ,1)
Step Step 6. Calculate ( , , , )
I is the n n × unit matrix, 
A. The Datasets
Six benchmark datasets from UCI Machine Learning Repository are used in our experiments, and descriptions of the datasets are given in Table I . The original data sizes of shuttle are 43500 and the number of its classes is 7, and 1500 data points are randomly sampled from its first 5 classes in order to decrease computational complexity.
B. Experimental Methods
Leave-One-Out (LOO) classification error is computed for the sake of parameter selection. The LOO procedure of semi-supervised classification problem has l iterations. In the i-th iteration, the class label y i of x i , i=1,…,l is set to 0, and the algorithm is performed on the new dataset, then it is inferred whether x i can correctly be classified in the i-th iteration.
Reference [13] presents a new LOO computation method for semi-supervised binary classification to avoid l iterations, seen as Theorem 3. 
In addition to this algorithm, Lap_Reg and NLap_Reg are also implemented in our algorithm in order to compare the experimental results between global learning regularizer and local learning regularizer. R is replaced in 
C. Experimental Results
The mean classification error rates and standard deviations and of 20 independent runs are presented in Table II , and the best results are highlighted in bold face. Moreover, the computational complexities of three algorithms are listed in Table III . In addition to that, to illustrate how the average test error rates change with the number of randomly labeled data points, we also provide the results of three algorithms on two small training datasets IRIS and WINE with the labeled data sizes {3, 10%, 20%, 30%, 40%, 50%, 60%, 70%, 80%, 90%}, As can be seen from Table II , we can observe that MCLL_Reg is remarkably superior to MCLap_Reg and MCNLap_Reg, while MCLap_Reg and MCNLap_Reg are equivalent to each other except for the fourth dataset. Table III indicates that MCLL_Reg is a little more time consuming when the number of dataset as well as its dimensions is not a lot larger, in contrast with other two algorithms, while the computational time of MCLL_Reg is between that of MCLap_Reg and that of MCNLap_Reg when dataset sizes and dimensions are larger than them. Fig. 2 and Fig. 3 illustrate that the number of randomly The average test error rates with respect to the number of randomly labeled points on WINE dataset labeled points is larger, the average test error rate is lower on all algorithms, and furthermore, MCLL_Reg achieves a lower error rate.
VI . CONCLUSIONS
In this paper, a novel class label presentation method for semi-supervised classification problem is proposed on the basis of unit circle, which can impartially deal with each unlabeled data for fear of being misguiding by the labeled data during learning. Additionally, the class label of each data can be well estimated by its neighbors by means of local learning. So semi-supervised multi-class classification algorithm based on local regularizer and unit circle class label representation is developed. The experimental results show the superiority of our new algorithm.
In the further work, binary series class label representation method [11] [12] [13] [14] will be introduced to our algorithm. Then we will compare the classification performance of binary series class label representation method with that of unit circle class label representation method. 
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