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FACULTY OF INFORMATION TECHNOLOGY
DEPARTMENT OF INFORMATION SYSTEMS
MULTI-LABEL KLASIFIKACE TEXTOVÝCH DOKUMENTŮ
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AUTHOR




Diplomová práce se zabývá automatickou klasifikaćı textových dokument̊u. Jsou zde vysvětleny
základńı pojmy a problémy dolováńı z textu. Práce vysvětluje pojem shlukováńı a ukazuje
několik základńıch algoritmů shlukováńı. Je zde ukázáno i několik metod klasifikace a po-
drobně rozebrána vybraná metoda matrix regression. Dále byla navrhnuta a implemen-
tována aplikace použ́ıvaj́ıćı ke klasifikace matrix regression. Provedené experimenty byly
zaměřeny na normalizaci a prahováńı.
Abstract
The master’s thesis deals with automatic classification of text document. It explains basic
terms and problems of text mining. The thesis explains term clustering and shows some
basic clustering algoritms. The thesis also shows some methods of classification and deals
with matrix regression closely. Application using matrix regression for classification was
designed and developed. Experiments were focused on normalization and thresholding.
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S rozvojem internetu jsme zahlceni velkým množstv́ım dokument̊u, ze kterých je složité
vybrat si článek odpov́ıdaj́ıćı našemu zájmu. Proto se stále v́ıce pozornosti věnuje auto-
matické klasifikaci textu. Ćılem je, aby člověk nemusel procházet postupně jeden článek
za druhým a zjǐst’ovat, jestli je jeho obsah pro něj zaj́ımavý či ne. Automatická klasifikace
by měla umět roztř́ıdit dokumenty do předem definovaných kategoríı. Uživatel si následně
zvoĺı určitou kategorii a může ihned procházet pro něj zaj́ımavé materiály.
Multi-label klasifikace je klasifikace, při které může být jeden dokument zařazen do
jedné i v́ıce tř́ıd. Opakem je single-label klasifikace, kde dokument zařad́ıme pouze do jedné
tř́ıdy. Daľśım speciálńım př́ıpadem single-label klasifikace je binárńı klasifikace, kde se roz-
hodujeme pouze mezi dvěmi tř́ıdami.
Vyhodnoceńı multi-label klasifikace je podstatně složitěǰśı úkol než vyhodnoceńı single-
label klasifikace. U single-label klasifikace pouze zjist́ıme, která kategorie vraćı pro daný
dokument nejlepš́ı výsledek a tou ho označ́ıme. Zat́ımco při multi-label klasifikaci se snaž́ıme
naj́ıt všechny tř́ıdy, do kterých dokument patř́ı, a proto muśıme být schopni určit hranici,
kdy ještě dokument do tř́ıdy patř́ı a kdy už ne. Ideálńı multi-label klasifikátor by tedy měl
být schopný naj́ıt všechny kategorie relevantńı pro daný dokument. V praxi zat́ım takový
klasifikátor neexistuje a jeho vytvořeńı je velice naročné, ne-li nemožné.
Tato práce se zabývá multi-label klasifikaćı pomoćı relativně nové metody matrix re-
gression a navrhuje možná řešeńı vyhodnoceńı výsledk̊u tohoto algoritmu.
Kapitola 2 nás uvád́ı do tématiky dolováńı z dat. Vysvětluje základńı pojmy text mi-
ningu a jejich využit́ı ve vztahu k dolováńı. Dozv́ıme se v ńı také, jaké informace se snaž́ıme
z textu źıskávat. V kapitole 2 dále rozebereme, co je to kolekce dokument̊u a jaké jsou
základńı rysy dokumentu, které použ́ıváme při text miningu. Je zde uvedena také typická
architektura dolovaćıch systémů. Na konci kapitoly je popsáno shlukováńı a několik jeho
metod, které se použ́ıvaj́ı při dolováńı z textu.
Ve třet́ı kapitole se zaměřujeme na reprezentaci dokumentu, která je vhodná pro kla-
sifikaci. Uvád́ıme v ńı krátký popis reuters kolekćı, které budou využity jako vstupńı data
pro naše experimenty. Dále se zde věnujeme předzpracováńı dokumentu pomoćı lematizace,
stematizace a extrakce stop slov. V této kapitole se také seznámı́me s pojmem vektor rys̊u,
který se použ́ıvá jako základńı reprezentace dokumentu při klasifikaci a s ohodnocováńım
jeho prvk̊u pomoćı vah TF-IDF.
Čtvrtá část této práce pojednává o klasifikaci a jej́ım vztahu ke strojovému učeńı. Jsou
v ńı popsány vybrané metody klasifikace. Ve čtvrté části je rovněž rozebrána zvolená metoda
matrix regression, která byla v rámci této práce implementována.
Pátá kapitola se věnuje samotné multi-label klasifikaci. Popisuje jej́ı vztah k single-label
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klasifikaci a uvád́ı rozd́ıly mezi jejich vyhodnocováńım. Je zde popsáno prahováńı a jedna
jeho aplikace pro vyhodnoceńı klasifikace.
Kapitola 6 obsahuje zadáńı implementovaného programu. Jsou v ńı uvedeny základńı
požadavky na aplikaci a je zde popsán formát vstupńıch dat, které budou zpracovávány.
Diagram př́ıpad̊u použit́ı na konci této části přehledně zobrazuje funkčńı požadavky na naš́ı
aplikaci.
Sedmá část této práce se věnuje návrhu a popisu implementace naš́ı aplikace. Popi-
sujeme v ńı námi vybranou architekturu MVC a pomoćı diagramu tř́ıd ukazujeme, jak
budou jednotlivé vrstvy architektury implementovány na úrovni tř́ıd. Jsou zde také okomen-
továny nejd̊uležitěǰśı metody jednotlivých typ̊u objekt̊u. Konec kapitoly se zaob́ırá ověřeńım
funkčnosti naš́ı aplikace.
V osmé kapitole rozeb́ıráme detailněji váhy TF-IDF. Popisujeme data vybraná z reuters
kolekćı pro naše experimenty. Následně zjǐst’ujeme, jakých hodnot mohou váhy nabývat
a pokouš́ıme se o jejich normalizaci r̊uznými zp̊usoby. Pro źıskané hodnoty navrhujeme
vhodné prahy a vyč́ıslujeme úspěšnost a chybovost klasifikace. V posledńım experimentu se
pokouš́ıme o prahováńı na základě nejvyšš́ı váhy v kategorii.
V posledńı kapitole se nacháźı závěrečné shrnut́ı této práce. Jsou zde zhodnoceny




Text mining česky dolováńı z textu je obor zabývaj́ıćı se źıskáváńım informaćı z textových
dokument̊u. Pracuje se zde s kolekćı dokument̊u, ve kterých se snaž́ıme naj́ıt užitečné infor-
mace pomoćı identifikace a objevováńı zaj́ımavých vzor̊u. Text mining má hodně společných
rys̊u s data miningem. Pro text mining se použ́ıvá podobná systémová architektura jako pro
data mining. Je složena z předzpracováńı dat, algoritmů pro źıskáńı vzor̊u a nakonec z pre-
zentace, např́ıklad v podobě GUI, se kterým pracuje koncový uživatel. Hlavńı rozd́ıl nastává
ve fázi předzpracováńı, která u dat většinou spoč́ıvá v čǐstěńı a normalizaci, zat́ımco u textu
muśıme identifikovat a extrahovat rysy přirozeného jazyka, č́ımž źıskáme data s o něco lepš́ı
explicitńı strukturou, avšak tato data stále ještě nevyhovuj́ı většině systémů pro dolováńı
z dat.
2.1 Přehled znalost́ı źıskávaných z textu
Nejčastěji se dolováńı z textu použ́ıvá pro tyto účely:
• Sumarizace textu – snaha źıskat abstrakt, který by co nejlépe charakterizoval zkou-
maný dokument.
• Vyhledáváńı dokument̊u – ćılem je źıskat z dokumentu metadata, podle kterých by
bylo možné naj́ıt podobné dokumenty. Takovými metadaty jsou např. nadpis, autor,
kĺıčová slova.
• Kategorizace textu – roztř́ıděńı dokument̊u do kategoríı na základě podobnosti jejich
obsahu. Podrobněji se tomuto tématu věnuje kapitola 4.
• Identifikace jazyka – zjǐst’ujeme, v jakém jazyce je článek napsán.
• Zjǐstěńı autora – pokud je autor textu neznámý, lze ho zjistit na základě slovńı zásoby,
kterou použ́ıvá.
• Identifikováńı kĺıčových slov – snaha naj́ıt slova charakterizuj́ıćı dokument.
• Vyhledáváńı strukturovaných dat – źıskáńı dat určitého formátu např. telefonńı č́ıslo,
poštovńı adresa, internetová adresa atd.
• Nalezeńı entit v dokumentu – hledáme ustálená slovńı spojeńı. Př́ıkladem mohou být
názvy firem, Generals Motors, Dr. Pepper.
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2.2 Kolekce dokument̊u
Teoreticky kolekćı dokument̊u můžeme rozumět jakékoliv seskupeńı textových dokument̊u.
Prakticky se při dolováńı z textu většinou zaměřujeme na velké kolekce, ze kterých źıskáváme
zaj́ımavé vzory. Kolekce dokument̊u mohou být statické nebo dynamické. Dynamické se
měńı v čase přidáńım nových dokument̊u nebo úpravou současných. Statické kolekce se od
inicializace neměńı.
2.3 Dokument
Daľśım základńım elementem v text miningu je dokument. Dokument můžeme neformálně
definovat jako jednotku diskrétńıch textových dat v kolekci, která obvykle odpov́ıdá skutečnému
textovému dokumentu, e-mail, obchodńı zpráva, novinový článek atd. Jeden dokument
může ve stejný čas patřit do několika r̊uzných kolekćı. Textový dokument na prvńı po-
hled vypadá jako nestrukturovaná data, ale b́ılé znaky, interpunkce, odstavce, zvýrazněńı
a daľśı prvky dávaj́ı dokumentu jistou strukturu. Nav́ıc velká část sémantické a syntaktické
struktury je implicitně ukryta v textovém obsahu.
Avšak dokument i přes svou implicitńı strukturu je pro dolováńı nepoužitelný a je třeba
źıskat jeho reprezentaci, ze které lze dolovat. Ta může být založena např. na jednotlivých
slovech, slovńıch spojeńı, větách. Problémem je, že takováto reprezentace dává opravdu
velkou množinu rys̊u, nav́ıc některé elementy mohou mı́t v́ıce významů podle kontextu.
Proto se dokument při předzpracováńı převád́ı na tzv. reprezentačńı model s explicitńı
strukturou, což je množina rys̊u charakterizuj́ıćı dokument jako celek.
Při výběru rys̊u muśıme volit kompromis mezi dvěma ćıli. Prvńım ćılem je źıskat takové
rysy, které co nejv́ıce vystihuj́ı smysl dokumentu. To většinou vede k vybráńı a extrakci
v́ıce rys̊u. Druhým ćılem je źıskáńı rys̊u, které jsou nejv́ıce výpočetně efektivńı a praktické
pro objevováńı vzor̊u. Těchto rys̊u je méně, ale jsou sémanticky významněǰśı. Nejčastěji
použ́ıvané dokumentové rysy jsou:
• Znaky – zahrnuj́ı ṕısmena, č́ıslice, speciálńı znaky a mezery. Jsou základem pro stavbu
daľśıch rys̊u, jako jsou slova, termy a koncepty. Jsou to však velice ńızkoúrovňové rysy
a s jejich použit́ım v text miningu se setkáváme zř́ıdka.
• Slova – jsou základńı úrovńı sémantiky. Dokument může být reprezentován všemi
slovy, která obsahuje. To je samozřejmě nepraktické z hlediska rozsáhlosti množiny
rys̊u, proto se použ́ıvaj́ı r̊uzné optimalizace, které odstraňuj́ı všechna z hlediska text
miningu bezvýznamná slova.
• Termy – jsou slova nebo slovńı spojeńı vybraná př́ımo z dokumentu. Reprezentace
založená na termech se skládá z podmnožiny termů nalézaj́ıćıch se v dokumentu. Ke
správnému nalezeńı termů se většinou použ́ıvaj́ı slovńıky. Tento druh reprezentace má
vyšš́ı sémantický význam než slovńı nebo znaková reprezentace.
• Koncepty – mohou být sestaveny manuálně nebo pomoćı metod předzpracováńı.
Jedná se o slova a slovńı spojeńı, která nejsou př́ımo obsažena v textu, avšak jsou pro
dané téma relevantńı.
Na obrázku 2.1 je zobrazen převod dokument̊u na rysy. V tomto př́ıpadě jsou rysy slova.
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Obrázek 2.1: Ukázka extrakce slov z dokumentu (převzato z [1]).
2.4 Architektura systému pro dolováńı z textu
Typický systém pro dolováńı z textu se skládá z následuj́ıćıch část́ı:
• Předzpracováńı – připravuje data pro hlavńı operace dolováńı. Převád́ı je z jejich
p̊uvodńı podoby do reprezentace vhodné pro metody extrahuj́ıćı rysy.
• Jádro dolováńı – je základem text minigu. Obsahuje algoritmy pro objevováńı vzor̊u,
analýzu trend̊u a źıskáváńı znalost́ı.
• Prezentace – zpravidla obsahuje GUI, které umožnuje prohĺıžeńı nalezených vzor̊u
a kladeńı dotaz̊u.
• Zpřesňuj́ıćı techniky – obsahuj́ı metody filtruj́ıćı redundantńı informace, prováděj́ıćı
čǐstěńı, řazeńı a optimalizaci.
Na obrázku 2.2 je zobrazena typická architektura systému pro dolováńı z textu.
Obrázek 2.2: Ukázka typické architektury systému pro dolováńı z textu (převzato z [7]).
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2.5 Shlukováńı
Jednou ze základńıch metodik text miningu je shlukováńı. Jedná se o učeńı bez učitele, které
rozděĺı objekty do skupin nazývaných shluky. Myšlenkou shlukováńı je uspořádat data do
shluk̊u tak, aby v jednom shluku byla co nejv́ıce si podobná data a zároveň se lǐsila od
dat v ostatńıch shlućıch. Se shlukováńım se můžeme setkat u nástroj̊u pro kompresi dat,
segmentaci dat, zpracováńı obraz̊u, rozpoznáńı vzor̊u, zpracováńı dat a u mnoha daľśıch
př́ıpad̊u, včetně klasifikace textových dokument̊u.
2.5.1 Kvalita shlukovaćıho algoritmu
Jedńım z velkých problémů shlukováńı je určeńı kvality. Optimálńı algoritmus vytvoř́ı ta-
kové shluky, jejichž objekty si jsou co nejv́ıce podobné a přitom jsou odlǐsné od objekt̊u
jiných shluk̊u. Pro zjǐstěńı kvality takového algoritmu potřebujeme pracovat s nějakou hod-
notou, která bude reprezentovat mı́ru podobnosti mezi jednotlivými objekty. Tuto hodnotu
podobnosti je nutné źıskat s ohledem na reprezentaci dokumentu. Nejčastěji použ́ıvanou
reprezentaćı je vektor rys̊u, a proto jsou většinou funkce pro určeńı podobnosti založeny na
základě vzdálenosti vektor̊u.
Metriky podobnosti
Nejpopulárněǰśı metrikou je Euklidovská vzdálenost:
D(xi, xj) = sqrt
∑
k
(xik − xjk)2, (2.1)
která je speciálńım př́ıpadem Minkowského metriky pro p = 2:
Dp(xi, xj) = (
∑
k
(xik − xjk)p)1/p. (2.2)
Pro textové dokumenty se nejčastěji použ́ıvá cosinova podobnost:
Sim(xi, xj) = (x
′
i ∗ x′j) =
∑
k
x′ik ∗ x′jk. (2.3)
2.5.2 Algoritmy shlukováńı
Existuj́ı r̊uzné zp̊usoby děleńı shlukovaćıch algoritmů. Jednou z možnost́ı je děleńı na hie-
rarchické a ploché algoritmy. Ploché algoritmy řad́ı objekty do vzájemně disjunktńıch jed-
noduchých shluk̊u, naproti tomu hierarchické shlukováńı produkuje v́ıce vnořených shluk̊u.
Shlukováńı také může být hard nebo soft, kde hard znamená, že objekty mohou patřit pouze
do jedné skupiny, zat́ımco u soft je možné zařadit jeden objekt do v́ıce shluk̊u.
Optimalizace shlukovańı je velmi výpočetně náročná, proto se použ́ıvaj́ı r̊uzné druhy
aproximačńıch algoritmů. Mezi ně patř́ı např́ıklad agglomerative algoritmus, který na začátku
umı́st́ı každý objekt do jednoho shluku a následně spojuje shluky, dokud neńı splněna
podmı́nka pro zastaveńı. Daľśı možnost́ı jsou děĺıćı algoritmy, které naopak zařad́ı všechny
objekty do jednoho shluku a ten pak následně děĺı, dokud neńı splněna podmı́nka ukončeńı.
Posledńı možnost́ı jsou shuffling algoritmy, které iterativně přemı́st’uj́ı objekty mezi shluky.
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2.5.3 Některé algoritmy shlukováńı
Základńımi algoritmy shlukováńı jsou k-means, EM-based pravděpodobnostńı shlukováńı
a hierarchický aglomerativńı clustering (HAC), kterým se budeme v́ıce věnovat v následuj́ıćım
textu.
Algoritmus k-means
Metoda k-means děĺı kolekci vektor̊u {x1, x2, . . . , xn} na množinu shluk̊u {C1, C2, . . . , Cn}.
Každý shluk je inicializován jedńım semı́nkem, jehož hodnota je bud’ předem určena, anebo





Následně se vektory přeřad́ı do shluk̊u s nejbližš́ım centriodem. Tento postup se iterativně
opakuje, dokud přináš́ı změny ve shlućıch. K-means maximalizuje funkci kvality shlukováńı
Q:






Po každé iteraci měńıćı zařazeńı ve shlućıch se hodnota funkce Q zvyšuje.
K-means algoritmus je často použ́ıván pro svou jednoduchost a efektivitu. Složitost jedné
iterace je O(kn) a počet nutných iteraćı bývá obvykle malý. Jeho nevýhodou je citlivost na
kvalitě určeńı počátečńıch semı́nek, šum a odlehlé hodnoty. Také j́ım nelze nalézt shluky
r̊uzných velikost́ı a nekonvexńıho tvaru.
Na obrázku 2.3 vid́ıme shluky vytvořené algoritmem k-means.
Obrázek 2.3: Ukázka algoritmu k-means (převzato z [3]).
Algoritmus pravděpodobnostńıho shlukováńı na základě maximalizace očekáváńı
(EM-base probabilistic clustering algorithm)
Algoritmus pravděpodobnostńıho shlukováńı na základě maximalizace očekáváńı předpokládá,
že objekty pro shlukováńı jsou složeny z k distribućı. Ćılem je vypoč́ıtat pravděpodobnost
P (Ci|x), že daný objekt patř́ı do shluku C. Účelem maximalizace očekáváńı je určit para-
metry distribuce ve zkoumaných datech.
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Počátečńı parametry distribućı jsou bud’ zadány externě, nebo náhodně zvoleny. Pak
se vypoč́ıtá pravděpodobnost P (Ci|x) pro všechny objekty x a objekty se přeznač́ı podle
vypočtených pravděpodobnost́ı. Daľśım krokem je přeodhadnut́ı parametr̊u distribuce tak,
aby se maximalizovala věrohodnost označeńı objekt̊u. Algoritmus konč́ı, když každá daľśı
iterace poskytuje minimálńı změny.
Na obrázu 2.4 vid́ıme shluky určené algoritmem pravděpodobnostńıho shlukováńı na
základě maximalizace očekáváńı.
Obrázek 2.4: Ukázka algoritmu pravděpodobnostńıho shlukováńı na základě maximalizace
očekáváńı (převzato z [3]).
Hierarchické aglomerativńı shlukováńı (HAC)
Hierarchické aglomerativńı shlukováńı zač́ıná t́ım, že každý objekt reprezentuje jeden shluk.
Algoritmus postupně podle zadaných kritéríı spojuje nejpodobněǰśı shluky a skonč́ı ve chv́ıli,
kdy spoj́ı všechny objekty do jednoho shluku. Výsledkem je binárńı strom, který znázorňuje
proběhlé spojováńı shluk̊u. Složitost HAC je O(n2s), kde n je počet objekt̊u a s je složitost
výpočtu podobnosti.
Různé verze HAC se od sebe lǐśı výpočtem podobnosti jednotlivých shluk̊u. Může se
jednat o single-link metody, kde se podobnost dvou shluk̊u poč́ıtá jako maximálńı podobnost
mezi dvěma objekty. Výsledkem pak bývaj́ı tenké dlouhé shluky. Opakem single-link je
metoda complete-link, která vyjadřuje podobnost jako minimum podobnosti dvojic objekt̊u.
Jej́ım výsledkem bývaj́ı pevné kompaktńı shluky. Complete-link metoda většinou dává lepš́ı
výsledky než single-link.
Na obrázku 2.5 vid́ıme postup hierarchického shlukováńı.
V této kapitole bylo čerpáno z [10], [3], [1] a [7].
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Jak již bylo řečeno textový dokument ve své p̊uvodńı podobě neńı vhodný pro metody
klasifikace. Proto při předzpracováńı dokument převedeme na tzv. vektor rys̊u, který je pro
naše účely podstatně vhodněǰśı. Nejběžněǰśı prax́ı je použ́ıt každé slovo z předzpracovaného
dokumentu jako rys. Potom vektor rys̊u má stejnou dimenzi, rovnaj́ıćı se počtu r̊uzných
slov upraveného dokumentu.
3.1 Reuters kolekce
Velmi často použ́ıvaným zdrojem dat pro klasifikaci jsou reuters kolekce. Ty byly p̊uvodně
sesb́ırány a roztř́ıděny společnostmi Carnegie Group, Inc. a Reuters, Ltd. za účelem vývoje
systému CONSTRUE pro kategorizaci textu a jsou volně šǐritelné pro vědecké účely. Obsah
reuters kolekćı je ve formátu SGML.
Pomoćı tag̊u SGML jsou u jednotlivých článk̊u přidány informace užitečné pro klasi-
fikaci. V kolekci jsou mimo jiné vyznačeny kategorie podle r̊uzných tř́ıd́ıćıch kritéríı, do
kterých článek patř́ı, např. podle zemı́, organizaćı a pro nás nejd̊uležitěǰśıch témat článku.
Jeden reuters soubor obsahuje v́ıce článk̊u. Při předzpracováńı reuters dokumentu je tedy
nutné źıskat z př́ıslusných tag̊u jeho kategorii, nadpis a samotný obsah článku a odstranit
veškeré SGML tagy.
Náš program bude testován na kolekci Reuters-21578. Ta obsahuje 21 soubor̊u po tiśıci
dokumentech a jeden soubor s 578 dokuemty. Dohromady tedy máme k dispozici 21 578
článk̊u. Avšak jisté množstv́ı dokument̊u nemá přǐrazené kategorie.
Kolekce obsahuje pět množin kategoríı, kterými jsou exchanges, orgs, people, place,
topics. Pro naši klasifikaci budeme použ́ıvat kategorie z množiny topics, ve které jsou doku-
menty roztř́ıděny podle ekonomických témat. V množině topics je 135 možných kategoríı,
ale pouze 120 z nich má v kolekci alespoň jeden výskyt. Vı́ce jak 20 výskyt̊u má pouze 57
kategoríı z topics. Právě počet dokument̊u v tématu má velký vliv na kvalitě klasifikace.
Máme-li v kategorii větš́ı množstv́ı dokument̊u, jsme schopni pro ni źıskat lepš́ı charakte-
ristiku a t́ım zpřesnit kategorizaci.
Kategorie v množině topics jsou dále roztř́ıděné do následuj́ıćıch pěti témat: commo-
dity, subject, ecnomic indicator, corporate, energy. V tabulce 3.1 lze vidět několik zástupc̊u
každého z témat. Zat́ımco témata subject a corporate nemaj́ı ani pět zástupc̊u, zbylá tři
témata obsahuj́ı podstatně v́ıce kategoríı, než je zobrazeno v tabulce 3.1.
Informace o reuters kolekćıch byly čerpány z [8], [12].
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commodity grain cocoa corn rubber
subject foreign exchange shipping interest rates
economic ind. retail sales trade unemployment money supply
corporate earnings acquisitons
energy crude oil jet and keresone gasoline fuel oil
Tabulka 3.1: Ukázka kategoríı v tématech.
3.2 Předzpracováńı dokumentu
Před klasifikaćı dokument̊u je d̊uležité provést jejich předzpracováńı. Předzpracováńı uprav́ı
dokument tak, aby v něm zbyla pouze kĺıčová slova, tj. slova, která nesou nějakou významovou
informaci pro klasifikaci. Tato slova jsou dále upravena tzv. stematizaćı nebo lematizaćı,
která hledá základńı tvar slova. Z takto předzpracovaného dokumentu již můžeme vytvořit
vektor rys̊u, který lze použ́ıt ke klasifikaci, nebo může být dále optimalizován pomoćı re-
dukce rys̊u.
Ćılem předzpracováńı je tedy sńıžit pamět’ovou náročnost klasifikace a zvýšit jej́ı rychlost
a přesnost.
3.2.1 Stematizace a lematizace
Pro sńıžeńı počt̊u kĺıčových slov se použ́ıvá stematizace a lematizace. Obě metody maj́ı
stejný ćıl a t́ım je naj́ıt jeden vhodný základ slova, na který by se převáděla všechna slova
odvozená od daného kořene.
Stematizace zpravidla spoč́ıvá v tom, že ze stemovaného slova odstraňujeme předpony
a př́ıpony, které jsou typické pro zkoumaný jazyk. Výsledkem této aplikace je tzv. stem. Stem
nemuśı být nutně slovo daného jazyka nebo morfologický kořen slova. Typickým problémem
stematizace je tzv. over-stemming, kdy je ze slova odstraněno v́ıce než pouhé koncovky.
Opačným extrémem je under-stemming, což znamená, že ve stemu z̊ustala část koncovky.
Pokud nemáme na stematizaci nějaké speciálńı požadavky, bohatě nám postač́ı, když pro
slova se stejným základem dostaneme stejný stem.
Při lematizaci se naopak snaž́ıme naj́ıt platný slovńı základ, tzv. lemma, což bývá algo-
ritmicky velice složité. Pro tento účel se nejčastěji použ́ıvaj́ı slovńıky, které obsahuj́ı lemma
pro jednotlivé tvary slov.
Z pohledu dolováńı dat z textu, však většinou dáváme přednost stematizaci, která bývá
implementačně jednodušš́ı a postač́ı nám, když slova stejného významu budou vracet jeden
stem. Někdy se stematizace využ́ıvá i pro nalezeńı lemma. V takovém př́ıpadě využ́ıváme
tabulku, která převád́ı stem na lemma.
Existuje několik druh̊u stematizačńıch a lematizačńıch algoritmů, které se lǐśı přesnost́ı,
výkonnost́ı a principem, kterým základ slova źıskávaj́ı. Nyńı si představ́ıme několik vy-
braných algoritmů:
• Lookup algoritmy – jsou algoritmy, které k źıskáńı základu slova použ́ıvaj́ı lookup
tabulky. Výhody jsou jednoduchost a snadné ošetřeńı výjimek v př́ıpadech, kdy daná
koncovka je součást́ı základu slova, ale odstraňováńım př́ıpon by byla eliminována.
Nevýhodami bývá velikost tabulek, nebot’ zde muśı být uvedeny všechny možné tvary
slova. Ty se v praxi źıskávaj́ı přidáńım nejčastěǰśıch předpon a př́ıpon k danému
základu slova. Pokud nově vzniklé slovo neexistuje, nebude se na něj z textu odkazovat
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a na funkci algoritmu to nebude mı́t vliv. Daľśım problémem je, že tabulka by měla
pokrýt všechna slova jazyka, což je velice náročná úloha.
• Algoritmy odstraňuj́ıćı př́ıpony(anglicky suffix-stripping algorithms) – jedná se o př́ıstup,
při kterém nepotřebujeme lookup tabulky. V tomto př́ıpadě je algoritmus založen
na seznamu pravidel, která se maj́ı aplikovat na zpracovávané slovo. Pravidla bývaj́ı
většinou následuj́ıćıho tvaru: obsahuje-li slovo danou př́ıponu, odstraň ji. Výhodou to-
hoto př́ıstupu je jeho jednoduchost. Nevýhodou je, neschopnost poradit si s výjimkami,
kdy je koncovka nebo jej́ı část součást́ı základu slova.
• Stochastické metody – snaž́ı se určit kořen slova na základě pravděpodobnostńıho
modelu. Nejdř́ıve se na trénovaćı množině zjist́ı pravidla pro stematizaci a ta jsou
následně využ́ıvána k nalezeńı stem̊u slov.
• Hybridńı metody – v praxi se často použ́ıvá v́ıce př́ıstup̊u najednou. Klasickým
př́ıkladem může být stematizace pomoćı odstraňováńı koncovek, která je rozš́ı̌rena
o tabulku s výjimkami. V př́ıpadě, že se slovo nacháźı v tabulce, použije se jeho stem
z tabulky. Jinak bude stematizováno eliminaćı koncovek.
3.2.2 Eliminace stop slov
Stop slova jsou slova, která nenesou žádnou významovou informaci pro klasifikaci. Zpravi-
dla se odstraňuj́ı nejčastěǰśı slova jazyka, kterými jsou členy, předložky, spojky a často se
vyskytuj́ıćı slovesa např. být, mı́t, cht́ıt, která tvoř́ı většinu vět, a proto nemaj́ı rozlǐsovaćı
schopnost.
V praxi neexistuje žádný oficiálńı seznam stop slov, nebot’ určeńı stop slov zálež́ı na
úloze, pro kterou text předzpracováváme. Může se stát, že potřebujeme nalézt např. frázi
”
The Artist“ a je zcela nevhodné mı́t člen
”
the“ v seznamu stop slov, kam by jinak bezpo-
chyby patřil.
Informace o předzpracováńı byly čerpány z [13], [4], [15].
3.3 Vektor rys̊u
Dokument budeme reprezentovat jako vektor dvojic (term, váha) následovně:
di = (wij , wi2, . . . , wit), (3.1)
kde wij(i = 1, 2, . . . , N a j = 1, 2, . . . , T ) je váha termu j v dokumentu i. T (N) je celkový
počet termů (dokument̊u). Termům přǐrad́ıme váhy podle vzorce 3.5.
Pro podobnost dokument̊u budeme použ́ıvat následuj́ıćı vzorec:
sim(di, dj) = cos(di, dj) =
di ∗ dj












3.4 Redukce počtu rys̊u
Použ́ıvat všechna r̊uzná slova obsažená v dokumentu jako vektor rys̊u je značně neefektivńı.
U větš́ıch kolekćı se tak můžeme dostat ke stovkám až tiśıc̊um termů. A proto je vhodné
zredukovat počet termů bud’ výběrem rys̊u, nebo jejich extrakćı.
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Při výběru rys̊u odstraňujeme z množiny termů slova, která běžně neobsahuj́ı sémantiku
dokumentu a nebyla eliminována při předzpracováńı.
Použ́ıvaj́ı se i daľśı metody výběru rys̊u. Jednou z nejjednodušš́ıch metod je výběr
termů, které jsou v dokumentu nejfrekventovaněǰśı. Ukázalo se, že pouhých 10% nejfrek-
ventovaněǰśıch rys̊u postačuje ke kvalitńı klasifikaci.
Druhou metodou je extrakce rys̊u. Ta provád́ı transformaci p̊uvodńı množiny termů do
jiné množiny termů, která může být menš́ı a lépe charakterizuj́ıćı dokument, nebot’ poč́ıtá
se synonymy, hononymy a v́ıceznačnost́ı.
3.5 Váhováńı
Daľśım krokem je přǐrazeńı váhy jednotlivým rys̊um. To lze jednoduše provést tak, že term,
který se vyskytuje v dokumentu, bude mı́t váhu 1 a 0 bude určena termům bez výskytu.
Toto řešeńı však neńı př́ılǐs kvalitńı a podstatně lepš́ı je termům přǐradit váhy na základě
počtu frekvence termu v dokumentu, v kategorii a v celé kolekci.
K tomu se nejčastěji použ́ıvá TF-IDF schéma. Myšlenkou TF váhováńı je, že č́ım větš́ı
je frekvence termu v dokumentu, t́ım je term relevantněǰśı. U jednoduché TF je váhou počet
výskyt̊u. To však nezahrnuje délku dokumentu, a proto je lepš́ı použ́ıt normovanou TF:
TF (t, d) = 0,5 +
0,5 ∗ f(t, d)
MaxFreq(d)
, (3.3)
kde f je počet výskyt̊u termu t v dokumentu d a MaxFreq(d) je frekvence nejčastěji se
vyskytuj́ıćıho termu v dokumentu.
Váha IDF zase vyjadřuje, že méně frekventované termy jsou v́ıce diskriminativńı. Pro
IDF pak plat́ı vzorec:




kde n je celkový počet dokument̊u a k je počet dokument̊u, ve kterých se vyskytuje term t.
Výsledný vzorec pro váhováńı TF-IDF je:
weight(t, d) = TF (t, d) ∗ IDF (t, d). (3.5)




Ćılem klasifikace textu je roztř́ıdit textové dokumenty do předem daných kategoríı. Aplikace
klasifikace se využ́ıvaj́ı k tř́ıděńı internetových stránek do kategoríı, klasifikaci novinových
článk̊u, k rozpoznáńı spamů v emailu, tř́ıděńı e-mail̊u atd.
Kategorizace textu je jednou z úloh umělé inteligence, ke které lze přistoupit dvěma
základńımi zp̊usoby. Prvńım př́ıstupem je znalostńı inženýrstv́ı(knowledge engineering), kde
jsou systému uživatelem zadány znalosti o jednotlivých kategoríıch a pravidla pro tř́ıděńı.
Druhou metodou je strojové učeńı. Zde systému zadáme pouze několik již roztř́ıděných do-
kument̊u (trénovaćı data), ze kterých si systém sám źıská informace, jež následně uplatňuje
při klasifikaci. Lepš́ıch výsledk̊u dosahuje metoda znalostńıho inženýrstv́ı, která je však
pracněǰśı než strojové učeńı. Na druhou stranu strojové učeńı momentálně prož́ıvá značný
rozvoj a rozd́ıly mezi těmito př́ıstupy se pomalu zač́ınaj́ı st́ırat.
4.1 Strojové učeńı a př́ıstupy k němu
Základńım př́ıstupem, který je použ́ıván pro automatické sestaveńı klasifikátoru textu, je
strojové učeńı. To využ́ıvá znalost́ı źıskaných z předtř́ıděných trénovaćıch dat. Existuj́ı dva
základńı zp̊usoby př́ıstupu ke strojovému učeńı. Jedńım je učeńı s učitelem (supervised
learning), při kterém v trénovaćı fázi v́ıme, zda dokument patř́ı do dané kategorie nebo ne.
Opakem tohoto př́ıstupu je učeńı bez učitele (unsupervised learning), též označované jako
shlukováńı (clustering), které je popsáno v kapitole 2.5.
Nyńı se budeme věnovat vybraným základńım př́ıstup̊um ke klasifikaci textu pomoćı
strojového učeńı s učitelem.
4.1.1 Bayesovská klasifikace





kde P (Ci|x) je pravděpodobnost, že dokument X patř́ı do kategorie Ci. P (X) v uvedeném
vzorci je konstantńı pro všechny kategorie a je nutno dopoč́ıtat pouze P (Ci|X). Pokud
máme dokument reprezentován vektorem rys̊u d = (w1, w2, . . . , wn) a předpokládáme, že
jednotlivé souřadnice jsou na sobě nezávislé, můžeme použ́ıt vztah:
P (X|Ci) = Πnk=1P (Xk|Ci) (4.2)
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Výhodou tohoto př́ıstupu je snadná implementace a dobré výsledky pro řadu úloh.
Naopak největš́ı nevýhodou je předpoklad, že jednotlivé souřadnice jsou na sobě nezávislé.
4.1.2 Rozhodovaćı strom a rozhodovaćı pravidla
Rozhodovaćı strom je stromová struktura, ve které rysy označuj́ı vnitřńı uzly, na hranách
jsou umı́stěny testy vah rys̊u a listové uzly obsahuj́ı výslednou kategorii. Pokud se po
stromu pohybujeme od kořene k listu, sepisujeme jednotlivá rozhodovaćı pravidla umı́stěná
na hranách přechod̊u a spojujeme tato pravidla spojkou
”
a“, t́ım źıskáváme rozhodovaćı




Obrázek 4.1 zobrazuje rozhodovaćı strom, kde TW1, TW2, . . . , TW9 jsou testy vah rys̊u,
f1, f2, f3 jsou rysy a C1, C2, . . . , C6 jsou výsledné kategorie.
Obrázek 4.1: Ukázka rozhodovaćıho stromu.
4.1.3 Neuronové śıtě
Jedná se o př́ıstup, kdy se klasifikace provád́ı pomoćı neuronové śıtě, což je několik neuron̊u
spojených za sebe. Typický neuron má několik vstup̊u, bias, aktivačńı funkci a výstup. Práce
neuronu tedy vypadá tak, že se na něj přivedou vstupńı hodnoty. Tyto hodnoty se vynásob́ı,
sečtou a přidá se k nim bias. Potom před výstupem je ještě hodnota transformována pomoćı
aktivačńı funkce.
Neuronová śıt’ je trénovaná metodou back-propagation. Pokud v trénovaćı fázi je zjǐstěna
chyba, tak se tato chyba propaguje zpět přes neuronovou śıt’ a upravuj́ı se př́ıslušné koefi-
cienty. To se opakuje tak dlouho, dokud neńı śıt’ schopná správně reagovat na všechna data
z trénovaćı množiny.
Na obrázku 4.2 je zobrazena neuronová śıt’, kde na vstupech neuron̊u jsou váhy rys̊u
W1,W2 . . .W9, výstupem je výsledná kategorie.
4.1.4 Klasifikace založena na k-nejbližš́ım sousedstv́ı
Je tradičńı metoda založená na tom, že nový dokument zařad́ıme do tř́ıdy(tř́ıd), která
je nejv́ıce zastoupena v k-nejbližš́ıch sousedech. U tohoto algoritmu v trénovaćı fázi data
pouze shromaždujeme jako vektory dokument̊u. Pokud přijde nový dokument, zjist́ıme jeho
podobnost s dokumenty ostatńıch tř́ıd podle vzorce 3.2. Potom pomoćı prahovaćı hodnoty
odfiltrujeme odpov́ıdaj́ıćı kategorie a těmi dokument označ́ıme.
17
Obrázek 4.2: Ukázka neuronové śıtě.
4.1.5 Support vector machine (SVM)
SVM je relativně nová, rychlá a efektivńı metoda klasifikace textu. Metoda se snaž́ı oddělit
kladné a záporné instance tak, aby mezi nimi vznikl co největš́ı pás. Tento pás je určitou to-
leranćı, která nesmı́ být překročena, aby dokument nebyl špatně zařazen. K určeńı odděluj́ıćı
nadroviny stač́ı relativně malé množstv́ı trénovaćıch dat, nazývaných support vector.
Na obrázku 4.3 vid́ıme znázorněńı metody SVM s ukázkou dobrého a špatného pásu.
Obrázek 4.3: Ukázka SVM (převzato z [9]).
Informace o klasifikaci byly čerpány z [7],[14],a [9].
4.2 Matrix regression
Matrix regreession je relativně nová metoda kategorizace založená na strojovém učeńı
s učitelem. V trénovaćı fázi vytvoř́ıme matici termů a kategoríı a v testovaćı fázi podle
této matice klasifikujeme nové dokumenty. Jádrem metody je matice charakterizuj́ıćı vztah




Nejprve źıskáme z trénovaćıch dokument̊u množinu všech termů, které se v nich objevuj́ı.
Každému dokumentu přǐrad́ıme jeho vektor termů. Sjednoceńım vektor̊u všech dokument̊u
źıskáme množinu termů v trénovaćıch dokumentech. Tuto množinu označ́ıme T :
T = {t1, t2, . . . , tT },
kde ti je term a |T | je počet všech termů v tréninkové kolekci.
Poté sestav́ıme seřazenou množinu všech kategoríı z trénovaćı množiny. Seřazená množina
vznikne sjednoceńım všech kategoríı v předtř́ıděných dokumentech. Množinu kategoríı v trénovaćı
kolekci označ́ıme jako C:
C = {c1, c2, . . . , cC},
kde ci je kategorie a |C| je celkový počet kategoríı v trénovaćı kolekci. V ideálńım př́ıpadě
by |C| bylo stejně velké jako počet všech možných kategoríı. Avšak může doj́ıt k situaci,
kdy v trénovaćıch dokumentech některá kategorie nebude zastoupena. Z množin T a C pak
sestav́ıme matici W = (wij)T×C , ve které řádky odpov́ıdaj́ı termům a sloupce kategoríım.
W =

w11 w12 . . . w1C





wT1 wT2 . . . wTC
 (4.3)
Na začátku jsou všechny hodnoty v matici 0, tedy wij = 0,∀i, j. Potom pro každý
dokument z trénovaćı sady zjist́ıme kategorie, do kterých je zařazen. Následně pro každý
term a kategorii identifikujeme př́ıslušné pole wij v matici, které inkrementujeme o hodnotu
tf − idf , což je váha termu.
Vytvořenou matici ulož́ıme na disk a dále ji budeme použ́ıvat jako model, podle kterého
budeme klasifikovat daľśı dokumenty. Pokud do trénovaćı kolekce přibyde nějaký dokument,
neńı nutné celý model přepoč́ıtávat, ale stač́ı pouze zkontrolovat nové kategorie a nové termy
v dokumentu a pro ně přidat nové sloupce(řádky). Poté již jen inkrementujeme dotknuté
č́ıtače a model je opět aktuálńı.
4.2.2 Testovaćı fáze
V druhé fázi nejprve načteme model a obě množiny vektor̊u T a C źıskané v trénovaćı fázi.
Každý nový dokument je spojen s vektorem termů, označme jej Td. Vytvoř́ıme nový tzv.
filtrovaćı vektor F = (0)1×t. Jeho velikost odpov́ıdá počtu termů T . Necht’ T
′ = Td ∩ T .
Pro každý prvek z T ′ nastav́ıme hodnotu odpov́ıdaj́ıćıho prvku z F na 1. Úlohou vektoru
F je źıskat řádky trénovaćı matice, které odpov́ıdaj́ı termům z klasifikovaného dokumentu.
Tyto řádky jsou navrženy jako kategorie nového dokumentu. Výsledkem je vektor W ′ =
F ×W,W ′ = (w′ij)1×C) o velikosti |C|, kde prvky odpov́ıdaj́ı vahám jednotlivých kategoríı.
Ned̊uležité řádky matice W byly vektorem F nastaveny na nula a d̊uležité řádky byly
vybrány.
Posledńım krokem je vybráńı správných kategoríı pomoćı prahovaćı hodnoty. Výsledné
kategorie jsou ty, jejichž váha je větš́ı než prahovaćı hodnota.
Informace o metodě matrix regression byly čerpány z [11];
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Kapitola 5
Multi-label klasifikace a prahováńı
Pokud se snaž́ıme dokument zařadit do v́ıce než jedné kategorie, pak hovoř́ıme o multi-label
klasifikaci. Hlavńım problémem takovéto klasifikace je určeńı, která kategorie je ještě rele-
vantńı pro daný dokument a která už ne. K jejich odlǐseńı se nejčastěji použ́ıvá prahováńı.
5.1 Prahováńı
Prahováńı je funkce, která zobraźı množinu libovolných hodnot do množiny o určité četnosti.
Zde si názorně ukážeme nejjednodušš́ı prahováńı pro množinu o četnosti 2. V tomto př́ıpadě




1, x ≥ T
0, x < T
,
kde p je prahovaćı funkce, která porovná prahovanou hodnotu x s prahem T a pokud je
x větš́ı jak T , přirad́ı mu hodnotu 1, jinak 0.
5.2 Multi-label klasifikace
Nejprve je třeba si ř́ıci, proč je volba správného prahu tak d̊uležitá a problematická pro
multi-label klasifikaci. U klasické klasifikace, kdy každému dokumentu přǐrad́ıme pouze
jednu kategorii, neńı prahováńı v̊ubec potřeba. Jednoduše zjist́ıme, která kategorie danému
článku nejv́ıce vyhovuje a tu považujeme za výsledek.
Multi-label klasifikace je v tomto ohledu mnohem složitěǰśı. Ćılem je vybrat všechny
kategorie, které jsou pro daný dokument relevantńı. Proto muśıme naj́ıt takový práh, který
bude oddělovat vhodné kategorie od těch, do kterých dokument nepatř́ı. Bohužel předem
nev́ıme, kolik tř́ıd bude odpov́ıdat našim dat̊um. Kdyby bylo předem dáno, že výsledkem
bude x kategoríı, vzali bychom pouze x výsledk̊u s nejvyšš́ımi vahami a problém by byl
vyřešen.
Metod pro multi-label klasifikaci je opravdu celá řada. Dá se pro ni použ́ıt i většina
algoritmů popsaných v kapitolách 4, 2.5 a samozřejmě i námi vybraná matrix-regression
4.2. Zat́ımco tyto metody jsou velice dobře definovány, zhodnoceńı jejich výsledk̊u už tak
jednoznačné nebývá. Samozřejmě bylo napsáno mnoho praćı, které se zabývaly určeńım
relevantnosti kategoríı k dokument̊um u multi-label klasifikace a bylo nalezeno i mnoho
řešeńı. Avšak nalezené metodiky jsou značně individuálńı podle použitého algoritmu a dat,
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na které byly aplikovány. Nav́ıc metoda matrix regression je relativně nová a tak o jej́ım pra-
hováńı moc informaćı nemáme. Bude tedy potřeba vhodný práh stanovit experimentálně.
Pro inspiraci si představ́ıme jednu jednoduchou metodu prahováńı, tak jak byla navržena
v [2].
5.2.1 Metoda prahováńı pro multi-label klasifikaci založená na nejmenš́ıch
rozd́ılech
Metoda byla p̊uvodně navržena pro reklasifikaci dokument̊u v tématických slovńıćıch při
shlukové analýze. S drobnými úpravami by bylo možné ji použ́ıt i pro naše účely.
• Pro každý dokument spoč́ıtáme rozd́ıly mezi maximálńı vahou TFIDF TImax a k-
tou vahou TDIDF pro všechny kategorie K a označ́ıme je diffk+k(i). Tzn. rozd́ıl vah
TFIDF mezi k-tou kategoríı a TImax je roven nule, zat́ımco pro ostatńı kategorie je
rozd́ıl vyšš́ı nebo nižš́ı podle toho, jak se jejich váha TFIDF bliž́ı TImax.
• Vybereme nejnižš́ı hodnotu rozd́ılu větš́ı jak nula v kategorii K−1 pro i-tý dokument
a označ́ıme ji diffmin(i).
• Spoč́ıtáme pr̊uměr těchto nejnižš́ıch rozd́ıl̊u pro všech N-dokument̊u a označ́ıme ho
diffmed.
• Vybereme pouze hodnoty v rozmeźı diffk+k(i) < diffmed.
• Kategorie odpov́ıdaj́ıćı vybraným hodnotám jsou nově přirazeny dokument̊um. Do-
kumenty, které nemaj́ı žádnou kategorii v daném rozmeźı z̊ustávaj́ı pouze v jedné
kategorii s hodnotou TImax.
Kritérium nejnižš́ıho rozd́ılu samozřejmě také neńı ideálńı. Je sice výhodné pro frag-
menty, kde TImax je malé a druhá nejvyšš́ı váha TFIDF je bĺızko TImax ale pořád malá.
Nevýhodné naopak je v př́ıpadech, kdy je TImax a druhá nejvyšš́ı hodnota vysoká.
Jiným kritériem je kritérium druhé nejvyšš́ı váhy TFIDF, kdy vybereme ještě kategorie
patř́ıćı k druhé nejvyšš́ı váze. Toto řešeńı vyhovuje u dokument̊u s vysokou hodnotou druhé
nejvyšš́ı váhy a naopak neńı vhodné pro dokumenty s ńızkými vahami.




Aplikace má být implementována v programovaćım jazyce java. Má fungovat pod operačńım
systémem Microsoft Windows a Linux a má by poskytovat intuitivńı uživatelské rozhrańı.
Program má provádět multi-label klasifikaci pomoćı metody matrix regression. Má se-
stavovat kolekci ze zadaného souboru nebo adresáře. Vytvořenou kolekci ulož́ı do specifiko-
vaného adresáře v binárńı podobě, pokud je to požadováno. Program muśı nab́ızet náhled
na kolekci a možnost jej́ı úpravy pomoćı přidáńı nových dokument̊u, do již existuj́ıćıch
kategoríı, nebo rovnou přidáńım celé kategorie.
Program bude pomoćı načtené kolekce klasifikovat testované dokumenty. Výsledek zob-
raźı prostřednictv́ım grafického uživatelského rozhrańı. Výsledné zobrazeńı bude ve tvaru
kategorie a do ńı patř́ıćı dokumenty. Pro snadněǰśı hledáńı kategoríı pro jednotlivé doku-
menty muśı být program schopný vyfiltrovat kategorie podle názvu dokumentu.
6.1 Vstupńı data
Vstupńı kolekce může být zadána ve formátu reuters a to jako jediný soubor nebo adresář
obsahuj́ıćı v́ıce reuters soubor̊u.
Daľśım formátem vstupńı kolekce je adresář obsahuj́ıćı adresáře reprezentuj́ıćı kategorie.
V adresář́ıch kategorie budou umı́stěny textové soubory odpov́ıdaj́ıćı dané kategorii. Při
tomto formátu vstupu bude jako jméno kategorie brán název adresáře, jež j́ı reprezentuje a
jako jméno dokumentu název textového souboru.
Posledńım vstupńım formátem může být kolekce již dř́ıve vytvořená naš́ım programem
a uložená v binárńı podobě. Název kolekce pak bude shodný s názvem vstupńıho souboru.
Formáty testovaných dokument̊u jsou prakticky stejné jako vstupńı formáty kolekćı.
Jediný rozd́ıl je u dokument̊u, které nejsou reuters. Ty budou nač́ıtány z jednoho adresáře
bez vnitřńı struktury, př́ıpadně může j́ıt i o samotný textový soubor, chceme-li testovat
jediný dokument.
6.2 Př́ıpady použit́ı
Požadavky na ćılový systém přehledně zobrazuje diagram př́ıpad̊u použit́ı 6.1, který si nyńı
bĺıže poṕı̌seme.
• Uživatel – je jedinou roĺı v systému, která má práva na všechny implementované
operace.
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Obrázek 6.1: Diagram př́ıpad̊u použit́ı.
• Vytvoř novou kolekci z aresáře – ze zadaného adresáře obsahujićıho roztř́ıděné doku-
menty se vytvoř́ı kolekce.
• Vytvoř novou kolekci z reuters dokument̊u – z reuters souboru nebo adresáře s reuters
dokumenty se vytvoř́ı kolekce.
• Prohĺıžej kolekci – přehledně zobraźı aktuálně načtenou kolekci, kde bude patrné, jaké
dokumenty kategorie obsahuj́ı.
• Ulož kolekci – ulož́ı kolekci v binárńı podobě do zadaného umı́stěńı.
• Načti kolekci – načte kolekci v binárńı podobě ze zadaného umı́stěńı.
• Přidej kategorii do kolekce – přidá kategorii daného jména do kolekce.
• Přidej dokumenty do kategorie – přidá dokumenty z daného adresáře nebo souboru
do kategorie.
• Načti testované dokumenty – načte dokumenty, které maj́ı být klasifikovány, ze za-
daného adresáře př́ıpadně souboru.
• Načti testované dokumenty z reuters formátu – načte dokumenty ze zadaného umı́stěńı
s reuters soubory.
• Klasifikuj – roztř́ıd́ı dokumenty do kategoríı podle aktuálńı kolekce.
• Zobraz výsledky – přehledně zobraźı, do kterých kategoríı byly zařazeny dokumenty.
• Zobraz kategorie pro dokument – podle názvu dokumentu zobraźı všechny kategorie,




Při návrhu java aplikace s grafickým uživatelským rozhrańım(dále jen GUI) je d̊uležité
zvolit si vhodnou architekturu, která nám umožńı smysluplně pracovat s daty a reagovat
na podněty od uživatele. Snaž́ıme se předevš́ım oddělit data od jejich samotného zobrazeńı.
Logika aplikace by tedy měla být implementována pouze na úrovni dat nezávisle na jejich
grafické reprezentaci.
Daľśı pro implementaci nezbytnou část́ı je návrh tř́ıd. K jeho realizaci využijeme diagram
tř́ıd, který nám zobraźı, jak jednotlivé objekty reprezentuj́ı skutečnost. Jaká nesou data,
jaké jsou operace nad nimi implementovány a jak mezi sebou jednotlivé tř́ıdy komunikuj́ı.
7.1 Architektura MVC
Nejběžněǰśı architekturou pro odděleńı dat od zobrazeńı je architektura MVC, která se
skládá ze tř́ı vrstev a to modelu, pohledu(view) a kontroléru(controller). Nyńı si poṕı̌seme
jednotlivé vrstvy:
• View – je vrstva staraj́ıćı se o vněǰśı prezentaci modelu. Zajǐst’uje komunikaci s uživatelem
a j́ım vyvolané události předává kontroléru. Zároveň naslouchá událostem jdoućım
z modelu a realizuje odpov́ıdaj́ıćı změny v GUI.
• Controller – je vrsta obsahuj́ıćı kontroléry, které zajǐst’uj́ı komunikaci mezi GUI a daty.
V klasické MVC architerktuře se kontrolér využ́ıvá pouze pro př́ıjem událost́ı z po-
hledu a jejich distribuci do př́ıslušného modelu.
• Model – je vrstva reprezentuj́ıćı data a operace nad nimi. Reaguje na události přicházej́ıćı
z kontroléru a realizuje př́ıslušné změny v datech. Pokud je potřeba na základě změny
dat provést nějaké akce v pohledu, pošle mu odpov́ıdaj́ıćı událost.
Vrstva kontroléru tak od sebe odděluje zbylé dvě vrstvy. Obvykle se kontrolér použ́ıvá
k tomu, aby přij́ımal události z GUI a podle typu události zavolal př́ıslušnou metodu v mo-
delu. Model následně zpracuje data požadovaným zp̊usobem a pošle pohledu data k zobra-
zeńı.
Samozřejmě existuje v́ıce variant MVC architektury. Pro tuto práci byla vybrána modi-
fikovaná MVC architektura, tak jak ji prezentuje firma Oracle na svých stránkách viz. [5].
V této variantě je kontrolér umı́stěn př́ımo mezi model a pohled a veškerá komunikace mezi
těmito vrstvami prob́ıhá skrz kontrolér. Z toho plyne, že jak všechny pohledy, tak všechny
modely muśı být u kontroléru registrovány pro př́ıjem událost́ı. Tento model tak zcela zrušil
př́ımou komunikaci mezi pohledem a modelem.
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Obrázek 7.1: Diagram modifikované MVC architektury podle firmy Oracle(převzato z [5]).
7.2 Diagram tř́ıd
Nyńı si pomoćı diagramu tř́ıd názorně poṕı̌seme, jak budou jednotlivé vrstvy MVC architek-
tury implementovány. Vrstvy MVC jsou reprezentovány stejnojmennými baĺıky. Všechny
diagramy v této sekci jsou zjednodušeny oproti skutečnosti z d̊uvodu přehlednosti a úspory
mı́sta.
7.2.1 Pohled
Jak je patrné z obrázku 7.2 pohled se skladá z jednoho okna, ve kterém se stř́ıdavě zobra-
zuj́ı dva základńı panely. Oba panely implementuj́ı rozhrańı PropertyChange, jež obsahuje
pouze jedinou metodu a tou je modelPropertyChange. Pomoćı tohoto rozhrańı se panely
zaregistruj́ı u kontroléru a metodou modelPropertyChange zjǐst’uj́ı, jaká událost přǐsla, zda
patř́ı danému panelu či nikoli a volaj́ı metody reaguj́ıćı na ni.
Obrázek 7.2: Zjednodušený diagram tř́ıd pro pohled.
7.2.2 Kontrolér
Prostředńıka mezi vrstvou modelu a pohledu dělá vrstva kontroléru. U námi vybrané ar-
chitektury muśı kontrolér umět přij́ımat události jak z modelu, tak i z pohledu a doručit
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je ćılové vrstvě. Náš kontrolér se skládá z jedné abstraktńı tř́ıdy a daľśı tř́ıdy, která ji
implementuje. Grafické znázorněńı se nacháźı na obrázku 7.3.
AbstractController
Tř́ıda AbstractController je obecná tř́ıda pro implementaci kontroléru. Slouž́ı k registrováńı
model̊u a pohled̊u pro distribuci událost́ı. Samozřejmě také umı́ konkrétńı objekty odstranit
z distribučńıho seznamu.
AbstractController se chová malinko odlǐsně pro model a pro pohled. V př́ıpadě, že
př́ıchoźı událost je určena některému objektu z modelu, hledá AbstractController metodu
odpov́ıdaj́ıćı dané události mezi zaregistrovanými modely pomoćı metody setModelProperty.
Zat́ımco událost patř́ıćı pohledu je metodou propertyChange přeposlána do všech registro-
vaných pohled̊u a v objektu, kterému patř́ı, je teprve volána odpov́ıdaj́ıćı metoda.
DefaultController
Tř́ıda DefaultController pouze implementuje funkčnost tř́ıdy AbstractController. Jsou v ńı
nadefinovány konkrétńı události pro model a pohled. Jelikož k tř́ıdě DefaultController bu-
deme přistupovat poměrně často z mnoha r̊uzných objekt̊u, byla navržena podle návrhového
vzoru singletone a odkaz na ni lze źıskat kdekoliv v naš́ı aplikaci.
Obrázek 7.3: Zjednodušený diagram tř́ıd pro kontrolér.
7.2.3 Model
Vrstvou reprezentuj́ıćı data a implementuj́ıćı logiku aplikace je model. Ten muśı umět na-
slouchat na události přicházej́ıćı z vrstvy kontroléru a pośılat své události do kontroléru.
Komunikaci s vyšš́ı vrstvou zde implementuje tř́ıda AbstractModel. Diagram modelu je zob-
razen na obrázku 7.4.
MatReg
Nejd̊uležitěǰśı tř́ıdou modelu je tř́ıda MatReg, která reprezentuje celou kolekci. Je implemen-
tována podle návrhového vzoru singletone, takže je dosažitelná z kterékoli části programu.
Zároveň to ale znamená, že existuje pouze jedna jej́ı instance. Náš program tedy vždy
pracuje pouze s jednou kolekćı.
Tř́ıda MatReg je jakýmsi
”
mozkem“ aplikace. Z kontroléru přij́ımá většinu událost́ı vy-
tvořených v GUI a bud’ je sama vyřizuje, nebo je distribuuje do daľśıch objekt̊u. Pokud je
potřeba změnit zobrazeńı dat v pohledu, vytvoř́ı MatReg př́ıslušnou událost a odešle ji do
kontroléru. Aby mohla komunikovat s kontrolérem, děd́ı tř́ıdu AbstractModel.
26
Při pohledu na atributy, které MatReg obsahuje, si v prvé řadě všimněme proměnné
mat, která je static a je nezbytná kv̊uli implementaci návrhového vzoru singletone, aby
tř́ıda mohla vracet odkaz sama na sebe. Tř́ıda MatReg je dále odpovědná za vytvářeńı
objekt̊u kategoríı, které následně drž́ı v proměnné catList. CatList je zde plněn pomoćı me-
tody fillInCatList volané z metody createCollection. Pokud je potřeba přidat kategorii do
kolekce, postará se o to funkce addCategoryToCollection. Kolekce je do pohledu pośılaná
událost́ı vytvořenou v metodě createCollectionTree, kde je převedena do objektu typu De-
faultMutableTreeNode pro reprezentaci v objektu jTree v GUI.
Váha TF-IDF je poč́ıtána na úrovni kolekce, proto se jej́ı určeńı provád́ı v objektu
typu MatReg, konkrétně funkcemi countIdf a countTfIdf. Pro výpočet váhy IDF je d̊uležitý
atribut allTerms, který obsahuje všechny termy v kolekci a je nezbytný pro zjǐstěńı v kolika
dokumentech se daný term vyskytl.
O uložeńı a načteńı kolekce se staraj́ı metody saveCollection a readCollection, které
implementuj́ı serializaci a deserializaci objektu matReg.
Category
Tř́ıdou reprezentuj́ıćı kategorie je tř́ıda Category, která udržuje trénovaćı dokumenty patř́ıćı
do kategorie v HashMapě docs. Druhou jej́ı HashMapou je terms, která obsahuje všechny
termy dané kategorie. Terms se využ́ıvá při samotné klasifikaci, nebot’ drž́ı TF-IDF váhy
všech termů v kategorii. Tedy slova z klasifikovaného dokumentu źıskávaj́ı váhy právě odtud.
HashMapa terms je plněna funkcemi unionDocs a updateCategoryTerms, které jsou volány
na právě zpracovaný dokument a sjednocuj́ı termy dokumentu s termy kategorie. Tyto
funkce se také staraj́ı o poč́ıtáńı tf váhy termů pro kategorii.
Ve chv́ıli, kdy je načtena celá kolekce, je zavolána funkce countTfIdf ze tř́ıdy MatReg,
která dopoč́ıtá váhy TF-IDF pro všechny termy v terms. V tuto chv́ıli terms reprezentuje
jeden sloupec matice algoritmu matrix regression.
Posledńı zaj́ımavou metodou tř́ıdy Category je addDocumentToCategory. Jedná se o přet́ıženou
metodu. Pokud je volána s parametrem TrainingDocument, tak pouze přidá načtený doku-
ment do kategorie. V př́ıpadě, že je volána s parametrem ArrayList, je jej́ım úkolem nač́ıst
dokument přidávaný do kategorie. Pokud kategorie neexistuje, pak je vytvořena.
TrainingDocument
Jeden dokument v kolekci je reprezentován tř́ıdou trainingDocument. Jej́ı úlohou je udržovat
HashMapu termů termList, které se nacházej́ı v dokumentu. Po načteńı celého trénovaćıho
článku pomoćı funkce parseTerms je metodou countTf spoč́ıtána váha TF všech jeho termů.
Term
Nejzákladněǰśım prvkem modelu je Term. Tato tř́ıda reprezentuje samotný term a drž́ı
četnosti výskytu termu a jeho váhy. Proměnné countInDoc, countInCat obsahuj́ı hodnotu,
kolikrát se term vyskytl v dokumentu či kategorii. Zat́ımco atribut countInMatreg udává,
v kolika r̊uzných dokumentech v kolekci se term vyskytl. Dále má term atributy, které nesou
jeho váhy.
Všechny termy jsou drženy v instanćıch tř́ıdy TrainingDocument a dále už předávány
pouze odkazem, což je umožněno výše popsaným rozložeńım atribut̊u pro počty výskyt̊u
a váhy, kdy každá tř́ıda pracuj́ıćı s termem použ́ıvá proměnnou určenou pro ni. Toto řešeńı
by mělo pomoci uspořit pamět’ potřebnou pro běh programu.
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TestDirectory
O načteńı a klasifikaci testovaných dokument̊u se stará tř́ıda TestDirectory, která děd́ı Abs-
tractModel, aby mohla komunikovat s kontrolérem. TestDirectory źıská testované dokumenty
bud’ z reuters kolekce pomoćı funkce getTestDocumentsFromReuters, nebo z adresářové
struktury metodou findTestDocuments.
O tř́ıděńı dokument̊u se stará funkce classify, jej́ıž výsledek je převeden funkćı createRe-
sultTree do seznamu reprezentuj́ıćıho výsledek, který je poslán událost́ı do pohledu. Test-
Directory také implementuje na úrovni modelu filtrováńı kategoríı, které patř́ı zadanému
dokumentu. K tomuto účelu slouž́ı funkce searchCategoriesForDocument.
TestDocument
Jednoduchou tř́ıdou spravuj́ıćı klasifikovaný dokument je TestDocument. Ta obsahuje množinu
řetězc̊u, ve které jsou umı́stěny názvy termů, jež se objevily v dokumentu. O načteńı
množiny terms se stará funkce parseTerms.
Daľśı d̊uležitou proměnnou tř́ıdy TestDocument je catArray, což je pole typu double
o velikosti počtu kategoríı v kolekci. Do tohoto pole se ukládaj́ı váhy, které źıská testovaný
dokument pro danou kategorii. Pořad́ı vah v poli odpov́ıdá pořad́ı kategoríı v seznamu
catList v objektu tř́ıdy MatReg. Kategorie, které jsou pro testovaný dokument navrženy,
źıskáme funkćı findCategories, jež procháźı catArray a vyb́ırá všechny kategorie s vahou
vyšš́ı, než je zadaný práh.
PreprocessReuter
Předzpracováńı dokument̊u implementuje tř́ıda PreprocessReuter, která obsahuje atributy
stopWords a stemmer. Tyto dvě proměnné využ́ıvá funkce advancePreprocess implemen-
tuj́ıćı odstraňováńı stop slov a stemming. Daľśı d̊uležitou funkćı je PreprocessSGM, která
zpracovává reuters kolekci tak, že z ńı źıská nadpis článku, jeho kategorie a jeho obsah
a odstrańı z ńı SGML tagy.
Stemmer
Tř́ıda Stemmer implementuje stemming pomoćı Portrova algoritmu.
ReuterCollection
Tř́ıda implementuj́ıćı přechod z reuters formátu do formátu źıskaného z adresářové struk-
tury se jmenuje ReuterCollection. Je navržena podle návrhového vzoru objektový adaptér.
Jej́ı metoda parseTerms nač́ıtá termy z reuters dokumentu a funkce addDocumentToMatReg
se stará o přidáńı trénovaćıho dokumentu do správných kategoríı, které načte ze seznamu
Categories.
AbstractModel
Jak již bylo zmı́něno, ke komunikaci s kontrolérem se použ́ıvá implementace tř́ıdy Abstract-
Model. Ta implementuje přidáváńı a odeb́ıráńı naslouchač̊u na události(metody addProper-




Důležitou součást́ı návrhu je výběr kontejner̊u, do kterých umı́st́ıme zpracovávaná data.
Naše aplikace využ́ıvá HashMapy k držeńı velkého množstv́ı objekt̊u, ve kterých často
potřebujeme vyhledávat. Př́ıkladem takových objekt̊u můžou být objekty tř́ıdy Term. Výhodou
HashMapy je př́ımý př́ıstup k prvk̊um, tedy podstatně rychleǰśı vyhledáváńı, než je sek-
venčńı procházeńı seznamu. Nevýhodou je větš́ı pamět’ová náročnost tohoto př́ıstupu. Avšak
při nač́ıtáńı termů, kdy potřebujeme pokaždé zjistit, zda už daný term v kontejneru máme
či ne, je př́ımý př́ıstup HashMapy značně rychleǰśı a výhodněǰśı vzhledem k počtu opakováńı
takového vyhledáváńı.
Zat́ımco kontejner ArrayList byl využit např́ıklad pro ukládáńı kategoríı v tř́ıdě Mat-
Reg. V tomto př́ıpadě v́ıme, že kategoríı nebude velké množstv́ı, takže sekvenčńı pr̊uchod
nezabere př́ılǐs mnoho času a nav́ıc při klasifikováńı jsme využili stálého pořad́ı prvk̊u v se-
znamu.
Obrázek 7.4: Zjednodušený diagram tř́ıd pro model.
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7.3 Testováńı
Ned́ılnou součást́ı vývoje aplikace je testováńı. Náš program byl testován jak v p̊uběhu jeho
vytvářeńı, tak po jeho dokončeńı, kdy bylo ćılem ověřit na nějaké malé množině dokument̊u,
že opravdu dokáže rozlǐsit váhami články, které do kategorie patř́ı a které ne.
Během implementace byla vždy ověřena funkčnost právě dokončené části programu.
Vybrali jsme vhodná testovaćı data a pro ně zjistili správný výstup. Potom jsme ověřili, že
aplikace vraćı očekávané výsledky.
Podstatně složitěǰśı bylo ověřeńı funkčnosti celého algoritmu. Pro zjǐstěńı, že výpočet vah
v trénovaćı kolekci funguje správně, byla vytvořena miniaturńı kolekce o přibližně deseti
termech s r̊uzným počtem výskyt̊u ve dvou kategoríıch a čtyřech dokumentech. TF-IDF
váhy byly ručně dopoč́ıtány a následně porovnány s váhami vypsanými aplikaćı.
7.3.1 Ověřeńı klasifikace
Po jednoduchém testu trénovaćı fáze bylo potřeba ověřit celý algoritmus klasifikace. Pro
tyto účely byla sestavena malá testovaćı kolekce, která obsahovala pouze pět náhodně zvo-
lených kategoríı(grain, crude, acq, money-supply a money-fx). Každá kategorie obsahovala
pět trénovaćıch dokument̊u.
Po sestaveńı trénovaćı kolekce byly náhodně vybrány dva dokumenty od každé kategorie
zastoupené v námi vytvořené kolekci. Následně byly tyto dokumenty programem klasifi-
kovány. Při tomto testu se jednalo pouze o nalezeńı jedné kategorie, do které dokument
patř́ı. Nešlo tedy o testováńı multi-label klasifikace, které bude předmětem experiment̊u
viz. kapitola 8.
Tabulka 7.1 ukazuje váhy článk̊u pro jednotlivé kategorie. Dokumenty byly pojmenovány
podle kategorie, která je jim přirazena v reuters kolekci. Modře jsou vyznačeny váhy kate-
goríı, do kterých by měl dokument patřit. Výsledné váhy jsou v intervalu 〈0,18; 1,76〉.
Budeme-li výsledek testu hodnotit typickým kritériem single-label klasifikace, které ř́ıká,
že kategorie s nejvyšš́ı váhou je hledanou kategoríı, zjist́ıme, že 6 dokument̊u z 10 bylo
klasifikováno správně. Úspěšnost klasifikátoru pro single-label klasifikaci by tak byla 60%.
Pokud se do tabulky 7.1 pod́ıváme pozorněji, zjist́ıme, že dokumenty, které byly správně
zařazeny měly pro svou kategorii zřetelně vyšš́ı váhu než pro ostatńı. Naopak u článku
pod označeńım grain2 vid́ıme, že o jeho špatné klasifikaci rozhodl rozd́ıl pouhých 0,09
oproti kategorii crude. Podobně malý rozd́ıl je i u špatné klasifikace dokumentu money-
supply2, zde se jedná o pouhých 12 setin. Pro tyto dva dokumenty se tedy jedná o rozd́ıly
skutečně minimálńı. Hlavńı problém lze v tomto př́ıpadě vidět předevš́ım v malém množstv́ı
dokument̊u v trénovaćı kolekci, která tak neměla dostatečnou kvalitu pro bezpečné rozlǐseńı
všech kategoríı. Nav́ıc tyto problémové dokumenty měly poměrně ńızké váhy oproti správně
zařazeným dokument̊um, což svědč́ı o nedostatečném pokryt́ı slov ze špatně zařazených
článk̊u v trénovaćı kolekci.
Největš́ı nepřesnosti v našem testu však dosáhly dokumenty spadaj́ıćı do kategorie
money-fx. To může být jistě zp̊usobeno již zmı́něnou nedostatečnou velikost́ı trénovaćı ko-
lekce. Daľśım faktorem mohlo být i to, že článek money-fx1 byl v reuters kolekci označen
také kategoríı gold, tedy nejednalo se o dokument reprezentuj́ıćı pouze kategorii money-fx.
Nav́ıc tato kategorie patř́ı do tématu subject a zkratka money-fx znamená money/foreign
exchange(peńıze/zahraničńı burza), což u článk̊u zabývaj́ıćıch se obchodem je dosti obecná
kategorie.
Po předešlém rozboru źıskaných výsledk̊u lze náš klasifikátor označit za funkčńı. Po-
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kud bude použit s obsáhleǰśı trénovaćı kolekćı, měl by být ještě přesněǰśı, čemuž budou
napomáhat i podstatně vyšš́ı váhy źıskané pro testované dokumenty a tak bude mı́t klasi-
fikace lepš́ı rozlǐsovaćı schopnost.
grain crude acq money-supply money-fx
grain1 1,56 0,74 1,17 0,44 0,65
grain2 0,76 0,85 0,71 0,43 0,44
crude1 0,26 1,23 0,72 0,45 0,43
crude2 0,42 1,76 0,93 0,65 0,59
acq1 0,31 0,72 1,10 0,83 0,68
acq2 0,31 0,77 1,21 0,57 0,76
money-fx1 0,44 0,91 0,86 0,62 0,68
money-fx2 0,46 1,03 0,83 0,82 0,80
money-supply1 0,18 0,71 0,72 1,15 0,93
money-supply2 0,28 0,82 0,73 0,70 0,65
Tabulka 7.1: Výsledky ověřeńı funkčnosti klasifikace. Modře označeny dokumenty, které
maj́ı být klasifikovány.
7.4 Ovládáńı aplikace
Nyńı si stručně poṕı̌seme ovládáńı vytvořené aplikace. Na obrázku 7.5 je zobrazeno GUI
pro vytvářeńı kolekćı. Menu v horńı části aplikace slouž́ı k přeṕınáńı mezi panelem pro
vytvářeńı kolekce a panelem pro klasifikaci.
Do textového pole jméno kolekce se zadává jméno kolekce, pod kterým bude kolekce
uložena na disk. Vedle tohoto pole najdeme tlač́ıtko nač́ıst jinou, které nám umožńı načteńı
dř́ıve uložené kolekce z jej́ı binárńı podoby.
Výběr adresáře s kolekćı a mı́sta pro uložeńı kolekce se provád́ı stisknut́ım tlač́ıtka
Vybrat, které je umı́stěno za př́ıslušným textovým polem. Dále zde vid́ıme zaškrtávaćı
poĺıčko Reuters, které muśıme označit, pokud zadaná kolekce je v reuters formátu.
Po vyplněńı údaj̊u o kolekci můžeme stisknout tlač́ıtko Vytvořit, které nám vytvoř́ı
kolekci ze zadaného umı́stěńı. Pokud byla zadána cesta pro uložeńı kolekce, je kolekce
v binárńı podobě automaticky uložena. Uložeńı kolekce je možné i později prostřednictv́ım
tlač́ıtka Uložit.
V panelu Náhled se nám po vytvořeńı nebo načteńı kolekce zobraźı náhled na kolekci
v podobě stromové struktury. Kliknut́ım na ikonku adresáře se zobraźı všechny dokumenty
patř́ıćı do dané kategorie. Č́ıslo za ikonkou adresáře vyjadřuje počet dokument̊u v od-
pov́ıdaj́ıćı kategorii.
Panel Přidat dokument / kategorii slouž́ı k přidáńı dokumentu či kategorie do aktuálńı
kolekce. Pokud chceme přidat kategorii, vyplńıme př́ıslušné textové pole názvem kategorie
a klikneme na tlač́ıtko Přidat. Potřebujeme-li přidat nový dokument do kategorie, vybe-
reme kategorii ze seznamu Kategorie pro přidáńı dokumentu. Následně vybereme dokument
pomoćı tlač́ıtka Vyber a v př́ıpadě, že se jedná o dokument v reuters formátu, zaškrtneme
poĺıčko Reuters. Po kliknut́ı na př́ıslušné tlač́ıtko Přidat je dokument přidán do kategorie
v kolekci.
Obrázek 7.6 zobrazuje panel klasifikace. Za nadpisem Aktuálńı kolekce vid́ıme jméno
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Obrázek 7.5: Uživatelské rozhrańı pro vytvořeńı kolekce.
kolekce, v̊uči které bude klasifikace prob́ıhat. Testovaná data zadáme kliknut́ım na tlač́ıtko
Vyber. Pokud jsou data ve formátu reuters je opět potřeba zatrhnout poĺıčko Reuters.
Následně už stač́ı pouze kliknout na tlač́ıtko Klasifikuj a bude provedena klasifikace.
V panelu Náhled se nám zobraźı adresářová struktura reprezentuj́ıćı kategorie v dané
kolekci. Po rozkliknut́ı ikonky adresáře vid́ıme dokumenty, patř́ıćı do př́ıslušné kategorie.
Panel Kategorie dokumentu slouž́ı k vyfiltrováńı kategoríı pro dokument vybraný ze
seznamu. Tlač́ıtkem Hledej spust́ıme prohledáváńı výsledk̊u klasifikace. Nalezené kategorie
pro daný dokument jsou poté zobrazeny v textovém poli Nalezené kategorie.
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Daľśı d̊uležitou část́ı této práce jsou experimenty. V nich se budeme předevš́ım snažit určit
vhodný práh pro nalezeńı relevantńıch kategoríı. Experimentováńı by také mělo ověřit
funkčnost metody matrix regression.
8.1 Váhy TF-IDF
Abychom mohli správně určit práh, muśıme se d̊ukladně seznámit s váhami TF a IDF,
které jsme si představili v kapitole 3. Potřebujeme nejprve zjistit, jakých hodnot může
nabývat váha TF-IDF pro jeden term a následně z toho vyvodit možné hodnoty TF-IDF
pro kategorie.
Váha TF definovaná ve vzorci 3.3, jej́ıž pr̊uběh je zobrazen dole na obrázku 8.1, je evi-
dentně lineárńı funkćı, která může nabývat hodnot z intervalu i = (−∞;∞). Avšak v našem
př́ıpadě bude jej́ı obor hodnot značně zmenšen, jelikož pod́ıl frekvence termu f s frekvenćı




1, źıskame maximalńı možnou váhu TF, která je taktéž rovna jedné. Minimálńı váha TF
bude vždy větš́ı než 0,5, jak je patrné ze vzorce a grafu této váhy. Pro TF tedy můžeme
źıskat pouze hodnoty v intervalu i = (0,5; 1〉.
O něco málo složitěǰśı je situace u IDF váhy, jej́ıž graf vid́ıme na obrázku 8.1 nahoře a je
dána rovnićı 3.4. Z grafu je patrné, že oborem hodnot této logaritmické funkce je interval
i = (−∞;∞). Nás však opět nebude zaj́ımat celý definičńı obor, ale pouze jeho část, kde
plat́ı, že x ≥ 1, jelikož pod́ıl celkového počtu dokument̊u n s počtem dokument̊u k, ve
kterých se term vyskytuje, je vždy větš́ı nebo roven jedné. Dosad́ıme-li 1 do vzorce 3.4,
vyjde nám hodnota 1, která je minimálńı hodnotou, jakou může váha IDF nabývat. Z výše
uvedeného vyplývá, že hodnota IDF je vždy z intervalu i = 〈1;∞).
Z praktického hlediska však můžeme očekávat hodnoty IDF v intervalu i = 〈1; 3),
protože počet dokument̊u v našich kolekćıch je v řádu stovek. Konec intervalu v hodnotě 3
tedy nebyl vybrán náhodně, ale jedná se o logaritmus z 1000.
Nyńı, když v́ıme, jakých hodnot budou váhy TF a IDF nabývat, lze snadno odvodit,
že hodnoty TF-IDF by měly být v intervalu i = (0,5; 3) pro kolekce o velikosti stovek
dokument̊u.
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Obrázek 8.1: Grafy váhových funkćı(nahoře IDF, dole TF).
8.2 Normalizace váhy TF-IDF pro testovaný dokument
Algoritmus matrix regression je založen na tom, že každá kategorie si drž́ı seznam termů v ńı
obsažených a jejich TF-IDF váhu. V tesovaćı fázi vybereme term z dokumentu a zjǐst’ujeme,
zda se nacháźı v právě zkoumané kategorii. Pokud ano, přičteme váhu termu v kategorii
k TF-IDF zkoumaného dokumentu. Takto postupujeme pro všechny termy dokumentu, až
dostaneme váhu, která by měla vypov́ıdat o tom, jak moc je daná kategorie pro dokument
relevantńı.
V předchoźı sekci jsme zjistili, že hodnota jednoho termu je v rozmeźı 0,5 až přibližne
3. Váhu TF-IDF testovaného dokumentu pro danou kategorii źıskáme součtem vah všech
termů obsažených jak v dokumentu, tak i v kategorii. Počet termů kategorie je neměnný,
zat́ımco testované články maj́ı r̊uznou délku. Zde samozřejmě vzniká problém, kdy doku-
ment, který je deľśı a obsahuje stejný počet stejně relevantńıch slov pro zkoumanou kategorii
jako kratš́ı článek, źıská vzhledem k součtu kladných vah jeho termů větš́ı hodnotu TF-IDF.
Podobný problém budeme muset řešit i na úrovni kategoríı. Pokud jsou kategorie r̊uzně
velké, lze očekávat vyšš́ı výsledné váhy pro obsáhleǰśı kategorie.
Vzniklé rozpory by měla odstranit vhodná normalizace váhy TF-IDF pro dokument.
Hledáme tedy nějakou hodnotu, kterou bychom TF-IDF váhu dokumentu vydělili a t́ım
źıskali hodnotu, která bude určovat relevantnost dokumentu ke kategorii bez ohledu na
velikost kategorie a testovaného dokumentu.
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V následuj́ıćıch třech experimentech se pokuśıme empiricky zjistit vhodnou normalizaci,
která by nám umožnila nastavit prahovaćı hodnotu bez ohledu na velikost kategorie. Ve
čtvrtém experimentu se naopak pokuśıme určit práh na základě velikosti hodnot TF-IDF
pro kategorii.
8.3 Testovaćı data a trénovaćı kolekce pro experimenty
Jak bylo uvedeno v 3.1 velice často se pro klasifikaci textu využ́ıvaj́ı reuters kolekce. My jsme
z nich pro naše experimenty vybrali deset testovaćıch dokument̊u. Při výběru byla snaha
nalézt dokumenty r̊uzných kategoríı. Daľśım požadavkem na data bylo zařazeńı každého
článku do v́ıce kategoríı v trénovaćı kolekci, což umožňuje testovat multi-label klasifikaci.
Posledńım kritériem výběru bylo, aby dokument měl alespoň několik řádk̊u obsahu a tedy
byl pro klasifikaci vhodný.
Náhodně vybraných deset dokument̊u splňuj́ıćıch daná kritéria obsahuje 18 r̊uzných
kategoríı s r̊uznou četnost́ı v reuters kolekćıch. Pro dokumenty budeme v experimentech
použ́ıvat označeńı doc1 - doc10. Kategorie vybraných článk̊u lze nalézt v tabulce 8.1.
doc1 sugar acq
doc2 money-supply money-fx dlr
doc3 gnp trade
doc4 grain rice
doc5 money-fx dlr yen bop gnp
doc6 crude nat-gas
doc7 grain corn rice
doc8 trade crude nat-gas
doc9 grain corn cornglutenfeed meal-feed
doc10 crude fuel jet
Tabulka 8.1: Zastoupeńı kategoríı ve vstupńıch datech.
Trénovaćı kolekce pro experimenty byla vytvořena ze soubor̊u reut2-005.sgm - reut2-
015.sgm. Kolekce obsahuje 10 000 dokument̊u z r̊uzných kategoríı. Některé dokumenty však
nemaj́ı přǐrazeny žádné kategorie, jiné jich maj́ı naopak v́ıce.
Zaj́ımavou charakteristikou kolekce vzhledem ke kvalitě klasifikace je počet dokument̊u
v jednotlivých kategoríıch. Od počtu dokument̊u v kategorii, na které se zde zaměř́ıme
nejv́ıce, se totiž odv́ıj́ı přesnost naučeńı se charakteristik dané kategorie. Samozřejmě nebu-
deme uvádět počty pro všechny kategorie, ale omeźıme se pouze na ty, které obsahuje naše
testovaćı sada dokument̊u.
Druhým kritériem, z kterého by mohla být souzena kvalita naučeńı se klasifikátoru pro
jistou kategorii, je počet r̊uzných termů v ńı obsažený. Na prvńı pohled by se mohlo zdát,
že se jedná o stejnou charakteristiku jako v př́ıpadě počtu dokument̊u v kategorii. Ale
vzhledem k tomu, že každý term může být v kategorii zastoupen pouze jednou a trénovaćı
dokumenty jsou r̊uzně dlouhé, neplat́ı zde, že četnost termů v kategorii je př́ımo úměrná
počtu dokument̊u v kategorii. Jasným d̊ukazem je nahlédnut́ı do tabulky 8.2, která zobra-
zuje počty dokument̊u a slov pro kategorie z našich testovaćıch dokument̊u, kde kategorie
crude obsahuje 225 dokument̊u a 4337 r̊uzných termů, zat́ımco kategorie money-fx má 378
dokument̊u, ale pouze 4300 termů.
36
kategorie dokumenty termy kategorie dokumenty termy
acq 1176 8598 bop 51 1396
sugar 89 2342 crude 225 4337
money-fx 378 4300 nat-gas 52 1906
mouney-supply 85 1474 corn 136 2860
dlr 101 1951 cornglutenfeed 0 0
gnp 68 1872 meal-feed 26 1175
trade 272 4143 fuel 10 385
grain 326 4480 jet 4 97
rice 32 1771 yen 35 1345
Tabulka 8.2: Počty dokument̊u a termů v kategoríıch, které jsou zastoupeny v testovaćıch
datech.
Z tabulky 8.2 je patrné, že naše testovaćı data obsahuj́ı kategorie s výrazně odlǐsnými
počty dokument̊u a termů v trénovaćı kolekci, a proto by měla být vhodným vzorkem pro
naše experimenty. Nav́ıc námi vybraná množina obsahuje jak nejobsáhleǰśı kategorii acq,
tak i kategorii s nulovým zastoupeńım v trénovaćı kolekci. Touto kategoríı je cornglutenfeed,
která neobsahuje žadný dokument a tud́ıž ani žádný term, je však obsažena v našich tes-
tovaćıch datech. Zde můžeme s jistotou ř́ıct, že tato kategorie nebude naš́ım klasifikátorem
nikdy rozpoznána, nebot’ jej́ı klasifikace nemohla být nacvičena v trénovaćı fázi. Hodnota
vah dané kategorie bude tedy vždy 0, a proto ji nebudeme zahrnovat do výsledk̊u.
8.4 Experiment 1: Normalizace délkou testovaného doku-
mentu
V našem prvńım experimentu zjist́ıme výsledné váhy pro data ze sekce 8.3 a pokuśıme se
pro ně naj́ıt optimálńı prahovaćı hodnotu. Normalizace TF-IDF zde bude provedena pouze
délkou testovaného dokumentu. Vliv obsáhlosti kategorie nebude nijak korigován.
V tabulce 8.3 vid́ıme výsledky prvńıho experimentu pro naše testovaćı data. Jsou zde
zobrazeny pouze kategorie, které jsou v testovaćıch datech zastoupeny. Modré č́ıslice v ta-
bulce jsou hodnoty vah pro dokumenty, které patř́ı do dané kategorie. Sloupce tabulky byly
seřazeny podle obsáhlosti jednotlivých kategoríı. Vlevo jsou největš́ı kategorie a vpravo
nejmenš́ı.
Z tabulky 8.3 je dobře patrné, jaký vliv má na výslednou váhu testovaného dokumentu
velikost kategorie. V levé části tabulky jsou výrazně vyšš́ı hodnoty než v pravé části, což
odpov́ıdá seřazeńı od nejobsáhleǰśı kategorie po nejméně obsáhlou.
Z výsledných vah je jasné, že určeńı jedné prahovaćı hodnoty, která by rozlǐsila všechny
dokumenty patř́ıćı do kategorie, je zcela nemožné. To potvrzuje i graf 8.2, který znázorňuje
výsledky prvńıho experimentu. Modře jsou zobrazeny váhy dokument̊u, které maj́ı být kla-
sifikovány a černě váhy dokument̊u, které do kategorie nepatř́ı. Z grafu jsme se pokusili
určit práh, který by měl nejlepš́ı poměr úspěšnosti klasifikace a chybovosti. Za prahovaćı
hodnotu jsme vybrali váhu 26,56(červená rovnoběžka s vodorovnou osou). Pro tu jsme
vypoč́ıtali úspěšnost klasifikace, tedy poměr mezi všemi dokumenty, které měly být klasifi-
kovány(modrá barva na grafu a v tabulce) a dokumenty, které skutečně byly klasifikovány.
Vyšla úspěšnost: 22/28 ∗ 100 = 79%. Zde je však nutné ještě zohlednit chybovost, což je
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acq fx grain trade crude corn dlr sugar sup
doc1 119,54 68,99 62,83 65,70 44,07 52,75 24,41 21,39 7,77
doc2 98,84 93,99 67,22 62,85 50,06 58,54 26,56 15,59 19,61
doc3 105,29 106,13 54,20 82,57 54,30 46,14 39,64 13,59 11,36
doc4 117,35 82,06 113,89 87,52 79,91 102,36 30,20 23,31 9,58
doc5 121,27 117,97 96,67 95,45 64,07 88,89 40,62 19,74 15,12
doc6 114,89 54,38 68,54 45,47 74,49 57,89 12,33 14,99 11,76
doc7 111,82 69,92 109,18 71,04 55,23 89,86 18,39 21,14 10,42
doc8 100,93 74,89 71,08 91,01 65,38 57,60 25,49 16,65 6,88
doc9 104,67 70,08 100,45 74,51 52,14 94,33 25,32 19,33 7,84
doc10 94,61 50,03 50,80 50,64 69,23 39,95 16,62 12,52 6,32
gnp n-g bop yen rice m-f fuel jet cgf
doc1 17,47 11,13 11,62 17,70 10,42 2,94 0,55 0,17 0
doc2 28,30 25,04 22,88 20,02 13,95 4,34 1,55 0,20 0
doc3 30,57 20,59 18,80 24,78 11,49 2,26 2,02 0,20 0
doc4 29,62 50,03 17,33 20,57 23,63 6,18 2,74 0,47 0
doc5 54,60 32,87 27,35 39,16 16,07 5,27 2,45 0,54 0
doc6 21,33 39,43 15,30 13,31 13,03 7,98 3,48 0,90 0
doc7 23,90 20,03 19,35 18,66 28,65 6,30 2,39 0,67 0
doc8 18,61 34,13 12,94 16,07 11,61 3,08 1,61 0,43 0
doc9 18,06 20,94 10,86 15,56 15,43 5,23 1,52 0,66 0
doc10 15,88 31,75 8,59 13,16 8,80 4,46 3,42 0,76 0
Tabulka 8.3: Tabulka vah pro experiment 1(fx je zkratka pro money-fx, supply zkratka pro
money-supply, cgf označuje cornglutenfeed, n-g je nat-gas a m-f je meel-feed).
poměr mezi dokumenty, které byly klasifikovány a podle reuters kolekce neměly být, a všemi
námi klasifikovanými dokumenty. Chybovost pro práh 26,56 je: 54/76 ∗ 100 = 71%.
Výsledky prvńıho experimentu nám tedy neumožnily určit optimálńı prahovaćı hodnotu,
ale lze z nich vyč́ıst funkčnost našeho klasifikátoru a také odhalit dokumenty, které jsou
pro klasifikaci problémové.
Obt́ıžná se zdá být klasifikace dokumentu doc4, který má nejvyšš́ı váhy ze všech do-
kument̊u v kategoríıch crude, corn, sugar a nat-gas. V reuters kolekci byl však označen
pouze kategoriemi grain a rice. Př́ıč́ınou těchto problémů je patrně malý obsah dokumentu,
a proto ho nejsme schopni uspokojivě zařadit.
Pod́ıváme-li se pozorně na modře vyznačené hodnoty v tabulce 8.3, zjist́ıme, že velice
často se jedná o nejvyšš́ı hodnoty ve sloupci nebo alespoň jedny z nejvyšš́ıch. Č́ım vyšš́ı
je hodnota v daném sloupci, t́ım by měl být dokument relevatněǰśı pro danou kategorii.
Náš klasifikátor má tedy dobrou rozlǐsovaćı schopnost uvnitř kategorie. Z výše uvedeného
vyplývá, že např. doc5 je ze všech dokument̊u nejrelevantněǰśı vzhledem ke kategorii money-
fx, nebot’ má nejvyšš́ı hodnotu ve sloupci. Což ale nutně neznamená, že dokument do této
kategorie patř́ı.
Nyńı se pokusme určit úspěšnost klasifikátoru při odhalováńı nejrelevantněǰśıho doku-
mentu v kategorii. Za správnou klasifikaci budeme uvažovat situaci, kdy nejvyšš́ı hodnota
v rámci kategorie bude patřit dokumentu, který je touto kategoríı označen v reuters ko-
lekci. Z tabulky 8.3 lze zjistit, že 8-krát bylo toto kritérium splněno a 9-krát byl klasifikátor
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neúspěšný. Jeho úspěšnost v rámci kategorie by tak byla jen 47%. Tato hodnota je však
výrazně ovlivněna problémovým dokumentem doc4. Pokud bychom výsledky pro doc4 za-
nedbali, zjistili bychom, že správná klasifikace nastala ve 13-ti př́ıpadech a neúspěch byl
zaznamenán pouze 4-krát. Úspěšnost při opomenut́ı doc4 by se tak vyšplhala na 76%.
Nav́ıc ze čtyř neúspěšných př́ıpad̊u nastaly tři u nejmenš́ıch kategoríı v kolekci, což může
být následek nedostatečného natrénováńı těchto kategoríı z d̊uvodu jejich malého rozsahu.
Na základě výsledk̊u prvńıho experimentu jsme tedy schopni s drobnou optimalizaćı zjis-
tit, který dokument je pro kategorii nejrelevatněǰśı se 76% úspěšnost́ı. Máme však problém
identifikovat, které kategorie jsou relavantńı pro daný dokument. Dále v́ıme, že dokument
doc4 neńı vhodný pro klasifikaci, a tak v daľśıch experimentech nemuśıme brát ohled na
jeho hodnoty.
Obrázek 8.2: Graf pro experiment 1. Černě hodnoty vah dokument̊u nepatř́ıćıch do ka-
tegorie. Modře hodnoty vah dokument̊u patř́ıćıch do kategorie. Červeně zobrazen zvolený
práh.
8.5 Experiment 2: Normalizace délkou dokumentu a počtem
termů v kategorii
Jelikož prvńı experiment ukázal, že váhy dokument̊u pro kategorie bude ještě potřeba upra-
vit, aby byly porovnatelné mezi kategoriemi, vyzkouš́ıme nyńı váhy normovat počtem termů
v kategorii.
Výsledky našeho druhého experimentu jsou zobrazeny v tabulce 8.4. Hodnoty vah v ta-
bulce jsou vynásobeny 1000-krát. Normalizace počtem termů v dokumentu a počtem termů
v kategorii nám tedy dává hodnoty v řádech setin až tiśıcin. Vzhledem k tomu, že v pr̊uběhu
výpočtu nebylo použito žádné zaokrouhlováńı a přesnost č́ısel byla stejná jako přesnost typu
double v jazyce Java, nepřináš́ı takto ńızké hodnoty žádné zkresleńı z pohledu klasifikace.
Už na prvńı pohled je z tabulky 8.4 patrné, že tato normalizace nezvýhodňuje větš́ı
kategorie před menš́ımi tak, jako tomu bylo v předchoźım př́ıpadě. Hodnoty dokument̊u,
které by měly být klasifikovány, jsou však vcelku ve velkém rozmeźı 〈0,0045; 0,03298〉 v po-
rovnáńı s intervalem všech výsledných hodnot 〈0,00142; 0,03298〉. To nasvědčuje tomu, že
i tato normalizace nebude př́ılǐs vhodná pro následné prahováńı.
Úspešnost klasifikátoru uvnitř kategorie by měla z̊ustat stejná jako v př́ıpadě experi-
mentu 1, jelikož všechny váhy v jedné kategorii děĺıme stejnou konstantou.
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Na obrázku 8.3 jsou hodnoty z tabulky 8.4 zobrazeny graficky. Opět jsme se z grafu
pokusili určit nejvhodněǰśı práh. Jeho hodnotu jsme stanovili na 15,07, pro kterou nám vyšla
úspěšnost klasifikace 20/28 ∗ 100 = 71% a chybovost je v tomto př́ıpadě 32/52 ∗ 100 = 62%.
Vyšlé hodnoty jsou tedy v d̊usledku téměř shodné s hodnotami z prvńıho experimentu, kde
jsme sice dosáhli větš́ı úspěšnosti, ale také větš́ı chybovosti.
V tabulce se opět jev́ı jako problémové tři nejmenš́ı kategorie, jejichž váhy jsou výrazně
nižš́ı než u ostatńıch kategoríı. Zaj́ımavé jsou také relativně ńızké váhy pro nejobsáhleǰśı
kategorii acq, což by mohlo naznačovat znevýhodňováńı výrazně větš́ıch kategoríı. To je
patrně dáno t́ım, že testovaćı dokument obsahuje omezené množstv́ı termů, které přǐrad́ı
dokumentu váhu vzhledem ke kategorii a v kategorii tak zbyde mnoho termů, jejichž váha
neńı započtena. Avšak výsledná váha je dělena všemi termy v kategorii. Daľśı zvláštnost́ı
jsou ńızké hodnoty u kategoríı sugar a money-supply. Přitom tyto kategorie se na prvńı
pohled nijak výrazně nelǐśı od ostatńıch. To by mohlo nasvědčovat jisté nevyzpytatelnosti
tohoto zp̊usobu normováńı a tedy jeho nevhodnosti pro klasifikaci.
acq fx grain trade crude corn dlr sugar sup
doc1 13,90 16,04 14,02 15,86 10,16 18,43 12,51 9,13 5,27
doc2 11,50 21,86 15,01 15,17 11,54 20,47 13,61 6,66 13,30
doc3 12,25 24,68 12,10 19,93 12,52 16,13 20,32 5,80 7,71
doc4 13,65 19,08 25,42 21,13 18,43 35,79 15,48 9,95 6,50
doc5 14,10 27,43 21,58 23,04 14,77 31,08 20,82 8,43 10,26
doc6 13,32 12,45 15,30 10,98 17,18 20,24 6,32 6,40 7,98
doc7 13,01 16,26 24,37 17,15 12,73 31,42 9,43 9,02 7,07
doc8 11,74 17,42 15,87 21,99 15,07 20,14 13,06 7,11 4,67
doc9 12,17 17,23 22,42 17,98 12,02 32,98 12,98 8,25 5,32
doc10 11,00 11,63 11,34 12,22 15,96 13,97 8,52 5,35 4,29
gnp n-g bop yen rice m-f fuel jet cgf
doc1 9,33 5,84 8,32 13,16 5,88 2,50 1,42 1,72 0
doc2 15,12 13,14 16,39 14,88 7,88 3,77 4,04 2,08 0
doc3 16,33 10,81 13,46 18,42 6,49 1,92 5,26 2,11 0
doc4 15,82 26,25 12,41 15,30 13,34 5,26 7,13 4,85 0
doc5 29,17 17,44 19,59 29,11 9,07 4,49 6,36 5,55 0
doc6 11,40 20,69 10,96 9,89 7,36 6,79 9,04 9,28 0
doc7 12,77 10,51 13,86 13,88 16,18 5,36 6,21 6,90 0
doc8 9,94 17,91 9,27 11,95 6,55 2,62 4,18 4,41 0
doc9 9,65 10,99 7,78 11,57 8,71 4,45 3,36 6,75 0
doc10 8,49 16,66 6,15 9,78 4,97 3,80 8,88 7,88 0
Tabulka 8.4: Tabulka vah(fx je zkratka pro money-fx, supply zkratka pro money-supply, cgf
označuje cornglutenfeed, n-g je nat-gas a m-f je meel-feed). Všechny hodnoty vynásobeny
1000-krát.
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Obrázek 8.3: Graf pro experiment 2. Černě hodnoty vah dokument̊u nepatř́ıćıch do ka-
tegorie. Modře hodnoty vah dokument̊u patř́ıćıch do kategorie. Červeně zobrazen zvolený
práh.
8.6 Experiment 3: Normalizace délkou dokumentu a počtem
dokument̊u v kategorii
Vzhledem k tomu, že předchoźı dvě normalizace se neukázaly býti vhodnými pro následné
prahováńı, vyzkouš́ıme nyńı vydělit váhu TF-IDF testovaného dokumentu počtem jeho
termů a počtem dokument̊u v kategorii.
Výsledky třet́ıho experimentu jsou uvedeny v tabulce 8.5 a jsou vynásobeny stem,
z d̊uvodu lepš́ı čitelnosti. Na prvńı pohled vid́ıme velký rozptyl v hodnotách mezi kate-
goriemi, což svědč́ı o tom, že ani tento pokus nebyl př́ılǐs úspěšný v hledáńı optimálńı nor-
malizace. Dokumenty, které měly být klasifikovány(v tabulce modré hodnoty), maj́ı váhy
v intervalu 〈0,1017; 1,1188〉, což je značná čast z intervalu všech hodnot 〈0,0418; 1,1188〉,
a proto bude obt́ıžné naj́ıt vhodnou prahovaćı hodnotu.
Z tabulky 8.5 je patrné, že při tomto zp̊usobu normalizace se již do výsledných vah
př́ılǐs neodráž́ı velikost kategorie. Snad jedinou výjimkou je kategorie acq, jej́ıž váhy jsou
překvapivě ńızké. Nižš́ı váhy vid́ıme také u malých kategoríı, ale v tomto př́ıpadě bude vina
sṕı̌se na straně jejich malé natrénovanosti než na straně použité normalizace. Z̊ustal zde
však problém s velkým rozptylem hodnot mezi kategoriemi.
I třet́ı experiment by měl mı́t stejnou úspěšnost určeńı nejrelevatněǰśıho dokumentu
pro kategorii, jako měly předchoźı pokusy, nebot’ hodnota počtu dokument̊u v kategorii je
uvnitř kategorie neměnná.
Výsledky třet́ıho experimentu jsou graficky znázorněny na obrázku 8.4. I zde jsme se
z grafu pokusili určit nejvhodněǰśı práh, kterým se zdá být hodnota 29,06, pro kterou je
úspěšnost klasifikace 21/28 ∗ 100 = 75% a chybovost vyšla 48/69 ∗ 100 = 70%. Opět jsme
tedy źıskali velice podobné hodnoty jako v předchoźıch př́ıpadech.
8.7 Experiment 4: Prahováńı podle nejvyšš́ı váhy v kategorii
Prvńı tři experimenty byly zaměřeny na nalezeńı vhodné normalizace, která by dokázala
značně rozd́ılné váhy kategoríı převést do vah, které by nebyly tolik ovlivněny velikost́ı kate-
gorie a bylo by je možné porovnat i mezi kategoriemi. Bohužel vhodnou normalizaci se nám
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acq fx grain trade crude corn dlr sugar sup
doc1 10,17 18,25 19,27 24,16 19,58 38,77 24,17 24,03 9,14
doc2 8,40 24,86 20,62 23,11 22,45 43,05 26,30 17,52 23,07
doc3 8,95 28,08 16,63 30,36 24,13 33,93 39,25 15,27 13,37
doc4 9,98 21,71 34,94 32,18 35,52 75,26 29,90 26,20 11,27
doc5 10,31 31,21 29,65 35,09 28,47 65,36 40,22 22,18 17,79
doc6 9,74 14,39 21,02 16,72 33,11 42,57 12,21 16,84 13,83
doc7 9,51 18,50 33,49 26,12 24,54 66,07 18,21 23,75 12,26
doc8 8,58 19,81 21,80 33,49 29,06 42,36 25,24 18,71 8,09
doc9 8,90 19,60 30,81 27,39 23,17 69,36 25,07 21,72 9,23
doc10 8,05 13,23 15,58 18,62 30,77 29,37 16,46 14,07 7,44
gnp n-g bop yen rice m-f fuel jet cgf
doc1 25,70 21,40 22,79 50,58 32,56 11,30 5,45 4,18 0
doc2 41,62 48,15 44,86 57,20 43,59 17,06 15,55 5,03 0
doc3 44,96 39,61 36,86 70,79 35,92 8,68 20,25 5,11 0
doc4 43,55 96,21 33,97 58,78 73,85 23,77 27,44 11,77 0
doc5 80,30 63,21 53,62 111,88 50,21 20,28 24,49 13,46 0
doc6 31,37 75,82 30,00 38,02 40,71 30,70 34,80 22,51 0
doc7 35,14 38,51 37,95 53,32 89,52 24,23 23,92 16,73 0
doc8 27,37 65,64 25,37 45,92 36,27 11,84 16,09 10,69 0
doc9 26,56 40,27 21,30 44,46 48,21 20,11 15,23 16,38 0
doc10 23,36 61,07 16,84 37,59 27,51 17,15 34,20 19,10 0
Tabulka 8.5: Tabulka vah(fx je zkratka pro money-fx, supply zkratka pro money-supply, cgf
označuje cornglutenfeed, n-g je nat-gas a m-f je meel-feed). Všechny hodnoty vynásobeny
100-krát.
nepovedlo nalézt, proto se nyńı pokuśıme navrhnout jiný postup pro zařazeńı dokumentu
do kategorie.
Jelikož dokumenty pro jednotlivé kategorie maj́ı značně rozd́ılné váhy, mohli bychom se
pokusit nalézt vhodnou prahovaćı hodnotu na základě nejvyšš́ı váhy v kategorii. V experi-
mentu 1 jsme ověřili, že nejrelevantněǰśı dokumenty pro kategorii v ńı maj́ı nejvyšš́ı váhy.
Naš́ım ćılem tak nyńı je naj́ıt konstantu k, pro kterou plat́ı:
k = w ∗ wmax, (8.1)
kde wmax je maximálńı váha v kategorii a w je nejmenš́ı váha relevantńıho dokumentu.
Tedy pokud dokument dosáhne v kategorii váhy větš́ı jak w, zařad́ıme ho do dané kategorie.
K určeńı konstanty k využijeme výsledky z prvńıho experimentu. Z tabulky 8.3 vy-
bereme kategorie, které maj́ı mı́t zařazeny alespoň dva dokumenty. Najdeme dokument
s maximálńı váhou v kategorii a dokument s nejmenš́ı váhou, který má být zařazen do
kategorie a dosad́ıme do vzorce 8.1. Následuj́ıćı seznam ukazuje výpočet a vyšlé konstanty
pro vhodné kategorie.
• money-fx: k = 93,99/117,97 => k = 0,80
• grain: k = 100,45/113,85 => k = 0,88
• trade: k = 82,57/91,01 => k = 0,91
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Obrázek 8.4: Graf pro experiment 3. Černě hodnoty vah dokument̊u nepatř́ıćıch do ka-
tegorie. Modře hodnoty vah dokument̊u patř́ıćıch do kategorie. Červeně zobrazen zvolený
práh.
• crude: k = 65,38/74,49 => k = 0,88
• corn: k = 89,86/94,33 => k = 0,95
• dlr: k = 26,56/40,62 => k = 0,65
• gnp: k = 30,57/54,60 => k = 0,56
• nat-gas: k = 34,13/39,43 => k = 0,87
• rice: k = 23,63/28,65 => k = 0,82
Pro zvolené kategorie vyšla konstanta k v intervalu 〈0,56∗wmax;wmax〉. Pro náš experiment
zvoĺıme za k medián z předchoźıch hodnot. T́ım je hodnota k = 0,87. Nyńı vyzkouš́ıme
prahováńı pomoćı konstanty k na našich výsledćıch z experimentu 1.
Tabulka 8.6 zobrazuje, jak moc byla úspěšná klasifikace pomoćı prahováńı konstantou
k = 0,87. Sloupec úspěch znamená, kolik dokumet̊u bylo správně označeno, že patř́ı do
dané kategorie. Sloupec neúspěch je počet dokument̊u, které měly být zařazeny do zkou-
mané kategorie, ale nebyly. Sloupec nav́ıc ukazuje počet dokument̊u, které byly nesprávně
zařazeny do kategorie. Jedná se opět o test, který určoval, zda daný dokument je relevantńı
pro danou kategorii, či nikoli.
Narozd́ıl od předchoźıch pokus̊u se zde snaž́ıme určit všechny dokumenty, které do ka-
tegorie patř́ı. Vyhodnoceńı výsledk̊u je proto mı́rně odlǐsné od předchoźıch experiment̊u.
Úspěšnost klasifikace v rámci kategorie nyńı spoč́ıtáme tak, že vezmeme počet úspěšných
klasifikaćı dokumentu do kategorie a vyděĺıme jej počtem správných klasifikaćı podle reuters
kolekce. Dohromady máme 28 správných klasifikaćı dokument̊u do kategoríı podle reuters
kolekce(což jsou modře zvyrazněné hodnoty v tabulce 8.3 bez kategorie cornglutenfeed).
Povedlo se nám úspěšně zařadit 18 dokument̊u. Z toho dopoč́ıtáme, že úspěšnost nalezeńı
všech dokument̊u patř́ıćıch do kategorie, je 64%. Muśıme však ještě přihlédnout k počtu
klasifikaćı, které zařadily dokument do kategorie, do ńıž nepatř́ı. Jedná se celkem o 19 klasi-
fikaćı. Proto vypoč́ıtáme ještě mı́ru chybovosti, což bude počet klasifikaćı dokument̊u, které
klasifikovány být neměly, vydělený počtem všech provedených klasifikaćı. Mı́ra chybovosti
je: 19/28 ∗ 100 = 51%.
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wmax w úspěch neúspěch nav́ıc
acq 121,27 104,00 1 0 7
money-fx 117,97 102,63 1 1 1
grain 113,89 99,08 3 0 0
trade 91,01 79,18 2 0 2
crude 79,91 69,52 1 2 1
corn 102,36 89,05 2 0 1
dlr 40,62 35,34 1 1 1
sugar 23,31 20,28 1 0 2
money-supply 19,61 17,06 1 0 0
gnp 54,60 47,50 1 1 0
nat-gas 50,03 43,53 0 2 1
bop 27,35 23,79 1 0 0
yen 39,16 34,07 1 0 0
rice 28,65 24,93 1 1 0
meel-feed 7,98 6,94 0 1 1
fuel 3,48 3,03 1 0 1
jet 0,9 0,78 0 1 1
celkem 18 10 19
Tabulka 8.6: Souhrn výsledk̊u experimentu 4.
Z výsledk̊u vyplývá, že jsme schopni nalézt všechny dokumenty patř́ıćı do katego-
rie s úspěšnost́ı 64%, ale přibližně polovina klasifikovaných dokument̊u bude do kategoríı
přǐrazena nav́ıc.
Nyńı se pod́ıváme jaké kategorie by dokumenty źıskaly pomoćı této prahovaćı metody.
V závorkách jsou uvedeny kategorie, do kterých by články měly patřit podle reuters kolekce.
• doc1 – acq, sugar(acq, sugar)
• doc2 – money-supply(money-supply, money-fx, dlr)
• doc3 – acq, money-fx, trade, dlr(gnp, trade)
• doc4 – acq, grain, trade, crude, corn, sugar, nat-gas, rice(grain, rice)
• doc5 – acq, money-fx, trade, dlr, gnp, bop, yen(money-fx, dlr, yen, bop, gnp)
• doc6 – acq, crude, meal-feed, fuel, jet(crude, nat-gas)
• doc7 – acq, grain, corn, sugar, rice(grain, corn, rice)
• doc8 – trade(trade, crude, nat-gas)
• doc9 – acq, grain, corn(grain, corn, meel-feed)
• doc10 – fuel(crude, fuel, jet)
V tabulce 8.7 vid́ıme přehledně výsledky klasifikace dokument̊u pro prahovaćı konstantu
0,87. Sloupec nalezené obsahuje počet kategoríı, které byly dokumentu správně přǐrazeny.
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Dokument nalezené nenalezené nav́ıc
doc1 2 0 0
doc2 1 2 0
doc3 1 1 3
doc4 2 0 6
doc5 5 0 2
doc6 1 1 4
doc7 3 0 2
doc8 1 2 0
doc9 2 1 1
doc10 1 2 0
celkem 19 9 18
Tabulka 8.7: Souhrn výsledk̊u klasifikace dokument̊u.
Sloupec nenalezené určuje, kolik kategoríı nebylo pro dokument nalezeno. Sloupec nav́ıc
zobrazuje počet kategoríı, které byly dokumentu přǐrazeny nav́ıc.
Vždy se povedlo určit alespoň jednu kategorii. V pěti př́ıpadech se povedlo určit i druhou
kategorii dokumentu. Velkým problémem je však počet klasifikaćı, které jsou nav́ıc. Při
zvoleném k = 0,87 je tento počet téměř stejný jako počet správných klasifikaćı. To svědč́ı
o tom, že byla zvolena př́ılǐs ńızká prahovaćı konstanta k.
Nyńı se pokuśıme vyč́ıslit úspěšnost klasifikátoru tak, jak jsme ji poč́ıtali v předchoźım
př́ıpadě pro kategorie. Z deseti př́ıpad̊u jsme v deseti našli alespoň jednu kategorii. Úspěšnost
nalezeńı prvńı kategorie je tedy 100%. Nejméně dvě kategorie se nám povedlo nalézt v polo-
vině př́ıpad̊u, úspěšnost nalezeńı druhé kategorie je tedy 50%. Tyto úspěšnosti jsou opravdu
vysoké, ale je třeba k nim připoč́ıst ještě chybovost, která je v tomto př́ıpadě rovněž vy-
soká: 18/37 = 49%, tedy téměř každá druhá nalezená kategorie je nav́ıc. Pro porovnáńı
s předchoźımi experimenty zde ještě spoč́ıtáme úspěšnost pro určeńı všech kategoríı, která
ve čtvrtém experimentu je 19/28∗100 = 68%. Chybovost je již dř́ıve spočtených 49%. Z toho
plyne, že se nám touto metodikou určeńı prahu povedlo sńıž́ıt chybovost při zachováńı téměř
stejné úspěšnosti jako v př́ıpadě normalizace.
Metoda je velmi citlivá na extrémńı hodnoty. Pokud dostaneme pro nějaký dokument
váhu výrazně vyšš́ı než pro zbytek dokument̊u v kategorii, nejsme následně schopni do
této kategorie klasifikovat jiný dokument. Př́ıkladem jmenovaného problému je dokument
doc4, který v našem testu značně ovlivnil klasifikováńı kategoríı corn a zejména nat-gas.
Daľśım evidentńım problémem je klasifikace do kategorie acq, která předevš́ım d́ıky své ve-
likosti źıskává pro většinu dokument̊u vysokou váhu. Opačný problém se vyskytuje u tř́ı
nejmenš́ıch kategoríı, které nejsou dostatečně natrénované a algoritmus je tak sṕı̌se ”ti-





V teoretické části nás práce uvedla do problematiky multi-label klasifikace textových do-
kument̊u. Seznámili jsme se s reprezentaćı textových dokument̊u vhodnou pro text mining.
Rozebrali jsme druhy rys̊u, kterými můžeme dokument charakterizovat. Představili jsme si
typickou architekturu systémů pro dolováńı z dat. Dále zde byly rozebrány d̊uležité pojmy
shlukováńı a jeho základńı algoritmy.
Ukázali jsme si reprezentaci dokumentu pomoćı vektoru rys̊u. Zabývali jsme se źıskáváńım
a hodnoceńım jednotlivých rys̊u a redukćı počtu všech rys̊u. Dále byly rozebrány vybrané
př́ıstupy ke klasifikaci pomoćı strojového učeńı. Podrobně byla uvedena metoda matrix
regression, kterou jsme zvolili pro implementaci.
V praktické části práce jsme vytvořili zadáńı programu, který bude klasifikovat textové
dokumenty pomoćı algoritmu matrix regression. V návrhu jsme použili architekturu MVC.
Jej́ı vrstvy byly podrobněji navrženy pomoćı diagramu tř́ıd. Podle návrhu byl následně
naimplementován program, který jsme nejprve otestovali na malé kolekci, aby se ověřila
funkčnost námi vytvořené klasifikace. Následně byla naše aplikace využita ke třem experi-
ment̊um, jejichž ćılem bylo naj́ıt vhodnou normalizaci výsledných vah, aby bylo možné určit
jednu prahovaćı hodnotu pro všechny kategorie, která by oddělila relevantńı tř́ıdy od tř́ıd,
do kterých dokument nepatř́ı. Vzhledem k tomu, že vyzkoušené normalizace nedokázaly
srovnat váhy kategoríı tak, aby bylo možné nalézt prahovaćı hodnotu s dobrou úspěšnost́ı,
byl proveden ještě čtvrtý experiment, který se pokusil o prahováńı pomoćı nejvyšš́ı váhy
v kategorii.
Experimenty jsme potvrdili funkčnost naš́ı implementace, jelikož algoritmus ve většině
př́ıpad̊u přǐradil nejvyšš́ı váhu v kategorii dokumentu, který do ńı skutečně patřil. Norma-
lizace a následné prahováńı se ale ukázalo býti dosti obt́ıžné.
Nejúspěšněǰśım experimentem na normalizaci podle spoč́ıtané úspěšnosti(79%) a chy-
bovosti(71%) byl prvńı experiment, ve kterém byla výsledná váha vydělena pouze počtem
termů v testovaném dokumentu. To znamená, že klasifikace v tomto př́ıpadě byla silně
ovlivněna velikost́ı kategorie a úspěšně klasifikovány byly pouze dokumenty patř́ıćı do
obsáhleǰśıch kategoríı.
Z normalizaćı, které měly odstranit znevýhodňováńı malých kategoríı, dopadla o něco
málo lépe ta, která byla použita v experimentu 2. Zde byly váhy děleny počtem termů
v testovaném dokumentu a počtem termů v kategorii. Úspěšnost klasifikace v tomto př́ıpadě
byla 71% a chybovost vyšla 62%. Tato normalizace ukázala jistou mı́ru nestability, poněvadž
některým kategoríım přǐradila hodnoty podstatně nižš́ı než jiným a t́ım prakticky znemožnila
označeńı dokumentu těmito kategoriemi.
Ve třet́ım experimentu jsme váhu zkusili normovat počtem termů v dokumentu a počtem
46
dokument̊u v kategorii. Tento pokus dopadl nejh̊uře. Úspěšnost sice vyšla 75% ale s chy-
bovost́ı 70%. Daľśım problémem byly značně nevyrovnané hodnoty mezi kategoriemi, které
znemožňuj́ı lepš́ı určeńı prahovaćı hodnoty.
Posledńı experiment dosáhl nejlepš́ıch výsledk̊u. Jeho ćılem nebylo zarovnat váhy kate-
goríı tak, aby měly stejnou vypov́ıdaj́ıćı hodnotu, ale zjǐstěńı prahovaćı konstanty, která po
vynásobeńı s nejvyšš́ı váhou v kategorii odděĺı dokumenty, které do kategorie patř́ı od těch,
co do ńı nepatř́ı. Tento postup dosáhl úspěšnosti 68% při chybovosti
”
pouhých“ 49%, což se
jev́ı jako nejlepš́ı výsledek ze všech čtyř experiment̊u. Problémem tohoto určeńı relevatńıch
kategoríı jsou extrémńı nejvyšš́ı hodnoty. Pokud nějaký dokument v kategorii źıská výrazně
vyšš́ı hodnotu než ostatńı, znemožńı t́ım klasifikaci daľśıch dokument̊u do této kategorie.
Velkou výhodou je, že nemuśıme hledat vhodnou normalizaci.
Z uvedených experiment̊u je patrné, jak složité je naj́ıt správné vyhodnoceńı výsledk̊u
pro multi-label klasifikace. Zde uváděná úspěšnost je hodnotou, v kolika procentech př́ıpad̊u
jsou odhaleny všechny kategorie dokumentu. Problémem však je, že s rostoućı úspěšnost́ı
roste mı́ra chybovosti, tedy počet dokument̊u, které byly do kategorie přǐrazeny nav́ıc. Zde
má zásadńı vliv volba prahovaćı hodnoty. Samozřejmě pokud zvoĺıme ńızký práh, źıskáme
vysokou úspěšnost ale také vysokou chybovost. Naopak když máme vysoký práh, dostáváme
ńızkou úspěšnost i chybovost.
Při volbě prahu by měl být zohledněn předevš́ım účel aplikace. Pokud potřebujeme
źıskat všechny dokumenty patř́ıćı do kategorie a neńı pro nás kritické, že některý dokument
v ńı bude nav́ıc, zvoĺıme vysoký práh. Jsme-li naopak v situaci, kdy potřebujeme roztř́ıdit
velké množstv́ı dokument̊u a neńı pro nás limituj́ıćı, že některé dokumenty nebudou do své
kategorie zařazeny, urč́ıme ńızký práh.
Výsledky experiment̊u jsou samozřejmě ovlivněny námi zvolenou sadou testovaćıch do-
kument̊u. Tedy uváděné úspěšnosti a chybovosti jsou pouze přibližné. Dále se v nich pro-
jevuje charakter reuters kolekce, která neobsahuje úplně ideálńı testovaćımi data. Nicméně
byla použita pro naše experimenty z d̊uvodu velkého počtu roztř́ıděných dokument̊u.
Předmětem daľśıch praćı na základě našich výsledk̊u by měly být daľśı pokusy o nale-
zeńı vhodné normalizace, kterou naše experimenty neodhalily. Velký prostor pro zlepšeńı se
také nacháźı u určeńı prahovaćı konstanty pro nejvyšš́ı váhu v kategorii, kde bude potřeba
omezit vliv extrémńı nejvyšš́ı váhy na klasifikaci. Bylo by také vhodné provést daľśı expe-
rimenty na větš́ı množině testovaćıch dat, nebot’ naše data byla značně ovlivněna krátkým
dokumentem doc4 a tři trénovaćı kategorie, měly v kolekci ńızké zastoupeńı, tud́ıž naučeńı
jejich klasifikace bylo značně omezené.
Zdá se, že samotný algoritmus matrix regression funguje velice dobře o čemž svědč́ı
vysoká úspěšnost při hledáńı nejrelevantněǰśıho dokumentu uvnitř kategorie.
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2009.
[10] Manning, C. D.; Raghavan, P.; Schütze, H.: Introduction to Information Retrieval.
Cambridge University Press, 2008, iSBN: 0521865719.
[11] Popa, I. S.; Zeitouni, K.; Gardirin, G.: Text Categorization for Multi-label
Documents and many Categories [online]. Dostupné na URL:
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